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Summary
In physics, the ability to break fundamental barriers and limits is one of the main
challenges and most desired achievements. In the case of optical microscopy, the
diffraction limit as described by Abbe can be mitigated by so-called super-resolution
microscopy techniques. In the last decades, several approaches to overcome Abbe’s
limit were developed and continuously improved to cover a wide range of appli-
cations in research fields such as the biomedical and life sciences. Such high-end
microscope systems are, however, often located in centralized and shared research
facilities as they are cost-intensive to purchase and operate. Therefore, for many
researchers there is currently no easy access to advanced fluorescence microscopy
methods if they cannot readily access those specialized facilities or purchase and op-
erate dedicated instruments. In this thesis, three fluorescence microscopy methods
were developed as compact and cost-efficient systems in an effort to democratize
them, i.e. making these advanced methods more widely accessible to the scientific
community.
Conventional fluorescence microscopy methods provide a spatial resolution of
about 200 nm using high-NA oil immersion objectives. This is sufficient for several
applications, and therefore, the first project focused on constructing a wide-field
microscope which was used to image the infection pathway of HIV-1 in living sam-
ples. Further, fast 3D data acquisition was implemented to visualize the dynamics
of HIV particles and fast image processing via deconvolution increased the quality
of the obtained results. The suitable environment for these experiments, however,
is at the Icahn School of Medicine at Mount Sinai in New York City. To facili-
tate this in a collaborative fashion, the microscope was designed with a very small
footprint, so that it could easily be shipped to the United States. To observe
the transfer of individual virus particles with a diameter of approximately 120 nm,
however, super-resolution microscopy is required. Here, fixed HIV-1 samples were
analyzed by super-resolution structured illumination microscopy to confirm the
previous results.
The cost of scientific-grade cameras contributes a significant portion to the total
cost of an advanced imaging system. By exchanging these cameras with cost-
effective industry-grade cameras, this overall cost can be tremendously decreased.
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Such low-cost alternatives have to be carefully characterized and tested - to deter-
mine whether they are suitable for super-resolution microscopy and if they can pro-
vide comparable data quality. For the work at hand, the performance of industry-
grade CMOS cameras for their use in conventional fluorescence microscopy and
super-resolution optical fluctuation imaging (SOFI) was analyzed qualitatively and
quantitatively - using super-resolution image quality metrics. By directly compar-
ing these cameras to scientific-grade CMOS cameras both mounted to a scientific
microscope, the image quality was analyzed and evaluated by conducting live-cell
imaging experiments of parts of the cytoskeleton in Cos-7 cells and the same ex-
periments were also carried out on the compact microscope described above.
In a final step, a setup that facilitates cost-effective super-resolution structured
illumination microscopy (SIM) was developed. SIM also provides the capability of
super-resolution imaging by illuminating the sample with an illumination pattern
exhibiting a periodicity at the limit of what can still be resolved by a conventional
microscope. By shifting the phase and angle of this sinusoidal intensity pattern,
and by reconstructing the raw images utilizing a signal processing algorithm, super-
resolution information at twice the spatial resolution of a conventional microscope
can be obtained. To optimize image reconstruction with minimal artifacts, the
illumination pattern has to be of high contrast, and therefore the generation of
the pattern is a crucial parameter. In this thesis, a digital micromirror device was
precisely analyzed and utilized for the creation of the pattern. The cost-effective
industry-grade camera and a low-cost laser were also employed, which resulted in
an overall reduction of the costs of the system by a factor of approximately ten in
comparison to commercial systems. Imaging actin filaments and lysosomes in fixed
cell samples, and visualizing the dynamics of mitochondria and the endoplasmic
reticulum in living cells demonstrated that the structured illumination microscope
developed here can easily compete with commercial implementations - with addi-
tional benefits, such as instant image reconstruction. To this end, also the internal
morphology of smart microgels was used as a test bed to demonstrate the extensive
application range of cost-effective super-resolution microscopes.
ii
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1. Introduction and motivation
Fluorescence microscopy has become one of the standard imaging methods in the
life sciences to visualize structures and dynamics in cells and even living organisms.
The main advantage of fluorescence microscopy is its ability to precisely identify and
locate molecules of interest by labeling them with fluorescent probes. This allows
us to study basic functions and processes from single cells to model organism such
as mice and fish through imaging [1].
The resolution achieved in classical fluorescence microscopy is limited to approxi-
mately 200 nm. This limit, described first by Abbe [2] in 1873 is fundamental rather
than technical, as it is caused by the diffraction of light. For various applications
this resolution is sufficient to analyze research questions [3] in applications such
as the characterization of macromolecular complexes and viruses [4] all the way to
in-vivo brain studies [5]. For structures on the nanometer-scale, however, so-called
super-resolution microscopy is required. Super-resolution optical microscopy tech-
niques, also called nanoscopy, circumvent Abbe’s limit and the pioneers in this field
were awarded with the Nobel prize in Chemistry in 2014 [6].
The super-resolution optical imaging techniques can be divided into four classes:
One early member is STED [7] (stimulated emission depletion), which utilizes a
doughnut-shaped beam to stimulate the emission of fluorescent probes and shape
the laser focus even sharper. Another early member is SMLM (single molecule
localization microscopy), which localizes the center of the emission spot generated
by a single "blinking" fluorescent molecule. The first member of the class of SMLM
techniques is PALM [8] (photo-activated localization microscopy), which, together
with STED, was awarded the above mentioned Nobel prize. Other SMLM methods
such as dSTORM [9, 10] (direct stochastic optical reconstruction microscopy) or
PAINT [11] (point accumulation for imaging in nanoscale topography) also local-
ize the center of the emission spot of fluorescent molecules, but employ different
techniques to create the blinking of the fluorescent dyes. Similar to SMLM are tech-
niques which are based on the analysis of the fluctuation time trace of fluorescent
dyes, where SOFI [12] (super-resolution optical fluctuation imaging) is the most
prominent method. The last class of super-resolution optical imaging techniques
is SIM [13, 14] (structured illumination microscopy), which utilizes a sinusoidal
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illumination pattern in the sample, which is rotated and shifted to reconstruct a
super-resolved image. Ongoing developments of these techniques have improved
various aspects such as their spatial and temporal resolution, life-cell compatibility
and reduced system complexity. Further, combinations among the classes and com-
binations with other fluorescent microscopy and spectroscopy methods increased
the application range of fluorescence microscopy even more [1, 15].
Most importantly, to perform a successful measurement with fluorescence mi-
croscopy, the right technique has to be chosen to match the requirements of the
experiment [1]. Although SMLM provides very high spatial resolution, it lacks
live-cell compatibility and imaging speed. STED, on the other side, does also allow
for a spatial resolution of under 50 nm and is live-cell compatible, but requires high
laser powers which often induces cell death and phototoxicity during the imaging
experiments. SIM is well suitable for live-cell imaging, but its spatial resolution
cannot compete with SMLM or STED. Therefore, it would be best if researchers
in the life sciences could have access to a wide variety of fluorescence microscopy
techniques.
A large number of commercial systems for fluorescence microscopy that also in-
corporate super-resolution techniques exist, but for a single research group or small
facilities even the cost of installing and operating just one advanced imaging system
is often too much, not to mention the cost of several systems. Thus, various con-
cepts were developed to democratize fluorescence microscopy. Here, cost-efficient
and easy to replicate solutions [16] are designed so that a wide range of scientists
can have access to techniques such as dSTORM [17, 18] or advanced wide-field mi-
croscopy [19, 20] in order to perform their experiments. Today, the importance of
having access to high-performance and super-resolution imaging methods is widely
recognized in the scientific community [21].
While most approaches to super-resolution fluorescence microscopy aim to pro-
vide a higher spatial resolution, this work focuses on constructing and providing
compact and cost-efficient solutions to advanced fluorescence microscopy. By de-
signing such systems, there is the potential that more scientists will have access to
these advanced fluorescence microscopy techniques. To this end, the microscopes
constructed in the course of this work are user-friendly and to some extend easy to
replicate.
For the first system, a conventional fluorescence microscope was built that could
be shipped to our collaborators in Benjamin K. Chen’s laboratory at the Icahn
School of Medicine at Mount Sinai (ISMMS) in New York City. At ISMMS the
infection pathway of HIV-1 (human immunodeficiency virus) is being investigated
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and visualized. Therefore, the main aspect of this project was to create a compact
microscope which is portable and robust. This requires a high-speed 3D fluores-
cence imaging system, which the group did not have access to. Several studies
showcased that conventional wide-field microscopy is sufficient to image the virus
particles during their transfer from infected to uninfected cells [22, 23]. With fur-
ther image processing, namely image deconvolution, the quality of the recorded
images can be improved. If, however, single virus particles are supposed to be re-
solved, super-resolution imaging is required [24]. Therefore, fixed, HIV-1 infected
samples were analyzed at the Biomolecular Photonics group in Bielefeld using 3D-
SIM in order to confirm the results obtained by live-cell imaging at ISMMS.
For the compact fluorescence microscope, industry-grade cameras are employed
in order to reduce the overall system costs. These cameras proved to be sufficient
for dSTORM imaging [18] and now, for the second project, these cameras were
also tested to evaluate their performance in super-resolution optical fluctuation
imaging (SOFI) [12]. First, the direct comparison to scientific-grade cameras was
needed in order to quantify and evaluate imaging results obtained by the industry-
grade camera. The direct comparison was carried out on a dedicated scientific
microscope. To further reduce the overall costs, our custom-built conventional
fluorescence microscope was also tested to perform SOFI experiments with the
industry-grade camera.
For the final project, a compact and cost-efficient SIM system was constructed.
In this system a digital micromirror device (DMD) was utilized to generate the
sinusoidal pattern in the sample. DMDs are not straightforward to use for SIM, and
therefore, their physical properties were first investigated in order to perform SIM
imaging. Again, an industry-grade camera was utilized for image acquisition and a
low-cost laser, which is usually used for light show applications, was employed as a
light source. The construction contains no complicated components and even the
control software is freely available [25] so that the system could be reproduced by
microscopists all over the world. To demonstrate that the system is fully functional,
quantitative analysis of calibration samples was performed. Further, fixed and live
cell samples were imaged and even samples from chemistry were analyzed.
The structure of this thesis is as follows: First, an introduction to the relevant
theoretical background is given in chapter 2 that includes all the super-resolution
methods used in this work. In chapter 3 the conventional fluorescence microscope
is described in detail and the visualization results of HIV-1 are presented. The
further development of the compact system in order to perform SOFI is portrayed
in chapter 4. The design and construction of the compact and cost-efficient SIM
3
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microscope with subsequent imaging is presented in chapter 5. Most of the results
shown in chapters 3 to 5 have already been published in peer-reviewed articles and
the corresponding articles are referenced at the beginning of each chapter. Lastly,
an overall conclusion and outlook is given in chapter 6.
4
2. Theoretical background
The main area application for fluorescence microscopy is to image structures that
are precisely labeled with fluorescent dyes. There is a wide range of applications,
such as in biology, medicine and chemistry, and therefore fluorescence microscopy
has become a standard method. The fluorescent dyes operate as probes, so that
information about structures and dynamics can be gained [1].
2.1. Basics of fluorescence
The physical process of fluorescence is the absorption and emission of a photon
with the specific energy E,
E = hν = hc
λ
, (2.1)
where h is Planck’s constant, c the speed of light, ν the frequency and λ the
wavelength of the photon. If eq. (2.1) matches with the energy difference between
the singlet ground-state S0 and one of the excited states S1 or S2, the energy of
the photon EA will be absorbed and the atom or molecule is in a higher electronic
state (fig. 2.1a) [26]. In case it is a molecule, the vibrational and rotational state
might also change to a higher one. Due to internal conversion, as described by the
Born-Oppenheimer approximation, the electron loses energy in a non-radiant way
and relaxes to the vibrational ground state [27, 28]. Within the time scale of a few
nanoseconds, the electron then returns to the ground state under the emission of
a photon with the energy EF . This process is called fluorescence. Since EF < EA,
the wavelength of the emitted photon is red-shifted, also known as the Stokes shift
[29].
In contrast to fluorescence, the process of phosphorescence has a longer lifetime.
Here, the electron changes from S1 to the triplet state T1 which is called intersystem
crossing. The change of the spin is forbidden due to the Pauli principle but may
occur because of spin-orbit coupling. Additionally, the return to the singlet ground
state S0 also exhibits a change of the spin, and therefore the typical timescale of
phosphorescence is in the order of milliseconds [27–29].
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Figure 2.1.: Jablonski diagram and absorption and fluorescence spectra. (a) The elec-
trons of the ground state S0 absorb photons with the energy EA and get
either to the excited state S1 or S2. Afterwards, they drop down to the
vibrational ground-state due to internal conversion. The subsequent tran-
sition to the ground state under emission of a photon, where EF < EA, is
called fluorescence. In case of phosphorescence, the electron first switches to
T1 before it relaxes to S0 because of intersystem crossing [26, 30]. (b) Var-
ious transitions with their corresponding probability between different vi-
brational states lead to the typical shape of the absorption and fluorescence
spectra [29]. Additionally, the spectra are broadened since the temperature
is T  0K. Otherwise the peaks would be narrower.
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The typical shape of the absorbance and fluorescence spectra originates from
transitions between various vibrational states (fig. 2.1b). According to the Franck-
Condon principle, the probability for a change of the vibrational state can be
calculated. Some changes are more compatible than others, because their wave
functions are more alike. This leads to a higher transition probability, and therefore
a greater impact on the spectra. Since the absorbance and fluorescence process
between the same vibrational states involve the same wave functions, these spectra
are mirrored [26, 29].
Fluorescent dyes are either synthesized chemically or genetically encoded. Al-
though chemical dyes normally have the better properties for fluorescence mi-
croscopy such as photostability and brightness, they often lack the compatibility
for live-cell imaging and specific binding. Other properties such as switching and
blinking are principle functions which are required for several advanced fluores-
cence microscopy techniques. Biological fluorescent dyes such as the green fluores-
cent protein (GFP) are most suitable for live-cell imaging. Several GFP derivatives
were developed recently to cover a wide range of the visible spectrum [31].
2.2. Conventional microscopy
2.2.1. Definitions of resolution limits
The resolution limit of an optical microscope was first described by Ernst Abbe in
1873 [2]. Here, a fine period grating was placed in the object plane of a transmitted
microscope and illuminated with light. If the distance d between the lines of the
grating is too small, the spacing would not be visible in the image plane anymore.
Taken this as the basis, Abbe defined the resolution limit of a microscope as
d = λ2n sin θ , (2.2)
where λ is the wavelength of the used illumination light, n is the refractive index
of the medium between the object and the objective lens and θ is the half opening
angle of the objective lens. Thus, d is the minimum distance between two objects
that can be still resolved by the microscope.
However, since individual fluorescent dyes are single point emitters, the Abbe
criterion can also be seen from a different aspect. Point emitters are detected as
Airy disc if they are situated in the focus of the imaging system and observed
through a circular aperture with limited size. The corresponding two dimensional
description is the so-called point spread function (PSF). Here, the Abbe criterion
7
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Figure 2.2.: Definitions of resolution limits. Schemes of the most prominent resolution
criteria, where the sum (purple) of the two point emitters (yellow and gray
PSF) still display a dip. According to the Rayleigh criterion the main
maximum of the gray PSF has to be at the first minimum of the yellow
PSF. In case of the Abbe criterion, both PSF overlap at the half-width
at half-maximum. The Sparrow criterion defines the point of the minimal
distance where the dip between the PSFs is visible for the first time [32].
can be interpreted as the limit where the PSFs of two point emitters overlap at the
half-width at the half-maximum [32] (fig. 2.2).
Other resolution limits are defined by the intensity distribution of the PSF IPSF
which can be described as
IPSF = I0
[
2J1
( 2πr
λ sin θ
)
2πr
λ sin θ
]2
(2.3)
where I0 is the peak intensity, J1 expresses the first kind Bessel function of the
first order, and r is the radius of the Airy disc. According to the Rayleigh criterion
two point emitters are still distinguishable if the main peak of one emitter is at
the same spot as the first minimum of the second emitter (fig. 2.2). Therefore, a
calculation of the first minimum of eq. (2.3) leads to
d = 0.61λ
n sin θ , (2.4)
which was stated as the resolution limit by Rayleigh [27, 33, 34]. Nonetheless,
the distance between the two point emitter can be decreased further. The minimal
distance, where the sum of the PSFs still displays a dip, is determined by
d = 0.47λ
n sin θ , (2.5)
which is called the Sparrow limit (fig. 2.2) [35].
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The resolution limit can also be expressed in Fourier space which is more usual
and helpful for a couple of microscope techniques [36]. In general, the PSF is
the blurred image of a point source observed by a microscope. Mathematically
speaking, the emitted fluorescence results to an image D which is the convolution
⊗ of the emission of the fluorescent sample E with the microscopes PSF H in real
space:
D (x) = E (x)⊗H (x) (2.6)
A transformation to the Fourier space is more convenient because the convolution
operator becomes a multiplication. Thus, eq. (2.6) results to
D̃ (k) = Ẽ (k) · Õ (k) , (2.7)
where k is the corresponding frequency of x in Fourier space and O (k) the Fourier
transform of the PSF, the so-called optical transfer function (OTF). The OTF of
a microscope determines the frequencies which can be detected by the system.
Higher frequencies beyond the cutoff spatial frequency k0 cannot be resolved and
the OTF can be seen as a low pass filter (see also fig. 2.9). Remarkable is, that
k0 = 2n sin θ/λ is the corresponding frequency to the Abbe limit. Furthermore, the
OTF decreases with higher frequencies which can be interpreted as a decrease in
the transfer strength. Thus, higher frequencies are transmitted inferior to smaller
frequencies in the optical system which leads to reduced contrast transmission [37,
38].
2.2.2. Resolution determination concepts
There are different approaches to experimentally determine the resolution of an op-
tical system. Most concepts are suitable for various imaging techniques. However,
the experimentally determined resolution depends highly on the imaging method
because the data acquisition has a high impact on the image formation. Neverthe-
less, there are standard determination methods which are most suitable for optical
microscopy [39].
Line profile measurement
According to the Sparrow limit, a very simple way to estimate the achieved resolu-
tion is a line profile measurement by applying an intensity plot over two individual
structures, like single dyes or filaments in cells. If the distance between the struc-
tures is below the achievable resolution, there will be no dip in the intensity plot.
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Otherwise, if there is a dip, the maximum intensity of each structure can be iden-
tified. The corresponding distance between the maxima is stated as the achieved
resolution [35, 40].
Gaussian fit
The main peak of a detected PSF of a single point emitter is approximately a
Gaussian function [41]. By fitting a two dimensional (2D) Gaussian to the intensity
profile, the full width at half maximum (FWHM) can be determined [42, 43]. Here,
the FWHM is considered as the resolution power of the optical system. Moreover,
the 2D Gaussian fit can also be applied to estimate the central position of a single
dye. Now, analogous to the line profile measurement, the intensity plots of two close
dyes are fitted and the distance between their peak positions is considered as the
achieved resolution [44]. However, this method neglects the dipole orientation of
the fluorescent sample which results in a misleading resolution. Therefore, suitable
dyes and objectives should be used to minimize this effect [45].
FRC analysis
Fourier ring correlation (FRC) is one of the newest resolution determination con-
cepts. Basically, FRC takes the whole detected image into account and estimates
the highest resolvable frequency [39].
The workflow used for the determination of the resolution starts with splitting the
original data set into two subimages (fig. 2.3). These subimages must show the same
structure, but feature different, independent noise realizations. This can be done
by recording two data sets of the same region-of-interest in series. Some microscopy
methods, typically SMLM, require subsequent image reconstruction of thousands
of single frames. Here, the first half of the data set and then the second half of the
data set needs to be reconstructed to obtain the two independent data sets. To
evaluate the resolution of imaging methods such as SOFI via FRC, a more complex
blocking scheme is required (see appendix A.1.2). Now, both sets are transferred
to Fourier space and then multiplied to obtain the correlated image. For the FRC,
the Fourier transformed image is then divided into bins which are concentric rings
of increasing radius centered around the origin of the spatial frequency coordinate
system. To get the characteristic FRC curve, a correlation value for each bin is
calculated and summed up to
10
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Figure 2.3.: Principle of FRC calculation. First, the image is split into two subimages,
which consist of half the data set. These images represent the same struc-
ture, but feature different, independent noise realizations. Both subimages
are then Fourier transformed and a correlation between bins of radius ri
is determined and the FRC curve is the summed up correlation values of
the bin. The calculated resolution is the frequency where either the 1/7
threshold (yellow arrow) [46] or the 2σ curve (red arrow) [47] crosses the
FRC curve.
FRC (ri) =
∑
r∈ri f̃1 (r) · f̃2 (r)
∗√∑
r∈ri
∣∣f̃1 (r)∣∣2 ·∑r∈ri ∣∣f̃2 (r)∣∣2 (2.8)
Here, f̃1 (r) and f̃2 (r) are the Fourier transforms of the two subimages and ri
the ith frequency bin [39, 46, 47].
There are two definitions for the achieved resolution estimation of the FRC (ri)
calculation. On the one hand, a 2σ curve
F2σ (ri)
2√
NP (ri) /2
(2.9)
with NP (ri) as the number of pixels in the ring ri, and its crossing with eq. (2.8)
is calculated (fig. 2.3, red curve). This spot was found as the first crossing level
point with negative slope of the difference curve. The corresponding frequency
at this crossing is then quoted as the resolution [47]. On the other hand, a fixed
threshold equal to 1/7 can be set to get the corresponding resolution distance
(fig. 2.3, yellow curve) [46]. Several open-source plugins for ImageJ [48, 49] exist
to calculate the FRC, which makes it a convenient tool for many users [50, 51].
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2.2.3. Wide-field microscopy
A standard fluorescence microscope is realized in the wide-field configuration. The
main components are an excitation source, an objective and a camera. Other optics
like lenses and mirrors are utilized for a proper beam shaping and adjustment of
the beam path [52].
Excitation and detection path
The beam path of a fluorescence microscope starts with the excitation source
(fig. 2.4a). Often a laser is used if coherent and monochromatic light is required.
Otherwise, a light-emitting diode (LED) can be utilized which has been proven to
be sufficient enough for a couple of applications [19, 53, 54]. At the microscope,
the laser beam is focused into the back-focal plane of the objective. High-end fluo-
rescence microscopes utilize immersion oil objectives to achieve the best resolution
because such objectives have a high numerical aperture (NA). The NA is directly
related to
NA = n sin θ, (2.10)
and thus determines the resolution (compare to eq. (2.2)). Nevertheless, the
effective NA of the system can be reduced to some extent by the refractive index
of the sample itself. Therefore, suitable embedding media with a certain refractive
index are required to match with the NA. Note, that for live-cell imaging the cells
are often embedded in water, which results in a lower effective NA due to the low
refractive index of water.
For the detection, the same objective is used to collect the emission light of the
sample. Due to the Stokes shift the fluorescence signal is red-shifted, so that a
dichroic mirror can split the signal from the excitation laser. Here, the laser beam
is typically reflected and the emission transmitted of the dichroic mirror. However,
to suppress or even block unwanted signals in the detection path a dichroic mirror
is not sufficient enough and additional emission filters are placed in front of the
camera. The filtered fluorescence is then collected and focused on the camera chip
with a tube lens [51, 55].
Illumination schemes
The most used configuration to excite a fluorescent sample is the Epi illumina-
tion (fig. 2.4b). Here, the laser beam path enters at the center of the objective
12
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Figure 2.4.: Scheme of a typical wide-field fluorescence microscope and sketches of dif-
ferent excitation concepts with their resulting detected image. (a) A laser
(blue) is normally used as a coherent excitation source, which is then focused
into the back-focal plane of the objective. The same objective is utilized
to collect the fluorescence emission (red) from the sample. A dichroic mir-
ror splits the excitation light from the fluorescence signal. Emission filters
are used to block unwanted signals. With a tube lens the emission is fo-
cused on the camera where the image is formed. (b) In Epi illumination a
collimated beam is used and the whole sample is excited. (c) In TIRF illu-
mination the incoming beam is shifted towards the edge of the objective, so
that total internal reflection at the cover slip occurs. Only fluorescent dyes
in close proximity to the glass surface are excited, and therefore imaged.
(d) In HILO configuration a small light sheet is generated by shifting the
incoming beam to a proper position [51, 56, 57].
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and is then collimated. Therefore, the whole sample along the optical axis is il-
luminated. Fluorescence emission of out-of-focus will be detected, which leads to
a worse signal-to-noise ratio and subsequent loss in the imaging contrast. Addi-
tionally, the unwanted excitation of out of focus dyes results in photobleaching in
regions which are not supposed to be imaged [51].
Total internal reflection fluorescence (TIRF) microscopy has been developed to
circumvent unwanted excitement and to only illuminate the sample at the surface
of the cover glass (fig. 2.4c). Here, the laser beam is shifted from the center of the
objective to the edge of the opening. For TIRF, the laser beam has to be totally
reflected at the cover glass which is achieved by setting up the excitation angle to
the critical angle θc,
θc = arcsin
(
n2
n1
)
, (2.11)
where n1 is the refractive index of the coverslip and n2 the refractive index of the
sample or the used embedded medium. Now, an evanescent field is generated at
the surface of the sample with a penetration depth of a few hundred nanometers.
Thus, only a small sheet is illuminated and almost no fluorescent dyes are excited
outside of the focal plane [58].
The small excitation volume of TIRF is useful for many application, but is in-
sufficient if a larger volume or imaging of structures not in close proximity to the
cover glass is required. A compromise between Epi and TIRF illumination is HILO
(highly inclined and laminated optical sheet, fig. 2.4d). By shifting the illumina-
tion beam back in the direction to the center of the objective, a light sheet will
be generated in the sample. Thus, a better signal-to-noise ratio compared to Epi
illumination is accomplished and dyes inside the sample, not only the surface, can
be detected [57].
Camera detectors
The image recording process needs to be adapted to the microscopy technique.
For wide-field imaging typically a camera is used as a detector, by projecting the
image of a certain sample area directly on the chip. The chip consists of a 2D array
of pixels which collects the photons of the fluorescence signal. These photons are
then converted into an electric charge via the photoelectric effect. The intensity
of the fluorescence signal in each pixel is thus directly proportional to the number
of collected electrons. The most common architectures for those chips are CCD
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(charged-coupled device) and CMOS (complementary metal-oxide semiconductor)
detectors [51, 59].
CCD Typically each pixel is arranged in three registers. To read out the charge
of each pixel at the end of the exposure time, the charge of a line is first transferred
from the light sensitive register to its neighbor in a shielded region, which is not
light sensitive. Next, the charge is shifted to the last register where it is converted
from analog to digital signal. Since this process is repeated for each row, the sensor
is read-out line-wise [60, 61].
The so-called emCCD (electron multiplying charged coupled device) sensors have
an additional register, in comparison to normal CCD chips, to further amplify
the stored charge. Here, the originally detected signal is multiplied by a high-
voltage, and therefore even single photons can be detected. Nevertheless, the noise
introduced by the analog-to-digital converter step is also amplified which leads to
excess noise [62].
(em)CCD image sensors are most suitable for imaging at very low photon signal
levels (one to five photons) due to their low spatial noise and low dark current.
Furthermore, they have a high linearity and an excellent image quality. However,
due to the line-wise read-out process the frame rate is low, which makes the sensor
insufficient for imaging fast dynamics [63].
CMOS In contrast to CCD image sensors, each pixel is read out and amplified
individually in a CMOS sensor which leads to potentially higher frame rates. In
detail, these pixels are active pixel sensors consisting of a photodiode and three
transistors. At the beginning of the exposure, the voltage at the photodiode is reset
via the first transistor. The incoming light changes the capacity of the photodiode
proportional to time and intensity by generating electrons due to the photoelectric
effect. After the exposure time, a second transistor is turned on to connect the
third amplifier transistor with a column bus to transfer the voltage to an analog-
to-digital converter. This signal is then readout for every pixel in order to produce
an image [60].
Additionally, processing directly on the chip is possible and the chip is typically
larger than a CCD chip, so that a bigger field of view can be imaged. Nonetheless,
the simultaneous read-out causes larger spatial inhomogeneity over the chip and
higher dark current. Scientific CMOS sensors (sCMOS) are specifically designed
and calibrated to alleviate these effects, so that the advantages for CMOS chips
can be used in a setting where precise, quantitative imaging is required [63, 64].
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Nyquist-Shannon criterion To avoid undersampling of the camera chip, the
Nyquist-Shannon criterion has to be considered. According to this theorem, the
sampling has to be at least twice the resolution d (compare eq. (2.2)). Therefore,
the projected pixel width a should be at most one half of d. Additionally, the
squared structure of the pixels has be to weighed which leads in total to
a = d
2
√
2
(2.12)
An adjustment to this optimal projected pixel size is done by implementing a
suitable tube lens in front of the camera [51, 65, 66].
2.2.4. Deconvolution methods
As already described in section 2.2.1, the image formation is a convolution of
the sample emission and the PSF of the microscope (compare eq. (2.6)). With
computational deconvolution methods the process of convolution can be reversed
to a certain point and a high-resolution image with an improved contrast can be
obtained (fig. 2.5) [67]. Several applications in biology and medicine [3, 68], and
even in astronomy [69], benefit from this method since it is straightforward to
perform.
The causes of image degradation in an optical microscope can be classified in
four independent groups, namely noise, scatter, glare, and blur. Scatter and glare
are random disturbances of light due to the refractive index of the specimen and
the optics of the microscope. Therefore, there is no complete prediction or math-
ematical modeling. Noise is also a random component, but its distribution can
be mathematically modeled as a signal-dependent Poisson distribution which is
termed as shot noise. Due to the discrete nature of photon detection, a sensor can
only collect a discrete number of photons N . The signal follows a Poisson distri-
bution whereas the uncertainty scales with
√
N [51, 55]. The imaging sensor itself
additionally introduces low Gaussian distributed noise which arises in amplifiers
and detectors due to thermal vibrations of atoms and the discrete nature of radi-
ation in warm objects [70]. Noise can be reduced by suitable filters which is done
in some deconvolution methods.
Since higher spatial frequencies are attenuated by the imaging system, the result-
ing image is blurred. The process of deconvolution itself mainly aims to remove
or reverse the blur [67]. The main approaches to deconvolute an image can be
grouped in two parts: deblurring and restoration algorithms [71].
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a b c
Figure 2.5.: Demonstration of deconvolution. (a) Ground truth image of the ob-
ject/sample cockchafer. (b) Simulated image representing a microscopy
recording. The ground truth has been convoluted with a simulated PSF
(fig. 2.6) and Gaussian and Poisson noise has been added to provide real-
istic imaging conditions. (c) Deconvoluted image of (b) by applying the
Richardson-Lucy algorithm (20 iterations). The contrast enhancement is
clearly visible while the resolution cannot be increased compared to the
simulated image.
Deblurring process
Biological samples, such as cells and tissue, usually have an intrinsic thickness
of a few micrometer. Therefore, fluorescence signal will additionally be detected
from the out-of-focus region. Deblurring methods, also called "nearest-neighbor"
algorithm, consider this unwanted signal and remove it from the in-focus plane [67,
71].
Here, each section slice n of a three dimensional image stack is treated as a sum
of the n+ 1 and n− 1 slice of the stack. Thus, with eq. (2.6), the image plane Dn
can be expressed as
Dn = En ⊗Hn + En+1 ⊗Hn+1 + En−1 ⊗Hn−1, (2.13)
where E denotes the sample emission and H the PSF of the microscope. Al-
though only the fluorescence signal of the nearest slices is taken into account, this
is a good approximation [71]. Now, the original images Dn+1 and Dn−1 are blurred
by digital blurring filters according to their respective PSF to generate an approx-
imation of the En±1 ⊗ Hn±1 terms since En±1 is unknown. Thus, eq. (2.13) is
modified to
Dn = En ⊗Hn +Dn+1 ⊗Hn+1 +Dn−1 ⊗Hn−1, (2.14)
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so that it is basically still the addition of the blur of the lower and above slice
to the slice Dn. As the final step, the estimated blur Dn±1 ⊗Hn±1 is subtracted
from the original image Dn which results in an improved contrast [67, 71].
This method is computationally economical due to the rapid and relatively simple
calculations. However, this algorithm is improper for quantitative analysis because
it introduces artificial changes in the intensities of the pixels. Additionally, all
structures in the image, whether real objects or noise, will be enhanced which
results in a worse signal-to-noise ratio and might introduce structural artifacts.
Nevertheless, the deblurring process is suitable for a first attempt if a quick contrast
enhancement is needed and the computational power is limited [67, 71].
Restoration algorithms
In contrast to the deblurring process, restoration algorithms differ in two major
points. On the one hand, these calculations take eq. (2.7) into account, and on the
other hand, the method considers the noise. The main structure of these kind of
algorithms is mostly an iterative process. As the first step n the sample emission
E(n) is guessed, and then convoluted with the PSF to get a predicted image D(n).
Usually, the original data is used for E(n). Now, the assumed D(n) is compared
to the original data. The information gained from the comparison is used to make
a new approximation for E(n+1). The exact update to a new E(n+1) is the major
difference between various restoration algorithms [71, 72].
PSF estimation For all algorithms a PSF (or OTF in Fourier space) is required,
which can be either measured or estimated. To measure the PSF of a microscope,
a 3D stack of a fluorescent point source is imaged. However, an estimated PSF is
sufficient for most applications [67].
Various PSF models exist and one of the most common is the Born-Wolf model
[74]. It describes the scalar-based diffraction that occurs in the microscope when
the particle is in focus. In case a wide-field microscope is used for imaging, the
model in real space H (x, y, z) is defined as
H (x, y, z) =
∣∣∣∣∣C
∫ 1
0
J0
[
k
NA
ni
√
x2 + y2ρ
]
exp
(
−12 ikρ
2z
(
NA
ni
)2)
ρdρ
∣∣∣∣∣
2
(2.15)
where C is a normalization constant, ρ is the distance of the point source to a
certain point in space, J0 is the Bessel function of the first kind of order zero and
the wave number k = 2π/λ of the emitted light. All the other parameters like the
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Figure 2.6.: Idealized 3D PSF according to the Born-Wolf model. The PSF was simu-
lated with [73] by setting the emission wavelength λ = 610 nm, the refrac-
tive index of the oil ni = 1.5, the objective NA = 1.4 and the z-stepsize to
250 nm. (a) xz view of the PSF with the typical hourglass shape, symmet-
rical in both directions. xy view of the PSF above the focus point (b), at
the focus (c) and lower the focus (d), with the Airy disc pattern. Scale bar
3µm (for all images).
wavelength λ of the emitted light, the numerical aperture of the objective NA, and
ni the refractive index of the immersion layer, are individual for each experiment
[73]. With the Born and Wolf model a perfect 3D PSF can be generated (fig. 2.6).
The concentric rings above and under the focus, and the typical shape along the
optical axis, are clearly visible [73]. A generalized version of this approximation
is the Gibson and Lanni model. Here, the refractive index mismatch between the
immersion oil, the cover-slip and the sample layers is taken into account [75].
Coming back to the restoration algorithms, the generated PSF is crucial for the
following methods, which are the most common approaches to obtain a deconvo-
luted image.
Wiener filtering This method is one of the most simple ways to deconvolve a
recorded image. Basically, the deconvoluted image is estimated from an updated
version of eq. (2.7) because the noise needs to be considered. For this, eq. (2.6) is
rewritten to
D (x) = E (x)⊗H (x) + n (2.16)
with n as the additive noise component. Now, eq. (2.16) can be used to determine
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a deconvoluted image by
E (k) = D (k)
O (k) −
n
O (k) (2.17)
However, according to eq. (2.17) noise in the detected image is a serious problem
if the OTF is very small or even zero at that point. To circumvent this issue, high
frequencies, which primarily contain noise due to the spatial frequency attenuation
of the OTF, are suppressed. Unfortunately, the sharpness of the image is also
reduced by this suppression. Nonetheless, if the signal-to-noise ratio of the recorded
image is high, less high frequencies needs to be eliminated, and therefore the Wiener
filter can be a good method to deconvolve an image [72, 76, 77].
Richardson-Lucy algorithm The Richardson-Lucy process is a maximum likeli-
hood approach, where the noise is considered to be Poisson distributed [78, 79].
This algorithm follows an iterative process where the difference between the de-
convoluted image and the real image is supposed to be minimized. The model for
the noise is valuable if the fluorescence signal is weak and the noise is a significant
component in the image. Additionally, this method exhibits the strength to recover
certain information (fig. 2.5) [72, 76].
2.3. Super-resolution microscopy
In the year 2014 the Nobel Prize in Chemistry has been awarded for breaking the
diffraction limit defined by Abbe with optical fluorescence microscopy. Such mi-
croscopy methods are referred to super-resolution microscopy (or technique). Opti-
cal nanoscopy is also a common term, since a resolution down to a few nanometers
can be achieved [1, 6].
The path to optical nanoscopy has begun with the first successful observation
of a single fluorescent dye by Moerner et al. [80]. The first theoretical concept
to break the diffraction limit by Abbe was reported by Hell et al. [7, 81] and
experimentally realized a couple of years later [82]. The observation by Moerner,
the approach by Hell and the concept for super-resolution imaging by Betzig et al.
[8] were awarded with the Nobel Prize.
Since then, several nanoscopy techniques have been developed and further im-
provement is still ongoing [15]. The key for all super-resolution methods is to
narrow the shape of the PSF because this results in a wider OTF, and therefore
higher frequencies can be transmitted through the microscope [1, 15, 83]. However,
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each super-resolution method has its own limitations concerning speed, resolution
enhancement and live-cell compatibility [83, 84]. Thus, the nanoscopy technique
needs to be chosen according to the application [1]. In this section, the most promi-
nent super-resolution techniques are introduced and those which are used for this
thesis are described in more details.
2.3.1. Stimulated emission depletion microscopy
In contrast to conventional wide-field microscopy, the stimulated emission depletion
microscope (STED) utilizes a point scanner and photon detector like a photodiode
to image the sample. This concept is an extension of a standard confocal microscope
[30]. Like in conventional microscopy a laser is used to excite the fluorescent dyes.
A second, red-shifted laser, the so-called STED beam, overlays the first one. The
doughnut-shaped STED beam has one local minimum in the center to deplete
fluorescence emission apart from the center intensity minimum. Therefore, the
scanning spot and the effective PSF are narrowed to sub-diffraction scales and a
super-resolved image can be obtained [7, 82]. Similar to STED, the RESOLFT
approach (reversible saturable/switchable optical linear fluorescence transitions)
achieves such a fluorescence inhibition by employing reversibly photoswitchable
fluorescent dyes [85].
With high-end scientific STED microscopes a resolution down to 30 nm - 80 nm
can be achieved, whereas commercially available systems reach a resolution of 60 nm
- 120 nm [1]. However, the resolution d can be determined and adjusted by
d ≈ λ
2NA
√
1 + IIsat
(2.18)
with I the maximal focal intensity applied for STED and Isat as a characteristic
value at which the fluorescence signal probability is reduced to 1e [86]. By increasing
the laser power a better resolution can be achieved, which, on the other hand, leads
to higher phototoxicity, and therefore is less live-cell compatible [87]. On artificial
samples optimized for high Isat intensities, resolutions down to 30 nm have been
demonstrated on biological samples [88] and down to 2.4 nm in imaging nitrogen
vacancies in diamonds [89].
Nevertheless, STED has been proven a powerful tool when it comes to image
biological and medical samples. Starting from the very first applications [82, 86],
various research studies utilize STED to image for instance cancer tissue [90], dy-
namics and structures in neurons [91, 92], or to analyze proteins in mice [93].
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Figure 2.7.: Basic principle of SMLM. A wide-field image stack of n frames will be
recorded with n typically greater than ten thousand. The blinking events
of each single frame are fitted by a 2D Gaussian function to estimate the
center, and therefore the localization position. By rendering all localization,
a super-resolved image can be obtained. Here, a ring-shaped structure be-
comes visible which would have been a filled spherical object in conventional
wide-field microscopy.
Additionally, STED can be combined with other techniques such as fluorescence
correlation spectroscopy (FCS) [94, 95] or fluorescence recovery after photobleach-
ing (FRAP) [96].
2.3.2. Single molecule localization microscopy
In single molecule localization microscopy (SMLM) the basic principle of molecule
blinking is employed [43]. Mainly, the fluorescent molecule needs to switch, meaning
it transitives from an on-state to an off-state and backwards [97]. Therefore, not
all emitters send a fluorescent signal at the same time and single blinking events
can be separated. SMLM experiments are mostly carried out on a conventional
wide-field setup, so that the intensity distribution of a single emitter can be fitted
by a 2D Gaussian function whose center is defined as the localization position of the
molecule [41]. Several thousands of frames are recorded and each single blinking
event is fitted. By combining all the localization positions in a single image by
computational reconstruction, a super-resolved image with a resolution of down to
a few tens of nanometers can be achieved (fig. 2.7) [43].
The switching can be induced by photoactivation, which is a stochastic process.
The most prominent methods are PALM (photoactivation localization microscopy
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[8, 98]) and STORM (stochastic optical reconstruction microscopy [9]) where the
rapid switching of lasers is used for the blinking process of the molecules. A mod-
ification of the imaging buffer can manage to induce an intrinsic switching of the
fluorescent dyes. Thus, turning the laser source on and off is unnecessary since the
molecules are intrinsically in the blinking regime (dSTROM - direct STORM [10,
99]). Another approach is PAINT (points accumulation for imaging in nanoscale
topography [11, 100]) where the blinking is introduced by binding kinetics of the
fluorescent molecule to the target structures. By attaching to the target structure
the dye is turned on and otherwise there is no fluorescent signal.
The localization precision σx, and therefore also indirectly the achieved resolu-
tion, depends on the number of detected photons N ,
σx ≈
s√
N
(2.19)
with s as the standard deviation of the Gaussian fit [43]. If more photons are
measured, the localization precision is higher and parameters such as background
noise have an impact on σx. To reconstruct a SMLM image and to estimate σx,
several software packages are available [101–103] with their own set of options and
drawbacks [104]. SMLM is also possible in 3D [105] or dual color [106], and there
is an ongoing progress of the software packages and algorithms.
The biggest advantages of SMLM is the high spatial resolution, which however
comes at the cost of the temporal resolution. The sample needs to be fixed in most
cases for the imaging process due to the long acquisition time. Several biological
and medical specimens were studied such as nuclear core complexes [107, 108], the
inner structure of actin filaments in neurons and dendrites [109], synapses in the
brain [110], and protein complexes in mitochondria [111].
2.3.3. Super-resolution optical fluctuation imaging
Like SMLM techniques, super-resolution optical fluctuation imaging (SOFI) re-
lies on the stochastical intensity variation of the fluorescence signal. However, a
different, correlation based reconstruction approach is used, and therefore a much
higher label density is still sufficient. Further, in comparison to SMLM less recorded
frames are needed since several nearby emitters can be active. SOFI also requires
less photons, which makes it well suitable for fluorescent proteins. By analyz-
ing the correlation of the time trace of the intensity fluctuation of each pixel, a
super-resolved image can be computationally reconstructed with significant con-
trast enhancement (fig. 2.8) [12, 112].
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Correlation and cumulant analysis of signal fluctuations
Like SMLM, SOFI can be utilized on any microscope setup which provides a time-
lapse acquisition mode [113]. Nevertheless, three conditions must be met for a
proper correlation analysis [12]:
1. Each emitter needs to have at least two different emissive states such as an
on- and off-state.
2. The blinking has to be stochastic and one emitter must not affect the other
one in its blinking behavior.
3. The projected pixel size must be smaller than the PSF size.
For the exact reconstruction of the SOFI image, the underlying theory is mainly
the calculation of correlations and cumulants of each pixel, whereas photobleaching
is detrimental. First, the fluorescence source distribution, essentially the ground
truth (compare eq. (2.6)), is modeled by
N∑
k=1
δ (~r − ~rk) · εk · sk (t) (2.20)
with k as the counting variable for each emitter, N as the total number of
emitters and where ~rk is the position of each emitter. εk is the constant molecular
brightness and sk (t) is the time-dependent fluctuation and their product εk · sk (t)
can be seen as the time-dependent molecular brightness [12]. Since the measured
fluorescent image is a convolution of the sample distribution eq. (2.20) and the PSF
H (~r), the fluorescence signal F (~r, t) at the position ~r and time point t is given by
F (~r, t) =
N∑
k=1
H (~r − ~rk) · εk · sk (t) , (2.21)
where a few assumptions were made. On one side, the sample is assumed to be
in a stationary equilibrium during the acquisition, and therefore only the blinking
leads to temporal change. On the other side, the PSF does not vary locally. The
fluctuation in the fluorescence signal δF (~r, t) is defined as the difference to the
original signal F (~r, t) and the signal’s time average 〈F (~r, t)〉t which results to
δF (~r, t) =
N∑
k=1
H (~r − ~rk) · εk · δsk (t) (2.22)
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Figure 2.8.: Basic principle of SOFI. Several hundred frames of stochastically blinking
emitters are recorded. For each pixel the fluctuation of the fluorescence
signal δF (~r, t) is determined and analyzed via auto-correlation AC or cu-
mulant calculation for high-order correlations. The AC function of each
pixel is reassigned to a pixel value. Highly correlated fluorescent signal
such as blinking fluorescent dyes will have a greater correlation value than
uncorrelated noise. Therefore, the resulting image has a significant back-
ground reduction and additionally super-resolution quality is obtained [12].
by considering eq. (2.21). The mean value of eq. (2.22) would result to zero due
to signal values lower and higher than the average. Now there is an expression for
the fluctuation for each pixel. In case the fluctuation originates from an emitter, the
signal is highly correlated to itself. Intensity variations like noise are not correlated
at all. Thus, an analysis of the correlation of the fluctuation results in background
reduction and an increased resolution (fig. 2.8) [12].
For simplicity, the autocorrelation function of the second-order G2 (~r, τ1, τ2) with
the lag time τ will be determined first. Thus, a pixel i of the frame m will only
be correlated with the same pixel i of the subsequent frame m + 1. Nevertheless,
G2 (~r, τ1, τ2) can be reduced to G2 (~r, τ), because δF (~r, t) was assumed to be a
zero-mean stationary random process, which is valid for all nth order correlations.
Therefore, the nth order correlation function is only a function of the n − 1 lag
times τ1, ..., τn−1 [114]. For the calculation of G2 (~r, τ), it is additionally assumed
that all cross-correlation terms vanish since the emission of different fluorescent
dyes does not correlate. Thus, one gets
G2 (~r, τ) = 〈δF (~r, t+ τ) · δF (~r, t)〉t
=
∑
k
H2 (~r − ~rk) · ε2k · 〈δsk (t+ τ) sk (t)〉 (2.23)
which appears to be a simple sum of the squared PSF H, multiplied by each
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emitter’s squared brightness and molecular correlation function [12]. Therefore, a
SOFI image is obtained by brightness and its degree of correlation. Due to the
squared H resulting in narrowing the PSF shape, the resolution is improved by the
factor
√
2 which can be generalized to a resolution enhancement of
√
n for a nth
order correlation function [12, 113].
Although the calculation of correlation functions is convenient, it has its limita-
tions when it comes to higher-order correlations. Now, cumulants are introduced
which are quantities related to correlation functions and also originate from prob-
ability theory and statistics. Higher-order cumulants are needed because they do
not contain cross-terms of lower-order correlations. For example, if the fourth-order
correlation is determined, four photons in one pixel need to be correlated. These
might originate from the same emitter, but it is also possible that two photons
were emitted from two independent fluorescent dyes. If autocorrelation would be
utilized, these two-photon cross-terms also contribute to the fourth-order corre-
lation with the resolution enhancement of second-order correlation. By applying
cumulants these cross-terms are eliminated and only highly correlated fluctuations
are left [12].
The simplest way to calculate cumulants are auto-cumulants AC which are equiv-
alent to autocorrelation functions. However, second- and third-order cumulants are
identical to their second- and third-order correlation counterparts, and thus the ear-
lier calculations are still valid [113]. The generalized form to determine a nth-order
auto-cumulant is given by
ACn (τ1, ..., τn) =
∑
k
Hn (~r − ~rk) · εnk · wk (τ1, ..., τn) (2.24)
where wk (τ1, ..., τn) is a correlation-based weighted function depending on the
specific fluctuation properties [12, 112]. Note that a non-fluctuating emitter over
time yields to no correlation, and thus its weighting contribution wk (τ1, ..., τn)
will be zero. Otherwise, blinking emitters correlate over time and contribute to the
auto-cumulant and the exact value is determined by the specific switching behavior
from the on- to off-state [12].
By applying cross-cumulants CC, additional virtual pixels are introduced result-
ing in a finer grid, and therefore the resolution enhancement of higher-order cumu-
lants can be fully exploit [112, 113, 115]. Otherwise, the resolution improvement
of higher-orders cumulants would yield to values which could not be represented
by the projected pixel size. Cross-cumulants also take the neighboring pixels into
account. In general, cross-cumulants can be determined by
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CCn (~r1, ..., ~rn, τ1, ..., τn) =
n∏
j<l
H
(
~rj − ~rl√
n
)
·
N∑
k=1
HN
(
~rk −
∑n
i ~ri
n
)
· εnk · wk (τ1, ..., τn) (2.25)
where i, j and l are indices for the nearby contributing pixels and k is the index of
the current position. According to eq. (2.25) the cross-correlation pixel is weighted
by a PSF-shaped weight factor which depends on the distance of the pixels, and thus
virtual pixels can be created. The subsequent grid size growths by a factor of n2
in accordance to the nth-order cross-cumulant [112, 113]. However, when applying
the zero time lag τ = 0, even the shot noise and the camera read-out noise can
be eliminated [112]. A nice byproduct from the cross-cumulant calculation, due
the PSF-shaped distance factor, is an estimated PSF which scales like the original
optical PSF. Therefore, Fourier reweighting on either nth-order auto- and cross-
cumulants can be utilized which results in a resolution improvement of a factor of
n [112, 113, 115].
Further development and applications
Several developments concerning the underlying theory of SOFI and the improve-
ment of software packages were progressed in the recent years [116, 117]. For
instance, since SOFI respond non-linear to brightness and blinking heterogeneities
in the sample, further progress concerning this issue was made. Here, estimated
blinking statistics are utilized to circumvent the non-linearity resulting in a bal-
anced image contrast [118]. The effect of sample diffusion on SOFI accuracy [119]
or the considering of photodestruction [120] were also investigated and yield to a
more detailed model for SOFI. Moreover, with SOFI it is possible to unmix identi-
cal fluorescent dyes by their blinking kinetics, so that simultaneously two structures
in living cells can be imaged [121].
Another key to obtain SOFI images of high quality is the switching rate and
statistics of the used fluorescent dyes. Hence, specific dyes were created or tested
in order to evaluate their practical function. Most common are switching fluo-
rescent proteins such as Dronpa [122], but recent progress in this field generated
various new suitable organic dyes [123, 124]. Naturally, fluorescent proteins are
most compatible with fixed or live-cell imaging, but chemical dyes such as SERS
(surface-enhanced Raman scattering) particles [113] for fixed samples, dual-color
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nanodots [125] or even semiconducting polymer dots [126] verified their perfor-
mance for SOFI.
Since the introduction of SOFI to the scientific community, it has proven its
usefulness for many applications such as 3D imaging of tubulin structures [127] or
live-cell multiplane imaging of mitochondria [128]. Furthermore, it is compatible
with PALM studies which results in a spatial resolution less than 100 nm and a
temporal resolution of approximately 10 s [129].
2.3.4. Structured illumination microscopy
Another essential class of super-resolution microscopy techniques is structured illu-
mination microscopy (SIM) which employs an interference pattern in the sample to
gain information about frequencies beyond the diffraction limit [1]. This method
was first introduced by Heintzmann et al. [130], Gustafsson et al. [13] and a PhD
thesis by Frohn [131], and ever since SIM has become a successful and established
super-resolution microscopy method and its development is till ongoing [1, 38, 132].
SIM provides, in its most common linear implementation, doubled resolution com-
pared to conventional wide-field microscopy, which results in a lateral resolution of
about 100 nm and 300 nm to 400 nm in axial direction [1]. Methods such as SMLM
and STED yield a better resolution improvement. SIM, however, is more applicable
for live cell experiments, and provides higher temporal resolution, introduces less
phototoxicity and is compatibility with lots of dyes [38].
In practice, the sample is illuminated with a fine-striped sinusoidal pattern which
leads to mixing of high-frequency information. In the original approach [13, 130],
the stripes have a single spatial frequency and are generated by two interfering
laser beams. The interference pattern is then shifted to three equidistant phases
and rotated by three angles (60◦ for each angle shift), resulting in a total number
of nine raw image frames that have to be recorded. For three-dimensional SIM,
an additional beam is utilized, which generates an axial pattern, and therefore
also provides axial resolution improvement. Now, the phase has to be shifted
five times, so that in total 15 frames needs to be recorded for 3D-SIM [14]. By
applying a reconstruction algorithm, all frames can be merged to a super-resolved
image [133]. To understand the mathematical principle of SIM and gain insight in
the reconstruction algorithm, a short introduction is given in this section.
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Imaging reconstruction theory of SIM and reconstruction tools
For SIM, the image formation in real space, eq. (2.6), needs to be updated in order
to consider the underlying sample structure [14, 134, 135]. Thus, eq. (2.6) can be
now expressed by
D (~r) = [S (~r) · I (~r)]⊗H (~r) (2.26)
where the emission is the product of the sample information S (~r) and the il-
lumination intensity I (~r). The linear relation, where fluorophores are assumed
to not blink, switch or saturate, is referred to as linear SIM. A multiplication
in real space becomes a convolution in Fourier space and vice versa, so that
D̃(~k) =
[
S̃(~k)⊗ Ĩ(~k)
]
· H̃(~k). A few conditions are satisfied that allow to sim-
plify D̃(~k).
First, I (~r) can be separated in a lateral Jm (~rxy) and axial part Im (z) and then
summed over a finite number m
I (~r) =
M∑
m=0
Im (z) · Jm (~rxy) , (2.27)
with M as the number of harmonics in a periodic pattern Jm(~rxy). The lateral
pattern distribution Jm (~rxy) should be a sinusoidal wave, containing only a single
spatial frequency ~pm,
Jm (~rxy) = cos (2π~pm · ~rxy + φm) (2.28)
with φm as the phase of the mth component. Furthermore, the nature of the
illumination pattern leads to ~pm = m~p and since the SIM pattern is symmetrical
and rigid under translations between the images, the phase shifts also yield to
φm = mφ [134]. Thus, eq. (2.28) can be rewritten as
Jm,n (~rxy) = cos (m (2π~p · ~rxy + φn)) (2.29)
where φn denotes the phase shift required for SIM.
For the last condition, the axial part of the illumination light distribution remains
fixed in relation to the focal plane of the microscope objective. Therefore, Im (z)
depends on the same coordinates as H (~r) and not on the sample structure S (~r),
so that only a multiplication of the axial structure with the PSF is sufficient [14,
134].
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Taken all these conditions (also eq. (2.27) and eq. (2.29)) into account, eq. (2.26)
can be updated to
D (~r) =
M∑
m=0
{[S (~r) Jm,n (~rxy)]⊗ [H (~r) Im (z)]} (2.30)
which is the acquired SIM data in real space. For the transformation of eq. (2.30)
into Fourier space, it is convenient that eq. (2.29) turns into
J̃±m,n
(
~kxy
)
= δ
(
~kxy ∓m~p
)
· exp (±imφn) (2.31)
by expressing the convolution of a δ-function as a shift. Now, the observed SIM
data in Fourier space can be written as
D̃
(
~k
)
=
M∑
m=−M
{[
S̃
(
~k
)
⊗ J̃m
(
~kxy
)]
·
[
H̃
(
~k
)
⊗ Ĩm (k)
]}
=
M∑
m=−M
exp (imφ) Õm
(
~k
)
S̃
(
~k −m~p
)
(2.32)
with Õm(~k) as the Fourier transform of H̃Ĩm. At this point, two key facts for the
principle of SIM can be extracted: On the one hand, in eq. (2.32) the Õm function
is extended axially, and therefore more frequencies can be detected. On the other
hand, the m~p term shifts high frequencies in the detectable region (before Om at
±k0 cuts of signal). For the reconstruction, it is necessary to computationally move
back the known terms Om and m~p to their true positions in Fourier space for each
SIM frame. A recombination into a single super-resolution data set follows, which
will be retransformed into real space (fig. 2.9) [14].
In particular, for 2-beam SIM (M = 1) typically n = 9 frames are recorded
and n = 15 frames for 3-beam SIM (M = 2) which provides the axial resolution
improvement for 3D imaging. This is needed for the reconstruction in order to
fully cover all spatial directions and to separate the components S̃(~k − m~p) for
m = ...,−1, 0,+1, .... The nth frame D̃n(~k), with the phase φn, can be written in
Fourier space as
D̃n
(
~k
)
=
M∑
m=−M
am exp (imφn) Õm
(
~k
)
S̃
(
~k −m~p
)
︸ ︷︷ ︸
C̃m(~k)
(2.33)
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Figure 2.9.: Basic principle of SIM. A sequence of n raw frames illuminated with the
typical striped pattern for SIM is recorded. For 2D imaging the phase is
shifted three times and the pattern is rotated also three time which results
in a total stack of n = 9 raw frames. Two additional phases are needed for
3D recording if also axial resolution enhancement should be achieved, and
therefore n = 15 raw frames are imaged. The middle column illustrates the
reconstruction along one dimension/angle shift in the frequency domain.
Due to the recording of different phases m, the mix of overlapping com-
ponents C (orange, green, purple) in the wide-field detectable part (cutoff
spatial frequency k0) can be disentangled. The single components are now
separated and can be shifted back to their original position in the Fourier
space, whereas weighted averaging is required. Thus, the detectable part in
SIM doubles in Fourier space which corresponds to a super-resolved image
[132, 136].
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with the Fourier component C̃m(~k), which is extended by a factor am to introduce
the strength of the mth harmonic, and therefore a determination of the pattern
contrast [137]. For the reconstruction, the individual Fourier components C̃m(~k)
for each SIM raw frame need to be extracted and can be written as components
of the vector C = {..., C̃−1, C̃0, C̃+1, ...}. It is convenient to switch to a matrix
notation to include all frames and to simplify the calculations. Thus, eq. (2.33) is
updated to a vector D(~k) = {D̃1, D̃2, ..., D̃n} as
D
(
~k
)
= MC
(
~k
)
with Mnm = am exp (imφn) (2.34)
where M denotes the mixing matrix of the various pattern phases mφn for dif-
ferent illumination order m and images n. In other words, by using multiple phases
φn, the sum of differently shifted components can be separated. Because all phases
are known and vary from each other, M can be inverted and the Fourier compo-
nents can be retrieved from the raw images by a simple inversion of eq. (2.34):
C
(
~k
)
= M−1D
(
~k
)
(2.35)
To achieve an isotropic resolution enhancement, the component separation and
data acquisition has to be repeated for q pattern orientation, where the pattern
wave vector ~pq indicates the orientation. Thus, separated components C̃q,m are
introduced which are shifted back to their correct position in Fourier space. For
the last step, the recombination of C̃q,m, further processing such as weighted-
averaging, generalized Wiener filtering and frequency apodization is carried out.
The Wiener filter is adjusted empirically by setting a constant parameter w. To
avoid hard edges in the effective OTF, which might appear due to the Wiener
filtering step, the apodization function Ã(~k) is introduced. Thus, ringing artifacts
in the reconstructed PSF are reduced [134, 137]. A combination of all mentioned
process steps for the recombination yields to
S′
(
~k
)
=
∑
q,m
[
Õ∗m
(
~k +m~pq
)
C̃q,m
(
~k +m~pq
)]
∑
q′,m′
[∣∣∣Õm′ (~k +m′~pq′)∣∣∣2]+ w Ã
(
~k
)
(2.36)
where S′(~k) is the sample estimation with higher frequency components and
results in a super-resolved image in real space (fig. 2.9) [14, 134]. The pattern
orientation q is typically the angle shift (q = 3 for 2D and 3D) [14].
The SIM image reconstruction algorithm is realized in several freely available
plugins [138–141], so that SIM can be used by large numbers of scientists. However,
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artifacts might appear in the reconstructed image due to noise or poor labeling
strategies, and therefore the algorithm and theory behind SIM have evolved over
the last years. Although eq. (2.36) already considers further image processing, the
effect of noise (e.g. Hessian filtering [142]) and other influences are investigated and
implemented in several reconstruction algorithm [143, 144]. To evaluate the quality
of the SIM reconstructed image and to identify the origin of certain artifacts, an
ImageJ/Fiji plugin was published to support the user [145].
Experimental realization and applications
One of the most crucial parts of a SIM microscope is the generating of the inter-
ference pattern in the sample [146]. First, SIM has been realized on a conventional
wide-field setup by integrating an optical grating [13] which is then shifted and
rotated mechanically to induce the angle and phase shift. However, this imple-
mentation lacks in speed and limits the temporal resolution, so that spatial light
modulators (SLM) [135] such as ferroelectric SLM [147, 148] or digital micromirror
devices (DMD) [149] are more common and became the standard grating genera-
tor. Since SLMs can change their displayed pattern very fast, they are suitable for
the recording of fast dynamics [25, 150, 151].
To obtain a raw frame set with sufficient image quality for the SIM acquisition,
it is necessary to achieve a high modulation depth which is highly dependent on
the polarization settings of the excitation beams and the signal-to-noise ratio of
the recorded data [37, 152]. Therefore, a key element of a SIM microscope are
polarization optics, which set up and maintain linear polarization of the light. This
results in the best interference contrast, and thus, high-quality data reconstruction
[153].
Several improvements of SIM made this technique a common tool for various ap-
plications [132]. Not only wide-field illumination is possible, also TIRF [154] and
HILO-like excitation [155], and even a combination with light sheet microscopy
[156] has been developed. Further, in a couple of approaches, SIM has been fused
with SMLM which results in a double localization precision [157–159]. The reso-
lution of SIM can be even more improved by optimizing the fluorescence response.
Likewise, reaching the region of non-linear dye response also improves the reso-
lution gain by generating higher dynamics in eq. (2.32). Through this, a lateral
resolution of 50 nm can be achieved [160]. Additional, SIM can be extended with
parallel, multi-planar detection, which enables faster imaging of volumetric sam-
ples [161, 162]. Putting all these various applications together, SIM proved to be a
very useful method for imaging and analyzing biological and medical samples [1].
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2.4. Fundamentals of biotechnology
Fluorescence microscopy and nanoscopy is mostly used in applications of biology
and medicine due to the opportunity of specific labeling. Samples can be either
live or fixed, whereas live-cell imaging is more challenging. Because of potential
movement or dynamics, also the temporal resolution has to match [163]. Typically,
single cells are exploited because a suitable medium can be chosen according to
the applied imaging technique. Tissue, on the other hand, has a certain thickness
which causes artifacts if an insufficient method is chosen [1]. However, to gain a
better insight and understanding of basic organelles and processes in single cells,
this section gives a short introduction.
2.4.1. Central dogma of protein biosynthesis
The construction plan of a protein is encoded in the desoxyribonucleic acid (DNA)
which is organized as a double helix [164]. The DNA is composed of four nu-
cleotides, namely guanine, adenine, thymine and cytosine and the sequence of these
nucleotides encodes the protein (fig. 2.10a). A combination of three nucleotides con-
ceals one of 20 proteinogenic amino acids which are the components of proteins. In
case of eukaryotic cells, the DNA is organized as chromosomes inside the nucleus,
while in bacteria, the DNA exists in form of ring-shaped plasmids [165, 166].
However, the protein biosynthesis can be separated into two main steps: tran-
scription and translation. During transcription, the DNA strand is copied to a mes-
senger ribonucleic acid (mRNA) strand which is initiated by the specific enzyme
complex RNA-polymerase (RNA pol II in eukaryotic cells) and other transcription
factors. The mRNA is a strand of four nucleotides with a few differences compared
to the DNA. Further modifications and processing such as splicing of the mRNA
strand in some eukaryotes are part of the synthesis process. For the translation,
transfer RNA (tRNA) and ribosomes are needed to correlate three nucleotides into
one amino acid. This process creates a chain of amino acids which then folds into
the protein [167].
The fluorescent labeling of proteins inside single cells can be done in different
ways, with the addition of chemical dyes being the simplest. Here, the dye binds to
the already existing protein but also false binding might occur. Another possibility
is to label molecules of interest with the construction of genetic fusions [168]. The
gene coding for a fluorescent protein such as the Green Fluorescent Protein (GFP
[169, 170]) or its derivatives [171] is introduced genetically into cells and synthesized
[31].
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Figure 2.10.: Scheme of the DNA structure and an eukaryotic cell. (a) The DNA has a
double helix structure with the nucleotides (indicated by the red, yellow,
green and blue blocks) organized in the inner part. The sequence of the
nucleotides encodes proteins [167]. (b) The displayed organelles (expect
the cytoskeleton) are separated from the cytoplasm by a double-layer lipid
membrane. Most of these cell compartments are standard counterstains
and objects to demonstrate fluorescence microscopy and even nanoscopy
[15, 166].
2.4.2. Organelles of the eukaryotic cell
Various biological cells have different tasks in order to guarantee a fully functional
organism. Nevertheless, the main cell compartments can be found in every cell,
separated from the cytoplasm by a double-layer lipid membrane (fig. 2.10b). The
nucleus shows several specific functional sub-organizations such as the nucleolus
and Cajal bodies. The labeling of the nucleus is a typical counterstain to identify
single cells. To transfer and interact with other organelles, nuclear pore complexes
(NPC) penetrate the nucleus membrane. NPCs are commonly used to demon-
strate super-resolution due to their structure which only can be visualized with
nanoscopy. The cytoskeleton stabilizes and moves the cell, and functions as street
for transport proteins. Although the filaments of the cytoskeleton such as actin
and microtubules are resolvable with conventional wide-field microscopy, the dif-
ferentiation between single filaments often requires super-resolution imaging. An-
other big organelle is the endoplasmic reticulum which is most important when it
comes to metabolism since the synthesis of proteins (translation steps) occurs at
this compartment. Therefore, various dynamics can be observed which makes the
endoplasmic reticulum a popular candidate for temporal resolution and counter-
staining. Directly attached to the endoplasmic reticulum is the Golgi apparatus,
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which further processes some proteins if required. The inner membrane structure
of smaller organelles such as mitochondria (energy production), lysosomes (waste
handling) or peroxisomes (suppress toxic processes) are only visible with super-
resolution techniques. Additionally, these organelles are fairly dynamic so that
their imaging is quite challenging [15, 166, 172].
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dynamics at the virological
synapse with a compact 3D
fluorescence microscope
Parts of this chapter have been published in the invited article
Alice Wilking, Lili Wang, Benjamin K. Chen, Thomas Huser, Wolfgang Hübner. Imaging HIV
Particles at the Virological Synapse. G.I.T. Imaging & Microscopy, 2017.
Fluorescence microscopy has become one of the standard methods for visualizing
live-cell dynamics, since it is capable of precise labeling and tracking particles of in-
terest. Research fields in medicine such as virology, however, require certain safety
standards to ensure that the scientist performing the research and environment
are protected from a potential infection with the investigated virus. Therefore,
often collaborations between virologists and microscospists are essential since one
provides the suitable laboratory and the other the optical system. Here, the dy-
namics of HIV-1 at the virological synapse are imaged because that is the scenery
where the virus transfer occurs from an infected cell to an uninfected one. For this,
a dual-color 3D fluorescence wide-field microscope was utilized, and subsequent
deconvolution processing is used to enhance the contrast to better identify virus
particles at the virological synapse. In order to confirm the results, fixed, and thus
inherently save, samples were analyzed with super-resolution microscopy.
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3.1. Introduction
The Acquired Immune Deficiency Syndrome (AIDS) is caused by the Human Im-
munodeficiency Virus (HIV) and currently infected over 78 million people world-
wide. Since the start of the pandemic, it causes over 35 million deaths [173]. The
heterogeneity of HIV and the exact mechanism behind the capacity of the virus to
evade the human immune system, and therefore not induce an effective immune
response are poorly understood. It is known that HIV is a retrovirus containing
RNA copies of the viral genome. If these copies are transferred into a target cell,
reverse transcription occurs. Here, the viral genome is integrated into the DNA of
the target cell and the viral proteins replicates through the next protein biosyn-
thesis [174, 175]. The virus can be classified in two groups, HIV-1 and HIV-2,
whereas HIV-1 is the principal cause of the pandemic [176]. To gain fundamental
knowledge of the disease and its infectiousness, the dissemination pathway of HIV
is still under investigation [177].
The virus itself was first isolated in 1983 by Barre-Sinoussi et al. and efforts
towards a cure of AIDS began shortly thereafter [178]. One key aspect to gain a
basic understanding of the infection process of HIV is the formation of the virolog-
ical synapse (VS), which is an adhesive structure between an infected HIV cell and
a target cell, and thus transfers the virus directly into the target cell [177]. Due
to the spherical shape of the virus with a diameter of approximately 120 nm [179]
(fig. 3.3a), electron microscopy is one of the standard techniques to image and to
analyze the internal structure of the virus [180, 181]. However, the transfer itself
can be observed with conventional fluorescence microscopy [182], and the recent
development of super-resolution methods such as SIM [183] and STED [184] proved
their utility for HIV research.
For this study, the transfer of HIV-1 at the VS was imaged via conventional
fluorescence microscopy. Live-cell experiments with such a highly infectious virus
requires certain safety standards. Hence, the decision was made to ship a fluo-
rescence microscope to a HIV-1 laboratory [21]. Certain requirements, such as
portability and compactness of the optical system needed to be satisfied because
the collaborators for this project are located at Icahn School of Medicine at Mount
Sinai (ISMMS) in New York City in USA. Such system can be designed by uti-
lizing small industry-grade cameras which additionally reduce the overall costs.
Likewise, the operation of the system is required to be user-friendly since the col-
leagues at ISMMS are not trained imaging specialists. The compact fluorescence
microscope remained at ISMMS for several months, and thus a certain stability
without technical maintenance had to be guaranteed.
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The samples for the experiments were prepared at ISMMS (appendix A.2.2).
Here, the viral proteins Gag and Env were chosen to serve as indicators for the
transmission of HIV-1. The main purposes of Gag is the initiation of the assembly
of the virus particles at the VS and the maturation of the virus after its infection
of the target cell [185]. Env on the other side mediates the fusion between host
and target cell, so that it is highly required for binding and entry into target cells
[186, 187]. In several studies, the two viral proteins Gag [182, 188] and Env [189,
190] were used to investigate and track the VS. Here, the compact fluorescence
microscope was utilized for live-cell imaging and the data was further processed by
deconvolution to enhance the contrast [67]. Since single virus particles can only be
revealed by super-resolution microscopy, fixed and thus inert samples were shipped
to the Biomolecular Photonics group in Bielefeld to confirm the results with the
super-resolution technique 3D-SIM [14]. Therefore, this study aims at two goals:
On the one side, to prove the functionality of the compact fluorescence microscope,
and on the other side, to image the transfer of HIV-1 at the VS.
3.2. Fluorescence wide-field microscope for 3D
deconvolution
The customized microscope was built at the Biomolecular Photonics group in Biele-
feld, and therefore a compact design was needed to ship it to ISMMS in New York
City, where the HIV experiments were carried out (fig. 3.1a). Basically, the mi-
croscope consists of two stacked bread boards, where one holds all the optics for
laser fiber coupling and the other is mainly utilized for the detection (fig. 3.1b and
c). A detailed list of all used components can be found in appendix A.1. In order
to allow for prolonged live-cell imaging, a heating chamber was designed for the
microscope. Additionally, a suitable synchronization mechanism was integrated to
enable a direct communication between all devices, which allows for high imaging
speeds.
3.2.1. Construction of the optical setup
The compact fluorescence microscope is a conventional wide-field setup which is
specifically optimized to enable fast 3D imaging (compare fig. 2.4). A z-scan
through the sample is obtained by moving the objective along the optical axis
via a piezo. Additionally, an acousto optical tunable filter (AOTF) is integrated
for fast switching of the two utilized solid state lasers. With their corresponding
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wavelengths, 473 nm and 561 nm, the fluorescent proteins GFP and mCherry can
be selectively excited.
In detail, both lasers are filtered (F1 and F2) to suppress unwanted excitation
wavelengths and their laser power can be decreased by setting up a neutral density
filter (ND). In order to have the same coupling efficiency in the optical fiber for
both lasers, it is necessary to overlay the lines and to equalize their beam diameter.
Since the beam diameter of the 473 nm laser has a smaller size, it is expanded by
a telescope by the factor of two with the lenses L1 (f1 = 40mm) and L2 (f2 =
80mm). By introducing the dichroic mirror D1, with the reflection of the 473 nm
laser and transmission of the 561 nm laser, both laser beams can be overlaid. Fast
switching rates cannot be obtained by a direct control of the laser, and therefore an
AOTF is set up. An AOTF contains a crystal which functions as an optical grating.
If the crystal oscillates with a certain frequency, the corresponding wavelength can
pass the AOTF. Since the switching between the frequencies can be done in the
order of microseconds, a fast switching rate is achieved.
Before both lasers are coupled in the single mode fiber, an expansion of the beam
diameter with a telescope (L3, f3 = 30mm and L4, f4 = 200mm) by approximately
7x is required to guarantee a full illumination of the back-focal plane of the coupling
objective. This yields a highly focused spot and thus high coupling efficiency.
Approximately 60% of the incoming laser power is maintained and the optical
fiber ensures a Gaussian beam profile. Furthermore, it simplifies the transfer of the
laser beams from the excitation board to the detection board.
On the detection board, the beams are first collimated (L5, f5 = 20mm) and
then focused (L6, f6 = 200mm) into the back-focal plane of the immersion oil
objective (NA = 1.35, 60x magnification) to generate wide-field Epi illumination.
Moreover, a white-light LED is mounted on top of the sample to facilitate bright-
light illumination. The objective itself is mounted on a z-piezo which can move the
objective along the optical axis in order to obtain 3D image stacks. The sample
itself is placed on a custom-made heated stage to keep the cells alive during the
measurements because living cells need a temperature of 37◦C. Two resistors are
fixed on and thermally coupled to the stage and responsible for the heating process.
Additionally, a plexiglas lid can be placed on the stage for isolation. This lid also
contains a copper piece with two attached resistors in order to heat the lid, and
therefore avoid condensed water which could fall on the sample. All resistors and
a temperature sensor are connected to a micro-controller (Arduino Uno), with an
additional power supply and a MOSFET (metal-oxide-semiconductor field-effect
transistor) switch on an Arduino shield to provide the current used for heating.
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Figure 3.1.: Compact fluorescence wide-field microscope for live-cell imaging. (a) The
microscope and the corresponding imaging computer are packed in a
wooden box (760mm x 635mm x 785mm) to be shipped from Bielefeld
to New York City. In this configuration, the excitation board (b) is situ-
ated under the detection board (c). (b) Scheme of the illumination pathway
on the excitation board. The laser beams are overlaid by the dichroic mir-
ror D1 and selectively pass the AOTF. By coupling both beams in a single
mode fiber, the transfer to the detection board is simplified and a Gaussian
beam profile is obtained. (c) Scheme of the fluorescence detection board.
The laser beams are illuminating the sample via Epi configuration and the
objective can be moved along the optical axis via a piezo. The same ob-
jective is utilized to collect the fluorescence signal, which is separated from
the laser light via D2. One tube lens L7 focuses the mixed fluorescence,
which is separated by D3 onto the cameras Cam1 and Cam2. A detailed
description of all components can be found in appendix A.1.
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On the micro-controller itself, a simple feed-back program is set up to keep the
temperature at 37◦C.
For the detection of the fluorescence signal and the bright-light image, the same
immersion oil objective is used. With a second dichroic mirror (D2) the excitation
light is separated from the fluorescence signal by reflecting the laser light and trans-
mitting the detection signal. A tube lens (L7) is utilized to focus the transmitted
detection light on the industry-grade cameras (Cam1 and Cam2) which are very
small in size and cost-efficient. Thus, the detection breadboard size decreases and
additionally, the overall costs were minimized. The fluorescence signal of the two
colors is split by a third dichroic mirror (D3). To enable a more compact design,
the tube lens is positioned in front of D3. In theory, this placement is suboptimal
for image quality, but no adverse effects where observed in the experiments. With
the focal length of the used tube lens, a projected pixel size of 97 nm is achieved.
Suitable filter sets (F3, F4 and F5) are placed in front of the cameras to block
unwanted emission wavelengths and laser light.
3.2.2. Communication flowchart between the devices
In order to guarantee fast 3D dual-color imaging, a suitable synchronization mech-
anism between the components is needed (fig. 3.2a and b). The implementation has
to be a customized solution since all components were produced by different manu-
facturers and no commercial software with corresponding hardware is available. For
the control of the data acquisition, the free open-source software µManager [191,
192] was used and a synchronization box was build to hold all the required electron-
ics for direct communication (fig. 3.2c and d). For the data acquisition two modes
can be used, either the slow mode (fig. 3.2a) or the wavetable mode (fig. 3.2b).
In the slow mode all devices are controlled with µManager. However, latency in
the software and USB bus system prohibit this mode to reach the required speed.
Thus, direct communication through TTL-style (transistor-transistor logic) trigger
pulses are utilized for the wavetable mode.
In the slow mode, the user starts the experiment by setting parameters for the
data acquisition with µManager (fig. 3.2a). The program sends a trigger signal
to the connected pifoc-controller which is the control device of the z-piezo. Now,
the z-piezo receives a voltage and moves to the set position. Thus, the objective is
placed to the required location along the optical axis and an image can be recorded.
By a capacitance feedback the pifoc-controller gets response on whether the z-piezo
reached the position. Now the cameras are triggered, so that the chip can detect
photons. Nearly simultaneously, the cameras forward the trigger signal to the
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Figure 3.2.: Schemes of the communication between the devices and the synchronization
box. (a and b) Simplified flowcharts to document the trigger sequence be-
tween the devices, where a blue box indicates the direct access by the user,
red boxes the hardware control equipment, and yellow boxes illustrate the
imaging tools for recording 3D stacks. (a) In the slow mode, the user starts
the experiment and µManager directly controls the pifoc-controller and the
cameras through their USB interface. (b) In the wavetable mode, µManager
initiates Camera1 which sends a trigger signal to the pifoc-controller. This
happens only during initiation indicated by *. Afterwards, everything is au-
tomated by the prestored wavetable on the pifoc-controller. (c) Photograph
of the front of the synchronization box. Control LEDs and switches support
the full supervision of the data acquisition. (d) Flowchart of the inside of
the synchronization box. Here, green indicates outgoing voltages and pur-
ple boxes receive the voltage. The output voltage of the pifoc-controller is
amplified by a power supply (PWR) and a level shifter, and then triggering
the cameras (Cam1 and Cam2). The subsequent signal cascade sets the
AOTF to let the lasers (LSR1 and LSR2) pass. A 5V/10V switch allows
to attenuate the laser power.
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AOTF which sets the required frequencies, so that the lasers can illuminate the
sample and the cameras are collecting the fluorescent signal.
In the wavetable mode, the achieved frame rate of 11 fps can be further increased
to 100 fps by a direct communication between the pifoc-controller and the cameras
instead of waiting for the feedback of the z-piezo (fig. 3.2b). Here, the z-piezo is
controlled by its own software and a so-called wavetable, which holds all the position
and trigger signals, is implemented and started on the pifoc-controller. Therefore,
no feedback of the z-piezo, on whether it reached its destination is required. Only
the cameras are controlled by µManager. In detail, when the user initiates a loop,
µManager sends a trigger, which is forwarded by Camera1 to the pifoc-controller.
Now, the prestored wavetable will be run, so that trigger signals directly reach the
cameras and the z-piezo. Although high frame rates are achieved, the usage of this
mode requires an experienced user since the operation is advanced and some frames
might be lost during the acquisition. Thus, experiments that are not time-critical
are done by only using µManager to control all devices.
For the direct communication between the pifoc-controller, cameras and AOTF
a synchronization box was designed to guarantee that all required voltages and
trigger signals are send to their corresponding targets (fig. 3.2c and d). First, the
signal of the pifoc-controller has to be level-shifted by an additional power supply
and level shifter in order to trigger each optocoupler of the cameras. Optocouplers
consist of two isolated electric circuits where a photodiode from the first loop sends
photons to the phototransistor of the second loop. Thus, the electric signal can
be transferred from one circuit to the other. Now, the second loop can send a
signal to the AOTF to let the lasers pass and illuminate the sample. Further, a
5V/10V switch was integrated, which utilizes the output optocoupler provided by
the camera and stabilized a 5V or 10V supply in the synchronization box. If the
switch is set to 10V, the full voltage is set at the AOTF and the whole laser power
passes. Otherwise, if 5V is applied, only half of the laser power reaches the sample.
3.2.3. Data acquisition and image processing
The data acquisition of 3D fluorescence image stacks with subsequent deconvolution
processing starts by turning on the heating stage if live-cell experiments are carried
out. After approximately ten minutes, the desired temperature of 37◦C is reached,
and immersion oil (Zeiss, n=1.518) and the sample are placed on the objective
and heating stage. The heating stage itself is mounted on a xy-stage with manual
micrometer-screws, so that the user can maneuver the sample in lateral direction.
Another micrometer-screw is mounted at the pifoc to initially focus the sample.
44
3.3. Imaging HIV-1 particles at the virological synapse
With the µManager software package, the cameras (exposure time and frame rate)
and the z-piezo (z-stepsize and total scan volume) can be set. Furthermore, the z-
piezo can be used to find the perfect focus since smaller steps in axial direction are
available. To adjust the laser power, 10% ND-filters can be placed in front of the
lasers. Additionally, the power can be reduced by 50% by turning the 5V/10V
switch to the 5V position. Of course, a combination of the ND-filters and the
switch is possible. If all settings are adjusted, the image can be recorded.
For further deconvolution imaging processing, ImageJ/Fiji [48, 49] and additional
plugins were used. First, a PSF according to the Born-Wolf model was generated
by using the plugin PSF Generator [73] (see section 2.2.4). The recorded image
stack needs to be split in the individual color channels for the deconvolution step
which was done by utilizing the plugin DeconvolutionLab2 [76]. The Richardson-
Lucy algorithm was chosen as the reconstruction method and 20 iterations were
chosen as sufficient. In order to register the color channels, a TetraSpeck (TS)
200 nm bead slide was recorded as calibration sample (appendix A.2.1).
3.3. Imaging HIV-1 particles at the virological synapse
The virus transfer was imaged with the compact fluorescence microscope in New
York City (ISMMS, Benjamin Chen Laboratory) to get insight of the infection
pathway and to demonstrate the functionality of the microscope. Afterwards, fixed
HIV-1 samples were brought back to the Biomolecular Photonics group in Bielefeld
to further image the virological synapse with super-resolution quality. Here, a
commercial system, the Delta Vision OMX v4 from GE Healthcare was used to
acquire 3D-SIM data sets.
3.3.1. Infection pathway and virological synapse
Research has focused on the infectious pathways of which HIV-1 makes effective
use. On the one hand, the virus can enter the host cell when a cell-free virus particle
binds to the CD4 and chemokine receptor molecules at the plasma membrane of a
T cell [193]. However, in the recent years, it has become increasingly clear, that
the virus can also be directly transferred from infected cells to uninfected cells via
an adhesive structure dependent on viral proteins, called the virological synapse
(VS) [194]. In case of T cell to T cell transfer, the VS is initiated through the
interaction of the viral envelope glycoprotein (Env) at the surface of the infected
cell and the CD4 receptor expressed by the target cell. The virus then assembles
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specifically at the VS, buds and is endocytosed by the previously uninfected cell
[179, 182]. The infection though occurs after maturation of the virus particles
within the endocytic compartments [193, 195]. The direct transfer by cell to cell
contact allows for multiple infection events of a single host cell, and is therefore
much more efficient at transferring viral antigen to target cells than the free particle
plasma membrane fusion mechanism [182, 196].
3.3.2. Labeling and imaging strategies
For the imaging of the transfer at the VS, the virus was labeled through fusions of
proteins of interest with fluorescent proteins. The structural protein of HIV-1, Gag,
can be labeled through internal insertion of a sequence coding for the fluorescent
protein mCherry between the section corresponding to the Matrix and Capsid
domain (fig. 3.3b) [198]. This results in an efficient way of fluorescent labeling
assembly sites and immature as well as mature viral particles without impairing
much of the infectivity rates of such constructs. Double labeling is possible with
the use of other fluorescent proteins fused to other viral components. An insertion
of sequences coding for super-folding GFP (sfGFP) in the gp120 subdomain of Env
at variable loop four was used as the second fluorescent protein (fig. 3.3c) [199].
Different sample sets were prepared, so that either individual proteins were labeled
or Gag and Env were stained at the same time.
Jurkat-T cells were chosen as the HIV-1 expressing cell line. After the transfec-
tion of the different full replication competent viral genomes containing the fusion
of sfGFP-Env and mCherry-Gag, the cells were mixed with a double amount of
primary CD4+ T cells (fig. 3.3d). These cells were isolated from HIV-1 negative
donors previously. While a majority has dismissed in forming a VS, 10% to 20%
will show a strong adhesion between HIV+ Jurkat-T cells and one or more primary
CD4+ T cells [182]. For the live-cell imaging with the compact 3D fluorescence
microscopy, the mixture is now ready to be recorded and the HIV-1 transfer can
be visualized. The transfer of HIV at the VS was imaged by recording 3D-stacks
(250 nm z-stepsize) of the event since the cells have a certain thickness and trans-
fers might occur at several focal levels. However, in order to find a HIV+ Jurkat-T
cell, a low laser power was chosen due to potential photobleaching. Furthermore,
the heating stage was utilized to get a cell-friendly environment.
In order to image the VS with 3D-SIM, the cells of the mixture were chemically
fixed three hours after co-incubation and shipped from ISMMS, Benjamin Chen
Laboratory to Bielefeld. The cell mixture represents most of the stages of the
viral transfer at the VS. In contrast to the compact fluorescence microscope, the
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Figure 3.3.: Scheme of the labeling and experimental strategy for imaging the HIV-1
infection pathway. (a) Single HIV particle. The protein Env is situated at
the outer membrane, whereas the structural protein Gag is prominent at the
inner membrane and outnumbers Env. The viral genome will be integrated
in the host cell genome after reverse transcription [197]. (b) Structure of
Gag with integrated mCherry. (c) Structure of Env with integrated sfGFP.
(d) Experimental outline to investigate the HIV transfer at the VS. First,
plasmids encoding HIV with the fusions of mCherry-Gag and sfGFP-Env
are introduced in the host Jurkat-T cells by gene transfection. The host cell
expresses the HIV proteins and Gag will attach to the plasma membrane,
whereas Env is most prominent in the cytoplasma. Next, primary T cells
were added which attach to the Jurkat-T cell. By an interaction of Env
with the CD4+ receptors of the target cells, the VS is formed and the virus
assembles at the VS. Subsequent budding leads to a transfer into the target
cell.
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commercial SIM setup allows for imaging with up to four different stains. Therefore,
the plasma membrane was labeled in order to clearly identify the cells and their
adhesive connection (appendix A.2.2).
As membrane dyes, FastDiO and WGA-A647 (Wheat Germ Agglutinin bound
to AlexaFluor-647) were chosen since both of them have specific affinities for mem-
branes on fixed samples, most importantly including the plasma membrane of the
cells. If FastDiO is selected, sfGFP cannot be imaged at the same time because both
fluorophores are excited with the same laser. Additionally, DAPI (4’,6-diamidino-
2-phenyllindole) is utilized as a counterstain for the nucleus.
For the imaging process, the stained cells are mounted in Vectashield which has
a higher refractive index as water. Thus, artifacts, which might be introduced by
the SIM reconstruction, can be suppressed. 3D-SIM stacks were recorded and then
reconstructed with the manufacturer supplied software to obtain super-resolved
images. Further image processing such as maximum intensity z-projections were
also carried out with the commercial software.
3.3.3. Visualizing the dynamics of the HIV-1 transfer at the VS
The contrast enhancement by applying the deconvolution methods on the raw
data leads to a reduced background so that more details became visible in com-
parison to the unprocessed wide-field data although the resolution is not enhanced
(fig. 3.4a,b,d and e). The data was processed by using DeconvolutionLab2 [76] and
by applying a maximum intensity z-projection (for more details see section 3.2.3).
Since both laser lines are already utilized to excite the two fluorescent proteins
for imaging the HIV interaction, there is no channel available to use a fluorescent
counterstain in order to visualize the cell itself. However, it is possible to record
a bright-light image with a white-light LED at the end of the imaging process, so
that a mapping of the host and target cells can be done (fig. 3.4c and f). There is
a delay of a few seconds between the last fluorescence image and the bright-light
image due to the manual switch at the LED. Thus, the merge of these images does
not result to a sufficient overlay which can be easily improved if the LED would
be controlled via software. Nevertheless, the fluorescent cells can be correlated to
those of the bright-light image.
The modification of Env and Gag by inserting sfGFP and mCherry does not
affect the infectivity of the virus which is also reflected in the images (fig. 3.4)
[198, 199]. Here, as expected, Env is mainly situated in the cytoplasm while Gag
attaches to the plasma membrane and low intensities are diffuse in the cytoplasm.
Fluorescent signal from mCherry can be detected from the top and/or the bottom
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Figure 3.4.: Jurkat-T cells expressing HIV particles. mCherry-Gag (purple) is mostly
prominent at the plasma membrane, whereas sfGFP-Env (green) is located
in the cytoplasm. The deconvoluted images (b and e) show an enhanced
contrast in comparison to the wide-field data (a and d). Both data sets are
maximum intensity z-projections. The corresponding bright-light images (c
and f) were recorded several seconds afterwards. First row: A few target
cells are bound to the Jurkat-T cell II, whereas only T cell I seems to form a
VS with the host cell which is indicated by the detected virus particles. The
previous initiation of the VS and subsequent budding is visible in fig. 3.5.
Second row: High expression of Gag and Env in cell II, whereas cell I
indicates almost no Gag. The primary T cell III is attached to cell II via a
VS at the uropod. The previous transfer of the virus is represent in fig. 3.6.
Both data sets: 20ms exposure time per raw frame, 20µm z-stack, Scale
bar 10µm.
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of the nucleus (fig. 3.4a and b). Nevertheless, the most interesting part is the
formation of the VS and the subsequent transfer of the virus particles. The first
row of fig. 3.4 displays the end of the time lapse video of fig. 3.6 and the second
row is the end of fig. 3.5. Therefore, fig. 3.4 helps to identify the target cells of
fig. 3.6 and fig. 3.5.
The transfer of HIV-1 particles at the VS can clearly be seen in fig. 3.5. According
to fig. 3.4c, several target cells might attach to the Jurkat-T cell, whereas only one
T cell shows a VS to the host cell. Here, a higher intensity of sfGFP-Env and
mCherry-Gag is detected at the connecting localization which can be identified as
the VS (fig. 3.5d). The subsequent budding and endocytosis of virus particles are
clearly visible through the time lapse images recording (fig. 3.5e-g). Moreover, the
transfer of several other sfGFP-Env and mCherry-Gag fusions were imaged.
T cells are highly directional and adopt a polarized morphology which means
these cells form two ends, namely a leading edge at the front and a swelling at the
end which is called uropod. Research found that Gag mostly accumulates at the
uropod, and thus uninfected T cells preferentially form a VS at the HIV-1 Gag-
containing uropod rather at the leading edge [200–202]. In this study, a high signal
of mCherry-Gag was found at the uropod of a Jurkat-T cell (fig. 3.6b and d) and
with the subsequent comparison to the bright-light data, a T cell was confirmed at
the connecting spot (fig. 3.4f). Hence, it was definitely a VS formation since a high
signal of sfGFP-Env was also recorded at the same accumulation spot (fig. 3.6a and
c). According to the time points 6.48 s, 14.58 s and 21.06 s, there might be even two
VS. Due to the lack of a counterstain, it is unclear whether two target T cells are
bound to the Jurkat-T cell. However, the endocytosis of the virus particles into
the target cell seems to transfer different amounts of virus particles. According
to fig. 3.6d, various signal intensities were detected. On the one hand, a strong
sfGFP-Env intensity in combination with mCherry-Gag can be found at time point
6.48 s, which is quite prominent over the whole time lapse. Smaller amounts of both
fluorescent protein intensities were also detected, suggesting that only a few virus
particles were transferred. Therefore, to distinguish between single virus particles,
super-resolution microscopy is required due to the small size of the virus.
3.3.4. Using 3D-SIM to resolve the transfer of HIV-1
For the 3D-SIM measurements, different stages of the T cell to T cell HIV-1 transfer
at the VS of fixed samples were imaged (compare fig. 3.3d). In contrast to the
recording with the compact fluorescence microscope, the plasma membrane and
the nucleus were stained to directly image all contributing cells in the fluorescence
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Figure 3.5.: HIV-1 particle transfer at the VS. The deconvoluted images are a maximum
intensity z-projection of a time lapse movie (20ms exposure time per raw
frame, 20µm z-stack). In (a) the sfGFP-Env channel is displayed and in (b)
the mCherry-Gag channel can be seen. The inset (d) of merge (c) shows the
transfer of the virus particles. Other insets (e-g) present in (d), demonstrate
the merge (g) of the channels (e-sfGFP and f-mCherry) and the matching
of the fluorescent signals is visible. Various transfers of HIV-1 particles can
be observed. Scale bar 10µm(a-d) and 1µm(d-g).
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Figure 3.6.: Virus transfer at the VS with clear accumulation at the uropod. The de-
convoluted images are a maximum intensity z-projection of a time lapse
movie (20ms exposure time per raw frame, 20µm z-stack). The merge (c)
of the channels sfGFP-Env (a) and mCherry-Gag (b), with the correspond-
ing inset (d) visualizes strong accumulation of the proteins Env and Gag at
the VS and the budding with several subsequent endocytosis by the target
cell. Scale bar 10µm(a-c) and 1µm(d).
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image. First, the previous results of the live-cell dynamics need to be confirmed in
order to guarantee no deformation is introduced by the fixation.
As already demonstrated in fig. 3.4, the sfGFP-Env fusion appeared mainly
in the cytoplasm while the mCherry-Gag complex was predominantly present as
an intracellular binding at the plasma membrane where the virus assembles. By
additional staining of the plasma membrane, these results can be confirmed and
even better visualized (fig. 3.7a). Moreover, as expected, the occurrence of sfGFP-
Env at the plasma membrane appears very rare, yet no VS is formed.
After mixing the Jurkat-T cell culture with the target cells, a fraction of cell
conjugates can be observed. The virus dependent cell to cell adhesion increases the
localization and assembly of mCherry-Gag at the contact area, where the transfer
of the virus could be possibly recorded. However, the attachment is only one step
of the formation of the VS and if the sample was fixed in that moment, no virus
particles might transfer to the target cells. As seen in fig. 3.7b, there are three
primary T cells which form this adhesive structure with one Jurkat-T cell. Gag
seems to strongly accumulate and assemble at the connecting spot, but there is no
visible viral fluorescence signal at the target cells. Therefore, the bounding might
just have happened in the fixation moment.
Nevertheless, transferred HIV-1 particles were imaged in target cells (fig. 3.7c and
d). Here, the VS is clearly defined by the bright fluorescence intensity of mCherry-
Gag at the adhesive structure. For this experiment, only a mCherry-Gag construct
was utilized, and thus the usage of the membrane stain FastDiO was possible. This
dye proved its better staining process and efficiency (fig. 3.7c and d). Additionally,
according to the deconvolution images, a transfer of mCherry-Gag most probably
also indicates a transmission of sfGFP-Env. Furthermore, as already seen from
the deconvolution data, an attachment of target cells to an infected Jurkat-T cell
does not necessarily lead to a transmission of the virus. In fig. 3.7d, three primary
T cells are connected to one host cells, but only one target cell is infected. Even
single virus particles can be seen at the plasma membrane.
3.4. Discussion and conclusion
In this chapter, the functionality of the compact fluorescence microscope was
demonstrated by live-cell imaging of the HIV-1 transfer at the VS. By staining
two prominent viral proteins, Env and Gag, the transmission of virus particles at
the direct cell to cell contact was imaged. Additionally, 3D-SIM image stacks were
recorded for further resolution improvement of the different stages of the infection
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Figure 3.7.: 3D-SIM images of the different stages of the HIV-1 VS transfer process
(green - sfGFP-Env, purple - mCherry-Gag, blue - nucleus, white - plasma
membrane). (a) Fluorescent labeled HIV-1 expressing Jurkat-T cell where
Gag can be predominantly localized at the plasma membrane and Env is
mostly accumulating in the cytoplasm. (b) Three primary CD4+ T cells are
attached to the HIV+ Jurkat-T cell, but no HIV-1 particles were transferred
in the target cells. Again, the distribution of Env and Gag is as expected.
(c) Transferred virus particles as purple spots are observed in the primary T
cell on the right side of the cell. The accumulation and assembly at the VS
adhesive structure is clearly visible. (d) Transmission of the virus at only
one primary T cell, although three target cells are attached to the Jurkat-T
cell (one is in the back). All shown images are maximum z-projections of
z-stacks, 2.5µm (a), 2.75µm (b), 3.75µm (c), 15µm (d). Scale bar 3µm.
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process and to utilize even more fluorescent dyes for locating and identifying the
virus particles in the target cells.
The compact fluorescence microscope was successfully shipped from Bielefeld to
New York City, set up within a day and aligned to guarantee full performance.
Hence, the system proved one of its main purposes, namely the compactness along
with the possibility of shipping. On the technical side, all devices maintained their
function such as the customized heating stage since live-cell experiments could
be carried out on that microscope for several hours. Furthermore, the industry-
grade cameras facilitated sufficient image quality and even reduced the overall
costs to less than 30ke. Likewise, the synchronization system worked out very
well because it is possible to record automated fast 3D-stacks using one software
program without disruptions in the communication flow. Thus, the system is user-
friendly and indeed the post-doctoral researcher at ISMMS was well trained to
operate the system for several months on her own. During this time period, there
was no need to maintain the microscope from the technical point of view, so that
the optical system can be stated as stable and reliable. To circumvent the absence
of multi-color detection, a bright-light source was implemented to the system which
was sufficient to identify and map the involved cells of the infection process. The
image processing by DeconvolutionLab2 [76] with a determined PSF to deconvolve
the recorded 3D z-stacks was very convenient and produced adequate images for
studying the HIV-1 transmission.
The HIV-1 measurements performed with the compact fluorescence microscope
revealed the transmission of virus particles at the VS. By employing fast 3D image
stacks, such events were recorded and by applying the deconvolution algorithm the
dynamics were visualized with enhanced clarity. The staining of the viral proteins
Env and Gag by fluorescent proteins was sufficient, since it clearly showcased the
transmission at the adhesive structure. As expected, Gag seemed to be a beneficial
indicator for the formation of the VS, since this protein is most prominent at the
cell to cell contact. Moreover, the accumulation of Gag at the uropod of a Jurkat-T
cell was visualized and the dynamics of possibly endocytosed virus particles were
detected. Indeed, the live-cell imaging was agreeable but lacks in terms of resolution
and number of available fluorescent stains. Although a subsequent bright-light
image was helpful to identify the participating cells, a simultaneous recording would
have been more convenient to directly demonstrate the attachment of the plasma
membranes of the host and target cells.
HIV-1 samples were also imaged with a 3D-SIM microscope with four color
channels in order to improve the experimental settings. As first attempt, fixed
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samples were used since the virus is highly infectious and the SIM system was
not located in a corresponding safety lab. Nevertheless, the different stages of T
cell to T cell HIV-1 transfer at the VS can be imaged by 3D-SIM with significant
resolution gain. This makes it possible to resolve single virus particles with a
diameter of about 120 nm. Although super-resolution techniques such as dSTORM
and STED provide a better resolution gain, the biggest advantage of SIM is its live-
cell compatibility with low photodamage. Therefore, a SIM approach has definite
advantages for further studies.
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This chapter is based in major parts on the peer-reviewed publication
Robin Van den Eynde∗, Alice Sandmeyer∗, Wim Vandenberg, Sam Duwé, Wolfgang Hübner,
Thomas Huser, Peter Dedecker, Marcel Müller. Quantitative comparison of camera technologies for
cost-effective super-resolution optical fluctuation imaging (SOFI). J. Phys. Photonics, 1 (4), 2019.
and the published preprint
Robin Van den Eynde∗, Alice Sandmeyer∗, Wim Vandenberg, Sam Duwé, Wolfgang Hübner,
Thomas Huser, Peter Dedecker, Marcel Müller. A cost-effective approach to Super-resolution Op-
tical Fluctuation (SOFI) microscopy using an industry-grade CMOS camera. bioRxiv, 2018.
(∗equal contribution)
Super-resolution (SR) fluorescence microscopy is typically carried out on re-
search microscopes equipped with high-NA TIRF objectives and powerful laser
light sources. Super-resolution optical fluctuation imaging (SOFI) is a fast SR
technique capable of live-cell imaging, that is compatible with many wide-field mi-
croscope systems. However, especially when employing fluorescent proteins, a key
part of the imaging system is a very sensitive and well calibrated camera sensor.
The substantial costs of such systems preclude many research groups from em-
ploying SR imaging techniques. Here, SOFI was examined to what extend it can
be performed using a range of imaging hardware comprising different technologies
and costs. In particular, the performance of an industry-grade CMOS camera to
both state-of-the-art emCCD and sCMOS detectors, with SOFI specific metrics
were quantitatively compared. SOFI data can be obtained using a cost-efficient
industry-grade sensor, both on commercial and home-built microscope systems,
though the analysis also readily exposes the merits of the per-pixel corrections
performed in scientific cameras. Additionally, a biplane configuration at the home-
built microscope was integrated for multi-focal SOFI.
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4.1. Introduction
In the life sciences, fluorescence microscopy is an essential tool due to its ability to
quantitatively and specifically image biological structures of interest. However, its
spatial resolution is limited in a conventional imaging system due to the diffraction
of light. To overcome this limitation, a range of super-resolution (SR) techniques
were developed and enhanced over the last two decades [1, 203]. These techniques
offer a tremendous improvement in spatial resolution, though they typically have
at least one trade-off: methods like stimulated emission depletion (STED) or vari-
ants of structured illumination microscopy (SIM) maintain high temporal resolu-
tion, but require highly complex additions to the microscopes illumination system.
Techniques in the group of single molecule localization microscopy (SMLM), on
the other hand, require thousands of images to be recorded, and thus yield very
low temporal resolution. They also typically require high-end imaging systems,
with powerful laser light sources and high-NA objectives, limiting their use to
those scientists who have access to such equipment. Driven by this observation,
several initiatives were started over the past years to ’democratize’ fluorescence mi-
croscopy. These aim for a careful trade-off between performance and cost, instead
of maximizing system performance. This goal can be achieved by a combination of
open-source/open-access software and hardware blueprints, as well as repurposing
commodity industrial or consumer hardware [18, 204–209].
Highly sensitive cameras often pose a substantial portion of a microscope’s cost.
A high-end sCMOS camera, for example, can exceed 10ke at the time of writing
this thesis. In comparison to conventional industry-grade cameras, priced under
1ke, the value of these scientific-grade cameras lies in their higher performance in
terms of signal-to-noise ratio (SNR), increased acquisition speed, higher detection
sensitivity and extensive manufacturer-provided calibration. Nevertheless, recent
work showed that even within the demanding realm of SR microscopy, acceptable
to good performance can be obtained with industry-grade components. For exam-
ple, an industry-grade camera is sufficient for SR techniques based on SMLM such
as dSTORM and fPALM, which was confirmed by extensive analysis and charac-
terization of these camera systems [17, 18]. A key reason for this success is the
fact that most organic fluorophores are very bright, emitting many photons before
photo-destruction occurs, which reduces the overall sensitivity requirements for the
camera. Furthermore, the magnification in these systems is typically tuned so that
the point-spread function (PSF) is sampled by multiple detector pixels at once,
which can reduce the impact of imperfect pixelwise calibration. While localization
microscopy provides a very high spatial resolution it does so at a cost to tempo-
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ral resolution, with the labeling strategies leading to the highest resolutions even
requiring fixation of the sample. However, a vast amount of biological questions
requires the use of SR live-cell imaging techniques. Therefore, it is important to
question to what extent the inexpensive detectors can also be employed for this
purpose.
Super-resolution optical fluctuation imaging (SOFI) [12] is an established SR
microscopy method, working not only with quantum dots and organic dyes [123],
but also with genetically-encoded fluorescent proteins [210, 211], which is a great
asset for biological research. This technique combines an isotropic increase in spa-
tial resolution with a good temporal resolution, rendering it especially useful for
living biological samples [210–214]. Like other diffraction unlimited techniques,
such as SMLM, the key ingredient for SOFI microscopy is the use of dynamic flu-
orescent labels. SOFI relies on the statistical analysis of multiple images acquired
from the same sample, labeled with fluorophores that show independent and tran-
sient non-emissive intermittencies, or ’blinking’ behavior (compare section 2.3.3).
Probes that display these dynamics, such as photochromic fluorescent proteins,
showed to result in a two- to three-fold spatial resolution improvement over the
classical diffraction-limited resolution [210, 211]. The SOFI framework even allows
for multiplexing of several emitters, with highly similar steady-state fluorescence
characteristics, using differences in their blinking behavior [121]. In addition to
the conventional visualization of fluorophore distributions, SOFI was used to vi-
sualize biosensor activities with similar spatial resolution enhancements [215, 216].
However, in contrast to SMLM, the key of SOFI-based analysis is its reliance on
spatio-temporal correlations in the signal. To avoid artifacts, this places rather
unusual demands on the image sensor, as the acquisition system itself should not
introduce correlations (stemming i.e. from read-out electronics) into the raw im-
ages.
In this work, different camera architectures, such as industry-grade CMOS and
high-end scientific emCCD and CMOS, were tested and characterized in order to
evaluate their functionality for SOFI. The focus was set on the use of genetically-
encoded fluorescent proteins, whose overall brightness is considerably lower than
those of organic dyes. Further, the home-built, free-standing fluorescence micro-
scope from chapter 3 was utilized to demonstrate SOFI imaging, whereas the im-
plemented components are cost-effective, so that the overall costs could be reduced.
Lastly, biplane SOFI recordings were tested with the home-built microscope.
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4.2. Direct comparison of camera sensors on a
scientific microscope
For the direct comparison between three different cameras, a pairwise evaluation
through a 50/50 beamsplitter cube was done (table 4.1 and fig. 4.1). This approach
allows the same signal (frame by frame image of the sample) to be detected by two
cameras, and thus the quantitative analysis is not influenced by sample variation.
Two high-end cameras were chosen, which are commonly employed for SR imaging,
with two different architectures: the Hamamatsu Fusion (sCMOS) and the Andor
Ixon-ultra-897 (emCCD). As third and cost-effective camera, the IDS µEye UI-
3060CP-M-GL Rev.2 industry-grade CMOS camera (list price around 650e) was
utilized (see table 4.1 for characteristics). This latter camera was represented, with
a similar purpose, as a viable alternative for dSTORM imaging [18].
4.2.1. Microscope setting and data acquisition
The microscope systems and corresponding hardware used for the measurements
are described below. For all data acquisition the open-source and freely available
Micro-Manager software [191, 192] and a custom device adapter providing full speed
for the IDS CMOS camera were utilized [18].
A Nikon Eclipse TI2 motorized microscope was used for the direct camera com-
parison. Excitation light was provided by an Oxxius L6Cc Laser combiner box
coupled to a Nikon Ti2-LA-BF laser illumination unit, providing up to 200mW
excitation light at 488 nm (fig. 4.1). The sample is imaged through an immersion
oil objective (1.49 NA, 100x) via Epi illumination, excitation light and fluorescence
signal is separated via an imaging-quality dichroic mirror (D1) and matching emis-
sion filter (F1) were used. The emission light forms a 100x magnified intermediate
image through the tube lens, present in the microscope. A f2 = 125mm lens (L2)
is used to recollimate the light, which then passes the 50/50 beamsplitter cube. It
is reimaged onto the cameras through a second lens, which focal length is varied
depending on the camera’s physical pixel size (f3,4 = 80mm, 75mm, and 200mm
for the sCMOS, CMOS and emCCD, respectively; L3 and L4). In this way, the pro-
jected pixel sizes of all three cameras are closely matched to 100 nm (see table 4.1
and table A.2 for more details).
The split ratio of the beamsplitter cube was tested experimentally, to ensure
that any imbalance was small enough to not impact the experiments (fig. 4.2a).
For this test, three SOFI data sets were analyzed for which the sCMOS camera
was mounted on the transmission arm of the beamsplitter, and the CMOS camera
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Table 4.1.: Technical comparison of the three cameras tested, and focal length used
in the 50/50 beamsplitter experiment. The lenses were selected such that
the overall magnification for each camera (using a 100x objective, and re-
magnifying in the relay telescope) yields closely matching projected pixel
sizes in the range of 100 nm. Their exact position can be seen in fig. 4.1 as
L2, L3 and/or L4. The pixel sizes quoted are directly calculated from the
given focal lengths.
Hamamatsu Andor IDS µEye
Fusion Ixon-Ultra 897 UI-3060CP-M-GL Rev.2
Chip Front-illu. Back-illu. Back-illu.
type sCMOS emCCD CMOS (Sony IMX174)
Sensor size 2048x2048 512x512 1920x1200(pixel)
Pixel size 6.5 16 5.86
µm
Quantum eff. 0.79 0.95 0.77(at 518 nm) (0.48 eff.)
Read noise 0.7e− <1e− 7e−
Readout Rolling shutter Frame transfer Global shuttermode option
Telescope 125/80 125/200 125/75lenses (nm)
Proj. pixel 101.5 100.0 97.6size (nm)
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Cam1
(Refl.)
L1 L2
F1
D1
Objective
Sample
Cam2
(Trans.)L4
488 nm laser
L3
50/50
beamsplitter
microscope body
sCMOS
CMOS
50/50 beamsplitter
a
b
Figure 4.1.: Experimental setting to directly compare different cameras for SOFI. A
sketch (a) and photograph (b) of the beamsplitter arrangement illustrate
the setup in use. The dichroic mirror D1 and the emission filter F1 are
parts of the commercial microscope body (gray box). L1 is also part of the
microscope body and is normally used to focus the fluorescence image onto a
camera. Here, first L2 (f2 = 125mm) is utilized to parallelize the detection
beam which is needed to avoid aberrations with the 50/50 beamsplitter.
Then, the lenses L3 and L4 focus the beams back onto the camera chips.
Varying their respective focal length allows to adjust the projected pixel
size of each camera (see table 4.1). The blue tape is used to make the
construction fully light-tight. A detailed list of the components used can
be found in table A.2.
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on the reflective arm, and three data sets where these positions were switched. For
each data set, the average frame brightness (in raw counts) was calculated for both
cameras, and added to a scatter plot. A linear fit was performed, and the slopes
were compared. Any imbalance between the transmission and the reflection arm
would show up in a difference in slope between these configurations. From the data
it can be verified that the imbalance of the beamsplitter is not more than 1%.
An electronic triggering and light source gating system was used to enable frame-
by-frame comparison. The exposure time and frame rate of the industry-grade
CMOS camera can be set independently (introducing non-active delays if the frame
rate is lower than the exposure time would allow). This camera was used as a
’master clock’, as its exposure output was used as a trigger of either the sCMOS
or emCCD camera. As the sCMOS device uses a rolling shutter readout, its global
reset feature was turned ’on’ to enable this mode. The excitation laser was gated
through its modulation input and was only activated when both cameras were
light sensitive. A microcontroller (ATMEL328, Arduino Uno) was used for this
signal processing, and the timing scheme was continuously monitored using a digital
storage oscilloscope.
To enable a critical assessment of the camera SNRs and their sensitivity, Cos-7
cells with fluorescently stained microtubules were used. These fiber-like, three-
dimensional cytoskeletal structures show a wide variety of thicknesses and exhibit
branching, which makes them excellent structures to demonstrate SR imaging.
As label, the photo-switching protein, photochromic ffDronpa [220] was linked to
microtubule-associated protein 4 (MAP4) (details in appendix A.2.3). The emission
spectrum of ffDronpa peaks at about 515 nm (fig. 4.2c), which coincides well with
the region of highest detection efficiency of all three cameras (fig. 4.2b). In all
cases, the excitation intensity was adjusted in order to obtain an emitter τ -value
[121] (decorrelation time) of around one exposure time (fig. 4.2d). This value offers
the highest signal for reconstruction using conventional second-order SOFI imaging
without lag time.
4.2.2. Metric comparison of SOFI reconstructions from the
different camera chips
The Localizer [116] package was utilized to reconstruct second-order SOFI data
sets which comes with a user interface and analysis framework in the Igor Pro
software package (Wavemetrics, Portland, USA). An image stack of 250 frames
proved sufficient to clearly showcase the resolution improvement achieved by SOFI
and to compare the camera systems both in terms of visual image quality and
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Figure 4.2.: Quantum efficiency and calibration of the SOFI experiments. (a) The split-
ting ratio was tested by swapping cameras between the reflective and trans-
missive configuration for three samples each and comparing their count
slopes. Slope fitting yields an effective splitting ratio of 49% - 51% in
the beamsplitter cube, which is well within expectation and tolerance for
the experiments. (b) The raw quantum efficiency curves provided by the
manufacturers show a high sensitivity for green light. (c) To obtain the
detection efficiency for ffDronpa, these curves were weighted with its emis-
sion spectrum [217, 218] and it becomes obvious all cameras should be well
suited to detect ffDronpa. For the emCCD, an effective QE, weighted with
a factor of two, is also displayed to account for its readout process [219].
(d) Excitation light levels were tuned so that a τ of around one was reached
for the 40ms exposure times used in the experiments.
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quantitatively. The wide-field images were generated by averaging the 250 analyzed
SOFI frames.
In order to evaluate the direct comparison of camera performances for SOFI,
three metrics were chosen. First, FRC is used (see also section 2.2.2) which is an
established image analysis technique [46, 50, 221] to determine the resolution of
an image. Further, SNR calculations were utilized to quantify the image quality.
Lastly, spurious correlations introduced by the camera were investigated because
SOFI is basically the determination of correlative values, and therefore correla-
tion induced by the camera would result in artifacts (for more details see ap-
pendix A.1.2).
sCMOS vs CMOS
The generated wide-field image (fig. 4.3c) shows in its upper left region lots of out-
of-focus light as blur, whereas the lower right part features structures of interest.
The SOFI reconstruction of the sCMOS camera (fig. 4.3a) both removes the out-of-
focus contribution, and enhances resolution so fibers can be separated much more
clearly. The SOFI reconstruction of the CMOS camera yields comparable results
(fig. 4.3b), whilst also showing higher noise levels, which is in line with expectations
as the camera read noise is approximately 10x higher (table 4.1).
According to the FRC resolution, the current-generation sCMOS camera slightly
outperforms the CMOS camera (fig. 4.3d). In brief, the corresponding FRC graph
shows the correlation between two independent measurements of the same sample
structure with respect to their spatial frequency, and thus feature size. The higher
this correlation is, the more contrast or SNR is to be expected for a certain structure
size. By its correlative nature, FRC incorporates a frequency-dependent estimation
of SNR, and is in general a popular technique to provide model-free resolution
estimates. However, its application to arbitrary datasets and especially as a tool
for camera comparison is not without hurdles (see discussion section fig. 4.7).
Thus, a direct estimation of the image SNR value, by fitting a model accounting
for background, out-of-focus contribution and the desired in-focus signal component
to the data is a more robust comparison (fig. 4.3e). In detail, 18 data sets were
analyzed in terms of their SNR value (fig. A.1 and fig. A.2). From these, it can
be concluded that the sCMOS system consistently provide a higher SNR than the
CMOS system with a range of typically 1.5x to 2.4x higher SNR on the sCMOS
system (table 4.2). Additionally, the position of the cameras did not influence the
SNR analysis which was already confirmed by fig. 4.2a since both cameras detect
basically the same amount of photons.
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Figure 4.3.: SOFI imaging comparing the sCMOS to the CMOS camera. The micro-
tubules of the Cos-7 cells were stained with ffDronpa. Visually, the SOFI
reconstructions (a-sCMOS and b-CMOS) obtained with both cameras pro-
vide a clear resolution improvement and background reduction over the
wide-field image (a), while the CMOS data arguably appears somewhat
noisier and grainier. (d) The resolution, measured via FRC, reflect this,
where the CMOS camera picks up more noise both in the wide-field and in
the SOFI analysis. (e) Similarly, the SNR ratio is higher for the sCMOS
camera. (f) The determination of the PSF had to be modified in order to
avoid wrong conclusions due to spurious correlations. Importantly, cross-
pixel correlations, which are a typical artifact of CMOS technology, are
unsurprisingly present in the CMOS datasets, but seem heavily reduced in
the current-generation sCMOS chips tested here. Scale bar 10µm, inset
5µm x 5µm.
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Table 4.2.: SNR results for each dataset shown in figs. A.1 and A.2. The raw SNR values
for each camera type are provided in rows two and three, as well as their quo-
tients (SNR Hamamatsu Fusion / SNR IDS U-3060) in row four. This allows
to easily assess that IDS U-3060 CMOS camera system consistently produces
consistently lower SNRs than the Hamamatsu Fusion sCMOS system. HrIt
indicates that the Hamamatsu camera was situated on the reflective path of
the beamsplitter, whereas the IDS camera was placed at the transmission
path. HtIr describes the opposite situation.
Data set sCMOS CMOS Quotient
D17-HrIt-C1 2.180 1.005 2.171
D17-HrIt-C2 2.797 1.179 2.371
D17-HrIt-C3 1.890 1.116 1.694
D17-HrIt-C6 2.649 1.520 1.743
D17-HrIt-C7 2.415 1.304 1.852
D17-HrIt-C8 2.084 1.322 1.577
D17-HrIt-C10 1.969 1.216 1.618
D17-HrIt-C11 2.315 0.957 2.420
D17-HrIt-C12 2.414 1.162 2.078
D17-HtIr-C1 1.726 1.123 1.538
D17-HtIr-C2 2.204 1.198 1.840
D17-HtIr-C4 3.786 1.764 2.146
D17-HtIr-C6 2.470 1.383 1.786
D18-HtIr-C3 2.299 1.601 1.436
D18-HtIr-C4 2.280 1.437 1.587
D18-HtIr-C5 2.225 1.324 1.680
D18-HtIr-C6 1.486 0.961 1.546
D18-HtIr-C8 2.460 0.524 4.693
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Another quality criteria is the introduction of spurious correlations (the signal
in a given pixel influencing its neighbors) by the camera (fig. 4.3f). For a SOFI
analysis, these correlations appear when extracting the PSF shape from the SOFI
raw data, a processing step initially developed and typically employed to cross-
check instrument alignment. Here, no additional correlations stemming from the
camera are detected in the sCMOS camera, while clear spurious correlations are
observed in the CMOS which will serve as a (limited) source of bias in the SOFI
imaging. This might also explain unphysically high correlations in the uncorrected
FRC signals which will be discussed later in detail.
emCCD vs CMOS
Comparing the emCCD and the CMOS sensors, surprisingly, both cameras per-
form much more similar, and the CMOS camera slightly outperforms the emCCD
system. Again, one representative data set was chosen for a full analysis (fig. 4.4)
and further data sets to underline the results (table 4.3). The SOFI reconstruc-
tion of the emCCD camera (fig. 4.4a) enhances resolution, so that two fibers not
distinguishable in wide-field (fig. 4.4c) can now be separated. The SOFI image ob-
tained via the CMOS camera yields the same improvement, with arguable higher
contrast in all areas within the sample (fig. 4.4b). To understand this performance
difference, it is important to know that the pure photon counts reached in SOFI
experiments heavily favors CMOS technology.
Likewise, the CMOS camera perform better for SOFI reconstructions than the
emCCD according to the achieved FRC resolution (fig. 4.4d) and the SNR analysis
(fig. 4.4e). Here, the FRC curve of the industry-grade camera clearly crosses the
1/7 threshold at a higher cycle rate, and therefore achieves a higher resolution.
Also the SNR graph shows that the CMOS camera is shifted towards higher values
in comparison to the sCMOS camera. To further confirm these results, six SNR
data sets were evaluated, which consistently show the SNR of the CMOS camera
to be 1.2x to 1.4x higher than on the emCCD camera (fig. A.3 and table 4.3).
However, the emCCD system does not show spurious correlations in the extracted
PSFs, which the CMOS system continues to introduce and will be discussed later
(fig. 4.4f). The results might seem surprising, given that emCCD systems are
typically viewed as very sensitive, but are explained by the average amount of
photons observed per pixel, and the resulting read noise and shot noise statistics.
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Figure 4.4.: SOFI imaging comparing the emCCD to the CMOS camera. The micro-
tubules of the Cos-7 cells were stained with ffDronpa. Again, the back-
ground reduction in the SOFI reconstructions (a-emCCD and b-CMOS)
are clearly visible in comparison to the generated wide-field image (c). The
CMOS camera outperforms the emCCD in the achieved FRC resolution (d)
as well in the SNR analysis (e). However, the emCCD does not show spuri-
ous pixel correlations in the PSF analysis typical for CMOS technology (f).
Scale bar 10µm, inset 5µm x 5µm.
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Table 4.3.: SNR results for each dataset shown in fig. A.3. The raw SNR values for each
camera type are provided in rows two and three, as well as their quotients
(SNR Andor Ixon / SNR IDS U-3060) in row four. Here, the IDS U-3060
CMOS camera system consistently produces slightly higher SNRs than the
Andor IXON emCCD camera system. ArIt indicates that the Andor camera
was situated on the reflective path of the beamsplitter, whereas the IDS
camera was placed at the transmission path.
Data set emCCD CMOS Quotient
D16-ArIt-C9 1.643 1.993 0.824
D16-ArIt-C10 1.853 2.501 0.741
D16-ArIt-C11 2.374 3.341 0.711
D16-ArIt-C13 1.347 1.835 0.734
D16-ArIt-C14 1.597 1.899 0.841
D16-ArIt-C15 1.349 1.717 0.786
4.3. Setting up cost-effective SOFI on a home-built
system
4.3.1. Verifying SOFI performance of the CMOS sensor
Home-built systems offer a combination of flexibility and lower cost compared to
commercial systems, and therefore present attractive avenues for reducing the over-
all cost of SR imaging. Here, the compact fluorescence microscope introduced in
chapter 3 was utilized and modified to perform SOFI measurements with the al-
ready implemented industry-grade CMOS cameras. In comparison to chapter 3,
the stacked design was removed and the manual xy-stage to move the sample was
replaced with a more robust sample holder. As a reminder, the system is comprised
of a 50mW, 473 nm diode laser and a 60x, 1.35NA oil immersion objective in Epi
fluorescence configuration. The second laser attached to this system was not used
for the experiments. Nevertheless, due to this second laser additional lenses were
present in the excitation pathway of the 473 nm laser, which would not be necessary
if only ffDronpa is used. An acousto-optic tunable filter (AOTF) was utilized to
enable fast switching rates of the laser, only illuminating the sample during data
acquisition, reducing photobleaching effects to a minimum.
In contrast to chapter 3, a 250mm tube lens was used to obtain a projected pixel
size of 70 nm (see fig. 3.1 and fig. 4.5a). At a given resolution limit of about 195 nm,
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Figure 4.5.: SOFI imaging on the home-built microscope system (see also fig. 3.1) with
the CMOS camera. (a) A photograph of the system during a measurement
with the blue line representing the laser and the green one the detected
fluorescence signal. Scale bar 10 cm. Again, microtubules of the Cos-7 cells
were stained with ffDronpa. The achieved resolution improvement is verified
by the FRC plot (b). Also visually, the SOFI reconstruction (c) exhibits
more details and reduced background in comparison to the generated wide-
field image (d). Scale bar 10µm, inset 5µm x 5µm.
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this slightly over samples the detection. However, since the field of view of the
CMOS chip is very large, this configuration was preferred to allow for a telecentric
2f configuration. While more limited in operation (no motorized xy-stage) and
flexibility (only two fixed laser excitation lines in the case of this system), the
image quality is comparable to a research microscope (fig. 4.5b-d). Overall, the
detection part of this system and optics needed for this SOFI experiments can be
bought and self-assembled at a total cost of about 16.5ke, which is much lower
than the cost of typical SR instruments.
The SOFI measurements performed on this system do not pass a beamsplitter
arrangement, so all photons are collected on the same camera. This of course
greatly improved the raw signal’s SNR, and thus the achieved FRC resolution of
the system (as it relies on an SNR cutoff). However, using a single camera is
of course closer to a ’real world’ application of the system, and showcases the
quality one could reach in SOFI imaging when employing this type of cost-efficient
hardware.
The visual results again show a clear reduction in background and an improve-
ment in resolution when comparing wide-field (fig. 4.5d) and SOFI reconstruction
(fig. 4.5c). This is mirrored by the FRC data obtained for those images (fig. 4.5b).
Since a camera comparison was not performed on this system, a SNR analysis is
not meaningful, as it is highly sample-dependent (changing with staining efficiency,
expression levels and such) and thus requires a direct, frame-by-frame comparison.
4.3.2. Biplane SOFI approach
Now, the flexibility of this system was used to straightforwardly introduce an addi-
tional industry-grade camera via a 50/50 beamsplitter for biplane imaging (fig. 4.6).
The experimental setting is analogous to fig. 4.1. Both cameras can be made to
visualize a different depth within the sample by positioning them at different dis-
tances from the tube lens. Calibration measurements and analysis show that these
two planes are 543 nm ± 15 nm apart.
In detail, a 200 nm diameter TetraSpeck bead slide was used to calibrate the
biplane data. The beads were diluted in doubly distilled H2O with a 1 to 1000
concentration and then mounted in glycerol on a #1.5 glass cover slip. First, one
of the CMOS cameras was adjusted, so that it was focusing into the sample. Then,
the objective was moved with the z-piezo of the compact fluorescent microscope
by 500 nm along the optical axis and the second CMOS camera was focused to
this plane. For the correct analysis of the distance between the planes, a z-stack
extending over 10µm with 50 nm z-stepsize was recorded and analyzed.
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Figure 4.6.: SOFI imaging on the home-built micorscope system in biplane configura-
tion. (a) Focus alignment for the biplane detection system. To obtain this
alignment, a layer of fluorescent beads was imaged and analyzed. The dis-
tance between the two focal planes is 543 nm ± 15 nm. Also for the biplane
imaging, microtubules of the Cos-7 cells were stained with ffDronpa. SOFI
image (b) and wide-field image (c) of the first focal plane which was in
the middle of the image. The second focal plane was at the upper part of
the image indicated by the corresponding SOFI image (d) and wide-field
image (e). In both cases, the background reduction in the non-focal region
is clearly visible. Scale bar 5µm, inset 3µm x 3µm.
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Here, an exponential function b·exp(−kxa )+c was fitted to the power spectrum of
each recorded image plane to estimate their frequency distribution. The approach
here is that when the beads come in focus, more high frequency signal is picked
up by the microscope, and thus a increases towards best focus. Empirically, this
approach seems to work well and surpasses observing single beads in terms of noise
and stability. By plotting the amount of high frequencies a against the objective
lens position for both cameras, and finding the maximum of both curves, the focus
position is found for both cameras, with fcam2 = 1982 nm ± 8 nm and fcam1 =
2525 nm ± 13 nm, which yields a focal plane distance of 543 nm ± 15 nm between
the cameras (fig. 4.6a). The determined value was consistently for different test
datasets.
Since the emission light was splitted equally between the two cameras, each
separate plane only has half of the photons available for SOFI analysis compared
to single plane acquisition. The used laser power was similar to the power for the
single plane data. However, due to splitting the signal between both cameras, the
loss over time due to photobleaching of the fluorophores had a greater impact on
the SOFI image reconstruction of the biplane data. Nonetheless, this biplane data
still proved adequate in order to achieve clear SOFI reconstructions, using 350 raw
frames, acquired at 20ms per frame, and thus less then 8 s total experiment time
(fig. 4.6b-e). The background reduction in the different focal planes of the SOFI
reconstruction compared to the wide-field images are clearly visible.
4.4. Discussion and conclusion
The results of this chapter provide a quantitative comparison of both a state-of-the-
art sCMOS and an established, high-end emCCD camera with a CMOS solution
targeted at industrial applications, with metrics specific to SOFI imaging.
In detail, the industry-grade CMOS camera is clearly capable of acquiring SOFI
data sets of sufficient quality on realistic day-to-day samples, even when using
fluorescent proteins as labels. In a direct comparison, its image quality is not on
par with a current-generation sCMOS system. The images are visually noisier,
and the associated SNR and FRC metrics (which implicitly includes an SNR-style
weighting) reflect this. This is to be expected, as both cameras share the same
sensor technology, but the ’scientific’ CMOS implementation is much more refined
in terms of read-out noise and calibration.
In direct comparison of the emCCD and the CMOS systems, both the visual
image quality and the SNR and FRC metrics are almost on par. The CMOS
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camera even performs slightly better than the emCCD system, which might seem
surprising, as the emCCD system is of course equally fine-tuned to scientific ap-
plications. However, the difference in sensor technology, especially the reliance on
the electron-multiplication stage, puts the emCCD system at a disadvantage for
the photon count levels used in SOFI imaging.
Looking at both these findings and the signal formation aspect of SOFI imaging,
two technical characteristics seem to influence SOFI imaging quality the most:
mainly the quantum efficiency of the sensor, and secondarily its read noise. The
Sony sensor employed by the IDS U-3060 CMOS camera system provides a high
quantum efficiency in the green, with a pronounced fall-off towards red and infrared
light (fig. 4.2b). As the sensor is marketed for a broad range of applications,
and is available in a variety of industry-grade camera systems, this is a sensible
optimization by the manufacturer. For the application presented here, this aligns
well with the green (peak at 515 nm) emission spectrum of ffDronpa (fig. 4.2c)
and yields a detection efficiency almost identical to the sCMOS camera system
(for red and far-red emitting dyes, as often used in dSTORM microscopy, there
would be a significant difference in detection efficiency). The difference between
the sensors manifests in their read noise characteristics, where the sCMOS camera
yields 0.7e− to 1.4e− (depending on readout speed) compared to 7e− for the Sony
sensor. It is expected that a typical ’blink’ of ffDronpa will yield a few hundred
photons distributed over the pixels sampling its PSF, so this change in read noise
is likely the main reason for the change in SOFI SNR.
The emCCD sensor provides an even higher quantum efficiency over the full
spectral range, but at these typical SOFI photon count levels, the excess read-
noise introduced by the electron multiplying stage cannot be compensated by the
higher quantum efficiency (plots in fig. 4.2b and c include the typical [219] 2x
weighted quantum efficiency plot for the emCCD chip to account for this effect).
This effect is documented in comparisons of sCMOS and emCCD technologies,
where emCCD systems for some time now are only recommended for the lowest
photon count levels, and seems to hold even for current-generation, industry-grade
CMOS technology.
Further, sensor readout uniformity, linearity and ’spurious correlation’ influence
the quality of a SOFI image. While uniformity and linearity are already well doc-
umented [18], the effect of inter-pixel correlations becomes very apparent in SOFI
imaging: If a signal, typically of a high photon count, spatially or temporally influ-
ences the count rate in neighboring pixels, this effect shows up as an unreasonably
high correlation in the PSF-estimate plots (fig. 4.3f and fig. 4.4f). Additionally,
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Figure 4.7.: Normalized Fourier correlation for 250 averaged images acquired with the
emCCD (a) and CMOS (b) and corresponding FRC plot (c), based on the
data set displayed in fig. 4.4. Correlation due to the cell sample structure
and CMOS chip architecture introduce artifacts with yield to an unreason-
ably resolution estimate. Scale bar, 2 cycles/µm.
any fixed pattern signal inherent to the camera sensor will adversely affect FRC as
a resolution metric, as it introduces (false) correlations into a signal not stemming
from the band-limited microscope. In extreme cases (fig. 4.7) this effect yields
FRC curves that are physically impossible and is thus easy to spot. The plots
of fig. 4.7 highlight two stumbling blocks in applying FRC to the data sets. The
sample structure is convoluted with the FRC analysis visible in the diagonal elon-
gation of the correlation signal in both plots (fig. 4.7a and b). Typically, a round
green/yellow spherical shape would be expected. Additionally, the CMOS chip
introduces strong correlation along the x- and y-axis (strongly visible in fig. 4.7b),
which leads to unphysically high resolution estimates in the FRC plot (fig. 4.7c)
which are well beyond the instruments pass band. Thus, FRC should be applied
with care in these situations, and the more robust SNR estimates should be chosen
for a comparison of multiple data sets (figs. A.1 to A.3).
Causes for these correlations can be both non-uniform pixel cross-talk and latent
effects in the read-out electronics. Here, both the emCCD and the sCMOS cameras
seem to be highly calibrated and optimized, both showing no spurious correlations,
while the industry-grade CMOS system shows a moderate amount of correlation
not stemming from single molecule blinking. While these signals become apparent
in an in-depth quantitative analysis, they still seem to be controlled enough to not
have an adverse effect on image quality.
While the industry-grade camera itself already allows for significant cost saving,
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moving from a commercially obtained microscope body to a completely home-built
solution, further reduces the costs. This system, derived from the design in chap-
ter 3, follows the design ideas proposed for cost-effective localization microscopy,
which allows it to be constructed from readily available opto-mechanical compo-
nents. The samples on this fully home-built microscope were recorded with the
industry-grade CMOS camera, which resulted in super-resolved images with good
SNR.
Lastly, this work went further by even implementing biplane imaging on the
home-built imaging system. Due to the low price point of the industry-grade CMOS
cameras, a second or even multiple cameras, can easily be coupled to this system
while preserving the low-cost aspect. Due to the free-standing optics, the opto-
mechanical changes are minimal, as only a beamsplitter and the second camera
have to be added. It was possible to obtain usable biplane data with good SNR
since the sensitivity of the industry-grade camera was well suited for capturing a
sufficient number of photons.
In conclusion, successful live-cell SOFI imaging can be performed with an ex-
tremely cost-effective camera. This allows other researchers to implement SOFI
imaging rather easily in Biology and Bio-Medical departments, by either attaching
such a camera to an existing research microscope or by building a simple and ro-
bust system from readily available parts. Certainly this becomes more or more a
viable research tool option with the amount of open-source / open-access software
and hardware blueprints being made available to the scientific community.
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5. DMD-based SIM visualizes live
cell dynamics and reveals
morphology of microgels
This chapter is based in major parts on the published preprint
Alice Sandmeyer∗, Mario Lachetta∗, Hauke Sandmeyer, Wolfgang Hübner, Thomas Huser, Marcel
Müller. DMD-based super-resolution structured illumination microscopy visualizes live cell dynamics
at high speed and low cost. bioRxiv, 2019.
Section 5.5 gives an outlook to the submitted manuscript
Pia Otto∗, Stephan Bergmann∗, Alice Sandmeyer, Maxim Dirksen, Oliver Wrede, Thomas Hell-
weg, Thomas Huser. Resolving the internal morphology of core-shell microgels with super-resolution
fluorescence microscopy. Nanoscale Advances, submitted, 2019.
(∗equal contribution)
Structured illumination microscopy (SIM) is a well-established super-resolution
microscopy technique requiring minimal sample preparation and enabling the imag-
ing of cells with approximately 100 nm spatial resolution. To acquire SIM data sets,
samples are illuminated with a spatially varying, sinusoidal interference pattern
that is precisely shifted and rotated. The generation of such suitable SIM patterns
is typically established by employing spatial light modulators (SLMs). In this
work, a digital micromirror device (DMD) was utilized for the pattern generation.
However, due to the sawtooth arrangement of the micromirrors of the DMD, the
blaze grating effect has to be taken into account. Here, the intensity distribution
of the diffracted beams are highly dependent on the angle of the incoming light.
For this study, the blazed grating effect was carefully studied by experiments and
simulations. This was used as guidance to construct a compact, robust and cost-
effective SIM microscope and demonstrate its capabilities in imaging fixed and live
biological specimen with instant image reconstruction. Additionally, the internal
morphology of microgels were revealed, so that the application range was extended
towards chemical research.
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5.1. Introduction
In the recent years, several so-called super-resolution methods were developed to
circumvent the Abbe law which restricts the resolution of an optical system to about
half the wavelength [2]. Structured illumination microscopy [13, 14, 130] (SIM) is
an established technique for super-resolved imaging. Its particular strength is the
capability to image at high frame rates and with low phototoxicity, which makes
it a highly effective tool for live-cell imaging [1, 38, 222].
Ongoing research and modification of various SIM system resulted in different
implementations of SIM that can extend an existing microscope. Opto-mechanic
implementations use a diffraction grating that is either mechanically shifted and
rotated [14] or steered by galvanometric mirrors to create interfering light beams,
and thus the SIM pattern in the sample plane. These systems are complex to
build, align and maintain, so with the advent of spatial light modulators, these
devices were rapidly employed as electronically controlled gratings for SIM [135].
In contrast to the fixed mechanical grating, Ferro-electric light modulators (FLCOS
devices) are a popular choice to construct especially fast SIM systems [25, 148,
150]. While these devices are successfully used by many groups, they are not
without drawbacks. For example, their operating principle does not allow for the
continuous display of a pattern, but requires constant switching between a positive
and an inverted image. Also, currently only a single supplier offers a limited choice
of FLCOS systems.
Digital micromirror devices (DMD) are also a promising option for structured
illumination [149, 157, 223–227]. They are available in a variety of models, can
provide even faster switching times than the FLCOS system, and can maintain
a set pattern for extended duration without the need to switch or refresh the
image. Additionally, they are slightly more cost-effective. Their working principle,
however, leads to a different distribution of intensities in different diffraction orders
when used in conjunction with a coherent laser light source. In detail, the surface
of a DMD is formed by a lattice of micro-mechanically driven mirror elements.
DMDs are binary in nature, where each element can independently be switched
between two states, for example between tilt angles of +12◦ and -12◦, respectively.
Typically, these states are denoted as ’ON’ and ’OFF’, with those mirrors in the
on-position reflecting light in a desired direction, and those in the off-position
reflecting towards an absorbing element. In this way, DMDs are seen as amplitude-
modulating devices, and for an incoherent illumination source [149], this yields a
very effective model of the DMDs operation. However, when using a coherent laser
light source an important aspect comes into play. Here, the sawtooth-like surface
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formed by the tilted mirrors leads to a so-called blazed grating, which superimposes
the regular SIM interference pattern generated by the pattern displayed by the
device, with the underlying microscopic mirror structure [228, 229]. Thus, for
coherent light, the device can be viewed as phase-modulating, because each point
on the tilted mirror surfaces introduces a corresponding phase delay. Only if the
blazed grating effect is modeled and properly taken into account, DMDs can be
effectively employed for structured illumination microscopy.
In this work, the benefits of a DMD for SIM were explored by using it to create
a rather compact (enabled by the small pixel size) and cost-effective (due to their
low price point and overall advances in cost-effective microscopy) SIM system. In
detail, the blazed grating was modeled, simulated and experimentally verified, even
in conjunction with SIM patterns. This allows to employ DMD-devices effectively
in coherent SIM applications. Lastly, the performance of such a system was em-
ployed for imaging fixed and live-cell imaging of biological samples and revealing
the internal structure of microgels.
5.2. Analysis of blazed grating effect
5.2.1. Coherent illumination of DMDs
An optimal illumination pattern for SIM features high modulation contrast, which
directly relates to the order strength am (see eq. (2.33)) in the SIM reconstruction,
and thus to the reconstruction quality [133, 144]. As the pattern is generated by
interfering two beams of coherent light, these beams have to be of the same intensity
and, ideally, the same polarization. Otherwise, the destructive interference is not
complete and the modulation contrast is compromised.
This even intensity distribution is difficult to achieve with a DMD. The underly-
ing mirror structure of the DMD results in a tilted reflection grating which leads to
the previously mentioned blazed grating effect. Here, the positions of the non-zero
diffraction orders relative to the main diffraction order depend on the angle of inci-
dence, grating pitch and wavelength. The envelope of the diffraction pattern and its
center also depend on the angle of incidence and tilt angle of the mirrors, whereas
the positions of the minima are determined by the effective width of the mirrors
and illumination wavelength. Thus, attempts to match one maximum diffraction
order, or rather its position, with the envelope center of the overall intensity distri-
bution are dependent on many parameters. In case a match is found, the so-called
blaze condition is fulfilled and an even intensity distribution of the first diffraction
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orders is established. If a DMD is used, most of the parameters (mirror dimension,
tilt angle, etc.) are readily fixed by the device manufacturer, and therefore only
the angle of incidence can be adjusted for any given wavelength to fulfill the blaze
condition and to find the so-called blaze angle [230].
5.2.2. Effect of underlying blazed grating
First, the blazed grating effect of the DMD was investigated for the case where all
mirrors are tilted in one direction and no SIM pattern is displayed by measuring
the intensity pattern vs. the angle α of the incoming light beam (fig. 5.1). In
order to easily reproduce the positioning of the angle of the incoming light, the
laser is coupled into a high-power fiber and then collimated with a custom-made
fiber collimator before illuminating the DMD (fig. 5.1a). Since the mirrors tilt
along their diagonal axis, the DMD is also rotated by 45◦. Thus, the tilt axis is
perpendicular to the plane, which is formed by the incoming light and the diffracted
light, so that the two-dimensional problem reduces to an one-dimensional problem.
Now, the incoming light and the brightest diffraction order form a plane, which is
parallel to the optical table, so that the subsequent alignment of the microscope
system is simplified. A paper screen was used to identify the diffraction pattern and
the angle β of the maximum diffraction order of the reflected light, which is now
referred to as main diffraction order. The intensity of the main diffraction order
and the ±1 diffraction orders surrounding it, are measured with a conventional
power meter (fig. 5.1b) to gain some initial insight into the intensity distribution
of the envelope function of the diffraction pattern (i.e. its intensity distribution).
Both possible flip directions of the mirrors were evaluated, the ON (+12◦) and
OFF (-12◦) state and α from ±17◦ to ±30◦ was changed, respectively.
The measurement of the intensity in the main diffraction order revealed no dra-
matic difference between the lowest measured value and the highest one, which was
about 13% (ON) and 9% (OFF) of the full laser power, respectively. Nevertheless,
the intensity distribution in the first diffraction orders is highly dependent on the
angle of incidence (fig. 5.1c and d). If the measured intensity of all first diffraction
orders are as close to being equal as possible, the blaze condition was assumed to be
fulfilled. In case of the OFF-state (fig. 5.1c) there was an area at roughly α = 24.5◦
±1◦ where the intensities were almost equal. However, if all mirrors were flipped
to the ON-state (fig. 5.1d), the result was different from the one obtained for the
OFF-state. In addition, it was more difficult to identify the blaze angle because
the area where all first diffraction orders had the same intensity was significantly
broadened compared to the OFF-state. The absolute value of the diffraction angle
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Figure 5.1.: Evaluation of the blazed grating effect underlying a DMD. (a) Schematic
drawing of the experiment. All mirrors of the DMD are tilted in one di-
rection, where a tilt angle of +12◦ represents the ON position and a tilt
angle of -12◦ represents the OFF position. α is the incident angle, whereas
β is the diffraction angle of the main diffraction order. (b) Photograph of
the experiment in the laboratory. Here, the entire DMD is rotated by 45◦,
so that the diffraction pattern is also rotated. The ±1 diffraction orders of
the underlying structure are labeled with symbols and colors which are also
represented in (c) and (d). Normalized intensity measured at the ±1 diffrac-
tion orders if all mirrors are switched to the OFF-state (c) or ON-state (d).
(e) Absolute value of the diffraction angle β of the main diffraction order
depending on the angle of incidence α.
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of the main diffraction order β also revealed no symmetric behavior in the ON- and
OFF-states (fig. 5.1e). Neither the offset nor the slope were equal. Thus, the tilt
angle is possibly not +12◦ (ON) and -12◦ (OFF). According to the manufacturer’s
data sheet of the DMD, the tilt angle error is precise to within ±1◦, and therefore,
a symmetric result cannot necessarily be expected.
Nonetheless, the OFF-state appeared to be more promising for SIM because
based on the results above it will be easier to identify proper values for the blaze
angle using this mirror position. This observation does, however, only concern the
blazed grating effect of the underlying structure. Further measurements with the
SIM pattern on the DMD are more complex if the same range of angles α is used.
This will allow the use of the results of the underlying structure as start parameters
for the search of the blaze angle. To obtain the exact values and then confirm these
results, more calculations and simulations were needed as detailed below.
5.2.3. Simulation of the blazed grating effect
The DMD was modeled and simulated to better understand the results obtained
by the measurements. For this, the diffraction pattern depending on the angle of
incidence α was closer investigated [231]. To accomplish this, the DMD needed to
be described mathematically, and the electric field reflected from its surface had
to be calculated for different positions and states of the mirrors. Finally, the blaze
angle had to be determined for the case, where a SIM grating pattern is displayed
on the DMD.
Since the DMD is basically a two dimensional array of single mirrors, a single
mirror was first modeled using a suitable coordinate system (fig. 5.2a). It was
assumed that each non-tilted mirror is in the xy-plane of a Cartesian coordinate
system. A point on a single mirror ~c is introduced by
~c (s, t) = (s, t, 0) with 0 ≤ s ≤ w, 0 ≤ t ≤ w (5.1)
where w is the width of one mirror, s and t are the points in x- and y-direction,
respectively. Now, the mirror was rotated along its diagonal axis ~n = 2−0.5 (1, 1, 0)
with the rotation matrix
84
5.2. Analysis of blazed grating effect
Rn (γ) =
 n2x (1− cos γ) + cos γ nxny (1− cos γ) + nz sin γnxny (1− cos γ)− nz sin γ n2y (1− cos γ) + cos γ
nxnz (1− cos γ) + ny sin γ nynz (1− cos γ)− nx sin γ
nxnz (1− cos γ)− ny sin γ
nynz (1− cos γ) + nx sin γ
n2z (1− cos γ) + cos γ
 (5.2)
where γ is the tilt angle along the diagonal. To describe a point ~d on the
surface of the DMD, each mirror had to be addressed by introducing the grid
~m = m (mx,my, 0), where mx ∈ N0 and my ∈ N0, and the gap g between the
mirrors is considered in m = w + g. With eq. (5.1) and eq. (5.2), the surface was
now parameterized by rotating a single mirror and placing it to its position
~d
(
γmx,my , s, t,m,mx,my
)
= Rn
(
γmx,my
)
· (s, t, 0) +m (mx,my, 0) (5.3)
Here, γ is now expressed as γmx,my to address each mirror. The resulting surface
of the DMD can then be modulated and visualized with the tilt of the mirrors
(fig. 5.2b).
Next, the diffracted intensity distribution I needed to be calculated which is the
square of the absolute value of the reflected electric field E. Since monochromatic
and coherent light was used, the time-independent electric field can be described
as
E = (E0, φ) = E0 · eiφ with E0 = E0mx,my and φ = l ·
2π
λ
(5.4)
where E0 is the amplitude and φ the phase shift. The Gaussian beam profile
of the laser beam is approximately constant for a single mirror, and therefore E0
depending on mx and my needed to be introduced. The phase shift φ is determined
by the path length l and the wavelength λ.
However, since the case of Fraunhofer diffraction was used for this simulation,
the diffracted light spreads out in all three spatial dimensions in a spherical way
(fig. 5.2e), so that it was more convenient to change the Cartesian coordinate
system to one where the unit vector ~v (x, y, z) was then associated with ~v (ϕ, ϑ)
(fig. 5.2f). The propagation vectors of the incoming light ~a and the diffracted light
~b were normalized and can be described as follows
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Figure 5.2.: Modeling (coherent) light propagation on a DMD surface. (a) Physical di-
mension and rotation axis of the micro-mirrors. (b) Resulting height profile
of the DMD surface, which corresponds to phase delay. (c) Phase shift of
different points in a planar wave-front, propagating towards the DMD in di-
rection ~a, or reflected from the DMD in direction ~b, see eqs. (5.7) and (5.8).
(d) Simplified modeling of light wave-fronts being reflected by the micro-
mirrors, where a single, analytically known wave-front emanates from each
mirror. This approach is correct in far-field / Frauenhofer approximation.
(e) Visualization of light input and output vectors in the 3-dimensional
space of the DMD. (f) Visualization of the tip/tilt angular coordinate sys-
tem used to represent directionality of e.g. the directions ~a and ~b.
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~a (ϕa, ϑa) =
az · tan (ϕa)az · tan (ϑa)
az
 with az =
√
1
tan2 (ϕa) + tan2 (ϑa)
(5.5)
~b (ϕb, ϑb) =
bz · tan (ϕb)bz · tan (ϑb)
bz
 with bz =
√
1
tan2 (ϕb) + tan2 (ϑb)
(5.6)
The propagation vector of the electric field illuminating the DMD ~a is perpendic-
ular to the wavefront plane ~ra, which is also true for the propagation vector of the
diffracted electric field ~b and its wavefront plane ~rb (fig. 5.2c). Now, the wavefront
plane was set in the origin of the coordinate system, so that the Hesse normal form
of the wavefront is
~a · ~ra = 0 and ~b · ~rb = 0 (5.7)
Due to the tilted mirrors, the planar wavefront, propagating along the direction
~ra, hits each point of the DMD with a different phase shift, which results in a
different path length la. By calculating the distance of the fixed wavefront plane
~ra to the DMD ~d, la was obtained, which can be seen as a distance from a point to
a plane. Additionally, the diffracted light also contributes an extra path length lb
(fig. 5.2c). Due to the mathematical determination of distance point-plane, la and
lb can be expressed as
la = ~d · ~a lb = −~d ·~b (5.8)
Thus, the total path length l is the sum of la and lb, which can be inserted in
eq. (5.4), and therefore the phase shift results to
φ = ~d
(
~a−~b
) 2π
λ
(5.9)
and an electric field of
Eone ray
(
~a,~b, γ, s, t,m,mx,my, λ
)
=E0mx,my · exp
(
2πi
λ
·~d
(
γmx,my , s, t,m,mx,my
)
·
(
~a−~b
))
(5.10)
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At this point, in this idealized model, the DMD acts almost purely as a phase
modulator. For all wavefront components hitting a mirror, only the phase is affected
by the tilt of these mirrors. The polarization of the light was not modified, while
the amplitude is modulated in a binary fashion, with some components hitting the
mirrors being unmodified, and some components missing a mirror element being
absorbed entirely. Now, each point of a single mirror needs to be considered,
so that an integration of s and t is necessary. Additionally, each mirror of the
DMD contributes to the resulting electric field, so that a sum over each mirror was
required. Thus, by modifying eq. (5.10), the equation results to
EDMD =
Mx,My∑
mx=0,my=0
w∫
0
w∫
0
E0mx,my · exp
(
2πi
λ
~d ·
(
~a−~b
))
dsdt (5.11)
whereMx andMy are the total numbers of mirrors in x- and y-direction, respec-
tively.
However, several assumptions can be used to solve eq. (5.11). First, as already
mentioned, E0mx,my was constant for a single mirror, and therefore it can be ex-
tracted from the integral F , which was defined as
F
(
~a,~b, γmx,my , w,mx,my, λ
)
=
w∫
0
w∫
0
exp
(
2πi
λ
~d ·
(
~a−~b
))
dsdt (5.12)
This integral can be solved analytically e.g. by using a computer algebra sys-
tem. Nevertheless, eq. (5.12) can also be simplified to obtain more insight into
the phase modulation effect. Each mirror tilts by either −γ or +γ, which results
in only two different phase shifts, namely φshift− and φshift+ measured relative
to a reference mirror (fig. 5.2d). Thus, only two integrals F+
(
~a,~b,+γ,w, 0, 0, λ
)
and F−
(
~a,~b,−γ,w, 0, 0, λ
)
needed to be calculated in the origin of the coordinate
system and multiply a complex factor due to the mirror position which can be seen
by inserting eq. (5.3) in eq. (5.12):
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F± (X) =
w∫
0
w∫
0
exp
(
2πi
λ
(Rn (±γ)~c (s, t) + ~m (mx,my)) ·
(
~a−~b
))
dsdt
=
w∫
0
w∫
0
exp
(
2πi
λ
Rn~c ·
(
~a−~b
))
dsdt
︸ ︷︷ ︸
phase shift of a single mirror at origin
· exp
(
2πi
λ
~m ·
(
~a−~b
))
︸ ︷︷ ︸
factor due to mirror position
= F
(
~a,~b,±γ,w, 0, 0, λ
)
· exp (i · φposition-shift (mx,my)) (5.13)
where F± (X) is dependent on ~a,~b,±γ,w,mx,my and λ.
Finally, the intensity distribution can be calculated by inserting eq. (5.13) in
eq. (5.11) and determining the square of the absolute value
I
(
~a,~b,±γmx,my
)
= cε02
∣∣∣E (~a,~b,±γmx,my)∣∣∣2 (5.14)
with c the speed of light and ε0 the vacuum permittivity.
However, eq. (5.14) gives several possibilities for different experimental realiza-
tions. ±γmx,my allows to modulate the DMD in a large number of different configu-
rations. The number of mirrors, the tilt angle and even displaying the SIM pattern
can be defined, because each mirror is addressed individually. The incident angle,
which is crucial for an even intensity pattern, can be chosen by setting ~a properly.
Then, the space needs to be sampled by varying ~b to determine the intensity I at
each spatial point. A software package was created to numerically perform these
calculations (appendix A.1.3).
In the first implementation of the simulation, a single mirror was modeled which
was either tilted in the ON- or OFF-state and an angle of incidence of 0◦ was
chosen (fig. 5.3a). The respective intensity patterns display the expected mirrored
distribution. In both cases, the main diffraction maximum was clearly visible and
the first diffraction orders were lying in the x- and y-direction. Therefore, only one
state was further investigated.
In the next iteration of the simulation, a two-dimensional array of mirrors was
modeled. Here, an array of 100× 100 mirrors was chosen which were all positioned
in the OFF-state (fig. 5.3b). Since the main diffraction order is much brighter than
the first diffraction orders, a logarithmic scale was chosen to display the data, and
thus, the maxima look like crosses rather than round spots (which is the typical
result for linearly scaled axes). Nevertheless, a comparison to the experimental
results indicated that these simulated results are, indeed, valid.
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Figure 5.3.: Wave propagation and interference pattern simulation of a DMD surface.
A fully coherent light source is simulated illuminating the DMD head-on
(angle of incidence 0◦) and with a Gaussian intensity profile. The diagrams
show the reflected intensity plotted against the output angle (fig. 5.2), on a
logarithmic scale. (a) Diffraction pattern of a (hypothetical) single mirror,
in its two possible tilt states ("teal" is OFF and "magenta" is ON). (b)
Diffraction pattern of the DMD surface when all micromirrors are oriented
into the same OFF position. (c) DMD displaying a typical SIM pattern,
while illuminated with coherent light. The full diffraction pattern arises
from the inert diffraction properties of the DMD (mechanical mirror size
and tilt) with the pixelated and binary SIM pattern superimposed. The
underlying structure of the mirrors is the OFF position. The three colors
indicate a different SIM pattern for each typical angle used for SIM.
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Next, the case was modeled where a typical SIM grating pattern is displayed
on the simulated DMD with the OFF-state as underlying structure (fig. 5.3c). In
addition, the SIM grating pattern was rotated by two further angles (approx. 60◦),
so that the typical three angles were obtained that are used for space-filling 2D and
3D SIM. The result, as shown in fig. 5.3c, indicated that the diffraction orders of the
underlying structure were, indeed, modulated and further diffraction maxima were
obtained. Also, as can be seen in fig. 5.3c, the diffraction orders of the underlying
structure stay at their original position, although a different pattern was being
displayed on the DMD.
So far, the SIM pattern in the Fourier plane can be simulated if a DMD is used
as the primary device to create interference patterns and the simulation results
match with the experimental measurements. Next, all possible illumination con-
ditions and their resulting blaze angles need to be identified in order to guide the
experimental implementation. Therefore, the model was used to vary between a
range of angles of incidence ϕa and ϑa and to calculate the resulting intensity
patterns. To determine the best candidates for the blaze angle, a comparison of
the intensity of the first diffraction orders was chosen as this parameter indicated
that it produces sufficiently close results (fig. 5.4a-c). If the intensities of the first
diffraction orders are equal, it indicates that the blaze angle was found. This pa-
rameter is, however, specific for one SIM pattern angle but will likely be different
for other pattern angles as can be seen in fig. 5.3c. This behavior can be con-
tributed to the fact that the diffracted intensity pattern of a single mirror is the
envelope function of the overall diffraction pattern (fig. 5.4a). Thus, it is necessary
to match the maximum of the envelope function with the maximum of the main
diffraction orders of the SIM pattern in order to obtain an even intensity distribu-
tion in all first diffraction orders that are used to create SIM patterns for all SIM
pattern angles. To match the results, the distance between the maximum values
was calculated. Since this process needs to be repeated for thousands of data sets
running through all possible variations of angles, the simulation was implemented
on a graphics card to accelerate the calculations. The result is shown in fig. 5.4d
and it implies that there are a large number of potential blaze angles according to
the dark rings in the figure, which indicate a good match.
To better correlate these results with the experiments, where the entire simulated
DMD structure was rotated by 45◦, such that now only the cross-line, where ϕa =
−ϑa, is of interest. Additionally, the results shown in fig. 5.1c and fig. 5.1d imply
the use of the OFF-state as the underlying structure, and therefore this was also
used for the simulations. Angle calculations due to different coordinate systems
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Figure 5.4.: Simulations of DMD wave propagation for optimized use with SIM. For
all panels the OFF-state is the underlying structure. (a) Alignments of the
SIM pattern (magenta/blue/white) to the diffraction envelope (teal) caused
by a single mirror in the OFF-state (fig. 5.3a). In the top row, the main
diffraction order of the SIM pattern does not coalign with the envelope,
with yields an uneven intensity distribution in the ±1 side orders that create
the SIM pattern (b). In the bottom row, the main SIM diffraction order
coaligns with the envelop, with yields an even intensity distribution into
the ±1 side orders (c). Axis are centered on the main SIM diffraction order
and scaled in small angle approximation (b and c). Misalignment between
main SIM diffraction order and maximum of the envelop, depending on the
input angles (d) and along a 45◦ cross-section (dotted line, plot in panel e).
Alignments close to zero yield equal intensities in the SIM side orders. The
45◦ line was chosen as it allows for an easy alignment of all angles in one
plane (DMD mounted to a table).
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were needed to allow for a proper comparison to the experimental results. At the
45◦ cross-section, α is determined by
α = arctan
(√
2 · tan (ϕa)
)
(5.15)
From fig. 5.4e it is apparent that minima at y = 0 occur at several points which
indicate the spots where the blaze condition is fulfilled. For the DMD used in the
experiments, the blaze angle was found at α = -27.9◦ (fig. 5.4e). As a control, a
line plot across the main and first diffraction orders was analyzed to underline the
result (fig. 5.4c). Also, in fig. 5.4a it can be seen that the center of the overall mirror
envelope is an excellent match with the main diffraction order. To demonstrate a
non-matching case, an incident angle of α = -53◦ was chosen and the difference in
the first diffraction orders is clearly visible from fig. 5.4b.
5.2.4. Comparison of simulations and experimental results
The predictions made by the simulated DMD data, where an actual SIM pattern
was modeled, had to be verified with experimental data. To facilitate this, the
experimentally obtained intensity pattern diffracted by the DMD was projected
onto a camera chip using a single lens. This arrangement guaranteed that the
Fraunhofer diffraction condition was also fulfilled in the experimental case. The
camera was positioned in the Fourier plane of the setup. In addition, the power of
the laser beam used to illuminate the DMD had to be reduced by neutral density
filters to avoid saturating the camera pixels. For the measurements all nine SIM
patterns (three illumination angle and three associated phase shifts) were displayed
by the DMD with a display time of 105µs for each single frame. The exposure time
of the camera was set to 5ms. To find the blaze angle the incident angle α was
set to -24◦ for the OFF case and to +25◦ for the ON case according to the results
of fig. 5.1c and fig. 5.1d. To cover a wide range of angles α the DMD was gently
tilted by ±0.5◦ and ±0.3◦ along the x- and y-direction between measurements
using micrometer screws, respectively. This also allows to evaluate how critical the
precise alignment of the blaze angle was in order to obtain the highest possible
SIM modulation contrast.
First, the distribution of the diffraction orders in fig. 5.5a (ON) and b (OFF)
were compared. As expected, the distribution in both cases was very similar, but it
looked different when compared to the results obtained by the simulation (fig. 5.3c
and fig. 5.6f). The characteristic cross shape from the simulations is not visible,
instead a diagonal line can be seen. This is probably caused by two factors: First,
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side order normalized intensity
on off
1 0.88 0.94
2 0.87 0.99
3 0.93 1.00
4 0.92 0.91
5 0.98 0.94
6 1.00 0.99
a b c
Figure 5.5.: Measured diffraction intensity pattern in the Fourier plane with the SIM
pattern displayed on the DMD. With a lens the intensity pattern was fo-
cused on a camera chip. In both cases (a-ON and b-OFF, exposure time
5ms, DMD display time 105µs) the measured blaze angle was chosen as
the incident angle, which was +25.3◦ for ON and -23.9◦ for OFF. The dif-
ference compared to the simulated data is due to a different tilt angle γ.
For a better visualization a log scale was set. The mean value of the circled
area in (a,b) was analyzed to evaluate the quality of the found blazed angle
(c).
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the physical DMD microstructure might deviated from the ideal structure that was
used in the simulations. Also, the DMD chip is covered by a protective glass plate,
which was not taken into account in the simulations. Indeed, if a different spot
of the DMD was illuminated, the diagonal line also moved. This leaded to the
assumption that the glass cover caused a change in the light path and accordingly
changed the distribution of the diffraction orders. Additional analyses, such as
varying the beam diameter and inserting a Fourier mask, showed that the spots
then changed to a spherical shape. This was an acceptable solution since in most
SIM setups a Fourier mask is used to reject other diffraction orders, anyways.
The blaze angles for the DMD were experimentally found to be α = +25.3◦
in the ON case and α = -23.9◦ in the OFF case (fig. 5.5a and b). Since a high
modulation depth is desired for best SIM performance, the intensity of the first
diffraction orders belonging to the same SIM angle is supposed to be equal. The
mean intensity values of the first diffraction orders were measured by choosing a
region of interest (ROI) across each spot and evaluated their brightness (fig. 5.5c).
For a fair comparison, only the intensities of the same SIM angles need to be
compared, namely 1 and 4, 2 and 5, 3 and 6. The maximum difference was found
to be 11% (ON) and 5 % (OFF) for these spots - which remains very similar if the
DMD is tilted in x- and y-direction by ±0.5◦ and ±0.3◦. Nevertheless, the absolute
values of the experimentally found blaze angels were not the same as those obtained
by the simulation. One has to keep in mind, though, that the simulated results
were obtained using a fixed tilt angle of γ = -12◦. According to the manufacturer,
however, γ varies from -11◦ to -13◦ in the OFF case. Therefore, the impact of
different γ values on the blaze angle needs to also be investigated.
In order to analyze the dependence of the blaze angle on the tilt angle γ of the
underlying structure, various cases of γ were chosen for the simulations. Again,
the distance of the envelope of one diffracting mirror to the main diffraction order
(as shown in fig. 5.4d) was determined for different angles of incidence to evaluate
the blaze angle. As can be seen from fig. 5.6a to fig. 5.6d, a small change of the tilt
angle leads to rather significant changes in the graphs, resulting in very significant
shifts of the blaze angle. Again, only the OFF case as underlying structure was
simulated and shown due to the fact that the ON case should be a mirror image of
this case. The dark rings which indicate solutions for the blaze condition have very
different diameters. As seen previously in fig. 5.3d with γ = -12◦, there were two
solutions rings. If the tilt angle decreased to γ = -11◦, the diameter of the two dark
circles also decreased and the inner circle even disappeared entirely (fig. 5.6a). An
increase of γ to -13◦ leaded to large diameters of the dark rings (fig. 5.6c). Since the
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Figure 5.6.: Evaluation of the dependence of the blaze angle on the tilt angle γ of the
DMD mirrors. Misalignment between main SIM diffraction order and max-
imum of envelope depending on γ (a: -11◦, b: -11.7◦, c: -12◦, d: -13◦). In
each simulated figure the incident angle was changed in order to find the
blaze angle. Again, a cross-section at 45◦ was chosen to compare the sim-
ulations results (e) to the experimental data. The blaze condition at y =
0, where the plotlines come down to the x-axis, shifts clearly due to small
changes of γ. For a direct comparison to the experimental results (α =
-23.9◦, γ = -11.7◦), the same case was simulated (f). Again, a log scale was
set for a better visualization. Same colors of the first orders belong to the
same SIM angle. The mean of the side orders in the displayed ROI is listed
and directly compared to the experimental data of fig. 5.5c (g).
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γ-range extends from -11◦ to -13◦, and the position of the blaze condition shifted
accordingly, a potential maximum value for the blaze angle can be determined. To
find this value, the cross-section along the 45◦ axis, where ϕa = −ϑa, was plotted
for the different cases of γ (fig. 5.6e). According to the simulation results a fairly
wide range of values for the blaze angle is covered. For example, if γ = -13◦, one
possible corresponding blaze angle is α = -41◦.
Based on the simulations, a tilt angle of γ = -11.7◦ was found for the underlying
structure, leading to a blaze angle of α = -23.9◦ for the OFF case (fig. 5.6e). This
matches perfectly with the experimentally measured blaze angle and the possible
γ-range according to the manufacturer. Also, the experimentally measured blaze
angle for the ON case, α = +25.3◦, was consistent with the simulations, since a
potentially wide range of blaze angles was covered due to the range of possible γ
values. To further support the results, the simulated diffraction pattern is shown
if the tilt angle γ were -11.7◦ and the angle of incidence α = -23.9◦ was the same
as the experimentally measured blaze angle for the OFF case (fig. 5.6f). Again, as
in fig. 5.5, basically the same ROIs covering the first diffraction orders were chosen
and their mean values evaluated. A direct comparison shows that the simulated
results are consistent with the experimental results (fig. 5.6g).
5.3. Construction of a compact and cost-efficient SIM
system
Now, since the correct blaze angle was determined and measured, constructing the
remaining components of the DMD-SIM microscope was straightforward. Com-
pared to other SLM-based SIM microscopes, using a DMD is more cost-efficient and
allows for a compact design due to the small pixel size of the DMD mirrors. This
made it possible to construct a SIM microscope with a rather small footprint, which
could be placed on a 40 cm x 90 cm optical bread board (fig. 5.7a). In addition, the
laser and the camera were exchanged from scientific-grade to industry-grade com-
ponents (table A.3). The laser is typically employed for light show applications and
the industry-grade CMOS camera was already tested for other implementations of
super-resolution microscopy such as dSTORM and SOFI, where its use had lead
to sufficient results as long as the sample brightness does not require single photon
counting [18, 232] (see chapters 3 and 4). Overall, the use of these components
permits to keep the total cost of the system below 20 ke which is more than ten
times less expensive than commercial solutions and suits very well with the aim of
this work.
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Figure 5.7.: Photograph of the custom-made SIM microscope and schematics of its data
stream. (a) A 532 nm laser beam (green) is coupled into a fiber before illu-
minating the DMD at the blaze angle. Polarization optics were required to
achieve the same linear polarization in the corresponding SIM angles. Two
dichroic mirrors from the same batch were used to maintain the polariza-
tion state and to separate the excitation light from the fluorescence (red)
signal. The same objective lens was used to excite the sample and to collect
the fluorescence signal which was detected with an industry-grade CMOS
camera. (b) Timing control and image data flow. Binary SIM pattern were
stored on-board the DMD and selected in sequence by sending TTL trigger
pulses to the DMD control board. The DMD, camera and laser light source
were synchronized using a micro-controller. The raw image data is fed into
a GPU-based real-time data processing system [25]. A detailed description
of the used components can be found in table A.3.
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The 532 nm diode laser is expanded (f(L1) = 30mm, and f(L2) = 150mm)
and then coupled into a high-power fiber via a 10x objective. Thus, the beam
profile is cleaned up and an easier adjustment of the illumination blaze angle was
enabled. The laser power level cannot be controlled electronically, and therefore
two neutral density filters (10% and/or 50%) were utilized if the laser power needed
to be adjusted. With a customized collimator (f(L3) = 20mm) the laser beam is
paralleled and directed to the DMD with the blazed angle as the incident angle.
The DMD itself was also mounted on a customized holder with a tilt of 45◦. The
holder can shift the DMD in x- and y-direction and adjust the tilt along the xz-
and yz-plane. The grating patterns displayed on the DMD were calculated via a
(modified) search algorithm used to find suitable binary gratings [25, 148, 233].
8% of the laser power incident on the DMD were ultimately maintained in the two
corresponding SIM beams.
The L4 lens (f = 200mm) collects the diffracted light and a combination of polar-
ization filter and λ/4 plate converts the elliptic polarized light to circular polarized
light. In the Fourier plane of L4, only the first side orders of the main diffracted
orders pass the Fourier filter. Directly afterwards these beams were linearly polar-
ized by a "pizza"-polarizer, so that the side orders of the same SIM angle have the
same linear polarization. To obtain the best possible modulation depth for SIM
illumination, the relative polarization of the excitation beams is a critical factor.
Ideally, the two corresponding beams have the same linear polarization [152, 153].
Therefore, several components to control the polarization of the excitation beams
were utilized in the setup. A L5 lens (f = 100mm) collects the beams and the
first dichroic mirror reflects them to L6 (f = 150mm) which is focusing the light
in the back-focal plane of the objective. A dichroic mirror from the same batch as
the first one, reflects the laser beam to the immersion oil objective which focuses
the SIM beams in the sample. Using a perpendicular arrangement of two dichroic
mirrors from the same batch, the polarization adjustment is maintained [150].
For the data acquisition the Zeiss 1.518 oil is used and a xyz-block is used
for the focusing and maneuvering of the sample. The same objective collects the
fluorescence signal, which then passes the second dichroic mirror and is reflected in
direction to the camera. A detection filter is implemented to block unwanted laser
light. Either an orange detection filter is used or a red detection filter, suitable
to the used dye. The lens L7 (f = 250mm) is employed to focus the fluorescence
emission on the camera. System synchronization, data acquisition and real-time
SIM image processing is achieved through the fairSIM-VIGOR engine [25] and the
µManager software package [191, 192].
99
5. DMD-based SIM
Acquiring SIM images with high frame rates requires precise timing between the
DMD, the laser light source and the camera. The DMD control board allowed
to upload predefined sequences of pattern, which were displayed with either fixed
timing or in reaction to external trigger inputs. The camera equally allowed for
external triggering of the start of an image exposure, and the laser light source can
be switched at high speeds. An inexpensive micro-controller was used as a master
clock device to generate these timing pulses.
The raw images acquired by the camera were fed into a real-time processing
pipeline (called fairSIM-VIGOR) [25]. Compared to its original implementation,
this microscope only needed to process a single color channel with reduced frame
rate, so a single computer equipped with a graphics processing unit (GPU) suffices
to handle data acquisition, processing and storage. Due to the real-time processing
of the image data, the user obtains immediate feedback in super-resolved images
and can directly evaluate the usability of the data during the experiment.
To test the functionality of the DMD-SIM setup, TetraSpeck beads (TS) with a
diameter of 200 nm were imaged and then reconstructed with fairSIM [25, 138]. For
the reconstruction a calculated optical transfer function (OTF) was used and OTF
attenuation to suppress out-of-focus fluorescence signals [234, 235]. Besides the
summed up wide-field image (WF), a filtered wide field image (fWF) was generated
by applying the generalized Wiener filter step inherent to SIM reconstructions also
to the WF data. This is important for a fair visual comparison, as the fWF image
provides better contrast, but only the SIM image can truly reveal more details and
separate individual beads (fig. 5.8a-c).
The SIM reconstruction process also allows to estimate the pattern modulation
depth achieved by the instrument. Here, this estimate yields 0.75, 0.79 and 0.74 for
the respective SIM angles, which are reasonable values for a well-aligned 2D SIM
system. To further quantify the system performance, the lateral resolution gain was
determined. To this end, 100 nm TS beads were imaged in order to apply a Fourier
Ring Correlation (FRC) analysis [46, 221]. In brief, FRC takes two measurement
of the same structure, but with independent noise contribution, as input. It then
computes the correlation of those measurements at different spatial frequencies, as-
suming no directionality (hence averaging over ’rings’). The resulting graph can be
interpreted as the available signal level of the imaging method at any given spatial
frequency, and thus yields a model-free indicator of resolution. By applying this
method to the DMD-SIM microscope data, a steep, expected drop-off was found
in both the WF and the SIM data sets towards their respective resolution limits.
By fitting these drop-offs (fig. 5.8d), the FRC curve for SIM images dropped off at
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Figure 5.8.: Fluorescence images of 200 nm TS beads (a-c) and FRC statistics (d). (a)
Summed up wide-field image of the recorded nine SIM frames and filtered
wide-field image (c) determined by Wiener filtering. (b) Reconstructed SIM
image of the 200 nm TS beads by fairSIM [138]. The inset clearly shows
that single beads can be distinguished through SIM (scale bar 5µm, inset
2.1µm x 1.4µm, exposure time per raw frame 20ms). Quantification of
the resolution enhancement via FRC analysis on 100 nm beads (see inset
e-WF, f-SIM), which are approximate point sources better than 200 nm
beads (scale bar 5µm, exposure time per raw frame 50ms). Two successive
SIM imaged were acquired, reconstructed and analyzed via [46, 50]. The
resulting graph (d) for both wide-field and SIM can be interpreted as the
available signal (y-axis) at any given structure size (x-axis). By fitting both
WF and SIM, a shift of 1.62× is found, which corresponds well with the
expected resolution enhancement of 1.75×.
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1.62× higher spatial frequency than the WF signal. The SIM pattern in use was set
to approximately 280 nm line spacing, with should yield an approximately 1.75×
resolution improvement at perfect SNR. However, the high frequency component
accessible through SIM was dampened by the not fully modulated SIM pattern.
Thus, the estimated modulation depths, the experimentally determined resolution
calculated from FRC, and the theoretically expected resolution calculated from the
SIM pattern spacing and optical parameters were fully consistent.
5.4. SIM images of biological samples
To further demonstrate the full functionality of the DMD-SIM microscope, the
imaging quality was fist tested on fixed cells stained with different fluorescent dyes.
Subsequently, various intracellular organelles labeled by fluorescent proteins were
used to demonstrate that different structures can be resolved in vitro with the SIM
microscope. Lastly, to further ensure that this system proves useful in a biological
laboratory setting, its live-cell imaging compatibility was checked.
5.4.1. Resolving subdiffraction sized structures in fixed cells
As an initial sample, fixed U2OS cells embedded in glycerol were used, where
their actin cytoskeleton was stained with Phalloidin Atto532. These filaments are
perfect organelles to demonstrate the resolution enhancement (fig. 5.9). In the WF
images close by single filaments cannot be resolved and appear as a single line.
When switching to SIM mode, however, it becomes quite apparent that these are
composed of more than one filament. These data also show that the instrument
achieves an even illumination distribution over a large field of view. Therefore,
extended structures with subdiffraction details in more than one cell can potentially
be observed and analyzed.
Next, the actin cytoskeleton of fixed HEK293T cells were stained with the red
fluorescent protein mScarlet by gene transfection (fig. 5.10a and b). A direct com-
parison between fig. 5.9 and fig. 5.10 is not particularly suitable because the cell
lines are different and mScarlet attaches to a different domain of the actin cy-
toskeleton than Phalloidin. Nonetheless, it was of interest to demonstrate SIM
with mScarlet since fluorescent proteins are not as photostable as organic fluo-
rescent dyes. Although a 532 nm laser is not the best choice for the excitation of
mScarlett, the DMD-SIM microscope proved to have sufficient sensitivity to resolve
the actin filaments which appeared as single structures in the WF image.
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a b
Figure 5.9.: Fixed U2OS cell labeled with Phalloidin Atto532, WF (a) and SIM (b)
image (exposure time per raw frame 20ms). The size of the images is
36µm x 36µm which is also the possible field of view with the microscope.
The actin filaments are now distinguishable in the SIM image. Scale bar
5µm, inset 2.8µm x 2.8µm.
Furthermore, the outer membrane of lysosomes in HEK293T cells were labeled
with mScarlet and subsequently the cells were fixed. This organelle is of interest
because it has a spherical shape and is present in a range of different diameters,
from 100 nm to 1µm. Such spherical structures serve as a good quality check for
SIM microscopes. If the resolution enhancement should be irregular in some di-
rections, the organelle would appear elliptical rather than spherical. In addition,
some lysosomes can be resolved via WF imaging but the smallest ones cannot. The
DMD-SIM microscope can resolve small spherical lysosomes (fig. 5.10c-g). In case
the lysosomes had a larger diameter than 250 nm, WF imaging was sufficient to
resolve the outer membrane structure (fig. 5.10c and f). To underline this state-
ment, fWF was applied to increase the contrast, and this clearly shows that WF
resolution is sufficient to resolve these organelles (fig. 5.10d and f). For structures
with a diameter well below the diffraction limit, however, SIM was required and
lysosomes with a diameter of 180 nm can be resolved which were not visible in WF
(fig. 5.10e and g).
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Figure 5.10.: Fixed HEK293T cells transfected with the fluorescent protein mScarlet,
to either label actin (a,b) or lysosomes (c-e). Actin filaments that are very
close to each other cannot be distinguished in the WF image (a), but the
SIM image reveals that more than one filament is present (b). Scale bar
5µm, inset 2.1µm x 2.1µm, exposure time per raw frame 50ms. Lyso-
somes have different diameters and with the used plasmid, the outer mem-
brane was stained. The membrane structure of bigger lysosomes (cross-
section Ly1, plot e) can be revealed with conventional WF imaging (c)
and additional filtering (d), but for smaller lysosomes (cross-section Ly2,
plot f) SIM imaging is required. Scale bar 250 nm, exposure time per raw
frame 50ms.
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a b c
Figure 5.11.: Live cell images of mitochondrial motility in U2OS cells. The organelle
was stained with MitoTrackerRed and the data were recorded at room
temperature. The insets show clearly that the inner structure, the cristae,
cannot be resolved with WF imaging (a). For the SIM reconstruction,
background signal from the raw data was subtracted and Richardson-Lucy
deconvolution (10 iterations) was applied to the input and output images
(b). Hessian denoising leads to further improvement of the image quality
(c) (scale bar 5µm, inset 1.4µm x 1.4µm, exposure time per raw frame
100ms).
5.4.2. Live-cell imaging
In contrast to imaging fixed samples, live-cell imaging is more challenging. On
the one hand, the refractive index of the medium surrounding the cells is different
as they are now covered by water instead of being embedded in glycerol. On
the other hand, the organelles are now mobile which might lead to motion-blur
in the images. To circumvent these factors, image data were recorded at room
temperature and more processing for the image reconstruction was utilized. First,
background signal was subtracted from the raw data in fairSIM in order to get rid of
unwanted background contributions. To further enhance the contrast, fairSIM also
allows to apply Richardson-Lucy deconvolution to the input and output data [236].
Finally, by applying Hessian denoising to the reconstructed data it is possible to
further smooth the fluorescence signal and further enhance the contrast although
some resolution improvement will be lost (parameters: µ = 100, σ = 0.8) [142].
For the first live-cell experiments mitochondria were stained in U2OS cells using
the live cell stain MitoTrackerRed (fig. 5.11). This organelle has an inner structure,
the so-called cristae, which is basically a folded membrane. With WF the cristae
cannot be resolved because they are too close together, and therefore mitochondria
are a popular organelle to demonstrate super-resolution microscopy. With the
DMD-SIM microscope live-cell images of mitochondria were recorded. The summed
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a b
dc
c,0.95s 2.35s 3.75s 5.15s
d,45.25s 47.35s 49.45s 51.55s
55.75s 57.85s 59.25s 63.45s
Figure 5.12.: Endoplasmic reticulum (ER) network in a living U2OS cell. The organelle
was stained with ER-Tracker Red and the data was recorded with a delay
of 250ms between each SIM sequence at room temperature. (a) SIM image
at time point 0 s reveals many filaments. (b) Hessian denoising of the SIM
frame reduces the background signal and smooths the filaments (scale bar
5µm, exposure time per raw frame 50ms). The time sequence (c) is an
inset and shows the elongation of a fiber (scale bar 500 nm). In addition,
a detachment can be observed with a subsequent attachment to another
point and a further elongation (d, second inset, scale bar 500 nm). Both
insets display the Hessian denoised data.
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up WF image reveals no inner structure (fig. 5.11a). However, at this point the real-
time reconstruction with fairSIM-VIGOR was very convenient because it provided
immediate feedback already during the data acquisition that confirmed that in
SIM mode it is possible to resolve the cristae. For further post-processing of the
recorded data, spurious background contributions were subtracted since the dye
also attaches in a small amount to other organelles. In addition, Richardson-
Lucy deconvolution was applied to the raw input data to fairSIM, as well as the
reconstructed output data, which reduces reconstruction artifacts. This results in a
super-resolution image that resolves the inner structure of mitochondria quite well
with a conclusive signal to noise ratio (fig. 5.11b). Nonetheless, by applying Hessian
denoising to these data, the image quality can be further improved (fig. 5.11c).
To further demonstrate the live-cell imaging compatibility of the DMD-SIM mi-
croscope, the movement of the endoplasmic reticulum (ER) network was recorded
in living U2OS cells (fig. 5.12). Here, the organelle was stained with ER-TrackerRed
and a delay time of 250ms was set between the SIM frames to keep the stress level
for the cells to a minimum and to avoid photobleaching. Therefore, it was possible
to record live cell movies which last at least two minutes. Again, the real-time
image reconstruction was very convenient for navigating the sample and finding
sample areas of high mobility. With SIM the dense ER network can be resolved
and the movement of single filaments can easily be resolved (fig. 5.12a). Further
image processing with Hessian denoising was very convenient in this case, because
it smooths the filaments and makes it easier to follow their movement (fig. 5.12b-d).
In fig. 5.12c it is visible that one filament elongates along the x-axis. In addition,
the detachment of a filament can be observed at a knot within the network and,
direct following, its attachment to another point, which is a typical behavior for
ER (fig. 5.12d, first row) [155]. Directly at this point the fiber then elongates over
a long distance (fig. 5.12d, second row).
5.5. SIM revealing the morphology of microgels
Microgels are polymer particles with a spherical shape [237] which can be used
for drug delivery, in sensors or as surface coatings. In case these microgels are
called smart, they respond to an external stimulus such as temperature change
with a transformation in size and morphology [238]. It is of interest to study their
internal morphology in order to gain more insight in the formation of the polymer
network and the dependence on external stimuli. However, due to their small
size, approximately 500 nm in diameter, super-resolution microscopy is required to
107
5. DMD-based SIM
quantify the internal morphology. Recent work demonstrated that dSTORM is
sufficient for the visualization of the internal network [237]. For this study, three
different microgels with a core-shell configuration were analyzed with SIM and
compared with dSTORM data. These microgels decrease in size of the shell which
are further named as thick, intermediate and thin (details in appendix A.2.4). The
core has a denser network, and therefore most of the fluorescent dyes are stuck in
the shell, so that a ring-shape structure is imaged in 2D.
5.5.1. Imaging conditions and modifications
For the experiments, the microgels were embedded in water at 17 ◦C and imaged
with the DMD-SIM setup with real-time reconstruction. However, for 2D-SIM
matching the refractive index of the used immersion oil is crucial, because other-
wise spherical aberration will result in a poor resolution enhancement. Due to a
lower temperature, the refractive index of the oil needed to be lowered as well in
order to achieve the same SIM results as if the imaging process would occur at
room temperature. Therefore, an immersion oil of 1.510NA was chosen instead
of 1.518NA. For the imaging process the laser power was set to approximately
250µW at the sample and the exposure time was 50ms for a single raw frame so
that the recording only lasted half a second.
The Fiji plugin fairSIM [138] was again used for the SIM reconstruction. The
image processing was started by subtracting background signal, namely 75 counts,
and corrected for the different illumination intensities in phase and angle. Further,
an estimated optical transfer function, with an estimated emission wavelength of
λ = 575 nm, an algorithm-specific compensation of a= 0.3 nm under the usage of
an oil immersion objective (NA=1.35) was utilized. For the SIM reconstruction
itself, the Richardson-Lucy algorithm (one iteration) was applied on the input and
output data to reduce reconstruction artifacts.
5.5.2. Visualize internal structure
With SIM it was possible to visualize the internal morphology of all three core-shell
configurations since the ring-shape structure is clearly visible (fig. 5.13). An analy-
sis with a line plot suggest that the shells had a diameter of approximately 290 nm
(thick, fig. 5.13d), 270 nm (intermediate, fig. 5.13h) and 250 nm (thin, fig. 5.13l).
However, these were values which should be resolvable with conventional wide-field
microscopy. Indeed, the core-shell structure was resolved with WF and further
verified in deconvoluted wide-field (dWF), but due to the dense labeling only a few
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Figure 5.13.: Microgels with core-shell configuration with a thick (a-d), intermediate
(e-h) or thin (i-l) shell. The first row displays the WF image, second dWF
and third SIM. The data sets for the line plots (d,h,l) are taken from the
displayed insets. With SIM, the resulting ring-shaped structure can be
resolved. The fluorescent dye R6G is mainly present in the shell because
the core has a network that is too dense. Scale bar 1µm, exposure time
per raw frame 50ms, immersion oil NA 1.510, temperature 17◦C.
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Figure 5.14.: Radial intensity/localization distribution of R6G in core-shell microgels
’thick’ (a), ’intermediate’ (b) and ’thin’ (c). At least 15 microgels from
fig. 5.13 were taken into account for the analysis. With SIM (yellow)
the low density in the core can be resolved, whereas dSTORM data
(green) provides a finer sampling (dSTORM data provided by Stephan
Bergmann).
microgels could be visualized with the ring-shape. Further, WF and dWF is not
sufficient for quantitative image analysis of such microgels because their diameters
are close to the diffraction limit, and therefore poorly resolvable.
To further analyze the internal morphology of the core-shell microgel, at least 15
microgels were taken into account to analyze the intensity distribution along their
radius. Single microgels were selected manually and then calculated with the Fiji
plugin Radial Profile Extended [239]. Here, the intensity distribution of a circular
region of interest was sectioned in rings concentric to the origin and with increasing
radius. Each ring was analyzed and calculated from a 2D shape to an one dimen-
sional data set. By averaging and normalization of the intensity distribution in
dependence on the radius of all selected microgels, the SIM data sets reveal a max-
imum intensity at approximately 140-150 nm for all three configurations (fig. 5.14).
Analysis of microgel data of dSTORM recordings reveals that the obtained re-
sults with SIM were consistent with a few limitations (fig. 5.14). On the one hand,
both methods confirm the same ring-shape structure. Even the higher intensity
distribution of fluorescent dyes in the core of the ’thin’ configuration was imaged
with SIM and dSTORM. On the other hand, the quantification of the radius show
slightly different results because most localizations in dSTORM were imaged at
a radius of 200 nm. Indeed, an investigation of the radius of the core only by
dSTORM imaging yields a radius of 140 nm. Thus, the maximum intensity of the
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shell should be further apart from the core which is verified by dSTORM data. It
is expected that dSTORM is more suitable to quantify the internal morphology of
microgels since it has the higher resolution gain, and therefore a higher sampling of
the microgel is possible. Yet, SIM proved its functionality to visualize and resolve
the ring-shape of all three configurations.
5.6. Discussion and conclusion
This work provides two significant contributions that further facilitate the overall
use of digital micromirror devices for coherent illumination, which is required to
utilize them for structured illumination microscopy to its fullest potential. The
simulations provided specific information on how the blazed grating effect caused
by the DMD substructure affects the SIM illumination pattern, how to identify
ideal alignment angles for the device, as well as how manufacturing tolerances in
the device affect this alignment. In detail, the simulations demonstrated the impact
of the exact tilt angle on the blaze angle. Slight differences results in a huge impact,
so that a precise analysis is required.
The design of a SIM system then utilized these findings to employ a DMD as
the light modulator, resulting in a very compact and cost-effective SIM system.
Additionally, real-time SIM reconstruction can be employed on this system which is
convenient for the user to directly evaluate the SIM data. By providing calibration
measurements, the resolution enhancement by SIM compared to conventional wide-
field was verified. Further, the DMD-SIM system is fully capable of imaging fixed
cell samples with chemical dyes and even fluorescent proteins. Live-cell imaging
at sub-second acquisition times, revealing dynamics of mitochondria and ER, are
also provided by the system. Lastly, microgels were imaged and their internal
morphology was visualized. Here, the SIM system presented comparable results to
dSTROM measurements.
This work can be viewed as a contribution to the growing efforts of democratiz-
ing super-resolution microscopy. Digital micromirror devices are both cost-effective
and readily available in many variations, which makes them an attractive alterna-
tive to the specialized SLM devices typically employed for SIM, which require more
difficult to implement timing schemes [25, 150]. By providing a thorough charac-
terization of the blazed grating effect in the context of SIM, it should now be easy
to employ DMDs in different and more complex variations of novel SIM systems
for example systems using multiple excitation wavelengths.
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6. Comprehensive conclusion and
outlook
In this thesis, I demonstrated the experimental realization of conventional fluores-
cence microscopy and optical super-resolution techniques based on compact and
cost-efficient implementations. Three specific projects, each focused on a different
aspect, were successfully accomplished. In the first concept, a conventional fluo-
rescence microscope with fast 3D image acquisition was realized. Here, the main
focus was placed on the construction of a compact, robust and highly portable op-
tical system, employing a space-saving design. The final optical microscope system
was shipped to our collaborators at the ISMMS in New York City to perform live-
cell imaging in a biosafety laboratory. In the second project, the microscope was
slightly modified in order to perform super-resolution microscopy experiments by
super-resolved optical fluctuation imaging (SOFI). Here, a cost-efficient industry-
grade CMOS camera was qualitatively and quantitatively compared to high-end
scientific-grade CMOS and CCD cameras. The results showed that industry-grade
CMOS cameras are well suited and sufficient for SOFI imaging and that our custom-
built conventional microscope platform is capable of performing SOFI measure-
ments. Lastly, for the cost-efficient implementation of super-resolution structured
illumination microscopy (SIM), a digital micromirror device (DMD) was utilized
to enable two beam coherent SIM [13]. The detailed characterization of the blazed
grating effect inherent to these devices enabled us to set up a fully functional SIM
system capable of live-cell imaging.
The compact 3D fluorescence microscope was successfully shipped to ISMMS in
New York City to visualize HIV-1 transfer at the virological synapse between T
cells. Virus particles were imaged and the subsequent deconvolution step could
be efficiently implemented during the imaging process. The imaging results were
confirmed by 3D-SIM on fixed samples, so that the 3D fluorescence microscope
could be proven as suitable optical system for imaging HIV-1 transfer between living
cells. Nevertheless, the microscope can be further improved by reducing the overall
size and costs. Novel concepts such as the use of mobile phones in microscopic
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imaging [240] and ’cellSTORM’ [209] showed that even cellphone cameras can be
utilized as sensitive detectors. On the software side, several concepts for real-time
deconvolution exist [241, 242], which could be implemented on our microscope.
This would allow for directly seeing the images without out-of-focus blur, which
enables a better control of the experiment even during data acquisition.
The industry-grade CMOS camera used for the compact fluorescence microscope
was further investigated by a direct comparison to scientific-grade cameras in terms
of its usefulness for the super-resolution technique SOFI. For this second project,
the CMOS camera was first tested on a commercial scientific microscope. The
results were of similar quality as those obtained on high-end emCCD cameras,
and only slightly worse than those obtained by the latest generation of sCMOS
cameras. Additionally, the compact fluorescence microscope system was slightly
modified to allow for SOFI data acquisition, and indeed, the custom-built system
is fully capable of SOFI imaging. Likewise, the same CMOS cameras are sufficient
for single molecule detection by dSTORM [18] experiments, which could be addi-
tionally implemented in the compact system by integrating more powerful lasers of
suitable wavelengths. The custom-built microscope was even extended to a biplane
configuration, which enabled SOFI recordings of two different focal planes simulta-
neously. Recent work showed that SOFI is also compatible with multi-plane image
acquisition [212, 243] which could be integrated easily in the custom-built micro-
scope by exchanging the 50/50 beamsplitter with a multi-plane prism. Overall, the
size of the compact fluorescence microscope was preserved, and therefore, it could
again be shipped to collaborators, whereas now even super-resolution microscopy
is possible.
For the final project, a DMD was utilized in a SIM setup to generate the two
beam interference pattern required by this method. Here, cost-efficient components
such as the industry-grade CMOS camera and lasers typically used for laser light-
show applications were employed to reduce the overall cost. The DMD-based SIM
constructed in the course of this work costs less than 20ke, which is a factor of
ten times less than the price of commercial SIM system. The custom-built SIM
also provides real-time image reconstruction [25], so that the SIM image can be
viewed directly during the experiment. The resolution enhancement enables the
visualization of single filamentous structures in fixed and live-cell samples with
both chemical dyes and fluorescent proteins. Furthermore, the SIM microscope
was utilized to resolve the internal structure of microgels. For future work, the
blazed grating effect simulation software can help implement multi-color imaging
on the DMD-based SIM. For this approach, a single DMD could be required for the
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entire setup. Also, the DMD-based SIM could be developed in order to perform
TIRF-SIM [58] and even 3D-SIM [14]. Also a combination with SMLM is possible
with this setup [157] to double the localization precision. The overall size of the
SIM microscope is compact and small in comparison to commercial systems, and
therefore it would be possible to easily make this system portable, too. Lastly,
the features of the conventional fluorescence microscope could also be merged with
the SIM system. Thus, it should be possible to demonstrate a fully equipped
configuration capable of SOFI, SIM, dSTORM and conventional imaging, which
would still be compact and could be shipped to collaborators at remote sites. This
would, for example, allow us to send the system to our collaborators in New York
City to visualize and study the transfer of HIV-1 at the virological synapse with
live-cell imaging and at super-resolution.
In summary, the work presented here demonstrated that fluorescence microscopy
systems can be realized in a compact and cost-efficient manner. As a result, this
leads to a valuable contribution to the scientific community [21], so that more
researchers in the life sciences could more readily have access to affordable im-
plementations of advanced fluorescence microscopy with super-resolution imaging
capability.
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A. Materials and methods
A.1. Optical setups and data evaluation
A.1.1. Detailed component lists
The mainly used items for the fluorescence microscopes designed in this thesis
can be found in tables A.1 to A.3. All the other commercial optomechanics are
mainly basic components from Thorlabs like the cage system. Here, for instance,
construction rods, mounting brackets and posts were utilized.
A.1.2. SOFI analysis
FRC analysis for SOFI
To acquire pseudo-wide-field input data sets for the FRC analysis [46, 50, 221],
images 1-5 and 6-10 of each stack were summed up. This proved enough to eliminate
artifacts introduced by the blinking of the probes, but less enough to not pick up
camera correlation artifacts. These arise when averaging over large amounts of
acquired data (e.g. 250 frames of a SOFI stack) and manifest in high-frequency
correlations far beyond the microscope’s passband (and thus unphysical). They
likely arise due to imperfections in the camera sensor and read-out electronics,
giving rise to static noise patterns that yield high-frequency correlations.
To acquire SOFI input data sets, the full stack of 500 images was split in a
blocked fashion, i.e. images 1-50, 101-150,..., 401-450 were assigned to data set A,
and 51-100, 151-200,..., 451-500 were assigned to data set B, and then reconstructed
with the SOFI algorithm. This blocking scheme proved necessary, as both of the
simpler alternatives introduce artifacts: Splitting the stack in the middle (1-250 to
A, 251-500 to B) leads to a situation where data set B is disproportionally affected
by photo-bleaching. Splitting the stack in an even/odd fashion (1, 3, 5,..., 499
to A, 2, 4, 6,..., 500 to B) avoids this and would be very suitable for localization
microscopy, but destroys the time correlation inherent to the data and picked up
by the SOFI algorithm.
I
Table A.1.: List of the most important components of the compact 3D fluorescence
microscope. The position of the optics and description of the lenses can be
seen in fig. 3.1b and c.
component product number
main
optics
473 nm laser SN 50001, 2008Spectra Physics Excelsior, USA
561 nm laser SN 1145071.098307, 2008Coherent Compass, Germany
AOTF SN 26074 and 25278, 2006AA OptoElectronic AOTF, France
z-piezo PIFOC P-721 and E-709Physik Instrumente PIFOC, Germany
objective Olympus, UPLSAPO60XO, 1.35 NA
cameras IDSµEye UI-3060CP-M-GL Rev.2
lenses
L1 40mm, plano-concave
L2 80mm, plano-convex
L3 30mm, biconvex
L4 200mm, biconcave
L5 20mm, biconcave
L6 200mm, plano-concave
L7 180mm, plano-concave
filters
and
dichroics
F1 BP 473/10
F2 BP 561/10
F3 BrightLine, 520/60
F4 Chroma, ET 610/75 M
F5 BrightLine, 593/40
D1 Semrock, LM01-503-25
D2 Semrock, HC BS R488/561
D3 Semrock, HC BS 560i
ND Thorlabs, NE210B
II
Table A.2.: List of the most important components of the SOFI measurements for the
direct camera comparison. The position of the optics and description of the
lenses can be seen in fig. 4.1.
component product number
main
optics
microscope Nikon Eclipse TI2body
488 nm laser Oxxius L6Cclaser combiner box
50/50 ANR:236513, Qioptiqbeamsplitter
objective CFI Apo TIRF 100XC, 1.49 NA
cameras
emCCD Andor Ixon-Ultra 897
sCMOS Hamamatsu Fusion
CMOS IDSµEye UI-3060CP-M-GL Rev.2
lenses
L2 125mm, AC-254-125A, Thorlabs
L3 or L4
200mm, emCCD
75mm, sCMOS
80mm, CMOS
filter,
dichroic
F1 ZET405/488/561/640 nm
D1 ZT405/488/561/640rpcv2
III
Table A.3.: List of the most important components of the DMD-SIM setup. The position
of the optics and description of the lenses can be seen in fig. 5.7a.
component product number
main
optics
diode laser QBAIHE 523nm 100mW 12V,532MD-100-FB-12V-2
DMD Texas Instruments, DLP6500FYE andDLP LightCrafter 6500 Evaluation Module
objective Olympus, UPLSAPO60XO, 1.35 NA
camera IDS uEye UI-3060CP-M-GL Rev.2
lenses
L1 30mm, 1 inch, biconvex
L2 150mm, 1 inch, plano-concave
L3 Thorlabs, AC080-020-A-ML
L4 Thorlabs, AC508-200-A-ML with CXY2
L5 Thorlabs, AC508-100-A-ML with CXY2
L6 Thorlabs, AC508-150-A-ML with CXY2
L7 Thorlabs, AC254-250-A-ML with CXY1
polar.
optics
polymer circular Thorlabs, CP1L532 with RSP1/Mpolarizer
pizza-polarizer CODIXX, colorPol VIS 038 BC3 CW01with Thorlabs, K6XS
other
ND-filter 10% Thorlabs, NE210B
ND-filter 50% Thorlabs, NE203B
high-power fiber OZ Optics, QSMJ-A3HPC3S-488-3.5/125-3AS
dichroic mirror Semrock, Di03-R532-t3-25x36
sample stage Newport, M-562-XYZ
filter orange Semrock, FF01-575/59-25
filter red Chroma, ET 632/60 M
micro-controller ATMEGA328 processorArduino Uno board
IV
SNR analysis
For the determination of the SNR value of the required SOFI images, the framework
introduced in [244] was utilized. Briefly, the images used as input to the SOFI
analysis are resampled to produce an uncertainty estimate of the SOFI image using
the jackknife algorithm. The actual SOFI image is then divided by this estimate,
which produces a per-pixel estimate of the SNR. A histogram of the pixel values
or this image is then generated, revealing multiple distinct peaks (figs. A.1 to A.3).
While a minimum of two peaks is expected, related to the area of the image sensor
where there is no cell (at SNR=0) and related the area with the expressing cell, in
practice often three distinct peaks are observed which can be related to out-of-focus
parts of the sample, with the in-focus SNR at a higher value. To compare different
histograms a fit with the sum of three Gaussian distributions is performed with
the highest mean being reported as the SNR of the histogram.
Spatial correlation analysis
The theory for cross-correlation SOFI was introduced in Dertinger et al. [112]
(see also section 2.3.3). The formula given there for second order SOFI can be
broken up in three parts: a constant determined by the behavior of the dye, a
constant determined by the separation between the pixels used in the calculation
and the shape of the PSF and a term depending on the location of the emitters
in the sample and the PSF. This final term proves the unbiased super resolution
imaging performance of the technique. To investigate if additional correlations
are introduced by the microscope, the second constant (determined by the emitter
separation) is compared with the theoretically proposed form.
Here, the assumption is made that other sources of correlation would not show
the same dependency. For this comparison the fact is used that on average the
structure being imaged should be uncorrelated to the camera at a sub-pixel level.
Using this information, the sample dependent term becomes constant compared to
other shifts. In practice, the full SOFI image is calculated for all shifts within a
three by three grid. Afterwards, for each shift, the image is averaged to yield a
single value. According to theory, a very good approximation of the dependency of
this value on the distance between the pixels is described by a Gaussian curve [112].
Here, the width of the Gaussian is
√
2 larger than the PSF width. In practice, some
points follow this curve, while some do not. The assumption at this point is that
the points deviating from this behavior are being caused by additional correlation
between the pixels, deriving from a source beside single molecule fluctuations. In
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Figure A.1.: SNR analysis of multiple Cos-7 cells stained with ffDronpa. Each cell was
imaged with the Hamamatsu Fusion sCMOS and the IDS U-3060 CMOS
camera simultaneously, see fig. 4.1 for the experimental setup. For these
data sets, the Fusion sCMOS camera was mounted on the reflective path
of the beamsplitter, the IDS U-3060 CMOS camera was mounted on the
transmission path of the splitter. In each plot, the fitted position of the
signal SNR peak is quoted, and the quotient between both cameras’ SNRs
as SNR Fusion / SNR IDS CMOS.
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Figure A.2.: SNR analysis of multiple Cos-7 cells stained with ffDronpa. Each cell was
imaged with the Hamamatsu Fusion sCMOS and the IDS U-3060 CMOS
camera simultaneously, see fig. 4.1 for the experimental design. For these
data sets, the Fusion sCMOS camera was mounted on the transmission
path of the beamsplitter, the IDS U-3060 CMOS camera was mounted on
the reflective path of the splitter. In each plot, the fitted position of the
signal SNR peak is quoted, and the quotient between both cameras’ SNR
as SNR Fusion / SNR IDS CMOS.
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Figure A.3.: SNR analysis of multiple Cos-7 cells stained with ffDronpa. Each cell
was imaged with the Andor Ixon emCCD and the IDS U-3060 CMOS
camera simultaneously, see fig. 4.1 for the experimental design. For these
data sets, the Andor emCCD camera was mounted on the reflective path
of the beamsplitter, the IDS U-3060 CMOS camera was mounted on the
transmission path of the splitter. In each plot, the fitted position of the
signal SNR peak is quoted, and the quotient between both cameras’ SNR
as SNR Ixon emCCD / SNR IDS CMOS.
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the practical application of this approach, these points typically show up with
a higher than expected correlation, and thus do not follow the Gaussian fall-off
expected for the SOFI PSF curve. Additionally, since pixel correlations introduced
by the camera typically show a directionality (occurring more along the x- or y-
axis of the sensor), the PSF estimation will show a ’spread’ of points, with only
contributions stemming from a direction exhibiting the correlation showing up as
too high. In the analysis, these points are labeled as ’spurious correlation’ which
originate from the camera operation, and were excluded from the Gaussian fit used
to extract the PSF parameters.
A.1.3. Blazed grating angle determination software
A software package to simulate the blazed grating effect and determine the inten-
sity distributions depending on the angle of incidence, light wavelength and SIM
pattern has been created. The software is written in Java to work as a plugin to
scientific image processing package ImageJ [48]/FIJI [49] and provides GPU ac-
celeration through the jCuda framework [245]. The source code is available under
an open-source (GPLv3) licence in an online repository: github.com/biophotonics-
bielefeld/coherent-dmd-sim-simulator.
A.2. Sample preparation
A.2.1. Calibration sample
For the bead slides TetraSpeck Microspheres were purchased from Thermo Fischer
in the sizes 200 nm (#T-7280) and 100 nm (#T-7219). Both bead slides were
prepared the same way and will be addressed as TS. The TS stock solution was
diluted with double distilled water down to a 1:10 concentration. A small droplet
of approximately 1µl was placed on a ø12mm coverslip and spread all over it with
the pipette tip. After an incubation time of 1 h at room temperature in the dark,
the droplet was dried. Now, 2µl of glycerol was added on the coverslip and a cover
glass was placed on top without getting bubbles in the glycerol. Lastly, the sample
was sealed with nail polish at the edge of the coverslip on the cover glass.
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A.2.2. HIV-1 imaging
Live-cell HIV imaging
HIV-1 samples for live-cell imaging with the compact fluorescence microscope were
prepared by Lili Wang. In brief, the Jurkat-T cells (host cells) were transfected
with the plasmid encoding mCherry-Gag and sfGFP-Env and incubated overnight
at 37◦C. Next, primary T cells (target cell) and Jurkat-T cells were mixed at a
ratio of approximately 2:1 and cocultured at 37◦C. After 3 h, the mixture was fixed
with 4% PFA (paraformaldehyde) diluted in PBS (phosphate-buffered saline).
Counterstaining of fixed HIV samples
The fixed sample mixture of HIV+ Jurkat-T cells and primary T cells was sus-
pended in PBS and stored in an Eppendorf 1mL tube. The tube needed to be
flipped carefully in order to dilute the suspended cells. Now, the tip of a pipette
was cut of and used to remove 20µL of the sample solution. The droplet was placed
on a ø12mm coverslip and incubated at room temperature in the dark for 20min.
For the membrane stain, WGA647 (0.1µL, 1:2000 solution) was used if sfGFP was
present, otherwise FastDiO (1µL, stock solution). In both cases, the membrane
dyes incubated for 10min within the sample mixture at room temperature in the
dark. Next, the solution was completely removed, so that coverslip was nearly dry.
On the localization of the cells, 4µL Vectashield including DAPI (Vector Labora-
tories, #H1200) was added and a cover glass was placed on top without inducing
bubbles in the Vectashield. Lastly, the sample was sealed with nail polish.
A.2.3. SOFI samples
Cos-7 cells were cultured in DMEM (Dulbecco’s Modified Eagle’s Medium) sup-
plemented with FBS (fetal bovine serum), glutamax and gentamycin at 37◦C with
5% CO2. Cells were washed and detached from the growth flask using a 0.05%
Trypsin solution. The cell suspension was then seeded on 35mm glass bottom
culture dishes (#1.5 thickness, MatTek) to ensure a confluency of 50% - 80% for
transfection. Cells were then transfected with pcDNA::MAP4-ffDronpa [121] using
FuGENE6 (Promega) according to manufacturer’s instructions, and cells were in-
cubated for a maximum of 24 h before imaging. For the imaging process the media
was replaced with PBS.
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A.2.4. DMD-SIM samples
Fixed cells
HEK293T cells were transfected for transcient expression of LifeAct-mScarlet and
vLamp1-mScarlet fusions with Lipofectamine 3000 (#L3000015, ThermoFisher)
according to the manufacturer’s protocol. pLifeAct-mScarlet-N1 and Lamp1-
mScarlet-I were a gift from Dorus Gadella (Addgene plasmid # 85054; http://n2t.
net/addgene:85054; RRID:Addgene_85054 and Addgene plasmid # 98827; http://
n2t.net/addgene:98827; RRID:Addgene_98827) [171, 246]. The cells were fixed
24 h post-transfection with 4% paraformaldehyde at room temperature for 10min.
Living cells
U2OS cells were stained for mitochondria or endoplasmic reticulum with respec-
tively MitoTracker Red (ThermoFisher, #M22425) or ERTracker Red (Ther-
moFisher, #E34250) according to the manufacturer’s protocols.
Core-shell microgels
The microgels were synthesized by Pia Otto and further processed by Stephan
Bergmann. The core consists of PNIPMAM (poly-N-isopropylmethacrylamide)
and the shell is made of PNNPAM (poly-N-n-propylacrylamide). The particles
were stained with rhodamine 6G.
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B. Acronyms
AC auto-cumulants
AFM atomic force microscopy
AIDS acquired immunodeficiency syndrome
AOTF acousto-optical tunable filter
BP band-pass
CC cross-cumulants
CCD charge coupled device
CMOS complementary metal-oxide semiconductor
DMD digital micromirror device
DMEM Dulbecco’s Modified Eagle’s Medium
DNA deoxyribonucleic acid
dSTORM direct stochastic optical reconstruction microscopy
dWF deconvoluted wide-field
emCCD electron multiplying charge coupled device
ER endoplasmic reticulum
FBS fetal bovine serum
FCS fluorescence correlation microscopy
FLCOS ferro-electric light modulators
FP fluorescent protein
FRAP fluorescence recovery after photobleaching
FRC Fourier ring correlation
fWF filtered wide-field
FWHM full-width-at-half-maximum
GFP green fluorescent protein
GPU graphics processing unit
HILO highly inclined and laminated optical sheet
HIV human immunodeficiency virus
ISMMS Icahn school of medicine at Mount Sinai
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LED light-emitting diode
LP long-pass
MOSFET metal-oxide-semiconductor field-effect transistor
mRNA messanger ribonucleic acid
NA numerical aperture
ND neutral density
NPC nuclear pore complex
OTF optical transfer function
PAINT points accumulation for imaging in nanoscale topography
PALM photo-activated localization microscopy
PBS phosphate-buffered saline
PSF point spread function
RESOLFT reversible saturable/switchable optical linear fluorescence transitions
RNA ribonucleic acid
sCMOS scientic-grade complementary metal-oxide semiconductor
SERS surface-enhanced Raman scattering
sfGFP super-folded green fluorescent protein
SIM structured illumination microscopy
SLM spatial light modulator
SMLM single molecule localization microscopy
SNR signal-to-noise ratio
SOFI super-resolution optical fluctuation imaging
SR super-resolution
STED stimulated emission depletion
STORM stochastic optical reconstruction microscopy
TIRF total internal reflection fluorescence
tRNA transfer ribonucleic acid
TTL transistor-transistor logic
TS TetraSpeck
VS virological synapse
WF wide-field
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