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A NEW FORMULA FOR PFAFFIAN-TYPE SEGAL-SUGAWARA
VECTOR
NATASHA ROZHKOVSKAYA
Abstract. A combinatorial formula for Pfaffian for the universal enveloping algebra U(oˆ2n)
of the affine Kac–Moody algebra oˆ2n is proved. It allows easily to compute the image of this
Segal-Sugawara vector under the Harish-Chandra homomorphism and to deduce formulas for
classical Pfaffian of universal enveloping algebra U(o2n) of the even orthogonal Lie algebra.
1. Introduction
Let U(g) be the universal enveloping algebra of a simple Lie algebra g. The Harish-
Chandra isomorphism identifies the center Z(g) of the algebra U(g) with the algebra of
polynomials over the Cartan subalgebra h of g that are invariant under a certain action of
the corresponding Weyl group W . The elements of Z(g) act in finite-dimensional irreducible
representations of g by multiplication by scalars, and these eigenvalues can be found from
the images of central elements under the Harish-Chandra isomorphism.
For the even orthogonal Lie algebra g = o2n the center is generated by n elements those
images under the Harish-Chandra isomorphism areW -invariant polynomials over h of degrees
2, 4, 6, . . . , 2n−2 and n. There are several constructions that define these generators explicitly
(see, e.g. [5, 8, 10, 12]). In particular, the generator of degree n can be realized as a non-
commutative Pfaffian of a certain matrix with coefficients in U(o2n). Namely, in the notations
of Section 2, if F is the 2n × 2n matrix those entries {Fij}, (i, j ∈ {−n, . . . ,−1, 1, . . . n})
are standard generators of U(o2n), and J2n is the matrix of the form that defines o2n, the
Pfaffian of F˜ = FJ2n is the central element defined by the formula
Pf (F˜ ) =
1
2nn!
∑
σ∈S[−n;n]
sgn (σ)(FJ2n)σ(−n)σ(−n+1) . . . (FJ2n)σ(n−1)σ(n). (1.1)
In [4] a combinatorial formula for Pf F˜ is proved, which (with some change of notations to
match the notations of this note) can be formulated as follows:
Pf (F˜ ) =
⌊n/2⌋∑
k=0
∑
I,J⊂{−n,...,−1}
|I|=|J |=2k
sgn(I¯, I)sgn(J¯ , J)det (F˜I¯ J¯ + ρ(|J |))Pf F˜−J JPf F˜I −I . (1.2)
Here for a subset I of {−n, . . . ,−1}, the set I¯ is the complement of I in {−n, . . . ,−1}; a
submatrix F˜IJ is defined by F˜IJ = (F˜ij)i∈I,j∈J ; ρ(k) stands for the diagonal matrix ρ(k) =
diag (k − 1, k − 2, . . . , 1, 0); the expressions det (F˜I¯J¯ + ρ(|J |)), Pf F˜−J J , Pf F˜I −I are certain
noncommutative analogues of the determinant and Pfaffian of a matrix; sgn(I¯, I), sgn(J¯ , J)
are the signs of certain permutations. (We refer the reader for full details to [4].) The
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advantage of this formula is that it immediately provides the eigenvalues of the central
element Pf F˜ on the highest weight modules.
The purpose of this note is to prove a similar to (1.2) combinatorial formula for a Pfaffian
of the matrix of generators for the universal enveloping algebra U(oˆ2n) of the affine Kac–
Moody algebra oˆ2n. using the techniques of [9] and [4]. The main results of this paper are
Theorems 3.1 and 4.1.
In general, for a simple Lie algebra g over C, the vacuum module V−h∨(g) over the affine
Kac–Moody algebra gˆ at the critical level −h∨ is defined as the quotient of the universal
enveloping algebra U(gˆ) by the left ideal generated by g[t] and K + h∨, where h∨ denotes
the dual Coxeter number for g. As a vertex algebra, V−h∨(g) has a non-trivial center z(gˆ)
defined by
z(gˆ) = {S ∈ V−h∨(g) | g[t]S = 0}.
It structure is described by the Feigin-Frenkel theorem (1992); see [1] for detailed exposition.
In [2, 3, 6] complete sets of explicit generators of the commutative algebra z(gˆ) are constructed
for classical Lie algebras. In the case of g = o2n the set of generators contains an element
Pf F˜ [−1] defined below by (2.1), and this element is the main focus of this note.
Our goal is to prove a combinatorial formula (Theorem 3.1 and Theorem 4.1) for Pf F˜ [−1]
in the spirit of formulas for Pfaffians proved in [4]. The immediate application of this result
is that it allows to compute easily the image of the Pfaffian Pf F˜ [−1] under the Harish-
Chandra homomorphism (Section 5). The algebra z(oˆ2n) is a commutative subalgebra of
U(t−1o2n[t
−1])h – the algebra of invariants under the action of the Cartan subalgebra h.
A restriction of a Harish-Chandra homomorphism U(t−1o2n[t
−1])h → U(t−1h[t−1]) to the
subalgebra z(oˆ2n) yields an isomorphism of z(oˆ2n) to the classical W-algebra W(o2n) (see
[1, 7]). The Harish-Chandra images of generators of z(gˆ) for classical Lie algebras g were
computed in [2, 7]. Below Corollary 5.1 deduces the Harish-Chandra image of Pf F˜ [−1] from
the Theorem 3.1 (or Theorem 4.1) of the paper.
Moreover, we illustrate in Section 6 that the formulas of [4] for Pfaffians in classical case
can be deduced from the formulas for affine Lie algebra oˆ2n proved in this note.
Acknowledgements. The author is very grateful to A. I.Molev for brining this problem to
her attention and for valuable discussions. She also would like to thank Max Planck Institute
for Mathematics for warm hospitality.
2. Application of exterior calculus
Let J2n be a 2n × 2n symmetric matrix with ones on the anti-diagonal and zeros else-
where. Consider the corresponding realization of o2n as a Lie algebra of 2n × 2n complex-
valued matrices X that satisfy XTJ2n + J2nX = 0. We will use the notation [−n;n] =
{−n, . . . ,−1, 1, . . . , n} (the interval of integers from −n to n with the element 0 being omit-
ted). Let {Ei,j}i,j∈[−n;n] be the matrices that have one in the ith row and jth column and
zeros elsewhere. Set for i, j ∈ [−n;n]
Fi,j = Ei,j − E−j,−i, (Fi,j = −F−j,−i).
The Cartan subalgebra h of o2n is generated by elements Fii (i = −n, . . . ,−1). Using the
bilinear form
〈X, Y 〉 =
1
2
tr(XY ) for X, Y ∈ o2n,
2
one defines the extended affine Kac–Moody algebra oˆ2n ⊕ Cτ = o2n[t, t
−1] ⊕ CK ⊕ Cτ and
set X [r] = Xtr, r ∈ Z. Then the commutation relations in oˆ2n are
[X [r], Y [s]] = [X, Y ][r + s] + rδr,−s〈X, Y 〉K,
[τ,X [r]] = −rX [r − 1], [oˆ2n, K] = 0.
In particular, for i, j, k, l ∈ [−n;n] one gets
[Fi,j[r], Fk,l[s]] = δj,kFi,l[r + s] + δi,lF−j,−k[r + s]− δj,−lFi,−k[r + s]− δi,−kF−j,l[r + s]
+ rδr,−s(δj,kδi,l − δi,−kδj,−l)K.
U(oˆ2n) stands for the universal enveloping algebra of oˆ2n. Define F [r] as U(oˆ2n)-valued
matrix of size 2n × 2n with entries (F [r])i,j = Fi,j[r] for i, j ∈ [−n;n]. Then the matrix
F˜ [−1] = F [−1]J2n is skew-symmetric and, similarly to the classical case, one defines the
Pfaffian of F˜ [−1] as
Pf F˜ [−1] =
1
2nn!
∑
σ∈S[−n;n]
sgn (σ)F˜σ(−n),σ(−n+1)[−1] . . . F˜σ(n−1),σ(n)[−1], (2.1)
where the sum is over all permutations of the elements of the set [−n;n]. By Lemma 4.3 in
[6], the Pfaffian of F˜ [−1] is an element of Feigin-Frenkel center z(oˆ2n). Our goal is to prove
a combinatorial formula for Pf F˜ [−1] that, in particular, allows easily to compute the image
of this Segal-Sugawara vector under the Harish-Chandra homomorphism.
As in [9], it is convenient for us to express Pfaffian-like elements as coefficients of powers
of certain two-forms. Consider the algebra Λ generated by elements {ei}i∈[−n;n] with the
defining relations eiej = −ejei for all i and j. Define the U(oˆ2n)-valued two-form
Ω[s] =
∑
i,j∈[−n;n]
eie−jFi,j[s] ∈ Λ⊗ U(oˆ2n).
Lemma 2.1.
(Ω[−1])n = e−ne−n+1 . . . e−1e1 . . . en2
nn!PfF˜ [−1].
Proof. (cf. Proposition 1.1 in [9] and Lemma 4.1 in [4]):
Ω[−1]n =
∑
i1,j1,...,in,jn∈[−n;n]
ei1e−j1 . . . eine−jnFi1,j1[−1] . . . Fin,jn[−1]
=
∑
i1,j1,...,in,jn∈[−n;n]
ei1ej1 . . . einejnF˜i1,j1[−1] . . . F˜in,jn[−1]
= e−ne−n+1 . . . en−1en
∑
σ∈S[−n;n]
sgn(σ)F˜σ(−n),σ(−n+1)[−1] . . . F˜σ(n−1),σ(n)[−1]
= e−ne−n+1 . . . en−1en 2
nn!Pf F˜ [−1].

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We also introduce the following forms:
Θ[r] =
−1∑
i=−n
n∑
j=1
eie−jFi,j[r], Θ˜[r] =
n∑
i=1
−1∑
j=−n
eie−jFi,j[r],
Ξ[r] =
−1∑
i,j=−n
eie−jFi,j[r], Ψ =
n∑
j=1
eje−j ,
ξ[−1] = Ξ[−1] + 2Ψτ, ξ˜[−1] = Ξ[−1]− 2Ψτ,
X [−1] = Θ[−1] + ξ[−1], Y [−1] = Θ˜[−1] + ξ˜[−1].
The following properties of the forms hold:
Lemma 2.2.
Ψ =
−1∑
j=−n
e−jej = −
−1∑
j=−n
eje−j = −
n∑
j=1
e−jej .
[Ξ[r],Ξ[s]] = −rδr,−sΨ
2K, (2.2)
[Θ[r],Θ[s]] = [Θ˜[r], Θ˜[s]] = 0, (2.3)
[Θ[r], Θ˜[s]] = −4ΨΞ[r + s] + 2rδr,−sΨ
2K, (2.4)
[Ξ[r],Θ[s]] = 2ΨΘ[r + s], [Ξ[r], Θ˜[s]] = −2ΨΘ˜[r + s], (2.5)
[Ξ[−1] + 2aΨτ,Θ[s]] = 2Ψ(1− as)Θ[s− 1], (2.6)
[Ξ[−1] + 2bΨτ, Θ˜[s]] = 2Ψ(−1− bs)Θ˜[s− 1], (2.7)
[X [−1], Y [−1]] = 0. (2.8)
Proof. All of these relations can be checked directly. We illustrate this with calculations of
(2.4). With i, l ∈ {−n, . . . ,−1} and j, k ∈ {1, . . . , n},
[Θ[r], Θ˜[s]] =
∑
ijkl
eie−jeke−l[Fi,j [r], Fk,l[s]] =
∑
ijkl
eie−jeke−l
×
(
δj,kFi,l[r + s] + δi,lF−j,−k[r + s]− δj,−lFi,−k[r + s]− δi,−kF−j,l[r + s]
+ rδr,−s(δj,kδi,l − δi,−kδj,−l)K
)
= −Ψ
(∑
i,l
eie−lFi,l[r + s] +
∑
j,k
e−jekF−j,−k[r + s]
+
∑
i,k
eiekFi,−k[r + s] +
∑
j,l
e−je−lF−j,l[r + s]
)
+ 2rδr,−sΨ
2K
= −4ΨΞ[r + s] + 2rδr,−sΨ
2K.

Observe that Ω[−1] = Θ˜[−1] + 2Ξ[−1] + Θ˜[−1] = X [−1] + Y [−1], and since X [−1] and
Y [−1] commute, we can write
Ω[−1]n = (X [−1] + Y [−1])n =
∑
m+k=n
(
n
m
)
Y [−1]mX [−1]k.
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From now on we will use the following notation: for a non-negative integer a and a partition
α ⊢ a, α = (a1 ≥ · · · ≥ al ≥ 0), denote as Θ˜[−α] = Θ˜[−a1] . . . Θ˜[−al], and as Θ[−α] =
Θ[−a1] . . .Θ[−al]. We also set Θ˜[−(0)] = Θ[−(0)] = 1.
Proposition 2.1.
Y [−1]m =
m∑
a=0
∑
α⊢a
m!
(m− a)!m1!m2! . . .
(−2Ψ)a−l(α)Θ˜[−α] (ξ˜[−1])m−a,
X [−1]m =
m∑
a=0
∑
α⊢a
m!
(m− a)!m1!m2! . . .
(−2Ψ)a−l(α)(ξ[−1])m−aΘ[−α],
where the sum is taken over all partitions α = (1m1 , 2m2 . . . ) ⊢ a, and l(α) is the length of
α: l(α) = m1 +m2 + . . . .
Proof. We prove the statement in two steps. First, we show that Y [−1]m and X [−1]m can be
expressed as linear combinations of ordered terms labeled by compositions of integer numbers
a, 1 ≤ a ≤ m.
Lemma 2.3.
Y [−1]m =
m∑
a=1
∑
a¯
C(a¯, m)(−2Ψ)a−lΘ˜[−a1]Θ˜[−a2] . . . Θ˜[−al] (ξ˜[−1])
m−a,
X [−1]m =
m∑
a=1
∑
a¯
C(a¯, m)(−2Ψ)a−l(ξ[−1])m−aΘ[−a1] Θ[−a2] . . .Θ[−al],
where the sum is taken over all ordered l-tuples a¯ = (a1, . . . , al), with 0 ≤ l ≤ m, ai ≥ 1 and∑l
i=1 ai = a ≤ m. Here
C(a¯, m) =
m!
(m− a)!
l∏
s=1
as
(a1 + · · ·+ as)
.
Proof. Y [−1]m = (Θ˜[−1] + ξ˜[−1])m is the sum of monomials of the form
ξ˜[−1]p1Θ˜[−1]ξ˜[−1]p2Θ˜[−1] . . . ξ˜[−1]plΘ˜[−1]ξ˜[−1]pl+1, (2.9)
where pi ≥ 0 and p1 + · · ·+ pl+1 = m− l. From (2.7),
ξ˜[−1]pΘ˜[−1] =
p+1∑
s=1
(
p
s− 1
)
(−2Ψ)s−1s!Θ˜[−s]ξ˜[−1]p−s+1, (2.10)
and we obtain that the terms of the monomials (2.9) can be permuted to obtain that Y [−1]m
as a linear combination
Y [−1]m =
∑
a¯
c(a¯, m)(−2Ψ)a−la1!a2! . . . al!Θ˜[−a1]Θ˜[−a2] . . . Θ˜[−al] (ξ˜[−1])
m−a (2.11)
with certain coefficients c(a¯, m) and the sum taken over all ordered l-tuples a¯ = (a1, . . . , al)
that satisfy ai ≥ 1 (i = 1, . . . , l), a =
∑l
i=1 ai. Our goal is to compute c(a¯, m). Fix the
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ordered l-tuple (a1, . . . , al) and consider the corresponding term in the sum (2.11). We use
the following notations:
A1 = a1 − 1, A2 = (a1 − 1) + (a2 − 1), . . . , Al = (a1 − 1) + · · ·+ (al − 1),
P1 = p1 + · · ·+ pl+1 = m− l, P2 = p2 + · · ·+ pl+1, . . . ,
Pl+1 = pl+1, Pk = 0 (k > l + 1).
Then from (2.10),
c(a¯, m) =
∑
pi≥0, p1+···+pl+1=m−l
(
p1
a1 − 1
)(
p1 + p2 −A1
a2 − 1
)
. . .
(∑l
i=1 pi −Al−1
al − 1
)
=
∑
pi≥0, p1+···+pl+1=m−l
(
m− l − P2
a1 − 1
)(
m− l − P3 −A1
a2 − 1
)
. . .
(
m− l − Pl+1 − Al−1
al − 1
)
=
m−l∑
pl+1=0
(
m− l − Pl+1 − Al−1
al − 1
)
· · ·
m−l−P4∑
p3=0
(
m− l − P3 −A1
a2 − 1
)m−l−P3∑
p2=0
(
m− l − P2
a1 − 1
)
.
We compute the sums of this expression starting from the last one. Recall that
r∑
j=0
(
j
k
)
=
(
r + 1
k + 1
)
and
(
j − b
a
)(
j
b
)
=
(
j
a + b
)(
a+ b
a
)
.
We get
m−l−P3∑
p2=0
(
m− l − P2
a1 − 1
)
=
(
m− l + 1− P3
a1
)
and (
m− l − P3 −A1
a2 − 1
)(
m− l + 1− P3
a1
)
=
(
m− l + 1− P3
a1 + a2 − 1
)(
a1 + a2 − 1
a2 − 1
)
.
Similarly,
m−l−Ps+1∑
ps=0
(
m− l + s− 2− Ps
a1 + · · ·+ as−1 − 1
)
=
(
m− l + s− 1− Ps+1
a1 + · · ·+ as−1
)
and(
m− l − Ps+1 − As−1
as − 1
)(
m− l + s− 1− Ps+1
a1 + · · ·+ as−1
)
=
(
m− l + s− 1− Ps+1
a1 + · · ·+ as − 1
)(
a1 + · · ·+ as − 1
as − 1
)
.
By induction,
c(a¯, m) =
(
m
a1 + · · ·+ al
)(
a1 + · · ·+ al − 1
al − 1
)
. . .
(
a1 + a2 − 1
a2 − 1
)
=
m!
(m− a)!
l∏
s=1
1
(a1 + · · ·+ as)(as − 1)!
.
Set C(a¯, m) = a1!a2! . . . al! c(a¯, m), and the statement of Lemma 2.3 follows from (2.11).
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For X [−1]m the same arguments apply since
Θ[−1]ξ[−1]p =
p+1∑
s=1
(
p
s− 1
)
(−2Ψ)s−1s!ξ[−1]p−s+1Θ[−s].

Observe now that Θ˜[−a] and Θ˜[−b] commute for a, b ≥ 1. Thus the factors of any mono-
mial Θ˜[−a1]Θ˜[−a2] . . . Θ˜[−al] can be rearranged into a monomial Θ˜[−ai1 ]Θ˜[−ai2 ] . . . Θ˜[−ail ]
so that (ai1 ≥ · · · ≥ ail ≥ 1) is a partition of a, and
Y [−1]m =
m∑
a=1
∑
α⊢a
m!
(m− a)!
C(α)
l∏
s=1
as (−2Ψ)
a−lΘ˜[−α] (ξ˜[−1])m−a,
where the sum is taken over all partitions α = (a1 ≥ a2 ≥ · · · ≥ al ≥ 1) of a, and
C(α) =
∑ 1
(ai1)(ai1 + ai2) . . . (k1a1 · · ·+ klal)
,
– the sum is taken over all distinct permutations (ai1 , . . . , ail) of the parts of α.
The following lemma allows to compute the coefficients of that linear combination.
Lemma 2.4. Let {a1, a2, . . . , ar) be a set of distinct positive numbers and let
α = (a1, . . . a1, a2, . . . , a2, . . . ar, . . . , ar) be an ordered l-tuple, where the part ai appears with
multiplicity ki (therefore, l = k1 + · · ·+ kr). Then∑ 1
(ai1)(ai1 + ai2) . . . (k1a1 + · · ·+ krar)
=
1
k1!a
k1
1 . . . kr!a
kr
r
, (2.12)
where the sum on the left-hand side is taken over distinct permutations (ai1 , . . . , ail) of α =
(a1, . . . a1, a2, . . . , a2, . . . ar, . . . , ar).
Proof. Denote the sum on the left-hand side of (2.12) as C(α). Assume first that ki = 1
(i = 1, . . . , r). Then for r = 2,
C((a1, a2)) =
1
a1(a1 + a2)
+
1
a2(a1 + a2)
=
1
a1a2
. (2.13)
By induction for general α with all distinct parts we show that
C(α) =
∑
σ∈Sr
r∏
s=1
1
(aσ(1) + · · ·+ aσ(s))
(2.14)
=
r∑
k=1
∑
σ∈Sr ,σ(r)=k
1
(aσ(1) + · · ·+ aσ(r−1) + ak)
r−1∏
s=1
1
(aσ(1) + · · ·+ aσ(s−1))
(2.15)
=
r∑
k=1
∑
σ∈Sr ,σ(r)=k
1
(aσ(1) + · · ·+ aσ(r−1) + ak)
1
a1 . . . aˆk . . . ar
=
1
a1 . . . ar
. (2.16)
(aˆk means that the factor ak is omitted). Now suppose that not all of ki = 1 in α. For
simplicity of the argument, let us assume that k1 6= 1, and the rest of ki = 1. Then consider
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αε = (a1 + ε1, a1 + ε2, . . . , a1 + εk1, a2, . . . , ar) with such values of εi that all the terms of αε
are distinct. C(αǫ) is a rational function of (ε1, . . . εk1). When all εi → 0,
1
(a1 + ε1) . . . (ak1 + εk1)ak1+1 . . . ar
→
1
(a1)k1ak1+1 . . . ar
.
On the other hand,
C(αǫ)→
∑
σ∈Sr−k1+1
r∏
s=1
k1!
(aσ(1) + · · ·+ aσ(s))
,
where the sum is taken over all permutations of the set {1, 2, . . . , r}. By generalizing this
argument one can show that if α has distinct parts {a1, . . . , ar} with the corresponding mul-
tiplicities {k1, . . . , kr}, the value of C(α) is given by the formula C(α) = 1/(k1!a
k1
1 . . . kr!a
kr
r ).

Applying Lemma 2.4 and rewriting the partition α in the form α = (1m1 , 2m2, . . . ), we get
the statement of Proposition 2.1. 
3. Formula for Ω[−1]n
We use notation adτ for the operator f 7→ [τ, f ] acting on U(oˆ2n).
Theorem 3.1. For the Lie algebra o2n,
Ω[−1]n =
⌊n/2⌋∑
l=0
∑
a,b,
2l≤a+b≤n
2n−2ln!
(n− a− b)!

 ∑
α⊢a,l(α)=l
1
m1!m2! . . .
Θ˜[−α]


× (−Ψ)a+b−2l
(
(Ξ[−1]−Ψadτ )
n−a−b · 1
)  ∑
β⊢b,l(β)=l
1
m′1!m
′
2! . . .
Θ[−β]

 ,
where we use the notations α = (1m1 , 2m2, . . . ) ⊢ a and β = (1m
′
1 , 2m
′
2 , . . . ) ⊢ b .
Example 3.1. For n = 2 the partitions that contribute to the sum of the formula are α =
β = ∅ and α = β = (1). Accordingly, in o4 we get
Ω[−1]2 = 4(Ξ[−1]−Ψadτ )
2 · 1 + 2Θ˜[−1]Θ[−1].
For n = 3 the partitions that contribute to the sum of the formula are α = β = ∅; α = β =
(1); α = (2), β = (1) or α = (1), β = (2). Accordingly, in o6 we get
Ω[−1]3 = 8(Ξ[−1]−Ψadτ )
3 · 1 + 12Θ˜[−1] ((Ξ[−1]−Ψadτ ) · 1)Θ[−1]
− 12Ψ(Θ˜[−2]Θ[−1] + Θ˜[−1]Θ[−2]).
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Proof.
Ω[−1]n =
n∑
m=0
(
n
m
)
Y [−1]mX [−1]n−m
=
n∑
m=0
m∑
a=0
n−m∑
b=0
∑
α⊢aβ⊢b
(
n
m
)
m! (n−m)!
(m− a)!(n−m− b)!m1!m2! . . .m′1!m
′
2! . . .
(−2Ψ)b+a−l(α)−l(β)Θ˜[−α](ξ˜[−1])m−a(ξ[−1])n−m−bΘ[−β]
=
∑
0≤a+b≤n
∑
α,β
n!
(n− a− b)!m1!m2! . . .m′1!m
′
2! . . .
(−2Ψ)a+b−l(α)−l(β)
× Θ˜[−α]
(
n−b∑
m=a
(
n− a− b
m− a
)
(ξ˜[−1])m−a(ξ[−1])n−m−b
)
Θ[−β].
Denote as
Pr =
r∑
k=0
(
r
k
)
(ξ˜[−1])k(ξ[−1])r−k, P0 = 1.
One has:
Pr = ξ˜[−1]Pr−1 + Pr−1ξ[−1] = (Ξ[−1]− 2Ψτ)Pr−1 + Pr−1(Ξ[−1] + 2Ψτ)
= Ξ[−1]Pr−1 + Pr−1Ξ[−1]− 2Ψ[τ, Pr−1].
If Pr−1 is a sum of monomials in Ψ and Ξ[s] with some negative values of s, then [τ, Pr−1] is
also a sum of monomials in Ψ and Ξ[s] with some negative values of s. This, together with
the fact that P1 = 2Ξ[−1], implies that all Pr are linear combinations of monomials in Ψ
and Ξ[s] (s < 0), each of them commutes with Ξ[−1] and we can write
Pr = 2(Ξ[−1]Pr−1 −Ψ[τ, Pr−1]) = 2(Ξ[−1]−Ψadτ )Pr−1 = 2
r(Ξ[−1]−Ψadτ )
r · 1.
Thus(
n−b∑
m=a
(
n− a− b
m− a
)
(ξ˜[−1])m−a(ξ[−1])n−m−b
)
=
(
2n−a−b(Ξ[−1]−Ψadτ )
n−a−b · 1
)
.
Also notice that since Ω[−1]n is a form of full degree, the number of parts α and β in non-zero
terms is the same: l(α) = l(β) = l. This completes the proof of the theorem. 
4. Explicit formula for Pfaffian Pf F˜ [−1]
Pfaffian Pf F˜ [−1] is given by the coefficient of the monomial e−ne−n+1 . . . en−1en in the form
Ω[−1]n . One can use Lemma 4.1 below to interpret through Pfaffian- and determinant-like
elements the expressions Θ˜[−α], (Ξ[−1]−Ψadτ )
r, Θ[−β] in the statement of Theorem 3.1.
For subsets I, J of [−n;n] such that |I| = |J | = l we denote as Φ[−s]IJ an l× l-submatrix
of the matrix Φ[−s] = (F [−s] + adτ · Id)
ΦIJ [−s] = (Fi,j[−s] + adτδij)i∈I,j∈J .
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and set
det ΦIJ [−1] =
∑
σ∈Sl
sgn (σ)Φiσ(1),j1 . . .Φiσ(l),jl.
Also we define for subsets I = (i1 < · · · < il) of {−n, . . . ,−1} the elements
PfΦ+I−I [−β] =
1
2ll!
∑
σ∈S2l
sgn (σ)Fiσ(1),−iσ(2)[−β1] . . . Fiσ(2l−1),−iσ(2l)[−βl], (4.1)
PfΦ−I+I [−α] =
1
2ll!
∑
σ∈S2l
sgn (σ)F−iσ(1),iσ(2)[−α1] . . . F−iσ(2l−1),iσ(2l)[−αl]. (4.2)
Lemma 4.1. For partitions α, β and for r ∈ Z+,
Θ˜[−α] = 2ll!
∑
−n≤i1<···<i2l≤−1
e−i1 . . . e−i2l PfΦ−I+I [−α],
Θ[−β] = 2ll!
∑
−n≤i1<···<i2l≤−1
ei1 . . . ei2l PfΦ+I−I [−β],
(Ξ[−1]−Ψadτ )
r · 1 = r!
∑
−n≤i1<···<ir≤−1
−n≤j1<···<jr≤−1
ei1 . . . eire−jr . . . e−j1 (detΦI,J [−1]) · 1.
Proof. The first and the second equalities follow from the definitions (4.1-4.2), and the proof
of the third equality repeats word-to-word the proof of Proposition 4.5. in [4] if we observe
that Ξ[−1] − Ψadτ =
∑−1
j=−n ηje−j, where ηj =
∑−1
i=−n ei(Fi,j[−1] + adτδij) and satisfy
ηjηk + ηkηj = 0. 
Example 4.1. For n = 2 one gets 4(Ξ[−1]−Ψadτ )
2 = 8e−2e−1e1e2 det(Φ[−1])·1 and Θ[−1] =
2e−2e−1F−2,1[−1], Θ˜[−1] = 2e1e2F1,−2[−1]. Therefore,
Pf F˜ [−1] = det(Φ[−1]) · 1− F1,−2[−1]F−2,1[−1]
= (F−2,−2[−1]F−1,−1[−1]− F−1,−2[−1]F−2,−1[−1] + F1,−2[−1]F−2,1[−1] + F−1,−1[−2]).
This example illustrates that Theorem 3.1 can be used to compute the Pfaffian Pf F˜ [−1]:
we find by that theorem the value of Ω[−1]n, and then by Lemma 2.1, the coefficient of the
monomial e−ne−n+1 . . . en−1en in Ω[−1]
n is 2nn! Pf F˜ [−1]. For the sake of completeness we
write explicitly the general formula for that coefficient (c.f. Theorem 4.7 in [4]), though it
involves more technical notations. The statements of Theorems 3.1 above and 4.1 below are
equivalent.
If I = (i1 < · · · < ik) is a string of elements of subset of of {−n, . . . ,−1} written in
increasing order, denote as −I = (−i1 > · · · > −ik). Consider subsets J, I1, I2, J1, J2 of
{−n, . . . ,−1} that satisfy the properties:
I1 ⊔ J1 ⊔ J = J ⊔ J2 ⊔ I2 = {−n, . . . ,−1}, (4.3)
|I1| = |I2| = 2l, |J1| = |J2| = n− a− b. (4.4)
Write the elements of strings [J, J2, I2] exactly in that order. We denote by sgn (J, J2, I2)
the sign of the permutation of the elements of this string that puts them in the increasing
order (−n, . . . ,−1). Similarly, sgn (−I1,−J1,−J) is the sign of the permutation of the
elements of this string that puts them in the increasing order (1, . . . , n).
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Theorem 4.1.
Pf F˜ [−1] =
⌊n/2⌋∑
l=0
∑
a,b
0≤a+b≤n
∑
I1,J1,I2,J2,J
sgn (J, J2, I2)sgn (−I1,−J1,−J)
×

 ∑
α⊢a,l(α)=l
l!
m1!m2! . . .
PfΦ−I1+I1[−α]


× ((a+ b− 2l)!(detΦJ2,J1[−1] · 1))

 ∑
β⊢b,l(β)=l
l!
m′1!m
′
2! . . .
Φ+I2−I2[−β]

 , (4.5)
the third sum is taken over subsets J, I1, I2, J1, J2 of {−n, . . . ,−1} that satisfy the properties
(4.3, 4.4).
Proof. Using for a subset I = (i1 < · · · < ik) of {−n, . . . ,−1} the notations eI = ei1 . . . eik ,
e−I = e−i1 . . . e−ik , e−I˜ = e−ik . . . e−i1 , combine Theorem 3.1 and Lemma 4.1 to obtain
Ω[−1]n = 2nn!
⌊n/2⌋∑
l=0
∑
0≤a+b≤n
∑
I1,J1,I2,J2
(−Ψ)a+b−2le−I1eJ2e−J˜1eI2
×
∑
α⊢a,l(α)=l
l!
m1!m2! . . .
PfΦ−I1I1 [−α](det ΦJ2J1[−1] · 1)
×
∑
β⊢b,l(β)=l
l!
m′1!m
′
2! . . .
PfΦI2−I2 [−β]
Note that
(−Ψ)r = (r)!
∑
J⊂{−n···−1}, |J |=r
(−1)
r(r−1)
2 eJe−J ,
and that
(−1)
(a+b−2l)(a+b−2l−1)
2 eJe−Je−I1eJ2e−J˜1eI2 = eJeJ2eI2e−I1e−J1e−J .
By comparing the order of the terms of this monomial with the monomial e−ne−n+1 . . .
e−1e1 . . . en−1en we get formula (4.5). 
5. Harish-Chandra image of the Pfaffian
The Feigin-Frenkel center z(oˆ2n) is a commutative subalgebra of U(t
−1o2n[t
−1])h. Consider
a left ideal I of U(t−1o2n[t
−1]) that is generated by the elements Fij [r] for −n ≤ i < j ≤ n
and r < 0. The quotient of U(t−1o2n[t
−1])h by the two-sided ideal U(t−1o2n[t
−1])h ∩ I is
isomorphic to the commutative algebra that is freely generated by the images of the elements
Fii[r] (i = −n, . . . ,−1, r < 0). Denote these images as µi[r] = Fii[r].We get an analogue of
classical Harish-Chandra homomorphism
χ : U(t−1o2n[t
−1])h → U(t−1h[t−1]),
and U(t−1h[t−1])h can be viewed as a polynomial algebra in variables {µi[r], i = −n, . . . ,−1, r <
0}. The restriction of χ to z(oˆ2n) yields an isomorphism z(oˆ2n)→W(o2n), where W(o2n) is
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the classical W-algebra of o2n. It is a subalgebra of U(t
−1o2n[t
−1])h annihilated by screen-
ing operators ([1], Chapter 7). The elements of W(o2n) are polynomials in µi[r] (r < 0,
i = −n, . . . ,−1). We give a new direct proof of the following corollary established in [7].
Corollary 5.1.
χ(Pf F˜ [−1]) = (µ−n[−1] + adτ ) . . . (µ−1[−1] + adτ ) · 1.
Proof. Only the terms with a = b = 0 will survive under Harish-Chandra homomorphism in
the formula of Theorem 3.1 for Ω[−1]n:
χ(Ω[−1]n) = χ(2n(Ξ[−1]− Tadτ )
n · 1) = 2nn! e1 . . . ene−1 . . . e−n χ(det (F [−1] + adτ ) · 1)
= 2nn! e1 . . . ene−1 . . . e−n (µ−n[−1] + adτ ) . . . (µ−1[−1] + adτ ) · 1

6. Deducing the formula for Pfaffian for U(o2n)
In this section we would like to illustrate that the application of evaluation homomorphism
to the statement of Theorem 3.1 implies the formulas for Pfaffian of the universal enveloping
algebra U(o2n) in [4] (namely, Proposition 4.4. there).
Let z be another variable and consider a homomorphism of algebras ϕ : U(t−1o2n[t
−1])→
U(o2n) ⊗ z
−1C〈z−1〉, defined by ϕ(Fij [r]) = Fij ⊗ z
r, ϕ(K) = 0. Then the action of adτ is
identified with the operator −∂z by the rule ϕ([τ, f ]) = −∂z(ϕ(f)). Let us apply ϕ to the
formula of the Theorem 3.1.
We have:
ϕ(Ω[−1]n) = Ωnz−n, where Ω =
∑
i,j∈[−n;n]
eie−jFi,j ∈ Λ⊗ U(o2n).
Note that for a partition α ⊢ a of length l(α) = l, the evaluation map gives ϕ(Θ˜[−α]) =
Θ˜lz−a and ϕ(Θ[−α]) = Θlz−a, where Θ˜ =
∑n
i=1
∑−1
j=−n eie−jFi,j, Θ =
∑1
i=−n
∑n
j=1 eie−jFi,j.
Also
ϕ((Ξ[−1]−Ψadτ )
k · 1) = ((Ξz−1 +Ψ ∂z)
k · 1),
where Ξ =
∑−1
i,j=−n eie−jFi,j. Using that in the notations α = (1
m1 , 2m2 , . . . ),
∑
α⊢a,l(α)=l
l!
m1!m2! . . .
=
(
a− 1
l − 1
)
(6.1)
(see e.g. Corollary 6 in [11]), and that∑
a+b=p
(
a− 1
l − 1
)(
b− 1
l − 1
)
=
(
p− 1
2l − 1
)
, (6.2)
we obtain from Theorem 3.1,
Ωnz−n =
⌊n/2⌋∑
l=0
2n−2ln!
l!l!
Θ˜l
( ∑
2l≤p≤n
1
(n− p)!
(
p− 1
2l − 1
)
(6.3)
× (−Ψ)p−2l (Ξz−1 +Ψ∂z)
n−p · 1
)
Θlz−p. (6.4)
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Let us multiply both parts of (6.3) by z−n. Observe that
((Ξz−1 +Ψ∂z)
n−p · 1)zn−p = (Ξ)(Ξ−Ψ)(Ξ− 2Ψ) . . . (Ξ− (n− p+ 1)Ψ),
and
1
(n− p)!
(
p− 1
2l − 1
)
=
1
(n− 2l)!
(
n− 2l
n− p
)
(p− 1)!
(2l − 1)!
.
Therefore, we can rewrite the central part expression of (6.3) as∑
2l≤p≤n
1
(n− p)!
(
p− 1
2l − 1
)
(−Ψ)p−2l ((Ξz−1 +Ψ∂z)
n−p · 1) zn−p
=
1
(n− 2l)!
n∑
p=0
(
n− 2l
n− p
)
y(p−2l)x(n−p) (6.5)
with
y = −2lΨ, y(p−2l) = (−2lΨ) . . . (−(p− 1)Ψ),
x = Ξ, x(n−p) = Ξ(Ξ−Ψ) . . . (Ξ− (n− p+ 1)Ψ).
Since Ξ and Ψ commute, (6.5) can be rewritten using binomial theorem for falling factorial
powers as
1
(n− 2l)!
(x+ y)(n−2l) =
1
(n− 2l)!
(Ξ− 2lΨ)(n−2l) =
1
(n− 2l)!
(Ξ− 2lΨ) . . . (Ξ− (n+ 1)Ψ).
Hence, from (6.3),
Ωn =
⌊n/2⌋∑
l=0
2n−2ln!
l!l!
Θ˜l
1
(n− 2l)!
(Ξ− 2lΨ) . . . (Ξ− (−n + 1)Ψ)Θl. (6.6)
Finally, using the commotion relation
Θ˜l(Ξ− 2lΨ) . . . (Ξ + (n− 1)Ψ) = Ξ(Ξ−Ψ) . . . (Ξ− (n− 2l − 1)Ψ)Θ˜l,
we get
Ωn =
⌊n/2⌋∑
l=0
2n−2ln!
(n− 2l)!l!l!
Ξ(Ξ−Ψ) . . . (Ξ− (n− 2l − 1)Ψ) Θ˜lΘl, (6.7)
which is the statement of Proposition 4.4. in [4].
Remark 6.1. (a) As it is discussed in the proof of Theorem 4.17 of [4], necessarily p = q in
Proposition 4.4 of [4].
(b) Our notation Ψ stands for −τ in [4].
(c) As it was mentioned before, Theorem 3.1 and Theorem 4.1 of this note are equivalent
statements. Similarly, the results of [4] cited here in (6.7) and (1.2) are equivalent. We chose
to illustrate how (6.7) is deduced from Theorem 3.1 rather then (1.2) from Theorem 4.1 in
order to avoid technically involved notations of the other two statements.
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