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Abstract
Accurate determination of fundamental stellar properties is of vital importance in
understanding and testing models of stellar structure and evolution. To date, most
stars with independent determinations of stellar properties based on high-resolution
observations by optical interferometers belong to stars of type F5 or later, which
are characterized by the existence of a convective envelope. Early-type stars repre-
sent a relatively modest fraction in those studies, mainly for two reasons: angular
resolution at a given brightness and stellar rotation. Because their radiation peaks
in the visible part of the spectrum, they are usually both faint and unresolved for
an infrared beam combiner. Their almost ubiquitous high rotation rates require
accurate diameter estimates at a range of position angles. The recent compilation
of diameters and inferred stellar properties in Boyajian et al. (2013) shows no star
hotter than Teff= 10000 K (spectral type A0), and shows a much less dense cov-
erage in the A0-F5 spectral range. Similar measurements for earlier types come
almost exclusively from the seminal (but now half-century old!) observations with
the Narrabri Stellar Intensity Interferometer (NSII, Hanbury Brown et al. 1974a;
Code et al. 1976). This thesis adds 10 new stars with spectral types earlier than
F6 for which we have obtained fundamental properties. Comparison of the results
with existing color-temperature relations show less robust results when stars with
radiative envelopes are included in the sample, mostly due to the lack of observa-
tions, and the orientation-dependent scatter in effective temperature and luminosity
induced by rotation (Maestro et al. 2013).
The role of rotation in standard stellar models has been generally assumed to be
negligible for the last decades, in order to make their computation tractable. High
angular resolution studies of rapid rotators using optical interferometry in the near-
infrared (e.g. McAlister et al. 2005; Monnier et al. 2007) revealing the fingerprint
of rotation in distorted photospheres have re-invigorated this field, based on one-
dimensional Roche-von Zeipel models (point mass plus rigid rotation) that incor-
porate rotation rate and gravity darkening as independent parameters. The recent
development of two-dimensional stellar models including a self-consistent rotation
description (incorporating differential rotation) in stars with radiative envelopes
(Espinosa Lara and Rieutord 2011, 2013) has provided a method to describe the
effects of rotation that links them to fundamental properties, based on a small set
of parameters determining the stellar structure (mass, composition, rotation). In
this thesis, we have incorporated these 2-D models into a code capable of generating
a model synthesizing all observables into a robust and self-consistent framework.
Using PAVO interferometric measurements, Hipparcos parallaxes, photometry and
spectroscopy in the ultraviolet, visible and infrared we have derived fundamental
stellar parameters describing four A-type stars exhibiting projected velocities in ex-
cess of 200 km s−1. The luminosities and effective temperatures obtained, together
with rotation dependent evolutionary tracks are used to determine mass and age of
the stars, corrected for the bias induced by the stellar rotation axis orientation.
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Chapter 1
Motivation and goals
Optical interferometry, the observational technique based on the combination of light
collected in two or more apertures, has emerged as an important tool to measure stel-
lar properties due to its fast development in the last two decades. In this chapter, we
will discuss the scientific background of stellar interferometry, and the application
of optical interferometry to the central problem addressed in this thesis: the determi-
nation of fundamental properties of early-type stars, accounting for possible effects
induced by stellar rotation.
1.1 The technique: Optical Stellar Interferome-
try
Imaging and spectroscopy have traditionally stood as the two observational cor-
nerstones underpinning astronomical science. The former can reveal structure and
morphology of celestial objects, whereas the latter allows measurement of physical
properties (such as chemical composition, temperature and pressure among others).
The advent of these fields as quantitative disciplines marks the beginning of modern
Astrophysics.
Over the centuries of technological advance since Galileo first turned a telescope to
the night skies, two of the most important observing limits that have been rolled back
are sensitivity and angular resolution. The former enables the study of ever fainter
objects, and by and large has been accomplished by a direct scaling of the collecting
area of telescopes up to the behemoths of today as well as by the development of
better detectors. While these larger apertures also, in principle, deliver on the latter
desire for angular resolution1 ∆θ, this is only realized when the limit imposed by the
1The resolving power is defined as the minimum angular distance between two independent
sources that a imaging device can separate. For the case of an unaberrated optical system, this is
also identified with the diffraction limit of the instrument.
1
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Earth’s turbulent atmosphere can be overcome. This can be accomplished by moving
to a site with better conditions (the ultimate example being a space telescope),
or by employing modern techniques such as of adaptive optics to compensate the
atmospheric errors in real time.
The Hubble Space Telescope (HST) offers an angular resolution of about 0.1 arcsec,
sufficient to resolve two objects separated by the Earth-Sun distance at ' 10 pc
(or being able to distinguish an object of the size of this thesis from a distance
of ∼400 km). For phenomena on a scale of the size of a stellar disk itself, HST’s
resolving power is insufficient by about two orders of magnitude. Fortunately, by
combining light from different spatially separated apertures using a technique known
as Interferometry, we can obtain an angular resolution similar to that which would
be attained by a single mirror with a diameter equal to the separation between
the apertures. Modern optical interferometers routinely deliver observations with
angular resolution up to 0.′′0003 = 0.3 milliarseconds (mas); enough to resolve an
object of the size of this thesis on the surface of the Moon.
Of the notable achievements delivered by Optical Stellar Interferometry, one of the
those with the most profound impact has been to open the first observational win-
dow addressing size scales comparable with the stellar surfaces themselves. For
the first time we are able to systematically study morphological features of a large
number of stars, obtaining detailed information about their sizes, and often their
shapes. In some cases, high quality interferometry observations can produce high
fidelity reconstructed images. The inception of Stellar Interferometry has allowed
stringent testing of theories of stellar structure that have remained unchallenged for
several decades due to the lack of observational evidence. In the following sections,
we will introduce the historical development of Optical Interferometry and its im-
pact on Stellar Astrophysics2. Fundamental elements of the technique of Optical
Interferometry itself will be presented in the next chapter.
1.1.1 The first era: the pioneers
The origin of Interferometry can be dated back to the 1802, when Thomas Young
presented his paper “On the Theory of Light and Colors” (Young 1802), which firmly
established the wave nature of light through his description of light interference phe-
nomena. Young’s work, based on the results of his famous interference experiment
(widely known as Young’s double slit experiment3), confirmed the wave theory of
2Our focus will be primarily on the impact of optical interferometry on Stellar Astrophysics,
mostly for single stars.
3Double slits were used only in more modern versions of the experiment. In the original exper-
iment, a narrow beam of sunlight was split with “a slip of card, about one thirtieth of an inch in
breadth” (thickness), according to Young’s description. This slip of card was placed edgewise with
respect to the incident sunbeam, which had a diameter slightly greater than the thickness of the
card, splitting the beam into two slices, one on each side of the slip of card.
2
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light presented by Christiaan Huygens more than a century before, finally prevailing
over the corpuscular theory of light, which likely owes its longevity to the unrivalled
prestige of its creator, Sir Isaac Newton.
In 1845, Hippolyte Fizeau and Le´on Foucault described interference fringes that they
found in dispersed light. Later, in 1867, Fizeau first suggested an interferometric
method to measure the angular size of the stars by careful observation of interference
fringes created by starlight passing through two well-separated holes in a masked
telescope aperture. E´douard Ste´phan took up the observational challenge in 1873,
implementing Fizeau’s method using a two-slit mask on the 80-cm telescope at the
Marseille Observatory; an experiment now recognized as the first credible attempt
to measure the diameter of a star (in his case Sirius, the brightest star on the night
sky). The outcome was unfortunately not a constrained measurement, but an upper
limit for the diameter of Sirius of 0.′′158. The modern accepted value is θ ' 0.′′006;
well below Ste´phan’s resolution limit. It is worth noting that, in good conditions, the
atmospheric seeing is ∼ 1′′, so Ste´phan’s observations beat the atmospheric seeing
resolution limit by nearly an order of magnitude, and approached the theoretical
ideal diffraction limit of the instrument used.
Some time later, in 1890, Albert Michelson laid out the mathematical basis of stellar
interferometry in his paper “On the Application of Interference Methods to Astron-
omy” (Michelson 1890). Michelson introduced the concept of fringe visibility for the
first time, and outlined the expected behavior of the visibilities as a function of the
aperture separation (baseline) for several source configurations: a uniform disk star,
a limb-darkened disk star or a binary star. Based on his studies, he concluded that
a minimum baseline of 10 meters would be required to resolve a stellar diameter.
Only one year later, Michelson (1891) measured the diameters of the largest Jovian
satellites using a stellar interferometer of his own design that masked the 12-inch
aperture of the telescope at Mount Hamilton (California, United States). He sam-
pled the visibility function at various baselines with slits of variable spacing. In the
same decade, Karl Schwarzschild obtained the separations of 13 binary stars with a
similar setup from the Munich observatory.
The continued efforts by Michelson finally came to fruition with an experiment
involving two 6-inch mirrors placed 20 feet apart on a mount attached to the 100-inch
telescope on Mt Wilson (California, United States). In collaboration with Francis
Pease (Michelson and Pease 1921), he was finally able to measure the diameter
of the red giant star Betelgeuse (θ = 0.′′047). The 20-foot stellar interferometer
produced diameter estimates for a handful of stars in the following decade with
accuracies of 10 − 20%. After Michelson’s death in 1931, Pease designed and built
a stand-alone 50-foot stellar interferometer, not mounted on a telescope. However
this project became mired in technical issues such as the increased fringe motion
at longer baselines, polarization effects and mechanical vibrations. Many of these
were inherent to the instrumental architecture and with no ready solution given
the technology available at that time, and after many struggles, the project was
3
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Figure 1.1: Image and sketch of the Michelson 20-foot stellar interferometer (Taken from
http://www.physics.usyd.edu.au/astron/susi).
abandoned after adding just one stellar diameter to the list4.
1.1.2 The second era: Intensity Interferometry
The realisation of the enormous technological advances required to progress further
in optical interferometry, and the exhaustion of the ensemble of bright stars ob-
servable with the 50-foot interferometer, caused to field to go into hibernation for
decades. During this period, radio interferometry experienced a spectacular flow-
ering, launched by the technological revolution arising from developments such as
radar during World War II.
Within this setting, Robert Hanbury Brown and Richard Twiss crossed over from
the radio to create a revolutionary new form of optical interferometer. This Intensity
Interferometer relied upon the correlation in intensity (in contrast to electric field
amplitudes in Michelson’s interferometer) recorded at spatially separate points on
the wavefront. This was first pioneered at radio wavelengths by Hanbury Brown and
Twiss (1954), and later applied to the optical domain (Hanbury Brown 1956b) where
it proved successful in delivering the first measurement of the diameter of a main-
sequence star (Sirius) (Hanbury Brown 1956a). A sustained development effort by
Hanbury Brown and Twiss led to the construction of the Narrabri Stellar Intensity
Interferometer (NSII, in Narrabri, New South Wales, Australia) in 1961. With this
instrument, operating in the visible (at λ ' 0.5µm), the Sydney University group
lead by Hanbury Brown measured the diameter of 32 stars to a limiting magnitude
of V' +2.5, reaching accuracies of just a few percent (Hanbury Brown et al. 1974a).
Although this tour-de-force experiment established the effective temperature scale
4β Andromedae, θ = 18 mas.
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for hot stars underpinned by data which was unmatched for 50 years, eventually
like its predecessor Michelson’s 20-foot interferometer, its limited available target
list (bright objects) was exhausted and NSII ceased operations in 1976.
Figure 1.2: Image of Narrabri Stellar Intensity Interferometer light collectors (taken
from http://www.physics.usyd.edu.au/astron/susi).
However the closing of the NSII did not precipitate a renewed prolonged break –
interest in Optical Interferometry was now resurgent and many valuable contribu-
tions arose in the 1960’s (see e.g. Miller 1966). Despite its demonstrated success,
Intensity Interferometry itself fell out of favor due to the inherently lower sensi-
tivity of its detection methodology. Instead, several workers realized that by the
1970’s the technology available was finally ready to meet the challenges that beset
and ultimately overcame the 50-foot interferometer, and the more sensitive “direct
detection” scheme in which the incoming electric fields are combined before de-
tection should be revisited. The first to do so was Labeyrie (1975) who recorded
fringes using two separate telescopes observing the main sequence star Vega in the
near-infrared (2.2µm). This established the basic architecture for almost all the
forthcoming generation of multi-telescope stellar interferometers, with one excep-
tion. With inspiration again leaping the divide from radio to optical technologies,
a heterodyne interferometer whose local oscillator was in this case a 10µm CO2
laser Johnson (1975) performed the first long baseline stellar observations in the
mid-infrared (published in the same year as Labeyrie’s observations).
1.1.3 The third era: Optical Long Baseline Interferometry
Advances in technology brought about continual improvements for Optical Interfer-
ometry. Aperture masking experiments, in essence identical to those at the dawn
of the field by Ste´phan and Michelson, placed multi-hole masks over the pupil of
a large telescope again leading the way in producing the first images from optical
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interferometric data (Baldwin et al. 1986; Haniff et al. 1987). The angular resolution
attained with aperture masking reaches the diffraction limit of the largest telescopes
(∆θ ' 10 − 100 mas), which suffices to image the disks of giant stars and matter
in the near-circumstellar environment (Tuthill et al. 2000), but the technique has
more limited applicability to the physics of main sequence stars (binaries excepted).
However the same closure-phase methods pioneered for image recovery with aperture
masking data were soon applied to the case of long-baseline optical interferometry,
examples of which are given in Figure 1.3.
Figure 1.3: Three examples of results obtained with optical interferometry, showing
images of a binary orbit, a rotating spiral due to dust formation in a binary system and the
rotationally distorted photosphere of a main sequence hot star.(Left) Reconstructed image
(at two different epochs) of the Capella stellar system from interferometric observations
with the COAST interferometer (Baldwin et al. 1996). (Middle) Aperture masking image
(using the Keck 1 telescope) of WR 104 (Tuthill et al. 2000). (Right) First reconstructed
image of a main sequence star (other than the Sun) from observations using the MIRC
beam combiner at the CHARA array interferometer (Monnier et al. 2007).
In order to achieve submilliarcsecond angular resolution capable of resolving a large
population of stellar disks, interferometry with separate telescope apertures placed
at distances of a few hundred meters was required. Continuing development ef-
forts over the last three decades have matured the field of Optical Long-Baseline
Interferometry (hereafter abbreviated as OLBI) to the point where this has become
a reality. Labeyrie’s acomplishments in OLBI led to the construction of the In-
terfe´rome`tre a` 2 Te´lescopes (I2T), using 26 cm apertures forming baselines ranging
from the initial 13.8 m (1974) up to 137 m at the end of 1980’s. Many aspects of
OLBI design were pioneered by the University of Sydney interferometers that fol-
lowed the NSII: the prototype interferometer (with a 11.4 m baseline) in the 1970’s,
and the Sydney University Stellar Interferometer (SUSI) from the mid-1980’s. The
series of prototype interferometers Mark (I, II and III) pioneered many technologi-
cal improvements such as fringe tracking (Shao and Staelin 1980) that enabled the
instrument to follow the random excursions of the fringes induced by atmosphere.
In this fashion, obstacles were overcome one by one, until the idea of multi-telescope
arrays, capable of recovering both Fourier amplitude and phase information from
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the sources observed, became a possibility. Finally, images of the Capella system
obtained by the Cambridge Optical Aperture Synthesis Telescope (COAST Baldwin
et al. 1996) was the first device to confirm the viability of the endeavour.
In the last 20 years, a number of facilities, such as the aforementioned COAST, I2T
(and its successor GI2T) and SUSI, the Palomar Testbed Interferometer (PTI), the
Infrared Optical Telescope Array (IOTA), the InfraRed Michelson Array (IRMA),
as well as larger-scale facilities of the Keck Interferometer (KI), Very Large Tele-
scope Interferometer (VLTI), Navy Precision Optical Interferometer (NPOI) and
the Center for High Angular Resolution Astronomy (CHARA) Array have revolu-
tionized stellar astrophysics with observations at the submilliarcsecond scale, pro-
viding unprecedented results on Mira stars and supergiants, binary systems, stellar
extended envelopes or young stellar objects. Of particular relevance to this thesis,
OLBI enables precise determination of stellar diameters. Morever, instruments like
the Precision Astronomy Visibility Observations (PAVO) beam combiner, located
at the CHARA array, can reach angular resolutions significantly below one milliarc-
second through the use of hectometric baselines at visible wavelengths. This allows
the placement of several resolution elements across a stellar disk. The resulting mea-
surements can then detect potential deviations in the projected stellar disks from
the naive assumption of a uniform circle, such as the existence of an equatorial bulge
induced by rapid stellar rotation.
1.2 The astrophysical problem: characterization
of early-type stars
1.2.1 Spectral classification
Stellar spectra encode information about a star’s fundamental physical properties
(mass, effective temperature, luminosity and linear radius). Spectroscopy can also
reveal the physical conditions within the star, chemical composition, and can quan-
tify phenomena such as the rotational velocity and magnetic fields. Above the
photosphere, the existence of circumstellar gas or dust and the properties of stellar
winds may be studied.
Recognizing the need for a chart to classify stars according to their fundamental
properties, namely temperature and luminosity (as proxies for mass and radius), as-
tronomers Ejnar Hertzsprung and Henry Norris Russell developed their celebrated
luminosity-temperature diagram (widely known as Hertzprung-Russell diagram or
HR diagram) more than a century ago (Hertzsprung 1909; Russell 1914). Figure 1.4
illustrates the central importance of the HR diagram in the context of stellar evo-
lution. The position of a star on this two-dimensional diagram reveals information
about its evolutionary state: objects cluster in distinct regions corresponding to
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different initial properties and different stages in their stellar life cycle.
The HR diagram can also be constructed using an alternative parametrization, given
by stellar spectral type and luminosity class (see further details in Gray and Cor-
bally 2009). The analysis of absorption or emission features of specific elements and
ionization states in stellar spectra led to the creation of the spectral type classifi-
cation (also known as Harvard spectral classification). Thus, the spectral type of
a star is determined by comparison of its spectrum with those of standard stars
that act as reference points. Some time after its inception, spectral types were
demonstrated to be directly related to stellar effective temperature. For this rea-
son, spectral classification can be approximated by photometric measurements of
colors, which constitutes a less labour intensive method. The original classification
contained seven categories (named, in temperature decreasing order, OBAFGKM),
later extended with the inclusion of very cool spectral types L, T and Y. Every spec-
tral type is divided into up to 10 subclasses by arabic numerals, so a star half-way
between the reference point F0 and (cooler) G0 stars is given a spectral type F55.
Figure 1.5 shows the spectral features of some standard stars of different spectral
types.
The luminosity class of a star is based in the MK (named after the authors of
Morgan et al. 1943 , also known as Yerkes spectral classification6). Knowing the
luminosity class of a star helps to resolve the degeneracy contained in the uni-
dimensional scheme of Harvard classification. This two-dimensional system is based
on observation of spectral lines that are sensitive to stellar temperature and surface
gravity which is an indicator of luminosity. Thus for a given spectral type (temper-
ature), a giant star of large radius will yield a far greater total luminosity compared
to a dwarf of the same spectral type. A number of different luminosity classes are
defined in this scheme, the main ones are:
0 hypergiants.
I supergiants.
II bright giants.
III normal giants.
IV subgiants.
V main-sequence stars (dwarfs).
VI subdwarfs.
VII white dwarfs.
The combination of both systems based on spectroscopy allow a rational taxonomy of
stars using the HR diagram according to fundamental features of the star determined
in a purely empirical manner, avoiding dependence on any theoretical model.
5There is only one exception, K5 spectral subtypes is followed by M0.
6It is worth noting the important contributions of Antonia Maury working at Harvard Univer-
sity, who had designed a classification based on the width of the spectral lines observed.
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Figure 1.4: The Hertzsprung-Russell diagram with annotations for the various stages of
stellar evolution. By far the most prominent feature is the main sequence (grey), which
runs from the upper left (hot, luminous stars) to the lower right (cool, faint stars) of the
diagram. The giant branch and supergiant stars lie above the main sequence, while white
dwarfs are found below it. (Credit: R. Hollow, CSIRO)
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Figure 1.5: Spectra of a series of standard stars spanning the range from O to M,
annotated with atomic and molecular line features whose strength is a strong function of
spectral type. (Credit: M. Briley, University of Maryland)
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1.2.2 Early-type stars
The objects studied in this thesis are early-type stars7 (mostly B- or A- spectral
type). The majority are stars on the main-sequence (core hydrogen-burning stage).
In this section we describe some of the defining characteristics of these stars.
Table 1.1 lists typical values for fundamental properties of main-sequence stars,
ranked by spectral class. Also included is the relative strength of the hydrogen
absorption lines, which helps to introduce a definition for early-type stars.
Despite the questionable genesis and its wide use as an informal classification, there
is a general consensus that early type stars are those showing medium to strong
hydrogen lines, which effectively equates to stars with spectral types F5 or earlier.
For main-sequence stars, this classification has a more physically relevant meaning,
setting the boundary between the so-called8 upper main-sequence and lower main-
sequence (hereafter UMS and LMS respectively). The main distinctions between
the two groups of stars are (Maeder 2009):
• UMS stars have masses greater than 1.2M and effective temperatures in
excess of 6500 K.
• Figure 1.6 shows schematics of the internal structures of both types of star.
On the UMS, internal structure consists of a convective core and a radiative
envelope. The core temperature for UMS stars is TUMScore > 1.8 × 107 K, which
implies that most of the hydrogen fusion in the core occurs via the CNO cycle.
For LMS stars, with smaller core temperatures, the main power generation
mechanism is the proton-proton chain. The internal structure exhibits a ra-
diative core and a convective envelope.
• The different energy transport mechanisms prevailing on both UMS and LMS
induces substantial observational differences. Convection in the envelope of
LMS stars produces well mixed, convective photospheres with strong magnetic
fields. On the other hand, in the absence of high rotation rates, some UMS
stars (Am and Ap types) show abnormal compositions that might be due to
the gravitational sorting of chemical species in a quiet radiative atmosphere
(Charbonneau and Michaud 1991).
• Most UMS stars show fast rotation (see §4.2), constituting one of their more
defining features. Deep surface convection zones often constitute an effective
braking mechanism, which is commonly accepted as one of the reasons that
stars with spectral types later than F5 generally show slow rotation (Tassoul
2000).
7The early erroneous belief that stars were powered only by gravitational contraction starting
from a hot initial state then cooling led to the identification of “early type” with hot spectrum.
This jargon was not revised after nuclear fusion was established as the power source for stars.
8Sometimes, these are referred as high-mass and low-mass main-sequence stars.
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Spectral Teff Mass Radius Luminosity H-lines
Class (K) (M) (R) (L) strength
O 33000− 16− 6.6− 30000− Weak
B 10000−33000 2.1−16 1.8−6.6 25−30000 Medium
A 7500−10000 1.4−2.1 1.4−1.8 5−25 Strong
F 6000−7500 1.04−1.4 1.15−1.4 1.5−5 Medium
G 5200−6000 0.8−1.04 0.96−1.15 0.6−1.5 Weak
K 3700−5200 0.45−0.8 0.7−0.96 0.08−0.6 Very weak
M 2400−3700 0.08−0.45 −0.7 −0.08 Very weak
L 1300−2400 0.005−0.08 0.08−0.15 5×10−5−0.001 Ext. weak
T 500−1300 0.001−0.07 0.08−0.14 10−6−5×10−5 Ext. weak
Y −500 0.0005−0.02 0.08−0.14 10−7−10−6 Ext. weak
Table 1.1: Fundamental properties of main-sequence stars as a function of the spectral
type (Habets and Heintze 1981; Dupuy and Kraus 2013).
Figure 1.6: Schematic of the interior of an upper main-sequence star (left) and a lower
main-sequence star (right) (modified from http://www.astronomy.ohio-state.edu).
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1.2.3 An additional ingredient: stellar rotation and gravity
darkening
Stellar rotation has been known since the pioneering observations by Galileo Galilei
(Tassoul 1978) four centuries ago. In his announcement, Galileo reported the exis-
tence of solar spots, and suggested that their progression across the solar disk was
due to rotation. It took more than 200 years to gather observational evidence of
stellar rotation in other stars. The advent of spectroscopy and the improvement
of instruments allowed astronomers to measure projected rotational velocities. Ab-
ney (1877) was the first to suggest a method to measure the rotation rate of stars
by studying the broadening of its spectral lines, while soon afterwards Schlesinger
(1909) confirmed that axial rotation could be detected observing small distortions
in the radial velocity curve of an eclipsing binary.
Half a century after Abney’s suggestion, Shajn and Struve (1929) developed a graph-
ical method to determine the rotational velocity projected on the observer’s line of
sight, v sin i. In these primitive studies, they observed that O-, B-, A-, and early
F-type stars show rapid rotation, with average values above 100 km s−1, reaching
sometimes v sin i'400 km s−1 or larger. In contrast, late-type stars showed projected
rotation rates v sin i<30km s−1 on average. The correlation between faster rotation
rate and earlier spectral type is among the strongest observational relationships in
stellar astronomy (Royer 2009).
Contemporaneously in the early 20th century, the pioneering theoretical study of
rotating stellar configurations by von Zeipel (1924a), assuming rigid body rotation,
showed that the local surface brightness of a star is proportional to the local ef-
fective gravity. This model describes the main aspects of the emergent flux, and
the dependence of the measured flux as the relative orientation with respect to the
observer is varied. The centrifugal force induces an equatorial bulge, and a subse-
quent latitudinal temperature and gravity gradient (the poles appear hotter than
the equator). This effectively translates into a darkening of the emergent flux to-
wards the equatorial region, constituting a phenomenon known as gravity darkening.
Thus in a pole-on star (where the apparent stellar limb lies along the equator), the
measured flux is higher than the flux received when the same star is in an edge-on
orientation (the rotation axis is contained in the plane of the sky). Later refinements
to von Zeipel theories (Rieutord 2006) have questioned some of the postulates upon
which the model is founded, most notably the implicit assumption of slow rota-
tion. New theories have emerged (Espinosa Lara and Rieutord 2011), for which the
von Zeipel predictions are a limiting case at low rotation rates.
During the second half of the 20th century, a large number of v sin i measurements
of early-type stars were performed (Slettebak 1949; Abt 1957, 1958). Extension to
later spectral types required the development of spectroscopy at higher spectral res-
olution. Gray (1973) revived a Fourier transform technique to extract v sin i from
line profiles. This technique has been widely used and has significantly contributed
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to the improvement of the accuracy of rotational velocities to a few km s−1 (see,
e.g., the series of papers starting with Royer et al. 2002), and it is less affected by
the blend of neighbouring lines observed in rapidly rotating stars. At the present
time, catalogs like Abt et al. (2002), G le¸bocki and Gnacinski (2005) or Zorec and
Royer (2012) compile thousands of precise v sin i measurements using different tech-
niques (see, e.g., Royer 2009 describing the most important techniques used to derive
v sin i). The ubiquity of fast rotation in early-type stars is illustrated in Figure 1.7,
which displays the projected rotational velocities v sin i as a function of the spectral
class for the measurements compiled in Royer (2009).
Figure 1.7: Distribution of v sin i as a function of spectral type, based on the measure-
ments from Abt et al. (2002) and G le¸bocki and Gnacinski (2005). (a) Individual values
(crosses), and average value per spectral type (solid line); (b) corresponding gray scale
(darker, higher density) density plot (taken from Royer 2009).
1.3 Interferometry of early-type stars
Fewer than 1% of the stars in the solar neighbourhood have spectral types earlier
than F. Nonetheless, despite being statistical rarities, the intrinsically higher bright-
ness of early-type stars makes them visible at larger distances. Figure 1.8 compares
the spectral type of the main-sequence stars in the solar neighbourhood (within a
spherical shell of radius 13.4 pc centered in the Sun, Ledrew 2001) with respect
to the brightest stars (V<7.5 mag) observed by the Hipparcos mission (Perryman
et al. 1997). Despite the minor caveat that the latter sample contains stars that are
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not in the main sequence, the stark differences in occurrence of early type stars in
a complete stellar sample (solar neighbourhood) compared to a brightness-limited
sample (Hipparcos) are profound. The intrinsic high luminosities of early type stars
compensate their much smaller occurrence rate.
Hipparcos stars by spectral type
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Figure 1.8: Comparison of the spectral types of the stars contained in the Hipparcos
catalog (V<7.5 mag) and the main-sequence stars in the solar neighbourhood (d<13.4 pc
Ledrew 2001).
Early-type main-sequence stars are both more massive (therefore having larger phys-
ical size) and have higher surface temperatures than their later-type counterparts.
This combination of intrinsic higher brightness and larger sizes make them excep-
tionally well suited to angular scales probed by optical interferometry. Figure 1.9
shows the temperature dependence of stellar angular diameter of a main-sequence
star (assumed a blackbody) for a given apparent magnitude (V or K). It can be
seen that stars of similar apparent brightness at optical wavelengths show smaller
diameters at higher temperatures. The short baselines in early pioneering interfer-
ometers only allowed measurements of stellar angular diameter for red giants (e.g.
Betelgeuse; Michelson and Pease 1921), whereas the NSII with baselines of up to
188 m operating at optical wavelengths enabled angular diameter observations for
a sample of several dozen early type stars (Hanbury Brown et al. 1974a). Modern
studies of main sequence stars using stellar interferometry9 now have available sen-
sitive long baseline (a few hundred meters) instruments capable of studying a large
population of stars across all spectral classes.
9See § 6.1.
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Figure 1.9: Angular diameter versus effective temperature for blackbody stars at differ-
ent V magnitude. The shaded area shows the region the PAVO@CHARA instrument can
observe, delineated by its sensitivity V ≤ 8 mag and by the angular resolution correspond-
ing to the longest and shortest baselines of the interferometer.
1.3.1 Interferometry of fast rotators
As discussed in § 1.2.3, the analysis of v sin i measurements taking account of orien-
tation effects reveals that a large fraction of B- and A-type stars spin at a significant
fraction of their equatorial escape velocity. This fast rotation induces distortions in
which the equatorial radius can be up to 50% larger than the polar radius. Through-
out the 20th century, stellar interferometry did not yield any measurement of stellar
elongation. In principle the technical precision of NSII, perhaps with some tech-
nological improvements together with a more solid understanding of the theory of
rapid rotators could have resulted in oblateness detection (Jordahl 1972; Lake 1975)
for some of the best candidate objects. In the event perhaps the novelty of the tech-
nique dictated a more conservative approach, limited to stellar diameter studies,
avoiding controversies that could affect the credibility of intensity interferometry
program as a whole.
The current generation of interferometers in the near-infrared with baselines well in
excess of 100 m enabled stellar oblateness detection in rapid rotators through high
angular resolution observations. At the beginning of the 21st century, van Belle et al.
(2001) characterized the oblateness of Altair (A7V star rotating at v sin i= 210 ±
13km s−1) by consistently measuring different diameters using two separate baselines
sampling different orientations on the sky. This milestone result precipitated a new
era in which stellar apparent shapes are no longer modelled as a function of only
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Vega (Aufdenberg+ 2006, Peterson+ 2006)
Alderamin (van Belle+ 2006, 
Zhao+ 2009*)
Achernar (Domiciano
de Souza+ 2003)
Regulus (McAlister+ 2005,
Che+ 2011*)
Rasalhague
(Zhao+ 2009*)
RIP: Spherical cow
(???-2001)
All sizes to the same scale of 1mas = 2.6"
* denotes actual image
Altair (van Belle+ 2001, Peterson+ 2006, Monnier+ 2007*)
Caph
(Che+
2011*)
Figure 1.10: Results of interferometric studies of fast rotators completed to date: Altair
(αAql, A7V, van Belle et al. 2001; Ohishi et al. 2004; Peterson et al. 2006b; Monnier
et al. 2007), Achernar (αEri, B3Vpe, Domiciano de Souza et al. 2003), Vega (αLyr,
A0V, Aufdenberg et al. 2006; Peterson et al. 2006a; Monnier et al. 2012), Regulus (αLeo,
B8IVn, McAlister et al. 2005; Che et al. 2011), Rasalhague (αOph, A5IV, Zhao et al.
2009), Alderamin (αCep, A7IV-V, Zhao et al. 2009) and Caph (β Cas, F2III-IV, Che
et al. 2011). All the images have been put in the same scale (Taken from van Belle 2012).
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one parameter. Figure 1.10 shows the seven fast rotating stars that have been
studied to date. In these studies, geometric (polar and equatorial radius, inclination
and position angle) and physical (v/vcrit, polar and equatorial temperature, and
gravity darkening description) parameters have been measured. For a few of them
(Altair, Regulus, Alderamin and Caph) the interferometric data contained enough
phase information to successfully produce reconstructed images (see the work of the
MIRC group Monnier et al. 2007; Zhao et al. 2009; Che et al. 2011). The increasing
amount of high angular resolution data that current optical interferometers produce
has precipitated rigorous new tests of some of the currently accepted stellar models.
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Figure 1.11: Distribution of the rapidly rotating early-type stars presented as potential
future targets in van Belle (2012) by predicted average angular diameter. The objects
with predicted angular sizes below 1 milliarcsecond (in blue) represent more than 90% of
the sample.
Figure 1.11 shows the predicted average diameters of fast rotating stars included in a
list of potential targets (including objects with K < 5 mag and spectral types equal
to or earlier than F) by van Belle (2012). It is clear that submilliarcsecond angular
resolution, currently attainable only by visible beam combiners in interferometric
arrays with long baselines, is a mandatory requirement for any comprehensive sys-
tematic study of early-type fast rotators. The PAVO instrument at the CHARA
array matches these criteria, with the additional advantage of high sensitivity allow-
ing reach into an enlarged sample of observable objects. In comparison, the targets
accessible using near-infrared (K-band) beam combiners on existing baseline lengths
are near-exhausted.
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1.4 Goals and outline of this thesis
The main goal of this thesis is to characterize the stellar properties of a sample of
early-type stars based on a combination of interferometry, spectroscopy, photometry
and Hipparcos stellar parallaxes.
The interferometric data presented in this thesis has been obtained with the PAVO
instrument located at the CHARA array (PAVO@CHARA). The concurrence of hec-
tometric baselines and operation at visible wavelengths allows PAVO@CHARA to
resolve objects with an unprecedented angular resolution of a few tenths of milliarc-
seconds (∼ 0.3 mas). In slowly rotating stars, for which the stellar shape is solely
given by its diameter (and a limb-darkening correction), interferometry observa-
tions can yield precise angular diameters. For rapidly rotating stars, high angular
resolution attained with PAVO@CHARA additionally enables determination of the
projected elongation of the stellar disk.
Figure 1.12: A schematic apparent diagram for rapid rotators, if the observer assumes
spherical symmetry (taken from Gray (2007)). The orientation of the rotation axis of a
star to the observer’s line of sight biases our measurements of effective temperature and
luminosity, affecting the correct placement of the star in a H-R diagram.
The combination of interferometry, spectrophotometry and accurate distances can
lead to estimates of fundamental physical properties of the star (linear radius, ef-
fective temperature and luminosity), allowing the precise location of star in a H-R
diagram, from which other parameters, such as the stellar age can be inferred with
the help of evolutionary models. While this method can be carried out in a straight-
forwards manner for slowly rotating stars, the effects induced by stellar rotation
modify the basic premises of the Vogt-Russell theorem, which states that mass and
19
Chapter 1. Motivation and goals
chemical composition uniquely determine the luminosity and radius of a star. This
is no longer true for fast rotating stars. The rotation of the star (both spin rate
and orientation of the polar axis) needs to be characterized and taken into account
if we want to place the star correctly in a H-R diagram (see Figure 1.12). For in-
stance, a pole-on rotator seen as a A3 star (Teff' 8700 K), would be seen as a A7
star (Teff' 7900 K) if it is equator-on. The correct placement of an early type star
in a H-R diagram is accomplished in this thesis through a modelling of the stellar
surface based on two-dimensional stellar models that include stellar rotation in a
self-consistent way, departing from the traditional uniform rigid rotation assumption
present in previous modelling efforts.
This thesis is structured as follows:
• The foundations of optical long baseline interferometry are briefly explained
in Chapter 2.
• Chapter 3 outlines the main features of the PAVO@CHARA instrument,
paying special attention to the data analysis techniques implemented.
• Chapter 4 presents the theoretical basis of our determinations of fundamental
properties for early type stars, including a detailed discussion of the most
important stellar rotation models used.
• Chapter 5 describes the methods implemented to compute the bolometric
flux from spectro-photometric data, as well as to determine mass and stellar
ages using evolutionary tracks. The last part of this chapter introduces the
main features of our modelling of the stellar surface including rotation effects
using interferometry and spectro-photometry.
• Chapter 6 shows the results obtained from PAVO@CHARA observations of
10 stars with spectral types ranging from B6 to F6 for which fundamental
properties have been determined, based on a combination of interferometry
and spectrophotometry.
• Similarly, Chapter 7 presents our observations and modelling of 4 A-type fast
rotating stars (adding more than 50% to the sample size for all pre-existing
studies combined), leading to determination of physical and geometric param-
eters.
• The central conclusions from this thesis, together with suggestions for future
progression of the work can be found in Chapter 8.
20
Chapter 2
Optical Long Baseline
Interferometry
The basic concepts of stellar interferometry, with special emphasis on stellar inter-
ferometry will be shortly reviewed along this chapter. A more detailed discussion can
be found in the notes of the Michelson Summer School (Lawson 2000), as well as
in the reviews by Quirrenbach (2001), Monnier (2003b), Labeyrie et al. (2006) and
Glindemann (2011), and references therein.
2.1 Basic principles
Interference is a defining characteristic of all wave phenomena. According to the
principle of superposition, when two or more waves of the same frequency traverse
the same location in space, the amplitude of the resulting wave is the sum of the
individual local amplitudes, which in turn depends on the phase of each wave. If the
two waves are in phase (i.e., their phases differ by a multiple of 2pi radians), then
the interference is called purely constructive, while a phase difference that is an odd
multiple of pi results in purely destructive interference.
The classic interference experiment carried out by Thomas Young in 1801 remains
the prime exemplar of concepts in spatial interferometry for successive generations
of students. Figure 2.1 shows the basic elements of the experiment. A distant point
light source illuminates two holes separated by a distance b. Light diffracted through
the holes interferes, registering a pattern with bright and dark fringes on a screen
placed at some distance x. For a point on the screen, the two interfering light rays
have travelled optical paths that differ1, in the far-field limit, by OPD = b sin θ.
The corresponding phase delay is δ = 2pib
λ
sin θ. For small values of the diffraction
1OPD stands for Optical Path Difference.
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Figure 2.1: Sketch of a Young’s double slit experiment. Note: horizontal and vertical
dimensions are not to scale: in the near field approximation (b and x are of the same
order) we will obtain a Fresnel pattern (not shown in the figure); for b << x, the far field
approximation applies and we obtain the Fraunhoffer pattern displayed.
angle θ, the intensity distribution on the screen, also known as the fringe pattern,
can be written:
I(θ) =
I0
2
(1 + cos(kθb)) (2.1)
where I0 is the intensity of the central maximum and k is the angular wavenumber
of the incident monochromatic light. The fringe spacing, i.e., the spacing between
consecutive maxima (or minima) is λ/b.
The fringe contrast or visibility V is defined as
V =
Imax − Imin
Imax + Imin
=
Fringe amplitude
Average fringe intensity
(2.2)
Figure 2.2 illustrates the relevance of Young’s double slit experiment in an astro-
nomical context. Our distant light source is now the astronomical object observed,
and the slits represent the apertures of the optical instrument used (holes in a mask
for aperture masking, or siderostats/telescopes in a multi-element interferometer).
The separation between apertures (equivalent to b in Young’s experiment) is now
called the baseline. We explore the behaviour of the visibility in the far field approx-
imation. For plane-parallel incident light waves (e.g. a point source at an infinite
distance), the intensity cycles between the extreme maximum and minimum values,
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and we will obtain a visibility V = 1. However, if we have two spatially-separated
point sources at infinity, the interference pattern will be altered by the relative
tilt between the two incoming flat wavefronts. For example the case of two equal-
brightness sources whose angular separation is an odd multiple of the half fringe
spacing (λ/2b) will result in the fringe pattern cancelling out entirely, resulting in
uniform intensity, i.e., V = 0. Thus it can be seen that fringe amplitudes and phases
encode information about the brightness distribution of the source.
Figure 2.2: A stellar interferometer can be conceptualized as a Young’s 2-slit experiment
(taken from Zhao 2009)). Interference pattern and associated visibility values for a single
point source (left), two point sources at an arbitrary separation (middle), and two point
sources at half fringe separation (right).
2.2 Van Cittert-Zernike theorem and interfero-
metric observables
From the example above, it can be seen that the interference pattern conveys infor-
mation about the light source observed in the amplitude and phase of the fringes.
The exact quantitative relation between the brightness distribution of a source and
the fringe visibility is given by the van Cittert-Zernike theorem, which stands as the
cornerstone of aperture synthesis.
In order to quantify this effect, it is necessary to identify the meaning of the fringe
visibility in the context of coherence theory (van Cittert 1934). Zernike (1938)
defined the coherence function2, as the correlation between the wave fields f(~r, t)
2Also called complex degree of coherence.
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received at two points ~r1 and ~r2, separated by a distance much smaller than the
distance from the radiation source. The coherence function γ can be written as
γ(~r1, ~r2) =
〈f(~r1, t)f ∗(~r2, t)〉
[〈|f(~r1, t)|2〉〈|f(~r2, t)|2〉]1/2 , (2.3)
where angle brackets denote time averages, and ∗ complex conjugation. The van Cittert-
Zernike theorem provides the equivalence between γ(~r1, ~r2) and V (~r1, ~r2). It states
that
for a monochromatic incoherent source, the Fourier transform of
the complex spatial coherence is the angular intensity distribution of the
source.
Mathematically,
V (u, v) =
∫ ∫
dα dβ I(α, β)e−ı2pi(αu+βv)∫ ∫
dα dβ I(α, β)
, (2.4)
where (α, β) represent coordinates in the plane of the sky (naturally identified with
right ascension and declination), and (u, v) are the corresponding spatial frequencies
in its dual Fourier plane, which is commonly referred as the UV-plane. Finally, it
is important to note that there are a number of important assumptions associated
with this result:
• The source must be incoherent.
• The distance to the source is much larger than the linear dimension of the
observed area.
• The angle subtended by the object observed is very small.
• The incident radiation is quasi-monochromatic.
• The source can be considered to be two-dimensional, i.e., its extent in the line
of sight dimension is negligible compared with the distance to the source.
• The medium between the source and the imaging plane is homogeneous.
2.2.1 Example complex visibility functions for specific ge-
ometries
In order to illustrate the kind of measurements provided by interferometry, we show
some of the functional forms predicted by the van Cittert-Zernike theorem for simple
geometries (a point source, a uniform disc and a binary source).
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Point source
The simplest geometry to consider is an unresolved point source characterized by a
delta function brightness distribution:
I(α, β) = δ(α, β) (2.5)
The corresponding visibility function is
V (u, v) = 1 (2.6)
Uniform disc
The first-order approximation to represent a star in the plane of the sky assumes
that it is a filled circle of uniform intensity across the disc. This is best expressed
in polar coordinates, with ρ2 = α2 + β2, so
I(α, β) = I(ρ) =
{
4
piθ2
ρ ≤ θ/2
0 otherwise
(2.7)
Analogously, we expressed the visibility as a function of a dimensionless spatial
frequency r, with r2 = u2 + v2. The transformation to polar coordinates turns the
Fourier transform into a Hankel transform. The visibility function obtained is
V (u, v) = V (r) = 2
J1(piθr)
piθr
, (2.8)
where J1 is the first-order Bessel function of the first kind.
Simple refinements to the uniform disk model can make it much more physically
useful. First, stellar disks are usually non-uniform in brightness, showing a center
to limb brightness variation known as limb-darkening. For the case where the limb-
darkening effect can be described as a linear perturbation characterized by a limb
darkening coefficient µλ, the center to limb variation that can be expressed as
3
I(cosψ)
I(0)
= 1− µλ(1− cosψ) (2.9)
, and the visibility can be written as (Hanbury Brown et al. 1974b)
3Often cosψ, where ψ is the angle between the normal to the stellar surface and the line of
sight, can be denoted by µ.
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V =
(
1− µλ
2
+
µλ
3
)−1
×[
(1− µλ)J1(piθr)
piθr
+ µλ
√
pi
2
J3/2(piθr)
(piθr)3/2
]
(2.10)
Furthermore stars may also be distorted from a spherical shape. Representing the
star as an elliptical disk yields the same solution as for a uniform disk with the
exception that we have a different diameter θ as a function of the polar coordinate
φ as sampled by any given interferometer baseline.
Fourier transform properties and composite models
The modelling of more complicated brightness distributions can be aided signifi-
cantly by the use of the following Fourier transform properties:
• Addition
FT{f(α, β) + g(α, β)} = F (u, v) +G(u, v) (2.11)
• Convolution
FT{f(α, β)× g(α, β)} = F (u, v) ·G(u, v) (2.12)
• Shift
FT{f(α− α0, β − β0)} = F (u, v)eı2pi(uα0+vβ0) (2.13)
• Similarity
FT{f(aα, bβ)} = 1|ab|F (u/a, v/b) (2.14)
Binary Star
As an example, we can construct the visibility function corresponding to a binary
star just by using the addition and shift properties of the Fourier transform. Thus,
we can write
V (u, v) =
√
zabV 2a + V
2
b + 2zab|Va||Vb| cos(2pi(uα0 + vβ0))
(1 + zab)2
, (2.15)
where Va = Va(u, v) and Vb = Vb(u, v) are the visibilities of the components A
and B respectively, zab is the ratio of the total intensity of A with respect to B
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(zab =
Ia
Ib
), and (α0, β0) is the relative position of the secondary star with respect
to the primary. Figure 2.3 plots the resulting visibility amplitudes for each of the
geometries considered.
2.3 Interferometer design
The layout of a simple two-telescope optical interferometer is depicted in Figure 2.4.
Although there is unfortunately no universally accepted nomenclature for interfer-
ometer designs, the word optical in this context implies that the beams are optically
combined before detection (so-called direct detection), and does not refer to the
spectral range of the interferometric observations, which could include ultraviolet,
visible and infrared.
The main elements in the an optical interferometer are:
1. Telescopes. Light from the astronomical source is collected by the two tele-
scopes, playing a similar role to the slit apertures in Young’s experiment. The
vector that joins both apertures is known as the baseline vector, ~B. The unit
vector in the direction that links the observation point (both apertures are
roughly at the same location for a sufficiently remote source) and the source
is denoted by ~s. The incident planar wavefronts will be corrupted by the
effects of the turbulent Earth’s atmosphere. This atmospheric distortion or
seeing is usually parameterized by the coherence length (approximated by the
Fried parameter, r0(λ)) and the coherence time t0(λ), representing the length
and time scales over which the atmosphere begins to limit coherence. Typi-
cal values are r0 ∼ 10 cm and t0 ∼ 1 ms under normal seeing conditions for
λ = 5000 A˚. Thus, full use of apertures exceeding r0 in optical interferometry
is problematic without the use of adaptive optics.
2. Relay optics. After collection by the telescopes, the light is guided to an op-
tical laboratory where the beam combination is performed. The optical train
performing this task is carefully designed with high-performance mirror coat-
ings and care taken to treat beams identically (for example with respect to
polarization). As far as possible beam transport is done in vacuum, reducing
residual seeing and dispersion effects from the instrumental air path. Light
losses are kept to a minimum, although the number of reflections involved (typ-
ically 15-25) can reduce the throughput to ∼ 50% even when highly reflective
mirror surfaces (R ' 97 %) are used (ten Brummelaar et al. 2005).
3. Delay lines. The optical path difference (OPD) from the detector to the
star through different arms of an interferometer varies with the geometrical
projection of the baseline as the star moves in the sky. In order to maintain
coherence, the optical path is actively compensated with a delay line usually
consisting of a cart moving on rails, carrying a retro-reflecting mirror arrange-
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Figure 2.3: (Top) Visibility (absolute value) of a uniform disk of diameter θ = 0.5 mas
(solid line) and a limb-darkened disk of the same diameter and linear limb-darkening
coefficient µλ = 0.3 (dashed line). (Bottom) Visibility amplitudes for different binary
configurations: (a) two equally bright uniform disks (zab = 0.5) of θ = 0.5 mas with a
projected separation along the considered baseline ρab = 1 mas (red solid line); (b) the
same configuration with zab = 0.7 (black dot-dashed line); (c) the same as (a) with one
unresolved (V = 1) component (dotted blue line); (d) the same as (a) with the secondary
component at ρab = 3 mas (green dashed line).
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Figure 2.4: Illustration of the main elements forming a simple two-telescope optical
interferometer.
ment. Therefore a cart displacement of ∆x produces an OPD variation of
2∆x. In the absence of atmospheric disturbance, the OPD equals the projec-
tion of the baseline vector ~B onto the direction of the target ~s, ~B ·~s (so-called
geometric delay). Illustrating the stringent technical requirements demanded
in optical interferometry, OPDs of the order of a hundred meters must be
compensated to within a tolerance of just a few wavelengths.
4. Metrology. A computed solution of the trajectory of the observed star in
the sky due to Earth rotation, together with precise knowledge of the baseline
geometry, provides the instantaneous geometric delay to be compensated. A
laser metrology system measures the delay enabling the cart to be controlled
by a number of nested feedback loops. The phase delay that corresponds to
the geometric delay is ∆φ = 2pi
~B·~s
λc
. Differential chromatic dispersion effects,
resulting from varying optical lengths travelled in dispersive media (mostly
air) by each of the beams, are compensated by inserting a variable thickness
of glass into the beams using translating prisms.
5. Beam combination. After path length matching, starlight beams interfere
in the beam combiner. There are various ways to carry out the interference,
but the most popular are the Fizeau and the Michelson combiners4. The
4See rigorous definitions in Glindemann (2011).
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Figure 2.5: Schematic diagram illustrating (a) a typical image-plane beam combiner
with fringes appearing in the spatial dimension of a detector array; and (b) a pupil-plane
beam combiner where temporal modulation of the OPD gives a fringe pattern recorded in
time on a single-element photodetector.
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Fizeau configuration is characterized by the homothetic mapping5 of the tele-
scope apertures (the interferometer can be treated like a masked aperture).
A Michelson configuration is not homothetic, i.e. the reimaged apertures in
the exit pupil are not a downscaled image of the interferometer array, and
the distance of the exit pupils in the beam combiner is chosen independent of
the baseline. A Fizeau configuration imposes tighter constraints in the optical
design, but offers a wider coherent field of view.
An alternative classification scheme distinguishes between image-plane com-
bination where beams are brought together in an image plane to interfere;
or pupil-plane where the collimated wavefronts are overlapped on a beam-
splitter whilst the optical path length is modulated (in time) using a dither
mirror. Although not equivalent, the Fizeau configuration is commonly linked
to image-plane combination and spatial modulation of the fringes, whereas the
Michelson arrangement is often associated with pupil-plane combination and
temporal modulation of the fringes. Both kinds of combination are sketched
in Figure 2.5.
6. Fringe tracking. In modern interferometers equipped with a fringe track-
ing system, the geometric delay is not the only optical path correction im-
plemented. The Earth’s atmospheric turbulence induces an additional phase
difference φatm, that cannot be predicted in advance. The high frequency com-
ponents of this error require correction after detection, while low frequency
errors are typically input as an offset in the delay cart position. Usually, track-
ing of any given interference fringe is too demanding and the more relaxed
envelope tracking ensures the OPD is sufficiently close to the white light fringe
(the delay at which we get fringes for all wavelengths6), so that the central
part of the coherence envelope is explored by the beam combiner. There exist
designs that allow strict tracking of the white light fringe, but they restrict the
allowed integration times, and therefore offer poorer sensitivity (Glindemann
2011).
7. Detector. Interference fringes are recorded with some form of photodetector.
Many current beam combiners use array detectors; for example at optical
wavelengths a CCD7. Advances in CCD technology now allow recording of data
at fast rates (of the order of t0) and low readout noise (a few e
−/pixel/readout).
5The mapping of the pupils is said to be homothetic if the reimaged exit pupils are arranged
such that the ratio of pupil diameter to pupil distance is the same as that of telescope aperture to
baseline (Glindemann 2011).
6If chromatic dispersion is properly corrected.
7Charge Coupling Device.
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2.4 Aperture synthesis and modelling complex vis-
ibilities
An interferometer delivers complex visibilities at only a limited set of points in the
uv plane given by the projection of the baseline on the plane of sky. Thanks to
Earth rotation, this projection evolves with time and uv-coverage increases (with
the implicit assumption that the object observed does not change significantly on
this timescale). The locus of the tracks in the uv-plane depends on the latitude of
the observatory, the geometry of the baseline, and the declination of the object. The
hour-angle determines the exact position along the track (see Figure 2.6). Addition-
ally, if we consider that the object morphology is the same across all the wavelength
channels (we say that the object is grey), we can further increase the uv-coverage
by synthesizing this information into a single dataset.
Figure 2.6: Example uv coverage maps for three different interferometers (lower panels)
with their corresponding array layouts (upper panels). Whereas the first two (IOTA and
CHARA) show a the uv tracks obtained in separate element interferometers by effect of
Earth rotation, the third one shows the instantaneous uv coverage of a masked single
aperture (taken from Monnier 2003b).
Data from a sparse interferometer array can therefore, by application of van Cittert-
Zernike theorem, deliver angular resolution8 equivalent to that of a single-dish tele-
scope with diameter comparable to the interferometer baseline. This process is
8The angular resolution of an interferometric dataset is inversely proportional to the longest
baseline measured.
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known as aperture synthesis and has long been a mainstay of radio astronomy and
more recently become commonplace in the optical. Various image reconstruction
techniques are able take complex visibility amplitude |V | and phase φ information
at a sparse set of spatial frequencies {ui, vi} and deliver a reconstruction of the
object brightness distribution.
The amplitude of the complex visibility |V |, often expressed as V 2, can be measured
accurately, and usually constitutes the main observable used in optical interferom-
etry. A common strategy to extract high angular resolution information from V 2 is
to generate some model of the source consisting of a limited set of simple additive
components, each of which has a few free parameters which are tuned to optimize
the fit to the data. This technique is called parametric imaging, or simply Fourier
model fitting. An important advantage of this approach is that it does not require
a strategy to fill the non-sampled regions of the uv-plane. Moreover, the fitting
is performed in the space where the measurements were made, so propagation of
experimental uncertainties is easier to handle. The most common example of this
approach is stellar diameter estimation using a uniform (or limb-darkened) disk
model. Although information about asymmetries (responsible for the imaginary
component of the complex visibility) might in principle be lost, some can be re-
covered by introducing some degree of model-dependence, for instance by inverting
the sign of the visibility after every null, which is equivalent to switching the phase
between 0 and pi.
While measurements of the phase of an incoming signal are possible for radio inter-
ferometers, phase recovery is problematic for optical interferometry. The intensity of
the fringe pattern is recorded after beam combination, and usable phase information
all but erased by the random phase shifts induced by atmospheric turbulence. Alter-
native strategies to recover some phase information need to be considered. One class
of techniques exploits only differential quantities, such as phase-referencing for cases
where a very nearby companion is available or differential phase which is concerned
only with the change in phase with wavelength. Although these techniques can be
used for (but are not limited to) a single baseline, most successful phase information
strategy in optical interferometry employs three or more apertures. With baselines
forming a closed loop, an interferometric observable called a closure phase can be
measured.
Figure 2.7 illustrates the concept of closure phase. Let us consider the closed triangle
formed by the telescopes 1, 2 and 3. The observed phase φ in baselines 1− 2, 2− 3
and 3− 1 can be written as the object phase on each baseline φ0 and an additional
random phase shift ∆φ introduced at each telescope due to the effect of atmospheric
turbulence:
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Figure 2.7: Cartoon illustrating the concept of closure phase (taken from Zhao 2009).
φ1−2 = φ01−2 + ∆φ(2)−∆φ(1) (2.16)
φ2−3 = φ02−3 + ∆φ(3)−∆φ(2) (2.17)
φ3−1 = φ03−1 + ∆φ(1)−∆φ(3) (2.18)
Summing the three equations together to form a closure phase, the turbulent phase
terms are seen to cancel out. We therefore define the closure phase of a closed
triangle of baselines as
Φ = φ1−2 + φ2−3 + φ3−1 = φ01−2 + φ
0
2−3 + φ
0
3−1 (2.19)
Mathematically, the closure phase can be defined as the phase of a complex quantity
called bispectrum B˜ = BeıΦ (or triple product). If we denote the complex visibilities
of the three baselines as V˜ 1−2, V˜ 2−3 and V˜ 1−3 the bispectrum can be written
B˜ = V˜ 1−2 · V˜ 2−3 · V˜ ∗1−3 (2.20)
In the context of coherence theory, the bispectrum relates to the triple-correlation
function, echoing the relation between visibility and the two point correlation (power
spectrum) function.
It can be seen that the closure phase is resistant to the corrupting effect of the at-
mosphere, while carrying information about the phase of the target brightness dis-
tribution. Closure phases, which are sensitive to source asymmetry, are commonly
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Telescope Maximum Wavelength
Acronym # apertures Diameter (m) Baselines (m) Coverage
CHARA 6 1.0 330 visible, near-IR
ISI 3∗ 1.65 70 (> 100∗) mid-IR
NPOI 6 0.15∗∗ 99 (432∗) visible
SUSI 2 0.14 160 (640∗) visible
VLTI-UT 4 8.2 130 near-IR, mid-IR
VLTI-AT 4 1.8 202∗ near-IR, mid-IR
LBTI∗ 2∗ 8.4 23∗ near-IR, mid-IR
MROI∗ ∗10 ∗1.4 ∗340 visible, near-IR
Table 2.1: Capabilities of current optical interferometers (∗: planned; ∗∗ addition of
1.8 m telescopes starts in October 2014).
incorporated into the modelling of the data, and for cases where interferometric mea-
surements provide a dense enough filling of the uv-plane, visibility amplitudes and
closure phases can be combined to obtain a nearly model-independent reconstructed
image of the source (e.g. Ireland et al. 2006).
2.5 International facilities and The Center for High
Angular Resolution Astronomy (CHARA) Ar-
ray
Since the first recording of fringes using two separate telescopes in a direct-detection
configuration by Labeyrie in 1974, a number of optical long-baseline interferometers
have been operating from the visible to the mid-infrared. Table 2.1 compiles a list of
optical interferometers currently operational or at an advanced stage in construction.
The interferometric observations reported in this thesis have been obtained using the
CHARA array. Located at Mount Wilson Observatory (California, USA), the array
is comprised of a total of six 1 m telescopes arranged in a Y-shape configuration,
with two telescopes lying along each of the three arms, connected with vacuum pipes
to the CHARA beam synthesis facility. The 15 usable baselines have lengths in the
34-330 m range, offering the highest angular resolution9 yet achieved (∼ 0.2 mas)
when operating at the shortest wavelengths within the 0.45-2.4µm operating spectral
window. A complete description of the facility can be found in ten Brummelaar et al.
(2005).
The optical laboratory houses a diverse set of six beam combiners, operating in the
9In this case, we define the resolution by the location of the first visibility null of an equal
binary ∆θ = λ2b .
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Figure 2.8: CHARA array pictorial overview. The 100-inch Hooker telescope (dome
in the center) is where Michelson first measured a stellar angular diameter (taken from
http://www.chara.gsu.edu/CHARA/).
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Telescopes East (m) North (m) Height (m) Baseline (m)
S2-S1 -5.748 33.581 0.644 34.076
E2-E1 -54.970 -36.246 3.077 65.917
W2-W1 105.990 -16.979 11.272 107.932
W2-E2 -139.481 -70.372 3.241 156.262
W2-S2 -63.331 165.764 -0.190 177.450
W2-S1 -69.080 199.345 0.454 210.976
W2-E1 -194.451 -106.618 6.318 221.853
E2-S2 76.149 236.135 -3.432 248.134
W1-S2 -169.322 182.743 -11.462 249.392
W1-E2 -245.471 -53.393 -8.031 251.340
W1-S1 -175.071 216.324 -10.818 278.501
E2-S1 70.401 269.717 -2.788 278.767
E1-S2 131.120 272.382 -6.508 302.368
W1-E1 -300.442 -89.639 -4.954 313.568
E1-S1 125.371 305.963 -5.865 330.705
Table 2.2: Baselines available at the CHARA array (ten Brummelaar et al. 2005).
visible and in the near-infrared. These are:
• CHARA CLASSIC/CLIMB (ten Brummelaar et al. 2005) CLASSIC is
a two-beam combiner operating at the J, H and K spectral bands based on a
simple bulk-optic beamsplitter. CLIMB is an extension of this device that is
able to combine two sets of three beams simultaneously.
• FLUOR (Me´rand et al. 2006) is a two-beam single-mode fiber based combiner
operating in K-band.
• MIRC (Monnier et al. 2004) is a single-mode fiber based imaging beam com-
biner, able to interfere up to six beams in J, H and K band.
• CHAMP (Monnier et al. 2012) is a six-beam fringe pairwise tracker operating
in J, H and K band.
• VEGA (Mourard et al. 2009) is a four-beam combiner optimized for high
spectral resolution at optical wavelengths visible-light.
• PAVO (Ireland et al. 2008) is a beam combiner using the light from two
or three telescopes, optimized for high sensitivity in the optical. A twin in-
strument, able to combine two beams, operates at the SUSI array (Narrabri,
Australia).
The interferometric observations presented in this thesis have been conducted with
the PAVO beam combiner. Chapter 3 will give a more detailed description of the
instrument, as well as the data analysis techniques developed for this project.
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Optical Interferometry with
PAVO@CHARA
The interferometric data presented in this thesis were obtained using the Precision
Astronomical Visible Observations (PAVO) instrument, located at the Center for
High Angular Resolution Astronomy (CHARA) array in Southern California. This
beam combiner, which was designed and constructed by a team from the Univer-
sity of Sydney, the California Institute of Technology and Georgia State University,
provides the highest angular resolution yet achieved (∼ 0.2 mas) for stars V=8 mag-
nitude and brighter. In this chapter, we describe PAVO@CHARA beam combiner
and the implemented instrumental techniques and advances aimed to observe heavily
resolved targets. Parts of this chapter are based on Maestro et al. (2012).
The Sydney University Stellar Interferometry group has developed a suite of pro-
grams to extract the relevant interferometric signal from files collected during obser-
vations. Original code used to commission the instrument (written in the YORICK
language) was ported to IDL by Peter Tuthill and Michael Ireland. Further devel-
opments to the PAVO data pipeline were added by students Nathaniel Butterworth,
Anthony Cheetham, Daniel Huber, Yitping Kok, and Aaron Rizzuto. For most of the
duration of my graduate studies I have been the primary custodian of the software,
and have made extensive contributions. The most important are:
1. I wrote the frame identification subroutines.
2. I contributed to the wavelength calibration subroutine (together with Daniel Hu-
ber). I designed and implemented a new method to calibrate the PAVO@CHARA
wavelength scale, using a new red laser installed in the CHARA optical labo-
ratory by Judit Sturmann in August 2012.
3. I wrote a new module to compute the power spectrum. I also added the fringe
delay estimation subroutine (adapting one written by Yitping Kok for PAVO@SUSI
two-telescope data).
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4. I contributed to the outlier rejection subroutine written by Daniel Huber, adding
new functionalities for three telescope data.
5. I made improvements to the graphical tool for calibration of two telescope data.
Additionally, I wrote a new non-graphical calibration subroutine for three tele-
scope data, based on previous code written by Michael Ireland, Daniel Huber
and Aaron Rizzutto. I wrote a subroutine to write the calibrated interferometric
observables to an OIFITS file.
Furthermore, I am co-author of the PAVO simulator (Kok et al. 2013), a project
led by Yitping Kok. The simulator allows testing of data analysis using synthetic
two-telescope data. At the time of writing, synthetic two- and three-telescope PAVO
data have been simulated.
3.1 Introduction
After two decades of sustained development, Optical Long Baseline Interferometry
(OLBI) has firmly established as one of the most productive tools available for cur-
rent astrophysicists. Commissioning of interferometers with hectometric baselines,
including instruments capable to simultaneously combine the light from an increas-
ing number of apertures, has resulted in the rising of a new era of imaging at the
milliarcsecond (mas) scale.
Angular resolution at this scale has caused an unprecedented impact on Stellar
Astrophysics. Objects such as rotating stars (Monnier et al. 2007), multiple systems
(Baron et al. 2012), or matter in the circumstellar environment (Kraus et al. 2012)
are routinely studied using optical long-baseline interferometry; the most commonly
in the infrared where most beam-combiners now operate. Nonetheless, despite the
rapid progress, OLBI still suffers some limitations, the most important of which is
poor sensitivity. Taken in combination with the high intrinsic angular resolution,
the resulting performance can restrict near-infrared observations to the brightest
(and often closest) objects in their class.
Extending the imaging capabilities of long-baseline interferometers to the visible
region of the spectrum provides a number of significant advantages. The angular
resolutions achieved are up to three times larger, and the closer proximity to the
Wien tail produces an improved sensitivity to temperature differences on stellar
surfaces compared to the near-infrared. Visible interferometers have the potential
to increase the range of the Fourier coverage by a factor of up to three, and the
combination of data from both optical and near-infrared can provide particularly
powerful constraints.
Of the different beam combiners hosted by the CHARA array (§ 2.5), two can
observe in the visible: VEGA and PAVO. Both visible combiners offer the same
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angular resolving power, and both allow the use of the full (multi-r0) apertures
of the array telescopes. PAVO@CHARA is optimized for the highest sensitivity
enabling enables fringe tracking on stars as faint as V ' 8.5 mag, while on the other
hand the VEGA design prioritizes high spectral resolution (up to R =30000).
The PAVO instrument (Ireland et al. 2008) is therefore intended to push OLBI to
the faintest target populations while delivering angular resolution at the submil-
liarcsecond scale making use of the longest operational baselines available at the
CHARA array (ten Brummelaar et al. 2005). PAVO@CHARA pioneered an inno-
vative approach, called minimal optimized spatial filtering that enables the use of
∼ 80% of the full 1 m CHARA array collectiong apertures over a ∼ 40% fractional
bandwidth in the visible spectral region.
This chapter is structured as follows. Next (Section 3.2), we present a detailed
description of the concept and optical layout of the instrument. Section 3.4 describes
the different stages of the PAVO@CHARA data reduction procedure. Observations
carried out using PAVO@CHARA in combination with an infrared beam combiner
that acts as a fringe tracker for overresolved objects is sketched in Section 3.5.
Finally, conclusions and future developments are discussed in Section 3.6.
3.2 The Precision Astronomical Visibility Obser-
vations (PAVO) beam combiner
The PAVO@CHARA instrument is a Fizeau-type visible beam combiner able to
record spatially-modulated fringes formed in a pupil-plane using the starlight from
up to three apertures. A similar instrument, able to use the incoming light from two
telescopes is located at the Sydney University Stellar Interferometer (SUSI) located
at Narrabri (NSW, Australia). Figures 3.1 and 3.2 illustrate the optical setup and
Figure 3.3 shows a schematic diagram of the instrument concept.
In order to describe in further detail the function of each of the optical subsystems,
we proceed along the optical train shown in Fig. 3.3. First, starlight is collected in 2
or 3 (selected amongst six) 1 m telescopes of the array. A set of successive reflections
compresses the beams and directs them into vacuum pipes that transport the light to
the Beam Syntesis Facility (see Figure 2.8). There a two-stage system compensates
the beams for optical path differences. First, a set of evacuated pipes called “Pipes
of Pan” (PoPs) are configurable to add a number (from 1 to 5) of integer steps of a
fixed delay length (' 36.6 m). Next, a periscope directs the beams into continuously
moveable delay carts in air. Together the PoPs and carts constitute the optical path
length equalizer (OPLE) system.
Exiting the OPLE, the beams are reduced in diameter and a longitudinal dispersion
corrector (LDCs) employed to balance the chromatic dispersion in each arm. This
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Figure 3.1: Layout of the PAVO beams in the CHARA optical laboratory. The opti-
cal elements of PAVO@CHARA are arranged between the IR Table and the PAVO table
(both labelled in schematic); the latter sharing bench space with CHARA’s artificial light
sources. The upper picture shows the incoming beams being split by near-normal inci-
dence dichroic beam splitters with PAVO’s science waveband reflected by steering mirrors
M1. Exiting the top picture to the lower left, beams can now be followed in the bottom
picture where they are focused by the L1 2 m focal length lenses towards the PAVO table.
Upper/lower blue filled triangles indicate the approximate camera view of the upper/lower
pictures respectively.
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Figure 3.2: Detailed view of optics on the PAVO table. The lower picture shows beams
(proceeding right-to-left) being focused by the L2 lenses and reflected by the M2 mirrors
towards the right-angle “knife-edge” prisms that steer the beams through the three hole
mask. The mask acts as a spatial filter removing high spatial frequency aberrations. Now
beams in the upper picture (again right-to-left) interfere at the cylindrical lenslet array
and the fringes are dispersed by a prism and re-imaged on a L3CCD camera.
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Figure 3.3: Schematic diagram of PAVO@CHARA optical design, illustrating the in-
strument concept. Annotations at the top stand for the functional purpose of the optical
elements specified at the bottom.
is a critical subsystem for the PAVO because the many tens of meters of geometric
delay (induced in vacuum) is partly compensated by the moving delay cart (in air),
and the chromatic dispersion induced is overwhelmingly stronger in the optical than
the infrared. A beam switchyard system now separates visible from infrared light
(cutoff at 1 µm), and starlight is directed into the Beam Combination Laboratory.
The blue part of the visible beam, with λ < 0.6µm, is directed to the tip-tilt
system which attempts to actively correct wavefront tilts induced by atmospheric
seeing and small telescope pointing errors. The remainder (red part) of the visible
beams and the infrared beams are used for science, directed into the intended beam
combiner with an assortment of active beam-steering optics, where they interfere
and interferometric observables are recorded.
Visible beams with λ > 0.6µm enter PAVO, and a set of lenses (1) correcting chro-
matic and spherical aberrations focus the beams in an image-plane. Specialized
knife-edge mirrors (2) bring the beams side to side, centering each beam focused at
the different pinholes of the non-redundant spacing mask (3) located in a common
image-plane, that acts as a spatial filter. Starlight passing through the mask propa-
gates to a common pupil-plane, forming interference fringes on the lenslet array (4).
Light passes a prism and spectrally dispersed fringes are re-imaged (5) and recorded
on the L3CCD detector.
3.2.1 PAVO@CHARA special features
Besides the inherent gain in angular resolution obtained when operating at visible
wavelengths, the most important contribution of the PAVO@CHARA instrument
is the blend of recent opto-electronic technology and optical methods incorporated
into a design that optimizes the use of the telescope apertures without significant
losses in V 2 due to atmospheric wavefront error (which is otherwise difficult to work
with in the visible). This section dissects three of the most innovative aspects of
PAVO@CHARA: spatial filtering, pupil fragmentation and spectral dispersion.
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Spatial filtering
As previously mentioned, it is widely accepted that poor sensitivity constitutes the
most important bottleneck in the widespread adoption of OLBI across observational
astronomy. Even where large (meter-class) collecting apertures are avilable, most
are now equipped only with tip-tilt correction and no higher-order Adaptive Optics
(the only exception being the VLTI1 operating with the 8 m UTs). Poor wavefront
quality means that the effective collecting area of the interferometer is only a fraction
of the primary mirror size, and particularly at short wavelengths can be less than
∼ 10% of the full telescope pupil.
In the absence of active AO correction, wavefront quality can be enhanced with the
passive strategy of spatial filtering. The most common approach for this makes use
of single-mode optical fibers resulting in the total removal of all wavefront distor-
tions. However this comes at a heavy cost in throughput and the degradation-free
beam contains just a small fraction of the incident flux 2. The key innovation pio-
neered with PAVO is to navigate an optimal course between corrupted wavefronts
and prohibitive losses (fiber filtering), and it does so using the strategy called min-
imal optimized spatial filtering. By filtering out only high spatial frequency aber-
rations, PAVO produces partial removal of the wavefront degradation while still
maintaining high throughputs. The critical insight lies in the choice of the point-
of-balance between filtering and throughput. PAVO’s spatial filter is set to allow
wavefront aberrations that can be sensed by the detector (and hence calibrated in
post-processing) to pass, while those that cannot (beyond Nyquist sampling) are
rejected. In the most common configuration, the filtering mask gives a throughput
in excess of 50% for typical 1.′′2 seeing at Mount Wilson Observatory.
Pupil remapping: pupil fragmentation and spectral dispersion
Interference fringes are formed at a common pupil plane beyond the mask, at which
point a cylindrical micro-lenslet array fragments the pupil into Nlenslet = 16 linear
focal lines (one for each lenslet across the pupil). Each lenslet samples the fringes
from a different narrow slice across the pupil. Fragmenting the pupil in this fashion
mimics the effect of simultaneously running many beam combiners in parallel each
using much smaller sub-pupil regions; a strategy that neatly sidesteps coherence
problems with a large corrugated wavefront.
This approach benefits not only from full coherent use of the entire pupil, but also
offers the possibility to incorporate a spectrograph between the lenslet array and
the detector, consisting of a dispersive prism together with re-imaging optics. As
a result, the L3CCD 3records an image of the spectrally dispersed fringes into ∼20
1Very Large Telescopes Interferometer
2This fraction depends on the ratio of seeing size to aperture size r0/D.
3L3CCD: Low Light Level Charged-Coupled Device.
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spectral channels, as well as recovering the full coherent interferogram across the
pupil. Figure 3.4 shows the effect of this pupil remapping on the recorded fringes.
Figure 3.4: Effect of the inclusion of a lenslet array and a spectrograph in the
PAVO@CHARA design. Left panel : Simulated image of the PAVO pupil plane containing
2-telescope monochromatic fringes. Right panel : Simulated image of a PAVO pupil-plane
interferogram after the inclusion of the pupil-fragmenting lenslet array and a dispersive
prism. Sixteen lenslets (stacked vertically) each produce interference (0.6−0.9µm) fringes
running horizontally. These are spectrally dispersed in each lenslet channel so that wave-
length increases from top to bottom; evident in the fact that fringe spacing becomes wider
at longer wavelengths.
Interferometric spectrographs which deliver both spectral and spatial information
confer several important advantages, not least of which is that the science target is
studied across a range of wavelengths simultaneously. Furthermore, this approach
enables the important technique of group delay tracking. At the phase center of a
pathlength-balanced array, interference fringes will line up at all wavelengths across
the band; this case is illustrated along the centerline of the right-hand pupil panel
in Figure 3.4). As we move away from the zero-phase centerline, delay is added to
one arm or the other, and because fringe spacing varies with wavelength, the fringes
appear to tilt with wavelength. Therefore a single interferogram of high signal-to-
noise is enough to uniquely identify the location of the “white light fringe” phase
center. The PAVO software exploits this effect, enabling computation of the group
delay and effective tracking of the white light fringe delay (Ireland et al. 2008; Kok
et al. 2013).
3.3 Observing with PAVO@CHARA
An ideal observing routine consists of the stages summarized in Table 3.1. Dur-
ing standard operation, PAVO integrates fringes during a detector integration time
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Step Shutters Fringe tracking Time (s)
Science Open On ∼ 120
Foreground Open Off ∼ 40
Ratio 1 open, rest closed Off ∼ 3× 10
Dark Close Off ∼ 60
Table 3.1: Steps in a PAVO@CHARA regular observing routine.
(DIT) tDIT = 8 ms, which is of order of the atmospheric coherence time. The result-
ing frames are recorded on a 512×512 pixel EMCCD camera every ∆t = 8.26 ms
(corresponding to a frame rate of ∼ 120 Hz). On-chip binning by a factor of 4 is per-
formed prior to readout in the x-direction. Figure 3.5 illustrates the format of PAVO
data in which individual frames are 128×512 pixels size. The x-axis represents the
direction of the spatial modulation of the fringe pattern, whereas the y-axis corre-
sponds to the direction of the spectral dispersion in each of the 16 lenslet orders,
seen as horizontal bands in the figure. For each lenslet order, wavelength increases
from top to bottom. Every 50 frames are recorded into a single data cube in FITS
file format (Wells et al. 1981), giving 0.4 seconds of total integration time per data
cube. Typical observing proceeds by accumulating a large number of cubes while
tracking fringes on the target of interest, where usually 120 seconds of simultaneous
fringes recorded on all baselines is taken to constitute a scan. The actual integra-
tion time may exceed this due to adverse observing conditions causing momentary
loss of fringe tracking in any of the baselines – segments of data without usable
fringe signal are discarded in post-processing. The file also contains a header with
detailed information about the instrument and the array configuration and details
of the target being observed. After fringe data are saved, the following sequence of
calibration data files known as a shutter sequence is taken while the telescopes are
still tracking the star:
• Foreground frames. All shutters4 are open, but OPLE tracking of fringes
is turned off, so that the instrumental delay path lengths are deliberately
mismatched yielding zero fringe contrast. These files are used to estimate the
bias introduced in the power spectra by the incident incoherent flux from the
source.
• Ratio frames. One shutter only is left open at a time, allowing the estimation
of the average incident flux from each individual beam contributing to the
interference pattern.
• Dark frames. All beam shutters are closed and there is no starlight incident
on the detector. Dark frames are used to compute bias due to readout noise
processes in the electronics (Marson, R. G. 1997).
4There are no physical shutters in PAVO, and its effect is resembled by pointing the starlight
away from the PAVO mask, using the stepper motors on the M1 mirrors.
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Figure 3.5: Illustration of PAVO@CHARA data cube format. (a) Data cube of frames
each of which is a simulated pupil plane interferogram (integrated over 8 ms). The pupil
is fragmented in 16 lenslet orders, with a single lenslet order is highlighted by the green
box. (b) A single lenslet order interferogram showing spatially modulated fringes in the
horizontal direction and spectral dispersion vertical with increasing wavelengths from top
to bottom. The slight curvature of the fringes in the wavelength direction is caused by
the dispersive optics. (c) A single frame of on-sky data, binned by a factor of 4 in the x
direction, shows real-world imperfections such as uneven pupil illumination and wavefront
error due to atmospheric turbulence.
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In order to extract the science signal, the coherence transfer function of the entire
PAVO@CHARA instrument is estimated using interleaved observations of reference
sources. These “calibrator stars” are chosen to be the closest approximation to
an unresolved point sources as possible (Boden 2003), and to match sky location,
brightness and spectral signature of the observed object as closely as possible. This
goal is usually achieved by bracketing science target observations with data taken
on neighboring stellar (distance<5 degrees on the sky) calibration sources, with less
than 20 minutes elapsed time from the science target.
3.4 PAVO@CHARA data analysis
The PAVO data analysis software, mostly written in IDL (Interactive Data Lan-
guage), outputs interferometric observables (V 2 and closure phase) from raw PAVO
data stored in FITS files (Wells et al. 1981). Under constant development, the code
implements novel methods to deliver robust high signal to noise ratio quantities. The
level of user interaction in the pipeline is a compromise between automation of fre-
quent tasks and human inspection and interaction with intermediate data products.
The main stages of the PAVO@CHARA data analysis process are:
1. Raw data input and frame identification.
2. Wavelength calibration and distortion correction.
3. Reduction of raw data to uncalibrated primary observables.
4. Outlier rejection.
5. Calibration of observables.
6. Data output (OIFITS).
3.4.1 Frame identification
The pre-processing of the data starts with the frame type (science, foreground, ratio
or dark) identifiers extracted from the date file headers. The get fitsinfo routine
extracts relevant information, most importantly the object observed, the number of
beams used, the status of shutters, and whether fringe tracking is active or inactive,
from the FITS headers, and classifies the different files into (s)cience, (f)oreground,
rati(o) or (d)ark respectively (see definitions above). Using this information, the
stream of data files is split into blocks (a complete [science and calibration] sequence
of files observing a single object) and subblocks (a continous sequence of files of the
same type within one block). The summary fitsinfo routine displays a human
readable summary of the data structure output by get fitsinfo, which can be
used as input for the main data processing program.
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3.4.2 Distortion and wavelength scale correction
The first major task confronting the data analysis software is to unpack the raw data,
with information from lenslet orders, dispersed wavelength channels as well as spa-
tial fringes all being encoded within each individual frame. Three-dimensional input
raw data cubes (axes as illustrated in Figure 3.5) are extracted into four-dimensional
intermediate data products (dimensions are (1) spatial fringes, (2) spectral wave-
length, (3) lenslet order, and (4) time) ready for further processing. To perform this
task, illustrated in Figure 3.6, several sets of regridding, interpolation and distortion
correction must be applied.
Dark Bias
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Distortion
Correction
(a) (b) (c)
Data regridding
Wavelength
calibration λ
y
y
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Figure 3.6: PAVO data transformations required before Fourier processing of fringes.
The raw data frames (a) are distortion corrected and the dark bias subtracted (b). Finally,
the undistorted data is regridded in a data cube (c) with a uniform wavelength scale, in
which the spectral and spatial information have been decoupled.
The dispersive prism (see Fig. 3.3) produces a quadratic image-plane distortion in
the raw frames (seen as the bow-shaped curve of the lenslet orders in Figure 3.5).
Furthermore, alignment errors and changes in the optical path make the PAVO
pupil appear to shift and tilt with respect to the reference position. Correcting the
distortion and the adjustment of the rotation and offset in the position of PAVO
pupil are key elements to correctly calibrate the wavelength scale.
The wavelength scale calibration is achieved through the use of a consistent wave-
length reference. Two procedures were developed to estimate the rotation and offset
of the PAVO pupil. For data taken before August 2012 the process relies on a lab-
oratory calibration of the entire chip performed in 2009 (Huber, D. 2011) and a
combination of a red laser source and interference filter that employed the inflexion
point of the transmission filter as the reference point. In August 2012, a new laser
within the PAVO@CHARA spectral range was installed, which allows a more pre-
cise and stable calibration of the wavelength scale and the on-chip distortion. Both
methods are outlined in the following subsections.
Distortion characterization
A mathematical formulation of the distortion solution can be written in terms of:
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• D, the quadratic (parabolic) distortion, given in the pixel deviation from a
straight line at the edge.
• R, denoting a kind of “rotation” of the parabola (see notes below).
• O, the vertical offset of the wavelength scale.
Therefore the vertical stretch that corresponds to a parabolic distortion described
by the parameters expressed above can be written as
∆y = D ×
(
x− x0
Lx/2
)2
+R× x− x0
Lx/2
+O, (3.1)
where x is the horizontal position on the chip, x0 is the centroid of the distribu-
tion, and Lx is the size in the horizontal dimension of the chip, all in pixels. The
two methods, both pre- and post-installation of the new laser in August 2012 are
discussed in turn below.
Method I
Many stars observed with PAVO tend to be blue enough to fill the transmission
curve of the filter out to short wavelengths. For such stars the inherent spectrum
of the star plays little role in the spectral shape recorded, which is dominated by
the cutoff set by the PAVO bandpass filter. The inflexion point at the blue end
of PAVO filter transmission curve comprises a stable reference to anchor the entire
wavelength scale. After the installation of a new dispersive prism on March 2009,
a set of observations of HD 85795 (A3III, V = 5.3) was immediately followed by
observations of an alignment laser. All available laser frames were averaged and the
peak of the flux distribution as a function of wavelength was compared to the known
laser wavelength (λlaser=632.8 nm). The pixel shift necessary to align the peak of the
laser frames with this wavelength was calculated (see Figure 3.7), and then applied
to the average of all obtained on-sky frames. The wavelength corresponding to the
inflexion point, as computed from the resulting intensity distribution, was found to
be λinflexion=620 nm.
The rotation and offset parameters are estimated iteratively, from a sample of high
flux frames taken on stars blue enough to ensure filling of the blue end of the PAVO
bandpass. A set of rotations and offsets are applied to such frames, and the final
values are estimated from the best match between the spectral flux distribution
around the inflexion point and the calibrated spectral response of the instrument
with the filter used. Huber, D. (2011) estimated that the uncertainty of the PAVO
wavelength scale to be roughly 3 nm.
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Figure 3.7: Wavelength scale calibration for PAVO@CHARA. (a) Integrated flux versus
wavelength for data taken with the red CHARA alignment laser on March 2009, shifted
by an offset of -1.25 pixels. The dotted line marks the wavelength of the laser (632.8 nm).
(b) Integrated flux of on-sky frames taken prior to the laser frames, with the same offset
applied as in panel (a). The dashed line shows the numerically calculated inflexion point
of 620 nm. (c) Histogram of calculated offsets for 1400 frames taken on 10 different nights
spanning from 2009-2011 after subtracting the median offset determined for each night.
The dashed line shows a fitted Gaussian curve with a standard deviation of 0.12 pixels.
From Huber, D. (2011).
Figure 3.8: PAVO@CHARA laser frames. Left panel: PAVO pupil image illuminated by
red laser obtained by coadding ∼ 100 dark subtracted exposures. Right panel: An indi-
vidual extracted lenslet order (5th order starting from the top), showing monochromatic
emission follows a curved locus due to optical distortion mainly in the prism. x and y
coordinates are in data pixels.
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Method II
In August 2012, CHARA array engineers installed a new diode red laser 5 with λrl =
635 nm, illuminating the same path as the CHARA optical laboratory white light
source. This has enabled a new method of wavelength calibration and determination
of the distortion parameters, based on the 2009 wavelength calibration of the central
column of the CCD.
For the sake of simplicity, we adopt a simplified parametrization of the distortion
correction (Equation 3.1), according to:
∆y = γ × x2 + β × x+ α (3.2)
Identifying terms, we can write (D,R,O) as a function of (γ, β, α) and vice versa,
γ =
D
(Lx/2)2
(3.3)
β =
R
Lx/2
− 2Dx0
(Lx/2)2
(3.4)
α =
Dx20
(Lx/2)2
− Rx0
Lx/2
+O(3.5)
D =
γL2x
4
(3.6)
R =
Lx
2
× (β + 2γx0) (3.7)
O = γ × x20 + β × x0 + α(3.8)
The new wavelength calibration method based on the availability of the laser is
illustrated with data taken on August 14th 2012. A total of Nfiles ' 100 exposures in
which the PAVO@CHARA detector was illuminated with the red laser were co-added
and the dark bias (estimated from non-illuminated exposures) subtracted were taken
after observing that night. The resulting frame is shown in Figure 3.8. The position
(xpeaks, ypeaks) of the peak corresponding to the laser emission for each column of
the detector and lenslet order, is estimated. Two different fits, in which outliers
are identified and clipped out, are performed. Based on the 2009 chip wavelength
calibration (that maps detector positions to wavelengths), pixel coordinates on the
detector are rescaled by wavenumber. Assuming the vertical pixel coordinate is
nearly co-linear with the wavenumber ordinate k (over any given lenslet), fitting a
parabola to the set of (column, kpeaks) values traced by the known monochromatic
light yields a spectroscopic fiducial. Employing the wavenumber description, instead
of the detector vertical coordinate, allows summation over different lenslet orders,
resulting in a more robust description of the parabolic distortion.
In order to compare the performance of the two methods, a simultaneous wave-
length calibration using on-sky data (Method I) was performed. One of the issues
of Method I is a slight variation in calibration due to instabilities in alignment. For
5http://www.coherent.com/products/index.cfm?fuseaction=popups.ShowAttributes&ID=946,
model 635-25 CDRH
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Figure 3.9: Red laser profile obtained using the old (left) and new (right) distortion
correction methods. The vertical red dashed-line represents the manufacturer’s wavelength
value for the diode laser used, whereas the blue solid line gives the best gaussian peak fit
to both profiles.
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example, non-uniform illumination of the pupil (due to aberration and misalign-
ment) in concert with inevitable variations in spectral type of objects observed will
conspire to produce small shifts in the derived fiducials. Three telescope data taken
on August 14th 2012 gave [D, R, O]=[4.7, 0.80±0.01,-2.75±0.03] in the first half of
the night, and [D, R, O]=[4.7, 0.80±0.12,-2.66±0.03] at the end of the same night.
Using two telescope data, the distortion correction was described by [D, R, O]=[4.7,
1.20±0.23,-2.33±0.10].
To check consistency of the wavelength calibration with the wavelength of reference
chosen, the position of the laser peak was computed after applying the distortion
solution obtained with each method by fitting a gaussian profile given by
Flux = A× e−(λ−λ0σ )
2
, (3.9)
where A is the flux value at the peak (in arbitrary units), λ0 is the peak wavelength
and σ is the associated standard deviation (measured in the same units as λ0). The
fit results are shown in Figure 3.9 and Table 3.2. Comparison of the offset between
the estimated laser wavelength (λ0) and the actual value (λrl = 0.635 nm) shows
that the new method improves λ0 − λrl by nearly one order of magnitude.
Parameter Method I Method II
A (a.u.) 1564.2±0.7 1592.6±0.7
λ0(µm) 0.6321±0.0001 0.6349±0.0001
σ (µm) 8.5·10−3 8.4·10−3
A/σ 184950±160 190420±150
λ0 − λrl (µm) 0.003 10−4
Table 3.2: Comparison of the resultant accuracy of the two wavelength-scale calibration
methods. Data shown are for a gaussian peak fit (see Equation 3.9) to a laser calibration
data frame (after coadding in the spatial dimensions and lenslet orders). Wavelengths are
measured in µm and the flux at the peak A in arbitrary units (a.u.). See text for further
details.
The distortion, rotation and offset parameters obtained by any of the calibration
methods presented are enough to fully specify the information distribution in raw
data space. Most conveniently, the regridding transformation is encoded in a set of
matrices. Each raw data file, of dimensions nx × ny × nframes is dark subtracted,
dewarped and calibrated in wavelength in a more convenient data cube of dimensions
nx×nlenslet×nλ×nframes (nλ represents the number of wavelength channels in which
PAVO spectral range is subdivided), where the spectral and spatial information
entangled in raw frames (vertical ordinate) have now been decoupled, as illustrated
in Figure 3.6.
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3.4.3 Estimation of the interferometric observables
Having established a robust method to extract calibrated separable spatial and spec-
tral data from raw frames, the next steps are to process these through to standard
interferometric observables – complex visibilies. Every corrected and wavelength cal-
ibrated cube undergoes a 2D Fourier transform per wavelength channel and frame, or
optionally a 1D Fourier transform (which improves the execution speed) per lenslet
order, wavelength channel and frame. Figure 3.10 shows 2-D cross sections through
the resulting 3-D power spectrum cube (already coadded in the time dimension)
as a function of the reciprocal of the lenslet order (y-dimension in pupil), spatial
frequency (x-direction in pupil) and wavelength, computed using a single PAVO
file taken in 3-telescope mode. Due to the non-redundant 3-hole mask, interference
fringes from each baseline are encoded at different spatial frequencies (dashed lines
in Fig. 3.10 (b) and (c)). The fringe power can be seen as bands of elevated signal
along the expected windows corresponding to each of the three baselines.
The power spectra obtained are sampled at the spatial frequencies corresponding to
the pre-calculated windows (based on mask hole widths and wavelengths considered,
plotted as dot-dashed lines in Fig. 3.10) for each baseline (see Fig. 3.10). Corrections
to account for non-zero pixel and lenslet size are incorporated. The power at very
low spatial frequencies (zero baseline) is used to estimate the total incident flux. A
subsequent inverse Fourier transform of the fringes returns the complex visibility
across the pupil for each baseline considered.
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Figure 3.10: Cuts through a power spectrum data cube extracted from a single PAVO
file observation on HD 177003 taken on July 3rd, 2011 using W2-E2-S1 telescopes at the
CHARA array. (a) Time-averaged power spectrum as a function of lenslet order (y-
direction in the pupil) and spatial frequency. (b) Cross-section displaying power spectrum
as a function of wavelength and spatial frequency. (c) A horizontal profile of data in
middle panel (b) showing the power spectrum distribution as a function of the spatial
frequency for the 11th wavelength channel. The windows of spatial frequency over which
fringes are expected to be centrally peaked for each baseline are delimited by dot-dashed
lines.
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Foreground bias subtraction
Prior to summation of power spectra for the computation of visibilities, a foreground
bias substraction is carried out to minimize the effect of noise power masquerading as
signal (Colavita et al. 1999). This photon bias follows a Poisson distribution in the
number of collected photons, that after Fourier transform translates into white noise
of constant average value in the frequency domain (Perrin 2003). Three different
methods have been implemented in the PAVO analysis software to subtract this
bias:
• Bias is estimated from the power spectrum over spatial frequency windows cor-
responding to unused baselines. This technique is restricted to single baseline
PAVO observations.
• Bias is obtained from power measured in narrow regions between the science
fringe windows. This method is not employed regularly, since it requires wide
gaps (therefore narrow mask holes implying low throughput) between used
spatial frequency windows.
• Bias is estimated directly from “foreground” frames (recall that fringes are
no longer present) over the same power spectral regions as the science signal.
A simple subtraction of this bias, however, introduces errors when there are
small changes in alignment between the science and foreground data, and a
more complicated procedure is adopted. The foreground frame bias is sepa-
rated into contributions from readout and photon noise, and the photon noise
contribution scaled according to any flux difference noted between data and
foreground frames. This method is the most common choice when all three
baselines are in use.
Coherent averaging
The PAVO reduction pipeline implements an optional strategy useful for increasing
the signal to noise ratio for faint sources. Signal levels are enhanced by averaging
together blocks of contiguous wavelength channels, accounting for the differential
group delay between them (further details of the PAVO group delay algorithm can
be found in Ireland et al. 2008). The total gain in signal to noise ratio is propor-
tional to
√
Nc, where Nc stands for the number of wavelength channels averaged
together. Coherent averaging, particularly over larger bandwidths, should be used
with caution. It depends on the assumption of self-similarity of the signal over dif-
ferent wavelength channels, and can therefore potentially destroy the science signal
in cases where visibility is a strongly varying function with wavelength (e.g. wide
binaries with rapidly-varying visibility signals).
Additionally, Kok, Y. (2014) implemented an algorithm to estimate the fringe de-
lay for PAVO@SUSI. I adapted this to three telescope data and ported it into
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the PAVO@CHARA data analysis software. Preliminary tests suggest that post-
processing coherent averaging can significantly improve the reconstruction of the
interferometric signal, and correct some errors arising from chromatic dispersion
effects.
V 2 estimation
Once the estimated dark and foreground bias have been subtracted from the science
data, the raw visibility squared in the baseline k, as function of the wavelength
channel V 2(λ) is computed for each frame using the equation
V 2k (λ) = 4×
∑
i,j
Pijk(λ)× wijk(λ)
F (λ)2ij
, (3.10)
where,
• indices i and j express x and y pixel coordinates in the pupil,
• Pijk is the bias corrected fringe power in baseline k,
• wijk is a weighting factor accounting for the incident flux in each pixel of the
pupil for the beams k1 and k2 that form the baseline being considered, and
using the flux in individual telescopes given by the ratio frames recorded in
the shutter sequence. It can be written as
wijk(λ) =
Fijk1 × Fijk2∑
k wijk
(3.11)
• Fij(λ) is the total flux in the pupil pixel given by (i, j).
The individual frame visibilities are integrated over the frames contained in a file,
and as a result we obtain a V 2 estimate for every wavelength channel, baseline and
exposure.
A second visibility estimator is formed by considering the correlation between con-
secutive frames. This “coherent visibility” estimator is insensitive to photon bias,
and the ratio of incoherent and coherent visibility gives an estimate of t0 which can
be used to correct visibility from losses due to fringe tracking errors (Colavita et al.
1999).
Closure phase
For three telescope observations, we may combine complex visibility data into a
triple product. The argument of the triple product (the closure phase, see Chap-
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Figure 3.11: HD 30869 (V = 6.250 mag) V 2 and closure phases measured using the
W1W2S1 triangle at the CHARA array (September 2009; data courtesy of M. Ireland).
The solid line represents the model fit for both V 2 and closure phase. The estimated
separation for this binary (resolved for the first time) is ρ = 6.24± 0.03 mas.
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ter 2) is invariant to telescope-specific phase errors (Monnier 2003a), and consti-
tutes an essential observable when facing problems of image reconstruction through
strong turbulence. The triple product is computed over the total number of frames
recorded, and averaged over the pupil, with weights proportional to the amplitude of
each individual triple product, and taking account of the flux contributing from each
telescope. The (complex) triple product is corrected for bias in its real component
making use of off-fringe (foreground) exposures. The imaginary component is unbi-
ased. Closure phase estimates often exhibit noise dominated by bias substraction,
especially in the case of faint or over-resolved objects.
Figure 3.11 displays V 2 and closure phase data obtained from observations of the
binary star HD 30869, as well as the best fit binary model (separation is ρ = 6.24±
0.03 mas). This constitutes an example of closure phase measurement in the regime
of high triple product amplitude. Nevertheless, since photon noise dominates when
the triple product amplitude is low, significant efforts have been expended to extend
the detection limits to targets where closure phase signals are small (for example,
high contrast binary companions).
3.4.4 Data post-processing
Rejection of outliers
To prevent the inclusion of spurious results for the interferometric observables, a
human supervised inspection and automated outlier rejection based on multiple
diagnostics is advisable if we want to accomplish sensible science calibration. The
data reduction software contains built-in routines to reject bad data files in post-
processing. Figure 3.12 shows a screenshot of the IDL software tool l0 l1 gui (level 0
to level 1) originally written by Daniel Huber for this purpose. For each exposure, the
user is able to inspect the visibility measurements as a function of time (top panel),
with a choice of diagnostic shown along the bottom panel. Currently implemented
outlier rejection criteria include a cut on S/N values, rejection of frames which
were obtained after a user-defined timespan of losing lock on fringes, sigma clipping
of outlying visibility values, as well as a cut for the ratio of coherent to incoherent
visibility estimates. An automated outlier rejection using default values is performed
once a file is loaded, and the user is able to refine the rejection criteria manually,
as well as restrict the dataset to a specific timespan. The plots are color coded in
wavelength, so dispersion effects can easily be diagnosed. Additional plots display
the comparison of the selected points with respect to the initial sample, showing
the distribution of the V 2 standarized values in a wavelength dependent, as well as
an aggregated, frequency histogram. The program outputs the accepted V 2 data
(and closure phases in the case of three telescope observations), together with useful
quantities for calibration and error estimation (see § 3.4.4).
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Figure 3.12: Screenshot of PAVO l0 l1 gui (level 0 to level 1), the outlier rejection
GUI (see discussion in text).
Data calibration
Careful calibration of raw observed quantities is essential to optimize the science
information extraction from interferometric data. Ideally, this is achieved by ob-
serving bright, unresolved point sources as closely in time and angular distance to
the target object as possible (Boden et al. 1998; van Belle and van Belle 2005).
For PAVO observations, typical target sizes are in the range 0.4-1.0 miliarcseconds,
which leads to a choice of calibrator stars with predicted diameters (computed from
V-K or B-V colors, see [132] and references therein) smaller than 0.3-0.4 mas. Each
calibrator is checked in the literature screening for possible variability, multiplicity
or fast rotation prior to observations, using software tools such as pavo ptsrc (Hu-
ber, D. 2011), getCal6 or searchCal (Bonneau et al. 2011). However despite this
screening, roughly 1/4 of the calibrators used show some anomaly, and a number
of close binaries have been detected in post-processing when cross calibrating ref-
erence stars against each other. The calibrated visibility squared is then computed
according to
V 2 =
V 2raw
V 2sys
, (3.12)
where V 2 and V 2raw is the calibrated and uncalibrated visibility squared respectively,
6http://nexsci.caltech.edu/software/getCal/
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and V 2sys is the point source response of the instrument, and acts as the inverse of
a transfer function linking uncalibrated and calibrated measurements. V 2sys value is
obtained from
V 2sys =
∑
i
wi · V 2mea,i
V 2pre,i
(3.13)
with V 2mea,i and V
2
pre,i standing for the measured and the predicted visibility squared
for the i-th calibrator. The weights wi are computed using linear or quadratic
uncertainties when multiple calibrator scans are specified. In a similar way, different
target scans can be added (in the event they expect to measure the same visibilities)
using Equation (3.12) with analogous weighting.
Figure 3.13: Screenshot of PAVO l1 l2 (level 1 to level 2) calibration software (see
discussion in text).
To perform the calibration task, we use the l1 l2 (level 1 to level 2) software writ-
ten in IDL. After loading the output file of the previous l0 l1 stage, the projected
baseline vectors using the target coordinates, mean time of observation as well as
baseline information are calculated, and scans are listed and time sorted. Plots of
V 2 versus time and V 2sys versus wavelength for each scan give an important diag-
nostic of the instrument performance spanning the observational interval, allowing
identification of bad scans or unsuitable target/calibrator combinations.
Figure 3.13 displays a snapshot of the l1 l2 calibration tool using three telescope
data. The user is able to calibrate an arbitrary choice of scans against each other,
using uploaded user-defined estimates and uncertainties on the calibrator diameters,
or the default values based on photometric data, and the calibration. Optionally,
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several visibility corrections can be enabled or disabled, such as the t0 correction
based on the ratio of coherent and incoherent visibility estimators, or the posibility
of calibrating visibilities computed with the coherent estimator (§ 3.4.3). The result
of a uniform disc (UD) fit to the calibrated data is overplotted and the estimated
diameter and its error are displayed. The user can iteratively determine which scans
are suitable for inclusion into the output data product. The selected brackets are fi-
nally calibrated and output to a file, that can optionally be transformed into OIFITS
standard format (therefore compatible with a wide number of modelling tools). For
two telescope data, there is a graphical front-end for l1 l2, called l1 l2 gui (Hu-
ber, D. 2011) intended for calibration of two-telescope data able to perform Markov
Chain Monte Carlo uniform disc model fitting of the calibrated visibility-squared.
3.5 PAVO@CHARA co-phasing with near-infrared
beam combiners
PAVO@CHARA is unable to track fringes for stars which are heavily-resolved, so
that the interferometer baselines are found within the second, third or higher lobe
of the visibility function. For stars with large apparent diameter, the intrinsic V 2
becomes very low, fringes rapidly become impossible to track which effectively pro-
hibits the observation of larger objects. This problem is exacerbated by a very
limited choice of baselines (particularly triangles of baselines) with lengths < 100 m
at CHARA. One practical illustration of this limitation is that all stars of spectral
type A or later are difficult to cophase when they are brighter than 3rd magnitude,
given their angular sizes.
Simultaneous phase referencing with an infrared beam combiner presents an obvious
way forward in this situation. At the longer wavelengths (shorter spatial frequen-
cies), intrinsic V 2 will be higher, enabling fringes to be located and tracked. When
co-phased and used in concert, the use of PAVO@CHARA with an infrared beam
combiner will offer the advantage of infrared fringe tracking and integration at low
V 2 in the visible, expanding considerably the range of spatial frequencies explored
simultaneously.
During 2010 and 2011, we (in close cooperation with Xiao Che and John Monnier,
University of Michigan) carried out observations of fast rotating stars with angular
sizes well in excess of 1 mas co-phasing PAVO in the visible with the Michigan In-
fraRed Combiner (MIRC) acting as the fringe tracker in the K-band. The co-phasing
was done in two stages. First, the offset between the infrared and visible fringes is
measured in the optical laboratory prior to on-sky observing. Thus, the beam split-
ters (see Figure 3.1) in the PAVO optical setup, mounted on translation stages,
are moved until fringes are found simultaneously in MIRC and PAVO. This coarse
co-phasing is refined during on-sky observations, when PAVO first and then MIRC
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finds fringes on the same object. The differential delay between both combiners is
adjusted accordingly.
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Figure 3.14: Preliminary results of PAVO@CHARA observations of the fast rotator
Regulus (αLeo, B7V), using MIRC as a fringe tracker in the infrared. The lines represent
the theoretical expected values for a classic Roche-von Zeipel stellar model of gravity
darkening exponent β = 0.25 (solid line) or a generalized model with β = 0.19 (dashed
line).
One important issue in PAVO/MIRC dual operation is the small overlap for finding
suitable calibrator stars for both MIRC and PAVO, bound by the MIRC sensitivity
limit (K < 4.5 mag) and the fact that calibrators with angular sizes larger than
0.4 mas can be too resolved in the visible. This made hard to find calibrators that
were suitable for both combiners. Figure 3.14 shows the results obtained during
the December 2010 observing run for the fast rotating star Regulus (αLeo, B7V).
The V 2 data in the second lobe obtained with PAVO@CHARA data is in excellent
agreement with the gravity darkening exponent7 β = 0.19 found in Che et al. (2011)
To the best of our knowledge, this is one of the first (if not the first) successful
interferometric observations co-phasing an infrared and a visible beam combiner.
7The concept of gravity darkening in the context of fast rotating stars will be presented in
Chapter 4.
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3.6 Concluding remarks and future developments
This chapter gave a sketch of the design and operation of the PAVO@CHARA in-
strument as well as the main stages in the data analysis that delivers calibrated
interferometric observables from raw data. PAVO@CHARA is a sensitivity opti-
mized beam combiner able to exploit the almost the full 1 m collecting apertures of
the telescopes of the CHARA array. PAVO operates in the visible, providing the
highest angular resolution currently available. The instrument is ideally suited for
studies of hot, nearby stars with rotationally distorted stellar disks whose radiation
field emerges predominantly at optical wavelengths.
PAVO@CHARA creates spatially-modulated fringes in the pupil-plane at a spectral
resolution of R ∼ 40, and implements a multi-mode spatial-filtering scheme that
can perform in principle as well as approaches that use single-mode fiber filtering
(with a much greater penalty in throughput). There are two current and future
developments that will improve the performance of the instrument. First, optical
choppers have been installed for two of the three beams that the instrument can
operate, enabling a quasi-simultaneous estimation of the incoming flux in each aper-
ture. Second, problems derived from the differing intensity patterns in each aperture
will be substantially resolved with the implementation of an adaptive optics mod-
ule for the CHARA array telescopes that is currently underway. This development
will not only significantly increase the sensitivity limit of the interferometer (by one
magnitude in H-band and more than three in R-band) but will also enhance and
improve the consistency of the seeing (by effectively increasing the number of nights
with good seeing), and therefore enabling to track low-contrast fringes for heavily
resolved systems.
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Chapter 4
Fundamental properties of
early-type stars
We present the theoretical basis of the determination of fundamental stellar param-
eters performed in this thesis. We will emphasize on the effects induced by stellar
rotation on early-type stars, characterized by a purely radiative envelope. Inter-
ferometric observations, while validating the broad picture provided by the classic
Roche-von Zeipel model, have questioned the accuracy of the power-law describing
the pole to equator temperature gradient. This has motivated a revisitation of the
underlying assumptions in the pseudo-2D Roche-von Zeipel model and the inception
of a two-dimensional modelling of rotating stars in the ESTER model. In this chap-
ter, we expose the main features of both models as well as the differences between
them, highlighting the advantages of using full two-dimensional models to character-
ize rapid rotators.
4.1 Determination of fundamental stellar param-
eters
Stellar surface temperature and luminosity are two of the most important properties
of any star. The position of a star in the H-R diagram (see § 1.2.1) is unequivocally
determined by these two quantities. Knowledge of the radius of a star and its stellar
parallax can produce precise measurements of stellar temperature and luminosity
when combined with the total stellar radiated power. Additionally, estimates of
other stellar quantities, such as mass, evolutionary state, chemical composition,
core temperature or convection parameters, can be obtained if the temperature
and luminosity measurements are combined with stellar evolutionary models. Thus,
precise measurements of stellar temperature, luminosity and radius provide not only
a way to compute relevant stellar physical quantities, but they may constitute a
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Figure 4.1: Diagram sketching the main steps taken in the determination of fundamental
stellar properties.
valuable test to confront stellar models.
A schematic diagram illustrating the logical flow of information used to determine
the important properties of a star, such as linear radius, bolometric flux, effective
temperature, stellar luminosity, mass and age, is shown in Figure 4.1. Each individ-
ual step will be described in further detail in the following sections.
4.1.1 Interferometric stellar angular diameters and linear
radii
Several methods can yield direct measurement of the angular size of stars. Inter-
ferometry (Hanbury Brown et al. 1974a), lunar occultations (Richichi et al. 1996),
or other occultation events in the solar system (Stewart et al. 2013) provide model-
independent measurements of angular sizes for stars in the absence of an eclipsing
companion. Other methods which infer diameters using photometric measurements,
can return estimates for a much larger number of objects, although their accuracy
is lower and they are of little or no use in challenging stellar models. Among the
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nearly model-independent methods, Optical Long Baseline Interferometry (OLBI)
outperforms the other methods in terms of angular resolution, sensitivity and ap-
plicability to a wide range of targets. Some milestone results in measuring stellar
angular sizes are listed and described in § 6.1.
Once the stellar angular diameter (θ) is determined, the linear radius of the star
(R) is given by simple geometrical construction employing the distance to the ob-
ject. The existence of precise parallaxes measured by the Hipparcos mission allows
determinations of linear radii for nearby bright stars with a precision previously
unattainable.
It is important to emphasize our specific definition of “stellar radius” and its im-
plications. While the concept of a stellar radius has multiple valid definitions in
varying contexts, the actual observable quantity here is the center-to-limb variation
(CLV, see discussion in Scholz 1997), and we have to define a radius by choosing
a layer at a certain distance from the center of the star (Jacob et al. 2000). The
continuum radiation emerging from a star is generated at a certain depth from the
physical surface of the star. The most common definition refers to the distance
from the center to the layer of optical depth unity for a given wavelength (τλ = 1).
This depth is much smaller than the linear size of the star, and can be considered
roughly constant in the visible part of the electromagnetic spectrum. However, the
depth of formation of the continuum radiation can show variations across different
wavelengths, due to distinct opacity effects at different spectral regions (see further
details in Gray and Corbally 2009). In order to obtain a wavelength-independent
measurement of the photospheric size, limb-darkened diameters (θLD), insensitive
to spectral variations in the center-to-limb profile of the star are computed. This
allows direct comparison of θ measured at different wavelengths, at the expense of
introducing a modest model-dependence in the angular diameter estimation (usually
no more than 1%, although it can rise up to 2.5% for cooler stars, see Davis et al.
2000) with respect to uniform disk models. The improvement in quality of the inter-
ferometric observations has led to more direct, model-independent, measurements
of the CLV (Lacour et al. 2008).
4.1.2 Bolometric flux and stellar luminosity
The stellar luminosity L of an object is defined as the total emergent power from
the star
L = 4piR2
∫ ∞
0
Fλdλ, (4.1)
where R represents the stellar radius, λ the wavelength and Fλ is the wavelength-
dependent flux at the stellar surface. The so-called bolometric flux is the energy
flow per unit area, which at the surface of the star is given by
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Fbol =
∫ ∞
0
Fλdλ =
L
4piR2
(4.2)
In fact, we only measure fλ
1, the flux at wavelength λ received on Earth (located
at a distance d from the star), so, assuming a spherically symmetric star, L can be
determined from
L = 4pid2fbol = 4pid
2
∫ ∞
0
fλdλ, (4.3)
where we have made use of conservation of energy condition
4piR2Fbol = 4pid
2fbol (4.4)
Bolometric flux is an important property of a star, setting the scale of both effective
temperature and luminosity. Figure 4.2 illustrates the determination of fbol using
multiwavelength spectrophotometry. Due to limitations imposed by Earth-based
observations, we can only access certain windows in the electromagnetic spectrum.
The problem of sampling the spectral energy distribution (SED) at all wavelengths
has been largely ameliorated in recent years with flux measurements from satellites,
such as the International Ultraviolet Explorer (IUE, Boggess et al. 1978). A contin-
uous distribution function spanning gaps and missing data is generated using model
photospheres (e.g. Kurucz 1979), although the dependence of the final results on
this model is minimal. We will describe the details of the SED fits presented in this
thesis in § 5.1.
4.1.3 Effective temperature
Size and temperature are intimately connected properties of a star. The effective
temperature, Teff , of a star is defined as the temperature of a black body of the same
size as the star that would emit the same total amount of energy integrated over
the whole electromagnetic spectrum. It thus represents the total power per unit
area arising from an average surface element of a star. According to the Stefan-
Boltzmann law, we can write
Fbol = σSBTeff
4, (4.5)
where σSB is the Stefan-Boltzman constant
2. Using equation (4.4) yields an expres-
sion relating Teff , θLD, and fbol
1We assume fλ is corrected for interstellar extinction.
2σSB= 5.670373(21)× 108 W m2 K4.
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Figure 4.2: Bolometric flux estimation obtained by integrating under a curve of multi-
wavelength photometry data. The star depicted is the A1V star Sirius, compared with a
stellar atmosphere model at Teff=9850 K (Davis et al. 2011).
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(
d
R
)2
fbol = σSBTeff
4 ⇒ Teff =
(
4
Fbol
σSBθ2LD
)1/4
(4.6)
Thus, combining the measured interferometric limb-darkened angular diameter θLD
with the bolometric flux obtained through integration of multi-band photometry
and/or spectroscopy fitted to a stellar atmosphere model enables the most direct
and model-independent calculation of Teff . Typical errors in fbol and θLD are between
2% and 3%, producing errors in the estimated Teff that are usually around 1%.
Other important methods used to measure Teff are based on multi-band photom-
etry or spectroscopy. Notable among these are the InfraRed Flux Method (IRFM
Blackwell and Lynas-Gray 1994) which uses the observed infrared flux and the total
integrated flux from an atmosphere; the surface brightness method (Barnes et al.
1978) which makes use of a temperature-color relation calibrated on hundreds of
stars previously observed; or multiparametric fits using color indices and stellar sur-
face gravity (Alonso et al. 1996). The most widely used spectroscopic methods to
determine Teff (and additionally log g and metallicity) are based upon fitting model
atmosphere fluxes to medium resolution (R=500-2000) spectrophotometric observa-
tions between 320nm and 1000nm for O to early-M stars and from 500nm to 3500nm
for late-M, L and T stars (see Wu et al. 2011 and references therein) or on analysis
of certain spectral lines sensitive to temperature (Boden et al. 2005).
These photometric and spectroscopic methods are heavily reliant on stellar atmo-
sphere models and/or previously calibrated relations, and are clearly outperformed
by direct interferometric measurement of θLD. However, testing and recalibrating of
semiempirical relations (Boyajian et al. 2013) with new data obtained from inter-
ferometry is of great utility in studies of stars beyond the limits (in sensitivity and
angular resolution) of current interferometers, or for studies of large populations for
which individual interferometric observation would be impractical.
4.1.4 Mass and age
Mass is arguably the most important property of a star, and together with the
initial chemical composition, it largely dictates its entire life history as stated by the
Vogt-Russell theorem (Ostlie and Carroll 1996). There are two classes of methods
to determine the stellar mass:
Direct methods. Measurement of stellar mass employing only basic physics is
possible for stars possessing a companion whose orbital motion is well constrained.
The most precise measurements, based on observations of detached, double-lined
eclipsing binary systems (see Andersen 1991 and references therein) produce results
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with uncertainties ≤2%. When combined with luminosity estimates, such systems
can yield calibrated luminosity-mass relations which can be readily applied to single
stars. Other methods involve the determination of stellar of masses using orbital
motion observed by interferometry end radial velocity (Muirhead et al. 2011).
Indirect methods. For the majority of cases it is not possible to directly estimate
stellar masses, and indirect methods, based on stellar models are applied. Among
these, the ones used in this thesis are:
1. Computed effective temperatures and luminosities of single stars can be fitted
to predictions from stellar evolutionary models. Figure 4.3 displays the two
sets of evolutionary tracks that will be used throughout this thesis, delivered by
codes developed by the Padova group (Bressan et al. 2012) or the Geneva group
(Georgy et al. 2013), including the effects of stellar rotation. Constant-mass
stellar tracks (or isochrones, their constant-age counterpart) have been tested
against observations, showing excellent agreement. The details of simultaneous
mass and age estimation will be explained in § 5.2.
2. Gravitational stellar mass can be determined from spectroscopically measured
log g and interferometric stellar radius using
Mgra =
gR2?
G
(4.7)
Additionally, we will mention another two indirect methods. Mass estimates for
single stars can be produced by employing semi-empirical mass-temperature or
mass-luminosity relations previously calibrated. Finally, mass determinations us-
ing results from asteroseismology (stellar mean density) and interferometry (stellar
radius) are becoming increasingly frequent (Ulrich 1988; Huber et al. 2012a), and
constitute an important test for stellar interior models.
4.2 Stellar rotation
4.2.1 Background
The angular momentum inherent in stellar rotation causes departures from spheric-
ity, resulting in an increasing oblate distortion with increasing angular velocity.
While the solar rotation, with an average rotation period of about 27 days, would
be expected to exhibit only very modest traces of oblateness (the equatorial radius
is just '0.001% larger than the polar radius), most of B0 to F5 stars are spinning
with periods of just hours, with corresponding oblateness in excess of 20%. For such
stars, the equatorial bulge induces a pole-to-equator decreasing temperature gradi-
ent. As pointed out in §1.2.3, the latitudinal dependence of temperature, so called
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Figure 4.3: Stellar evolutionary tracks in the HR diagram. (Left) Padova group (PAR-
SEC) stellar tracks for the composition [Z=0.0004, Y=0.23] (Y is the helium content and
Z the fraction by mass of elements heavier than Helium) and masses in the 1.8-7M range
(taken from Girardi et al. 2000). (Right Geneva evolutionary tracks for solar composition
and models between 1.7M and 15M. Different rotation rates are encoded in the color
scale (taken from Georgy et al. 2013).
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gravity darkening, has been an accepted phenomenon since the early work of von
Zeipel (1924b), who derived the relation between the emitted flux and the surface
local gravity geff . The distortion of the stellar equipotential surfaces will produce
variations in radiant flux (and subsequently in the local effective temperature Teff)
as a function of stellar latitude: a result known as von Zeipel’s law.
Nowadays, OLBI can provide angular resolution sufficient to fully resolve the stellar
disk, providing the first opportunity to test both the rotation-induced shape dis-
tortion and the latitudinal dependence of temperature (when combined with spec-
troscopy). In this section, we will describe the most important models describing
the effects of stellar rotation, as well as the methods that have been implemented to
interpret interferometric observations. We emphasize two models, distinguishable
mainly by the dimensionality of the underlying physical model: the Roche-von Zeipel
model (one-dimensional) and the ESTER model (in two dimensions).
4.2.2 The Roche-Von Zeipel model
Stellar oblateness: the Roche model
The most widely accepted approach to the description of the shape of a rotating
star is given by the Roche model. The Roche model assumes that the gravitational
potential Φ can be approximated by assuming a single point mass at the centre of
the star. The model is open to different rotation prescriptions. The total potential Ψ
can be written as the sum of a gravitational potential φ and a potential V from which
the centrifugal acceleration is derived. Despite the limitations of the model (most
importantly slow rotation, see § 4.3.1), the Roche model has gained widespread use
in modelling rotating stars.
The Roche model is underpinned by the assumption3 of barotropicity, i.e. the pres-
sure in the star depends exclusively on the density. The barotropicity assumption
implies the existence of a conservative potential (see, e.g. Kippenhahn et al. 1970).
Under these hypotheses, the gravitational and rotational potentials are written as
Φ = −GMr
r
; V = −1
2
Ω2r2 sin2 θ, (4.8)
where Mr is the mass inside the considered isopotential, G is the gravitational
constant, θ represents the stellar colatitude, r is the radial coordinate and Ω is the
angular velocity. The total stellar potential can thus be written as
Ψ(r, θ) = Φ + V = −GMr
r
− 1
2
Ω2r2 sin2 θ, (4.9)
3The consequences of this assumption will be reviewed in § 4.2.3
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Figure 4.4 illustrates the most important elements to define the geometry of a ro-
tating star. The stellar surface is defined by an equipotential (Φ = const) surface.
One important consequence of (4.9) is that the normal to the surface of a rotating
star does not coincide with the direction of the radius vector (except at the pole
and equator), since the effective gravity at any colatitude θ can be expressed as the
sum of two components contained in a meridional plane, ~geff = gr rˆ + gθ θˆ
gr(θ) = −δΦ
δr
= −GMr
r(θ)2
+ r(θ)(Ω sin θ)2 (4.10)
gθ(θ) = −1
r
δΦ
δθ
= r(θ)Ω2 sin θ cos θ (4.11)
Ψ=const	

ε	

Figure 4.4: Geometrical elements in the Roche model for a rotating star. At the stellar
surface, r(θ) = R(θ).
The centrifugal force vanishes at the poles. Thus, the shape of the star R(θ), defined
as the meridional profile of its surface, can be obtained by solving
GM
R
+
1
2
Ω2R2 sin2 θ = const =
GM
Rp
, (4.12)
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with Rp being the stellar polar radius and M the total stellar mass. Equation (4.12)
implies a transition from a one-dimensional representation to a pseudo two-dimensional
one.
The value of angular velocity Ω for which the outward centrifugal force on the equa-
tor matches the gravitational attraction, is known as the critical angular velocity.
It can be expressed as
Ωc =
√
8GM
27R3p,crit
(4.13)
The oblateness 4 will be maximum at Ω = Ωc, where the equatorial critical radius is
Re,crit =
3
2
Rp,crit (4.14)
Since rotation is usually expressed as a linear velocity (or v sin i, its maximum
projection along the line of sight) rather than angular velocity, it is convenient to
define the critical linear velocity at the equator, which represents the escape velocity
at the equator at the break-up spinning rate, as
vc =
√
2
3
GM
Rp
=
√
GM
Re,crit
(4.15)
For the sake of simplicity, we will define the fractional angular velocity ω as
ω ≡ Ω
Ωc
(4.16)
If we define x = R/Rp, the equation of the surface 4.12 becomes
1
x
+
4
27
ω2x2 sin2(θ) =
Rp,crit
Rp(ω)
(4.17)
where we have used equation (4.13).
Most solutions of the surface equation (4.17, also known as the shape equation)
assume that the polar radius Rp does not vary with rotational speed. In fact, a
more careful treatment of this phenomenon predicts a slight decrease in polar radius
at the critical point (Rp,crit) of about 2% in most of the cases for stars with masses
4Henceforth, we will mathematically identify oblateness to be the so-called flattening, f = a−ba ,
where a and b are the larger and shorter dimensions of the star respectively, i.e., the equatorial
and the polar radii of the star.
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below ∼40M reaching up to 8% for subsolar masses (Sackmann and Anand 1970;
Deupree 2011). For high mass stars (40M and above) there is an effective inflation
of the polar radius due to the strong effects of radiation pressure (see Chapter 2 in
Maeder 2009). Considering the polar radius as constant, the solution of the cubic
equation 4.12 shows that the stellar radius at a given colatitude (θ) is a function of
ω and can be written as (Collins and Harrington 1966)
R(ω, θ) =
3Rp
ω sin θ
cos
(
pi + cos−1(ω sin θ)
3
)
(4.18)
The behavior of the oblateness is illustrated in Figures 4.5 and 4.6, showing the
dependence between oblateness f and fractional angular velocity ω, together with
the latitudinal change in radius.
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Figure 4.5: Oblateness (f = a−ba ) versus fractional angular velocity ω. The Roche model
sets a maximum value of fmax = 1/3 to the oblateness of a rotating star at the break-up
limit.
The von Zeipel Model and gravity darkening
Once the shape of a rotating star is determined using the Roche model, the form
of the radiation field produced must be addressed. The first answer to this prob-
lem arises from the combination of hydrostatic equilibrium and radiative transport
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Figure 4.6: Meridional surface profile of rotating stars at ω = 0, 0.25, 0.50, 0.75 and the
break-up angular velocity. Vertical axis is oriented along stellar rotation axis.
present in the von Zeipel theorem5 (von Zeipel 1924a). The theorem is formulated
as follows:
The emergent flux of total radiation over the surface of a rotationally
or tidally distorted star in radiative equilibrium varies proportionally with
the local gravity.
Thus, the local surface flux F , which is related to the effective temperature Teff by
the Stefan-Boltzmann law (F = σSBTeff
4), is also related to the local gravity geff .
The result can be justified as follows. In a purely radiative region, characterized by
a radiative heat conductivity χr and a temperature field T , the radiative flux F is
carried by the diffusion of photons and obeys Fourier’s law
~F (Ω, θ) = −χr∇T (Ω, θ), (4.19)
We are assuming barotropicity, therefore the density and temperature are derived
from the potential Ψ (including gravity and rotation, see Eq. 4.9). For small de-
partures from sphericity in a star showing slow uniform rotation, the temperature
can be assumed constant in equipotential surfaces (see § 4.2 in Maeder and Meynet
2000), so we can write T = T (Ψ), and we obtain
5Discussed by Eddington (1925) and later proven in Chandrasekhar (1933).
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~F (Ω, θ) = −χr(Ψ)∇T (Ψ) = −χr(Ψ)dT
dP
(Ψ)∇Ψ = χr(Ψ)dT
dP
(Ψ)~geff (4.20)
The proportionality factor α = χr(Ψ)
dT
dP
(Ψ) is assumed to be independent of θ. It
can be evaluated6 by integrating the left and the right hand sides of Eq. 4.20. Under
certain approximations applicable to minor distortions, α can be evaluated at the
stellar surface, obtaining:
α(Ω) =
L(Ω)
4piGM
(
1− Ω2
2piGρ¯
) , (4.21)
Thus, the radiative flux at the stellar surface can be expressed as a function of the
total luminosity of the star L(Ω),
~F (Ω, θ) =
L(Ω)
4piGM
(
1− Ω2
2piGρ¯
)~geff , (4.22)
and ρ¯ is the average density of the star. Considering the Stefan-Boltzmann law
F = σSBT
4 (4.23)
we can write
Teff(Ω, θ) =
 L(Ω)
4piσBGM
(
1− Ω2
2piGρ¯
)
1/4 geff1/4 (4.24)
Thus, we have proved that if the stellar surface is defined by constant optical depth,
then the surface effective temperature and effective gravity are related by a power
law of the type Teff ∝ g1/4. The relation between effective temperature and gravity
can be generalized, and it is commonly expressed as Teff ∝ gβ, where β is known as
the gravity darkening exponent7.
It is important to emphasize that von Zeipel’s result affects only a star with a purely
radiative envelope. For stars with a purely convective envelope, Lucy (1967) found a
similar power law relating temperature and gravity, based on a first-order expansion
of the Teff dependence on geff in a convective envelope. The convective approach
is more sensitive to other stellar parameters (mass, radius, luminosity, etc.) and
gives an average value β ∼ 0.08, implying a much weaker dependence betweem Teff
6See section 4.2.2. in Maeder (2009).
7Sometimes referred as von Zeipel’s exponent or von Zeipel’s parameter.
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and geff compared to the radiative case. It is also important to recall that both von
Zeipel’s and Lucy’s exponents were derived assuming small rates of (rigid) rotation.
The power law parametrization of the gravity darkening effect is very convenient,
since it allows β to be considered as a parameter that varies continuously between the
purely radiative (β = 1/4) or purely convective (β ' 0.08) energy transport in the
upper layers of the star. Claret (1999) introduced a new method that attempted
to compute β including both radiative and convective energy transport8, deliver-
ing tabulated β exponent values in some later publications (Claret 2000b; Claret
and Bloemen 2011). The temperature dependence of β (with transition between
radiative/convective regimes) is depicted in Figure 4.7, based on the calculations
presented in Claret and Bloemen (2011).
0.05	  
0	  
0.25	  
0.20	  
0.15	  
0.10	  
0.30	  
4.0	  3.5	   4.5	  
β	

 log Teff  
Figure 4.7: Gravity darkening exponent β versus effective temperature (in log scale) com-
puted by Claret and Bloemen (2011) for a Kurucz atmosphere model with solar metallicity,
log g= 4.0, and microturbulent velocity ξ = 2km s−1.
Finally, the Roche-von Zeipel formalism enables the computation of the latitudinal
temperature profile, that can be written as
8In Claret’s method, β becomes a function of mass, age, chemical composition and the mixing-
length parameter
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Teff(θ) = Tpole
(
g(θ)
gpole
)β
(4.25)
If a star with a surface described by a Roche potential and a power-law gravity
darkening law (exponent β) is assumed to rotate as a rigid body (i.e. neglecting
the effects of differential rotation), we can estimate the temperature difference be-
tween equator and pole given the relevant stellar properties (angular velocity, gravity
darkening and temperature). According to Aufdenberg et al. (2006),
Tpole − Tequa
Tpole
=
[
1−
(
ω2
η2
− 8
27
ηω
)β]
, (4.26)
with
η = 3 cos
[
pi + cos−1(ω)
3
]
(4.27)
4.2.3 Interpreting interferometric data
The advent of OLBI has enabled direct observations of the gravity darkening effect.
Interferometric data has revealed the first full images of stellar surfaces in objects
other than the Sun, allowing more rigorous confrontation of accepted stellar models
with observations. In this section we briefly outline the main ingredients, as well
as the data analysis flow in the modelling of fast rotators using interferometric
data. Chapter 5 contains a detailed description of our modelling approach. It is
convenient to distinguish stellar models including rotation (like the Roche-von Zeipel
model) from models aimed at interpreting interferometric observations (combined
with spectroscopy and/or photometry) based on a given stellar model. To avoid
confusion, we will refer to the latter as interferometric models or stellar surface
models.
As mentioned in § 1.2.3, only seven stars showing rapid rotation have been the
subject of individual studies. The compilation of results presented in van Belle
(2012) is shown in Table 4.1. We can see that main parameters in the modelling of
fast rotation can be divided into geometric and physical. It is worth noting that not
all of these will be independent, and may vary given the constraints imposed by the
underlying stellar model.
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The geometric parameters, sketched in Figure 4.8, are the polar and equatorial radius
of the star, the position angle9 (PA), which determines the angle between the star’s
rotation axis projected on the plane of the sky and the north direction (measured
East of North), and the inclination angle, i, representing the angle between the star’s
rotation axis and the line of sight10. These parameters determine unequivocally
the shape of the star as a function of the colatitude θ, as well as its orientation
with respect to the observer. The physical parameters, describing the physical
conditions at the stellar surface, are the angular velocity Ω, the polar and equatorial
temperature, and the gravity darkening exponent β.
The traditional approach adopted for the interpretation of interferometric observa-
tions of fast rotators using Roche-von Zeipel models contains a description based on
a set of six independent parameters:
• Fractional angular velocity, ω.
• Polar radius, Rp.
• Inclination, i.
• Pole position angle, PA.
• Polar temperature, Tp.
• Gravity darkening exponent, β.
The input data that feed these (interferometric) models consist of interferometric
observables (squared visibilities and whenever possible closure phases), that provide
information about the projected shape and relative surface brightness distribution.
Spectrophotometric data can then be combined with interferometry to determine
the emergent stellar flux. Precise Hipparcos parallaxes scale the angular measure-
ments into linear quantities, and fluxes into absolute (rather than apparent) units.
Additionally, grids of stellar atmosphere models are used to translate surface tem-
perature into emerging flux at any given temperature, accounting for limb-darkening
effects when the normal to the stellar surface is not parallel to the line of sight.
There are some slight differences between the different strategies proposed, although
all share a common basic premise. Peculiarities of individual interferometric models
are described in Domiciano de Souza et al. (2002), van Belle et al. (2006), Aufdenberg
et al. (2006), Monnier et al. (2007) or Che et al. (2011). All attempts to find model
parameters via an iterative χ2 minimization. Firstly, validity intervals and starting
values are defined for each parameter then the steps taken are:
• From the given set of parameters ~p = {ω,Rp, i,PA, Tp, β}, and making use of
(4.18) and (4.25), a two dimensional star in constructed. The mass, neces-
sary to compute the surface gravity, is taken from the available literature, or
9Some authors use α to represent the position angle.
10For practical reasons, we would often express i through its complementary angle i′.
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b)a)
c)
Figure 4.8: Illustration of the geometric elements describing a fast rotating star and its
orientation. a) A point on the surface of the star is at a distance R from the center, given
by the colatitude θ and the azimuth angle φ. The star is assumed axi-symmetric with
respect to its rotation axis, so R(θ, φ) = R(θ). The rotating star is characterized by a
polar radius Rp = R(θ = 0) and an equatorial radius Rp = R(θ = pi/2). In this case, the
rotation axis is aligned with the North direction (z-axis) and contained in the plane of
the sky (yz). The line of sight is determined by the x-axis. b) The position angle (PA) is
defined as the angle between the North direction (z) and the projection of the rotation axis
z′ on the plane of the sky, measured East of North. c) The angle i′ is determined by the
tilt of the rotation axis (given by z′′) with respect to the plane of the sky, or equivalently,
the angle formed between the line of sight (x-axis) and the equatorial plane of the star. It
relates to the inclination i, defined as the angle between the star’s rotation axis and the
line of sight by i+i′= pi/2. We define µ as the projection, along the line of sight, of the
unit vector normal to the surface of the star.
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derived from a previously calibrated mass-luminosity relation, and then kept
fixed during the whole process. Now the colatitude dependence of effective
temperature Teff = Teff(θ), gravity geff = geff(θ) and radius R = R(θ) may be
computed.
• Using the azimuthal symmetry of the model, the three-dimensional synthetic
star is built, with Nθ divisions in colatitude and Nφ = Nφ(θ) divisions in
azimuth. The star is thus divided in N = Nθ × Nφ surface elements sj (1 <
j < N). In most of the models (all listed in Table 4.1 but Aufdenberg et al.
2006), these surface elements have roughly the same area.
• The emergent flux F is assumed antiparallel to the local gravitational field and
due to baroclinicity, there might be small (∼ 1 deg) misalignments between
both vectors. The normal to the stellar surface (nˆ = nˆ({sj})) is computed
for every surface element. The projection of nˆ along the line of sight, nˆx, is
extracted. This value equals µ, the cosine of the angle formed between the
emerging flux and the line of sight. The points {s+j } with µ > 0 are retained
for the remainder of the iteration, whereas the others are discarded.
• For every point in {s+j }, Teff , geff and µ values are used to derive the local
photospheric spectrum f+j = f({s+j }) of the corresponding surface element,
either interpolating in grids of atmosphere models or using an analytic expres-
sion (such as Planck’s law of black-body radiation). Metallicity of the star,
assumed constant in the fitting process, is also taken into account in this step.
• A surface intensity map is obtained from f+j using the bandpass of the inter-
ferometer used. A subsequent Fourier transform returns the synthetic inter-
ferometric observables. Similarly, synthetic photometry is calculated by inte-
grating across the whole visible disc of the star over the considered spectral
bandpasses. Both synthetic interferometry and photometry are compared to
actual data and convergence is tested. If not achieved, the iterative procedure
continues.
The main point of difference between the Roche-von Zeipel based interferometric
models presented to date concerns inclusion or not of β as a free parameter. Only
when the Fourier coverage is dense enough and there is sufficient phase information is
it possible to successfully treat β as a free parameter. The measurements of β carried
out by the MIRC group for five rapid rotators are compared with Claret’s predictions
(Claret and Bloemen 2011) in Figure 4.9. In some cases, the interferometric data
are sufficiently extensive to allow nearly model-independent image reconstruction
(Monnier et al. 2007; Zhao et al. 2009; Che et al. 2011) with the aid of radio synthesis
imaging techniques adapted to OLBI (Ireland et al. 2006) and incorporating just a
few prior assumptions (fast rotator image reconstructions are given in Figure 1.10).
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Implications and limitations of interferometric models of fast rotating
stars
Inspection of Figure 4.9 reveals some of the most important implications derived
from the application of OLBI to determine the surface shape of some nearby rapidly
rotating stars. First, with the only remarkable exception of αLeo, there is a good
qualitative agreement with theory. Taking a closer look, it can be seen that hotter
stars, with predominantly radiative envelopes, show higher values of β, although
smaller than the βrad = 1/4 value suggested by von Zeipel. At the other end,
the β value obtained for β Cas11, a star cool enough to have enabled convective
energy transport near its surface, is significantly lower than the other stars in the
sample, although it seems to exceed Lucy’s prediction (β ∼ 0.08). The agreement
between the estimated gravity darkening for the four hotter stars led Che et al.
(2011) to suggest a non-standard gravity darkening exponent β = 0.19. Therefore,
interferometric observations of fast rotators, although still scarce, now challenge the
accepted Roche-von Zeipel formalism, and indicate that the traditional von Zeipel
law could overestimate the temperature difference between the poles and equator.
4.3 Two dimensional models of fast rotators
4.3.1 Validity of Roche-von Zeipel models
Although the general picture of the gravity darkening phenomenon as described by
the Roche-von Zeipel is supported by observation, there are still some inconsistencies
and conflicts between theory and observations that deserve attention. We begin
with a critical re-evaluation of the basic assumptions underlying Roche-von Zeipel
formalism:
1. Energy is transported by radiation, and therefore can be described with a heat
diffusion equation (Eq. 4.19).
2. The star is in hydrostatic equilibrium.
3. In order for the proportionality factor to be a constant in Eq. (4.20), rotation
must be fully rigid or described by rigid shells. In determining this factor
(Eq. 4.22), the effects of rotation on both total and apparent stellar luminosity
are neglected (in effect, the stellar luminosity is equated with its non-rotating
counterpart).
4. The component of the potential Ψ due to gravitational effects is assumed to be
created by a point mass located at the center of the star (see Eq. 4.9). Thus,
11The authors of Che et al. (2011) suspect that the estimated gravity darkening exponent can
be affected by the low inclination angle i inducing strong degeneracies between some parameters
during the model fitting.
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Figure 4.9: Comparison between the observed β values (based on Che et al. 2011;
Monnier et al. 2012) and the theoretical predictions (solid curve) presented in Claret and
Bloemen (2011). The width and height of the rectangles represent the pole to equator
surface temperature span and the uncertainties in the determination of β respectively.
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the potential φ is insensitive to shape distortions. However, a more rigurous,
multipolar treatment of the mass distribution (Owocki et al. 1994a) was found
to produce changes in the stellar radius of less than 1% (Orlov 1961).
It will be noted that points 3 and 4 implicitly impose the condition of slow rotation
on the system. Having listed the hypotheses upon which Roche-von Zeipel is built,
the following issues can be identified:
The von Zeipel paradox. A rigidly rotating star cannot achieve simultaneous
hydrostatic equilibrium. The temperature and pressure pole-to-equator gradients
induced by solid rotation require the existence of a flow of matter compensating the
non-zero gradient of the radiative flux. Such flow, known as meridional circulation,
will cause the assumption of purely radiative energy transport to fail. Nonetheless,
although not rigorously true, radiative transport and hydrostatic equilibrium are
not unrealistic approximations.
Barotropicity versus baroclinicity. The condition that isobars and equipoten-
tial surfaces are identical is likely inappropriate. Baroclinic flows, (i.e., matter flows
that violate the barotropicity condition), described as the combination of meridional
circulation and differential rotation, arise as the solution of the von Zeipel paradox
(Rieutord 2006).
Surface gravity. An important limitation of the classic interferometric models is
that β estimates are not accompanied by direct measurements of the local gravity.
Instead, an estimate of the mass, generally based on mass-luminosity relations, is
used in combination with the shape of the star: a property that can now be directly
measured (at least in projection onto the plane of the sky).
Despite its shortcomings, the Roche-von Zeipel approach provides a straightforward
method to infer the relevant parameters of a rotating star employing only simple
assumptions. Nevertheless, the limitations have prompted some authors to develop
alternative formalisms incorporating the effect of baroclinic flows, thus opening new
pathways for the improvement and refinement of models.
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4.4 The ESTER model (Espinosa-Lara & Rieu-
tord model)
As shown in the previous section, the von Zeipel theorem implies the incompatibility
of hydrostatic equilibrium and solid-body rotation, and the existence of fluid flows
in the interior of the star, under the implicit assumption of slow rotation.
Some modern modelling approaches have built upon the one-dimensional von Zeipel
formalism by including a prescription for differential rotation (see, e.g., Domiciano
de Souza 2009) or with other solutions (Maeder and Meynet 2000; Maeder 2009).
However the exponential increase in computer performance invites the development
of new fully two-dimensional models that incorporate internal fluid flows derived
from rotation. Such an approach should provide a rigorous description of the star,
even at high rotation rates.
Rieutord (2006) reviewed some of the most important efforts to implement two-
dimensional models to explain stellar rotation. The work of James (1964), Rox-
burgh (1965), Ostriker and Bodenheimer (1968), Clement (1994), Eriguchi (1978),
Eriguchi and Mueller (1991), Jackson et al. (2005) or Deupree (2011), to cite a
few, have unquestionably improved our understanding of rotating stars, but their
prescriptions are still based on barotropicity. Only Uryu and Eriguchi (1994, 1995)
introduced baroclinic flows in their models, at the expense of neglecting viscosity.
The complexity of the models increases not only due their now-inherent multidi-
mensional nature, but also due to the larger set of relevant physical quantities that
need to be taken into account – most importantly the angular momentum.
Recently, Espinosa-Lara & Rieutord founded the ESTER project12. For the first
time, the inevitable baroclinic radiative zone predicted for fast rotating stars has
been modelled in a self-consistent way. This project, which is an on-going endeavour
aimed to constitute an ideal model for rotating stars (Rieutord 2006), has now
matured to the point of offering a fully fleshed out alternative to classic Roche-
von Zeipel models. The ESTER model for fast rotators has been presented in a
series of papers (Espinosa Lara and Rieutord 2007, 2011, 2013). Here we must limit
ourselves to a brief description of the model and its key consequences.
In its current form, the ESTER model describes isolated, main-sequence, rotating
stars in a steady state (Espinosa Lara and Rieutord 2007), neglecting chemical
evolution and mass loss, and assuming strict axi-symmetry. No long-term turbulence
or magnetic fields are considered. The star consists of a convective core and an outer
purely radiative envelope (see Figure 1.6). All these assumptions match reasonably
well the physical conditions of a rotating early-type star with M > 1.5M. The
steady-state of a star is given by the following set of equations (angle brackets 〈...〉
stand for time averages, taken to remove fluctuations induced by turbulence):
12Evolution STellaire en Rotation, http://www.ast.obs-mip.fr/users/rieutord/ESTER.html
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• Poisson equation for the gravitational potential φ (ρ is the average density
over the whole star)
∇2φ = 4piG〈ρ〉 (4.28)
• The energy equation as a function of temperature T , velocity ~v, entropy S,
diffusive heat flux ~F and nuclear heat sources ∗
〈ρT~v · ~∇S〉 = −∇~F + ∗ (4.29)
• The momentum equation (~Fv is the viscous force, and P the pressure)
〈ρ(~v · ~∇)~v〉 = −~∇〈P 〉 − 〈ρ~∇φ〉+ ~Fv (4.30)
• The mass conservation equation
∇〈ρ~v〉 = 0 (4.31)
Together with the fundamental physical conditions goverened by equations (4.28-
4.31), a set of opacities and other prescriptions describing the microphysics of the
star as well as boundary conditions are added resulting in a complete prescription
for evolution of the system state (see Espinosa Lara and Rieutord 2013; Rieutord
and Espinosa Lara 2013).
Espinosa Lara and Rieutord (2011) presented preliminary results from another mod-
elling approach and analytic expressions for the latitudinal dependence of the star
surface temperature. These results show that the most important parameter gov-
erning the physical state of the star is the fractional angular velocity ωbk. To ensure
consistency with previous one-dimensional stellar models without rotation, the au-
thors checked consistency of results for the no rotation case (ωbk = 0). Using this
model, an adequate description of the shape and emergent flux for a star of known
composition can be produced, and also a link between observations and physical
properties, like mass (M), rotation (given by ωbk) and relative hydrogen content in
the core (Xc) can be established. According to its definition, the actual fraction of
hydrogen X ′ in the core is given by X ′ = Xc · X, where X is the average hydro-
gen abundance of the star. The next section presents the main features of a solar
abundance ESTER model. Although a wealth of physical quantities are considered,
special emphasis will be placed on the results obtained for the stellar shape and
surface distribution as a function of ωbk, M and Xc (which can be interpreted as a
proxy for the fractional main-sequence age13).
13Defined as the ratio between the time spent by the star in the main-sequence with respect to
its total lifetime in this stage.
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4.4.1 Main features of the ESTER model
Fractional angular velocity
The properties of the star in the ESTER model are mostly characterized by the
rotation rate. In the Roche-von Zeipel model, the fractional angular velocity ω is
relative to the break-up limit of a family of models with constant Rpol of increasing
rotation rates (see Equation 4.13). Instead, the ESTER model identifies the critical
velocity with the Keplerian velocity Ωk, i.e., the equatorial angular orbital velocity
for a given star, as
Ωk =
√
GM
R3e
, (4.32)
where Re is the equatorial radius of the star. Figure 4.10 shows the relation between
the fractional angular velocity in the ESTER model ωbk and its Roche-von Zeipel
counterpart, given by
ωbk =
Ω
Ωk
= ω
Ωc
Ωk
= ω
√
8
27
R3e
R3p
= ω
√
8
27
1
(1− f)3 , (4.33)
It is trivial to see that both Ωc and Ωk coincide at the break-up limit.
Star shape
As both the Roche-von Zeipel and the ESTER models are based on the Roche
description of the gravitational potential, it is expected that the shapes predicted
are very similar, as shown in Figure 4.11. Differences in shape are nearly negligible
between models, and the equatorial radius of the star converges to Re =
3
2
Rp (see
Figure 4.12).
The stellar shape is almost exclusively dictated by the fractional angular velocity ωbk,
as shown in Figure 4.13 for different Xc values. The size of the star scales up with
mass, whereas lowering the hydrogen content in the core results in a larger stellar
radius (Figure 4.14), as the core higher central densities drive up the luminosity of
the star.
Surface temperature & gravity darkening
The main difference between von Zeipel and ESTER models lies in the temperature
distribution on the surface of the star. The ESTER model predicts lower polar
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Figure 4.10: Roche-von Zeipel versus computed ESTER (Keplerian) fractional angular
velocities for a star with M = 2.4M, solar composition, and fraction of hydrogen in the
core Xc = 1. The dot-dashed line represents ω = ωbk.
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Figure 4.11: Oblateness (f = a−ba ) versus fractional angular velocity ωbk. Solid line:
prediction of the computed ESTER model; dashed line solution of the Roche model. In
both cases, the oblateness of a rotating star at the break-up limit converges to fmax ' 1/3.
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Figure 4.12: Meridional surface profile of rotating stars predicted by the ESTER model,
computed at ωbk = 0, 0.25, 0.50, 0.75, 0.9 (equivalent to ω ' 0, 0.44, 0.77, 0.94, 0.98 respec-
tively).
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Figure 4.13: Similar to Figure 4.11, showing oblateness f versus fractional angular
velocity ωbk for Xc = 0.2, 0.6 and 1.
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Figure 4.14: Dependence of the polar radius on the relative hydrogen content in the core
Xc for a M = 2.4M star.
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temperatures and higher equatorial temperatures than von Zeipel’s model, as shown
in Figure 4.15. Although this might suggest that a lower β exponent correctly
describes the gravity darkening phenomenon, the temperature-gravity dependence
on the stellar surface is (according to the ESTER model) misrepresented by a simple
power-law, as the gravity darkening effect depends on both the rotation rate and
colatitude14.
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Figure 4.15: Surface effective temperature as a function of colatitude (θ) for computed
ESTER models of M = 2.4M at ωbk = 0.1, 0.5, 0.75, 0.9 compared to equivalent (same ro-
tation and polar temperature) Roche-von Zeipel models with gravity darkening exponents
β = 0.25 or β = 0.19.
Despite this caveat, and in order to compare the ESTER model description of grav-
ity darkening with previous results, we computed best fit β values assuming that
Teff ∝ gβeff still applies. The results for four different rotation rates are shown in
Figure 4.16. While the power-law description provides a reasonable explanation
for the temperature distribution at intermediate latitudes, the polar to equatorial
temperature difference (Tp−e = ∆T = Tp − Te) seems slightly overestimated for
low and moderate rotation rates. At high rotation rates, the differences in the pre-
dicted Tp−e by the Roche-von Zeipel are up to 1500 K larger than the value obtained
with ESTER model. The power-law description of gravity darkening with only one
parameter β, although a good approximation at low spin rates, seems to be insuffi-
cient to reproduce the latitude dependence of surface temperature at high angular
velocities.
14It is worth noting that the gravity darkening effect is not appreciably influenced by stellar
mass
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Figure 4.16: log Teff(θ) versus log geff(θ) and linear regression results (solid red line),
including the corresponding linear correlation coefficient squared, R2, for four different
fractional angular velocities (ωbk = 0.1, 0.5, 0.75, 0.9).
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Figure 4.17: Gravity darkening exponent versus ωbk for Xc = 0.2, 0.6 and 1.
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Figure 4.17 displays the average gravity darkening exponent as a function of ωbk for
three different values of Xc. As expected, the classic results of the Roche-von Zeipel
model (with β = 1/4) are recovered at slow rotation rates. While a larger hydrogen
content in the core has the effect of increasing the stellar surface temperature, as
shown in Figure 4.18, its impact on the latitudinal temperature distribution can be
neglected.
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Figure 4.18: Polar (black) and equatorial (red) temperature versus Xc for ωbk =
0.1, 0.5, 0.75, 0.9.
Baroclinic flows
The main contribution of the ESTER model to the physics of rotating stars is the
consistent inclusion of stellar internal flows induced by baroclinic torques (Rieutord
2013). These flows can be described as the sum of meridional circulation and dif-
ferential rotation. A sketch of meridional circulation in a rotating star is shown in
Figure 4.19. The illustrated flow mechanism could partially explain the mixing and
dredge up of material from the stellar interior.
Differential rotation is no longer incorporated through an ad hoc prescription, and
instead is a self-consistent product of the model. The ESTER model predicts a
nearly rigid core rotation, and a quasi-shellular rotation in the radiative sub-surface
region. Surface differential rotation is illustrated in Figure 4.20 for different rotation
rates. The most remarkable feature is the non-monotonic latitude dependence of
Ω(θ), yielding maximum rotation rates for latitudes other than the equator for
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Figure 4.19: Streamlines of the meridional circulation including the viscous force (taken
from Espinosa Lara and Rieutord 2013). The solid and dashed lines represent counter-
clockwise and clockwise circulation respectively.
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moderate and high equatorial rotation rates (described by ωbk). Nonetheless, as
shown in Figure 4.21, the linear rotational velocity vrot is indeed monotonic with
latitude and maximum at the equator regardless of the rotation rate ωbk. As shown
in Espinosa Lara and Rieutord (2013), differential rotation decreases for increasing
metallicity and mass. A precise description of the latitude-dependent differential
rotation is essential to obtain an accurate model of the broadening of spectral lines.
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Figure 4.20: Differential surface rotation versus colatitude (θ) for a M = 2.4M star
at rotation rates ωbk = 0.1, 0.5, 0.75, 0.9. The curves are normalized with respect to the
polar value.
Final remarks
The ESTER model provides an alternative to classic von Zeipel models with lower β
values, as it supplies a consistent physical explanation in which the gravity darkening
effect is described almost exclusively by ωbk, avoiding the now redundant inclusion of
an additional parameter β. Classic Roche-von Zeipel results are recovered for slow
rotation rates. Henceforth, we will construct our models for the interpretation of
interferometric observations of fast rotators based on the formalism of the Espinosa-
Lara & Rieutord model 15.
15See details in § 5.3.
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Figure 4.21: Linear rotational velocity vrot versus colatitude (θ) for a M = 2.4M star
at rotation rates ωbk = 0.1, 0.5, 0.75, 0.9.
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Chapter 5
Modelling of Early-type Stars
As seen in Chapter 4, an accurate determination of the bolometric energy flow per
unit area Fbol is the key starting point for deriving the basic physical properties of
a star. From this, the effective temperature Teff is then found by combining with
the angular diameter θ, while the luminosity L results when an accurate parallax is
available. With both Teff and L, a star can be precisely placed on the HR diagram.
In order to obtain the most accurate estimation of fbol, and therefore its derived
physical quantities, we have developed some useful tools that enable computation of
fbol from a set of photometric and spectroscopic measurements at a range of wave-
lengths combined with stellar atmosphere models. In this chapter, we will present the
implementation of some of the techniques to obtain fundamental stellar parameters
described in Chapter 4. The developed tools will be used in the studies of early-type
stars presented in chapters 6 and 7.
5.1 Spectral Energy Distribution (SED) fits
The spectral energy distribution (SED) of a star can be defined as a series of wave-
lengths and associated fluxes. Such a dataset forms a sparse representation of fλ,
the spectral irradiance of the star1. It would be desirable to be able to measure the
flux radiated by a star across the entire electromagnetic spectrum, however this is
not possible in reality, and one has to rely on discrete sampling over limited spectral
regions 2 of Fλ, hopefully covering most of the power radiated by the star. With
the aid of a best fit stellar atmosphere model, Fbol can be obtained accurately by
integrating the Fλ that best matches the SED formed with collected photometry
and spectroscopy data.
The main elements in the derivation of bolometric fluxes for a given star are:
1Also called monochromatic flux in Astronomy (see, e.g. Bessell and Murphy 2012).
2Ignoring for now the effects of interstellar reddening.
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• a synthetic model of the stellar photospheric emission at all wavelengths,
• spectro-photometric data,
• a description of the photometric systems used, enabling precise transformation
of photometry into absolute flux.
Throughout the following sections, each of these three elements will be described in
turn. A test of the method on the well known star Sirius is presented, together with
a discussion of the error estimation of bolometric fluxes computed from SED fits.
5.1.1 Synthetic SEDs
Our goal is to model a set of measured fluxes at different wavelengths, obtaining a
model for the full spectral distribution of the flux received at Earth, f ′λ, that can be
written as
f ′λ(λ, T, log g, [Fe/H]) = fλ(λ, T, log g, [Fe/H])× 10−0.4Aλ(λ,E(B−V )), (5.1)
where fλ(λ) stands for the photospheric emission of the star (as received at Earth’s
distance from the star), and Aλ(λ) represents the interstellar extinction. A model
of the stellar SED should contain a description of the stellar radiated flux across
the electromagnetic spectrum, and a prescription for the interstellar extinction. We
are not considering here hot stars with significant flux short-wards of Lyman-α,
and note that line absorption by other interstellar neutral species has very narrow
absorption lines, which don’t affect the global SED fit significantly.
There are different approaches to the modelling of the photospheric emission, using
a simplified single-parameter (temperature) Planck’s law, or a more detailed stellar
atmosphere model that accounts for surface gravity (related to the star’s luminosity
class), and optionally composition and/or other parameters. Among these, the
semiempirical spectral templates for different spectral types published by Pickles
(1998) have been often used in combination with interferometric measurements (van
Belle and von Braun 2009), and have allowed computation of bolometric fluxes for
a significant number of late type stars (Boyajian et al. 2012a). However, there are
some concerns regarding the quality of the spectral templates longward of the near
infrared (Mann et al. 2013) for K-dwarfs. For earlier type stars, we find similar
issues, because Pickles templates are based on a small number of actual stellar
spectra, and they lack data in the ultraviolet (Kilpio et al. 2012), where most of the
stellar flux is radiated in hot stars.
In our SED modelling, we have included grids of ATLAS models (Kurucz 1979;
Howarth 2011) to represent the photospheric emission of a star at a given sur-
face temperature, for wavelengths in the range 90 A˚-160µm (virtually the whole
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Figure 5.1: Temperature and surface gravity (logarithm of g expressed in CGS units)
values for which the ATLAS grid of models with solar composition have been computed.
electromagnetic spectrum of relevance to stellar radiation fields). Figure 5.1 il-
lustrates the values {T, log g} for which the model grid has been computed (at
solar metallicity). We have written a suite of subroutines that can read and ma-
nipulate ATLAS fluxes, and that enable interpolation within the grid providing
fλ
ATLAS = fλ
ATLAS(λ, T, log g, [Fe/H]) at intermediate values. The interstellar red-
dening is described using the Fitzpatrick (1999) law3, using an inverse normalized
extinction RV = AV /E(B − V ) = 3.1, where E(B-V) is the difference between
observed and intrinsic (B − V ) colors (see Figure 5.2).
It is important to note that ATLAS fluxes are reported assuming the stellar disc
subtends a certain solid angle, and therefore fλ= C×fλATLAS where the constant
C is the ratio of the actual to the model stellar solid angle. The bolometric flux is
then
fbol =
∫ ∞
0
dλfλ(T, log g, [Fe/H]) = C ×
∫ ∞
0
dλfλ
ATLAS(T, log g, [Fe/H]) (5.2)
so the final expression for our SED model is
f ′λ(fbol, λ, T, log g, [Fe/H]) = fbol ×
fλ
ATLAS(T, log g, [Fe/H])× 10−0.4Aλ(λ,E(B−V ))∫∞
0
dλfλ
ATLAS(T, log g, [Fe/H])
(5.3)
3Using the FM UNRED IDL procedure.
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Figure 5.2: Differential interstellar extinction Aλ for E(B − V ) = 1 and RV = 3.1 using
the reddening prescription of (Fitzpatrick 1999).
where we have parametrized f ′λ as a function of the bolometric flux (received at
Earth) fbol, the stellar parameters {T,log g,[Fe/H]}, and the extinction (which is a
function of a single parameter E(B−V )). This synthetic SED is then fitted4 to the
observed spectro-photometry transformed into absolute flux (see below). We usually
make two assumptions that reduce the number of free parameters in the model:
• Given that [Fe/H] determinations are scarce and usually affected by system-
atics related to method used in their computation, we will generally fix the
surface metallicity of the star (most often to solar values or the nearest value
specified in the grid) and work with a reduced version of the ATLAS grid of
models, thus reducing possible induced degeneracies in the fit. This approach
has modest impact on the global SED for upper main-sequence stars, so final
results are not significantly affected.
• To avoid unnecessary increase in the degrees of freedom available to the fit,
E(B−V ) is estimated only for those cases where independent measurements do
not exist. E(B − V ) values obtained using Drimmel et al. (2003) 3D Galactic
dust maps were found to be validated when separate fitting tests were made.
Given the proximity of the stars studied in this thesis, interstellar extinction is
generally a minor correction, and very few exceptions, it does not significantly
affect our measurement of fbol.
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Figure 5.3: Cummulative relative contribution to the photospheric bolometric flux (Fbol)
at different spectral ranges ∆λ as a function of temperature (using ATLAS9 atmosphere
models with log g fixed to 4.0). The different spectral regions considered are: long wave-
length infrared (LWIR), λ > 25000 A˚; near infrared (NIR), 10000 A˚< λ < 25000 A˚; optical
(OPT), 3500 A˚< λ < 10000 A˚; and ultraviolet (UV), λ < 3500 A˚. The vertical dimension
of each spectral region at a given temperature is proportional to its contribution to the
bolometric flux.
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5.1.2 Spectro-photometric data
Figure 5.3 displays the temperature dependence of the relative contribution (with
respect to Fbol) of the stellar flux radiated at four different regions
5, namely ultravio-
let (λ < 3500 A˚), optical (λ = 3500−10000 A˚), near-infrared (λ = 10000−25000 A˚)
and long wavelength infrared6 (λ > 25000 A˚). While stars cooler than Teff< 6500 K
(spectral type later than F5) radiate mostly in the infrared and optical wavelengths,
for earlier spectral types ultraviolet radiation becomes increasingly important while
the far-infrared contribution becomes almost negligible. We require the best possi-
ble description of Fλ, especially over the UV and optical regions where most of the
flux is radiated. To accomplish this in the case of the early type stars in this thesis,
our SEDs will be based on:
• Ultraviolet spectroscopy. An A0 star (Teff' 10000 K) radiates nearly 40% of
Fbol at wavelengths shorter than 3500 A˚ (this percentage increases to > 80%
for Teff> 20000 K). The inclusion of ultraviolet flux measurements is essen-
tial to correctly reproduce the stellar SED for wavelengths shorter than the
Balmer jump (located at λ = 3746 A˚). In order to access this region of the elec-
tromagnetic spectrum, we require space-based observations. Flux calibrated
ultraviolet spectra from the International Ultraviolet Explorer mission archive7
have been retrieved, spanning the spectral range 1150 A˚ to 3200 A˚. Between
1978 and 1996, this satellite took more than 100000 astronomical spectra using
two spectrographs working at 1150 A˚ to 2000 A˚ and 1850 A˚ to 3300 A˚. To avoid
possible miscalibrations near the edges of each bandpass, we have cropped the
spectra to the 1200− 1900 A˚ and 1900− 3200 A˚ spectral windows. Whenever
available, we used the data taken in the low resolution (6− 7 A˚) mode. How-
ever, we sometimes had to bin down high resolution spectra (0.1 − 0.3 A˚) to
obtain a similar final product.
• Optical photometry. The flux in the optical region is described using broad
and intermediate band filters corresponding to the Johnson-Cousins, Hippar-
cos/Tycho, Stro¨mgren, Geneva, WBVR and 13-color photometric systems.
Data were retrieved through the General Catalogue of Photometric Data8
(GCPD, Mermilliod et al. 1997) and Vizier9 meta-catalogs, which can query
hundreds of bibliographic sources to obtain the desired photometry. Reference
to original bibliographic source is also given for each individual measurement
4Using the IDL implementation of the Levenberg-Marquardt method given by the function
MPFIT (Markwardt 2009).
5The spectral ranges considered are purely arbitrary and are intended to broadly describe the
distribution of radiated flux.
6Encompasing the spectral regions traditionally defined as mid- and far-infrared, as well as
wavelengths longward far-infrared.
7http://http://archive.stsci.edu/iue/
8http://obswww.unige.ch/gcpd/gcpd.html
9http://vizier.u-strasbg.fr/
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presented.
• Near infrared photometry. The flux in the range ∼ 10000 A˚ to ∼ 25000 A˚
is characterized by the filters of the 2MASS photometric system. An impor-
tant caveat must be noted: 2MASS is generally saturated for bright stars
(K < 4 mag), so that photometry extracted shows large uncertainties. In such
cases, and also whenever 2MASS photometry is not available, analogous mea-
surements are collected from similar catalogs (queried from GCPD) and the
appropriate transform applied to convert to 2MASS equivalent magnitudes
using published relations.
Table 5.1 lists some important features of the different photometric systems and
passbands used throughout this thesis. Figures 5.4, 5.5 and 5.6 show the correspond-
ing filter response curves, which are essential to compute synthetic photometry (see
§ 5.1.2).
One last note regarding photometry in the long wavelength infrared region. Al-
though for early type stars the contribution to Fbol from wavelengths longer than
' 25000 A˚ is small, it can also be noisy and possibly contain an important non-
photospheric contribution (see e.g. the infrared excess with a circumstellar dust
origin found for Vega; Harvey et al. 1984). For this reason, we choose to represent
the far infrared contribution to Fbol (< 2% for Teff> 10000 K) exclusively by the best
fit theoretical model prediction extrapolated from data at shorter wavelengths.
Absolute flux calibration
Photometric observations are typically expressed on the magnitude (m) scale, which
are transformed into absolute flux. The absolute flux10 can be trivially expressed
using Pogson’s law:
Fλ = F0 × 10−0.4m (5.4)
where we have included absolute flux conversion factors F0, pre-computed for each
photometric system (see review in Bessell 2005). The flux obtained is associated
to a wavelength characterizing the spectral bandpass of the filter (see discusion
below). Despite its apparent simplicity, the computation of accurate and reliable F0
is quite a complex task. Finding a unique F0 for a given passband constitutes an
ill-posed problem in itself, as the photometric response of one instrument, ignoring
calibration errors, is the product of the responses of the filter, the telescope, and
the detector used, so that exact reproducibility with different equipment is never
achieved. Moreover, most of the photometric systems adopt Vega (αLyr) as the
fiducial photometric source, which is not an ideal standard, due to its variability,
10After correcting m for interstellar extinction.
109
Chapter 5. Modelling of Early-type Stars
System Band λ0 Weff λp magx F0 Reference
(A˚) (A˚) (A˚) (Vega) (10-9erg cm-2 s-1)
UBVRI U 3605 652 3598 0.049 4.25 (1)
B 4413 946 4398 0.031 6.40
V 5512 848 5500 0.027 3.66
R 6584 1564 6554 0.027 2.17
I 8060 1542 8047 0.028 1.15
Hipparcos Hp 5275 2212 5189 0.087 4.40 (1)
Tycho BT 4204 708 4196 0.078 7.05 (1)
VT 5322 976 5307 0.058 4.13
Stro¨mgren u 3451 376 3448 1.431 11.88 (2)
b 4669 179 4668 0.189 6.82
v 4109 198 4108 0.029 7.45
y 5478 234 5477 0.046 3.76
WBVR W 3487 527 3483 0.083 3.55 (3)
B 4423 903 4412 0.039 6.48
V 5521 802 5512 0.028 3.65
R 7067 1067 7049 0.050 1.75
2MASS J 12412 2151 12394 0.011 0.31 (4)
H 16513 2590 16495 0.008 0.11
Ks 21656 2761 21638 0.007 0.04
Geneva U 3458 492 3454 0.011 3.27 (5)
B 4248 810 4238 0.008 6.61
B1 4023 386 4019 -0.001 6.81
B2 4480 417 4477 0.009 6.28
V 5508 732 5501 0.011 3.61
V1 5408 472 5404 0.006 3.78
G 5814 435 5810 0.004 3.04
13 colors 33 3375 90 3374 0.068 3.43 (6)
35 3542 93 3541 0.068 3.32
37 3745 88 3743 0.046 4.48
40 4020 199 4018 0.034 7.33
45 4604 235 4601 0.033 6.15
52 5190 233 5189 0.030 4.34
58 5843 195 5843 0.038 3.09
63 6361 260 6359 0.029 2.34
72 7239 613 7237 0.031 1.60
80 8002 453 8001 0.027 1.16
85 8585 520 8583 0.038 0.95
99 9832 593 9829 0.021 0.69
110 11075 695 11070 0.031 0.47
Table 5.1: Photometric systems and passbands used, including the mean wavelength
of the filter response (λ0), the effective FWHM (Weff ), the pivotal wavelength (λp), the
filter Vega magnitude and the absolute flux conversion factor for a zero magnitude star
(F0). Definitions can be found in Bessell and Murphy (2012). References: (1) Bessell
and Murphy (2012); (2) Pickles and Depagne (2010); (3) Khaliullin and Kozyreva (1984);
(4) Skrutskie et al. (2006); (5) Straizˇys (1992); (6) Johnson and Mitchell (1975).
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Figure 5.4: Interpolated passbands for the Johnson-Cousins, Hipparcos, Tycho and
Stro¨mgren photometric systems. Filter responses are arbitrarily scaled to be unity at
peak. References can be found in Table 5.1.
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Figure 5.5: Interpolated passbands for the WBVR, Geneva and 13-color photometric
systems. Filter responses are arbitrarily scaled to be unity at peak. References can be
found in Table 5.1.
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Figure 5.6: Interpolated passbands for the 2MASS photometric system. Filter responses
are arbitrarily scaled to be unity at peak. References can be found in Table 5.1.
its fast rotation and infrared excess emission (Gray 2007), all of which contribute to
significant uncertainties in the Vega wavelength-integrated flux of ∼ 3% (Engelke
et al. 2010)11. Fortunately, large archive datasets taken over a diverse range of
facilities, as well as the use of spectrophotometric atlases defining an ensamble of
photometric yardsticks (for instance, the Next Generation Spectral Library (NGSL)
Gregg et al. 2004), have allowed the computation of new, more robust, zero points
and passbands (see e.g., Gray 1998; Pickles and Depagne 2010; Bessell and Murphy
2012).
In order to validate the consistency of the passbands and zero points obtained from
the literature for Johnson-Cousins and Hipparcos/Tycho systems (Bessell and Mur-
phy 2012), Stro¨mgren (Pickles and Depagne 2010), 2MASS (Skrutskie et al. 2006)
and Geneva (Straizˇys 1992) passbands, we have recomputed F0 for these systems us-
ing the flux calibrated Vega STIS005 spectrum (see Figure 5.7 Bohlin and Gilliland
2004). This spectrum compiles data from the IUE satellite (1255 − 1675 A˚), the
Hubble Space Telescope (HST) Space Telescope Imaging Spectrograph (STIS) in the
range 1675 − 4200 A˚ and a Kurucz model computed to replace the data corrupted
by CCD fringing longward 4200 A˚.
The measured Vega photometry for the corresponding filters is compared with syn-
thetic photometry computed using filter passbands retrieved from Bessell and Mur-
phy (2012), the Asiago Database on Photometric Systems12 (ADPS Moro and Mu-
nari 2000) and the Spanish Virtual Observatory (SVO) website13. The filter re-
sponses have been interpolated using cubic splines onto a finer grid of wavelengths.
11As per April 2014, the CALSPEC library now provides spectrophotometry for a subset of
about 20 stars (including Sirius and Vega, Bohlin 2014) that are better than 1%.
(http://www.stsci.edu/hst/observatory/crds/calspec.html)
12http://ulisse.pd.astro.it/Astro/ADPS/
13http://svo.cab.inta-csic.es
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Figure 5.7: Vega STIS005 standard spectrum from the Space Telescope Imaging Spectro-
graph (retrieved from http://www.stsci.edu/hst/observatory/cdbs/calspec.html ).
The results obtained are in excellent agreement and differ by less than 1%. For the
remaining WBVR and 13-color systems, we have employed the same method to up-
date the estimates of their zero points, matching the synthetic photometry obtained
with the Vega STIS005 spectrum.
5.1.3 Errors in fbol estimation
There are some potential issues in the flux calibration that deserve careful attention.
While low and intermediate resolution spectroscopy enable a nearly bias-free deter-
mination of the flux radiated, with well understood uncertainties, the same no longer
applies to the set of monochromatic absolute fluxes computed from the photometric
data that are included in a SED fit. The uncertainty associated with an fbol estimate
is obtained from the parameter distribution resulting from repeated fits to a total of
NMC repeated fits to synthetic SED datasets created from the spectro-photometric
measurement and errors. The sources of uncertainty contributing to diversity in the
population of spectro-photometry synthetic values are:
• Uncertainties in the photometric measurement, propagated to the calibrated
absolute flux through Eq 5.4. On some occasions, colors (rather than magni-
tudes) are measured, so there are some induced correlations between paired
photometric passbands. The covariance induced by this is not accounted for
in our code yet, and each photometric measurement is considered independent
of the others.
• It is common to report the absolute flux uncertainty as simply the transfor-
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Figure 5.8: Hipparcos Hp filter isophotal wavelength variations as a function of temper-
ature for stars hotter than 5 000 K. The dashed and dotted line stand for the mean and
the pivot wavelength of the filter respectively.
mation of the errors in the observed photometry, overlooking other sources of
error, such as the errors in the flux calibration source. As we mentioned above,
reference photometric sources (such as Vega) are affected by errors that propa-
gate through the transformation into absolute flux. We account for this effect
by adding a correlated 3% error affecting all the photometric measurements.
• Another source of uncertainty, relevant to the case of broadband filters, arises
from the measured flux being assigned to one particular wavelength that may
depend significantly on the underlying stellar flux distribution across the filter.
Variations in the isophotal14 wavelength as a function of the temperature of
the star are shown in Figure 5.8 for the conspicuous case of the Hipparcos
Hp filter. To mitigate undesired effects in the model fit induced by broad-
band photometry, we can optionally recompute λiso after each fit iteration,
improving the descrption of the SED.
The full modelling of fbol uncertainties described above leads to typical errors of a
few percent (2− 4%), propagating to a contribution to Teff uncertainty of ≤ 1%.
5.1.4 Example: Sirius
We illustrate the validity of the method by presenting the results obtained for the
well known A-star Sirius (αCMa, spectral type A1V, Skiff 2014). Sirius is the
14The isophotal wavelength λiso is the wavelength at which the interpolated smoothed monochro-
matic flux has the same value as the mean flux intensity across the band (Bessell and Murphy 2012).
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Teff (K) log g (CGS) [Fe/H] (sun) Reference
- - 0.28 Hill (1995)
9870 4.32 0.12 Hill and Landstreet (1993)
9870 4.4 0.25 Burkhart and Coupry (1991)
9882 4.3 0.26 Lemke (1989)
10080 4.3 0.6 Bell and Dreiling (1981)
9000 - 0 Boiarchuk and Snow (1978)
9882 - 0.4 Boiarchuk and Snow (1978)
10286 4.3 0.82 Latham (1970)
9692 4.3 0.87 Gehlich (1969)
10080 4.2 0.8 Strom et al. (1968)
10500 3.5 0.4 Aller and Ross (1967)
10080 4.44 -0.36 Warner (1966)
9000 4 0.71 Strom et al. (1966)
9692 4.3 0.81 Kohl (1964)
9333 - 0.7 Wallerstein et al. (1962)
Table 5.2: Stellar atmosphere parameters for Sirius determined from spectroscopy.
brightest star in the night sky as seen from Earth, and therefore has been thor-
oughly studied by a multitude of authors (see Brosch 2008 and references therein).
Figure 5.9 displays the SED fit obtained for Sirius, using photometry available in
the literature and UV spectra retrieved from the IUE data archive. Outliers in
the photometry, mainly located around the Balmer jump, have been identified and
removed from the final SED fit. There are more than a dozen different measure-
ments of the compilation of stellar atmospheric parameters in SIMBAD15, shown in
Table 5.2. We have selected a grid of ATLAS models at [Fe/H]= +0.5, close to
the average value [Fe/H]= +0.4 obtained from the literature. The log g value has
also been fixed to the average value of the measurements in Table 5.2 (log g= 4.3).
Given the proximity of the star (pi = 379.21 ± 1.58 mas Perryman et al. 1997), we
have neglected any reddening produced by interstellar extinction.
The T and fbol parameter distributions obtained through fits to a sample of NMC
synthetic datasets are plotted in Figure 5.10. The estimated bolometric flux is
fbol= (1.142
+0.032
−0.037) × 10−4 erg/s/cm2, where the errors have been chosen from the
15% (85%) percentiles of the sample (equivalent to a 1−σ deviation in a Gaussian
distribution). This result is in excellent agreement with the value of fbol= (1.141±
0.029)×10−4 erg/s/cm2 published by Davis et al. (2011). Combined with the known
angular diameter for Sirius from the same work (θSirius = 6.041 ± 0.017 mas), the
effective temperature derived for Sirius is Teff= 9850 ± 70 K which is in excellent
agreement with the value obtained by Davis and collaborators (Teff= 9842± 64 K),
as well as with the mean value found in the literature (Teff= 9890± 250 K).
15http://simbad.u-strasbg.fr/
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Figure 5.9: SED fit for Sirius (HD 48915). The solid black line shows the best fit
interpolated ATLAS model. Red points stand for broadband and intermediate band
photometry, including errors in calibrated flux and the effective spectral width of the
filter. Merged ultraviolet spectra from the IUE mission archive is plotted in blue.
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Figure 5.10: T and fbol best fit parameter values obtained from a sample of NMC = 10
4
synthetic datasets drawn from the known error distributions of the spectro-photometric
data included in our SED fit. The dot-dash line represents the median value and the
dashed lines are the 0.15 and 0.85 quantiles respectively.
5.2 Mass and age from evolutionary tracks
As mentioned in § 4.1.4, the most widely used method to derive the mass and age
of an isolated star is based on the comparison of its location in the HR diagram
(given by its effective temperature Teff and its luminosity L) with respect to a set of
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isochrones (lines of common age) and/or evolutionary tracks (charting the locus for
given initial mass). Although straightforward in principle, the derivation of mass
and age in this way can be problematic in practice, and deserves special attention
in order to reduce the uncertainties.
Our procedure can be detailed as follows. Once Teff and L are estimated as pre-
cisely as possible, a set of evolutionary tracks16 describing the star is selected. The
diverse nature of the stars studied in this thesis informs the choice of which par-
ticular set of tracks. In particular, the wide range of spectral types and luminosity
classes of the sample studied in Chapter 6 are best described using the PARSEC
isochrones (Bressan et al. 2012) published by the Padova group17, particularly given
the range of masses considered in the grid and its higher density of models describ-
ing late evolutionary stages (the sample contains some giants/supergiants). The
optimal mass and age values matching the estimated temperature and luminosity
are obtained from the minimum Euclidean distance to model isochrones, restricted
to ages compatible with the known luminosity class of the object. The estimated
values and uncertainties are computed repeating the procedure for NMC synthetic
{Teff ,L} values generated from its known statistical distribution. It is important
to note that drawing the {Teff ,L} as pairs constrained by measured bolometric flux
fbol, angular diameter θ and distance based on parallax pi, generates a more robust
outcome than simply considering Teff and L as two independent Gaussian distri-
butions. Specifically, this process naturally incorporates correlations between both
variables18.
On the other hand, masses and ages of the main-sequence fast rotating early type
stars studied in Chapter 6 are best represented by the Geneva group grids of stellar
evolution models including rotation (Georgy et al. 2013) recently released. Although
the mass and age determination procedure is strongly model dependent, it was found
that results using both evolutionary models are consistent. This is illustrated below
where details of the mass and age derivation for bLeo using Geneva evolutionary
tracks (see Figure 5.12) with rotation rate Ω set to zero are compared with the
results obtained using Padova isochrones.
The interpolation between evolutionary tracks is illustrated in Figure 5.11, where a
contour line representing the 1-σ estimated joint distribution of Teff and L has been
overlaid. We have used Geneva evolutionary tracks19 with solar abundances, initial
masses in the range 1.7M < Mini < 4M and rotation rates 0. < ωc < 0.95 20.
Interleaved Mini and ωc values require interpolation.
16Equally, the method can also work employing isochrones.
17Accessible in http://stev.oapd.inaf.it/cgi-bin/cmd.
18Alternatively, when details of the fbol,θ and pi error distributions are not known, it is a good
approximation to consider that the uncertainties in Teff and L distribute according to a bivariate
Gaussian with cross-correlation matrix C =
[
1 1/4
1/4 1
]
.
19Retrieved from http://obswww.unige.ch/Recherche/evoldb.
20Mini(M) = 1.7− 4. (in ∆Mini = 0.1M steps); ωc = 0.0, 0.1, 0.3, 0.5, 0.6, 0.7, 0.8, 0.9, 0.95.
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Figure 5.11: (Top) HR diagram placement for bLeo (in red). Each dot represents a
pair {Teff ,L} drawn from the estimated joint distribution (total number of points NMC =
104). Geneva evolutionary tracks (gray, Mini = 1.7 − 4.0M, ω = 0.0) are overlaid in
gray. (Bottom) Close-up of the region of interest, illustrating the interpolation between
evolutionary tracks. The gray solid lines display the evolutionary tracks, with circular dots
standing for milestones set along the tracks. A dashed gray line joining analogous points
on different tracks is included to guide the eyes. The measured value and the distribution
of the NMC synthetic values (contours at 1- and 2-σ) are overplotted in red. The best fit
track is plotted in black.
119
Chapter 5. Modelling of Early-type Stars
2.05 2.10 2.15 2.20 2.25
0
1•108
2•108
3•108
4•108
5•108
Mini (Msun)
Ag
e 
(yr
)
 0.2 0.4 0.6 0.8 1.0
Probability
 
 
 
 
 
 
     
 
0.2
0.4
0.6
0.8
1.0
Pr
ob
ab
ilit
y
Figure 5.12: Distribution of mass and age best fit solutions found for a sample of NMC =
104 generated values of Teff and L for bLeo. The best fit values are Mini = 2.15 ± 0.03,
τ = 260± 70 Myr.
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After setting the metallicity Z and the rotation rate ω of the star, the complex
morphology of each evolutionary track is mainly determined by the initial mass of
the star (Mini). The interpolation at different values of Mini is aided by a set of
400 indexed milestones {Si} (details in Mowlavi et al. 2012), representing analogous
stages along the evolutionary track (not be mistaken with equal ages). If the distance
between neighbouring tracks (characterized by M1ini < M
2
ini) in the TeffL space is not
very large, the set of milestones {Si} corresponding to the interpolated evolutionary
track for an initial mass M1ini < Mini < M
2
ini is obtained by linearly interpolating
between the M1ini and M
2
ini tracks, as shown in Figure 5.11. To extract the mass and
age corresponding to a pair of Teff−L, we invert the process, finding the normalized
coordinates of the point representing the star in the HR diagram with respect to
the vertices of the romboid defined by the enclosing masses and Si indices.
The results obtained for modelling a non-rotating bLeo (A1V,Mini = 2.15±0.03M;
τ = (2.6±0.7)×108 yr), shown in Figure 5.12, are in excellent agreement with those
obtained using PARSEC isochrones (see Chapter 6). Differences in the uncertainties
reported may be due to different slopes of the evolutionary tracks at the region of
interest, or a more rigorous approach when interpolating Geneva evolutionary tracks.
Larger uncertainty in Teff compared to L produces a larger scatter in the age values,
as luminosity increases by less than a factor 2 throughout the main sequence.
5.3 Modelling of fast rotators: the FRESCO code.
In order to establish a consistent quantative physical interpretation of interfero-
metric observations of early type fast rotating stars combined with spectroscopic
and photometric data available in the literature, we have developed a suite of IDL
programs named FRESCO21.
The code offers a new strategy in the modelling of the stellar surface of early fast
rotating stars, departing from the previous interferometry-based efforts in the use
of a fully two-dimensional physical stellar model (the ESTER model, see § 4.4)
instead of the Roche-von Zeipel approach. The gravity darkening description does
not depend on a single independent parameter (β) and it is now linked to the spin
rate of the star (Espinosa Lara and Rieutord 2011). The resulting reduction in
the number of parameters required to describe a rotating star partially solves some
of the degeneracy issues between physical and geometric parameters in previous
descriptions.
The software reproduces the three-dimensional structure of a rotating star using the
ESTER two-dimensional code, accounting for orientation effects, and outputting a
synthetetic spectrum, photometry and interferometric observables (with the aid of
stellar atmosphere models). Linear sizes are transformed into angular sizes using
21Acronym for Fast Rotating Early-type Star COde.
121
Chapter 5. Modelling of Early-type Stars
precise Hipparcos parallaxes. An estimating tool searches for the best fit parame-
ters through comparison (χ2 minimization) of synthetic quantities and observations,
allowing the determination of physical properties of the star. The main features of
the modelling strategy are presented in the following sections.
5.3.1 Two-dimensional physical stellar models
While Roche-von Zeipel models could be easily summarized in a small set of algebraic
expressions under simplifying assumptions (Cranmer and Owocki 1995; Aufdenberg
et al. 2006) that describe the surface of the star, our approach requires a more
complicated strategy. We need to extract the resulting physical conditions on the
stellar surface from the corresponding full structural model of the star generated
by the ESTER model (Espinosa Lara and Rieutord 2013 , see description in Chap-
ter 4). This model involves a set of complicated differential equations that would
significantly slow the execution if computed at every step.
Fortunately, the execution speeds up considerably if we incorporate pre-computed
models. Using the freely distributed ESTER code22 a grid of models of solar com-
position was generated, spanning a three-parameter space given by the stellar mass
(M), the rotation rate (ωbk) and the hydrogen content in the core as a fraction of
the overall hydrogen content in the star (Xc). This grid encloses a volume in the
parameter space delimited by:
• Mass: 1.7M < M < 4.0M (step 0.1M).
• Spinning rate: 0. <ωbk< 0.98 (step 0.02).
• Xc: 0.1 < Xc < 1.0 (step 0.1).
The grid contains a total of 12000 models, and covers the range of parameter values
expected for our observed stars, i.e. main-sequence stars with envelopes that can be
considered fully radiative. The generation of each model required an average time of
20 minutes to be computed in a IntelrCoreTMi3 530 CPU at 2.93 GHz. Fine tuning
of ESTER input parameters (mainly the number of points in radial subdomains)
was necessary to achieve convergence in the case of lower mass stars rotating at
high spin rates. The dependence of some relevant physical quantities (temperature,
radius, equatorial velocity and total luminosity) on the grid parameters {M ,ωbk,Xc}
is depicted in Figures 5.13-5.15.
Values of temperature, linear radius, effective gravity and angular velocity sampled
at Nθ,0 equally-spaced colatitude values between pole and equator (0 ≤ θ ≤ pi/2)
are extracted from the binary output of the ESTER model, representing a quadrant
of a meridional plane on the star. After several tests, a value Nθ,0 = 26 was chosen,
allowing a faithful reproduction of the surface of the star without incurring excessive
22https://code.google.com/p/ester-project/
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Figure 5.13: Color maps showing the dependence, with respect to Xc (relative hydrogen
content in the core) and ωbk (stellar angular velocity normalized to the Keplerian angular
velocity), of the pole and equator temperature (Tpol and Teque), pole and equator linear
radius (Rpol and Reque), equatorial linear velocity (veq) and luminosity (L). The stellar
mass is fixed to M = 2.4M.
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Figure 5.14: Color maps showing the dependence, with respect to M and ωbk of the
pole and equator temperature (Tpol and Teque), pole and equator linear radius (Rpol and
Reque), equatorial linear velocity (veq) and luminosity (L). The hydrogen content in the
core is fixed to Xc = 0.5.
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Figure 5.15: Color maps showing the dependence, with respect to M and Xc, of the pole
and equator temperature (Tpol and Tequ), pole and equator linear radius (Rpol and Requ),
equatorial linear velocity (veq) and luminosity (L). The spin rate is fixed to ωbk = 0.5.
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Figure 5.16: Stellar radius versus colatitude for: (a) a Nθ = 75 ESTER model (black);
(b) a Nθ = 38 ESTER model (red) interpolated to the θ values of the model (a). The
relative residuals (in %) are plotted in the bottom panel. The model parameters are
M = 2.4M, ωbk= 0.5, Xc = 0.5. The maximum discrepancy between the two surface
profiles never exceeds 0.05% near the poles or the equator. The computing time to obtain
model (a) is ∼4 times longer than for model (b).
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computational cost. The two-dimensional surface values can be interpolated onto
a finer grid with Nθ > Nθ,0 using cubic splines with little very loss of information
(< 0.1%), as shown in Figure 5.16. The normal direction to the surface, contained in
the meridional plane where the two-dimensional model is defined and characterized
by the unit vector nˆθ, is computed for each discrete value of the colatitude.
Finally, in order to obtain continuously sampled 2D models, for {M ,ωbk,Xc} values
that are not nodes of the original grid, the eight nearest-neighbour model points are
interpolated using a distance-weighted average. The difference between interpolated
and computed models is hardly greater than a tenth of a percent, reaching ' 0.5%
for high spin rates.
5.3.2 Building the three-dimensional star
Since we need to account for the effects of orientation of the stellar rotation axis
(see Figure 4.8), it is necessary to transform our bidimensional representation into
a three dimensional model of the surface of the star. First, exploiting the mirror
symmetry with respect to the equatorial plane (θ = pi/2), the latitudinal grid is
extended from pole to pole. Based on the azimuthal symmetry with respect to
the rotation axis, Nφ points are generated at each colatitude. In order to obtain a
tessellation of the stellar surface with elements of roughly the same area ∆A, thus
minimizing the undesired uncertainties induced by the discretization of the stellar
surface, we force Nφ to be dependent on θ by imposing:
(∆A)i = Ri × sin θi × (∆θ)× (∆φ)i = constant (5.5)
In practice, this discretization allows only integer values for Nφ, so ∆φ will be weakly
dependent on colatitude,
(∆φ)i(θ) = 4× int+
(
pi
2Nφ
)
, (5.6)
where int+(x) is the closest integer greater than x. The factor of 4 ensures that
the stellar surface is evenly sampled in the four azimuth quadrants. The spatial
coordinates of each tile are expressed in rectangular coordinates xyz (see Figure 4.8),
and we apply two consecutive rotations around the x-axis (of angle α) and around
the y-axis (of angle i′= pi/2− i). Similarly, the three-dimensional vector field of unit
normal vectors nˆ = nˆ(θ, φ) is computed. In order to radiate into the observer’s the
line of sight (x-axis), only surface elements whose unit normal vector nˆ · xˆ = nx has
a positive component in this direction are considered. The (yi, zi) components of
the selected hemisphere represent the star’s sky map ysky,i, zsky,i.
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5.3.3 Spectrum synthesis
Once the geometry of the star and its relationship to the observer has been de-
termined, the next step is to relate the theoretical distribution of temperature and
surface gravity of a synthetic star to observable quantities. To this end, it is essential
to compute the corresponding intensity distribution at each point of the projected
stellar disk as a function of wavelength Iλ,i = Iλ(ysky,i, zsky,i), with the aid of a stellar
atmosphere model grid.
In contrast to the SED synthesis in the slowly-rotating case (§ 5.1.1), sphericity is no
longer a valid assumption for fast rotators, and the brightness distribution cannot
be described as a one dimensional function (the center to limb variation). Instead of
using the integrated fluxes fλ(T, log g), we need to consider limb darkening effects,
and consider the emergent flux at each point i on the visible stellar disk, because
points at the same colatitude (therefore at the same temperature and local surface
gravity) will contribute differently to the total emergent flux of the star due to their
various orientations with respect to the line of sight.
The spectral radiance (power per unit wavelength and solid angle) of each stellar
surface element is interpolated from radiation fields Iλ(T, log g, µ), extracted from
a grid of ATLAS models computed at the points of the T − log g parameter space
shown in Figure 5.1. The parameter µ is defined by µ = cos Ψ, where the angle Ψ
between the line of sight and the emergent flux from the star is represented by the
projection of the unit normal vector along the line of sight (nˆx = cos Ψ = µ). For
each point (ysky,i, zsky,i), we compute the intensity vector Iλ,i by interpolating linearly
in T 4, log g and µ from the corresponding radiation fields Iλ(T, log g, µ) evaluated
at the grid points bracketing the {T (ysky,i, zsky,i), log g(ysky,i, zsky,i), µ(ysky,i, zsky,i)}
values.
The intensity map corresponding to a given normalized passband Sλ is obtained by
evaluating
IS(xsky, ysky) =
∫
dλSλ · Iλ(xsky, ysky) (5.7)
The resulting stellar spectrum fλ is computed by integrating each local spectral
intensity across the whole visible stellar disk, accounting for the projected area of
each stellar surface element on the plane of sky (the plane YZ in our frame of
reference) characterized by a set of weights {wi}
Fλ =
∫ ∫
dxskydyskywIλ(xsky, ysky) '
∑
i
wiIλ(xsky,i, ysky,i) (5.8)
The observed flux at Earth fλ is computed by scaling the results by
1
4pid2
, where d is
the distance to the star. The validity of the method has been checked by comparing
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Figure 5.17: Synthetic spectra for a star with M = 2.4M, Xc = 0.6 and ωbk= 0.50
at diferent values of the inclination angle i: (upper-left) i = 90◦; (upper-right) i = 60◦;
(lower-left) i = 30◦; (lower-right) i = 0◦. The area under each spectrum has been colored
according to the colatitudinal region where the stellar flux emerges. All fluxes are scaled to
the maximum flux value of upper-left panel. The inset in each plot represents the R-band
intensity sky map using an arbitrary color-scale for each configuration .
0 5.0•103 1.0•104 1.5•104 2.0•104 2.5•104
0.0
0.2
0.4
0.6
0.8
1.0
Wavelength (angstroms)
Fl
ux
 (a
.u.
)
0 30 60 90
θ (deg)
−0.4 −0.2 0.0 0.2 0.4
α (mas)
−0.4
−0.2
0.0
0.2
0.4
β (
ma
s)
R−band intensity map
0 5.0•103 1.0•104 1.5•104 2.0•104 2.5•104
0.0
0.5
1.0
1.5
Wavelength (angstroms)
Fl
ux
 (a
.u.
)
0 30 60 90
θ (deg)
−0.4 −0.2 0.0 0.2 0.4
α (mas)
−0.4
−0.2
0.0
0.2
0.4
β (
ma
s)
R−band intensity map
0 5.0•103 1.0•104 1.5•104 2.0•104 2.5•104
0.0
0.5
1.0
1.5
2.0
2.5
Wavelength (angstroms)
Fl
ux
 (a
.u.
)
0 30 60 90
θ (deg)
−0.4 −0.2 0.0 0.2 0.4
α (mas)
−0.4
−0.2
0.0
0.2
0.4
β (
ma
s)
R−band intensity map
0 5.0•103 1.0•104 1.5•104 2.0•104 2.5•104
0.0
0.5
1.0
1.5
2.0
2.5
Wavelength (angstroms)
Fl
ux
 (a
.u.
)
0 30 60 90
θ (deg)
−0.4 −0.2 0.0 0.2 0.4
α (mas)
−0.4
−0.2
0.0
0.2
0.4
β (
ma
s)
R−band intensity map
Figure 5.18: Same as Figure 5.17 with ωbk= 0.90.
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the result obtained for a non-rotating star (ωbk= 0) with the one dimensional flux
obtained for the equivalent single temperature atmosphere model. Discrepancies in
flux are < 1 %. Figures 5.17 & 5.18 illustrate the effect of the inclination angle i
on the spectrum of a rotating star. Similarly, the synthetic photometry fS for a
given filter of spectral response Sλ can be computed by integrating the product of
the resulting spectrum and the filter response:
fS =
∫
dλSλFλ (5.9)
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Figure 5.19: Synthetic visibility (amplitude) measured at position angles PA =
0◦, 30◦, 60◦, 90◦ for the sample configurations presented in Figure 5.17 at diferent val-
ues of the inclination angle i: (upper-left) i = 90◦; (upper-right) i = 60◦; (lower-left)
i = 30◦; (lower-right) i = 0◦. The star is assumed to be at a distance given by a parallax
pi = 25 mas.
5.3.4 Interferometric observables
The complete description of the surface brightness distribution of our synthetic star
given by Equation 5.7 allows computation of the complex visibility V˜ by direct appli-
cation of the van Cittert-Zernike theorem. Thus, if Sλ represents the interferometer
spectral response, and IS(xsky, ysky) is a normalized intensity map, we find
V˜ (u, v) =
∫ ∫
dxskydyskyIS(xsky, ysky)e
ı2pi(uxsky+vysky), (5.10)
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Figure 5.20: Synthetic visibility (amplitude) for the sample configurations presented in
Figure 5.18 measured at position angles PA = 0◦, 30◦, 60◦, 90◦. The star is assumed to be
at a distance given by a parallax pi = 25 mas.
where we have assumed that the star looks exactly the same at any wavelength
within the spectral range of the interferometer23. If we account for a wavelength
dependent morphology of the star, then the expresion becomes
V˜ (uλ, vλ) =
∫ ∫
dxskydyskySλIλ(xsky, ysky)e
ı2pi(uλxsky+vλysky), (5.11)
As noted in previous works (Aufdenberg et al. 2006), there is no need to compute
the full two-dimensional Fourier transform of the observed intensity map. Instead,
evaluation of the Fourier integral for the specific set of spatial frequencies (u, v)
is usually more computationally expedient. Figures 5.19 & 5.20 display simulated
visibility data produced in this way from the same example stellar configurations
in § 5.3.3. Comparison of the numerical results with the analytical solution gives
errors that are < 0.1%.
5.3.5 FRESCO estimator
The generation of synthetic observables, such as spectrum, photometry or complex
visibility, from a given set of stellar physical and geometric parameters is the in-
verse of the problem normally confronting observational astronomers, who want to
estimate of the parameters describing a rotating star given a range of measurements
23Also called gray approximation.
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Figure 5.21: uv coverage of the controlled sample interferometric data.
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Figure 5.22: χ2 plot in the M -i′ plane (gray-scale map, poor fitting larger values are
darker). The red contour indicates the parameter space delimited by the constraint
−3σ(v sin i) ≤ v sin i− (v sin i)measured ≤ 3σ(v sin i).
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and observables. To this end, we have built an estimating tool that performs this
process.
According to our model, the parameters that define a rotating star can be divided
into:
• Physical: mass M , spin rate ωbk, hydrogen content in the stellar core Xc.
• Geometric: position angle (α), and inclination angle (i) of the rotation axis.
The observations that will constrain the search giving a metric for best fit parameters
are:
• Interferometric data in the visible, with sufficient Fourier coverage to constrain
the shape of the projected stellar disk.
• Optical photometry and ultraviolet flux-calibrated spectroscopy, yielding in-
formation about the surface temperature of the object.
• Information about the projected rotational velocity of the star at the equa-
tor. In its present form, the FRESCO code is able to generate spectral lines
resembling the Doppler broadening caused by stellar rotation, combining the
latitude-dependent rotation profile ω(θ), radius R(θ) and the inclination of
the polar axis i. However, there are arguments for improving this approach.
The process of generating broadened lines is computationally very expensive,
even more so if we include atmosphere model grids at high spectral resolu-
tion. Moreover, there exist catalogs of v sin i measurements with uncertainties
∼ 10 km s−1 (for instance the series of papers starting with Royer et al. 2002),
so we will just add the mean value of v sin i to our set of observational con-
straints to be matched.
For a set of measurements, our fitting procedure consists of the minimization of χ2ν ,
computed as the sum of the individual χ2ν,i values obtained for each data subset
(interferometry, photometry, spectroscopy, v sin i). Given the non-linearity of the
optimization task, we solve the the problem using the simplex downhill (Nelder and
Mead 1965)24 method. Our code implements a modification of the IDL AMOEBA
program. Although the method is usually slower than derivative based optimizers,
it is highly robust and found to offer satisfactory results for this class of problems.
The code contains a number of options allowing parameter control and user-imposed
constraints. The sum of the individual χ2ν,i can be optionally weighted to enhance
the importance of any desired class of input data.
The performance of the code has been benchmarked against a controlled example.
A star with M = 2.4M, ωbk= 0.80 and Xc = 0.70 was modeled and placed at
obeservational geometry α = 0◦ and i′= 30◦. The extracted datasets are:
• Four sets of visibility (amplitude) measurements (uv coverage illustrated in
24Also known as Nelder-Mead method.
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Figure 5.21), measured at 38 different wavelengths between 0.6µm and 0.9µm.
A Gaussian distributed error of 5% was added.
• Optical photometry using Johnson-Cousins UBV RI, Johnson JHK and Ty-
cho BTVT filters. The noise added was 5% in flux.
• Ultraviolet spectroscopy in the range 1200− 3100A˚. Noise added: 5%.
• Synthetic v sin i with a 5% added error.
The best fit stellar parameters to these synthetic data are M = 2.39M, ωbk= 0.84
and Xc = 0.71, α = −3.6◦, i′= 31.0◦; all in excellent agreement with the input
values. We obtained χ2ν = 1.38, and the level of discrepancy between input and
output values gives an approximate estimation of the order of the fitting errors.
One final note regarding the fit. Since the estimation of best-fit parameters relies
crucially on the computation of many synthetic spectra, and most remarkably up
to millions of Fourier transforms of previously created intensity maps, each of them
containing thousands of points, the method turns too computationally expensive
when the fit involves large (N > 100 points) interferometric datasets. Convergence
to the same solution is a lot faster if we impose constraints on the allowed values
of some of the parameters of the model, most importantly v sin i (in our case we
imposed |v sin i − (v sin i)measured| ≤ 3σv sin i). Figure 5.22 shows the effect of this
constraint, breaking the existing degeneracy between parameters (in this case M and
i′), and significantly reducing the region of the parameter hyperspace to explore.
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Optical Interferometry of
Early-type stars with
PAVO@CHARA. (I) Fundamental
stellar properties.
We present interferometric observations of 7 main-sequence and 3 giant stars with
spectral types from B2 to F6 using the PAVO beam combiner at the CHARA ar-
ray. We have directly determined the angular diameters for these objects with an
average precision of 2.3%. We have also computed bolometric fluxes using available
photometry in the visible and infrared wavelengths, as well as space-based ultraviolet
spectroscopy. Combined with precise Hipparcos parallaxes, we have derived a set of
fundamental stellar properties including linear radius, luminosity and effective tem-
perature. Fitting the latter to computed isochrone models, we have inferred masses
and ages of the stars. The effective temperatures obtained are in good agreement
(at a 3% level) with nearly-independent temperature estimations from spectroscopy.
They validate recent sixth-order polynomial (B-V)-Teff empirical relations (Boya-
jian et al. 2012a), but suggest that a more conservative third-order solution (van
Belle and von Braun 2009) could adequately describe the (V-K)-Teff relation for
main-sequence stars of spectral type A0 and later. Finally, we have compared mass
values obtained combining surface gravity with inferred stellar radius (gravity mass)
and as a result of the comparison of computed luminosity and temperature values
with stellar evolutionary models (isochrone mass). The strong discrepancy between
isochrone and gravity mass obtained for one of the observed stars, γ Lyr, suggests
that determination of the stellar atmosphere parameters should be revised.
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6.1 Introduction
Long-baseline optical interferometry (with baselines up to hundreds of meters in
length) has enabled us to measure angular diameters of bright stars, with typical
values of a few milliarcseconds. Combined with accurate parallax and photometry,
these measurements allow direct determination of fundamental stellar properties,
such as the linear radii of their photospheres or the effective surface temperature
of the stars, and have become a very valuable tool to contrast observational results
with stellar models of increasing complexity.
The pioneering work of Hanbury Brown et al. (1974a), using the Narrabri Stellar
Intensity Interferometer (NSII), provided angular sizes of 32 O- to F- type stars.
Subsequently, Code et al. (1976) established the empirical temperature scale for
stars of spectral type F5 and earlier by combining Hanbury Brown et al. (1974a)
diameters with multiband spectra from which they inferred bolometric fluxes. The
majority of the stars observed with the NSII belonged to luminosity classes I-III,
and only about one third of them were main sequence or subgiant stars (luminosity
classes IV or V), since the instrument favoured observations of stars with larger
diameters, given the same surface brightness. For several decades, all the early type
star (between O2 and A7) diameter measurements (a total of 16) came from the NSII
observations (Davis 1997). Even in more recent years, the papers referenced in the
CHARM2 catalogue (Richichi et al. 2005) contained just 24 entries corresponding
to direct diameter measurements for main sequence or sub-giant stars. The advent
of optical long baseline interferometry using hectometric baselines, particularly in
the near infrared, has provided rapid progress in the number of main sequence and
subgiant stars with direct diameter measurements. Most notably, van Belle and
von Braun (2009) reported interferometric diameter measurements for 44 G-type or
later main sequence stars, deriving color-temperature relations, and Boyajian et al.
(2012a,b) published results of a survey carried out on a combined sample of 77
dwarfs spanning from A to M spectral type, developing new empirical laws relating
broad-band colors and effective temperature.
As a result of resolution and sensitivity constraints particularly in the near-infrared,
there is a clear sample bias, as only 5 out of the 121 stars studied in these papers
belong to spectral class A or earlier. The major stumbling block has been that to
access significant populations of hot stars, resolutions better than 1 milliarcsecond
are required. The rise of beam combiners that can operate in the visible range
of the spectrum with improved sensitivity, such as PAVO@CHARA, allows routine
measurements of submilliarcsecond stellar diameters (Huber et al. 2012a; White
et al. 2013), and offers the possibility to extend the spectral range to earlier type
stars within similar sensitivity constraints.
Obtaining precise individual properties of B and A main sequence stars is of consid-
erable importance in stellar astrophysics, since they represent the most massive and
luminous objects that can be described by models containing simplifying assump-
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tions such as LTE physics, hydrostatic equilibrium or purely radiative envelopes,
in contrast to those corresponding to more massive or evolved objects, providing a
useful benchmark for stellar atmosphere models. Furthermore, the intrinsic higher
surface brightness of early type (mainly B and A) stars makes them suitable cali-
bration stars (Mozurkewich et al. 2003; Boden 2003) for correction of instrumental
and atmospheric effects in visible and near infrared interferometry. Therefore, di-
rect measurement of submilliarcsecond stellar angular diameters has the potential to
improve calibration of interferometric observations of objects with larger projected
sizes.
The drawback is that stars earlier than F6 often rotate rapidly (van Belle 2012).
As the rotational velocity approaches its critical value, the centrifugal force induces
latitudinal temperature gradients (an effect known as gravity darkening, von Zeipel
1924a,b; Maeder and Meynet 2000) and, depending on the inclination of the stellar
rotation axis, the apparent stellar disk may look oblate. Projected rotational veloc-
ities can be used to model the effect of rotation in the interferometric observables
(Yoon et al. 2007), with the finding that effects of low rotation rates can be neglected
for low spatial frequencies.
In this chapter, we present results of our pilot study on a small sample of 10 nearby
stars with submilliarcsecond angular size with spectral types in the B2-F6 range.
Computed bolometric fluxes, together with precise Hipparcos parallaxes have been
used to derive the fundamental stellar parameters linear radius, luminosity and
effective temperature, with results that are in good agreement with measurements
obtained using independent methods. Finally, we have estimated stellar masses and
ages by means of isochrone model fitting.
6.2 Target sample and observations
6.2.1 Target sample
The stars observed in our study are extensively used as calibrators in near-infrared
interferometry, mainly in observations using the MIRC (Michigan InfraRed Com-
biner) instrument (see, e.g. Monnier et al. 2007; Zhao et al. 2009; Che et al. 2011).
In addition to their use in fundamental parameters of the observed stars (in com-
bination with other measurements), angular diameter estimation constitutes a di-
rect measurement of the interferometric response independent of diameter estimates
based on indirect methods (see Cruzale`bes et al. 2010 and references therein) that
rely on high fidelity SED templates or stellar atmosphere models.
Table 6.1 lists the objects observed, as well as the physical parameters describing
their stellar atmospheres (Teff , log g and metallicity), determined from spectroscopic
and photometric observations. It also includes the measured Hipparcos parallaxes
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(van Leeuwen 2007). These parallaxes correspond to distances smaller than ∼200 pc,
with uncertainties ranging from 1% to 5% for most of the stars observed. The more
distant stars σCyg and oAnd have larger 17% and 11% errors at a distance of 880
and 210 pc respectively.
The stars in our sample span from B2 to F6 spectral types (effective temperatures
in the 21000-6400 K range). Most of them (seven) are main sequence or subgiants
(luminosity classes V or IV). Two are giants (γ Lyr, oAnd), and one is a supergiant
star (σCyg). Main-sequence stars of spectral types earlier than ∼F6 (M > 1.5M),
exhibiting radiative envelopes, are expected to rotate rapidly (see Chapter 4 and
references therein). As a consequence, they can show significant projected oblate-
ness depending on the inclination of their polar axis. All the stars in our sample,
with the sole exception of oAnd (v sin i ∼ 250 km/s, see Balona and Dziembowski
1999; G le¸bocki and Gnacin´ski 2005), have projected rotational velocities that are
significantly less than 50% of the critical rotational velocity (see typical values for
different spectral types in Tassoul 2000 , Chapter 1) , and therefore no important
deviations from projected circular shapes are expected (Fre´mat et al. 2005). For
oAnd, Clark et al. (2003) reported that oAnd could be seen nearly equator-on,
implying that the star rotates at ∼50% of the critical velocity, which would result
in an equatorial radius less than 4% larger than the polar radius (Owocki et al.
1994b). Unfortunately, our observations are not sensitive to oblateness, given that
we observed this object using only one baseline.
Among the stars studied, three objects (σCyg, bLeo and oAnd) present some hints
for the existence of companions at less than 1 degree in separation according to the
Eggleton and Tokovinin (2008) compilation. Nevertheless, only one object (oAnd)
shows observational evidence of the existence of close companions according to the
Washington Double Star catalogue (WDS Mason et al. 2001), the Multiple Star Cat-
alogue (MSC Tokovinin 1997) and the 9th Catalogue of Spectroscopic Binary Orbits
(SB9 Pourbaix et al. 2004). oAnd is a complex object, consisting of two components
A and B(Olevic´ and Cvetkovic´ 2006), separated by 0.34 arcseconds (mV (A)=3.63;
mV (B)=6.03). Both components have been described as spectroscopic binaries. The
Aa-Ab components of the main spectroscopic binary have an estimated separation
of 0.05 arcseconds. The brightest star of the pair is believed to be a γ Cas type vari-
able that injects material in a circumstellar shell in rapid discrete ejections (Clark
et al. 2003), switching between Be- and B-type spectra in a timescale of ∼ 103 days.
The short-term photometric variability of this object does not correlate with an
enhancement in the shell emission and seems to be photosperic in origin. All these
features make oAnd an extraordinarily difficult object to study, with conditions that
might be relatively far from the simplified assumptions (circular projected shape,
isothermal surface) considered throughout this chapter; its continued use as an in-
terferometric calibrator is not advised. Nevertheless, the measured angular diameter
and effective temperature of oAnd show that the influence of companion objects is
smaller than the precision of our observations.
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Table 6.1: Physical parameters of the stars presented in this work. The objects are
separated into main-sequence and sub giant stars (top) and giants and supergiants (bottom)
in ascending temperature order.
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6.2.2 Interferometry
Interferometric observations of our target sample were carried out using the PAVO
(Precision Astronomical Visible Observations) beam combiner (Ireland et al. 2008),
located at the CHARA Array (ten Brummelaar et al. 2005) on Mt Wilson Observa-
tory (California, USA). The CHARA (Center for High Angular Resolution Astron-
omy) Array is an optical interferometer, consisting of six 1-m telescopes arranged in
a Y-shaped configuration. Operating in visible and infrared wavelengths, it provides
a total of 15 different baselines at different orientations with lengths in the range
34-331 m. With the longest currently operational baselines available in the world
provided by the CHARA array, and the use of visible light (0.6-0.9µm) in PAVO,
the instrumentation used in this study delivers the highest angular resolution yet
achieved (∼0.3 mas in the visible).
The PAVO instrument (see detailed description in Chapter 3) is a pupil-plane Fizeau
beam combiner optimized for sensitivity and high angular resolution. We briefly
summarize the basics of the instrument here. Visible and infrared light are separated
by a dichroic with a transition at 1µm. The visible beams (up to three) enter PAVO,
and are focused by a set of achromatic lenses in an image plane. The beams are
passed through a 3-hole non-redundant mask that acts as a spatial filter. After going
through the mask, the beams interfere and produce spatially modulated pupil-plane
fringes. The fringes are formed on a lenslet array that divides the pupil into 16
independent segments, allowing an optimal usage of the multi-r0 apertures of the
CHARA array. Finally, a prism disperses the fringes and these are re-imaged and
recorded on a low-noise EMCCD detector. Early PAVO@CHARA results have been
presented by Bazot et al. (2011), Derekas et al. (2011) and Huber et al. (2012a,b).
Observations of the objects listed in Table 6.1 using PAVO@CHARA were carried
out in July 2010 (2nd-3rd), May 2011 (12th-13th), August 2011 (11th), October 2011
(2nd-3rd), August 2012 (5th-6th) and September 2012 (7th). Most of the observations
were done using one baseline (two telescopes) at a time, with the only exception of
σCyg, that has also been observed in three-telescope mode (using the S2E2W2 tri-
angle), allowing simultaneous data collection in three baselines. The baselines used
are given in Table 6.2. Raw interferometric data (V 2) were obtained through the
use of standard procedures for PAVO@CHARA data (Ireland et al. 2008; Maestro
et al. 2012). Some of the objects (ζ Cas, 37 And and bLeo) have been observed on
only one night.
Gauging the point-source response of the interferometer is essential to obtain an
accurate calibration of the observed sources. To this end, and according to standard
practice in optical interferometry (Boden 2003; van Belle and van Belle 2005), we
interleaved observations of the science targets with others of calibration stars, in such
a manner that a bracket calibrator-target-calibrator is completed in 15-20 minutes.
The calibration stars match, as closely as possible, the ideal point-like (θ < 0.25 mas)
source located at the smallest angular distance in the sky from the object (at an
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Table 6.2: CHARA baselines used.
Baseline Length (m) PA (deg)
W2W1 107.93 -80.9
W2E2 156.26 +63.2
W2S2 177.45 -20.9
W2S1 210.98 -19.1
E2S2 248.13 +17.9
W1S2 249.39 -42.8
W1E2 251.34 +77.7
E1S1 330.70 +22.3
average distance of ∼7.5 degrees between target and calibrator). Table 6.3 shows
all the calibrators used in our study. In reality, calibrators can be partially resolved,
and do not appear as point-like sources. Expected diameters have been computed
using V −K colors (Kervella et al. 2004b), dereddened according to the interstellar
extinction maps presented by Drimmel et al. (2003). We have checked each calibrator
in the literature for possible multiplicity or variability prior to observations. Analysis
of the data obtained for HD 216523 revealed that the object is in fact a binary
star, and therefore it was excluded from the list of calibrators. PAVO@CHARA
sensitivity limits impose a selection bias on the calibration sources, favouring the
use of distant late B to early A-type stars as calibrators, which are prone to show
fast rotation and therefore non-circular projected shapes (Domiciano de Souza et al.
2002; van Belle 2012) . We circumvent this issue by choosing calibrators with low
projected rotational velocities, v sin i, or accounting for an increased uncertainty
in the predicted diameter that reflects deviations from the spherical shape (see
Section 6.3). To account for some small correlated instrument systematics that
persist after calibration using unresolved sources when the star has been observed
on only one night, we have included and additional 5% uncertainty in the visibility-
squared (V 2) errors measured, based on repeated observations of the same object
during several nights.
6.3 Fundamental stellar parameters
6.3.1 Angular diameters
The squared-visibility (V 2) measurements obtained for each of the stars presented in
this work were fitted to the single star limb-darkened disk model (given by Hanbury
Brown et al. 1974b)
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Table 6.3: List of calibration stars used, including the spectral type, V −K color and
extinction E(B − V ), the predicted diameter (in milliarcseconds) from V −K using pre-
scriptions of Kervella et al. (2004b), as well as projected rotational velocities (v sin i, in
km/s) from G le¸bocki and Gnacin´ski (2005). Photometry has been taken from references
in SIMBAD database and the General Catalogue of Photometric Data (GCPD Mermilliod
et al. 1997).
HD SpTy V −K E(B − V ) θV−K v sin i (km/s) ID
HD 1279 B7III -0.157 0.037 0.202 25±9 bcg
HD 1606 B7V -0.358 0.037 0.161 120±22 c
HD 4142 B5V -0.334 0.034 0.193 160±24 cg
HD 10390 B9V -0.147 0.007 0.180 58±15 c
HD 29526 A0V -0.001 0.017 0.243 80±13 f
HD 29721 B9III 0.198 0.037 0.242 232±29 f
HD 88737 F9V 1.334 0.006 0.459 10±3 a
HD 89363 A0 0.117 0.015 0.150 - ae
HD 92825 A3V 0.155 0.008 0.352 188±18 de
HD 93702 A2V 0.239 0.014 0.326 208±15 de
HD 171301 B8IV -0.180 0.025 0.184 53±15 h
HD 174262 A1V 0.074 0.025 0.226 111±21 h
HD 174567 A0V 0.073 0.044 0.160 18±7 h
HD 176871 B5V -0.162 0.038 0.210 268±34 h
HD 179527 B8III -0.074 0.046 0.208 30±12 h
HD 197392 B8III -0.21 0.212 0.213 33±9 i
HD 204403 A5V -0.489 0.027 0.227 117±18 i
HD 207516 B8V -0.157 0.016 0.179 103±18 i
HD 211211 A2V 0.061 0.018 0.243 238±27 ij
HD 219290 A0V -0.011 0.023 0.178 50±9 bj
HD 222304 B9V -0.052 0.024 0.269 165±25 b
Notes. Calibrator not used: HD 216523 (binary star, first found). The last column
refers to the ID of the target star for which the calibrator has been used (see first
column of Table 6.4).
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(6.2)
where V is the visibility, µλ is the linear limb-darkening coefficient, Jn(x) is the nth-
order Bessel function, B is the projected baseline, θLD is the angular diameter after
limb-darkening correction, and λ is the wavelength at which the stars are observed.
We use R-band linear limb-darkening coefficients interpolating within the model grid
of Claret and Bloemen (2011), using the atmosphere parameters given in Table 6.1,
and assuming a microturbulent velocity of 2 km/s. The values used for µλ (see
Table 6.4) and its error are the result of taking the median and the 0.158 and 0.842
quantiles of the interpolated values corresponding to 103 realisations of the normally
distributed values of the stellar atmosphere parameters Teff , log g and [Fe/H]. The
uniform disc diameters were obtained by simply assuming µλ = 0 in Equation 6.1.
Figure 6.1 displays the limb-darkening disc model fit to the calibrated V 2. The
observations made, as well as the uniform disc and limb-darkened disc diameters
estimated, are summarized in Table 6.4.
Errors in diameter have been estimated through model fitting of Equation 6.1 us-
ing synthetic datasets (Derekas et al. 2011; Huber et al. 2012a). These datasets
were generated considering the uncertainties in: (1) the measured V 2 values for
target and calibrators, (2) the adopted PAVO wavelength scale (±4.5 nm), (3) the
calibrator angular sizes (±5%, except those cases where the calibrator is expected
to show larger projected oblateness), and (4) linear limb-darkening coefficient (see
Table 6.4). All quantities are assumed to have values that are normally distributed,
using 2·104 simulated datasets for each diameter estimation. Possible correlation
between adjacent wavelength channels is also taken into account. The median and
the width (derived from the 0.158 and 0.842 quantiles) of the distribution of the
fitted diameters give the adopted values for the measured diameter and its uncer-
tainty. The results have been adjusted to be consistent with a reduced-χ2 = 1,
compensating for underestimation of the squared-visibility error estimates (Berger
et al. 2006).
Derived angular diameters show an average precision of 2.3%. Figure 6.2 shows the
comparison between the measured limb-darkened diameters and different estima-
tions using long baseline interferometry (CHARM2 meta-catalogue Harmanec et al.
1996; Lane et al. 2001; Vakili et al. 1997), or indirect methods: surface brightness
methods and calibrations using color indices1 (JMMC catalogue Lafrasse et al. 2010;
1http://cdsarc.u-strasbg.fr/viz-bin/Cat?II/300
143
Chapter 6. Fundamental stellar properties of Early-type stars
−1
0 1•108 2•108 3•108 4•108 5•108
0.0
0.2
0.4
0.6
0.8
1.0
40 Leo
0 1•108 2•108 3•108 4•108 5•108
0.0
0.2
0.4
0.6
0.8
1.0
37 And
0 1•108 2•108 3•108 4•108 5•108
0.0
0.2
0.4
0.6
0.8
1.0
θ Leo
3.5•108 4.0•108 4.5•108 5.0•108
0.00
0.01
0.02
0.03
0.04
0.05
0 1•108 2•108 3•108 4•108 5•108
0.0
0.2
0.4
0.6
0.8
1.0
b Leo
0 1•108 2•108 3•108 4•108 5•108
0.0
0.2
0.4
0.6
0.8
1.0
η Aur
0 1•108 2•108 3•108 4•108 5•108
0.0
0.2
0.4
0.6
0.8
1.0
ζ Cas
0 1•108 2•108 3•108 4•108 5•108
0.0
0.2
0.4
0.6
0.8
1.0
γ Lyr
0 1•108 2•108 3•108 4•108 5•108
0.0
0.2
0.4
0.6
0.8
1.0
σ Cyg
0 1•108 2•108 3•108 4•108 5•108
0.0
0.2
0.4
0.6
0.8
1.0
o And
V2
Spatial Frequency (rad  )
0 1•108 2•108 3•108 4•108 5•108
0.0
0.2
0.4
0.6
0.8
1.0
7 And
Figure 6.1: Squared visibility vs. spatial frequency (defined as projected baseline divided
by wavelength) for all stars in our sample. Red solid lines show the fitted limb-darkened
disk model. Error bars for each star have been scaled so that the reduced-χ2 equals unity.
144
6.3. Fundamental stellar parameters
Table 6.4: Summary of observations included in this work and measured angular diam-
eters.
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Figure 6.2: Ratios θLD/θi between angular diameters measured with PAVO and diam-
eters determined using color-surface brightness relation (JMMC catalogue and Kervella
relation Lafrasse et al. 2010; Kervella et al. 2004b), SED fits (Zorec et al. 2009) and direct
interferometric measurements collected in the CHARM2 catalogue (Richichi et al. 2005).
Kervella et al. 2004b), and using detailed spectrophotometry in the visible and ul-
traviolet (Zorec et al. 2009). The overall agreement with other results is good (the
average value of θLD/θi is 0.99 with a scatter of ±0.06). V 2 data for oAnd does not
show evidence of departure from circular shape, although this could be due to the
similar orientation, projected on sky, of the baselines used. Stars of earlier spectral
types, and particularly σCyg, ηAur and ζ Cas, depart significantly from the range
of spectral types of the stars used to derive Kervella’s (V −K)-diameter relation (A-
to K-type), and therefore show the larger deviations. It is worth noting the good
concordance between our observations and predictions made by Zorec et al. (2009).
Second lobe V 2 measurements of θ Leo (see Figure 6.1) make possible simultaneous
estimation of both the diameter and the linear limb-darkening coefficient µ for this
object. As a result, we obtain θ(θ Leo)= 0.747±0.024 mas and µ(θ Leo)=0.47±0.03.
This constitutes a modest 1% increment in the estimated diameter, but a remark-
able increase in the limb-darkening effect with respect to the fixed µ estimation
(θ(θ Leo)= 0.740±0.024 mas; µ(θ Leo)=0.39±0.03). Given the spectral type (A2V),
and the low projected rotational velocity (v sin i ' 25 km/s Royer et al. 2007), θ Leo
is likely to be a fast rotating star viewed nearly pole on. This results in a larger
than expected drop in intensity near the edge of the apparent stellar disk, due to
the alignment of limb-darkening and gravity darkening, similar to that observed in
other objects (for example, the widely studied case of the A0V fast rotator Vega
Peterson et al. 2006b; Aufdenberg et al. 2006; Monnier et al. 2012).
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Table 6.5: Limb darkened diameters θLD and limb-darkening coefficients estimated im-
posing the constraint µClaret − 3σµ,Claret < µLD < µClaret + 3σµ,Claret.
Star θest (mas) µest
40 Leo - -
7 And 0.655±0.008 0.54±0.04
37 And 0.717±0.014 0.53±0.04
θ Leo 0.747±0.024 0.47±0.03
bLeo 0.430±0.017 0.43±0.03
ηAur - -
ζ Cas 0.311±0.010 0.30±0.03
γ Lyr - -
σCyg 0.529±0.015 0.36±0.06
oAnd 0.510±0.016 0.37±0.05
6.3.2 Linear limb darkening coefficients and gravity dark-
ening
Limb darkening coefficients are generally computed by fitting simple analytical limb-
darkening laws to model atmosphere intensity profiles (e.g., Diaz-Cordoves et al.
1995; Davis et al. 2000; Claret and Bloemen 2011; Neilson and Lester 2013). The
predicted values can depend on the adopted method of fitting, on the limb-darkening
law chosen or the assumptions included in the theoretical model used, such as the
omission of the effects induced by stellar rotation. In the absence of second-lobe
V 2, and in order to qualitatively explore possible systematics, we have performed
constrained estimations of the linear limb-darkening coefficient.
Simultaneous estimation of the linear limb-darkened diameter (θ) and the linear
coefficient (µ) using first-lobe V 2data usually leads to nulling of the limb darkening
effect, returning the uncorrected uniform disk diameter, as this solution maximizes
the likelihood function. Nevertheless, we can explore the vicinity of the µ value
used, searching for nearby local maxima of the likelihood. In this case, we allow µ
to vary in the range [µ-3σµ,µ+3σµ].
Solutions for linear limb darkening coefficient are found within 3µσ for 7 out of the
10 stars in the sample , as shown in Table 6.5. For the other 3 objects fitted, µ lies
to the boundaries of the allowed range of values. In all cases the estimated values
are greater than the corresponding predictions from Claret and Bloemen (2011), as
shown in Figure 6.3. This result should be considered as qualitative, and could be
possibly explained with a better description of the linear limb-darkening correction
by the coefficients computed by the least-square method (usually larger than the ones
obtained with the flux conservation method, Claret 2000a) or possible enhanced
limb-darkening in fast-rotating stars seen nearly pole on. Future observations of a
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Figure 6.3: Limb darkened diameter (θLD) versus limb darkening coefficients (µLD): (red
triangles) original diameter estimation with limb-darkening coefficients derived from Claret
and Bloemen (2011); (blue diamonds) estimated diameter and limb darkening coefficient
imposing the condition µClaret − 3σµ,Claret < µLD < µClaret + 3σµ,Claret.
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wider sample at higher spatial frequencies, including V 2 data in the second lobe, can
potentially lead to a more solid validation of the known limb-darkening corrections.
6.3.3 Bolometric fluxes
We have computed the bolometric flux received on Earth, fbol, for all the targets in
our sample by fitting the observed absolute spectral energy distribution (SED) to
grids of ATLAS9 model atmospheres of solar metallicity computed by Castelli and
Kurucz (2003). The fit requires collection of available photometry in the Hippar-
cos (Hp bandpass), Tycho (BtVt), Johnson (UBV RIJHK), Geneva (UBB1B2V ),
WBVR (WBVR) and Stro¨mgren (ubvy) photometric systems. For the bright objects
in our sample, 2MASS JHKs photometric measurements are generally saturated,
and therefore are not suitable for our purpose, with the sole exception of bLeo,
for which no other near-infrared colors were found. Photometry longward of near-
infrared passbands was not included, as they are frequently affected by infrared
excess with non-stellar origin.
Half the stars in the sample have spectral types earlier than A0, implying surface
temperatures in excess of 10000 K. Therefore these objects radiate predominantly
in the ultraviolet. In order to improve the fit of the emergent flux in the ultraviolet
region, we have included co-added low-resolution flux-calibrated ultraviolet spectra
(in the 1150-1980 A˚ and 1850-3350 A˚ ranges) retrieved from the International Ultra-
violet Explorer (IUE) archive. To avoid occasional flux miscalibration close to the
edges of the spectral range covered, we have considered only the 1200-1900 A˚ and
1900-3300 A˚ regions.
All photometric data have been corrected for interstellar reddening using the maps of
Drimmel et al. (2003) and the extinction description presented in Fitzpatrick (1999).
In the particular case of the highly reddened σCyg, we have used the individual
interstellar extinction curve presented in Wegner (2002). Photometry was calibrated
in flux (using filter responses and zero points from Kornilov et al. 1996; Bessell et al.
1998; Gray 1998; Cohen et al. 2003; Bessell and Murphy 2012) and subsequently
fitted to the grid of theoretical line-blanketed ATLAS9 spectra, interpolating in
both T and log g model parameters. The code can also estimate the reddening
correction, yielding to E(B−V ) values similar to those mentioned above. Table 6.6
shows the estimated bolometric fluxes, fbol, computed as the numerical integral of
the theoretical spectrum corresponding to the best model fit parameters T and log g
(also listed in Table 6.6). Uncertainties in the estimated parameters were computed
using a synthetic population of 103 datasets accounting for errors (correlated and
uncorrelated) in the photometry used and in its calibration of absolute flux.
Figure 6.4 display plots of the resulting SED fits for the stars in the sample stud-
ied. For all the stars, the overall agreement between observed and theoretical fluxes
is excellent, both in the ultraviolet and visible/near-infared regions. The best fit
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Figure 6.4: SED fits for the stars in our sample. Continuous lines represent the best
model fit to the optical and infrared broadband photometric data (red crosses). Horizon-
tal error bars stand for the effective width of the corresponding broadband filter. The
ultraviolet co-added low resolution IUE spectra are plotted as blue dots.
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Table 6.6: Estimated bolometric fluxes (received on Earth) from SED fits of ATLAS9
grids of stellar atmosphere models computed by Castelli and Kurucz (2003), using optical
and near-infrared photometry (fSEDbol ) and low-resolution IUE ultraviolet spectra in short
(1200-1900A˚) and long (1900-3300A˚) wavelength bands. The table includes the reddening
used for each star, as well as the best fit T and log g parameter values and the num-
ber of used photometric measurements (Nphot) and included ultraviolet spectra in each
wavelength band (N shortUV and N
long
UV ).
Star E(B-V) Spectrophotometry Model Fit fbol
Name (mag) Nphot N
short
UV /N
long
UV Tmodel (K) log g (c.g.s.) (10
-8erg cm-2 s-1)
40 Leo 0.004±0.001 82 1/1 5812±126 4.29±0.29 30.9±0.9
7 And 0.006±0.001 67 3/- 7024±354 4.00±0.17 41±2
37 And 0.004±0.001 43 1/1 7577±291 4.00±1.06 80±5
θ Leo 0.005±0.001 65 2/1 9147±47 3.55±0.27 147±4
b Leo 0.005±0.001 50 3/4 8759±37 3.83±0.35 51.0±1.2
ηAur 0.014±0.001 85 11/40 16212±63 4.40±0.30 831±11
ζ Cas 0.04±0.04 54 1/4 18562±151 4.02±0.28 693±20
γ Lyr 0.017±0.004 83 1/1 9640±60 2.64±0.35 215±4
σCyg 0.13±0.05 78 1/1 9990±50 1.90±0.06 133±3
oAnd 0.049±0.022 45 13/12 13812±45 3.17±0.10 383±5
physical parameters Tmodeleff and log g are also in excellent agreement with spectro-
scopic determinations, with the only exception of γ Lyr, which shows a log g value
smaller than the one derived from spectroscopy. Temperature measurements of
γ Lyr are widely spread in the range 9346 K-12715 K (Ammons et al. 2006; Koleva
and Vazdekis 2012), with associated log g values in the interval 3.5− 4.11, that ap-
pear abnormally high for a giant star. Despite the SED fit method followed not
being accurate enough in terms of log g estimation, the large discrepancy observed
seems compatible with a lower expected surface gravity for a giant star than the
spectroscopic values (see Table 6.1). The atmospheric parameters of this object will
be discussed again in Section 6.3.7.
6.3.4 Luminosities, temperatures and linear radii
The combination of the derived values for stellar angular diameters θLD and bolo-
metric fluxes received at Earth, fbol, with the Hipparcos parallaxes pi, provides us
with estimations of linear radii, luminosities and effective temperatures for the stars
in our sample. Measured limb-darkened angular diameters θLD were transformed
into linear radius R for each star using the Hipparcos (van Leeuwen 2007) parallaxes.
The absolute luminosity was computed from the known distance d to the object and
the bolometric flux fbol by solving
L = 4pid2fbol (6.3)
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Table 6.7: Linear radii, luminosities and effective temperatures.
Star R (R) L (L) Teff (K)
40 Leo 1.68±0.07 4.4±0.9 6450±140
7 And 1.71±0.02 7.8±0.6 7380±90
37 And 3.03±0.11 40±3 8320±150
θ Leo 4.03±0.10 118±5 9480±120
bLeo 1.80±0.07 24.1±1.4 9540±180
ηAur 3.64±0.10 1450±70 18660±230
ζ Cas 6.1±0.3 7200±900 21500±400
γ Lyr 15.4±0.8 2430±190 10330±80
σCyg 50±9 33000±8000 10940±180
oAnd 11.5±1.3 5300±900 14540±170
Finally, the combination of angular diameter θLD with the estimated bolometric flux
fbol allows us to measure the effective temperature of a star, defined according to
Teff =
(
4
fbol
σBθ2LD
)1/4
(6.4)
The values obtained are summarized in Table 6.7. Figure 6.5 display the results in
a Hertzprung-Russell diagram.
6.3.5 Effective temperature
Figure 6.6 displays a comparison of the derived effective temperature values derived
from our measurements of θLD and fbol and values determined using spectroscopy
listed in Table 6.1. There is an excellent agreement between both sets of measure-
ments, especially for stars of spectral types A0 or later. The average and median
deviation are ' 0.7% and ' 2.1% respectively, with a scatter of 5%. For main-
sequence stars, the scatter reduces to ' 2.5%.
Given the effective temperatures in excess of 10000 K of stars with spectral types
earlier than A0, a significant fraction of the total emergent flux is radiated in the
ultraviolet region, where systematics caused by limitations of plane-parallel stellar
atmosphere models are conspicuous, especially in the case of giants or supergiants.
The physical parameters describing the model stellar atmosphere best fit do not
necessarily represent the best description of the actual physical parameters of the
star. Nonetheless, the f
1/4
bol dependency of Teff allows the determination of effective
temperature to remain robust in spite of the simplified assumptions contained in
the stellar atmosphere models used.
Table 6.8 compares Teff derived in our study with results presented in Zorec et al.
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Figure 6.5: Hertzprung-Russell diagram containing luminosity and effective temperature
derived for the stars in our study (see Table 6.7). Solar-metallicity PARSEC (Bressan et al.
2012) evolutionary tracks for masses in the range 1-10M in steps of 1M are shown as
grey dotted lines.
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Table 6.8: Comparison of derived effective temperatures with results presented in Zorec
et al. (2009).
Star Teff (K) T
Zorec
eff (K)
θ Leo 9480±120 9180±290
ηAur 18660±230 17940±1070
ζ Cas 21500±400 21850±1390
γ Lyr 10330±80 10000±350
σCyg 10940±180 11170±450
(2009) for a subset of the 5 objects which occur in both samples, with Teff >9000 K.
The agreement of both sets of measurements is excellent. Small disagreements
are likely due to the simultaneous estimation of the photosphere diameter θ and
the identification of model temperature Tmodeleff and effective temperature Teff made
in Zorec et al. (2009). In our case, including a direct measurement of the limb-
darkened diameter, assumed to represent the photosphere diameter and estimating
Teff exclusively from the total amount of radiated energy, reduce considerably the
model dependence of our results, that is due only to the use of theoretical spectra
to fit the observed fluxes.
6.3.6 Color-effective temperature relations
Whereas the empirical temperature scale for giant stars seems to be firmly estab-
lished with uncertainties under 2.5% (Code et al. 1976; Underhill et al. 1979; van
Belle et al. 1999), the same cannot be said for main sequence stars (luminosity
classes IV-V). For those stars in our sample with Teff <10000 K (spectral types A0
or later), we have contrasted the computed effective temperatures with empirical
color-temperature relations presented in Boyajian et al. (2012a) and van Belle and
von Braun (2009) using (V −K) and (B − V ) colors. Figures 6.7 and 6.8 display
effective temperature versus (V −K) and (B − V ) colors for the stars in our sam-
ple lying in the temperature range considered, as well as the results presented in
Boyajian et al. (2012a), fitted to a sixth-order polynomial in (V −K) and (B − V )
respectively. Figure 6.7 adds the empirical relation found by van Belle and von
Braun (2009), using a third-order polynomial. Most of the stars in both previous
studies are cooler than 7000 K, and both empirical relations nearly overlap in that
range of temperatures. The same does not apply for earlier spectral types, as the
two fits differ quite significantly between 6500 K and 8500 K, where there were no
stars in their samples. Three of the stars in our study (37 And, 7 And and 40 Leo)
have temperatures within this range. Their location in the Teff-(V − K) diagram
(Figure 6.7) shows strong agreement with the more conservative third-order poly-
nomial relation presented by van Belle and von Braun (2009). On the other hand,
our data is fully consistent with the Teff-(B − V ) sixth-order polynomial relation of
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Figure 6.6: Comparison of effective temperature estimations derived in this paper with
respect to spectroscopic determinations (see Table 6.1).
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Figure 6.7: Plot of the effective temperature versus V-K color for the main sequence stars
in the studied sample with Teff below 10000 K. The solid line represents the empirical
relation found in Boyajian et al. (2012a) by means of a sixth-order polynomial fit to a
sample of 44 A- to G-type stars (small black dots). Triple dot-dash line represents the
third-order polynomial fit presented in van Belle and von Braun (2009).
Boyajian et al. (2012a) (Figure 6.8). Observational effects induced by ubiquitous
fast rotation among stars earlier than F6 could explain the disagreement with the
Boyajian et al. (2012a) sixth-order (V − K) polynomial relation. Most of the A-
type stars studied in that paper show high projected rotational velocities (v sin i),
compatible with fast rotation seen at a lower inclination angle (closer to equator-
on) with respect to the same spectral type stars contained in our sample. Further
accurate estimations of Teff for a larger sample of main sequence stars earlier than
F5 will significantly improve the empirical temperature scale for these stars.
Revision of color-temperature relations
The recent publication of an extended list of objects with Teff estimations based on
interferometric measurements of stellar diameters in Boyajian et al. (2013) contains
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Figure 6.8: Effective temperature versus B-V color for the main sequence stars in the
observed sample with Teff below 10000 K. Data from Boyajian et al. (2012a) (small black
dots), as well as empirical relation based on a sixth-order polynomial fit (solid line) are
also included.
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Figure 6.9: Teffversus B-V diagram, showing the original data points (black dots) and
sixth-order polynomial solution (gray solid line) reported in Boyajian et al. (2013). The
re-estimated solution (dashed blue line), including data presented in this work (blue) is
also included.
a revisited estimation of empirical color-Teff relations. The main differences with
respect to the previous set of estimated relations are:
(a) The B − V (or V −K) polynomial fits Teff (instead of logTeff)
(b) The fits contain a larger number of stars within a broader range of spectral
types from early A-type stars (Teff'10000 K) to cooler M-type stars. As a con-
sequence, a third order polynomial proves insufficient to fit the whole dataset,
overestimating temperatures for stars hotter than 6500 K, and a sixth order
solution is preferred.
Figure 6.9 shows the results for the Teff-B − V sixth-order relation found in Boyajian
et al. (2013), adding the new data presented in this work. The new points added
in our study are in excellent agreement with Boyajian’s relation (median absolute
deviation 3.3%). A new evaluation of the fit combining both datasets produces
almost identical results, with a maximum absolute deviation of 0.25% between both
fits.
Figure 6.10 shows the Boyajian et al. (2013) Teff-(V −K) color relation, as well as
the data corresponding to the objects in this work with Teff<10000 K and previously
estimated relations (see 6.3.6). Whereas Boyajian’s most recent relation extends
successfully to cooler objects, the fit to earlier spectral types (A and F) differs
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Figure 6.10: Teffversus V-K color for the stars in our study with Teff<10000 K. It also
includes relations presented in van Belle and von Braun (2009), Boyajian et al. (2012a),
together with the dataset (black dots) and third-order polynomial solution published in
Boyajian et al. (2013).
considerably from previous estimations, from which van Belle’s relation describes
the existent data for early type stars more accurately.
Both color-temperature hints of the existence of two clearly differentiated regimes
for stars cooler or hotter than ∼ 6500 K. This possibly reflects the different physical
conditions (convective or radiative envelope, slow or fast rotation) present in each
case. New observations of early type stars, which at the present time constitute
just 20% of their late-type counterpart, will help us to understand and improve
color-temperature empirical relations, possibly including the effects of rotation.
6.3.7 Masses and ages
We have estimated the stellar masses (M?,iso) and ages for our target sample by fit-
ting the inferred luminosity and effective temperature values to PARSEC2 isochrones
(Bressan et al. 2012). Figure 6.11 illustrates the method using 7 And as an example.
For each object in our sample, we have computed a grid of isochrones equally spaced
in log age (age in years) in the range 1 Myr-10 Gyr, and adopted the best fit to the
computed values of luminosity and effective temperature. We have assumed solar
2http://stev.oapd.inaf.it/cmd
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Figure 6.11: Luminosity-temperature diagram showing the isochrones generated for
7 And.
metallicity for all the stars in the sample. Uncertainties were derived by considering
solutions at 1-σ separation in both luminosity and temperature dimensions. The
results obtained are displayed in Table 6.9.
Using the linear radii estimated from combined measurements of angular diameter
and parallax and the spectroscopic determination of log g, we can estimate the so-
called gravity mass (van Belle et al. 2007) of each object according to
g = G
Mgra
R2?
(6.5)
where G is the gravitational constant, and Mgra and R? stand for the mass and linear
radius of the star considered. Figure 6.12 displays the relation between isochrone
and gravity masses. Comparison of masses determined by both methods show a
remarkable good agreement for all the objects in the sample except γ Lyr. The
reason for the large disagreement in that case is most likely related to the spectro-
scopic determination of log g, since values of 3.5, 4.11 and 3.68 reported by different
authors (Balachandran et al. 1986; Prugniel et al. 2011; Koleva and Vazdekis 2012
respectively) are clearly discrepant with the values expected for a B9 giant, which
combined with our linear radius estimation result in unphysical gravity mass values
of Mgra =27M, 41M and 111M (55M for the mean value log g=3.81). How-
ever, the value of log g derived from our SED fit yields to a gravity mass value of
'4.4M, in better agreement with the Miso value obtained.
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Table 6.9: Isochrone masses and ages.
Star M (M) Age (Myr)
40 Leo 1.35±0.06 2630±210
7 And 1.6±0.1 1120±30
37 And 2.21±0.09 724±21
θ Leo 2.8±0.1 407±12
bLeo 2.11±0.06 195±15
ηAur 5.6±0.1 41±6
ζ Cas 8.96±0.13 22.9±1.2
γ Lyr 5.76±0.13 74.8±5.1
σCyg 11.2±0.2 19.1±0.6
oAnd 6.5±0.5 52±9
6.4 Conclusions
We have presented results of a pilot study on a sample of 10 stars (7 main sequence
or subgiants and 3 supergiants or giants) with spectral types between B2 and F6.
For all the objects in the sample, we have measured submilliarcsecond angular diam-
eters and bolometric fluxes with an average precision of 2.3% and 2.1% respectively.
Combined with Hipparcos parallaxes, we have derived fundamental stellar param-
eters, linear radii, effective temperatures, and luminosities with 8%, 3% and 5%
relative uncertainties. Finally, we have fitted PARSEC isochrones to the values of
temperature and luminosity found in order to obtain estimates of mass and age for
every star in the sample. Our findings can be summarized as follows:
1. Measured diameters show generally good agreement with predictions based on
color relations or SED fits, as well as with previous interferometric measure-
ments. V 2 data points beyond the first null for θ Leo enable simultaneous es-
timation of diameter and linear limb-darkening coefficient µ. Whereas the de-
rived diameter is less than 1% larger than the fixed limb darkening estimation,
the estimated value for µ exceeds by '20% the value interpolated in Claret
and Bloemen (2011) using stellar atmosphere parameters. This enhanced limb
darkening, together with the star’s low projected rotational velocity, suggests
that θ Leo is in fact a fast rotating star viewed nearly pole-on.
2. We derived bolometric fluxes from SED fits of theoretical ATLAS9 stellar
atmosphere models to optical and near-infrared photometric data, as well as
including flux calibrated IUE ultraviolet spectra, accounting for the effects of
interstellar reddening. The mean absolute deviation between derived effective
temperatures and estimates using spectroscopy is '3%. The agreement is
excellent for main sequence stars, and only for two of the B giants, γ Lyr, and
σCyg and the main-squence star ηAur, the discrepancy is as large as '7%.
Comparison with Zorec et al. (2009), for the subset of objects in coomon with
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our sample reveals an excellent agreement in the results of the two studies,
despite some subtle differences in the modelling assumptions.
3. Our derived effective temperatures for A and F type stars confirm the sixth-
order polynomial (B − V ) color-temperature relation presented in Boyajian
et al. (2012a). However, there is a clear disagreement with their sixth-order
(V −K)-temperature relation, and our data clearly favours the (V −K) cubic
polynomial presented by van Belle and von Braun (2009). Different inclination
angles of the polar axis between Boyajian’s sample of A and early F stars with
respect to ours, together with the effects of fast rotation in these stars might
explain the observed discrepancy. New observations of main-sequence stars
in this range of temperature, correcting the scarcity of available data, should
provide the basis for a more detailed empirical color-temperature relation.
4. The PARSEC model isochrone fit in the temperature-luminosity plane pro-
vides mass values that are consistent with the estimated gravitational masses
computed from spectroscopically determined log g, showing larger discrepan-
cies for larger mass values. The unphysical result obtained for γ Lyr gravita-
tional mass, together with the large scatter in temperature estimations using
spectroscopy questions the accuracy of γ Lyr atmosphere parameters, and sug-
gests strong degeneracy between log g and Teff . Additionally, a log g estimation
based on the SED fit to spectrophotometric data seems to give a gravity mass
that is more consistent with the value obtained by means of isochrone fitting.
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Optical Interferometry of
early-type stars with
PAVO@CHARA. (II) Fast
rotating stars.
As discussed in Chapter 4, rotation is a key ingredient to obtain a physical descrip-
tion of an early-type star. In this chapter, we present results from our analysis of four
fast rotating early-type stars with submilliarcsecond projected angular sizes and equa-
torial rotational velocities v sin i > 200 km s−1. With the aid of the FRESCO suite
of programs, we extract physical parameters (mass, angular velocity and fraction of
hydrogen in the core), as well as geometric (inclination of the star and position an-
gle of the polar axis) from a combination of interferometric and spectrophotometric
data. The resulting values enable the estimation of luminosity and effective temper-
ature of the star, corrected for the orientation-dependent effects of rotation. Finally,
we have obtained the ages of the stars in our sample by fitting the pair (Teff , L) to
evolutionary tracks accounting for rotation.
7.1 Introduction
Stellar rotation has been traditionally considered a second-order effect in stellar
evolution. Despite the fact that all stars rotate, most of them do so slowly, causing no
significant changes in the observed fundamental stellar properties. As a consequence,
luminosity and effective temperature do not depend on the orientation of the star
to the line of sight. While this picture is generally true for solar-type or cooler
stars, fast rotation is almost ubiquitous in early-type stars, where it has a very large
effect on their fundamental properties and their precise location in the HR-diagram.
The fundamental physical quantities describing a fast rotator are then very difficult
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to obtain because observational metrics are strongly entangled with the unknown
inclination angle of the rotation axis to the line of sight.
The primary physical manifestation of fast rotation is the distortion from a sphere
to an oblate shape resulting from a strong centrifugally-induced equatorial bulge.
As a consequence, the surface temperature of a fast rotating star can vary by several
thousand degrees with latitude between the extreme values at the hot polar axis to
the much cooler equator, constituting the so-called gravity darkening effect1. The
first prediction of this phenomenon dates back to the work of von Zeipel (1924b),
who noticed that, under the assumptions of rigid rotation and stars behaving as if the
gravitational field originates at the center-of-mass point, then the flux radiated by a
rotating star is proportional to the local gravity, and therefore, effective temperature
Teff and surface effective gravity geff are related by a power law, Teff ∝ geffβ. The
expected β values are 0.25 for a star with a purely radiative envelope (von Zeipel
1924a) and 0.08 in the purely convective counterpart (Lucy 1967).
The inception of optical long-baseline interferometry enabled high spatial resolution
studies of fast rotators (see review in van Belle 2012) that have confirmed the ex-
istence of the gravity darkening effect. However, observations using the Center for
High Angular Resolution (CHARA) Array have shown a better match with a lower
value of the gravity darkening exponent than the expected β = 0.25 (Zhao et al.
2009; Che et al. 2011), implying a weaker flux variation as a function of latitude.
These discrepancies, and the observation that the von Zeipel model is inconsistent
at moderate or higher rotation rates (Espinosa Lara and Rieutord 2011) have led to
the development of the first fully two-dimensional stellar model (hereafter ESTER2),
including rotation, that reproduce the observed latitudinal flux variation (Espinosa
Lara and Rieutord 2013).
Encouraged by the potential for linking stellar physical properties (mass, rotation
rate, hydrogen content in the core) to observables such as spectrophotometry or
interferometry, we have developed a suite of programs hereafter named FRESCO3.
In our modelling strategy, the stellar surface is segmented with each tile exhibiting
a model atmosphere tailored to the local Teff and geff . Combined with a descrip-
tion of the stellar orientation, the FRESCO software4 enables the computation of
observables that are directly dependent on a self-consistent physical model.
The primary goal of the analysis presented in this chapter is to obtain fundamen-
tal parameters characterizing a sample of four early-type fast rotating stars with
submilliarcsecond projected angular sizes. To this end, we have fitted a simple ge-
ometric model to our interferometric data. The result is used in combination with
available measurements of the projected rotational velocity to set constraints on the
region of the parameter space explored in a SED fit, obtaining the best-fit values of
1See Chapter 4 for a more detailed description of the phenomenon.
2Evolution STEllaire en Rotation.
3Fast Rotating Early-type Star COde.
4See details in Chapter 5
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the fundamental properties compatible with our dataset. The resulting polar tem-
perature and luminosity have been matched with the family of Geneva (Ekstro¨m
et al. 2012) evolutionary tracks corresponding to the best-fit stellar rotation rate,
allowing an age estimation free of bias induced by the spatial orientation of the star
axis.
7.2 Target sample and Observations
Table 7.1 gives relevant physical parameters of the four stars studied in this chapter.
In addition to constraints related to their observability using the PAVO@CHARA
instrument, such as position in the sky at the time of observation or brightness
between the instrument limits, the sample also meets the following selection criteria:
• The targets are main-sequence stars with spectral type in the range A0-A5
implying effective temperatures between 8000 K and 10 000 K, so the envelope
can be assumed to be purely radiative.
• They have projected rotational velocities v sin i> 200 km s−1 (Zorec and Royer
2012).
• Their expected angular sizes are in the range 0.5− 1.0 mas according to pho-
tometry based predictions in Lafrasse et al. (2010) and van Belle (2012).
• The stars in the sample have accurate Hipparcos parallaxes (with errors < 4%),
and they are located at distances closer than 50 pc, where effects of interstellar
extinction are negligible.
Object HD# SpTy V B-V V-K Teff L pi v sin i
(mag) (mag) (mag) (K) (L) (mas) (km/s)
10 Cyg 184006 A5Vn 3.77 +0.15 +0.17 8260±100 38±1 26.43±0.46 240±12
109 Vir 130109 A0V 3.73 -0.01 +0.06 9680±110 63±2 24.95±0.87 285±14
β Ser 141003 A3V 3.67 +0.06 +0.25 8850±160 84±4 21.12±0.86 207±10
γOph 161868 A0V 3.75 +0.05 +0.10 9310±110 34±1 34.58±0.99 210±11
Table 7.1: Physical parameters of the stars presented in this work. V magnitude and
(B−V ) color taken from SIMBAD. Effective temperature Teff , luminosities L and projected
rotational velocities taken from Zorec and Royer (2012). Parallaxes from van Leeuwen
(2007).
In the following, we briefly sketch the main features of each object studied:
10 Cyg
10 Cyg (ι2 Cyg, HD 184006, VT = 3.785 ± 0.002) is a main-sequence star that has
been classified with spectral types in the range A2 to A5 (Skiff 2014), although it is
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currently accepted to be an A5Vn star. Its measured Hipparcos parallax implies that
10 Cyg is at a distance d = 37.8±0.7 pc. The most recent projected rotational veloc-
ities measured for 10 Cyg give values ranging between v sin i= 220 km s−1 (Abt and
Morrell 1995) and v sin i= 240 km s−1 found in Zorec and Royer (2012). According
to Eggleton and Tokovinin (2008), there are no known companions for 10 Cyg.
109 Vir
109 Vir (HD 130109, VT = 3.730 ± 0.002, d = 40.1 ± 1.4 pc) is an A0V star (Skiff
2014) that has been frequently used as a photometric standard in a manner similar to
the well-known photometric standard star Vega (HD 172167). In fact, some authors
have suggested the use of this star as a photometric primary standard, given its near-
constant flux (Philip and Hayes 1984; Lockwood and Thompson 1989) in contrast
with the reported variability of Vega. Despite the fact that both stars have been
identified as fast rotators, the measured projected rotational velocity for 109 Vir
lies in the range v sin i= 265− 285 km s−1 (although some old mesurements, e.g. in
Bernacca and Perinotto 1970 claimed more than 330 km s−1), suggesting that the
star has its rotation axis almost perpendicular to the line of sight, as opposed to
the nearly pole-on Vega. Coincidentally, the de-projected rotational velocity in the
equator of Vega (with an inclination of i ' 5◦) is vequ' 275 km s−1 (Monnier et al.
2012). There is no observational evidence of multiplicity for 109 Vir (Eggleton and
Tokovinin 2008).
β Ser
β Ser (Chow, HD 141003, VT = 3.668± 0.003, d = 47.3± 1.9 pc, spectral type A2V)
is the primary component of a hierarchical quadruple stellar system (Hoﬄeit and
Jaschek 1991). The secondary companion is a K3V star (V = 9.9) located at 31′′
from the main star. There is a third stellar component (K dwarf, V = 10.7), orbiting
AB at a projected distance of 201′′. The set of known components of the stellar
system is completed with a binary located at ∼ 27′ from the primary. β Ser exhibits
a projected rotational velocity of v sin i= 207 km s−1 (Zorec and Royer 2012). The
star is a likely member of the stream of the Ursa Major Moving group (King et al.
2003).
γOph
The A0V star γOph (Muliphen or HD 161868, VT = 3.751± 0.002) is another Vega-
like object, and is located at d = 28.9 ± 0.8 pc. In common with many stars of
its spectral type, γOph is surrounded by a debris disk revealed in infrared light.
This disk is exceptionally extended, with a radius of 520 A.U. (Su et al. 2008), and
could be suggesting a planetary system. The inclination of the disk found by Su and
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collaborators, based on SED fitting of the excess infrared emission, is i = 50 ± 5 ◦.
The measured projected rotational velocity is v sin i= 210 km s−1. There are no
known stellar companions for γOph (Eggleton and Tokovinin 2008). The CHARM25
meta-catalogue contains an interferometric estimate of the diameter of γOph with
the Palomar Testbed Interferometer (PTI, θUD = 0.64±0.06 mas, Lane et al. 2001).
7.2.1 Interferometry
The four stars in our sample were observed using the PAVO beam combiner (Ireland
et al. 2008), located at the CHARA array (ten Brummelaar et al. 2005). The combi-
nation of baselines in the range 34−331 m and the operation at optical wavelengths
(0.6−0.9µm) result in an angular resolution as fine as 0.3 mas. Table 2.2 shows the
lengths and orientations for each possible baseline in the array. More details about
the PAVO instrument and the CHARA array can be found in chapters 2 and 3.
Observations of the objects in Table 7.1 were conducted in several observing runs in
June and July 2010, May, July and September 2011, August and September 2012
and July 2013. A more detailed observing log is shown in Table 7.2. Data have been
reduced using the PAVO analysis software (see Chapter 3). The objects have been
observed on at least three different nights using no less than five baselines in total,
covering the region of the uv-plane displayed in Figure 7.1. In order to increase the
observing efficiency and to cover a wider range of orientations projected onto sky,
a large fraction of our observations, especially the early ones, were made in three
telescope mode. Due to the difficulties in extracting robust closure phase signals,
and since the two telescope mode provides a better calibration of our interferometric
data, we have leaned towards the use the two telescope mode in more recent runs.
The calibrator stars were chosen according to standard procedure in optical inter-
ferometry, i.e., they are selected to match, as closely as possible, a bright unresolved
(θ < 0.25 mas) source located at the smallest angular distance in the sky from the
object (with a distance not greater than 10 degrees degrees between target and cal-
ibrator). Operational constraints occasionally forced the use of partially resolved
calibrators, but this practice was kept to a minimum. Table 7.3 lists the calibrators
used in this work. Expected diameters have been computed using V − K colors
(Kervella et al. 2004b), dereddened according to the interstellar extinction maps
presented by Drimmel et al. (2003). We have checked each calibrator in the liter-
ature for possible multiplicity or variability prior to observations. Analysis of the
data obtained for HD 216523 revealed that the object is in fact a close binary star,
for which we estimate a projected separation of 18 mas along the position angle
α= 12 degrees (North to East), and therefore it was excluded from the list of cal-
ibrators. In the few cases where the calibration star was known to exhibit a high
5There are also 4 measurements of the much larger (and cooler) F8 supergiant Y Oph (θUD =
1.4± 0.1 mas, Kervella et al. 2004a) erroneously listed as γOph data.
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Object Date Baselines Nscans Calibrators
10 Cyg UT 03-Jul-2011 W2S1W1 2 HD 181960
UT 04-Jul-2011 W2S1E2 9 HD 177003, HD 181960
UT 05-Jul-2011 W2S1E2 4 HD 177003
UT 06-Jul-2011 W2S1E2 2 HD 177003
UT 07-Sep-2011 W2E2W1 4 HD 177003, HD 181960
UT 08-Sep-2011 W2E2W1, 6 HD 177003, HD 181960
W2E2, E2W1
UT 09-Sep-2011 W2S2E2 3 HD 177003, HD 181960
UT 03-Aug-2012 W2S1E2 1 HD 177003, HD 188342
UT 05-Aug-2012 W2S1E2 1 HD 176626, HD 177003
UT 08-Sep-2012 W2S2W1,W2S2 2 HD 181960, HD 189253
UT 06-Jul-2013 E2W2 5 HD 177003, HD 181960
109 Vir UT 04-Jul-2010 W1E2W2 2 HD 126248, HD 129956
UT 05-Jul-2010 S2E2W2 5 HD 126248, HD 129956
UT 03-Jul-2011 W2S1W1 3 HD 126248, HD 130557
β Ser UT 01-Jun-2010 S2E2W2 7 HD 144874, HD 148112
UT 04-Jul-2010 W1E2W2 2 HD 148112
UT 28-May-2011 E1E2 2 HD 144874, HD 148112
UT 03-Jul-2011 W2S1W1 1 HD 140160, HD 141187
γOph UT 05-Jul-2010 S2E2W2 1 HD 159480
UT 06-Jul-2010 S2E2W2 5 HD 159170, HD 159480
UT 31-May-2011 E2E1 1 HD 159480, HD 164577
UT 03-Jul-2011 W2S1W1 2 HD 164577
Table 7.2: Observation logs for 10 Cyg, 109 Vir, β Ser and γOph.
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Figure 7.1: Fourier-plane coverage for the objects observed. The spectral sampling of
PAVO@CHARA causes each observational data set (arising from a given baseline) to yield
a spread of uv data points in the radial direction.
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(> 150 km s−1) projected rotational velocity, the uncertainty in the predicted diam-
eter was increased (usually by 5%) reflecting the fact that deviations from sphericity
might bias the calibration.
HD SpTy V −K E(B − V ) θV−K v sin i
(mag) (mag) (mas) (km/s)
HD 118022 A1p 0.121 0.027 0.35 21
HD 126200 A3V -0.524 0.018 0.24 144
HD 126248 A5V -0.073 0.022 0.38 201
HD 129956 B9.5V -0.021 0.026 0.25 82.9
HD 130557 B9V -0.028 0.011 0.19 65
HD 140160 A0p 0.332 0.007 0.30 75
HD 141187 A3V 0.071 0.028 0.29 133
HD 144874 A7V 0.061 0.009 0.34 175
HD 148112 B9p -0.036 0.023 0.41 44
HD 159170 A5V 0.214 0.012 0.33 243
HD 159480 A2V 0.545 0.015 0.25 13
HD 177003 B2.5IV 0.060 0.013 0.20 10
HD 179095 A0 0.129 0.013 0.13 -
HD 181960 A1V 0.332 0.011 0.20 112
HD 188342 A0 0.176 0.038 0.11 -
HD 189253 A1V 0.480 0.034 0.16 -
Table 7.3: List of calibration stars used, including the spectral type, V −K color and
extinction E(B − V ), the predicted diameter (in milliarcseconds) from V −K using pre-
scriptions of Kervella et al. (2004b), as well as projected rotational velocities (v sin i, in
km/s) from Abt et al. (2002), Royer et al. (2002, 2007) and Zorec and Royer (2012). Pho-
tometry has been taken from references in SIMBAD database and the General Catalogue
of Photometric Data (GCPD Mermilliod et al. 1997). The star HD 183534 was found to
be a binary and was not used.
7.2.2 Spectrophotometry
As shown in § 5.1.2, stars with effective temperatures above 8000 K radiate 80% or
more of their total power at wavelengths shorter than 1µm. In order to model the
spectral energy distribution (SED) of the fast rotating stars studied in this work,
low-resolution, flux-calibrated spectrophotometric archival data, spanning the 0.11-
1.01µm spectral range, have been compiled using a number of available sources:
• Ultraviolet spectroscopy from the International Ultraviolet Explorer (IUE)6.
The dataset consists of coadded short- (1150-1980A˚) and long-wavelength
(1850-3350A˚) flux calibrated spectra at 6-7A˚ spectral resolution.
6https://archive.stsci.edu/iue/
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• The Burnashev (1985) catalogue, covering the spectral range 3200-8170A˚.
• The Kharitonov et al. (1988) spectral library, spanning from 3225A˚ to 7575A˚.
• Spectra at the long wavelength end of the visible range (5975-10825A˚) were
obtained from Glushneva et al. (1998). There is no entry in this catalogue for
109 Vir.
The SED reconstruction is completed with JHK broadband near-infrared photom-
etry from the Cutri et al. (2003) and Ducati (2002) catalogues. The main spectral
features of each object are illustrated in Figures 7.2 and 7.2, where we have plotted
the spectrophotometric coverage for each object in the sample. We have also com-
piled additional broadband photometry in the ultraviolet (Thompson et al. 1978) and
in the Hipparcos (Hp bandpass), Tycho (BtVt), Johnson (UBV RI) and Stro¨mgren
(ubvy) photometric systems.
7.3 Determination of physical parameters
The aim of this work is to obtain a complete set of physical parameters (mass
M , spin rate ωbk, and fractional content of hydrogen in the core Xc), as well as
geometric parameters (inclination of the axial tilt of the star i, and position angle of
the projected polar axis on the plane of the sky α) characterizing our sample stars,
constrained by both interferometric and spectrophotometric datasets.
As mentioned in § 5.3.5, the computational time required by FRESCO to generate a
fit scales mainly with the number of interferometric data points. This applies to both
gradient search or Monte-Carlo methods. Therefore, the efficient use of FRESCO
is partially restricted to cases when the interferometric dataset is not very large. An
alternative strategy, based on a parameter grid search has been adopted instead.
For this approach, the interferometric data are first fit with a simplified elliptic disk
model. The resulting ellipse, together with the v sin i value, are used to constrain
parameter space to the immediate region of the best-fit solution. The final step is
a SED fit to the observed spectrophotometry from which the best-fit (M , ωbk Xc,
i′ ) are extracted. After computing the total luminosity of each sample star from
the model, we use Geneva evolutionary tracks (Ekstro¨m et al. 2012) to correct age
estimates for the effects of orientation.
7.3.1 Elliptical model of interferometric data
The elongated projected shape of a fast rotating star cannot be accurately modelled
with a uniform elliptical disk. However, fitting our interferometric data to such a
simplified geometric model, easily described by an analytical expression, provides a
173
Chapter 7. Fast rotating Early-type stars
0 5.0•103 1.0•104 1.5•104 2.0•104 2.5•104
0
1
2
3
10 Cyg
Wavelength (angstroms)
f λ 
(10
−
10
e
rg
/s
/c
m
2 /A
)
IUE SW
IUE LW
Burnashev (1985)
Glushneva (1998)
Kharitonov (1988)
Photometry
0 5.0•103 1.0•104 1.5•104 2.0•104 2.5•104
0
1
2
3
109 Vir
Wavelength (angstroms)
f λ 
(10
−
10
e
rg
/s
/c
m
2 /A
)
IUE SW
IUE LW
Burnashev (1985)
Kharitonov (1988)
Photometry
Figure 7.2: UV through near-infrared spectrophotometry collected for 10 Cyg (top) and
109 Vir (bottom).
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Figure 7.3: Similar to Figure 7.2 for β Ser (top) and γOph(bottom).
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reasonable estimation of the position angle α which is only sensitive to the interfero-
metric data, thus reducing by one the number of degrees of freedom of our problem.
Furthermore, the estimated values of the short and long axis of the ellipse, used in
combination with measurements of the distance given by the Hipparcos parallax,
can help to impose additional constraints on the physical size of the star. This
method has the additional advantage of being able to constrain, within reasonable
uncertainties, the physical parameters of a partially resolved star.
The fit of squared visibilities to an elliptic disk (ED) of uniform surface brightness
is carried out in two steps. First, we compute position angle-dependent uniform
disk (UD) diameters for each of the baselines with which the star was observed,
according to
V = 2
J1(x)
x
, (7.1)
where V is the visibility amplitude, J1(x) is the first-order Bessel function, and x
is defined in equation 6.2. The position angle-dependent UD diameters obtained in
this way show a relatively large scatter largely because each determination is based
on a single interferometric observation, but they allow a reasonable estimation of
the best fit ellipse (using the IDL subroutine MPFITELLIPSE7). The fit provides
the position angle of the minor axis α0, that we interpret as the position angle of the
axis of stellar rotation, as well as the sizes of both major a and minor b axes. The
functional form of the ellipse with the minor axis at position angle α, as a function
of the angle φ (measured Eastwards from North) is given by:
x =
a
2
cosφ cosα +
b
2
sinφ sinα
y = −a
2
cosφ sinα +
b
2
sinφ cosα
(7.2)
The parameters (with errors) describing best-fit elliptical models to our sample
stars are given in Table 7.4. Errors were computed using a bootstrapping statistical
method (Efron 1979) over N = 1000 resampled data sets for each fit. The resulting8
best-fit uniform elliptical disk models are plotted in Figure 7.4.
7.3.2 Parameter constraints
The combination of the best-fit major axis of the ellipse a and the stellar parallax
gives an approximate estimation of the physical size of the equatorial diameter of
7http://www.physics.wisc.edu/~craigm/idl/down/mpfitellipse.pro
8It is worth noting that the preliminary results shown in Maestro et al. (2012) were affected
by an error in the code that computed the {u, v} coordinates of the objects observed. The new
routine has been tested against predictions generated by independent software.
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Figure 7.4: Best-fit uniform elliptical disk models to interferometric data for 10 Cyg,
109 Vir, β Ser and γOph. Each data point represents a uniform disk diameter fit to a
single (one-dimensional) scan, while the red lines show the best two-dimensional elliptical
fit (solid line) and the 1σ confidence region.
Object a (mas) b (mas) α (deg)
10 Cyg 0.83±0.04 0.66±0.03 80±10
109 Vir 0.70±0.03 0.56±0.03 70±10
β Ser 0.74±0.04 0.60±0.03 -45±10
γOph 0.69±0.04 0.60±0.04 -35±10
Table 7.4: Parameters of the elliptic disk model fit to the projected 1-D diameters as a
function of position angle.
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Figure 7.5: Squared visibilities plotted as a function of spatial frequency for 10 Cyg and
109 Vir. The solid lines give the V 2 function of uniform disks with diameters equal to
the major and minor axis of the best-fit elliptical model. The color scale identifies the
projected baseline position angle for each scan.
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Figure 7.6: Same as Figure 7.5 for β Ser and γOph.
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the star. The ratio b/a yields a measure of the apparent oblateness of the star,
and when combined with knowledge of the line-of-sight inclination i, measures the
fractional angular velocity ωbk. Furthermore, the fractional angular velocity v sin i,
the estimated physical equatorial radius of the star and i are also entwined. This
suggests that the probable range over which proposed model parameters are al-
lowed to vary in searching for a solution can be significantly reduced by applying
additional constraints before proceeding with the fit. The significant reduction in
computational resources enabled by limiting the search to regions of the parameter
hyperspace around the solution assists in making these calculations tractable. The
set of reasonable assumptions derived from existing measurements of the projected
rotational velocities and the elliptical disk fit parameters applied are:
• Given the spectral and luminosity class of the observed objects, stellar mass
must fall in the range 1.8M < M < 3.0M.
• The projected rotational velocity v sin i is within 1σ of the value published in
Zorec and Royer (2012) (see Table 7.1).
• The projected angular size of the object, at the distance provided by the
Hipparcos parallax does not differ by more than 10% from the elliptic disk
model. This tolerance is enough to account for the uncertainty in the fitted
ellipse dimensions, the limb darkening correction and the uncertainty in the
published parallax.
The effect of imposing the aforementioned restrictions in the four-dimensional pa-
rameter space for each of the stars in our sample is illustrated in Figures 7.7 to
7.10. The hypervolume containing the stellar configurations compatible with the
constraints usually amounts less than 1% of the whole unrestricted subspace. The
construction of such maps aids in the exploration of the sensitivity of the best-fit
solution to the different parameters, and further constitutes a valuable tool to visu-
alize the space of probable solutions. The final solutions estimated in § 7.3.3, after
imposing further constraints on the observed flux by means of a SED fit, have been
overplotted in red.
7.3.3 Spectral energy distribution fit
After application of the constraints discussed above, a parameter grid search within
the most probable region is used to deliver the best-fit model parameters. This
is achieved by fitting the spectrophotometric data to synthetic fluxes generated
with the FRESCO code. The spectral data were binned to match the resolution
of the synthetic FRESCO spectra, computed using a previously constructed three
dimensional grid of ESTER two-dimensional stellar models (see details in § 5.3)
with model parameters in the range 1.7M < M < 4.0M, 0 < ωbk < 0.98 and
0.1 < Xc < 1.0 in steps ∆M = 0.1M, ∆ωbk = 0.02 and ∆Xc = 0.1 respectively.
We assume solar metallicity for all the targets, an assumption supported by the
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Figure 7.7: Parameter space regions compatible with the constraints imposed for 10 Cyg
on mass, projected rotational velocity and angular size obtained from interferometry. Each
panel shows the probability density of solutions (as a gray-scale map) available as a func-
tion of two model parameters, where in each case the other dimensions of the parameter
hyperspace have been summed (giving a marginalized density function). The points and
error bars (in red) show the solutions found after including further constraints on the
observed flux by means of a SED fit (see § 7.3.3).
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chemical abundance resemblance found between a sample of early-type stars and
solar values by Fossati et al. (2009).
The resulting best-fit SEDs for each target in our sample are shown in Figures 7.11
and 7.12. The comparison of the best-fit synthetic SED with the spectrophotometric
data shows excellent agreement, although with two regions that systematically show
slightly larger deviations, one close to the Balmer jump (3746A˚), and the other in
the far ultraviolet (λ < 1300A˚).
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Figure 7.11: Comparison between spectrophotometric data (red dots) and best-fit syn-
thetic fluxes (solid blue line) for 10 Cyg(top) and 109 Vir (bottom).
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Figure 7.12: Same as Figure 7.11 for β Ser(top) and γOph (bottom).
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Parameter 10Cyg 109Vir β Ser γOph
Geometric Rpol (R ) 2.7±0.1 2.3±0.1 2.98±0.05 1.98±0.07
Requ (R ) 3.7±0.1 3.0±0.1 3.49±0.07 2.28±0.08
i (deg) 60±8 68±8 84±8 60±8
f 0.27±0.03 0.17±0.02 0.144±0.012 0.128±0.011
M (M) 2.3±0.1 2.6±0.1 2.6±0.1 2.3±0.1
Physical ωbk 0.84±0.04 0.78±0.04 0.58±0.04 0.54±0.04
Xc 0.2±0.1 0.6±0.1 0.2±0.1 0.7±0.1
Tpol (K) 9040±130 10950±190 9700±130 10120±190
Tequ (K) 6630±180 8400±220 8350±150 8870±190
vequ (km/s) 290±7 318±10 219±9 237±11
v sin i (km/s) 251±9 294±13 216±9 205±11
vequ/vcrit 0.88±0.02 0.84±0.03 0.66±0.03 0.61±0.03
fbol(10
−7 erg/s) 8.26±0.25 12.1±0.4 10±0.3 10.7±0.3
Lapp (L) 37±3 61±4 71±5 28±2
L (L) 36±3 55±4 61±5 33±3
Table 7.5: Summary of best-fit stellar parameters obtained from fitting 10 Cyg, 109 Vir,
β Ser and γOph. Parameters are divided into geometric (polar radius Rpol, equatorial
radius Requ, inclination with to the line of sight i and oblateness f) and physical (mass
M , fractional angular velocity ωbk, fraction of hydrogen in the stellar core Xc, polar tem-
perature Tpol, equatorial temperature Tequ, equatorial velocity vequ, projected equatorial
velocity v sin i, fraction of the break-up velocity at the equator vequ/vcrit, bolometric flux
fbol, apparent luminosity Lapp and absolute luminosity L).
The final best-fit stellar parameters are summarized in Table 7.5. The minimum
reduced chi-squared values of the SED fit are χ2ν = 1.85, 1.46, 2.45, 1.98 for 10 Cyg,
109 Vir, β Ser and γOph respectively. Errors have been computed from exploration
of the neighbourhood of the solutions found, with a minimum value equal to the
spacing of the parameter values in the grid of models.
Inclinations range from γOph with i = 60◦, to the near edge on β Ser with i = 84◦.
Equatorial velocities are ∼ 300 km s−1 for 10 Cyg and 109 Vir which rotate at ∼ 85%
of the break-up velocity9, whereas β Ser and γOph rotate at a much lower 66% and
61% of the breakup velocity respectively.
We have constructed synthetic temperature and intensity maps corresponding to
the best-fit solutions found, shown in Figure 7.13 and Figure 7.14 respectively. As
expected, the polar and equatorial temperatures obtained bracket the Teff values
in Table 7.1, with pole to equator temperature differences in the range 1250 K to
2410 K. The cool equatorial temperature of 10 Cyg suggests that convection may be
possible in the equatorial regions of this star.
The position angle of γOph (α = −35◦) implies that the stellar equator lies within
1σ (±10◦) of the position angle of its extended debris disk (Su et al. 2008). The
line-of-sight tilt of its axis (i = 60◦) is also 1σ (±8◦) compatible with the notion of
9Defined in agreement with the Roche-von Zeipel value equivalent to the escape velocity at the
break-up limit (when Requ,crit = 1.5Rpol).
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Figure 7.13: Temperature maps presenting the best-fit stellar model solutions, as viewed
from Earth, for 10 Cyg, 109 Vir, β Ser and γOph.
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Figure 7.14: Intensity R-band maps corresponding to the best-fit stellar model solutions,
as viewed from Earth, for 10 Cyg, 109 Vir, β Ser and γOph. Each map has been plotted
at an independent color scale. White regions represent higher intensity.
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alignment of the equatorial plane of the star and the disk (at idisk = 50
◦).
7.4 Age determination
By disentangling orientation-related ambiguities and producing robust physical stel-
lar parameters, sample stars may now be correctly placed on the HR diagram. The
use of Geneva evolutionary tracks (Ekstro¨m et al. 2012) which account for the effects
of rotation, enables the estimation of stellar ages. Calculations show that the polar
radius and temperature are nearly invariant quantities for a family of models of
equal mass and composition rotating at different angular velocities. Thus, it seems
reasonable to use Tpol and the computed total luminosity as a substitute for the
orientation-biased effective temperature and apparent luminosity.
The correction in the placement of the stars in the HR diagram is illustrated in
Figure 7.15. Despite the relatively modest change in absolute luminosity with re-
spect to their apparent values, the temperature difference Tpol−Teff translates into a
systematic reduction in the computed stellar ages. Table 7.6 summarizes the results
of the mass and age estimation obtained using the method described in § 5.2, to
match the luminosity and temperature values to the family of evolutionary tracks
of the corresponding rotation rate, together with the estimates of mass and age
shown in Zorec and Royer (2012), where the values of Teff were determined from
Stro¨mgren photometry and no correction for the star orientation was included. The
distributions of mass and age values obtained from a sample of NMC = 1000 values
are displayed in Figure 7.16. The value and uncertainty of mass and age are taken
as the median and the difference/2 (in absolute value) between the quantiles 0.15
and 0.85.
The masses obtained from evolutionary tracks are in excellent agreement (within
1σ) with the values shown in Table 7.5, as well as with the values presented in
Zorec and Royer (2012). Regarding ages, the results show that 10 Cyg and β Ser are
more evolved than 109 Vir and γOph, in line with the higher Xc values obtained
for the latter two stars. In order to compare our evolutionary track ages with the
fractional ages presented in Zorec’s work, we have computed the τ/τMS ratio using
the time difference between the ZAMS and the turn-off point for the corresponding
evolutionary track (stages 1 and 110 respectively, Ekstro¨m et al. 2012). As expected,
the much higher polar temperature (compared to the orientation-biased effective
temperature) results in a significant revision of sample star ages to be younger by a
few hundreds of Myr. Comparison with other age estimations show generally a better
agreement. Rieke et al. (2005) reported ages τ = 430, 295, 300, 305 Myr for 10 Cyg,
109 Vir, β Ser and γOph respectively; while Song et al. (2001) reported a rotation
corrected age estimation for γOph of τ = 165 Myr, matching our estimated value
τ = 165 ± 70 Myr. Observation of stars with ages determined using independent
methods would help to obtain a more accurate calibration of the age scale of early-
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This work Zorec and Royer (2012)
Object M(M) τ (Myr) τ/τMS M(M) τ/τMS
10 Cyg 2.28±0.02 510±50 0.57±0.05 2.24±0.01 0.808±0.018
109 Vir 2.72±0.02 91±13 0.16±0.02 2.58±0.02 0.682±0.027
β Ser 2.54±0.03 440±30 0.72±0.05 2.68±0.02 0.912±0.024
γOph 2.35±0.04 165±70 0.19±0.08 2.28±0.01 0.504±0.042
Table 7.6: Mass (in solar units) age (in Myr) and fractional main-sequence ages obtained
for results 10 Cyg, 109 Vir, β Ser and γOph. The results are compared with values pre-
sented in Zorec and Royer (2012) without a specific correction for the stellar orientation.
type stars
7.5 Conclusions
The present work constitutes the first determination of fundamental properties of
rapid rotators with projected angular sizes below the milliarcsecond scale, based on
the full two-dimensional modelling of a rotating star. The link to a physical stellar
model allows direct interpretation of the observed quantities.
We have derived values of geometric and physical parameters characterizing the fast
rotators 10 Cyg, 109 Vir, β Ser and γOph. Based on interferometry and ultraviolet
to near-infrared spectrophotometry, and with the aid of models that reproduce the
stellar surface using fully two-dimensional stellar models accounting for rotation,
we have obtained their surface physical parameters through a SED fit, previously
constraining the space of solutions with the results of the fit of a geometric model to
interferometric data together with measurements of the projected rotational velocity.
Results show that the stars in our sample have masses in the range 2.3M-2.6M,
with equatorial velocities from ∼60% to ∼90% the value of the breakup linear veloc-
ity. The inclinations of the stars were estimated, with values ranging from i = 60◦
for γOph to virtually an equatorial orientation for β Ser. The stars show pole to
equator temperature gradients with extreme values differing by up to ' 2400 K. In
the case of γOph the estimated three-dimensional orientation of the stellar rotation
axis is compatible, within 1σ, with the equator being coplanar with the well-studied
circumstellar debris disk.
Using a model-generated absolute luminosity, corrected for orientation effects, and
the model polar temperature, we have estimated the mass and age of the four stars
of the sample. This evolutionary-track mass closely matches the values predicted
by our physical modelling ensuring a strong degree of internal physical consistency
to our results. Our bias-corrected ages are younger than those produced without
compensating for orientation but simply based on standard apparent effective tem-
perature and luminosity relationships. The ages are also substantially lower than
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Figure 7.16: Histograms showing the distribution of mass and age values for 10 Cyg,
109 Vir, β Ser and γOph, obtained from a sample of N = 1000 Teff -L pairs generated
according to its error distribution. The median (red solid line) and the 0.15 and 0.85
quantiles (red dashed lines) have been overplotted.
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those obtained in the study of a population of fast rotating stars by Zorec and Royer
(2012), although they show a better agreement with the ages presented in Rieke et al.
(2005), and for the particular case of γOph our estimated age τ = 184± 70 Myr is
in exceptional agreement with the τ = 165 Myr reported by Song et al. (2001).
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Chapter 8
Summary and future work
This thesis has explored the stellar surfaces of a sample of early-type stars, all
with angular sizes below one milliarcsecond. Using a combination of new optical
long-baseline interferometry data together with flux-calibrated low-resolution spec-
troscopy, broad-band photometry and Hipparcos parallaxes obtained from the lit-
erature, we have uniquely constrained the fundamental properties of fourteen stars
with effective temperatures higher than 6500 K.
Exploiting observations conducted with the PAVO instrument at the CHARA array,
the angular sizes of 10 stars (7 main-sequence or sub-giants, 2 giants and 1 super-
giant) with spectral types in the range B2-F6 were measured. For this sample, the
effects of stellar rotation are considered to be negligible and effective temperatures
and luminosities were obtained from SED fits to the bolometric fluxes. These results
allowed the computation of masses and ages through fitting of model isochrones to
the locations of the stars in the Hertzprung-Russell diagram. The color-temperature
diagrams for the five main-sequence stars with effective temperatures below 10000 K
have been used to confront previously published (B−V )-temperature and (V −K)-
temperature relations, with the former exhibiting good agreement while some dis-
crepancies were noted with the latter.
For decades, the role of rotation in standard stellar models, founded upon simpli-
fying assumptions (to make computation tractable) has been generally assumed to
be negligible. However, high angular resolution studies (Monnier et al. 2007; Zhao
et al. 2009; Che et al. 2011) have shown the fingerprint of rotation in distorted pho-
tospheres, and began to reveal deficiencies in the standard Roche-von Zeipel gravity
darkening model. This relatively simple one-dimensional model (assuming a point
mass plus rigid rotation) incorporates rotation rate and gravity darkening as inde-
pendent parameters, and in general predicts pole-to-equator temperature gradients
larger than observed. The recent development of two-dimensional stellar models
including a self-consistent description of rotation (incorporating differential rota-
tion) in stars with radiative envelopes (Espinosa Lara and Rieutord 2011, 2013) has
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enabled a complete description of fundamental stellar structure based on a small
set of model parameters (mass, age, composition, rotational properties). These
2-D models have been incorporated into a new code capable of generating a stel-
lar surface model that synthesizes all observables into a robust and self-consistent
framework. This research employed data from PAVO interferometric measurements,
Hipparcos parallaxes, photometry and spectroscopy in the ultraviolet, visible and
infrared, to obtain a set of fundamental parameters for four rapidly-rotating stars
(10 Cyg, 109 Vir, β Ser and γOph) providing an essentially complete physical de-
scription of the stars and their spatial orientation (see Figure 8.1). Luminosity and
effective temperature for the first time fully corrected for the effects of orientation,
together with rotation dependent evolutionary tracks (Georgy et al. 2013) enabled
new determinations of mass and age for the sample stars.
Although in its current state, the FRESCO code successfully carries out all the
tasks for which it was conceived, there are a number of improvements that could
significantly enhance the existing capabilities. The most important are:
• Modelling of broadened spectral line profiles using a grid of atmosphere models
at high spectral resolution, such as the BLUERED (Bertone et al. 2008) or
the UVBLUE (Rodr´ıguez-Merino et al. 2005) grids of high resolution Kurucz
models.
• The extension of the existing grid of ESTER models, replicating the existing
grid at different metallicities, or increasing the number of values sampled in
the Xc dimension. Future developments in the two-dimensional modelling of
stars, like the inclusion of external convective regions may allow the extension
of the grid to stars with lower masses and therefore later spectral types.
• Improving the speed of the code (allowing a more efficient use of the esti-
mator), for example by porting to a computer language that allows efficient
parallelization.
The improvements in observation and modelling presented here deliver the potential
for far larger samples of early-type stars to be studied. Analyses similar to the ones
presented in this thesis offer two main benefits. First, accurate determination of
fundamental stellar properties will test stellar structure models, providing a better
understanding of the physical processes ruling the behaviour of stars in the upper
main-sequence. To date, most stars with determinations of stellar properties be-
long to stars with spectral types F5 or later, characterized by the existence of a
convective envelope. Early-type stars present very small apparent sizes and their
radiation peaks in the visible part of the spectrum, while most modern optical in-
terferometers operate in the near-infrared which does not deliver sufficient angular
resolution for sub-milliarcsecond measurement. A result of this misfit between the
science and the technical capability is that until very recently, all interferometrically
determined properties of early-type stars came from the seminal observations with
the Narrabri Stellar Intensity Interferometer (now nearly fifty years ago). The new
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Figure 8.1: Synthetic intensity maps of 10 Cyg, 109 Vir, β Ser and γOph obtained with
the FRESCO code. Illustrating the significant advance in angular resolution delivered by
this work, these are overplotted (at the same spatial scale) on the apparent disk of Vega
(widely-circulated image of Vega from Peterson et al. 2006b).
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window opened by PAVO@CHARA observations presented in this thesis will be ex-
ploited by follow-on studies now underway that will enlarge the sample of stars with
radiative envelope characterized.
One further avenue of immense promise is the systematic study of a sample of
nearby (d < 100 pc) B- or A-type stars that has the potential to confront one of
the outstanding problems in stellar astronomy: accurate age determination in early-
type stars. Early-type stars define young OB associations (de Zeeuw et al. 1999),
and will soon become the linchpin of studies of co-eval stellar groups in the coming
age of GAIA and Galactic archaeology through chemical tagging. The discovery
of very young objects delivers compelling science when followed up with searches
for evidence of disks or exoplanets. The greatest problems with the use of early-
type stars for precise association age dating are the metallicity-age degeneracy and
the inclination-dependent stellar properties for rotating stars (Soderblom 2010).
Issues in age determination are amplified when we consider the characteristic short
lifetimes of these stars. We can circumvent these problems by focusing on stars
that formed nearby in the Galactic disk, at approximately solar metallicity (Chen
et al. 2003), and by measuring apparent angular size of rotating early-type stars in
2 dimensions. A pilot study on a sample of B- and A- stars in associations of known
age has been awarded observing time at the CHARA array to establish the validity
of the technique, and to calibrate any biases that may be present. This program is
perfectly suited to the capabilities of the PAVO@CHARA instrument, which is able
to resolve hot stars with angular sizes smaller than one milliarcsecond and as faint
as seventh visual magnitude.
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