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Introduction
Let G be a group, let H and K be two subgroups of G, and let π and γ be representations of
H and K, respectively. If G is finite, Mackey’s results assert that the intertwining number of the
two induced representations Upi and Uγ of G can be expressed as a sum of intertwining numbers
of the representations πx and γy of the subgroups Hx ∩Ky, x, y ∈ G. In the case of an infinite
group, if the subgroups are open and closed, a similar characterization is possible especially when
π and γ are one-dimensional. If the subgroups are closed, Mackey showed that the above criteria
for computing the intertwining number holds for the space of those operators which are in the
Hilbert-Schmidt class.
Among other developments that are important for us, the first is the work of Rieffel[37]
on Banach G-modules and their products. He proved, in particular, that
(V ⊗S W )
∗ ∼= HomS(V,W
∗),
where S is a set, V and W are two S-modules, ⊗S denotes the projective tensor product of
V and W and HomS(V,W
∗) is the space of intertwining operators of the Banach G-modules.
Applying this to Lp(G) spaces (1 ≤ p ≤ ∞) of complex-valued functions defined on a group
G, Rieffel obtained the result that, under certain conditions, the corresponding intertwining
operators (multipliers) form the dual space of the space of functions Aqp: a subset of an Lr space
(where r is related to p and q as described in Prop.3.18) consisting of those functions which can
be written as a sum of convolution of functions from Lp and Lq. This is the context in which we
shall set our study of intertwining operators, that is, regarding the space of such operators as
the dual of a tensor product space.
Herz [25] studied the predual of the space of intertwining operators of the regular repre-
sentations of G on Lp and Lq and was able to show, in particular, that the tensor product space
is an algebra of functions on G and, in some sense, a natural analogue of the space of absolutely
convergent Fourier Series. Our aim is to extend the Herz- Rieffel results from regular representa-
tions which may be seen as induced representation from the trivial subgroup to arbitrary induced
representations.
In order to complete this analysis we shall need to go beyond spaces of functions on G to
sections of Banach (semi-)bundles on G. The concept of a Banach bundle was developed by Fell
in 1977 and we shall use it as the appropriate device for the study of the tensor product spaces.
Unfortunately, in the most general case, our semi-bundle will fail to be a bundle in the complete
sense, but will be more akin to the objects studied by Dauns and Hofmann[5].
1
1 Preliminaries
1.1 λ-functions
We shall assume throughout that all the topological spaces under consideration are second count-
able.
Let G be a locally compact topological group. We denote the right-invariant Haar measure
on G by νG. e denotes the identity element of the group. For a subgroup H of G, the canonical
mapping from G to the set of right-cosets G/H is denoted by pH .
A real-valued function ρH defined on G which satisfies
ρH(hx) = (∆H(h)/∆G(h))ρH(x), (1)
where x ∈ G and h ∈ H, is called a ρ-function. The existence of a strictly positive continuous
ρ-function has been established in a number of places in the literature (see Mackey[31], Gaal[19]).
In particular, it is known that for every closed subgroup H in G there exists a function β on G
with
∫
H
β(hx)dνH(h) = 1 for all x ∈ G which gives rise to a ρ-function of the required nature.
The details of such a β function are given in the following Lemma.
Lemma 1.1 For every closed subgroup H of a locally compact group G, there exists a function
β on G with the following properties:
(a) if K is any compact set in G, then β coincides on the strip HK with a function in C+0 (G);
(b)
∫
H
β(hx)dνH(h) = 1 for all x ∈ G.
Proof: See Reiter[35], Chapter 8, section 1.9.
⋄
A function β on G satisfying the properties stated in Lemma 1.1 is called a Bruhat function
for H.
Given a Bruhat function β for a closed subgroupH, a ρ-function can be obtained by letting
ρH(x) =
∫
H
β(hx)∆G(h)∆H(h
−1)dνH(h).
Then ρH is continuous (cf. (a) and [35], Chapter 3, section 3.2, Remark) and strictly positive for
all x ∈ G.
For a given ρ-function ρ(sy)/ρ(s) is a Borel function of s and y which is constant on the
right H ×G cosets in G ×G. Since there is a natural homeomorphism from this coset space to
(G/H)×G, these ρ-functions give rise to a unique Borel function λρ on (G/H)×G such that
λρ(pH(s), y) =
ρ(sy)
ρ(s)
for all s and y in G. This function λρ has the following properties:
(a) for all x ∈ (G/H) and s, t ∈ G, λρ(x, st) = λρ(x.s, t)λρ(x, s);
(b) for all h ∈ H,λρ(pH(e), h) = ∆H(h)/∆G(h);
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(c) λρ(pH(e), t) is bounded on compact sets as a function of t.
(See, for example, Gaal[19], p.263, Lemma 10.) For a given measure µ on G/H and y ∈ G/H,
let µy denote the translated measure on G/H defined by µy(E) = µ([E]y). It is well known that
for a given arbitrary ρ-function on G there exists a quasi-invariant measure µ in the right coset
space G/H such that for all y ∈ G, the corresponding λ-function λρ has the property that λρ(·, y)
is a Radon-Nikodym derivative of the measure µy with respect to the measure µ. Any two have
the same null sets and hence are mutually absolutely continuous. A Borel set E in G/H is a null
set if and only if p−1H (E) has Haar measure zero. Let us write µ ≻ λ to mean that for all y ∈ G,
λ(·, y) is a Radon-Nikodym derivative of the measure µy with respect to µ. The relations µ ≻ λ
and λ = λρ between quasi-invariant measures, λ-functions and ρ-functions have the following
properties:
(i) Every λ-function is of the form λρ; λρ1 = λρ2 if and only if ρ1/ρ2 is a constant.
(ii) If µ1 ≻ λ and µ2 ≻ λ then µ1 is a constant multiple of µ2.
(iii) If µ ≻ λ1 and µ ≻ λ2 then for all t, λ1(·, t) = λ2(·, t) almost everywhere in G/H.
( See Mackey[31] for a detailed study on ρ-functions and related λ-functions).
The quasi-invariant measure on the homogeneous space G/H of a subgroup H of a group
G will be denoted by µH and the Radon-Nikodym derivative of the measure E 7→ µH([E]y) with
respect to the measure µH is denoted by λH(., y).
For simplicity of notation, λH(pH(x), y) will be written as λH(x, y), or by λ(x, y) if the
subgroup H is clearly understood.
The following result, which appears in several places in the literature, is of fundemental
importance for our purposes.
Corollary 1.2 For x ∈ G let
.
x= pH(x). If µ denotes the quasi-invariant measure corresponding
to the function ρ then∫
G
f(x)ρ(x)dνG(x) =
∫
G
H
∫
H
f(hx)dνH(h)dµ(
.
x), f ∈ C0(G).
Proof: See, for example, Gaal[19], p.263, Corollary to Theorem 9.
⋄
1.2 Banach Bundles
Here we recall definitions and a few results in terms of Banach bundles. (see [15], Chapter 2 and
[16] for further details.)
A bundle B over a Hausdorff space X is a pair (B, θ) such that B is a Hausdorff space
called the bundle space of B and θ : B 7→ X is a continuous open surjection called the bundle
projection of B. X is called the base space of B, and for x ∈ X, θ−1(x) = {ξ : θ(ξ) = x, ξ ∈ B} is
called the fibre over X and is denoted by Bx.
A bundle B = (B, θ) overX is a Banach semi-bundle overX if we can define a norm making
each fibre Bx into a Banach space satisfying the following conditions:
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(a) ξ 7→ ‖ξ‖ is upper semi-continuous on B to R.
(b) The operation + is continuous on the set {(ξ, η) ∈ B × B : θ(ξ) = θ(η)} to B.
(c) For each λ in C, the map ξ 7→ λ.ξ is continuous on B to B.
(d) If x ∈ X and {ξi} is a net of elements of B such that ‖ξi‖ → 0 and θ(ξi)→ x, then ξi → 0x,
where 0x denotes the zero element of the Banach space Bx.
A bundle B = (B, θ) over X is called a Banach bundle if it satisfies (b), (c) and (d) above
together with the condition that
(a˜) ξ 7→ ‖ξ‖ is continuous on B to R.
Given a Banach space A and a Hausdorff space X, it is easy to construct a Banach bundle
by letting B = A×X and θ(ξ, x) = x. Then (B, θ) is a bundle over X and if we equip each fibre
A × {x} with the Banach space structure making ξ 7→ (ξ, x) an isometric isomorphism, then it
becomes a Banach bundle. The Banach bundle (B, θ) so constructed is called a trivial Banach
bundle.
Let X and Y be any two Hausdorff spaces and φ : Y 7→ X be a continuous map. Suppose
B = (B, θ) is a Banach (semi-)bundle over X. Let B# be the topological subspace {(y, ξ) : y ∈
Y, ξ ∈ B, φ(y) = θ(ξ)} of Y × B; and define θ# : B# 7→ Y by θ#(y, ξ) = y. Then θ# is a
continuous open surjection since θ is open. Hence (B#, θ#) is a bundle over Y. For y ∈ Y, we
make B#y = θ
#−1(y) into a Banach space in such a way that the bijection ξ 7→ (y, ξ) of Bφ(y) onto
B#y becomes a linear isometry. Then (B
#, θ#), denoted by B#, becomes a Banach (semi-)bundle
which is called the Banach (semi-)bundle retraction of B by φ.
Let i# : B# 7→ B be the surjection given by i#(y, ξ) = ξ. Then, we have the following
diagram:
B#
i#
7−→ B
θ# ↓ ↓ θ
Y
φ
7→ X
Since θ(i#(y, ξ)) = θ(ξ) = φ(y) = φ(θ#(y, ξ)), we have θi# = φθ#, and the diagram commutes.
Suppose B = (B, θ) and D = (D, ϑ) are Banach (semi-)bundles over the same base space
X. Let u : B 7→ D be a map for which the diagram
B
u
7−→ D
θ ցւ ϑ
X
commutes, so that θ(ξ) = ϑ(u(ξ)) for ξ ∈ B. Let Y be another Hausdorff space and φ : Y 7→ X
be a continuous map. Let B# and D# be the retractions of B and D by φ respectively . Define
the map j#(u) : B# 7→D# by
j#(u)(y, ξ) = (y, u(ξ)).
Then
ϑ#(j#(u)((y, ξ))) = ϑ#((y, u(ξ)) = y = θ#(y, ξ),
for (y, ξ) ∈ B#, so that the diagram;
B#
j#(u)
7−→ D#
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θ# ց ւ ϑ#
Y
commutes.
Suppose u : B 7→ D is a continuous and open map. It is clear that the map j#(u) is the
restriction of the map (j, u) : Y × B 7→ Y × D, where j is the identity map from Y to itself
and (j, u)(y, ξ) = (y, u(ξ)). Clearly, (j, u) is a continuous, open map. Let U˜ ⊂ B# be an open
set. Then there exists an open set U ⊆ Y × B such that U˜ = U ∩ B#. Let j#(u)U˜ = V˜ and
(j, u)(U) = V. Now V is an open set in Y × D and V˜ ⊆ V ∩ D#. Note that if (y, ξ) 6∈ B#, then
φ(y) 6= θ(ξ), and therefore ϑ(u(ξ)) = θ(ξ) 6= φ(y), which implies that (y, u(ξ)) 6∈ D#. Therefore, if
x ∈ V ∩D# is the image of z ∈ U, then z cannot be outside of B#. This implies that V˜ = V ∩D#,
which shows that V˜ is an open set in D#. Hence j#(u) is an open map.
Now we turn to the construction of a particular type of Banach
(semi-)bundle. Let the Banach (semi-)bundle B = (B, θ) over X with B = H × X be such
that H is a Banach space, X is a Hausdorff space and θ(ξ, x) = x. Suppose that there is an
equivalence relation R given on X. Let r be the canonical mapping from X to X/R. For x ∈ X,
let r(x) ∈ X/R be the equivalence class to which x belongs. Define BR = (BR, θR) over X/R
by letting BR = H × X/R and θR(ξ, r(x)) = r(x). Clearly, both bundles B and BR are trivial
bundles with constant fibre H.
Proposition 1.3 The Banach bundle retraction
BR
#
= (BR
#
, θR
#
)
of BR by r is topologically equivalent to B = (B, θ).
Proof: The two Banach bundles BR
#
and B have the same base space X.
BR
#
= {(x′, (ξ, r(x))) : θ(ξ, r(x)) = r(x′), x′, x ∈ X, ξ ∈ H}
= {(x′, (ξ, r(x))) : x′ ∈ r(x), x′, x ∈ X, ξ ∈ H},
and for x ∈ X, Bx = {(ξ, x) : ξ ∈ H}, while BRx
#
= {(x, (ξ, r(x))) : ξ ∈ H}. Clearly, the mapping
(ξ, x) 7→ (x, (ξ, r(x))) is a homeomorphism.
⋄
A cross-section of B is a function f : X 7→ B such that f(x) ∈ Bx for each x ∈ X. The
linear space of all continuous cross-sections of B is denoted by C(B) and the subspace of C(B)
consisting of those cross-sections which vanish outside some compact set is denoted by C0(B).
The set of all bounded cross-sections is denoted by B(B).
We say that B has enough continuous cross-sections if for every ξ ∈ B there exists a
continuous cross-section f : X 7→ B for which f(θ(ξ)) = ξ.
An unpublished result by A.Douady and L.dal Soglio-He´rault about the existence of
enough continuous cross-sections states that if X is either paracompact or locally compact, then
every Banach bundle over X has enough continuous cross-sections (see Fell[15], p.324).
Let 1 ≤ p < ∞. A cross-section of B is said to be pth-power summable if it is locally
µ-measurable and
‖f‖p =
(∫
X
‖f(x)‖pdµ(x)
)1/p
<∞.
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The space of all pth-power summable cross-sections is denoted by Lp(B;µ).
Lp(B;µ) is a Banach space under the norm ‖ ‖p defined above.
The space L∞(B;µ) is defined to be the space of all µ-essentially bounded cross-sections
of B.
L∞(B;µ) is a Banach space under the norm ‖f‖∞ = µ-ess supx∈X ‖f(x)‖.
Let Y be another locally compact Hausdorff space with a regular Borel measure ν. Let
κ : X × Y 7→ X be the surjection (x, y) 7→ x. Then the Banach
(semi-)bundle retraction E = (E , ρ) by κ is a bundle over X × Y whose bundle space E can be
identified with B × Y. The bundle projection is given by ρ : (ξ, y) → (θ(ξ), y). For each x ∈ X,
E{x}×Y is the trivial bundle with constant fibre Bx. Therefore, for a given h ∈ C0(E) and for each
x in X, the Bochner integral
∫
Y
h(x, y)dν(y) exists and will belong to Bx.
The following result has been proved by Fell[?] for Banach bundles. The proof is similar
in the context of Banach semi-bundles.
Lemma 1.4 For each h ∈ C0(E) the map ℓ(x) =
∫
Y
h(x, y)dν(y) is a continuous cross-section
of the Banach semi-bundle B.
1.3 The p-induced representations of locally compact groups and Lp(pi)
spaces
Let G be a locally compact group and let H be a closed subgroup of G. Suppose that π is
a representation of H on a Banach space H(π). Let µ be any quasi-invariant measure, in the
homogeneous space X = G/H of right cosets, which belongs to a continuous ρ-function. For
1 ≤ p <∞, let us denote by Lp(π, µ) the set of all functions f from G to a Banach Space H(π)
such that
(1) 〈f(x), v〉 is a Borel function of x for all v ∈ H(π)∗;
(2) f satisfies the covariance condition f(hx) = πhf(x) for all h ∈ H and x ∈ G; and
(3) ‖f‖p =
(∫
G
H
‖f(x)‖pdµ(z)
) 1
p
<∞.
Note that the integrand in the above integral is constant on each right coset Hx and hence
defines a function onX . When functions equal almost everywhere are identified, Lp(π, µ) becomes
a Banach space under the norm defined by (3)(for which we use the same symbol Lp(π, µ) ).
For each x, y ∈ G and f ∈ Lp(π, µ), let us define a mapping µUpiy on Lp(π, µ) by
(µUpiy f)(x) := λ(x, y)
1
p f(xy), (2)
where λ(·, y) is the Radon-Nikodym derivative of the measure µy with respect to the measure
µ. Then, it can be easily seen that µUpi is a representation of the group G on the Banach space
Lp(π, µ). Also, given two quasi-invariant measures µ and µ
′
on X, there exists an isometry W
from Lp(π, µ) onto Lp(π, µ
′
) such that W (µUpiy ) = (
µ
′
Upiy )W for all y ∈ G. In other words, the
two representations µUpiy and
µ
′
Upiy are equivalent. (cf. Mackey[31] ).
The equivalence class of µUpi (denoted by Upi) is called the representation of G induced by
the representation π of H .The corresponding Banach space of (equivalence classes) of functions
is denoted by Lp(π). (The most appropriate notation for the p-induced representation (induced
by π) would be Upip ; but for simplicity of notation we use U
pi unless the former is necessary to
avoid confusion.)
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Let π and γ be representations of the locally compact group G. A bounded linear operator
T from H(π) to H(γ) is called an intertwining operator for π and γ if π(x)T = Tγ(x) for all
x ∈ G. The vector space of all intertwining operators is denoted by IntG(π, γ) and the dimension
(possibly infinite ) of this space, called the intertwining number, is denoted by ∂(π, γ).
Let (Ω,Σ, µ) be a measure space. A Banach space X is said to have the Radon-Nikodym
property with respect to (Ω,Σ, µ) if for each µ-continuous vector measure F : Σ→ X of bounded
variation there exists g ∈ L1(X,µ) such that F (E) =
∫
E
gdµ for all E ∈ Σ. A Banach space X
has the Radon-Nikodym property if X has the Radon-Nikodym property with respect to every
finite measure space (see Gretsky and Uhl[21], Chapter III).
Let (Ω,Σ, µ) be a σ-finite measure space, 1 ≤ p <∞, and let X be a Banach space. It is
well known that Lp(Ω, X, µ)
∗ = Lp′(Ω, X
∗, µ), where 1/p+ 1/p′ = 1, if and only if X∗ has the
Radon-Nikodym property with respect to µ. Also, if (Ω,Σ, µ) is a nonatomic finite measure space,
then it can be seen that Lp(Ω, X, µ) has the Radon-Nikodym property if and only if 1 < p <∞
and X has the Radon-Nikodym property.
Throughout our work, we assume that the Banach space H(π) of a representation π of a
subgroup H of a group G stays within the class of spaces satisfying the Radon-Nikodym property.
Let π be a representation of a group G on a Banach space H(π). We define the map
π∗ : G 7→ U
(
(H(π))∗
)
by letting π∗(x) = (π(x−1))∗. It can be easily seen that that π∗ is a
representation of G on the Banach space H(π∗) = (H(π))∗, when H(π) is reflexive. Assume
now that the Banach space H(π) is reflexive. Let us consider the Banach space Lp′(π∗) and the
induced representation Upi
∗
p′ of G. The dual pairing between Lp(π) and Lp′(π
∗) is given by
〈f, g〉 =
∫
G
H
〈f(x), g(x)〉dµ(x), for f ∈ Lp(π) and g ∈ Lp′(π
∗).
The above integral is well defined since, for any h ∈ H and x ∈ G,
〈f(hx), g(hx)〉 = 〈π(h)f(x), π∗(h)g(x)〉,
= 〈π(h)f(x), (π(h−1))∗g(x)〉,
= 〈f(x), g(x)〉.
Also, for any y ∈ G,
〈Upip (y)f, U
pi∗
p′ (y)g〉 =
∫
G
H
〈λ(x, y)
1
p f(xy), λ(x, y)
1
p′ g(xy)〉dµ(x)
=
∫
G
H
λ(x, y)〈f(xy), g(xy)〉dµ(x)
= 〈f, g〉,
the last equality of which was obtained by changing variables x 7→ xy. This implies that
Upi
∗
p′ (y) = (U
pi
p (y
−1))∗ = (Upip )
∗(y), for all y ∈ G. (3)
Let 1 ≤ p <∞. Let us define a convolution g ∗ f for g ∈ Lp(π) and f ∈ L1(G), by
(g ∗ f)(x) :=
∫
G
(λH(x, y
−1))
1
p g(xy−1)f(y)dνG(y).
It is not difficult to prove that g ∗ f belongs to Lp(π), g ∗ (h ∗ f) = (g ∗ h) ∗ f for all g ∈ Lp(π)
and h, f ∈ L1(G) and that Lp(π) is an L1(G)-module.
Let HomG(Lp(π), Lq(γ)) denote the Banach space of all continuous G-module homomor-
phisms from Lp(π) to Lq(γ) (Rieffel[37]).
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Proposition 1.5
HomG(Lp(π), Lq(γ)) = IntG(U
pi
p , U
γ
q ). (4)
Proof: Let T be any bounded linear operator from Lp(π) to Lq(γ) and T
∗ be its adjoint operator.
For any g ∈ Lp(π), f ∈ L1(G) and k ∈ Lq′(γ∗),
〈T (g ∗ f), k〉 = 〈g ∗ f, T ∗k〉,
=
∫
G
H
〈
∫
G
(λ(x, y−1))
1
p g(xy−1)f(y)dνG(y), T
∗k(x)〉dµH(x),
=
∫
G
f(y)
∫
G
H
〈(Upip (y
−1)g)(x), T ∗k(x)〉dµH(x)dνG(y),
=
∫
G
f(y)〈Upip (y
−1)g, T ∗k〉dνG(y).
Hence,
〈T (g ∗ f), k〉 =
∫
G
f(y)〈TUpip (y
−1)g, k〉dνG(y). (5)
On the other hand,
〈T (g) ∗ f, k〉 =
∫
G
K
〈(T (g) ∗ f)(x), k(x)〉dµK (x),
=
∫
G
K
〈
∫
G
(λ(x, y−1))
1
q′ T (g)(xy−1)f(y), k(x)〉dµK(x)dνG(y),
=
∫
G
f(y)
∫
G
K
〈(Uγq (y
−1)Tg)(x), k(x)〉dµK (x)dνG(y).
Therefore,
〈T (g) ∗ f, k〉 =
∫
G
f(y)〈Uγq (y
−1)Tg, k〉dνG(y). (6)
If T ∈ HomG(Lp(π), Lq(γ)), we see, by (5) and (6), that
TUpip (y)g = U
γ
q (y)Tg, (7)
for almost all y ∈ G. By continuity, (7) is true for all y ∈ G. Hence
T ∈ IntG(Upip , U
γ
q ). Conversely, T ∈ IntG(U
pi
p , U
γ
q ) implies
T ∈ HomG(Lp(π), Lq(γ)), by (5) and (6). Hence, (4) follows.
⋄
2 Some important results on λ-functions
First, we intend to prove an integral formula which involves integration on coset spaces. Secondly,
the notion of disintegration of measures (which has been discussed in a number of places in the
literature (see, for example, Mackey[31], Halmos[23])) is dealt with. Here, we derive an identity
among λ-functions of a particular set of subgroups of a given group.
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Lemma 2.1 Let G be a locally compact group. Let H and K be subgroups of G with K ⊆ H.
Then there exist positive quasi-invariant measures µK on G/K, µH on G/H and µ˜ on H/K such
that, for F ∈ C0(G/K),
∫
G
K
F (z)dµK(z) =
∫
G
H
(∫
H
K
λK(y, t)
λH(y, t)
F (yt)dµ˜(y)
)
dµH(t), (8)
whenever the integrals exist.
Proof: As discussed in Corollary 1.2 (see also Reiter[35], p.158, Mackey[31]), there exists a
continuous, strictly positive function ρK on G and a positive measure µK on G/K such that∫
G
f(u)dνG(u) =
∫
G
K
(∫
K
1
ρK(sz)
f(sz)dνK(s)
)
dµK(z), (9)
for f ∈ C0(G).
Also, by the same reasoning, there exists a continuous, strictly positive function ρH on G
and a positive measure µH on G/H such that∫
G
f(u)dνG(u) =
∫
G
H
(∫
H
1
ρH(ht)
f(ht)dνH(h)
)
dµH(t).
Let ρ˜ = ρK/ρH . We see that
ρ˜(sx) = ρK(sx)/ρH(sx) = (∆K(s)/∆H(s))ρ˜(x),
for s ∈ K and x ∈ G. Thus ρ˜, restricted to H, is a ρ-function for the homogeneous space H/K.
If we let µ˜ be a quasi-invariant measure associated with this ρ-function, we have∫
G
f(u)dνG(u) =
∫
G
H
∫
H
K
(∫
K
ρH(sy)
ρK(sy)ρH(syt)
f(syt)dνK(s)
)
dµ˜(y)µH(t). (10)
By Reiter[35], p.165, for a given F ∈ C(G/K), there exists a function
f ∈ C(G) such that
F (z˙) =
∫
K
1
ρK(sz)
f(sz)dνK(s), (11)
where z˙ = pK(z). Comparing equations (9) and (10), and using (11), we see that∫
G
K
F (z)dµK(z) =
∫
G
H
∫
H
K
ρK(yt)ρH(y)
ρK(y)ρH(yt)
F (yt)dµ˜(y)µH(t)
=
∫
G
H
(∫
H
K
λK(y, t)
λH(y, t)
F (yt)dµ˜(y)
)
dµH(t),
for any F ∈ C0(G/K), and (8) is proved.
⋄
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Let µH be a given quasi-invariant measure on G/H with the corresponding λ-function λH .
Consider the homeomorphism φx : G/H
x 7→ G/H given by φx(u) = xu. Define a measure µHx
on G/Hx by µHx(E) = µH(φx(E)) whenever E is such that x.E is measurable. Clearly, µHx
is quasi-invariant if and only if µH is. The corresponding λ-function of µHx is denoted by λHx .
Then, it can be easily seen that, for x, t ∈ G and for almost all v ∈ G/H,
λHx (x
−1v, t) = λH(v, t). (12)
which states the relationship between λH and λHx .
Let ∆ = {(x, x) : x ∈ G} be the diagonal subgroup of G×G. Consider the right action of
∆ on the coset space (G×G)/(H ×K). The stabilizer of the coset (Hx,Ky) is (H×K)(x,y)∩∆
and the orbit is the double coset (H×K)(x, y)∆. Let Υ be the set of all double cosets (H×K) : ∆
of G×G; that is, the set of all orbits. For each (x, y) ∈ G×G, let k(x, y) denote the (H×K) : ∆
double coset to which (x, y) belongs. If ν0 is any finite measure in G×G with the same null sets as
Haar measure we define a measure µ(H,K) on Υ by µ(H,K)(F ) = ν0(k
−1(F )) whenever F is such
that k−1(F ) is measurable. Using Mackey’s terminology, we call such a measure an admissible
measure in Υ. We obtain the following result as a consequence of Lemma 11.1, Mackey[31].
Lemma 2.2 Suppose that H and K are regularly related(see Mackey[31]). Let ∆ be the diagonal
subgroup of G×G and Υ denote the set of all (H×K) : ∆ double cosets in G×G. Then for each
double coset D(x, y) = H×K(x, y)∆ there exists a quasi-invariant measure µx,y on G/(Hx∩Ky),
x, y ∈ G, and λHx∩Ky with µx,y ≻ λHx∩Ky such that
λH(xts
−1, s)λK(yts
−1, s)λHx∩Ky (t, s
−1) = 1, (13)
for all s, t ∈ G, and for almost all (x, y) ∈ (G×G)/(H ×K). Moreover, λHx∩Ky (t, s) is defined
everywhere and continuous on (G/(Hx ∩Ky))×G.
Proof: Choose two quasi-invariant measures µH and µK on G/H and G/K respectively, which
correspond to two continuous ρ-functions. Define a measure µH×K in (G×G)/(H ×K) by
µH×K = µH × µK (see, for example, Halmos[24], p.144). Obviously, µH×K is quasi-invariant to
the action of ∆. Let ν0 be the measure in (G×G) defined by ν0(p
−1
H×K(F )) = µH×K(F ). Let
µH,K be an admissible measure in Υ corresponding to ν0.
Let f be a function defined on (G/H)× (G/K). Suppose∫
G
H
∫
G
K
f(x, y)dµH(x)dµK(y) is integrable. Changing the variables x 7→ xs and y 7→ ys, we get∫
G
H
∫
G
K
f(x, y)dµH(x)dµK(y)
=
∫
G
H
∫
G
K
λH(x, s)λK(y, s)f(xs, ys)dµH(x)dµK(y)
=
∫
G×G
H×K
λH(x, s)λK(y, s)f(xs, ys)dµH×K(x, y).
For each (x, y) in (G×G)/(H ×K) let r(x, y) = k(p−1H×K(x, y)). If H and K are regularly
related then r defines a measurable equivalence relation(see Mackey[31]). Then, by Lemma 11.1,
Mackey[31], µH×K is an integral of measures µx,y, where D(x, y) ∈ Υ, with respect to the
measure µH,K in Υ. By Lemma 11.5, Mackey[31], each µx,y is a quasi-invariant measure on the
orbit r−1(D(x, y)). Using this disintegration, we have∫
G×G
H×K
λH(x, s)λK (y, s)f(xs, ys)dµH×K(x, y)
=
∫
D∈Υ
∫
t∈ ∆
(H×K)(x,y)∩∆
λH(xt, s)λK(yt, s)f(xts, yts)dµx,y(t)dµH,K(D),
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where (x, y) is the coset representative of the cosetD(x, y). Identifying the space ∆/((H ×K)(x,y) ∩∆)
with G/(Hx ∩Ky) we can regard µx,y as a measure on G/(Hx ∩Ky). Then we have∫
G×G
H×K
λH(x, s)λK(y, s)f(xs, ys)dµH×K(x, y)
=
∫
D∈Υ
∫
t∈ G
Hx∩Ky
λH(xt, s)λK(yt, s)f(xts, yts)dµx,y(t)dµH,K(D),
Changing variables t 7→ ts−1, in the integral on the right-hand side, we get∫
G×G
H×K
λH(x, s)λK(y, s)f(xs, ys)dµH×K(x, y)
=
∫
D∈Υ
∫
t∈ G
Hx∩Ky
λH(xts
−1, s)λK(yts
−1, s)f(xt, yt)
λHx∩Ky (t, s
−1)dµx,y(t)dµH,K(D). (14)
On the other hand, if we start with
∫ ∫
G×G
H×K
f(x, y)dµH×K(x, y) and use Lemma Lemma 11.1,
Mackey[31], we have∫ ∫
G×G
H×K
f(x, y)dµH×K(x, y)
=
∫
D∈Υ
∫
t∈ ∆
(H×K)(x,y)∩∆
f(xt, yt)dµx,y(t)dµ(H,K)(D),
=
∫
D∈Υ
∫
t∈ G
Hx∩Ky
f(xt, yt)dµx,y(t)dµ(H,K)(D). (15)
Hence from (14) and (15) we have
λH(xts
−1, s)λK(yts
−1, s)λHx∩Ky (t, s
−1) = 1,
for all s ∈ G, for almost all t ∈ G/(Hx ∩Ky) and for almost all
(x, y) ∈ (G×G)/(H ×K). For each such (x0, y0) ∈ (G×G)/(H ×K),
λH(x0ts
−1, s)λK(y0ts
−1, s)λHx0∩Ky0 (t, s
−1) = 1. (16)
By continuity of λH and λK , we see that (16) is true for all t ∈ G/(Hx0 ∩Ky0). Furthermore,
(16) implies that λHx∩Ky(t, s) is defined everywhere and continuous on (G/(H
x ∩Ky)) × G,
which proves the Lemma.
⋄
The following result is a consequence of Lemma 2.2.
Corollary 2.3 Let (x, y) ∈ G×G such that the identity (13) holds. Then for s ∈ Hx ∩Ky ,
∆H(h)∆K(k)
∆G(s)∆Hx∩Ky (s)
= 1, (17)
where h = xsx−1 and k = ysy−1.
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Proof: Let t = s in the identity (13). Then we have
λH(x, s)λK (y, s)λHx∩Ky (s, s
−1) = 1. (18)
By property (a) of λ-functions given in Section 1.1, page 3, this simplifies to
λH(x, s)λK(y, s) = λHx∩Ky (e, s). (19)
Consider s ∈ Hx ∩Ky. Then s = x−1hx = y−1ky for some h ∈ H and k ∈ K. For such an s, we
have by properties (a) and (b) of λ-functions, page 3,
λH(x, s) = λH(x, x
−1hx) =
∆H(h)
∆G(h)
, (20)
Similarly,
λK(y, s) =
∆K(k)
∆G(k)
, and λHx∩Ky (e, s) =
∆Hx∩Ky(s)
∆G(s)
. (21)
Using (19),(20) and (21), we obtain
∆H(h)
∆G(h)
∆K(k)
∆G(k)
=
∆Hx∩Ky (s)
∆G(s)
. (22)
But ∆G(h) = ∆G(x
−1hx) = ∆G(s) = ∆G(y
−1ky) = ∆G(k), hence (22) simplifies to
∆H(h)∆K(k)
∆G(s)∆Hx∩Ky (s)
= 1, (23)
as required.
3 Projective tensor products and Aqp spaces
3.1 Construction of the convolution formula
Let G be a second countable locally compact group, with closed subgroups H and K. Thus, the
corresponding homogeneous spaces are Hausdorff and second countable, which in turn implies
that any Borel measure on such spaces is regular. In addition, we will assume that H and K
are regularly related ([32]). µH and µK will denote fixed quasi-invariant measures on G/H and
G/K, respectively. We choose a family of quasi-invariant measures {µx,y : x ∈ G/H, y ∈ G/K},
where µx,y is a measure on G/(H
x ∩ Ky), in such a manner that for a function f defined and
integrable on (G/H)× (G/K), we have∫
G/H
∫
G/K
f(x, y)dµH(x)dµK(y) =
∫
D(x,y)∈Υ
∫
t∈ G
Hx∩Ky
f(xt, yt)dµx,y(t)dµH,K(D),
by disintegration of measures discussed in Lemma 2.2. For a given µx,y, ρHx∩Ky and λHx∩Ky
will denote the corresponding ρ-function and the λ-function respectively. For any x ∈ G, the
quasi-invariant measure µHx on G/H
x will always considered to be µHx = µH ◦ φx, where φx :
G/Hx 7→ G/H is the homeomorphism given by φx(u) = xu. By ρHx we mean the corresponding
ρ-function of the above µHx .
π and γ will denote representations of H and K on Banach spaces H(π) and H(γ), re-
spectively.
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Let Lp(π) ⊗σ Lq′(γ∗) denote the projective tensor product ([22]) of Lp(π) and Lq′(γ∗)
as Banach spaces so that σ is the greatest cross-norm. Let L be the closed linear subspace of
Lp(π)⊗
σ Lq′(γ
∗) which is spanned by all the elements of the form
Upip (s)f ⊗ g − f ⊗ (U
γ
q )
∗(s)g, s ∈ G, f ∈ Lp(π), g ∈ Lq′ .
The quotient Banach space (Lp(π) ⊗σ Lq′(γ∗))/L is called the G-module tensor product, and is
denoted by Lp(π)⊗
σ
G Lq′(γ
∗). Then we have a natural isometric isomorphism
IntG(U
pi
p , U
γ
q )
∼= (Lp(π) ⊗
σ
G Lq′(γ
∗))∗ (24)
(see [37], 2.12 and 2.13), and the ultraweak*-topology on IntG(U
pi
p , U
γ
q ) corresponds to the weak*-
topology on (Lp(π)⊗σG Lq′(γ
∗))∗ ([36], Theorem 1.4).
Recall that the space Aqp in the classical case consists of convolutions of complex-valued
functions of Lp(G) and Lq(G) (see, for example, Rieffel[?]). Our aim is to construct A
q
p spaces
using spaces of induced representations, Lp(π) and Lq′(γ
∗), which are spaces of vector-valued
functions. Therefore, our task is to construct a formula (Definition 4.7) for a convolution of
functions in Lp(π) and Lq′(γ
∗). The case where G/H and G/K are not compact is similar to
that in the classical case (see Ho¨rmander[?]) in the sense that the non-triviality of the tensor
product Lp(π) ⊗σG Lq′(γ
∗) depends on the value of 1/p+ 1/q′ as the following theorem states.
Theorem 3.1 Let 1/p+ 1/q′ < 1, 1 < p, q′ < ∞. Suppose that for any given compact set F in
G, there exists x ∈ G such that HFx ∩HF = ∅ and KFx ∩KF = ∅. Then
Lp(π) ⊗
σ
G Lq′(γ
∗) = {0}.
We do not know whether Theorem 5.1 is true in the absence of the condition that there
exists an element x ∈ G such that HFx ∩HF = ∅ and KFx ∩KF = ∅ for a given compact set
F in G.
Let us turn to the construction of the convolution formula. The following proposition
states a result that equips us with the necessary ground work.
Proposition 3.2 Let 1 ≤ p, q′ < ∞. For
∑∞
i=1 fi ⊗ gi in Lp(π) ⊗
σ Lq′(γ
∗) and for almost all
x ∈ G/H and y ∈ G/K,
∞∑
i=1
fi(x)⊗ gi(y) ∈ H(π)⊗
σ H(γ∗).
Our objective is to define a mapping on Lp(π) ⊗σ Lq′(γ∗) so that its image space is a
generalisation of the space of convolutions as in the classical case. Let us consider the integral∫
G
f(xt)⊗σ g(yt)dνG(t), (25)
where f ∈ Lp(π), g ∈ Lq′(γ∗) and (x, y) ∈ G×G. It is easy to see that the norm of the integrand
is constant on the subgroup Hx∩Ky of G; for, if t = x−1hx = y−1ky for some h ∈ H and k ∈ K,
then f(xt)⊗ g(yt) = π(h)f(x) ⊗ γ∗(k)g(y). This implies that the space over which we integrate
must reduce to G/(Hx ∩Ky), in order to avoid the integrand becoming too large. The integrand
is constant over a given coset of G/(Hx ∩Ky) if
f(xst)⊗ g(yst) = f(xt)⊗ g(yt),
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for all s ∈ Hx ∩Ky. But
f(xst)⊗ g(yst) = πx(s)f(xt) ⊗ γ∗y(s)g(yt).
This suggests that the integrand must have its value at (x, y) in the quotient space of H(π) ⊗σ
H(γ∗), in which we have the equality
πx(s)f(xt) ⊗ γ∗y(s)g(yt) = f(xt)⊗ g(yt).
This calls for the following definition.
Definition 3.3 For any x, y ∈ G, the subspace Hx,y of H(π)⊗σH(γ∗) is defined to be the closed
linear span of elements of the form
πx(b)ξ ⊗ η − ξ ⊗ (γy(b))∗η,
where b ∈ Hx ∩Ky, ξ ∈ H(π) and η ∈ H(γ∗). The quotient Banach space
H(π)⊗σ H(γ∗)/Hx,y is denoted by Ax,y.
Note that, using the notation in Rieffel[37], Ax,y can be written as
H(πx)⊗σHx∩Ky H(γ
∗y).
Proposition 3.4 The spaces {Hx,y : x, y ∈ G}, and hence the spaces
{Ax,y : x, y ∈ G}, satisfy the property that
Hxs,ys = Hx,y and Axs,ys = Ax,y, (26)
for any s ∈ G.
Proof: For s ∈ G, the space Hxs,ys is the closed linear span of elements of the form
πxs(b)ξ ⊗ η − ξ ⊗ (γys(b))∗η,
where b ∈ Hxs ∩Kys, ξ ∈ H(π) and η ∈ H(γ) with
πxs(b) = π(xsbs−1x−1) = πx(sbs−1).
Since b ∈ Hxs ∩Kys, there exist h ∈ H and k ∈ K such that
b = s−1x−1hxs = s−1y−1kys. Hence sbs−1 = x−1hx = y−1ky, showing that
sbs−1 ∈ Hx ∩Ky. Therefore,
πxs(b)ξ ⊗ η − ξ ⊗ (γys(b))∗η = πx(sbs−1)ξ ⊗ η − ξ ⊗ (γy(sbs−1))∗η,
with sbs−1 ∈ Hx ∩Ky, ξ ∈ H(π) and η ∈ H(γ). This implies that Hxs,ys ⊆ Hx,y, which in turn
gives us that Hx,y = Hxss−1,yss−1 ⊆ Hxs,ys, for all s ∈ G. Hence (28) follows.
⋄
For u⊗ v ∈ H(π)⊗σH(γ∗), we use the notation u⊗x,y v to denote the element of Ax,y to
which u⊗ v belongs. Then the integral (27) must be written in the form∫
G
Hx∩Ky
f(xt)⊗x,y g(yt)dµx,y(t), (27)
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for a suitably chosen quasi-invariant measure µx,y on the homogeneous space G/(H
x ∩Ky). For
each x, y ∈ G, the value of the integral belongs to the quotient Banach space Ax,y. The next
obvious step in this construction is to check whether the integral is finite and, to this end, we
see that a further modification of the integrand is necessary. Propositions (4.5) and (4.6) state
the conditions under which this modified integral is well defined and finite, respectively.
Note that if we define a function ρHx,y on G by ρHx,y := ρHx∩Ky/ρHx , we have
ρHx,y (sz) = ρHx∩Ky (sz)/ρHx(sz) = ∆Hx∩Ky(s)/∆Hx(s)ρHx,y (z),
for s ∈ Hx ∩Ky and z ∈ G. Thus ρHx,y , restricted to H
x, is a ρ-function for the homogeneous
space Hx/(Hx ∩Ky). We let µHx,y be a quasi-invariant measure associated with this ρ-function
and λHx,y be the corresponding λ-function. Similarly, we can define a ρ-function ρKx,y for the
homogeneous space Ky/(Hx ∩Ky) and the corresponding λ-function will be denoted by λKx,y .
Proposition 3.5 Let p, q andm be positive real numbers with 1 ≤ p, q′ <∞. Then, for
∑∞
i=1 fi⊗
gi ∈ Lp(π)⊗σ Lq′(γ∗) and x, y ∈ G,
t 7→
∞∑
i=1
1
λHx∩Ky (e, t)
1
m
λH(x, t)
1
p fi(xt)⊗x,yλK(y, t)
1
q′ gi(yt) (28)
is a mapping on the coset space G/(Hx ∩Ky) in each of the following cases:
(a) p = m and G/K having invariant measure (or q′ = m and G/H having invariant measure);
(b) G/K and G/H both having invariant measures;
(c) p = q′ = m;
(d) Hx/(Hx ∩Ky) and Ky/(Hx ∩Ky) having invariant measures.
Proof: First let us consider the expression
λH(x, t)
1
pλK(y, t)
1
q′
λHx∩Ky(e, t)
1
m
,
under the cases (a), (b) and (c).
Consider (a). Assuming p = m and using the identity (13), we have,(
λH(x, t)
λHx∩Ky (e, t)
) 1
p
= λK(y, t)
− 1
p .
If the measure on G/K is invariant, then λK(y, t) = 1; hence
λH(x, t)
1
pλK(y, t)
1
q′
λHx∩Ky(e, t)
1
p
= λK(y, t)
1
q′
− 1
p = 1.
A similar argument holds in the case where q′ = m and G/H possesses an invariant measure. In
the case of (b), λH(x, t) = λK(y, t) = 1, and then by identity (13), λHx∩Ky (e, t) = 1, giving
λH(x, t)
1
pλK(y, t)
1
q′
λHx∩Ky(e, t)
1
m
= 1.
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Clearly, under condition (c),
λH(x, t)
1
pλK(y, t)
1
q′
λHx∩Ky (e, t)
1
m
=
(
λH(x, t)λK(y, t)
λHx∩Ky (e, t)
) 1
p
= 1,
using the identity (13).
Therefore, under the conditions (a), (b) or (c), (30) can be simplified to
t 7→ Σ∞i=1fi(xt)⊗x,ygi(yt),
which is constant on each coset of Hx ∩Ky in G. Hence it is a mapping on the coset space
G/(Hx ∩Ky).
For the case (d), it only remains to show that
1
λHx∩Ky (e, st)
1
m
λH(x, st)
1
pλK(y, st)
1
q′ =
1
λHx∩Ky (e, t)
1
m
λH(x, t)
1
pλK(y, t)
1
q′ ,
for s ∈ Hx ∩Ky. Letting s = x−1hx = y−1ky, for h ∈ H and k ∈ K, we have
1
λHx∩Ky(e, st)
1
m
λH(x, st)
1
pλK(y, st)
1
q′
=
( ∆G(s)
∆Hx∩Ky(s)
) 1
m
(∆H(h)
∆G(h)
) 1
p
(∆K(k)
∆G(k)
) 1
q′ 1
λ(e, t)
1
m
λH(x, t)
1
pλK(y, t)
1
q′ . (29)
Since we assume that Hx/(Hx ∩Ky) has invariant measure, we have (see Reiter[35] p.159),
λHx,y (e, s) =
ρHx,y (s)
ρHx,y (e)
=
∆Hx∩Ky(s)
∆Hx(s)
= 1.
Now H and Hx are closed conjugate subgroups of G under an inner automorphism τ : G 7→ G
given by τ(y) = x−1yx. Since τ is a topological isomorphism of H onto Hx we have ∆H = ∆Hxτ.
This implies that ∆Hx(h
x) = ∆H(h). Hence we have
∆H(h)
∆Hx∩Ky (s)
=
∆K(k)
∆Hx∩Ky (s)
= 1, (30)
for s ∈ Hx ∩Ky with s = x−1hx = y−1ky. Considering the identity (17) and using the fact that
Hx/(Hx ∩Ky) and Ky/(Hx ∩Ky) possess invariant measures, we have( ∆G(s)
∆Hx∩Ky (s)
) 1
m
(∆H(h)
∆G(h)
) 1
p
(∆K(k)
∆G(k)
) 1
q′
=
( ∆G(s)
∆Hx∩Ky(s)
) 1
m
− 1
p
− 1
q′
= 1. (31)
Thus, (31) simplifies to
λH(x, st)
1
pλK(y, st)
1
q′
λHx∩Ky (e, st)
1
m
=
λH(x, t)
1
pλK(y, t)
1
q′
λHx∩Ky (e, t)
1
m
, (32)
for s ∈ Hx ∩Ky and therefore, (30) is a well defined mapping in case (d) as well, completing the
proof of the Proposition.
⋄
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Recall, from the discussion preceding Lemma 2.2, that Υ denotes the set of all double
cosets H ×K : ∆ of G×G. For x, y ∈ G, let
M
( q
′
q′−1
)
x,y =
∫
Hx
Hx∩Ky
λHx,y (e, α)dµHx,y (α) and N
( p
p−1 )
x,y =
∫
Ky
Hx∩Ky
λKx,y (e, ξ)dµKx,y (ξ).
Proposition 3.6 For
∑∞
i=1 fi ⊗ gi ∈ Lp(π) ⊗
σ Lq′(γ
∗) the integral∫
G
Hx∩Ky
∞∑
i=1
1
λHx∩Ky (e, t)
λH(x, t)
1
p fi(xt)⊗x,yλK(y, t)
1
q′ gi(yt)dµx,y(t) (33)
is finite for almost all D(x, y) ∈ Υ in each of the following cases:
(a) p = 1 and G/K having finite invariant measure (or q′ = 1 and G/H having finite invariant
measure);
(b) G/K and G/H both having finite invariant measures;
(c) p = q′ = 1;
(d) 1 < p, q′ < ∞ with 1/p+ 1/q′ ≥ 1 and, Hx/(Hx ∩Ky) and Ky/(Hx ∩Ky) being compact
for almost all x, y ∈ G with (x, y) 7→Mx,yNx,y being a bounded function from Υ to R.
Proof: First let us consider the cases (a), (b) and (c). Using the disintegration of measures in
the spaces involved (as discussed in the proof of Lemma 2.2 ), we get
∞∑
i=1
∫
D(x,y)∈Γ
∫
G
Hx∩Ky
‖fi(xt)‖‖gi(yt)‖dµD(t)dµH,K(D)
=
∞∑
i=1
∫
G
H
∫
G
K
‖fi(x)‖‖gi(y))‖dµH(x)dµK(y),
=
∞∑
i=1
‖fi‖1‖gi‖1.
Now in the case of (a), (b) or (c), we know that
∑∞
i=1 ‖fi‖1‖gi‖1 ≤
∑∞
i=1 ‖fi‖p‖gi‖q′ . Hence we
have the desired result since
∑∞
i=1 fi ⊗ gi ∈ Lp(π)⊗
σ
G Lq′(γ
∗).
Now let us consider the case (d). In the remainder of the proof, λHx∩Ky (·, ·) will be written
as λ(·, ·), for simplicity of notation. Using the identity (13) we see that
λH(x, t)
1
pλK(y, t)
1
q′
λ(e, t)
=
(
λK(y, t)
λ(e, t)
) 1
p′
(
λH(x, t)
λ(e, t)
) 1
q
. (34)
Let 1/p + 1/q′ − 1 = 1/r. Then 1/p′ = 1 − 1/p = 1/q′ − 1/r = 1/q′(1 − q′/r). Similarly,
1/q = 1/p(1− p/r). Therefore,
λH(x, t)
1
pλK(y, t)
1
q′
λ(e, t)
=
(
λK(y, t)
λ(e, t)
) 1
q′
(1− q
′
r
)(
λH(x, t)
λ(e, t)
) 1
p
(1− p
r
)
. (35)
Hence we have
Ii(x, y) =
∫
G
Hx∩Ky
λH(x, t)
1
pλK(y, t)
1
q′
λHx∩Ky (e, t)
‖fi(xt)‖‖gi(yt)‖dµx,y(t)
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=∫
G
Hx∩Ky
(‖fi(xt)‖
p‖gi(yt)‖
q′)
1
r
((
λH(x, t)
λ(e, t)
) 1
p
‖fi(xt)‖
)1− p
r
×
((
λK(y, t)
λ(e, t)
) 1
q′
‖gi(yt)‖
)1− q′
r
dµx,y(t). (36)
Using Corollary 12.5 of Hewitt and Ross[26], the above can be simplified to obtain
Ii(x, y) ≤
(∫
‖fi(xt)‖
p‖gi(yt)‖
q′dµx,y(t)
) 1
r
×
(∫
λH(x, t)
λ(e, t)
‖fi(xt)‖
pdµx,y(t)
) q′−1
q′
(∫
λK(y, t)
λ(e, t)
‖gi(yt)‖
q′dµx,y(t)
) p−1
p
. (37)
where the three integrals are over the coset spaceG/Hx ∩Ky. Let us consider
∫
G
Hx∩Ky
(
1
λ(e,t)λH(x, t) ‖
fi(xt) ‖p
)
dµ(x,y)(t). By Lemma 2.1, there exists a quasi-invariantmeasure µHx,y onH
x/(Hx ∩Ky)
such that∫
G
Hx∩Ky
(λH(x, t)
λ(e, t)
‖ fi(xt) ‖
p
)
dµ(x,y)(t)
=
∫
G
Hx
∫
Hx
Hx∩Ky
( λ(α, t)
λHx(α, t)
λH(x, αt)
λ(e, αt)
‖ fi(xαt) ‖
p
)
dµHx,y (α)dµHx (t).
For α = x−1hx with h ∈ H, we get
λ(α, t)
λHx (α, t)
λH(x, αt)
λ(e, αt)
=
λHx(e, α)
λ(e, α)
= λHx,y (e, α),
λHx,y being a λ-function for H
x/(Hx ∩Ky) corresponding to the measure µHx,y . Using the
assumption that Hx/(Hx ∩Ky) is compact and the fact that λHx,y (e, α) is bounded on compact
sets (see property (c) on λ-functions,page 2), we have∫
Hx
Hx∩Ky
λHx,y (e, α)dµHx,y (α) = M
( q
′
q′−1
)
x,y <∞.
Thus ∫
G
Hx∩Ky
(λH(x, t)
λ(e, t)
‖fi(xt)‖
p
)
dµ(x,y)(t)
≤ M
( q
′
q′−1
)
x,y
∫
G
Hx
‖fi(xt)‖
pdµHx (t)
= M
( q
′
q′−1
)
x,y
∫
G
H
‖fi(t)‖
pdµH(t) =M
( q
′
q′−1
)
x,y ‖fi‖
p
p. (38)
Similarly, if Ky/(Hx ∩Ky) is compact,∫
G
Hx∩Ky
(λK(y, t)
λ(e, t)
‖ gi(yt) ‖
q′
)
dµ(x,y)(t) ≤ N
( p
p−1 )
x,y ‖gi‖
q′
q′ . (39)
The inequalities (39), (40) and (41 ) imply that
Ii(x, y) ≤
(∫
G
Hx∩Ky
‖fi(xt)‖
p‖gi(yt)‖
q′dµx,y(t)
) 1
r
×
Mx,y‖f‖
p( q
′
−1
q′
)
Nx,y‖g‖
q′( p−1
p
). (40)
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Note that(∫
D(x,y)∈Υ
(∫
G
Hx∩Ky
∞∑
i=1
λH(x, t)
1
pλK(y, t)
1
q′
λHx∩Ky (e, t)
‖fi(xt)‖‖gi(yt))‖dµx,y(t)
)r
dµH,K(D)
) 1
r
=
(∫
Υ
( ∞∑
i=1
∫
G
Hx∩Ky
λH(x, t)
1
pλK(y, t)
1
q′
λHx∩Ky(e, t)
‖fi(xt)‖‖gi(yt))‖dµx,y(t)
)r
dµH,K(D)
) 1
r
=
(∫
D(x,y)∈Υ
( ∞∑
i=1
Ii(x, y)
)r
dµH,K(D)
) 1
r
.
Using generalised Minkowski’s inequality (see Dunford and Schwartz[10], p.529) we see that(∫
D∈Υ
( ∞∑
i=1
Ii(x, y)
)r
dµH,K(D)
) 1
r
≤
∞∑
i=1
(∫
D∈Υ
(
Ii(x, y)
)r
dµH,K(D)
) 1
r
(41)
Let ess supD(x,y){(Mx,yNx,y)
r} = Sr. Then, by (42) and (43) we have(∫
D(x,y)∈Υ
( ∞∑
i=1
Ii(x, y)
)r
dµH,K(D)
) 1
r
≤
∞∑
i=1
(
‖fi‖
rp( q
′
−1
q′
)
‖gi‖
rq′( p−1
p
) ×
∫
D(x,y)∈Υ
(Mx,yNx,y)
r
(∫
G
Hx∩Ky
‖fi(xt)‖
p‖gi(yt)‖
q′dµx,y(t)
)
dµH,K(D)
) 1
r
,
≤
∞∑
i=1
(
Sr‖fi‖
rp( q
′
−1
q′
)
p ‖gi‖
rq′( p−1
p
)
q′
∫
G
H
∫
G
K
‖fi(x)‖
p‖gi(y)‖
q′dµH(x)dµK (y)
) 1
r
(42)
=
∞∑
i=1
(
Sr‖fi‖
p+rp( q
′
−1
q′
)
p ‖gi‖
q′+rq′( p−1
p
)
q′
) 1
r
. (43)
where (44) is obtained using disintegration of measures (see proof of Lemma 2.2). Since p/r +
p(q′ − 1)/q′ = p(1/r + 1− 1/q′) = p(1/p) = 1, and similarly q′/r + q′(p− 1)/p = 1, we obtain(∫
D(x,y)∈Υ
( ∞∑
i=1
Ii(x, y)
)r
dµH,K(D)
) 1
r
≤ S
∞∑
i=1
‖fi‖p‖gi‖q′ . (44)
This proves the finiteness of the integral (35) for almost all D(x, y) ∈ Υ under condition (d)
together with 1/p+ 1/q′ > 1.
Now let us consider the case (d) together with 1/p+ 1/q′ = 1.
Using Ho¨lder’s inequality, we get∫
G
Hx∩Ky
∞∑
i=1
1
λ(e, t)
λH(x, t)
1
pλK(y, t)
1
p′ ‖fi(xt)‖‖gi(yt)‖dµx,y(t)
≤
∞∑
i=1
(∫
G
Hx∩Ky
(λH(x, t) 1p
λ(e, t)
1
p
‖ fi(xt) ‖
)p
dµx,y(t)
) 1
p
×
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(∫
G
Hx∩Ky
(λK(y, t) 1p′
λ(e, t)
1
p′
‖ gi(yt) ‖
)p′
dµx,y(t)
) 1
p′
,
=
∞∑
i=1
(∫
G
Hx∩Ky
(λH(x, t)
λ(e, t)
‖ fi(xt) ‖
p
)
dµ(x,y)(t)
) 1
p
×
(∫
G
Hx∩Ky
(λK(y, t)
λ(e, t)
‖ gi(yt) ‖
p′
)
dµ(x,y)(t)
) 1
p′
.
By (40) and (41) we have
∫
G
Hx∩Ky
∞∑
i=1
λH(x, t)
1
pλK(y, t)
1
p′
λ(e, t)
‖ fi(xt) ‖‖ gi(yt) ‖ dµ(x,y)(t)
≤ Mx,yNx,y
∞∑
i=1
‖fi‖p‖gi‖p′ .
Again, since
∑∞
i=1 fi ⊗ gi ∈ Lp(π) ⊗
σ
G Lq′(γ
∗), we see that
∑∞
i=1 ‖f‖p‖g‖q′ < ∞. Hence
the result follows.
⋄
In view of Propositions 4.5 and 4.6, we can formally define the convolution of functions in
Lp(π) and Lq′(γ
∗).
Definition 3.7 Let H and K be regularly related. For each x, y ∈ G let µx,y be a quasi-invariant
measure on the homogeneous space G/(Hx ∩Ky) so that the identity (9) holds. Let p, q be positive
real numbers. The map Ψ on Lp(π)⊗σLq′(γ∗) is defined by
(Ψ(Σ∞i=1fi ⊗ gi))(x, y) := (45)∫
G
Hx∩Ky
Σ∞i=1
1
λHx∩Ky (e, t)
λH(x, t)
1
p fi(xt)⊗x,yλK(y, t)
1
q′ gi(yt)dµ(x,y)(t)
whenever one of the following conditions holds:
(a) p = 1 and G/K has finite invariant measure (or q′ = 1 and G/H has finite invariant
measure);
(b) G/K and G/H both have finite invariant measures;
(c) p = q′ = 1;
(d) 1 < p, q′ < ∞ with 1/p + 1/q′ ≥ 1, Hx/(Hx ∩Ky) and Ky/(Hx ∩Ky) are compact and
possess invariant measures for almost all x, y ∈ G and the map (x, y) 7→ Mx,yNx,y is
bounded from Υ to R.
It is clear that for each (x, y) ∈ G × G, the value of (Ψ(Σ∞i=1fi ⊗ gi))(x, y) belongs to
the quotient space Ax,y. We investigate the properties of the image space of Ψ in the following
section.
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3.2 The space Aq
p
First we shall show that the image space of Ψ consists of mappings which are constant on the
right cosets (G×G)/∆ under the conditions (a), (b) and (c) of Definition 4.7.
Proposition 3.8 Let α be an element of the image space of Ψ. For any
h0 ∈ H, k0 ∈ K, x, y ∈ G and s ∈ G/(Hx ∩Ky)
α(h0xs, k0ys) = π(h0)⊗ γ
∗(k0)α(x, y)
under the conditions (a), (b) and (c) of Definition 4.7.
Proof: By Proposition 4.4 we have
Hxs,ys = Hx,y
for all x, y, s ∈ G.
Now any element ω ⊗x,y ̺ of Ax,y is of the form
ω ⊗x,y ̺ = Hx,y + ω ⊗ ̺
= 〈{πx(b)ξ ⊗ η − ξ ⊗ (γy(b))∗η, b ∈ Hx ∩Ky, ξ ∈ H(π), η ∈ H(γ)}〉+ ω ⊗ ̺.
If this element is translated by π(h0)⊗ γ∗(k0) from the left, we get
π(h0)⊗ γ∗(k0)(ω ⊗x,y ̺)
= 〈{π(h0)π
x(b)ξ ⊗ γ∗(k0)η − π(h0)ξ ⊗ γ
∗(k0)(γ
y(b))∗η; b ∈ Hx ∩Ky}〉+ π(h0)ω ⊗ γ
∗(k0)̺.
But
π(h0)π
x(b)ξ = πh0x(b)π(h0)ξ and γ
∗(k0)(γ
y(b))∗η = (γk0y(b))∗γ∗(k0)η,
hence
π(h0)⊗ γ
∗(k0)(ω ⊗x,y ̺)
= 〈{πh0x(b)π(h0)ξ ⊗ γ
∗(k0)η − π(h0)ξ ⊗ (γ
k0y(b))∗γ∗(k0)η; b ∈ H
h0x ∩Kk0y}〉
+π(h0)ω ⊗ γ
∗(k0)̺,
= Hh0x,k0y + π(h0)ω ⊗ γ
∗(k0)̺,
= π(h0)ω ⊗h0x,k0y γ
∗(k0)̺. (46)
Any α in the image space of Ψ can be expressed as Ψ(
∑∞
i=1 fi ⊗ gi). Without loss of
generality, we consider an element of the form Ψ(f ⊗ g); the argument is then valid for any
α by linearity. Consider the homeomorphism φs : G/(H
x ∩Ky) 7→ G/(Hx ∩Ky)s given by
φs(v) = s
−1v, and use the fact that µxs,ys = µx,y ◦ φs to get
(Ψ(f ⊗ g))(h0xs, k0ys)
=
∫
G
Hxs∩Kys
1
λ(Hx∩Ky)s(e, t)
λH(xs, t)
1
p f(xst)⊗xs,ysλK(ys, t)
1
q′ g(yst)dµ(xs,ys)(t)
=
∫
G
Hxs∩Kys
(
λHx∩Ky (e, s)
λHx∩Ky (e, st)
)(
λH(x, st)
λH(x, s)
)
1
p f(xst)⊗xs,ys
(
λK(y, st)
λK(y, s)
)
1
q′ g(yst)dµ(xs,ys)(t),
=
∫
G
Hx∩Ky
(
λHx∩Ky (e, s)
λHx∩Ky (e, t)
)(
λH(x, t)
λH(x, s)
)
1
p f(xt)⊗xs,ys(
λK(y, t)
λK(y, s)
)
1
q′ g(yt)dµ(x,y)(t),
=
λHx∩Ky (e, s)
λH(x, s)
1
pλK(y, s)
1
q′
(π(h0)⊗ γ
∗(k0))[Ψ(f ⊗ g)](x, y).
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Hence we see that
α(h0xs, k0ys) = π(h0)⊗ γ
∗(k0)α(x, y)
only if
λHx∩Ky (e, s)
λH(x, s)
1
pλK(y, s)
1
q′
= 1
for all s ∈ G/(Hx ∩Ky). It is clear that this last condition is true in the cases (a), (b) and (c)
given in Definition 4.7.
⋄
The structure of the image space of Ψ
The image space of Ψ is contained in a space of mappings acting on G × G, whose values at
(x, y) ∈ G×G belong to a collection of Banach spaces
{Ax,y : (x, y) ∈ G×G}. This suggests that the image space has the structure of the space of
cross-sections of a Banach bundle or a Banach semi-bundle where the bundle space is a union of
quotient spaces of a given Banach space.
Let
B0 = H(π)⊗
σ H(γ∗)×G×G,
B∆0 = H(π)⊗
σ H(γ∗)× (G×G)/∆,
B1 = ∪(x,y)∈G×G{Hx,y × {(x, y)}},
B∆1 = ∪(x,y)∈G×G{Hx,y × {(x, y)∆}},
B2 = ∪(x,y)∈G×G{Ax,y × {(x, y)}}, and
B∆2 = ∪(x,y)∈G×G{Ax,y × {(x, y)∆}}.
It is clear that B1 is a subspace of B0, and B∆1 is a subspace of B
∆
0 .
For (x, y) ∈ G×G, let r(x, y) ∈ (G×G)/∆ be the right coset to which (x, y) belongs. With
j denoting any one of {0, 1, 2}, let θj : Bj 7→ G×G be defined by θj(ζ, (x, y)) = (x, y), and let θ
∆
j :
B∆j 7→ (G×G)/∆ be defined by θ
∆
j (ζ, (x, y)∆) = (x, y)∆, where ζ belongs to the corresponding
Banach space. Let q : B0 7→ B2 be the quotient map given by q(h, x) = ({Hx + h}, x). Similarly,
the quotient map q∆ : B∆0 7→ B
∆
2 is given by q∆(h, r(x)) = ({Hx + h}, r(x)). B0 has the product
topology, and we topologize B∆2 so that the map p∆ is continuous and open.
Define Bj := (Bj , θj) and B
∆
j := (B
∆
j , θ
∆
j ), for j ∈ {0, 1, 2}.
The space (G×G)/∆ is Hausdorff since ∆ is a closed subgroup of G×G. It is can be easily
seen that Bj and B
∆
j , for j ∈ {0, 2}, are bundles over G × G and
G×G
∆ , respectively. Moreover,
B0 and B
∆
0 are trivial bundles with constant fiber
H(π)⊗σH(γ∗). Although B2 and B
∆
2 fail to be Banach bundles in general, we see that they possess
necessary properties to become Banach semi-bundles. For each z = ∆(x, y) ∈ (G × G)/∆, the
fibre of B∆2 over z is B
∆
2,z = {Ax,y × {z}}. We see that B
∆
2,z, is a Banach space with the norm
‖(η, z)‖B∆2,z defined by ‖(η, z)‖B∆2,z = ‖η‖ where ‖η‖ means the norm in Ax,y. The operations
+ and . in B∆2,z are defined, in an obvious manner, using + and . in Ax,y. We can define and
topologize the fibres B2,z in B2 and define the operations + and . in a similar manner.
Lemma 3.9 (η, z) 7→ ‖(η, z)‖B∆2,z is upper semi-continuous on B
∆
2 to R. A similar result holds
in the case of B2.
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Proof: Let {(ηi, zi) : i ∈ I} be a net of elements in B∆2 with (ηi, zi)→ (η, z). Then there exist a
sequence {(ϕi, ui)} and an element (ϕ, u) in B∆0 such that
q∆((ϕi, ui)) = (ηi, zi) for all i ∈ I , q∆((ϕ, u)) = (η, z) and (ϕi, ui) → (ϕ, u). Now since
‖(η, z)‖Bz = ‖η‖ = infh∈Hx,y‖ϕ + h‖, without loss of generality we can choose ϕ such that,
for a given ǫ > 0, we have
‖ϕ‖ < ‖η‖+ ǫ. (47)
Also,
‖ηi‖ ≤ ‖ϕi‖ (48)
for all i ∈ I. Since ‖ϕi‖ → ‖ϕ‖, then from (49) and (50) we have
‖ηi‖ ≤ ‖η‖+ ǫ,
for i sufficiently large.
The proof is similar in the case of B2.
⋄
Lemma 3.10 The operation + is continuous on B∆2,z × B
∆
2,z to B
∆
2,z, and for each λ in C, the
map b 7→ λb is continuous on B∆2 to B
∆
2 . A similar results hold in B2.
Proof: Since the topology induced from B∆2 on its fibres is just the Banach space topology, the
operations + and . are continuous.
Similarly for B2.
⋄
Lemma 3.11 If z ∈ (G×G)/∆ and {bi : i ∈ I}, is any net of elements in B∆2 such that ‖bi‖ → 0
and θ∆2 (bi)→ z, then bi → 0z where 0z is the zero element in B
∆
2,z. A similar result holds in B2.
Proof: Any element bi ∈ B
∆
2 is of the form bi = (ωi +Hxi,yi , (xi, yi)∆) where xi, yi ∈ G. Since
‖bi‖ = inf{‖ωi + h‖ : h ∈ Hxi,yi}, with ωi ∈ H, there exists an hi ∈ Hxi,yi such that
‖ωi + hi‖ < ‖bi‖+ 1/2
i
for all i ∈ I. This implies that the net of elements ωi + hi in H(π) ⊗σ H(γ∗) has the property
that ωi + hi → 0, 0 being the zero element in H(π) ⊗
σ H(γ∗). If θ∆2 (bi) = (xi, yi)∆ → z, this
means that bi → 0z.
⋄
Lemma 3.12 B∆2 and B2 are Banach semi-bundles over (G×G)/∆ and (G×G) respectively.
Proof: The result follows from Lemmas 4.9, 4.10 and 4.11.
⋄
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Proposition 3.13 The Banach semi-bundle retraction
B∆2
#
= (B∆2
#
, θ∆2
#
)
of B∆2 by r is topologically equivalent to B2.
Proof: Consider the diagram
B∆0
# q
#
∆7→ B∆2
#
ı ↑ ↑ 
B0
q
7→ B2 B
∆
0
q∆
7→ B∆2
θ0 ցւ θ2 θ
∆
0 ցւ θ
∆
2
G×G
r
−→ (G×G)/∆
where q#∆ = j
#(q∆) (see Sec.1.2, p.4) and  is defined so that q
#
∆ ◦ ı =  ◦ q, ı being the
homeomorphism stated in Proposition 1.3. It is clear that q#∆ is the quotient map. Hence,
(also by the discussion on pages 4 and 5,) q#∆ is continuous and open. Obviously,  defines a
bijection from B2 onto B∆2
#
. We need to show that  and its inverse are continuous. Now q∆
is open by the definition of the topology of B∆2 and the right hand side of the above diagram
commutes. Since the maps ı, q#∆ and q are continuous and open it is clear that  is continuous
and open, as required.
⋄
Proposition 3.14 Let f : G × G 7→ B2 be a continuous cross-section which is constant on
equivalence classes. Then the function g defined by g(p(x, y)) = i#(f(x, y)), where (x, y) ∈ G×G,
is a continuous cross-section from (G×G)/∆ to B∆2 .
Proof:By Proposition 4.13, a continuous cross-section f of B2 can be regarded as a cross-section
of B∆2
#
. Define g′ : (G×G) 7→ B∆2 so that
g′(x, y) = i#(f(x, y)) for all (x, y) ∈ G×G.
(See the diagram below.)
B2 = B
∆
2
# i#
7−→ B∆2
f տ ր g′
X
Consider the function g : (G×G)/∆ 7→ B∆2 which factors through the diagram
B∆2
g′ ր ↑ g
G×G
r
7−→ (G×G)/∆
It is clear that g is well defined since f is constant on the equivalence classes. Also, g(p(x, y)) =
g′(x, y) for any (x, y) ∈ G×G and we see that g(z) ∈ B∆2,z for any z ∈ (G×G)/∆. Hence g is a
cross-section of B∆2 . Moreover, it is continuous since p is open.
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⋄Lemma 3.15 Consider the conditions (a), (b), (c) and (d) of Definition 4.7. For
∑∞
i=1 fi⊗gi ∈
Lp(π) ⊗ Lq′(γ), the element Ψ(
∑∞
i=1 fi ⊗ gi) is a cross-section of B
∆
2 , if the integral (47) is
constructed under one of the conditions (a), (b) or (c). It is a cross-section of B2 if it is
constructed under the condition (d).
Proof: This is an immediate consequence of Proposition 4.8.
⋄
Definition 3.16 The space Aqp is defined to be the range of Ψ with the quotient norm.
In other words, Aqp is contained in the space of cross-sections of the Banach semi-bundle
B∆2 in the cases (a), (b) and (c) of Definition 4.7. In the case (d), it is contained in the space of
cross-sections of the Banach semi-bundle B2.
By a continuous family of functions we mean a family of functions {βx : x ∈ G} such that
(x, t) 7→ βx(t) is a continuous map from G×G to R.
Proposition 3.17 Suppose that the spaces G/H,G/K and the numbers p, q satisfy one of the
conditions (a), (b), (c) or (d) as described in Definition 4.7. Suppose further that there exists
a continuous family {βx,y : (x, y) ∈ G × G} of functions where βx,y is a Bruhat function for
Hx ∩Ky. Let f and g be functions with compact support from Lp(π) and Lq′(γ
∗) respectively.
Then,
(x, y) 7→
∫
G
Hx∩Ky
1
λHx∩Ky(e, t)
λH(x, t)
1
p f(xt)⊗x,y λK(x, t)
1
q′ g(yt)dµ(x, y)(t)
(49)
is a continuous cross-section of the corresponding Banach semi-bundle.
Proof: It can be easily seen that for any x ∈ G and f ∈ Lp(π), the function xf defined by
xf(t) = f(xt) is a function in Lp(π
x). Similarly, a function g ∈ Lq′(γ∗) gives rise to a function
yg in Lq′(γ
∗).
Now suppose f and g are continuous with compact support. Then there exist compact
sets G1 and G2 of G such that H
xG1 and K
yG2 are the supports of xf and yg respectively.
Suppose that the integral in (51) is constructed under one of the conditions (a), (b), (c) or (d)
of Definition 4.7. Consider the map
(x, y, t) 7→ βx,y(t)λH(x, t)
1
p f(xt)⊗ λK(y, t)
1
q′ g(yt)
from (G × G × G) to B0. This is a cross-section of the Banach bundle retraction of B0 by
p : G × G × G 7→ G × G. It is a continuous cross-section since, under the assumptions, {βx,y :
(x, y) ∈ G×G} is a continuous family of Bruhat functions. Therefore, we can form the integral
Γ˜(x, y) :=
∫
G
βx,y(t)λH(x, t)
1
p f(xt)⊗ λK(y, t)
1
q′ g(yt)dνG(t)
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and by Lemma 1.4, we see that Γ˜ is a continuous cross-section of B0.
Considering the diagram
B0
q
7→ B2
Γ˜ ↑ ր Γ,
G×G
where q(ξ, x) = ({Hx + ξ}, x), we find that
Γ(x, y) :=
∫
G
βx,y(t)λH(x, t)
1
q f(xt)⊗x,y λK(y, t)
1
p′ g(yt)dνG(t)
is a continuous cross-section of B2. Note that the property (i) of λ-functions on page 2 implies
that we can assume ρHx∩Ky (e) = 1, for all x, y ∈ G. Using Corollary 1.2, we get
Γ(x, y) =
∫
G
Hx∩Ky
∫
Hx∩Ky
βx,y(st)
1
λHx∩Ky (e, st)
λH(x, st)
1
p f(xst)⊗x,y
λK(y, st)
1
q′ g(yst)dνH(s)dµx,y(t). (50)
But under the conditions (a), (b), (c) or (d) in Definition 4.7, (34) implies that, for s ∈ Hx ∩Ky,
λH(x, st)
1
pλK(y, st)
1
q′
λHx∩Ky (e, st)
=
λH(x, t)
1
pλK(y, t)
1
q′
λHx∩Ky (e, t)
.
Therefore the integral (52) can be simplified to give
Γ(x, y) =
∫
G
Hx∩Ky
1
λHx∩Ky(e, t)
λH(x, t)
1
p f(xt)⊗x,y λK(x, t)
1
q′ g(yt)×(∫
Hx∩Ky
βx,y(st)dνHx∩Ky (s)
)
dµx,y(t),
=
∫
G
Hx∩Ky
1
λHx∩Ky(e, t)
λH(x, t)
1
p f(xt)⊗x,y λK(x, t)
1
q′ g(yt)dµx,y(t).
Hence the mapping given by (51) is continuous in the Banach semi-bundle B2. In the case of (a),
(b) or (c) in Definition 4.7, we can consider the mapping (51) as a cross-section of the Banach
semi-bundle retraction B∆2
#
of B∆2 by the cannonical mapping r : G × G → (G×G)/∆. By
Proposition 4.14, this cross-section gives rise to the continuous cross-section in B∆2 given by (51),
as required. In the case (d), the mapping given by (51) is continuous in the Banach semi-bundle
B2, as required.
⋄
Proposition 3.18
(1) If Aqp is constructed under the conditions (a), (b) or (c) of Definition 4.7, then A
q
p ⊆
L1(B
∆
2 ;µH,K). In particular, if G/H and G/K possess finite invariant measure and 1/p+
1/q′ > 1, then Aqp ⊆ Lr(B
∆
2 ;µH,K) where
1/r = 1/p+ 1/q′ − 1.
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(2) If Aqp is constructed under the condition (d) and if 1/p+ 1/q
′ > 1, then
Aqp ⊆ Lr(B
∆
2 ;µH,K) where 1/r = 1/p+ 1/q
′ − 1.
(3) If Aqp is constructed under the condition (d) and if 1/p+ 1/q
′ = 1, then
Aqp ⊆ L∞(B2;µH×K).
Proof: (1) Consider the space Aqp under any of the conditions (a) to (c) given in Definition 4.7.
According to the calculations in Proposition 4.6, we see that∫
D(x,y)∈Γ
‖Ψ(
∞∑
i=1
fi ⊗ gi)(x, y)‖dµH,K(x, y) ≤
∞∑
i=1
‖fi‖p‖gi‖q′ ,
for any
∑∞
i=1 fi ⊗ gi ∈ Lp(π) ⊗ Lq′(γ), showing that A
q
p ⊆ L1(B
∆
2 ;µH,K).
If G/H and G/K have finite invariant measure µH and µK respectively, we see that µHx
and µKy are finite invariant measures on G/H
x and G/Ky for x, y ∈ G. Hence λHx (z, t) = 1 =
λKy (w, t) for z ∈ G/Hx, w ∈ G/Ky and t ∈ G. Using the identity (13), we see that λHx∩Ky = 1,
for almost all (x, y) ∈ (G×G)/(H ×K). Therefore, for f ∈ Lp(π),∫
G
Hx∩Ky
‖f(xt)‖pdµx,y(t) =
∫
G
Hx
∫
Hx
Hx∩Ky
λHx∩Ky (α, t)
λHx(α, t)
‖f(xαt)‖pdµHx,y (α)dµHx (t),
where µHx,y is the measure on the coset space H
x/(Hx ∩Ky) as defined in Lemma 2.1 which is
finite and invariant (see also the proof of Proposition 4.6). Simplifying,∫
G
Hx∩Ky
‖f(xt)‖pdµx,y(t) =
∫
G
Hx
∫
Hx
Hx∩Ky
‖f(xt)‖pdµHx,y (α)dµHx (t)
=
∫
G
Hx
‖f(xt)‖pdµHx(t) = ‖f‖
p
p.
Similarly, ∫
G
Hx∩Ky
‖g(yt)‖q
′
dµx,y(t) = ‖g‖
q′
q′ ,
for g ∈ Lq′ . Therefore, using Corollary 12.5 of Hewitt and Ross [26] we obtain∫
G
Hx∩Ky
‖f(xt)‖‖g(yt)‖dµx,y(t)
=
∫
G
Hx∩Ky
(‖f(xt)‖p‖g(yt)‖q
′
)
1
r ‖f(xt)‖1−
p
r ‖g(yt)‖1−
q′
r dµx,y(t),
≤
(∫
G
Hx∩Ky
‖f(xt)‖p‖g(yt)‖q
′
dµx,y(t)
) 1
r
(∫
G
Hx∩Ky
‖f(xt)‖pdµx,y(t)
) q′−1
q′
×
(∫
G
Hx∩Ky
‖g(yt)‖q
′
dµx,y(t)
) p−1
p
,
=
(∫
G
Hx∩Ky
‖f(xt)‖p‖g(yt)‖q
′
dµx,y(t)
) 1
r
‖f‖
p( q
′
−1
q′
)
p ‖g‖
q′( p−1
p
)
q′ ,
which is similar to the right hand side of (42) (Proposition 4.6). Note that(∫
D(x,y)∈Υ
‖Ψ(
∞∑
i=1
fi ⊗ gi)(x, y)‖
rdµH,K(x, y)
) 1
r
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≤(∫
D(x,y)∈Υ
(∫
G
Hx∩Ky
∞∑
i=1
‖fi(xt)⊗ gi(yt)‖dµx,y(t)
)r
dµH,K(D)
) 1
r
≤
(∫
D(x,y)∈Υ
( ∞∑
i=1
∫
G
Hx∩Ky
‖fi(xt)‖‖gi(yt)‖dµx,y(t)
)r
dµH,K(D)
) 1
r
Using the same notation as in (42), by generalised Minkowski’s inequality (see Dunford and
Schwartz[10] p.529) we obtain(∫
D(x,y)∈Υ
‖Ψ(
∞∑
i=1
fi ⊗ gi)(x, y)‖
rdµH,K(x, y)
) 1
r
≤
∞∑
i=1
(∫
D(x,y)∈Υ
(Ii(x, y))
rdµH,K(D)
) 1
r
Hence using the same calculations which follow inequality (43), we achieve the required result
‖Ψ(
∞∑
i=1
fi ⊗ gi)‖r ≤
∞∑
i=1
‖fi‖p‖gi‖q′ .
(2) This is evident from (46) (Proposition 4.6).
(3). Suppose that Hx/(Hx ∩Ky) and Ky/(Hx ∩Ky) are compact for almost all (x, y) ∈ G×G,
and p = q. Consider the supremum norm on B(B). For any
∑∞
i=1 fi ⊗ gi ∈ Lp(π)⊗ Lp′(γ
∗),
‖Ψ(
∑∞
i=1 fi ⊗ gi)‖∞ =
ess sup(x,y)∈G×G{‖
∑∞
i=1
∫
G
Hx∩Ky
1
λ(e,t)λH(x, t)
1
p fi(xt)⊗x,y λK(y, t)
1
p′ gi(yt)dµx,y(t)‖}.
Now, following the argument in Proposition 4.6, we see that
‖Ψ(
∞∑
i=1
fi ⊗ gi)‖∞ ≤ ess sup
(x,y)
{Mx,yNx,y
∞∑
i=1
‖fi‖p‖gi‖p′} ≤ S
∞∑
i=1
‖fi‖p‖gi‖p′ ,
where S = ess sup(x,y)Mx,yNx,y is a constant, as required.
⋄
4 Induced representations, Integral Intertwining Opera-
tors and Aqp spaces
4.1 Induced representations and Integral Intertwining Operators
In this section we shall investigate the possibility of generalising Rieffel’s result (see Rieffel[36]
Theorem 5.5) on classical Aqp spaces which asserts that such a space is the predual of the space
of intertwining operators if and only if those operators can be approximated, in the ultraweak*-
operator topology, by integral operators. To begin, we shall give the definition of an integral
operator from Lp(π) to Lq(γ), and discuss some of its properties.
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Definition 4.1 Let T be a bounded linear operator from Lp(π) into Lq(γ). T is called an integral
operator if there exists a µH×µK measurable function Φ, called the kernel of T, from G/H×G/K
to L(H(π), H(γ)) such that for a given f ∈ Lp(π),
(1) the function x 7→ Φ(y, x)f(x) is integrable for almost all y ∈ G/K,
(2) y 7→
∫
G
H
Φ(y, x)f(x)dµH(x) belongs to Lq(γ) and
(3) (Tf)(y) =
∫
G
H
Φ(y, x)f(x)dµH(x), for almost all y ∈ G/K.
The next result describes the properties of the kernel of an intertwining integral operator.
The existence of such operators will be discussed in Proposition 5.3.
Proposition 4.2 Let Φ be the kernel of a given integral intertwining operator for induced rep-
resentations Upip and U
γ
q . Then Φ satisfies the following properties.
(1) For almost all x ∈ G/H, y ∈ G/K and for all s ∈ G,
λH(x, s
−1)
1
p′Φ(y, xs−1) = λK(y, s)
1
qΦ(ys, x). (51)
(2) For all h ∈ H, k ∈ K, and for almost all x ∈ G/H, y ∈ G/K,
Φ(ky, hx)πh = γkΦ(y, x). (52)
(3) Under the conditions given in Definition 4.7, Φ(y, x) is an intertwining operator of the
representations πx and γy of the subgroup Hx ∩ Ky of G for almost all x ∈ G/H and
y ∈ G/K.
Proof : (1) Suppose that T is an integral operator from Lp(π) to Lq(γ) with the kernel Φ. Then
for f ∈ Lp(π) and y ∈ G,
(Tf)(y) =
∫
G
H
Φ(y, x)f(x)dµH (x).
In addition, if T ∈ HomG(Lp(π), Lq(γ)) then
(TUpis f)(y) = (U
γ
s Tf)(y) for almost all y ∈ G/K and for s ∈ G.
Now
(TUpis f)(y) =
∫
G
H
Φ(y, x)λH(x, s)
1
p f(xs)dµH(x).
Changing variables xs 7→ x, we find
(TUpis f)(y) =
∫
G
H
Φ(y, xs−1)λH(x, s
−1)λH(xs
−1, s)
1
p f(x)dµH(x).
Since λH(x, s
−1)λH(xs
−1, s) = 1, the above integral simplifies to
(TUpis f)(y) =
∫
G
H
Φ(y, xs−1)λH(x, s
−1)
1
p′ f(x)dµH(x). (53)
On the other hand,
(Uγs Tf)(y) = λK(y, s)
1
q
∫
G
H
Φ(ys, x)f(x)dµH(x). (54)
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Therefore, by (55) and (56), property (1) follows.
(2) For k ∈ K and y ∈ G,
γk(Tf)(y) = (Tf)(ky) =
∫
G
H
Φ(ky, hx)πhf(x)dµH(x), (55)
for h ∈ H. On the other hand,
γk(Tf)(y) = γk
∫
G
H
Φ(y, x)f(x)dµH (x). (56)
It is clear that property (2) follows from (57) and (58).
(3) We want to show that
γybΦ(y, x) = Φ(y, x)π
x
b , (57)
for all b ∈ Hx ∩Ky and for almost all x ∈ G/H and y ∈ G/K. For any b ∈ Hx ∩Ky we have
b = y−1ky = x−1hx for some h ∈ H and k ∈ K. Using (54),
γyby−1Φ(y, x) = Φ(yby
−1y, xbx−1x)πxbx−1 ,
which implies
γybΦ(y, x) = Φ(yb, xb)π
x
b ,=
λH(xb, b
−1)
1
p′
λK(y, b)
1
q
Φ(y, x)πxb , by (48) ,
=
1
λH(x, b)
1
p′ λK(y, b)
1
q
Φ(y, x)πxb , (58)
Under conditions (a), (b) or (c) of Def.4.7, (60) simplifies to (59), as required.
Now suppose that the condition given in (d) of Definition 4.7 applies. Consider the right
hand side of (60). We see that
1
λH(x, b)
1
p′ λK(y, b)
1
q
=
(
λHx∩Ky (e, b)
λK(y, b)
) 1
p′
(
λHx∩Ky (e, b)
λH(x, b)
) 1
q
, by (9),
=
(
λHx∩Ky (e, b)
λKy (e, b)
) 1
p′
(
λHx∩Ky (e, b)
λHx(e, b)
) 1
q
,
Under the condition that Hx/(Hx ∩Ky) and Ky/(Hx ∩Ky) have invariant measure, we have
λHx∩Ky (e, b)
λHx (e, b)
=
λHx∩Ky (e, b)
λKy (e, b)
= 1
(see (32) in the proof of Proposition 4.5). Therefore,
γybΦ(y, x) = Φ(y, x)π
x
b , (59)
for all b ∈ Hx ∩Ky and for almost all x ∈ G/H and y ∈ G/K. Hence the result.
⋄
Following an argument similar to that of Moore[34], we shall obtain a result for intertwining
operators between L1(π) and Lq(γ), q > 1.
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Proposition 4.3 Let Upi1 and U
γ
q be induced representations of the locally compact group G with
the corresponding Banach spaces of functions L1(π) and Lq(γ)
(q > 1), respectively. Then, if the Banach space H(π) is separable, the intertwining operators T
for these representations are integral operators with the corresponding kernel Φ satisfying
ess supx∈G
H
(∫
G
K
‖Φ(y, x)‖qdµK(y)
) 1
q ≤ ‖T ‖.
Proof : The proof is in two parts:
(1). Let S and R be fixed Borel cross-sections of H and K in G. Then G/H ≃ S, G/K ≃ R
and we regard µH and µK as measures on S and R . Let C be a continuous linear map of
L1(S,H(π), µH) into Lq(R,H(γ), µK). Firstly we prove that C is an integral operator. For
u ∈ H(π) define Cu : L1(S, µH)→ Lq(R,H(γ), µK) by
Cu(g) = C(gu), (60)
for g ∈ L1(S, µH). Cu(g) is bounded since ‖Cu‖ ≤ ‖C‖.‖u‖. Then by Dunford and Schwartz[10],
Theorem 10, p.507, there exists a µH -essentially unique bounded measurable function χu(.) on
S to a weakly compact subset of Lq(R,H(γ), µK) such that
Cu(g) =
∫
S
χu(s)g(s)dµH(s)
and ‖Cu‖ = ess sup ‖χu(s)‖. Let Ku(., s) = χu(s) so that Ku : R × S 7→ H(γ). Then Ku is
µH × µK measurable (see Dunford and Schwartz[10], Theorem 17 p.198), and we have
(Cu(g))(t) =
∫
S
g(s)Ku(t, s)dµ(s) (61)
with ess sups∈S
(∫
R ‖Ku(t, s)‖
qdµK(t)
) 1
q ≤ ‖C‖‖u‖. Following the same argument as in Moore[34]
we can define a map K on R×S in to the space of bounded linear operators from H(π) to H(γ)
such that K(t, s) = 0 for (t, s) in a suitably chosen null set N and K(t, s)u = Ku(t, s) otherwise,
for each u ∈ H(π), with ‖K(s, t)‖ ≤ C. Then, by (62) and (63), we have
C(gu)(t) =
∫
S
K(t, s)g(s)udµ(s)
and ess sups∈S
(∫
R
‖K(t,s)u‖
‖u‖
q
dµK(t)
) 1
q ≤ ‖C‖ for any u ∈ H(π), which implies that ess sups∈S
(∫
R ‖K(t, s)‖
qdµK(t)
) 1
q ≤
‖C‖. Hence for g ∈ L1(S,H(π), µH) we have
(Cg)(t) =
∫
S
K(t, s)g(s)dµH(s). (62)
(2). Secondly, we prove that the intertwining operators T from L1(π) to Lq(γ) are integral
operators.
Observing that G ≃ H × S, for a given continuous function f ′ ∈ L1(S,H(π), µH) we can
define a function (Φ1f
′) ∈ L1(π) by
(Φ1f
′)(y) = π(h)f ′(s),
where y ∈ G with y = hs for h ∈ H and s ∈ S. Similarly, since G ≃ K×R, for a given continuous
function g ∈ Lq(γ), we define the function (Φqg) ∈ Lq(R,H(γ), µK) by
(Φqg)(r) = g(r)
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for r ∈ R. Clearly, ‖f ′‖1 = ‖(Φ1f ′)‖1 and ‖g‖q = ‖(Φqg)‖.
For a given intertwining operator T from L1(π) to Lq(γ) we define an operator T˜ on the
space of continuous functions in L1(S,H(π), µH) to Lq(R,H(γ), µK) by
T˜ := ΦqTΦ1.
Since the space of continuous functions in L1(S,H(π), µH) is dense in L1(S,H(π), µH), we have
the following commutative diagram:
L1(S,H(π), µH)
T˜
7→ Lq(R,H(γ), µK)
Φ1 ↓ ↑ Φq
L1(π)
T
7→ Lq(γ)
with T˜ (f ′) = ΦqTΦ1(f
′) for f ′ ∈ L1(S,H(π), µH). Clearly, ‖T ‖ = ‖T˜‖. Using the result in part
(1), we see that there exists a map K from S ×R to the set of bounded linear maps from H(π)
to H(γ) such that
(T˜ f ′)(t) =
∫
S
K(t, s)f ′(s)dµH(s),
for f ′ ∈ L1(S,H(π), µH) and t ∈ R. Using the Borel isomorphism G ≃ K ×R any y ∈ G can be
written as y = k(e, y)ℓ(e, y) where k(e, y) ∈ K and ℓ(e, y) ∈ R. Both k and ℓ are Borel functions
on R×G. Then, for f ∈ L1(π)
(Tf)(y) = (Φq
−1T˜Φ1
−1(f))(y) = γ(k(e, y))((T˜Φ1
−1)f)(ℓ(e, y)),
= γ(k(e, y))
∫
S
K(ℓ(e, y), s)((Φ1
−1)f)(s)dµH(s).
But since (Φ1
−1f)(s) = f(s), we have
(Tf)(y) = γ(k(e, y))
∫
S
K(ℓ(e, y), s)f(s)dµH(s).
Now the Borel isomorphism G ≃ H × S, allows us to express any x ∈ G in the form x =
h(e, x)m(e, x), where h and m are Borel functions on H × S, h(e, x) ∈ H and m(e, x) ∈
S. If we define Φ(y, x) = γ(k(e, y))K(ℓ(e, y),m(e, x))π(h(e, x))
∗
, then we have ‖Φ(y, x)‖ =
‖K(ℓ(e, y),m(e, x))‖ and
(Tf)(y) =
∫
S
Φ(y, s)f(s)ds =
∫
G
H
Φ(y, x)f(x)dµH (x), (63)
with ess supx∈G/H
(∫
G/K ‖Φ(y, x)‖
qdµK(y)
) 1
q ≤ ‖T ‖. Therefore T is an integral operator.
⋄
4.2 The space Aq
p
as the predual of the space of intertwining operators
We are now in a position to state the main result of this section, which is a generalisation of
Rieffel’s result([36] Theorem 5.5) on classical Aqp spaces.
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Theorem 4.4 Suppose that the space Aqp, (q
′ > 1, ) is constructed under one of the conditions
given in Definition 4.7. Then the following statements are equivalent.
(a) Lp(π)⊗σG Lq′(γ
∗) ≃ Aqp.
(b) Every element of IntG(U
pi
p , U
γ
q ) can be approximated in the ultraweak*-operator topology by
integral operators.
Proof:(b)⇒(a) Suppose that every element of IntG(Upip , U
γ
q ) can be approximated in the ultraweak*-
operator topology by integral operators. First we show that the kernel of Ψ contains the subspace
L of Lp(π)⊗ Lq′(γ
∗); that is,
Ψ(Σ∞i=1U
pi(s)fi ⊗ gi) = Ψ(Σ
∞
i=1fi ⊗ (U
γ)∗(s)gi)
for s ∈ G. In the following we write λ(·, ·) for λHx∩Ky(·, ·). Now
Ψ(
∞∑
i=1
Upi(s)fi ⊗ gi)(x, y)
=
∫
G
Hx∩Ky
∞∑
i=1
1
λ(e, t)
λH(x, t)
1
pλH(xt, s)
1
p fi(xts)⊗x,y λK(y, t)
1
q′ gi(yt)dµx,y(t),
=
∫
G
Hx∩Ky
∞∑
i=1
1
λ(e, t)
λH(x, ts)
1
p fi(xts)⊗x,y λK(y, t)
1
q′ gi(yt)dµx,y(t),
=
∫
G
Hx∩Ky
∞∑
i=1
λ(t, s−1)
λ(e, ts−1)
λH(x, t)
1
p fi(xt)⊗x,y λK(y, ts
−1)
1
q′ gi(yts
−1)dµx,y(t),
on changing variables ts 7→ t. Since λ(t, s−1)/λ(e, ts−1) = 1/λ(e, t), and
λK(y, ts
−1) = λK(yt, s
−1)λK(y, t),
Ψ(
∞∑
i=1
Upi(s)fi ⊗ gi)(x, y)
=
∫
G
Hx∩Ky
∞∑
i=1
1
λ(e, t)
λH(x, t)
1
p fi(xts)⊗x,y
λK(y, t)
1
q′ λK(yt, s
−1)
1
q′ gi(yts
−1)dµx,y(t),
=
∫
G
Hx∩Ky
∞∑
i=1
1
λ(e, t)
λH(x, t)
1
p fi(xt)⊗x,y (U
γ)∗(s)gi(yt)dµx,y(t),
= Ψ(
∞∑
i=1
fi ⊗ (U
γ)∗(s)gi).
Now it only requires to prove that the kernel of Ψ is contained in L. To achieve this, it
suffices to show that any bounded linear functional F on Lp(π) ⊗σG Lq(γ) which annihilates L
also annihilates the kernel of Ψ. Since F annihilates L, there exists T ∈ IntG(Upip , U
γ
q ) such that
〈r, F 〉 =
∞∑
i=1
〈gi, T fi〉, (64)
for any r ∈ Lp(π)⊗σG Lq′(γ
∗) with the expansion
r =
∞∑
i=1
fi ⊗ gi.
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Suppose now that r is in the kernel of Ψ. Then,
∞∑
i=1
∫
G
Hx∩Ky
1
λ(e, t)
λH(x, t)
1
p fi(xt) ⊗x,y λK(y, t)
1
q′ gi(yt)µx,y(t) = 0. (65)
By (66), it suffices to show that
∞∑
i=1
〈gi, T fi〉 = 0.
Under the assumption that the operator T can be approximated by the integral operators {Tj :
j ∈ I} in the ultraweak*-operator topology, we have
∞∑
i=1
〈gi, Tjfi〉→
∞∑
i=1
〈gi, T fi〉.
Hence in order to prove
∑∞
i=1〈gi, T fi〉 = 0, it is sufficient to prove
∞∑
i=1
〈gi, Tjfi〉 = 0,
for each Tj. Since Tj is an integral operator, we have
(Tjfi)(y) =
∫
G
H
Φj(y, x)fi(x)dµH(x),
where Φj is the kernel of Tj as described in Definition 5.1. Thus,
∞∑
i=1
〈gi, Tjfi〉
=
∞∑
i=1
∫
G
K
〈gi(y), (Tjfi)(y)〉dµK(y),
=
∞∑
i=1
∫
G
K
∫
G
H
〈gi(y),Φj(y, x)fi(x)〉dµH (x)dµK(y),
=
∞∑
i=1
∫
G×G
H×K
〈gi(y),Φj(y, x)fi(x)〉dµH×K (x, y),
=
∞∑
i=1
∫
D∈Υ
∫
G
Hx∩Ky
〈gi(yt),Φj(yt, xt)fi(xt)〉dµx,y(t)dµ(H,K)(D),
using disintegration of measures as explained in Lemma 2.2. (Also, see the discussion preceeding
the Lemma). By Proposition 5.2 (1), λH(xt, t
−1)
1
p′ Φj(y, x) = λK(y, t)
1
qΦj(yt, xt) for almost all
x ∈ G/H.
Therefore,
∞∑
i=1
〈gi, Tjfi〉
=
∞∑
i=1
∫
D∈Υ
∫
G
Hx∩Ky
〈gi(yt),
λH(xt, t
−1)
1
p′
λK(y, t)
1
q
Φj(y, x)fi(xt)〉dµx,y(t)dµ(H,K)(D).
34
From the identity (13), we see that
λH(xt, t
−1)
1
p′
λK(y, t)
1
q
=
1
λH(x, t)
1
p′ λK(y, t)
1
q
=
1
λ(e, t)
λH(x, t)
1
pλK(y, t)
1
q′ .
Consequently,
∞∑
i=1
〈gi, Tjfi〉
=
∞∑
i=1
∫
D∈Υ
∫
G
Hx∩Ky
1
λ(e, t)
〈λK(y, t)
1
q′ gi(yt),Φj(y, x)λH(x, t)
1
p fi(xt)〉
dµx,y(t)dµ(H,K)(D). (66)
By Proposition 5.2 (3), Φj(y, x) ∈ IntHx∩Ky (H(πx), H(γy)) under the conditions given in Defi-
nition 4.7. Hence there exists
Θj(y, x) ∈ (H(π
x)⊗Hx∩Ky H((γ
y)∗))∗ such that
∞∑
i=1
〈λK(y, t)
1
q′ gi(yt),Φj(y, x)λH(x, t)
1
p fi(xt)〉
=
∞∑
i=1
〈λH(x, t)
1
p fi(xt) ⊗x,y λK(y, t)
1
q′ gi(yt),Θj(x, y)〉,
(see Rieffel[37]). Therefore we have,
∞∑
i=1
〈gi, Tjfi〉 =
∞∑
i=1
∫
D∈Υ
∫
∆
(H×K)(x,y)∩∆
〈
1
λ(e, t)
λH(x, t)
1
p fi(xt) ⊗x,y λK(y, t)
1
q′ gi(yt),Θj(x, y)〉
dµx,y(t)dµ(H,K)(D). (67)
Hence, by (67),
∞∑
i=1
〈gi, Tjfi〉 = 0,
as required.
(a)⇒ (b) Now suppose that the kernel of Ψ is L. We want to show that the integral operators
of the form Tφf(y) =
∫
G/H φ(y, x)f(x)dµH (x) form a dense set in HomG(Lp(π), Lq(γ)) in the
ultraweak*-operator topology; or equivalently, the corresponding linear functionals are dense in
(Lp(π) ⊗G Lq′(γ∗))∗ in the weak*- topology. Hence, we only need to show that the annihilator
of these functionals, regarded as functionals on (Lp(π) ⊗σ Lq′(γ∗))∗, is L. But by (69) we see
that the annihilator of these linear functional is the kernel of Ψ which is equal to L under our
assumption. This concludes the proof of the Theorem.
⋄
Corollary 4.5 Suppose that every element of IntG(U
pi
p , U
γ
q ) can be approximated in the ultraweak*-
operator topology by integral operators. Then the intertwining number ∂(Upip , U
γ
q ) is equal to the
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dimension of the space of all functions Φ given in Definition 5.1. Moreover, if H and K are
discretely related,
∂(Upip , U
γ
q ) =
∑
ϑ∈Υ
dϑ,
where dϑ is the dimension of the set of all functions Φ which vanish outside the double coset ϑ.
Proof: Let T ∈ IntG(Upip , U
γ
q ). By (69) we have
∞∑
i=1
〈gi, T fi〉 =
∫
D∈Υ
〈Ψ(x, y),Θ(x, y)〉dµ(H,K)(D) = 〈Ψ,Θ〉. (68)
Now using Proposition 1.5 and Theorem 5.4,
(Aqp)
∗ ≃ HomG(Lp(π), Lq(γ)).
By (70), the intertwining number ∂(Upip , U
γ
q ) is equal to the dimension of the space of all functions
Θ which, in turn is equal to the dimension of the space of all functions Φ.
If H and K are discretely related, G is a union of a null set and a countable collection of
double cosets. By Proposition 5.2 (2), the value of Φ on ϑ is uniquely determined by its value
Φ(x0, y0) at (x0, y0) where (x0, y0) ∈ ϑ.
Hence
∂(Upip , U
γ
q ) =
∑
ϑ∈D
dϑ.
⋄
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