Abstract. In this paper, we propose a novel learning method for face detection using discriminative feature selection. The main deficiency of the boosting algorithm for face detection is its long training time. Through statistical learning theory, our discriminative feature selection method can make the training process for face detection much faster than the boosting algorithm without degrading the generalization performance. Being different from the boosting algorithm which works in an iterative learning way, our method can directly solve the learning problem of face detection. Our method is a novel ensemble learning method for combining multiple weak classifiers. The most discriminative component classifiers are selected for the ensemble. Our experiments show that the proposed discriminative feature selection method is more efficient than the boosting algorithm for face detection.
Introduction
Face recognition techniques have been developed over the past few decades. A first step of any face recognition system is detecting the locations in images where faces are present. Face detection has long been an important and active area in vision research. However, face detection from a single image is a challenging task because of variability in scale, location, orientation (up-right, rotated) , and pose (frontal, profile). Facial expression, occlusion, and lighting conditions also change the overall appearance of faces. Furthermore, most of the applications of face detection now demand not only accuracy but also real-time response. Viola and Jones proposed an effective coarse-to-fine scheme using boosting algorithm and cascade structure for face detection [17] . Their framework has prompted considerable interest in further investigating the use of boosting algorithm and cascade structure for face detection, e.g., [4] The boosting algorithm is a milestone of the research on face detection. However, the main deficiency of the boosting algorithm for face detection is that a very long training time is required. Using statistical learning theory, we propose a discriminative feature selection method, which can make the training process for face detection much faster than the boosting algorithm without degrading the generalization performance. The boosting algorithm is an iterative learning method, and our discriminative feature selection method can directly solve the learning problem of face detection.
Related Work
Viola and Jones [17] have made three key contributions to face detection: Haarlike feature, boosting algorithm and cascade structure. All the three contributions are very important. Haar-like feature is good foundation for image representation in face detection. There are many motivations for using Haar-like features rather than the pixels directly. The most common reason is that Haarlike features can act to encode ad-hoc domain knowledge that is difficult to learn using a finite quantity of training data. Unlike the Haar basis, a set of Haar-like features is overcomplete. So the Haar-like feature can more efficiently represent image in detail than the raw pixel data. Another advantage of using Haar-like feature is that the feature can be rapid calculated using so-called 'integral image'. The integral image is an intermediate representation for the image which is very similar to the summed area table used in computer graphics for texture mapping. The integral image can be computed from an image using a few operations per pixel. Once computed, any one of these Haar-like features can be computed at any scale or location in constant time.
AdaBoost algorithm was used to select a small number of important features from a huge library of potential Haar-like features [17] . Within any image subwindow the total number of Haar-like features is very large, far larger than the number of pixels. In order to ensure fast classification, the learning process
