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For a large class of purely infinite right self-injective regular rings, we describe the lattice of 
two-sided ideals as a lattice of ideals of a certain lattice of continuous functions. For rings of type 
I or II, our result is a generalization of the corresponding one in the prime case obtained by 
Goodearl. The main tools that we use are the relative and infinite Goodearl-Boyle dimension 
functions. These functions are glued together in order to obtain a dimension function D defined 
on the lattice of principal right ideals. The computation of the range of D constitutes the key point 
in proving our main result. 
1. Introduction 
Goodearl and Boyle [7] constructed in 1976 a family of dimension functions in 
the category of nonsingular injective right modules over any regular right self- 
injective ring. Using this dimension theory Goodearl proved (see [5, Theorem 6.331 
or [4, Theorem 10.211) a classification theorem of the two-sided ideals in the prime 
case: 
Theorem (Goodearl). Let R be a prime regular right seif-injective ring. Then there 
exists an interval [/I, y] of infinite cardinals numbers uch that the lattice of nonzero 
two-sided ideals of R is isomorphic to [/?, y]. 0 
The basic purpose of this paper is to prove a similar result in the nonprime case. 
Notice that, whereas in the prime case the description of the ideals of R requires just 
an interval of cardinals, in the nonprime case the description will require a set of 
cardinals plus the boolean algebra B(R) of central idempotents of R. In order to 
combine these two things we consider continuous functions from the boolean spec- 
trum BS(R) of R into some interval of cardinals (recall that the boolean spectrum 
is the space of maximal ideals of B(R)). This is the approach followed by Wils [24] 
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in his characterization of the closed two-sided ideals of W*-algebras. The result of 
Wils was obtained using the dimension function constructed by Tomiyama [21] for 
IV*-algebras of infinite type. 
In order to do that we restrict our attention to the purely infinite case and we 
assume that the ring satisfies the following condition (condition (C) in Section 3): 
(C) Every nonzero right ideal I contains a nonzero XR which does not con- 
tain an uncountable direct sum of nonzero ideals. 
This condition is always satisfied for W*-algebras and for the maximal right quo- 
tient ring of any countable nonsingular ring (see Remark 3.1). 
The first step is made in Section 3. In this section we consider the following classes 
of rings: Let R be a purely infinite right self-injective regular ring that satisfies con- 
dition (C) and let a be an infinite cardinal. Then R is called homogeneous of order 
a if R is the supremum of an independent family of cardinality a of non-zero, pair- 
wise isomorphic principal right ideals, each of them not containing uncountable 
direct sums of non-zero right ideals. And R is said to be of order a if it is isomorphic 
to a direct product of rings that are homogeneous of order a. 
We prove in this section the following structure theorem: 
Theorem 3.12. Let R be a purely infinite right self-injective regular ring that 
satisfies condition (C). Then R decomposes uniquely as a direct product of rings of 
order a for some infinite cardinals a. 0 
This theorem enables us to give an explicit description of the infinite 
Goodearl-Boyle dimension functions, in such a way that we can compute their 
range (Section 4). On the other hand, we use the relative Goodearl-Boyle dimension 
functions for the directly finite idempotents in the same way as they were used by 
Menal and Moncasi [IQ. These authors also computed their range and we just need 
some modifications of their work to adapt it to our purposes (Section 5). 
Finally, we combine the two families of dimension functions in Section 6 to ob- 
tain a dimension function D defined on the lattice of principal right ideals and 
taking values on the lattice of continuous functions from BS(R) into a set of infinite 
cardinals. We prove that D satisfies the foIlowing properties: 
(a) D(eR) = 0 if and only if e = 0, 
(b) D(heR) = hD(eR) for every central idempotent h, 
(c) D(eR)=D(fR) if and only if eR=fR, 
where e and fare idempotents of R. 
Since we can compute the range of D, we can finally prove the following theorem 
in Section 7: 
Theorem 7.3. Let R be a purely infinite regular right seIf-injective ring satisfying 
condition (C), and assume that R is of type i (i = I, II or III). Then there exists a 
set Zi of cardinals such that the lattice L,(R) of two-sided ideals of R is isomorphic 
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to the lattice of ideal-bases of a certain lattice of continuous functions from the 
boolean spectrum BS(R) of R into Zi, 
Our result is a generalization of Goodearl’s theorem in the case that R is of type 
I or II. 
We begin with some notation and background results. 
A ring R is said to be (von Neumann) regular if for every x E R there exists y E R 
such that x=xyx. In this case the set of principal right ideals, denoted L(R,), 
forms a lattice. Let R be a regular right self-injective ring. Then L(R,) is a com- 
plete lattice and eR E L(R,) is the supremum of a family {ei}icl c L(R,), denoted 
ViEI e,R, if Cief , e.R is essential as a right module in eR or equivalently if the left 
annihilator of {ei}ie I is R(l - e). The infimum is given simply by the intersection. 
If eR and fR are principal right ideals, we say that eR is subisomorphic to fR 
(e is subisomorphic to f), denoted eR 5 fR (e If), if eR is isomorphic to a direct 
summand of fR. Also, we say that eR is equivalent o fR (e is equivalent o f) if 
eR=fR. 
If x is an element of R, the central cover of x, written C(x), is the smallest central 
idempotent u in R satisfying ux = X. If C(X) = 1, x is said to be faithful. 
R is said to be directly finite if for all x, y E R, xy = 1 implies yx = 1. An idempo- 
tent e of R is said to be directly finite if the ring eRe is directly finite. We say that 
R is purely infinite if it does not contain directly finite nonzero central idempotents. 
Every regular right self-injective ring decomposes uniquely as a direct product of a 
ring that is directly finite by another that is purely infinite. 
A right self-injective regular ring decomposes uniquely as a direct product of rings 
of type I, II and III. The type III part is always purely infinite and the decomposi- 
tion of the other parts in its directly finite and purely infinite summands are denoted 
respectively by If, I, and IIf, II,. 
All rings in this paper are regular rings and are usually right self-injective as well. 
We refer the reader to [4] for the general theory about them. We also use throughout 
the paper the dimension theory developed by Goodearl and Boyle [7]. 
2. Decomposability 
Let (Y be an infinite cardinal and let R be a ring. We say that a right R-module 
is at most cw-decomposable if it does not contain direct sums of cardinality greater 
than a of nonzero submodules. We say that a ring R is at most a-decomposable if 
as a right R-module is at most a-decomposable. This concept is not right-left sym- 
metric. For instance, a purely infinite regular right self injective ring that is at most 
N,-decomposable contains uncountable direct sums as a left module by [4, Theo- 
rem 10.191. A ring or a module which is at most X,-decomposable will be also 
called countably decomposable, following the terminology already used in 1941 
(see, for example, [17]). However, there are other names that have been used and 
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Berberian called it orthoseparable in his study of Baer *-rings (see [2, Theorem 
6.33.41). 
Let A4 be a right R-module and a an infinite cardinal. We define 
H,(M) = {x EM 1 XR is at most a-decomposable}. 
The following proposition describes the behavior of the decomposability in direct 
sums and permits us to prove, among other things, that H,(R) is a two-sided ideal 
if R is regular, a fact that was proved by Hannah in [ll, Proposition 7.21. 
If I is a set, denote by 1Z1 its cardinal. 
Proposition 2.1. Let R be a ring and {Ai};,l a family of right R-modules. Let a 
be an infinite cardinal and suppose that Ai is at most a-decomposable for every 
i E I. Then ai E t Ai is at most a 1 II -decomposable. 
Proof. If Z is finite the result was proved by Hannah [ll, Lemma 7.11, so suppose 
that I is infinite. Let (bJ R},,J be an independent family of nonzero submodules of 
aiEl Ai. For every Jo J consider the set 
Kj= {i~Zl ni(bjR) f 0) 
where ;ni is the projection of aiGl Ai onto Ai. Then Kj is finite for every Jo J. 
Given j, E J set 
L={IEJIK~=K~,) 
and notice that 
gb,R5is,0Ai 
and since Kj, is finite we have IL1 <a. Define on J the following equivalence 
relation: 
j, -j, H Kj, = Kj,. 
Now 
J/- 4 gq), Lil - Kj 
where gf(I) is the set of finite parts of I. Then IJi I 1J/ - 1 al 111 a. 0 
Corollary 2.2. Let M be a right R-module such that every finitely generated sub- 
module is projective. Then H,(M) is a submodule of M. 
Proof. Let x, y E H,(M), then (x + y)R I XR + yR 5 XR @ yR since XR + yR is pro- 
jective. So, by Proposition 2.1 we have x+ y E H,(M). 0 
Corollary 2.3 (Hannah [ 11, Proposition 7.21). Let R be a regular ring and let a be 
an infinite cardinal. Then H,(R) is a two-sided ideal of R. 0 
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Proposition 2.4. Let M and N be right R-modules such that N I, M. Then N is at 
most a-decomposable if and only if M is at most a-decomposable. 
Proof. Obvious. Cl 
Proposition 2.5. Let R be a nonsingular ring and let Q be the maximal right quo- 
tient ring of R. Let a be an infinite cardinal. Then R is at most a-decomposable if
and only if Q is at most a-decomposable. 
Proof. Obvious. 0 
Proposition 2.6. Let R be a regular ring and let a be an infinite cardinal. Then eR 
is at most a-decomposable if and only if the ring eRe is at most a-decomposable. 
Proof. If {J;,R}iCt is an independent family in eR with fj idempotent, setting 
fi’ =fie for every i, we have fiR =f/R and fire eRe, SO { f;(eRe)}j., is an indepen- 
dent family in the ring eRe. Conversely, let {fi(eRe))i,t be an independent family 
of principal right ideals in eRe. Then {fiRjiCl is also independent in R. 0 
Proposition 2.1. Let R be a regular ring, Q the maximal right quotient ring of R 
and let a be an infinite cardinal. Then H,(R) = H,(Q) fl R. 
Proof. Since eQe is the maximal right quotient ring of eRe, the result follows from 
Propositions 2.6 and 2.5. q 
Remark. The maximal right quotient ring of an arbitrary nonsingular ring is regular 
and right self-injective (proved by Johnson [13] and Utumi [22], see also [4, Cor- 
ollary 1.24]), this fact and Propositions 2.7 and 2.5 ensure the existence of a large 
class of regular rings with different conditions of decomposability. 
From now on R will denote a right self-injective regular ring. 
The following results will be used frequently in this paper. In particular, the 
following lemma will be used without any explicit mention. 
Lemma. A nonzero element x E R belongs to H,(R) if and only if xR does not con- 
tain families of nonzero orthogonal idempotents of cardinality greater than a. 
Proof. Since R is right self-injective, every independent family of principal right 
ideals can be orthogonalized [4, Lemma 9.71. 0 
Proposition 2.8. Let a be an infinite cardinal, Then H,(R/H,(R))=O. 
Proof. Let e be an idempotent of R not belonging to H,(R), then eR contains a 
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family {ei}iEl of nonzero orthogonal idempotents with IZj >a. Since a is infinite 
we can decompose Z as a disjoint union of subsets {Zk}kEJ in such a way that 111 = 
ilkI = (Jl for every keJ. Let fkR= viEl, eiR, then akCJ f,R_ceR, /JI >a and 
fk $ H,(R). Without loss of generality we may assume that the family (fk}kCJ is or- 
thogonal, so we have that e(R/H,(R)) contains an infinite direct sum of cardinality 
greater than a. q 
Proposition 2.9. Let R = viEl eiR where {ei R},,, is an independent family of 
principal right ideals with ei E H,(R) for every i E I, and where a is an infinite car- 
dinal. Then R is at most all/-decomposable. 
Proof. The result follows from Propositions 2.1 and 2.4. 0 
The folllowing corollary is one of the keys of the proof of the structure theorem 
of the next section. 
Corollary 2.10. Let (eiR];,r and ( fj R >jc J be two independent families of non- 
zero principal right ideals with e;, fj E. H,(R) for every i E I, j E J and let a be an in- 
finite cardinal. Then, if IZ/, IJi >a and viEl eiR=VjEJfJJ, we have lZl= IJI. 
Proof. Without loss of generality we may assume that Vi, I ej R = VjEJ fjR = R. 
Then Proposition 2.9 applied twice completes the proof. q 
Corollary 2.11. Let a be an infinite cardinal, then H,(R) is closed under taking 
supremums of cardinality less than or equal to a. 
Proof. Let {ej R);,, be a family of principal right ideals with ei = e,? E H,(R) where 
Z is a well ordered set with )ZI I(Y. Without loss of generality we may assume that 
R = Vi, I ei R. For i E Z let f, R be a principal right ideal such that 
eiR+ V ejR=A,R@ V ejR. 
.i<i j<i 
Then (fiR)icl is an independent family with Vie1 f,R = R. Since fi R <eiR we 
have that hfi~ H,(R) for every ie Z and applying Proposition 2.9, R is at most 
a-decomposable. 0 
An interesting question is whether there is any relation between direct finiteness 
and countable decomposability. In this direction there is a result of Goodearl and 
Handelman [4, Theorem 5.91 that says that every simple regular ring with n xn 
matrices directly finite for every n is countably decomposable. We shall present a 
result due to Goursaud in the countably decomposable case from which we shall ob- 
tain some consequences and we shall give a significant example. 
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Proposition 2.12 (Goursaud [S, Theorem 1.5.61). Let R be a directly finite right 
self-injective regular ring. Then, for every infinite cardinal a, R is at most 
a-decomposable if and only if 2 (R) is at most a-decomposable, where Z(R) denotes 
the center of R. 
Proof. The same as [8, Theorem 13.61. 0 
Corollary 2.13. Let R be a right self-injective regular with Z(R) countably decom- 
posable. Then, every directly finite idempotent is countably decomposable. 
Proof. Every central idempotent of eRe can be written as he for a certain central 
idempotent h E R with h I C(e). So, the center of eRe is countably decomposable 
and we can apply Proposition 2.12. Cl 
The following example is part of one of Ozawa [18] that answers in the affirm- 
ative a conjecture of Kaplansky [14] about homogeneous A W*-algebras of type I. 
Example 2.14 (Ozawa [IS]). Given an infinite cardinal a, there exists a self- 
injective boolean ring R such that H,(R) = 0. 
Proof. Choose a cardinal p > a and two sets A and B such that IA I= a and lB( =/3. 
Let P be the set of injective functions p defined on a subset of A such that 
Idom(p)l <a. 
Given p E P consider 
[p] = (q E P ) q is an extension of p}. 
Notice that [p] n [q] is empty or has the form [r] for some rE P. So, the set 
p= {[PI IPEP) 
is an open basis for some topology over P. 
Let & be the boolean algebra of regular open sets of P (see [9]). Then, d is a 
complete boolean algebra [9, $21, Theorem 1 l] and, hence, the associated boolean 
ring R is self-injective (see, for example, [20, Chapter XII]). 
We shall prove now that H,(R) =O. Ozawa proves in the cited reference that 
every open set of the basis is a regular open set. So we must only prove that every 
[p] contains an orthogonal family { [pi]};cl with 11) > a. Let a E A -dam(p) and 
set A’= dam(p) U (a). Clearly IA’1 <a. Consider B’ c B such that (f3’) =/3 and 
B’n range(p) =0 (this is possible since Irange( <a</I). Suppose the elements of 
B’ are indexed in a set f. Define the following functions with domain A’ 
PiCx) = 
i 
p(x) if x E dam(p), 
4 if x = a. 
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Then it is easy to see that 
[PiI c [PI, [pi] n [pj] = 0 if i # j, 
which completes the proof. q 
3. Structure theorem 
The purpose of this section is to prove a structure theorem for those purely in- 
finite right self-injective regular rings that satisfy the property described below. 
In the previous section we have proved that the set consisting of those elements 
that generate a countably decomposable right ideal is a two-sided ideal H,,(R). 
We shall denote this ideal by H or H(R). 
From now on R will denote a purely infinite right self-injective regular ring that 
satisfies the following condition: 
(C) H,<,R,. 
Notice that, in general, if R is a right self-injective regular, by [4, Lemma 9.51 
there exists a central idempotent u such that 
HR%(uR)R 
and so R decomposes in two factors: one in which His essential and another that 
does not contain nonzero countably decomposable elements. 
Remark 3.1. The following classes of rings satisfy condition (C): 
(i) IV*-algebras by [19, Part II, Lemma 2.71 (the condition is not satisfied in 
general by A I+‘*-algebras by [14, Theorem 41 and [IS]). 
(ii) The maximal right quotient ring of any countably decomposable nonsingular 
ring by Proposition 2.5. 
(iii) A right self-injective regular ring of type I or II with a countably decom- 
posable center by Corollary 2.13 and [4, Propositions 10.4 and 10.81. 
(iv) Any direct product of rings that satisfy this condition. 
The following lemma will be used without any explicit mention: 
Lemma. Let R be a right self-injective regular ring. Then: 
(a) Z(R) is a self-injective regular ring. 
(b) If e is an idernpotent of R, eRe is a right self-injective regular ring. Also, if 
HR I, RR we have that H(eRe),R, Se (eRe),R,. 
(c) If e = e2 E H(R) then C(e) E H(Z). 
Proof. (a) [1, Theorem 2.11. 
(b) By [4, Corollary 1.231 eRe is regular and right self-injective. Let f2=f EeRe 
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and f#O. There exists O#g’=gEH such that gRrfR. Set g’=gf, then g’=g”, 
g’R=gR and g’EfRfleRe. 
(c) Let {hiIi,r b e an orthogonal family of nonzero central idempotents uch that 
hilC(e) for every ill. Then {hic}i,l is an orthogonal family of idempotents uch 
that hie<e. Also hie#O since C(hie)=hiC(e)=hi+O. Hence III I X0. 0 
Proposition 3.2. The center of R is locally countably decomposable, that is, there 
exist orthogonal central idempotents, {hi}i,l, each of them countably decom- 
posable in the center such that 
R= v hiR. 
icI 
Proof. Let { hi}i,l be a maximal orthogonal family of nonzero central idempotents 
that are countably decomposable in the center. Let h = V hi. If 1 - h # 0 then there 
exists eE H such that e#O and es 1 -h, so C(e)5 1 -h and C(e) is countably 
decomposable in the center, contradicting the maximality. 0 
Corollary 3.3. R decomposes as a direct product of rings with a countably decom- 
posable center. 
Proof. See [4, Proposition 9.101. 0 
Definition 3.4. Let a be an infinite cardinal and let eR EL(R~). Then eR is said to 
be homogeneous of order cr if 
eR= VeiR 
iSI 
where (ei}ifl is an orthogonal family of nonzero, pairwise equivalent and count- 
ably decomposable idempotents with jZ ( = cr. 
Definition 3.5. Let h be a nonzero central idempotent. Then h (or hR) is said to 
be of order a if h is the supremum of an orthogonal family of nonzero central idem- 
potents, each of them homogeneous of order a. 
Definition 3.4 makes sense since the cardinal a is uniquely determined by Cor- 
ollary 2.10. 
The following proposition ensures us the existence of nonzero homogeneous cen- 
tral idempotents. 
Proposition 3.6. There exists a nonzero homogeneous central idempotent of order 
(x for some infinite cardinal a. 
Proof. Since R is purely infinite, by [4, Theorem 10.161 we have that RrE(XOR). 
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Hence, since HR seRR, there exist infinite families of nonzero, pairwise equivalent 
and countably decomposable principal right ideals. 
Let {fiR}iGl be an independent maximal family of nonzero, pairwise equivalent 
and countably decomposable principal right ideals with I infinite. Let fR be the 
supremum of this family. By general comparability there exists a central idempotent 
h such that 
h(1 --J-V 5 hf,R, 
(l-h)f,R<(l-h)(l-f)R. 
If h = 0, fiR 5 (1 -f)R contradicting the maximality. So h is different from zero. 
Then 
hR = iylhfiR 0 h(l -f)R 
z v hfR@h(l-f)R 
icl-(1) 
5 /& hAROhf,R 
= hfR 
and hence hR = hfR 14, Theorem 10.141. The family (hA R}i,l is independent with 
pairwise equivalent countably decomposable ideals. Using the previous isomor- 
phism we have that hR is homogeneous of order 111. 0 
Proposition 3.7. If R is homogeneous of order Q or R is of order (Y for some infinite 
cardinal a, then every central idempotent is homogeneous of order (Y or is of order 
a respectively. 
Proof. If R is homogeneous of order o, we have 
R = V ei Ri, 
iel 
where {eiR}i,l is an orthogonal family of nonzero pairwise equivalent and count- 
ably decomposable principal right ideals with 111 = a. Let h be a central idempotent. 
Then 
hr = V he,R 
iEI 
and it is easy to see that the family {he, R } iG I satisfies the conditions of Definition 
3.4. 
Similarly if R is of order a. 0 
The next proposition gives a necessary and sufficient condition for when a central 
idempotent of order cy is homogeneous of order CY. This condition permits us to give 
an alternative definition of a central idempotent of order a in Proposition 3.9. 
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Proposition 3.8. Let R be of order a. Then R is homogeneous of order a if and only 
if the center of R is countably decomposable. 
Proof. If R is homogeneous of order a, R is the supremum of an independent fami- 
ly {ei R}i,, of countably decomposable pairwise equivalent principal right ideals 
with 111 = a. So C(e;) = C(ej) for every i, FEZ and since 1= Vjsr C(e,) we have 
1 = C(e,) for every iEZ. Hence the center of R is countably decomposable. 
Conversely, suppose that the center of R is countably decomposable. R is of order 
a, so there exists a countable family of central idempotents homogeneous of order 
(Y such that 
Since every h, is homogeneous of order a, there exists orthogonal and countably 
decomposable idempotents, {ei,n}lEI,nEN with )I) = a and such that for every n E N 
we have ei, ,, - ej, ,, for every i, jeZ and 
h,R = V ei,.R. 
iGl 
Set 
fiR = V ei,nR. 
nEN 
Then fi E H by Corollary 2.11. They are orthogonal since 
if i+j and they are equivalent because so are the e’s with respect the indexes of I. 
Clearly, R = VjEI f, R so R is homogeneous of order a. 0 
Proposition 3.9. R is of order a for some infinite cardinal a if and only if every cen- 
tral idempotent countably decomposable in the center is homogeneous of order a. 
Proof. Suppose that R is of order a and let h be a central idempotent countably 
decomposable in the center. By Proposition 3.7, h is of order a. However Z(hR) 
is countably decomposable, so by Proposition 3.8, hR is homogeneous of order a. 
Conversely, by Proposition 3.2, R is the supremum of a family of central idem- 
potents countably decomposable in the center and so R is of order a. 0 
We are able now to prove the structure theorem we mentioned at the beginning 
of this section. This will be done after some lemmas. 
Denote by B(R) the boolean algebra of central idempotents of R. 
Lemma 3.10. Let R be a regular ring and let X be a nonempty subset of B(R). Zf 
given g E B(R), gs h E X implies g E X, then there exists an orthogonal family 
{hi}i,l contained in X such that ViGl hi= V X. 
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Proof. Without loss of generality we may assume that V X= 1. Let {hi}i,l be a 
maximal orthogonal family of elements of X and set 
g(l - h) = 0 for every g EX since otherwise, if g(l - h) #O for some g then 
g( 1 - h) EX, contradicting the maximality. Hence, 1 - h = 0. 0 
Let a be an infinite cardinal and denote by II and X, the following sets: 
17 = {(XL X, 1 there exists a central idempotent of order a}, 
X, = {hEB(R)) h is of order a}. 
We know by the previous results that I7#0. 
Lemma 3.11. Given a E 17, let h, = V X,. Then h, E X, (that is, h, is the greatest 
central idempotent of order a). Also, h,hp = 0 for every a, /3 E 17 with a #/I. 
Proof. Given a ~17, X, satisfy the conditions of Lemma 3.10, so h, EX,. Let 
a,,8~I7 and set g=h,hP. If g#O, by Proposition 3.7 g is of order a and ,8 
simultaneously. By Proposition 3.2 there exists a nonzero central idempotent k<g 
such that kcH(Z). So by Proposition 3.8 and Corollary 2.10 it must be a =p. 0 
Theorem 3.12. There exists a set of infinite cardinals II and an orthogonal family 
{h,l,En of nonzero uniquely determined central idempotents uch that 
where h, is of order a for every ~~17. 
Proof. With the notations of Lemma 3.11, set 1 -h = Vacn h,. By Proposition 
3.6 applied to the ring hR it must be h = 0. 0 
Corollary 3.13. R decomposes uniquely as a direct product of rings of order a for 
some infinite cardinals a. 
Proof. See [4, Proposition 9.101. 0 
Let us state now some consequences of this theorem. Recall that a regular Baer 
ring is directly finite if and only if does not contain infinite direct sums of nonzero 
pairwise equivalent principal right ideals [3, Corollary 1.41. This fact gives rise to 
the following definition: let a be an infinite cardinal. We shall say that R is a-finite 
if R does not contain direct sums of cardinality greater than a of nonzero pairwise 
equivalent principal right ideals. 
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Proposition 3.14. If R is a-finite and the center of R is at most /3-decomposable, 
then R is at most @-decomposable. 
Proof. Let 
R= v hsR, 
6ErI 
be the decomposition of Theorem 3.12. Then 1171~ PS Orp so, by Corollary 2.11 we 
may assume that R is of order y for some infinite cardinal y. Then 
with gj~ B(R) and gj is homogeneous of order y for every Jo J. From Definition 
3.4 we obtain y 5 a and applying again Corollary 2.11 we have 
Since lJ/ 5 /IS a/I, we finally obtain that R is at most a/3-decomposable. 0 
Corollary 3.15. Suppose that the center of R is at most /3-decomposable for some 
infinite cardinal p. Then R is a-finite if and only if R is at most a-decomposable 
for every cardinal a 2 /I. 0 
This corollary tells us that if R is prime or, more generally, if the center of R is 
countably decomposable, saying that R is a-finite is equivalent to saying that R is 
at most a-decomposable, for every infinite cardinal a. In this direction is interesting 
to recall the following result of Goodearl [4, Lemma 12.151: Let R be a prime right 
self-injective regular ring. Let A be a nonsingular injective R-module and let a be 
an uncountable cardinal. If A contains a direct sum of a nonzero submodules, then 
A contains a direct sum of a pairwise isomorphic nonzero submodules. 
Lemma 3.16. Let A be the smallest of the infinite cardinals a such that R is a-finite 
and let y be the supremum of those infinite cardinals p such that R contains an in- 
finite direct sum of j3pairwise isomorphic nonzero principal right ideals. Then A= y. 
Proof. Clearly y< A. To see the other inequality we consider to cases: 
(a) R does not contain a direct sum of A pairwise isomorphic principal right 
ideals. In this case 1 is a cardinal limit, since otherwise the smallest would be the 
antecessor of A. If y<A, there exists r such that y<r<A which makes no sense. 
(b) R contains a direct sum of )\ pairwise isomorphic principal right ideals. In this 
case it is clear that I I y and we have the equality. 0 
Proposition 3.11. Set A as in the previous lemma and let II be the set of cardinals 
of Theorem 3.12. Then i = sup 17. 
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Proof. Let {eiR}iEl be an independent family of pairwise isomorphic nonzero 
principal right ideals. Set p = 111. Let f,uR be a nonzero countably decomposable 
ideal contained in eioR where &EZ. Then we can obtain an independent family, 
(AR)icI, of pairwise isomorphic and countably decomposable principal right 
ideals. Set fR = ViG1 fjR which is homogeneous of order p and C(f) is countably 
decomposable in the center. If R = V,, n h,R is the decomposition of Theorem 
3.12, we have that C(f)= VaEn h&(f) and hence there exists a E 17 such that 
C(f)h,#O. Set g=C(f)h,. Then g is countably decomposable in the center. By 
Lemma 3.11 g is of order o. By Proposition 3.8 g is homogeneous of order a and by 
Proposition 2.9 g is at most a-decomposable. On the other hand, since C(f)h,= 
C(A)h, #O we have J;: h, # 0 for every i E I, hence gR contains a direct sum of p 
nonzero principal right ideals. So fll a E 17 and A i sup 17. The other inequality is 
obvious. 0 
4. Dimension for purely infinite idempotents 
The main purpose of this section is to define a dimension function for purely in- 
finite idempotents. In order to do that we use Theorem 3.12 and we show that the 
dimension constructed is the same as the dimension of Goodearl and Boyle in the 
infinite case [7]. However our construction is an explicit one. This fact is the key 
in proving the structure theorem of two-sided ideals in the last section. 
We begin with some background. 
Let X be a totally ordered set. The order topology over X is the topology that 
has as an open sub-basis the sets of the form (x E X ( x<a} and {XEX 1 a<x} for 
aEX. 
If X is a topological space and U is a subset of X, denote by 0 the closure of U 
and by fi the interior of U. 
Proposition. Let X be a topological space with the order topology. Then: 
(a) X is Hausdorff. 
(b) If X= [a,/?] is a closed interval of cardinals (finite or infinite), then X is 
compact. 
(c) Let f and g be two continuous functions defined on a topological space Y and 
taking values on X. Define f 5 g as f (a) I g(a) for every a E Y. Then if f 5 g in a dense 
set U of Y, we have f Sg in all Y. 
Proof. (c) Suppose f(x) > g(x) for some x6 U. Let A be a neighbourhood off(x) 
and B a neighbourhood of g(x) such that a > b for every a E A and b E B. By con- 
tinuity there exists an open set T of Y such that f(T) G A and g(T) c B. Since U is 
dense we have that U 17 T#0. Let CE U fl T, then f (c)>g(c), which makes no 
sense. 0 
Two-sided ideals in regular rings 223 
Let R be a ring, the boolean spectrum of R, denoted by BS(R), is the spectrum 
of the boolean algebra of central idempotents of R. That is, BS(R) is the set con- 
sisting of the maximal ideals of B(R) with the topology obtained by taking as the 
closed sets the sets of the form 
{ME BS(R) / Xc M} 
for every XC B(R). 
A topological space is said to be totally disconnected if it has a basis consisting 
of sets that are simultaneously open and closed, and is said to be extremely discon- 
nected if the closure of every open set is also an open set. 
A set that is open and closed simultaneously is called a clopen set. 
Proposition. Let R be a ring. Then: 
(a) BS(R) is a compact, Hausdorff, totally disconnected space. The sets of the 
form 
{MeBS(R) 1 h$M} 
for h E B(R), are a basis of clopen sets. 
(b) If B(R) is a complete algebra, BS(R) is an extremely disconnected space. 
(c) BS(R) is the Stone representation space of B(R) and, hence, there is an 
isomorphism of boolean algebras between B(R) and the algebra of clopen sets of 
BS(R). This isomorphism is given by 
h+{MEBS(R)( h$M} 
with hEB(R). If B(R) is complete and (Xi} is a family of clopen sets of BS(R), 
the supremum and the infimum are given by 
VXi=UX; and /\X;=(nXi)*O 
Proof. See for example [9]. 0 
Proposition. Let X be a compact, Hausdorff extremely disconnected space and let 
U be an open set of X. Then, 0 is the Stone-C&h compactification of CT and, hence 
every continuous function defined in U and taking values on compact Hausdorff 
space can be extended uniquely to 0. Also, it preserves the order if the image space 
is totally ordered and is endowed with the order topology, that is, if f 5 g in U, _?I g 
in fr where f, g are the respective xtensions. 
Proof. See [23]. 0 
Proposition. Let R be a regular Baer ring and let e be an idempotent of R. Then, 
the boolean algebra B(eRe) is isomorphic to the subalgebra of B(R), 
{hEB(R) 1 hrC(e)} 
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and its representation space is homeomorphic to the clopen set of BS(R), 
{MEBS(R) 1 C(e)@M}. 
Proof. By [15, Theorem 13(c)] if f EB(eRe), we have f=C(f)e and clearly 
C(f)lC(e). 0 
Recall that R denotes a purely infinite right self-injective regular ring with 
H, <,RR. 
Definition 4.1. With the notations of Theorem 3.12, let Y be the set Y= (0) U 
[X0, y] endowed with order topology, where y = sup 17. Given a E 17, denote by X, 
the following clopen set of BS(R), 
X, = {ME BS(R) 1 h, eM}. 
The sets X, are pairwise disjoint, and by Theorem 3.12, UaEn X, is an open dense 
set of BS(R). 
Let d be the continuous function defined on UaEn X, by 
d(M) = a if MEX,. 
Then, associated to R define the function 
D(R) : BS(R) + Y 
as the continuous extension of d to BS(R). 
Notice that D(R) is always different from zero since (0) is a clopen set of Y and 
U aen X, is a dense open set of BS(R). 
Given a purely infinite idempotent e of R, the ring eRe satisfies the same 
hypothesis of R, that is, eRe is a purely infinite right self-injective regular ring with 
H(eRe) ~,eRe. So we can apply Theorem 3.12 to the ring eRe and define 
D(eR) = D(eRe) : BS(eRe) + Y 
in the same way as before. Using the homeomorphism between BS(eRe) and the 
clopen set of BS(R), 
{MEBS(R) 1 C(c)@M), 
we shall understand that D(eR) is defined on BS(R), being D(eR)(M) = 0 for every 
M such that C(e) EM. 
Since D(R) is always different from zero, D(eR) only takes the value zero for 
those ME BS(R) such that C(e) EM. 
Remark. The values of the function B(eR) belong to Y, as Proposition 3.17 shows. 
However, this is not very important since we could have chosen y= jR ( without 
problems. 
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Example. Let K be a division ring, V be a vector space over K of dimension a> X0 
and set S= End,(V). Then, S is a purely infinite right self-injective regular ring 
with H(S) 5,s. We claim that S is homogeneous of order a and so, D(S) is the 
constant function that takes the value a. 
Let {u/}~~~ be a K-basis of I/. Consider the orthogonal idempotents of S defined 
in the following way: 
c 0 e,(qJ = if IZp, ul if 1 =p. 
Then e/Se, G K for every 1 EL and hence they are countably decomposable. Since 
the left annihilator of {eljleL is zero we see that S=V,,, e,S, and S is homo- 
geneous of order a. 
Let JcZ be two sets with )I) > X0. For every jeJ take a cardinal ~j such that 
X05 oj< a and a subset Lj of L of cardinality aj. Let 4 be the idempotent of S 
defined by 
Then, fjS is homogeneous of order oj and D(f,S) is constant and equal to oj (it 
does not take the value zero since fj is faithful). 
Set R = njEl Si where Si= S for every ieZ. This ring is of order a, but it is not 
homogeneous of order a since Z(R) is not countably decomposable (Proposition 
3.8). However, D(R) is the constant function that takes the value a. Let f be the 
idempotent of R defined by 
(f)i = 
f, if iEJ, 
0 otherwise, 
where (f)i denotes ith component off. Let hj be the central idempotent of R defin- 
ed by 
(hj)i = 
1 if i=j, 
0 otherwise. 
Clearly fR = VjEJ hJfR and C(f) = VjcJ hJ # 1 (since C(hjf) = hj and JfI). Every 
hjf satisfies hJfRGhS. Hence, hjfR is homogeneous of order aj. Also, hjf is a 
central idempotent of fRf. So, we have 
D(fR)(M) = 0 if C(f)EM, 
D(fR)(M) = aj if C(f)@M and h’$M. 
Let v, be a continuous function defined on &S(R) and taking values on Y and let 
u be a central idempotent of R. We shall denote by UY, the function 
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if u$M, 
otherwise. 
Notice that up is also a continuous function. 
Lemma 4.2. If ME B(R) and e is an idempotent of R then, D(ueR)=uD(eR). 
Proof. The decomposition of ueRe according to Theorem 3.12 follows from Pro- 
position 3.7 applied to the ring eRe. 0 
Remark 4.3. Let {u,}~~~ be an orthogonal family of nonzero central idempotents 
with VIEI Ui= 1 and set 
X, = (ME&S(R)) q$M), 
then, UiEl Xj is an open dense set of BS(R). If we know the value of D(uiR) for 
every i, the function D(R) is completely determined since by Lemma 4.2 
D(R)(M) = D (Ui R)(M) 
if MEX;. Also, by [4, Proposition 9. lo] we have 
So, in order to know D over R we just need to know D over every factor u,R. 
This can also be applied to D(eR) where e is an idempotent of R, since 
eRe = V td,eRe 
iEI 
is an analogous central decomposition of the ring eRe. 
As we have said at the beginning of this section, the function D coincides with 
the infinite dimension function p of Goodearl-Boyle. To prove this fact we must see 
first that p(R) is a continuous function. 
For the sake of completeness we include the definition and some properties of the 
function ,D. For a complete description and properties of p we refer the reader to 
[7] or [4, Chapter 121. 
Definition 4.4 (Goodearl and Boyle [4, Chapter 121). Let R be a right self injective 
regular ring, let MEBS(R), and let A be a nonsingular injective right R-module. 
If Ae = 0 for some e E B(R) -M, define p,,,,,(A) = 0. If Ae # 0 for all e E B(R) -M, 
define ~~(4) as the smallest infinite cardinal cr such that for some eE B(R) -M, 
Ae does not contain a direct sum of (Y nonzero pairwise isomorphic submodules. 
Proposition 4.5 (Goodearl and Boyle [4, Proposition 12.21). Let R be a right self- 
injective regular ring, let iWeBS( and let A be a nonsingular injective right 
R-module. Then: 
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(a) pM(A) = 0 if and only if C(A) EM. 
(b) p&l) =pM(Ag) for every ge B(R) -M. 0 
Proposition 4.6. Let R be a right self-injective regular ring, let ME BS(R), and let 
A be a nonsingular injective right R-module. If cz is an infinite cardinal, then 
,uM(A) > a if and only if C(A) $A4 and there exists g E B(R) -M such that Ag= 
E(uAg). 
Proof. In one direction, [4, Proposition 12.91. Conversely, for every h E B(R) -M 
we havehg$MandAhg#O.Also,Ahg=E(aAhg). Hence, foreveryhEB(R)-M, 
Ah contains a direct sum of a nonzero pairwise isomorphic submodules, so 
pu,(A)>o. •I 
Proposition 4.7. Let R be a right self-injective regular ring and let A be a non- 
singular injective right R-module. Let Y= (0) U [X0, a] with the order topology, 
where a is an infinite cardinal such that a? supMG,s(,){ u&A)). Then, the map 
n(A) : BS(R) + Y, 
is a continuous function. 
~4 ++ PM(A) 
Proof. Denote by p the map p(A). It is enough to see that the inverse image of an 
open set of the sub-basis is also an open set. To see that, take p an infinite cardinal 
and consider 
Then, 
T= {y IPcysa}. 
K’(T) = WEBS(R) 1 P<PM(A)). 
By Proposition 4.6 we have 
u--‘(T) = {ME BS(R) 1 C(A)$M and FIgeM such that Ag=E(/3Ag)}. 
Set 
A’, = {MEBS(R)) h@M} 
for h E B(R) and denote by Z the set 
I= {gEB(R) 1 Ag=E@Ag)). 
Then, 
K’(T) = &(A, n 
( > 
u xg 
gcI 
which is an open set of BS(R). 
If T=[X,,a], then,Y’(T)=X C(Aj by Proposition 4.5, and it is also an open set 
of BS(R). 
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If T=(yeY ] y-c/?} and /3= NO, then p-‘(T) is the complement of XctA,. So, 
suppose that p > X0 and observe that ,u,&I) < /I if and only if C(A) E A4 or there 
exists e E B(R) - A4 such that Ae does not contain any direct sum of y nonzero pair- 
wise isomorphic submodules for some infinite y< j3. So, if we denote by J the set 
of those e E B(R) such that Ae does not contain any direct sum of y nonzero pairwise 
isomorphic submodules for some infinite cardinal y< ,8, we have 
F’(T) = (BM)-G(,,) U 
which is an open set of BS(R). Cl 
If cx is an infinite cardinal, denote by (Y+ the successor of a. 
Theorem 4.8. Let e be a nonzero purely infinite idempotent of R. Let ME BS(R). 
Then pM(eR) = 0 if and only if D(eR)(M) = 0 and if p,&eR) #O we have ,uM(eR)= 
D(eR)(M)+. 
Proof. Without loss of generality we may assume that e= 1. By Remark 4.3 and 
since ,u(R) is a continuous function, we may assume that R is homogeneous of order 
(Y for some infinite cardinal a. Then, R contains a direct sum of a nonzero pairwise 
isomorphic submodules, and does not contain direct sums of cardinality greater 
than a by Proposition 2.9. Hence, 
u&R) = a+ = D(R)(M)’ 
for every iWeBS( 0 
Corollary 4.9. Let e and f be purely infinite idempotents of R. Then: 
(a) D(eR) is a continuous function. 
(b) D(eR)(M) =0 if and only if C(e) EM. 
(c) D(eR)(M) =0 for every ME BS(R) if and only if e=O. 
(d) D(heR) = hD(eR) for every h E B(R). 
(e) D(eR)<D(fR) if and only ifeR 5 fR. 
(f) D(eR)=D(fR) tfand only ifeRG fR. 
(g) If e,f are orthogonal, we have D(eR@ fR)=max{D(eR),D(fR)). 
Proof. Lemma 4.2, Theorem 4.8 and the results of [4]: 12.2, 12.3, 12.11 and 
12.6. 0 
We are going to calculate now the range of the function D. 
Set Y as in Definition 4.1 and denote by B(BS(R), Y) the set of all continuous 
functions defined on BS(R) and taking values in Y. 
Lemma 4.10. Let X be an extremely disconnected topological space and iet T be a 
closed subset of X. Then, T is a c/open set. 
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Proof. If we denote by TC the complement of T in X, TC is open, so p = (?)’ is 
clopen. Hence ? is clopen. 0 
Lemma 4.11. Let X be a topological space and let U be a dense subset of X. Then, 
for every open set A of X we have A = A fl U. 
Proof. Take XE A and let V be an open neighbourhood of x. A 0 V is open and 
nonempty, so A 17 I/ n LJ#B. 0 
Lemma 4.12. Set S, = {ME BS(R) ( cp(A4) = a} where 9 E E’(BS(R), Y) and a E Y. 
Then, SO is clopen, and u, E y S, is dense in BS(R). 
Proof. S, is the inverse image of a closed set, so it is closed, and by Lemma 4.10 
i, is clopen. Let Uf0 be an open set of BS(R) and set /3=min{q(M) (ME U}. If 
p is equal to the superior extreme of Y, then UC SP and so 0 # UC &. If this is not 
the case, then 
spn u= {MEU] ~(bf)gq 
= G=ul Pvo<P+~ 
where p’=X, if /3=0. So, S,nU is a nonempty open set and S,nUrSafIU. 
q 
Define d as the following set: 
d ={u,EO(BS(R),Y))~,~D(R)). 
Proposition 4.13. Given a function 9 E A, there exists a purely infinite principal 
right ideal, denoted by l?(p), that satisfies the following properties: 
(a) DE(p) = cp. 
(b) If v<ly~A, then l?(p)~E(y/). 
(c) B(hyl) = ht?(p) for every h E B(R). 
(d) ED(eR)zeR for every purely infinite idempotent e. 
(e) ED(hR) = hR for every h E B(R). 
Proof. By Remark 4.3 and Theorem 3.12, we may assume that R is homogeneous 
of order j? for some infinite cardinal /I. Then 
where (ei}iEl is an orthogonal family of pairwise equivalent and countably decom- 
posable idempotents with /I/ = /3. Also, D(R) is the constant function that takes the 
value p, so p(M)5 /I for every ME BS(R). 
For every infinite cardinal o< p, take 1,~ I such that jZ,j =a and Z, c Z,, 
whenever (x 5 a’ and let ID = I. Consider 
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e,R = v eiR 
ic1, 
and notice that C(e,) = C(e,) = 1. 
On the other hand, by Lemma 4.12 and with the same notation, UaEY & is a 
dense open set of BS(R). Let h, be the central idempotent such that 
i, = {MEBS(R) 1 h,$M} 
and set 
Y’= {O#a5p(h,#o}. 
Notice that Y’ is a countable set since 
Define E(p) = eR where 
eR = /i h,e,R. 
aE Y’ 
Z(R) is countably decomposable. 
Without loss of generality we may assume that haea E B(eRe), so this decomposi- 
tion is the decomposition of Theorem 3.12 since every h,e,R is homogeneous of 
order a. Notice also that C(h,e,) = h,. Let ME s, with a E Y’, then 
zE(y7)(M) = (r = $7(M). 
If ME& we have ~(M)=O=DE(~J)(M) since C@(q)) =VaEY, ha= 1 -ho and 
ho $ A4. Hence DE(v) = 9. 
To prove (b) consider p, w E A satisfying v, I t,u. For every a E Y, let S,, T, be the 
sets defined in Lemma 4.12 by the functions 9, I+V respectively, and let h,,g, be the 
central idempotents corresponding to the clopen sets & and ?” respectively. By 
Lemmas 4.12 and 4.11 we have that 
so 
and equivalently 
Since eaRseaR for every 6rcx, we have that E(~)IE(w). 
Part (c) is clear and part (d) follows from Corollary 4.9(f). 
Part (e) follows easily since, by construction, ED(hR) =E(hD(R)) = hED(R) and 
ED(R)=R. 0 
The following lemma can be proved just using the dimension functions of 
Goodearl and Boyle. With this lemma we shall prove the next theorem which is a 
generalization of a theorem of Hannah. 
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Recall that a ring R is said to be biregular if for every XE R, the two-sided ideal 
generated by x is generated by a central idempotent. 
If R is a countable nonsingular ring and Q is the maximal right quotient ring of 
R then Hannah proved in [lo] that Qtt=O, QlrI is biregular and Qt/K is biregular 
where K is the two-sided ideal consisting of those elements that are directly finite. 
Lemma 4.14. Let Q be a regular right self-injective ring and let e andf be countably 
decomposable purely infinite idempotents. Then e-f if and only if C(e) = C( f ). 
Proof. If e-f then C(e)=C(f) by [15, Theorem 161. Conversely, since e and f are 
purely infinite, e-f if and only if pM(eQ) =,uuM(fQ) for all ME&S(Q) [4, Cor- 
ollary 12.111. Take ME&~(Q), if C(e)=C(f)EM then ,uuM(eQ)=,uM(fQ)=O by 
[4, Proposition 12.21. So, let M be a maximal ideal of B(Q) such that C(e)$M. By 
[4, Proposition 12.41 p&eQ), ,uM(fQ)> X0 and since e and f are countably decom- 
posable it must be p,,,,(eQ), pM(fQ) I K,. Hence, ,u&eQ)=,u&fQ) for all 
MEBS(Q) and e-f. 0 
Theorem 4.15. Let R be a nonsingular countably decomposable ring and let Q be 
the maximal right quotient ring of R. Let Qi (i= I,II,III) be the type i part of Q 
and let K be the two-sided ideal of Q consisting of those elements that are directly 
finite. Then: 
(a) (Q, x Qrr)/K is biregular. 
(b) Q,, can be nonzero. 
(c) Qnr is biregular. 
Proof. (c) Set T= Qlll. Let TxT be the two-sided ideal generated by an element 
XE T. Then TxT= TeT for some idempotent eE T. Since all the idempotents of T 
are purely infinite, by the previous lemma we see that e- C(e), hence C(e)T< TeT 
and C(e)T= TeT. 
(a) Set T= QI x Qrt. Take an element XEQ that is not directly finite. Then 
QxQ = QeQ for some idempotent eE Q. We can decompose e as e =f + g with f 
directly finite, g purely infinite and f, g orthogonal idempotents. By the previous 
lemma and with the same argument as in (c) we see that QgQ = C(g)Q and mapping 
this into T/K we have that T/K is biregular. 
(b) By [6, Corollary 2.91 there exists a simple right self-injective ring, (2, of type 
II/ with center a given field F. Taking F a countable field then by Proposition 2.12 
Q is countably decomposable. Also, if we take T= =EndQ(E(X,Q)) where E(M) 
denotes the injective hull of M, then we shall prove Tis a purely infinite regular right 
self-injective ring of type II that is countably decomposable. 
First of all, T is of type II by [4, Corollary 10.91. Since T,e2TT we see that T 
is purely infinite. Now take a direct sum, @- ,El ejT, then it is easy to see that 
E(X,Q) contains a direct sum of the same cardinality and so the same is true for 
NoQ. Then by Proposition 2.1 we have that the cardinality of the family must be 
less or equal than K,. q 
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In particular this result is true for every nonsingular countable dimensional 
algebra and for every nonsingular group algebra K[G] where K is a field and G is 
a group whose conjugacy classes are countable. Hannah proves also his result for 
these classes of rings [lo, Theorem 3.31. 
This theorem was a short communication in the meeting “XIV Jornadas 
Hispano-Lusas de Matemhticas” that took place in Tenerife (Spain) in June of 
1989. 
5. Dimension for directly finite idempotents 
In this section we use a particular form of the relative dimension functions of 
Goodearl and Boyle in order to give a dimension function for directly finite idem- 
potents suitable to our purposes. This form of the relative dimension has been 
already used by Menal and Moncasi [16]. The range of this dimension function has 
been calculated by these authors and we just need to prove some additional pro- 
perties. 
Definition 5.1 (Goodearl and Boyle [4, Chapter 111). Let R be a right self-injective 
regular ring, let MEBS(R) and let A and C be nonsingular injective right 
R-modules. Define d,,,&l : C) as the infimum of all rational numbers m/n such 
that m and 12 are positive integers and nAe I mCe for some e E B(R) -M. If no such 
rational numbers exist, then set d&4; C) = 03. 
Definition 5.2. Let R be a purely infinite right self-injective regular ring of type I 
or II. Let e, be a faithful abelian idempotent if R is of type I or a faithful directly 
finite idempotent if R is of type II. For every directly finite idempotent e of R define 
the function d(eR) as 
d(eR)(M) = d,(eR : e. R) 
for every ME BS(R). 
Proposition 5.3. Let eR and fR be directly finite principal right ideals of R. Then, 
in the conditions of Definition 5.2 we have: 
(a) d(eR)(M) =0 for every ME BS(R) if and only if e=O. 
(b) If C(e) EM, we have d(eR)(M) = 0. 
(c) d(heR) = hd(eR) for every h E B(R). 
(d) d(eR) I d(fR) if and only if eR < fR. 
(e) d(eR)=d(fR) ifand only ifeRrfR. 
(f) If e and f are orthogonal, d(eR @ fR) = d(eR) + d(fR). 
Proof. Immediate by the results of [4]: Proposition 11.5, Lemma 11.2, Theorems 
11.11 and 11.15. q 
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Denote by Vr the set N U {a} where N is the set of natural numbers (with zero), 
and denote by Vrr the extended real interval [0, 001. Consider Vt and Vr, as 
topological spaces with the order topology and notice that this topology coincides 
with the usual one for these sets. 
A continuous function defined on BS(R) and taking values in I$ (i= 1,II) is said 
to be almost finite if it takes finite values in a dense open set of KS(R) and we shall 
denote by gaf(BS(R), F$) the set of all almost finite continuous functions from 
BS(R) to I/;. 
We identify No with 00. 
Proposition 5.4. Let R be a purely infinite right self-injective regular ring of type 
i (i = 1,II). Then, for every directly finite idempotent e E R, the function d(eR) is an 
almost finite continuous function defined on BS(R) and taking values in v. 
Proof. [4, Lemma 11.161 and [16, Theorems 2.5 and 2.81. 0 
As we shall see in the next propositions the range of the function d, as a function 
defined on the directly finite principal right ideals of R, is exactly %&(BS(R), V). 
This was proved by Menal and Moncasi [16, Theorems 2.5 and 2.81. These authors 
constructed an inverse image for every function v, E K?..,(BS(R), V). This inverse im- 
age will be denoted by E(v) as in Proposition 4.13. We repeat the construction of 
Menal and Moncasi in order to introduce some minor modifications. 
Lemma 5.5. Let R be a regular Baer ring of type I (II) and let f E R be a nonzero 
idempotent. Then fRf contains an abelian (directly finite) idempotent e with 
C(e) = C(f ). 
Proof. By [3, Lemma 2.31 it is easy to see that fRf is of the same type as R. So fRf 
contains a faithful abelian (directly finite) idempotent e. Since C(e)f is a central 
idempotent of fRf that contains e it must be C(e)f=f, hence C(f)5 C(e) and so 
C(e) = C(f). 0 
Proposition 5.6. Let R be a purely infinite right self-injective regular ring of type 
I, with HR $RR. Denote by X0 the constant function that takes this value as well 
as the cardinal number that it represents. Then, the idempotent e,, of Definition 5.2 
can be chosen in such a way that, for every function qr E E&(BS(R), VI) there exists 
a directly finite principal right ideal, i?(p), that satisfies the following properties: 
(a) dE(p) = p. 
(b) If V, I,YE E&(BS(R), 6) and ~15 w, we have E(~I)zzB(~). 
(c) E(hp) = hE(yl) for every h E B(R). 
(d) Ed(eR)=eR for every directly finite idempotent e. 
(e) EWE for every function q~ E E&,(BS(R), VI), where E(K,) is given by 
Proposition 4.13. 
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Proof. Denote by foR the ideal E(H,) and notice that foR is purely infinite and 
faithful. By [4, Proposition 10.331 we have SofoR 5 foR and by Lemma 5.5 we can 
choose a faithful abelian idempotent e, such that eoEfOR. Then, HoeoR 5 foR and, 
hence, there exist idempotents g, I g2s ... satisfying gk E foR and keoR E g,R for 
every kz 1. 
On the other hand, given a function a, E Q(BS(R), VI), consider, for every 
natural k the set 
Sk = {MEBS(R) 1 p(M) = k). 
Sk is clopen, so there exist central orthogonal idempotents {hk}k20 such that 
S, = {MEBS(R) 1 h,$kf}. 
Define 
E(V) = v h,g& 
kzl 
It is not difficult to see that E(p) is directly finite and clearly E(q)<foR, proving 
in this way part (e). Also, hkE(V))z khkeoR and by 11.3, 11.2 and 11.9 of [4] we 
have that dE(~)(M)=d,,#(cp): eoR)=dM(khkeoR :eoR)= k=cp(M) for every 
MeSk with kz 1. Since h,E(v)=O, for MeSO we have ~(M)=0=d,&(q.~): eoR) 
so, dE(p) = a, since v, is almost finite. 
To prove (b), let v, and I,Y be two almost finite functions with 95 I,Y. Repeating 
the constructions we have done at the beginning of the proof, set 
Then 
Sk = {MeBS(R) 1 v(M) = k} = {iWeBS 1 h,@M}, 
Tk = {iWeBS 1 rc/(M) = k} = {MeBS(R) 1 h;$M}. 
s,c u Tn, 
nzk 
so hklVnzk h; and 
h,gkR~~~kh~gkR~~~kh~RnR~E(W). 
Hence, E(p)<E(y/). 
Part (c) is clear and part (d) follows from Proposition 5.3(e). 0 
Lemma 5.1. Let R be a right self-injective regular ring. Let A be a principal right 
ideal of R of type IIf. Let (p,, q,,lnE M be a set of positive integers such that 
p,,A I q,,R for every n. Then there exist principal right ideals of R; B,, B2, . . . such 
that qn B, =p,,A for every n and B, 2 B, provided that p,.,/q,, (pm/q,,, . 
Proof. See [16, Lemma 2.21. 0 
Proposition 5.8. Let R be a purely infinite right self-injective regular ring of type 
II, with HR se RR. Denote by X0 the constant function that takes this value as well 
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as the cardinal number that it represents. Then, the idempotent e, of Definition 5.2 
can be chosen in such a way that, for every function v, E Q(BS(R), VII) there exists 
a directly finite principal right ideal, E(q), that satisfies the following properties: 
(a) &?(q~) = 9. 
(b) If 9, w E F&(BS(R), V,,) and ~5 w, we have ,!?(p)~E(y/). 
(c) E(hp) = hE(rp) for every h E B(R). 
(d) i%(eR)=eR for every directly finite idempotent e. 
(e) E(~J)IE(H,) for every function q E Q(BS(R), VII), where J?(K,) is given by 
Proposition 4.13. 
Proof. Let X0 be the closure of the set 
WEBS(R) 1 v@f)>Ol. 
Given positive integers rn and n such that m 2 0 and n 2 1, let X,, ,, be the closure 
of the set 
(MeBS(R)) (a(M)>m/2”}. 
Notice that X0,, =X0 and X,,, c X,,_ I,n for every m, n L 1. Let n 2 1, we claim that 
n x~,~= IT?>0 v-++ IfM$X,,, for some m 10 we have a,(M) I m/2” < co. Con- 
versely, suppose cp(h4) < 03. Then there exists m 2 I such that rp(M) < m/2”. Since 
cp is a continuous function, there exists an open neighbourhood, U, of M such that 
v(N) < m/2” for every NE U, so 
CJfI {NEBS(R) ( cp(N)>m/2”} = 0 
and hence M$ X,,,, n. 
Notice that 
X0= u (Xm-1,n- 
rnkl 
X,,J u ( ;oXm,+ 
so 
X,-V-‘(~) = u (Xm-l,n-Xm,n). 
WI21 
Since cp is an almost finite function, by Lemma 4.11 we have 
X0=X0 = X,f-l (ME&!?(R) / p(M)<oo} =X0-~-‘(w). 
For every m and n set 
X,,+ 1,n-Xm,fI = {MEBSW (h,,,$M) 
for some central idempotents h,,,. It is clear that the family 
thogonal for every n. Also 
X,, = (ALE BS(R) ) h eM> 
where h = v,?, h,,,, and notice that h is independent of n. 
~hm,.Ll is or- 
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For m,nrl, X,,_I,n=X2m_Z,n+I and X,,_,,n-X,,,n is the disjoint union of 
X2m~2,n+l -X2,+1,~+1 and X2m-1,n+1-X2m,n+1. Hence, 
h m,n =h~m-l,n+~+hzm,n+,. 
Denote by foR the ideal E(N,) and notice that foR is purely infinite and faithful. 
By Lemma 5.5, let e. be a faithful directly finite idempotent such that e. E foR and 
notice that meoR I foR 5 2”foR for positive integers m, n > 1. Applying Lemma 5.7 
to the ring foRfo we obtain idempotents f,,, EfoR such that 2”f,,,RzmeoR and 
f,,nR 5 f,,tR provided that m/2”ss/2’. Since eoR is directly finite, we deduce 
from [4, Propositon 11.3 and Theorem 11.91 that dM(f,,nR : eoR) = m/2” for 
every ME BS(R). 
Set 
A, = v h,,.f,-,,.R. 
f?lkl 
It is not difficult to see that A, is directly finite. We have, also, that 
@, h,,,f,- l,nR 
=me,h f m,n+l m-l,n+l R. 
Hence, A,, c A,, +, for every n. Set A=V,,, A, and notice that A 5 foR. For tz 1 
consider AT = V, ~, h,,,, tf,, ,R. AT is directly finite and we have 
0 f hm,t+lfm,t+lR 
mzl 
5 O (hzj-l,t+l +h2j,t+l).f2j,t+lR 
j_>l 
= jp, hj,tfij,t+,R 
So, A;+ 1 c A;. Since At5 AT we have A SAT and so A is directly finite. Define 
E(p) = A. 
Let us prove now part (a). a, is an almost finite function, hence to see that 
d(A) =u, it will be enough to see that d(A)(M)=a,(M) for every IWEBS( 
p-‘(m). If 1-h@M then d,,,(A:e,R)=d,(A(l-h):e,R)=O since A(l-h)=O. 
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Suppose that 1 -REM. Then, for every n there exists m such that MEX,_~,~- 
X m,n. Hence, 
m- 1/2”1~(M)~m/2”. 
Since A,&. =h,,,nf,,,_I,nR we have that diM(A,:eoR)=m-l/2” and so, 
d,(A : e, R) 2 m - l/2”. Similarly, 
Hence 
d&A : eoR) 5 d&A,* : eoR) 
= d,(AXbn, n : eoR) = d,(f,,,R : eoR) = m/2”. 
/~(M)-~(A)(M)I 1112” 
for every n 11 and so d(A)(M) = p(M). This completes the proof of (a) and (e). 
To prove (b), let p and rl/ be two almost finite functions with ~5 w. Define X,,,, 
and X0 as in the beginning of the proof for the function p, and Y,,, and Ye the 
analogous sets for the function w. For every m, n set 
X i?-l,fl -Kn,. = {MEBS(R) 1 bn,.eM), 
Ym-~,n- L,, = {MEBS(R) 1 g,,nWL 
for some central idempotents h,,, and g,,,. Since cp< w and using similar argu- 
ments it is not difficult to see that 
wm-1,n -&z,.)n UC u (kl,n- y,,,) 
k>m 
where (I= {MEBS(R) 1 w(M)< m}. CT is a dense open set, so by Lemma 4.11 we 
have 
and so 
Also 
Xm-I,n-Xm,n = (X,-,,.-X,,,)n u5 u (Yk-l,n- Yk,n) 
k>_m 
hm,nl v gk,n* 
krm 
Hence, we have E(cp)lE(w). 
Part (c) is clear and (d) follows from Proposition 5.3(e). 0 
6. Dimension for arbitrary idempotents 
The purpose of this section is to construct a dimension function defined on 
L(R,) and denoted by D, where R is a purely infinite right self-injective regular 
ring with HR se RR. This construction will be done using the functions D and il 
defined in the previous sections. 
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Define the sets Z; in the following way: 
Z, = N u [XII, VI, ZII = W,=J) u NJ, rl, z,,, = (01 u [h, Yl 
where y = sup 17 and 17 is the set of cardinals of Theorem 3.12. We identify CO with 
K,. We consider these sets as topological spaces with the order topology. 
Definition 6.1. Suppose R is of type i (i = I, II or III) and let eR be a principal right 
ideal of R. Then eR decomposes uniquely as 
eR = heR @ (1 - h)eR 
for some h EB(R) in such a way that heR is directly finite and (1 - h)eR is purely 
infinite. 
Associated to eR define the function 
D(eR) : BS(R) --f Zi 
as 
D(eR) = ci(heR) +B((l - h)eR) 
where: 
(a) a and D are the functions of Definitions 5.2 and 4.1 respectively. 
(b) The sum is defined pointwise and is the usual one between real numbers and 
between infinite cardinals. If x is a real number and y is an infinite cardinal, then 
x+y=y. 
Remark. The sets Vt and Vu defined in Section 5 are now included in Z, and Zrr 
respectively. It is easy to see that the original topologies of Vr and Vt, coincide with 
the relative ones as subspaces of Zr and Zrr. So the functions d(eR) and D(eR) are 
continuous functions when we consider that they take values in Z;. 
Conversely, if v, is a continuous function from BS(R) to Zi that takes its values 
in I$ or (0) U [ Ko, y], it is also a continuous function from BS(R) to v or (0) U 
[X o, y] respectively. 
Lemma 6.2. Let eR and fR be principal right ideals of R with eR directly finite, fR 
purely infinite and eR n fR = 0. Then, eR @ fR is purely infinite if and only if 
C(e)lC(f), and in that case we haveD(eR@fR)=D(fR). 
Proof. Assume that eR @I fR is purely infinite. Without loss of generality we may 
assume that e and f are orthogonal. Then (1 -C(f))(e+f)=(l -C(f))e=O since 
otherwise (I- C( f ))(e + f) would be a directly finite nonzero central idempotent of 
(e + f )R (e + f ). Conversely, if h E B(R) and h(e + f) is nonzero and directly finite, 
it must be hf = 0, so hC(f) = 0 and hence hC(e) = C(he) = 0. 
Suppose that eR @ fR is purely infinite. Then, by [4, Proposition 12.61, 
p(eROfR) = max{~(eR),~(fR)I 
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and 
p (eR OR) = pc(fR) 
since C(e)<C(f) and eR is directly finite. I? 
Theorem 6.3. Let R be of type i (i = I, II or III) and let eR andfR beprincipal right 
ideals of R. Then, the function D of Definition 6.1 satisfies thefollowingproperties: 
(a) D(eR) is a continuous function from BS(R) to Zi. 
(b) D(eR)(M) = 0 for every ME BS(R) if and only if e = 0. 
(c) If C(e) EM, then D(eR)(M) = 0. 
(d) D(heR) = hD(eR) for every h EB(R). 
(e) D(eR)sD(fR) if and only if eR 5 fR. 
(f) D(eR)=D(fR) ifand only ifeR=fR. 
(g) If e and f are orthogonal, then D(eR @ fR) = D(eR) + D(fR) where this sum 
has the same sense as in Definition 6.1. 
Proof. (a) Let eR = e,R 0 e2R be the decomposition of eR in its directly finite and 
purely infinite parts respectively. Then, 
D(eR) = d(e,R) +D(ezR). 
Set S= {ME BS(R) 1 C(e,) @M}. From the definitions of d and D we see that 
D(eR)(M) = 
i 
a(e,R)(M) if MeS, 
D(e,R)(M) if MES, 
so, D(eR) is a continuous function. 
(b) and (c) follow from Proposition 5.3 and Corollary 4.9. 
(d) With the notation of (a) it is easy to see by Proposition 5.3 and Corollary 4.9 
that 
D(heR) = d(helR)+B(he2R) 
= hd(e,R)+ hD(e,R) = hD(eR) 
(e) and (f). Step 1. Let eR and fR be principal right ideals of R with eR I fR. 
Without loss of generality we may assume that C(f) = 1. Let h be a central idem- 
potent such that hfR is directly finite and (1 - h) fR is purely infinite. Then 
heR 5 hfR and heR is also directly finite, so by Proposition 5.3 
D(heR) = d(heR) 5 d(hfR) = D(hfR). (1) 
On the other hand, let g be a central idempotent such that g(l - h)eR is directly 
finite and (1 - g)(l - h)eR is purely infinite. Notice that (I- g)( 1 - h)eR 5 (1 - h) fR, 
so by Corollary 4.9 we have D((1 -g)(l - h)eR)sD((l - h)fR) and hence, by (c) we 
have that 
D((l-h)eR)=tf(g(l-h)eR)+D((l-g)(l-h)eR) 
sD((l-h)fR)=D((l-h)fR). (2) 
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From (1) and (2) we deduce that D(eR)sD(fR). 
Step 2. Suppose D(eR) =D(fR). We claim that eR=fR. We can suppose that e 
and f are nonzero and let h be a central idempotent such that hfR is directly finite 
and (1 - h) fR is purely infinite. Then D(heR) =D(hfR) = d(hfR). Let 
heR = e, R @ e2R be the decomposition of heR in its finite and purely infinite parts 
recpectively. We have 
d(e,R)+D(e,R) = d(hfR). 
Since c?(hfR) is an almost finite function, B(e2R) must be zero in a dense open set 
of BS(R) and so, it must be identically zero. Hence, ez=O and e,R = heR. Since 
d(heR)=d(hfR), by Proposition 5.3 we have heR_= hfR. 
Multiplying the equality D(eR) = D(fR) by 1 -h we may assume that fR is purely 
infinite. Let g E B(R) such that geR is directly finite and (1 - g)eR is purely infinite. 
Then, 
ii;(geR)+D((l -g)eR) = D(fR). 
Set 
S, = (MgRS(R) j C(f)$M}, 
S2 = {MEBS(R) I(1 -g)C(e)$M}. 
Since D(fR) is zero exactly in B(R) - S1 and D((1 -g)eR) is zero in ES(R) - Sz, 
we have (1 - g)C(e) 5 C(f). On the other hand, d(geR) takes finite values in a dense 
open set, U, of KS(R), so 
S,n(BS(R)-S2)nU=0 
and hence, S1 c SZ. Then we have proved that C(f)=(l -g)C(e). Now notice that 
givenMEBS(R) wehavegC(e)EMor(l -g)C(e) EM. Inthefirst caseJ(geR)(M)=O 
by (c), and in the second case d(geR)(M) = 0 since D((1 -g)eR)(M) = D(fR)(M) = 0. 
So ge = 0 and D(eR) = D(fR), and by Corollary 4.9 we have eR z fR as claimed. 
Step 3. Suppose D (eR) 5 D( fR). We claim that eR 5 fR. By general comparabili- 
ty [4, Corollary 9.151 there exists h E B(R) such that 
heR 5 hfR, (1 - h)fR 5 (1 - h)eR. 
Applying D and since D(eR)sD(fR) we have D((1 - h)eR) =D((l - h)fR), so by 
the second step, 
(1 -h)eRz(l -h)fR. 
Since heR 5 hfR we have eR 5 fR as claimed. 
(g) If eR and gR are both directly finite or purely infinite, we finish the proof 
applying Proposition 5.3 and Corollary 4.9. Suppose that eR is directly finite and 
fR is purely infinite. Let h be a central idempotent such that h(e+ f)R is directly 
finite and (1 - h)(e + f )R is purely infinite. Then hf = 0 and since (1 - h)eR is directly 
finite, by Lemma 6.2. we have (1 - h)C(e)sC(f) and 
D(eR@fR) = d(heR)+D(fR). 
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Given ME BS(R), if h $M we have d(heR)(M) = d(eR)(M) and if h EM we have 
two possibilities: first C(f) EM, in that case C(e) EM and d(eR)(M) =O; second 
C(f) $A4 and so D(fR)(M) I X0. Hence, 
D(eR @fR) = d(heR) + d(fR) = d(eR) + d(fR) = D(eR) +D(fR) 
as claimed. The general case follows easily. q 
Let R be of type i (i = I, II or III). Denote by d the set: 
d = {~IEF?(BS(R),Z;) 1 v<D(R)}. 
As in the previous sections we are going to calculate now the range of the function D. 
Lemma 6.4. Let R be of type i (i = I, II or III) and let v, E @?(Bs(R), Zi). Then there 
exist functions vl, v)~ E %‘(BS(R), Z;) such that v, = qq + v)~, CJI] is almost finite and the 
values that rp, takes are zero or infinite cardinals. 
Proof. Set A =r~-‘(IN) if R is of type I or A =@‘([O,m)) if R is of type II. A is 
an open set of BS(R) and so, A is a clopen set. Define the functions qq and q72 in 
the following way: 
Vl(W = 
p(M) if MEA, 
G92@4) = 
! 
p(M) if MeA, 
0 otherwise, 0 otherwise. 
Clearly p1 and p2 are continuous functions, p1 takes finite values on A U (BS(R) -A) 
which is a dense open set of BS(R) and p = qq + v)~. 0 
Lemma 6.5. Let R be of type i (i = I, II or III) and let eR and fR be principal right 
ideals with eR directly finite and fR purely infinite. Then D(eR + fR) = D(eR) + 
D(fR). 
Proof. Set gR E L(R,) such that 
(eR fl fR)@gR = eR. 
Then it is easy to see that 
eR +fR = gR @ fR. 
So, by Theorem 6.3(g) we have 
D(eR+fR) = D(gR)+D(fR). 
On the other hand, 
(1 - C(f ))gR = (I- C(f ))eR 
so, 
(I- C(f ))D(gR) = (I- C(f ))D(eR). 
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Since D(fR)(M)> KO for those MEBS(R) such that C(f) @A+’ we have 
D(fR)+D(eR) = D(gR)+D(fR) 
as claimed. 0 
Definition 6.6. Let R be of type i (i= I, II or III) and let PE B(BS(R),Zi). Let 
p=cpl +p2 be the decomposition of Lemma 6.4. Choose the idempotent e. of 
Definition 5.2 in such a way that we can apply Propositions 5.6 and 5.8. Then define 
E(V) E NM as 
where E(pr) is given by Propositions 5.6 and 5.8, and _!?(cp2) is given by Proposi- 
tions 4.13. 
Proposition 6.7. Let R be of type i (i= I, II or III). Then, the map E of Definition 
6.6 satisfies the following properties: 
(a) DE(p) = q for every q~ EA. 
(b) If pzsw with ~P,I+YEA, then E(q~)sE(v). 
(c) E(hyl) = hE(v) for every h E B(R) and every v, E A. 
(d) ED(eR) = eR for every eR E L(RR). 
(e) ED(hR) = hR for every h E B(R). 
Proof. (a) Let v, E A. With the notation of Definition 6.6, E(V) =l?(rpl) +E((Pz). BY 
Lemma 6.5 and Propositions 5.6, 5.8 and 4.13 we have 
DE(V) = D-&v,)+D&z) = dE((o,)+DE(rpz) = ~1 +v)2 = 9. 
(b) Let cp, I+V E A with ~5 v/. Set v, = ‘p, + v)~ and I,U = I+V~ + I,V~ according to Lemma 
6.4. Let h be a central idempotent such that 
{ME BS(R) 1 V/~(M) = 0} = (ME BS(R) 1 h $M}. 
Then 
hp,+hq2shW = hy/. 
Since I,U~ is almost finite it must be hW2=0. So, V)~IV~ and hpr<hWr. Also 
(1 - h)q, I w2, and hence 
(1-h)yl,<(1-h)Ko<~2 
where X0 denotes the constant function that takes the value X0. 
From these inequalities and Propositions 4.13, 5.6 and 5.8 we deduce 
&i%) 5E(w2), hE(vd~h&v,), 
(1 -h)E(v,)(U -h)&Xo)s&w,), 
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SO 
E(P) = hE(cp,) + Cl- hEG?l) + Em 
‘: hE(v,)+E(V/2)~E(v/) 
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as claimed. 
(c) Clear from 
(d) Clear from 
(e) Clear from 
Propositions 4.13, 5.6 and 5.8. 
Theorem 6.3 and part (a). 
Proposition 4.13 and part (c). 0 
7. Structure theorem for the two-sided ideals 
In this section we give a classification theorem for the two-sided ideals of R using 
the dimension function D. 
As in the previous section R will denote a purely infinite right self-injective regular 
ring with HR &, RR and d the set 
d = {VE g(sS(R),Z,) ) VSWR)) 
with i=I, II or III. 
Proposition 7.1. Let R be of type i. Then A is a complete lattice with the natural 
order. 
Proof. Let {~7i}iEI be a family of functions of A. Set 
eR = V E(~i). 
icl 
We claim that D(eR) is the supremum of the family {qi>,,r. Since E(q,,)leR, we 
have pi=DE(vi) sD(eR) for every iel. On the other hand, if pi5 I,V E A for every 
iEl we have E(~i)lE(W) and hence eRsE(W), so D(eR)rDE(W)=t,u. 0 
If L is a lattice, a subset I of L is said to be an ideal if it satisfies the following 
conditions: 
(a) avbcl for every a,bEI. 
(b) If aEIand bsa, then beI. 
Lemma 7.2. Let r be an ideal of A. Then the following properties are equivalent: 
(a) f + g E r for every f, g E IY 
(b) f+fErfor every fer. 
Proof. Clear since f+gl(f+f)V(g+g). 0 
As in [24, Definition I.31 an ideal of A is said to be an ideal-base if it satisfies 
one of the equivalent conditions of Lemma 7.2. 
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Denote by L,(R) the lattice of two-sided ideals of R and by L(d) the lattice of 
ideal-bases of d. 
Theorem 1.3. Let R be a purely infinite, regular right self-injective ring satisfying 
the countability condition (C), and assume that R is of type i (i = I, II or III). Then 
there exists a lattice isomorphism between L,(R) and L(A). This isomorphism is 
given by Z+D(Z) where ZEL~(R) andD(Z)={D(xR)~x~Z}. 
Proof. Given ZEL~(R), we claim first that D(Z) is an ideal-base. Let cp, WED(Z). 
Then, v, = D(eR) and I+V =D(fR) for some idempotents e, f E I. Then v, v I,V = 
D(E(q?)+E(q?)), but E(p)=ED(eR)zeR and E(v)=ED(fR)=fR. Hence, 
E(q)+E(y/)lZ. If a,=D(eR) with eel and VeA with t,~~cp, we have E(W)< 
E(p)=eRsZ, so w=DE(y/)~Ll(z). Finally, let p=D(eR) with eEZ. Since R is 
purely infinite, there exist fR and gR satisfying fR = gR G eR and fR II gR = 0. So, 
fR@gRIZand D(fR@gR)=cp+y,ED(Z). 
Given Z an ideal-base, define E(Z) as 
E(Z) = {xeR 1 DEB}. 
We claim that E(Z) is an ideal of R. Let x E E(Z) and y E R. Then xyR 5 XR and 
yxR IxR. So,D(xyR) andD(yxR)ID(xR), and hencexy, yxeE(Z). Ifx, yeE(Z) 
we have D(xR), D( yR) E r and, since (x - y)R <xR + yR is enough to see that 
D(xR+yR)~r.SetxR=(xRnyR)OzR.Then,xR+yR=zROyR,soD(xR+yR)= 
D(zR@yR)=D(zR)+D(yR). Since zR<xR we have D(zR)~Zand by Lemma 
7.2, we have D(xR + yR) E r as claimed. 
Given an ideal Z of R we have IsED( Conversely, if XEED(Z) then 
D(xR)ED(Z), that is, D(xR)=D(yR) with YEZ, but then xRzyR and so, XEZ. 
Hence Z=DE(Z). On the other hand, given an ideal-base Z of A, then clearly 
DE(T)sZand, if ~PEZ, we have p=DE(q), so peDE(T). Hence r=DE(T) and 
the map Z-+D(Z) is a bijection. 
Clearly the functions D and E preserve the order and hence they are lattice 
homomorphisms. 0 
Notice that if R is prime, BS(R) is a topological space with a single point. So, 
it is not difficult to recover the classification theorem in the prime case given by 
Goodearl in [4, Theorem 12.211. Also when R is of type I or II and prime, condition 
(C) is always satisfied by Remark 3.1. So, our theorem is a generalization of that 
of Goodearl when R is of type I or II. 
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