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Abstract
Symmetry has long been recognized as a major obstacle in integer programming.
Unless properly recognized and exploited, the branch-and-bound tree generated
when solving highly symmetric integer programs (IPs) can contain many identical
subproblems, resulting in a waste of computational effort. Effective methods have
been developed to exploit known symmetry. This thesis focuses on improving methods
that compute the symmetry group of an IP. In the literature, computing the symmetry
group of an IP is performed by generating a graph with a similar structure as the
IP, and then computing the automorphism group of the graph. Unfortunately, these
graphs may be much larger than the IP problem, resulting in a possible waste of
computational resources. The approach of this thesis is to detect the group of an
edge-colored graph generated by the IP. This avoids the need for additional nodes
to track coefficients, reducing the search space. Actually finding the group will be
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An integer program (IP) is symmetric if its variables can be permuted without
changing the structure of the system. Such IPs often arise when constructing
problems in combinatorics or optimization. For example, graph coloring, scheduling
of jobs on parallel identical machines, covering design or codes construction are all
problems which contain symmetries. Even a modestly sized problem can be difficult
to solve using traditional branch-and-bound or branch-and-cut algorithms if it has
a large symmetry group. The trouble arises as a result of many subproblems in the
enumeration tree being isomorphic, leading to wasted computational effort [11].
However, effective methods have been developed to exploit known symmetry.
In the literature, computing the symmetry group of an IP and similar problems is
performed by generating a graph with a similar structure, and then computing the
automorphism group of the graph [4, 5, 11, 14]. Unfortunately, these graphs may
be much larger than the IP problem, resulting in a possible waste of computational
resources. This paper focuses on efforts to improve this method of computing the
symmetry group of an IP. The approach chosen is to adapt an existing symmetry
detection algorithm to work with edge-colored graphs. This would allow an IP
to be more directly converted into a graph and reduce the search space for the
automorphism group. In particular, the symmetry detection algorithm first proposed
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in [7] and updated in [6] was chosen. This algorithm was designed to work efficiently
with sparse graphs which is ideal since graphs produced by IPs are sparse.
1.1 Preliminaries
This section provides basic definitions and notation used in this paper. Define [n] to
be the set {1, 2, ..., n}. Let Πn be the set of all permutations of [n]. A permutation
γ ∈ Πn is represented in cycle notation. That is γ = (i j k) indicates that iγ = j,
jγ = k, and kγ = i. Clearly this can be extended to a cycle permuting any number of
elements of [n], and the cycles can be composed. Let ι be the permutation such that
jι = j. This is the identity permutation.
A graph G is an ordered pair (V,E) where V is the set of vertices and E is the
the set of edges. A symmetry γ is a permutation of V such that Gγ = G. This
is equivalent to Eγ = E since V γ = V by definition. A permutation γ repects a
partition π of V if v and vγ are in the same cell of π for each v ∈ V . The set of all
symmetries of a graph G which respect a partition π is called the automorphism
group of G under π and is written as Aut(G)π. A graph with V = [n] can have as few
as one symmetry, ι, and up to n!. This group can be represented by a subset of at most
n− 1 symmetries which generates the group through every possible composition of
its elements. If B is a subgroup of Aut(G)π, then it partitions Aut(G)π into equally
sized cosets. A theorem of group theory states that each coset of B can be generated
by composing a representative of the coset with every element of B [6].





where A is an m × n matrix, b is an m-vector, c is an n-vector, and they all have
rational entries. If γ ∈ Πn and σ ∈ Πm, then A(σ, γ) is the matrix resulting from
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permuting the rows of A by σ and the columns by γ. Thus, the symmetry group
of the linear program is the set of permutations
G(A, b) := {γ ∈ Πn : ∃σ ∈ Πm such that A(σ, γ) = A and bσ = b}.
If γ ∈ G(A, b) and x̂ is a feasible solution for the linear program in Equation 1.1, then
x̂γ is also feasible [13]. For example, consider the IP
min x1 +x2 +x3 +x4
x1 +x2 ≥ 1
x2 +x3 ≥ 1
x3 +x4 ≥ 1
x1 +x4 ≥ 1
x1, x2, x3, x4 ∈ {0, 1}.
(1.2)
The structure of this problem suggests symmetry in the variables. This program is
small enough that the symmetry group can easily be computed. In fact, the symmetry
group, G(A, b), for this program consists of ι, (1 2 3 4), (1 3)(2 4), (1 4 3 2), (1 3),
(1 4)(2 3), (2 4), (1 2)(3 4). Showing G(A, b) to be a group is straightforward. Note,
there are 7 solutions to this program: (1, 0, 1, 0), (0, 1, 0, 1), (1, 1, 1, 0), (1, 1, 0, 1),
(1, 0, 1, 1), (0, 1, 1, 1), (1, 1, 1, 1). Consider the solution (1, 0, 1, 0). Applying any of
the permutations in G(A, b) produces (1, 0, 1, 0) or (0, 1, 0, 1) which are both solutions.
It is a simple procedure to verify this for each of the solutions and permutations. This
example comes from [11].
It is G(A, b) that we are interested in when searching for the symmetries of an
IP. Essentially, it contains all permutations of the columns of the constraint matrix
which can preserve the original problem. This is equivalent to the permutations of




As stated in the introduction, symmetries of an IP are often found indirectly by
searching for the symmetries of a graph related to the problem. These symmetries
have been shown to be isomorphic to G(A, b) [5]. This section will introduce the
search method used for this work, and will demonstrate how to convert an IP into a
graph.
2.1 Saucy
Saucy is software which implements a symmetry detection algorithm for simple, non
edge-colored graphs. It is based on a previous program, nauty, described in [12]. The
aim of these algorithms is to find a generating set for the group Aut(G)π described
in section 1.1. The goal of saucy was to develop a program which performed better
on sparse graphs utilizing sparse data structures [7]. Additional speed-up was gained
by recognizing that sparsity could also be exploited in the symmetries themselves.
That is, more performance can be attained by expecting that symmetries leave the
majority of the vertices fixed [6]. Since the graphs generated by an IP are sparse,
saucy was a reasonable base for this work.
4
2.1.1 Refinement
Saucy initially reads in the vertex set of a graph which is partitioned by the colors of
the vertices. The first step in detecting symmetries is to differentiate the vertices as
much as possible. This is accomplished by using properties of vertices which do not
change under symmetry, or vertex invariants. A partition π can be refined, further
subdivided, by partitioning each cell S of π based on these vertex invariants. One
such invariant is the connection function c. Given a vertex v and an invariant set
of vertices S, c(v, S) is the number of elements of S which are neighbors of v. A set of
vertices is called invariant if Sγ = S for all γ ∈ Aut(G)π. This is trivially satisfied by
all cells in π. So we can select some cell S of π and calculate c(v, S) for every v, and
further partition π based on these values. This produces a finer partition π′ without
removing any working symmetries. Thus, Aut(G)π = Aut(G)π′ and the cells of π
′ can
be used to further refine itself. This process continues until the partition can no longer
be refined. The partition at this point is called equitable. The formal algorithm for
this refinement process is based on Hopcroft’s algorithm for minimizing the number
of states in a finite automaton [2]. It is described in more detail in [7, 12]. The core
of the algorithm is using one cell of the partition to attempt to split every other cell.
This cell is called the inducing cell. To improve performance in saucy, the program
only attempts to split cells that actually have a connection to the inducing cell. Let
S be the inducing cell. This is accomplished by first computing k(v, S), the number
of connections vertex v has to S. Then, for each cell T in the partition with at least
one connection to S, T is split up based on the values of k.
2.1.2 Problem Breakdown
If refining a partition π results in a discrete partition π′, every vertex is in its own
cell, then Aut(G)π = {ι}. This is because the identity is the only permutation which
respects such a π′. However, if π′ is not discrete, then there exists a cell in π′ with
more than one element. Let T = {v1, ..., vj} be such a cell. Call this the target cell.
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For a symmetry γ of G which respects π′, vγ1 6= v for all v /∈ T . So, the image of v1 is an
equivalence relation on Aut(G)π′ , that forces a partition of Aut(G)π′ into j subsets of
symmetries. Since the refinement process is not perfect, some of these subsets might
be empty. Consider the first subset of permutations γ which fix v1. This subset can
be expressed with vertex partitions by distinguishing the vertex v1. This is done
by letting π̂ = π′ except with T replaced by {v1} and T − {v1}. In this way, we have
created a subproblem of the original. To find generators for Aut(G)π, we must first
find them for Aut(G)π̂. This recursion terminates once the partition becomes discrete.
After finding the generators for Aut(G)π̂, we search for other symmetries respecting
π that map v1 onto every other element of T . To maintain a polynomial bound on
the number generators, only a single symmetry is sought for each v ∈ T − {v1} that
maps v1 to v. This restriction is justified by recognizing that Aut(G)π̂ is a subgroup
of Aut(G)π and that we are searching for cosets of this subgroup.
2.1.3 Symmetry Search
Let T = {v1, v2, ...} be a target cell. Suppose we are searching for a representative of
the coset containing symmetries γ such that vγ1 = v2. This coset might not exist which
requires proof that such a γ does not exist. To do this, saucy utilizes a backtracking
search over partial permutations. A partial permutation ρ is an isomorphism
between two partitions of vertices. The mapping ρ is called partial since it might
not be well defined. Let π1 and π2 be partitions such that π
ρ
1 = π2. If S1 ∈ π1 and
S2 ∈ π2 such that Sρ1 = S2, then v ∈ S1 could map to any vertex in S2. If they are
both singleton sets, the mapping is explicit. Otherwise, it is ambiguous and decisions
must be made. This suggests that ρ represents a set of permutations. Suppose T
is some target cell of an equitable partition π and we are searching for some γ such
that vγ1 = v2. A partial permutation ρ is constructed by creating two new partitions
π1 and π2. This is accomplished by distinguishing v1 from T in π1 and v2 from T
in π2. Finally, ρ is defined so that {v1} 7→ {v2} and T − {v1} 7→ T − {v2} and all
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other cells of π1 map to the corresponding cells in π2. A partial permutation becomes
better specified by propagating the constraints imposed by these mappings. This
propagation is performed by partition refinement as discussed earlier. Both π1 and
π2 can possibly be refined since splitting T might have caused the partitions to no
longer be equitable. The partitions are refined simultaneously and every time cells are
split, ρ is updated. For cells S1 ∈ π1 and S2 ∈ π2, they divide isomorphically if,
given equivalent inducing cells T1 and T2, S1 has the same number of vertices with no
connection to T1 as S2 has to T2, and so on for each possible number of connections.
After refinement completes, ρ is examined. It is possible that some cell in π1 does
not divide isomorphically with its equivalent cell in π2. This implies that ρ cannot
represent a symmetry of the vertices and the algorithm must backtrack. Another
possibility is that S1 = S2 for every nonsingleton set where S
ρ
1 = S2. In other words,
π1 and π2 only differ in their singleton elements. For this, ρ creates a well-defined
permutation γ such that vγ1 = v2, and v
γ = v otherwise. Saucy then attempts
to verify Gγ = G. If successful, the search terminates. If not, the algorithm must
backtrack. The last possibility is that π1 and π2 differ in at least one pair of equivalent
nonsingleton sets. This forces another mapping decision. Some nonsingleton set
T1 ∈ π1 selected as a target cell, and hence T ρ1 = T2 is selected in π2. A vertex v1 ∈ T1
is also chosen. By construction, any symmetry must map v1 to an element of T2. So,
the size of the target cells is the branching factor at each point in the search tree.
An element v2 is chosen from T2, construct the possible mapping {v1}ρ = {v2} and
propagate as before. If the algorithm backtracks to a decision point, an alternative
mapping is chosen and the search continues. However, if all possible mappings have
failed, saucy backtracks again. If it backtracks from the root of the tree, the search
ends without finding a symmetry.
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2.1.4 Orbit Pruning
The orbit partition θ(Γ) of a permutation group Γ is a partition of the set underlying
Γ such that, if x and y are in the same cell of θ(Γ), then there exists some γ ∈ Γ
such that xγ = y. This can be utilized in the subproblem decomposition. Suppose
π is a vertex partition with some cell T = {v1, v2, ...} as a target. Let π̂ be the
partition formed by distinguishing v1, and suppose Aut(G)π̂ is known. Now search
for a representative γ of the coset where vγ1 = v for all v ∈ T−{v1}. As symmetries are
found, update θ accordingly. When considering a mapping vγ1 = v, if v1 and v are in
the same cell in θ, then there is no need to find such a γ since this indicates that such
a mapping exists, and the entire coset can already be generated. The backtracking
search for symmetries can also use orbit pruning. Though, θ cannot be used in this
situation because symmetries might have been discovered which do not respect vertex
partitions at a particular decision point. So, a collection of generators is kept, and
the orbit partition of those respecting the vertex partition is constructed and used to
check a candidate mapping. This is only done during the uncommon case of needing
to backtrack [6].
2.1.5 Example
Consider the simple, vertex colored graph in figure 2.1. This example graph and
search tree come from [6]. Table 2.1 shows the breakdown of the saucy search.
Figure 2.1: Simple graph to demonstrate saucy search
In the decomposition, cells in a partition are separated by | and target cells are
indicated by an underline. If a partition has a target cell, it is equitable. As stated
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Table 2.1: Walk-through of the search tree for figure 2.1
Decomposition Subproblem 1 Subproblem 2 Subproblem 3 Subproblem 4
[1 2 3|4 5 6 7] [1|2|3|4|5 6|7] [1|2|3|4 5 6 7] [1|2 3|4 5 6 7] [1 2 3|4 5 6 7]
⇓ ⇓ ⇓ ⇓ ⇓
[1|2 3|4 5 6 7] [1|2|3|4|5|6|7] [1|2|3|4|5 6 7] [1|2|3|4 5 6 7] [1|2 3|4 5 6 7]
⇓ [1|2|3|4|6|5|7] [1|2|3|5|4 6 7] [1|3|2|4 5 6 7] [2|1 3|4 5 6 7]
[1|2|3|4 5 6 7] ↓ ⇓
⇓ [1|2|3|4|5 6|7] [1|2|3|4 5 6 7]





above, we are trying to reach a discrete partition, and if the partition is equitable, it
cannot be refined further. So a target cell must be chosen and a vertex distinguished.
In this decomposition, ⇓ represents partitions formed by distinguishing an element of
a target cell, and ↓ represents the refinement of a non-equitable partition.
Section 2.1.2 mentions that distinguishing an element of a target cell creates a
subproblem that must be solved. This is indicated in the table. Consider subproblem
1. We initially distinguished 5. Now, symmetries must be discovered which map 5 to
every other element of the target cell. In this case, we only need to find γ such that
5γ = 6. With this partial permutation, the isomorphic partition pair above results.
This is the permutation (5 6) which is a symmetry of the graph.
For subproblem 2, search for representatives of the cosets of the symmetry group
found in the previous subproblem. These are found by searching for mappings which
take 4 into each of the other elements in the target cell. Start by looking for a mapping
such that 4γ = 5. After some refinement, the equitable partition pair above results.
Since {5, 6} 6= {4, 7}, a target cell must be chosen, an element distinguished, and the
partition further refined. This leads to the discrete partition pair which corresponds
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to the permutation (4 5)(6 7). This is a symmetry of the graph. It is unnecessary to
search for the representatives of the other two cosets due to orbit pruning.
Subproblem 3 is easier than the previous one. In this case, we are looking for
a mapping such that 2γ = 3. Since the resulting partition pair only differs in its
singleton elements, the partial permutation is completely defined. There is no need
to further refine this partition pair. We are left with the graph symmetry (2 3).
Finally, we search for a representative of the coset where 1γ = 2. Distinguishing
elements and refining leads to the equitable partition pair at the bottom. Again,
these partitions differ only in their singletons. This results in the symmetry (1 2).
The coset represented by 1γ = 3 is removed by orbit pruning. All of this leaves us
with the generators {(5 6), (4 5)(6 7), (2 3), (1 2)}.
2.2 Integer Program to Graph
When converting an IP to a graph, we will focus on constructing the restricted IP
graph discussed in [5]. As mentioned in that paper, this restricts the search space to
symmetries typically focused on in the literature. Let the set of variables in the IP,
{x1, .., xn}, and the set of constraints, {c1, ..., cm}, be the disjoint sets representing
a bipartite graph. A vertex representing xj connects to a vertex representing ci if
the (i, j) position of the constraint matrix A is non-zero. This edge is then colored
dependent on the value of this position in the matrix. Finally, the variable vertices
can be colored based on their coefficients in the objective function, and the constraint
vertices can be colored based on their value. Most algorithms that detect symmetries
in graphs work with simple, non edge-colored graphs. Thus, when creating a graph
from an IP, edges are not colored, but instead a new vertex is created to represent
the coefficient at Ai,j. These new vertices are then given a color dependent on the
coefficient value. So, vertices representing matrix coefficients with the same value
receive the same color. To reduce the graph somewhat, we let an edge have an
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assumed color for 1. Thus, a vertex is not needed for any coefficient in the constraint
matrix equal to 1.
To show construction of the graph from an IP, a simple example will be presented.
min x1 +x2 +x3
2x1 +x2 +2x3 ≥ 1
x1 +2x2 +x3 ≥ 1
x1, x2, x3 ∈ {0, 1}.
(2.1)
Consider the IP in equation 2.1, and create a non edge-colored graph representing it.
So, we have vertices for the variables {x1, x2, x3}, vertices for the constraints {c1, c2},
and vertices for the nonzero coefficients which do not equal 1 {A1,1, A1,3, A2,2}. Since
A1,1 = 2, there is a connection between the vertices for x1 and A1,1 and the vertices
for A1,1 and c1. Similarly, there are connections between x3 and A1,3 and A1,3 and
c1. However, A1,2 = 1 indicates a direct connection from the vertex for x2 and c1.
Continuing this procedure produces the graph in figure 2.2.
Figure 2.2: Non edge-colored graph generated by IP in equation 2.1
Though this is a small example, it indicates that a graph could easily grow much
larger than the original problem with more coefficients. To avoid this, we worked
to adjust saucy to work with edge-colored graphs. Using 2.1, create an edge-colored
graph representing it. This is a more straightforward procedure than the previous
example. We only have the sets {x1, x2, x3} and {c1, c2}. Like in the non edge-colored
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case, A1,2 = 1 indicates there is a connection between the verticess for x2 and c1. The
difference comes for the coefficients which are not 1. So for A1,1 = 2, An edge connects
x1 and c1 with the edge colored purple. Continue this procedure to produce the graph
in figure 2.3.
Figure 2.3: Edge-colored graph generated by IP in equation 2.1
To demonstrate symmetry detection of an IP, run the saucy search on the graph
in figure 2.2. Since the vertices have different colors, we begin with the partition
[1 2 3|4 5|6 7 8]. Let S = {1, 2, 3} be the initial inducing cell. This splits {4, 5}
because k(4, S) = 1 and k(5, S) = 2. However, k(6, S) = k(7, S) = k(8, S) = 1.
So, the partition becomes [1 2 3|4|5|6 7 8] and {4} becomes an inducing cell. We
proceed in a similar manner to split {1, 2, 3} and {6, 7, 8}. This leads to the equitable
partition [2|1 3|4|5|6 8|7]. That is to say, no cell in the current partition can split
another. Choose {1, 3} as the target cell and distinguish 1. This gives the partition
[2|1|3|4|5|6 8|7]. Choose {1} as the inducing cell which splits {6, 8}. Thus we have
the discrete partition [2|1|3|4|5|6|8|7]. Return to the first subproblem and look for a
γ such that 1γ = 3. This will lead to the discrete partition [2|3|1|4|5|8|6|7]. We have
an isomorphic partition pair that gives the permutation (1 3)(6 8). Since there are




As described in section 2.1, saucy works with non edge-colored, simple graphs.
However, converting an IP into a graph can result in a larger search space than
the original problem had. To overcome this issue and attempt to reduce run time,
saucy was altered to work with edge-colored graphs. Here, we will describe the
adjustments made to saucy and the methods used to compare the algorithms. All
tests and development were performed on a MacBook Pro running OS X 10.8.5 with
8 GB of 1600 MHz DDR3 RAM and a 2.3 GHz Intel Core i7 processor.
3.1 Modifications to Saucy
The first thing required for our goal was to make saucy accept as input and run with
edge-colored graphs. This was easily achieved by adding a structure to hold this data
and to test the edge colors when checking the validity of a symmetry. Some additional
alterations were needed to make the IO components and other utilities compatible
with edge-colored graphs.
The primary alteration made to the algorithm was to attempt to split cells based
on the number of connections of a specific color. Conceptually, we altered the k
function, described in section 2.1, to differentiate on the number of connections of a
specific color. This made it possible to generate finer partitions at each subproblem in
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the search tree. Additionally, this removed the need for a vertex to represent the color
of an edge since that information was being used directly. Thus, the overall graph
size could be greatly reduced. Most of the remaining algorithm was left unchanged
including the search tree and supporting methods. This simplified the alterations
while leveraging existing code which worked well.
3.1.1 Example
Again, consider the IP described in equation 2.1, and create an edge-colored graph as
described in section 2.2. This produces the graph in figure 2.3. Since the vertices have
different colors, we begin with the partition [1 2 3|4 5]. Let S = {1, 2, 3} be the initial
inducing cell. We have two edge colors in this graph, black and purple. Of course in
code, these colors are numeric. Since {4, 5} is the only other cell in the partition, we
attempt to split it. We calculate k(4, S, purple) = 2 and k(5, S, purple) = 1. Clearly,
we split into {4} and {5}, and it is not necessary to check black connections in this
case. Here, {4} becomes our new inducing cell. We proceed in a similar manner to
split {1, 2, 3}. This leads to the equitable partition [1 3|2|4|5]. The cell {1, 3} is the
only non-singleton in the partition so it is chosen as the target cell. Distinguish 1 from
the cell giving the discrete partition [1|3|2|4|5]. So the recursion ends and we return
to the first subproblem. Look for a mapping so that 1γ = 3. This gives [3|1|2|4|5].
Comparing the partitions gives the symmetry (1 3). This symmetry clearly preserves
the graph structure and original problem. Since there are no additional subproblems,
the symmetry group is {ι, (1 3)}. Note that this is nearly the same as the result
produced by the non edge-colored graph. The symmetry in the vertices representing
the variables is the same, which is what we are looking for. The non edge-colored
graph produced symmetries which also tracked the edge colors. This can be ignored
when applying the symmetry to the original IP.
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3.2 Comparing the Algorithms
To compare the algorithms, a set of readily available IPs was selected from [3, 10, 8].
An attempt was made to collect IPs of differing sizes. Additionally, only problems
with multiple coefficients were considered since these are the only problems where
an improvement was expected. Once selected, each problem was converted into a
simple graph and an edge-colored graph as described in 2.2. To do this, the IPs were
represented in MPS format to make them easier to work with. For simplicity, the
chosen problems already existed in this format. A description of the MPS format can
be found at [1]. From this representation, a problem could be read into a conversion
program which utilized COIN-OR, [9], to access the coefficient matrix, objective




The primary goals of this work were to reduce the size of the graph resulting from
an IP and attempt to improve the runtime of the symmetry detection algorithm. As
stated earlier, the approach was to create an easier, more direct conversion from IPs
to graphs using edge-colored graphs. Then, an existing symmetry detection algorithm
was modified to work with these graphs and leverage the additional data available
through the colorings. Both goals were at least partially achieved.
4.1 Graph Sizes
Table 4.1 lists various problems used to compare the algorithms and the differences
in their sizes between edge-colored and non edge-colored variants. As can be seen,
the edge-colored graphs are smaller and significantly so in some cases. For example,
arki001_c has 21217 vertices in the original graph construction, but only 2436 in the
edge-colored version. Clearly, this reduction in size decreases the number of cells in
a vertex partition in the search tree as discussed in section 2.1. So, there are fewer
cells to compare when determining the connections between them.
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Table 4.1: Size differences between edge-colored and non edge-colored graphs
Edge-colored Not edge-colored
Problem Vertices Edges Vertices Edges
BI-SC-10 1632 6622 7366 12356
BI-SC-11 1502 5872 6551 10921
BI-SC-12 1559 6348 7056 11845
BI-SC-13 1566 6461 7176 12071
BI-SC-14 1566 6461 7176 12071
BI-SC-15 1553 6231 6933 11611
BI-SC-16 1624 6496 7232 12104
BI-SC-17 1554 6299 7002 11747
BI-SC-18 1594 6409 7132 11947
BI-SC-19 1594 6409 7132 11947
BI-SC-2 1641 6864 7617 12840
BI-SC-20 1625 6581 7324 12280
BI-SC-21 1616 6477 7211 12072
BI-SC-22 1563 6501 7213 12151
BI-SC-3 1629 6544 7285 12200
BI-SC-4 1616 6477 7211 12072
BI-SC-5 1617 6509 7244 12136
BI-SC-6 1617 6488 7223 12094
BI-SC-7 1619 6494 7231 12106
BI-SC-8 1622 6572 7312 12262
BI-SC-9 1630 6559 7301 12230
mod010 c 2801 11203 2956 11358
qp1 1327 97 1374 144
qp2 1327 97 1374 144
dano3mip c 17075 79655 77535 140115
mitre c 12778 39704 31062 57988
mkc c 8736 17038 17553 25855
rentacar c 16341 41842 42767 68268
arki001 c 2436 20439 21217 39220
p2756 c 3511 8937 10263 15689
swath c 7689 34965 28172 55448
mod011 c 15438 22254 22129 28945
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4.2 Timing Comparisons
To produce timings for the algorithms, each non edge-colored graph was run through
saucy 1000 times, and likewise the edge-colored graphs were run through the modified
algorithm. The data sets were collected by a Python script that utilized matplotlib
to produce plots comparing the timings of the original saucy next to the modified
algorithm. The timing results can be seen in the following figures. For each chosen
IP, the range of run times is presented with the median displayed at the top for easier
comparison. Additionally, the number of different coefficients in the IP is recorded
next to the name of the IP.
Figure 4.1: Timings for problems BI-SC-10 through BI-SC-17
As the plots suggest, the modified version of the algorithm generally runs faster
than the original on IPs with different coefficients. However, as can be seen in
figures 4.3 and 4.4, there are a couple IPs for which this doesn’t hold. Specifically,
the modified algorithm performs worse than the original for mod010 c and mod011 c.
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Figure 4.2: Timings for problems BI-SC-18 through BI-SC-4
Figure 4.3: Timings for problems BI-SC-5 through qp2
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Figure 4.4: Timings for problems dano3mip c through mod011 c
There are also a few problems which have only a slight improvement such as qp1 and
qp2 in figure 4.3.
4.3 Conclusions
Note, when attempting to solve an IP, symmetry detection is sometimes performed
at each node in a branch-and-bound tree. So, for large problems, the time spent
searching for symmetries adds up. Thus, even though the search time is in
milliseconds, this can become an issue quickly. The modified algorithm generally
appears to halve the time spent searching. This could provide a benefit over time.
In the previous section, the plots indicated that the modified algorithm performed
better than the original overall. Though, there were IPs where this was not the case.
The reason for this discrepency is not currently known. This indicates that there are
additional factors governing the performance beyond the graph size and number of
coefficients. These factors could have to do with the difference in size between the
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edge-colored and non edge-colored graphs or with the structure of the IP. Consider
the IPs mod010 c and mod011 c. In table 4.1, neither mod010 c or mod011 c change
size much between the edge-colored and non edge-colored versions. This suggests
that the timing issue could be that the difference between sizes is insufficient to
result in speed-up. However, qp1 and qp2 similarly do not change much but there
is a slight improvement with the modified algorithm. Most likely, the structure of
mod010 c and mod011 c prevents the algorithm from gaining any improvement with
the modifications. That is, the colored edges are arranged in such a way that they
never cause a cell to split. So all the overhead of attempting to split with a specific
color is accrued without the benefit of finer partitions at each search tree node. This
would indicate that the modified algorithm can be beneficial with these kinds of IPs,
but that additional analysis might be needed to determine whether a specific problem
would benefit. This is an issue that could be investigated further. Additionally, there
are more mundane issues which can be addressed in the code. A focus on efficiency
in memory usage and code design in the refinement methods could lead to greater
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