Abstract: An improved covariance matrix adaptation evolution strategy algorithm (CMA-ES) is proposed and it is used to train the forecasting model of the network security situation in this paper. A new recombination strategy which adds a heuristic component is developed in the improved CMA-ES algorithm, and the search speed is accelerated. The experimental results show that, compare with original algorithm and its variants, the improved CMA-ES algorithm can greatly increased the search speed in high dimensional problems. The improved CMA-ES algorithm is an efficient evolutionary algorithm which can be applied to the network security situation prediction.
INTRODUCTION
The network security situation is a series of data showing that the comprehensive information of the network security status [1] , and the prediction of the network security situation is very important to active defense [2] of the network platform. In order to predict the network security situation, many methods have been proposed, such as HMM (hidden Markov model) [3] [4] [5] [6] , and the neural network [7] . All of these forecasting model need the parameter optimization in order to achieve proper effect, and its parameter optimization has the following characteristics:
1) There are too many parameters of the forecasting model. Therefore the optimization is a high dimensional problem and it is difficult to find the optimal solution.
2) The forecasting model of the network security situation is a complex and nonlinear system, so its optimization is easily to fall into the local optimal solution.
There are many optimization algorithms are used to optimize the parameters of the forecasting model, such as GA [8] , PSO [9] and DE [10] , but these algorithms can not solve the problems as mentioned above. For this reason, an improved CMA-ES algorithm is proposed and it is used to train the forecasting model of the network security situation in this paper.
The covariance matrix adaptation evolution strategy (CMA-ES) [11] is a high-performance evolutionary algorithm of real-parameter optimization for non-linear nonconvex problems, and it is considered as a state-of-the-art algorithm in the evolutionary computation. CMA-ES performs well on a number of test functions [12, 13, 14] and was successfully applied to many practical problems [15] .
There are three operations in the CMA-ES algorithm: the sampling of the new solutions with multivariate normal distribution, the selection and recombination, and the adapting of the covariance matrix. The covariance matrix describes the rotation and the scale of the mutation distribution, which provides more guidance to the population.
At present, more and more varieties of the CMA-ES algorithm are designed. Anne Auger and Nikolaus Hansen presented a restart CMA evolution strategy with increasing population size [16] A simple but efficient improvement of the CMA-ES algorithm is proposed in this paper, which is called CMAmES. A new recombination strategy which add a heuristic component is developed in CMA-mES.
We choose some typical benchmark functions and some variants of CMA-ES to test the performance of the new improvement. The experimental results show that CMA-mES has a great advantage for the optimization of high dimensional and nonlinear problems, which is suitable to the forecasting model of the network security situation.
The paper is organized as follows. In section 2, the principles of CMA-ES will be introduced. In section 3, CMAmES will be described. In section 4, the performance of the proposed algorithm will be analyzed. In section 5, a case study for predicting the network security situation is presented, and the paper is concluded in section 6.
THE PRINCIPLES OF CMA-ES ALGORITHM
The basic CMA-ES has three parts: Sampling, Selection and Recombination, and Adapting the covariance matrix. Here are the principles.
Sampling
In the CMA-ES, a solution of the population is generated by a multivariate normal distribution:
where denotes normal distribution, C denotes the covariance matrix, m denotes the mean of the search distribution, g denotes the generation, k denotes the k-th offspring, denotes the step size.
Each element of the covariance matrix is a covariance between the dimensions. The covariance matrix generalizes the notion of variance to multiple dimensions.
Selection and Recombination
The selection operation will select μ optimal solutions from the population. The basis of the selection is the fitness value of the objective function.
The recombination operation is the update strategy of the mean. The new mean can updated by the following rule:
where μ denotes the offspring population size, denotes the parent population size, w denotes the weight coefficients, : i x denotes the i optimal solutions in the solutions. Eq. 3 shows that the new mean of the population depends on the offspring population, which is the weighted average of μ individuals. A variance effective selection mass is also introduced and will be repeatedly used in the following. 
Adapting the Covariance Matrix
The initial covariance matrix is a symmetric, and positive definite matrix: (6) where B denotes an orthogonal matrix, D denotes a diagonal matrix with square roots of eigenvalues of C as diagonal elements. The new covariance matrix in next generation is: is updated by Eq. 11: (11) where d denotes a damping parameter. E denotes a expectation of the Euclidean norm: (12) where c denotes the backward time horizon in Eq. 11, p denotes a conjugate evolution path, the initial 0 = p the new p reads:
( ) 
THE CMA-MES ALGORITHM
The mean value of CMA-ES denotes a weighted average of offspring solutions after the selection, which leads the whole population in the solution space. The action of the mean has little heuristic and guidance which are very important to a evolutionary algorithm. The CMA-mES is proposed to solve this problem, a new recombination whose improvement is an efficient updating strategy of the mean is proposed in the CMA-mES algorithm.
The New Recombination
According to the Eq. 2, a heuristic component is added to the update strategy of the mean. The new mean reads: In order to determine the , we run a series of tests to find the reasonable value. The large value of will lead the population to miss the optimal solution and the small value of will make the component loss effect. The test result in different value is shown as follows.
Figs. (2)- (17) 
The Flow of CMA-mES
The overall algorithm of CMA-mES is: 2) The step size N ;
3) The offspring number μ The global optimal solution.
THE PERFORMANCE TEST

Experimental Design
In order to test the performance of the proposed algorithm, the original algorithm and some variants (Active-CMA-ES and IPOP-CMA-ES) are used to compare with CMA-mES. Some benchmark functions are selected. The program is run 30 times and took the average value.
The dimensions of the test are [10, 20, 50, 100, 200] . The objective functions are given in Table 1 , where D denotes the dimension. The range of the objectives is given in the left column. The parameter values of the algorithms are given in Table 2 . 
The Comparison Tests
The results in Tables 3-12 show that the convergence performance of CMA-mES is better than the other algorithm. CMA-mES is an efficient evolutionary algorithm, which greatly increases the search speed in high dimensions. 
CASE STUDY
In order to demonstrate that the proposed CMA-mES algorithm can be applied in the network security situation prediction, a case is studied in this Section.
Problem Formulation
As mentioned in section 1, the network security situation is very important to a network platform. In order to obtain the real network security situation, a network platform is designed, as shown in Fig. (18) . Fig. (18) . A network platform.
The attack events of the network platform are collected during 51 days, and the hierarchical evaluation method [21] The collected network security situation is described in Fig. (19) . Fig. (19) . The network security situation values during 51 days.
A BP neural network is established as the forecasting model of network security situation. The structure of the BP neural network is as shown in Fig. (20) .
The input training data can be generated by the following rule [22] (16) Where x(t) denotes the situation in the first 51 days, T=49, k=3. x(t) denotes the input training data.
The output training data can be generated by the following rule: Fig. (20) . The BP neural network model for forecasting the network security situation.
Predict Network Security Situation
The forecasting model shown in Fig. (20) and the training data shown in Eqs. 16 and 17 are used to predict the network security situation, the result is shown in Fig. (21) , the mean squared error, MSE=4.0 10 -3 . Fig. (21) . The forecasting results by the CMA-mES algorithm.
