This work investigates the effect of market structure on the performance of actors who dispatch resources in network-based organizations. As digital tracking of these actors increases in scope and specificity, it is becoming feasible to extract computational models of dispatcher decision making which can be used to simulate market influences on these decisions. This work presents (1) a method for extracting computational decision models from transaction data and (2) a sensitivity analysis of the effect of market design (i.e., payment structure) and predictability of dispatcher decisions on system performance. The approach is illustrated for the case of a recent debris removal mission following extensive tornadoes in Alabama in 2011 which involved daily dispatching of an average of 28 hauling vehicles to an average of 6 work locations in the region of interest. Results of model validation against these historical tracking data are presented, along with implications for future work.
INTRODUCTION
There are many systems in which resources need to be allocated to a network including mining, logging, and debris removal following natural disasters. Recently, detailed transactional data from these systems is becoming available. However, these data are likely to be incomplete from the perspective of a system modeler. Thus, novel techniques are required in order to generate and validate a reasonable system model.
The resources flowing in these systems are commonly under the control of a much smaller number of dispatcher agents. These agents update the allocation of the resources to paths in the network in response to system performance. Additionally, the dispatcher agents are compensated according to some market context within which the performance of their entities is rewarded.
While much work has explored the performance of equilibrium flows under control of rational agents in congestion systems (see, e.g., Roughgarden 2003) , there is no known work which considers the performance of such systems under the control of boundedly rational agents. Further, validation of such complex systems with limited data is uncommon. The work presents both a validation method and a simulation study in which the system performance under different market contexts and varying degrees of dispatcher agent rationality (i.e., decision determinism) are compared.
Background and related work are presented in Section 2. The model implementation details are discussed in Section 3. The case study data and model parameter estimation and validation are described in Section 4. Finally the simulation study and results are shown in Section 5. The paper ends with conclusions and comments about future work.
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MODEL
The desired model captures two elements: the dynamics of the work structure (i.e., the queueing behavior) and the effects of the market context and performance feedback on the dispatch decision maker. These modules will be discussed in turn in the following sections.
Queueing Network
The network of interest is one in which the nodes shown in Figure 1 are single-server queues. A standard discrete-event approach is taken for modeling queueing behavior of arriving customers at each of these nodes (i.e., remote sites and processing centers) without reneging, jockeying, or other non-standard customer behavior. The customers cycling in the queueing network represent hauling vehicles which are assumed
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to be non-autonomous in the sense that they obey the dispatcher's orders. While the remote sites are determined by the dispatcher, the processing center is selected for each load according to the material type. It is assumed that the material type is randomly selected for each load according to some distribution. Each queue is further assumed to have an exponential service distribution with constant mean throughout. Finally, travel times between nodes in the network are assumed to be constant as well.
Dispatcher
The dispatcher agent model captures the dynamics of observed allocation decisions. The dispatchers are assumed to be economic, rational agents in the sense that their only consideration is to maximize their profit for a given market context. For example, if it takesW i j hours on average to make a single delivery from remote site i to processing center j (one complete cycle) for which the dispatcher receives a payment p i j , the best decision at a given point in time is to move hauling vehicles from cycles with a lower average benefit-cost ratio, or earning rate, p i j /W i j , to those with higher ratio. It should be noted that there are likely many other considerations a dispatcher considers when allocating trucks (e.g., equipment failures, safety concerns, other ground conditions). However, the available data do not contain any information regarding these other factors. Further, because the dispatchers, and information sources (i.e., team members), are cognitively constrained, variability in selecting the best decision is to be expected. This variation is captured in the model through the use of a Boltzmann distribution (Luce's choice axiom) in which the probability of selecting any one option is proportional to the value of the choice (Luce 1977) . The model assumes that for each decision, one hauling vehicle is transferred from one team to another. Thus, if there are n teams, there are n(n − 1) possible decision options. The value of these options is quantified by the log ratio of the earning rates, denoted a k , for decision k ∈ [1, n(n − 1)]. The probability of making decision k is then given by
where the amount of stochastic variation allowed is controlled by the parameter T . A low parameter value gives highly rational (i.e., deterministic, optimal) behavior, while a high parameter value gives completely stochastic selection (i.e., all choices equally likely). The mean cycle times,W i j , are generally unknown to the dispatcher beforehand. Rather, only particiular instances (i.e., trips), W i j , are known. As a result, the dispatcher is required to make continual estimates of cycle times,Ŵ i j , as trips are made over time. The model assumes that these estimators are exponentiallyweighted moving average (EWMA) filters of all past cycle times for that day which is given bŷ
where α is the forgetting factor parameter which indicates the amount of averaging in the filter. Further, it is assumed that decisions are made at random points in time, herein called decision points, and that each instance results in one and only one truck being transferred as discussed previously. The dispatcher model execution then follows the flow shown in Figure 2 . The decision points are chosen randomly according to some inter-decision distribution. At each point, the estimates of cycle times and the known payments are then considered to make the decision.
Thus, the question remains: can a pricing scheme which presumes a rational agent still provide performance benefits even when the agents act in a boundedly rational way with respect to the presumed model? The next section briefly describes the study data taken in the context of debris removal following natural disasters, and the method in which parameter estimates and model validation were performed. The simulation study designed to explore this question is then described in Section 5. 
CASE STUDY
This section provides background for the case study and the parameter estimation and validation method.
Background
The passage of an extensive tornado storm in April, 2011 resulted in widespread damage throughout the northern half of the state of Alabama and neighboring regions. The storm is estimated to have generated nearly 10.5 million cubic yards of debris in Alabama alone (Paepcke 2012) . The U.S. Army Corps of Engineers (USACE) coordinated the mission, for which there was a single prime contractor and two tiers of subcontractors. The first debris load for this mission was delivered on 8 May 2011 and the last on 20 October 2011.
In order to clear this debrus, many debris removal teams are at work throughout the affected area (i.e., at various remote sites). Hauling vehicles are assigned to these teams by dispatchers to transport material (either vegetative, construction and demolition (C&D), or hazardous material) to the temporary debris storage and reduction (TDSR) sites (i.e., processing sites). A schematic of the work flow for one representative loop of activity is shown in Figure 3 . Data Sources All load ticket data were obtained from the USACE in machine-readable format, then cleaned and verified via automated and manual methods. For example, automated queries were used to identify potential anomalies and errors in the data (e.g., AM/PM time errors, date errors, out of range distances, invalid time sequences between tickets). This cleaning resulted in nearly 130,000 load tickets over five months, during which the organization consists of one prime contractor and 33 sub-contractors, operating within 33 municipalities, with a total of 49 TDSRs.
These load tickets provide pickup and drop-off identifiers and one time stamp at each location for every trip made in the system by all entities -leaving time at remote site and arriving time at processing center. Thus, the system structure and allocation can be inferred from these data. An average of approximately 66 debris removal teams (i.e., remote sites) were active in the field on each day, and a total of 2271 different trucks took part in the mission. Team sizes ranged from two to thirty two trucks (mean of 4.0), with 81.6% of teams consisting of five or fewer trucks.
An isolated region of the data is used for model validation and parameter estimates. The selected restricted set contains 7,440 loads hauled by 101 trucks to 2 TDSR sites (i.e., processing sites -one for vegetative material and the other for C&D material) over 51 days. These trucks were organized into 4 debris removal teams on average and 99.5% of the loads were hauled by a single subcontractor, thus avoiding the possibility of any strategic behavior due to competition with other subcontractors in the region. To further avoid the confound of system configuration, only days for which 6 remote sites were active are used. A summary of this data is shown in Table 1 . 
Model Implementation & Parameter Estimation
The model was implemented in ARENA according to the earlier discussion. The system configuration and parameters for each day is determined by the procedures discussed here. As described previously, some field data on the operation of this representative system is available. While the data are incomplete, much information about the system parameters can be extracted. The methods employed to do so are described in this section. Processing Center Service Rates Several assumption are made to estimate these parameters from the limited available data. The first is that waiting time at the processing center prior to beginning service is of the same magnitude as the wait time at the remote sites (i.e., equal queueing wait times at inspection tower and remote site on average). Additionally, all entities and servers are assumed to be working at all times (e.g., no lunch breaks). The unmeasured return travel time is furthermore assumed to be the same at the measured delivery travel time. Travel times between each remote-processing pair are estimated from the data using the mean of the time stamp differences. For entities which complete another trip from the same remote site, an estimate of the waiting time at the processing center is made using the difference between subsequent departures at the remote site. Twice the measured travel time is subtracted from the difference between remote site departures to give an estimate of that trip's wait time at the processing site. Since all entities share processing sites, these wait time measures are then averaged for each processing site each day to provide an estimate of the mean waiting time, W j . The mean arrival rate to processing site j, λ j , is simply the sum of arrivals divided by the duration of the working day (12 hours). Assuming the processing center is an independent M/M/1 queue (Gross, Shortle, Thompson, and Harris 2008) , the estimated average service rate for a given day is then
These measures and the resulting estimates are shown in Table 2 . The model service rate is then chosen to be fixed as the mean of these daily rate estimates for each central processing site. Material Type The load trip distribution between processing centers in the field data is assumed to be representative of the material makeup and outside of the control of the entities (i.e., material type is stochastic). The routing probabilities from each remote site to the processing centers is determined by the proportion of trips made in the field data.
Remote Site Processing Rates These rates cannot be estimated from the data. As a result, they are assumed to be equal and this common rate is determined in the validation method as described in the next section.
Information Integration EWMA Filter The forgetting factor for the filter in Equation (2) is chosen from the set (0,1) by maximizing the number of observed decisions which are logical (i.e., a k > 0) by numerically evaluating the observed decisions with filters taking various parameters on this interval. It is found that factor which best matches the field data (i.e., the one which maximizes the number of logical decisions) is α = 0.94 (see Figure 4a ). This suggests that the dispatchers are generally very reactive to the current state (i.e., the most recent trip made) rather than averaging over a substantial number of past trips.
Level of Rationality The value for the parameter in Equation (1) is chosen to be the one which maximizes the total likelihood of the observed decisions while using the forgetting factor chosen previously. The parameter value which maximizes the sum likelihood of the observed decisions is T = 0.73 (likelihood = 6.77; see Figure 4b ). This represents a mean likelihood for any observed decision of only 5.4%. This suggests that the current dispatching decisions are highly stochastic (common parameter values in cognitive modelling literature are 0.1-0.25; see e.g., Gonzalez 2003 and Sun, Merrill, and Peterson 2001) and not often economically optimal.
Several other potential rational models were also evaluated which used haul distance, team size, and travel time estimates, but none provided a higher maximum total likelihood. Also note that a purely random model would give a total likelihood of 4.2. Thus, the proposed model gives 62% greater likelihood than the null (purely random) model.
Inter-Decision Times
The field data suggests that the intervals between decisions are exponentially distributed with a mean of 0.44 hours.
Validation
It is critical that the network and decision model represent the system of interest so that any subsequent insight into market influences with boundedly rational agents is valid for the case study context. The basic method used is similar to trace-based method (Kleijnen 1995) in which some available data is used to setup the simulation. In this case, the available data include system structure (i.e., number of remote sites, their location, mean travel time estimate, and number of entities in each cycle), and performance (i.e., number of trips made) for each day. A range of values for the final remaining model parameter, the common remote site processing rate, is considered and that with the smallest error from the observed data traces is selected.
It should be highlighted that because the validation data contains several resource allocation decisions the number of hauling vehicles in each team was not constant. In order to validate the system model separately from the decision model, the number of vehicles in each team was extracted over time and the mean value is used for the validation (cf. effective cars in Green and Kolesar 1989) .
The validation performance measure used is the Chi-square measure where the expected outcome are the trips made in the field data and observed are those from the simulation using the same configuration:
The common remote site service rate is then chosen as the one which minimizes this validation measure as given by
Each of the 10 days of validation data along with several possible remote site service rates was setup as a scenario in ARENA's Process Analyzer for this procedure. Figure 5 shows the validation performance measure, V , as a function of the common processing rate. The field data is best reproduced using a common remote site service rate of µ * = 6. Note that the error curve is relatively flat as the proocessing rate is further increased. This indicates that the amount of queueing at the remote sites is likely minimal in the system.
SIMULATION STUDY
The goal of the simulation study is two-fold: first to explore the effect of dispatcher rationality on system performance generally and secondly to assess the performance of different market contexts. To do so, the following experimental conditions are considered. The study compares system performance (i.e., total throughput) under two levels of rationality and three pricing strategies -uniform, proportional to distance, and proportional to one-way travel time (as this is independent of system congestion).
The two levels of dispatcher rationality -as determined by the parameter in the Boltzmann distribution described earlier -are chosen such that the first is that found to maximize the total likelihood of the decisions observed in the field data (T = 0.73) while the other is substantially more rational (T = 0.2).
The uniform pricing strategy awards one unit for each trip. For the proportional to distance pricing strategy, the prices are the distance divided by the average distance so that the remote site which is an average distance away from the processing centers gets compensated one unit per trip. Similarly for one-way travel times for the proportional to travel time pricing strategy.
Notice that for each team there are two travel times and distances (one for each processing center). The weighted average is taken according to the material debris proportions to calculate a single expected distance and time to be used. The team properties and resulting prices are shown in Table 3 . It should be noted that no claims are made regarding optimality of any of these schemes. Rather, they are representative of the current pricing policy in a typical debris removal system (distance-based) and a comparable alternative (time-based). This study merely evaluates them as an interesting first step toward the evaluation of the degree of influence of pricing policies (i.e., market context) with boundedly rational decision makers.
The system configuration used (i.e., travel times, debris percentages) is that from May 22 nd . This day was chosen because it is the only one which contained loads delivered to both processing centers for all six teams. Finally, the simulations are all initialized with a uniform assignment (i.e., 4 hauling vehicles assigned to each remote site). Each simulation is executed for one working week (5 days -60 hours) with 100 replications for each experimental condition. 
Results
The mean system throughput results are shown in Figure 6a . Here all values are scaled to the uniform pricing strategy with the observed decision parameter (high stochasticity). Two observations are immediately evident. First is that the uniform pricing strategy produces the best performance under both rationality conditions. And secondly, that increasing rationality does not lead to better performance under all pricing strategies. While this may initially appear counter-intuitive, notice that increased rationality is only expected to improve system performance when the pricing strategy is optimal. For non-optimal pricing strategies, one the other hand, increased rationality is expected to decrease performance. Additionally, at the system level it is clear that the mean total revenue earned by the dispatcher increases with both non-uniform pricing strategies (see Figure 6b ). While this is good for the dispatcher, it is unfortunate for the system stakeholders in that this added cost has not resulted in increased performance. Further, it is interesting to note that the variation in cost is less for the more rational condition.
Turning now to individual team performance, the observed scaled mean throughputs for each remote site and processing center are shown in Figures 7 and 8 , respectively. It is easy to see that the pricing strategies influence individual team performance differently in line with their relative travel time and distance properties. The effect of the level of rationality is often not significant at the team level (only 9 of 36 confidence intervals are non-overlapping).
Finally, these results show that despite the stochastic nature of the observed decisions, the allocation behavior and resulting performance is shown to be influenced by the pricing strategy in the expected way. This work has presented a queueing network model for simulating the effects of market context on resource allocation behavior in networks. A novel validation technique was presented which allows approximate parameter estimation of queueing network processing rates and decision model parameters which maximize the total likelihood of observed decisions with limited transaction data. Further, specific validation for a recent debris removal mission was presented. A simulation study was also presented in which dispatcher rationality and market context were varied. The results show that market context can still effectively influence allocation behavior of dispatchers even when the observed decisions are highly stochastic with respect to the idealized rational model. Further, the results underscore the importance of properly designing the market context for these systems. In particular, the particular configuration under study in this paper exhibits decreased performance and increased revenue (i.e., cost to system owner) for both the time-and distance-based policies explored.
It should also be noted that there appears to be some evidence of Parkinson's Law (i.e., work expands to the available time) in that the processing center service rates generally increase with arrival rates. A similar effect was recently reported in other human-based queueing systems (Marin, Drury, Batta, and Lin 2007) . However, it can not be determined whether this effect was due to reconfiguration of the processing centers or adaptive behavior within the same configuration.
Future work includes an investigation of additional factors of interest to dispatchers in making these allocation decisions. Work is also underway to determine the optimal pricing strategy for these kinds of network systems. Additionally, other performance effects due to switching team membership are expected which can be included in the model and market context.
