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15. ОБЫКНОВЕННЫЕ ДИФФЕРЕНЦИАЛЬНЫЕ УРАВНЕНИЯ 
 
15.1. Постановка задачи. Основные понятия и определения 
 
При изучении различных явлений часто не удается найти закон, 
связывающий только величины, характеризующие данное явление. Однако 
сравнительно легко устанавливается зависимость между этими  величинами и их 
производными.  
Рассмотрим следующую задачу. 
Пример  15 .1  (задача об охлаждении тела). Пусть в момент времени 0=t  
тело имеет температуру , а окружающая среда − температуру 0T 0const TTср <= . 
Требуется найти закон, по которому изменяется температура тела  в 
зависимости от времени 
T
t . 
Решение. Из физики известно (закон Ньютона), что скорость охлаждения 
тела пропорциональна разности температур тела и окружающей среды. Учитывая, 




−−= ,                                           (15.1) 
 
где k  – коэффициент пропорциональности )0( >k . С отношение является 
математической моделью данного физ ческого процесса. Оно является 
дифференциальным уравнением, пот
о  (15.1) 
и
ому него наряду с неизвестной 
фун
что в 
кцией )(tT  входит и ее производная. 











CTTCktTTdtktdT −+=⇔+−=−⇔−= ∫∫ eln
)( . 
 8
cpTTC −= 0По условию 0
0e)0( TCTT kcp =+=
⋅− , откуда . 




−−+= e)( . 
 
Задач  физике и инженерной практике и 
состоят в отыскании функции из так называемых дифференциальных уравнений. 
Определение 15.1. Соотношение вида 
и подобного рода часто возникают в
 




исимую переменную x , неизвестную функцию )(xyy =  и ее 
производные )(,...,, nyy ′′′ , называется дифференциальным уравнением y
(сокращенно ДУ
 в это уравнение. 
функция зависи то
 м 
в частных производных. 
Определение 15.2. Решением дифференциального уравнения порядка 
называется
). 
Порядком дифференциального уравнения (15.1) называется порядок 
старшей производной, входящей
Если искомая  т от одного переменного,  
дифференциальное уравнение называется обыкновенным, в противно случае ДУ 
n  
 n  раз дифференцируемая на некотором интервале ),( ba  функция 
)(xyy = ,  при подстановке в это уравнение обращает его в во. 
Процесс отыскания решения ДУ н ывается его интегрированием, а график 








15.2. Дифференциальные уравнения ервого порядка. Основные понятия 
 
Дифференциальное уравнение первого порядка имеет вид 
 п
 
0),,( =′yyxF . 
 
Если его можно разрешить относительно y′ ,  то оно примет вид 
x
 
yfy =′ ),( .                                                  (15.3) 




y′ .  
Дифференциальное уравнение первого п
дифференциальной форме 
 
орядка можно записать в 
0),( ,() + dxQdxy yy =xP ,                                         (15.4) 
 
где (xP ), y , ),( yxQ  – известные функции. 
В частности, поскольку dxdyy =′ , то дифференциальное уравнение 
первого порядка, разрешенное относительно производной, можно записать в  виде 
(15.4): 
0),( =− dydxyxf . 
 
При подобной форме записи дифференциального уравнения переменные x  
и р ссматриват
лива сл
 y  авноправны, т. е. любую из них можно ра ь как функцию другой. 
Справед едующая теорема о существовании и единственности 
решения ДУ (15.3). 
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 ),( yxfy =′  функция ),( yxf  и ее Теорема 15.1 (Коши). Если в уравнении
частная производная непрерывн  в  ),( yxf y′  некоторой области D  плоскости xy0 ,ы  
содержащей точку ),( 0yx , то найдется интервал )δ,δ( 00 +− xx , на котором 
существует единственное решение )
0
(xyy =  этого уравнения, удовлетворяющее 
условию 




Геометрический смысл теоремы заключается в том, что при выполнении 
условий теоремы через каждую  ),( 00 yx  области D  проходит единственная 
льная кривая дифференциального уравнения (15.3). 
Задача нахождения решения уравнения (15.3), удовлетворяющего условию 
(15.5), называется задачей Коши, а условие (15.5) – начальным условием которое 










Из теоремы 15.1 вытекает, что уравнение (15.3) имеет бесконечное 
множество решений ( пример, решение, график которого проходит через точку 
),( 00 yx  другое решение, график которого про
на
ходит через точку и т. д., 
 
),( 10 yx  
если только эти точки принадлежат области D ). Таким образом, множество 
ий уравнения (15.3) представляет решен собой однопараметрическое семейство 
ф ц
 
унк ий вида ),( Cxyy = , зависящих еще и от пара . 




назыв ция ),( Cxyy = , зависящая от одного произвольного постоянного 




она является решением этого дифференциального уравнения при любом 
значении произвольной постоянной C ; 
2) каково бы ни было начальное условие 0(xy 0= , Dyx ∈),( 00 , существует 
такое единственное значение 0CC = , что функция ),( 0Cxyy =  
удовлетворяет данному условию. 
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Определение 15.4. Частным решением
(15.3) называется решение, которое получается из общего решения
 дифференциального уравнения 
 ),( Cxyy =  
при конкретном значении произвол ой постоянно . 
В процессе отыскания общего решения дифференциального уравнения 
нередко приходят к соотношению 
 
 Cьн й
0),,Ф( =Cyx ,                                                (15.6) 
 
х т е
ния. Соотношение Ф( 0 =C , называется в этом 
случа




ь или проинтегрировать дифференциальное уравнение – значит: 
а) най  
и





не разрешенному относительно y . Выразить y  из этого соотношения в 
элементарны функциях не всегда удается. В аких случаях обще  решение 
остается в неявном виде (15.6) и называется общим интегралом 
дифференциального уравне 0),, yx
е частным интегралом уравнения. 
С геометрической точки зрения общий интеграл представляет собой 
ейство кривы
пос оянной C или семейство интегральных кривых. астному интегралу 
тветствует одна кривая этого семейства, проходящая через нек
 
ную точку плоскости. 
Итак, решит
ти его общее решение или общий интеграл (если начальные условия не 
заданы) ил  
овлетворяет заданным начальным условиям (если таковые имеются). 
Д дим геометрическую интерпретацию дифференциального уравнения 
первого порядка. 
Пусть дано дифференциальное уравнение, разрешенное о




Уравнение (15.3) устанавливает связь (зависимость) между координатами 
точки ),( yx  и угловым ко y′  эффициентом касательной к интегральной кривой, 
прохо
ий (поле напра
дящей через эту точку. Таким образом, дифференциальное уравнение (15.3) 
дает совокупность направлен влений) на плоскости xy0 .
Следовательно, с геометрическо  точки зрения за грирования 








Кривая, во всех точках которой направление поля одинаково, т. е. в которых 
яется соотношение const==′ Cy , называется изоклиной. ние Уравне
изоклины, соответствующей значению C, будет, очевидно, Cyxf =),( . Построив 
й
кр
.2 .  семей г льных кривых уравнения 
. 
Решени авнен  зоклин о  дифференциального уравнения будет 
семейство изоклин, можно приближенно построить семе ство интегральных 
ивых. 
Пример  15 Построить ство инте ра
xy 2=′
е. Ур ие и эт го
Cx =2 , т. е. изоклинами являются прямые, параллельные оси y0  ⎟
⎠⎝ 2




Cx . В 
ем вектор, образующий с осью x0  один и тот же 
угол , тангенс которого равен
Так как при имеем
 α  C . 
 0=C   0=x , 0tgα = , поэтому 0α = ; 
 при уравнение изоклины 1=C   
2
1
=x , поэтому и 1tgα =   4
πα = ; 
 при :  1−=C
2
1
−=x , 1tgα − 4
πα −== , ; 
 при 2=C : 1=x , 2tgα = , 632arctgα ≈= . 
К полученным векторам плавно прове касат ьные. Они представляют собой 
















Определение 15.5. Дифференциальным уравнением с разделенными 
переменными называется всякое дифференциальное уравнение вида 
 
.3. Дифференциальные уравнения с разделяющимися пер
 
0)()( =+ dyyNdxxM .                                         (15.7) 
 




Интегрируя е  эт
∫∫ dyyNdxxM . 
 
Пример  15 .3 .  Проинтегрироват уравнениеь  0=+ ydyxdx . 
Решение. Это уравнение с разд
Интегрируя, получаем общий интеграл 
еленными переменными. 
122
левая часть последнего раве
22
Cyx =+ . Так как 
нство неотрицательна, то и правая 
часть тоже неотрицательна. Обозначив через имеем: 
. Это уравнение семейства окружностей с центром 




















ле координат и радиусом C  (рис. 15.2). 
Определение 15.6. Уравнение вида 
)( 0)()(2 =+ dyyNxMdxyNxM ,                                 (15.8) 
 
где , − заданные функции, называется 
 может быть приведено к уравнению с разделенными 
переменными (15.7) путем деления обеих его частей на yN xM  
(предполагая, что
)(1 xM , )(2 xM , )(1 yN )(2 yN  
дифференциальным уравнением с разделяющимися переменными. 
Уравнение (15.8)
)(1 2 )(





)()( 11 =+ dyyNdxxM ,  
2N














1 .                                    (15.9) 
 
Пример  15 .4 .  Найти ее решение дифференциального уравнения  общ
0)1()1( =−++ xdyyydxx . 
Решение. Предположив, что 0≠x , 0≠y  и разделив обе части данного 
уравнения на yx , получим уравнение с раз ел ми переменными: 
 
д ыенн
01+ dxx =−+ dyy , 1 dy
yx yx ⎠⎝⎠⎝
 












Cyyxx +−=+ lnln  или Cyxxy =−+ln . 
 
Последнее равенство есть общий интеграл данного уравнения. При его 





0=y  также являются решением исходного уравнения, что легко проверяется но 
не входят в общий интеграл.  
Замечание 15.1. При раздел  можно потерять некоторые 
ть, например, 0yy =  − корень уравнения 0)(1 =yN . Так как 
0)(1 =N  и 000y =dy 0yy, подставив =  в равнение (15.8), пол .  у тождество
Следовательно любых 
учим 
, при x  0yy =  
ьзя 
− решение дифференциального уравнения 
(15.8). И, если это решение нел получить из соотношения (15.9) при некотором 
 рассматривать отдельно от решения (15.9). 
авнение
=yNxM  и установить  решения ДУ, которые не могут быть получены 
общего решения. 
значении C , то его нужно
Аналогично, если 0xx =  − корень уравнения 0)(2 =x , то при любом y  
0x − решение уравнения (15.8). Поэтому следует отдельно решить ур  
12
M
x =  
0)()(  те из 
Замечание 15.2. Уравнение )( cbyaxfy ++=′ , где ca ,,  − числа, путем 
замены ucbyax =++  сводится к ДУ с разделяющимися переменными. 
Дифференц у  по 
b




+= , т е. dydu . )(uba
dx




= . Интегрируя это уравнение и заменяя на u  cbyax ++ , 
получим общий интеграл исходного уравнения. 
 15 .5 .  Материальная точка массы m  замедляет  Пример  свое движение
под действием силы сопротивления среды,  квадрату скорости пропорциональной




м100)0( =v , а с
м50)1( =v . 
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Решение ависим ю переменну. Примем за нез у ю время t , отсчитываемое от 
начала замедления движения материальной точки. Тогда  точки скорость v  будет 
функцией от t , т. е. )(tvv = . Для нахождения )(tv  воспользуемся вторым законом 
Ньютона: Fam =⋅ , где )(tva ′=  − есть  движущегося тела, ускорение F  − 
В данном случае 2
результирующая сила, действующая на тело в процессе движения. 
F −= kv , 0>k  − коэффициент ал ости (зна
минус указывает на то, что скорость тела уменьшается). Следовательно, функция 
пропорцион ьн к 
)(tvv =  является решением дифференциального уравнения 2vkv ⋅−=′  ли m ⋅ и
2v
m





dv , 02 =+ dtm
k
v

















 − общее решение уравнения, где const
−
−c . 
Найдем теперь скорость точки через c3  после начала замедления. Согласно 















v . Поэтому 
с
м25)3( =v . 
 
в
Коши. Остановимся на случае, когда условия теоремы Коши нарушаются
Определение 15.7. Точка yx  плоскости 0xy называется особой точкой 
уравнения (15.3), если нарушается хотя бы одно из условий: 
15.4. Особые решения дифференциального уравнения первого порядка 
 
Основной  теории ДУ является задача Коши. Достаточные условия, при 




1) ),( yxf  непрерывна в некоторой окрестности точки ),( 00 yx ; 
2) непрерывна в некоторой окрестности точки . 
Отмет
льная кривая дифференциального уравнения 
перво  
по кра е одна интегральная кривая этого уравнения. 
В каждой точке единственность решения. 
Особые решения не  дифференциального 
уравнения ни при ка ачениях произвольной постоянной С. 
Пример  15 .6 .  Найти все решения уравнения
yf ′   ),( 00 yx
им, что через каждую особую точку проходит более чем одна интегральная 
кривая дифференциального уравнения. 
Определение 15.8. Интегра
го порядка называется особой, а соответствующее ей решение – особым 
решением дифференциального уравнения, если через каждую ее точку проходит 
йней мере ещ
 особого решения нарушается 
могут быть получены из общего решения
ких (конечных) зн
 01 2 =−− ydydxy . 
Решение. Разделив переменные и проинтегрировав, получим 
cyx +−−= 21  или )( 22 1=+− ycx
не все
. 
В общем интеграле содержатся  решения исходного уравнения. При 
делении на 21 y−  были потеряны решения 1±=y , ко невозможно 
получить из общего интеграла н
торые 
и при каких с. 
Таким образом, множество интегральных кривых данного уравнения 
состои ямых 
 (рис. 15.3). 
 









Через каждую точку прямых 1 ±=y  про
) данного уравнения. Следовательно  – особые 
решения исходного уравнения. 
 
ные дифференциальные уравнения первого порядка 
К уравнению с разделяющимися переменными приводятся однородные ДУ 
Определение 15.9. Функция 
ходит еще одна интегральная 




( )yxf ,  называется однородной функцией n-го 
измерения (порядка) относительно переменных x  и если при любом y , λ  
справедливо тождество 
( ) ( )yxfyxf n ,, λ=λλ . 
 
я ( ) 3 33, yxyxf +=  Пример  15 .7 .  Функци − однородная функция первого 
измерения, так как ( ) ( ) ( ) ( )yxfyxyxyxf ,, 3 333 33 λ=+λ=λ+λ=λλ . 
( ) 2, yxyyxf −=  Пример  15 .8 .  есть однородная функция второго 
измерения, так как
 
 ( ) ( )( ) ( ) ( ) ( )yxfyxyyyxyxf ,, 2222 λ=−λ=λ−λλ=λλ . 
имер  15 .9 .  Пр )(
xy
















 первого порядка 
 
( ) ( ) 0,, =+ dyyxQdxyxP                                        (15.10) 
нородным, если 
 
называется од ( )  и (yxP ,  )y,  − одн одного и 
). 
Разрешив уравнение (15.10) относитель
xQ ородные функции 
того же измерения (порядка









( )yxP ,  ( )yxQ ,  
( )
( yxQ
yxP( )yxf , является однородн й ункцией нулевого порядка. 
Следовательно, уравнение вида 
,
,
−=  о ф
( )yxfy ,=′                                                  (15.11) 
будет однородным, если − однородная функция нулевого порядка, т. е. по 
 
 ( )yxf ,  
определению ( ) ( )yxfyxf , λ,λ= .  Положив x1λ = , получим 
( ) ( ) ( )xyxyfyxf ϕ== ,1, ,
представить как функцию 
 т. е. однородную функцию нулевого порядка можно 
одного аргумента ( )xy . 
 ( )xyfy ,1=′ . Уравнение (15.11) в этом случае примет вид
uxy = , имеем Обозначив 
uxy = .                                                    (15.12) 
 
Тогда uxuy +′=′ . Подставив значения y  и y′  в (15.11), получи  




( )ufuxu ,1=+′   или  ( ) uufx
dx
du
−= ,1 . 
Интегрируя его, найдем: 
 







Подставляя вместо отношение u  xy , находим общее решение или общий 
интеграл уравнения (15.11). 
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Пример  15 .10 .  Найти бщ й  интеграл уравнения  о и ( ) 022 2 =+− xydydxyx . 
Решение. Данное уравнение однородное, так как функции ( ) 22, yxyxP −=  
и − однородные функции второго измерения.  ( ) xyyxQ 2, =  
. Тогда udxxdudy +=Положим uxy = . Подставляем в исходное уравнение: 
 
( ) ( ) 02222 =+⋅+− udxdx xduuxxxux , 
 
( ) 021 22 2 32 =++− duxdxx
 
uuu , 
( ) ( )0021 2 ≠=++ xuxdudxu . 
 











и интегрируя, имеем: 
 
( )( ) 121ln Cux( ) 121lnln Cux =++ ,  =+ ,  ( ) 1e1 2 Cux =+ . 
Обозначив , получим 
 
( )C 0e 1 >= CC ( ) Cux =+ 21 . Заменяя на u  xy , получаем 
общий интеграл исходного уравнения: 
 
Cxyx =+ 22 . 
 

















Затем жить  поло ux= , тогда uxuyy +′=′  и т. д. Однако в этом нет 
необходимости: подстановка (15.12) сразу преобразует уравнение (15.10) в 
е с щимисяуравнени  разделяю  переменными. 
 
15.6. Уравнения, приводящи
К однородным уравнениям приводятся уравнения вида 









= .                                             (15.13) 
 
Если 01 == cc , то уравнение (15.13) есть, очевидно, однородное. Пусть 
 и Сделаем замену переменных: 
, 
теперь c  и 1c  ( ли одно из них) отличны от нуля. 







= .                                                 (15.14) 
 
 x , y  и 
dx












= .                                (15.15) 
Подберем
 
и  h  k  так, обы выполнялись равенства чт
 












т. е. определим   h  и k  как решен При этом условии уравнение 
(15.15) стано








Найдем решение системы (15.16). Пусть определитель системы (15.16) 
11 ba
ba

































т. е. . Но в этом случаеbaab 11 =  λ11 == ba
ba
, т. е. aa λ1 = , bb λ1 =  и, следовательно, 












Тогда подстановкой byaxz +=  уравнение приводится к уравнению с 
разделяющимися переменными. 
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d  Пример  15 .11 .  Решить уравнение y .
разовать его в делаем замену: 
, 
Решение. Чтобы преоб  однородное уравнение, 


























, находим 2=h , 1=k . 




































1 . Получаем 
























− , интегрируя, находим: 
 
( ) Cxuu lnln1ln
2
1arctg 1
2 +=+− , 
 
2
1 1lnarctg uxu +=  
или 
C













yxC =+ . 11
 







22 e)1()2( xyxC =−+− . 




Определение 15.11. Линейным дифференциальным уравнением первого 
порядка называется уравнение 
)()( xfyxpy =+′ ,                              (15.17) 
 
где (),( fxp x)  −  заданные непрерывные функции, линейные относительно 
неизв функции и ееестной  производной. 
Если 0)( =xf ,  то уравнение называется линейным однородным, в 
противном случае – линейным неоднородным.  
Рассмотрим два метода интегрирования линейных ДУ – метод И.Бернулли и 
метод
 
Метод И. ернулли 
 




функций, т. е. с помощью подстановки ()()( vxuxy = x ,  где )(),( xvxu  −  
неизвестные функции от x .  Одну из них можно выбрать произвольно, другая 




uvvuy ′+′=′ .  Подставляя выражения и  в уравнение (15.17), y  y′  Тогда 
получаем: 
)()( xfuvxpvuvu +′+′ = .                           (15.18) 
 
Выберем одну из функций, например ,  так чтобы уравнение (15.18) имело 




)())( xfuxpvu ( =+′+′                           (15.19) 
 
 
приравняем нулю выражение, стоящее в круглых скобках: 
0)( =+′ uxpu . 
 
Это д дел ми. Решим егоифференциальное уравнение с раз яющимися переменны . 
Итак, 0)( =+ uxpdu , dxxp
u
du )(−= . 
dx
т. е. Интегрируя, получаем: 
 
∫−= dxxpCu )(e11)(ln Cdxxpu +−= ∫   или  . 
Ввиду свободы выбора 
 
функции )(xu , мем какое-либо частное, отличное от 
нуля реше ер ∫
 возь
ние, наприм −= xpxu )(e)( Очевидно, чтоdx .  0)( ≠xu . Подставив 
























xfxuxy )()()( , или  ( ) ∫−∫∫ += dxxpdxxp Cxfxy )()( ee)()( . 
 
Замеча 5.4. Уравнение (15.18) также можно было бы переписать в виде ние 1
)())(( xfvxpvu =+′ ,  в качесvu +′ тве )(xv  взять какое-либо частное решение 
уравнен )vx ем найтиия 0( =+′ pv ,  а зат  )(xu  из уравнения .  
Пример  15 .12 . Проинтегрировать уравнение
 )(xfvu =′
 1cossin =−′ xyxy . 
Решение. Данное уравнение является линейным (оно содержит первые 
степени и , но не содержит их произведения). Решение уравнения ищем в 
виде . Подставляя функцию и ее производную 
y  y′
uvy = y  uvvuy ′+′=′  в данное 
уравнение, получаем 
 











= , откуда 
xv sinlnln =  или xv sin= . 
Теперь м уравнение 1решае sin =′ xvu авив  v. Подст в него найденное , 
имеем 1sin =′ 2 xu , 
xdx 2sin
= , откуда Cdu 1 xu +−= ctg . 
Итак, общее решение данного уравнения ес xть Cxuv )ctg( +−=y sin=  или 
xxCy cossin −= . 
 
Метод Лагранжа (метод вариации про
я л м 
соответствующее ему однородное уравнение, т. е. уравнение
извольной постоянной) 
 
Уравнение (15.17) интегрируетс  с едующим образом. Рассмотри
 0)( =+′ yxpy .  Это 
уравнение с разделяющимися переменными: yxp
dx
dy )(−= ,  dxxp
y
dy )(−= .  
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−±= dxxpCy )(e  ∫−= dxxpCy )(e , )(e
1
, т. е. где 
ученном решении  заменяем функцией
1
Метод вариации произвольной постоянной состоит в том, что постоянную 
C  в пол
CC ±= . 
 )(xC , т. е. полагаем )(xCC = . 
Решение уравнения (15.17) ищем в виде 
 
∫−= dxxpxy )(e)C( .                                            (15.20) 
Наход
 
им производную y′  и, подставляя y  и y′  в уравнение (15.17), получаем: 
 




Второе  третье слагаемые взаимно уничтожаются, и уравнение примет вид 
xC′ г  const)(e xfdxxp =∫− . Следовательно, dxxfxC dxxp += ∫ ∫ )(e)()( де)( )( C , −C . 
Подставляя выражение )(xC  в равенство (15.20), получ е решение ДУ 
(15.17): 
им обще
[ ] ∫−∫ += ∫ dxxpdxxp Cd              (15.21) 
Та же фор ена методом Бернулли. 
Пример  15 .13 .  Проинтегрировать уравнен




Решение. Найдем общее решение данного линейного уравнения методом 
Лагранжа. 
Рассмотрим сначала соответствующее однородное уравнение 











Интегрируя это у авнение, находим  решение Cр  его общее xy = .  
бщее решени  ищем  Подставляя в О е исходного уравнения  в виде 
исходное уравнение эту функцию и ее производную
( )xxCy = .
 )()( xCxxCy +′=′ , получаем 
уравнение 2)()()( xx
xxC −=−+′ 2xCxxC , , , из которого 
наход
)( xxxC −=′ xxC −=′ )(
Cим xC x += − 2)(
2 , где C  − произвольная по оянная. Следовательно, 















Замечание 15.5. Уравнение вида ( ) )()()( yRyyQyxP =′+ , где 
0)(),(),( ≠yRyPyQ  − заданные функции, можно свести к линейному, если x  




















=−  − линейное 
льно 
x′
x  уравнение. Его решение ищется в виде vux ⋅= , где (yuuотносите  )= , 
)(yvv =  − неизвестные функции. 
Пример При  напряжении  15 .14 .  постоянном V  в цепи по закону Ома 
RIV = , где R  − сопротивление цепи и I  − сила тока . к. ; т V  и R  − величины 
постоянные, то сила тока I  здесь также постоянная. При переменном  напряжении
V  в ряде случаев наблюдает азываемое самоиндукцией, которое 
изменения силы тока 
ся явление, н
состоит в возникновении электродвижущей силы, пропорциональной скорости  
I . ие самоиндукции возникает, если, например, в сеть 
напряжения). Скорость изменения тока  производная силы  по времени: 
Явлен
включаются двигатели (а также при замыкании и размыкании тока постоянного 
есть  тока
dt







dI , то возникающая электродвижущая сила 
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dI , то эта сила действует в направлении, противоположном V . Таким 
ть 
выражением 
образом, величину возникающей электродвижущей силы можно представи
dt
dIL− , где L  
наличии
− множитель пропорциональности (коэффициент 
самоиндукции). При  самоиндукции соотношение между V , R  и I  
выражается уже равенством RI
dt
dILV =− , т. к. теперь имеется добавочная 
электродвижущая сила 
dt
L− . Последнее  прdI  равенство едставляет собой линейное 
дифференциальное уравнение первого порядка, в котором I  − неизвестная 
функция переменной t . 






и восп нения, находим 
общее решение: 
 

























































еление 15.12. Диффер циальное уравнение вида 
y
внения Я. Бернулли 
Опред ен
 
()( xfyxpy α)=+′ Rα∈ ,  0α ≠ , 1α ≠                       ,      (15.22) 
 
называется уравнением Бернулли. 
Если 0α = , то ДУ (15.22) – линейное, а при 1α =  − с разделяющимися 
енными. В общем случае, раз 15.22) на 0α ≠y , получим: 
 
)()( α-1-α xfyxpyy =+′ .  
 
Заменой α-1yz = ,  yyz
перем делив уравнение (






Решение его известно (ф. (15.21) п.15.7). На практике ДУ (15.22) удобнее 
ис
1 ′
кать методом И.Бернулли в виде )()( xvxuy =  (не сводя к линейному). 
22 yxПример  15 .15 .  Проинтегрировать уравнение 
x
y =+ y′ . 
Решение. Данное уравнение является уравнением Бернулли, для которого 
. Введем новую переменную , то, выражая y  и y′  через z  2α =  yyy 1z 121 === −−
и и подставляя в исходное ура , получаем z′  внение 2xxz+z =′−  или 
2xxzz −=−′ . Это линейное уравнение, его решение находится с помощью 
подстановки uvz = . Воспользуемся результатом примера (15.13), где решено это 
уравнение ( функция была обозначена буквой ): искомая  y ( ) xxCz 22−= . 
Возвращаясь к переменной по формуле y  zy 1= , получаем общий 
интег  уравнения: ( )xxCy 2
1
2−
=  или ( ) 122 =− xCxy . рал исходного
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15.
внение вида  
9. Уравнения в полных дифференциалах. Интегрирующий множитель 
 
Определение 15.13. Дифференциальное ура
 
0),(),( =+ dyyxQdxyxP ,                                       (15.23) 
 
называется уравнением в полных дифференциалах, если его левая часть есть 
полны екоторой функции ),( yxuй дифференциал н , т. е. 
 
dyyxQdxyxPyxdu ),(),( ),( += . 
 
Справедлива 
Теорема 15.2. Уравнение (15.23) с непрерывно дифференцируемыми 
ями ),( yxP  и ),( yxQ  функци является уравнением в полных дифференциалах 











∂ .                                                  (15.24) 
Доказательство. 
Необходимость. Пусть левая часть уравнения (15.23) есть полный 
дифференциал некоторой функции
 





























































, что при  условия
 
Достаточность. Покажем выполнении  (15.24) левая часть 
уравнения (15.23) есть полный дифференциал некоторой функции ),( yxu , т. е. 













∂ .                                  (15.25) 
Если  уравнении (15.25) зафиксировать и проинтегрировать его по
 
 y   xв первом , 
то получим: 
Pyxu ϕ .                                    (15.26) 
Здесь
∫ += )(),(),( ydxyx
 
 произвольная постоянная )(yC ϕ=  зависит от y  (либо является числом). 
Подбе з ни 5
цию (15.26) по и результат приравняем
рем )(y  так, чтобы выполнялось второе и  соотноше й (1 .25). Для этого 
продифференцируем функ
ϕ  
 y    ),( yxQ : 
 











( ) ′−=ϕ′ ∫ ydxyxPyxQy ),(),()( .             
 равенства зависит от . 
т тол ко от . 
Для этого продифференцируем равую часть по 
             (15.27) 
 
 yЛевая часть последнего
 yПокажем, что и правая часть равенства зависи ь
x  п и убедимся, что 
производная равна нулю. 
Действительно, 
 



















































в силу условия (15.24). 
имИнтегрируя равенство (15.27) по y , наход  )(yϕ : 
 









yxQy ),(),()( . 
)
 
Подставляя найденное значение для (yϕ  в равенство (15.26), находим 
функцию ),( yxu : 
 
∫ ∫ ∫ ⎟⎟⎜⎜
⎠
⎞⎛
−+= dydxyxQdxyxPyxu ),(),(),( . 
 






 ),( yxu , уравнение (15.23) можно записать в виде 
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0),( =yxdu , откуда Cyxu =),( . 
ечание 15.6. При отыск  функции ),( y
 
Это и есть искомый общий интеграл уравнения (15.23). 
Зам ании xu  порядок действий можно 
 ),( yxu , изменить, т. е. сначала подобрать функцию удовлетворяющую второму из 
соотношений (15.25), а затем – первому. 











x  найти ую кривую, проходящую через т
;1(M . 
Решение. Данное ляется ура  уравнение яв внением в полных
дифференциалах. Действительно, 
3y



















∂ . Условие (15.24) при 0≠y  выполняется. Значит, левая часть данного 
уравнения есть полный дифференциал некоторой неизвестной функции ),( yxu . 
Найдем эту функцию. 








∂  находим ∫ ϕ+= ()(,( 3 ydxyy  







−  это соотношение по 
и 
)(yϕ  
























y =ϕ′ , 1
1)( C
y






xyxu +−= . 









, где C =
y











) является уравнением искомой кривой. 
Если условие (15.24) не выполняет я, то ДУ (15.23) не является уравнением 
нако это уравнение иногда можно привести к 
уравнению в полных дифференциалах умножением его на некоторую функцию 
22 xy =  
( 0≠y
с
в полных дифференциалах. Од
),(µ yx , называемую интегрирующим множителем. Общее решение полученного 
таким образом уравнения совпадает с общим решением первоначального 
уравнения. 
0=Чтобы уравнение ),(),(µ dxyxPyx ),(),(µ dyyxQyx+  было уравнением в 
полных дифференциалах, должно выполняться условие 
 























































Для нахождения надо проинтегрировать полученное ДУ в частных 
производных. 
ем случае задача нахождения
( )yx,µ   
Но в общ  ( )yx,µ  из последнего уравнения еще 
труднее, чем первоначальная задача интегрирования исходного уравнения. 
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Только в некоторых частных случаях удается найти функцию  Нахождение 
интегрирующего множителя может быть у
существование как функции только одного аргумента
 ( )yx,µ .
прощено, если допустить 
 µ   x  либо только
Пусть, например, интегрирующий множитель зависит только от
 y . 
 x : ( )xµµ = . 




































=x e)(µ .                                       (15.28) 
 











 должно зависеть только от x . 









  зависеть только




y e)( , а подынтегральное выражение должно  от y . 







P , 12 2 +=
∂









∂ . Следовательно, левая 



















 зависит тол ко от x . ь
Следовательно, ожитель, зависящий 
только от 
уравнение имеет интегрирующий мн





−∫−µ . (15.28). В нашем случае получим, что 
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Умножая исходное уравнение на 21 xt = , получаем: 
( ) ( ) 011 22 =+− + dyxydxxy , т. е. у авнение в полных дифференциалах. 
Решив его, найдем, что общий интеграл за
р






ния Лагранжа и Клеро 
 уравнения, неразрешимые относительно 
производной. К ним, в частности, относятся уравн





ения Лагранжа и Клеро.  
Определение 15.14. равнение в
 
( ) ( )yyxy ′+′ϕ= ψ ,                                            (15.29) 
 
, − известные функции отψ   dxdyy =′где ϕ , называется уравнением Лагранжа. 
Покажем, что уравнение Лагранжа интегрируется в квадратурах, т. е. его 
удается параметризовать и решить. 
Введем вспомогательный параметр, положив 
 
py =′ . Тогда уравнение 
(15.29) примет вид 
( ) )(ψ ppxy += ϕ .                                          (15.30) 





















Последнее уравнение является линейным относительно неизвестной 
функции )( pxx = . Решив его, найдем 
 
);(λ Cpxx = .                                                 (15.32) 
 
Исключая параметр p  из уравнений (15.30) и (15.32), получаем общий 
интеграл уравнения (15.29) в виде );(γ Cxy = . 
Переходя к уравнению (15.31), мы делим на dxdp . При этом могли быть 
потеряны решения, для которых 0=dxdp , т. е. const0 == pp . Это значение 
являе я 0
0p  
тся корнем уравнени  (− pp ϕ =)  (см. (15.31)). 
Решение )()( 00 ppxy ψϕ +⋅=  является особым для уравнения (15.29). 
Рассмотрим частный случай уравнения Лагранжа при )(ψ)( yy ′≡′ϕ .  
Уравнение (15.29) принимает вид 
)(ψ yyxy ′+′=                              (15 .33)  
внением Клер  
ив
 
и называется ура о.
 py =′Полож ,  получаем: 
)(ψ pxpy += .                                 (15.34) 
 









Если 0=dxdp , то Cp = . Поэтому, с учетом (15.34 внение Клеро т 
общее решение )(
), ура  имее
CxCy ϕ+= .  
Ес ( ) 0ψ =′ p , то получаем внения в 
параметрической форме: 
ли x частное решение ура+
(p)ψ′−=x ψ(p)+= xpy, . 
 
ешение уравнения Клеро: оно не содержится в 
формуле общего решения уравнения. 
Пример  15 .18 .  Решить уравнение . 
Решение. Это – уравнение Лагранжа. Положив 
Это решение – особое р
 22 yyxy ′+′=
py =′ , имеем 22 pxpy += . 
Продифференцируем последн о: dpdy 2ее равенств x 22 + pdppxdp= + . Производя 
замену pdxdy = , приходим к уравнению pdppxdpdxppdx 222 ++= . Отсюда, 
щая на p, получаем уравн с разделяющимися сокра ение переменными 








Интегрируя его, находим 
 
( ) Cpx ln1ln21ln +−−=+ ; ( )211= −+ pCx . 
Используя данное уравнение
 
( )12 += xp , получим ( )22 1 pCpy −= . y 
Произведенное сокращение на p привило к потере особого решения, полагая 




−= ,1 22 pCpy
 − общее решение; 0
⎧ −=+ ,11 2pCx
=y  − особое решение. 
В общем решении параметр p можно исключить и привести к виду 
 
( ) Cxy =++ 21 . 
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15.11. Численные методы решения дифференциальных уравнений 
первого порядка 
 
ы их точного решения. При этом в подавляющем 
больш
иженных методов ее решения. Эти методы в 
зависимости от того, ищется ли решение в 
таблицы чисел, подразделяют на аналитические и численные. 
приближенного решения данной 
дифференциальной задачи ее обычно заменяют более простой, например 
разностной задачей, решение которой н
приближенную замену, стараются, как правило, достичь возможно более полного 
согла
ешение дифф
например решение уравнения 
Постановка задачи 
 
Выше были рассмотрены некоторые виды дифференциальных уравнений 
первого порядка и способ
инстве случаев точное решение рассматриваемой дифференциальной 
задачи обычно не удается выразить через элементарные функции. Приходится 
прибегать к помощи прибл
аналитическом виде или в виде 
При построении метода 
 
айти легче. Осуществляя такую 
сования обеих задач. 
Численные методы не позволяют найти общее р еренциального 
уравнения; с их помощью можно определить какое-либо частное решение, 
),( yxfy =′ ,                                               (15.35) 
 
удовлетворяющее начал ому условию ьн
 
00 )( yxy = .                                                 (15.36) 
 
Для численного решения задачи Коши (15.35) - (15.36) отрезок [ ]bx ,0 , на 
котором нужно найти решение, разбивают точками на частичные 
отрезки и ищут каким-либо способом приближенные значения решения в точках 
bxxx n =,...,, 10  
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ixi , n,1= . При этом решение задачи получают в виде таблицы. Множество точек 
nixi ,0, = , называют сеткой, а точки ix  − узлами сетки. Приближенные значения 
шения в точках, от  узло найти, например, 
интерполированием. 
ре личных в, можно 




Пусть на отрезке требуется найти приближенное решение уравнения 





 [ ]bx ,0  
 
n   bxxx n =,...,, 10  (здесь nxxx <<< ...10 ). Обозначим длину 
 
n
xbh 0−= . частичного отрезка через :  h hxxx ii =∆=−+1 , следовательно
Пусть )(xy ϕ=  есть некоторое приближенное решение уравнения (15.35) и 
11y ϕ= , …, )( 00 xy ϕ= , )(x )( nn xy ϕ= . 
 Обозначим yy −= 010 y∆ , y 1yy21 −=∆ , …, 11 −− −=∆ nn yy . В аждой из 
в
ny к
точек  уравнении (15.35) производную заменим отношением 
конечных разностей









При будем иметь 
.                                              (15.37) 




∆ , xyxfy ∆=∆ ),( 000  или 
y ),( 000 = . 
В этом равенстве известны, следовательно, находим
. 
hyxf-y1
hyx ,, 00  : 
hyxfyy ),( 0001 +=
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При 1xx  уравнение hyxfy ,( 111 =∆  или 
hyxfyy ),( 1112 =− , hyxfyy ),( 1112 += . 
Здесь известными являются yx , 11
= (15.37) примет вид 




h 2y  
им hyxfy ),(+= , 
 
y
hyxfyy ),( 11 −− nnnn += .                                     (15.38) 
 
Таким образом, приближенные значения в 
точках xx ,...,, 10  найдены. Соединяя на 
координатной плоскости точки 
1100 nny ямой, 
получим ломаную − приближенное 
изображение интегральной кривой (рис. 15.4). 
ьной 
 шаг вы ают 
Рассмотрим геометрический смы  метода Эйлера. Для этого запишем 






),(),...,,(( yxyxx  отрезками пр),,
 
Эта ломаная называется ломаной Эйлера. 
По заданной предел абсолютной 
погрешности ε  начальный численный h  устанавлив с помощью 
неравенства ε2 <h . 
сл
 )(xy  в точке : 
yyy
 ),( kk yx
 
))(( kkk xxx −′=− . 
Т. к , то положив
 
.. ),()( kkk yxfxy =′  1+= kxx  в последнем равенстве, получим 
fyxy ))(,()( 11 kkkkkk xxyx −=− ++ . 
При 
 
kk xxh −= +1  
что в методе 
последнее соотношение совпадает с формулой (15.38). Это 




2x  0 3x  1x  x  
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является одним из наиболее употребительных численных методов повышенной 
точности. Идея метода состоит в том представлении разности в виде суммы 
попра  с коэ ф
 
( ))(; kk xyx [ ]bx ,0  








 ( )xy∆  
вок k ф ициентами jp : j
rr kpkpkpy +++= ...2211∆ , 
 
где β( )yxhfk ,1 = , ( )12121 ,α kyhxhfk ++= ,…, 
( )112211 β|...ββ,α −−+++++= rrrrrr kkyhxhfk . 
ж
r k
Коэффициенты jp , jα , j−β  находят сравнением разло ений yi ∆  и k  по 
степеням h . 
i
В случае 4=r  получаем: ( )yxhfk ,1 = , ( )2,2 12 kyhxhfk ++= , 
( )22 , ,23 kyhxhfk ++= ( )34 kyxhfk ,h ++= . Если положить, что 
, то можн( ) ( ) yxyhxy ∆+=+ о сказать, что ( 21 ky +≈∆ )4321 26 kkk ++ . 
y 
1+ky  
( )1+kxy  









−=+=+ niyyy iii ∆ , 
 
где ( ) ( ) ( ) ( )( )iiiii kkkky 4321 226
1
+++=∆ , ( ) ( )iii yxhfk ,1 = , ( ) ( )( )2,2 12 iiii kyhxhfk ++= , 
( ) ( )( )2,2 23 iiii kyhxhfk ++= , ( ) ( )( )iiii kyhxhfk 34 , ++= . 
По заданной предельной абсолютной погрешности начальный шаг 
авлива
 выполняется по правилу Рунге-Ромберга. 
Пр е
2 − значения искомой функции, полученные одним из 
указанных методов при шагах вы слений и соответственно, а − 
заданная абсолютная предельная погрешность. Тогда считается, что достигнута 
заданная то
ε  
вычислений h  устан ется с помощью неравенства ε4 <h . 
Апостериорная оценка точности
 
авило Рунг -Ромберга 
 




выше h  h2  ε  чи
чность вычислений, если выполняется неравенство 
 





yy                                            (15.39) 
при всех 
 
k  и при 4,2=s  
ляется 
соответственно для методов Эйлера и Рунге-Кутта. 
Решением задачи яв функция ( ){ }hky . 
Применяя указанное правило, оследовательно вычисляют значения 
с
чивают, когда неравенство (15.39) 
выполняется при всех
п
искомой функции с шагом h2  и с шагом h  и равнивают полученные результаты 
по формуле (15.39). вычисления закан








 15.15. Уравнени  вида  Определение е
 
( ) 0′y
называется дифференциальным уравнением го порядка или, если его можно 
разрешить относительно й производной, 
 




( ))1()( ,...,,,, −′′′= nn yyyyxfy .                         (15.40) 
 
Для этих уравнен
              
ий справедлива следующая теорема о существовании и 
единс
вующей теореме о решении уравнения первого порядка. 
Теорема 15.3 (Коши). Если в уравнении
твенности решения дифференциального уравнения, аналогичная 
соответст
 ( ))1()( ,...,,,, −′′′= nn yyyyxf  функция y
и ее частные производные по аргументам ),...,,,( )1( −′ nyyyxf  )1(,...,, −′ nyyy  
определены и непрерывны в области 1+⊂ nRG , одержащей точку 
( )
с
( )10000 ,...,,, −′ nyyyx , то в некоторой окрестности точки 0x  с  
единственное решение уравнени
уществует и притом
я, удовлетворяющее условиям: 
 




−− =′=′= nn yxyyxyyxy .                            (15.41) 
 
решени  уравнени (15.40), удовлетворяющего этим условиям, − задачей Коши 
я уравнения (15.40). 









′′=′′                          (15.42)                       
 
фо образом: н й
уравн
рмулируется следующим а ти решение дифференциального 
ения (15.42), удовлетворяющее начальным условиям ,, 0000 )()( yxyyxy ′=′=  
′
00 ,, yy  − заданные числа. где 0x
айти интегральную кривую
 
Геометрически это означает, что требуется н  
)(xyy =  дифференциального у  (15.42), проходящую через аданную 
 плоскости 
равнения з
точку ( )00 , yx  с угл ельной этой к
точке и 
во интегральных







овым коэффициентом касат  ривой в 
 x  равным ′y . Если задавать различные значения ′y  при постоянных x0 0 0 0
0 , то получим бесчисленное множест  кривых с различными 
углами наклона, проходящих через
 
y
Определение 15.16. Общим решением дифференциального уравнения 
(15.40) называется n-раз дифференцируемая функция ),...,, 21 nCCC , 
зависящая от n произвольных постоянных
,(
nCCC ,...,, 21 , 
иям: 
1) при любых значениях н  является решение  данного 
уравнения, т. е. при подстановке этой функции и ее производных в 
уравнение (15.40) оно превращае ждество; 
2) каковы бы ни были начальные
nCCC ,...,, 21  




−− == nn yxyyxy , 
принадлежащие области 1+⊂ nRG , существуют единственные значения 
постоянных nCCC ,...,, 21  такие, что функция ),...,,,( 21 nCCCxϕ  является 
решением уравнения (15.40) и удовлетворяет этим начальным условиям. 
Если р ка удается 
получить лишь в неявном виде 
ешение дифференциального уравнения n-го поряд
( ) 0,...,,,, 21 =Φ nCCCyx , то оно называется общим 
интегралом данного уравнения. 
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Решение дифференциального уравнения, полученное из общего решения 
при конкретных значениях произвольных постоянных nCCC ,...,, 21 , называется 
частным решением этого уравнения. 
График всякого решения ДУ второго порядка называется интегральной 
кривой. Общее решение ДУ ),,( yyxfy
 
′=′′  представляет собой множество 
интегральных кривых; частное решение − одна интегральная кривая этого 
ества, проходящая через точку множ ( )00 , yx  и имеющая в ней касательную с 
заданным угловым коэффициентом ( yxy 00 ) ′=′ . 
Проинтегрировать (  означает найти его общее или 
частное решение (интеграл) в зависимости от того, заданы начальные условия или 
нет. 
13. Уравнения, допускающие понижение порядка 
 
Задача решения (интегрирования) дифференциальных уравнений высших 
поряд жн интегрирования
уравнений первого порядк
 порядка. Суть метода состоит в том, что с 
помощью  (подстановки
порядок которого ниже. Рассмотрим некоторые типы уравнений (для случая 
1. Уравнение вида
решить) ДУ n-го порядка
15.
 
ков значительно сло ее задачи  дифференциальных 
а. В некоторых частных случаях такие уравнения 
можно решить методом понижения
 замены переменной ) данное ДУ сводится к уравнению, 
2= ), допускающие понижение порядка. n
 
 )(xfy =′′  
 
Так как )( ′′=′′ yy , то, интегрируя левую и правую части данного уравнения 




∫ +=′ 1)( Cdxxfy
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Далее, интегрируя полученное уравнение по x , находим 
( ) 21)( CxCdxdxxfy ++= ∫ ∫  − общее решение данного уравнени Здесь − 
произвольные постоянные. 
Если  
21 ,CC  я. 
( ) )(xfy n = дано уравнение , то, проинтегрировав его последовательно 










































2. Урав ида ),( yxf ′=′′  явно исход
 
, не содержащее ной функции y   
Полагая )(xzy =′ , и учитывая, что zy ′=′′ , получаем дифференциальное 
уравнение первого порядка ),( zxfz =′ , после интегрирования которого находим: 
 




го вида является уравнение 
Отсюда
21 ),( CdxCxy +ϕ= ∫
Частным случаем уравнения данно
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)(yfy ′=′′ , 
 
ю не содержащее также и независимую переменну x . О  интегри
способом: , . Получаем уравнение 
но руется тем же 
)(xzy =′ zy ′=′′ )(z zf=′  с разделяющимися 
переменными. 
 
Если задано уравнение вида 
( ) ( ) ( )( ) 0,...,,, 1 =+ nkk yyyxF , 




( ) )(xzy k = . Тогда ( ) ( ) ( )knnk zyzy −+ =′= ,...,1  k  единиц, положив и 
исходное уравнение примет вид ( )( ) 0,...,,, =′ −knzzzxF . 




yy5.20. Реши ние . 
Решение. Полагаем zy =′ , где )(xzz = , zy ′=′′ . Тогда 0=−′
x
z . Это 











= . Интегрируя, 
м 1lnlnln Cxz += , xC1lnzln = , xCz 1= . 
Возвращаясь к исходной переменной, x  Cy 1=′ ,получим 2
2
1 C
xCy +=  − 
общее решение уравнения. 
2
 





Для понижения порядка введем новую ф ю ункци )(yp , положив py =′ . 













)()()()( . , т. е
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′⋅=′′ yppy . Подставляя значения y′  и y ′′  в исх внение, олучим одное ура п
 уравнение первого дифференциальное порядка ),( pyfpp =′⋅ , в котором 
играет роль независимой переменной Решив его м Подставив 
вмест
y  
. , найде ),( 1Cyp ϕ= . 
о p  производную dxdy , получим дифференциаль о 
порядка с разделяющимися переменн
ное уравнение первог
ыми ),Cy ( 1ydxd ϕ= . Интегрируя его, 




 случаем уравнения данного вида является ДУ . Такое 
уравнение решается при помощи аналогичной подстановки
Частным )(yfy =′′
 )(ypy =′ , ′⋅=′′ yppy . 
( )( ) 0,...,,, =′′′ nyyyyFТак  решении уравнения же поступаем при . 
порядок можно понизить на единицу, положив 
Его 
py =′ , где )(ypp = . По правилу 
дифференцирования сложной функции находим 
dy
dppy =′′ . Затем найдем 




Пример 15.21. Найти частное решение уравнения 0)1()( 2 =−′+′−′′ yyyy , 
удовлетворяющее начальным условиям: 2)0( =y , 2)0( =′y . 
Решение. Уравнение имеет вид 3. Положив )(ypy =′ , 
dy





Т. к. 0≠p  (иначе 0=′y , что противоречит начальному условию 2=′y ), то 
01=−+− ypdp  − линейное ДУ первого порядка. 
dy
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Проведя решение полученного линейного ДУ методом Бернулли (п. 15.7), 
получим yCp y += e1 . Заменяя p  на y′ , получаем: yCy
y +=′ e1 . Подставляя 
и в это равенство, находим C : 
 
2=′y   2=y   1
2e2 1
2 +=C , 01 =C . 
 
Имеем . Отсюда yy =′ xCy e2= . Находим из начальных условий: 
. Таким образом, 
2C  
0
2e2 C= , 22 =C
xy e2=  − частное решение данного ДУ. 
Пример  15 .22 . (Задача о второй космической скорости). Определить 
наиме  
Земл и масс енн го тела соответственно 
через
ньшую скорость, с какой нужно бросить тело вертикально вверх, чтобы оно 
не вернулось на Землю. Сопротивлением воздуха пренебречь. 
Решение. Обозначим массу и у брош о
 M  и . По закону тяготения Ньютона сила притяжения действующая на 
тело т
 m  F  
 m , буде  
2r
mMkF ⋅= , 
 
rгде  − расстояние между центром Земли и центром тяжести брошенного тела, 
k  − гравитационная постоянная. 
Дифференциальное уравнение движения ла с массой будет:  
 












у, что в задаче ускорение отрицательно. 
  при 
следующих начальных условиях: 
Знак “−” присутствует потом
Полученное уравнение есть уравнение вида 3. Будем решать это уравнение
Rr = , 0vdt
dR
=  при 0=t . 



























dvv −= . 
 
мРазделяя переменные, получае : 
2r
drkMvdv −= . 





kMv += . 











kMC +−= . 
 




























kMv +−=  или . 
 
По ус  так, чтобы скорость всегда была 
положительной, следовательно, 
ловию тело должно двигаться
022 >v . Так как величина чкм  при 
неограниченном возрастании r  делает  угодно малой, то условие ся как 022 >v  







kMv  или 
R
kMv 20 ≥ . 
 
 53
Следовательно, наименьшая скорость будет определяться равенством 
R









⋅= −k , 63 ⋅=R см107 . 
Rr =На поверхности Земли при  ускорение силы тяжести равно 
2с






Mkg =  или . 
 
Подставляя значение , получаем:  M
 
с
км2,11см102,11639812 57 =⋅≈⋅⋅⋅== gR
 
с1020v . 
15.14. Линейные дифференциальные уравнения высших порядков 
е понят
 
Многи задачи м угих 
технических наук приводят к линейным дифференциальным уравнениям. 







е атематики, механики, электротехники и др
)()(...)()( )1− ,                       (15.43) 
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где 0b , …, bn 0)( ≠x )x , )(( xg  − заданные функции от x  или постоянные, линейное 
относительно неизвестной функции y  и ее производных y′ , y ′′ , …, , 
назыв инейны го порядка. 
тся коэффициентами уравнения 
(15.43
)(ny
 n -ается л м дифференциальным уравнением
Функции )(0 xb , )(1 xb , …, )(xbn  называю
), а функция )(xg  − его свободным членом. 




























nnn =+++ +)( −− .               (15.44) 
 
Далее будем рассматривать линейные ДУ вида (15.44) и итать, что  сч
коэффициенты и свободный член этого уравнения являются непрерывными 
функциями на некотором интервале . При этих условиях справедлива 
теорема существования и единственности решения ДУ (15.44) (см. теорему 15.3). 
Если
 );( ba
 0)( ≡xf , то уравнение (15.44) называется линейным неоднородным 
). уравнением (или уравнением с правой частью
Если 0)( ≡xf , то уравнение имеет вид ( ) 0...)( 1)( =++ − yayxay nn  и 
называется линейным однородным уравнением
 (15.44) n
. 
Рассмотрим некоторые свойства решений линейных однородных 
уравнений, ограничиваясь в доказательствах уравн
1
ениями второго порядка. 
 
( ) ( ) 021 =+′+′′ yx .                                           (15.45) 
 
Сформулируем их в идее теорем. 
Теорема 15.4. Если функция
ayxay
 )(1 xyy =  является решением
то функция также является решением этого уравнения. 
 уравнения (15.45), 
 1yC  
 55
Доказательство. Подставляя в уравнение (15.45) выражение , получим:  1yC
 
( ) ( )( ) ( )( ) ( ) ( ) 001211112111 =⋅=⎟⎠
⎞⎜
⎝
⎛ +′+″=+′+″ yCxayCxayC CyxayxayC , 
 
т. е. − решение уравнения (15.45). 
Теорема 15.5. Если − ые решения линейного однородного 
уравнения (15.45), то их линейная комбинация 
1yC  
 )(1 xy , )(2 xy  частн
 
)()( 2211 xyCxyCy +=                                           (15.46) 
 
также является решением этого уравнения. 

























yCyC +  в уравнение (15.45) и принимая во 
внима
 
ние тождества (15.47), имеем: 




⎛ +′+″=+′++″+ 2221112211 aayCyCxayCyC 1211112112 yxayxyCyCyCx  
2 =⋅+⎠⎝
 
0)()( 1222122 ⋅=⎟⎞⎜⎛ +
′+″+ CyxayxayC 00C . 
 
Таким образом, функция ( ) ( )xyCxyCy 2211 +=  также является решением 
уравнения (15.45). 
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Это решение удовлет оряет уравнению (15.45) и юбых значениях 1C  и 
2C . Оно будет общим только  случае, если при ых начальных 
условиях (y
в пр  л
в том любых заданн
yx = , 00 )
′=′( 00 ) yxy  постоянные и можно подобрать так,  
кц ряла им у  уравнения
(15.45) не я общим. П овать условия, при 
котор дет общим шением, 
зависимости линейной незави . 
Определение 15.18. Функции , и называются линейно 
 существуют числа
 1C   2C  чтобы
фун ия (15.46) удовлетво  эт словиям. Решение CyC +  
 всегда являетс режде чем сформулир
2211 y
ых эта функция бу  ре введем понятия линейной 
симости функций
зависимыми на интервале );( ba , если 1
 )(1 xy  )(2 xy  
 α  и 2α , хотя бы одно из 
ых отлично акие ч 0котор  от нуля, то αα 2211 =+ yy  );( bax∈∀ . т  
Очевидно, что функции и линейно зависимы тогда и только тогда, 
когда 
1 2
они пропорциональны. Действительно, если 0αα и, например, 
y  y  
2211 =+ yy  
0α1 ≠ , то 221 α









ие 15.19. Функции и называются линейно 
независимыми на интервале если равенство 1 =+ yy  имеет место 
только при . 
)(1 xy  )(2 xy  
 );( ba ,  0αα 221
 0αα 21 ==
Очевидно, что если )(1 xy  и )(2 xy  линейно независимы, то (1 λ)() 2 ≠xy  
cλ − ны. 
ер, 
xy
( )onst , т. е. функции )(1 xy  и )(2 xy  не пропорциональ
Наприм функции xxy e3)(1 =  и 
xxy e)(1 =  линейно зависимы, т. к. 
co3)(1 ==xy nst
)(2 xy
; );( bax∈∀ ; функции xxy sin)(1 = , являются 
линейно независимыми: равенство sinα1
xxy cos)(2 =  
 0cosα 2 =+ xx  выполняется для всех 





Средством изучения линейной зависимости системы функций является так 
называемый определитель Вронского или вронскиан. 
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называется определителем Вронского вронскианом этих функций. 
Теорема 15.6. Если дифференцируемые функции )(1 xy  и )(2 xy  
мы на );( ba , то определитель Вронского на этом интервале дественно 
равен нулю. 
к как функции 1y  и 2y  линейно зависимы, то 12 λ yy = , 








Замечание 15.7. Из теоремы вытекает, что если 0)( ≠xW  хотя бы в одной 
точке то функции линейно независимы на
Пусть , − частные решения линейного однородного 
дифф
Тео д ных 
линейно независим
ь Вронского был о я на этом интервале. 
x  я
,
 );( ba ,  1y , 2y   );( ba . 
)(1 xy )(2 xy  
еренциального уравнения второго порядка. Тогда справедлива 
рема 15.7. Для того чтобы ва част решения уравнения (15.45) были 
ы на интервале );( ba , необходимо и достаточно, чтобы их 
определител тличен от нул
Доказательство. Необходимость. Пусть функции )(1 xy  и )2y вляются 
линейно независимыми на );( ba  решениям уравнения (15.45). Докажем  что 
0)( ≠
(
xW  всюду на );( ba Допусти  проти положн , что с ествует точка 
)( 0
. м во ое ущ
b , в которой);(0 axx ∈=  0W =x . Выберем сла 1чи α  и 2α , одновременн е 




( ) ( )












                                       (15.48) 
 сдел мы (15.48) есть вронскиан
(по предположению). 
 
Это можно ать, так как определитель систе  и 
0)( 0 =xW  Тогда в силу теоремы 15.5 функция 
( ) ( )xyxyy 2211 αα +=  будет реше  ур ния (15.45) с нулевыми нием авне начальными 
 (
иям удовлетворяет и 
условиями 0)( 0 =xy , 0)( =′ xy  (по 15.48)). 
Но таким же услов тривиальное решение 
0
0≡y . В силу 
ов  и единственности решение, удовлетворяюще им 
( ) ( ) 0αα 2211 ≡+ xyxy  на );( ba , т. е. функции исимы (a
теоремы существ ания е эт
начальным условиям, может быть только одно, следовательно, 
 − линейно незав  на b , 
условию теоремы. Значит, наше допущение неверно и
1y , 2y   );




 0)( ≠xW  всюду на Докажем, что функции 
независимы на  
, т. е. и y  являются линейно зависимыми 
функц (15.6) ≡
 );( ba . 
)(1 xy  и )(2 xy  − линейно   этом интервале. 
Допустим противное x)(1 xy  )(2
иями на );( ba . Тогда по теореме )(x 0W (a;b)x∈∀ , т. е. н
существует
е 
 );( bax∈ , где 0)( ≠xW , что противоречит усл д вательно, 




мер  15 .23 .  Можно непосредственно показать, что линейно 
независимые функции 21 )( xxy = , 
3
2 )( xxy =  являются решениями уравнения 










 при ≠x . определитель Вронского отличен от нуля: 
Определение 15.21. Совокупность любых двух линейно независимых на 
интервале частных решений и линейного однородного  );( ba  )(1 xy  )(2 xy  
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дифф  определяет фундаментальную 
систе ы
получено ка  комбинация
еренциального уравнения второго порядка
му решений этого уравнения: любое произвольное решение может б ть 
к  ( ) ( )xyxyy 2211 αα += . 
Пример  15 .24 .  Частные решения xy sin1 =  и xy cos2 = , xy sin23 = , 
x  (их бесчисленное множ у  0  y cos54 = ество равнения  
фунда
) =+′′ yy образуют
ментальную систему решений; решения же 01 =y  и xy cos2 =  − не 
образуют. 
Теперь можно сказать, при каких  функция (15.46) будет общим 
решением уравнения (15.45). 
Теорема 15.8 (о структуре общего решения линейного однородного 
уравнения второго порядка). Если два частных решения и уравнения 
образуют фундамент
(15.46), где − произвольные постоянные, является общим решением 
уравнения 15.45). 
Доказательство. Достаточно доказать, что 
является решением уравнения (15.45) при любых и 
 функции можно , удовлетворяющее
 условиях
 )(1 xy   )(2 xy  
(15.45)  на интервале ) альную систему, то функция 
 (
1. функция (15.46) 
;( ba  
1C , 2C  
1
2C ; 
2. Из этой получить частное решение  
любым начальным условиям: 0)( 0
C  
=xy , ( 0)0 =′ xy
м  линейны нений: 
, );(0 bax ∈ . 
Первое утверждение вытекает из теоремы 15.5. Для доказательства второго 
утверждения запишем систе у х алгебраических урав
 
( ) ( )⎧ =+ ,0022011 yxyCxyC







′где , − неизвестные исла; 1C 2C  ч 0x , 0y , 0y  заданы начальными условиями 
0y . Определитель этой системы 00 )( yxy = , 0 )(xy
′=′
( ) ( )










 )(xW  при x 0x= . 
Так систему 
решений на и то, согласно теореме 15.7, 
 как решения )(1 xy  и )(2 xy  образуют фундаментальную 
 );( ba   );(0 bax ∈ , 0)( 0 ≠xW . Значит 




























1 +=  является частным 
реше ем динственным, в силу теоремы динственнос и) уравнения (15.45) при 




ни  (е е т
.25 . Найти общее решение уравнения .  0=+′′ yy
Решение. Легко проверить, что функции xxy sin)(1 = , xxy cos)(2 =  









 )(xW Rx∈∀ , то они линейно независим унк ия ы и ф ц
xCCy cossinx 21 +=  являет ре ходного уравнения. ся о шением ис
 
15.15. Линейные однородные дифференциальные уравнения 




Определение 15.22. Уравнение вида 
 
0y =+′+′′ qyp ,                                              (15.49) 
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где p , q  − действительные числа, называ ся линейным однородным ет
дифференциальным уравнением второго порядка с постоянными 
коэффициентами. 
Для нахождения общего решения уравнения (15.49) достаточно найти два 
его частных решения, образующих фундаментальную систему (см. теорему 15.8). 
Буд м ск  (15.49) в иде  (е  и ать частные решения уравнения в x ,y λe= λ  −
некоторое число (предложено Л.Эйлером). Дифференцируя эту функцию два раза 




xy λλe=′  xy λeλ 2=′′  
0)λ =++ qp . Т. к. 0eλ ≠x , то λ(e 2λ
02 λλ =++ qp .                                              (15.50) 
 
Следовательно, xλe  будет решением диффер  енциального уравнения (15.49), если
λ  − корень го уравнения (15.50). 
Урав
авнения (15.50) возможны следующие 
три случая: 
1) корни характеристического уравнения и действительны и различны: 
квадратно
нение (15.50) называется характеристическим уравнением для (15.49). 
При решении характеристического ур
1λ   2λ  
21 λλ ≠  ( )042 >−= qpD . 






2 p . 











⎛ >−=−== 04β, 2pqpD . 
⎝ 2
Пусть 1λ , − действительные и различные  характеристического 
уравнения. В этом
< α,042 qp
Рассмотрим каждый из этих случаев. 
1.  корни




функц  образуют фунд е альную систему реш н
ис мы
ии xy 1λ1 e= , 
xy 2λ2 e . Они ам нт е ий 
















при отличен от нуля для любого 21 λλ ≠  Rx∈ . Следовательно, общее решение 







065- =+′Пример  15 .26 .  Найти общее решение уравнения ′′y
Решение. Составим характеристическое уравнение 
yy . 
06λ5 =+λ 2 − о 
корни λ вительн  и разл отвечают линейно 
независимые решен
. Ег
, 3λ 2 =  дейст ы ичны. Им 
ия
21 =
 xy 21 e= , 
xy 32 e= . Следовательно, общее решение уравнения 
имеет 3 , где C − пр
2. Пусть . В этом случае имеется лишь одно частное решение 
1 e= .  Покажем, что наряду с функция также является решением 
Действительно, так как 2 λ1e +=′ , а , то, 
подставляя в уравнение (15.49), имеем 
λλλ xxx 1e  
 вид CCy 2
2
1 ee += 1  и оизвольные постоянные. 
xλ
уравнения (15.49). 
xx   2C  
21 λλ =
y 1 1y  
xxy 12 e
λ=  
( )xy x 11
λ )λ2(eλ 1112 xy
x +=″ λ














1 =++++= λλ pqpx xx . 
: 0λλ 2
2
1 =++ qp , т. к. 
− корень уравнения (15.50); 1λ  0λ2 1 =+ p 2λλ 21 p−== . , т. к. по условию 
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Поэто yq т. е. функция 
Частные решения и фундаментальную систему 
решений, так как их вронскиан 
му +″ pyy , xxy 12 e





λ=   xxy 12 e




















1 ee += . 
 096 =+′+′′ yyyПример  15 .27 . Найти общее решение уравнения .  
Реш ние .  Характеристическое уравнение имеете  вид 09λ6λ 2 =++ , а его 
корни  и равные числа. Тогда e −=  − 
линейно независимые частные решения. Общее решение исходного уравнения 
имеет вид 
 3λλ 21 − действительные 2−==  xy 31 e −= , xxy 3
( )xCCy x 213e +−= . 
 
Пусть , 3. βαλ1 i+= β-αλ 2 i= , 0β ≠ . Тогда комплексные функции 
действительного аргумента 
 
( )xixy xxi βsinβcosee α)βα(1 +== , 
 
+
( )xixy xxi βsinβcosee αβ)α(2 −== −  
 
я .4 . В этом случае можно 
получить и действительные решения, если воспользоваться следующей теоремой. 
будут решениями дифференциального уравнени  (15 9)
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Теорема 15.9. Если комплексная функция )()( xivxuy +=  действительного 
аргумента x  является решением уравнения (15.49), то действительные функции 
)(xu  и )(xv  тоже являются решениями этого уравнения. 
Доказательство. Подставив значения , y y′ , y ′′  в уравнение (15.49), 
получим 
( ) ( ) 0)()()()()()( =++′+′+′′+′′ xivxuqxvixupxvixu  
или 




0)()()( =+′+′′ xquxupxu , 0)()()( =+′+′′ xqvxvpxv . 
 
а справед
тогда и только тогда, когда я части. 
Найдем два действительных частных решения уравнения (15.49). Для этого 
составим две линейные комбинации решений и 
Последние равенств ливы, так как комплексная функция равна нулю 
 равны нулю ее действительная и мнима
1y  2y : )(βcose2
α21 xuxyy x ==+  и 




yy − xu  и )( xv  образуют фундаментальную 
систему решений, так как их вронскиан 
 














vuW  Rx∈∀ . 
 
едоват  решение уравнение (15.49) имеет вид 
 
Сл ельно, в этом случае общее
( )xCxCy x βcosβsine 21α += . 
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 052- =+′′′ yyyПример  15 .28 .  Найти решение уравнение , 
удовлетворяющее начальным условиям. 1(0) =y , 0(0) =′y . 
Характеристическое уравнение Решение. 0λ2λ 2 +− 5 =  имеет 
комплексные корни Им соответствуют линейно независимые решения 
. Общее решение уравнение имеет вид 
 
 i21λ1,2 ±= . 
xy x 2sine1 = , xy x 2cose2 =
( )xCxCy x 2cos2sine 21








( ) ( )( )CxCCy x 2sin2e 122 +−=′ . 
 
Учитывая, что 1(0) =y , а 0(0)
xC 2cos21 +
=′y , получ 1аем 2 =C , 02 12 =+ CC , откуда 
, 12 =C 2
1
1 −=C . , Следовательно функция 
 





го порядка с постоянными коэффициентами 
 
Уравнение 
1 =+′− yaya nn
 
15.16. Линейные однородные дифференциальные уравнения 
( ) )1( +++
−
yay





где ia , ni ,1=  − постоянные числа, называется линейным  
дифференциальным уравнением n -го п дка  постоянными коэффициентами. 
Введем понятие линейной зависимости и линей
однородным
оря  с
ной независимости системы 
функций , ,…, . 
Определение 15.23. Система функций , 
 )(1 xy )(2 xy )(xyn
 )(xyi ni ,1= , называется линейно 
зависимой на интервале если существуют такие сел среди 
которых есть отличные от нуля, что для любого
 );( ba , n  чи nα,...,α1 , 
 );( bax∈  выполняется равенство 
 
0)(α...)(α)(α 2211 =+++ xyyxy nn . 
 
Если же это равенство выполняется для любого );( ba
x
x∈  только при 0α =i , 
ni ,1= , то система функций ( )xyxy n),...,(1  называет  линейно независимой н  
интервале );( ba . 
ся а
Если функции )(xyi , ni ,1= , линейно зависимы на интервале );( ba , то хотя 


















1 )(β)(  );( bax∈∀ , 
где 
1α
α i ni 2,=β i −= , . Если же функции ,  )(xyi n,i 1= , линейно независимы на 
интервале , то ни одну из них нельзя записать в виде инейной комбинации 
остальных функций. 
В п о 
однородного уравнения го порядка 
опред )
);( ba  л
о рос линейной независимости частных решений )(1 xy , )(2 xy ,…, )(xyn  
линейного n - решается с помощью 


























Теорема 15.10. Для того чтобы частных решений линейного однородного 
уравнения го порядка были линейно независимы на интервале , 
 Вронского
а имеет ровно
тельство аналогично случаю линейного однородного уравнения 2-го 
порядка. 
Теорема 15.11. (о структуре общего решения линейного однородного 
ура  независимые частные решения 
 n  
n -  );( ba
необходимо и достаточно, чтобы их определитель  был отличен от нуля 
на этом интервале. Однородное линейное уравнение n -го порядк  n  
линейно независимых частных решений. 
Доказа
внения). Если )(1 xy , )(2 xy ,…, )(xyn  − линейно
линейного однородного уравнения n -го порядка, то функция 
 
)(...)()()( 2211 xyCxyCxyCxy nn+++= , 
Для линейного однородного уравнения го порядка с постоянными 
коэффициентами общее решение находится так же, как и для уравнения второго 
 




Частные решения ищем в виде xy λe= , где λ  − постоянное число. После 
подстановки функции и ее y  производных xiiy λ)()( eλ=  в уравнение (15.51) и 










nnn aayaya . 
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Наход  сти ес  у о
лине
ному корню 
им корни характери ч кого равнения 1λ , 2 ,…, nλ . П  характеру корней 
выписываем частные йно независимые решения. При этом:  
1) каждому действительному однократ
λ




y e x=  
 
ди равн ия (15.51); 
2) каждой паре однократных комплексно-сопряженных корней 
фференциального у ен
βαλ i+=  и 
βαλ i−=  соответствуют два линейно независимых частных решения 
 
; 
3) каждому действительному корню 
xx βcoseα , xx βsineα




4) каждой паре комплексно-сопряженны корней
m  m  
xmxx xx λe...,,e,e 1λ −λ
х  βαλ i+=  и βαλ i−=  кратности 
линейно  решений
 
,…, уравнения  
систему решений на если ни в одной точке этого интервала вронскиан не 
обращается в нуль, т
m  соответствует  независимых : 
 
,βcose,...,βcose,βcose α1αα xxxxx xmxx −  
 m2  
.βsine,...,βsine,βsine α1αα xxxxx xmxx −  
 
Частные решения 2 n  образуют фундаментальную1y , y y  
 );( ba , 
. е. 0)( ≠xW  для всех );( bax∈ . 
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Пример  15 .29 . Показать, что функции xy e1 = , , 
xxy e2 =
xxy e23 =  
образ нейного однородного 
дифф  составить это ура
Решени  Найд
уют фундаментальную систему решений ли
еренциального уравнения третьего порядка и внение. 
е. ем )(xW . 
 















































Очевидно, что 0)( ≠xW  для всех Rx∈ . Следовательно, данные функции 
образ нейного однородного 
дифференциального уравнения третьего орядка, которое в общем виде выглядит 
следующим образом: 
(α 321
уют фундаментальную систему решений ли
п
0)(α)(α) =+′+′′+′′′ yxyxy . 
 
Подставив функции в это уравнение, получим систему из трех уравнений 
относительно функций x . Реша , получим авнение 
xy
 1y , 2y , 3y  
 )(α1 x , )(α 2 x , )(α3 я ее  ур
 




 xxx xCxCCy eee 2321 ++= . 
Пример  15 .30 .  Найти общее решение уравнения 022 =+′−′′−′′′ yyyy . 
Решение. Характеристическое уравнение 02λλ2λ 23 =+−−  имеет корни 
1λ1 −= , 1λ 2 = , 2λ3 = . Следовательно, 
x xx CCCy 2321 eee ++=
−  − общее решение. 
 70
Пример  15 .31 .  Решить уравнение 0253 =−′+′′−′′′− yyyyy IV . 
Решение. Характеристическое уравнение 
 
( )( ) 01λ2λ2λ5λ3λλ 3234 =−+=−+−−  
 
имеет корни 2λ1 −= , 1λ 2 = , 1λ3 = , 1λ 4 = . 
Следовательно x e24, 
xxx CxCCCy eee 32
2
1
x+++= − −  общее решение 
уравнения. 
Пример  15 .32 . Найти общее решение уравнения 096 =′+′′′+ yyyV .  
Решение. Составим характеристическое уравнение 
 
( ) 0λ9λ6λ 265 ==++ . 
Корни уравнения = , i3λλ
3λλ 2 +
 0λ1 32 == , i3λλ 54 −== . Им соответствуют 




xy xxy x 3cos3cose02 == , xy 3sin3 = , xxy 3cos4 = , xxy 3sin5 = . 
 
Общее решение авнения имеет в д 
 
ур и
( )xCxCxxCxCCy 3sin3cos3sin3cos 54321 +++−= . 
 
15.17. Линейные неоднородные дифференциальные уравнения 
второго орядка 
 
Структура общего решения неоднородного уравнения 






( ) ( ) ( )xfyxayxay =+′+′′ 21 ,                                    (15.52) 
 
где ( ) ( ) ( )xfxaxa ,, 21  - заданные функции, причем ( ) 0≠xf . 
Справедлива следующая 
Теорема 15.12. (о структуре общего решения неоднородного уравнения). 
Общее решение линейного неоднородного уравнения есть сумма его частного 
решения и общего решения соответствующего однородного уравнения. 
Доказательство. Обозначим через ( )xy *  частное решение неоднородного 
уравнения, а через ( )xy  − общее соответствующего однородного 
уравнения. Покажем, что функция 
 
решение 
( ) ( )xyxyy *+=                                              (15.53) 
 
является решением неоднородного уравнения. Дважды дифференцируя 
выражение (15.53) и подставляя значения yy ′,  и y ′′  в уравнение (15.52), 
получаем 









xyxyxaxyxyxaxyxy *** 21  
 









= xyxaxyxaxyxyxaxyxaxy *** 2121  
 
( ) ( )xfxf =+= 0 . 
ажение (15.5
ольные постоянные и ,  
входящие в общее решение
 
Это означает, что функция (15.53) – решение неоднородного уравнения (15.52). 
Теперь докажем, что выр 3) есть общее решение уравнения 
(15.52). Для этого нужно показать, что произв 1  C 2C
 ( ) ( ) ( )xyCxyCxy 2211 +=  однородного уравнения 
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можно подобрать так, чтобы удовлетворялись начальные условия: 
( )0 ( ) ( ) .,,;, 000000 ′=′ yybaxyxy  




( ) ( ) ( )xyxyCxyCy *2211 ++=  




( ) ( ) ( )














( ) ( ) ( )












                             (15.54) 
 
Так как частные решения однородного уравнения  и  линейно 








при ( )baxx ;0 ∈= , 
решение при любых
отличен от нуля. Следовательно, 
система имеет единственное 00 , yy ( )0*, xy′  и ( )0* xy ′ . 
Из теоремы 15.12 следует, что для отыскания общего решения 
неоднородного уравнения необходимо найти общее решение y  
 *y  соответствующего однородного уравнения и какое-либо частное решение
неоднородного уравнения. Функцию можно определить методом вариации  
произвольных постоянных. 





Метод вариации произвольных постоянных (метод Лагранжа) 
 
усть , − фундаментальная система решений однородного 
уравнения 
 
П ( )xy1 ( )xy2  
( ) ( ) ,021 =+′+′′ yxayxay  
 
а общее решение этого уравнения 
 
( ) ( ) ( )xyCxyCxy 2211 += .                                        (15.55) 
Частное решение неоднородного уравнения (15.52) будем искать в виде 
(15.55), считая при и не постоянными, а неизвестными функциями 
переменной х, т. е. 
 
( )xy *  
 этом 1C  2C  
( ) ( ) ( ) ( ) ( )xyxCxyxCxy 2211* += .                                (15.56) 
Отсюда 
+( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )xyxCxyxCxyxCxyxCxy ′′+′+′= 222* . 
Поскольку необходимо определить две функции 
′ 21111
 
( )xC1  и , то одно 
соотношение между ними можно выбрать произвольно. Пусть
( )xC2
 ( )xC1  и ( )xC2  
такие, что справедливо равенство 
 
( ) ( ) ( ) ( ) 02211 =′+′ xyxCxyxC .                                 (15.57) 
Тогда 
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( ) ( ) ( ) ( ) ( )xyxCxyxCxy ′+′=′ 2211* , 
″
а 
( ) ( ) ( ) ( ) ( ) ( ) ( )xyxCxyxCxyxCxy + ( ) ( )xyxC′′+″+′′=′′ 221111* 22 . 
Подставив выражения для
 




( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) +⎥⎦⎢⎣
′″+⎤++ xyxxyxa 21⎥⎦⎢⎣
⎡ ′″ axyxCxyxaxyxaxyxC 2222121111  
 
( ) ( ) ( ) ( ) ( )xfxyxCxyxC =′′+′′+ 221







 2  
ых скобках равны нулю, , следовательно, 
( ) ( ) xyxCxxC =( ) ( ) ( )xf′′+′′ 2
Объединив 5.57), получим систему 
уравнений: 







последнее равенство с равенством (1
( ) ( ) ( ) ( )









 ( )xC ′1 , ( )xC ′2 . 
Определителем этой системы является вронскиниан 
 
( ) ( )
( ) ( )
( ) ( )xyxy
yyWxW ′′==
21




линейно-независимых функций ( )xy1  и ( )xy2 . Следовательно, ( ) 0≠xW  на 
интервале определения и непрерывности функций ( ) (xaxa 21 ,  ) и ( )xf . Решив 
нейных уравнсистему ли ений (15.58), получим равенства ( ) ( )xxC ϕ=′1 , 
, проинт  ( ) ( )xxC ψ2 =′ егрировав которые, найдем функции и ( )xC1  ( )xC2 . 
Подставив их в выражение (15.56), получим частное решение неоднородного 
Пример  15 .33 .  Найти общее решение неоднородного уравнения 
. 




023 =+′−′′ yyy . Его характеристическое уравнение 2 0λ3λ 2 =+−  имеет корни 
Общее решение однородного уравнения 
 
1λ1 = , 2λ 2 = . 
( ) xx CCxy 221 ee += . 
Частн ния бу е
 
 
ое решение неоднородного уравне д м искать в виде 
( ) ( ) xx xCxCy 221 ee* += . 
 






=( ) ( )






21 ,0ee . 
Учтем, что . Решив составленную систе
xCxC 21 ee2e
 
[ ] 0e, 321 ≠= xyyW му, имеем ( ) xxC 21 e−=′ , 
( ) xxC e2 =′ , откуда ( ) xxC 21 e2
1
−= , ( ) xxC e2 = . 
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Частное решение исходного неоднородного уравнения 
 




1* =⋅+⋅−= . 
 
Таким образом, общее решение исходного уравнения имеет вид 
 
( ) ( ) ( ) xxx CCxyxyxy 3221 e2
1ee* ++=+= . 
 
Теорема 15.13. Если функция ( )xy1  является решением линейного 
уравнения 
( ) ( ) ( )xfyxayxay 121 =+′+′′ ,                                  (15.5
 
9) 
а функция − решением уравнения  ( )xy2  
 
( ) ( ) ( )xfyxayxay 221 =+′+′′ ,                                  (15.60) 
 
то функция ( ) (xyxyy 21 +=  ) будет решением уравнения 
 
( ) ( ) ( ) ( )xfxfyxayx 2121ay +=+′+′′ .                             (15.61) 
 
Доказательство. Подставляя значения , y y′  и y ′′  в уравнение (15.61) и 





( ) ( )( ′
, yy  








⎛ ′+′+″+″ 22112 xayyxay 12111211 yxayxayyyy  
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15 ния второго 
равой частью 
Рассмотрим линейное неоднородное урав
. 
 
.18. Линейные неоднородные дифференциальные уравне




( )xfqyypy Rqp ∈=+′+′′ , .                                 (15.62) ,
 
Об ения и общего 
решения соответствующего однородного уравнения. Для отыскания частного 
решения неоднородного уравнения использует
постоянных, который является универсальным, поскольку применяется для любой 
Для специального вида правых стей 
щее решения уравнения (15.62) есть сумма его частного реш
ся метод вариации произвольных 
правой части этого уравнения. 
ча ( )xf  
преде
уравнения (15.62) частное 
решение можно найти с помощью метода нео ленн
применения операции интегрирования). Этот метод используется, если правая 
ь ура
 
ых коэффициентов (без 
 
част внения (15.62) имеет вид  ( )xf  
( ) ( ) ( )( )xxQxxPxf mnx βsinβcoseα += ,                             (15.63) 
 
где − многочлены с действительными коэффициентами степеней n и 
m, а
. 
ть уравнения (15.62) есть многочлен степени n: 
 ( ) ( )xQxP mn ,  
  α  и β  − действительные числа. 




( ) ( )xPxf n= .                                               (15.64) 
 
Она получается из выражения (15.63) при 0βα == . Возможны три варианта 
шений: 
1) число 0 не является корнем характеристического уравнения 
частных ре
 
λλ 2 =++ qp 0.                                               (15.65) 
То
 
гда частное решение ищут в виде 
 
( ) nnnn AxAxAxRy +++== − ...* 110 ,                              (15.66) 
 
где nAAA ,...,, 10  − подлежащ пределению коэффициенты. 
Подставляя значения *y , *
ие о
′y  и * ′′y  в уравнение (15.62), имеем  
 
( ) ( ) ( ) ( )xPxqRxpRxR nnnn =+″+″ .                                (15.67) 
аковых степенях x, получаем систему 
иентов
2) число 0 являе рнем характеристического
уравнения ( ри
 
Приравнивая коэффициенты при один
1+n  линейных алгебраических уравнений для определения 1+n  неизвестных 
коэффиц ; 
тся простым (однократным) ко  
15.65). Это возможно только п
 nAAA ,...,, 10
 0=q . Если в этом случае ( )xy *  
 1искать в виде (15.66), то левая часть равенства (15.67) – многочлен степени −n , 
каких а правая – многочлен степени n. Значит, равенство (15.67) ни при 
,...,1  выполняться не может. Следовательно, частное решение нужно  
в виде многочлена й степени, но без свободного члена, исчезающего при 




( )xxRy n=* ; 
 
3) число 0 является двукратным корнем характеристического уравнения, т. е. 
характеристическое уравнение имеет вид 0λ 2 = . Если в этом случае ( )x*   
искать в виде многочлена степени , то левая асть многочлен 
y
n ч  равенства (15.67) – 
й степени, а правая − многочлен степени n, и частное решение2+n -  ( )xy *  нужно 
искат н с в  и
х, исчезающие при , равны нулю, т  
ь в виде многочле а 2+n -й тепени, у которого с ободный член  член при 
 двукратном дифференцировании . е. 
 
( ) ( )xRxxy n* 2= . 
 
Пример  15 .34 .  Решить уравнение 144845 2 −−=+′+′′ xxyyy . 
Решение. Правая часть данного равнения является полиномом второй у
степени ( ) cbxaxxf ++= 2 . Так как 0≠q , то частное решение ищем в виде 
xy ( ) CBxAx ++2 . =* Подставляя  для выражения ( )xy * , ( ) BAxxy +=′ 2* , 
в данное уравнение, получаем ( ) Axy 2* =′′  
 
( ) ( ) 14484252 2 2 −−=+++++ BxAxBAxA xxC  
или 
( ) ( ) 1448 2 −4524104 2 −=+++++ BAxBAAx
реше
е. является тождеством, поэтому 
коэффициенты  одинаковых  степенях х, стоящие в разных частях последнего 
уравнения, между собой: 10,84
xxC . 
 
Поскольку ( )xy *  − ние дифференциального уравнения, то последнее 
равенство должно выполняться для всех х, т. 
 при
равны  14452,44 −=++−=+= AA CBAB . Из 
полученной системы уравнений находим, что 3,6,2 =−== CBA , поэтому 
( ) 362* 2 +− . = xxxy
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Найдем общее решение соответству
Характеристическое уравнение
ющего однородного уравнения 
045 =+′+′′ yyy .  04λ5λ 2 =++  имеет корни 
11 −=λ , 42 −=λ . Число 0 не является корнем характеристического уравнения. 
 решение соответствующего однородного уравнения определяется 
формулой 
Тогда общее




е решение исходного уравнения есть фун
 
( ) ( ) ( ) 32ee* 421 62 +−++=+= −CCxyxyxy xx . 
 




( ) ( )xPxf nxαe= ,                              (15.68) 
т. е. в формуле (15.63) . Можно показать, что в этом случае частное решение 
неоднородного уравнения нужно искать в виде  




( ) ( )xRxy nxαe* = ,                                             (15.69) 
ляется нем ха
 
если α  не яв  кор рактеристического уравнения (15.65); 
в виде 
( ) ( )xRxxy nxαe* = ,                                               (15.70) 
 
ь характеристического уравнения (15.65); 
в виде 
если α  − простой корен
( ) ( )xRxxy nxα2e* = ,                                            (15.71) 
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если − двукратный корень характеристического уравнения (15.65). 
ить задачу Коши
 α  
Пример  15 .35 .  Реш  xxyy e4 2=′+′′ , ( ) ( ) 00,40 =′= yy . 
Решение. Характеристическое уравнение 0λλ 2 =+  имеет корни 01 =λ , 
12 −=λ . Общим решением однородного   уравнения 0=′+′′ yy  является функция 
( ) xCCxy −+= e . Правая часть исходного уравнени21 я есть функция ( ) xxxf e4 2=  
вида (15.68), где ( ) 22 4xxP = , 1α = . Так как число 1α =  
 
не является корнем 
характеристического уравнения, то согласно равенству исходного неоднородного 
уравнения ищем в виде ( ) ( ) xBxBxBxy e* 2120 ++= . Отсюда 
 
)( ) ( ) ( ) ( ) ([ ] xxx BBxBxBxBBxBxBBxBxy e2ee2* 21102021010 2 ++++=++++=′ ; 
 
. 
а  получаем 
равенство 
( ) ( ) ( )[ ] xBBBxBBxBxy e224* 2101020 +++++=″
 
Подставляя ( )xy *′  и ( )xy *′′  в исходное уравнение и сокращая н xe ,
( ) ( ) 22101020 4232262 xBBBxBBxB =+++++ , 
 












































Частное решение имеет вид 
( ) ( ) xxxxy e762* 2 +−= . 
ее решение исходного ия 
 
Общ уравнения есть функц
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( ) ( ) ( ) ( ) xx xxCCxyxyxy e762e* 221 +−++=+= − . 
Отсюда 











чи Кош служит функция 
 
ьзуя начальные условия, находим 









Таким образом, искомым решением зада и 
 
( ) xxxxy −+−+−= e4e762 2 . 
 
3. Правая часть уравнения (15.62) имеет вид 
 
( ) ( ) ( )( )xxQxxPx βsinβcoseαxf mn +=




( ) ( ) ( )( )xxSxxRxy x βsinβcose* vνα += ,                            (15.72) 
где если комплексные числа 
 
( )mn,maxv = , βα i±  не являются корнями 
характеристического уравнения (15.65), и в виде 
 
 
( ) ( ) ( )( )xxSxxRxxy x βsinβcose* vνα += ,                          (15.73) 
 
если − корни характеристического  (15.65).  βα i±   уравнения
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 Замечание 15.8. Частное решение ( )xy *  ищут в виде (15.72) или (15.73) и в 
том случае, когда какой-либо из многочленов ( )xPn  или тождественно 
равен нулю. 
( )xQm  
Пример  15 .36 .  Найти решение xyyy x cose80106 =+′+′′ , 
удовлетворяющее начальным условиям ( ) 40 =y , ( ) 100 =′y . 
Решение. Характеристическое уравнение 010λ6λ 2 =++  имеет орни 
и общее решение соответствующего однородного уравнения 
к
i±−= 3λ 2,1  
( ) ( )xCxCxy x sincose 213 += − . 
будем искать согласно равенству
Частное решение данного неоднородного уравнения 
 (15.72) в виде ( ) ( xBxAxy x sincose* + )= . 
Найдем , и подставим в исходное уравнение. 
 
 ( )′xy * ( )″xy *  
( ) ( )xBxAxBxAxy x cossinsincose* +−+=′  
 
( ) ( )xy s* BAx x co2sin2e +−=′′  
 
( ) ( )[ BAx 816e ] xxABx x cose80sin816cos ≡−++ . 












 ( ) ( )x+= . 
Общее решение исходного уравнения 
 
( ) ( ) ( )xCxxCxCxy x sincose 213 x sincos2e2 2+++= − . 
Используя начальные условия, найдем постоянные и . 
 
 1C   2C
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Решение, удовлетворяющее начальным условиям, имеет вид 
( )xxxy xx sincos2e2sine4 3 ++= − . 
 





( ) ( ) ( )xyayyay nnnn fa =+′+++ −− 111 ... ,                              (15.74) 
 
где нные числа. Предположим, 
 из
nn aa ,,..., 11 −  − заданные функции от х или постояa
что вестно общее решение 
 




соответствующего однородн го уравнения 
 






уравнения (15.74) справедлива 
. 
 
Как и в случае линейных дифференциальных уравнений второго порядка, 
 85
Теорема 15.14. (о структуре общего решения линейного неоднородного 
4) есть 
сумма его произвольного частного решения и общего решения соответствующего 
однородного уравнения. 
Зная общее решение линейного однородного уравнения n-го порядка, его 
роизвольных постоянных. 
Для линейных неоднородных уравнений n-го порядка с постоянными 
коэффициентами
уравнения). Общее решение линейного неоднородного уравнения (15.7
частное решение можно найти методом вариации п
 niai ,1, = , и специальной правой
 
 частью вида 
( ) ( ) ( )( )xxQxxPxf mnx βsinβcoseα += ,                              (15.75) 
 
частное решение неоднородного уравнения можно найти методом 
неопределенных коэффициентов. 
Рассмотрим частные случаи выражения (15.75). 
имеет вид 1. Правая часть уравнения (15.74) 
 
( ) ( )xPxf nxαe= . 
 
Если действительное число не являетс корнем характеристического уравнения 
11
 α  я 
 
...λλ 1 0λ =++++ −nn a ,                                     (15.76) 
 
тогда частное решение неоднородного уравнения (15.74) можно
− nn aa
 искать в виде 
 
( ) ( )xRxy nxαe* = . 
 корень кратн
 
Если α  − ости k  характеристического уравнения (15.76), где 
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то частное решение уравнения 15.74) ищут в виде
( ) ( )xRxxy nxk αe* = .                                           (15.77) 
Неопределенные коэффициенты выбираются так, чтобы при 
подстановке в уравнение (15.74) последнее обращалось в тождество. 
Пример  15 .37 .  Найти общее решение уравнения 
nAAA ,...,, 10  
 ( )xy *  
( ) xxyyyy e435 2 +=+′−′′+′′′ . 
Решение. Однородному уравнению 035 =+′−′′+′′′ yy  соответствует 
характеристическое уравнение
yy
 03λ5λλ 23 =+−+ . Его корни ,1λλ 21 == 3λ3 −= . 
Общее решение однородного уравнения 
 
( ) xx CxCCy 3321 ee −++= . 
 
Правая часть исходного уравнения – произведение многочлена второй степени 
P2 ( ) ( )2x  на функцию e . В данном случае = xxP 42 +x , а число 1 является корнем 
характеристического уравнения кратности k = 2, поэтому частное решение 
неоднородного уравнения, согласно (15.77), ищем в виде 
 
( ) ( )210e* AxAxAxxy 2 x 2 ++= . 
 
Найдем и подставим их значения в исхо
сокращения полученного равенства на  приведения подобных членов имеем 
 *,*,* ′′′′′′ yyy  дное уравнение. После 
 xe  и
 
( ) ( ) 4862448 100 2212 +≡++++ xAAxA xAA . 
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Приравнивая коэффициенты при одинаковых степенях
последнего равенства, находим 





















































331* xxy , 















1ee 321 xxxCxCCy . 
⎞− 99223 xxx
 
2. нения (15.74) имеет вид Правая часть урав
 
( ) ( ) ( )( )xxQxxPxf mnx βsinβcoseα += . 
В этом случае частное решение неоднородного уравнения можно искать в виде 
 
 
( ) ( ) ( )( )xxSxxRy x βsinβcos* vναx e +=  (15.78
 
если комплексно-сопряженные числа 
,                            ) 
βα i±  не являются корнями 
характеристического уравнения (15.76), 
и в виде 
( ) ( ) ( )( )xxxxy k βsinβcose* α SxxRx vν +=
 
,                          (15.79) 
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если числа являются корнями кратности k характеристического уравнения 
(15.76). 
Коэффициенты многочленов 
βα i±  
( )xRν  и ( )xSv  степени ( )mn,maxν =  
выбираются так, чтобы функция ( )xy *  вида (15.78) или (15.79) обращала 
Пример  15 .38 .  Решить уравнение
уравнение (15.74) в тождество. 
 ( )xxyy x 2cos2sine102 +=′+′′ . 
Решение. Соответствующее однородное уравнение 02 =′+′′ yy  имеет 
характеристическое уравнение 0λ2λ 2 =+  с корнями и 0λ1 =  2λ 2 −= . Общее 
 уравнениярешение однородного  xCCy 221 e
−+= . 
По виду правой части составляем числа ii 21βαλ ±=±= , которые не 
являются корнями характеристического уравнения  решение 
ищем в виде (15.78), где
. Поэтому частное
 ( )xBxAyv x 2sin2cose*:0 +== . 
Отсюда находим 
 
( ) ( )[ ]xABxBAy x 2sin22cos2e* −++=′ ; 
 
( ) ( )[ ]xBAxABy x 2sin342cos34e* −−+−=′′ . 
Подставляя и
 
 *′y   * ′′y  в исходное уравнение и сокращая на 0e ≠x , 
получаем равенство 
 
( ) ( ) xxxBAxAB 2sin10sios8 2cos102n82c +=−−+− . 
 
Приравняв коэффициенты при x2cos  и x2sin  в а 
, получаем систему 








































18ee* 221 . 
 
Пример  15 .39 .  Указать вид частного решения дифференциального 
уравнения 
 
( ) ( )[ ]xxxxyyyyy xIVV 3sin123cos3e10040244 2 −++=′+′′+′′′++ − . 
 
Решение. Характеристическое уравнение  
 
( ) 010λ2λλλ100λ40λ24λ4λ 222345 =++=++++  
 
имеет корни ,  0λ1 = i31λ 3,2 +−= , i31λ 5,4 −−= . В правой части 
дифференциального уравнения 1α −= , 3β = , т. е. ii 31βαλ ±−=±=  является 
двукратным корнем характеристического уравнения. ( ) 3+= xxPn , ( ) 12 2 −= xxQm , 
. Следовательно, искомое частное  надо искать 
в виде 
{ } 22,1maxv == решение уравнения
( ) ( )[ ]xFExDxxCBxAxxy x 3sin3cose* 222 +++++= − . 
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Полученные выше результаты сведем в следующую таблицу. 
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nn AxAxA ++ −11 ...
n






















α xBxBy nnx (e* ++= −




































































( ) ( )



















{ }mn,maxv =  
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Ч
слагаемых, еденных в 
таблице видов. В этом случае частное решение ищется в соответствии с 
принц
Пример  15 .40 .  Для уравнения
асто правая часть дифференциального уравнения содержит несколько 
каждое из которых принадлежит одному из трех прив
ипом суперпозиции. 
 xyy xxIV βcosee -αα ++=−  указать вид 
частного решения. 
Решение. Характеристическое уравнение 01λ 4 =−  имеет корни 1λ1 = , 
, 1λ 2 −= , i=3λ i−=4λ , поэтому  xCxCCCy
xx sincosee 4321 +++=
− . 







1* yyyy ++= , 
где 
 
xA α*1 e= , 
xBy -α*2 ey = , xDxCy βcosβsin
*
3 +=  соответственно частные решения 
уравнений xIV yy αe=− , xIV yy -αe=− , xyy IV βcos=− . 
Пример  15 .41 .  Для уравнения ( ) xxxxyy xe32 2 cos1 32 +−+−=′+′′′  
указать вид частного решения. 
Решение. Характеристическое уравнение λλλ 23 =+( ) 01λ=+  имеет корни 
, . Правая часть дифференциального уравнения состоит из трех 
аемых: 21 =f
1λ1 = i±=3,2λ
слаг 3−x ,  ( )1e22 2 −= xf x  и xxf cos33 = . 






3y , где ( )BAxxy +=*1 , ( ) xEDxCxy 22*2 e++= , 
( ) ( )[ ]xQPxNxMxxLKxGxFxxy sincos 2323*3 +++++++= . 
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15.20. Решение линейных неоднородных дифференциальных уравнений n-го 




( ) ( ) ( ) ( ) ( ) (xfyxayxayxay nnnn )=+′+++ −− 111 ... ,                       (15.80) 
где ф
 
ункция ( ) nixa ,1,1 =  и ( )xf  непрерывны для  ( )bax ;∈ . Соответствующее 
однородное уравнение имеет вид 
 
( ) ( ) ( ) ( ) ( ) 0... 111 =+′+++ −− yxayxayxay nnnn . 
 
Метод вариации произвольных постоянных (метод Лагранжа) применяется 
для отыскания общего решения линейного неоднородн го уравнения (15.80) как с 
постоянными, так и с переменными коэффициентами. 
е
о
Пусть известно общее решени  ( )xy  однородного уравнения 
 
( ) ( ) ( ) ( )xyCxyCxyCxy nn+++= ...2211 , 
 
где ( ) nixyi ,1, = , − частные решения однородного линейного уравнения, 
соответствующего уравнению (15.80). Тогда общее решение уравнения (15.80) 
ищут в виде 
( ) ( ) ( ) ( ) ( ) (xyxCx )nnyxCxyxCy +++= 211 ...2 . 
 




( ) ( ) ( ) =
( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )






































.   .   .   .   .   .   .   .   .   .   .   .   .   .   .   .   .  .  .
0...
где − правая часть данного уравнения. 





                     (15.81) 
 
 ( )xf  
а 
( ) ( ) 021 =+′+′′ yxayxay  
система (15.81) имеет вид 
 
( ) ( )













Ее решение находят по формулам: 
 
( ) ( ) ( )( ) ( )
( ) ( )








dxxyxfxC            (15.82) 
 





yyW  − определитель Вронского частных ешений и 
однородного уравнения второго порядка.
 р 1y  2y  
 
Пример  15 .42 .  Решить уравнение xyy 2sin/14 =+′′ . 
Решение. Характеристическое уравнение 04λ 2 =+  имеет комплексные 
сопряженные корни следовательно, общее решение однородного 
уравнения 
i2λ 2,1 ±= , 
xCxCy 2sin2cos 21 += . 
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Общее решение неоднородного уравнения ищем в виде 
 
( ) ( ) xxCxxCy 2sin2cos 21 += .                                  (15.83) 
, 
 
Так как xy 2cos= , 1 xy 2sin2 = xy 2sin21 −=
′ , xy 2cos22 =
′ , то имеем систему: 
 
( ) ( )



























 (15.82), имеем 
 
































После интегрирования последних двух равенств найдем значения и ( )xC1   ( )xC2 . 
 
( ) 111 22
1 CxCdxxC +−=+−= ∫ , 
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xxC +=+= ∫ . 2 4
 


























15.21. С нных дифференциальных уравнений 
ые системы. А ономн
 
Определение 15.23. Нормальной системой n дифференциальных уравнений 




Системы дифференциальных уравнений. 
Нормальн вт ые системы 






























                                          (15.84) 
1 nnn
 
nifi ,...,2,1, = , ( )1+n -мерной области 
переменных . 
D  
 nyyx ,...,, 1
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Если правые части уравнений, входящих в систему (15.84), являются 
линейными функциями относительно , то данная система называется 
еделение 15.24. шением 5.84) на интервале 
nyy ,...,1
линейной. 
Опр  Ре  системы (1 ( )ba,  
( ) ( ) ( )xyyxyyxyyназывается совокупность n функций nn === ,...,, 221 , 
непрерывно дифференцируемых на
1
 ( )ba,  и удовлетворяющих системе. 
Задача Коши для системы (15.84) состоит  нахождении решения в
( ) ( ) ( )xyyxyyxyy nn === ,...,, 2211  этой системы, которое удовлетворяет начальным 
условиям 
( ) ( ) ( ) 0002020101 ,...,, nn yxyyxyyxy === ,                          (15.85) 
 
где y . 
Для нормальной системы (15.84) имеет место 
Теорема 15.15. (о существовании и единственности решения нормальной 




1 ,...,, nyy  − заданные числа 
( )ni yyyxf ,...,,, 21 , ni ,1= , определены в ( )1+n -мерной 
области изменения переменных ,...,21 Если они непрерывны в 
некоторой окрестности внутренней точки 
D   yx ,, . nyy
∆  ( )0020100 ,...,,, nyyyxM  области и 







∂ , nk ,1=е , то 
найдется интервал ( )δ+δ− 00 ; xx , в котором существует единственное решение 
нормальной системы (15.84), удовлетворяющее условиям (15.85) (без 
доказательства). 
Определение 15.25. Совокупность ункций 
 
ф
( ) niiCCCxyy nii ,,,...,,, 21 == , 
завис
 
ящих от x  и n  произвольных постоянных nCCC ,...,, 21  называется общим 
решением системы дифференциальных уравнений (15.84), если: 
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1) она является решением этой системы при любы  допустимых значениях 
; 





 0= , 0 ,…, 011 CC 22 CC = nn CC = , что функции ( ) niiCCCxyy nii ,,,...,,, 000 21 == , 




niCxy ,, 0 = . 
 
Замечание 15.9. Частным решением системы дифференциальных 
уравнений называется решение, которое получается из общего решения этой 





           , 
 












































 ( ) ( ) Dyyyxyx n ∈= ,...,,,, 21 . 
( ) ( ) ( )( )Tn xyxyxyy ,...,, 21=  − решение системы (15.84) на интервале 
 Графиком этого решения служит множество точек из , определяемое 
равенством 
( )ba, . D
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( ) ( )( ) ( ){ }baxxyxyxG ny ;,...,, 1 ∈= . 
 
Множество представляет собой параметрически заданную кривую 
параметра в мерной  области переменных . Эта кривая 
называется интегральной кривой системы (15.84). Начальные условия
определяют в области точку 
yG  




D  ( )00100 ,...,, nyyxM = . Задача Ко
чтобы среди всех интегральных кривых системы а
проходит через точку Если для системы (15.84) в
(15.15), то всякие две интегральные кривые этой сист е х
общую точку, совпадают. Т. е., интегральные кривые ьных 
уравнений или совпадают, или не пересекаются. 
Определение 15.26. Если время 
 ши состоит в том, 
(15.84) н йти ту, которая 
ыполнены условия теоремы 
емы, имеющи отя бы одну 
системы дифференциал
0M . 
x  не входит яв асти с
(15.84), то система называется автономной и онар й. 
но в правые ч истемы 
ли стаци но ( )yfy =′  
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15.22. Геометрический сл решения системы дифференциальных 
уравнений. Фазовое пространство. Фазовая траектория 
смы
 
Решению ( ) ( ) ( )( )Tn xyxyxyy ,...,, 21=  системы (15.84) соответствует движение 
точки в 2 ранство 
называется фазовым (при 
 n -мерном пространстве  переменных yyy ,...,,1 . Это простn
2=n  оно называется 
исывае
фазовой траекторией. 
системы и фазовой 
торией состоит в том, 
что траектория является 
проекцией интегральной 
кривой, расположенной в 
фазовой плоскостью), а 
кривая, оп мая в нем 




( )1+n -мерном прос 1
мерное пространство переменных y ,...,21  (рис. 15.6). Фазовая траектория 
сти 
в момент времени х равны значениям правых частей  
транстве переменных yyx ,...,,  на n
n - nyy,
( ) ( ) ( )( )n xyxyxyy ,...,, 21=  обладает тем же свойством, что составляющие скороT
( ) ( ) ( )xyxyxy n′′′ ,...,, 21  
( )( ) ( )( ) ( )( )xyxfxyxfxyxf n ,,...,,,, 21  системы (15.84) в точке ( ) ( ) ( )( )xyxyxyx n,...,,, 21 . 
Геометрическая интерпретация автономной системы выглядит следующим 
образом. Говорят, что в области nRG∈  определено векторное поле f , если 
каждой точке Gy∈  поставлен в соответствие вектор ( )yff = . Тогда решение у 
автономной системы описывает траекторию движения  точки в фазовом 
мерном пространстве переменных В каждой точке этой траектории 
 ( )yfy =′  
n - nyyy ,...,, 21 . 
x
b 











( )00 , yy  21
Рис. 15.6 
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вектор скорости движения y′  совпадает со значением вектора поля f , т. е. 
касательная к траектории в каждой ее точке совпадает с направлением поля  этой 
точке. 
 
15.23. Приложение к динамике системы материальных точек 
и теории управления 
 
При й точки с массой m удобно 
пользоваться векторной формой записи уравнений. Пусть − закон 
движения
 в
изучении закона движения материально
( )trr =  
 материальной точки в пространстве 3R , где t – время. Это , что в 
момент времени t то
 значит  
чка имеет координаты ( ) ( ) ( ){ }tzttx ,, . 
Если точка массы m движется под действием заданной силы (вектора) 
⎞⎜⎛
⋅
rrtF ,, , то по закону Ньютона и механическому смыслу второй производной 
функция должна удовлетворять уравнению движения 
 
.                                                (15.86) 
 























































 ZYX ,,  − проекции вектора F на оси координат zyx ,, . 













































                               (15.88) 
 
Векторное уравнение (15.86) можно также записать в виде системы двух 
⎭
⎫. du t
векторных уравнений, если скорость 
dt











ввести в рассмотрение вектор 
⎭⎩
=tR
истема (15.88) эквивалентны одному векторному 
уравн
ктор с проекциями wvu ,, . 
Если 
 




то уравнение (15.86) или с
( )
ению первого порядка 
(tdR ,Φ= )wvuzyx
dt
,,,,,                                         (15.89) 
в шестимерном про
 










Определение 15.27. Шестимерное  точек пространство
 








в физике называют фазовым, а кривую ( )tR  в шестимерном пространстве, 
являющуюся решением (15.89), называют фазовой траекторией. 
Фазовое пространство – это пространство состояний движения точки по 
кривой. 
Первые три координаты ( )tR  характеризуют положение точки в трехмерном 
пространстве , а остальные  координаты  ( )( )tr  три ( )tR  характеризуют ее скорость 
Приведенная терминология дает так н
интерпретацию системы уравнений. 
( )tr
.
. азываемую кинематическую 
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Систему (15.88), или, что то же самое, (15.89) называют динамической 
системой. 
Для выделения одной траектории обходимо задать начальные условия: 














скорость. Интегральная крива ( )tR  будет 
шестимерного пространства. 
Таким образом, физические задачи приводят к необходимости рассмотрения 
систем дифференциальных уравнений. 
15.24. Переход от дифференциального уравнения 
к системе дифференциальных уравнений 
 
Дифференциальное уравнение n–го порядка 
 
проходить через точку 0R  
 



























yyy                                  (15.91) 
можно свести к системе диффере































Следовательно, уравнение (15.90) примет вид 
 











 образом, уравнение (15.90) с учетом равенств (15.91) и (15.92) 






















                                           (15.93) 

































2 ,                                            (15.94) 
 

















( ) ( )xyxyy == 11  которого есть решение исходного 
дифференциального уравнения. 




чения неизвестных, который сводит систему уравнений к одному или 




Метод исключения неизвестных 
 




Пусть дана норма ьная система дифференциальных уравнений (15.84), где 
функции nifi ,...,2,1, = , n-раз непрерывно дифференцируемы й
 л  
 в рассматриваемо  
области  можно свести к одному дифференциальному уравнению 
Из первого уравнения системы (15.84) дифференцированием по х находим 
D . Эту систему
n. 
 









































Дифференцируя теперь это равенст о, находим
+
льку nify ii ,...,2,1, ==
′ . 
в  ( )nyyxFy ,...,, 131 =′′′ . 






























При определенных условиях из этой системы можно выразить производную ( )ny1  в 
виде функции от ( )1111 ,...,,,
−′ nyyyx , т. е. получить дифференциальное уравнение 
( ) ( )( )11111 ,...,,, −′= nn yyyxfy . 
Таким образом, нормальную систему n уравнений рвого порядка можно 
свести к одному дифференциальному уравнению порядка n. На этом основан один 
из методов интегрир уравнений – метод 
исключения. 
пе
ования систем дифференциальных 



















Решение. Это однородная система авнений втор  порядка. 
Продифференцируем дважды п
ур ого









= . Подставляя 
затем во второе уравнение системы выражение для 2
2
dt
xd , получаем уравнение 
04 =− ydt
yd . Соответствующее характеристическое уравнение 014
4
=−λ  имеем 
корни 1 1=λ , 12 −=λ , , i=λ3 i−=λ 4 . Общее решение уравнения 0=− yy
IV  
( ) tCtCCCty tt sincosee 4321 +++= − . 
По данному первому уравнению системы 2
2
dt









x sincosee 43212 −−+= . 




Следовательно общее решение ис меет вид
( ) tCtCCCtx tt sincosee 4321 −−+= − , 
tt sinsee 4321
 
( )ty co tCtCCC +++= − . 
Метод интегрируемых комбинаций 
 
случаях, комбинируя уравнения системы, после несложных 
преобразований удается получить легко интегрируемые уравнения, с помощью 




Определение 15.28. Интегрируемой комбинацией называется 
дифференциальное уравнение 
 
( ) 0,...,,,,,...,,, 2121 =′′′′ nnn yyyyyyyxF , 
 
являющееся следствием уравнений системы (15.93) и интегрирующееся проще, 
чем входящие в нее уравнения. После интегрирования этого уравнения получают 
выражение , называемое первым интегралом
Найдя несколько интегрируемых комбинаций, можно с их помощью 
уменьшить число неизвестных функций и даже выполнить интегрирование до 
конца. 
.  Найти общее решение системы методом интегрируемых 
комбинаций
=++′ .022 yxzxz
Решение. Решая первое уравнение сист
 ( ) Cyyyx n =Φ ,...,,, 21  системы (15.93). 















dx  ⇒  1lnlnln Cxy += . Отсюда имеем xCy 1=  
к виду 
− первый интеграл 
системы. Преобразуем второе уравнение системы 0222 2 =++′ xyxzz . 
Так как из первого уравнен данной системы имеем ия 
x
yy =′ , то 
, откуда0222 =′++′ yyxzz  ( ) 0222 =++ yxzd . 
Следовательно 2
222 Czyx =++  также служит первым интегралом системы. 
ость C =1 , Итак, совокупн x
222 Czyxy 2=++  является общим интегралом 
исходной системы. 
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15. 26 Линейные нормальные системы дифференциальных уравнений 
 
Определение 15.29. Нормальная система дифференциальных уравнений 
вида 
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )







  .   .   .   .   .   .   .   .   .   .   .  






































































2 ,    


























( ) ( ) ( )




Если функция ( ) 0=ϕ x , i ni ,1= , то система
ой. 
ми системы (15.95), и 
 (15.95) называется однородной, в 
противном случае – неоднородн
Пусть функции ( )xa , называемые коэффициентаij
( )xiϕ , ni ,1= , nj ,1= еделены  непрерывны, опр и  на некотором отрезке [ ]ba; . 
Тогда задача Коши для нормальной системы линейных уравнений (15.95) имеет 
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единственное решение в достаточно малой окрестности каждой точки  
( )0020100 ,...,,, nyyyxM , [ ]bax ;0 ∈
 систем 
. 
Для линейных дифференциальных уравнений праведливы теоремы, 
аналогичные сформулированным ранее для линейного дифференциального 
уравнения n-го порядка. Введем их без доказательств. 
Теорема 15.16. Если 
 с




= , то их сумма ( ) ( )xyxy 21 +  также будет решением 
этой системы. 




= , то также будет решением этой системы при любом постоянном ( )xCy   C . 








сумма yxy +  будет решением неоднородной системы. 
Определение 15.30. Система векторов 
 
~ ( ) ( )x
( ) ( ) )
линейно независимой на интервале  
(xyxyxy n,...,, 21  называется 
( )ba; , если тождество 
 
( ) ( ) ( ) ( )baxy ;α 11 ∈xyxyx nn ,0α...α 22 ≡+++
 
,                (15.97) 
выполняется только при 0α...αα 21 ==== n . Если же тождество (15.97) имеет 
место и при этом среди чисел nii ,1,α =  есть хотя бы дно отличное т нуля, то 
данная система векторов называется линейно зависимой. 
Пусть вектор ( )xyk  имеет координаты 
о о
( ) ( ( )xxyxy ...,, , ) ynkkk ,21 nk ,1= . 
Запишем тождество (15.97) в скалярном виде: 
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( ) ( ) ( )
( ) ( ) ( )






























о (вронскиниан) системы векторов ( ) ( ) ( )xyxyxy n,...,, 21  
имеет вид 
( )
( ) ( ) ( )
( ) ( ) ( )
















Теорема 15.19. Для того чтобы система векторов 
12
( ) ( ) ( )xyxyxy n,...,, 21 , 
являющихся решениями л ей н родной системы дифференциальных 
уравнений 




= , была линейно-независимой на интервале ( )ba;  необходимо и  
доста ля на a
Теорема 15.20. (о структуре общего решения однородной системы). 
Линейная комбинация 
точно, чтобы ее вронскиниан был отличен от ну  ( )b; . 
( ) ( ) ( )xyCxyCxyC nn+++ ...2211  линейно независимых на 
интервале решений ( )ba;  ( ) ( ) ( )xyxyxy n,...,, 21  
 




=  является общим решением этой системы. 
Теорема 15.21. (о структуре общего решения неоднородной системы). 
Общее решение неоднородной системы дифференциальных уравнений есть сумма 
общего решения соответствующей однородной системы и произвольного 
частного решения неоднородной системы. 
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Теорема 15.22. Если вектор ( ) ( )xivxu +  
уравнений с 
− решение линейной неоднородной 
системы дифференциальных действительными коэффициентами 
и функциями ( )xa
jk
 ( )xkϕ , nijk ,, = , то действительная часть решения ( )xu  и его 
мнимая часть также будут решениями этой системы. 
15.27. Системы линейных дифференциальных уравнений 
стоянными коэффициентами 
 





























                                  (15.98) 
 
в которой коэффициенты ija , niji ,, =  − действительные числа, называется 
нормальной линейной однородной системой дифференциальных уравнений с 
постоянными коэффициентами. 
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Определение 15.32. Фундаментальной системой решени
называется совокупность ее n-линейно независимых решений вида  
 
t
й системы (15.98) 
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( ) ( )
( ) ( )
( ) ( )



























( ) ( nit ,1, =  − фундаментальная системаY i  решений, то общее решение 
системы (15.98) имеет вид 
( ) ( ) ( )∑
=
где − произвольные постоянные. 
Для нахождения фундаментальной системы решений используют метод 
Эйлера, который состоит в следующем. Линейно независимые частные решения 












 nCCC ,...,, 21  
xλλ eeγ . Подставляя значения  ===
nyyy ,...,, 21  в систему (15.98) и сокращая на 0e
λ ≠x , получаем систему линейных 
алгебраических уравнений относительно 21  
+−
.0γλ...γγ












                               (15.99) 
 
















   .   .   .     .
 нетривиальное
достаточно, чтобы ее определитель был равен нулю: 
( ) 0
λ. . .


















AA .                  (15.100) 
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Для определения λ  из равенства (15.100) имеем уравнение n-й степени, которое 
является характеристическим уравнением матрицы А и называется 
характеристическим уравнением системы (15.98). Характеристическое 
уравнение матрицы А (15.100) имеет n корней с учетом их кратностей, т. е. корни 
nλ,...,λ,λ 21  − собственные значения этой матрицы. 
При решении характеристического равнения возможны следующие случаи. 
1. Корни характеристического уравнения λ,λ 21  − действительные и 
различные. Подставляя их поочередно в систему (15.99) и решая ее, находим n 
венных векторов матрицы А: 































































.                      (15.102) 
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тельОпредели , стоящий в правой части последнего равенства, не равен нулю, так 
как он является определителем матрицы линейно-независимой системы векторов 
(15.101).  решение системы линейных однородных
уравнений с постоянными коэффициентами в случае действительных различных 
корней характеристического уравнения имеет вид 
 
Согласно теореме 15.20, общее   
( ) ( ) ( )xyCxyCxy yC nn+++= 2211
 























































⎪.      .   .
 





























, или 0λ2λλ 23 =−− . Отсюда 0λ1 = , 1λ 2 −= , 2λ3 = . При 

















  13 γγ = , 0γ 2 = . 
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Пусть тогда − собственный вектор, соответствующий корню 
, т. е. . 
стему 
 1γ1 = , ( )1,0,1  










,0        γ
,0γγ2γ-
,0γγ2
















23 γ2γ −= , 0γ1 = . 
 1γ 2 =  ( )2,1,0 −  − собственный вектор, соответствующий корню 
т. е. . 
При имеем систему 
1λ 2 −= , [ ]Tj 2,1,02 −=
→















 одно из уравнений которой 
есть с ст
 
лед вие двух других. 
Полагая 1γ3 = , имеем 3γ1 = , 231γγγ 132 −=−=−= . Таким образом, ( )1,2,3 −  
− собственный ор вект , соответствующий корню 2λ3 =  и . 
ого множ
 [ ]Tj 1,2,33 −=
→
Координаты всех собственных векторов определяются с точностью до 
числов ителя. Итак, получена следующая фундаментальная система 
решений: 






⋅⋅⋅ ttt zyx  
для 1λ −=  
;e2,e1,0e0 222
ttt zyx −−− −=⋅==⋅=  






ttt zyx ⋅=−==  
Общее решение исходной системы в векторной форме 
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или в координатной форме 
 
,e3 2313322111
tCCxCxCxCx +=++=  
 
2211






tt CCzCzCzCz .ee2 23213 C= +−++=
−  
 
2. Корни характеристического уравнения все различные, но среди них 
есть комплексные. 
Пусть β+α=λ i  − комплексный корень. 
Так как коэффициенты системы – действительные числа, то сопряженное 
(комплексн
 
число тоже будет корнем характеристического уравнения. Этим корням 
о-сопряженным собственным значениям матрицы А) будут отвечать 













































( ) ( ) ( ) ( )











iqp βα22 e   и  





























































как Так ) ( )( ( ) (pixqxp kxkk eβsinβcos α )xcqxpiq kkxxik osβsinβee αβα ++−=+

























,    






















































будут частными решениями системы (15.98). 
 На т
уравн


































, или 020λ22λ8λ 23 =−+− . Так как целые корни 
очлена с ся делителями свободного члена, 
то на основании этого находим, что чис о
мног  целыми коэффициентами являют
л  2λ1 =  
 на
− корень характеристического 
уравнения. Разделив левую часть уравнения  ( )2λ − , получим уравнение 
010λ6λ 2 =+− , которое имеет комплексные корни i+= 3λ 2 , 
Определим собственные векторы. 
i−= 3λ3 . 
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 31 γγ = . 
Полагая , находим 1γ3 =  1γ,0γ,1γ 321 === . Таким образом, ( )1,0,1  − 
собственный вектор, соответствующий корню 2λ1 = , т. е. . 
При 
[ ]Tj 1,0,11 =
→



















 Так как но из 
уравнений системы – следствие двух других ее уравнений, то, полагая 1
од
 ,1γ =  
имеем Следовательно, ii −=+= 2γ,1γ 32 . ( )ii −+ 2,1,1  − собственный вектор, 
























321 =  





, т j 2,1,1 . 
Координаты всех собственных векторов определяются с точностью до 
постоянного множителя. 
Для имеем частное решение 
i−= 3λ . е. [ ]Tii +−=




1 e,0,e === . 
 
Для получаем частное решение i+= 3λ 2   
 
( ) ( )titx ti sincosee 332 t +== + , 
 
( ) ( ) ( ) ( ) ( )( )ttitttitiiy ttti cossinsincosesincose1e1 3332 ++−=++=+= + , 
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( ) ( ) ( ) ( ) ( )( )ttitttitiiz ttti cossin2sincos2esincose2e2 3332 −++=+−=−= +




 i−= 3λ3  
( ) ( )titx ti sincosee 333 t −== − , 
 
( ) ( ) ( )( ) ( )( )ttitttitiiy ttti cossinsincosesincos1ee1 3333 +−−=−−=−= − , 
 
( ) ( ) ( )( ) ( )( )ttitttitiiz ttti cossin2sincos2esincos2ee2 3333 −++=−+=+= − . 
Поско  исходной 
систе
со к  те же решения, возьмем частное 
решение для и отделим в нем  и мнимую части. Тогда  
действительные части дадут одно частное решение, а мнимые – другое. 
Следовательно, для чисел
 
льку действительная и мнимая части комплексного решения
мы в отдельности будут решениями этой системы, а комплексным 
пряженным орням соответствуют одни и
i+= 3λ 2  действительную
 i+= 3λ 2 , i−= 3λ3  получаем два линейно независимых 
частных решения: 
 
( ) ( ) ( ) ( ) ( )ttzttytx ttt sincos2e,sincose,cose 313131 +22 2 =−== , 
 
( ) ( ) ( ) ( ) ( )tttytx ttt cossine,cossine,sine 32332333 −zt 22 =+==
 
Общее ние  примет вид 
. 
реше  исходной системы
 
( ) ( ) ( )tCtCCxCCxC t sincosee 2312331211 xx t 322 ++=++= , 
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( ) ( ) ( ) ( )( ) =++−+⋅=++= ttCttCCyCyCy t cossinsincose0 32312331211  yC2
 
( ) ( )( )tCCtCCt sincose 23323 −++= , 
 
( ) ( ) ( ) ( )( ) =−+++=++= ttCttCCzCzCzCz tt cossin2sincos2ee 3232123312211  
 
( ) ( )( )tCCtCC t sin2os2ee 3232321 Ct c ++−+= . 
3. Среди
 
 корней характеристического уравнения есть кратные. 
Укажем вид частных решений, соответствующих кратным корням. Корню 
кратности S  с ответствует решение ви а 
 
mλ  о д
, ( ) xmxPy λ11 e= ( ) xmxPy λ22 e= ,…, ( ) xnn mxPy λe= , 
где 
 
− многочлены от x степени  не выше( ) ( ) ( )xPxPxP n,...,, 21   1−S  (они могут 
вырождаться в числа), причем среди коэффициентов всех этих многочленов  S  
них. коэффициентов являются произвольными, а остальные выражаются через 
Полаг  этих произвольных коэффициентов равным 
посто числ рав строим
ая поочередно один из
янному у, а остальные ными нулю, по  S  линейно 
независимых частных решений, соответствующих mλ . Если mλ  - действительное 
число, то эти частные решения также действительны. Если αλm iβ+=  −
ности
 
комплексный корень крат  S ,  λ imто βα −=    корнем 
харак ич
также будет
терист еского уравнения той же кратности S . Найдя, указанным ранее 
методом, S  линейно независимых комплексных частных решений, 
соответствующих корню βαλ im += , и отделив в них действительные и мнимые  
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S2  части, получим линейно независимых  частных решений. 
Решения, соответствующие корню 
действительных
βα i− , будут линейно зависимыми с 
ния , соо етстреше ми тв вующими βα i+ . 
Если, кроме кратного орня λ , имеются другие корни, то, построив n 
линейно незав мых действительных частных ешений, соответствующих всем 
этим корням, и взяв их
к
иси  р
 линейную комбинацию с произвольными постоянными 
коэфф
Пример  15 .47 .  Найти общее решение системы дифференциальных 
уравнений
m





























 или 0λλ 23 =− , откуда имеем ,1λ1 =  0λλ 32 == . 
Определим собственные векторы. Для ,1λ1 =  получим систему уравнений 
⎬
= ,0γ321
3  −  













 одно из которых следствие двух других. 
 1γ3 =  ( )12γ35
1γ 12 ⋅+= . 
Полагая 1γ1 = , находим 1γ 2 = , 1γ3 = . Таким образом, − собственный 
вектор, соответствующий числу
( )1,1,1  
 1λ = . Координаты собственного вектора 
оответствующее 
1
определяются с точностью до числового множителя. С 1λ1 =  
частное решение имеем вид tx e1 = , 
ty e1 = , 
tz e1 = .  
Если − корень характеристического уравнения кратности 2λ  S , то ему 
соответствует решение вида 
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( ) tPx 2λ1 et= , ( ) tPy 2λ ( ) tPz 2λ3 et=2 t e= , , 
 
где , , − многочлены о( )t1P ( )t2P ( )t3P  t  степени не выше 1−Sт  (они могут 
 в постоянные эффициентов всех этих 
многочленов 
вырождаться  числа), причем среди ко
S  коэффициентов являются произвольными, а остальные 
выражаются через них. 



















































































Так как ранг каждой из систем равен 2 и одно из уравнений каждой системы есть 
следствие двух других, то, решая первую стему, имеем: 





















































1 da = , 11 3






















































































Частное решение для двукратного корня
 
 0λ =  принимает вид: 
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Полагая 0,3 21 =dd , получаем частное решение 12= −= tx , 122 −= ty , tz 32 = . 
Полагая 3,0 21 == dd , находим еще одно частное решение x 13 = , 23 =y , 33 =z . 
Все три полученных частных решения линейно независимы и образуют 
фундаментальную систему решений: 
 
tx e1 = , 
ty e1 = , 
tz e1 = ; 
 
12 −= tx , 122 −= ty , tz 32 = ; 
 
13 =x , 23 =y , 33 =z . 
 
Итак, общее решение исходной системы: 
 
( )


















15.28. Элементы теории устойчивости 
 
При исследовании динамики физических систем происходящие в них 
процессы описываются дифференциальными ура
задачи, в которых нужно не только найти конкретное решение, соответствующее 
заданным начальным условиям, но и определить, как ведет себя решение при 
изменении начальных условий и при изменении аргумента. Такие вопросы 
изучаются в качественной теории дифференциальных уравнений, в разделе 
теори )
 
Механическая  системы д. у. 
 Фазовые траектории 
 движения  в  : 
внениями, причем возникают 




Пусть точка массы m c координатами x(t), y(t) движется под действием силы 
),( YXF
→





= rrtFtrm                                          (15.103) 










                                        (15.104) 
 


































                                       (15.105) 
 
Система (15.105) состоит из четырех д. у. 1-го порядка с четырьмя 
неизвестными функциями: 
)(),( tytx  − координаты движущейс точки; я 
)(),( tytx  − проекции ее скорости. 
Движение голоморфных механических систем с конечным числом степеней 
свободы кинематически определяется заданием
обобщенных скоростей как однозначных функций времени, при этом 
равновесному состоянию (состоянию покоя) соответствуют постоянные значения 
координат и нулевые скорости. В исследованиях устойчивости движения и покоя 
обобщенные координаты и скорости  играют одинаковую роль, 
общие обозначения, например, для системы (15.105): 
 
                                                   (15.106) 
 
тогда пространство состояний движения (т. е. пространство обобщенных 
координат и скоростей) точки называется фазовым пространством, 
а сама точка называется изображающе состояние движения рассматриваемой 
 обобщенных координат и 
формально
























 ),,,( 4321 xxxxM  
й 
механической системы. 
















В общем ае  механической системы с конечным числом 











                                   (15.107) 
случ движение































































Xd .                                             (15.109) 

















                                               (15.110) 
 
в фазовом пространстве представляют так называемые фазовые траектории – 












можно считать параме в х траек ема 
направление касательной к фазовой траектории, проходящ е  каждую точку 
фазового пространства. 
Замечани
трическими уравнениями фазо ы торий, а сист
д. у. (15.108) определяет в фазовом пространстве поле направлений, т. е. 
ей чер з
е 15.10. Положение изображающей точки в данный момент 
времени в фазовом пространстве соответствует определенному состоянию 
движения механической системы емы
системы постоянны, скорости равны нулю) соответствует положению равновесия 
 точки я равновесия
(например, все 
. Состояние покоя сист  (координаты 
изображающей , следовательно, устойчивость состояни  
системы 0=ix ) определяется устойчивостью положения 
изображающей точки в начале координат. 
амечание 15.11. Если правые части дифференциальных уравнений 
системы (15.108) явно зависят от t, то поле направлений в фазовом пространстве 
неустановившееся, меняется с течением времени. Если функции не зависят 
явно  t, то поле направлений будет установившимся (стационарным), при этом 
движение системы, описываемое уравнениями (15.108) называют 
установившимся, а саму систему автономной. 
ростейший пример фазовой трактовки движения автономной системы 
представляет гармонический осциллятор. 







02 =+ qkq                                                 (15.111) 
 






















                                             (15.112) 
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из которой следует 11
2122 dxxkdxxxkdx −=⇒−= , значит, xxk C=+ 22222
21 xdx
21  − 
фазов правление 
движения изображающей точки по , проходящему через точку с 
координатами: 
всегда по часовой стрелке, т. к. в 1-й и 2-й 







скорость начальная - 






четвертях 021 >= xdt
dx , т. е. 1x  возрастает, а в 3-й и 4-й четвертях 01 <dt














 Рис. 15.7 
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Устойчивость решений дифференциальных с
 
Рассмотрим нормальную систему дифференциальных уравнений 
 









),,...,,,( 2122 nxxxtfdt                                         (15.113) 
⎩ dt
с начальными условиями 
 



















=== .                           (15.114) 
 
Определение 15.33. Решение 
 
))(),...,)( 2 txttX n(),(( 1 xtx=    
 
дифф
ву, если для любого решения 
xtxtxtX n
∗∗∗∗
                                (15.115) 
еренциальной системы, соответствующее начальным условиям (15.114), 
называется устойчивым по Ляпуно
 
))t(),...,(),(()( 21= ,                                  (15.116) 
 
соответствующего другим начальным условиям 
 
( ) ∗∗∗∗∗∗ ===
0020021001
,...,)(  ,)( nn xtxxtxxtx                          (15.117) 
 
что из системы неравенств 
 




n                                   (15.118) (),(00 ixx ii =εδ<−
∗
следует система неравенств 
),1(,)()(
____
nitxt =ε<−                     x ii




бы для одного решения (15.116) при сколь угодно малом не выполняются 
неравенства (15.119). 
. Если дифференциальная система (15.113) представляет 
закон движения, то решение (15.115) называют невозмущенным движением, а 
решение (15.116) – возмущенным, тогда приведенн
устойчивости по Ляпунову означает следующее: в каждый момент времени
точка траектории возмущенного движения лежит в достаточно малой окрестности 
соотв вижения. 
может принимать любое значение из 
интервала тогда при 
 0t≥ . 
Определение 15.34. Решение (15.115) называется неустойчивым, если хот
δ  
Замечание 15.12
ое выше определение 
 0tt ≥  
етствующей точки невозмущенного д
Теперь допустим, что аргумент t 
[ )+∞,0t , +∞→t  вводится понятие асимптотической 
устойчивости по Ляпунову. 
Определение 15.35. Если решение (15.115) диффе





txtx iit                                         (15.120) 
 
то решение (15.115) называется асимптотически устойчивым
Пример  15 .49 .  Исследовать на тойчивость частное решение системы  
−= 212 22 xxx





⎧ += 211 ,2xxx                                            (15.121) 
⎩
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2-   2
2     1
, характеристическое уравнение: 
λ-2-     2
=0, его корни  31
λ 2     1−
−=λ , 22 =λ ,  общее решение
Найдем частное решение, удовлетворяющее данным начальным условиям 
















)( .                            (15.123) 
 







)( .                         (15.124) 
 
Рассмотрим разности найденных решений: 
−=− −∗ .εe2,0εe2 2322
11
ttxx
                                 (15.125) 
 




































































































+=− −∗ ,εe4,0εe 23 ttxx
ε  неравенства (15.119) не 
выполнены, при ∞→t  разности решений не с
решение (15.123) неустойчиво. 
тремятся к 0, следовательно, 
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                                         (15.126) 
 
етворяющего начальным виям 
 










3       0  
уравнение:  
2      1
, характеристическое 
0
3       0    






 имеет корни 1   ,3 21 −=−= λλ , об





Найдем частное решение, соответствующее начальным условиям 
              . Таким образом, 
 
.                                    (15.128) 
 












































































































⎧ ε=− −∗ ,e 311
txx
ε=− −∗ .e 322
tx
                                          (15.130) 
 
Очевидно, при любом  
x
0>t  и малом ε  они малы, т. е. решение (15.128) 
устойчиво, притом – асимптотически устойчиво, т. к. при  +∞→t   ( ) 01 →1 −∗x x  
( ) 022 →−∗ xx . 
Замечание 15.13. Исследование на устойчивость любого решения 









ϕ +=⇒=−= ),...,1(  )()()( ,               (15.129) 
 











































      (15.130) 
 
поэтому в основе исследования на устойчивость





 решений систем 
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Ус Остойчивость линейных дифференциальных систем. новные теоремы 
 





































называется устойчивой (или неустойчивой) по Л
 
n
япунову, если все ее решения 
))(),...,(),(()( 21 txtxtxtX n=                                    (15.132) 
 
устойчивы (или не устойчивы) по Ляпунову при ∞→t . 
Теорема 15.23. Для устойчивости линейной системы (15.131) необходима и 



































⎧ +++= ,)(...)()(1 xtaxtaxtadx
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Теорема 15.24. Линейная дифференциальная система (15.131) 
асимптотически устойчива только тогда, когда асимптотически устойчиво 
тривиальное решение соответствующей однородной системы (15.133) 
 
Обыкновенные и особые точки фазовой плоскости 
 
Для простоты и в зможности агл дной геометрической интерпретации 
будем рассматривать систему дифференциальных уравнений, соответствующую 
уравнениям движения механической системы с одной степенью свободы: 
 






















                                            (15.134) 
 
Определение 15.37. Точка x
),
x  фазовой плоскости системы (15.134) 
 в этой точке функции и
дифференцируемы и не обращаются  нуль одновременно. Через каждую 
обыкновенную точку проходит единственная фазовая траектория. Точка
наз. особой, если
),( 21
называется обыкновенной, если  ),( 211 xxf   ),( 212 xxf  
в
 ),( 2010 xx  
 0),(),( 2010220101 == xxfxxf . Особые точки классифицируются по 
характеру фазовых траекторий в их окрестности. Физический
точек: это точки покоя (равновесия), допускающие устойчивые или неустойчивые 
положения равновесия. 
Предварительные замечания. Качественная теория устойчивости основана 
на исследовании уравнений возмущенного движения без их интегрирования с 
помощ
  
ся приближенные методы, одни  из 
основоположников которых является профессор Вышнеградский И.А. При 
 смысл особых 
ью построения так называемых функций Ляпунова, однако, общих правил 
построения таких функций нет. В связи с этим в практических инженерных 
расчетах широко применяют м
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иссле
возмущенных движениях, какие возникают около невозмущенного 
движения в течение малого промежутка времени после достаточно малого 
начального возмущения. Поэтому при решен
уравнениях возмущенного движения отбрасывались все члены выше первого 




 Ляпунова, в которых формулируются 
условия
Рассмотрим линейную однородную дифференциальную систему с 
постоянными коэффициентами: 
 
довании устойчивости регуляторов прямого действия он допустил, что 
характер устойчивости установившегося движения системы проявляется уже в 
тех малых 
ии вопроса об устойчивости в 
 
система исследовалась на устойчивость невозмущенного 
движения, что давало возможность приближенно судить об устойчивости 
возмущенного движения. Такие методы содержатся в теории “первого 
приближения”. Теория первого приближения не всегда приводит к правильным 
заключениям  устойчивости возмущенного движения. В конце данного 
параграфа будут приведены две теоремы
, когда заключения об устойчивости линеаризованной системы 






























Как известно, решение такой системы определяется характером корней 
характеристического уравнения. Представим 
уравнения в комплексной форме: 
,2 nn x                                 (15.135) 
корни характеристического 
nnn iii β+α=λβ+α=λβ+α=λ ,...,  , 222111 . 
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Простейший случай для системы с одной степ
(15.135) будет соответствовать система из двух линейных дифференциальных 
уравнений: 






⎧ += ,211 bxaxdt
dx




Очевидно, особая точка – начало координат – 
равновесное состояние системы. В зависимости от корней характеристического 
уравнения возможны четыре случая, каждом из которых будет свой тип 
распо , что д
иллюстрацию характера устойчивости невозмущенного состояния линейной 
. 








ложения фазовых траекторий около особой точки аст геометрическую 
системы с одной степенью свободы












                                            (15.137)
0
             





,                                      (15.138) 
которое представляет собой характеристическое уравнение системы (15.136), 






















d .                                    (15.140) 
1-й случай. Корни характеристического уравнения действительные, разных 






















                                     (15.141) 











d , отсюда получим 













=a . Около точки 0 эти кривые похожи на гиперболы. 
Изображающая точка по этим кривым удаляется от начала координат, т. е. 
равновесно остояние . Особая точка такого типа называется седло. е с  неустойчиво
⎪























0          1
=
λ−
,  1 12 −=λ . Фазовые траектории 
1
12
−±= cxx  λ =1,  



























11   , µ−=λµ−=λ ). Каноническая система уравнений и ее 



























                                      (15.142) 














Эти траектории имеют форму полупараб щихся оси 10ξ . При 1λ  и 
1
02 <λ  изображающая точка движется к началу координат, т. е равновесное 
состояние асимптотически устойчиво, если 
. 
λ  и 02 >λ  - неустойчиво.  
точка такого типа называется узел. 













dt  характеристическое 
равнение: 0
4         6  




, 21 =λ , 12 =λ . Фазовые траектории 
2
112 ξ±=ξ c  у























dt  корни 
характеристического уравнения: 
⎧ = ,1 axdx
0
0          
=




, a=λ=λ 21 . Из ура
й системы – она :
внений 








=⇒+=⇒=  − прямые, заканчивающиеся или 
начинающиеся в начале координат, следовательно, особая точка – узел, 
устойчивый или неустойчивый. 











dt  ее характеристическое 
уравнение: 10
1           0  
































Случай 3-й. Корни характеристического уравнения комплексные  
й ействительн й частью β+α=λ i1 , βαλ i−=2 . В этом случае  












































⎧ +=+ ),( ivuviu λ
)( ivuvu λi





















































































= ecr . Это 
огарифмические спирали. Точки покоя такого типа называются фокусы. При 
 с возрастанием возрастает 
л
ϕ  r0>α , т. е. изображающая точка удаляется по 
пиралям от начала координат, значит, состояние равновесия неустойчиво. При 
 с возрастанием убывает
с
 ϕ   r0<α , изображающая точка по фазовым траекториям 
симптотически приближается к началу координат, следовательно, устойчивый 




4-й случай. Корни характеристического уравнения чисто мним  )0( =α  
β±=λ i2,1 . Уравнения фазовых траекторий в полярных координатах: 
00 ,const,0 β
ϕ




dr т. е. фазовые траектории  
изображающей точки – окружности с центром в начале координат, описываемые с 




ой скоростью β . Особая точка 
етственно равновесие является устойчивы
Пример  15 .54 .  Исследовать устойчивость состояния 




−−− λ        
 − комплексные: 
5  2 −  λ         
i±−=λ 12,1 , с отрицательной действительной 
частью, следовательно, начало координат – точка покоя типа фокус, фазовые 
траектории – логарифмические спирали: ϕ−= ecr . Т. к. действительная часть 
корней 01α <−= , то состояние равновесия системы асимптотически устойчиво. 
Направление движения изображающей точки спирали – к началу координат – 
это легко  с помощью уравнений исходной сис
 по 
 проверить темы, т. к. в 1-й четверти 
01 >
dt
dx  и 02 <
dt 1 2
убывающа . рис. 15.10. 





































λ        
 λ         
 имеет чисто мнимые корни: 
. 
Приведем три способа решения задачи: 
1-й способ (см. решение примера 15.48). 



















12  − это эллипсы, значит, 
начало координат – особая точка типа центр. 
 
параметрические уравнения фазовых траекторий в окрестности точки покоя. 
Формула общего решения в случае комплексных корней характеристического 





2-й способ. Решим систему уравнений, тогда общее ее решение представит
e )e() += .                             (15.143) 
 
Координаты собственного вектора V, соответствующего собственному 
















имеющей к е тривиального бесчисленное множество решений, т. к. 0
− )20 2αi
 
ром =∆ , 












VI )e(  
 
 
Следовательно, параметрические уравнения фазовых траекторий 
 
 















































































4 CxxCCx =+⇒+=⎟⎜+ . 
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3-й ист  4-й случай для определения типа особой 
точки, 
 способ. С ема представляет
т. к. характеристические числа i22,1 ±=λ  чисто мнимые, следовательно, в 
поляр
 
ных координатах для косоугольной системы фазовые траектории имеют 
уравнения 0rr = , 02 ϕ+=ϕ t  это окружности, особая точка – начал  координат – 










Замечание 15.14. Если определитель матрицы системы (15.136) 0=∆ , 







инейная система имеет бесчисленное множество  
покоя, при этом: 
а) если
 точек
 02 <λ , фазовые траектории образуют семейство параллельных 








б) если начало координат – неустойчивая точка покоя; 







 02 >λ , 
021 =λ=λ
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г) 021 =λ=λ ,  ad −= ,  0≤bc , начало координат – неустойчивая точка 
покоя. 
Мы рассмотрели исследование устойчивости линейных (линеаризованных) 
систем Теория первого приближения позволяет судить об устойчивости 






























                         (15.144) 
 
где )(),...,(),( 21 tXtXtX n  − функции нелинейные, разложения которых по степеням 
начин  2  о ваю исс
линеаризованную систему















                                 (15.145) 
 
Аналогично, при исследовании устойчивости решений автономных 







































помощью формулы Тейлора в окрестности точки покоя 
ысшего порядка малости. 
Тогда  (1  
 
ьзуют  первого приближения, заменяя правые части уравнений с 
суммами линейных членов, отбрасывая слагаемые в
,...)0,0( 21 →→ xx  
 исследование состояния равновесия системы 5.146) заменяют

























                       (15.147) 
 
Ляпунов установил, при каких условиях заключения об устойчивости 
линеаризованной системы сохраняют силу для исходной, неупрощенной системы: 
Теорема 15.25. Ес действительные части сех корней 
характеристического уравнения системы (15.147) 
отрицательны, то невозмущенное движение исходной системы (15.146) устойчиво 
асимптотически, 
й характеристического уравнения имеется 
по крайней мере один с положительной щественной частью, то невозмущенное 
движение неу
Пример  15 .56 .   приближения 
устой
ли в
),...,2,1(  nsi SSS =+= βαλ  
независимо от членов выше 1-го порядка. 
Теорема 15.26. Если среди корне
ве
стойчиво, независимо от членов высших порядков. 
Исследовать методом первого
⎪



















































−=α , то по теореме 15.25 Ляпунова состояние авновесия заданной р
и линеаризованной систем асимптотически устойчиво. 
Замечание 15.15. В “к е за исключением 
хотя бы одного
ритическом случае”, если вс  0<iα  
 0=α , надо применять другие методы исследования. 









































































































λ        
 λ         
,  21 =λ ,  . 
 
Т. к. , по теореме 15.26 Ляпунова состояние равновесия заданной и 
линеаризованной систем неустойчиво. 
Критерии отрицательности  частей корней 
характеристического уравнения 
 
Из теорем Ляпунова следует, что для суждения об устойчивости положения 
 теории
н устойч






равновесия линейной системы или движения нелинейных систем по  
первого приближения ужно знать, является ли ивым полином – 
развернутый определитель х
ается полином, все рни которог kk i βα +  лежат ева от мним  оси, т. е. 
все 0<α k . Существуют специальные 
сл ой
критерии, позволяющие без нахождения 
кор для полиномов степени определить: ней полинома, что особенно важно 2≥ , 
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Для устойчивости полинома 
. 
n
nn azaza +++ − ...110  необходимо и достаточно, 
чтобы при определитель Гурвица  00 >a  n∆  и все его главные диагональные 
миноры были положительны: 
 
,    011 >=∆ a 0
20
31
2 >=∆         aa
        aa
,    0
     0 31 aa    
    420
531
3 >=∆ a    aa
    a    aa
, 
 
0.....531     a    aa
0
0.....     0 
0.....   
,...0
         






aa   
    aa
aaa
aa    aa
a   a    aa
. 
0.....      0      0
........................
0.....     0 
 
          0 







aa    
 
a
aaa    














 имеют отрицательную 
с положительными 
коэффициентами все корни действительную часть ( )0<kα , 
если положительны все с четными индексами, т. е i∆  . ,..., 42 ∆∆  или положительны 
все с нечетными индексами.  
Пример  15 .58 .  Проверить устойчивость некоторой системы, 
характеристический полином которой  
 i∆  
30006756,5025,1 23 +λ+λ+λ . 
Вычислим определители Гурвица 
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0510 >,2=a ;  
 







2 >===∆         
        
        aa




3000      50,6    0  
0          675 25,1
0    30006,50
     0





    
    
        
aa    
a    aa
    a    aa
. 
 
По критерию Рауса−Гурвица характеристический полином устойчив, т. е. 
все действительные части его корней 0<α−β±α kkk i  следовательно, положение 
равновесия системы асимптотически устойчиво по Ляпунову. 
Пример  15 .59 .  Проверить устойчивость состояния равновесия 
некоторой системы по Ляпунову, если ее характеристическое уравнение 
016001509812 234 =+λ+λ+λ+λ . 
 




01211 >==∆ a 0102698  1
15012
2 >==∆         




150        12  0
0160       98  1
0   15012
3 <−==∆
    
    
        
,   01600
1600    98          1       0
0      150        12  0
0     0160       98  1
0        0   15012
34 <∆==∆     
    




Характеристический полин йчив по обоим критериям, 









 ;...;...;;)( 21 nn aaaa =  – числовая 





nn aaaaa                                    (16.1) 
 
называется числовым рядом, числа ..,, 21  – членами ряда, а число  – n-ым 




























Определение 16.2. Сумма конечного числа n первых членов ряда (16.1) 
 
.  






























ти частичных сумм ряда 
(16.1) существует конечный предел  
 
 
Определение 16.3. Если для последовательнос  )( nS  
SSnn =∞→lim , 




Если предел последовательности не существует или равен 















)( nS  





− Ran           (16.2) 
 























                       (16.3) 
 














)1(... 12 ≠=++++= − qaqaqaqaS n . 
 
Так как 































При ряд (16.3) совпадает с рядом (16.2), при 1−=q   1=q , naSn =   и 
Следовательно, ряд (16.3) сходится при 
∞→ nn
Slim ∞= . 







1≥q  он расходится.  







++ =++= 21 ... knnn aaar , 
 собой числовой ряд, называется n-ым остатком ряда (16.1). 




















r             
Можно доказать, что условия (16.4) является не только необходимым, но и 
достаточным для сходимости ряда na , т. е. из его выполнения следует 
сходимость указанного ряда.  
16.2. Необходимый признак сходимости ряда 
Теорема 16.1. Если ряд сходится, то  
 













a .                                                   (16.5) 
 
Доказательство.  Пусть nn SS ∞→= lim . Так как nS + nn aS −1 , то  =
 
0limlim)(limlim 11 =−=−=−= −∞→∞→−∞→∞→ SSSSSSa nnnnnnnnn . 
 
Итак, если ряд (16.1) сходится,  выполняется условие (16.5). Отсюда 
вытекае
равен нулю или не существует, то ряд расходится. 
то
т достаточный признак расходимости ряда, сформулированный в виде 
следствия из теоремы 16.1. 






Подчеркнем, что из выполнения условия (16.5) не обязательно следует 
сходимость ряда (16.1), т. е. оно не является достаточным признакам сходимости 
ряда. 











.                                      (16.6) 




, однако гармонический ряд расходится. 
Действительно, предположим, что ряд (16.6) сходится и его сумма равна S , тогда 
 
























10 ≥ . 
 
1 ых рядов. Линейные операции над 
сходящимися рядами 
ходимость). 
иная с некоторого 
6.3. Простейшие свойства числов
 
1 . Перестановка, отбрасывание или добавление конечного числа членов 
ряда не влияет на его сходимость (рас
Доказательство. Действительно, указанные операции изменят на одну и ту 
же постоянную величину все частичные суммы ряда, нач
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номера, а это не в следовательности 
частичных сумм ряда. 
ы
лияет на сходимость или расходимость по








k  ходятся и их суммы равны и bS  

















































ka  и 












Ряд называется суммой рядов и . 
 Если ряд сходится и его сумма равна S , то ряд также 
сходи









kk ba   ∑
∞
=1k








































н  число . 
Операции суммирования рядов и ножение ряда на число называются 
линейными операциями над рядами. 
Из данных определений вытекает, что линейные операции над рядами 





ka называется произведением ряда ∑ а
∞
=1k
ka   α
 ум
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16.4. Ряды с неотрицательными членами 
 
Если задан ряд с неотрицательными членами , то 
последовательность его частичных сумм является неубывающей. Необходимым и 
достаточным условием сходимости такой последовательности является ее 
ограниченность. Отсюда следует 
ы ряд с неотрицательными членами сходился, 
необходимо и достаточно, чтобы последовательность его частичных сумм была 
ограниченной. 






Теорема 16.2. Для того чтоб
и). Если неотрицательная 




na  имеют вид )(nfa = , тоn  ряд и несобственный интеграл 





















.                                  (16.7) )( adxxfadxxf
 )(xf  для 1+≤≤ kxk  
справедливо неравенство )1()()( +≥≥ kfxfkf . Интегрируя х т  его в предела о k  











dxkfdxxfdxk  или так 








k adxxfa , как 





























овав их, найдем 
 
.                                         (16.8) 
отрим с

























CaI 1  или NnCSnSn =+≤+ ∈∀≤ , . Итак, монотонно возрастающая 
последовательность частичн ограничена сверху и, следовательно, 
сходится, т. е. сходится ряд . Наоборот, 




na если сходится ряд ∑
∞
=
последовательность частичных сумм ограничена, а тем более ограничена и 
сходи  воз
1n
na , то его 
)( nS  




сходится интеграл )( dxxf . 
Пуст тог
1n
 посл , а значит, 





dxxfI , т. е. 
1
2. ь интеграл расходится, да в силу неравенства 
∫≥
1














n , то 
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частичных сумм неограничена, тем более неограничена последовательность 
, т.е. интеграл расходится. 





Из интегрального признака Коши следует, что сходимость (расходимость) 
интеграла 
1









n dxxfI  ∫
∞
1
)( dxxf  
ряда, 
∞→n , получаем  
1
1
)( aSdxxfS −≥≥ ∫
∞
а следует  
1
11





















.                    (16.9) 
Реш ние. При 1=p  ряд (16.9) совпадает  рядом (16.6) и с гармоническим
расходится. Если 0≤p , то Nn
n p




. В этом случае ряд 
расходится, так как нарушается необходимое условие сходимости ряда. Пусть 
0>p  и 1≠ p . Положим p
1)( = . Функция )(
x
xf xf  монотонно убыва  ет на





































 1>p  и Следовательно, обобщенный гармонический ряд (16.9) сходится при
 1≤pрасходится при . 








nb  Теорема 16.4 ( нак
ливо неравенство  
nnba nn N∈≥∀≤≤ 0,0 , 
то 




следует сходимость ряда  ; 















Доказательство  Предположим что 10 =n . 
1. Пусть ряд означим через и n-ые частичные 











nb   NnSS nn ∈∀′≤ , . Тогда, 






nb   
довательности )(S ′  значит, и последовательности )(S . Из 




ь ряд расходится. Тогда последовательность






na   )( nS  
)( nS ′ , а значит, 














b как отбрасывание конечного числа членов ряда не влияет на его 
сходимость. 





















na , 0>a , и ∑n
∞
=1n













сходятся или расходятся одновременно. 








lim  Доказа для любого 





n , 0nn ≥∀  или как, так 0>nb   
 
nnn bLabL )ε()ε( +<<− 0nn ≥, ∀  
 
Из сходимости ряда , согласно свойству 3 ч
следует сходимость ряда а значит, по теореме 16.4 ряд 
сходится


































Аналогично доказывается, что их сходимости (расходимости) ряда 
следует сходимость (расходимость) ряда
Из предельного признака сравнения следует, что сходимость 
(расходи да  условием
соответствующего ряда , и наоборот. 
































1lim .                                                (16.10) 
1) при
Тогда: 






 1>L  ряд расходи
тельство. По определению предела из равенства (16.10) следует, что 







 ε > , начиная  номера 0n , 
εε 1 +<<− + L
an
0
aL n , nn ≥∀                                    (16.11) 
 





n <+1 , следует, что 
 
0nn ≥∀  
qaa nn 00 1 <+ ; 
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nknn qaqaa << −+
 
+κ . 
 nТак как ряд



























2. Если 1>L , то найдется такое 0>ε , что число 1ε >−= Lq . Тогда из 
соотношений следует неравенство (16.11) q 
an
0
an >+1 , nn ≥∀  или nn qaa >+1 , 0nn ≥∀ . 
Это означает, что, начиная с номера члены ряда возрастают, т.е. 
необх и









, 0>na , 
1
Lan nn =∞→lim .                                                (16.12) 
Тогда: 










омер , что выполняются неравенства 
1n
n
Доказательство. По определению предела из равенства (16.12) следует, что 
для любого 0>ε  найдется такой н  0n
 
εε +< <− LaL n n , 0nn ≥∀ .                                    (16.13) 
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1. 1 Если < L , то найдется такое 0>ε , что число 1<+= εLq . Тогда из 
соотношения (16.13) имеем nn qa < , 0nn ≥∀  и, согласно авнения, из 
сходи
признаку ср
мости  ряда ∑
∞
=1n






1>L , то найдется такое 0> , что числоε  1>=− qL ε . Тогда из 





nq , 1>q , 




16.5. Знакочередующиеся ряды 
 





...)1(... 121 +−++−+− naaaaa , 
 
где ,  – числа одного знака. Такой ряд удобно записывать в виде 
.                                          (16.14) 
 
из ница). Если члены знакочер














n a , 0>na
Для знакочередующихся рядов имеет место следующая 
Теорема 16.8 (пр нак Лейб едующегося ряда 














n a  сходится, а его сумма S  не превосходит первого члена, т. е. n
1aS ≤ . 
сумму ряда (16.14) 
 
12 nnn aaaaaaS
Доказательство. Рассмотрим четную частичную 
)(...)()( 212432 −++−+−= − . 
 
Так как  выраж ах неотрицательны, то 
последовательность четных частичных сумм ряда неубывающая.  
С другой стороны, 
...)( aaaaaaS n ≤
все ения в круглых скобк
 )( 2nS  
 
1212223212 nnn (a ) −−−−−−= .                      (16.15) 
не убывает и ограничена сверху, а 
следовательно, она сходится. 




Таким образом, последовательность )( 2nS  
 SS nn =∞→ 2lim
SaSaSS nnnnnnnnn =+=+= +∞→∞→+∞→+∞→ 12212212 limlim)(limlim  
 
следует, что и сумма ряда (16.14) равна S . Из неравенства (16.15) заключаем, что 
1aS ≤ . Ряд, удовлетворяющий условиям теоремы 16.8, называют рядом Лейбница. 
Следствие 16.2. Остаток ...)()1( 21 +−−= ++ nn
n
n aar  ряда Лейбница 







nk aaaa  
 





тольк ря дит своего 
первого члена . 
Пример  16 .4 .  Исследовать на сходимость ряд






















, то данный ряд сходится. 
16.6. Знакопеременные ряды 











αsin...αsin...α2sinαsin nn , k
12 n nn 2
























переменных ря им, существует ли связь между сходимостями 













Теорема 16.9. Если сходится ряд ∑
∞
=n
n д . 











по свойству 3 линейных 







 Далее, поскольку nn aaa 20 ≤+≤ n , Nn∈∀ , то из признака сравнения 





nn aa . А так как ряд ∑
∞
=
вид  рядов 
1n
na  











nnn aaaa , то он 
сходи
В теореме 16.9 сформулирован  признак сходимости ряда 
. Обратное утверждение в общем случае не им ет места, т. е. приведенный 








Определение 6.4. Если сходится ряд ∑
∞
=1n




na  называется 
абсолютн ли ряд ∑
∞





na  расходится, то 
ряд ∑
∞
я усл о сх
Исследовать сходимость ряда
=1n
na  называетс овн одящимся. 

















a  – расходящийся нический. Исходный ряд 
сходится по признаку Лейбница, следовательно, он сходится условно. 
 и у  




Следует отметить, что абсолютно словно сходящиеся ряды обладают
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16.7. Ряды с лен




1 1 1 1
)(
n n n n
nnnnn biaaz                              (16.1





+= ib 6) 
 
∑
члены которого nnn ibaz += , ),( Rba nn ∈  – комплексные числа, называется рядом 
с комплексными членами. Ряд ∑
∞
=1n
na  называется действительной частью ряда 










Предел lim  существует тогда и только тогда, когда существуют 
пределы и Но существование последних пределов означает 
1n



































только тогда, когда сходятся ряды из действительной и мнимой частей членов 









. Следовательно,  (16.16) сходится тогда и nb
∑∑∑
∞∞∞
+= biaz  
=
 
Теорема 16.10. Если  ∑
∞
=1n
nz , то сходится и ряд (16.16). 
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Доказательство. Так как nnnn zbaa =+≤
22  и nnn zba =+
22 , то по nb ≤
признаку сравнения (см. теорему 16.4) из сходимости ряда  ∑
∞
=1n
nz  следует 







nb , а значит, и сходимость ряда (16.16). 
Теорема 16.10 позволяет для исследования сходимости рядов с 
ти рядов
с положительными членами. 
1n
комплексными членами применять доказанные ранее признаки сходимос  




































Сравним этот ряд с рядом ∑
∞
=


































 16.5), сходится, то, согласно предельному признаку сравнения (см. теорему
сходится ряд ∑
∞
= +1 4 1
1
n n





Определение 16.5. Ряд вида 
 
16.8. Функциональные ряды. Ос поня  
Пусть );...();...;();( 21 xux  – последовательность функций  uxu n










членами которого являются функции un , называется функциональным. 
Каждому значению 
=





Xx ∈0  соответствует число
=
числовой ряд может быть сходящимся  расходящимся. Если ряд 
сходится, то называется точкой сходимости функционального ряда (16.17). 
Множества  точек сходимости функционального ряда называется его 
областью . Обозначим ее через Очевидно, что . Если 










n xu  
0x  
всех
сходимости D . XD ⊂





knn xuxuxuxuxS 21 )()(...)()()(  
 
называется n–й частичной суммой ряда (16.17), а функция 
k 1
)(lim)( xSxS nn ∞→= , 
определенна
Функция , определенная в области и задаваемая формулой 
я в области D , суммой ряда (16.17). 








называется  n–ым остатком ряда. Очевидно, что
+=
=−= )())()( xuxSxr  
 
 0)( →xrn  Dx∈∀ , если ∞→n . 
Сходимость функционально ряда в каждой точке Dx∈  называется 
поточечной сходимостью. 
  
 кажд ке этого мн
Функциональный ряд (16.17) называется абсолютно сходящимся на 









Так как из абсолютной сходимости ряда в очке следует его сходимость, 
то DD ⊂1 . 
т
Пример 16 .7 . Найти область абсолютной сходимости ряда 
 
xx .                               (16.18) 
























1nx  сходи ся при т
1n
1<x  и расходится при 1≥x
 (16.18) 
. 
Таким образом, областью абсолютной сходимости функционального ряда
является интервал . 
 
16.9. Равномерная сходимость функциональных рядов 
еление 16.6. Функциональный ряд (16.17.) называется равномерно 
сходящимся в области к функции
 ( )1;1 +−
 
Опред
D   )(xS , если для любого 0>E  существует 
номер , не зависящий от )(0 En  x , такой, что 
 
DEnExSxSxr ∈xnnn ∀>∀<−=  ),( ,)()()(  0
 
равномерной 
сходимостей функционального ряда состоит лишь в том, что в первом случае 
номер зависит от
Отметим, что различие определений поточечной и 
 0n   E  и Dx∈ , т. е. ),,(00 xEnn =  а во втором – только от E , т. е. 
Поточечную сходимость называют также неравномерной. )(00 Enn = .
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Теорема 16.11 (признак  член  ряда (16.17) 
 
 Вейерштрасса). Если ы
удовлетворяют неравенствам  











, сходится, то функциональный ряд (16.17) сходится 
равномерно в области .D  




a  сходится, то его остаток 
→nr 0 , т. е. 
0>∀ε  )   :)(0 (0 εεε nnrn n ≥∀<∃ . 
 















kn raxuxuxr  Dxnn ∈∀≥∀  ),(0 ε .    (16.20) 
 
По определению это и означает равномерную сходимость ряда (16.17) в 
Числовой




члены которого удовлетворяют неравенствам (16.19), 
называется мажорантным рядом или мажорантой для функционального ряда 
(16.17), а функциональный ряд (16.17) в этом случае называется мажорируемым 
на множестве
Пример  16 .6 .  Найти область равномерной сходимости ряда
1n
na , 















 сходится, то на 
nn 55
основ что
сходимости заданного ряда является вся числовая ось. 
 
 равномерно сходящихся функциональных рядов 
 
Теорема 16.12 (о непрерывности суммы функционального ряда).Если на 
множестве функциональный ряд (16.17) с непрерывными членами сходится 
равномерно  его сумма
ании признака Вейерштрасса заключаем,  областью равномерной 
16.10. Свойства
D  
, то  )(xS  непрерывна на
Доказательство. В силу равномер ой сходимости ряда (16.17) на области 
дл n ≥  в 
частности при фиксированном
 .D  
н
я любого 0>ε  существует такой номер  ),ε(0n  что для всех nD  ),ε(0
 ),ε(0nn =  
 
DxxSxSxr nn ∈∀<−=  ,3
)()()(
00











xuxS  непрерывна на D , то для любого xnn D∈0  и
ого сущ
 




<− S xxS nn  при ,0 δ<− xx  
.Dx∈∀  Тогда для любого
 
 0>ε  






=++≤++−≤ )()()()( 00 0000 xrxrxSxS nnnn . 33
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,0 δ<− xx  что и означает непрерывность функции )(xS  при в звольной 
точке
Из теоремы (16.12) следует, что если сумма
прои
 .0 Dx ∈  
 )(xS  функционального ряда с 
непрерывными членами разрывна в области то сходимость этого ряда 
заведомо неравномерная в области
Следствие 16.3. В равномерно сходящемся ряде возможен почленный 





















Доказательство. Действительно, в силу непрерывности суммы
D , 
 .D   
x Dxxu
 



























 интегрировании функционального ряда). Если 
функциональный ряд (16.17) с непрерывными членами сходится к функции
Теорема 16.13 (о почленном
 )(xS  
равномерно на отрезке  то его можно почленно интегри





dttudttudttS ,)()()(                             (16.22) 
 
причем ряд сходится равномерно на отрезке
[ ]ba; , ровать на любом 
 [ ] [ baxx ;;0 ⊂  

















k dttu   [ ]ba; . 
Доказательство. В силу равномерной сходимости ряда (16.17)  
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<−∃>∀ nnS >∀ . 
 






















[ ] )ε( ,; 0nnbax >∀∈∀ . 
 







k dttu  равномерно на отрезке [ ]ba;  к 
функции dttS ,)(  т. е. справедливо равенство (16.22). 





























.                 (16.23) 
Так как
 
 ,   11 222 nxn +
 ∑
∞
Rx∈∀≤  а ряд
=
 сходится, то по признаку Вейерштрасса 












x xdt . 










 На основании теоремы 16 ряд .13. заключаем, что сходится 
равно
Теорема 16.14  (о почленном дифференцировании функционального ряда) 
Если ряд (16.17) с непрерывно дифференцируемыми на отрезке членами 
сходится к функции
мерно по всей числовой оси. 
[ ]ba;  









n xu  
исхо яд (16.17) сходится равномерно [ ]ba; , его сумма )(xS  - непрерывно 




.                                             (16.24) 
 










′=δ . Интегрируя это 






0 )()()()( . 
 дифференци
 




nn udttudttudtt )()()(δ )
= =x x n n0 0 1 1
 
Левая часть полученного равенства руема по x . Следовательно, 
дифференцируема по x  и правая его часть, а )(δ)( xxS =′ , т. е. справедливо 
равенство (16.24). Равномерная сходимость на [ ]ba;  ряда (16.17) следует из 
теоре
 16.12-16.14 
суммы функционального ряда, почленной интегрируемости и 




Теоремы являются достаточными условиями для непрерывности 
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16.11. Степенные ряды 
 













                (16.25)  
где − действительные числа, членами которого являются степенные 
, наз дом по степени
 
функции ывается степенным ря
α,, xan  
 α−x .  
0 получаем пенной ряд п с При α  сте о тепеням=   x  
++++ 10 ...
n











 Поскольку заменой Xx =− α  (16.25) можно свести к ряду (16.26), то ряд 
ограничимся рассмотрением рядов (16.26).  
 Степенной ряд (16.26) всегда сходится в точке 0=x . При 0≠x  степенной 
ряд м
ема 16.15 (Абеля). Если степенной ряд (16.26) сходится в точке 
ожет как сходиться, так и расходиться. 
 Для степенных рядов справедлива 
Теор 00 ≠x , 
то он сходится абсолютно в интервале 00 xxx <<−  и сходится равномерно на 
отрезке ,qxq ≤≤−  где  00 xq << . 
о. Так по условию теоремы числовой ряд ∑ 0nn xa  
сходится, то lim
 Доказательств  как 
n




=  0>M , что  

































x  образ ческую прогрессию со 
ателем 1<x , и поэтому данны сходится. Сле
0x
й ряд довательно, ряд (16.26) 
в точке 0≠x  сходится абсолютно. 








Отсюда следует, что ряд (16.26) 















и, значит, по признаку 
Вейерштрасса, он сходится равномерно на [ ]qq;− . 
Следствие 16.4. Если в точке 01 ≠x  степенной ряд (16.26) расходится, то он 
расходится во всех точках x , таких, что 1xx > . 
Доказательство. Действительно, если бы ряд (16.26) сходился в точке x , то 
по теореме Абеля он сходился бы абсолютно в точке , что противоречит 
условию. 
Из теоремы Абеля и следствия вытекает, что если степенной ряд (16.26) 
сходится хотя бы в одной точке
1x
 0≠x , то всегда существует число 0>R  такое, 
что степенной ряд сходится (абсолютно) для );( RRx −∈∀  и расходится для 
);();( +∞∪−∞∈∀ RRx . При Rx ±=  ряд (16.26) может быть как сходящимся, так и 
расходящимся. 
Неотрицательное чи R , т й ряд (16сло акое, что степенно .26) сходится в 
);( RR−  и расходится при ,Rx >  называют адиусом сходимости, а интервал 
);(
р
RR−  − ин одимости степенного ряда (16.26). тервалом сх
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 Если ряд (16.26) сходится только в точке 0=x , то 0=R ; если же он 
сходится для Rx∈∀ , то ∞=R .  
степенного ряда используют признаки 
Д’Аламбера и Коши (см. теоремы 16.6, 16.7). Предположим, например, что 
существует предел 





 Тогда xLxa nnn =∞→lim  и по признаку Коши при 









R 11= .                   















Как ранее, степенной ряд общего  X
lim= naR .                          
∞→n
                      (16.28) 
отмечалось   вида (16.25) заменой x =− α  
сводится к ря ∑ду 
∞
=0n








RX <  и расходится при RX > . Тогда ряд (16.25) 
сходит абсолютно п и ся р Rx <− α  и р сходится при Rа  x  а алогии с 
предыдущим случаем нео цате
>− α . По н
три ое число льн R  называют радиусом сходимости, 
а интервал − интервалом сходимости степенного ряда (16.25).  ( )RR +− α;α  
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т. е. интервал сходимости 535 <−<− x  или 82 <<− x . В точке 2−=x  получаем 















. Таким образом, область сходимости ряда есть полуинтервал [ )8;2− . 
 
16.12. Свойства епенных рядов 
 
 Ограничимся изучением свойств степенного ряда (16.26). 
Теорема 16.16. Если радиус сходимости степенно ряда (16.26) отличен от 
нуля, то его сумма
ст
 )(xS  непрерывна на интервале сходимости );( RR− . 
 Доказательство. Пусть x  − произвольная точка интервала сходимости. 
Всегда существует такое число 0>q , ч Rqx << . то По теореме 1
ряд сходится равномерно отрезке 
6.15 степенной 
на [ ] ( ).;; RRqq −⊂−  Тогда, согласно 
ме 16.12 мы равномерно сходящегося 
функционального ряда
теоре (о непрерывности сум
), )(xS  непрерывна на отрезке [ ]qq;− , а следовательно, и в 
точке x . В силу произвольности выбора точки получаем 
непрерывность функции
( )RRx ;−∈  
 )(xS  на ( )RR;− . 
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Теорема 16.17. Операции почленного дифференцирования и 
интегрирования на любом промежу ке т [ ] ( )RRxx ;;0 −⊂  степенного  (16.26) не 
изменяют его радиуса сходим .  
ряда
ости

































































































ряд ∑ Числовой 
∞
=
a изнаку сравнения      







 сходится абсолютно по пр
,,1,0 ,
1















































Теорема 16.18. Если рад ного ряда (16.26) отличен от 
нуля, то степенной ряд можно почленно дифференцировать на интервале 
сходи уммы
иус сходимости степен











.                                            (16.29) 
 
Доказательство. Пусть x  − произвольная точка интервала сход
т. е. ряд сходится. Выберем такое число  
имости 




n xa  q , что Rqx << . На 
отрезке ряд (16.29), согласно теореме 16.17, сходится 
равно ит и е 
[ ] ( )RRqq ;; −⊂−  
x  мерно. Следовательно, на указанном отрезке, а знач  в точк ряд 
(16.26) сложно почленно дифференцировать, и справедливо равенство (16.29). 
Следствие 16.5. Степенной ряд н интервале сходимости ( )RR;− , ,0≠R  а 
можно почленно дифференцировать любое число раз. 
Доказательство. Действительно, так как результатом почленного 
дифференцирования степенного ряда является степенной ряд с тем же радиусом 
а теорема 16.18 и т. д. 
вномерной имости степен
сходимости, то к нему применим
 Теорема 16.19. Степенной ряд (16.26) можно почленно интегрировать на 
любом отрезке [ ]xx ;0 , принадлежащем интервалу сходимости. 
 Доказательство теоремы следует из ра сход ного 
ряда (16.26) на отрезке [ ] ( )RRxx ;;0 −⊂  и теоремы 16.13 о поч енл ном 
интег
 Следствие 16.6. Степенной ряд (16.26) можно почленно интегрировать 
любое число раз на отрезке
рировании функционального ряда. 






16.13. Ряды Т ра 
 
ейло
Пусть функция )(xf  имеет в окрестности точки производные любого 



































 Он называется рядом Тейлора функции
 
 )(xf  в точке 0=x . Если 00 0 =x , то 














xfxfxxffxf       (16.31) 
и называется рядом Маклорена. 




R  степенного ряда (16.30) может быть как равным 
нулю, так и отличным от него, причем в последнем случае сумма
 
 )(xS  ряда 
Тейлора может не совпадать с )(xf . Если )()( xfxS =  на RxRx );( 00 +− , то 
 0x . говорят, что функция )(xf  разложена в ряд Тейлора в окрестности точки






































представляют собой многочлены Тейлора )(xPn  функции )(xf  в точке 0x . Если
ряд сходится к функции 
 




)()()()( RxSxRxPxf nnnn )(+=+= .                            (16.32) 
 
чтобы бесконечно дифференцируемая в 
окрестности точки функция
 Из равенства (16.32) следует 
Теорема 16.20. Для того 
0x   )(xf  разлагалась в ряд Тейлора в окрестности 




xRnn  );( 00 RxRxx +−∈∀ .                             (16.33) 
Подчеркнем, что в равенство (16.33) входит остаточный член не ряда, а формулы 
 В самом деле, если ряд Тейлора сходится к
 
Тейлора, которые в общем случае различны. 
 )()( xfxS ≠ , то из равенств 
 
)()()( ),()()()()( xSxSxrxSxfxPxfxR nnnnn −=−=−=  
 
ет, что ).()( xrxRследу nn ≠  Если )()( xfxS = , то очевидно, что )()( xrxR = . 
 Напомним, что остаток (x формулы может быт  представлен в 
одном из следующих видов 
nn


















n xxxR −=  0xx →  − форма Пеано. 
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На практике часто используется следующий достаточный признак разложимости 
функции в ряд Тейлора. 
Теорема 16.21. Если для любых );( 00 RxRxx +−∈  все роизводные 
функции (
п
 )xf  ограничены одной и той же константой M , то ряд Тейлора (16.30) 
сходится к функции )(xf  в интервале .0 Rxx <−   
 Доказательство. Согласно представлению остаточного члена формулы 

























n  );( 00 RxRxx +−∈∀ . 
 
∑ Числовой ряд 
∞
=
+1nR  Д’ 
основании необходимого признака сходимости ряда 
+0 )!1(n n











xRnn  );( 00 RxRxx +−∈∀ . 
 
 Решим теперь следующую задачу. Известно, что в окрестности точки x0  
некоторый степенной ряд по степеням 0xx −  сходится к бесконечно 





)(0 ;...)..)( 2 xxxxaf ∈∀( +−++−+−+=
)
.     (16.34) 
 
Является ли ряд (16.34) рядом Тейлора функции (xf ? 
После последовательного почленного дифференцирования степенного ряда 
(16.34), что допустимо, согласно теореме (16.18) и следств
 




n xxnaxxaaxf  
 
)(232)( 20032 +... ...;)()1( −−++−⋅+=′′
−n
n xxannxxaaxf  
……………………………………………………………….. 






















 Теорема 16.22. Если степенной ряд по степеням 0xx −  сходится к функции 
)(xf  в окрестности точки то он является рядом Тейлора функции0x ,  )(xf  в 




м разложения в ряд Маклорена некоторых элементарных функций. 
 
Так как и
16.14. ных функций в ряд Маклорена 
 Получи
 
.e)( .1 xxf =  
 xn xf e))( =   Axn xf ee)()( <=  при Ax < , где A  
за
− сколь угодно большое 
положительное число, то на основании теоремы 16.21 ключаем, что функция
разложима в ряд Маклорена, сходящейся  ней при
 xe  































n ==поскольку . 
 
xxf ch)( .2 = . 
 
 Использу  ( 6.35), определение функции я разложение 1 xy ch=  и войство 
суммы сходя
с
щихся рядов, имеем  
 




























































xxxxx  Rx∈∀ .                (16.36) 
n
 
xxf sh)( .3 = . 
 
 Так как ( ) ,)ch(ee
2
1sh ′=−= − xx xx  то на основании теоремы о почленном 






























xxf sin)( .4 = . 
 
Так как  ,  1
2











⎛ +== nxx(xf nn
2


































xxf cos)( .5 = . 
 




















).1ln()( .6 xxf +=  
 
На основании теоремы 16.19 о почленном интегрировании степенного ряда с 














































n           (16.38) 
 




Rxxf ∈+= α ,)1()( .7 α . 
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 В данном случае оценка производных затруднительна, поэтому 
воспользуемся другим, более общим пр Функция 
 )()( xf n  
иемом. α)1()( xxf +=  
удовлетворяет равенству 
)(α)()1( xfxfx =′+                                           (16.39) 
 
и условию .1)0( =f  
 Так как решение задачи Коши дл  дифференциального уравнения (16.39) я
единственно, то если найдется степенной ряд ∑
∞
=






nxa  удовлетворяющий 


















n xaxaxa  
 




























































)1α)...(2α)(1α(α...)1α(α 2  
(16.40) 

















поскольку радиус сходимости полученного ряда равен 1, что несложно проверить, 




Nn∈=α  все коэффициенты ряда (16.40), начиная с номера 1+n ,  


















Для нахождения приближенного значения функций
 
16.15. Приложение степенных рядов 
 
Приближенное вычисление значений функций 
 
 )(xf  в точке с 
задан зложим ункцию
0x  
 )(xf  ной точностью поступим следующим образом. Ра ф в 
ряд п де ку где − 
точка, в которой е функции и ее  легко вычисляются точно. 
Переменной 
о степеням 1xx −  с интервалом сходимости, со ржащим точ 0x , 1x  
 значени  производных
x  придадим значение и в полученном числовом ряду 
оставим только члены гарантирующие заданную точность 










n xxa  , 
0n  
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соответствующей оценки либо остатка формулы Тейлора либо остатка 
ряда Тейлора, так как в случае сходимости степенного ряда функции
 )( 0xRn  , 
)( 0xrn   )(xf  
они равны между собой. 
Пример  16 .10 .  Вычислить с точностью 01,0=ε  число  




















































111e =++++≈+++++≈  
или 
72,2e ≈  )01,0( =ε . 
 
Приближенное вычисление интегралов 
 
Многие определенные интегралы, не вы
функциях, могут быть вычислены с помощью рядов 
ражающиеся в элементарных 
Пример  16 .11 .  Вычислить ∫
1 sin
x
x  с  001,0=ε . 
0
 точностью














n  ⇒∈∀ Rx  
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Вычисление сумм числовых рядов 
 
Используя известные разложения в степенные ряды, сумму заданного 
е некоторой функции в 
определенной точке. 
Пример  16 .12 .  Найти сумму сходящегося числового яда 
 





)1( n              (16.41) 
++0 )32)(12(n nn
.                             −
 















xS  ,0)0( =S  
 







































Тогда ряд )(xS  можно дифференцировать почленно на  Решая 
дифференциальное уравнение 
[ ]1;0 .
 xxxS arctg)( =′  с начальным условием ,0)0( =S  
находим 





























Интегрирование дифференциальных уравнений 
 
Степенные ряды могут применяться также для решения дифференциальных 
уравнений, например, в случае, если их решение не удается найти в элементарных 
функциях. 
ример  16 .13 .  Найти решение 
 
П
,sin yyy =′                                       (16.42) 
 




)0( π=yудовлетворяющее начальному условию . 
Решение. Уравнение (16.42) допускает разделение переменных: 
 
,dxydy =                                  
sin y
                (16.43) 
однако интеграл от левой части уравнения (16.43) не выражается в элементарных 
функциях.
 















Так как ,)0( π=y  а 
2
y
yy =′ ,                                
 
 
sin                 (16.44) 
то
π
















































)0(y ′′′ . 
с












ется случаем их решения в квадратурах. 
16.16. Периодические процессы и периодические функции 
 
ды 
, функцию, описывающую периодический процесс, 
представляют как сумму конечного и бесконечног
функций вида , где





Ря Фурье используются для описания периодических процессов, решения 
дифференциальных уравнений, приближения периодических и непериодических 
функций. В этих случаях
о числа периодических 
 )ωsin( 0ϕ+xA  0,ω, ϕA  
 и 
− постоянные. Эти функции описывают 
простейшее колебательное движение называются гармониками. 0>A  
называется амплитудой, ω  − частотой колебания, ωx ϕ+ 0  − фазой колебания, 
− начальной фазой. 
Используя формулы тригонометрии, можно записать 
 
0ϕ  
,ωsinωcos)ωsin( 0 xbxaxA +=+ ϕ  
 
где   
о или 
ног
,sin 0ϕ= Aa  .cos 0ϕ= Ab  
Более сложные периодические процессы описываются в виде конечног





unn xxa )ncos(  
свойства этих функ
1. Сумма, разность, произведе
nb si
 
Во всех этих случаях имеем дело с периодическими функциями. Напомним 
ций. 
ние и частное периодических функций 
перио
 
да Т есть периодические функции периода Т. 
2. Если функция f(x) имеет период Т, то функция f(ax) (a ≠ 0) имеет
период ./ aT  
3. Определенн нте  отый и грал  периодической функции f(x) с периодом Т 
по лю т. е ля любых х 
ива 
                                           (16.46) 
 
Действительно, т. к. производная от интеграла 
 






























 т ервого рода. 
не за
льные системы функций 
Определение 16.8. Функция f(x) называется кусочно рерывной на 
отрезке [ ]ba, , если она непрерывна на этом отрезке, за исключением, быть может
конечного числа очек, где она имеет разрывы п
 200
[ ]ba,  Пусть f(x) – кусочно-непрерывная на функция − точка 
)0( 0 ±xf , поэтому каждом частке непрерывн т определенные 
 и
разрыва первого рода. Тогда в этой точке существуют односторонние пределы 
 на  у ости существую
 Римана и . В этом случае функция f(x) называется 
функцией с интегрируемым квадратом. 
Так как на множестве кусочно-непрерывных функций определены 
линейные операции, удовлетворяющие аксиомам линейного пространства, то это 
множ зует о 
произ








ество обра  линейное пространство. Введем в нем операцию скалярног
ведения функций )(xϕ  и )(xψ . 
Определение 16.9. Скалярным произведением функций )(xϕ  и )(xψ  на 
отрезке называется число 
 
               (16.47) 
Скалярное произведение функций обладает следующими свойствами: 
 1)    
 2)  




dxxx )()(),(                             
 
);,(),( ϕψ=ψϕ
);,(),(),( 2121 ψϕψϕψϕϕ +=+  
 3)  ;),(),( R∈α∀ψϕα=ψαϕ  
 4) ,0),( ≥ϕϕ  ,00),( =ϕ⇔=ϕϕ  т. е. удовлетворяет аксиомам евклидова 
прост
знача ] и называют 
пространством , которое бесконечномерное. 
ранства. 
Множество всех кусочно-непрерывных функций на [ ]ba,  со скалярным 





2Определение 16.10. Неотрицательное число
a
∫= )(ϕϕ  называется 
нормой функции )(xϕ  в Учитывая, что можно записать 
 




( )ϕϕ ,= .                                                 (16.48) ϕ
 
Функция )(xϕ  называется нормированной, если ее норма равна единице. 
Определение 16.11. Две функции [ ]baLx ,)( 2∈ϕ  и [ ]ba называются
ортогональными на [ ]ba, , если скалярное произведение
Lx ,)(ψ 2∈   
 их  на равно нулю, 
ий
 [ ]ba,  
т. е. ∫ =ψϕ=ψϕ
b
a
dxxx .0)()(),(  
Определение 16.12. Система функц  )...)(),...(),(())(( 21 xxxx nn ϕϕϕϕ =  
(коне ывается ортогональной на отрезке ], и все 
функции этой системы попарно ортогональны на
чная или бесконечная) наз  есл [ ba,
 [ ]ba, , т. е. 
 
Nnmnmnm ∈≠∀= ,,0),( ϕϕ . 
Определение 16.13. Ортогональная система функций на отрезке 
называется ортонормированной, если
 
 ))(( xnϕ  





Любую ортогональную на [ ]ba,  систему функций ))(( xnϕ  с 0≠ϕn  можно 
норми азделить каждую функцию системы на ее 
норму. Получим ортогональную систему ункций
ровать. Для этого достаточно р
 ( )nn x ϕϕ /)( .  ф
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x               (16.49) 
 
Сформулируем свойства этой системы в де теоремы. 
Теорема 16.23. Основная тригонометрическая система функций является 
ортогональной на любом отрезке длиной
ви
 l2 , например на причем норма 
первого члена системы равна
 [ ]ll,− , 
 l2 , а любого другого l . 
Для доказательства ортогональности системы функций (16.49) нужно 
показать, что определенный интеграл в пределах от l−  до l  произведения любых 
двух функций этой системы равен нулю. 
































































































,,0sinsin ππ . 
 







211 22 === ∫
−
−
,  т. е. l21 = . 














































πsin . Аналогично доказывается, что
Примером ортогональной ометрической системы функций нетригон  





















Пусть − ортогональная система функций в 
Выражение 
 [ ]1,1−
16.18. Ряды Фурье по ортогональным системам ф





)(...)(...)()( xcxcxcxc ϕϕϕϕ                   (16.50) 
 
называется обобщенным рядом Фурье по  системе функций 
Если − основная тригонометрическая система функций, то ряд 







))(( xnϕ .  ))(( xnϕ  
 
 [ ]baLxf ,)( 2∈ . Требуется выяснить, при каких условиях и 
для каких функцию )([ ]bax ,∈  xf  можно разложить в ряд по ортогональной 
системе функций т. авить ))(( xnϕ , е. предст  )(xf  в виде: 
 
,                                            (16.51) 
где  – числовые коэффициенты.  










коэффициенты nc . Предположим, что формула (16.51) имеет
и существуют интегралы от )(xf  и от членов ряда. Умножим обе части 
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разложения (16.51) на )(xnϕ  и почленно проинтегрируем результат на от
[ ]ba, : 
b bbb
резке 
∫ +ϕ++ϕϕ+ϕ=ϕ dxxcdxxxcdxxxcdxxxf ...)(...)()()()()()( 2  
В силу ортогональности системы








 ))(( xnϕ , все интегралы в правой части 




полученное равенство в виде: 
 nc , равенства
∫ ∫
a a
nnn ndxxcdxxxf ,...1,0,)()()(  ==
b
 
Используя понятия скалярного произведения и нормы функции, запишем 
2),( nnn cf ϕϕ = , или 
 






ϕ                 52) 
 
 в вид
c                      (16.






















ϕ .                               (16.53) 
 
Числа называются коэффициентами Фурье. Для любой функции 
можно формально составить обобщенный ряд Фурье по 
 системе функций
 nc  
[ ]baLxf ,)( 2∈  
ортогональной  ))(( xnϕ , определив его коэффициенты по 
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форм
естно, ма полу  рав )
улам (16.52). Однако вопрос о сходимости ряда Фурье не решен. В 
частности, неизв является ли сум ченного ряда ной (xf , да  в же
случае сходимости ряда, его сумма может не совпасть с )(xf . 
До выяснения этих вопросов будем говорить, что обобщенны Фурье 
порожден функцией
й ряд 




nn xxf ϕ . 
9. П ции в 
 






16.1 риближение функ среднем 
 )(xϕ  и 
)(xf  на  
За меру отклонения
 [ ]ba, .
 )(xf  от )(xϕ  на отрезке [ ]ba,  часто принимается число 






Число имеет смысл для функций 0≥ρ   )(xf  и )(xϕ  из , поэтому его 
называют
 [ ]baL ,2
 метрикой или расстоянием в и говорят, что оно характеризует 
близость функций )(
2L  
xf  и )(xϕ  в сред ьзуя определе
нормы функции, можно записать 
 
нем квадратичном. Испол ние 
( ) )()(,ρρ xxff ϕϕ −== . 
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Предположим, что обобщенный ряд Фурье (16.53) сходится в некотором 
смысле в точке [ ]bax ,∈  (или для всех [ ]bax ,∈ ) к функции )(xf . Тогда )(xf  с 






)()( ϕ .                                           (16.54) 
 
Рассмотрим следующую задачу. Пусть заданы функция
чности ной





 [ ]baLxf ,)( 2∈ , 
ортонормированная на система функций [ ]ba,   ))(( xnϕ  и порядок n многочлена 
Требуется подобрать коэффициенты таким образом, чтобы среднее 
квадратичное уклонение было минимальным. 









)(α)( ϕ . 
 kα  
 ),(ρ nSf  
 )(xSn  
 )(xf  на [ ]ba,  
уклонения
наилучшим образом в смысле минимума среднего 
квадратичного  или аппроксимирует )(xSn   )(xf  в среднем (в смысле 





Теорема 16.24 (об экстремальном свойстве коэффициентов Фурье). Среди




 )(xf  на яется 
многочлен Фурье, т. е. такой многочлен, коэффициенты которого ходятся по 
формулам kf ϕ
отрезке [ ]ba,  явл


















nnn == , т. е. 
)
,( f
норма разности функций (xf  и Sn  принимала наименьшее значение. 








222 ))()(()()(),(ρ  
 
xfdxxf )()()(2)( 22  
⎜
⎝






















































2 )α()(αα2)( ϕ . 
 
kk c=α  аппроксимирующий многочлен является n-ой части  
суммой ряда Ф ∫
a
n
Очевидно, что квадратичная аппроксимация будет наилучшей, когда 








222 )(),(minρ . Учитывая, что 
=a k ak 0
Из последнего неравенства, справедливого при любом  
 
0≥ , имеем 0)( 22 ≥−∫ ∑
b n
kcdxxf  или ∫∑ ≤
bn
k dxxfc )(
22 . ρmin 2
0 =
Nn∈ , следует 









Найдем ее предел при  
уют неубывающую и ограниченную сверху последовательность. Ка
































Неравенство (16.55) называется неравенством
В случае ортогональной (но не ированной) системы функц









22 ϕ . 
С неравенством Бесселя связан ответ на вопрос о сходимости рядов Фурье. 
Различают сходимость в среднем квадратичном и равномерную сходимость. 
Определение 16.14. Ряд Фурье называется равномерно сходящимся к 
функции [ ]baLxf ,)( 2∈  на отрезке [ ]ba, , если последовательность его частичных 
сумм сходится к функции ))(( xSn   )(xf  равномерно, т. е. для любого можно 
указать такое натуральное число (00 nn
 0>ε  
 )ε= , что при всех выполняется 
соотношение
 0nn >  
 [ ]baxxSxf n ,ε)()( ∈∀<− . 
Из определения равномерной сходимости следует, что при ∞→n  
[ ]baxxSxf n ,0)()(max ∈∀→− . 
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Определение 16.15. Ряд Фурье называется сходящимся в среднем 
)квадратичном к функции (f x  на отрезке [ ]ba, , если последовательность его 
частичных сумм сходится к функции ))(( xSn   )(xf  в среднем квадратичном, т. е. 
 










)(kk xc ϕ  функции
0k
 )(xf  
сходится на равномерно к функции [ ]ba,   [ ]baLxf ,)( 2∈ , то он сходится к функции 
)(xf  на и в среднем квадратичном. 
],
 [ ]ba,  
Доказательство. Пусть ряд Фурье функции [aLxf )( 2 b∈  сходи  
равномерно. Тогда для любого
тся к ней на
[ ]ba,   0>ε  можно найти такое число что при 
 вып тьс
 )ε(0n , 

























откуда следует  







что и требовалось доказать. 







kk xc ϕ  
[ ]baLxf ,)( 2∈   )(xf  на отрезке [ ]ba,  в среднем квадратичном, 
необходимо и достаточно, чтобы неравенство Бесселя обращалось  равенство, 












ϕ .                                         (16.56) 
 







kk xc ϕ  Доказательство. Необ
атичном к )(xf  на [ ]ba,  следует, что 
 




dxxSxfSf 0)()(lim),(ρlim 22 , 






dxxfc )(lim 22 , 













































∫ ∑ , 





















 )(xf  среднем квадратичном и теорема 
доказана. 
Ортогональная система функций (( xk ))ϕ , дл к о няется 
й в
– уравнением замкнутости. 
Из теоремы 16.26 следует, что любая функция
я от рой выпол
равенство Парсеваля-Стеклова, называется замкнуто [ ]baL ,2 , а само равенство  
 [ ]baLxf ,)( 2∈  
 ряд Фурье 
может быть 
разложена в сходящийся к ней в среднем квадратичном по 
ортогональной на [ ]ba,  системе функций, если эта система является замкнутой в 
[ ]baL , . 2
 
16.20. Тригонометрические ряды Фурье 
 
Ряд Фурье для функции с периодом lT 2=  
 
Пусть )(xf  – кусочно-непрерывная функция с периодом lT 2= . 
Рассмотрим основную тригонометрическую систему функций, 
ортогональную на любом интервале длиной l2 , в частности на
 

















ϕ .                       (16.57) 
 
Выше были найдены нормы функций 
 
l21 = ; lnxnx == cossin . 
 
Можно показать, что основная тригонометрическая система функций 
обладает полнотой, т.е. для любой ( )xf , интегрируемой с квадратом, выполняется 
равенство Парсеваля-Стеклова. 
 Поэтому периодическую функцию ( )xf  с периодом lТ 2=  можно 


















е Коэффици нты при косинусах принято обозначать буквой a , при синусах – 










⎛ ++= 0)( axf
1
,sincos
2 n nn l
xnb
l
























































































                  (16.58) 
.16. Т
 





















xnaaxf ,                            (16.59) 
 
коэффициенты которого определяются по формулам (16.58), называется 
тригонометрическим рядом Фурье для периодической функции [ ]baLxf ,)( 2∈ .  
 Преобразуем равенство Парсеваля-Стеклова с учетом обозначений 

























































baa .                                     (16.60) 
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Фурье можно интегрировать по этому отрезку: 
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Рис 16 1





























































































































































При вычислении интегралов применено интегрирование по частям. 
















































Ряд Фурье периодической функции с периодом π= 2T  
 












axf                                (16.61) 



















. ,si)(1 Nnnxdxxfbn  













Решение. Найдем коэффициенты ряда Фурье: 
<≤+ ,0-    при   1 π x⎧
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∫ ∫∫ =−π+= 0)1(










































π π π π0
cos1cos1sin1sin1sin)(1 nxnxnxdxnxdxnxdxxfb  



















































 )(xf  называется кусочно-гладкой на [ ]ba, , 
сли ее производная имеет конечное число точек разрыва первого рода. 
Теорема 16.27. Если 
 )(xf ′  е
[ ]llLxf ,)( 2 −∈  − кусочно-гладкая на отрезке [ ]ll,−  
функция, то ее тригонометрический ряд Фурье сходится в каждой точке этого 
трезка и для суммы ряда Фурье справедливы соотношения: о








)0()0()()( −++−==− lflflSlS . 
 [ ]baLxf ,)( 2∈  Теорема 16.28. Если является кусочно-гладкой и непрерывной 
и уна отрезке довлетворяет условию ),(([ ]ll,−  ) lflf =−  то ее 




Пусть в ряд Фурье разлагается четная функция, т. е. такая, что 
2. Тригонометрический ряды Фурье для четных и нечетных функций 
[ ]llxxfxf , )()( −∈∀=−
O
. График четной функции симметричен относительно оси 
y . Так как определенный интеграл можно рассматривать как площадь 
















































1) произведение двух четных или двух нечетных функций есть функция четная; 
2) произведение четной и нечетной функций есть  функция. 
Следовательно, если в ряд Фурье на 
Из определения четных и нечетных функций 
нечетная
[ ]ll,−  разлагается четная функция, то 
произведение 
l
xf cos)(  является четной функцией, аxnπ  произведение 
l
xnxf πsin)(  − нечетной функцией. 




























xnaaxf π  
 





xnf π(   нечетная функция, а произведение x cos) −
l
xnxf πsin)(  − 
 функция. Следовательно, ко   Фурье нечетной функции 












2 ,0 π  
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xnbxf π . 
 
онометрический ряд Фурье 
риго одические 
функции с периодом  
16.23. Разложение непериодических функций 
в триг
 
В т нометрический ряд Фурье могут разлагаться только пери
lT 2=  или π= 2T . Действительно, если )(xf  разлагается в 
ряд, сходящийся к )(xf , то сумма этого ряда должна быть периодической  π= 2T  
или lT 2= , так как и или nxsin  nxcos  
l
xnπcos  и 
l
xnπsin  являются 
периодическими функциями с периодом π= 2T  и lT 2= . 
Если функция ) (xf  не является периодической, то для того, чтобы 
представить ее рядом Фурье поступают следующим образом: 
1. Если )(xf  задана на отрезке [ ]ll,− , то строят вспомогательную функцию 
)(* xf  с периодом l2 , которая на [ ]ll,−  совпадает с )(xf , а на остальной 
асти )(xf  ч является ее периодическим продолжением. 
2. Если )(xf  задана на отрезке [ ]laa 2, + , то строят спомогательную 
периодическую функцию
в
 )(* xf  с периодом l2 , которая на отрезке [ ]laa 2, +  
совпадает с )(xf , а на ьной части числово оси является ее 
периодическим продолжением. Ряд Фурье в этом случае определяется 
формулой
остал й 







































3. Если кусочно-гладкая функция
 
 )(xf  задана на отрезке   то ее можно 
разложить в ряд Фурье только по косинусам или только по синусам, либо и по 
косинусам, и по синусам. 
[ ]l,0 ,
Для разложения функции )(xf  в ряд по косинусам ее продолжают на 
отрезок четным образом, т  вспомогательную функцию 
 















 )(* xf  периодически продолжают  всю числовую ось. В этом случае ряд 
Фурье для функции
 на
























2 ,)(2 π , Nn∈ . 
 
Для разложения функции  ),(xf  заданной на отрезке [ ]l,0  в ряд по синусам 
ее продолжают на отрезок  образом, т. е. вспомогательную 
функцию 

































.sin)(2 π  
Пр  в ряд Фурье а) по косинусам; б) по синусам 
функцию  
 








































Продолжим )(xf  на отрезок [ ]0,π−  четным образом, зате одически 
продолжим ее с периодом  на всю ось 
м пери






























π2− π4  2
π
























































Так как периодически продленная  является непрерывной, то для 
] справедливо авенство 
 функция




nxnxf ⎟⎞⎜⎛ −+= ∑ 28 1 nn ⎠⎝
∞
=π





 График функций с нечетным продолжением на отрезок продлен 












[ ]0,π−  
 π2   Ox  (рис. 16.5). Для этой функции 
 



























































нкция непрерывна в точке 0=x   Так как полученная фу и разрывна в точке  




























ке π=x   .0)( =xS  
 
16.24. Комплексная форма тригонометрического ряда Фурье 
 
 Пусть  [ ]llLxf ,)( 2 −∈  − периодическая функция с периодом .2lT =  
Известно, что если эта функци
тригонометрическим рядом (16.59), то коэффициенты этого ряда определяются 
формулами (16.58). 
я представима сходящимся 






















































































nn ibaibaa ππ  
 
 Введем обозначения: 
 
( ) ( )nnnnn ibacibac
a
 
Тогда ряд 6.62) можно записать 



































ncxf e)( .                                            (16.64) 
 
лексным  Фурье. Найдем  
n
xinπ
Ряд (16.64) называется комп  рядом  коэффициенты






























































11   Nn∈∀ . 
Выражения для и можно записать одной формулой: 
 
 









ndxxfc ,...2,1,0   e)(1
π
                         (16.65) 




 принята терминология: l
xinπ
e  
называются гармониками, числа ,...1,0 ,πα ±== n
l
n
n  − волновыми числами 
функции множество всех волновых чисел – спектром, 
коэффициенты ыми амплитудами. 
16.25. Интеграл Фурье 
 










 nc  − комплексн
 
 R  функций, т. е. функций, для которых dxxf∫
∞
∞−
)(  сущест ует. Это множество 
обозначают
в
 L′ . На любом отрезке [ ]ll,−  функция Lxf ′∈)(  
для .
разложима в ряд 




















1)( .                                  (16.66) 
 




= имеем  . ,1 Zkl
uuu kkk ∈=−= +
π
∆  
Выражение (16.66) примет вид 
 















k udttfu k ∆π
)(e)(
2
1 .       (16.67) 
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txiu dttfug )(e)()(   R . Так как Lf ′∈ , то l  можно взять сколь угодно 












.                             (16.68) 
 
 Формулу (16.68) называют интегралом Фурье функции )(xf  в комплек
форме. 
сной 





































,                                       (16.70) 
 
которые называют преобразованиями Фурье, где − прямое преобразование 
Фурье, а
 )(uF  
 )(xf  − обратное преобразование Фурье называют также 
спектральной функций интеграла Фурье. 
 В интеграле Фурье (16.68) запишем




utxiutxtxiu )sin()cos(e )( −+−=− . 
 Тогда 









.                 (16.71) 
 
 Формулу (16.71) называют тригонометрической формой интеграла Фурье. 
С учетом свойств четности и нечетности функций, интегрируемых по 








.                                (16.72) 
 
 Формулу (16.72) называют интегралом Фурье в вещественной форме. 
Так как, 






































































.                    (16.74) 
 
 Формулы (16.73) и (16.74) называют синус − преобразованиями Фурье. 



































.   ) c                                    (16.76
 
 Формулы (16.75) и (16.76) называют косинус – преобразованиями Фурье. 
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Понятие функции комплексного переменного является частным случаем 
общего понятия функции. 
Пусть даны две комплексные переменные 
 
17.1. Функции комплексного переменного 
 
yixz +=  и ivuw += , 
принадлежащие множествам D и E соответственно. 
Определение 17.1. Комплексная переменная w называется функцией от 
комплексной переменной z, принадлежащей множеству D, если по некоторому 
правилу или закону каждому значению Dz∈  ставится в соответствие одно или 
некоторая совокупность значений Ew∈ . 
Функция называется однозначной, если каждому ставится в 
соответствие только одно число 
Dz∈  
Ew∈ , и многозначной, если ставится в 
соответствие несколько значений Ew∈ . 
Функциональную зависимость между переменными z и w обозначают, 
например, Говорят, что функция ( )zfw = . ( )zf  определена на множестве и 
принимает значения из множества E. 
\Функция преобразует комплексные числа 
D  
 ( )zfw =  
( )zfw =  yixz +=  в 
комплексные числа ivu . Для каждого Dzw +=  ∈  
 
( ) ( ) ( ) ( )yxivyxuiyxfzfw ,, +=+== . 
 
Таким образом, комплекснозначную функцию комплексной переменной 
yixz +=  можно рассматривать как пару действительных функций ( )yxuu ,=  и 
= с( )yx,  двух действительных переменных x и y. Функция ( )yxuu ,=  называет я vv
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( )zfw =действительной частью функции  и обозначается ( )zfRe , а функция 
( )yxvv ,=  называется мнимой ч стью функции а ( )zfw =  и обозначается ( )zfIm . 
Однозначную цию  функ ( )zfw =  комплексной переменной z геометрически 
можно интерпретировать бразом. Пусть D есть некоторое  м о
 точек на комплексной плоскости C . Функция  
на D, ставит каждой точке 
следующи  
множество z ( )zfw = , определенная
Dz∈  в соответствие комплексное число ivuw += , 
выполняет отображение множества точек 
которое изображается точкой на другой комплексной плоскости wC , и тем самым 


















а плоскости wC  образует некоторое 
множество ( )DfE = . Многозначную функцию ( )zfw =  геометрически нельзя 
истолковать как отображение одной плоской фигуры на другую. В этом случае 
функцию
 поверхностях. Многозначную функцию 
исследую , одна из которых называется 
главным 
, определение которой приведем ниже. 
  
 можно рассматривать как отображение на более сложных 
геометрических образах – римановых
т, например, выделяя ее отдельные ветви
значением функции. 
В комплексном анализе за некоторое множество точек обычно принимают 
область плоскости
Пусть D есть множество точек расширенной комплексной плоскости С . 
При любом фиксированном числе множество всех точек  0ε >  Cz∈ , 
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удовлетворяющих неравенству ε0 <− zz , образует на С внутреннюю часть круга 
радиусом ε с цент ножество называют ε-окрестностью точки 
0z  и обозначают 
ром в точке Это м0z . 
( )0ε zU . Исключив из окрестности ( )0ε zU  точку 0z , пол иуч м 
око U ε т
 принимают множество точек 
пр лотую окрестность ( )ε \)( zzUz =
•
 точки z . За окрестнос ь бесконечно 
удаленной точки
 000 0  
∞=z  ε>z .  Точка Dz ∈1  
назыв  точкой тность
этой точки, целиком содержащаяся в D. Точка называется граничной 
бой ее о и, к
жест
 граничных точек 
множеств ается его границей 
Г. Множество с присоединенной к 
нему
замкнутым и обозначается
ается внутренней  множества D, если существует ε-окрес  
)( 1zU ε  2z  
точкой множества D, если в лю крестности )( 2zU δ  имеются точк ак 




 границей Г называется 
 D , а 
множество D, состоящее только из 
нутр то вае
открытым. Множество D называется 
связн  А и
 D
Определение 17.2. Областью называется множество D точек плоскости, 
удовлетворяющее условиям: 
1) D состоит только из внутренних точек; 
2) любые две точки множества можно соединить ломаной с достаточно 
большим м звеньев  этой линии
у
азом,











в енних чек, назы тся 
Рис. 17.2 
ым, если две любые его точки  В можно соединить непрерывной кривой 
(или ломаной), полностью расположенной в  (рис. 17.2). 
 число  так, чтобы все точки  принадлежали самому 
множеств . 
Таким обр  область есть открытое, связное множество. 
Область D с присоединенной к ней 
. Область D называется n-связной, если ее граница состоит из n D
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связн р, крых, непересекающихся множеств. Наприме уг Rz <  есть односвязная 
область, кольца Rz <<0 , Rzr <<  – двухсвязные области. Единственным 
примером области без границы служит р ир  Сасш енная комплексная плоскость . 
н
Пусть функция
Введем понятия предела и епрерывности функции комплексной 
переменной. 
 )(zfw =  определена в проколотой окрестности  
Определение 17.3. Число 
( )
•
точки z . 
0ε zU
0
ibaA +=  называется пределом функции )(zf  в 
точке 0z , если для любого 0>ε  существует 0>δ  такое, что для всех )( 0zUz δ
•
∈  
выполняется ра не венство 
ε<− Azf ( ) . 
Тот факт, что А есть предел функции
 







=   Azf →)( , 0zz → . 
При определении предела функции )(zf  в точке сама точка из 
чается. 
0z  0z  
рассмотрения исклю
Определение 17.4. Функция )(zf , определенная в которой окрестности 
точки 0z , называется непрерывной в точке z
не










Функция )(zf  непрерывна в точке 000 iyxz +=  тогда и только тогда, когда 
функции и непрерывны в точке u   ν   ),( 00 yx . 
Функция )(zf  назыв множеств D, если она 
непрерывна в каждой точке эт
ается непрерывной на е 
 ого множества. 
 235
 )(zf  На функцию комплексного переменного распространяются мн гие 




 действительного переменного )(xf . 
Рассмотрим кратко основные элементарные функции комплексного 
 переменного.
Степенная функция nzw = , , ес
 непрерывная на всей й комплексной пл
рациональная  или многочлен 
 0>n  − целое ть однозначная функция, 
определенная и  расширенно оскости 
−
C . 









−  где коэффициенты в общем случае 
компл начная функция, определенная и непрерывная 
при всех . 
Дробно-рациональная функция 
naaa ...,,, 10  































где коэффициенты в общем случае комплексные числа, 
однозначна, определена ей плоскости , за иск чением тех 
точек , где знаменатель обращается в нуль. 
Показательная функция 
mn bbbaaa ...,,,,...,,, 1010  
 и непрерывна на вс C лю
−




).sin(coseeeee yiyxiyxiyxz +=⋅== +  
 
Тогда, если тоivuw += ,  .sine,cose yvyu xx ==  Функция определена и 
непрерывна при всех 
ze  
−
∈Cz , ,earg,ee yzxz ==  периодическая с периодом ,2 iπ  
действительно, 
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однозначны, определены и прерывны во всех точках плоскости , 




 π2 , zsin   zcos  
1sin >z  или 1cos >z . Функции zw tg=  
период
zwи ctg=  определяются 
соотношениями ( ) 
zcos






















связаны с тригонометрическими равенствами izziziz cosch ,sinsh =−= , откуда 
























ch ikz π≠zw cth == , . 
Логарифмическая функция 
 
zw Ln=  определяется как обратная для 
показательной функция iwz e= . Полагая iwuw += , ϕizz e= , ,arg z=ϕ  получим 
 
.eee ivuivuzz e i ⋅=== +  ϕ
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При 0≠z  uz = , отсюда e zu ln= , где zln  − действительное значение 
натурального логарифма от положительного числа z . Поскольку функц ϕie  ия 
периодична, имеем 
 
)2(eee kiii πϕϕν +== ; ,2arg2 ππϕν kzk +=+=  Zk∈ . 
Тогда 
),2(arglnLn πkzizivuzw +  Zk ∈  =+== +
 
При 0=k  получим главное значение логарифма 
 
zizz arglnln += . 
Таким образом, 
,2lnLn ikzzw π+==  Zk∈  
 
есть многозначная функция, определенная для всех 0≠z . Если z действительное 
положительное число, 0arg =z  
 
и главное значение логарифма совпадает с 
логарифмической функцией xln  действительного переменного. 
С помощью логарифмической функции можно определить степенную 
функцию αzw =  с любым показателем α  (α  − комплексное число) 
 
2Ln(Ln ee ikzzzw πααα +=== , )
 
т. е. степень комплексного числа, вообще говоря, является многозначной 
функцией, значение zz lnαe=α  при 0=k  называется главным значением степени. 
Показательная функция aw = , z 0≠a тся 
через и следующим образом 
 
 − комплексное число, определяе
 ze   aLn  
.e Ln azzaw ==  
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Обратные тригонометрические и гиперболические функции также 
выражаются через логарифмическую функцию и являются многозначными 
 
( ),1LnsinArc 2zziizw −±−==  
 




























( ),1LnArcsh 2 ++== zzzw  
 









































Решение. Представим и в показательной форме z  w  ϕirz e= , zr = , 
, причем zarg=ϕ
2
0 πϕ ≤≤ , тогда θ2 ρe izw == , 2ρ rw == , ϕ2argθ == w . 
Установим вначале во что переходит граница области при отображении. 
Отрезок действительной оси
D  
 10 ≤≤ r , 0=  преобразуется в отрезок ϕ 10 ≤≤ ρ , 
0=θ , четверть окружности 1=r , 
2
0 πϕ << кр переходит в полуо ужность 1=ρ , 
πθ <<0 , а отрезок мнимой оси 10 ≤≤ r , 
2
π
ϕ =  − в отрезок 10 ≤≤ ρ , πθ =  на 
действительной оси. Каждая точка  внутренняя Dz∈  переходит   во внутреннюю
точку w  полукруга 1<w , π<< warg0 .
2
 






17.2. Дифференцирование функций комплексного переменного. 
Аналитические функции. Условия Коши-Римана 
 
Пусть есть функция комплексного переменного, определенная и 
однозначная некотором множестве и − предельная точка этого 
1 
V Y 




( )zf  
на D  0z  





а, т. е. в каждой окрестности этой точки содержится бесконечное 
множество точек, принадлежащих D . 
Опред ление 17.5. Производной функции ( )zf  в точке 0z  называется 
число, которое обозначают ( ) ( ) ( )f z0zf ′ , равное пределу отношения 
0zz −
0zf−  при 
если , 0zz → ,  этот предел существует т. е. 
( ) ( ) ( )
0











Определение 17.6. Функция ( )w zf= , имеющая в точке 0z  производную, 
дифференцируемой или моногенной в этой точке. Функция 
называется дифференцируем если она дифференцируема в каждой 
точке этой области. 
Диф
называется 
ой в области, 
ференцируемость функции ( )zfw =  в точке означает, что ее 
приращение в точке представляется в виде 
 
0z  
 0z  
( ) ( ) ( ) ( )zozAzfzfzzf ∆∆∆∆ +==−+ 000 ,                         (17.1) 
где А − некоторое комплексное число, 
 











Если выполнено соотношение (17.1), то разделив его на z∆
пределу при получим
 0≠  и перейдя к 
 0→z∆ ,  ( ) Azf =′ 0 . Равенство (17.1) является необходимым 
и достаточным   условием дифференцируемости функции в точке 0 Так 
как 
( )zfw =  z . 
( )0zfA ′= , то 
( ) ( ) ( ) ( )zozzfzfzzf ∆∆∆ +′=−+ 000 . 
 
Отсюда, в частности следует, что функция ( )zf , дифференцируемая в точке 
непрерывна в этой точке. 0z , 
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Из определения производной свойств предело функций комплексного 
переменного вытекает, что основные правила, известные из дифференциального 
исчисления функций действительных переменных, распространяются и на 
произ у й комплексных переменных. 
 и в 
водные по множеств от функци
В определении производной функции ( )zf  в точке 0z  предполагается, что 











дифференцируемой функции ( )zf  должен быть один и тот . 
а 17.1. тобы
 же
Теорем  Для того, ч  функция ( ) ( ) ( )yxviyxuzf ,, += , 
определенная в некоторо области D , была дифференцируема в точке 
000 yixz =  этой области как функция комплексного переменного, необходимо  
достаточно, чтобы функции 
й 
+  и
( )yxu ,  и ( )yxv  были непрерывно дифференцируемы 
в той
,



















∂ .          
условий
 
                             (17.2) 
 
При выполнении  теоремы производная ( )zf ′  может быть 

































=′ .                (17.3) 




Условия (17.2) имеют основное
енного и в приложениях к задачам мех ники и физики. Они называются 
условиями Коши-Римана или условиями Д’Аламбера-Эйлера. Если представить 
















, 0>r . 
 
Определение 17.7. Функция ( ) ( ) ( yxviyxuzfw ,, + )==  называется 
аналитической в точке если она дифференцируема как в самой точке так и 
в некоторой стности. Функция 
 0z ,  0z , 
 ее окре ( )zfw =  называется аналитической 
(голоморфной, регулярной) асти D , если она аналитична в каждой точке 
этой области. 
Точка 0z , в которой функция 
в обл
 ( )zf аналитична , называется правильной 
точкой функции. Если же аналитична в некоторой проколотой окрестности 
точки и аналитична в самой точке или не  в ней, то 
называется особой точкой функции
( )zf  
0z  не 0z   определена 0z  
 ( )zf . 
Теорема 17.1. является также необходимым и достаточным условием и для 
ности функции в то
 комплекснозначная 
аналитич чке 0z . 
Произвольная функция ( )zf , вообще говоря  
является дифференцируемой (аналитической   17.5, даже 
( ) ( )
между собой условиями Коши-Римана. Например, пусть ( )
, не
) в смысле определения
если функции и дифференцируемы. Они должны быть связаны yxu ,  yxv ,  
















u , т. е.условия (17.2) не выполняются ни в одной точке ( )yx, . 
Следовательно, функция ( ) zzf =  не  (не аналитична
производн
соот
аналитической функции также является аналитической функцией. Таким образом, 
аналитическая функция имеет производные любого порядка. 
 дифференцируема ) ни в 
одной точке комплексной плоскости. 
Производные аналитических функций находят, используя определение 
элементарных функций комплексного переменного, определение ой и 
правила дифференцирования, а также ношения (17.3). Производная 
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f 1  в точке 0=z . Так, например, ( )
⎠⎝
z  есть  функция в 
точке если
f  аналитическая







f 1  − аналитическая  точке 0=z .  в
Пусть функция ( ) ( ) ( )yxviyxuzfw ,, +==  − аналитическая в области , 
причем функции и 
D
( )yxu ,  ( )yxv ,  имею непрерывные частные производные до 
ого в 2), то
т 
втор порядка включительно. Так как в D ыполнены условия (17.  
дифференцируя первое по 
 

































u∆ . Аналогично 







u∆ . Таким образом, 
действительная ( )yxu ,  и мнимая ( )yxv ,  части аналитической функции ( )zf  
удовлетворяют в уравнению Лапласа 0D   =u∆  или 0=v∆ , т. е. являются 
гармоническими в области функциями, а так как для них выполняются условия 
Коши-Римана, то и
 D  
 u   v  сопряженные гар онические функции. 
Всякая  служит 
действительной или мнимой частью аналитической в этой области функции. По 
известной действительной 
м
 гармоническая в односвязной области D  функция
 
( )yxu ,  или мнимой части аналитической 
функции (предварительно убедившись что или 
( )yxv ,  
u  v  , есть гармоническая 
 
гармоническую функцию 
функция), используя условия Коши-Римана, можно определить сопряженную 
( ) ( )yxv ,  или yxu ,  
 
соответственно, и тем самым 
восстановить саму аналитическую функцию ( )zf . Пусть, например, дана функция 
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( yxu , ) . Проверяем, является ли она гармонической, и , если ( )yxu ,









∂  получаем 
 








где − неизвестная функция. Чтобы найти
∫ , 
 ( )xϕ   ( )xϕ , полученную функцию ( )yxv ,  

























−= ∫ . 
 
Отсюда, с точностью до константы, находим ( )xϕ  и тем самым функцию ( )yxv , . 
т ( )yxv ,Аналогично, если извес на функция , то
 
 






























∫ ϕ . 
 
Найденную з ( )xψ   и  этого соотношения с точностью до константы функцию 
представляем в выражении  для ( )yxu , . 
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17.3. е с ои одной функции комплексно
Конформное отображение 
Выясним геометрический смыс модуля и аргумента производной 
аналитической функции Из определения производной получ




 ( )zf . им 
 















Числа 0zz −  и ( ) ( )0zfzf −  
z  и 0z  
представляют собой соответственно расстояния 
между точками плоскости и между их образами и z ( )C  zf  ( )0
е 
zf  в 
плоскости .  ношениnC Если от







 рассматривать как растяжение 
0  вектора в результате отображенияzz −  ( )zf  (а это растяжение может  
меньше, равно или больше единицы), то модуль  
быть
 производной ( )0zfk ′=  можно 
( )рассматривать как растяжение в точке отображении функцией 0z  при zfw = . 
Величина этого растяжения в точке не зависит от направления и величины 




zz − zz − , а представляет собой 





( )0zf ′  состоит в том, что он равен коэффициенту 
растя  жения бесконечно малых векторов в точке z  при отображении 0 ( )zfw =  и не 
зависит от вида и направления кривой, по которой перемещается то  
плоскости zC . 
Пусть 
чка z  в
l  гладкая кривая ( ) ( ) ( )tyitxtzz +== , [ ]βα∈ ,t  вдоль которой 
перемещается точка z  на плоскости zC , ( ) ltzz ∈= 00 , ϕ  – угол между касательной 
к кривой l  в точке 0z  и положительным направлением оси OX  (рис. 17.4), тогда 
( )arg z′=ϕ . Пусть 0t L  – образ кривой l  на плоскости C  при отображении  w
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( )zfw = , т. е. для точек кривой L  ( )( )tzfw = , [ )βα∈ ,t . По правилу 
дифференцирования сложной фу цнк ии получаем ( ) ( ) ( )000 tzzftw ′′=′ . 
Предположим ( ) 00 ≠′ zf  (при ( ) 00 =′ zf  аргумент ( )0zf ′  не определен). Тогда 
 
( ) ( ) ( ) ( )′=′+′=′ 000 atw
поскольку
ϕ+=ϕ argargrgarg zftzzf ,                  (17.4) 
 
01
 ( ) 2121 argargarg zzzz +=⋅ . 
Величина ( ) ϕ−ϕ=′ 10arg zf  называется 
углом поворота кривой l  в точке z  при 0
отображении ( )zfw = . Из равенства 17.4 
следует, что, если ( ) 00 ≠′ zf , то угол поворота в 
зависит от кривой и равен точке не 0z  ( )0arg zf ′ , 
т. е. все кривые, проходящие через точку 0z   
плоскости C
на
z , поворачиваются при отображении ( )zfw =  на один  тот же угол 
rg zf ′ . В этом и состоит геометрический аргумента производной 
налитической функции. 
Итак, отображение с помощью аналитической функции обладает в 
аждой точке где свойствами постоянства растяжений и сохранения 
консерватизма) углов, другими словами, есть отображение подобия в бесконечно 
малом. 
Определение 17.8. Отображение одной плоской области на другую 
 область, осуществляемое однозначной непрерывной функцией 
 и  
( )0a смысл 
а
( )zfw =  
к  0z ,  ( ) 00 ≠′ zf , 
(
плоскую ( )zfw =  
называется конформным в точке если все бесконечно малые  дуги, выходящие 
,  отобра  поворачиваются т
ют одно ие.
о е тол ния их 
отсчета, то говорят о конформном тображении первого рода, если же 
z , 
из этой точки при жении  на один и то  же угол и 
получа  и то же растяжен  












направления отсчета углов изменяются на про
называют конформным второго рода. 
Следовательно, отображение, устанавливаемое с помощью аналитической 
ции И р но, если 
одноз
тивоположные, то отображение 
функ  есть конформное во всех точках, где ( ) 0≠′ zf  об ат ( )zfw = . 
начная функция ( )zfw =  дает конформное бражение, то  ото ( )zf  есть 
аналитическая функция с производной, не й нулю. 
 
17.4. г ание функций к сн
 равно
 Инте риров омплек ого переменного 
 
интегралы от функций комплексного 
переменного вдоль линий на комплексной плоскости. 
Пусть в области комплексной плоскости 
непрерывная функция 
Наиболее часто применяются 
D  определена однозначная и 
( ) ( ) ( )yxiyxuzf ,, ν+=  и l  – кусочно-гладкая или гладкая 

























l  разобьем на части ами взятыми в порядке 
о
kl  nzzz ,...,, 10 , точк
следования п  l  от Az =0  до Bzn = . Пуст  klь ∆  дли  k  с началом в 
точке 1−kz  и концом в точке kz , knk l
на части дуги l
 ∆=∆
≤≤1
max . На каждой части kl  выберем 










∆ ,                                             (17.5) 
 
где  – приращение переменной при переходе от к
Определение 17.9. Интегралом от функции 
 1−−= kkk zzz∆  z   1−kz   kz . 
( )zf  по кривой l  называется 
предел интегральных сумм (17.5) при 0→∆ , если этот предел существует, 
конечный и не зависит ни от способа азбиения кривой р l  на части ни от 
ра точек , 
kl , 
 kk l∈ξ nk ,1=  и обозначается ( )∫
l
dzzf . выбо
Таким образом, по определению 
 
 
Подставляя в интегральную сумму (17.5) действительные и мнимые части 
выражений 










( ) ( ) ( )kkk viuf ξ+ξ=ξ , kkk yixz ∆∆∆ +=  переходя к пределу при 
, получим равенство 0→∆
 
( ) ( ) ( ) ( ) ( )dyyxudxyxvidxyxvdxyxudzzf ,,∫∫ −=
lll
,,∫ ++ .                   (17.7) 
 
Отсюда следует, что существование интеграла (17.6) равносильно существованию 
криволинейных интегралов 
   и  . 






( ) viuzf +=  комплексного 
переменного по кривой l  сводится к вычислению криволинейных интегралов от 
функций и действительны переменных ( )yxu ,   ( )yxv ,  х  x  и . 
Если гладкая кривая
 y
 l  задана уравнением ( ) ( ) ( )tyitxtzz +== , [ ]βα∈ ,t , то 
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=z( ) ( ) ( )( ) ( ) ( ) ( )( ) ( )( )















            
Свойства интеграла от функции омплексного переменного следуют из  
соответствующих свойств криволинейных интегралов второ
1. Линейность. 
 














где a  и b  – любые комплексные числа. 











3. Аддитивность интеграла. Если дуга 21 lll +=  (в том смысле, что конец l1  
м ), тсовпадает с начало о 
 
 2l




( ) Mzf ≤  на l  и длина дуги l  равна L4. Оценка модуля интеграла. Если , 
то 






dzzf , вообще говоря, зависит от пути интегрирования. Однако, 
если аналитическая функция в односвязной области и  ( )zf  D  Dl ⊂ , то значение 
интеграла не зависит от линии интегрирования l , а только от начальной и 
конечной точки этой линии. Тогда справедлива формула Ньютона-Лейбница 
 
 







−===∫∫ ,                         (17.10) 
A  и B  начальная  и конечная точки линии l  (рис. 17.5),  – первообразная  
для
( )zF
 ( )z , аналитическая в области D  функция, f ( ) ( )zfzF =′′ . Методы вычисления 
интегралов от аналитических функци  в мплексном й ко анализе те же, что и в 
ействи ьном (замена переменных,  частям и т. д.). В 
астности, если путь интегрирования является лучом, исходящим из точки
д тел интегрирование по
  Az =0  ч
или окружностью с центром в точке , то целесообразна подстановка 
e0 . 
Пусть теперь есть замкнутый контур в области Одним из важнейших 
езультатов теории функций комплексного переменного является теорема Коши. 
Теорема 17.2. Если 
0z
ϕ=− irzz
 Г  D . 
р
( )zf  есть функция, аналитическая в односвязной 
бласти , то о D ( )∫
Г
dzzf , взятый вдоль любого замкнутого кусочно-гладкого 
контура целиком принадлежащего области равен нулю  Г ,  D , 
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( ) 0=∫ dzzf .                                                (17.11) 
Г
 
Для многосвязной области теорема Коши формулируется следующим 
образом: 
Теорема 17.3. Пусть ( )zf  – алитическая функция в замкнутой 
1=
ан
многосвязной области D  с границей ∪
n
kГ γ , где Г  – внешний контур области 
D , , 
k











.                                       (17.12) 
 по внешнему и внутреннему 
контурам совершается в положительном  направлении, т. е. так, что область 
при движении по контуру остается слева. 
























Ри . 17.6 с
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Выполним два разреза и и добавим к границе области линии 
, , , . В результате область пре
По теореме (17.2) Коши 
 11NM   22 NM   D  






,                               (17.13) ∫
−− MNNMMNN




где −− 21 γ,γ , контуры, ориентиро








то из равенства (17.13) получим (17.12). 
Из теоремы Коши следуют формулы, связыва
функции в любой точке 
 
ющие значение аналитической 
( )zf  Dz∈  со значениями этой функции в граничных 
точках области
Теорема 17.4. Пусть 
 D . 
( )zf  – аналит ская функц
односвязной ориентированной области с границей Тогда для любой 
внутр
иче ия в замкнутой 
D  Г .  
енней точки Dz∈  









1 .                         (17.14) 
 
Формула (17.14) называется интегральной формулой Коши. 
Теорема 17
Г
                 
.5. Пусть ( )zf  – аналитическая функция в замкнутой 
много с 
ами 
связной области D внешним контуром Г  и внутренними 
непересекающимися между собой контур
 
n . kk ,1,γ = Тогда для любой 
внутренней точки Dz∈  
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( ) ( ) ( )∑ ∫∫























1 .                            (17.15) 
ной формулой Кош  для
мног
Так как аналитическая функция имеет производные любого порядка, то, 
цируя (17.14), найдем 
 
 
Формула (17.15) называется интеграль и  
освязной области. 
дифферен











fnzf !                          (17.16) 
 
Формулы ( 7.14 – 17.16) возможность вычислять интегралы 




















∫ + ,   DzГ ∈∈ξ , .                    (17.18) 
Таким образом, если 
 
( )zf  – аналитическая в области функция 




dzzf  вычисляется по 
формулам (17.10), (17.11), если ( )zf  не является аналитическая в области то 
интеграл вычисляют по формулам (17.7), (17.8), (17.9), (17.12), (17.17), (17.18) 
соответственно. 
D , 
Замечание 17.2. Если ( )zf  аналитическая функция, то интеграл можно 
считать и по формулам (17.7), (17.8), (17.9). 
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Пример  17 .2 .  Вычислить zIm , где zd∫
l
l  – прямолинейный отрезок, 
соединяющий точки и )0;0(=Az  )1;2(=Bz . 
е. ПодынтегРешени ральная функция i yzvuw ==+= Im  
комп й плоскости. есь 
не является 
аналитической в лексно Зд ,iyxz +=  ,idydxdz +=  ,yu =  
.0=v Уравнение линии l : 
2

















+=+=+= ∫∫∫ . 
Пример  17 .3 .  Вычислить интеграл ,sin2 dzz
z
Г
∫  где  – любой замкнутый 
контур, который не проходит через точку 0
Г
 =z . 





=)(zf  аналитическая на контуре и в области ограниченной этим 
контуром. Тогда по теореме Коши
Г  D , 




Если же точка , где 0=z  )(zf  D , н определена, принадлежит области 
ниченной контуром  то по формуле
е 















17.5. Ряды аналитических функций 
Пусть  – последовательность аналитических функций. 
еление 17.10. Ряд вида 
 
,                         (17.19) 
 
 ( )zfn , ,...2,1=n
Опред










 ( )zfn , членами которого являются функции называется функциональным рядом. 
Пусть ( ) ( )∑=
=
kn zfzS  – его ая частичная сумма Ряд (17.19) 
сходится к сумме если
n
k 1
n - , ,...2,1=n . 
 ( )zf ,  ( ) ( )zfzSnn =∞→lim . 
Определение 17.11. Функциональный ряд (17.19) называется сходящимся к 
функции если для любого можно указать номер такой, что 
пр
 ( )zf ,  0ε >  ( )zNN ,ε=  
и всех Nn ≥  выполняетс нство 
 
я нераве
( ) ( ) ε<− zSzf n . 










называется областью сходимос  этого ряда. Если ряд (17.19) сходится к сумме 
( )zf , то 
(f
D  z
) ( ) ( ) ( )zrzSzfz
 
 ( ) ( ) ( ) ( ) ( )zSzfzfzfzr nnnn −=++= ++ ...21  есть остаток ряда. 
Ряд (17.19) сходится в точке тогда и только тогда, когда z   ( ) 0lim =
∞→
zrnn . 
Определение 17.12. Функциональный ряд (17.19) называется равномерно 
сходящимся   в области к сумме D  ( )zf ,  для любого 0>ε  можно указать 
такой номер ( )= NN ри всех 
если
, что п Nn ≥  ε
 
( ) ( ) ( ) ε<=− zrz n  
для любого
zSf n
 Dz∈ . 
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Теорема 17.6 (признак Вейершт Если член  ряда 
удовлетворяют неравенствам
расса). ы ( )∑
∞
=1n
n zf  









na  сходится, то ряд ∑ 
=
n z  схо в области
оторые свойства равномерно сходящихся функциональных 
рядов
р
 D . 
1n
f дится равномерно 
Приведем нек
. 






функ  эт ме но в к сумме то 
1
 яв  в области D  аналитическими 
циями и от ряд сходится равно р D   ( )zf , ( )zf  есть 
анали
2. ь члены равномерно сходящегося в области ряда являются 
аналитическими функциями в и этот ряд с
Тогда ряд можно почленно   кривой 
тическая в D  функция. 














 вдоль любой l , интегрировать

























 аналитических в D  функций сходится в каждой точке 








 сходится в D  р вномерно, то ря ( )zn  можно 




















При определении области сходимости комплексных функциональных рядов 









lim    или   zfn+1
 









бсолютно при сходится а
1
 ( ) 1<zL  и расходится при . 
Справедлива 
Теорема 17.7 (Вейерштрасса). Пусть
 ( ) 1>zL
 ( ) ,...2,1, =nzfn  есть аналитические в 
замкнутой области функции и ряд
n
n D  ( )z f∑
∞
=1
 сходится о в к сумме 
Тогда аналитична в области
ай функциональных рядов – степенные ряды. 
 равномерн D  










              (17.20) ,                                 
 
где nnn ibac += , Rba nn ∈, , yixz += , 000 yixz += , тсяназывае  комплексным 
степенным рядом по степеням 0zz − . При 00 =z  имеем степенной ряд
 
 










Теорема 17.8 (Абеля). Если степенн  n zc∑
0
 сходится при n
n
∗= zz , то он 
сходится, и притом а олютно, при м z , для которого бс  всяко *zz < , т ., если 
данный ряд сходится в точке
. е
 *z , то он но сходится во всякой точке, 




Таким образом, для каждого степенного ряда (17.20) существует круг 
сходимости ряда Rzz <− 0  с центром в точке 0zz =  и радиусом 0≥R . 
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Число R  называется ра ходимости степенного ряда, е ли этот ряд диусом с с
сходится при Rzz <− 0  и расходится при Rzz >− 0 . Если 0=R , степенной ряд 





















cR  или , 
 
если эти пределы существуют. 
Теорема 17.9. Пусть 0>R  – радиус сходимости степенного ряда (17.20). 
Тогда этот ряд можно  дифференцировать в круге почленно Rzz <− 0  любое 
число раз. Получаемые при дифференцировании ряд
сходимости, что и исходный ряд. Ряд (17.20) можно почленно интегрировать 
вдоль любой гладкой кривой, расположенной в круге
ы имеют тот же радиус 
 Rzz <− 0 . 
Аналитическую функцию в каждой внутренней точке области 










Теорема 17.10. Пусть функция
.                                         (17.22) 
 )(zf  аналитическая в замкнутой 
односвязной и z  точка
 
 области с границей 0  – внутренняя  области Тогда 
имеет место разложение в ряд 



















ки 0z  до контура причем ряд сходится в круге rzz <− 0 , где r  – расстояние от точ
Ряд (17.23) называется рядом Тейлора функции
Γ . 
 )(zf  в окрестности точки 
















.                              
 функция
             (17.24) 
 
 )(zf , аналитическая в круге rzz <− 0 , Итак, всякая
раскл уге степенной ряд (17.22), коэффициенты 
кот
адывается в сходящийся в этом кр















,                                 (17.25) 
 
γ  – окружность rzz <ρ=− 0 , r  расстояние от центра разложения 0zz =  до 
кцииближайшей особой точки фун  )(zf  в области . 
 ряда всегда имее
крайней
точка называется особой точкой функции. , точка разрыва функции 
являе димости ряда
лижайшей особой т ункц
 D
На окружности круга сходимости степенного  тся по 
 мере одна точка, в которой функция перестает быть аналитической. Эта 
 Например
тся ее особой точкой. Следовательно, радиус схо  Тэйлора 
равен расстоянию от точки 0z  до б очки ф ии )(zf . 
Обобщен м ряда Тэйлора является ряд Лорана, ер ий 
положительные и отрицательные 0zz
ие сод жащ
  степени − , в  раскладывается 
аналитическая в кольце 
который
Rzzr <−< 0  функция. 
Теорема 17.11. Функция )(zf , аналитическая в кольце Rzzr <−< 0 , 






























Коэффициенты этого ряда определяются формулами 
∫
γ
+−π zzi n 10 )(2











 γ  – окружность ρ=− 0zz , Rr <ρ< . 
Разложение (17.26) единственно. 
(17.2Ряд 6) называют рядом Лорана функции )(zf  в окрестности точки
. орана вух частей: степенного ряда 
сходящегося в круге 
 








n zzc , 
Rzz <− 0
и ряда 
, который называют правильной или регулярной 








c , сходящегося при rzz >− 0 , называемого 
главной частью ряда Лорана. 
Область сходимости ряда (17.26) есть кольцо Rzzr <−< 0 , Rr < . Если 
Rr > , то ряд всюду расходится. Кольцо может вырождаться в области 
Rzz <−< 00 , ∞<−< 0zzr , ∞<−< 00 zz . 
 в кольце Rzzr <−< 0  При помощи ряда Лорана аналитическая  функция
де )( zzf
 
может быть представлена в ви )( 21 fzf )(+= , где f  аналитическая в 
круге 
)z(1
Rzz <− 0  и раскладывается по положительным степеням  – 
аналитическая вне круга 
0zz − , )(2 zf
rzz >− 0  функция, раскладывающаяся по 
отрицательным степеням Это представление используют при разложении 
функции в ряд Лорана. 
0zz − . 
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Разложение в ряд Тэйлора или Лорана выполняют либо по формулам 
(17.23) – (17.27) соответственно, либо используя известные разложения для ,e z  
,sin z  ,chs,cos zz  ,)1( mz+  )1ln( z,h z ±  и других функций. 
Ряд лора для аналитической в окрестности точки Тэй функции0z   )(zf  
является частным случаем ряда Лорана, когда коэффициенты ∞== ,1,0 nc . −n






zzf  в 
окрестности точки Указать область сходимости ряда. 
Решение. Разложение в ряд в окрестности точки есть разложение по 
степе
 10 =z . 
 10 =z  

















z ставим 1= . Пред
 













































Получили ряд по степеням
111
 1−z . Так как сходится при всех *cos z   ∞<*z , ряд то 
получ ∞<1 , т. е  енный ряд сходится при 
−1z
. при ∞<−< 10 z . 
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17.6. Нули и изолированные особые точки аналитических функций 
 
Пусть ( )zf  есть однозначная аналитическая в области D функция. Нулем 
функц ется  (ии ( )zf  называ  комплексное число 0z , для которого ) 0= . 
Из предст вления (17.22) аналитической функции ( )zf  в окрест ти
0zf
а нос  точки 
 










( )zf , то 00 =c 0zz =  . 
Говорят, что точка 0zz =  является нулем порядка k функции ( )zf , если 
коэффициент ,..., cc  ряда (17.22) равны нулю, a 0≠c . При 1ы , −kc 110 k =k  нуль 
zz =  0 называется простым. Если есть нуль порядка k функции можно 
предс и
0z  ( )zf , то 
тав ть 
),()()( k0 zzzzf ϕ−=  0)( 0 ≠ϕ z , 
 











Теорема 17.12. Для того чтобы точка 0zz =  была нулем порядка k функции 
необходимо и достаточно выполнения соотношений: ( )zf , 
 
,0)( =zf  ,0)(0 0 =′ zf   (
)1( − zf k , .0)( 0
)( ≠zf k  0) =0
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Точки называют изолированными, если можно окружить 
пересекающимися окрестностями, ск ль
их 
не о ко малыми бы они не были. Нули 
аналитической функции 0)( ≠zf  изолированы. 
Если функция аналитична в окрестности точки , кроме самой 
этой т й
( )zf  0zz =
очки, то 0z  называется изолированно  особой точкой функции ( )zf . 

















в это точк ности, 
кроме точки и изображает функцию
 
м случае сходится во всякой е z, лежащей внутри этой окрест
 0zz =   ( )zf  всюду внутри окрестности, кроме 
точки
В основу классификации изолированных особых точек однозначной 
чек. 
. Разложение Лорана (17.26) не содержит отрицательных степеней 
 0z . 
функции ( )zf  положен способ ее разложения в окрестности таких то
Возможны три случая: 
1 0zz − . 
Тогда называют устранимой особой точкой нкции 0z   )(zf . фу
k  2. Главная часть ряда (17.26) состоит из конечного числа слагаемых, т. е. 









cc ,  

















 0z   k  функции )(zf . Если 1=k , то 
есть полюс и 
ж ржит б о
степеней. В этом случае точка называется существенно особой точкой функции 
0z  
 первого порядка ил простой полюс. 
3. Разло ение (17.26) соде есконечн е множество отрицательных 
 0z  
)(zf . 
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Таким образом по виду ряда Лорана дл  функции )(zя f  в окрестности точки 
0z  можно определ  тип ос чки 0z . ить обой то
о харКлассифицируем особые точки п актеру поведения функции )(zf  в их 
окрест
Определение 17.13. Особую точку 0z  называют устранимой особой точкой 
ности. 







)(lim ,  const=c . 
 
 )(zf  в точке z , достаточно положить 
 





)(lim)( 0 . 
0
 
В окрестности устранимой особой точки функция )(zf  ограничена. 










Для того чтобы точка z  была полюсом 0 функции )(zf , необходимо и 




zf = . Тогда точка
есть полюс порядка 
 0z  
k  функции )(zf , если она является нулем порядка k  для 
 )(* zf . функции
Для того чтобы точка являлась полюсом порядка 0z  k , необходимо и 







= , где  – функция аналитическая в точке и )(zϕ  0z   0)( 0 ≠ϕ z . 
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Определение бая точка 0z  ой  17.15. Осо называется существенно особ




 )(zf  в окрестности бесконечно удаленной 
точки  ляет  
, достаточно большого радиуса 
∞=0z . Ее окрестностью яв ся внешность круга с центром в начале 
координат произвольного R . Введем подстановку 
z
w 1= , тогда окрестность точки ∞=z  на плоскости прейдет в окрестность 
точки на . Так изучение поведения функции
zC  
 0=w  wC  )(zf  в окрестности точки 







f 1  в окрестности точки 0=z . 







f  обладает аналогичным свойс очке 0=z . 
Критерии а бесконечно удаленной особой точки, связанные с рядом 
Лорана, изменяются в сравнении с критериями для конечных особых точек. Если 
∞=z  является устраним ос
⎞⎛ 1 твом в т
 тип
ой обой точкой функции )(zf , то ее лорановское 
 в окрестности этой точки н  содержит положительных степеней 
если  – полюс, то э е число положительных 
степеней , а когда  – существенно особая точка, то разложение включает 
б
ряд 
разложение е z , 
 ∞=z то разложение содержит конечно
z ∞=z
есконечное множество положительных степеней z . 
























a правильная, n za главная часть 
ряда. 



















zzf )( = . Особые точки 
3sin







. При 0=k  00 =z  есть полюс второго порядка, так как 
0 0=z  есть  для числителя и нуль третьего для 
знаменателя: 






)( = . 
 
Точки π= kz0 , ,...2,1 ±±=k  являются нулями третьего порядка для , а для 












 не существует, следовательно, точка 
есть существенно особая точка функции10 =z   1
1 . Других особых точек нет. cos
−z
т, чтоТот фак  10 =z
е в ряд
 степ
 – существенно особая точка данной функции, подтверждает 
ее разложени  Лорана (пр. 17.4), которое содержит бесконечное число 
отрицательных еней . 
 
17.7. Вычеты и х приложения 
 
1. Вычет аналитической функции относительно изолированной особой точки. 




 ( )zf   0z , 
0)( =∫ dzzf , 
где путем интегрирования Г служит произвольный
Г
 
  гладкий замкнутый контур, 
содержащий внутри себя точку и малый настолько, что функция  0z  ( )zf  
контура
остается 
аналитической всюду внутри этого контура, включая точки самого . Если 
же будет изолированной особой точкой функции 0z  ( )zf  и замкнутый контур Г 
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целиком лежит в окрестности этой точк то значение 0z , ∫
Г
dzzf )(  и будет, вообще 
 от нуля.  из теоремы
быть вычислено. В самом деле, в 
окрес
говоря, отличным Это значение, как следует  Коши, не 
зависит от формы контура Г и легко может 






















который будет  сходиться  линии Г, так как контур Г лежит в 
окре ируя почленно ряд (17.26) вдоль линии Г, получим: 
равномерно на























Определение 17.16. Пусть есть изолированная особая точка 
аналитической функции то есть пусть функция аналитическая в 
проколотой окрестности точки 
 
0z  
( )zf , ( )zf  
0z  ( )rzz <−< 00 . Вычетом функции ( )zf  














, где Г – конту  в круге 
0
р rzz <− 0 , ориентированный 
положительно и одержащий с  в себе точку
Согласно равенству (17.28) вычет функции
 0z . 
 ( )z  относительно особой точки 






Re −= = czfszz .                                              (17.29) 
 
2. Вычисление вычетов. 
 в ряд , то  легко
особой точки по формуле (17.29). В частности, если  – 
устранимая особая точка, то
Если известно разложение функции  Лорана  вычет  находится 
в случае любой 0z







Если точка является полюсом функции, можно дать простой способ 
вычис я Лор
юс  ая часть разложения Лорана 
содержит лишь одну первую отрицательную степень
0z   
ления вычетов, не требующий разложени ана. Пусть сначала 0z  есть 
простой пол функции ( )zf . В этом случае главн

















Умно бе части разложения на жая о ( )0zz − , получаем: 
 











Так как правая ча оследнего равенства есть степенной ряд, о сумма 
будет непрерывной ей в точке 0z . Тогда, переходя к пределу при z, 
0
сть п то ег
 функци
стремящемся к z , получим:  












.                           (17.30) 
Пусть, в частности, функция ( )








= , где функции ( )zϕ  и ( )zψ  
аналитические в точке 0z , причем ( ) 00 ≠ϕ z , ( ) 00 =zψ ,
(17.30) получим










.                                         (17.31) 
 
Пусть теперь функция ( )zf еет в точке 0zz им =  полюс порядка k. Тогда ряд 
Лорана для в окрестности точки меет 
 



























Умножив обе части равенства на ( ) kzz , дифференцируя полученное 
равенство ( )1−k  раз и переходя к пределу
0−
 при получим формулу для 
вычислен а функции
0zz → , 




















.                           (17.32) 
 
 270
В случае, когда 0zz =  – существенно особая точка функции ( )zf , то для 
0zz=
1−
ряд Лорана в окрестности точк 0 . 
отыскания вычета zfs  надо найти коэффициент разложения функции в 
и z
3. Вычет функции относительно бесконечно удаленной точки. 
Понятие вычета можно распространить на случай бесконечно удаленной 
точки. Предположим, что бесконечно удаленная точка является 
изолированной особенностью функции 
)(Re c   
 
∞=z  
( )zf , и обозначим через Г произвольный 
за  
можн диуса. По-прежнему, условимся 
назыв
мкнутый контур, лежащий целиком в окрестности этой точки, например, за Г
о взять окружность достаточно большого ра










1  с той лишь разницей, что интегрирование совершается теперь по 
контуру Г в отрицательном направлении, так как контур Г оходить по 
стороны. В окрестности точки 
 оставалась


















Вычет функции относительно бесконечно удаленной точки равен 
коэфф
( )zf  
ициенту при первой отрицательной степени z1  зложения Лора , 



















c 1−  принадлежит правильной части ряда Лорана. Если функция 
в точке ( )zf  ∞=z  имеет устранимую особенность, 
нулю, например, для функции
то не всегда вычет равен 








4. Основная теорема о вычетах. Вычисление интегралов с помощью вычетов. 
Определяющей в теории вычетов является: 
Теорема 17.13 (основная теорема  вычетах). Пусть функция ( )zf   о есть 
анали
в
тическая в односвязной области D, за исключением конечного числа особых 
точек nzzz ,....,, 21  и Г – произ ольный кусочно-гладкий замкнутый положительно 
ориентированный контур, содержащий внутри себя точки nzzz ,....,,  и целиком 





dzzf  равен сумме вычетов функции 
( )zf  относительно точек nzzz ,....,, 21  
 








.                                      (17.33) 
n
 
Доказательство. Окружим каждую особую точку окружностью 
1
kz  kγ , 
,nk = , ч эт  окружно пе  ц  
внутри контура 
1 , так тобы и сти не ресекались (рис. 17.7) и еликом лежали





1z  2z  
























2 .                        (17.34) 
=zz
Г
sRe           
 
Из теоремы следует, что если функция ( )zf  
исключени
есть аналитическая на всей 
расширенной комплексной плоскости, за ем конечного числа особых 








Особые точки аналитических функций и  вычеты в них играют важную роль 
в комплексном анализе. С помощью вычетов можно вычислять различные 
интегралы, не прибегая к предельному переход  или не находя первообразных. 
Вычеты применяются при решении зад  методами операционного исчисления, 
Теорема 17.13 и следствие из нее позволяют вычислять интегралы по 
амкнутым кривым, когда подынтегральная функция в области, ограниченной 
 кривой, имеет особые точки. 
С помощью вычетов можно вычислять некоторые определенные интегралы. 
нтеграл вида где
∞=z , равна ну















)cos,(sin dtttR ,  )cos,(sin ttRИ  – дробно-рациональная функция 








































⎛ +−=  
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который вычисляет ью основной теоремы о вычетах. В самомся с помощ  деле, так 
как z [ ]π2,0,e ∈= tit  – уравнение окружности  1=z , то функция z tie= отображает 














если функция аналитична в области
,0Im,)(Re
=z
( )zf   0Im >z
точек 
 (верхняя полуплоскость), за 
исключением конечного числа особых этой области и 
непрерывна вплоть до оси
nzzz ,,, 21 …  
 X , несобственный интеграл сходится и 
 
 








dzzf ,0)(lim  


























если особые точки располагаются в нижней полуплоскости. 










Здесь интегрирование ведется по прямой


























































 σ=zRe  параллельной мнимой оси 
Y, nkzk ,1, =  – особые точки функции ( )zf , лежащие в левой полуплоскости 
приσ<zRe   0>t  и в правой полуплоскости σ>zRe  при 0<t . 









относительно точек 30 =z , 20 −=z . 
Решение. Точка является полюсом первого порядка данной функции. 
По формуле (17.31) 
 30 =z  














































Точка есть полюс второго порядка. По формуле (17.32) 
 




















































zzf  в особой точке. 
Решение. Точка является существенно особой точкой данной 
функции. Тогда вычет коэффициенту ряда Лорана для данной функции в 
окрестности точки . 
10 =z  














(см. пример 17.4). 
Пример 17.8. Вычислить интеграл ∫
=− −21 1ez z
dz . 




 имеет внутри круга 
























Методы теории функции комплексного переменного широко применяются 
при решение многих задач электротехники, гидродинамики, теории 
теплопроводности, фильтрации, различных областей физики, механики и т. п. 
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18. ОПЕРАЦИОННОЕ ИСЧИСЛЕНИЕ 
 
18.1 Оригинал  изображение 
 
Пусть действительная функция действительного аргумента t. 
Определение 18.1. Оригиналом называется функция определенная на 
всей числовой оси t  и удовлетворяющая условиям: 
1. непрерывна во всей области определения, за исключением, возможно, 







0)( =tf  0<∀ t ; 
3. )(tf  при +∞→t  возрастает не быстрее показательной функции, т. е. 
существуют такие постоянные  0>M  и 0≥s , что 
 
stMtf e)( ≤   0≥∀ t                                              (18.1) 
. Точн которых 
выпол о (1
Замечание 18.1. Оригинал может быть и комплексной функцией 
 
 
Определение 18.2 ая нижняя грань s  всех чисел s, для o
няется неравенств 8.1) называется показателем роста оригинала )(tf , 
т. е. ss inf= . о
 )(tf  
( ) ( ) ( )tiftftf 21 +=  
 
1 2
должна удовлетворять условиям наложенным на оригинал
Простейшим оригиналом является единичная функция Хевисайда
действительного аргумента t. Каждая из функций tf и tf  в этом случае, 






















 которой изображен на рис. 18.1. 
Очев я 1–2. П







идно, что для этой функции выполняются услови роверим 
Из неравен
stt e1)( ≤=  0≥∀s , 0≥∀t  
 
следует, что при 1 иM= ≥∀ ,0s  условие 3 выполняется. Показатель роста 0o =s . 
Любую функцию , определенную на R, с помощью единичной функции 



















Поэтому, если )(t  – оригинал  можно всякий раз  оговаривать, 
≥
<
  0=)(tf  
0<∀ t , а пользоваться указанным произведением. Но так как в дальнейшем 
рассматриваться только функции-оригина
множитель
будут лы, то для упрощения записи 
 )(t  будем опускать и, как правило, писать вместо )(tf   )(tf )(t . 
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Пример  18 .1 .  Предполагая, что )()(( ) ttftf = , установить, какие из 
функций являются оригиналами: а) attf e=)( ; б) 0>= kttf k ,)( ; в) ttf cos)( = ; 
г) 
t
Решение. а) Функция ate  является оригиналом, так как она непрерывная на 
R; 0)( =tf 0<∀
tf )( . 
1
=
t , т. е. условия 1-2 выполняются. statatf eee ≤==)(  at s ≥∀ , 
0≥∀t . Из последнего соотношения следует выполнение условия 3 при 1=M  и 
as ≥ . Показатель роста оригинала as =o . 
б) Степенная функция ( )0>kt k  удовлетворяет условиям 1– роме того, 
любая степенная функция 
2. К
( )0>kt  мед ка атель ая функция k  растет леннее, чем по з н






t  0>∀s . 
Следовательно, 0>∃M  такое, что Mt ste
k
≤  0≥∀t  или stk Mt e≤  0≥∀s , 0≥∀t , 
( )0>k  является оригиналом с показателем роста t k 0o =sт. е. . 
 является оригиналом, так как для ее выполняются условия 
1-2. К
в) Функция cost
роме того, stt e1cos ≤≤  ∀s 0> , 0≥∀t , т. е. условие 3 выполняется при 
M  0≥s . Показатель роста 0o =s . 1=  и
t




, т. е. 0=t  г). Функция точка 
разрыва II рода; условие 1 не выполняется




( )pF  комплексного переменного ωisp += , 
определенную как интеграл 








Определение 18.3. Интеграл, стоящий в правой части равенства (18.2) 
называется интегралом или преобразованием Лапласа функции )(tf . Функция 
)( pF  называется изображением оригинала )(tf . 
Интегральное преобразование Лапл  (18.2) лежит в основе операционного 
исчис трик
Разр
двадцатых годах прошлого столетия операционное исчисление 
получ
аса
ления, начало которому положил английский инженер-элек  О.Хевисайд 
(1850–1925). аботав операционное исчисление, Хевисайд не дал ему 
обоснования. В 
ило обоснование в работах ряда математиков. 
Тот факт, что )( pF  я ся изображением оригинала )(вляет tf , условно 
записывают  )()(равенствами tLfpF =  или ()( 1 pFLtf − , либо = ) обозначают 
символически 
)()( pFtf ÷      или     )()( tfpF ÷  
 
и называют операционными соотношениями. 
Пример  18 .2 .  Найти изображения оригиналов: 
а) )()( ttf = ; б) Catf at ∈= ,e)( . 





















































,1eat ÷  a
ap−
p ReRe > .                                         (18.4) 
 
Естественно встает вопрос, для всякого ли оригинала сущес вует 
изображение
( )tf  т
 )( pF ? Ответ на этот вопрос дает теорема, которую приведем без 
доказательства. 
Теорема 18.1 (существования и аналитичности изображения
оригинала 
). Для всякого 
)(tf  изображение )( pF  представляет собой функцию комплексного 
переменного ωisp += , определенную кости Rep в полуплос ss>= , где  – 
показатель роста оригинала, и аналитическую в указанной полуплоскости 
(рис. 18.2). 




















.                                                (18.5) 
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Доказательство. Пусть )( pF  изображение оригинала (tf ) . Тогда при 






















−−∫ .             (18.6) 
Переходя в (18.6) к пределу при
o0 ss −
 










Из теоремы 18.1 и 18.2 следует, что не всякая функция )( pF , комплексного 
переменного  изображением  оригинала  p, может быть  некоторого )(tf . Например, 
функция ppF ctg)( =  имеет бесчисленное множество полюсов nkpk = , zk∈ . 
Поэтому нет такой полуплоскости sp os> , в которой pctg  является =Re




















Теорема 18.3 (единственности оригинала). Ес
и имеют одно и то же изображение
 
ли две непрерывные функции 





18.2 Основные теоремы преобразования Лапласа 
 
Теорема 18.4 (линейность преобразования Лапласа). Если )()( 11 pFtf ÷  и 
то 
 
)()( 22 pFtf ÷ , 
CccpFcpFctfctfc ∈+÷+ 2122112211 ,),()()()( .                         (18.7) 
Доказательство. Действительно,  
 
e)(e)(e)()()() dttfcdttfcdttfctfctfc ptptpt  
 
 





)()( 2211 pFcpFc += . 
Из теоремы 18.4 вытекает два следствия. 
Следствие 1. Если
 
 )()( pFtf ÷ , то при Cc∈  
 
)()( pcFtcf ÷ ,                                                 (18.8) 





 )()( 11 pFtf ÷  )()( 22 pFtf ÷ ,  и то 
)()( 12 FpFt
 
)()( 21 pftf ± ±÷ ,                                         (18.9) 
т. е. операционные соотношения можно почленно складывать и вычитать. 
Пример  18 .3 .  Найти изображения ориги
 
налов: а) 0ω,ωsin >t ;         





t ωωω −−= ee
2






















































÷t ; 0Re,cos 2÷tω 2 >+
p
wp
p .                      (18.10) 
 




























ωωω22 ⎠⎝ +− ppp
111ee1chω ωω ⎜⎜
⎛















pt Re,ch 22 .                    (18.11) 
 
Теорема 18.5 (подобия). Если )()( pFtf ÷  и то 
 







⎛÷ .                                   (18.12) 
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Следовательно, умножение аргумента оригинала на положительное число 
приводит к делению изображения и его аргумента на это число. 
Теорема 18.6 (смещения). Если
− θ . 
α  
 )()( pFtf ÷ , то для любого C∈λ  
 
o
λ λReRe),λ()(e sppFtft +>−÷ .                                (18.13) 
 
ьство. мулы (18.2) 
, 
т. е. умножению оригинала на соответствует замена аргумента 








tλe  p  на )λ( −p  
(смещение изображения на величину λ). 
Пример  18 .4 .  Найти изображения оригиналов: а) ttf t ωsine)( λ= ;         
б) . 
Решение. Используя операционные соотношения (18.10) и теорему 
смещения, получим 
а)       






























Теорема 18.7 (запаздывания). Если )()( pFtf ÷  и то  0>b , 
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oRe),(e)( sppFbtf
bp >÷− − .                                    (18.14) 
 
Доказательство. Из соотношения )()()( ttftf =  следует, что 
















( )btfy −=  
t 
b 





Таким образом, запаздывание аргумента оригинала на положительную 
величину b приводит к умножению изображения на функцию . 








bpptpt dfdtbtfdtbtfbtbtf θ  
)(ee)(e
0


















































































Замечание 18.2. Из рассмотренных примеров следует, что, применяя 
теорему запаздывания, оригинал следует записывать в виде произведения 
функции )(tf  и соответствующей единичной функции Хевисайда. 
Теорема 18.8 (изображение периодического оригинала). Если )(tf  – 












)( 0 .                                           (18.15) 
 







































τ τeτe . 
























что равносильно соотношению (18.15). 
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Пример  18 .6 .  Найти изображение оригинала tωsin . 
Решение. Функция tωsin  имеет период 
ω
π




























































































18.3. Дифференцирование и интегрирование оригинала и изображения 
 
Теорема 18.9 (дифференцирование оригинала). Если ( ) ( )pFtf ÷  и 
существует функция , являющаяся оригиналом, то 
 
 )(tf ′
( ) ( ) ( )0fppFtf −=′ ,                                          (18.16) 
 








Доказательство. В силу (18.2) и интегрируя по частям, находим при 





)()0(e)(e)(e)(')(' ppFfdttfptfdttftf ptptpt , 




∞→→=≤ −−−− tMMtf tsppttspt при0eee)(e )(ReRe oo . 
 
В частном случае, когда ( ) 00 =f  формула (18.16) примет вид 
 
( ) ( )ppFtf ÷′                                                 (18.17) 
 
т. е., если начальное значение оригинала )(tf  
 
равно нулю, то 
дифференцированию оригинала соответствует умножение изображения на
Применяя формулу (18.16) ко второй производной , получим 
 
 p . 
 ( )tf ′′
( ) )0()0()()0()0()()( 2 ffppFpffppFptf ′−−=′−−÷′′ . 
Точно так же 
 
( ) )0()0()0()(0))0()0()(()( 232 ffpfppFpffpfpFpptf ′′−′−−=′′−′−−÷′′′ . 
 
Применяя формулу (18.16) (n-1) раз, получим общую формулу вычисления 
изображения для . 
 
 ( ) )(tf n
( ) )0(...)0()0()()( 1'21)( −−− −−−−÷ nnnnn ffpfppFptf .                      (17.18) 
 
В частности, если ( ) 0)0(...0)0( )1( ===′= −nfff , то из (17.18) получим 
 
( ) )()( pFptf nn ÷ .                                               (18.19) 
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Пример  18 .7 .  Найти изображения оригиналов: а) ttf ωsin)( = ;         
б) 0,ωsh)( >= ωttf . 
















и правило дифференцирования оригинала, будем иметь: 
 





































pptt Re,)0(ch1)ch(1sh 2222 . 
 









)()( ττ ,                             (18.20) 
 
т. е. интегрированию оригинала соответствует деление изображения на p. 
Доказательство. Функция является оригиналом. Пусть 






1 )()( ττ  



































Пример  18 .8 .  Найти изображение оригинала Nnttf n ∈= ,)(
 
p





=⋅÷∫ τ  
;12p










































Теорема 18.11 (дифференцирование изображения). Если )()( pFtf ÷ , то 
 
)()( pFttf ′÷− ,                                             (18.22) 
 
т. е. дифференцированию изображения соответствует умножение оригинала на 
)( t− . 



















dpF ptptpt . 
 
Отсюда следует, что 
)()( pFtft ′÷− . 
 
Следствие. Если )()( pFtf ÷ , то 
 
( ) )()1()( pFtft nnn −÷( )n )()()( pFtft n ÷−  или  .                   (18.23) 
 
Примеры  18 .9 .  1)  Найти изображение оригинала tt ωsin . 



























































































)()( pFtf ÷  и 
t








tf ,)()(                                            (18.24) 
 
т. е. операции интегрирования изображения по бесконечному контуру, 
принадлежащему правовой тствует операция деления 
оригинала на
полуплоскости, соотве
 t . 
Доказательство. Положим 
t
tftf )(( = ; )( pf)1 Ft)( 11 ÷ . По
дифференцирования изображения и
 правилу 









Интегрируем последнее равенство в пределах от p до
 
 
 ∞+ . 
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pFpFFdppFdppF )()( . 
 
От




























pdpt 1ln1sh . 
18.4. Свертка функций 
 
Определение 18.4. Сверткой двух оригиналов и называется 
функция, обозначаемая и определяемая равенством 
.                                  (18.25) 
 
Свертка (18.25) также является оригиналом с показателем роста 
 
)(1 tf  )(2 tf  







( )21o ,max sss = , 
где − показатели роста оригиналов и соответственно.  21, ss   )(1 tf  )(2 tf  
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Свертка оригиналов обладает ледующими свойствами, присущими 




1. )()()()( 1221 tftftftf ∗=∗
))()(()()())()(( 321321 tftftftftftf ∗∗=∗∗  (ассоциативность). 
( 32231132211 ttfc3. ))))()()())()(( ftftfctftfctfc ()(( ∗+∗=∗
Пример  18 .11  свертку оригиналов
+  (линейность). 
.  Найти  ttf =)(1  и
Решение. 





















1ee)()( +−−=+−==∗=∗ ∫∫ −−− ττττ τττ . 
 
18.5. Теорема умножения изображений 
 
). Если )()( 11 pFtf ÷ и )()( 22 pFtf ÷Теорема 18.13 (Бореля , то  
 
),()()()( 2121 pFpFtftf ⋅÷∗                                      (18.26) 
 
т. е. свертке оригиналов соответствует произведение изображений. 
Доказательство. По определению 
 
. 
В полученном повторном интеграле изменим порядок интегрирования по 
бесконечной области D (рис. 18.4). 
 
 


















































pzp ττ τ . 
 
Пример  18 .12 .  Найти оригинал 
0































по теореме Бореля 
tttf 3cos2cos)( ∗= . 
 









































Для удобства пользования операционными методами полученные ранее 









1  )(1 t  0Re >p  
2 с p




n  Re >p 0  nt  
4 ap −




 p R∈>Re ω,0  tωsin  
22 ω+p
p




 Rp ∈>Re ωω,  tshω  
22 ω−p
p




новные операционные правила 
 
№ 
п/п Оригинал Изображение Примечание 
Ос











1 pF  0α),α( >tf  Теорема подобия 
3 ( ) Ctft ∈λ,eλ  )( λ−pF  Теорема смещения (изображения) 




































dppF )(  
t




















10 )()( 21 tftf ∗  )()( 21 pFpF ⋅  Теорема Бореля 
 
18.6. Интеграл Дюамеля 
 
Пусть и  – оригиналы непрерывные и дифференцируемые на 
Пусть 
)(1 tf  )(2 tf , 
[ ]∞,0 . 
)()( 11 pFtf ÷ , )()( 22 pFtf ÷  и )(1 tf
′ , )(2 tf
′  существуют и являются 
оригиналами.  
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2121 )()()()( τττ . 


















 const)0(2 =f , 
)0()()0()( 2121 fpFftf ÷ . 
 
Сложим почленно два последние операционные соотношения: 
 
.                       (18.27) 
 
Эта формула называется формулой Дюамеля. Если то формула 
принимает вид 

















21 )()( ττ называется интегралом Дюамеля. τ  
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Формуле Дюамеля можно придать другую форму, используя свойства 
коммутативности свертки. 


























pF , , ttf −= e)(2 1)0(2 =f , 




















1 ττττ ττ  
 









=+=++−= − . 
Формула Дюамеля широко применяется, например, в электротехнике при 
решении дифференциальных уравнений специального вида. 




Суть этого метода заключается в том, что по заданному изображению
 
р
 )( pF  
находят 
)( p
в простейших случаях, в таблицах операционных соотношений 
соответствующий данному изображению оригинал. Если изображение в 
таблицах отсутствует, то его выражают через табличные функции, используя при 
этом известные операционные правила. 
В целом ряде дач приходится находить оригиналы по изображениям, 
котор как всякая 
F  
за
ые являются правильными рациональными дробями. Так 
 300
правильная рациональная дробь разлагается на простейшие, то очень важно уметь 
находить оригиналы для простейших дробей. 




















причем не имеет вещественных корней,  cbpp ++2  ...2,1=n  











































































































BbAB =− . 


























































2 AbBBbcb −=−=−= β . 





















Например, при воспользовавшись теоремой Бореля, получим 
 
 2=n , 






















































































































Затем, применяя теорему смещения и свойство линейности операционного 






















































































































Табличный метод предоставляет широкие возможности для нахождения 




 схемы для рациональных изображений. Проиллюстрируем это на 
конкретном примере. 
6
1.5 .  Найти оригинал по изображению )( =pF
2 −+ pp
. 











































































































По теореме Бореля 
 






















ττ τττ . 
 
Однако решение некоторых задач приводит к изображениям, оригиналы для 
которых нельзя найти табличными методом. 
 
Метод обратного преобразования Лапласа 
 
Оригинал )(tf  может быть найден по известному изображению с 
помощью так называемом фоpмулы Римана-  
 














.                                        (18.29) 
 
Здесь интегрирование производится по любой вертикальной прямой, лежащей в 
полуплоскости , где  – показатель роста оригинала oRe ssp >=  os  )(tf . 
Метод, основанный на применении формулы (18.29), решает общую задачу 
обращения преобразования Лапласа, днако, в силу своей сложности, в 








Оригинал, соответствующий рациональному изображению, можно также 
находить, пользуясь известными в операционном исчислении теоремами 
разложения. 
Прежде чем перейти к изучению теорем разложения, сформулируем без 
доказательства лемму Жордана. 
Лемма Жордана. Пусть функция )( pF  стремиться к нулю при ∞→p  и 





dtpF ,0e)(lim                                             (18.30) 
где дуга окружности радиуса
 







Теорема 18.14 (основная Если изображение
 
 теорем разложения).  )( pF  
точек аналитично во всей комплексной плоскости за исключением особых 
nkpk ,1, =  и 0)(lim =∞→ pFp , то 
 
)( .                                          (18.31) 
 
Доказательство. Обозначим через замкнутый ориентированный контур, 
































































1 .     (18.32) 
Пусть
 
 ∞→R , тогда по лемме Жордана 
. 




















































Решение. Функция )( pF  удовлетворяет условиям теоремы 18.14. Корни 
знаменателя есть простые полюсы232 +− pp   2,1 21 == pp . По известной 







































По формуле (18.31) окончательно получим  
 
tttf 2e3e2)( +−= . 
 
Если изображение есть правильная рациональная дробь, знаменатель 
которой имеет только простые корни, то теорема разложения примет следующий 
вид. 
Теорема 18.15 (теорема разложения). Если изображение является 






m=  и знаменатель имеет 
только простые (кратности 1) корни то 
)( pQn  

















Доказательство. Так как в этом случае  
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ppF , рассмотренному в предыдущем примере. 
Решение. ,1)( += ppPm  ,23)(
2 +−= pppQn  ,32)( −=
′ ppQn  корни 
знаменателя . 
 





















т. е. , что совпадает с результатом, полученным ранее. 
 
18.8. Приложения операционного исчисления 
 
Решение дифференциальных уравнений 
 
Применим рассмотренные ранее правила и теоремы операционного 
исчис ных уравнений с постоянными 
коэффициентами. 
Операционный метод решения дифференциальных уравнений с заданными 
начальными условиями заключается в следующем: 
tttf 2e3e2)( +−=
ления к решению дифференциаль
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1. К обеим частям заданного дифференциального уравнения применяем 
преобразование Лапласа с учетом его линейности и правила дифференцирования 
оригинала. Получаем новое, так называемое операторное уравнение, которое 
является линейным алгебраическим уравнением относительно изображения )( pY  
неизвестного решения )(ty . 
2. Решаем операторное уравнение относительно изображения )( pY . 
)( pY  переходим к оригиналу )(ty3. От изображения , который является 
решением исходного уравнения. 
Преимущество операционного метода состоит в том, что решение задачи 
Коши не требует нахождения общего и выделения из него частного решения, как 
это делается в теории дифференциальных уравнений и связано с трудностями 
вычислительного характера. 
Пример  18 .18 . Найти частное решение уравнения 
, удовлетворяющее начальным условиям 
Решение. Преобразуем уравнение по Лапласу. Пусть
ttytyty −=+′−′′ e)(4)(5)(
1)0(,1)0( −=′= yy . 
 )()( pYty ÷ , тогда 
 
1)()0()()( −=−÷′ ppYyppYty . 
 














































 изображению по теореме 
разложения. Корни знаменателя простые
Найдем оригинал, соответствующий данному
4,1,1 321 ==−= ppp: . 
 
55)( 22 −−= pppP , 
 












































1)( −+= − . 
Если начальные условия заданы в произвольной точке то сделав 
замену решение сведем к задаче ши при
 00 ≠t , 
 τ0 =− tt ,  0=τ .  Ко
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Пример  18 .19 .  Найти решение уравнения tyyy −=+′+′′ 1e22 , ,1)1( =y  
1)1( −=′y . 
Решение. Положим 1−= tτ , тогда 0=τ  при 1=t . Исходное уравнение и 
начальные условия примут вид 
 
ττττ −=+′+′′ e2)()(2)( yyy , 
 
1)0(,1)0( −=′= yy . 
 




































( )1eee)( 22 +=+= −−− τττ τττy . 
 
Возвращаясь к старой переменной о формуле 1−= tτп , получим 
 
( )22e)1)1((e)( 2121 +−=+−= −− tttty tt . 
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Решение систем дифференциальных уравнений 
 
Системы линейных дифференциальных уравнений с постоянными 
коэффициентами решаются так же, как и отдельные дифференциальные 
равнения. Каждое из уравнений системы преобразуется по Лапласу, а затем 
полученная система линейных алгебраических уравнений решается относительно 
изображений решения. 
Проиллюстрируем метод на конкретном примере. 
Пример  18 .20 .  Найти частное решение системы 
у
( ) ( ) ( )










удовлетворяющее начальным условиям ( ) 20 =x , ( ) 50 =y . 
Решение. Пусть ( ) ( )pXtx ÷  и ( ) ( )pYty ÷ , ,2)()( −÷′ ppXtx  
5)()( −÷ ppYty . 
Преобразованная система будет иметь вид 
 
( )( ) ( )















































































Искомое решение равно 
 
.e6e)(
;e3e5)(
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tt
tt
ty
tx
−
−
+−=
−=
 
 
