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Stroke is a major health problem in Indonesia and the world, and the cause of disability and death. 
Hemorrhagic stroke has higher mortality rate compared to ischemic stroke. The objective of this study is to create a 
mortality risk prediction model by using Logistic Regression, Support Vector Machine, Random Forest, and Decision 
Tree C4.5 algorithms based on the data demographics and the clinical data in patients with hemorrhagic stroke. 
Prediction of outcome of patients of stroke help the physician to determine prognosis, targeted treatments and prepare 
patients and families. 538 subjects obtained from Hospital Stroke Registry in Yogyakarta. This study uses 10 fold 
cross validation to evaluate a model. The performance of Decision Tree C4.5 is higher than Logistic Regression, 
Support Vector Machine, and Random Forest. Prediction accuracy of Decision Tree C4.5 is 90.5%. The use of data 
mining algorithms able to predict the mortality and functional outcome of patients with hemorrhagic stroke. 
 
Keywords: mortality risk prediction, data mining, hemorrhagic stroke. 
 
1. PENDAHULUAN  
 
Penyakit tidak menular seperti penyakit 
kardiovaskular, kanker, diabetes dan penyakit 
pernafasan kronik menjadi penyebab kematian 
utama. Penyakit tidak menular menjadi 
penyebab lebih dari 70% kematian di seluruh 
dunia [1]. Sedangkan menurut data World Health 
Organization tahun 2016, penyakit 
kadiovaskular menjadi penyebab kematian 31% 
dari semua kematian di dunia [2].  Pada tahun 
2017 stroke menjadi penyebab kematian ketiga 
di dunia [3]. Riset Kesehatan Dasar yang 
dilakukan pemerintah Indonesia pada tahun 
2007, 2013 dan 2018 menunjukkan peningkatan 
penyakit tidak menular. Di Indonesia, stroke 
menjadi penyebab kematian pertama di rumah 
sakit [4], [ 5], [ 6]. 
Angka kejadian stroke perdarahan lebih 
sedikit dibandingkan stroke infark tetapi stroke 
perdarahan mempunyai angka kematian yang 
lebih tinggi dibanding stroke infark [2], [7], [8]. 
Salah satu tipe stroke perdarahan yaitu 
perdarahan intracerebral disebabkan oleh 
robeknya pembuluh darah  di otak yang  
mengakibatkan perdarahan di parenkim otak. 
Perdarahan Intraserebral sekitar 9 – 27% stroke 
di dunia [9]. Hampir 50% pasien dengan ICH 
Hipertensi meninggal [1]. 
Saat ini masih jarang penelitian yang 
dilakukan di Indonesia untuk memprediksi 
risiko kematian pada pasien stroke perdarahan. 
Karena tingginya angka kematian pada pasien 
stroke perdarahan maka kami melakukan 
penelitian ini. Tujuan penelitian ini adalah 
memprediksi risiko kematian pasien stroke 
perdarahan dengan menggunakan data mining. 
Prediksi risiko kematian akan membantu dokter 
sejak awal dalam menentukan prognosis, 
menentukan target terapi dan memberikan 
edukasi serta mempersiapkan pasien dan 
keluarga [10].  
I. C. Hostettler menggunakan algoritme 
decision tree untuk memprediksi kematian, 
luaran funsional dan ketergantungan pada 
ventriculoperitoneal shunt. Akurasi prediksi 
kelangsungan hidup pada hari pertama adalah 
75.2%, akurasi prediksi untuk luaran fungsional 
adalah 71.1% pada data latih dan 66.7% pada 
data uji [11]. W. Y. Lin  menggunakan tiga 
algoritme data mining yaitu  Regresi Logistik, 
Random Forest, and Support Vector Machine 
untuk memprediksi luaran fungsional. Performa 
Regresi Logistik dan Random Forest lebih 
tinggi dibanding Support Vector Machine [12]. 
H. L. Wang mendapatkan bahwa Random 
Forest adalah algoritma terbaik untuk 
memprediksi luaran fungsional stroke. Akurasi 
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prediksi luaran fungsional pada bulan pertama 
adalah 83.1% dan untuk bulan ke enam sebesar 
83.9% [13]. 
 
2. TINJAUAN PUSTAKA 
 
Data mining adalah suatu proses mencari 
hubungan, pola dan kecenderungan yang 
mempunyai makna dengan memilah - milah data 
yang besar yang tersimpan di repositori 
menggunakan teknologi pengenalan pola, 
matematika dan teknik statistik [14], [15]. Pada 
intinya data mining membuat model yang 
menyajikan suatu pola yang ringkas dengan 
menggunakan data yang lalu dan menerapkan 
model itu dengan data yang baru [16].. 
Obermeyer menyatakan bahwa algoritme akan 
mengubah bidang kesehatan. Ia percaya bahwa 
perhatian akan bergeser dari metode statistik ke 
metode machine learning [17]. 
 
2.1 Regresi Logistik 
 
Regresi Logistik (RL) bertujuan untuk 
mengetahui hubungan antara variabel bebas 
dengan satu atau lebih variabel terikat dengan 
menggunakan angka kemungkinan sebagai nilai 
prediksi dari variabel terikat. Regresi  logistik 
multinomial digunakan pada saat variabel 







                                                               (1) 
 
Dimana x adalah niali probabilitas dari 0≤π(x) 
≤1. Dengan mentransformasikan π(x) dengan  
transformasi logit g(x), dimana : 
 




                                                  (2) 
Maka didapatkan bentuk  logit : 
 
g(x) = β0+β1x1+β2x2+…+βkxk      
                                                                       (3)  
                  
            
2.2 Support Vector Machine 
 
Support Vector Machine (SVM) adalah 
metode klasifikasi yang menggunakan data 
terpilih untuk membentuk model. Data - data 
yang berkontribusi membentuk model tersebut 
disebut support vector. Konsep SVM adalah 
usaha memperoleh batas keputusan atau 
hyperplane terbaik yang bertujuan untuk 
memisahkan dua kelas data pada input space 
[19]. 
 
2.3 Random Forest 
 
Random Forest (RF) merupakan gabungan 
pohon keputusan sedemikian rupa sehingga 
setiap pohon bergantung pada nilai – nilai vector 
acak yang disampling secara independen dan 
sebaran yang sama. Kemampuan RF terletak 
pada seleksi fitur yang dilakukan dengan acak 
untuk memilah-milah setiap simpul atau node 
untuk menghasilkan tingkat kesalahan yang 
relative rendah [20]. 
 
2.4 Decision Tree C4.5 
 
Decision tree mengubah fakta yang sangat 
besar menjadi pohon keputusan yang 
merepresentasikan aturan [15], [20], [21]. 
Algoritma C4.5 adalah pengembangan dari 
algoritma ID3 dan menjadi benchmark bagi 
algoritma supervised learning yang baru [21]. 
Metode Decision tree C4.5 digunakan 
untuk data kategorial maupun numerik. 
Decision tree C4.5 mengevaluasi semua atribut 
menggunakan ukuran impurity Gain Ratio. Data 
dalam Decision tree dinyatakan dalam bentuk 
tabel dengan atribut dan record. Proses pada 
Decision Tree adalah mengubah bentuk data 
menjadi model pohon, mengubah model pohon 
menjadi rule dan menyederhanakan rule [15], 
[20]. 
Untuk menghitung gain digunakan rumus 
sebagai berikut : 
           
     
                                                                     (4) 
Keterangan : 
S : himpunan kasus 
A : atribut 
n : jumlah partisi atribut A 
Si : jumlah kasus pada partisi ke i 
S  : jumlah kasus dalam S 
Sedangkan untuk menghitung entropy 
adalah : 
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                              (5)
  
S  : himpunan kasus 
n  : jumlah partisi S 




Stroke adalah suatu kondisi terhentinya 
aliran darah yang disebabkan oleh sumbatan 
pembuluh darah atau perdarahan yang sifatnya 
mendadak dan megakibatkan ganguan fungsi 
otak [22]. Perubahan aliran darah di otak 
menyebabkan gangguan pasokan oksigen dan 
zat makanan ke otak yang mengakibatkan 
kematian sel saraf. Stroke ada 2 jenis, yaitu 
stroke perdarahan dan stroke sumbatan.  Stroke 
sumbatan terjadi bila pembuluh darah otak 
mengalami sumbatan. Sedangkan stroke 
perdarahan terjadi karena pecahnya pembuluh 
darah di otak. 
Gejala dan tanda yang muncul berbeda - beda 
tergantung bagian otak yang terpengaruh. 
Gejala dan tanda yang muncul antara lain 
kelemahan tubuh sisi kanan atau kiri, kelemahan 
lengan tangan atau tungkai kaki, wajah perot, 
gangguan bicara, pusing berputar, sakit kepala, 
penurunan kesadaran dan lain-lain [5]. 
Stroke terjadi karena adanya faktor risiko. 
Faktor risiko stroke adalah tekanan darah tinggi, 
kencing manis, gangguan kadar lemak tubuh 
atau dislipidemi, merokok, obesitas, fibrilasi 
atrium, usia tua, jenis kelamin, ras, riwayat 
keluarga dan lain-lain. Semakin banyak faktor 
risiko pada seseorang maka semakin besar risiko 
terjadinya stroke. 
 
3. METODOLOGI PENELITIAN 
 
Pada bagian metodologi menjelaskan cara 
pengumpulan data, pemilihan atribut penelitian, 
algoritme data mining yang digunakan untuk 
membangun model dan kriteria evaluasi seperti 
yang ditunjukkan pada gambar 1. 
 
3.1 Pengumpulan Data 
 
Data diperoleh dari Stroke Register Rumah 
Sakit di Yogyakarta dari tanggal 1 Januari 2017 
sampai 31 Desember 2018. Kami minta 
pertimbangan dokter spesialis saraf dalam 
memilih  data pasien maupun atribut yang akan 
diolah. Subyek penelitian dibagi menjadi dua 
kelas atau label, yaitu kelas yang meninggal dan 




            












Gambar 1. Diagram Alur Penelitian 
 
3.2 Preprocessing Data 
 
Data penelitian meliputi data demografik 
dan data klinis pasien. Data demografi terdiri 
dari  atribut umur, jenis kelamin. Sedangkan 
data klinis terdiri dari atribut  onset stroke, jenis 
ulangan, tipe stroke yang sudah dikonfirmasi 
dengan pemeriksaan radiologi, lama rawat inap 
atau length of stay (LOS), gejala dan tanda 
stroke yaitu penurunan kesadaran, afasia, 
kelemahan anggota gerak, disartria, wajah perot 
dan faktor risiko stroke yaitu  hipertensi, 
dislipidemia, Ischemic Heart Disease (IHD), 
Atrial Fibrilation (AF) serta komplikasi  seperti 
Infeksi Saluran Kencing (ISK), pneumonia, 
Gastrointestinal (GI) bleeding dan dekubitus. 
 
3.3 Algoritme Data Mining 
 
Semua algoritme data mining yang dilakukan 
pada penelitian ini diolah dengan menggunakan 
perangkat lunak Waikato Environment for 
Knowledge Analysis (WEKA) versi 3.8, 
Machine Learning Group, University of 
Waikato, Hamilton, New Zealand. Piranti lunak 
WEKA berisi kumpulan metode machine 
learning dan preprocessing [23], [24]. 
Penelitian ini menggunakan ten fold cross 
validation dan confusion matrix untuk menguji 
model. Sampel asli dipartisi secara acak menjadi 
sepuluh subsampel dengan ukuran yang kira-
kira sama. Satu dari sepuluh subsampel 
digunakan sebagai set data uji untuk menguji 
model, dan sembilan subsampel sisanya 
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silang kemudian diulangi sepuluh kali dengan 
satu dari sepuluh sub-sampel yang digunakan 
secara berurutan untuk setiap validasi. Sepuluh 
hasil dari setiap validasi yang diulang kemudian 
dirata-rata untuk menghasilkan estimasi akhir. 
Secara umum ten fold cross validation 
direkomendasikan untuk memperkirakan 
akurasi sebagai akibat dari bias dan varietas 
yang relatif rendah [13], [21]. 
Confusion matrix adalah matriks 
klasifikasi yang salah dan benar yang dibuat 
oleh algoritma. Kolom sebagai klasifikasi yang 
diprediksi dan baris sebagai klasifikasi yang 
benar [14]. Dalam confusion matrix, true 
negative (TN) adalah jumlah sampel negatif  
yang dengan benar diklasifikasikan sebagai 
negatif, true positive (TP) adalah jumlah sampel 
positif yang diklasifikasikan yang dengan benar 
sebagai positif. Jadi TN dan TP adalah sampel 
yang  diklasifikasikan dengan benar. False 
negative (FN) adalah jumlah sampel positif 
yang salah diklasifikasikan sebagai negatif dan 
false positive (FP) adalah jumlah sampel negatif 
yang salah diklasifikasikan sebagai positif [23]. 
Akurasi adalah ukuran kinerja yang umumnya 
dikaitkan dengan algoritma pembelajaran mesin 
dan didefinisikan sebagai 
 
Akurasi     =            TP + TN       
                      TP + FP + TN + FN                 (6) 
 
Presisi       =      TP 
                      TP + FP                                    (7) 
 
Recall        =        P 
                      TP + FN                                   (8) 
 
F-measure = 2 x Presisi x Recall                             
                 Presisi + Recall                      (9) 
 
 




Hasil performa dari beberapa model 
klasifikasi menunjukkan Decision tree C4.5 
mendapatkan akurasi tertinggi, yaitu 90.5% 
diikuti oleh RF sebesar 89.6%, RL sebesar 
88.8% dan SVM sebesar 86.6% (Tabel 1).  
 
Tabel 1. Performa Klasifikasi 
 
 
Sedangkan waktu yang dibutuhkan untuk 
membangun model adalah LR 0.03 detik, SVM 















Gambar 2. Pohon Keputusan C4.5 
 
Intra Cerebral Hemorrhage (ICH) score 
digunakan secara luas di praktek kedokteran 
untuk menentukan risiko kematian pada stroke 
perdarahan. Faktor penentunya adalah nilai 
rendah Glasgow Coma Scale, usia tua, lokasi 
perdarahan dan volume perdarahan otak. Pada 
gambar Pohon Keputusan C4.5 menunjukkan 
bahwa GI Bleeding atau perdarahan saluran 
cerna menjadi faktor penentu pertama 
terjadinya risiko kematian pada pasien stroke 
perdarahan. Dengan demikian penggunaan data 
mining untuk mengolah data stroke perdarahan 
mampu mengidentifikasi faktor penentu yang 
sebelumnya kurang mendapatkan perhatian. 
Sehingga temuan ini dapat meningkatakan 
penatalaksanaan pasien dengan stroke 
perdarahan. 
Pada penelitian ini, nilai tertinggi akurasi 
dihasilkan oleh algoritma Decision tree C4.5. 
Akurasi yang dihasilkan lebih tinggi 
dibandingkan hasil penelitian yang dilakukan 
oleh I. C. Hostettler. Kemungkinan disebabkan 
oleh set data pada penelitian Hostettler 
mempunyai atribut yang kosong atau missing 
value [11]. Sedangkan dibandingkan dengan 
penelitian H. L. Wang yang menyatakan 
Performa RL SVM RF C4.5 
Akurasi 88.8% 86.6% 89.6% 90.5% 
Presisi 88.6% 86.4% 89.4% 90.4% 
Recall 88.8% 86.6% 89,6% 90.5% 
F-measure 88.5% 85.9% 89.4% 90.4% 
GI Bleeding 
LOS 
 Ya  Tidak 
Penurunan Kesadaran 
ISK 




 Ya Tidak 
LOS 
Hidup      Meninggal 
   Ya 
Meninggal 
>4   ≤4 
Meninggal 
  Tidak 
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Random Forest merupakan model prediksi 
terbaik untuk prediksi luaran fungsional stroke 
perdarahan, maka dalam penelitian ini Random 
Forest mempunyai nilai tertinggi kedua sesudah 
Decision tree C4.5. 
Secara umum Decision trees adalah metode 
yang handal dan efektif untuk membuat 
keputusan yang memberikan akurasi yang 
tinggi dengan representasi yang sederhana 
untuk menghasilkan pengetahuan dan selama 
ini sudah dipergunakan di berbagai bagian dari 
pengambilan keputusan di bidang kesehatan 
[25]. Sehingga pada penelitian ini Decision tree 
C4.5 dan Random Forest menghasilkan akurai 
yang lebih baik dibandingkan model prediksi 
yang lain. 
 
5. KESIMPULAN  
 
Hasil dari penelitian ini menunjukkan 
bahwa data mining dapat memprediksi risiko 
kematian pada pasien stroke perdarahan dan 
menemukan faktor penentu risiko kematian 
pada pasien stroke perdarahan. Faktor penentu 
risiko kematian pada pasien stroke perdarahan 
adalah perdarahan saluran cerna. Prediksi risiko 
kematian pada pasien stroke perdarahan dengan 
menggunakan data mining masih jarang 
dilakukan dan sangat besar kemungkinan untuk 
digali sehingga menghasilkan model prediksi 
terbaik. 
Penelitian selanjutnya diharapkan dapat 
mneggunakan jumlah data pasien yang lebih 
banyak dan dapat menggunakan proses data 
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