Abstract. We present some new expressions for the Drazin inverse of a modified matrix A − CD D B in terms of the Drazin inverse of A and its generalized Shur's complement D−BA D C under weaker conditions. Some results in recent literature are unified and generalized, and most importantly, we obtain new expressions of generalized Sherman-Morrison-Woodbury formula under weaker restrictions.
Introduction
Throughout this paper, let C n×m denote the set of all n × m complex matrices. For A ∈ C n×n , the Drazin inverse of A is the unique matrix A D ∈ C n×n such that
where k is the least non-negative integer such that rank(A k ) = rank(A k+1 This formula has a lot of applications in statistics, networks, optimization and partial differential equations (see [5, 6, 8] ). Main objective of this article is to study the Drazin inverse of a modified matrix A − CD D B in terms of the Drazin inverse of A and the Drazin inverse of its generalized Schur complement, since the Drazin inverse has many applications in numerical analysis, singular differential or difference equations, Markov chains, cryptography, etc. Some of mentioned applications can be found in [1, 2] .
Under some assumptions, Wei [12] gave representations of the Drazin inverse of a modified matrix A − CB (in this case D = I). His results were generalized in [3, 9, 10] .
Zhang and Du [4] relaxed and removed some assumptions of theorems proved in [3, 9, 10, 12] 
Main results
In this section, let A ∈ C n×n , D ∈ C m×m , B ∈ C m×n and C ∈ C n×m . For simplicity, we introduce following denotations:
We will investigate the Drazin inverse of a modified matrix S = A − CD D B in terms of the Drazin inverse of A and the Drazin inverse of its generalized Schur's complement Z. For every square matrix A, we define A 0 = I. If the lower limit of a sum is greater than its upper limit, we define the sum to be 0, i.e.
Let us first introduce an auxiliary result.
where s = ind(P) and t = ind(Q). 
Now
where k = ind(A).
Proof. (a) The hypothesis
Now we compute
Because A π JA π = 0, we know that −A π J is a nilpotent matrix and thus (−A π J)
Obviously, S = SA π + SA e and SA π SA e = 0. Using (1), we have
Since k is the least non-negative integer such that A k A π = 0 holds, SA π is a nilpotent matrix and therefore (2) and (3), we obtain desired result
(b) Similarly like in (a), by
(c) This part follows using 
We state now a result from [4] . 
Furthermore, if one of (a)-(d) holds, then S A has the group inverse
Using Lemma 2.2 and Lemma 2.4, we obtain the following result.
or alternatively
Proof. (a) This proof is nearly identical to the one in [4, Theorem 2.5]. We provide it here because of completeness. Combining Lemma 2.2 and Lemma 2.4, we obtain the first equality. The second equality follows from the first one by noticing:
(c) We have in mind parts (a) and (d) of Lemma 2.4 and derive an equality symmetric to (6) . We can similarly verify parts (b) and (d).
Equality (4) of Theorem 2.5(a) can be also modified in the following way.
Remark 2.6. Using
we get one more expression for S D :
In We now state another auxiliary result.
where s = ind(Z D ).
Using Lemma 2.2 and Lemma 2.7, we obtain the next consequence. 
where l = ind(D).
We now express
where s = ind(D e ZD e ).
Proof. Assume that ZD π L = 0. Obviously, equalities (7) and (8) hold. Since
, and then,
When LD π Z = 0, we apply Lemma 2.9(c) instead of Lemma 2.9(a).
If we combine Lemma 2.2 and Lemma 2.10, we can get eight different expressions for S D in terms of Z D . We give for example the following result.
is represented by (9).
Special cases
Several special cases of Theorem 2.5, which generalize some recent results, will be presented in this section. The first consequence of Theorem 2. Since
we obtain the following consequence of Theorem 2.5.
The Drazin inverse of A−CD D B is expressed under some conditions, which are listed partially as follows: If we assume that A, D and Z are invertible in Corollary 3.1, then ind(A) = 0, A π = 0, D π = 0, Z π = 0, S is invertible and so Corollary 3.1 is exactly well-known SMW formula.
