An examination on the performance of MML causal induction by Dai, Honghua et al.
Deakin Research Online 
 
This is the published version:  
 
 
Dai, Honghua, Li, Gang and Zhuang, L. 2003, An examination of the performance of MML 
causal induction, in InTech'03 : Proceedings of the Fourth International Conference on 
Intelligent Technologies, Chiang Mai University, Institute for Science and Technology 
Research and Development, Chiang Mai, Thailand, pp. 651-657. 
 
Available from Deakin Research Online: 
 
http://hdl.handle.net/10536/DRO/DU:30005209 
 
Every reasonable effort has been made to ensure that permission has 
been obtained for items included in Deakin Research Online. If you 
believe that your rights have been infringed by this repository, please 
contact drosupport@deakin.edu.au 
 
 
Copyright : 2003, InTech 
An Exarnination on the Performance of MML Causal Induction 
Honghua Dai, Gang Li, Ling Zhuang 
School ofInfonnation Teclmology, Deakin University, 
221 Burwood Highway, Vic 3125, Australia 
Email: {hdai.gangli.lzhu}@deakin.edu.au 
Abstract This paper presents an examination repOli on the performance of the 
improved MML based causal model discovery algorithm. In this paper, We firstly 
describe our improvement to the causal discovery algorithm which introduces a new 
encoding scheme for measuring the cost of describing the causal structure. Stiring 
function is also applied to further simplify the computational complexity and thus 
works more efficiently. It is followed by a detailed examination report on the 
performance of our improved discovery algorithm. The experimental results of the 
current version of the discovery system show that: (l) the current version is capable 
of discovering what discovered by previous system; (2) current system is capable of 
discovering more complicated causal networks with large number of variables; (3) 
the new version works more efficiently compared with the previous version in tenus 
oftime complexity. 
Keywords: Causal discovery, causal modelling, inductive inference, machine 
learning, Bayesian networks, data mining 
1. Introduction 
With the increasing demanding of using data 
mining techniques in solving real world application 
problems, there is a great interest in having more 
efficient mining algorithms and more accurate 
discovered rules. To achieve this goal, further 
refinement and improvement of the existing 
successfully implemented and tested discovering 
algorithms becomes critical. 
Discovery of Bayesian Network 
representations for the wide applications of 
reasoning under uncertainty [8,9] has resulted in the 
invention of several successful algorithm for the 
discovery of Bayesian Networks [1,2,3,5,6,18]. In 
this area, there has been a substantial research 
program aimed at the automated learning of the 
linear causal networks employed in the social 
sciences (such as structural equation networks or 
path models; cf. [7], natural sciences and in 
medicine, which is that of Clark Glymour and his 
company at the University of Pittsburgh, underway 
for the past decade [4,11]. This has lead to a 
successful delivery of a commercially available 
program TETRAD II [13], and its successive 
versions TETRAD III an.d IV [12]. 
The methods employed in TETRAD II 
incorporate a number of principles based upon 
Judea Pearl's \York including what they call 
Principles I and II (Spilies 1990), otherwise rely 
upon finding models which minimize residual 
variance in the data. 
In parallel in 1996, Wallace and his fellows, 
Korb and Dai successfully introduced an 
information-theoretic approach to the discovery of 
causal networks. The approach uses Wallace's 
Minimu m Message Length Principle (MML) 
[14,15,16] to search for and evaluate linear causal 
networks given sample data. The experimental 
results of the comparisons with TETRAD II w:re 
reported in [17). 
It has been revealed in the article [17] that the 
MML induction approach is capable of recovering 
causal networks· from generated data which are 
quite accurate reflections of the original networks 
and compare favourably with those of TETRAD II. 
However, the system's capability in discovering 
complicated causal networks with large number of 
variables or weak links is yet to be improved as 
pointed by Dai in 1997. This paper will report the 
improvement we have made to the discovery 
algorithm and the further experimental results. 
In section 2, we will provide a brief 
introduction of the original algorithm and presents 
our improved algorithm. Section 3 describes our 
searching strategy and the implementation. Section 
4 reports the experimental results. 
2. Description of the Model to be 
Discovered 
The basic idea of the original algorithm published 
in ..1996 is that an encoding scheme based on the 
minimum message length principle was provided to 
descri~e (1) the causal structure, (2) the strength 
(model parameters) of the causality of the DAG and 
(3) the data given the mo del is true. For each 
model we could find from the model space, we 
calculate the total message length based on the data 
provided. The best model we will choose among 
all the networks considered is the one with the 
shortest total message length. According to 
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information theory, the total message length is 
given by, 
L = - log 2 P (M ) - log 2 P (D 1M) (I) 
= L (M ) + L( DIM) 
where L(M)=-iog 2 p(M) is the cost of 
encoding the causal network M, and 
L(D I M) = -log 2 P(D I M) is the cost of 
encoding the sample data D given the network $M $. 
L(M) is itself composed of two main parts: the cost 
of encoding the causal structure (the DAG), L(S) , 
and the cost of encoding the network parameters, 
L(p) i.e., 
L(M)=L(s)+L(P) (2) 
Therefore, the total cost $L$ of encoding acausal 
network is: 
L=L(M)+IJ..DI M)=Ds) +Dp) +L(DIM) (3) 
2.1 New Encoding Strategy 
An Improved DAG Encoding Scheme. Initially 
two ways of encoding the directed acyclic graph 
were proposed for measuring L(s). 
Method 1: Assume that the DAG is encoded 
by specifying a total ordering (requiring log K( bits) 
and then specifying which pairs of nodes are 
K(K-J) 
connected; this requires bits on the 
2 
assumption that the probability that a link is present 
is 1/2. It corre sponds to maximal ignorance about 
the degree of connectedness of the graph (i.e., once 
again we avoid the use of explicit prior information 
about the causal networks we are looking for). It is 
enough to specify the presence or absence of arcs, 
since directionality is implied by the ordering 
already provided. Since more than one ordering is 
consistent with the DAG, actually specifying a 
particular ordering is inefficient, so we reduce the 
message length by the number of bits needed to 
select among the l/J total orderings consistent with 
the DAG (where we count 1> ).Hence, 
L(s) -1 K' K(K -1) 1 m I - og .+ og'l' 
2 
(4) 
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Algorithm 2.1 Counting the total orderings 
¢ consistent wth the DAG. 
Given K variables and n l links, start ji'Ofn 
anyone possible graph which is composed of the 
n, links, the following algorithm is applied for 
finding out the number of total cyclic graphs 
composed of the n, links. 
I.doms[i} E- Ofori=I,2, ... ,K. 
2.lfthere is a link directly jinm ito j, insert I to 
the i-I bitofdoms[jJ, 
fori =1, ... ,K. 
3. lfthere is a path indirectly link the node i to j, 
insert 1 to the it/I bit of dams DJ, for i = I, ... , 
K. 
4. nper E- 0 and lev E- O. 
5. Start permutation at level 1; call subroutine 
perms(/ev) recursively until lev >= K. 
6. Output M E- nper, exit. 
Algorithm2.2 Recursive Algorithm. 
Subroutine perms(le\) 
This assumes all nodes in perm[l..lev} are 
in place and entered in Dset. For each node in 
pel'm[lev+l...Kj it tries to see if the node can 
be placed in perm[lev+ IJ and entered in Dset. 
This can be done only ifDset contains all 
nodes dominating the node to be placed. 
1. np E-O; perm[i} E- i. 
2. lev ~ lev+ 1. 
3. k E- perm[levJ; 
4. If(lev<K) 
iE-lev; 
istart:jE- perm[i}; 
If(domsDJ & (dset )) go to idone; 
perm[iJ E- k; 
perm[lev} E- j; 
insert 1 to (j-l) digit ofdset; 
call this subroutine recursively 
np E- np + perms (lev). 
dset E- conjuction of the complement 
of 1 left shift j-l digit and dset; 
perm[iJ ~ j; 
idone: If (i <K) 1 E- I + 1; goto istart. 
5. Else 
Return np; exit. 
Method 2: The second method for calculating 
the message length of a DAG begins by describing 
the undirected graph, which costs K(K -1) bits, 
2 
and then specifies the particular direction which 
each arc is to assume, where this results in an 
acyclic graph. That is, we count the number of 
possible acyclic orientations; the logarithm of that 
number is the number of additional bits required. 
[n order to do tllis count, we can subtract the 
number of cyclic orientations p from the number 
of total orientations, which is 2v , where V is the 
number of undirected arcs. Hence, 
Li) = K(K -1) + loge 2v - p). (5) 
2 
Previous experimental results show that these 
two methods result in MML costs that are very 
close for a wide variety of simple graph structures 
(Wallace et al 1996) we tested, so we can expect 
that the choice of encoding method will make little 
diffetence to experimental results. In practice, thus 
far, our implementation of L~s) is faster. To further 
improve the efficiency of the discovery algorithm, 
we introduced the following new encoding scheme. 
Method 3: (The new method) The structure 
of a directed acyclic graph (DAG) can be described 
by specifying its parents set Parents(x) for each 
one of the nodes of the DAG. This description 
consists of the number of parents, followed by the 
index of the set Parent(x) in some enumeration of 
all (~) sets of its cardinality. So the cost for 
encoding the DAG can be calculated using: 
L(S)=I.(IOgK+I0{ K ) 
3 i I Parents (X) I 
(6) 
To avoid intensive computational time cost in 
calculating 10g[ K J' we use Stirling 
,Parents(X j ) , 
approximation fotmula xl = XX e -x ,,12m, so we get, 
10J KJ~(K -'i)IO{ ~ )+riIOg(~) (7) \,ri K 'i Ii 
Thus, we have, 
L~) = L(log K + (K - r) 10g( K )+ rIOg(~ J) 
i K -ri f i 
(8 ) 
Whelc, rj = IParents(X;)I. This formula works much 
faster than using the formula L~S) and L~s) . This 
can be seen from the experimental results reported 
in section 4. 
Encoding Model Parameters To simplify 1he 
explanation, we take the case of causal networks 
with one independent variable as an example (0 
show how the message length is calculated. 
Assume that the network we are trying to find is, 
K 
YII = LakXllk + rn 
k=1 
(n =1, 2, ... , N) (9) 
where variable means are assumed to be zero, 
1'" ~ N(O,a 2 ) with a , {akll=k=K} unknown. 
8 2 and {ak}(k=I, ... ,K) are the parameter 
estimates we need to discover. Assuming parameter 
variance is uniformly distributed and parameters 
themselves are normally distributed, Following 
Wallace and Freeman (Wallace 1987), the message 
length for encoding the parameters is, within a 
constant. we have, 
L(P) = _ log(h(parameters) 
.JF (10) 
= ~logF -logPr ior(a ,{a k}) 
2 
Using the formulas as provided in (Wallace et 
al 1996), we get, 
L(p) = .!.(log2 + log N -2(K + I) logO' + 10giAI (11) 
2 
K 1 2 2 2 
+ log a - L loge )e(-a, l2a a ) (12) 
k=! -!2iiCX(J' 
Further we have 
K 1 K 
L(P) =-log2n+Kloga+-,-, ~>~ 
2 2a 0' k=1 
(13) 
1 1 
+'2log(2N)+'210gIAI (14) 
Data Encoding Scheme According to the 
formula (1), the message length for encoding the 
data given the network is, 
N N r2 
L(DIM)=-log2n+Nlog(J'+ I._i-2 (15) 
2 ~ 2(J' 
In which we adopted the standard assumption that 
the data are a random sample from a normal 
distribution, thus the likelihood function we used in 
the derivation of the above formula is 
P(y I 0) =P(y' a,{a k }) 
(16) 
2.2 Deriving Parameters 
Theorem 2.1 Based on the Minimum Message 
Length Principle and the standard assumption that 
the data are a random sample from a normal 
distribution, so theparameters of the discovered 
causal network is given by 
(A+1)a=(xT ·x+I)a=y·xT (17) 
where x=(Xj, ... , xrJ and xj = (XI), X2), ... , XNJ) for 
j=i,2, ... ,K and y = (YI,Y2, ... ,yNJ. A is the KxK 
square matrix A = (aij) KxK = (Xi' Xj) KxK and I is a K 
x K unit matrix. 
Proof: 
To derive the network parameters, we consider 
the combined message length for encoding the 
parameters and the data given the network, 
- 653-
N+K 17 =L(p) +L(DIM)=--log2n+Kloga (18) 
2 
INK a Z 
+Nloga+-Z (~>2 + L-T) 2a i=1 k=! a (19) 
1 I 
+ -log(2N) + -loglAI 
2 2 
(20) 
To minimize this value we examine its partial 
derivatives with respect to (J and the a{ 
d17 N 1 N K a2 
- =---3 (1)i2 + L -1) =0 (21) 
da (J (J i=1 k=1 a 
Therefore, 
1 N K Z 
0- 2 =_(L~2 + La~) 
N ;=1 k=1 a 
(22) 
And forj=I,2, ... ,K, 
d1J =_1_(_ ~ rx +~) = 0 
:l Z L.J I lj 2 
uaj (J i=1 (X 
(23) 
i.e., 
a. N 
-T-L'!Xij=O (24) 
(X i=1 
Letting ex = I, we have 
(xT ·x+l)a = (A+I)a =b (25) 
where 
(26) 
and xj = (Xlj, X2j, ... , "Nj) for j=1,2, ... ,K and y = (Yh 
Y2, .•. ,YN)·A is the KxK square matrix 
A=(ai)KxK = (Xj'X)KXK and I is a KxK unit 
matrix. So a=(A+Ir I b. Hence, the final solution is 
I a=(A+I)-lb I NK 2 A 2 _ ("'" 2 ".., a k (J' - -- L.Jr + L.J-N ;=1 I k=! a 
K 
where (X2 = 1,ri = Y i - L.a kXik • 
k=1 
3. Examination of Search Strategies 
(27) 
We know that from a given sample data set with K 
variables, there are (2V - p) possible :;;andidate 
networks which may fit the data. To find out the 
best network from the network space we have to 
apply a search approach. Since the network space is 
exponential in the number of nodes, so the search is 
very expensive, especiaUy when the number of the 
nodes is large. A good technique to search the 
space of causa! networks is highly demanded. In 
this section we will examine methods for finding a 
causal network with minimum message length. All 
of our searches could begin with or without some 
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seed network specified by the user, which may be 
any DAG in the measured variables from one with 
no links to one that is fully connected. We have 
tested three search strategies: (l) Message Length 
Based Greedy search, (2) Best-first search} and 
(3) Random search. The experimental results show 
that the random search is not stable and the best-
first does not do anything better than greedy search. 
So in our system, the Greedy search method is 
adopted. 
Message Length Based Greedy search fUns 
through each pair of nodes attempting to add an arc 
(in either direction) ifthere is none or to delete or to 
reverse it if there already is one. The change is 
effected f the MML cost goes down. The loop 
continues through all node pairs so long as any 
change was implemented. 
Algorithm3.1 Message Length Based Greedy 
Search. 
We denote the network without a link from 
node i to node i as M"oij. the network with a link 
from node i to node i as Mij and the network with a 
link Fom node i to node i as Mit In the following 
algorithm. Cal(M) is a subroutine to calculate the 
message length of the network M. and 
choose(M1.M2.M3) is the subroutine to choose the 
network with minimum message length among the 
given three networks M1.M2.M3 
1. isum E- 0 
2. backsearch: iconl E-O 
3. istart: iE-a 
4. istart: i E- i 
5. If (i ? i) then 
6. total-length E- Cal(M"oiiJ 
7. If -.3 (i ~ j) thell 
8. Ie E- total-length add(i -7 j);form Mij 
Ii) E- Cal(M;) 
9. delete(i -7 i); add(j -7i);form M.Ji Iji 
E- Cal (Mji) 
10. Choose(Mlloij• Mij• M.Ji) 
11. else 
12. total-length E- Cal(Mij); delete (I -
>i); form Mnoij 
13. Ie ~ Cal (M,lOy) add(j -7i);form M.Ji 
14. lji E- Cal(M.JJ; Choose(Mnoij• Mij. Mii) 
15. If 0 = K) thell 
16. j E- j+ 1; goto istart; 
17. If (i = K) thell 
18. i E- i+ j; goto jstart; 
19. If (changes made) goto backsearch; 
20. isum E- isum + J; 
21. If (isum <2) then goto backsearch; 
22. exit. 
Thus far the methods we examined have 
worked adequately for modest sized problems. A 
comment on our message length based greedy 
search algorithm is that (1) The algorithm does not 
search the complete network space. So it is an 
inexhausted search; (2) the search is guided by 
message length. we have an assumption that the 
network with minimum message length is the best 
network; and (3) this search algorithm itself has no 
mechanism to avoid the local minimum problem. 
In the other world, this algorithm itself can not 
guarantee to achieve the global minimum. 
4. Experimental Results and Analysis 
In this section, we report three major examination 
results: (1) the experimental results of the causal 
network discovery system tested on four additional 
causal networks and comparedour results with 
TETRAD II in addition to what was reported in 
(Wallace et al 1996); (2) the comparison of the 
networks discovered by the version introduce by 
Wallace et al in 1996 and our current version of the 
MML-CI systems; and (3) the time complexity 
comparison. 
Our technique is to take the netwo rk as 
reported, use it to stochastically generate sample 
data, and use that data as input to both TETRAD II 
and our MML induction program. Intuitively, if a 
causal induction program is working perfectly, it 
should reproduce exactly the network used to 
generate the data. In practice, sampling errors will 
result in deviations from the original network (we 
have used sample sizes of 1000 joint measurements 
in this study), but programs which reproduce a 
DAG structure similar to the original, and 
secondarily coefficient values similar to the original, 
must be considered to be performing better than 
those which do not. 
4.1 Further Examination of the Recovered 
Models 
(a) Original Model (b) MML induction (e) TETRAD II (I) 
(d) TETRAD II (2) (e) TETRAD II (3) 
Figure 1. Comparison of MML and TETRAD II 
on Goldberg's model 
1Y. 0.741 hI» X, o.l.ti A, m , 
(a) Orlgin.1 Model (b) MML Induction (c) TETRAD II (I) 
1Y.'" " ... u '. • .• ".no '. '. '. 
(d) TETRAD II (2) (e) TETRAD II (3) (I) TETRAD II (4) 
Figure 2. Comparison of MML and TETRAD II 
on Miller's model 
(a) Original Model (b) MML induction 
(d) TETRAD II (2) (e) TETRAD II (3) (f) TETRAD II (4) 
(g) TETRAD II (5) 
Figure 3. Comparison of MML and TETRAD II 
on Rodgers and Maranto model 
Figures I to 2 illustrate all the original causal 
networks, MML induced networks and TETRAD II 
derived networks. In each of the figures, the case (a) 
is the original network, case (b) is the MML 
induced network, the case (c) and whatever follows 
are the network produced by TETRAD II when 
temporal constraints were provided; and the cases 
from (d) to U) are the networks produced by 
TETRAD II without temporal constraints. 
4.2 Comparison of MML-CI 1 and II 
Figure 4 to 6 illustrate the networks discovered by 
0t~e M~L-CI 1 an0d ~ML-C!. 2 system0s.. . " ,~ '.HI ,_ ... 1.1" u" ,"', ".m ..... '" .. x: ... ,:'" '" ,': ... :'" ., x, 0;0. ... .," .. ..., x,'~ ""' '" .' .. " 
(~a)Origi:aIMOdel (+b)MM~CII' (~C)MM~CIII 
._ .. " I,.. 'u. I. ,,,, ',IT 
. ::: '. '. " "', ," " '''" ,," 
(a) Original Model (h) MML-CI I (e)MML-CI II 
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~' ~. ~'. u "" '" .... .,.. "', " ,,'''., .,'," '''. ".""..... HlI " 'Il"... '''' I. '. ~. " 
(a) Original Model (b) MML-C[ I (e) MML-CI II 
Figure4. Comparison of MML-CI Version I&n 
~ y 
~ 
(3) Original Model (b)MML-CiI (e) MML-C[ II 
(a) Original Model (b) MML-CI I (c)MML-CI II 
Figure 5. Comparison of MML-CI Version I&II 
a Ori inal M(ldel 
(a) Original Model 
m" ,• • • • • 
blMML-CII 
(b)M~n~CII 
mil • • I I I 
elMML-C[ II 
(e) MML-CI II 
Figure 6. Comparison ofMML-CI Version 1&11 
Table 1 illustrates the comparison results of the 
message length calculated using the encoding 
scheme I and that of scheme 2. 
Table 2 compares the CPU time cost of the two 
MML-CI approaches in discovering causal 
networks. 
Data Original Discovered Model 
New Old New Old 
Fiii 5493.3 5493,4 5489.0 5485.7 
Evens 5470.3 5470.3 5466.7 5470.0 
BIall ,,7348,2 7346.2 7348.1 7346.1 
-
Case9 10108.1 10213,6 
CascIO 3302.3 3314.8 3302,3 3314.8 
Casel2 4462.8 4485.7 4462.8 4485.7 
CaselS 17355.7 17394.6 17371.0 
Table 1. Companson of Message Length of Old 
and New Encoding Scheme 
Data Set New Scheme Old Scheme 
Fiii 0.96 0.84 
Evens 2.25 2.29 
BIau 3.42 5.18 
Case9 16.32 19.23 
CaselO 20.1 59.97 
Case12 36.2 126.2 
CaselS 265.5 
Table 2. Companson of TIme Complexity of Old 
and New Encoding Scheme 
5. Conclusions 
This paper presented an improved encoding scheme 
for the discovery of causal networks via MML 
principle. The experimental results reported in this 
paper show that (1) additional experimental results 
compared with MML-CI and TETRAD system 
further confirms that in all cases examined so far, 
MML with no background information has 
produced networks structurally similar to the 
generating network, and as good as or better than 
TETRAD II (measured by either intuitive similarity 
to the original network or by MML cost) whether 
using prior temporal information or not. (2) under 
the new encoding scheme, the system is capable of 
recovering what can be discovered by the last 
version of the MML-CIsystem. But in terms of 
time complexity, the new approach cost less time. 
We take these results to be significant 
confirmation that we are on the path towards 
producing automated means of learning causal 
networks of phenomena using MML. Further work 
then promises to be of assistance to scientists 
wishing to use causal rmdeling techniques to 
understand their data and to assess their theories, 
which is irnpoliant particularly in the social 
sciences; it also promises to shed light on the nature 
of the enterprise within artificial intelligence to 
network scientific discovery, 
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