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Within the standard model of many-body localization, i.e., the disordered chain of spinless fermions, we
investigate how the interaction affects the many-body states in the basis of noninteracting localized Anderson
states. From this starting point we follow the approach that uses a reduced basis of many-body states. Together
with an extrapolation to the full basis, it proves to be efficient for the evaluation of the stiffnesses of local
observables, which remain finite within the non-ergodic regime and represent the hallmark of the many-body
localization (MBL). The method enables a larger span of system sizes and, within the MBL regime, allows for
a more careful analysis of the size scaling of calculated quantities. On the other hand, the survival stiffness as
the representative of non–local quantities, reveals limitations of the reduced-basis approach.
PACS numbers: 71.23.-k,71.27.+a, 71.30.+h, 71.10.Fd
I. INTRODUCTION
The interplay of disorder and particle interaction (corre-
lations) has proven to be a challenging theoretical problem.
While the Anderson localization of noninteracting particles is
a well established phenomenon in disordered systems,1,2 the
role of particle interaction is not fully clarified. In particu-
lar, whereas the interacting fermionic systems have been ad-
dressed quite early-on,3 the realization of many-body localiza-
tion (MBL) has been seriously considered only within the last
decade.4,5 By now, numerous theoretical studies, mostly nu-
merical on small systems, have established key properties of
the MBL systems quite well. Those particularly relevant for
the present study are: a) a non-ergodic behavior of all correla-
tion functions and the absence of thermalization of quenched
initial states,6–10 and b) the existence of local integrals of mo-
tion (LIOMs).11–14 While these two conditions for the MBL
are evidently related, it is not trivial to derive the LIOMs
and establish explicitly the connection with the nonergodic
behavior.15–18
Experimental tests of the MBL physics were up to now
restricted to trapped ions,19 mainly to optical lattices of
fermionic20–23 and bosonic23 cold atoms, with the focus set
on mostly the abovementioned properties of the MBL. The
experiments investigating one-dimensional (1D) or quasi-1D
systems, by following the decay of imbalance have find that
at large disorder the system can become nonergodic.20–22
A similar consideration of interacting fermions on a three-
dimensional (3D) optical lattice have shown the vanishing of
the d.c. mobility,24 which is one of the hallmarks of MBL.25–30
The problem of confirming the existence of non-ergodic
(MBL) phase and its properties by numerical studies remains
a challenge (for similar reasons as in cold-atom experiments).
Due to extremely slow dynamics of MBL systems,9 in or-
der to reach non-ergodic finite values of correlation functions,
one needs control over system time evolution up to very long
(decay) times (or very high frequency resolution). The finite
long-time values of correlation functions correspond to finite
stiffnesses, being the signature of the MBL phase and are
therefore in focus of the present study. Long evolution times
(or equivalently low frequencies) put severe limitations on the
application of sophisticated numerical finite-temperature dy-
namical methods (for a review see Ref. 31) and the exact-
diagonalization (ED) is therefore used in most of the stud-
ies, significantly limiting accessible system sizes. Yet, finite-
size effects cannot be ignored because of a possible nontrivial
scaling with system size.32–34 To partly overcome this prob-
lem, we propose an approach that uses the relevant many-body
(MB) basis. It exploits the properties of the MBL phase and,
instead with the full MB space, works with a specially con-
structed reduced basis (RB). It this way, we can better follow
the system size scaling of relevant quantities in the long time
limit.
Most theoretical studies concerning MBL physics so far
have been restricted to the prototype model of MBL, i.e., the
disordered 1D model of interacting spinless fermions. In this
paper we argue that for strong disorder a good starting point
for investigations is that of non-interacting (NI) fermions,35
when a finite but weak interaction should retain a localized
character of the system,4,13,14,36 exhibiting MBL properties
as defined above. In this work, the reduced-basis approach
(RBA) to the MBL problem is defined in two steps. In the first
one, the solution of the corresponding Anderson NI problem
is obtained numerically. Then, in the next step, the interac-
tion is introduced and the convergence of results is considered
by increasing the number of MB states taken into account via
the interaction term. The RBA, combined with the adequate
extrapolation to the full basis of MB states, should be able
to study a larger span of finite-size systems. Moreover, the
goal of the method is to enable to go beyond the prototype
model discussed here and allow for the studies of more com-
plex models (as, e.g., the challenging Hubbard model37) as
well as for higher dimensional MBL physics.
Within the RBA, we concentrate at present on the long-time
(t→∞) correlations or stiffnesses, which are the hallmark of
the MBL phase. For the model considered, most direct evi-
ar
X
iv
:1
70
9.
10
35
1v
2 
 [c
on
d-
ma
t.s
tr-
el]
  1
3 M
ar 
20
18
2dence for the MBL is obtained from the density stiffnesses,
Cd, defined as the infinite–time correlation functions for the
particle–number operators at sites separated by a distance d.
We study both the onsite8 d = 0 and the off-site d > 0 cor-
relations, being related to the imbalance stiffness,9 as directly
measured in cold-atom experiments.20–22 The convergence of
Cd with the system size L is related to the existence of LIOMs
Ql,18 whereby, in the MBL regime, by using the RBA we can
study larger systems than before in numerical studies.9 In this
context, it is important to have an ability to perform a scaling
of results to the full MB space. We argue that the convenient
parameter for this scaling is lnNst,38 whereNst is the number
of MB states taken into account. In addition, we consider the
survival stiffness S (or the MB inverse participation ratio),39,40
which is a non–local quantity that characterizes (in contrast to
the local stiffnessCd) the convergence of the many-body wave
function. S is dependent on the system size L,40 even within
the MBL phase. Results confirm the exponential dependence
of S on L and in this respect reveal the limitations of the RBA
for non–local quantities.
In Sec. II we present the model by rewriting it in the ba-
sis of NI localized (Anderson) states. In Sec. III A we intro-
duce a procedure, resembling to the degenerate perturbation
theory, to generate relevant RB starting from an initial MB
Anderson product state. The full diagonalization within such
restricted MB basis allows for an evaluation of observables, in
our case the density and the survival stiffnesses. The extrap-
olation procedure to the unrestricted result at given L is also
presented. In Sec III B we analyze the statistical properties of
interaction matrix elements, in particular the role of cubic vs.
quartic interaction terms. In Sec. IV we introduce and eval-
uate the local-density stiffnesses, which represents the main
criteria for the MBL, and discuss their relation to LIOMs. We
show that for large disorders within a given random configu-
ration and at fixed system size L, the RBA results for the local
stiffnesses can converge fast. Configuration-averaged results
for the onsite C0 and nearest neighbor local stiffness C1 are
presented, with extrapolations towards the full basis for given
L, allowing for the finite-size scaling of C0. In Sec. VI we
consider the survival stiffness S, representing the non–local
criterion for the convergence of the MB wavefunction within
the RBA. It is shown that S depends exponentially onL, while
the related exponent varies strongly with disorder.
II. MODEL IN THE LOCALIZED BASIS
We consider the prototype model of MBL, i.e. the 1D
model of interacting spinless fermions with random local po-
tentials,
H = −th
∑
i
(
c†i+1ci + H.c.
)
+
∑
i
ini + V
∑
i
ni+1ni
= H0 +HV , (1)
where the quenched disorder in the NI part H0 is given by
the uniform distribution −W < i < W . On the chain
with L sites with periodic boundary conditions we focus on
the half-filled case with N = L/2 fermions, corresponding
to the average site occupation n¯ = 1/2. Hereafter, the hop-
ping integral is used as the unit of energy, th = 1. Regarding
the interaction, we study the V = 1 case, which is halfway
between the NI fermions and the isotropic Heisenberg point
value of V = 2. With V = 1, the value of Wc = 4 has
been estimated41 as the location of the MBL transition (or
crossover).
Our approach starts by solving the H0 part first. In the next
step, the structure of theHV part of the problem is analyzed in
the MB basis, in which H0 is diagonal, in order to distinguish
between resonant (perturbatively large) and nonresonant (per-
turbatively small) contributions. In particular, H0 in Eq. (1)
corresponds to the Anderson problem, which can easily be di-
agonalized numerically for large systems,
H0 =
∑
l
lϕ
†
lϕl, ϕ
†
l =
∑
i
φlic
†
i . (2)
The single-particle states in Eq. (2) may be used to define the
basis of localized MB states,
|n〉 =
∏
l
(ϕ†l )
nl |0〉, E0n =
∑
l
nll , (3)
mixed by the interacting part HV ,
HV = V
∑
jklm
χlmjk ϕ
†
lϕ
†
mϕkϕj ,
χlmjk =
∑
i
φ∗liφ
∗
m,i+1φk,i+1φj,i, (4)
where the matrix elements satisfy
χlmjk = (χ
jk
lm)
∗ = −χlmkj = −χmljk , (5)
according to fermion anticommutation relations.
Using the |n〉 representation given by Eq. (3), three differ-
ent sorts of contributions to HV may be distinguished. The
first is diagonal, representing the Hartree-Fock correction Hd,
Hd = 2
∑
k>l
(χlklk − χkllk)nlnk , (6)
which modifies unperturbed eigenenergies,
E˜0n = E
0
n + 〈n|Hd|n〉. (7)
With respect as how they act on the unperturbed |n〉 state,
the two remaining sorts of contributions, the cubic H ′3 and
the quartic H ′4, may be interpreted as a single and a double
creation of electron-hole pair, respectively,
H ′3 = 2V
∑
jkm
h3jkm, (8)
H ′4 = V
∑
j>k
m>l
h4jkml, (9)
h3jkm = (χ
jm
jk − χmjjk )njϕ†mϕk , (10)
h4jkml = (χ
lm
jk + χ
ml
kj − χlmkj − χmljk )ϕ†lϕ†mϕkϕj , (11)
where for both, H ′3 and H
′
4, indices should be different, j 6=
k 6= l 6= m.
3III. REDUCED-BASIS APPROACH
Our primary goal is to explore properties of MBL regime
and introduce the method with the potential to extend the ca-
pabilities of present numerical approaches, both qualitatively
and quantitatively. In this context, the basis consisting of MB
localized states |n〉, Eq. (3), is a natural choice to start con-
sidering the effects of the interaction H ′. The latter is respon-
sible for a delocalization of MB eigenfunction, both in the
ergodic phase and in the MBL regime. Still, the latter effect
is more restricted within the MBL phase, allowing, at fixed L,
the efficient choice of RB provided that V is weak enough.
Since the MB states form continuum spectra (in the L → ∞
limit), any perturbative expansion in H ′ faces the problem of
resonances, involving MB states with almost degenerated en-
ergies and nonzero matrix elements of H ′ between them. The
latter problem is clearly related to challenges in the analytical
considerations of the existence of the MBL.4,13,14 It has also
the central role in our numerical RBA in which the perturba-
tively large contributions (resonances) are taken into account
exactly (to infinite order in H ′), while small perturbations are
neglected.
A. Reduced-basis construction
The current approach adopts a strategy that has many
analogies with degenerate perturbation theory. At fixed L,
the reduced-basis of MB states |n〉 is constructed iteratively
through a number of generations G. A new generation is ob-
tained by acting with all terms h3 and h4 (Eqs. (10) and (11),
respectively) on all the states of a previous generation G− 1,
keeping only those new states that satisfy the resonant condi-
tion, ∣∣∣ 〈nG−1|H ′|mG〉
E˜00 − E˜Gm
∣∣∣ = r > R , (12)
where R is a resonance threshold parameter that is used to
control the convergence of results and E˜Gm is defined via Eq.
(7). In the spirit of the Rayleigh-Schro¨dinger perturbation-
theory series for the eigenstate energy, our formulation of the
resonance condition, Eq. (12), involves the energy E˜00 of the
initial G = 0 state |n〉.
The described procedure for chosen resonance parameter
R and the number of generations G defines the creation of
RB for given initial MB state |n〉. The complete RB is then
|n〉 = {|n〉, |n1〉 · · · |nG〉}. The Hamiltonian H ′, which
is only offdiagonal within this basis, has predominantly the
block structure. After creating the RB set, the final step is the
(full) exact diagonalization (ED) of the HamiltonianH within
this subspace,
H|m˜〉 = Em˜|m˜〉, |m˜〉 =
Nst∑
n
αm˜,n|n〉, (13)
where |m˜〉 are the eigenstates within RB, and Em˜ the corre-
sponding eigenstate energies. Within the determined RB we
Figure 1. (Color online) Connectivity scheme of the reduced basis
approach in the MBL regime. The full (red) and the dashed (blue)
lines represent the contributions of the H ′3 and the H ′4 term, respec-
tively.
can also evaluate any relevant observable, in particular corre-
lation functions and stiffnesses considered herein.
The RBA is at this stage restricted by the requirement
imposed by the ED of the RB Hamiltonian matrix. The
latter may be numerically achieved for Nmaxst ∼ 20000
states. At half-filling, the full Hilbert space involves Ntot =
L!/[(L/2)!]2 states, limiting standard ED approaches to sizes
L ≤ 16. The same is true for RBA with R = 0. However,
by focusing on perturbatively most significant contributions
(resonances) with R > 0 and finite G, RBA can substan-
tially increase available L. Furthermore, in the MBL regime,
the RBA reveals a connectivity scheme for resonances, shown
in Fig. 1, which is substantially modified with respect to the
R = 0 structure, although it generally does not have a Caylee-
tree structure. At half-filling, the R = 0 case would involve
∝ L2 and ∝ L4 connections per one MB state for the H ′3 and
the H ′4 part of the interaction, respectively. On contrary, as
schematically shown in Fig. 1, the RBA connectivity is much
more sparse, being strongly disorder and state dependent. By
changing R in Eq. (12) we control the RB increase per gen-
eration. Small R means that the maximal number of allowed
states Nmaxst is reach early in G. Large G, on the other hand,
means that resonances involving high-order contributions in
H ′3 and H
′
4 are taken into account. The implementation of
the RBA therefore represents a tradeoff between small R and
large G.
For static quantities the convergence of the results may be
analyzed in terms of the effective number of states, Nst, taken
into account. In the following we present the argument for the
observation that (at given L) the convenient parameter for the
extrapolation to full Hilbert space Ntot is38
x = ln(Ntot/Nst) . (14)
Let us assume that v = V/W < 1 is the relevant (small) pa-
rameter for the perturbation expansion of quantity Γ at fixed
L, i.e., Γ = Γ(0) + Γ(1) + · · · , Γ(p) ∝ |v|p . With M being
the connectivity of states, the p-th order of the perturbative ex-
pansion involves Nst ∝Mp states, so that p = lnNst/ lnM .
The error of truncating the perturbative series at this order
(assuming p > 0) is then ∆Γ(p) ∝ |v|p = N−rst where
4r = − ln |v|/ lnM . Since M  1/|v| one obtains r  1
for the current problem of the MBL. In this limit, the power
law approaches the logarithmic dependence given by Eq. (14),
taking into account the limiting condition that x = 0 for
Nst = Ntot as well.38 The scaling of results with parameter
x in Eq. (14) is particularly convenient since it is independent
of L, permitting a direct comparison of results for systems of
different sizes L.
Still, the straightforward linear extrapolation towards x →
0 may not apply. In particular, within the MBL regime the
results could saturate already for certain x0 > 0 (and corre-
sponding N0st) simply due to non–ergodic dynamics. The ex-
act MB wave functions in the MBL regime have nonzero pro-
jections only on certain subsets of localized states which are
much smaller than the dimension of the Hilbert space. Then,
N0st roughly estimates the average number of |n〉 states with
non–vanishing projections on individual MB eigenstates.
B. Interaction matrix elements
A relevant question arises, namely which interaction terms,
H ′3 or H
′
4, are more important for the construction of the RB.
In the case of weak localization,4,13,14 it is argued that the
relevant terms are the quartic ones H ′4, i.e., the double cre-
ation of the particle-hole pairs. Here, we consider the case
of moderate to strong disorder (W > 2), where the averaged
single-particle localization length is comparable to the lattice
constant, i.e., ξ ∼ O(1). With the short-ranged localization
length ξ, matrix elements χlmjk , given in the Anderson basis
by Eq. (4), are short-ranged as well. We can make this state-
ment more objective, if we order the Anderson states not by
energy, but by their maximum amplitude on the lattice. In the
case of ξ ∼ O(1) such a labeling is meaningful and feasible.
From Eq. (4) it is evident that χlmjk in this case decay fast with
increasing distance between real-space sites j, k, l,m. On
the other hand, there are restrictions on the denominator. In
1D, one can realize that Anderson single-particle levels can-
not be close in energy, when sites are close in space. A sim-
ple analysis2 provides the constraint for nearest-neighbor sites
|j+1 − j | > 2th, and similarly for next-nearest neighbors
|j+2 − j | > 2t2h/W etc. Yet, a rigorous analytical analysis
of relevant matrix elements as a function ofW is complicated.
Therefore, we rely on the numerical evaluation of their statis-
tics.
In Fig. 2, we present the numerical results for the aver-
age density of resonances %res per one RB state for V = 1,
rescaled by R, as a function of disorder W ,
R%res =
R
L
∫ ∞
R
dr f(r;W ) , (15)
where f(r;W ) is the distribution function of resonances ac-
cording to their strength, r, defined in Eq. (12). In Fig. 2, the
density of resonances is plotted separately for the H ′3 and the
H ′4 term of the interaction. As expected, on the ergodic side of
Fig. 2, W ∼ 3, the density %res rapidly increases as W is de-
creased. In the opposite direction, for W > 3, %res becomes
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Figure 2. (Color online) Density of resonances per one RB state
rescaled by R, R%res, for V = 1. The results for the H ′3 and the
H ′4 part of the interaction are given by black and red curves, respec-
tively. For W & 3, %res scales approximately as 1/R, exhibiting no
significant L-dependence for R & 0.01.
small, meaning that the strong resonances satisfying the con-
dition in Eq. (12) are rare combinations of matrix elements
and energy differences. For these rare strong resonances, from
the scaling behavior in R shown in Fig. 2, %res ∼ 1/R, it is
apparent that %res is given by the long tail of the distribu-
tion f(r;W ), behaving asymptotically as f(r;W ) ∝ r−ζ ,
ζ ≈ 2. Deviations from this simple scaling behavior develop
for the H ′3 resonances in Fig. 2 as R approaches small val-
ues, R ∼ 0.01, whereas even for these small values, R%res
remains almost constant for the H ′4 resonances. As it may be
noted from Fig. 2, in the large W limit, the density of reso-
nances is always larger for the H ′3 than for the H
′
4 term. In-
terestingly, the omission of the Hartree-Fock term (6) in the
definition of the single-electron energies E˜0n does not change
the statistics of resonances shown in Fig. 2, either qualitatively
or quantitatively.
IV. DENSITY CORRELATIONS
In the presence of the interaction V > 0, the MB Anderson
states |n〉 are not the eigenstates of the system. Nevertheless,
these states may be used as quenched initial states or as a con-
venient choice of the MB basis for deriving thermodynamic
averages.
For confirming MBL behaviors, one of the highly relevant
quantities is the local stiffnesses, characterizing long-time lo-
cal correlations. Let us consider the time-correlation function
given by
〈A(t′ + t)B(t′)〉 = 1
Ntot
Tr[A(t′ + t)B(t′)] , (16)
where A and B are time-dependent local operators and 〈·〉
5is the thermodynamic average at given temperature T . In our
study, we concentrate on the T → ∞ limit, when the aver-
age for a given random configuration of the disorder involves
all the basis states |n〉 with the same probability. In the con-
text of the RBA, the full averaging is replaced by a sampling
over Nc states |n〉 of the RB. Since |n〉 are not eigenstates of
the Hamiltonian, when Nc < Ntot the resulting correlation
function,
〈A(t′ + t)B(t′)〉 ' 1
Nc
Nc∑
n=1
〈n|A(t′ + t)B(t′)|n〉 , (17)
depends on t and t′. Indeed, the particular value of t′ is impor-
tant when one considers the time evolution of the system pre-
pared in an initial quenched state |n〉 as, e.g., in optical-lattice
experiments. However, herein we are interested in thermody-
namic averages in the T → ∞ limit, investigating the time–
averaged correlation function given by
CAB(t) = limτ→∞
1
τ
∫ τ
0
dt′
1
Nc
Nc∑
n=1
〈n|A(t′ + t)B(t′)|n〉 .
(18)
In particular, the stiffness DAB corresponds to the long-time
limit t → ∞ of CAB(t). It can be obtained via averaging
Eq. (18) over time t,
DAB = limτ→∞
1
τ
∫ τ
0
dt CAB(t)
=
1
Nc
∑
n,m˜
|〈n|m˜〉|2Am˜m˜Bm˜m˜ , (19)
where a nondegenerate energy spectrum is assumed.
A. Density stiffnesses
In the limit L → ∞ and for site–averaged operators A and
B in Eq. (19), the stiffness DAB should be independent of
the particular realization of disorder. This is the case, e.g.,
for A = 1/
√
L
∑
iAi and B = 1/
√
L
∑
iBi, where Ai and
Bi are supported in the surroundings of site i. However, if
one omits the averaging over lattice sites taking A = Aj and
B = Bl then the stiffness DAB may depend explicitly on the
disorder configuration i. That is, provided that operators are
traceless, 〈A〉 = 0 or 〈B〉 = 0, and satisfy 〈AH〉 = 0 or
〈BH〉 = 0, the nonvanishing stiffnesses in Eq. (19), DAB 6=
0, indicates a nonergodic behavior. In other words, DAB 6=
0 may be taken as a criterion for the existence of the MBL
(strictly speaking, for the existence of a LIOM orthogonal to
H).
With the substitution A = δni = ni/n¯ − 1, B = δnj =
nj/n¯ − 1 in Eq. (19), we now turn our attention to the local
density stiffnesses,
Ci,i+d =
1
Nc
∑
n,m˜
|〈n|m˜〉|2(δni)m˜m˜(δni+d)m˜m˜ . (20)
In the ergodic limit, the stiffness in Eq. (20) vanishes since
the mean charge density at each lattice site is the same, n¯.
On the other hand, when the eigenstates of the system in-
volve charges fully localized at lattice sites, ni = 0, 1, the
stiffness for half-filling takes the maximal value Ci,i+d = 1.
With d = 0, it should be noted that Cii is equivalent to the
well-known Edwards-Anderson order parameter.42,43 In ran-
dom spin systems this parameter becomes finite within the
spin-glass phase.42 Another parameter related to the stiffness
in Eq. (20), measured in cold-atom systems,20–22 is the imbal-
ance I for occupations of two sublattices. The latter repre-
sents the stiffness of the staggered density operator nq=pi =
(−1)ini. In terms of Ci,i+d, it may be expressed as
I =
1
L
∑
d
(−1)d
∑
i
Ci,i+d
=
1
n¯2NcL
∑
n,m˜
|〈n|m˜〉|2
[∑
i
(−1)i(ni)m˜m˜
]2
. (21)
Within the present model, I has been evaluated previously in
Ref. 9.
B. Relation to local integrals of motion
Finite stiffnesses DAA > 0 of local operators A are inti-
mately related to the existence of local or quasilocal integrals
of motion (LIOM),11,12,15 and vice versa. While this statement
has been demonstrated for nearly integrable, translationally-
invariant systems,44 it holds true for the present case as
well. For the sake of completeness, we recall here the main
arguments.18 Assuming that the summation in Eq. (19) is car-
ried out over all basis states, one finds
DAB =
1
Ntot
∑
m˜
Am˜m˜Bm˜m˜ = 〈A¯B¯〉, (22)
where bar means averaging over infinite time-window, A¯ =∑
m˜Am˜m˜|m˜〉〈m˜|. Regarding LIOMs, few properties should
be emphasized: a) time-averaged operators commute with
the Hamiltonian, [A¯,H] = 0; b) the thermal averaging may
be considered as the (Hilbert-Schmidt) inner product in the
space of local Hermitian operators (A|B) = 〈AB〉; c) time–
averaging is an orthogonal projection, 〈A¯B〉 = 〈AB¯〉 =
〈A¯B¯〉. Consequently, if the stiffness is nonzero, DAA =
〈A¯A¯〉 = ||A¯||2 > 0, there is a conserved quantity A¯ 6= 0,
which has nonzero projection on strictly local operator A,
DAA = 〈A¯A〉. Therefore, A¯ itself is local or quasilocal,
hence it must be a LIOM. Matrix containing stiffnesses DAB
of all local operators A and B allows one to construct com-
plete set of orthogonal LIOMs, Ql, for which the so called
Mazur bound is saturated,18
DAB =
∑
l
〈AQl〉〈QlB〉
〈QlQl〉 . (23)
Therefore, local or quasilocal operatorsQl fully determine the
stiffnesses and vice versa. However, the density stiffnessesCd
are built in terms of only L local operators, δn1, ..., δnL, and
as such they allow one to find at most L local or quasilocal
integrals of motion out of 2L expected for full MBL.11,12,15,18
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Figure 3. (Color online) Local density stiffness Cii(n), given by
Eq. (24), calculated by RBA for a system of L = 16 sites, W = 6,
V = 1, and R = 0.1, while G denotes the number of generations.
The upper panel shows the corresponding disorder configuration i.
The RBA results are compared with the exact one.
C. Results
With the increasing number of RB states, the RBA results
for the local stiffness approach fast the exact results, partic-
ularly for large disorders, W  Wc. Fig. 3 shows the local
stiffness obtained without averaging over disorder or the ini-
tial states |n〉, cf. Eq. (20),
Cii(n) =
∑
m˜
|〈n|m˜〉|2[(δni)m˜m˜]2. (24)
This quantity is obtained from the RBA and is compared with
the exact results for L = 16, W = 6, V = 1, R = 0.1 is
the resonance threshold parameter used for the RBA, whereas
the number of generations is denoted by G. In Fig. 3, the per-
sistence of long-time correlations that are strongly site depen-
dent is fully apparent. Furthermore, for the choice of the state
|n〉 used to obtain Fig. 3, some parts of the system exhibit er-
godic long-time correlations, Cii(n) ∼ 0, whereas other tend
to exhibit just the opposite behavior, Cii(n) ∼ 1.
In order to validate the convergence of RBA, we present in
Fig. 4 a typical example, involving one initial state |n〉 and
one disorder configuration for the system of L = 14 sites,
with W = 6. Shown are the results for the standard deviation
of local stiffnesses δC0, (δC0)2 =
∑
i(Cii(n)−Ceii(n))2/L,
where Ceii(n) is the exact value given by Eq. (24). Each curve
in Fig. 4 is obtained for a different value ofR by increasing the
number of generations G. That is, by going from right to left
in Fig. 4, each symbol along the curves represent a new gener-
ation. The results are plotted versus the logarithm of effective
number of states, x, as defined in Eq. (14). Since the averaging
over configurations and initial states is absent in Fig. 4, sub-
stantial fluctuations of the δC0(x) curves are observed. Nev-
ertheless, from Fig. 4 an important conclusion may be drawn.
For an optimal choice of R as a function of Hamiltonian pa-
rameters, any extreme value of R (e.g., R = 0 or R > 0.3)
0 2 4 6
x
0
0.05
0.15
0.2
δ C
0 R = 0R = 0.02
R = 0.03
R = 0.06
R = 0.14
Figure 4. (Color online) An example of deviations of the local den-
sity stiffness δC0 vs. x, Eq. (14), as obtained by the RBA (L = 14)
for an initial state |n〉 at fixed disorder configuration i correspond-
ing to W = 6, for different resonance parameters R and increasing
number of generations G.
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Figure 5. (Color online) Local density stiffness C¯ii, representing
the thermal average at fixed configuration of disorder i/W , but for
different W = 2− 8, evaluated for V = 1 on L = 16 sites.
should be avoided. In particular, there is quite a large span of
R values for which the standard deviation δC0 scales linearly
with x. As W is increased, the RBA approaches the exact
results at higher values of x.
It is plausible that fluctuations of Cii(n) are large in the
MBL regime, both among different MB states |n〉, as well as
among different configurations of disorder i. However, it is
less obvious that in the T → ∞ limit the thermal average
C¯ii = (1/Nst)
∑
n Cii(n) may depend of the site i as well.
Yet, such behavior is clearly observed from Fig. 5, showing
the exact results for C¯ii as a function of the disorder strength
W = 2 − 8, with V = 1 and with the normalized configura-
tions of disorder i/W held fixed.
In fact, there is a clear correlation between the configura-
tions of disorder i, shown in the upper panel of Fig. 5, and
the averaged values of C¯ii, shown in the lower panel. In par-
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Figure 6. (Color online) Local density stiffness C0 vs. x (logarithm
of effective number of states) for systemsL = 12, 14, 16 with V = 1
and W = 4, 6 obtained with RBA, compared at x = 0 with full ED
results. Error bars denote standard deviations (statistical error) of
calculated C0.
ticular, the two most pronounced maxima of C¯ii at i = 10, 14,
correspond to two next-neighbor sites separated by a large bar-
rier, |i − i±1| ∼ 2W . The local values C¯ii appear to scale
with disorder strength W .
It is remarkable that C¯ii in Fig. 5 exhibits such substan-
tial variations between sites, even for moderate values of the
disorder strength, W ≥ Wc. This behavior is consistent
with the nonvanishing Edwards-Anderson parameter,42,43 be-
ing the hallmark of a glassy (non-ergodic) state. The results
in Fig. 5 may be related as well to the concept of rare regions
or events that govern the properties of the strongly disordered
system.8,27,45
We turn now to results for local stiffnesses C0 averaged
over disorder configurations. As noted in Sec. IIIA, the con-
venient parameter to follow the convergence is x in Eq. (14).
Since, in the RBA context, within the MBL regime both C0
and Nst change depending on the initial state |n〉 and the dis-
order configuration i, the results for C0 are obtained for a
fixed G by varying R, where x corresponds to the average
number of RB states used, N¯st = 〈Nst〉. One of the major
restrictions on accuracy of C0 are statistical fluctuations due
to different random configurations i, with the relative error
decreasing as δC0 ∝ 1/
√
Nr.
The RBA is tested in Fig. 6 for system sizes L ≤ 16 and
compared with the ED results at x = 0. Because of large
statistical fluctuations between different disorder samples and
initial states, the present numerically most demanding L = 16
data may suffer a bit from insufficient statistical averaging.
The straight lines in Fig. 6 represents the linear fits of the
RBA data for x > 2. Few conclusions may be drawn from
Fig. 6: a) The reasonable estimate for C0 is obtained already
by using a strongly reduced basis, i.e., for Nst  Ntot cor-
responding to x  1, particularly well in the MBL regime
W  Wc. b) For fixed L, most of the points adjust well with
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Figure 7. (Color online) Local density stiffness C0 vs. x, as obtained
by the RBA for systems L = 12 − 28 and V = 1, with different
W = 3− 6. The straight lines represent linear fits of the RBA data.
the linear scaling of C0 vs. x. However, for x . 2 a sig-
nificant deviation from this linear behavior may be observed
as well. The reason might be the efficiency of the RBA that
increases with W , approaching the exact results before x = 0
is reached. Whenever RBA result saturates already for x > 0,
the saturated value agrees with the corresponding ED result
up to statistical errors which arise due to averaging over finite
number of disorder configurations. c) On the MBL side of the
transition, the slope of C0 vs. x is only weakly L dependent at
given W , which allows for sensible extrapolations for larger
system sizes L.
Representative collection of the RBA results forC0 are pre-
sented in Fig. 7 for system sizes up to L ≤ 28. These results
are obtained with fixed G = 6 and a sampling over disorder
configurations Nc ∼ 500 − 1000, by lowering R < 0.8 until
the maximal number of RB states Nmaxst ∼ 15000 is reached.
For large disorders, results reveal evident non-ergodic behav-
ior, e.g., for W = 8 the stiffness C0 hardly depends of x at
chosen L. On the other hand, within the ergodic regime, e.g.,
at W = 3, results for C0 exhibit a clear dependence on both
L and x. The extrapolated behavior can be reconciled with
vanishing limiting value C0 → 0 for L→∞.
Because of the deviations from the linear behavior ofC0 vs.
x, discussed in connection to Fig. 6, linear extrapolations of
the RBA results towards x = 0 give the lower limit for the C0
value. The summary of extrapolated x → 0 results for large
L ≥ 20, well beyond the sizes reachable via the full ED, is
shown in Fig. 8. From these results a critical Wc may be esti-
mated, dividing the regimes of limiting C0(L → ∞) = 0 for
W < Wc and C0(L → ∞) > 0 for W > Wc. In particular,
the results in Fig. 8 for V = 1 indicate that Wc ∼ 5, which is
a larger value than some previous estimates.28 However, such
Wc may be consistent with other estimations, e.g., Wc ∼ 7.4
obtained for V = 2.46
Results for the nearest-neighbor correlations C1 are pre-
sented in Fig. 9 for one selected value of disorder, W = 6,
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Figure 8. (Color online) C0 as extrapolated to x = 0 for given L for
systems L = 10− 16, obtained with the ED, and L = 20− 28 with
the RBA, corresponding to V = 1 and different W = 3− 8.
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Figure 9. (Color online) Nearest-neighbor density stiffness C1 vs. x
for systems L = 12 − 28 and fixed V = 1 and W = 6, obtained
with the RBA.
W > Wc. In contrast to C0, the C1 correlations are much
weaker, C1  1, both in the ergodic as well in the MBL
regime. In the latter case, C1 vanishes for W  Wc due to
very short (single-particle) localization length ξ  1. Never-
theless, as it may be seen from Fig. 9, in spite of a larger rel-
ative (statistical) error, values for C1 are quite well resolved,
showing an increasing trend with L. The latter behavior may
partly be related to the fact that C1 is calculated for a number
of particles kept fixed, N = L/2, because of which correla-
tionsC1 seems to be underestimated when compared to values
averaged over grand canonical ensemble.
V. SURVIVAL FUNCTION
A. Survival stiffness
A particularly useful quantity to discuss the validity of the
RBA and related approximations is the survival (Loschmidt-
echo) function,39 for a given initial state |n〉 defined as
Qn(t) = |〈n|e−iHt|n〉|2 . (25)
Again, we are interested only in the long-time behaviors, i.e.,
in the survival stiffness Sn and its thermal average S in the
T →∞ limit,
Sn =
∑
m˜
|〈n|m˜〉|4, S = 1
Nc
∑
n
Sn. (26)
We note that S may be interpreted as the MB inverse partici-
pation ratio, which has already been studied in the context of
the full ED of the MBL systems.40 Since the distribution of Sn
is very broad,40 one may alternatively consider its logarithm,
lnSn. In any case, values of S depend on the initial state |n〉,
as well as on the disorder configurations i, because of which
the averaging is mandatory for the finite size analysis. Indeed,
the physically most interesting is the L-dependence of S. In
contrast to the NI systems, when by construction within the
current many-body basis S = 1, it is generally expected that
S vanishes exponentially with L even in the MBL phase,39,40
S(L 1) ∼ S0 e−αL , (27)
where α depends on the parameters of the model, in partic-
ular on disorder strength W . The dependence in Eq. (27) is
given by the number of relevant states |m˜〉. In the case of a
MB system satisfying fully the random matrix theory, with the
number of particles conserved, one would obtain
S(L) ∼ N−1tot =
(
L
L/2
)−1
∼ e−L ln 2 , (28)
i.e., the maximal value of α is αmax = ln 2. It is plausible that
for the model under current investigations α < αmax. In par-
ticular, α should be a decreasing function of W . Using S, for
given L one may as well define the effective number of rele-
vant states, N˜st(L) = 1/S(L), where N˜st may be used as the
criterion whether the RBA is fully or only partially convergent
for given L and W .
B. Results
The survival stiffness S, given in Eq. (26), reveals the lim-
itations of the RBA. These limitations arise when one is in-
terested in the precise form of the many–body wave func-
tion instead of the expectation value of some local observ-
able. In Fig. 10, the RBA results for S vs. x are shown for
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Figure 10. (Color online) Survival stiffness S vs. x for V = 1,
W = 6, and various L = 12− 28.
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Figure 11. Exponent α vs. disorder W , evaluated from the compari-
son of L = 12 and L = 16 ED results.
W = 6 > Wc, with S averaged over disorder configurations.
It is evident from Fig. 10 that S scales in a nontrivial way to-
wards x = 0. Furthermore, as may be seen from Fig. 10, for
large L ≥ 20, an extrapolation of results for S towards x = 0
is not feasible. That is, although we might expect that the RBA
involvingNmaxst ∼ 15000 states should reach expected values
down to average S  0.1, this is not the case in Fig. 10. The
discrepancy may be explained by particular properties of the
survival stiffness, which strongly fluctuates between different
disorder configurations. In such circumstances, the average S
is dominated by the large values, while the small values of S
are already suffering from the RBA limitations.
Finally, using the exact results for the L = 12 and the
L = 16 case, in order to estimate α and S0 in Eq. (27), we ob-
tain in Fig. 11 the variation of (configuration averaged) expo-
nent α as a function of disorder W . It should be emphasized
that S depends on the choice of the basis, i.e., our case in-
volves the Anderson MB basis. Nevertheless, the dependence
on W in Fig. 11 reveals generic properties of the disordered
system. For W  Wc, we get a value which approaches (but
does not reach) the limiting one αmax = ln 2 = 0.693, cor-
responding to the full random-matrix scenario. α(W ) reveals
the maximal slope in the ergodic regime by approaching the
transition W ≤ Wc. However, we cannot attribute any spe-
cific feature of S(W ) to the MBL transition. For W  Wc,
we get α → 0 which might be expected for our choice of
the MB basis, since for large W corrections to the initial
wave function |n〉 become small, remaining nevertheless L-
dependent.
VI. CONCLUSIONS
The RBA method presented and its results reveal another
perspective regarding the challenging problems of MBL sys-
tems. Let us first comment on the feasibility of the method
itself. Results of the full ED analysis have the advantage that
exact values can be obtained for each disorder configuration
up to system sizes L ≤ 16, where the averaging due to the
statistical fluctuations associated with different disorder real-
izations involve a significant numerical effort for the largest
L = 16. It is evident that the RBA can go beyond the full
ED size limitations, in particular if we consider large disor-
ders W  Wc. We show that well into the MBL regime
the quite reliable results can be obtained already with strongly
reduced basis Nst  Ntot, i.e., x  1. On the other
hand, closer to the MBL transition, W ∼ Wc, results (for
local density stiffnesses) become more sensitive to changes of
x = ln(Ntot/Nst) and the system size L. Starting with some
random MB Anderson state, the current numerical implemen-
tation of the RBA has two limiting parameters, the resonant
criterion R and the number of generations G. We did not
fully explore the optimization of these two parameters, tak-
ing a fixed G throughout most of the calculation and varying
R to test the dependence of results on the effective number of
RB states Nst. The way in which the RBA converges towards
exact results depends on the parameter regimes. This means
that this property alone may be used in different models to lo-
cate the transition between ergodic and nonergodic part of the
phase diagram, providing additional insights into the structure
of wave functions.
This work focuses on long-time limits of correlation func-
tions, i.e., the density stiffnesses Cd and the survival stiffness
S. These are usually the hardest quantities for numerical eval-
uations, while at the same time being the essential hallmarks
of the MBL. In the thermodynamic limit L → ∞, within the
MBL regime, the averaged density stiffnesses Cd should re-
main finite for d = 0, as well as for small d > 0, due to their
overlaps with the LIOMs. Namely, the latter are (quasi)local
operators as well and represent an alternative defining signa-
ture of the MBL. Our analysis shows that for large systems
above the reach of the full ED, Cd are well represented even
within very restricted Nst  Ntot bases. In order to get
more accurate results for Cd an extrapolation to Nst ∼ Ntot
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is needed and we show that the convenient extrapolation pa-
rameter is lnNst, or x given by Eq. (14). Such dependence
of x has the origin in the marginal validity of the perturbation
expansion (in V ) of local quantities as Cd at fixed L. More-
over, it appears that such property is quite generic in strongly
correlated systems.38
The limitations of the RBA are more apparent in the context
of the survival stiffness S, since it is impossible for the RBA
to reproduce results with very small S < 1/Nst. That is, the
eigenfunctions of the interacting disordered systems cannot be
fully described by the RBA for S  1, which is clearly the
case in the ergodic regime W < Wc, as well as in the non-
ergodic regime at large L > L∗(W ) ∼ 1/α(W ). In relation
to S, the most relevant parameter is the survival exponent α.
As a function of W , α has the strongest variation below the
transition W < Wc, remaining finite but small (α 1) in the
MBL regime W > Wc.
The finite local density stiffness C0 > 0 is the most ob-
vious hallmark of the MBL regime. The results for a single
initial state Cii(n) (as in Fig. 3) indicate that for W > Wc
this quantity exhibits large fluctuations among different sites i.
Remarkably, in the MBL regime, some of the sites or regions
exist for which Cii(n) ∼ 0, impling nearly the ergodic local
behavior. This effect remains well visible even after full ther-
mal averaging for a fixed disorder configuration i, as shown
in Fig. 5. It appears, as a general property, that close to the
transition the thermal C¯ii are dominated by large fluctuations,
developing above a quite uniform and even small C0. This
emphasizes the importance of rare regions, frequently invoked
in the interpretations of the MBL,8,27,47 both from the ergodic
and non-ergodic side.
The results for the averaged C0 at fixed L generally agree
with previous ED findings for L ≤ 16. The extrapolated x→
0 results obtained by the RBA confirm further decrease of C0
with L. As a consequence, for V = 1 previous estimates for
the transition9,28 seem to underestimate the critical Wc, i.e.,
we obtain Wc ∼ 5. Our estimate seems to be more consistent
with the estimations based on the level statistics, e.g., Wc ∼
7.4 for V = 2.8,46 On the other hand, extrapolations beyond
L  20 require some caution as well. Therefore, the current
predictions for the limit L → ∞ are not fully conclusive in
this respect.
Since the presented RBA method can deliver quite reli-
able results in the MBL regime even for strongly reduced
basis Nst  Ntot, it may be applied well beyond the stan-
dard 1D MBL model, as tested in the present work. It is
plausible that this approach can be used for the analysis of
higher-dimensional disordered MB models, which is quite un-
explored area so far, as well as for more complex 1D models,
in particular the Hubbard model realized in optical lattice ex-
periments. Moreover, one may extend its application to time-
dependent correlations, which should further elucidate the ex-
tremely slow relaxation in the MBL systems.
ACKNOWLEDGMENTS
P.P. acknowledges the support by the program P1-0044 of
the Slovenian Research Agency. O.S.B. acknowledges the
support by Croatian Science Foundation Project No. IP-2016-
06-7258. M.M. acknowledges support by the National Sci-
ence Centre, Poland via project 2016/23/B/ST3/00647.
1 P. W. Anderson, “Absence of diffusion in certain random lattices,”
Phys. Rev. 109, 1492 (1958).
2 N. F. Mott, “Conduction in non-crystalline systems,” Phil. Mag.
17, 1259 (1968).
3 L. Fleishman and P. W. Anderson, “Interactions and the anderson
transition,” Phys. Rev. B 21, 2366 (1980).
4 D. M. Basko, I. L. Aleiner, and B. L. Altshuler, “Metal–insulator
transition in a weakly interacting many-electron system with lo-
calized single-particle states,” Ann. Phys. 321, 1126 (2006).
5 V. Oganesyan and D. A. Huse, “Localization of interacting
fermions at high temperature,” Phys. Rev. B 75, 155111 (2007).
6 C. Monthus and T. Garel, “Many-body localization transition in
a lattice model of interacting fermions: Statistics of renormalized
hoppings in configuration space,” Phys. Rev. B 81, 134202 (2010).
7 A. Pal and D. A. Huse, “Many-body localization phase transition,”
Phys. Rev. B 82, 174411 (2010).
8 D. J. Luitz, N. Laflorencie, and F. Alet, “Extended slow dynam-
ical regime prefiguring the many-body localization transition,”
Phys. Rev. B 93, 060201 (2016).
9 M. Mierzejewski, J. Herbrych, and P. Prelovsˇek, “Universal dy-
namics of density correlations at the transition to many-body lo-
calized state,” Phys. Rev. B 94, 224207 (2016).
10 P. Prelovsˇek and J. Herbrych, “Self-consistent approach to many-
body localization and subdiffusion,” Phys. Rev. B 96, 035130
(2017).
11 M. Serbyn, Z. Papic´, and D. A. Abanin, “Universal slow growth
of entanglement in interacting strongly disordered systems,” Phys.
Rev. Lett. 110, 260601 (2013).
12 D. A. Huse, R. Nandkishore, and V. Oganesyan, “Phenomenol-
ogy of fully many-body-localized systems,” Phys. Rev. B 90,
174202 (2014).
13 V. Ros, M. Mu¨ller, and A. Scardicchio, “Integrals of motion in
the many-body localized phase,” Nucl. Phys. B 891, 420 (2015).
14 J. Z. Imbrie, “Diagonalization and many-body localization for a
disordered quantum spin chain,” Phys. Rev. Lett. 117, 027201
(2016).
15 M. Serbyn, Z. Papic´, and D. A. Abanin, “Criterion for many-
body localization-delocalization phase transition,” Phys. Rev. X
5, 041047 (2015).
16 A. Chandran, I. H. Kim, G. Vidal, and D. A. Abanin, “Construct-
ing local integrals of motion in the many-body localized phase,”
Phys. Rev. B 91, 085425 (2015).
17 L. Rademaker and M. Ortun˜o, “Explicit local integrals of motion
for the many-body localized state,” Phys. Rev. Lett. 116, 010404
(2016).
18 M. Mierzejewski, M. Kozarzewski, and P. Prelovsˇek, “Counting
local integrals of motion in disordered spinless-fermion and Hub-
bard chains,” arXiv:1708.08931.
19 J. Smith, A. Lee, P. Richerme, B. Neyenhuis, P. W. Hess, P. Hauke,
M. Heyl, D. A. Huse, and C. Monroe, “Many-body localization in
a quantum simulator with programmable random disorder,” Nat.
Phys. 12, 907 (2016).
11
20 M. Schreiber, S. S. Hodgman, P. Bordia, H. P. Lu¨schen, M. H.
Fischer, R. Vosk, E. Altman, U. Schneider, and I. Bloch, “Ob-
servation of many-body localization of interacting fermions in a
quasi-random optical lattice,” Science 349, 842 (2015).
21 P. Bordia, H. P. Lu¨schen, S. S. Hodgman, M. Schreiber, I. Bloch,
and U. Schneider, “Coupling identical 1D many-body localized
systems,” Phys. Rev. Lett. 116, 140401 (2016).
22 H. P. Lu¨schen, P. Bordia, S. Scherg, F. Alet, E. Altman, U. Schnei-
der, and I. Bloch, “Evidence for griffiths-type dynamics near
the many-body localization transition in quasi-periodic systems,”
arXiv 1612.07173.
23 J.-Y. Choi, S. Hild, J. Zeiher, P. Schauß, A. Rubio-Abadal, T. Yef-
sah, V. Khemani, D. A. Huse, I. Bloch, and C. Gross, “Exploring
the many-body localization transition in two dimensions,” Science
352, 1547 (2016).
24 S. S. Kondov, W. R. McGehee, W. Xu, and B. DeMarco,
“Disorder-induced localization in a strongly correlated atomic
hubbard gas,” Phys. Rev. Lett. 114, 083002 (2015).
25 T. C. Berkelbach and D. R. Reichman, “Conductivity of disor-
dered quantum lattice models at infinite temperature: Many-body
localization,” Phys. Rev. B 81, 224429 (2010).
26 O. S. Barisˇic´ and P. Prelovsˇek, “Conductivity in a disordered one-
dimensional system of interacting fermions,” Phys. Rev. B 82,
161106 (2010).
27 K. Agarwal, S. Gopalakrishnan, M. Knap, M. Mu¨ller, and
E. Demler, “Anomalous diffusion and griffiths effects near the
many-body localization transition,” Phys. Rev. Lett. 114, 160401
(2015).
28 Y. Bar Lev, G. Cohen, and D. R. Reichman, “Absence of diffusion
in an interacting system of spinless fermions on a one-dimensional
disordered lattice,” Phys. Rev. Lett. 114, 100601 (2015).
29 R. Steinigeweg, J. Herbrych, F. Pollmann, and W. Brenig, “Scal-
ing of the optical conductivity in the transition from thermal to
many-body localized phases,” Phys. Rev. B 94, 180401(R) (2016).
30 O. S. Barisˇic´, J. Kokalj, I. Balog, and P. Prelovsˇek, “Dynamical
conductivity and its fluctuations along the crossover to many-body
localization,” Phys. Rev. B 94, 045126 (2016).
31 P. Prelovsˇek, M. Mierzejewski, O. S. Barisˇic´, and J. Herbrych,
“Density correlations and transport in models of many-body lo-
calization,” Ann. der Physik 529, 1521 (2017).
32 Vedika Khemani, S. P. Lim, D. N. Sheng, and David A. Huse,
“Critical properties of the many-body localization transition,”
Phys. Rev. X 7, 021013 (2017).
33 David J. Luitz, Fran c¸ois Huveneers, and Wojciech De Roeck,
“How a small quantum bath can thermalize long localized chains,”
Phys. Rev. Lett. 119, 150602 (2017).
34 P. Ponte, C.R. Laumann, D.A. Huse, and A. Chandran, “Ther-
mal inclusions: how one spin can destroy a many-body localized
phase,” Philos. Trans. A Math. Phys. Eng. Sci. 375, 20160428
(2017).
35 B. Kramer and A. MacKinnon, “Localization: theory and experi-
ment,” Rep. Prog. Phys. 56, 1469 (1993).
36 M. Kozarzewski, P. Prelovsˇek, and M. Mierzejewski, “Distinc-
tive response of many-body localized systems to a strong electric
field,” Phys. Rev. B 93, 235151 (2016).
37 P. Prelovsˇek, O. S. Barisˇic´, and M. Zˇnidaricˇ, “Absence of full
many-body localization in the disordered hubbard chain,” Phys.
Rev. B 94, 241104 (2016).
38 P. Prelovsˇek and X. Zotos, “Hole pairing and clustering in the
two-dimensional t-j model,” Phys. Rev. B 47, 5984–5991 (1993).
39 M. Heyl, “Dynamical quantum phase transitions in systems with
broken-symmetry phases,” Phys. Rev. Lett. 113, 205701 (2014).
40 E. J. Torres-Herrera and Lea F. Santos, “Dynamics at the many-
body localization transition,” Phys. Rev. B 92, 014208 (2015).
41 Y. Bar Lev, G. Cohen, and D. R. Reichman, “Absence of diffusion
in an interacting system of spinless fermions on a one-dimensional
disordered lattice,” Phys. Rev. Lett. 114, 100601 (2015).
42 Edwards S. F. and P. W. Anderson, “Theory of spin glasses,” J.
Phys. F Met. Phys. 5, 965 (1975).
43 D. J. Luitz and Y. B. Lev, “The ergodic side of the many-body
localization transition,” arXiv 1610.08993.
44 M. Mierzejewski, P. Prelovsˇek, and T. Prosen, “Identifying Lo-
cal and Quasilocal Conserved Quantities in Integrable Systems,”
Phys. Rev. Lett. 114, 140601 (2015).
45 S. Gopalakrishnan, K. Agarwal, E. A. Demler, D. A. Huse, and
M. Knap, “Griffiths effects and slow dynamics in nearly many-
body localized systems,” Phys. Rev. B 93, 134206 (2016).
46 D. J. Luitz, N. Laflorencie, and F. Alet, “Many-body localiza-
tion edge in the random-field Heisenberg chain,” Phys. Rev. B 91,
081103 (2015).
47 S. Gopalakrishnan, M. Mu¨ller, V. Khemani, M. Knap, E. Dem-
ler, and D. A. Huse, “Low-frequency conductivity in many-body
localized systems,” Phys. Rev. B 92, 104202 (2015).
