ABSTRACT: Integrated navigation for vehicle guidance is a well-known application of integrated motion measurement systems. For this, the vehicle is modeled as a single rigid body with six degrees of freedom to be determined. Stability problems with these systems occur, but can be avoided by distributing sensors over the vehicle structure. However, in this case the rigid body assumption has to be replaced to take the distributed sensors and the flexibility of the structure into account. By means of a modal approach and Krylov subspaces, appropriate models for the example of a flexible beam have been developed and tested based on simulated data.
INTRODUCTION: INTEGRATED NAVIGATION I
NTEGRATED navigation devices for vehicle guidance, providing the position, attitude, velocity, and acceleration of the vehicle, are the most common example of an integrated motion measurement system. Integrated navigation systems typically combine the signals from an Inertial Measurement Unit (IMU: three accelerometers and three gyros) and a GPS receiver with a single antenna. For this, the vehicle has been assumed to be a single rigid body with six degrees of freedom to be determined (Farrell and Barth, 1999) . Stability problems with these common systems can occur during phases of low vehicle dynamics, but can be avoided by distributing sensors over the whole vehicle structure (Edwan et al., 2007) . However, in this case the rigid body assumption has to be replaced to take the distributed sensors and the flexibility of the structure into account (Wagner, 2003) .
Integrated systems in general are fusing different motion sensor signals by combining their benefits and blinding out their drawbacks. For this, a mathematical routine is needed to combine the different kinematical and geometrical quantities in order to extract the desired information e.g., the deflection of a structure at a specific point. Therefore, the signal fusion requires suitable sensors and a kinematical model to interpret the measurement signals. The example of the motion of an elastic beam, being considered here, is meant to be a way to obtain motion measurements of a wing of a large airplane during flight. This investigation aims not only to establish an extensive motion control but also to establish system identification and structural health monitoring (Hurlebaus and Gaul, 2006; Hristopulos et al., 2007; Gaul et al., 2008 ). An integrated measurement system as deduced from an integrated navigation system consists of three main parts: an appropriate set of sensors (see 'Example of a Sensor Set'), the kinematical modeling of the structure (see 'Kinematical Modeling of Flexible Structures') and the signal fusion. The signal fusion is realized here by an extended Kalman filter (Gelb, 1989) .
The next section 'Principle of Integrated Motion Measurement Systems' will explain the basics of integrated motion measurement systems. As already described, 'Kinematical Modeling of Flexible Structures' section focuses on the required kinematical models of flexible structures and 'Model Reduction and Unit Deformations for the Example of a Beam' section describes the model reduction and different unit deformations for the example of a beam. The last two sections 'Simulation Results' and 'Conclusion' show the simulation results and the conclusion of this work.
utilizing their specific advantages like sensor signals with high signal availability (e.g., inertial sensors) and sensors with good long-time accuracy (e.g., GPS). There are different system integration variants of such systems but they usually have the observer principle depicted in Figure 1 in common. Reliable sensors like accelerometers and gyros provide the input signal vector u. Based on an estimatex of the unknown, but interesting state x and subsequently an estimateŷ of an additional aiding measurement vector y are calculated in the block motion model and aiding model using the equations:
Equation (1) is solved by numerical integration and Equation (2) is the aiding block that prepares the comparison between y andŷ. Therefore, there is a parallelism between the performance of the real moving structure and its aiding equipment on one side as well as a motion and aiding simulation on the other side, which leads to estimates ofx andŷ of x and y. Due to sensor, modeling, and initialization errors, the estimates show inaccuracies, which usually increase with time t and which therefore require a correction (or aiding, which explains the name of y). The feedback of the difference between y andŷ serves as input of a compensation device adjusting the estimatex by Kðy ÀŷÞ. Determining the correction matrix K is typically part of the algorithm of an extended Kalman filter. The Kalman filter uses noisy signals as input u and calculates a smooth estimatex of the unknown state vector x.
KINEMATICAL MODELING OF FLEXIBLE STRUCTURES
Integrated measurement systems for structures with large dimensions and distributed sensors have to take the flexibility of the structure into account (in contrast to the classical ones). The deformation of the structure has to be included in an appropriate kinematical model leading to Equations (1) and (2). The following subsections will present a way to describe the flexibility of a structure by means of deformation variables (Wagner, 2003) . An example of a kinematical model of a beam structure is presented in 'Example of a Sensor Set' section idealizing a wing half of an aircraft during flight. Beforehand, the procedure for creating kinematical models using accelerometers, gyros, and aiding devices as peripheral sensors will be explained.
For this, Figure 2 demonstrates the initial point of the theory for flexible structures. It shows an aircraft fuselage with an exaggeratedly distorted wing half attached, the original wing shape being indicated by the dashed line. A body-fixed coordinate system b with origin B serves for describing the time-variant structural geometry. An IMU is located at B measuring the inertial acceleration € r B and the inertial angular rate x bi . Furthermore, additional accelerometers j a ¼ 1, . . . , a and gyros j ¼ 1, . . . , are placed on the wing measuring the acceleration a j and the angular rate j in the sensor frames.
Accelerometers and Gyros as Peripheral Sensors
The accelerometer attachment points j a are subject to the acceleration:
In this equation, r B is the inertial position vector of B, and ' j a denotes the actual lever arm between the IMU and the peripheral accelerometer j a . The superscript on the left side indicates the coordinate system, in which the differentiation takes place. The angular rate x bi describes the angular velocity between the body and the inertial frame (index b and i). The change of angular rate i _ x bi can be gained by differentiating the signal of the angular rate or by unconventional sensors types that measure directly the angular acceleration. Furthermore, assuming small distortions of the structure (a presumption being largely adequate for flexible vehicles), the actual lever arm ' j a and its body-oriented time derivatives can be approximated by a finite series:
The quantities b(t) represent the additional degrees of freedom that have to be included in the kinematical model and the quantities s characterize unit deformations of the system (e.g., eigenmodes or Krylov subspace vectors). Thus, each additional degree of freedom represents the resultant position shift of a certain point if only the unit deformation is excited ( Figure 3) .
If a ! G a and the sensors are placed appropriately, solving this set of Equations (3)- (6) for each single € b is possible and can be included in the system Equation (1) (Ö rtel and Wagner, 2007) ;
with
.
The introduced functions f Ã is part of the kinematical model (see Equation (1)). The subscripts on the left indicate the coordinate system in which the measurement takes place and the symbol T is a transformation matrix.
Instead of accelerometers, gyros can also be used as input sensors. The peripheral sensor in Figure 2 can also be interpreted as a gyro j that is subject to the angular velocity:
The lever arm Á' j ðtÞ is now approximated by a series of different functions s with
Equation (8) is now linear with respect to _ b ðtÞ. For ! G and well-positioned gyros, solving Equation (8) (again one equation for one sensor) for _ b is possible;
The numbers G a and G as well as the determination of the deformation modes s depend on the structure, the relevant motion excitation, and on the accuracy to be achieved.
Aiding Model
GPS antennas are typically used as aiding devices in integrated navigation systems. In general, typical aiding principles use distance and velocity measurements from well-known points like radar, laser, and ultrasonic units. The kinematical models are simple, using only the geometry of the specific structure. Considering a nonrigid vehicle apart from GPS antennas, etc., further structural sensors (known as internal aiding) such as strain gages, piezoceramics, or fiber optics can also represent signal sources, which specifically detect structural distortions.
Example of a Sensor Set
In the following, the kinematical model for the structure and sensor set of Figure 4 is presented. Two accelerometers and one gyro (here the IMU) are fixed to the bar at the swivel joint and generate the signals a , a (linear accelerations), 0 (angular rate). Three peripheral gyros ( 1 , 2 , 3 ) supply signals for u. In this case three unit deformations s , ¼ 1, 2, 3 are considered to describe the elastic displacement of the structure. The aiding part consists of four radar units measuring the distances and the velocity _ 0 from a nearby wall, and three strain gages provide internal aiding signals ". The state x also includes biases (e.g., Áa , . . .) of the input sensors, which is typical of integrated motion measurement systems and inertial sensors. Also the vertical velocity of the slide _ h ¼ 0 is included in the model to guarantee an observability of Áa and Áa (Gelb, 1989 ):
For a better understanding, the vector functions f and h are shown in the following. According to the procedure of section 'Accelerometers and Gyros as Peripheral Sensors', the kinematical model of the beam can be assembled as follows (the biases are assumed to be constant):
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The expressions for _ b can be written as follows, compared to Equation (10):
In this case, the aiding model is just a function of x, which fulfills the Kalman filter prerequisites (the deformations at the beam are again assumed to be small). The theory of bending elastic beams is needed to process the measured strain " (Roark and Young, 1986) :
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The quantity h Ã is the thickness of the beam. The vector functions f and h for models including peripheral accelerometers increase in volume and can be found in detail in Ö rtel and Wagner (2007) . The next section will deal with the generation of unit deformations.
MODEL REDUCTION AND UNIT DEFORMATIONS FOR THE EXAMPLE OF A BEAM
For the results presented below, the dimensions of the beam in Figure 4 were selected to approximately match Figure 4 . Example of an integrated measurement system: three peripheral gyros ( 1 , 2 , 3 ) and an IMU (a , a , 0 ) as input sensors as well as four radar units ( 0 , _ 0 , 1 , 2 , 3 ) and three strain gages (" 1 , " 2 , " 3 ) for aiding.
the first natural frequency of a wing of a large aircraft. In order to derive the kinematical model presented in 'Kinematical Modeling of Flexible Structures' section, a more detailed model for the beam is required.
There are actually two reasons for using the more detailed model. The first is to obtain realistic simulated motion data x of the vibrating structure, including the measurements u and y using the finite element software Abaqus. The second purpose is to provide the basis for a modal and a Krylov subspace model reduction approach to obtain unit deformations s ð" r j Þ as described in sections 'Modal Approach' and 'Krylov Subspace Vectors'. The modal approach reduces the model of the simple beam structure to its dominant vibration modes. Here, the modes with the lowest frequencies shall be decisive for the vibration performance. The unit deformations s ð" r j Þ of the second approach represent an orthonormal basis of the Krylov subspace (Salimbahrami, 2005) . Methods based on Krylov subspace define a projection from a high-dimensional space of the original model to a lower dimenional space using the transfer matrix (in the frequency domain) of the system.
The next subsection will initially focus on the necessary mass and stiffness matrices to perform the two mentioned approaches.
Beam Elements
With the more detailed model a finite beam element including six degrees of freedom was derived to describe the structure. The beam element is consistent in its nodes up to the second derivative of w. Due to the use of strain gages the information about the curvature is also needed within the kinematical model. The use of this developed finite element is more useful than the classical Bernoulli beam element, which is only consistent in its nodes up to the first derivative of w and would therefore require a numerical differentiation step to obtain the curvature information. Further on, the order of accuracy of this beam is significantly higher compared to the Euler Bernoulli beam.
The beam is described with the following differential equation, with A being the cross-section, Young's modulus E, geometrical moment of inertia J, and mass density :
The chosen finite element has two nodes each with three degrees of freedom ! w, ! w 0 , und ! w 00 (local derivatives are shown with an inverted comma). The basis function can be described with a polynomial of fifth order.
An approximation approach for the displacement w is shown:
The element is reasonable for beams considering just one direction in space, like the investigated model in 'Example of a Sensor Set' section. For describing movements in different directions in space, this element type is not meaningful anymore. The mass and stiffness matrix M and K for the used approximation is the following (Knothe and Wessels, 1999) :
The matrices M e , K e for the element e of length l e can now be derived, assuming that A and EJ are constant: 
The dominant eigenmodes of the (undamped) system are collected in the reduced modal matrixŴ r . This procedure is also known as dynamic condensation:
The reduced system can be written as follows using the reduced state vector w r :
The left three plots of Figure 5 show the first four elastic modes and the rigid body mode, which is due to the pivoted upper end of the beam. Higher vibration modes are neglected. This truncation of the modes is reasonable because the system is excited only with frequencies close to the first four eigenfrequencies of the system. As expected, the first elastic eigenmode shows one zero-crossing with the abscissa, the second elastic eigenmode two zero-crossings, and so on. These normalized eigenmodes (maximum deflection normalized to one) are obtained with respect to the inertial coordinate system index i. However, due to the theory (see 'Kinematical Modeling of Flexible Structures' section) the obtained eigenmodes have first to be transformed into the body coordinate system (index b). The transformed normalized eigenmodes (again, maximum deflection normalized to one) are shown on the right side of Figure 5 . The first and second transformed eigenmodes look similar. The first, third, and fourth eigenmodes, however, can be clearly distinguished. Using all four transformed eigenmodes the unit deformations s would lead to bad estimation results. This is due to the similar shapes of the first and second transformed eigenmodes, as the filter is hardly able to distinguish between these modes. Therefore the two modes are combined to one mode, that is the average displacement value of both. These final shapes are used as the unit deformations s .
Krylov Subspace Vectors
In this section, the theory of Krylov subspaces (Lohmann and Salimbahrami, 2004; Wirnitzer, 2004; Salimbahrami, 2005 ) is used to obtain the unit deformations. The Krylov subspace approach describes the transfer matrix (ratio of output to input in the frequency domain) of the system about a reference frequency 0 with a Taylor series expansion. We are assuming the following second order system: with G, and L being the input and output matrix. Equivalently, Equation (25) can be written as a first order system with I being the unit matrix:
The transfer matrix of this system can be written as:
The Taylor series expansion of the transfer matrix about zero is as follows. The coefficients of this series, without negative sign, are called moments about zero according to the condition that A is invertible:
The Krylov subspace approximation uses the following relations:
The column vectors of the matrices P 0 , P 1 , . . . , P qÀ1 span the Krylov subspace. The input and output secondorder Krylov subspace for system (25) is defined as follows, withD ¼ D þ 2 0 M and non-singular
The two Krylov subspaces are (in general different) vector spaces with so far unknown basis to be determined. A typical method to generate a basis for the Krylov subspace is the Arnoldi algorithm (Salimbahrami, 2005) , but within this work the basis was obtained by using a singular value decomposition of the Krylov subspace (Bronstein et al., 2005) . The basis of these vector spaces can be interpreted as unit deformations needed for the kinematical model of the integrated measurement system. The matrices W a and W b are introduced, which contain column vectors that span the Krylov subspaces K q 1 and K q 2 respectively. If the columns of matrices W a and W b form a basis for the second order input and output Krylov subspace K q 1 , K q 2 , respectively, both with the same rank, then the first q 1 þ q 2 moments (see Taylor series expansion) of the original and reduced order systems match.
The reduced system can be written using the reduced state vector w r :
In the first case the input and output matrices were chosen to be the unit matrix G ¼ L ¼ I, with 0 being the first eigenfrequency of the system and D ¼ 0. The mass and stiffness matrix M and K follow the section 'Beam Element'. In the second case, the information of the positions of the sensors used in the integrated system is included G ¼ L 6 ¼ I (reduced inputoutput behavior). The basis matrices W a and W b of the input and output Krylov subspaces, respectively, were determined to be each orthogonal (W Figure 6 shows the Krylov subspace vectors with G ¼ L ¼ I. Comparing these unit deformations with the eigenmodes of the system, it can be seen that the shapes are quite similar. Whereas, looking at Figure 7 (also a bi-orthogonal basis), the shapes are different especially in the higher derivations of w. This is due to reduced input/output behavior of the system, which leads to a loss of information at the nodes without sensors.
Again, the obtained shape functions are transformed into the body system equivalent to the modal approach. The second and third Krylov vectors for both cases are quite similar and therefore combined into the averaged Krylov vector. The resulting transformed and combined shape functions are used as unit deformation.
SIMULATION RESULTS
All results shown in this section are obtained using the kinematical model in the section 'Example of a Sensor Set'. Only the unit deformations s from the sections 'Model Approach' and 'Krylov Subspace Vectors' have been changed. Furthermore, the same input and aiding data were used to make the Kalman filter estimates comparable. The data were generated by simulation (including measurement noise and bias). Figure 8 compares the error (difference between estimated and simulated, 'real' values) of the elastic deformation at the lower end of the beam using the modal and the Krylov subspace vector approach with G ¼ L ¼ I and G ¼ L 6 ¼ I (reduced input output behavior) to describe the three unit deformations.
It can be clearly shown that the performance of the filter using the modal unit deformations (standard deviation of the error of elastic deformation at the end of the beam about 0.5 cm) is better compared to the Krylov vector approaches (about 1 and 2 cm, respectively). The maximum elastic deformation at the end of the beam was close to 50 cm, which reaches the upper bound of the linear elastic theory. It can be noticed that every 100 s the errors increase, which is due to an impulse type motion excitation that occured at this time.
Concerning the reduced input/output case with G ¼ L 6 ¼ I, it is only meaningful to get information about the deformation of the beam at nodes that are mapped in the reduced system. Within this analysis mapped nodes are nodes where sensors are located. Therefore, the error of elastic deformation was determined at the end of the beam, that is the position of a peripheral gyro and a radar unit. The information of other positions (without sensors) are lost in this reduced approach, as can be seen in Figure 7 . Regarding the error of the angle in Figure 9 with a maximum deflection of about 12 , the same effect can be seen compared to the error of elastic deformation: the unit deformations of the modal approach (standard deviation of the error of angle is about 0.09 ) are superior to the Krylov vector ones (about 0.1 and 0.3 ) and the performance of the modal unit deformation is more robust and less susceptible to impulse type loading.
CONCLUSION
This article illustrates that integrated navigation systems can be expanded to flexible vehicles with large structural dimensions to measure distortions of the structure. The core of the measurement system is a suitable kinematical model of the structure and sensor set considered. Including deformation variables into this model, it is possible to describe the motion of flexible structures using acceleration, velocity, range, and strain signals. The estimated data of the Kalman filter can be used for motion control of large structures and for structural monitoring. Possible applications are gust alleviation, minimizing structural loads of wings, sound reduction of helicopter blades, etc.
The comparison between modal and the Krylov subspace approach showed the advantage of the first method. The modal approach yields better estimation results for the excitation considered. However, the positioning of the sensors along the structure has to be further optimized. So far, the information of the eigenmodes was used to position the sensors at points of maximal amplitude.
Several Kalman filters running in parallel, each using different kinematical models including a different number of unit deformations could also to be tested. These socalled cascadian filters (Sasiadek and Wang, 2001) would choose between different kinematical models including more or less deformation variables. The idea of switching the filter can be realized with an additional dynamic parameter. This parameter judges the actual movement in terms of dominant vibration modes.
