1. Introduction. In recent papers, P. B. Bailey [2] and M. Godart [5] have used the Prüfer transformation to calculate the eigenvalues of nonsingular and some singular Sturm-Liouville boundary value problems. This method has the advantage over usual initial-value and algebraic methods (see e.g. [3] , [4] and others) since the nth eigenvalue is obtained directly by prescribing n. The use of the Prüfer transformation for the computation of eigenvalues of nonsingular problems was also suggested by Kamke ([6, ). A similar method was used by Milne [8] .
In the present article, we establish the existence of a general class of singular problems which may be solved in a straightforward manner using the Prüfer transformation. For simplicity, in Section 2, we describe the method for nonsingular Sturm-Liouville problems. In Section 3, we show that this method is applicable to a large class of singular problems. Some examples are given in Section 4. In Section 5, we extend the class of singular problems to which this method is applicable by introducing a modified transformation.
Computation of Eigenvalues for Nonsingular Problems.
We consider the problem of computing the eigenvalues for boundary-value problems associated with the Sturm-Liouville equation (1) (
where the interval [a, b] is finite. On the closed interval [a, b], we take p, p', p and q to be real and continuous where p and p are positive. For this nonsingular problem, we consider boundary conditions of the form
Applying the Prüfer transformation, we introduce the new variables r(x) and 6(x) defined by
Under this transformation, we obtain the equation
with boundary conditions (6) 9(a) = A ,
6(b) = B + rnr, where -7r/2 ^ A < ir/2, -ir/2 á B < i/2, and n is a nonnegative integer. To find the nth eigenvalue of (1), (2) , (3), we proceed as follows. For a given value of X, we integrate (5) from a to (a + b)/2 using (6) as an initial condition to produce the solution 6a(x, X) for x £ [a, (a + b)/2\. For this same value of X we integrate from b back to (a + b)/2 using (7) with a particular choice of n as an initial condition to produce the solution 6b(x, X) for x £ [(a + b)/2, b]. When X equals the nth eigenvalue X" (8) ECK») = 6a((a + b)/2, K) -eb((a + b)/2, \n) = 0 .
The determination of the nth eigenvalue is thus equivalent to solving the transcendental equation (8) . Although Godart [5] has suggested this procedure in the case of problems which are singular at both a and b, it is advantageous to always integrate from both a and b since the accumulation of rounding errors will be reduced. Equation (8) can be solved by iteration. In [5] , Godart applies the NewtonRaphson approximation method. That is, for an initial value X"(0) successive estimates of X" are given by
where E'(\) is obtained as follows. Defining
From (6) and (7), we obtain the conditions (12) x(a, X) = 0 ; XQ>, X) = 0 .
Thus for each iterative step in addition to solving (5) to obtain E, we must also solve (11) to obtain E'.
3. Computation of Eigenvalues of Singular Problems. If (1) has regular singular points at x = a or x = b, it would appear that a different technique of integration is required. We shall show, however, that for a wide class of such singular problems, this is not the case. As pointed out by Bailey [2] , the asymptotic behavior of the solutions of (1) usually serves to determine the boundary condition for 6 at the singular points. By studying this asymptotic behavior, we determine a class of singular points for which the method described in Section 2 can be applied directly.
We start by considering the normal form To apply the method of Section 2, it is necessary that 0' have a finite value at x = 0. Using (4) we may write (15) in the form
where (17) r2(x) = u2 + x2«PV2.
For 0' to be finite at x = 0, solutions of (13) must be of the form u(x) = xffU(x) where U(0) t¿ 0 and U is analytic. It will be convenient to consider two cases.
Case I. ß > 0. Then u'(x) = xe~W(x) where V(x) = ßU + xU'(x) is analytic and F(0) ^ 0. From (16) we then obtain
The numerator of (18) is not zero at x = 0. The denominator of (18) vanishes for x = 0if0<a<2. Consequently, 0' is not bounded near x = 0 for this range of values of a. However, for all other values of a, 6' is well defined. One notes that this behavior is independent of the value of y, the order of the zero of Q(x) at x -0.
Case II. ß = 0. In this case r(x) does not vanish and remains finite if a S: 0. Thus for a ä; 0 we need only consider the behavior of the first term on the right side of We remark that if 0' is computable at a singular point under the conditions of this theorem then x' of (11) will also be computable. This may be seen by noting A modification of the analysis used in proving the above theorem shows that the method can be applied to (14) whenever a = 1 and ß > 0. To see this we again consider a solution of the form u(x) = xßU(x). This implies that 7 = 0 and ß = (-Ä(O))1'2. From (16) and the fact that V(x) = ßU + xU'(x), we obtain
But ß2 = -R(0), consequently the first term on the right is finite and 0' is computable in a neighborhood of the origin.
4. Some Examples. Before presenting examples of the use of the above theorem, we shall briefly describe the procedure used for the numerical solution of each of the example problems. The differential equations were first written as a system of firstorder equations. The classic Runge-Kutta fourth-order method (see Collatz [3] ) was used to obtain starting values. The remainder of the computation was carried out using a predictor-corrector method obtained from the Adams extrapolation and interpolation methods described by Collatz [3] by retaining differences through the third order. The corrector was applied once per computational step, an estimate of the local truncation error was made at each step to ensure that this error did not exceed a predetermined tolerance.
In [4] , Fox considers the problem of an oscillating elliptically shaped narrow lake. This leads to the solution of the boundary value problem (21) u" + xu'/(l -x2) + Xn = 0 , x E (-1,1) n(±l) = 0.
For this problem we have a = -1/2, ß = 3/2 and, consequently, it falls under case (i) of the above theorem. The following table gives computed values for X¿, i = 1, 2, 3 of (21) for three step sizes A in the integration scheme. Bessel's equation of order zero has a = 1, ß = 0 and is an example of case (ii).
We have (22) (xu'Y + X.TO = 0 , w(0) finite , u(l) = 0 .
The results of the computation are summarized in Table II . associated with the study of the energy levels of the hydrogen-helium molecular ion. Both singular points of this example fall under case (ii). Thus we may integrate (5) from both ends and avoid the computational difficulties of integrating into a singular point. Godart [5] did this to find eigenvalues of Legendre's equation. Using this method with an integration step of 0.005, we obtained Xi = 27.50301, which agrees favorably with previous results. As would be expected, the convergence of the Newton-Raphson iteration depends on the initial guess X"(0). It is possible to obtain estimates of Xn using asymptotic formulae or other methods as given in [1] , [3] , and [7] . In particular, we note that the initial choice of Xi for equation (23) is especially critical.
Finally, we note that we have been unable to find specific examples in mathematical physics which fall under cases (iii) and (iv) of the theorem. where 0O = 0(0) and n is a parameter to be determined. Equation (5) We note that <£ will be a solution of (26) Also in the neighborhood of the origin, we have by (32) for a £ (1, 2) with n = (2 -a)/(a -1). 6(x) may then be found from (26) and (27).
Theorem 2 may be used to compute the eigenvalues of such singular problems in the following way. We find (p(x, X) by integrating (26) and subsequently 6(x, X) from (27) for a choice of X. As before, with this function 6, we integrate (11) to get x(x, X) and use (9) to obtain successive approximations for the eigenvalue.
As an example, we consider 
