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ABSTRACT 
The inverse of a symmetric tridiagonal matrix with variable entries is obtained in 
explicit form. It is shown how this knowledge can be applied in proving convergence 
of a classical finite difference method for computing eigenvalues of twwpoint 
boundary-value problems associated with the general regular Sturm-Liouville differen- 
tial equation of the form (py’)’ + (Xq - r)y = 0. 
1. INTRODUCTION 
The author computed the explicit inverse of a five-band matrix J which 
arose naturally in connection with the numerical treatment via finite dif- 
ference methods of a twopoint boundary-value problem involving a second- 
order linear differential equation lacking the first derivative. The entries of 
the matrix J were functions of a single real parameter. Also, the author relied 
solely on the theory of linear difference equations for generating the elements 
of J-i; see [14, eqs. (2.1)-(2.14)]. 
Usmani and Marsden [15] obtained the explicit inverse of another 
five-band matrix which arose in the numerical approximation of the real 
solution of a boundary-value problem involving a fourth-order differential 
equation of plate-deflection theory. The inverse and infinity norm of yet 
another five-band matrix were obtained by Usmani and Meek [16]. It was 
shown how this knowledge could be applied in proving convergence of a 
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finite-difference method for the numerical integration of the equation 
subject to the boundary conditions 
y(a) - A, = y(b) - A, = y’(u) - B, = y’(b) - B, = 0. (1.2) 
Finally, Isa and Usmani [ll] inverted an n X n band matrix which arose 
in approximation, via quintic spline function, of the solution of the differen- 
tial equation 
*Y = g(x) 0.31 
subject to the boundary conditions 
y(n)-A,=y’(a)-A,=y”(b)-A,=y”‘(b)-A,=O. (1.4) 
The purpose of this note is to compute the explicit inverse of a symmetric 
tridiagonal matrix with variable entries. We shall show in the sequel how this 
knowledge is effectively applied in the error analysis of the Sturm-Liouville 
eigenvalue problem (2.1). 
2. STURM-LIOUVILLE EIGENSYSTEM 
We shall consider the Strum-Liouville system 
Ly=$ rJb$ +[A&+r(x)]y=o, 
[ I 
y(a)=y(b)=O. (2.1) 
In (2.1) the real-valued functions q(x), r(x) are continuous, p(x) E 
C’[u, b], and they satisfy the conditions 
&x),9(4 > 0, 44 a 0, XE [u,b]. (2.2) 
Such eigenvalue problems occur in applied mathematics, modem physics, 
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and engineering [7, 9, 10, 131. A widely used technique for obtaining the 
approximations to A satisfying (2.1) and (2.2) is by finite-difference methods. 
We introduce a finite set of grid points 
xi = a + ih, i=O(l)n+l (2.3) 
with x0 = a, x,+~ = b, and h = (b - a)/(n + l), n > 1. The conditions (2.2) 
ensure that the boundary-value problem (2.1) has infinitely many eigenvalues 
{hk}, k=0,1,2 ,..., satisfying 
o<x,<x,< ... <A,< .f. (2.4) 
such that X, + co as k + co; see [13]. 
Recently, Chawla and Katti [l-3] have developed finite-difference meth- 
ods for computing approximate values of X for the eigenvalue problem (2.1) 
with p(x) = 1 and r(x) = 0. In [17], the author has presented some new 
finite-difference methods for computing eigenvalues of the problem (2.1) with 
p(x) = 1. For approximating eigenvalues it is natural to ask for a discretiza- 
tion of the form 
Cy = Xh2Qy + t(h), (2.5) 
where C is a suitable band matrix (preferably symmetric), Q is a nonsingular 
diagonal matrix, and t(h) is the local truncation error. The reasons for this 
choice of discretization are also cited in [2]. 
3. EXPLICIT INVERSE AND PROPERTIES OF A 
TRIDIAGONAL MATRIX 
Let A = ( Zi j) be a tridiagonal matrix of order n such that 
( 
Pi-l/2 + 'i+1/2' i = jy 
aij = - Pi-l/Z> i-j=l, 
- Pi+l/Zy j-i=l, 
(3.1) 
where pi = p( xi). We now proceed to determine A ’ = (a i j) explicitly. On 
multiplying the rows of A with the j th column of A - ‘, one obtains the 
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following linear difference equations of order 2: 
- Pi-l/@-l, j + [Pi-l/2 + Pi+l/Z laij-Pi+l/P.ai+l,j 
i 
0, a”j = 0, i = l(1) j - 1, (i) 
= I, i = j, (ii) (3.2) 
0, a,+l,j = 0, i = j + l(l)n. (iii) 
We write (3.2) (i) in the form 
ai+2, j - 
Pi + l/2 
+- 
Pi + 3/Z 
aij=O, 
aoj = 0, i=O(l)j-2. (3.3) 
We seek the sequence { a i j }, i = 0( l)j, as the solution of the linear difference 
equation (3.3). Note that (3.3) is a second-order, homogeneous linear dif- 
ference equation with variable coefficients. Also, we find obviously that one 
solution of (3.3) is 
a!!’ 55 1 
‘I * (3.4) 
We now try to find, employing the method described on p. 156 in [6], a 
second solution u$) of (3.3) which is linearly independent of the first solution 
given by (3.4). 
Let 
a!?’ = a!‘?u.. 
'I 'I 'I 
be the second solution of (3.3). Then 
1 i-1 uj+l,j - vii = a?’ t+1, j’!:’[ 1 n hn C, r = 0 
C E R, the field of real numbers. In (3.6) 
b,, = ~m+~,z/~n,+3,2. 
(3.5) 
(3.6) 
(3.7) 
EXPLICIT INVERSE OF A BAND MATRIX 193 
On substituting b,,, in (3.6) and then on solving the resulting first-order linear 
difference equation with constant coefficient, namely 
Pl/2 
ui+l j - uij = c- 
Pi + l/2 
(3.3) 
one obtains 
“ij = “Oj + cKiPl/2, (3.9) 
where 
1 
K,= i -. 
*=l Pm-l/Z 
(3.10) 
Finally the general solution of (3.2) (i) is given by 
aij = D, + D,K,. (3.11) 
Using aoj = 0, we find that D, = 0. Hence the solution of (3.2) (i) is 
aij = D2Ki, i = l(l)j. (3.12) 
Here the constant D, is independent of the variable i but may depend on j. 
In a similar manner the solution of (3.2) (iii) with the associated condition 
a n+l,j = 0 is obtained in the form 
aij=Ds[Ki-K,+i], i = j(l)n, (3.13) 
where D3 may, in general, be a function of j. The element a jj can either be 
obtained from (3.12) or (3.13). On equating the expressions for a jj obtained 
from (3.12) and (3.13) respectively, we obtain a linear equation in the 
unknowns D, and D3. The second equation in these unknowns is obtained on 
substituting a j-1, j, a .j, and aj+l j 
i. 
in (3.2) (ii). Thus the unknowns D, and 
D3 are obtained on so vmg the equations 
DzKj=Ds[Kj-Kn+l] (3.14i) 
- pj+l,2D3[ Kj+l - K,+l] = 1. (3.14ii) 
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On solving the system (3.14) one obtains 
K 
D,= 
n+l- Kj - Ki 
K ’ 
D3 = - 
n+l K ’ n+l 
(3.15) 
On substituting the value of D, in (3.12) and the value of D, in (3.13) we 
obtain 
I 
Ki(Kn+l- Kj> 
K 
> 0, i < j, 
n+l 
aii= Kj(K,+l- Ki) 
K 
> 0, i> j. 
n+l 
(3.16) 
We summarize the above results in Theorem 1. 
THEOREM 1. Let p(x) > 0. The symmetric matrix A given by (3.1) is a 
monotone matrix (that is, A-’ >, 0), and A-’ = (aij) is symmetric with 
Ujj = 
w,+1- Kj> 
K 
’ 0, i < j. 
n+l 
(3.17) 
The proof of the preceding theorem follows from (3.16) and Theorem 3.7 
on p. 360 in [8]. The muin contribution of Theorem 1 lies in the explicit 
representation of the inverse of a tridiagonul matrix with van’able elements. 
The well-known fact that the matrix A is monotone is useful in obtaining 
IIA-‘IICXC 
REMARK. For p(x) = 1, we obtain from (3.17) aij = i(n - j + l)/(n + l), 
i < j, as established by Henrici [8] and Varga [ 181. 
4. APPLICATION 
The properties of the matrix A derived in the previous section will now 
be applied to obtain approximate values of X satisfying (1.1) and to prove 
convergence of the numerical method described below. 
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The boundary-value problem (1.1) is discretized by the classical three-point 
scheme 
- PiGl/ZYi-1 +(Pi-l/2+ Pi+,/2 + h2ri)Yi-Pi+l/2Yi+l 
=hh2/Jjyi-&V +a/]+O(h”), (4.1) 
i = l(l)n, where /.L = p(x)y’ and u = p(x)y “’ [4]. The system of linear 
equations (4.1) can be written conveniently in matrix form 
(A + h2R)y = Xh2Qy + t(h). (4.2) 
The matrices R and Q are diagonal matrices 
R = diag( r,), Q = diag( qi>, (4.3) 
Y = [Y,Y, . . . y,]r and Ilt(h)ll, =O(h4). [For a vector v =(vi) we have 
(01 = (]vr]), ]]v]]~ = maxi]vi], and for a matrix M = (mij) we have IlMll, = 
maxiC;=r]mij].] Th us, our method for computing approximations A to h can 
be expressed as a generalized matrix eigenvalue problem 
(A + h2R)Y = Ah2QY. (4.4) 
The matrix A is also positive definite, and hence it can be easily shown that 
for any h > 0, the approximations A to A by (4.4) are real and positive for all 
p(x), 9(x) > 0 and r(x) >, 0. We next prove that our method provides 
0( h2)-convergent approximations A for X. 
LEMMA 2. Let Z(h) = (A + h2R)-‘t(h). Then for each eigenvalue h of 
(2.1) and the corresponding normalized eigenfunction y(x), there exists an 
eigenvnlue Ah2 of A-‘(A + h2R) such that 
(4.5) 
For the proof of the lemma, the reader is referred to Lemma 2 in [2] and 
WI* 
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THEOREMS. Let any fixed eigenvalue h of the boundary-value problem 
(2.1) be approximated by some eigenvalue A of the discrete problem (4.4). 
Then 
I I I-; =0(h2). (4.6) 
Proof. The matrices A + h2R and A are both monotone matrices [8] 
satisfying A + h2R >, A and hence 
(A+h2R)-‘<A-’ (4.7) 
for r(x) > 0. It now follows from Theorem 1 that 
jIAP’llrn = max i laijl = max i aij 
i j=l i j=l 
= O(h-‘). (4.8) 
Now, from the definition of Z(h) in Lemma 2, we obtain 
Q IW’II&(h) Ilm 
< 0( h-2)0( h4), [by (4.1) and (4.8)] 
< 0(h2). 
The result of the theorem now follows from (4.9) and Lemma 2. 
(4.9) 
n 
REMAFUC. One of the reviewers has also suggested that Theorem 3 can be 
proved without using the explicit representation for A r. However, the 
author at present has not succeeded in doing so. 
5. A NUMERICAL ILLUSTRATION 
We shall compute the smallest eigenvalue X, of the system 
[e”y’]‘+[Acosx-sinx]y=O, Y(O) = y(l)=% (5.1) 
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TABLE 1 
OBSERVED RELATIVE ERRORS IN ABSOLUTE VALUES 
h A, Relative error 
I 
4 17.725,559 5.477 x 10-a 
I 
8 18.445,464 1.36Ox1o-2 
r 
IB 18.633,364 3.378 x 10 3 
r 
32 18.680,733 8.338x1O-4 
I 
I% 18.692,598 1.985x 10m4 
I 
IW 18.695,566 3.969x lo-” 
with different values of the step size h. The computed numerical values of Al 
are presented in Table 1. The relative errors are also calculated and tabulated 
using X r = 18.696, 308,. . . . This value of A, (assumed to be exact) was 
obtained using our present method based on (4.4) with h = &. We also 
observe from the entries of the accompanying table the quantity II- A,/A,I 
behaves like O(h2), which is in agreement with the conclusions of Theorem 
3. We employed inverse iteration for computing only the smallest eigenvalue 
of the system (5.1) because in many physical applications the smallest 
nonzero eigenvalue happens to be the one of primary importance. However, 
if several eigenvalues (e.g. A,, A,, etc.) are desired, the present method can 
be modified by combining it with some techniques of deflation. 
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