Abstract-We study the energy dispatch of power distribution networks (PDNs) coupled with urban transportation networks. The electricity demand at each charging/swapping facility is influenced by the arrival rates and charging requests of electric vehicles, which further depends on the spatial distribution of traffic flows over the entire transportation system. We consider the impact of the road congestion on route choices of vehicles from a system-level perspective. The traffic flow pattern in steady state is characterized by the Wardrop user equilibrium. We consider the PDN load perturbation caused by the traffic demand uncertainty, and propose a robust dispatch method that maintains the feasibility of an alternating current power flow constraints. By applying the convex relaxation to nonlinear branch power flow equations, the proposed model yields a two-stage robust convex optimization problem with an implicit uncertainty set. Moreover, a decomposition framework is proposed, in which the first phase determines the uncertainty set of electricity demand by solving two traffic assignment problems associated with the extreme scenarios, and the second phase solves a two-stage robust second-order cone program following a delayed constraint generation framework. Several issues regarding the scalability and conservatism are elaborated. Case studies corroborate the applicability and efficiency of the proposed method.
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I. INTRODUCTION
T HE past decade has witnessed the growing interest on electric vehicles (EVs) due to their potential benefit on alleviating environmental pollution of modern metropolis [1] . The emerging of high penetration of EVs introduces remarkable interdependency across two physical infrastructures: the urban transportation network (UTN) and the power distribution network (PDN) [2] , [3] .
From the power system perspective, existing research on EV charging management can be roughly divided into three categories. The first one centers on how to utilize demand response programs and flexible EV loads so as to facilitate the operation of power systems, such as [4] - [6] . The second one focuses on profit maximization, encompassing various optimization/game problems which share similar requirements of optimizing the utility of either the aggregator or the consumers, such as [7] - [9] . The third one endeavors to assess the grid operation impact of EV charging facilities from various perspectives, such as [10] - [12] . A common assumption in these researches is that the charging pattern (e.g., vehicle arrival rate and time, as well as the amount of charging requests) has been given exogenously, or assumed to follow a certain probability distribution. Such a simplification may no longer be valid when the entire system is under investigation.
Consider an UTN, the electricity demands of on-road charging stations and battery swapping stations depend on the arrival rates of EVs, which are closely pertinent to the traffic flow passing it. In traffic theory, the spatial distribution of traffic flows depends on the congestion pattern over the entire transportation network. This gives rise to the traffic assignment problem (TAP) [13] , in which every driver wishes to complete his travel with minimal time. The traffic flow distribution and charging request variation will apparently affect the operation of PDN, who provides electricity to the charging facilities. Such interdependency calls for interdisciplinary studies on the coupled transportation and electricity infrastructures.
Recently, researchers are beginning to recognize the necessity of developing appropriate tools to analyze such kind of interdependency. A multi-agent transport simulation platform is established in [3] , which aims at providing a detailed description on the energy consumption dynamics and the operation of the PDN. From a decision-making point of view, the latest trend is to integrate TAP and optimal power flow (OPF) in a synthetical optimization model. Under such a framework, optimal pricing of electricity and roads is investigated in [14] and [15] . In [14] , the branch power flow (BPF) model and a price-maker retail pricing scheme is utilized. In [15] , the direct current (DC) OPF and the locational marginal pricing scheme is adopted. The optimal deployment of public charging stations is studied in [16] , following similar technical settings in [15] . A multi-objective traffic-constrained planning model of EV charging stations is proposed in [17] , which emphasizes on eliminating the range anxiety of EV drivers, minimizing the power loss, and enhancing the voltage profile.
Above pioneer studies assume the system operator has complete information on the system parameter, which may not be exactly known in practice. To tackle potential parameter uncertainty in the latency function of TAP, the robust TAP is studied in [18] . By assuming that each driver can estimate the range of uncertain data, they will choose the route with minimal cost in the worst data realization. From an engineering viewpoint, the time-varying traffic demand is more difficult to be predicted with high accuracy. In this regard, stochastic TAP is studied in [19] , which specifies a probability distribution on the trip rates, and minimizes the expectation of the residual of user equilibrium (UE) optimality conditions. However, an exact probability distribution is even more difficult to acquire.
In this paper, we study the operation of the PDN coupled with an UTN, which is similar to the settings in [14] and [15] . The contributions are twofold. 1) Incorporating the UTN model in the economic operation of the PDN, so as to capture the interdependency between the two critical infrastructures. The steady-state distribution of vehicular flows is described by the Wardrop UE, which captures the selfish behavior of road travelers and is determined by the optimal solution of a static TAP. While most existing studies in line with EV charging management assume foregone driving patterns, the proposed approach in this paper offers one possible way to take the impact from the traffic side into account. We adopt a non-atomic setting for the vehicular flow, i.e. the action of a single vehicle has little impact on the overall system performance, so the heterogenous battery status and charging choices of each individual vehicle do not appear in the model, and the aggregated charging effect will be described through an interface function in the link vehicular flow. This paradigm may be different from some existing studies in the power system community, but reasonable from a system-level perspective. Moreover, the proposed framework is readily extendable to more so- [20] is devised to solve this challenging problem. The difference lies in the fact that the master problem is an SOCP. Duality theory of conic programming is used to derive the scenario generation oracle, which yields a biconvex nonlinear subproblem. We discuss how to solve the subproblem with different requirements on scalability and optimality. From the uncertainty side, we consider interval traffic demands which are distribution-free. Unlike traditional research on robust optimization for power systems in which the set of possible nodal power injection is explicitly given, in this study, the uncertainty set of PDN electrical demand is not instantly available, and should be mapped from the set of traffic demand uncertainty through Wardrop UE condition and the interface equation. Based on the monotonic relationship between traffic demand and link flow, we reveal the structure of the nodal load variation set and derive its box hull which plays the role of uncertainty set. We also discuss how to control the model conservatism by incorporating budget constraints with an adjustable parameter. We derive a polyhedral outer approximation for the PDN nodal power demand uncertainty when the interface equation is linear and the budget constraint is considered. It is worth mentioning that the robust AC-OPF problem has been considered in a recent publication [21] , however, it differs from the one proposed in this paper in two ways. On the one hand, the power flow equation in [21] is established in the rectangular coordinate, and is applicable for both meshed networks and radial networks. It assumes the bus voltage in the complex form as V i = e i + ie j and introduces additional variables c ij = e i e j + f i f j and s ij = e i f j − e j f i . To extract the values of original decision variables, an inverse transformation is needed. The BPF equation adopted in this paper directly handles the magnitude of bus voltage and branch active/reactive power flow, which is more straightforward for radial networks. On the other hand, the robust model in [21] follows a single-stage setting, i.e., it fixes the policy on how generators will respond to the forecast error, and makes all decisions before uncertainty is known exactly, while the robust dispatch model in this paper follows an adjustable setting, and it allows re-optimization of generator dispatch when the uncertain data is observed. In this regard, their solution methods are completely different.
The rest of this paper is organized as follows. The mathematical models of the UTN and PDN are firstly introduced in Section II with emphasis on the basic concepts of traffic engineering and Wardrop UE, following which the formulation of the robust dispatch problem is presented. By revealing the geometrical property of the uncertainty set, the solution method is discussed in Section III, in which an SOCP master problem and a bi-convex sub-problem are solved iteratively. An exact method is developed for the subproblem based on a hypercube representation of the nodal power demand uncertainty, which requires solving an mixed integer SOCP (MISOCP); a heuristic method is also suggested which is more flexible in controlling the conservatism and offers a local solution with high efficiency. Case studies on a test system are reported in Section IV. Conclusions are drawn in Section IV.
II. MATHEMATICAL FORMULATION
A. Transportation System Modeling
The abstract model of the UTN is a directional graph When a driver chooses his route, a major consideration is the total travel time, which depends on the congestion level of each road on his route. The congestion is modeled by a latency function t a (x a ), which represents the travel time on link a as a function of x a . Observe the fact that the more vehicles a road carries, the longer it will take to travel through that road. We assume t a (x a ) is a strictly increasing function. A widely used one is the Bureau of Public Roads function [22] t a (x a ) = t 0 a 1 + 0.15
As a natural hypothesis, we assume the traffic flow is nonatomic, i.e., the action of a single vehicle has little impact on the overall system performance. The heterogeneous information of vehicles, such as battery status, is neglected, and the aggregated charging effect will be modeled through a function in the link flow. An important task of transportation theory is to characterize the steady-state distribution of traffic flows for given trip rates. Clearly, the result will depend on how travelers respond to the congestion, which is a consequence of all travelers' choices. It is reasonable to assume each driver will select the route with minimal travel time. Taking this selfish behavior into account, an equilibrium will appear in the UTN, whose definition is given below.
Definition 1: (UE) A stable traffic flow pattern is reached only when no one can reduce his travel time by unilaterally changing his route. This flow pattern is called a UE.
At the UE, no single traveler has the motivation to move out of that pattern, therefore, the equilibrium will be reached and maintained spontaneously. According to classic transportation theory, the UE can be computed from a static TAP [23] 
where the feasible set of TAP is given by
where the trip rate q As function t a (x a ) in equation (1.3) is differentiable and strictly increasing, we have
Moreover, the feasible region Cons-TAP consists of linear equalities and inequalities and thus is convex. These observations indicate that TAP (2.1) is a strictly convex optimization problem, and it has a unique solution in x a . In the current formulation, explicit road capacity limit is not considered, indicating that TAP (2.1) is feasible for any trip rates and x a can take an arbitrarily large value, at the cost of a high penalty on travel delay. This is a common treatment in transportation engineering. Capacity constrained TAP is discussed in [24] .
To understand the internal connection between the definition of UE and TAP, write out the Karush-Kuhn-Tucker optimality condition of problem (2.1) [13] Wardrop UE principle [13] : The travel times on all used paths are equal, and no greater than those which would be incurred on unused paths.
The optimal solution of TAP (2.1) is also called a Wardrop UE. In order to reach the UE, every traveler should have full information about the real-time traffic condition in the UTN. However, this would not be a very strong assumption in practice. The navigation application on smart phones has the functionality to identify the fastest path.
An example taken from [13] is used to illustrate aforementioned concepts and notations more clearly and thoroughly. A simple transportation network is depicted in Fig. 1 The Wardrop UE of this example is given by x 1 = 2, x 2 = 3, x 3 = 3, x 4 = 2, x 5 = 5. This can be verified by checking path travel times
which satisfy Wardrop UE principle. However, unlike the link flows which are uniquely determined, there are, in principle, an infinite number of path flow combinations that will generate the link-flow pattern at the UE, for example, the path flows given by [13] f 
B. Distribution System Modeling
The PDN can be described as a graph
is the set of electrical buses/distribution lines. We assume each bus can have active/reactive power generation and deterministic demand, otherwise, the corresponding generation/demand is set to be 0. In contrast to the transmission network, the PDN usually has a radial topology. The typical connection of distribution lines is depicted in Fig. 2 . The power flow in the PDN with a tree topology is described by BPF equations as follows [25] - [27] 
where π(j) denotes the end buses of lines that start from bus j, the voltage magnitude V 0 at the slack bus is given parameter. Complex power flow limit constraint can be imposed as
which is an SOC inequality and does not introduce additional non-convexity. In (3.5), the current limit I r l has a similar role of S l because V i ≈ 1.
The feasible region defined by (3.1)-(3.6) is non-convex in nature. To facilitate computation, the following auxiliary variables are introduced
and then substituted into (3.1)-(3.3), resulting in
where the boundaries of new auxiliary variables are given as i 2 . In (5.1)-(5.6), the only nonlinearity stems from (5.4). Convex relaxation technique proposed in [28] , [29] is finally performed by replacing "=" with "≥", giving rise to the following SOC constraints
with the canonical form given by
It is proved in [28] , [29] that when a network is radial and the OPF problem satisfies some mild conditions, the relaxation will be exact, i.e., all inequalities in (5.7) will be active at the optimal solution, thus (5.7) has the same effect as (5.4). An geometric interpretation is provided in [30] . System parameters those will yield an exact relaxation are revealed in [31] . Conditions which will lead to an inexact relaxation are discussed in [32] .
For notation brevity, the convex BPF constraint can be arranged as a concise form as
Without loss of generality, we assume the energy demand on each charging facility is an increasing function η(x a ) in the traffic flow x a , then the nodal power demand is given by the following interface equation
where C(i) is the set of charging facilities served by bus i. A reasonable and simple choice of η(x a ), the aggregated charging effect, will be a linear function. Nevertheless, this is not a practical limitation. The only requirement we impose on η(x a ) is its monotonicity. For clarity, we assume that there is only one charging facility on each link. Nevertheless, this requirement can be simply relaxed by specifying the service area of each charging station. For example, if there are 3 links in the service area and only 1 charging station on link 2, then the charging demand at the corresponding electrical bus is given by 3 a=1 η a (x a ); if two charging stations are located in a long road, we can either specify two interface equations η 1 a (x a ) and η 2 a (x a ) for each of them, or add a virtual node on that road and partition it into two new roads, then specify two interface equations η a1 (x a1 ) and η a2 (x a2 ) for each of them. The two methods are basically equivalent because we have x a = x a1 = x a2 .
C. Formulation of the Robust Dispatch
The uncertain factor in the coupled system is the traffic demand q t rs , which influences traffic flows at the UE, so further affects the electricity demand, as well as the operation of PDN. In view of this, a key element is to reveal how traffic demand would impact the electricity demand. We assume the trip rate q 
x a solves TAP (2.1)
where a hypercube is defined as BOX(l, u) = {x|l ≤ x ≤ u}. Notice that the set W is not given in a closed form, we call it an implicit uncertainty set, and discuss how to deal with it in the next section.
We assume the PDN is managed by a non-profit agency, say, a distribution system operator (DSO), who pays a generation company for active/reactive power generation and reserve provision. Meanwhile, if the local generation is insufficient or not economic, additional energy can also be purchased from the main grid at a contract price and delivered through the slack bus. Because the DSO does not have a clear knowledge on the exact electricity demand profile in the future, it will prudently try to minimize the total operation cost in the worst-case situation, leading to a robust dispatch formulation We assume that reactive power reserve is paid for providing voltage regulation service in the second stage. Objective function F 2 is the cost of corrective actions, including generation redispatch and energy trading with the main grid
The first term is the payment for deploying reserve capacity, the last term is the payment to the market, P l 0j is the active power delivered through each distribution line connected to the slack bus, and the summation is the total electricity purchased by the DSO. The objective in (8) is to minimize the total cost in the worst-case traffic demand scenario. It is worth mentioning that although the SOC relaxation performed to (5.4) enlarges the feasible region of BPF, the relaxed problem will be exact in the robust dispatch problem, i.e., (5.7) will hold as equality at the optimal solution. To see this, suppose the purchased power j ∈π (0) P l 0j is supplied by a virtue generator at the slack bus, the objective is convex and strictly increasing in nodal power injection. According to Theorem 1 in [28] , the relaxation is exact, as long as the power flow is feasible. The theory in [31] can also be used to claim exactness.
The feasible set Y for the first-stage decision in the nominal scenario is defined as
the constraints stand for the generation capacity accounting for active/reactive reserve provision, as well as the BPF constraint in the nominal scenario and physical bounds of power flow variables. The feasible set Z for the second-stage decision in scenario p d with fixed y is given by
the former four constraints define the active and reactive power generation in the second stage based on the set points p g 1 and q g 1 and regulation power limits restricted by the scheduled reserve capacity r p+ , r p− , r q + and r q − . The last one is the BPF constraint with respect to the observed scenario p d and physical bounds of power flow variables.
For notation conciseness, the second-stage max-min SOCP can be written as the following compact form
where the matrix form of Z(y, p d ) is given by Some discussions on the modeling framework is provided below. The PDN dispatch model only involves a single period. However, because the target demand is uncertain, the dispatch strategies of generators cannot be exactly determined in advance. The temporal sequence of the two-stage decision making corresponds to a joint energy and reserve market: the firststage (here-and-now) decisions are the set points, reserve offers of generators, as well as corresponding BPF variables in the forecasted scenario; the second-stage (wait-and-see) decisions represent recourse actions in the observed demand scenario, including the regulation power and BPF variables in real-time dispatch. If there is no reserve market, and the generator output can be arbitrarily dispatched after the actual demand is observed, a single-stage robust optimization model can be built which aims to minimize the operating cost in the worst-case demand realization. In fact, it is just a special case of the two-stage robust model (8) . To see their connection, relax the reserve constraints, i.e. let the reserve capacities r p+ , r p− , r q + , and r q − be large enough, such that p g 2 and q g 2 can be arbitrarily adjusted in the generation capacity range in the worst-case traffic scenario, and neglect the cost in the first stage, then the single-stage robust optimization model comes down to a max-min problem similar to (9).
III. SOLUTION METHOD
A. The Box Hull of the Uncertainty Set
The variable in uncertainty set (7) is p d , which depends on the traffic flow x a , ∀a, which is further affected by the traffic demand q t through the UE. To understand their connection, a set-to-set mapping is illustrated in Fig. 3 . The traffic demand is restricted in the hypercube BOX(q tl , q tu ), which is shown in the left part of the figure. In accordance with the Wardrop UE principle, the path flow f and is shown in the middle part of Fig. 3 , where x l and x u correspond to q tl and q tu , respectively, as indicated by (10.1) and (10.2). Because the charging rate function η(x a ) is monotonic (linearity is not a necessity), the lower and upper bounds of active power demand are given as
Finally, the possible region of nodal power demand of the PDN is given by the following implicit set which is equivalent to that in (7)
and is shown in the right part of Fig. 3 
B. Reformulation of the Subproblem
To solve the second-stage problem, we can dualize the inner SOCP and convert problem (9) into a nonlinear program
where the feasible region D of dual variables is given by linear constraints and SOC constraints as follows
The bilinear term λ T Dp d in the objective function is nonconvex. In view that D and W are separated, which means that the optimal p d can be found at one of the extreme points of W . By introducing a binary vector v such that the extreme points can be represented by
where ⊗ stands for the element-wise multiplication, the bilinear term can be expanded as where M is a big enough constant. Finally, the second-stage problem under given y comes down to an MISOCP
this equation can be further linearized by using the following big-M constraints
It should be pointed out that the value of M will have a notable impact on the computation time. To enhance efficiency, a desired value should be the minimal M that ensures inequality −M ≤ λ i ≤ M never becomes binding at the optimal solution of (12) . However, such a value is in general unclear until we solve the problem. A practical way is the try-and-test heuristic: first use an arbitrary M and solve problem (12) , then compare the optimal solution λ * and M , and finally choose a new value of M . Nevertheless, we do not actually need to find the smallest value M * . Any M ≥ M * which results in a reasonable computation time is acceptable for the task. In this regard, a proper M can be determined from estimating the bound of dual variable λ by certain heuristics.
Another concern might be the scalability. In problem (12), the binary variable v takes the place of p d , whose dimension depends on the number of charging facilities. In this regard, for a large-scale UTN with hundreds of charging/swapping stations, the computation burden can be prohibitively high.
To alleviate this difficulty, we suggest an efficient heuristic algorithm (mountain climbing method, which is summarized in Algorithm 1) for the nonlinear program (11) without a global optimality guarantee, by exploiting the following two features: 1) the constraint sets D and W are separated; 2) problem (11) exhibits a biconvex structure: fixing p d , it yields an SOCP; fixing {μ, λ, θ l }, it comes down to a linear program (LP). Both problems belong to the category of convex optimization.
According to the discussion in [33] , based on the aforementioned two properties, Algorithm 1 will converge to a local optimal solution in a finite number of iterations for a given δ. In fact, Algorithm 1 is able to offer a high quality solution provided with multiple initial values of p d that are elaborately chosen. Algorithm 1 is also scalable to large-scale systems as it only requires solving convex programs. Another important Algorithm 2: DCG. 
The optimal solutions are y * , z s * , ξ * , and the optimal value is F * 1 + ξ * . 3: Solve the following subproblem with obtained y *
The optimal solutions are p d * , z * , the optimal value is R * . 
to the master problem and go to step 2.
advantage of Algorithm 1 is that the set W can be replaced by an arbitrary convex outer approximation, rather than the very restrictive box hull approximation. This algorithm will be used in section D for hedging a polyhedral uncertainty set with budget constraints on traffic demand variations and an adjustable parameter, which controls the model conservatism.
C. The Delayed Constraint Generation Algorithm
To solve the min-max-min problem (8), we use the decomposition framework developed in [20] , which identifies a set of critical scenarios and successively tightens the gap between the upper bound and lower bound of objective value. We outline the algorithm below. Problem (8) can be written as an epigraph form in a scenario enumeration manner
where Extr[W ] denotes extreme points of hypercube W . However, the number of extreme points grows exponentially with increasing the dimension of W , hence, formulation (13) is only of theoretical interests. The DCG algorithm in [20] . In practice, it always converges in a few iterations because the subproblem can find out the most critical scenario. We provide further discussions on handling the infeasibility issue. 1) If the subproblem is infeasible, the SOC relaxation will be inexact, and a feasibility cut z k ∈ Z(y, p dk ) should be added to the master problem after step 3. Because p dl and p du are taken into account in the first iteration, such kind of infeasibility rarely happens in our case study.
2) If problem (8) itself is infeasible, this indicates the PDN is unable to tackle the worst situation with available resources. A long-term solution could be to upgrade the PDN infrastructure. Nevertheless, in a mathematical sense, we can add slack variables to allow voltage violation, at the expense of a penalty cost in the objective function. Due to the energy trading in the market, energy balancing is not the main obstacle of maintaining feasibility.
D. Controlling the Conservatism
The exact algorithm developed in previous sections relies on the box-hull outer approximation of the uncertainty set. There might be two limitations in practical usage regarding the scalability and conservativeness:
1) The subproblem (12) is an MISOCP; large-scale mixed integer programs are challenging to solve. 2) The traffic demand between each O-D pair can vary, but is unlikely to reach their upper (lower) bound q tu (q tl ) simultaneously. Therefore, the original box uncertainty set for the traffic demand may be over conservative, so is the one for the power demand. We discuss how to control the conservatism by incorporating budget constraints with an adjustable parameter Γ in this section. Intuitively, the upper-right corner p du and the lower-left corner p dl would have a decisive impact on the reserve capacity provision and the operating cost, as they correspond to the maximal and the minimal power demand variations. One possible way is to use a smaller set which excludes the extreme corners q tl and q tu . To do this, we add two inequalities in BOX(q tl , q tu ), yielding the following polyhedral description for the traffic demand uncertainty
where Γ is an adjustable parameter which reflects the attitude towards risks. It can be interpreted as a measure on the spatial correlation of the traffic demand forecast error. When Γ = 0, POL-T(Γ) = BOX(q tl , q tu ); the conservatism decreases with increasing the value of Γ. However, if Γ > 0, we are unable to locate extreme points of the nodal power demand in advance, because link flow x a is no longer a monotonic function when q t varies on the hyperplane where the budget constraint is active. then we arrive at the conclusion
where p dl and p du are defined through (10.1), (10.2), (10.4), and (10.5). Finally, we can construct the following polyhedral uncertainty set of nodal power demand
Please bear in mind that the above formulation relies on the linearity of the interface equation η(x a ) = ηx a . At this time, the uncertainty set W in (17) is a polyhedral approximation for the following implicit set:
x a solves TAP (2.1) (17) is no loner a hypercube, the exact MISOCP reformulation is no longer applicable, but the mountain climbing algorithm is still valid, although there is no provable guarantee on the global optimality. However, a high quality solution can be retrieved by trying multiple initial values, according to our empirical results.
IV. CASE STUDIES
A. Basic Settings
We consider a test UTN in the metropolitan area with ring expressways. For clarity, we assume each road is served by one charging facility. The coupling equation is η(x a ) = 0.005x a . The topologies of UTN and PDN are shown in Fig. 4 . Link parameters are given in Table I . From Table I , we can see that transportation links in the outer loop have larger capacities, as they represent ring expressways which will carry more traffic flows. We have the forecast values of trip rates q t0 rs in the evening rush hours, which are shown in Table II . From Table II -T6  15  T3-T6  13  T4-T9  5  T1-T10  20  T3-T10  17  T4-T10  10  T1-T12  10  T3-T12  8  T4-T12  15  T1-T11  15  T3-T11  12   TABLE III  PARAMETERS OF GENERATORS   Unit Node The voltage magnitude at the slack bus is U 0 = 1.04, the electricity price at the slack bus is ρ = 1500$/p.u. All simulations are implemented on a laptop with Intel i5-3210M CPU and 4 GB memory. Optimization problems are coded with YALMIP toolbox [34] . The matrix coefficients used in the dual problem are extracted from the primal problem by using the export function. LPs, SOCPs and MISOCPs are solved by calling CPLEX 12.5.
B. Results
When the level of uncertainty is α = 0.2, the distribution of link flows and their intervals [x l a , x u a ] are shown in Fig. 5 , which indicates that most vehicles prefer the ring expressway, imposing more demands on these charging facilities and potential risks of voltage boundary violation. The optimal generation dispatch and power flow is elaborated in Tables V-VI. Because the line resistance is not negligible, active power delivery has a remarkable impact on the voltage profile in PDN. To tackle possible load variation, upward active power spinning reserve is offered by G2 and G3, as we can see from Table V, for the purpose of maintaining power balance and regulating bus voltage magnitude, while little reactive power reserve is provided in this case. Table VI suggests that the voltage magnitude of bus 3 has already reached its lower bound, and increasing the delivered power in distribution lines will introduce higher voltage drop on Line E0-E11 and Line E8-E3, which may cause voltage violation and stability issue. From Table V and Table VI we can image how the system would respond to uncertainty: If the actual demand is greater than the forecast, generator will deploy upward spinning reserve capacity; otherwise, less electricity will be purchased from the main grid.
In summary, by implementing the robust dispatch strategy in Table V , all security restrictions can be satisfied by deploying a corrective action in real time dispatch, whatever the actual traffic demand will be. It is worth mentioning that the amount of active power reserve is larger than the demand deviation in the worstcase demand scenario, indicating that even if the actual demand is greater than the forecast, the power delivered from the slack bus has to be reduced in order to maintain voltage constraints of all buses. This example illustrates the role of active power dispatch in voltage regulation. The conclusion is certainly not versatile and depends on the specific system data. For another system whose line reactance is larger than the line resistance, reactive power reserve may play a more important role in voltage regulation. We further investigate the impact of the level of uncertainty on the total cost and computational efficiency by changing α from 0 to 0.2 with fixed big-M parameter M = 10000. Results are provided in Figs. 6 and 7. Fig. 6 shows an almost linear growth rate of the total cost with respect to α. On the one hand, this phenomenon is clearly not general and should be parameter-dependent; On the other hand, because the worstcase traffic demand usually happens at the upper right corner q tu , which grows linearly with the level of uncertainty, as a result, the corresponding total electrical demand is given by i p demand only varies in a small range. Fig. 7 indicates that the level of uncertainty has little impact on the computation time when α > 0, because most computation effort will be spent on the MISOCP subproblem whose complexity mainly depends on the number of charging facilities.
Next, we investigate how the value of big-M in the MIS-OCP will affect the computation time. First, we fix α = 0.2 and choose M = 10000, the optimal solution λ * satisfies max i {|λ * i |} = 1798, suggesting that the best choice of M is 1798; then we conduct a series of experiments with different values of M . Results are given in Fig. 8 . From Fig. 8 , we can see that the computation time can be remarkably reduced if a proper M is used. A general trend is: the smaller, the faster. This is because smaller M will give stronger convex relaxation problems as well as tighter bounds when the integrality of binary variables is omitted, thus accelerate convergence. If M is smaller than 1798, the results will be incorrect, although the computation time can be further reduced.
Finally, we investigate how the value of Γ will impact the total cost and the performance of the mountain climbing algorithm. We conduct a series of experiments by using different values of Γ from 0 to 50 and the convergence tolerance δ = 0.01. We use two initial values of p d in Step 1 which are given by
The computations finish in 2 seconds in all these tests. The total costs are shown in Fig. 9 , which show a nearly linear decreasing rate. The reason is similar to that of Fig. 6 . We emphasize that although the mountain climbing algorithm is scalable, it only finds a local optimal solution for (11) . Fortunately, when Γ = 0, we get the same total cost as that in Fig. 6 .
V. CONCLUSION
This paper proposes a robust dispatch method for the distribution network coupled with a transportation system. The uncertainty stems from the power demands of on-road charging facili- ties in urban traffic infrastructures. The traffic flow on each road is determined by the Wardrop UE from the system level, thus the proposed model comprehensively captures the congestion effect and the interdependency between the UTN and the PDN. By revealing the box hull of the nodal power demand, a DCG algorithm is developed to solve the robust model in a tractable manner. The master problem is an SOCP, and two methods are discussed to solve the biconvex subproblem: the first one comes down to an MISOCP, which is able to find the global optimal solution using an off-the-shelf solver, and the second one seeks a local solution by solving LP and SOCP alternatively, which is more scalable and flexible in controlling the conservatism. In fact, our approach provides a versatile methodology to operate radial distribution networks with nodal power injection uncertainty, such as those induced by renewable generations and load forecast errors. Currently, we are working towards more sophisticated transportation system model with EVs and charging facilities integration, as well as the more comprehensive distance and battery condition constrained UE model, which aim to better represent the connection of EV charging demand and traffic flow, and improve the practical relevance of the proposed method.
