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Resumen:
En este trabajo se dene y se recuerdan las principales propiedades del campo
de valores de una matriz y se visualizan campos de valores de matrices sencillas
mediante el método de Montecarlo.
Se estudia además la caracterización de Murnaghan y se utiliza para dibujar
campos de valores de otras matrices sencillas mediante el método de la envolvente.
Finalmente se aplican estas técnicas a las matrices de Hessenberg relativas a
polinomios ortogonales sobre curvas del plano complejo, representando las curvas
soporte mediante sumas obtenidas con la función de Riemann.
Palabras clave:
Campo de valores, envolvente convexa, matrices hermitianas, matrices nor-
males, matrices de Hessenberg, autovalores, autovectores, polinomios ortogonales,
función de Riemann.
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1. Campo de valores de una matriz
Denición 1 Sea X un espacio con producto interno sobre el cuerpo C y sea A
un operador lineal A : X ! X. Entonces el campo de valores de A es el conjunto
del plano complejo
W (A) = fhAx; xi j x 2 X ^ kxk = 1g:
Teorema 1 (Toeplitz-Hausdor¤ ) Dada una matriz1 A 2 Cnn; el campo de valores
W (A) es un conjunto convexo del plano.
Dem: Veamos una versión de [9]. Solo necesitamos considerar el caso en queW (A)
contiene al menos dos puntos. Sean x1; x2 2 X = Cn tales que jjx1jj = jjx2jj = 1
y
hAx1; x1i = w1; hAx2; x2i = w2;
siendo los dos puntos deW (A); w1 y w2 distintos. Puede ocurrir que x1+ zx2 = 0
con z 2 C o que x1 + zx2 = 0: Supongamos que x1 + zx2 = 0 con z 2 C; entonces
zx2 =  x1 y tomando normas
jzj jjx2jj = jj   x1jj ) jzj = 1;
a partir de x1 =  zx2 tendríamos
w1 = hAx1; x1i = h zAx2; zx2i = zzhAx2; x2i = jzj2w2 = w2;
contra lo supuesto, luego x1 + zx2 6= 0: En consecuencia jjx1 + zx2jj > 0; 8z 2 C:
El teorema quedará probado si mostramos que para cualquier número real
dado 0 < t < 1; existe al menos un número complejo z = x+ yi con x; y 2 R que
satisface la ecuación
hA(x1 + zx2); x1 + zx2i
jjx1 + zx2jj2 = tw1+(1 t)w2: (1)
1Este resultado es válido también si se trata de operadores o matrices innitas, lo único que
puede cambiar en el caso innito es queW (A) puede ya no ser necesariamente cerrado, problema
212, de [6].
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Dicho de otro modo, para cualquier punto tw1+(1  t)w2 del "segmento" [w1; w2]
existe un vector x1 + zx2 2 X cuya imagen es dicho punto; por tanto dicho seg-
mento pertenece aW (A): Al poder hacer esto para cualquier segmento terminado
en puntos arbitrarios de W (A) quedará probado el teorema.
Reescribamos la ecuación (1), operando convenientemente tendremos que el
numerador será
hA(x1 + zx2); (x1 + zx2)i = hAx1; (x1 + zx2)i+ hAzx2; (x1 + zx2)i =
= hAx1; x1i+ hAx1; zx2i+ hAzx2; x1i+ hAzx2; zx2i =
= w1 + zhAx1; x2i+ zhAx2; x1i+ jzj2w2:
En el otro miembro quedará [tw1 + (1  t)w2] jjx1 + zx2jj2; es decir
w1 + zhAx1; x2i+ zhAx2; x1i+ jzj2w2 = [tw1 + (1  t)w2] jjx1 + zx2jj2:
La norma que aparece en el lado derecho se puede escribir
jjx1 + zx2jj2 = hx1 + zx2; x1 + zx2i = hx1; x1 + zx2i+ hzx2; x1 + zx2i =
= 1 + zhx1; x2i+ zhx2; x1i+ hx2; x2ijzj2;
tras multiplicar por [tw1 + (1   t)w2]; pasando al otro miembro y sacando jzj2
factor común, teniendo en cuenta la trivial identidad
jzj2[w2   tw1   (1  t)w2] = jzj2[t(w2   w1)];
quedará nalmente
jzj2[t(w2   w1)] + z 1 + z 2 + [w2   tw1   (1  t)w2]:
Llamando p = [t(w2 w1)]; q = 1 ; r = 2 ; s = (1  t)(w1 w2); podemos escribir
(1) como
pjzj2 + qz + rz + s = 0; (2)
donde q; r 2 C; no importa cuales sean. Dividiendo la anterior ecuación por p
queda
jzj2 + q
p
z +
r
p
z +
s
p
= 0;
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y separando la parte real y la imaginaria, ya que z = x+yi; tendremos, observando
que
s
p
=  (1  t)
t
;
Real :  x2 + y2 + ax+ by   (1  t)
t
= 0 (3)
Imag. :  cx+ dy = 0; (4)
donde a; b; c; d son números reales perfectamente denidos a partir de A; x1; x2;
pero que no son fundamentales en el razonamiento. Resulta que
x2 + y2 + ax+ by   (1  t)
t
= 0
es una circunferencia que tiene el origen en su interior, puesto que
R2  m2   n2 = (1  t)
t
> 0:
Por otro lado, la recta cx+dy = 0 pasa por el origen, luego la solución del sistema
(3),(4) existe y está compuesta por dos puntos z1; z2 que lo satisfacen, y por tanto
(2), y en consecuencia (1) tienen solución. Luego el teorema está demostrado. 
Veamos unos teoremas elementales (véase [7]), pero que conviene recordar.
Teorema 2 El campo de valores de una matriz A 2 Cnn es invariante bajo
transformaciones unitariamente semejantes. Es decir si U 2 Cnn es unitaria,
entonces
W (A) =W (UAUH):
Dem: Tenemos que
hUAUHx; xi = hAUHx; UHxi = hAy; yi
tras un simple cambio y = UHx: Si hx; xi = 1; entonces
hy; yi = hUHx; UHxi = hUUHx; xi = hx; xi = 1:
Por tanto,  = hUAUHx; xi para algún x 2 Cn tal que hx; xi = 1; si y solo si
 = hAy; yi para algún y 2 Cn tal que hy; yi = 1: Es decir que  2 W (A) ,
 2 W (UAUH): 
4
Este resultado nos conduce a una elegante descripción geométrica del campo
de valores cuando la matriz es normal.
Veamos en primer lugar que todos los autovalores de una matriz arbitraria
A 2 Cnn están en W (A). Si  2 (A) entonces existe un autovector x 2 Cn tal
que hx; xi = 1 vericando Ax = x y es claro que
hAx; xi = hx; xi = hx; xi = :
Del Teorema 2 y de esta trivial observación se desprende que la envoltura
convexa de los autovalores de A tiene que estar forzosamente incluida en W (A);
puesto que (A)  W (A) y W (A) es convexo.
Para matrices normales la geometría del campo de valores puede caracterizarse
de un modo sencillo.
Teorema 3 El campo de valores de una matriz normal A 2 Cnn coincide con la
envoltura convexa de sus autovalores.
Dem: Si A es normal y sus autovalores son 1; 2; :::; n; sabemos, (véase [3],
Vol. I, pág. 273), que existe una matriz unitaria U; tal que A = UDUH donde
D = diag[1; 2; :::; n]: El Teorema 2 arma que W (A) = W (D); y por tanto es
suciente probar que el campo de valores de la matriz diagonal D coincide con la
envoltura convexa de las entradas de la diagonal principal.
Realmente W (D) es el conjunto de números
 = hDx; xi =
nP
i=1
ijxij2;
donde hx; xi = Pni=1 jxij2 = 1: Por otro lado la envoltura convexa de los puntos
1; 2; :::; n será el conjunto
nP
i=1
ii : i  0;
nP
i=1
i = 1

;
haciendo i = jxij2; i = 1; 2; :::; n; y observando que, conforme x recorre todos
los vectores tales que hx; xi = 1; i recorre todos los posibles valores i  0 conPn
i=1 i = 1; queda probado el resultado. 
Teorema 4 El campo de valores de una matriz A 2 Cnn es un intervalo de la
recta real, si y solo si, A es hermitiana.
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Dem: Lo primero es tener en cuenta que si A es hermitiana, entonces es normal,
y por el Teorema 3 sabemos que W (A) es la envoltura convexa de los autovalores
de A; que son todos ellos reales, véase por ejemplo [3], Vol. I, Th. 5 en pág. 273.
Como los únicos conjuntos convexos sobre R son los intervalos, hemos probado
que si A es hermitiana, W (A) es un intervalo de R:
Recíprocamente, si A 2 Cnn y W (A) es un intervalo de R; podemos escribir
B = R(A) =
1
2
(A+ AH); C = I(A) =
1
2i
(A  AH);
y obtenemos
hAx; xi = h(B + Ci)x; xi = hBx; xi+ hCx; xii;
donde hBx; xi y hCx; xi son números reales puesto que B y C son hermitianas.
Pero como W (A) está constituido únicamente por números reales, por tanto
hCx; xi = 0; 8x 2 Cn tal que hx; xi = 1: En consecuencia C = 0; luego A = AH :
Corolario 1 Si A es hermitiana con autovalores 1  2  :::  n; entonces
W (A) = [1; n]:
Recíprocamente, si W (A) = [1; n], entonces A es hermitiana y 1; n son re-
spectivamente el mínimo y el máximo de los autovalores de A.
Dem: Este resultado es una consecuencia inmediata de los teoremas 3 y 4. 
Ejemplo 1 Es claro que una matriz nita, diagonal, compleja o no, es siempre
normal. Por tanto el campo de valores será la envoltura convexa de sus elementos.
Sean las matrices normales
A =
0@  1 0 00 1 + i 0
0 0 1
1A ; B =
0BB@
 1  i 0 0 0
0  1 + i 0 0
0 0 1 + i 0
0 0 0 1  i
1CCA ;
y
C =
0BBBB@
 1 0 0 0 0
0  i 0 0 0
0 0 1 0 0
0 0 0 1=2  i 0
0 0 0 0  1=2  i
1CCCCA :
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Tendremos respectivamente
Figura 1. Triángulo del método de Montecarlo y anomalías
Figura 1.2. Cuadrado y pentágono
Figura 3. El shift-right 5 5 y su verdadero radio
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No obstante si la matriz no es normal, como en el caso de las secciones del
shift-right resultará que W (Dn) es una sucesión de círculos concéntricos, cuyo
radio resulta fácil de averiguar puesto que
<(SR) = J; jxIn   Jnj = Un(x);
Figura 4. Campo de secciones del shift-right D3; D4 y D5
es decir la matriz tridiagonal de Jacobi correspondiente a los polinomios ortogo-
nales Un(x) en [ 1; 1], y en consecuencia
r(W (Dn)) = maxfx j Un(x) = 0g;
es decir
rmax(D2) =
1
2
= 0; 5; rmax(D3) =
p
2
2
= 0; 7071 : : : ;
rmax(D4) =
p
5 + 1
4
= 0; 8090 : : : ; rmax(D5) = 0; 9009 : : : ; etc:
Observación 1 Hemos denominado método de Montecarlo al de generar aleato-
riamente vectores w = [z1; z2; : : : ; zn] de dimensión n; con zk 2 C, efectuar el
producto wAw y dividir por kwk2 = Pnk=1 jzkj2. Lo que se consigue tomando
zk =  10 + 20 rand() + ( 10 + 20 rand())i, es decir vectores en el cuadrado
complejo [ L;L]  [ L;L], con L = 10. También se consigue eligiendo zk =
(10  rand())[cos(2 rand()) + i sin(2)], es decir, tomando vectores dentro del
círculo centrado en el origen de radio r = 10. Podemos escoger en vez de
L = r = 10 rand(), la cantidad L = r = 1010 rand(), con el peligro operacional
imaginable.
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2. Caracterización de Murnaghan
Pasemos a indagar la expresión analítica del campo de valores de una matriz.
Abordaremos el problema inicialmente desde el punto de vista de Murnaghan
(véase [8]).
Hemos visto que el campo de valores de una matriz hermitiana es un segmento
del eje real que conecta el mayor y el menor de sus autovalores. Cualquier ma-
triz A puede descomponerse en forma única A = B + Ci donde B y C son sus
componentes hermíticas, podemos escribir
hAx; xi = h(B + Ci)x; xi = hBx; xi+ hCx; xii;
y donde los números hBx; xi y hCx; xi son por supuesto reales. Por tanto en el
caso general hBx; xi es la proyección de la región hAx; xi sobre el eje OX mientras
que hCx; xi lo es sobre el eje OY.
Si denotamos por r el valor real del máximo autovalor de B, la recta x = r
perpendicular al eje OX contiene un punto de la frontera de la región hAx; xi. No
existen puntos del campo a la derecha de dicha recta.
La idea de Murnaghan es sencilla: girar el campo de valores en torno al origen
y volver a trazar la recta delimitadora perpendicular al eje OX. Cada vez que
giremos el campo tendremos una recta delimitadora, si ahora tenemos todos los
ángulos de giro y la distancia a la que se encuentran dicha recta del origen de
coordenadas, tendremos que la envolvente de todas esas rectas es el campo de
valores. Procedamos analíticamente t = ei es un giro, consideremos ahora la
matriz eA = A=t. Resulta claro que el campo de valores W ( eA) será el campo de
valores W (A) girado un ángulo ; o si se preere como si hubiéramos girado el eje
un ángulo positivo . Llamemos
eB = 1
2

A
ei
+ AHei

;
ya que ( A
ei
)H = AHei y
r() = max( eB);
r() es real por tratarse eB de una matriz hermitiana. Tenemos ya un método
numérico, que hemos desarrollado con scilab, y es:
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function s=campo(M)
t=0;
clf();
k=ceil(norm(M));
for i=1:300
t=t+2*%pi/300;
if abs(cos(t))>0.01 & abs(sin(t))>0.01
p=radio(t,M);
x=-k:2:k;
y=(p-cos(t)*x)/sin(t);
xgrid;
plot2d(x,y,style=[color("blue")],rect=[-k,-k,k,k])
end
end
endfunction;
function p=radio(t,M)
h=cos(t)+sin(t)*%i;
B=0.5*(M*conj(h)+M*h);
p=max(real(spec(B)));
endfunction;
Para dibujar el campo de valores, basta con considerar la familia de rectas,
una para cada valor de  :
x cos  + y sen  = max

A
ei
+ AHei

;  2 [0; 2]:
Numéricamente hemos de ser cuidadosos ya que max es el mayor autovalor no
el autovalor de mayor absoluto y necesitamos un algoritmo que calcule todos los
autovalores de
1
2

A
ei
+ AHei

:
Recordemos la ecuación hessiana de una recta
x cos  + y sen  = p:
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Como hemos llamado t = ei, t = cos  + i sen . Sabemos que z = x + yi, luego
se cumplirá que
z
t
= x cos  + y sen    xi sen  + yi cos 
z t = x cos  + y sen  + xi sen    yi sen ;
de donde
x cos  + y sen  =
1
2
z
t
+ z t

= p; (5)
que es la forma de la ecuación de una recta que nos será de utilidad. Si consi-
deramos, por ejemplo, un punto z1 y llamamos p1 a la distancia de ese punto a la
recta 1
2
 
z
t
+ z t

, tendremos que esa distancia vale
p1 = p  1
2
z1
t
+ z1t

: (6)
En efecto, la distancia de z1 = x1 + y1i a la recta p = 12
 
z
t
+ z t

, que es la
p  (x cos  + y sen ) = 0, será
p1 =
p  (x1 cos  + y1 sen )p
(  sen )2 + (  cos )2 ;
y sin mas que utilizar (5) resulta (6).
Teorema 5 Sea A = (aij)ni;j=1 y sea
C =
0BBBBB@
1 c12 c13 : : : c1n
0 2 c23 : : : c2n
0 0 3 : : : c3n
...
...
...
. . .
...
0 0 0 : : : n
1CCCCCA ;
su forma Schur, entonces la frontera del campo de valores será la envolvente de
las rectas dadas por la ecuación
 p1 c122t c132t    c1n2t
c12
2
t  p2 c232t    c2n2t
...
...
...
. . .
...
c1n
2
t c2n
2
t c3n
2
t     pn
 = 0;
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donde pi es la distancia del autovalor i a la recta genérica del haz (t; p); para
i = 1; : : : n:
Dem: Aplicando el teorema de la descomposición de Schur, véase por ejemplo
pág. 313 de [4], tenemos que
C = UAUH ;
donde U es unitaria, es decir U 1 = UH y C es triangular superior con los auto-
valores en la diagonal. Se tendrá
A = UHCU; y AH = UHCHU:
Resulta inmediato que
A
ei
+ AHei

= UH

C
ei
+ CHei

U;
y tendremos que
max

A
ei
+ AHei

= max

det

pI  

A
ei
+ AHei

= 0

:
Pero es claro que al ser UHU = I; se cumple
det

pI  

A
t
+ AHt

= det

UH

pI  

A
t
+ AHt

U

=
= det

pI   1
2

C
t
+ CHt

:
De donde
det

pI   1
2

C
t
+ CHt

=
=

p  1
2
 
1
t
+ 1t
   c12
2t
  c13
2t
     c1n
2t
  c12
2
t p  1
2
 
2
t
+ 2t
   c23
2t
     c2n
2t
...
...
...
. . .
...
  c1n
2
t   c2n
2
t   c3n
2
t    p  1
2
 
n
t
+ nt

 = 0:
Ahora bien, como hemos visto que
pi = p  1
2

i
t
+ it

;
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sustituyendo queda nalmente
 p1 c122t c132t    c1n2t
c12
2
t  p2 c232t    c2n2t
...
...
...
. . .
...
c1n
2
t c2n
2
t c3n
2
t     pn
 = 0:

Ejemplo 2 Sean las matrices diagonales arriba vistas
M = diag( 1; 1+i; 1); M = diag( 1; i; 1; i); M = diag( 1; i; 1; 1=2 i; 1=2 i);
con lo que construimos los campos de valores
Figura 5. El método de la envolvente en el triángulo y el cuadrado
y para el pentágono
Figura 6. El método de la envolvente para el pentágono
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El caso n = 2
Proposición 1 El campo de valores correspondiente al caso de una matriz 2 2
es siempre una elipse, degenerada o no, cuyos focos son los autovalores.
Dem: Es un caso particularmente sencillo, si n = 2; entonces desaparece t: En
efecto   p1 c122tc12
2
t  p2
 = 0;
tendremos
p1p2 =
jc12j2
4

Dados dos puntos del plano 1  (x1; y1); 2  (x2; y2) y una constante jc12j24  k;
¿cuál es el lugar geométrico determinado por la envolvente de una familia de
rectas, con la propiedad de que cada una de las rectas de la familia sea tal que el
producto de las distancias a dos puntos jos 1; 2; sea k ?
Desarrollemos lo anterior con algo de detalle, si consideramos que la ecuación
la recta genérica es mx+ ny + 1 = 0; se tendrá
(mx1 + ny2 + 1)(mx2 + nx2 + 1)
m2 + n2
= k;
operando tendremos
m2(x1x2  k) +n2(y2y2  k) +mn(x1y2+ y1x2) +m(x1+ x2) +n(y1+ y2) + 1 = 0:
Sin pérdida de generalidad y para simplicar escojamos x2 = y2 = 0; quedará
mx1 + ny1 + 1 = k(m
2 + n2)
mx+ ny + 1 = 0:
La primera ecuación la podemos expresar más cómodamente como
m2  mx1
k
+ n2   ny1
k
=
1
k
o si se preere 
m  x1
2k
2
+

n  y1
2k
2
=
1
k
+
x21
4k2
+
y21
4k2

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Parece razonable llamar
a  x1
2k
; b  y1
2k
; R2  1
k
+
x21
4k2
+
y21
4k2
;
y tendremos
(m  a)2 + (n  b)2 = R2
mx+ ny + 1 = 0:
Despejando m y sustituyendo en la segunda ecuación queda
a
p
R2   (n  b)2

x+ ny + 1 = 0:
Queda todo en función del parámetro n: Eliminándolo entre esa ecuación y la
derivada respecto a n :
  (n  b)p
R2   (n  b)2x+ y = 0:
Operando resulta
(n  b)2 = R
2y2
x2 + y2
;
despejando n y sustituyendo en la ecuación sin derivar, queda
ax Rx
2p
x2 + y2
+ by  Ry
2p
x2 + y2
+ 1 = 0;
ax+ by + 1 = R
p
x2 + y2:
Elevando al cuadrado, para evitar ambigüedades con los signos, y agrupando,
nalmente obtenemos la ecuación de la envolvente
x2(a2  R2) + y2(b2  R2) + 2abxy + 2ax+ 2by + 1 = 0:
Obviamente es una cónica. Pasemos a estudiar sus invariantes:
I3 =

a2  R2 ab a
ab b2  R2 b
a b 1
 = R4 > 0:
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I2 =
 a2  R2 abab b2  R2
 = R2(R2   (a2 + b2)) =
= R2

1
k
+
x21
4k2
+
y21
4k2
  x
2
1
4k2
  y
2
1
4k2

=
R2
k
> 0:
I1 = (a
2  R2) + (b2  R2) =  2
k
  x
2
1
4k2
  y
2
1
4k2
< 0:
Se tiene que I2 > 0; e I1I3 < 0; luego es del género elipse. Calculemos los semiejes,
sabemos que vienen dados porvuut 2jI3j
jI1j
I1 pI21   4I2 
Operando se tiene: 
(+)) a = Rk;
( )) b = pk:
Pueden obtenerse tambien las coordeandas del centro de la elipse, que serán
x =
A13
A33
=
ab2   ab2 + aR2
I2
= ak =
x1
2k
k =
x1
2
;
y =
A23
A33
=  (a
2  R2)b  a2b
R2=k
= bk)
y1
2
;
que resultan coherentes con la elección x2 = y2 = 0 hecha para el segundo
punto. Es inmediato ver que los puntos 1 = (x1; y1) y 2 = (x2; y2) son los
focos, vericándose que b2 = 1
4
jc12j2; con lo cual la elipse queda inequívocamente
determinada. 
Ejemplo 3 Matrices cuadradas no normales (si lo fueran el campo de valores
sería un segmento), sea
M =

1=4 1=4
1 1=4

) (M) = f(3=4; 0); ( 1=4; 0)g;
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que por lo anterior son las coordenadas de los focos, el campo es
Figura 7. Los focos son los autovalores
El resultado de que los autovalores de A son los focos de la frontera de W (A)
puede generalizarse. Aunque habría que analizar con detalle lo que se entiende
por focos de las curvas que van apareciendo cuando n > 2:
3. Aplicación a la matriz innita D y a sus
secciones principales Dn
Es bien conocido el teorema de Fejér (véase por ejemplo [10]) que arma:
Teorema 6 Dada una medida  que toma valores reales y positivos, y cuyo soporte
es un compacto de C, entonces todos los ceros de los pn(z) asociados a dicha 
caen en la envoltura convexa del soporte supp().
Dem: La demostración es muy elegante. Es conveniente trabajar con los poli-
nomios mónicos, es decir sea Pn = pn=; donde pn = zn+    : Es claro que tiene
los mismos ceros que pn(z): Supongamos que Pn(z0) = 0; con z0 =2 conv(supp()):
Podremos siempre escribir que Pn(z) = (z   z0)qn 1(z):
Obviamente existirá una línea recta L que separará el punto z0 del soporte.
Llamemos bz0 a la proyección ortogonal del punto z0 sobre la recta L: Tendremos
que 8z 2 supp(); se cumple necesariamente
jz   bz0 j < jz   z0j ) j(z   bz0)qn(z)j < j(z   z0)qn(z)j = jPn(z)j:
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Luego tendremos queZ
supp()
j(z   bz0)qn(z)j2d < Z
supp()
j(z   z0)qn(z)j2d =
=
Z
supp()
jPn(z)j2d(z) = jjPn(z)jj2:
Lo que es absurdo, puesto que el polinomio mónico Pn(z); es el polinomio de
norma mínima (propiedad de mínimo de los mónicos) y no el (z   bz0)qn(z): En
consecuencia no puede ocurrir que Pn(z0) = 0; con z0 =2 conv(supp()): Luego
todas las raíces de Pn(z); sea cual sea n; caen dentro de la envoltura convexa del
soporte. 
Este teorema requiere la existencia de una medida, nosotros daremos una inter-
pretación matricial de este resultado que puede expresarse en la forma siguiente.
Proposición 2 Dada una matriz HDP innita M , sea fpn(z)g1n=0 la SPON co-
rrespondiente, entonces sea cual sea el valor de n; pn(z) tiene todos sus ceros en
W (D), donde D = (djk)1j;k=0 se construye
2 a partir de los coecientes djk que se
obtienen mediante la fórmula
zpn(z) =
n+1X
j=0
dj;n pj(z); n 2 f0; 1; 2; : : :g:
Dem: Nótese que de las propiedades de Dn resulta que
fznk j Pn(znk) = 0g = (D)  W (Dn):
Por otro lado es trivial observar queW (Dn)  W (Dn+1)      W (D); de donde
resulta inmediato el resultado. 
Observación 2 Si llamamos
Z = fz j pn(z); n 2 Z+g;
2O bien aplicando Dn = T 1n M
0
nT
 H
n , donde Mn = TnT
H
n es la descomposición de Cholesky
de Mn, sección n  n de la matriz de momentos M , y M 0n es la matriz n  n que resulta de
eliminar en M la primera columna.
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es claro que conv(Z)  W (D), pero sin embargo la diferencia entre ambos con-
juntos puede ser muy grande. Pensemos en la medida de Lebesgue sobre la cir-
cunferencia unidad. En ese caso Z = f0g; y sin embargo W (D) = D:
Observación 3 Nótese que en la proposición anterior no es necesaria la existen-
cia de medida. Basta con que M sea denida positiva. Se puede mejorar este
resultado, pero exigiendo que haya medida.
El resultado principal que obtuvimos en [5], fue que cuando D proviene de una
medida, es decir M() es una matriz de momentos, se cumple, véase Proposición
3 más adelante, que
W (Dn)  conv(supp()):
Como es claro que
supp()  conv(supp())  W (D)  SW (Dn);
resulta
conv((D)) = W (D):
En [5] sabíamos muy poco de la matriz-operador D: Tras descubrir e interpretar
el artículo de Atzmon [1], establecimos en [12], y con más detalle en [11], queM es
de momentos, si y solo si, D es subnormal (presuponiendo D y supp() acotados).
En el capítulo 22 de [6], donde se estudia el campo de valores, se prueba que la
clausura del campo de valores de un operador subnormal coincide con la envoltura
convexa del espectro. Es decir si D es subnormal, lo que como sabemossolo
ocurre si M es de momentos, se da la igualdad
conv((D)) = W (D):
Luego el resultado de [5], se pudo obtener por otro camino, quizás más indirecto,
vía teoría de operadores subnormales.
Con objeto de completar lo anterior reproduciremos la demostración de la
proposición arriba citada.
Proposición 3 Para n = 1; 2 : : : ; se cumple que W (Dn)  conv(supp()).
Dem: Sea  2 W (Dn); es decir  = hDnv; vi=hv; vi; con v 2 Cm; v 6= 0: Tendremos
Dnv = T
 1
n M
0
n(T

n)v; donde llamando u = (T

n)
 1v; con u = (a0; a1; :::; an 1); de
donde claramente se tiene v = T nu:
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En lo que sigue llamaremos
I(f(z)) =
Z
supp()
f(z)d(z):
En consecuencia
hDnv; vi = hT 1n M 0nu; T nui = hTnT 1n M 0nu; ui =
= hM 0nu; ui =
n 1P
i;j=0
ci+1;jaiaj = I(zjqn 1(z)j2);
donde qn 1(z) =
Pn 1
i=0 aiz
i: Por otro lado
hv; vi = hT nu; T nui = hTnT nu; ui =
= hMnu; ui =
n 1P
i;j=0
ci;jaiaj = I(jqn 1(z)j2);
de donde obtenemos
 =
I(zjqn 1(z)j2)
I(jqn 1(z)j2) ;
que es el centro de gravedad de jqn 1(z)j2d(z) sobre el soporte supp() considera-
do. En cualquier caso dicho centro de gravedad está contenido en conv(supp()):
Ejemplo 4 Consideremos los puntos y pesos siguientes:
z = [ 1; 1 + i; 1  i; i]; p = [1=4; 1=4; 1=4; 1=4]:
La matriz de momentos M de orden 5 5 será
M5=
0BBBB@
1 3=4  1=4 i 0  3=4 + 1=4 i  3=2
3=4 + 1=4 i 3=2 5=4  1=4 i 0  7=4 + 1=4 i
0 5=4 + 1=4 i 5=2 9=4  1=4 i 0
 3=4  1=4 i 0 9=4 + 1=4 i 9=2 17=4  1=4 i
 3=2  7=4  1=4 i 0 17=4 + 1=4 i 17=2
1CCCCA:
Calculamos D4 y resulta D4 =0BB@
3=4 1=4 i ( 1=7+3=28 i)p14 ( 1=21 1=7 i)p14 ( 1=30 + 1=10 i)p10
1=4
p
14 19=28  1=28 i  2=7 + 2=7 i ( 1=35  2=35 i)p35
0 6=7 43=63  8=21 i ( 19=315+4=105 i)p35
0 0 1=9
p
35 8=9  1=3 i
1CCA:
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Obviamente
(D4) = [ 1; 1 + i; 1  i; i]:
Lo interesante es que cuando D4 es normal, cosa que ocurre en este caso por
tratarse de un caso discreto nito con 4 átomos, se produce un contacto entre
W (D4) y W (D3).
Figura 8. El contacto entre W (D4) y W (D3)
Denición 2 Fijados u; v 2 Cn y siendo A una matriz cuadrada de orden n;
llamaremos
WA[u; v] = fwAw : kwk = 1 ^ w 2 L(u; v)g:
Sean cuales sean u y v, siempre que n  2, se cumple que WA[u; v]  W (A).
Enunciemos el siguiente Lema que se encuentra en [2].
Lema 1 Si A es una matriz normal de orden n y 1; 2 2 (A); siendo u; v 2 Cn
los correspondientes autovectores, entonces WA[u; v] = [1; 2]:
A partir del lema hemos desmostrado el siguiente resultado que nos permite
relacionar los campos de valores de An y An 1:
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Teorema 7 Si An es una matriz normal de orden n; entonces:
i) 8i; j 2 (An); 1 6= j; se cumple [i; j] \W (An 1) 6= ;:
ii) Si [i; j]  @W (An); se verica [i; j] \ @W (An 1) 6= ;:
Dem: Por lo anterior WA[u; v] = [i; j]; donde u y v son los autovectores de i
y j: Tendremos que, al variar ;  2 C; w = u + v; será tal que wAnw=ww
recorrerá [i; j]: Dado que u; v; w 2 Cn; llamemos u = (u1; u2; :::; un)t; v =
(v1; v2; :::; vn)
t; w = (w1; w2; :::; wn)
t; existirán 0; 0 2 C; tales que se cumpla para
la última componente 0un+
0vn = 0: Llamando x = 0un+
0vn; tendremos que
xAnx
xx
=
xn 1An 1xn 1
xn 1xn 1
2 W (An 1);
por tanto [1; j] \W (An 1) 6= ?:
La segunda parte es inmediata a partir de la primera recordando queW (An) y
W (An 1) son conjuntos convexos yW (An 1)  W (An): En consecuencia @W (An)
solo puede alcanzarse con puntos de W (An 1) que sean de @W (An 1): 
Ejemplo 5 Consideremos las hipocicloides dadas por las series siguientes, desa-
rrollos en el innito de la función de Riemann (z);
z +
1=4
z2
; z +
1=4
z3
; z +
1=4
z4
;
obviamente con z recorriendo la circunferencia unidad. Estamos presuponiendo
unas distribuciones3 sobre las citadas hipocicloides que dan lugar a dichas matri-
ces.
3Estas distribuciones, que no conocemos, y que dan lugar a esas matrices D esencialmente
normales, lo que es sencillo de probar, no son muy diferentes de la medida de equilibrio sobre las
respectivas hipocicloides. Basta vericar el parentesco de estas Ds con las D(E)s calculadas
numéricamente para las respectivas medidas de equilibrio. Podemos armar que existe una
analogía con la relación existente entre las J de los Tchebyschev de segunda y de primera
especie (esta última es la medida de equilibrio sobre el segmento).
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Las hipocicloides son:
Figura 9. Las curvas soporte de las distribuciones
Las correspondientes matrices D son respectivamente0BBBBBBB@
0 0 1=4 0 0 : : :
1 0 0 1=4 0 : : :
0 1 0 0 1=4 : : :
0 0 1 0 0 : : :
0 0 0 1 0 : : :
...
...
...
...
...
. . .
1CCCCCCCA
;
0BBBBBBB@
0 0 0 1=4 0 : : :
1 0 0 0 1=4 : : :
0 1 0 0 0 : : :
0 0 1 0 0 : : :
0 0 0 1 0 : : :
...
...
...
... : : :
. . .
1CCCCCCCA
;
0BBBBBBB@
0 0 0 0 1=4 : : :
1 0 0 0 0 : : :
0 1 0 0 0 : : :
0 0 1 0 0 : : :
0 0 0 1 0 : : :
...
...
...
... : : :
. . .
1CCCCCCCA
y los campos de valores (el cálculo lo hemos hecho para 8 8) serán
Figura 10. La envoltura convexa del soporte (no dibujada) contiene a los W (D8)
Como vemos el campo de valores tiende a coincidir con la envoltura convexa
del soporte, incluso para el caso de una matriz 8 8.
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