Abstract. We show that a para-Hermitian algebraic curvature model satisfies the para-Gray identity if and only if it is geometrically realizable by a paraHermitian manifold. This requires extending the Tricerri-Vanhecke curvature decomposition to the para-Hermitian setting. Additionally, the geometric realization can be chosen to have constant scalar curvature and constant ⋆-scalar curvature.
structure on V ; J 2 = − id and J * ·, · = ·, · . Let A ∈ ⊗ 4 V * be an algebraic curvature tensor, i.e. A satisfies the symmetries of Equation (1.a). Let C := (V, ·, · , J, A) be the associated Hermitian curvature model. We say that C is geometrically realized by an almost Hermitian manifold M = (M, g, J ) if there is an isomorphism φ : V → T P M for some P ∈ M so that φ * g P = ·, · , φ * J P = J, and φ * R P = A. We refer to [1, 2] for the proof of the following result: Theorem 1.1. Let C be a Hermitian curvature model.
(1) C is always geometrically realized by an almost Hermitian manifold.
(2) C is geometrically realized by a Hermitian manifold if and only if C satisfies Equation (1.b).
There are analogous questions in the affine setting. For example, if ∇ is both holomorphic and affine Kaehler, then R = 0 and ∇ is locally flat [7] .
1.2. Para-Hermitian geometry. Let (M ,g) be a pseudo-Riemannian manifold of dimension 2n. LetJ give (M ,g) an almost para-Hermitian structure;J 2 = id andJ * g = −g. In this setting, necessarilyg has neutral signature (n, n). The almost para-Hermitian manifoldM := (M ,g,J )
is said to be para-Hermitian ifJ is integrable, i.e. if the Nijenhuis tensor NJ vanishes (see, for instance, [3] Equivalently, there exist local coordinates (x 1 , ..., x n , y 1 , ..., y n ) centered at any given point ofM so thatJ ∂ xi = ∂ yi andJ ∂ yi = ∂ xi .
In the algebraic setting, let ·, · be a neutral signature inner product on a finite dimensional vector spaceṼ . LetJ be a para-Hermitian structure on (Ṽ , ·, · ), i.e. J 2 = id andJ * ·, · = − ·, · . IfÃ ∈ ⊗ 4Ṽ * is an algebraic curvature tensor, let C := (Ṽ , ·, · ,J,Ã)
be the corresponding para-Hermitian curvature model. We change the signs in Equation (1.b) to define a corresponding para-Gray relation 0 =Ã(x, y, z, w) +Ã(Jx,J y,Jz,Jw) +Ã(Jx,J y, z, w)
+Ã(Jx, y,Jz, w) +Ã(Jx, y, z,Jw) +Ã(x,J y,Jz, w) (1.c) +Ã(x,J y, z,Jw) +Ã(x, y,Jz,Jw) .
Assertion (1) in the following Theorem was established in [1] ; Assertion (2) is the main new result of this paper: Theorem 1.2. LetC be a para-Hermitian curvature model.
(1)C is always geometrically realized by an almost para-Hermitian manifold.
(2)C is geometrically realized by a para-Hermitian manifold if and only ifC satisfies Equation (1.c).
Remark 1.3. We make the following observations:
(1) The results of [1] show that the manifolds in Theorems 1.1 and 1.2 can be chosen to have constant scalar curvature and constant ⋆-scalar curvature. ( 2) The methods we will develop to establish Theorem 1.2 (2) can be used to show that Theorem 1.1 holds for pseudo-Riemannian manifolds; it is not necessary to assume that the inner product is positive definite.
(3) In the Hermitian setting, let Ω(·, ·) := g(·, J ·) be the Kaehler form; in the para-Hermitian setting, the para-Kaehler form is defined similarly by setting Ω(·, ·) :=g(·,J ·). The geometric realizations can be chosen so that dΩ P = 0 in the Hermitian setting or dΩ P = 0 in the para-Hermitian setting. Thus requiring the Kaehler or the para-Kaehler identity (i.e. dΩ = 0 or dΩ = 0) at a single point imposes no additional curvature restrictions although, of course requiring the Kaehler identity globally yields additional curvature restrictions.
1.3. Outline of the paper. Here is a brief outline to the paper. In Section 2, we will show that the curvature tensor of any para-Hermitian manifold satisfies Equation (1.c) and thereby establish one implication of Theorem 1.2 (2). Rather than generalizing Gray's proof from the Hermitian to the para-Hermitian setting, we have chosen to give a direct proof which is quite different in flavor. In Section 3, we recall the Tricerri-Vanhecke [8] decomposition of the space of algebraic curvature tensors in the Hermitian setting and extend it to the para-Hermitian setting by complexification; this result is perhaps of interest in its own right. In Section 4, we linearize the problem. We define a linear subspace P of the space of all algebraic curvature tensors which is invariant under the para-unitary structure group such that any element of P can be realized by a para-Hermitian metric with vanishing Kaehler form at the point in question. We complete the proof of Theorem 1.2 (2) in Section 5 by showing the elements of P are precisely those algebraic curvature tensors which satisfy the para-Gray identity given in Equation (1.c).
The para-Gray identity for para-Hermitian manifolds
LetJ be a para-Hermitian structure on (Ṽ , ·, · ). Let {ẽ a } be a basis forṼ . If T ∈ ⊗ 4Ṽ * , we define the para-Gray symmetrizatioñ
We establish one implication of Theorem 1.2 (2) by showing:
Proof. Introduce coordinates (u 1 , ..., u 2n ) onM sõ
We shall let indices a, b, c, . . . range from 1 to 2n and index the coordinate frame {ξ 1 , ..., ξ 2n } := {∂ u1 , ..., ∂ u2n }. We also let indices α, β, γ, . . . range from 1 to 2n. Letg
We haveg ab = −g αβ andg aβ = −g αb . Letg ab be the inverse matrix. We adopt the Einstein convention and sum over repeated indices. Let "/" denote ordinary partial differentiation. LetΓ be the Christoffel symbols of the Levi-Civita connection. We compute:
This enables us to compute:
We first study the linear terms in the second derivatives of the metric:
We examine the roleT 1 abcd :=g bd/ac plays in the para-Gray identity; the remaining 3 terms play similar roles and the argument is similar after permuting the indices appropriately. We use the fact thatJ * g = −g and applyG to computẽ
+g bδ/αc +g βd/aγ +g βδ/ac +g bδ/aγ =g bd/ac −g bd/αγ −g bδ/αc +g bd/αγ +g bδ/αc −g bδ/aγ −g bd/ac +g bδ/aγ = 0 .
Next we examine the terms which are quadratic in the first derivatives of the metric; there are three different kinds of terms which must be symmetrized:
af /dgbe/c . The remaining quadratic terms arise by permuting the roles of {a, b, c, d} in these expressions. We compute:
abcd =g f e {g ad/fgbc/e +g αδ/fgβγ/e +g αd/fgβc/e +g αd/fgbγ/e +g αδ/fgbc/e +g ad/fgβγ/e +g aδ/fgβc/e +g aδ/fgbγ/e } =g f e {g ad/fgbc/e +g ad/fgbc/e +g aδ/fgbγ/e −g aδ/fgbγ/e −g ad/fgbc/e −g ad/fgbc/e −g aδ/fgbγ/e +g aδ/fgbγ/e } = 0, G(T 3 ) abcd =g f e {g af /dgbc/e +g αf /δgβγ/e +g αf /dgβc/e +g αf /dgbγ/e +g αf /δgbc/e +g af /dgβγ/e +g af /δgβc/e +g af /δgbγ/e } =g f e {g af /dgbc/e −g αf /δgbc/e −g αf /dgbγ/e +g αf /dgbγ/e +g αf /δgbc/e −g af /dgbc/e −g af /δgbγ/e +g af /δgbγ/e } = 0.
The final term requires a bit more work. 
Pullback defines a natural orthogonal action of the unitary group U, by the orthogonal group O(V, ·, · ), and by the general linear group GL R (V ) on V * ⊗ V * and on A(V ). As a GL R (V ) module, there is a direct sum decomposition of
into the symmetric and the anti-symmetric 2-tensors, respectively; these modules are irreducible GL R (V ) modules.
be the subspace of trace free symmetric 2-tensors. There is a further irreducible orthogonal decomposition of
Finally, as U modules, we have an orthogonal direct sum decomposition:
If θ ∈ V * ⊗V * , let θ 0,+,S , θ −,S , and θ −,Λ denote the components of θ in S − (V * , J), respectively. Let {e i } be a basis for V . Let ε ij := e i , e j and let ε ij be the inverse matrix. Let A ∈ A(V ). Let τ , τ ⋆ , ρ, and ρ ⋆ be the scalar curvature, the ⋆-scalar curvature, the Ricci tensor, and the ⋆-Ricci tensor:
ρ(x, y) := ε ij A(e i , x, y, e j ), τ := ε ij ρ(e i , e j ),
We refer to [8] for the proof of the following result:
Theorem 3.1. Let (V, ·, · , J) be a Hermitian structure.
(1) We have the following orthogonal direct sum decomposition of A(V ) into irreducible U modules: 
3.2. Para-Hermitian models. Let (Ṽ , ·, · ,J) be a para-Hermitian structure; the metric is non-degenerate on the space of algebraic curvature tensors A(Ṽ ). Let Ω(x, y) := x,J y be the para-Kaehler form. We havẽ
Fix a basis {ẽ i } forṼ and letε ij be the components of the inner product relative to this basis. IfÃ is an algebraic curvature tensor, define:
The decomposition of Equation (3.a) extends to this setting to become: 
Proof. Let (V, ·, · , J) be a Hermitian structure. We let V C := V ⊗ R C be the complexification of V . We extend ·, · to be complex bi-linear and we extend J to be complex linear. We extend an element of A(V ) to be complex linear to define
If {ξ i } is any C-basis for V C , then Equation (3.b) remains valid where ε ij := ξ i , ξ j . Let
Let {e 1 , ..., e n , f 1 , ..., f n } be an orthonormal basis for V where
We letẽ
Since V has a positive definite metric,Ṽ inherits a metric ·, · of neutral signature (n, n); the vectorsẽ i being timelike and the vectorsf i being spacelike. Certain sign changes now manifest themselves:
In the decomposition of Equation (3.a), we have
This defines a bijective correspondence which derives the decomposition of Theorem 3.2 from that of Theorem 3.1. The correspondence is reversible and hence the modules in Theorem 3.2 can not be decomposed further.
Remark 3.3. We started in the Hermitian setting to deduce a theorem in the para-Hermitian setting. Thus the Tricerri-Vanhecke decomposition works equally well in the pseudo-Hermitian setting by changing both the inner product and the operator J. Suppose given integers p and q with p + q = n. By setting
and by takingJ := J, we could create a pseudo-Hermitian model of signature (2p, 2q). The analogous correspondence would then permit us to deduce a TricerriVanhecke decomposition theorem in the pseudo-Hermitian signature as well.
Linearizing the problem
We fix a para-Hermitian structure (Ṽ , ·, · ,J) hence forth. If Θ ∈ ⊗ 4Ṽ * , set
is an algebraic curvature tensor such that the complex model (Ṽ , ·, · ,J, P(Θ)) is geometrically realizable by a para-Hermitian manifold.
Proof. Let {e 1 , ..., e n , f 1 , ..., f n } be a basis for R 2n . Define an inner product Ξ of signature (n, n) on R 2n whose non-zero entries are Ξ(e 1 , e 1 ) = ... = Ξ(e n , e n ) = −1 and Ξ(
If v ∈ R 2n , expand v = x 1 e 1 + ... + x n e n + y 1 f 1 + ... + y n f n to define coordinates (x 1 , ..., x n , y 1 , ..., y n ) = (u 1 , ..., u 2n ). Definẽ
Since Θ(x, y, z, w) = −Θ(Jx,J y, z, w),J * g = −g. Let B ǫ be the Euclidean ball of radius ǫ > 0 centered at the origin. Sinceg is non-singular at the origin, there exists ǫ > 0 sog is non singular on B ǫ ; letM := (B ǫ ,g,J ) be the resulting para-Hermitian manifold. Since the first derivatives of the metric vanish at 0,
The proof of Theorem 1.2 (2)
LetW G be the space of algebraic curvature tensors such that the para-Gray identity holds. Let
P andW G are linear subspaces of A(Ṽ ) which are invariant under the action of the para-unitary groupŨ. The results of Section 3 reduce the proof of Theorem 1.2 (2) to showing P =W G . We begin our study with the following result:
Proof. By Lemma 4.1, every element of P can be geometrically realized by a paraHermitian manifold. Theorem 2.1 now implies P ⊂W G . We showW G ⊂W We continue our study with:
Proof. As in the proof of Lemma 4.1, we examine metricsg = Ξ+O(|u| 2 ); letÃ ∈ P be the curvature tensor at the origin. SetÃ * (x, y, z, w) :=Ã(x, y,J z,Jw). Let
denote the symmetric product. Let ̺ and ε be real constants. Consider the paraHermitian metric:
. The non-zero entries ofÃ are, up to the usual Z 2 symmetries,
Since the {∂ xi } are timelike and the {∂ yi } are spacelike, τ = 2ε + 4̺ and τ ⋆ = 2ε so τ ⊕ τ ⋆ is a surjective map from P to R ⊕ R. Thus Assertion (1) follows from Theorem 3.2:W 1 ⊕W 4 ⊂ P . The non-zero entries in the Ricci tensor are given by:
We take ̺ = −1 and ε = 2 to ensure ρ is trace free and symmetric. We then have
This shows that ρ 0,−,S is non-zero on P; Assertion (2) now follows if 2n = 4 sincẽ W 5 is not present:W 2 ⊂ P . It also shows ρ +,S is non-trivial on P and establishes Assertion (3):
We clear the previous notation and consider:
There is only one non-zero curvature entryÃ(∂ x1 , ∂ y1 , ∂ y2 , ∂ x1 ) = 2ε. We have:
Consequently ρ ⋆ (∂ x1 , ∂ x2 ) = ̺ and ρ ⋆ (∂ y2 , ∂ y1 ) = −̺. This yields: To prove Assertion (6), we consider the metric
The non-zero components ofÃ are then given, up to the usual Z 2 symmetries by:
We have ρ = 0 andÃ(Jx,J y, z, w) = −Ã(x, y, z, w) for all x, y, z, and w. This showsÃ ∈W 3 and proves Assertion (6) by showing
Let 2n ≥ 6. We consider g = Ξ − 2{x We have ρ = ρ ⋆ = 0. SinceJ * Ã = −Ã,Ã ∈W 10 ; Assertion (7) follows sincẽ W 10 ⊂ P .
Let 2n ≥ 8. We takẽ g = Ξ − 4{x 1 x 2 + y 1 y 2 }(−dx 3 • dx 4 + dy 3 • dy 4 ) .
The non-zero curvatures arẽ
A(∂ x1 , ∂ x3 , ∂ x4 , ∂ x2 ) =Ã(∂ y1 , ∂ x3 , ∂ x4 , ∂ y2 ) =Ã(∂ x1 , ∂ x4 , ∂ x3 , ∂ x2 ) =Ã(∂ y1 , ∂ x4 , ∂ x3 , ∂ y2 ) = −1,
=Ã(∂ x1 , ∂ y4 , ∂ y3 , ∂ x2 ) =Ã(∂ y1 , ∂ y4 , ∂ y3 , ∂ y2 ) = 1 .
We observe that ρ = ρ ⋆ = 0. SinceÃ(Jx,J y, z, w) = −Ã(x, y, z, w),Ã / ∈W 3 . Thus A has a non-zero component inW 6 ⊕W 7 . As P ⊥W 7 ,Ã has a non-zero component inW 6 and Assertion (8) where {ξ, η} are smooth functions vanishing to second order at P . We showed it was possible to choose {ξ, η} so that the resulting metric had constant scalar curvature and constant ⋆-scalar curvature. Since {ξ, η} vanish to second order, (M ,h,J ) realizesC at P as well and dΩ ξ,η = 0. This establishes Remark 1.3. ⊓ ⊔
