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Résumé  : Nous passons ici en revue les développements récents dans le domaine des 
méthodes micro-économétriques d’évaluation. Dans cette littérature, le modèle statistique de 
référence est le modèle causal de Rubin (modèle voisin du modèle économétrique d’auto 
sélection de Roy), dont nous rappellerons la forme et les hypothèses . Ce modèle est un cadre 
adapté pour définir et étudier les conditions d’identification de l’effet, par exemple, du 
passage par un dispositif de la politique active de l’emploi. Nous insistons également sur la 
définition et l’identification des différents paramètres pertinents pour l’évaluation, tels que les 
effets moyens et marginaux du dispositif sur l’emploi ou les salaires des bénéficiaires. Nous 
explicitons en particulier les hypothèses qui permettent d’identifier l’effet moyen ou marginal 
du dispositif dans la situation virtuelle (dite contrefactuelle) où les bénéficiaires du dispositif 
ne pourraient y accéder. A chaque type d’hypothèses (sélection sur variables inobservables, 
indépendance conditionnelle des variables de résultats et de l’entrée en dispositif, etc.) 
correspond généralement un estimateur particulier. Nous mettons plus particulièrement 
l’accent sur les estimateurs par appariement pour le modèle de sélection sur variables 
observables, ainsi que sur les méthodes des doubles différences et de régression avec 
discontinuité pour le modèle de sélection sur variables observables et inobservables. 
 
Mots clés : évaluation, biais de sélectivité, estimateurs par appariement, méthode des doubles 
différences, régression avec discontinuité. 
 




Abstract : Our survey covers the recent developments of the microeconometric literature on 
evaluation methods. In this field, the canonical model is Rubin’s causal model, which is close 
to Roy’s selectivity model. This model is the relevant framework for defining and for 
examining the identifiability conditions of the parameters of interest in any evaluation study. 
We insist on the definition of these parameters, which include the average effect of the 
treatment on the treated and on the non-treated individuals. For each set of assumptions 
(selectivity on observable or unobservable characteristics, conditional independence between 
outcomes and treatment indicators, etc.), we present the most adapted estimation method. We 
put a special emphasis on matching estimators in the situation where the selectivity depends 
only on observables, and on differences-in-differences methods and on regression-
discontinuity techniques when the selectivity depends both on observable and unobservable 
characteristics. 
 
Keywords : evaluation, selectivity bias, matching estimators, differences-in-differences, 
regression-discontinuity. 
 
JEL Codes : C13, C14, C41, J64.  3
Résumé non technique  : Comment évaluer l’effet d’une intervention publique ou d’une 
réforme ? Comment cette intervention a-t-elle modifié les revenus des ménages, la 
profitabilité des entreprises, ou encore le niveau d’emploi des économies régionales ou 
nationales concernées ? Comment cette intervention aurait-elle modifié les résultats des 
ménages, entreprises, économies qui n’ont pu en bénéficier ? Durant les dernières années, ces 
questions ont été au centre d’une littérature économétrique riche en avancées 
méthodologiques. Les méthodes statistiques disponibles sont certes nombreuses, mais leurs 
spécificités et leurs hypothèses conditionnent fortement les résultats. Ces méthodes sont en 
général basées sur une comparaison entre des individus ou entreprises bénéficiant de la 
réforme ou de l’intervention publique que l’on souhaite évaluer et des individus ou entreprises 
n’en bénéficiant pas. Au cœur de la démarche statistique d’évaluation, est de ce fait souvent 
posée la question des biais de sélectivité : le recours à une subvention, à un crédit d’impôt ou 
à un dispositif public d’aide ou d’accompagnement est une décision qui met en œuvre un 
choix individuel, relevant au moins en partie du domaine de la rationalité ; en particulier, cette 
décision ne peut être indépendante de la façon dont l’agent économique évalue par lui-même 
les conséquences de son choix. Si l’on ne tient pas compte de ces biais de sélectivité, l’on 
risque de produire des estimations biaisées des effets de l’intervention publique en comparant 
directement les situations des deux groupes, bénéficiaires et non bénéficiaires de cette 
intervention. 
 
Pour limiter les conséquences des biais de sélectivité, les analystes construisent généralement 
un groupe de contrôle dont les caractéristiques observables se rapprochent le plus possible de 
celles des agents bénéficiaires de l’intervention publique. Cette démarche n’est valide que 
dans le cas où la sélectivité opère seulement sur la base de caractéristiques observables (telles 
que l’âge des personnes ou l’effectif des entreprises). Elle est toutefois jugée trop restrictive 
par les statisticiens et économètres, qui lui préfèrent l’hypothèse d’une sélectivité provenant à 
la fois des caractéristiques individuelles observables et inobservables. 
 
Dans cette synthèse, nous présentons tout d’abord le modèle canonique de l’évaluation, 
introduit par Rubin (1974). Ce modèle permet de définir clairement tout à la fois l’effet causal 
de la politique que l’on souhaite évaluer et la nature du biais de sélectivité. Les deux 
caractéristiques importantes de l’effet causal, tel qu’il est défini dans ce cadre, sont, d’une 
part, son hétérogénéité dans la population, et, d’autre part, son caractère inobservable. Il faut  4
comprendre que c’est cette non-observabilité qui ne permet pas d’identifier librement la 
distribution de l’effet causal dans la population. 
 
Nous commençons par examiner la situation dans laquelle l’éligibilité à l’intervention évaluée 
dépend uniquement des caractéristiques individuelles des agents observables par l’analyste. 
Cette situation a été particulièrement examinée par les économètres. Elle les a conduits à 
proposer de nouveaux estimateurs, en particulier les estimateurs par appariement, introduits à 
l’origine par Rubin (1977) et développés récemment par Heckman, Ichimura et Todd (1998). 
Nous détaillons les étapes de la mise en œuvre pratique de ces estimateurs et nous présentons 
ensuite plusieurs études utilisant cette procédure. 
 
Nous examinons ensuite la situation dans laquelle la sélectivité dépend tout à la fois des 
caractéristiques observables et inobservables des agents. Dans ce contexte nous mettons 
l’accent sur les méthodes les plus souvent utilisées, à savoir la méthode des doubles 
différences (differences in differences), la régression avec discontinuité (regression 
discontinuity), mais aussi le modèle Tobit de sélection. Plusieurs exemples d’application 
permettent une fois encore d’illustrer ces méthodes. 
 
Nous concluons cette synthèse en soulignant l’utilité de chacune de ces méthodes mais aussi 
en insistant sur leurs limites. Tirant parti des travaux de Heckman et al. (1998), basés sur des 
échantillons de contrôle expérimentaux et non expérimentaux, nous tentons de dresser une 





Comment évaluer l’effet d’une intervention publique ou d’une réforme ? Comment cette 
intervention a-t-elle modifié les revenus des ménages, la profitabilité des entreprises, ou 
encore le niveau d’emploi des économies régionales ou nationales concernées ? Comment 
cette intervention aurait-elle modifié les résultats des ménages, entreprises, économies qui 
n’ont pu en bénéficier ? Durant les dernières années, ces questions ont été au centre d’une 
littérature économétrique riche en avancées méthodologiques.
2 Les méthodes statistiques 
disponibles sont certes nombreuses, mais leurs spécificités et leurs hypothèses conditionnent 
fortement les résultats.
3 Ces méthodes sont en général basées sur une comparaison entre des 
individus ou entreprises bénéficiant de la réforme ou de l’intervention publique que l’on 
souhaite évaluer et des individus ou entreprises n’en bénéficiant pas. Au cœur de la démarche 
statistique d’évaluation, est de ce fait souvent posée la question des biais de sélectivité : le 
recours à une subvention, à un crédit d’impôt ou à un dispositif public d’aide ou 
d’accompagnement est une décision qui met en œuvre un choix individuel, relevant au moins 
en partie du domaine de la rationalité ; en particulier, cette décision ne peut être indépendante 
de la façon dont l’agent économique évalue par lui-même les conséquences de son choix. Si 
l’on ne tient pas compte de ces biais de sélectivité, l’on risque de produire des estimations 
biaisées des effets de l’intervention publique en comparant directement les situations des deux 
groupes, bénéficiaires et non bénéficiaires de cette intervention.  
 
Pour limiter les conséquences des biais de sélectivité, les analystes construisent généralement 
un groupe de contrôle dont les caractéristiques observables se rapprochent le plus possible de 
celles des agents bénéficiaires de l’intervention publique. Cette démarche n’est valide que 
dans le cas où la sélectivité opère seulement sur la base de caractéristiques observables (telles 
que l’âge des personnes ou l’effectif des entreprises). Elle est toutefois jugée trop restrictive 
par les statisticiens et économètres, qui lui préfèrent l’hypothèse d’une sélectivité provenant à 
la fois des caractéristiques individuelles observables et inobservables.
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2 Voir Heckman, Smith et Lalonde (1999) pour une synthèse très complète. 
3 Sur la sensibilité des résultats de l’évaluation aux méthodes, le lecteur pourra consulter, entre autres exemples, 
les contributions de Lalonde (1986), Heckman et Hotz (1989), Heckman et Robb (1985), Heckman, Tobias et 
Vytlacyl (2000). 
4 Les travaux français d’évaluation que l’on pourrait appeler « de première génération » reposent sur ce second 
type d’hypothèse. Ces travaux, recensés dans la synthèse rédigée par Fougère, Kramarz et Magnac (2000), sont 
fondés sur des modèles de transition en temps continu (Bonnal, Fougère et Sérandon, 1997), ou en temps discret 
(Magnac, 2000, Kramarz et Philippon, 2001). Ces études ont examiné les effets de deux types de politiques 
actives, d’une part les stages et dispositifs d’insertion des jeunes sur le marché du travail, et d’autre part, les  6
 
Il est important à ce stade de bien comprendre la différence entre l’évaluation ex ante, 
reposant sur la simulation des réformes possibles à partir d’un modèle économétrique 
structurel estimé avant la mise en place des réformes, et l’évaluation ex post, proposant une 
évaluation réalisée à l’aide de données expérimentales ou non, mais collectées après mise en 
place des réformes. Ces deux approches sont toutefois complémentaires comme l’ont montré 
notamment Ichimura et Taber (2002), Todd et Wolpin (2005), ou bien encore Lise, Seitz et 
Smith (2005), en utilisant les résultats de méthodes économétriques d’évaluation ex post pour 
élaborer et calibrer des exercices d’évaluation ex ante. 
 
Le cadre statistique général adapté à la démarche évaluative a été à l’origine développé par les 
statisticiens dans un domaine très éloigné de celui de l’évaluation des politiques économiques, 
à savoir celui de l’évaluation des traitements dans le domaine biomédical. Mais, dans ce 
champ, les statisticiens ont proposé des outils, concepts et méthodes, dont le domaine 
d’application est bien plus large que celui des essais cliniques.
5 En particulier, ces concepts et 
méthodes ont été fréquemment utilisés en micro-économétrie pour l’évaluation des 
programmes de formation et d’aide sociale. Mais, à n’en pas douter, leur champ d’application 
potentiel en économétrie est bien plus large. De ce point de vue, notre synthèse ne se propose 
pas de recenser l’ensemble des applications aujourd’hui réalisées, mais plutôt d’illustrer les 
méthodes passées en revue à l’aide d’exemples. 
 
Dans la section 2, nous présentons le modèle canonique de l’évaluation, introduit par Rubin 
(1974). Le succès de ce modèle provient du fait qu’il permet de définir clairement tout à la 
fois l’effet causal de la politique que l’on souhaite évaluer et la nature du biais de sélectivité. 
Les deux caractéristiques importantes de l’effet causal, tel qu’il est défini dans ce cadre, sont, 
d’une part, son hétérogénéité dans la population, et, d’autre part, son caractère inobservable. Il 
faut comprendre que c’est cette non-observabilité qui ne permet pas d’identifier librement la 
distribution de l’effet causal dans la population. 
 
                                                                                                                                                       
allègements de charges patronales sur l’emploi des moins qualifiés. Les conclusions de ces études corroborent 
les résultats des travaux conduits dans d’autres pays  : les programmes de formation et de stages plus 
particulièrement destinés aux jeunes chômeurs peu qualifiés n’ont en général pas d’effets à court terme sur leurs 
salaires et leur employabilité, à moins que ces stages et formations aient un contenu suffisant en formation. 
Toutefois, les politiques d’allègement des charges patronales ont des effets substantiels sur l’emploi notamment 
des travailleurs dont le salaire est proche du salaire minimum.  
5 Un des concepts centraux dans cette littérature est celui de causalité statistique, ou plus exactement d’effet 
causal d’un traitement (sur ce point, voir Holland, 1989).  7
Dans la section 3, nous considérons la situation dans laquelle la sélection des agents éligibles 
à l’intervention évaluée dépend uniquement de caractéristiques individuelles observables par 
l’analyste. Cette situation a été particulièrement examinée par les économètres. Elle les a 
conduits à proposer de nouveaux estimateurs, en particulier les estimateurs par appariement, 
introduits à l’origine par Rubin (1977) et développés plus récemment par Heckman, Ichimura 
et Todd (1998). Ces estimateurs sont présentés dans la section 4. Dans la section 5, nous 
détaillons les étapes de la mise en œuvre pratique de l’estimation par appariement et nous 
présentons plusieurs études utilisant cette procédure. 
 
Les sections 6 et 7 sont respectivement consacrées à la méthode des doubles différences 
(differences in differences) et à la régression avec discontinuité (regression discontinuity). 
Dans la section 8, nous examinons la situation dans laquelle la sélectivité dépend tout à la fois 
des caractéristiques observables et inobservables des agents. Dans ce cadre élargi, nous 
définissons d’abord les paramètres d’intérêt, puis nous rappelons la forme du modèle Tobit de 
sélection, dans lequel la loi des caractéristiques inobservables est supposée normale. Plusieurs 
exemples d’application permettent une fois encore d’illustrer la méthode. Nous présentons 
ensuite certaines extensions possibles du modèle Tobit à des lois paramétriques plus générales 
que la loi normale.  
 
Dans la section 9, nous concluons cette synthèse en soulignant l’utilité de chacune de ces 
méthodes mais aussi en insistant sur leurs limites. Tirant parti des travaux de Heckman et al. 
(1998), basés sur des échantillons de contrôle expérimentaux et non expérimentaux, nous 
tentons de dresser une carte des différentes situations possibles et des estimateurs à mettre en 
œuvre dans chacun des cas. 
 
2. Le modèle générique pour l’évaluation 
 
2.1 Définitions et notations 
 
Le modèle canonique de l’évaluation a été introduit par Rubin en 1974. Ce modèle, assez 
général, est adapté à la situation dans laquelle un traitement peut être administré ou non à un 
individu. Le terme de traitement se réfère aux premiers travaux ayant permis de développer ce 
cadre conceptuel, travaux qui concernaient l’évaluation de l’efficacité des traitements dans le 
domaine médical. Bien qu’il ne soit pas le plus approprié, il est utilisé en économétrie pour  8
qualifier une intervention publique, une réforme fiscale, une politique de subvention, un 
programme de formation, ou bien un programme d’aide sociale que l’on cherche à évaluer. 
 
De manière formelle, nous supposerons que, pour chacun des individus i d’un échantillon de 
taille N, nous observons l’ensemble suivant de variables aléatoires. L’accès au programme 
(i.e. au traitement) est représenté par une variable aléatoire T, qui prend la valeur 1 si 
l’individu accède au programme, 0 sinon. L’efficacité du programme est mesurée au travers 
d’une variable de résultat, notée Y. En fait, le modèle de Rubin repose sur l’existence de deux 
variables latentes de résultat, notées Y1 et Y0, selon que l’individu reçoit le traitement (T=1) ou 
non (T=0). Ces variables correspondent aux résultats potentiels ( potential outcomes) du 
programme. Elles ne sont jamais simultanément observées à la même date pour un même 
individu. Ainsi, pour un individu traité, Y1 est observée tandis que Y0 est inconnue. Dans ce 
cas, la variable Y0 correspond au résultat qui aurait été réalisé si l’individu n’avait pas été 
traité. On dit aussi que la variable Y0 représente le résultat contrefactuel. Pour un individu non 
traité, on observe au contraire Y0, tandis que Y1 est inconnue. La variable de résultat observée 
peut donc se déduire des variables potentielles et de la variable de traitement par la relation : 
 
Y = T Y1 + (1-T)Y0         (1) 
 
Seul le couple (Y,T) est observé pour chaque individu. 
 
2.2 Paramètres d’intérêt 
 
L’effet causal du traitement est défini pour chaque individu par l’écart ∆  = Y1 –  Y 0 qui 
représente la différence entre ce que serait la situation de l’individu s’il était traité et ce 
qu’elle serait s’il ne l’était pas. L’effet causal a ainsi deux caractéristiques importantes : 
•   il est inobservable, puisque seule une des deux variables potentielles est observée pour 
chaque individu, 
•   il est individuel, et de ce fait il existe une distribution de l’effet causal dans la 
population.  
 
La distribution de l’effet causal n’est toutefois pas identifiable, tout simplement parce que 
l’effet causal est inobservable. Néanmoins, grâce à des hypothèses sur la loi jointe du triplet  9
(Y0, Y1, T), on peut identifier certains paramètres de la distribution de l’effet causal à partir de 
la densité des variables observables (Y, T). Deux paramètres font généralement l’objet d’un 
examen spécifique. Il s’agit de l’effet moyen du traitement dans la population : 
 
∆
ATE = E(Y1 – Y0)      (2) 
 
et de l’effet moyen du traitement dans la population des individus traités : 
 
∆
TT = E(Y1 – Y0| T=1)    (3) 
 
Ces deux paramètres ne sont égaux que sous certaines hypothèses très restrictives. D’une 
façon générale, les conditions nécessaires à l’identification du premier paramètre sont plus 
exigeantes que celles nécessaires à l’identification du second. En effet, pour ce dernier, les 
hypothèses ne portent que sur la loi de Y0 et T. En particulier, si les variables de résultat sont 
indépendantes de la variable d’accès au traitement, c’est-à-dire si (Y0, Y1)CT, il est possible 
d’identifier les deux paramètres d’intérêt ∆
ATE et ∆
TT préalablement définis. En effet, si cette 
condition (suffisante) est satisfaite, ces deux paramètres d’intérêt deviennent :  
 
∆





TT = E(Y1| T=1) - E(Y0| T=1) = E(Y1| T=1) - E(Y0| T=0) = E(Y| T=1) - E(Y| T=0) (5) 
 
Dans ce cas, les deux paramètres sont égaux et peuvent être estimés simplement comme la 
différence des moyennes des variables de résultat observées dans le groupe des individus 
traités et dans le groupe des individus non traités. On peut remarquer que l’identification du 
second paramètre nécessite une hypothèse moins forte. En ce cas, il suffit en effet que les 
variables aléatoires Y0 et T soient indépendantes (soit Y0 CT ). 
 
Dès lors que la propriété d’indépendance précédente n’est plus satisfaite, l’estimateur naturel 
formé par la différence des moyennes des variables de résultat est affecté d’un biais de 
sélection. En effet,  10
 
E(Y|T=1) – E(Y|T=0) = E(Y1|T=1) – E(Y0|T=0) 
  




TT         (6) 
 
Le biais de sélection est le terme B
TT = E(Y0|T=1) – E(Y0|T=0) dans l’expression précédente. 
Ce biais trouve son origine dans le fait que la situation moyenne des individus qui ont reçu le 
traitement n’aurait pas été la même en l’absence de traitement que celle des individus n’ayant 
pas reçu le traitement. Il en est ainsi parce que ces deux populations ne sont pas identiques, 
sauf dans le cas particulier d’une expérience contrôlée. 
 
2. 3 Le principe des expérimentations contrôlées 
 
L’évaluation par expérimentation contrôlée essaie de s’affranchir du biais de sélection en 
proposant d’affecter de manière aléatoire (par tirage au sort) les individus potentiellement 
intéressés par un dispositif d’aide ou de subvention, un programme de formation, etc., à un 
groupe de traitement qui bénéficiera de ce dispositif ou programme, ou bien à un groupe de 
contrôle qui n’en bénéficiera pas. Un bilan des expérimentations relatives à l’évaluation des 
programmes d’aide à l’emploi introduits durant les vingt dernières années est contenu dans les 
deux articles de synthèse rédigés par Fougère (2000a, 2000b). 
 
Depuis le début des années 60, les autorités fédérales et locales des Etats-Unis d’Amérique 
ont recouru à des expériences contrôlées pour évaluer des politiques publiques dans des 
domaines aussi divers que la santé, le logement, l’impôt sur les revenus du travail, l’insertion 
et la ré-insertion sociale, les économies d’énergie ou la tarification de la consommation 
d’électricité. Mais c’est dans le domaine des programmes de formation et d’emploi que les 
expériences menées ont donné lieu aux débats les plus vifs et aux contributions 
méthodologiques les plus significatives. 
 
Le fait que le tirage au sort ajoute de l’incertitude dans le processus d’accès au programme 
peut conduire les individus les plus adverses au risque à ne pas se porter candidats. 
Parallèlement, si les agences chargées de la mise en œuvre des programmes ou interventions  11
offrent un nombre de places limité ou si elles sont évaluées sur la base des résultats de 
l’expérimentation, elles peuvent être de ce fait incitées à sélectionner les candidats les plus 
qualifiés ou ceux pour lesquels le programme est potentiellement le plus bénéfique. Les 
expériences contrôlées peuvent par ailleurs être soumises à des biais de substitution, 
apparaissant dès lors que les membres du groupe de contrôle ont accès à des substituts 
proches du traitement ou du programme évalué. Dans le cas du programme américain Job 
Training Partnership Act, les enquêtes de suivi réalisées par l’administration indiquaient que 
65% des membres du groupe de traitement reçurent des aides (aide à la recherche d’emploi, 
formation, etc.) durant les 18 mois suivant la procédure d’affectation par tirage au sort. 
Toutefois, des enquêtes complémentaires montrèrent que, durant la même période, 32% des 
membres du groupe de contrôle et 20% environ des individus éligibles ne participant pas à 
l’expérimentation reçurent une formation dispensée par un autre organisme. Au cours de cette 
expérimentation, les individus du groupe de contrôle eurent donc accès à un volume de 
formation supérieur à celui dont bénéficia la population éligible ne participant pas au 
programme. 
 
Les conditions qui permettent de recourir à l’expérimentation et déterminent son protocole 
sont au nombre de trois : 
1.  les participants à l’expérience doivent être pleinement informés des avantages comme 
des risques que leur participation peut leur procurer ou leur faire courir (principe de 
consentement éclairé); 
2.  dans les cas où l’on anticipe que le programme peut provoquer des risques ou des 
torts, il faut prévoir de compenser les individus qui seront affectés au groupe de 
traitement; dans le cas où l’on anticipe que le programme peut être bénéfique, il faut 
prévoir de compenser ceux qui seront affectés au groupe de contrôle (principe de 
compensation); 
3.  enfin, une expérimentation n’est envisageable que dans les cas où l’on ignore a priori 
l’ampleur de l’effet du traitement; si le traitement s’avère préjudiciable, il est 
préférable d’observer ses effets sur un nombre limité d’individus consentants que sur 
un très grand nombre d’individus contraints (principe de précaution). 
 
3. Identification sous l’hypothèse d’indépendance conditionnelle à des caractéristiques 
observables 
  12
Lorsque l’on souhaite évaluer des interventions publiques, par exemple des programmes de 
formation ou des politiques de subvention, à l’aide de données d’observation (non 
expérimentales), on fait face à deux populations, les bénéficiaires et les non – bénéficiaires, 
qui diffèrent de par la distribution des caractéristiques individuelles observables qui affectent 
vraisemblablement la participation à ces programmes. En pratique donc, l’indépendance 
(inconditionnelle) entre les variables latentes de résultat (Y0 ,Y1) et l’affectation au traitement 
T est une hypothèse très improbable. Une condition moins restrictive consiste à considérer 
qu’il existe un ensemble de variables observables X conditionnellement auquel la propriété 
d’indépendance entre les résultats latents et l’affectation au traitement est vérifiée. 
 
Une façon alternative de formuler cette restriction est de considérer que conditionnellement 
aux variables observables individuelles X, on se situe dans le cadre d’une expérience 
contrôlée, c’est à dire avec une affectation aléatoire au traitement. La « randomisation » serait 
maintenant assurée par les covariables X plutôt que par un processus aléatoire d’affectation. 
Ainsi, la loi de distribution de chacun des résultats potentiels est identifiable, puisque leur 
distribution conditionnelle aux variables observables X l’est. 
 
Proposition :  Si (Y0,  Y1)CT|X, alors les distributions marginales l(Y0), l(Y1), et 
conditionnelles l(Y0|T=0), l(Y1|T=1) des variables de résultat sont identifiables. 
 
En effet, sous l’hypothèse d’indépendance conditionnelle aux observables X, on a : 
 
l(Yk|X) = l(Yk|X, T=k) = l(Y|X, T=k) pour k=0, 1.     (7) 
 
Comme la distribution des variables observables X est identifiable, il en résulte que les quatre 
distributions  l(Y0), l(Y1),  l(Y0|T=0) et l(Y1|T=1) sont identifiables. Il est alors possible 
d’identifier l’ensemble des paramètres de chacune de ces quatre distributions. On peut en 
particulier identifier leur espérance et donc l’effet moyen du traitement, de même que l’effet 
moyen du traitement pour le groupe des individus traités. 
 
Comme précédemment, la condition d’identification pour ce dernier paramètre est moins 
forte, puisqu’elle ne nécessite que l’indépendance entre le résultat potentiel en l’absence de 
traitement et le traitement, soit Y0  CT | X. En effet, pour identifier l’effet moyen du  13
traitement sur les traités ∆
TT , il est suffisant d’identifier la loi conditionnelle l(Y1|T=1), ce qui 
est directement possible à partir des observations de l’échantillon des individus traités, et la 
loi conditionnelle l(Y0|T=1), ce qui par contre requiert la propriété d’indépendance 
conditionnelle. 
 
Remarquons enfin que, dans un cas comme dans l’autre, la distribution des variables latentes 
est identifiée, mais leur loi jointe ne l’est pas. En particulier, les moments d’ordre supérieur à 
1 de la loi de la différence Y1 – Y0 (en particulier sa variance) ne sont pas identifiés. 
 
Le principe de l’estimation est d’utiliser les informations dont on dispose sur les individus 
non traités pour construire pour chaque individu traité un contre factuel, c’est à dire une 
estimation de ce qu’aurait été sa situation s’il n’avait pas été traité. Considérons par exemple 
l’effet causal du traitement sur les traités : 
 
∆
TT = E(Y1 – Y0| T=1) = E(Y – Y0| T=1) 
 
= E[Y – E(Y0|X, T=1)| T=1] = E[Y – E(Y0|X, T=0)| T=1] 
 
= E[Y – E(Y|X, T=0)| T=1] 
 
Le problème est donc d’estimer pour chaque individu traité de caractéristiques xi la quantité 
E(Y | X = xi, T=0 ) = g(xi). L’estimateur final est alors obtenu comme la moyenne des écarts 








i i TT x g y N        (8) 
 
où I1 est le sous-échantillon des individus traités, défini par I1 = {i|Ti=1}, N1 est le nombre 
d’individus traités et  ) ( ˆ i x g .est l’estimateur de la fonction g(xi) = E(Y | X = xi, T=0 ). 
 
4. Estimation des paramètres d’intérêt 
 
4.1 Estimateur par appariement sur les caractéristiques observables 
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La méthode d’estimation par appariement a été initialement proposée par Rubin (1977). Cette 
méthode associe à chaque individu i traité un individu non traité, noté ĩ(i), dont les 
caractéristiques sont identiques à celles de l’individu i. Si l’on note X le vecteur des 
caractéristiques individuelles (supposées observables), cette méthode suppose que l’on 
observe, pour chaque individu traité, un individu non traité comparable, au sens des 
caractéristiques  X, c’est-à-dire tel que Xĩ(i)  = Xi. La quantité Yĩ(i) est un estimateur de 
l’espérance du résultat potentiel Y0i conditionnellement au score de l’individu i : 
 
() () () i i i i i i i i x T Y E x T Y E Y , 1 ˆ , 0 ˆ 0 0 ~ = = = =       (9) 
 












1 ˆ       (10) 
 
La propriété d’indépendance conditionnelle nécessite en général la prise en compte d’un 
nombre important de variables de conditionnement. Pour cette raison, l’appariement peut être 
difficile à réaliser en pratique. En effet, pour certains individus traités, on peut n’observer 
aucun individu non traité ayant exactement les mêmes caractéristiques. L’estimateur proposé 
par Rubin consiste en fait à choisir un individu non traité aussi proche que possible de 
l’individu traité. En pratique, on peut se servir de la distance de Mahalanobis, et prendre pour 






x x min arg i i
~
− Σ − =
=
     (11) 
Dans cette expression, Σ  est la matrice des variances-covariances des caractéristiques X dans 
la population des individus traités.  
 
4.2 Estimation par appariement sur le score de propension 
 
Le problème de dimension du vecteur X est fortement réduit par une propriété mise en 
évidence par Rosenbaum et Rubin (1983). La propriété d’indépendance conditionnellement à 
des variables observables implique celle d’indépendance conditionnellement à un résumé de  15
dimension un, qui est la probabilité de traitement, ou score de propension à être traité, noté 
P(X) = Pr (T = 1| X).  
 
Proposition (Rosenbaum et Rubin, 1983) : Si la variable de résultat Y0 est indépendante de 
l’accès au traitement T conditionnellement aux observables X, alors elle est également 
indépendante de T conditionnellement au score de propension P(X) : 
 
Y0 CT | X ⇒ Y0 CT | P(X) 
 
En raison de cette propriété, il n’est pas nécessaire d’apparier les individus sur l’ensemble des 
variables de conditionnement. Il suffit de les apparier sur leur score de propension, lequel 
constitue un résumé unidimensionnel de l’ensemble de ces variables. L’individu non traité 
noté ĩ, qui est apparié avec l’individu traité i, est alors défini par P(xi) = P(xĩ). 
 
Néanmoins, les propriétés asymptotiques de cet estimateur restent inconnues : l’estimateur 
est-il convergent ? Est-il asymptotiquement normal ? Quelle est sa vitesse de convergence ? 
Aucun résultat ne permet de décrire le comportement de l’estimateur lorsque le nombre 
d'individus traité devient grand. 
 
4.3 Estimateur par appariement avec fonction noyau (kernel matching) 
 
Les travaux d’Heckman, Ichimura et Todd (1997, 1998) ont permis de répondre à ces 
questions. L’idée principale est que la quantité yĩ est un estimateur non paramétrique de 
l’espérance du résultat potentiel Y0 conditionnellement au score de l’individu i : 
 
() () [] i i x P x P Y E y = = 0 ~ ˆ        ( 1 2 )  
 
L’erreur quadratique de cet estimateur peut toutefois être améliorée en prenant une moyenne 
pondérée des observations des n voisins les plus proches de i ( n nearest neighbours 
matching). D’autres estimateurs non paramétriques peuvent être envisagés. Ils consistent tous 
en une moyenne pondérée des observations de l’échantillon de contrôle (la population des 
individus non traités). Heckman et al. (1998) proposent en particulier des estimateurs à noyau, 
dont le plus simple pourrait s’écrire :  16
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h x P x P K
h x P x P K x P x P Y E      (13) 
 
où I0 est l’ensemble des individus non traités, défini par I0 = {i|Ti = 0}, N0 est le nombre 
d’individus non traités, K est une fonction noyau (kernel function), continûment 
différentiable, symétrique par rapport à 0, et telle que  () ∫
+∞




Chaque individu non traité participe ainsi à la construction du contre factuel de l’individu i, 
avec une importance qui varie selon la distance entre son score et celui de l’individu 
considéré. L’estimateur final de l’effet du traitement conditionnellement au fait d’être traité 
est ainsi : 
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h x P x P K
h x P x P K y N      (14) 
 
Heckman, Ichimura et Todd (1998) montrent que, sous certaines hypothèses de régularité, cet 
estimateur est convergent, asymptotiquement normal, avec une vitesse de convergence en 
racine carrée de N. 
 
5. Mise en œuvre des procédures d’estimation par appariement d’échantillons 
 
5.1 Le support de la distribution du score de propension 
 
La question du support des distributions du score conditionnel au traitement est essentielle 
dans ce type d’analyse. Son importance a été soulignée par Heckman, Ichimura et Todd 
(1998) qui ont montré qu’elle constitue une source prépondérante de biais dans l’estimation 
de l’effet causal du traitement. Dans les méthodes d’estimation par appariement ou par 
                                                 
6 La fonction «  noyau  » est un opérateur qui pondère symétriquement les valeurs des observations yj, en 
accordant un poids plus élevé aux observations telles que la valeur de P(xj) est « proche » de celle de P(xj). Cette 
distance est inversement proportionnelle à la largeur de la « fenêtre » h, qui peut être choisie de façon optimale. 
Les fonctions «  noyau  » les plus usuelles sont le noyau gaussien  ; le noyau quartique ou le noyau 
d’Epanechnikov. Le lecteur trouvera dans Härdle et Linton (1994) une très bonne présentation des méthodes 
d’estimation non-paramétrique.  17
régression, il est nécessaire de pouvoir construire pour chaque individu traité de score p0 un 
contre factuel à partir des individus non traités, c’est-à-dire de pouvoir estimer E(Y|P(X) = p0, 
T = 0) pour déterminer l’effet causal du traitement dans la population des individus traités.  
 
Une estimation non paramétrique de cette quantité impose que l’on dispose pour chaque 
individu traité d’individus non traités dont les scores ont des valeurs proches du score de 
l’individu traité. En d’autres termes, la densité du score des individus non traités ne doit pas 
être nulle au voisinage des valeurs du score de l’individu traité que l’on considère.  
 
On ne peut donc construire de contre factuel que pour les individus dont le score appartient à 
l’intersection des supports des distributions des scores des individus traités et des individus 
non traités. Ceci conduit à la conclusion que même sous l’hypothèse d’indépendance 
conditionnelle à des observables, on ne peut pas systématiquement estimer ∆
ATE , puisque 
E(∆ |P(X)) ne peut être estimé que pour les individus dont le score appartient au support 
commun de la distribution des scores. L’estimateur obtenu in fine est alors un estimateur 
local : on est seulement en mesure d’estimer E(∆ |P(X)∈ S∩  , T = 1) ou E(∆ |P(X)∈ S∩  , T = 1), 
S∩  étant le support commun défini par S∩  = ST ∩  SNT , ST étant le support de la distribution du 
score des individus traités et SNT celui des individus non traités. On présente en annexe deux 
exemples de distribution conditionnelle du score conduisant à des restrictions de support 
commun très différentes, l’une impliquant notamment de ne faire l’évaluation que sur une très 
faible proportion des individus traités. 
 
Cette condition de support a une autre implication : le modèle servant à la construction du 
score, c’est à dire expliquant le traitement à partir des variables de conditionnement, ne doit 
pas être trop « bon ». Dans le cas extrême où l’on expliquerait parfaitement le traitement, les 
densités du score conditionnellement au traitement seraient toutes deux des masses de Dirac, 
l’une en zéro pour les individus non traités, l’autre en 1 pour les individus traités. Les 
supports seraient alors disjoints et aucun appariement ne serait possible.  
 
Pour bien comprendre cette condition de support, il faut garder présente à l’esprit l’idée 
initiale de Rubin : conditionnellement à un ensemble de variables explicatives X (ou 
conditionnellement au score de propension), on se trouve dans le cas d’une expérience  18
contrôlée. La persistance de cette composante aléatoire de l’affectation au traitement 
conditionnellement à des observables est ainsi essentielle dans la procédure d’appariement. 
 
5.2 Les étapes de l’estimation 
 
Les différentes méthodes d’évaluation précédemment exposées se font toutes en plusieurs 
étapes. La première consiste à « expliquer » la variable T d’affectation au traitement par les 
caractéristiques observables X. Pour cela, une solution commode est d’estimer un modèle de 
type Logit (ou un modèle Logit multinomial lorsqu’il existe plusieurs catégories de 
traitement). Cette étape est informative dans la mesure où elle propose une description de 
l’affectation au traitement. Le choix des variables de conditionnement est essentiel dans cette 
étape, et il faut conserver à l’esprit que ce qui importe n’est pas une description aussi fidèle 
que possible de la probabilité du traitement, mais simplement la détermination des variables 
nécessaires à l’obtention de la propriété d’indépendance. Introduire un trop grand nombre de 
variable peut avoir des conséquences néfastes sur l’estimation à plusieurs titres. D’abord, la 
description de la variable de traitement étant meilleure, les supports des distributions des 
scores des individus traités et des individus non traités risque de se dissocier davantage ; les 
possibilités d’appariement seront alors plus restreintes. Mais surtout, introduire trop de 
variables de conditionnement peut conduire à biaiser les estimations. Il est possible en effet 
que la propriété d’indépendance soit satisfaite pour un ensemble de variables de 
conditionnement, mais qu’elle ne le soit plus lorsque l’on ajoute d’autres variables de 
conditionnement, quand bien même celles-ci seraient significatives dans l’estimation du 
score. 
 
La deuxième étape consiste à déterminer le support commun des densités des scores des deux 
groupes d’individus. Pour cela, plusieurs techniques peuvent être employées : 
1.  on peut par exemple exclure les observations dont le score de propension estimé est 
proche de 1 ou de 0 ; 
2.  Dehejia et Wabba (1999) suggèrent de supprimer toutes les observations du groupe de 
contrôle pour lesquelles le score de propension estimé est inférieur au minimum des 
scores de propension estimés dans le groupe de traitement, et appliquer la même règle 
pour le maximum; 
3.  Heckman, Ichimura et Todd (1998) préfèrent supprimer les observations du groupe de 
contrôle dont les covariables ont une densité inférieure à un certain seuil.Cette  19
deuxième étape est importante, et l’oublier pourrait là encore biaiser les estimations. C’est en 
outre une importante source d’imprécision des estimations, l’estimation du contre factuel pour 
les individus n’appartenant pas au support commun étant biaisée et très imprécise. 
 
Mais il faut en cet endroit vérifier une autre conséquence de l’hypothèse. L’appariement 
réalisé sur la base du score de propension doit en principe équilibrer la distribution des 
variables  X dans les deux groupes, traitement et contrôle. Cette propriété du score de 
propension, ainsi défini comme un score d’équilibrage (balancing score), est un corollaire du 
théorème de Rosenbaum et Rubin (1983). Elle signifie que : 
 
X C T | P(X) 
 
En d’autres termes, si après conditionnement par le score P(X), la variable T dépend encore de 
X, le modèle utilisé pour estimer P(X) est mal spécifié, ou bien l’hypothèse CIA (Y0 C T | X ) 
n’est pas valide. Pour tester la validité de la propriété d’équilibrage des variables X dans les 
deux groupes, plusieurs procédures ont été proposées : parmi elles, citons le calcul du biais 
standardisé (Rosenbaum et Rubin, 1985), le t-test (Rosenbaum et Rubin, 1985), le pseudo-R2 
(Sianesi, 2004) et le test de stratification (Dehejia et Wahba, 1999, 2002) 
 
La dernière étape est celle de l’estimation à proprement parler. Il suffit pour cela d’appliquer 
les formules, par exemple celle proposée par Heckman, Ichimura et Todd (1998) pour 
l’estimateur par appariement fondé sur les noyaux. Les résultats d’Heckman et al. (1998) 
permettent en outre de garantir la convergence de l’estimateur et sa normalité asymptotique, 
avec une vitesse de convergence en  N . L’écart type de l’estimateur est obtenu en 
appliquant les méthodes du bootstrap, ce qui consiste à répliquer l’ensemble de la procédure 
d’estimation sur un échantillon tiré aléatoirement avec remise dans l’échantillon initial, et à 
déterminer l’écart type de la distribution de l’ensemble des estimateurs ainsi obtenus. Notons 
que l’écart type doit aussi prendre en compte le fait que le score n’est pas connu et est de ce 
fait estimé. Chaque étape du bootstrap doit ainsi comprendre non seulement l’appariement sur 
l’échantillon tiré, mais aussi l’estimation du score. L’estimation de l’écart type peut être de ce 
fait coûteuse en temps de calcul. 
 
5.3 Cas avec plusieurs traitements  20
 
Supposons maintenant qu’existent non plus un seul, mais K traitements, et que l’accès à l’un 
de ces traitements soit représenté par la variable aléatoire T ∈  {1,…K}, K > 1. À ces K 
traitements correspondent K variables de résultats Y1,…, YK. On ajoute à ces K variables la 
variable de résultat associée à l’absence de traitement Y0. Seule l’une de ces (K+1) variables 
de résultats potentiels est observée 
 
Comme dans le cas avec un seul traitement, on suppose que les variables de résultat sont 
conditionnellement indépendantes du processus d’affectation aux traitements, étant données 
les valeurs prises par l’ensemble de covariables observables X : 
 
(Y0, Y1,…, YK ) C T | X 
 
Imbens (2000) et Lechner (2001) ont montré que sous cette hypothèse : 
 
(Yk , Yk’) C T | Π  
k/k’
(X), ∀  {k, k’} 
où : 
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Cette généralisation produit plusieurs paramètres d’intérêt qui ne sont pas symétriques : 
 
E(Yk – Yk’| T = k, X) ≠   E(Yk’ – Yk| T = k’, X) 
 
L’estimation de ces paramètres est réalisée en appariant le résultat pour chaque bénéficiaire 
du traitement k à la moyenne pondérée des résultats des bénéficiaires du traitement k’ sur la 




5.4 Quelques exemples d’application 
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De nombreuses études ont été consacrées à l’évaluation des programmes de formation offerts 
aux chômeurs. Deux études françaises récentes ont utilisé les méthodes d’estimation par 
appariement pour évaluer les effets de politiques actives de l’emploi. Ces deux études 
reposent sur l’hypothèse d’une sélection sur caractéristiques observables, et sur celle 
d’indépendance entre la variable de résultat et la variable d’accès au dispositif 
conditionnellement aux variables observables. 
 
L’étude de Brodaty, Crépon et Fougère (2002) examine les relations entre la durée de 
chômage avant l'entrée dans un dispositif d'aide à l'emploi et l'effet de ce dispositif sur 
l'employabilité ultérieure des bénéficiaires. Elle met en évidence l'existence d'effets 
différenciés sur l'employabilité des chômeurs de courte et de longue durée. A cette fin, 
Brodaty, Crépon et Fougère (2002) développent un outil général d'évaluation qui permet de 
tenir compte à la fois de la multiplicité des dispositifs et de celle des dates d'entrée dans ces 
dispositifs. Un modèle de durée de chômage à risques concurrents sert à obtenir les scores de 
propension qui sont ensuite utilisés pour mettre en œuvre les estimations par appariement de 
l'effet des dispositifs. L'application concerne certaines mesures d'aide à l'emploi mises en 
place durant les quinze dernières années. L'analyse empirique exploite deux ensembles de 
données individuelles, qui ont été collectés au cours de deux périodes distinctes mais 
relativement similaires du point de vue de la conjoncture macro-économique. Il s'agit de 
l'enquête « Suivi des chômeurs » conduite par l'INSEE entre 1986 et 1988, et de l'enquête 
« Trajectoires des Demandeurs d'Emploi » réalisée par la DARES entre 1995 et 1998. Les 
résultats montrent que, pour ce qui est de l'employabilité des jeunes chômeurs, les dispositifs 
d'aide à l'emploi ont été généralement moins efficaces à la fin des années 90. Toutefois, 
certains dispositifs semblent avoir bénéficié plus aux jeunes chômeurs de longue durée. Cela a 
été particulièrement le cas des stages de formation à la fin des années 80, et des emplois aidés 
dans le secteur marchand dix ans plus tard. 
 
L’étude de Crépon et Desplatz (2002) procède à une évaluation ex post des créations ou 
sauvegardes d’emplois induites par les dispositifs d’allégements de charges sociales sur les 
bas salaires introduits en France entre 1994 et 1997. L’évaluation repose sur la comparaison 
de l’évolution de l’emploi entre entreprises similaires du point de vue de la taille, du secteur, 
de l’évolution passée des effectifs, du niveau de productivité, de la rentabilité, de la structure 
des qualifications, de l’exposition à la concurrence étrangère, etc., mais ayant bénéficié de 
réductions ex ante du coût du travail différentes. Cette réduction ex ante mesure l’ampleur  22
avec laquelle une entreprise est concernée par les dispositifs de réductions de charges. Il s’agit 
de la subvention reçue par les entreprises concernées par l’extension des dispositifs, avant 
même tout ajustement de l’emploi réalisé par l’entreprise. Elle est basée sur la distribution des 
salaires observés dans les entreprises en 1994, avant la mise en place du premier dispositif 
d’allègement. Plus l’entreprise est intensive en main d’œuvre faiblement rémunérée, plus cette 
réduction ex ante est importante. L’évaluation repose sur l’hypothèse selon laquelle la 
situation d’une entreprise de caractéristiques observables données ne bénéficiant pas des 
réductions de charges aurait été la même que la situation moyenne des entreprises 
bénéficiaires de mêmes caractéristiques si le dispositif n’avait pas été introduit. La procédure 
d’appariement statistique concerne les entreprises bénéficiaires et celles qui n’ont pas 
bénéficié des réductions de charges. Selon cette étude, les réductions de charges auraient eu 
des effets très importants sur l’emploi: 460 000 emplois auraient été crées ou sauvegardés 
entre 1994 et 1997 (la fourchette donnée par l’intervalle de confiance à 95% est toutefois très 
large, puisque celui-ci va de 255 000 à 670 000 emplois).  
 
Mais les méthodes d’appariement ont été appliquées à de nombreux autres contextes. Ainsi, 
Atoyan et Conway (2006) ont évalué de cette manière les programmes mis en place par le 
FMI de 1993 à 2003 dans 95 pays en voie de développement ou en transition. Leur 
échantillon contient 913 observations pays - années, 181 correspondant au groupe de 
traitement (les pays ayant appliqué les programmes du FMI durant ces années), 732 au groupe 
de contrôle (les pays n’ayant pas participé à ces programmes durant les mêmes années). La 
variable de résultat est le taux de croissance réel de l’économie mesuré l’année suivant la 
participation au programme du FMI. Les données proviennent de la base « World Economic 
Outlook » (FMI). Chaque observation du groupe de traitement est apparié aux observations du 
groupe de contrôle sur la base de la proximité des scores de propension. Atoyan et Conway 
(2006) trouvent que les programmes du FMI ont eu un effet positif mais statistiquement non 
significatif sur la croissance économique de ces pays. Mais leur échantillon est de faible 
taille  : seules 76 observations du groupe de traitement ont pu être appariées, celles 
correspondant à des valeurs élevées du score de propension n’ayant pu l’être en raison de 
l’absence d’un support commun. 
 
Pimenta Monteiro (2004) a utilisé l’estimation par appariement pour mesurer l’effet des 
privatisations sur les salaires dans le secteur bancaire au Portugal. Elle utilise pour cela des 
données individuelles recueillies de 1989 à 1997. Les individus “traités” sont les  23
salariésemployés dans une banque publique qui a été privatisée au cours de la période. Le 
groupe de contrôle est constitué des salariés employés dans une banque restée publique tout 
au long de la période. L’échantillon a été restreint aux salariés n’ayant pris pas leur retraite au 
cours de la période. Les salaires dans les banques privatisées sont restés en moyenne plus bas 
durant les deux premières années, puis ont rattrapé lentement ceux des banques publiques. Les 
salariés des banques privatisées dont les rémunérations ont évolué le moins rapidement sont 
ceux les plus éduqués, les plus expérimentés, et qui étaient préalablement les mieux payés 
dans le secteur public. 
 
6. L’estimateur des doubles différences 
 
6.1 Le cadre général 
 
La méthode des doubles différences est très souvent utilisée dans les applications 
économétriques. Son principe est très simple. Il se déduit directement du cadre des modèles à 
effets fixes individuels et temporels, utilisés en économétrie des données de panel. La forme 
générale du modèle est la suivante : 
 
Yit = γ  Tit + α i + λ t + ε it   avec i = 1,…,N et t = 1,…,T    (15) 
 
Dans cette expression, Yit  représente la variable de résultat pour l’agent i à la date t, Tit est la 
variable indicatrice du traitement pour l’agent i à la date t (qui vaut 1 s’il est traité, 0 sinon), γ  
est un paramètre à estimer, qui représente l’effet du traitement (ici supposé constant), α i est 
un effet fixe individuel, λ t est un effet temporel commun à tous les agents. Les termes Tit, α i et 
λ t sont potentiellement corrélés, alors qu’ε it est un aléa centré, homoscédastique, non corrélé à 
Tit, α i et λ t. 
 
Seuls les agents appartenant à un groupe particulier (par exemple, une classe d’âge, les 
habitants d’une ville ou d’une région donnée, etc.) sont traités à partir de la date t = τ . Ceci 
implique que : 
 
Tit = 1 pour i ∈  Tr  et t ≥  τ 
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Tit = 0 pour i ∈  C ou t < τ 
 
où Tr est le groupe de traitement et C le groupe de contrôle. Le principe de la méthode est 
d’éliminer les effets fixes et temporels à l’aide de deux différences successives. La première 
différence permet d’éliminer les effets fixes : 
 
∆ Yit = γ  ∆ Tit  +  ∆λ t + ∆ε it  
 
où ∆  est l’opérateur de différences premières défini par : 
 
∆ Yit = Yit – Yit-1 , ∆λ t = µ t = λ t – λ t-1, ∆ε it = vit = ε it – ε it-1 
 
Posons maintenant t = τ  et t - 1 = τ  - 1 (ou t ≥  τ  et t - 1 ≤  τ  - 1). Si i ∈  Tr, ∆ Tit = 1, ce qui 
implique que ∆ YitTr = γ  + µ tTr + vitTr. Si i ∈  C, ∆ Tit = 0, ce qui implique que ∆ YitC = µ tC + vitC. 
La deuxième différence élimine les effets temporels communs : 
 
γ  = E(∆ YitTr) - E(∆ YitC) 
 
puisque µ tTr = µ tC et E(vitTr) = E(vitC) = 0. L’estimateur des doubles différences est alors 
défini comme : 
 




i Y Y τ τ γ ∆ − ∆ = ˆ       (16) 
avec 













1 1 ∈ − = ∆ ∑ = − τ τ τ  
L’extension au cas avec covariables se fait en posant : 
 
Yit = γ  Tit + Zit δ  + α i + λ t + ε it  avec i = 1,…,N  et t = 1,…,T    (17) 
 
L’estimateur des doubles différences est équivalent à l’estimateur « within » dans le modèle 
projeté sur l’espace orthogonal aux effets fixes et temporels : 
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W Y = W X β  + W ε 
 
où Xit = [Tit | Zit], β  = (γ , δ ’)’, W= INT – G – BN – BT, G = JNT / NT, J étant une matrice carrée 
composée de 1, BN = [(IN⊗ JT)/ T] – G et BT = [(JN⊗ IT)/ N] – G. L’estimateur within du 
vecteur de paramètres β  est alors :  
 
() () WY X WX X ' ' ˆ 1
cov





cov ' ˆ − = WX X V σ β  
 
Les hypothèses cruciales pour la mise en œuvre de l’estimateur des doubles différences sont 
les suivantes: 
 
1.  les effets temporels sont supposés être communs aux deux groupes de traitement et de 
contrôle (λ tTr = λ tC) au moins en t = τ  et t - 1 = τ  - 1 ; 
2.  il ne peut y avoir ni attrition, ni sélection endogène entre (τ  - 1) et τ ;  ainsi, cette 
méthode ne peut être appliquée à une réforme fiscale (telle que la Prime pour 
l’emploi) qui peut influencer la participation au marché du travail, variable par nature 
discrète  ; en ce cas, certaines personnes peuvent être sans emploi en (τ  - 1) mais 
employées en τ  (ou l’inverse) ; 
3.  les termes d’erreur et les covariables sont supposées non auto-corrélés ; dans le cas 
contraire, l’écart-type de l’effet du traitement est systématiquement sous-estimé, 
comme l’ont montré Bertrand, Duflo et Mullainathan (2004) ; en ce cas, l’hypothèse 




Card et Krueger (1994)ont appliqué cette méthode pour estimer les effets du salaire minimum 
sur l’emploi. Ils utilisent pour cela le fait qu’en 1992, le salaire minimum a été augmenté de 
80% au New Jersey. Leur idée consiste à mesurer l’évolution de l’emploi dans les fast-foods 
situés des deux côtés de la frontière entre les états du New Jersey et de Pennsylvanie. 
Appliquant la méthode des doubles différences aux deux années 1991 et 1993, ils trouvent de  26
manière inattendue que la hausse de l’emploi (en équivalent à temps complet) a été de 0.47 
points dans le New Jersey, alors que l’emploi (en équivalent à temps complet) a baissé de 
2.28 points en Pennsylvanie dans le même temps. Dans un article ultérieur, Card (1990) a 
mesuré les effets de l’immigration sur l’emploi non qualifié en mettant en oeuvre une fois 
encore cette méthode. Il utilise comme « expérience naturelle » l’arrivée massive d’immigrés 
cubains non qualifiés à Miami en 1979. Il estime l’évolution du taux de chômage des 
travailleurs non qualifiés blancs, noirs et hispaniques à Miami , mais aussi dans quatre autres 
villes américaines (Atlanta, Houston, Los Angeles et Tampa) qui n’ont pas connu de flux 
migratoires significatifs au cours de la même période (1979-1981). Il constate une hausse de 
1.3 points du taux de chômage des noirs à Miami, mais une hausse de 2.6 points dans les 
autres villes durant ces années. 
 
Plus récemment, Giavazzi et Tabellini (2005) ont mesuré les effets de l’ouverture des 
économies et de la démocratisation des institutions politiques sur le taux de croissance du 
PIB, sur le taux d’inflation et le déficit public de différents pays. Ils utilisent pour cela des 
données agrégées relatives à 140 pays, observés de 1960 à 2000, et des indicateurs 
dichotomiques d’ouverture des économies et de démocratisation des institutions politiques 
pour chaque pays et chaque année. Dans cette analyse, les observations du groupe des 
« traités » sont les pays ayant connu une réforme économique ou politique majeure durant la 
période. Les observations du groupe de contrôle sont les pays n’ayant connu aucune réforme 
majeure durant la période (toujours fermés ou ouverts, toujours démocratiques ou jamais). 
L’ordre des réformes semble important: les pays qui ont d’abord libéralisé leur économie 
avant de démocratiser leurs institutions ont fait mieux au regard des variables 
macroéconomiques retenues. 
 
Draca, Machin et Van Reenen (2005) ont estimé les effets de l’introduction d’un salaire 
minimum en 1999 au Royaume-Uni. Les effets de cette mesure étaient a priori différents pour 
les entreprises employant beaucoup de salariés au niveau du salaire minimum avant la 
réforme (les entreprises « traitées ») et celles en employant peu (les « contrôles »). Draca, 
Machin et Van Reenen (2005) trouvent un effet significatif du salaire minimum sur la 
profitabilité des entreprises : la marge de profit, définie comme le rapport du profit brut aux 
ventes, a été réduite de 8 à 11% après introduction du salaire minimum. Mais ils ne trouvent 
pas d’effet significatif sur la probabilité de défaillance des entreprises. 
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6.3 L’estimateur des doubles différences avec appariement (difference in difference 
kernel matching) 
 
La validité de la condition d’identification Y0CT|X , nécessaire pour la mise en œuvre des 
techniques d’estimation par appariement, peut être légitimement mise en cause par la présence 
d’un effet fixe individuel inobservable, noté u, affectant à la fois les variables potentielles de 
résultat et la variable de traitement. Une hypothèse plus vraisemblable pourrait donc être 
Y0CT|X, u. Cette hypothèse stipule donc qu’une partie des variables nécessaires à la propriété 
d’indépendance est inobservée. 
 
Ce cadre peut se ramener au cadre développé dans les sections 3 et 4 dès lors qu’il est 
possible d’éliminer l’information contenue dans l’élément inobservé par une transformation 
adaptée de celles-ci. En partant de l’hypothèse d’indépendance conditionnellement à des 
observables et à des inobservables, on peut en effet montrer le résultat suivant :  
 
Y0 CT|X, u et g(Y0 , X) Cu|X ⇒ g(Y0 , X) CT|X     (19) 
 
Un cas intéressant est celui dans lequel la liste des variables de conditionnement comprend les 
observations des variables de résultat à une date antérieure au traitement, notées Y
P, avec Y
P ⊂  
X. Alors, par soustraction, il est possible d’éliminer l’effet individuel : (Y0 – Y
P)  Cu|X, à 
l’instar de ce qui est communément effectué avec les méthodes de différences de différences 
présentée dans la sous-section précédente.
7 On obtient alors la propriété d’indépendance 
conditionnellement à des observables pour les évolutions des variables de résultat, propriété 
qui s’écrit (Y0 – Y
P)  CT|X. Ceci a conduit Heckman, Ichimura et Todd (1998) à une 
généralisation de l’estimateur par différences de différences, largement utilisé dans le cas de 
l’évaluation des politiques publiques. La forme de l’estimateur de l’effet moyen du traitement 
sur les traités est alors : 
() []
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     (20) 
où ∆ Y = Y - Y
P. 
 
                                                 
7 L’article pionnier en la matière est celui d’Ashenfelter (1978).  28
7. La régression avec discontinuité 
 
La méthode de la régression avec discontinuité est appliquée en général dans les cas où la 
probabilité de traitement est une fonction discontinue de la valeur prise par une covariable 
autre que la variable de résultat (par exemple, l’âge ou le revenu de l’individu, l’effectif de 
l’entreprise, etc.). Deux situations doivent être distinguées : 
 
•   le cas avec discontinuité nette (“sharp design”) : ici l’accès au traitement T dépend de 
manière déterministe des valeurs prises par un vecteur de variables observables Z, soit 
T = f(Z), et le point z0 auquel il y a discontinuité est connu avec certitude. Par 
exemple, si Z est de dimension 1 : 
 
T = 1 si Z > z0  et T = 0 si Z < z0  (ou l’inverse) 
•   le cas avec discontinuité floue (“fuzzy design”) : ici l’accès au traitement T est une 
variable aléatoire conditionnée par Z, et la probabilité conditionnelle : 
 
Pr(T = 1|Z = z ) = E(T|Z = z) ≡  f(z) 
 
est discontinue en Z = z0. 
 
Le problème provient du fait que Z peut être corrélé avec la variable de résultat. Une 
comparaison des résultats des agents ayant reçu le traitement et de ceux n’y ayant pas eu 
accès est de ce fait généralement biaisée. Toutefois, il est vraisemblable que les agents 
proches du point de discontinuité (situés des deux côtés de la limite ou du seuil) soient très 
semblables. 
 
Posons  Y = Y0 + (Y1 – Y0 ) T = α  +β  T. Dans le cas d’une discontinuité nette (“sharp 
design”), et si ε  est un nombre arbitrairement faible, alors :  
 
E(Y|Z = z0 + ε ) – E(Y|Z = z0 - ε ) = E(β |Z = z0 + ε ) + E(α |Z = z0 + ε ) – E(α | Z = z0 - ε ) 
 
Si les agents proches du seuil sont identiques, on devrait avoir :  
  29
E(α |Z = z0 + ε ) ≅  E(α | Z = z0 - ε ) 
 
Les conditions d’identification de la régression avec discontinuité sont donc : 
1.  (C1) E(α |Z = z) est continue en Z = z0 
2.  (C2) La limite limε→ 0 E(β |Z = z0 + ε ) existe et est définie. 
 
Sous ces conditions, 
 
limε→ 0 [E(Y|Z = z0 + ε ) - E(Y|Z = z0 -ε )] = E(β |Z = z0) 
 
Remarquons que l’effet moyen du traitement sur les traités n’est identifié que pour les agents 
proches du seuil (sauf dans le cas où cet effet est constant dans la population). Toutefois, dans 
le cas de points de discontinuité multiples, il est possible d’approcher l’identification de cet 
effet « pour tout Z » : il est donc possible de tester l’hypothèse d’effet constant du traitement. 
 
Considérons maintenant le modèle plus général : 
 
Y = α  + β T = g(Z) + β T + u           (21) 
 
où g(Z) = E(α |Z) est une fonction de contrôle flexible pour la régression de Y sur T. Dans le 
cas d’une discontinuité floue (fuzzy design), Van der Klaauw (2001) propose de remplacer T 
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identifie l’effet du traitement en Z = z0  
 
A titre d’exemple, considérons l’étude de Saez (2002)  . Celui-ci souhaite savoir si l’on 
observe une concentration des foyers fiscaux au voisinage des limites des tranches du barème 
fiscal aux U.S.A.. Les modèles standards, notamment d’offre de travail en présence de 
contrainte budgétaire discontinue, prévoient que l’on devrait observer ce type de phénomène.  30
Mais les données fiscales collectées entre 1960 et 1997 contredisent cette prédiction: à l’aide 
de régressions avec discontinuité (au voisinage des seuils de tranche), Saez conclut qu’il n’y a 
pas de « bunching », sauf au seuil délimitant les deux premières tranches  
 




Une solution alternative pour résoudre le problème de sélectivité est de recourir à une 
modélisation jointe des résultats potentiels (Y0, Y1) et de l’affectation au traitement T, en 
faisant l’hypothèse que ces trois variables dépendent de termes d’erreur inobservables, 
potentiellement corrélés entre eux. Ce modèle repose sur un formalisme simple. La variable 
d’affectation au traitement est supposée être déterminée par un indice latent T
*, appelé la 
propension à être traitée, cet indice étant lui-même linéairement dépendant d’un vecteur de 
variables explicatives Z et d’un résidu V, de sorte que l’on peut écrire : 
 
T = 1(T
* > 0) = 1(Zγ  + V > 0)      (23) 
 
où γ  est un vecteur de paramètres inconnu, et 1(.) est une fonction indicatrice prenant la valeur 
1 si l’expression entre parenthèses est vraie, 0 sinon. Les variables de résultat latentes sont 
supposées être chacune engendrée par un modèle de régression linéaire de la forme  
 
Yj = aj + R bj + Uj  , j=0,1       ( 2 4 )  
 
où R est un vecteur de variables explicatives a priori différent de Z, bj est un vecteur de 
paramètres associé à R, et Uj est un résidu centré. Dans cette écriture on fait l’hypothèse que 
les éléments inobservés sont indépendants des variables explicatives R et Z. Les paramètres 
b0, b1 et γ  sont des paramètres structurels et ont donc une interprétation économique. Dans ce 
cadre, les expressions des paramètres d’intérêt  ()() Z R T Y Y E Z R
TT , , 1 , 0 1 = − = ∆  et 
()() Z R Y Y E Z R
ATE , , 0 1 − = ∆  deviennent :  
 
() ( )() Z R T U U E b b R a a Z R
TT , , 1 , 0 1 0 1 0 1 = − + − + − = ∆    (25) 
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() ( ) 0 1 0 1 , b b R a a Z R
ATE − + − = ∆      (26) 
 
L’intérêt central de cette modélisation est de reposer sur l’existence d’une dépendance entre 
les éléments inobservés affectant le traitement et les résultats potentiels. C’est la raison pour 
laquelle ce modèle est appelé modèle de sélection sur inobservables. On voit que si la 
modélisation des résultats potentiels est structurelle, en revanche les paramètres d’intérêt ne le 
sont pas, puisqu’ils font intervenir la distribution des éléments inobservés V, U0 et U1. 
 
8.2 Le modèle Tobit de sélection endogène 
 
Dès lors que l’on spécifie la loi jointe des éléments inobservés, l’estimation d’un tel modèle 
par la méthode du maximum de vraisemblance ne pose en général pas de problème particulier. 
En pratique, on fait très souvent l’hypothèse que les résidus V, U0 et U1 suivent une loi 
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oùσ j
2 est la variance de Uj (j = 0, 1), σ 01 est la covariance entre U0 et U1 (qui n’est pas 
identifiable en coupe puisqu’en ce cas, pour chaque unité statistique, seule l’une des deux 
variables Y0 et Y1 est observée), et ρ jest le coefficient de corrélation linéaire entre V et Uj. 
Sous cette hypothèse de normalité, on peut écrire l’espérance de la variable de résultat pour 
les individus traités et les individus non traités à l’aide des formules suivantes : 
 
() ()
() () () ()
() ()() γ γ φ σ ρ
γ γ φ σ ρ
γ
Z Z Rb a T Z R Y E
Z Z Rb a T Z R Y E
Z Z T
Φ + + = =
Φ − − + = =
Φ = =
1 1 1 1
0 0 0 0
1 , ,
1 0 , ,
1 Pr
   (28) 
 
où φ  est la fonction de densité de la loi normale standard, et Φ  est sa fonction de répartition. 
Par conséquent, les paramètres d’intérêt sont dans ce cas égaux à : 
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() ( ) ()
()
() 0 1 0 1
0 0 1 1 0 1 0 1
b b R a a
Z
Z
b b R a a
ATE
TT
− + − = ∆
Φ
− + − + − = ∆
γ
γ φ
σ ρ σ ρ
   (29) 
 
8.3 Deux exemples d’application 
 
Dans la période récente, deux études françaises ont utilisé le modèle Tobit, que nous venons 
de présenter, pour évaluer des dispositifs de la politique d’emploi.  
 
Cavaco et Fougère (2007) ont estimé l’effet d’un passage par une convention de conversion 
sur la durée du chômage. Le dispositif des conventions de conversion, qui a pris fin au 30 juin 
2001, avait pour but de favoriser le reclassement des licenciés économiques. Les données 
utilisées par Cavaco et Fougère (2007) proviennent de deux enquêtes longitudinales conduites 
par la DARES. Les résultats qu’ils obtiennent montrent qu’il existe bien un biais de sélection 
à l’entrée du dispositif dû aux variables observables et inobservables. La probabilité d’adhérer 
à une convention de conversion est plus élevée pour les travailleurs ayant subi un 
licenciement collectif sans fermeture d’établissement, et ceux dont la qualification et 
l’ancienneté dans l’emploi préalable étaient plus élevées. L’estimation de la variation 
moyenne de la durée de chômage résultant d’un passage par une convention révèle qu’un 
tiers, ou au plus 41%, seulement des bénéficiaires de convention voient leur durée moyenne 
de chômage baisser après passage par le dispositif. A l’inverse, la durée de chômage de plus 
de la moitié des chômeurs licenciés n’ayant pas adhéré à une convention de conversion aurait 
pu être réduite par un passage en convention. 
 
De leur côté, Fougère, Goux et Maurin (2001) ont évalué l’impact des formations financées 
par les employeurs sur la mobilité et les rémunérations des salariés. Pour cela, ils ont utilisé 
l’enquête sur la Formation et la Qualification Professionnelle (FQP) réalisée en 1993 par 
l’INSEE. Cette enquête permet d’identifier les employeurs avant et après les actions de 
formation continue réalisées entre 1988 et 1993. Elle permet également d’apparier le fichier 
des données individuelles aux fichiers de données disponibles sur les entreprises. De ce fait, 
les auteurs de l’étude ont pu disposer d’instruments originaux pour l’identification des effets 
structurels d’un système d’équations simultanées reliant formation continue, mobilité et 
salaires. Le modèle économétrique est un modèle à double sélection. Tout d’abord, les 
employeurs sélectionnent les candidats à la formation continue et/ou les salariés décident de  33
suivre une formation continue (l’accès à la formation continue correspond à une première 
équation de sélection). A l’issue de la formation continue, certains salariés peuvent quitter 
leur emploi ou être licenciés. Les éventuels changements d’entreprise observés au cours de la 
période correspondent à une seconde équation de sélection. La spécification de cette seconde 
équation permet de tester si le passage préalable par une formation continue a un effet direct 
sur les décisions de séparation. Les résidus de ces deux équations et celui de l’équation de 
salaire sont supposés pouvoir être corrélés. Si les valeurs estimées de ces corrélations sont 
significativement différentes de zéro, alors les mécanismes de sélection sont déterminés par 
des variables non observées par l’économètre. Le signe de ces corrélations permet par ailleurs 
de préciser la nature de ces sélections. Si, par exemple, le résidu de l’équation probit d’accès à 
la formation continue est estimé être négativement corrélé avec les déterminants non observés 
des salaires dans les entreprises autres que l’entreprise formatrice, alors, toutes choses 
observables égales par ailleurs, les entreprises forment moins les travailleurs dont les 
salaires potentiels dans les autres entreprises sont élevés. Si la corrélation entre le résidu de 
l’équation d’accès à la formation continue et celui de l’équation de changement d’entreprise 
sont négativement corrélés, cela signifie que, toutes choses observables égales par ailleurs, 
les entreprises forment plus les travailleurs les plus stables, ceux dont elle  ne souhaite pas se 
séparer ou ceux les moins enclins à la quitter. L’estimation valide cette dernière hypothèse. 
En même temps, elle montre que (1) la formation continue n’a pas d’impact significatif sur les 
carrières salariales dans les entreprises formatrices, (2) la formation continue atténue toutefois 
l’impact salarial négatif associé en moyenne aux transitions entre deux emplois, (3) les 
décisions de mobilité des salariés sont assez peu sensibles aux variations de salaires offerts. 
 
8.4 Extensions paramétriques du modèle Tobit 
 
D’autres estimateurs paramétriques peuvent être mis en œuvre de manière assez simple. Il 
suffit pour cela de considérer des familles de lois plus générales que la lois normale. Lee 
(1983) propose ainsi deux types de généralisation. L’une porte sur la spécification du modèle 
de sélection, l’autre porte sur la spécification jointe des perturbations du modèle. La première 
modification consiste à remarquer que si V a pour fonction de répartition F(V) = P(v ≤  V), 
alors la fonction u = F(v) suit une loi uniforme sur l’intervalle [0,1]. Grâce à ce résultat, on 
voit que la variable aléatoire transformée Φ
-1ο F(v) suit une loi normale. Pour se retrouver 
dans le cadre du modèle Tobit présenté plus haut, il suffit donc de faire l’hypothèse que U0,  34
U1, et Φ
-1ο F(v) suivent une loi normale. En d’autres termes, les expressions précédentes se 
généralisent au cas où P(Z) n’est pas directement de la forme probit Φ (Zγ ). Le modèle 
transformé est donc : 
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Les paramètres d’intérêt ont alors des expressions proches des précédentes. En particulier, ∆
TT 















0 0 0 0 T
Z P
Z P
Rb a Y E
TT o φ
σ ρ      (31) 
 
La seconde généralisation consiste à adopter un ensemble de lois paramétriques plus flexibles 
que la loi normale pour représenter la distribution jointe des perturbations. Lee (1983) a 
proposé de considérer les lois de Student de degré ν  choisi (le cas normal correspond à la 
situation dans laquelle ν  = +∞ ). On peut montrer dans ce cas que les expressions précédentes 
se réécrivent sous la forme : 
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  (32) 
 
Dans ces expressions, tν  représente la densité d’une loi de Student à ν  degrés de liberté et Tν  
est sa fonction de répartition. On remarque que cette généralisation n’est pas incompatible 
avec la première. En effet, la fonction P correspondant à la fonction de répartition des résidus 
de l’équation de sélection peut être une loi paramétrique spécifiée de manière plus générale 
encore. Le paramètre ∆
TT peut donc s’écrire sous la forme plus générale :  
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On peut ainsi proposer toute une gamme d’estimateurs paramétriques du modèle de sélection 
sur inobservables. A partir d’expérience de simulation et de mise en œuvre dans un cas 
concret, Heckman, Tobias et Vytlacil (2000) montrent que les biais en cas de mauvaise 
spécification peuvent être importants et que les résultats sont assez sensibles aux hypothèses 
sur la loi des perturbations. On peut remarquer que l’une comme l’autre des généralisations 
envisagées permettent sans difficulté d’identifier les constantes a0 et a1 qui jouent un rôle 
fondamental dans l’estimation des deux paramètres d’intérêt. C’est le fait d’imposer des 
formes fonctionnelles aux lois des termes inobservables qui rend possible l’identification de 
ces constantes.  
 
9. Conclusion : quelle méthode adopter? 
 
Il y a donc plusieurs façons de traiter le problème de la sélectivité. Chacune correspond à des 
hypothèses bien spécifiques. En pratique, il est important de savoir laquelle de ces hypothèses 
est la mieux adaptée. Les travaux d’Heckman, Ichimura et Todd (1997, 1998) apportent 
quelques éléments de réponse à cette question. Ils utilisent les données du programme de 
formation JTPA (Job Training Partnership Act) mis en place aux Etats-Unis. Ce programme a 
été conçu comme une expérience contrôlée. Il est donc possible d’obtenir une évaluation de 
son effet en utilisant le groupe de contrôle expérimental. En utilisant un groupe de contrôle 
non expérimental, il est par ailleurs possible de mettre en œuvre les différents estimateurs non 
expérimentaux que nous venons de présenter. Il s’agit ensuite d’examiner ceux qui se 
rapprochent le plus de l’évaluation sur données expérimentales. Les enseignements de cet 
exercice sont les suivants :  
 
1.  Les méthodes d’appariement sur les niveaux des variables de résultat (plutôt que sur 
leurs différences premières) sont mal adaptées : il y a persistance d’effets individuels 
inobservés, même lorsque l’on introduit un grand nombre de caractéristiques 
individuelles observables ; 
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2.  Les méthodes d’appariement appliquées aux variations des variables de résultat, telles 
que l’estimation par « différences de différences », marchent bien, mais leur bonne 
performance dépend néanmoins de la richesse  des variables de conditionnement. Ces 
méthodes ne sont pas pour autant la panacée : il subsiste en général un biais qui, bien 
qu’il ne soit pas le plus important, représente une fraction significative de la valeur de 
l’effet du traitement. Ceci suggère que les méthodes par appariement ne doivent pas 
être utilisées lorsqu’il n’est pas possible d’observer l’évolution de la situation des 
individus, ou lorsqu’il n’est pas possible d’éliminer les effets individuels par simple 
application des différences premières.  
 
3.  Les problèmes relatifs au support des scores de propension ont une réelle importance 
dans la pratique. Ils reflètent l’hétérogénéité de l’effet du traitement dans la population 
et mettent l’accent sur les difficultés d’extrapolation des résultats obtenus. 
 
4.  L’étude réalisée par Mueser, Troske et Gorislavsky (2003) à l’aide de données non 
expérimentales complète les résultats obtenus par Heckman, Ichimura et Todd (1997, 
1998)  ; en outre, elle montre que les choix techniques liés aux méthodes 
d’appariement (choix de la fonction noyau, choix de la fenêtre, etc. ) donnent des 
résultats assez peu différents les uns des autres, mais aussi de ceux obtenus avec des 
méthodes plus classiques, telles que les régressions à variables de contrôle; toutefois, 
ces choix affectent la précision des estimations ; 
 
5.  L’hypothèse de normalité dans les modèles de sélection sur inobservables conduit en 
général à des estimations biaisées  ;
8 en particulier, l’étude d’Heckman, Tobias et 
Vytlacil (2000) montre que les paramètres déduits du modèle de sélection sur 
inobservables sont très sensibles à la spécification de la loi des termes d’erreur 
inobservés. 
 
Au total, il existe aujourd’hui des méthodes alternatives à la démarche expérimentale, souvent 
jugée coûteuse au double point de vue juridique et politique. Néanmoins, l’utilisation des 
méthodes non expérimentales dépend fortement du contexte propre à l’observation. Ce 
contexte détermine en particulier le recours à tel ou tel type de méthode dans le but de réduire 
                                                 
8 Bien évidemment, cette critique ne s’adresse pas aux seuls modèles de sélection sur inobservables utilisés en 
évaluation, mais à beaucoup d’autres modèles économétriques.   37
les biais spécifiques au problème de l’évaluation. Mais il conditionne aussi la précision des 
estimations et donc leur caractère informatif et opérationnel. L’absence de données non 
expérimentales, mais suffisamment riches, explique aujourd’hui pour une grande part le retard 
pris par les pays européens (à part quelques exceptions) en matière d’évaluation quantitative 
des politiques publiques. 
 
Les méthodes d’évaluation sur micro-données ont par ailleurs une limite évidente  : elles 
permettent seulement d’identifier l’effet de programmes qui n’affectent qu’une faible part de 
la population. Dès lors que ces programmes ont une ampleur plus importante, on ne peut 
ignorer l’existence d’effets sur l’équilibre général du marché du travail.
9 
                                                 
9 Sur les effets d’équilibre général d’une politique publique, le lecteur pourra consulter l’article d’Heckman, 
Lochner et Taber (1998).  38
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