Internet of Things (IoT) are increasingly being adopted into practical applications such as security systems, smart infrastructure, traffic management, weather systems, among others. While the scale of these applications is enormous, device capabilities, particularly in terms of battery life and energy efficiency are limited. Despite research being done to ameliorate these shortcomings, wireless IoT networks still cannot guarantee satisfactory network lifetimes and prolonged sensing coverage. Moreover, proposed schemes in literature are convoluted and cannot be easily implemented in real-world scenarios. This necessitates the development of a simple yet energy efficient routing scheme for wireless IoT sensor networks. This paper models the energy constraint problem of devices in IoT applications as an optimization problem. To conserve the energy of device nodes, the routing protocol first aggregates devices into clusters based on a number of different features such as distance from base station, data/message length and data sensed from the environment in the current epoch. Then, a cluster head is elected for each cluster and a directed acyclic graph (DAG) is generated with all the cluster heads as nodes. Edges represent communication intent from transmitter to receiver and the edge weights are computed using a formulated equation. The minimum cost path to the base station is computed to allow for efficient real-time routing. Sleep scheduling is also optionally used to further boost network energy efficiency. The proposed routing protocol has been simulated and outperforms existing routing protocols in terms of metrics such as number of active nodes, energy dynamics and network coverage.
I. INTRODUCTION
I NTERNET of Things (IoT) [8] constitute a network of heterogeneous devices communicating and exchanging data amongst themselves to provide smarter services to users. This field of IoT has been witnessing increased research and development in several application areas. Smart home appliances and infrastructure, smart security and surveillance, smart road traffic management and medical emergency response systems are a few examples of IoT network's use cases. IoT networks are enormous in scale and complexity, and comprise of objects like Radio Frequency Identification (RFID) tags, mobile phones and sensing devices to obtain data from the environment. Such devices, also referred to as sensor nodes, have low compute capability and limited A. Chhabra will be joining the University of California, Davis battery life. The existing routing protocols for Wireless Sensor Networks (WSNs) [2] are complex in nature and demand a considerable use of processing power and memory which are scarce resources in the devices comprising an IoT network. There is hence, a need for simpler protocols that are able to efficaciously conserve the energy of the devices. For an energy efficient network, and especially one that involves cooperative devices, it becomes important to distribute the processing load of routing evenly amongst all devices in the network. This ensures that a larger number of devices will remain operational for extended periods of time. On the contrary, if this processing load attributed to routing, is subjected to only a subset of the devices in the network, then this subset of devices would consume their energies at a faster rate and hence run out of battery sooner than the rest of the network. The proposed routing protocol in this paper aims to solve this problem by distributing the routing effort and guarantee increased operational time of the network. The working of the protocol is detailed in later sections. Moreover, it must be noted that the term node and device both refer to the sensor nodes in the IoT network and have been interchangeably used in the text.
Apart from the sensor nodes, IoT networks also utilize base stations which are centers for data processing and storage. Base stations are more powerful as compared to the sensor nodes and hence come at a higher cost price. These are used in order to access network data and analyze it. There can be several models of IoT networks depending on the number of base stations used. For simulation of the proposed protocol, only a single base station is used as an end destination for the network data. The aim of the proposed protocol thus translates into finding an optimal energy-efficient path from the sensor nodes to the base station. Moreover, the protocol has to effectively minimize the energy expenditure of devices in the network and increase the network's operational lifetime.
There exist several mechanisms which can supplement the routing protocol in a network and help conserve energy [3] . One such popular approach is sleep scheduling. Sleep scheduling is widely employed in WSNs in order to avoid energy wastage which is caused by idle devices. Devices are chosen according to a predefined metric and are put to sleep (powered off) for fixed intervals of time through this mechanism. There exist several sleep scheduling algorithms [14] that can be employed in an IoT based WSN. Of these, approaches based on evolutionary algorithms have given promising results, and in particular [28] , which introduces a Particle Swarm Optimization inspired sleep scheduling technique for WSNs, has been very successful. In this paper we utilize an amalgamation of two well known evolutionary techniques for the purpose of sleep scheduling: Genetic Algorithm (GA) [30] and Particle Swarm Optimization (PSO) [29] algorithm. This sleep scheduling mechanism is named as Genetic Swarm Optimization (GSO) in this paper. The working of GSO is explained in later sections.
The contributions of this paper are as follows:
• Formulation of green routing in IoT as an energy optimization problem • Devising a minimum energy (MINEN) routing protocol as a solution to the aforementioned optimization problem • Supplementing the minimum energy routing protocol with a sleep scheduling mechanism, GSO, to enhance the energy conservation effort • Performance comparison of the proposed protocol with two widely employed routing protocols as well as multiple sleep scheduling techniques
The rest of the paper is organized as follows. The problem statement is defined in Section II. Section III describes related work in green routing and deployment protocols for IoT based WSNs. Section IV details the working of the proposed routing protocol. Section V presents the simulation performed and the results obtained. The scope for future work and the conclusion are present in Section VI.
II. PROBLEM STATEMENT
Sensor nodes in an IoT network generate data at a high and rapid rate. They communicate this data to the base station for processing purposes. They can also communicate with other sensor nodes for the purpose of eventually sending their data to the base station. Energy is spent both in transmission and reception of this message. The amount of energy used in one successful message transmission depends on several variables, such as the distance of the node from the base station, length of the message to be delivered, cost of power amplification before message transmission, and operational energy cost incurred by the transmitter and receiver hardware. Network communication links should be modeled in a manner which combines these variable costs to give a minimized additive output. The aim of a green routing protocol should be to compute a path among nodes from the sender to the base station, which minimizes this cost.
Moreover, not every node is actively involved in the process of message generation and transmission at all times. Devices experiencing periods of such inactivity, wastefully consume energy waiting for interrupts and events to occur. Such wasteful usage of energy should be mitigated to contribute to energy cost optimization. This can be achieved by putting these devices to sleep.
Nodes can also be clustered into groups and elected cluster 'heads' can aggregate messages for all the nodes in their group/cluster and collectively transmit them to the base station. This has been shown to reduce energy consumption in the network manifold.
A solution to the aforementioned problem(s) must meet the following objectives:
• The energy spent in transmission and reception of messages amongst the sensor nodes should be minimized • Sensor nodes should be clustered together in an efficient manner so that their messages are transmitted jointly and the network lifetime is increased • Effective sleep scheduling measures may be incorporated into the algorithm to further augment the energy conservation process We detail our proposed approach based on the above objectives in Section IV.
III. RELATED WORKS
Recently, many different protocols have been proposed for wireless networks that ameliorate security issues, improve network reliability and boost energy efficiency [24] - [27] . Due to the energy considerations associated with most batterybased wireless networks, prolonging network lifetime is a key issue. This has amounted to an increased research interest in realization of a green wireless IoT network. The authors in [17] , [21] discuss the need for green IoT and the various software and hardware based technologies required to enable its realization. Energy efficient inter-node communication and improved routing techniques have been identified as the issues that need to be addressed to facilitate large-scale adoption of green IoT.
There exist several routing protocols and network deployment schemes that have been designed for WSNs. In [2] routing protocols for WSNs have been categorized into 3 different groups: Flat routing, location-based routing and hierarchical routing. The paper [2] presents an extensive survey of routing protocols categorized under each of these three groups. Flat routing protocols [1] , [4] , [15] are data centric, which implies that there are no stringent constraints on the origin of the data. Sensor nodes in such protocols collaborate to perform sensing tasks and data is queried by the base station from different geographical regions. Location based routing protocols like [18] , [19] address sensor nodes by their locations. This is made possible through various methods including relative distance estimation using signal strengths or information exchange and GPS based location tracking. The last category of protocols is relevant to the problem of energy conservation. Hierarchical routing [5] , [9] , [10] , [20] is the category of protocols which efficiently divide network's routing responsibilities on the basis of device capabilities. High energy nodes are assigned with the task of data processing and data transfer, whereas low energy devices are tasked with sensing the environment. Cluster based routing techniques are also grouped under hierarchical routing as the specialized data processing and transmission tasks are assigned to the selected cluster heads. The proposed routing mechanism in this paper clusters devices on the basis of a number of relevant features, such as the distance of the node from the base station, residual battery levels of the devices, length of messages generated and amount of data sensed by the sensor nodes.
LEACH [9] is a hierarchical routing protocol which involves clustering of devices for transmitting data to the base station. Cluster heads are responsible for data aggregation, data processing and data communication. The protocol involves randomized cluster head rotation for distribution of routing load among multiple sensors. Data aggregation and fusion is also employed to reduce the size of data to be transmitted. LEACH is one of the most widely adopted energy-efficient routing algorithms for sensor networks and we treat it as a baseline for our approach. From a historical perspective other energy-efficient approaches have also been proposed: Minimum Transmission Energy protocol (MTE) [7] routes data through the nearest neighbor nodes to minimize transmission energy. However, when the network uses MTE, nodes nearest to the base station are overburdened with routing related processing load and hence run out of battery very fast. Through collaborative routing, such unequal distribution of routing effort has been mitigated in several protocols including LEACH and FCM [11] .
LEACH suffers from some drawbacks as well. First, the random rotation of cluster heads may lead to several sub optimal periods of communication. This is because inadequate nodes could be elected as cluster heads in these periods. Second, the distance of all cluster heads in the network is not uniform, hence some cluster heads would have to transmit data at longer distances than others. Both of these drawbacks are accounted for in our proposed protocol where cluster heads are elected on the basis of residual battery levels of the devices. Moreover, data transmission to the base station is undertaken as a collaborative effort by all the cluster heads in the network. An energy efficient route comprising of all the cluster heads is computed for the eventual transmission of data.
FCM [11] is another clustering based routing protocol. FCM proposes clustering on the basis of minimization of the euclidean distance of devices from the centers of the clusters they belong to. This is done to create an energy balance amongst sensor nodes in the cluster. Cluster heads in FCM are elected on the basis of residual energy levels. Cluster heads aggregate data from all the devices in the network and transmit it to the base station. FCM does not take into account the data generation capacity of devices in formation of clusters. Hence if a majority of devices which generate lengthy messages and actively sense larger amounts of data than others are clubbed into one cluster, then the assigned cluster head of this group would incur heavier energy expenditure than the others in the network. Eventually, this cluster would run out of battery earlier than others. This drawback is compensated for in our protocol as well, as we consider three device characteristics for cluster formation: distance of nodes from the base station, length of messages generated by devices and amount of data sensed by the sensor nodes in one communication epoch.
Our proposed routing protocol is simulated and compared with LEACH and FCM in section V. It will be seen that our protocol outperforms both LEACH and FCM on the basis of several metrics.
Research has also been put into development of network deployment schemes in order to achieve green IoT. One such scheme is proposed in [12] . It is a static network deployment scheme which utilizes two kinds of nodes, sensor nodes and relay nodes. Relay nodes are considered to be more computationally powerful than sensor nodes and are used to manage clusters of sensor nodes. The network is constructed into a three tiered hierarchy where sensor nodes make up the lowest level, relay nodes the intermediate level and base stations comprise the top most level. Huang et al have modeled communication constraints amongst nodes in the network according to the hierarchy level of the node. The authors represent the energy and cost optimization problem as a routing problem. The Steiner tree algorithm is used to solve this optimization problem of computing the number and position of relays in the network. The shortcoming of this approach is that it is a static deployment scheme and places many restrictions on how the network will have to be designed. In our approach this problem is ameliorated, as there is no static hierarchy between different nodes, the overall approach is simplistic in nature, and can be adopted to conserve energy in any kind of sensor network application.
As mentioned before, sleep scheduling is an efficient mechanism to supplement energy conservation in an IoT network. In [28] an energy balancing sleep scheduling mechanism is proposed for WSNs, which is based on Particle Swarm Optimization. In this paper, we propose and utilize a sleep scheduling mechanism based on the Genetic Algorithm (GA) and Particle Swarm Optimization (PSO) evolutionary approaches and name it Genetic Swarm Optimization (GSO). The performance of the proposed protocol is compared to three other sleep scheduling techniques: GA, PSO and ECCA [13] . The results from the simulations show that the proposed protocol gives best results when supplemented with GSO. We have analyzed the performance of the proposed Minimum Energy algorithm (MINEN) with and without the use of sleep scheduling, as sleep scheduling can lead to more complexity which may be undesirable in some networks. From here on in the text, MINEN will signify MINEN without sleep scheduling. In case sleep scheduling using GSO is also employed, it will be explicitly referred to as 'MINEN with GSO'.
IV. PROPOSED PROTOCOL
The flow of the proposed minimum energy (MINEN) routing protocol is depicted in Figure 1 . The major steps of the protocol can be summarized as follows:
• Running sleep scheduling to identify nodes not participating in the current epoch. This step is optional as the performance of the protocol is also analyzed without the use of sleep scheduling. • Cluster formation and cluster head election • Construction of DAG connecting all cluster heads and calculation of edge weights • Running Dijkstra to identify the minimum cost path to the base station for the current epoch
The assumptions made by the protocol are:
• All devices begin with the same level of energy • There is only one base station located at a static position in the IoT network • Base station is assumed to be supplied with infinite amount of energy, i.e. a base station is not at the risk of shutting down due to lack of energy We now explicitly detail each step of the algorithm shown in Figure 1 in the following subsections:
A. Sleep Scheduling
Sleep scheduling is used to identify idle devices which should be powered-off at the start of every communication round, to save energy. As mentioned before, in this paper we propose GSO for sleep scheduling, which is a combination of PSO and GA. These evolutionary optimization techniques typically progress through the following sequence of steps: 1) Randomly generate an initial population of solutions 2) Calculate a fitness value for each solution. This fitness value must be representative of the closeness of the current solution to the optimum solution 3) Reconstruction and modification of the population of solutions on the basis of their fitness values 4) Repeating the process from step 2 until requirements for the ideal solution have been met A typical solution is considered to be a boolean array of the size of the number of nodes in the network. Each index of the array contains a boolean value signifying whether the device at that index should be put to sleep (true) or not (false). A set of such arrays is referred to as a population of solutions. This population is randomly initialized in the beginning and is altered using a set of operators until the final solution is achieved. The difference between PSO and GA lies in the way this population of solutions is altered.
GA utilizes two set of operators in the process of modification and alteration of the solution population called mutation and crossover. The mutation operation makes adjustments to a particular solution candidate. To explain this in terms of data structures, a mutation operator masks randomly chosen elements of the array. The crossover operator on the other hand creates a new solution array from the combination of two previously existing and randomly selected solutions, referred to as parent solutions. This new array is formed by taking some element values from one parent solution array and the rest of the elements from the other. Every element in the new solution array can take two possible values corresponding to the elements at the same index in the parent solutions. A random probabilistic function is used to make this decision. GA sleep scheduling technique chooses two solution arrays, performs mutation operation on each array and then carries out the crossover operation to generate the next generation of solutions. PSO on the other hand adjusts the solution population on the basis of two parameters, the local best fitness value of the solution array (best fitness of a subset of solutions of the solution space) and the globally best fitness value identified so far, in the entire solution space.
GSO combines the characteristics of both PSO and GA. GSO also uses the mutation and crossover operations. However, the way solution arrays are subjected to these operations is different than GA and PSO. Before explaining the modification step of the GSO algorithm, it is important to understand the way the solution array's fitness values are computed. The fitness value of every solution set is calculated using the following formula:
where, term 1 = 1 − partial weighted energy total weighted energy (2)
Here the partial weighted energy corresponds to the sum of the energies of all the awake devices in the particular solution set and total weighted energy signifies the collective sum of the energies of all the devices of the network. The partial coverage corresponds to the network coverage provided by all the awake devices in the particular solution whereas total coverage corresponds to the coverage provided by all the devices of the network. α and β are used as the weights of the fitness function where α is used to optimize the energy lifetime and β is used to optimize the network coverage.
The reconstruction and modification of the solution space follows the pseudo code described in Algorithm 1. This basically makes up the third step of a typical evolutionary sleep scheduling technique, as stated before. GSO is made to execute (steps 2 to 4) for a predefined number of maximum iterations -M, after which the variable global best will store the final sleep schedule to be used in MINEN.
Algorithm 1 GSO Optimization step 1: Input: vector solution population 2: max solutions = length(solution population) 3: for it = 0 to max solutions do 4: current solution = solution population[it] 5: Mutate(current solution) 6: crossover rate 1 = 1 -it/max solutions 7: crossover rate 2 = it/max solutions 8: if random generator < crossover rate 1 then 9:
Crossover(current solution, local best) 10: else if random generator < crossover rate 2 then 11:
Crossover(current solution, global best) 12: if current solution.fitness > local best.fitness then 13: local best = current solution The use of GSO is preferred over both PSO and GA. In GA the entire solution population moves together towards the optimal solution because every solution in the successive generation is influenced by two randomly chosen solutions in the present iteration. When constraining one of these parent solutions to be a local or global best solution, we increase the pace with which GSO converges to the optimal solution. This constraint also helps guide the evolution to only look for the best available solution.
B. Clustering:
The next step of the MINEN protocol involves dividing the IoT network of devices into clusters. We employ two clustering algorithms as separate experiments in this regard: K-means clustering and Gaussian Mixture Model (GMM) clustering. The performance of MINEN algorithm, when using both of these clustering techniques is later compared in Section IV, to see which clustering approach performs better.
Clusters are formed on the basis of the similarity of certain chosen features of devices. In our approach the features used for clustering are the distance of the node from the base station, the length of messages generated by devices and the amount of data sensed by a device in one round of communication. K-means clustering technique divides the network of devices into 'K' clusters. During the clustering process each device is added to the cluster having the nearest mean value to the current device's features. Gaussian Mixture Models (GMM) unlike K-means, perform clustering under the assumption that the feature sets are normally distributed in space. The probability distribution is thus assumed to be as follows:
Here π i refers to the ratio of the data points present in the i th Gaussian cluster component and is known as the mixture coefficient. It's value ranges from between 0 and 1 depending on the cluster, and the total sum of all mixture coefficients will be equal to 1. µ i is the mean of the entire i th Gaussian cluster and Σ is the covariance. Also N refers to the total number of clusters chosen. Under this assumption of the probability distribution, clustering is undertaken using a log-likelihood maximization algorithm. Therefore, if this assumption holds, GMM will outperform K-means clustering. Conversely, if the underlying assumption is false, then K-means will fare better and give more suitable clusters. Recently, Gaussian Mixture Models have been used with great success to solve various problems in communication and networking [6] , [22] , [23] .
C. Cluster head election:
After the formation of clusters, each cluster elects a cluster head. The cluster head is responsible for aggregating messages from all the devices in its cluster and forwarding them to the base station. Cluster heads hence do the heavy lifting for their clusters in terms of processing and energy expenditure, and are involved in the routing path formation to be discussed later. However, this leads to cluster heads running out of energy rather fast. To avoid cluster heads from becoming inoperable due to loss of battery power, MINEN re-elects a new cluster head after a round has passed. In the beginning of every round, cluster heads are elected on the basis of the residual battery levels. The device with the maximum residual energy in a given cluster becomes the cluster head for that subsequent round. This rotation of cluster heads leads to an even distribution of routing effort amongst devices and hence increases the network's operational lifetime. Since in the first round every device will have the same level of energy, cluster heads in this round are chosen randomly.
After election of cluster heads, a Directed Acyclic Graph (DAG) connecting all of these cluster heads is created. Before describing the construction of this DAG, we lay down the energy model adopted by us to calculate energy expended by the network devices.
D. Energy Model
It is necessary to understand the energy considerations amongst devices in an IoT network. Energy is utilized in both transmission and reception of a message. The following variable definitions are used to derive energy equations for the energy model:
• E r(ij) -energy expended in reception of a message between devices i and j. • E t(ij) -energy spent in transmission of a message between devices i and j. • d ij -distance between devices i and j. • d o -threshold distance • l ij -length of a message exchanged between devices i and j. • E elec -energy consumed to operate the transmitter or receiver circuit. • M P -energy dissipated at power amplifier considering a multi-path fading channel. • F S -energy dissipated at power amplifier considering a line-of-sight free-space channel. • R ij -rate of data transmission between devices i and j. • e r(ij) -energy of message reception per unit time between devices i and j. • e t(ij) -energy of message transmission per unit time between devices i and j. • e i -current energy of device i. • e j -current energy of device j. • I -initial value of energy for all devices. • E sf (ij) -energy spent so far of devices i and j. • w 1 , w 2 , w 3 -weights assigned to edge weight components. According to the Friis free space model [31] we have,
As can be seen from the equations, the dependence of transmission energy on distance increases by a power of 2 after a threshold distance d o . Length of data sent per unit of time (t) is the rate of data transmission between devices i and j. Hence,
Using equation 8, equations of energy of transmission and reception of messages per unit time amongst devices i and j are written as:
E. Graph construction and route formation
After cluster formation and cluster head election, a directed acyclic graph (DAG) connecting all the cluster heads and the base station is created. At this point, the cluster heads have already aggregated the data from all the sensor nodes in their cluster. Thus, equations (9, 10, 11) for the cluster heads reflect the transmission and reception of this data as messages. Each edge connecting two cluster heads or a cluster head and a base station are assigned certain edge costs/weights on which Djikstra's algorithm is applied to find the minimum cost path. These weights incorporate the energy of message transmission and reception (equations (9, 10, 11)) as well as the energy spent so far (E sf ), of the devices (cluster heads) on a directed edge. Mathematically the E sf corresponds to,
E sf has been included in the edge weight in order to introduce load balancing in terms of energy, across devices in the network. This can be explained using the following example. Consider two intermediate route links, one of which is to be included in the least energy cost path to the base station where each device has an initial energy (I) of 5J. These links have an additive reception and transmission energy cost (that is, e r(ij) + e t(ij) ) of 2J and 10J, respectively. However, the additive residual energy levels (that is, e i + e j ) of these device link pairs correspond to 1J and 10J respectively. Knowing that Djikstra's algorithm choses the least cost path to the base station, if the cost does not include E sf of devices then the 2J link will always be opted for over the 10J link despite the residual energy of the device pairs in the first link being much lower. However, if E sf is included in an additive manner, the edge costs would actually be 11J and 10J for these links, respectively. Therefore, Djikstra's algorithm would actually select the latter link over the former link which is the kind of behaviour we would like the proposed algorithm to exhibit. Mathematically the value of costs (edge weights) assigned to edges on the graph is a weighted sum of three components,
A weighted sum is taken in order to fine tune the impact of every component on the performance of the protocol. This can be required for some networks that might be transmission cost heavy and others that might have a higher energy cost for reception of messages. These weights allow the designer to give specialized preference depending on the type of network. However, setting all these weight values (w 1 , w 2 , w 3 ) to 1 is generally the best setting for the algorithm. All simulations carried out for MINEN take w 1 = w 2 = w 3 = 1. It should be noted that costs assigned to edges connecting base stations with the cluster heads ignores the reception energy and the E sf of the base station. Mathematically,
Here b refers to the base station. This is because of the assumption that the base station never runs out of energy. Hence the cost of energy reception by the base station is not required to be minimized.
Once the graph is constructed we run Dijkstra algorithm to find the minimum energy path from every cluster head to the base station. Messages are then passed through this route for the duration of one round.
F. Flow of the algorithm
The steps of the proposed protocol MINEN with GSO (or just MINEN) are formally summarized using Algorithm 2.
Step 1 runs the sleep scheduling algorithm if required. Step 2 formulates clusters in the network. The sequence of steps from 3 to 7 help elect a cluster head by selecting the device with the maximum residual energy corresponding to each cluster in the network. Steps 8 and 9 construct a DAG connecting all cluster heads and Dijkstra's algorithm is then used to return the minimum cost routing path for one round. If sleep scheduling has been invoked in the beginning, then steps 11 and 12 help wake up the relevant nodes at the end of every round. This algorithm continues until all the devices of the network run out of battery. Figure 2 graphically shows the working of MINEN in a sample network.
V. SIMULATIONS AND RESULTS
This section discusses the results of the simulations done for demonstrating the efficacy of the proposed protocol. We simulated MINEN, LEACH and FCM for comparative analysis on the basis of : Set c.cluster head = d 8: Create graph G connecting all cluster heads 9: Run Dijkstra on G 10: Return routing path 11: if Sleep scheduling is invoked in step 1 then
12:
Wake up all the sleeping devices in the network 13: if Number of active devices> 0 then 14: goto step 1 15: else exit Table I displays the simulation parameter's initialization values that have been used in analysis of the results of the proposed protocol in this section. We have analyzed the performance of MINEN with and without the use of sleep scheduling. It will be seen that even without the additional energy conservation support of sleep scheduling, MINEN outperforms LEACH and FCM by considerable margins. Since MINEN, LEACH and FCM perform randomized clustering, different results can be obtained every time the algorithms are run. Therefore, the results shown in this section are the best For analyzing the effect of clustering on the performance of the proposed routing protocol we simulate MINEN using both GMM and K-means. Figure 3 depicts this comparison. Some research [12] defines network lifetime as the time duration beginning from the start of the network execution to the depletion of first device in the network. As can be seen from figure 3 this value is almost the same when both GMM and K-means are used in MINEN. However the number of communication rounds after which 30% of the nodes in the network have run out of energy is higher for GMM than for Kmeans. Thus GMM performs better. The rest of the simulation results have been computed using GMM as the clustering algorithm in MINEN. Figure 4 plots the number of alive nodes in the IoT network against the number of rounds of communication (time) in the simulation. As can be seen from the graph, in a network of 300 devices, MINEN is able to keep 150 of these devices operational for up to 2800 rounds. LEACH and FCM on the other hand keep 150 devices active only up to 1700 and 2600 rounds respectively. Applying MINEN increases network application's operational time to a larger extent than LEACH and FCM. This signifies that MINEN introduces more efficient distribution of routing effort amongst devices. Figure 5 depicts the energy dynamics of the IoT network. Energy of the network will drop down to 0 when all devices run out of battery. For MINEN this happens after approximately 3000 rounds of operation, LEACH keeps the network operational for roughly 2100 rounds and FCM accomplishes the same in about 2600 rounds. The slope of the graphs also depict that LEACH has the steepest energy depletion rate followed by FCM and MINEN respectively. Figure 6 shows the number of rounds after which 30% of the network's devices run out of energy and become inoperable. For MINEN 30% depletion occurs after about 2608 rounds. For LEACH and FCM these values are 1671 and 2589 respectively. Figure 8 shows an even more non-uniform distribution of network coverage provided by LEACH. The number of rounds until complete depletion of devices in LEACH lies in the range of 1000 to 2200. The sub regions where devices are active for longest period of time are small and scattered in the middle of the simulation region. As can be seen from the figure devices equidistant from the center provide the same network coverage. In other words, devices form somewhat concentric circular subregions, where the subregion with larger radius last for lesser number of rounds. As explained before, this happens because cluster heads which are at a farther distance from the base station expend more energy in communicating messages to the base station in LEACH. Figure 9 depicts the network coverage provided by MINEN without sleep scheduling. As can be seen from the figure the maximum simulation area is prominently covered in the shade of red. This signifies that majority of devices in the network are active for 2400 to 3200 rounds of communication. These devices are also more uniformly distributed across the network's geography as compared to LEACH and FCM. Hence MINEN provides superior network coverage compared to both LEACH and FCM. Furthermore Figure 10 depicts the network coverage of MINEN with GSO sleep scheduling. It should be noted from this figure that the performance of the network is enhanced several folds by the use of sleep scheduling. The prominent blue shades of the coverage graph correspond to 1500-4500 rounds until complete depletion of devices. Hence the network remains active and operational for even more longer periods of time than just using MINEN alone.
In order to evaluate the effectiveness of using GSO with We evaluate these algorithms on the basis of number of active nodes and energy dynamics of the network. Figure 11 plots the energy of the network with number of rounds of communication. As can be observed from the figure, MINEN with GSO enables the network to remain operational for approximately 10,000 rounds of communication. Whereas MINEN with EECA, GA and PSO keep the devices of the network active for about 6000, 3000 and 2500 rounds respectively. The slopes of the energy versus rounds (time) graphs also favor GSO over the other algorithms. PSO has the fastest rate of energy depletion whereas GSO has the least rate of energy depletion. Figure 12 showcases the number of alive nodes in the network versus rounds of communication. It reiterates the Fig. 12 inferences made from Figure 11 and hence further consolidates that MINEN when used with GSO performs tremendously better than other state-of-the-art sleep scheduling algorithms.
VI. CONCLUSION AND FUTURE WORK
In this paper, a Minimum Energy (MINEN) routing protocol for IoT-WSNs is proposed. MINEN is a clustering based algorithm which evenly distributes the expense of energy consumption amongst all the devices of the network. This is done using clustering, cluster head rotation and minimization of the energy of sending and receiving messages across links as well as aiding devices with low residual energies. This is achieved by first constructing a DAG where the nodes of the graph are the cluster heads. Then appropriate costs/weights are assigned to the edges keeping in mind the energy required for transmitting/receiving messages over a particular link as well as a factor for a device pair forming a communication link, called Energy spent so far (E sf ). Inclusion of the E sf factor enforces energy based load balancing across several links in the application. Then, Djikstra's algorithm is employed to find the minimum (energy) cost path of transmitting messages from the sender cluster head to the base station. Furthermore, a proposed Genetic Swarm Optimization (GSO) sleep scheduling technique is combined with MINEN to enhance the energy conservation effort. GSO inherits the benefits of both PSO and GA based sleep scheduling techniques and outperforms state-of-the-art sleep scheduling protocols. Moreover, MINEN alone outperforms two existing widely used energy efficient routing protocols -LEACH and FCM, in terms of network coverage, number of alive nodes and energy dynamics.
For future work, the protocol can be expanded to networks where the IoT nodes are all mobile and end-to-end source to destination paths do not exist. Moreover, work can be done to further improve sleep scheduling techniques employed in the paper to achieve even better performance. Work can also be undertaken to analyze other clustering approaches that might give better clusters resulting in more energy conservation.
