Hydrodynamical adaptive mesh refinement simulations of turbulent flows -
  I. Substructure in a wind by Iapichino, L. et al.
ar
X
iv
:0
80
1.
46
95
v2
  [
as
tro
-p
h]
  1
 Ju
l 2
00
8
Mon. Not. R. Astron. Soc. 000, 1–11 (2008) Printed 29 October 2018 (MN LATEX style file v2.2)
Hydrodynamical adaptive mesh refinement simulations of
turbulent flows - I. Substructure in a wind
L. Iapichino,⋆ J. Adamek, W. Schmidt and J.C. Niemeyer
Institut fu¨r Theoretische Physik und Astrophysik, Universita¨t Wu¨rzburg, Am Hubland, D-97074 Wu¨rzburg, Germany
Accepted 2008 February 5. Received 2008 January 29; in original form 2007 September 18
ABSTRACT
The problem of the resolution of turbulent flows in adaptive mesh refinement (AMR)
simulations is investigated by means of 3D hydrodynamical simulations in an idealised
setup, representing a moving subcluster during a merger event. AMR simulations per-
formed with the usual refinement criteria based on local gradients of selected vari-
ables do not properly resolve the production of turbulence downstream of the cluster.
Therefore we apply novel AMR criteria which are optimised to follow the evolution of
a turbulent flow. We demonstrate that these criteria provide a better resolution of the
flow past the subcluster, allowing us to follow the onset of the shear instability, the
evolution of the turbulent wake and the subsequent back-reaction on the subcluster
core morphology. We discuss some implications for the modelling of cluster cold fronts.
Key words: Hydrodynamics – Instabilities – Methods: numerical – Galaxies: clusters:
general – Turbulence
1 INTRODUCTION
The role of turbulence in astrophysics and, in particu-
lar, in cosmic structure formation has been attracting in-
creasing attention, along with observational and theoreti-
cal indications of its relevance. There are different obser-
vational hints converging towards the turbulent character
of the intra-cluster medium (ICM) (Schuecker et al. 2004;
Churazov et al. 2004; Enßlin & Vogt 2006; Rebusco et al.
2005, 2006, but see also Fabian et al. 2003). From an obser-
vational point of view, the next generation of X-ray observa-
tories will be able to observe the Doppler shifts of emission
lines of heavy ions due to bulk motions in the ICM, thus
providing information about the turbulent state of the flow.
Numerical studies predict that gas bulk motions and tur-
bulence in the ICM can be a consequence of cluster merg-
ing (Ricker 1998; Norman & Bryan 1999; Takizawa 2000;
Ricker & Sarazin 2001; Dolag et al. 2005). In their model,
Subramanian et al. (2006) identify three physical regimes
for turbulence production and decay in clusters, the latest
one being dominated by turbulent production in the wakes
of minor mergers. This phase would play a key role also for
the magnetic field amplification in the ICM.
Merging is a crucial process in cosmic structure for-
mation. It is predicted in the framework of hierarchi-
cal clustering and can be studied theoretically by means
of numerical simulations (e.g. Roettiger et al. 1996, 1998;
McCarthy et al. 2007). Observationally, modern X-ray ob-
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servatories are able to detect substructures in the ICM
that are indicative of merging (Sunyaev et al. 2003). Among
the first results of galaxy cluster observations with Chan-
dra was the discovery of “cold fronts” in the merging clus-
ters A2142 and A3667, and later in many other clusters
(see Markevitch & Vikhlinin 2007 for a review). The ori-
gin of cold fronts in merger clusters has been ascribed
to infalling substructures, although the cold fronts in the
cores of cooling core clusters have a different interpretation
(Tittley & Henriksen 2005; Ascasibar & Markevitch 2006).
Cosmological simulations of galaxy cluster formation
have confirmed the merging scenario for the transient for-
mation of cold fronts (Bialek et al. 2002; Nagai & Kravtsov
2003). The problem has also been addressed with sim-
plified setups, which allow a better control over the in-
volved physical parameters, in 2D (Acreman et al. 2003;
Heinz et al. 2003; Asai et al. 2004; Xiang et al. 2007) and
3D simulations (Takizawa 2005a,b; Asai et al. 2005, 2007;
Dursi & Pfrommer 2008).
The theoretical study of turbulence in the framework
of full cosmological simulations is a challenging task and
presents the typical problems of numerical simulations of
strongly clumped media. Adaptive mesh refinement (AMR)
is a viable tool for saving computational resources and mod-
elling the large dynamic range in a proper way (Norman
2005). The choice of the most suitable mesh refinement cri-
terion is thus a delicate compromise between following the
flow structure in the most accurate way and exploiting the
advantage of saving computational time and memory.
This study (Paper I) is the first part of a broader project
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on the physics of galaxy clusters, focused on investigat-
ing the generation of turbulence in the ICM by means of
AMR simulations. In Paper I, we present new AMR crite-
ria that are more suitable for resolving the production of
turbulence than those commonly used in cosmological simu-
lations. They were tested in a simple setup, reminiscent of a
wind tube experiment, but designed in order to be represen-
tative of an idealised subcluster merger. This test problem
is a useful and controlled testbed for the new tools, far from
the complexity of a more realistic cosmological simulation.
Nevertheless, it is similar to previous studies of subcluster
mergers and can provide useful insights about the physics of
the minor mergers, relevant for the generation of turbulence
in the ICM. In contrast with earlier work, we focus our anal-
ysis on the turbulent wake of the subcluster rather than on
the cold front, showing the difference of the evolution of the
Kelvin-Helmholtz instability (KHI) resulting from the use
of different AMR criteria.
The second step, described in Iapichino & Niemeyer
(2008) (hereafter Paper II), is to apply the same tools to
simulations of structure formation and to study the turbu-
lent flow in the ICM. The results of the present work will
thus be compared with the outcomes of more realistic sim-
ulations of minor mergers.
The paper is structured as follows: the new refinement
criteria are defined in in Sec. 2. The numerical setup of the
performed simulations and the features of the KHI are in-
troduced in Sects. 3 and 4, respectively. The results are pre-
sented in Sec. 5 and discussed in Sec. 6.
2 REFINEMENT CRITERIA AND
RESOLUTION OF TURBULENT FLOWS
Three different AMR criteria are used in the simulations
discussed in this work. A rather general and widely used1
criterion is based on the local gradients of all thermodynam-
ical variables. If the relative slope |(q(i+1)−q(i−1))/q(i)| of
a variable q in a cell i is larger than a given threshold, that
cell is marked for refinement. Numerical tests showed that,
for our subcluster problem, this criterion quickly leads to a
high level of refinement in the entire computational domain.
This shortcoming was fixed by allowing the refinement on
the local gradients of only selected variables. The AMR cri-
terion named “1” in our work is based on the local gradients
of density and internal energy, with thresholds 0.24 and 0.25
respectively, tuned for optimal performance.
Two novel AMR criteria, developed for tracking the evo-
lution of a turbulent flow (Schmidt et al. 2008), were tested
in this study. In both cases, the control variables for re-
finement are given by scalars probing small-scale features
of the flow. One example is the modulus of the vorticity
vector ω = ∇ × v (the curl of the velocity field) that is
expected to become high in regions filled by turbulent ed-
dies. In addition, the mechanism for triggering refinement
has been modified. Rather than normalising the control vari-
ables in terms of characteristic quantities and comparing to
prescribed threshold values, the new criteria use regional
1 This is the criterion used in public code enzo, employed for
this work (Sec. 3).
Table 1. Scheme of the performed simulations.
Simulation number of AMR levels AMR criterion
A 5 1
B 4 1
C 6 1
D 5 2
E 5 2+3
thresholds for triggering refinement which are based on a
comparison of the cell value of the variable q(x, t) with the
average and the standard deviation of q, calculated on a
local grid patch:
q(x, t) > 〈q〉i(t) + αλi(t) (1)
where λi is the maximum between the average 〈q〉 and the
standard deviation of q in the grid patch i, and α is a tun-
able parameter. This technique can easily handle highly in-
homogeneous problems such as subcluster mergers without
a priori knowledge of the flow properties.
We define criterion “2” using the square of the vortic-
ity, ω2, as the control variable. Refining upon criterion “2”
only, one can expect to resolve turbulent eddies which are
associated with high vorticity but not flow features arising
from pure compression such as shock fronts. For this reason,
in criterion “3”, the control variable is given by the rate of
compression, i.e., the negative time derivative of the diver-
gence d = ∇·v. In combination with refinement by vorticity,
this criterion is intended to refine flow regions in which steep
density gradients are developing. One could also refine by−d
or d2 in order to capture compression effects. However, this
would give rise to full refinement of highly compressed gas,
despite the fact that the interiors of compressed regions do
not necessarily exhibit rich small-scale structure. Maxima
of the rate of compression, on the other hand, are typically
found at the interfaces between dense and rarefied gas. As we
have seen in applications, a drawback of criterion “3” is that
refinement can be triggered prematurely in some instances.
This undesired side-effect can be suppressed by introducing
a lower cutoff for the refinement thresholds.
3 NUMERICAL SIMULATIONS
The list of the performed calculations is reported in Table
1. In the first column, the simulations are identified by a
letter. The second column reports the number n of AMR
levels which are allowed in the simulation. The root grid
resolution of the runs is only 163 but the effective resolution
is finer because AMR is used. The refinement factor is 2,
thus the effective resolution is (16 × 2n)3 grid cells. In the
standard case of five additional AMR levels, the effective
resolution is therefore (16× 25)3 = 5123 grid elements.
The third column of Table 1 indicates which criterion
was used for performing the grid refinement, according to the
definitions of Sec. 2. The simulations A, B and C make use of
criterion “1” in a resolution study, whereas the simulations
D and E were performed with the novel AMR criteria “2”
with threshold α2 = 0.2, and “2+3” with α2 = 1.0, α3 = 2.0,
respectively.
The 3D simulations were performed using the AMR,
c© 2008 RAS, MNRAS 000, 1–11
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grid-based hybrid (hydrodynamical plus N-Body) code enzo
(O’Shea et al. 2005)2, with the N-Body section of the code
switched off. The primary hydrodynamic method used in
enzo is based on the piecewise parabolic method (PPM)
(Woodward & Colella 1984), modified for the study of
cosmology (Bryan et al. 1995). Also available is the hy-
drodynamic finite-difference algorithm of the zeus code
(Stone & Norman 1992a,b), used for tests in Sec. 5.3.1.
Since we assumed ideal adiabatic physics for our cal-
culations, the simulations are scale-free and all quantities
were rescaled to get numbers of the order unity, as shown in
Robinson et al. (2004). However, for the sake of clarity, all
quantities are reported in CGS units. An adiabatic equation
of state was used, with γ = 5/3.
In the initial conditions, an isothermal and spherical
symmetric object is set in the computational domain accord-
ing to a beta density profile (Cavaliere & Fusco-Femiano
1978):
ρ(r) = ρc
[
1 +
(
r
rc
)2]−3β/2
, (2)
where ρ is the gas density, r is the distance from the cen-
tre, ρc is the central density, and rc is the core radius. The
most important difference between this setup and a typical
wind tube experiment (cf. Murray et al. 1993; Vietri et al.
1997; Agertz et al. 2007) is the presence of gravity. The grav-
itational acceleration is provided by a fixed spherical dark
matter distribution following a King profile,
ρDM(r) = ρDM,c
[
1 +
(
r
rc
)2]−3/2
, (3)
with ρDM,c = 10 ρc. A cutoff was set at r = 5 rc, both for
the dark matter density profile and the gravitational accel-
eration (cf. Takizawa 2005a). Given the King profile for the
dark matter component of an isothermal cluster, the beta
profile is the hydrostatic equilibrium solution for the gas
density. The hydrostatic equilibrium is enforced on the dis-
crete computational grid by the relaxation procedure of the
initial state described by Zingale et al. (2002).
The interaction of the subcluster with a background
wind mimics the merger process in a simplified manner.
A uniform velocity field along the x-axis is imposed in the
background medium. In this simplified setup, we implicitly
assume that the merging process has a negligible impact on
the dark matter density profile of the subcluster.
The numerical values of the parameters defined above
were chosen as typical of a subcluster merger. We set ρc =
6.3 × 10−27 g cm−3, rc = 7.7 × 10
23 cm = 250 kpc and
β = 0.6, which result in a subcluster temperature kT =
3.65 keV. The background medium has constant values of
density ρb = 7.9 × 10
−28 g cm−3 and temperature kTb =
8.0 keV. The background velocity is chosen as vb = 1.6 ×
103 km s−1, vb/cb = 1.1, where cb is the sound speed of
the background. The interface between the subcluster and
the uniform medium is defined at the locations where the
subcluster and background gas pressures are equal.
The computational domain has a size of [0, 4 Mpc]3,
meaning that the effective resolution of 5123 corresponds
2
enzo homepage: http://lca.ucsd.edu/portal/software/enzo
to an effective spatial resolution of 7.8 kpc. The boundary
conditions are inflowing at the left x-boundary and outflow-
ing elsewhere. The subcluster is initially resolved with the
finest AMR level available, in order to minimise any map-
ping errors related to the hydrostatic equilibrium of the ini-
tial state.
4 THE KELVIN-HELMHOLTZ INSTABILITY
The simulations are carried out in the rest frame of the
subcluster, set at rest in a moving background medium.
The outer subcluster interface is thus subject to the Kelvin-
Helmholtz instability. If gravity is neglected, the KHI may
grow for all values of wavenumber k. The linear growth
timescale of the KHI, in the case of a flat interface be-
tween two incompressible fluids of different densities, is
(Drazin & Reid 2004; cf. Agertz et al. 2007):
τKH =
2pi(ρ1 + ρ2)
k(ρ1ρ2)1/2V
(4)
The geometry of the subcluster is different from this ide-
alised case, but an order-of-magnitude estimate of τKH can
be obtained by setting ρ1 = 0.3 ρc (subcluster density at the
interface with the background medium), ρ2 = ρb, k = 2pi/R,
where R ∼ 1.7 rc is the distance from the subcluster centre
to the interface with the background medium. The velocity
V is smaller than vb because a bow shock forms in front of
the subcluster and V has to be determined from the post-
shock conditions (cf. Agertz et al. 2007). For this rough esti-
mate it is adequate to assume V ≈ 0.7 vb (also in agreement
with the simulations). With these choices, τKH ≈ 0.8 Gyr.
This is an estimate of the time required to the KHI to per-
turb the spherical shape of the subcluster substantially. We
set the total simulation time to 4 Gyr.
The previous timescale analysis motivates the choice
of neglecting radiative cooling in the performed simulations.
The effect of cooling is not expected to be prominent because
both for the subcluster and the background medium the
cooling timescale is about two times longer than the total
simulation time, and much longer than τKH.
The presence of the gravitational acceleration sta-
bilises a perturbation of wavenumber k if (Paterson 1984;
cf. Murray et al. 1993)
g &
ρ1ρ2V
2k
ρ2
1
− ρ2
2
(5)
where g is the modulus of the gravitational acceleration at
the interface. In the subcluster case, this stabilisation only
affects wave numbers that are much smaller than 2pi/R.
Gravity thus fails to stabilise the subcluster against the KHI.
The loss of gas from the subcluster atmosphere due
to the ram pressure of the background flow, discussed by
Heinz et al. (2003), is not effective for our choice of param-
eters. The gas stripping and its subsequent mixing into the
ambient medium is instead caused by the KHI, and will be
described in Sect. 5.3.
c© 2008 RAS, MNRAS 000, 1–11
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Figure 1. Density slices (xz plane) of a part of the computational domain (2.6× 1.6 Mpc), showing the subcluster evolution at different
times, for the run A. The density is linearly colour coded, following the colour bar on the upper left. Time is indicated at the lower left
of each panel.
5 RESULTS
5.1 Evolution of the subcluster
The morphological evolution of the idealised subcluster is
shown in the four density slices of Fig. 1. The figure refers
to run A, which (as discussed in Sec. 5.2) has a suitable
spatial resolution for our problem.
At t = 1 Gyr, a bow shock has formed in front of the
subcluster and the KHI is growing at the sides. At t = 2 Gyr
a turbulent, eddy-like flow in the subcluster wake is clearly
visible. Yet it is not resolved at later times, as will be dis-
cussed in Sec. 5.3. The KHI leads to mass stripping in the
subcluster, which will be quantified in Sect. 5.2.
From t = 2 Gyr, the morphology which is visible
at the left interface of the subcluster (Fig. 2) closely re-
sembles a typical cold front structure. Based on Chan-
dra observations of A3667, Vikhlinin et al. (2001a,b) and
Vikhlinin & Markevitch (2002) state that the very existence
of the cold fronts requires the suppression of the KHI and of
the thermal conduction at the interface between the sub-
cluster gas and the ICM, likely caused by the presence
magnetic fields. The MHD simulations of Asai et al. (2004),
Asai et al. (2005) and Asai et al. (2007) include anisotropic
thermal conduction and show an effective stabilisation of
the cold front. The suppression of the thermal conduction is
needed to reproduce the observed temperature profiles of the
Figure 2. Temperature slice (xz plane) of the subcluster at t =
2 Gyr for the run A (AMR on gradients of density and internal
energy). The temperature is linearly colour coded in gray-scale.
cold front in A3667 in the SPH simulations of Xiang et al.
(2007).
Our simulations include neither heat conduction nor
magnetic fields. Similar to Heinz et al. (2003), a “cold front-
like” structure is thus visible but, according to the above
cited simulations, it does not catch the physics of the astro-
c© 2008 RAS, MNRAS 000, 1–11
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Figure 4. Temporal evolution of subcluster baryonic mass frac-
tion for the runs A (solid line), B (dotted line) and C (dashed
line). The mass fraction is normalised to its value at t = 0 Gyr.
physical problem. However, its analysis is not the primary
goal of this work. In Sec. 6, we will extend the discussion of
the subcluster evolution to examples which take into account
such additional physics.
5.2 Resolution study
A comparison of AMR runs with different resolution is use-
ful for understanding how effectively (or not) the idealised
subcluster is modelled in the simulations. With this intent,
besides the presented run A we performed the additional
runs B and C (cf. Table 1), which implement the same AMR
criterion as A and have the same root grid resolution, but
allow different numbers of additional AMR levels. Figure 3
permits a morphological comparison at t = 2 Gyr. The run
B allows four additional levels of refinement and has a lower
effective resolution than run A. Comparing Fig. 3, left, and
the upper right panel of Fig. 1, a less developed shear in-
stability and an almost regular pattern in the flow at the
subcluster tail is noticeable in the former. The crucial fea-
tures of the subcluster evolution are therefore not properly
followed at this level of resolution. On the other hand, the
analysis of more resolved run C (six additional AMR lev-
els) shows obviously a better resolution than run A and an
enhanced development of the KHI at the sides of the sub-
cluster. Nevertheless, it does not provide any new element
for the study of the problem, and therefore the effective res-
olution of the run A is considered to be adequate for our
investigation.
A more quantitative comparison is obtained by defin-
ing a diagnostic of gas stripping resulting from the develop-
ment of the KHI. A suitable quantity is adapted from the
“cloud mass fraction” defined by Agertz et al. (2007), hence
we consider the gas with T < 0.9 Tb and ρ > 0.32 ρc as
belonging to the subcluster. After a transient phase related
to the development of the bow shock, where the “subclus-
ter mass” seems to increase, this quantity (Fig. 4) decreases
with time. Similar to Agertz et al. (2007), the subcluster
stripping is more pronounced in the more resolved runs, due
to the better resolved small scale instability and mixing.
Figure 5. Density slice as in Fig. 1, upper right panel, with the
mesh structure superimposed. Grids of AMR levels from 0 to 3
are rendered as mesh structures, whereas for ease of visualisation
grids of level 4 and 5 are only rendered with colours green and
blue, respectively.
Figure 6. Slice of the subcluster at t = 2 Gyr for the run A
(cf. Fig. 1, upper right panel), showing the square of the vorticity
modulus ω2. The quantity is colour coded on a logarithmic scale
in code units.
5.3 AMR study
One of the most interesting features of the subcluster evo-
lution in run A is the loss of resolution in the wake at late
times. This is an effect of the AMR criterion chosen in that
simulation, which cannot effectively refine the turbulent tail
(or, at least, without wasting the advantage of AMR, with
unnecessary refinement in almost the entire computational
domain).
In a study of cold front physics, one could think that
the refinement of run A (Fig. 5) is acceptable, because the
attention is focused on the better resolved part of the compu-
tational domain. We dispute this statement in this section.
To this aim, we checked whether alternative AMR criteria
can better track the turbulent wake, provided the rest of the
cluster morphology is also appropriately refined.
Velocity fluctuations at all scales are the prominent fea-
ture of a turbulent flow. It suggests that quantities related to
the spatial derivatives of velocity can be particularly suitable
for the characterisation of the flow. Figure 6, which shows a
slice of the square of the vorticity modulus in run A, clearly
confirms this idea: the morphology of the turbulent flow is
well tracked in comparison with the less contrasted density
c© 2008 RAS, MNRAS 000, 1–11
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Figure 3. Density slices of the subcluster at t = 2 Gyr (cf. Fig. 1, upper right panel), in simulations with different effective resolution.
Left: run B. Right: run C. The density is linearly colour coded, according to the colour bar on the left.
Figure 7. Slices (xz plane) for the run D, showing density (left) and square of the vorticity modulus, with the mesh superimposed and
visualised according to the rendering used in Fig. 5 (right). Upper panels: slices t = 2 Gyr. Lower panels: slices t = 3 Gyr.
and temperature eddies, which are not very suitable for trig-
gering the mesh refinement.
The refinement criteria “2” and “3”, presented in
Sect. 2, are based on this concept. Their effect on the res-
olution of the turbulent subcluster wake can be evaluated
by the analysis of the runs D and E (Figs. 7 and 8, respec-
tively, at t = 2 and 3 Gyr). From the density and vorticity
slices one can immediately recognise that, in both simula-
tions, the subcluster wake is effectively resolved down to the
finest available AMR levels. Moving out of the subcluster,
the refinement level decreases gradually.
A closer look reveals that there are some differences
between the two simulations. As anticipated in Sec. 2, the
refinement criterion “2” alone is unable to resolve the bow
shock in front of the subcluster at the finest levels of refine-
ment (run D). It is difficult to state whether this has any
effect on the development of the KHI, but it is certainly not
desirable to underresolve such an important feature of the
problem, well resolved in run E.
The subcluster tail in run E at t = 2 Gyr (Fig. 8, upper
left) has a more filamentary pattern, intriguingly similar to
the more resolved run C (cf. Fig. 3, right).
At t = 3 Gyr, in both runs D and E the subcluster
appears more perturbed and prone to the KHI than run
c© 2008 RAS, MNRAS 000, 1–11
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Figure 8. Same as Fig. 7, for run E.
A (Fig. 1, lower left panel). Since the subcluster front is
well resolved with the refinement criteria used in all simu-
lations, this difference is (at least partly) to be ascribed to
the back-reaction of the tail. The turbulent eddies in the
subcluster wake are better resolved in runs D and E, and
partly disturb the morphology of the subcluster core even
though it is well resolved. This effect of back-flow is rather
similar to that described by Heinz et al. (2003), which iden-
tify the displacement of the subcluster core with respect to
the potential well as an additional source.
As a measure of the action of the KHI, the subcluster
mass has been introduced in Sec. 5.2. It is useful to inves-
tigate quantitatively the effect of the back-flow, comparing
the time evolution of this quantity in the runs A, C, D,
and E (Fig.9). Interestingly, after t = 2 Gyr the stripping
for the runs D and E is more effective than for the run A,
and follows more closely the curve of the more resolved run
C. The seeming analogy comes from the convergence of two
different features of the small-scale mixing, which for run C
is more active at the sides of the subcluster, whereas for the
runs D and E is triggered mainly by the tail back-flow.
In order to further quantify the effectiveness of the
tested AMR criteria, the mass-weighted root mean squared
(rms) velocity vrms is calculated in a test volume of
(400 kpc)3, located immediately downstream of the subclus-
ter, at t = 3 Gyr (Table 2). The simulations using the novel
AMR criteria are able to get much higher turbulent veloci-
ties than run A. These values are in the range predicted the-
oretically (Subramanian et al. 2006) and found numerically
in similar works (Acreman et al. 2003; Takizawa 2005a,b).
Interestingly, the new AMR criteria bring vrms close to the
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Figure 9. Detail of the temporal evolution of normalised sub-
cluster mass fraction for the runs A (solid line), C (dotted line),
D (dashed line) and E (dot-dashed line).
value which is obtained by an equivalent static grid simula-
tion (cf. Sect. 5.3.2).
A closer analysis of the subcluster tail shows that, at a
distance from the subcluster core r ≈ 5 rc, the density struc-
ture slightly loses contrast. This is an artifact introduced by
the cutoff in the dark matter density and gravitational accel-
eration (Sect. 3). We tested that the results are not harmed
by this shortcoming. Moreover, the vorticity pattern is basi-
c© 2008 RAS, MNRAS 000, 1–11
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Table 2. Mass-weighted rms velocity in the test volume of
(400 kpc)3, at t = 3 Gyr. The run labelled as “Static” will be
introduced in Sect. 5.3.2.
run vrms (km s−1)
A 260
D 530
E 530
Static 620
Table 3. Occupation fraction of the AMR levels at t = 2 Gyr, for
the runs A, D and E (the AMR level 0 corresponds to the root
grid). The fraction is normalised to the whole computational do-
main. For computational efficiency, in all simulations the refine-
ment is allowed only in the region of interest around the subclus-
ter, with a volume fraction 0.608.
AMR level run A run D run E
1 0.150 0.156 0.422
2 0.100 0.076 0.255
3 0.052 0.045 0.126
4 0.027 0.031 0.074
5 0.015 0.022 0.045
cally not affected by the cutoff (Figs. 7 and 8) and the same
is true for the new refinement criteria.
From the point of view of the AMR performance, Table
3 summarises the volume occupation fractions at different
levels for three of the runs under examination, at t = 2 Gyr.
As expected, the simulations D and E have larger occupa-
tion fractions than run A. In all cases, the ratio between the
occupation fractions at levels n and n+1 lies between 1.4 and
2.0, and only a small fraction of the computational domain
is refined at the higher levels. Though the overall quality of
the AMR operation seems thus acceptable, a visual inspec-
tion of Fig. 7 and 8, right panels, shows that a more efficient
use of refinement is made in run D than in run E. The latter
refines the front bow shock better than the former but, de-
spite of the implemented refinement cutoff, it triggers some
spurious grids at the sides of the subcluster. This issue is
not severe and is perfectly manageable within the available
computational resources. In a general sense, this is a good
example of tuning AMR to specific problems, finding a dif-
ficult equilibrium between a accurate description of the flow
and a convenient use of the tool.
5.3.1 Comparison with results from the zeus solver
It is well known that the simulation of the development of
hydrodynamical instabilities and the onset of turbulence de-
pends sensitively on the adopted numerical scheme. This
issue is extensively addressed by Agertz et al. (2007), in a
simulation setup which differs from ours only for the role
of gravity, and for the density profile of the subcluster. A
similar, detailed study of our setup is out of the scope of
this paper, but we performed a simulation similar to run A
(5 AMR levels, AMR criterion “1”) using the zeus solver
available in enzo (cf. Stone & Norman 1992a,b) instead of
PPM. The use of enzo with this solver has been tested by
Agertz et al. (2007) in static grid simulations, whereas here
it is applied to an AMR run.
Figure 10. Density slice of the subcluster at t = 2 Gyr (cf. Fig. 1,
upper right panel), in the simulation with the AMR parameters
as in run A, but using the zeus solver of enzo. The density is
linearly colour coded following the colour bar on the left.
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Figure 11. Temporal evolution of subcluster baryonic mass frac-
tion for the runs A (solid line) and the run using the zeus solver
(dotted line). The mass fraction is normalised to its value at
t = 0 Gyr.
The results of this simulation show clearly that the zeus
solver is unable to follow the onset of the KHI and the sub-
sequent development of turbulent motions in the subcluster
wake, where no clear turnover eddy is visible (Fig. 10). The
evolution of the subcluster mass fraction (Fig. 11) is typical
of simulations where the turbulent mixing is not efficiently
acting (examples are in some figures of Agertz et al. 2007,
or in our run B). Moreover, both the magnitude and the
turbulent features of the flow are not well reproduced in the
wake immediately behind the substructure (compared with
run A in Fig. 12).
The described features do not depend on the chosen
artificial viscosity of the zeus solver (set at 2.0 in the per-
formed run; cf. Agertz et al. 2007). We compared the results
with a static run performed with the zeus solver and the
same level of resolution of the AMR run, finding no sub-
stantial difference. The relevance of this test confirms that
any conclusion on simulations of turbulent flows must be
critically considered in light of the used numerical scheme,
as will be further discussed in Sect. 6.
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Substructure in a wind 9
Figure 12. Slices of the subcluster at t = 2 Gyr (cf. Fig. 1, upper right panel), showing the velocity magnitude. Left: run A. Right: run
using the zeus solver. The velocity magnitude is linearly coded such that that the colour-bar ranges from v = 0 (black) to the imposed
background velocity (v = 1.6× 103 km s−1, white).
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Figure 14. Temporal evolution of subcluster baryonic mass frac-
tion for the runs A (solid line), the run with a 5123 static grid
(dotted line) and the run D as representative of the runs with
new AMR criteria (dashed line). The mass fraction is normalised
to its value at t = 0 Gyr.
5.3.2 Comparison with a static grid simulation
The computational benefit from the use of AMR is espe-
cially needed in simulations where the corresponding static
grid is too expensive; this is often the case in cosmologi-
cal simulations of structure formation. On the other hand,
most of the presented runs have an effective resolution of
5123, making the comparison with a static grid simulation
still possible. In view of further and computationally more
demanding applications, a comparison of AMR and static
grid simulations is therefore particularly useful.
A static grid simulation of the subcluster setup has been
performed with a fixed resolution of 5123 cells, correspond-
ing to the effective resolution of the runs A, D and E. The
density slice at t = 2 Gyr (Fig. 13, left) is similar to the
AMR runs, with only a higher level of symmetric structure
in the wake. The symmetry is not preserved at t = 3 Gyr
(Fig. 13, right), when the turbulent tail is very similar to
the runs with new AMR criteria (Figs. 7 and 8).
The evolution of the subcluster mass fraction, shown in
Fig. 14, further elucidates the difference between the AMR
and the static grid runs. Until t = 2 Gyr, the static run
shows a slightly larger gas stripping than run A, similar to
run D, indicating a more effective description of the onset
of the KHI and of the following back-flow. In the late phase
and especially after t = 3 Gyr this trend reverses, probably
because the AMR runs fail to resolve the finest details of
the dispersing structures in the subcluster tail.
To sum up, the comparison with the static grid run
shows that the new AMR simulations are able to correctly
reproduce the main features of the subcluster evolution (see
also Table 2), though the fixed grid is more effective in the
very late phase of the gas stripping. The benefit of AMR can
be fully appreciated also from the computational point of
view: in the case of idealised subcluster simulations, the use
of such a static grid causes an additional computational cost
of a factor from 15 to 40, depending on the AMR criteria,
with increases also for the memory requirements and the
output storage.
6 DISCUSSION AND CONCLUSIONS
We presented an interesting case of new refinement tech-
niques, developed for resolving turbulent flows in AMR hy-
drodynamical simulations, which may have useful applica-
tions in astrophysical problems. The AMR is not only a
tool used for this study, but has itself been investigated and
tested in its capabilities. New refinement criteria based on
the regional variability of control variables of the flow were
introduced and shown to be superior for simulations of tur-
bulent media.
As a first application, we presented a set of simulations
of an idealised substructure in a wind in order to study a
subcluster merger in a simplified fashion. In this setup, the
novel AMR criteria are suitable for the study of the tur-
bulent wake, which is better resolved than using refinement
criteria based on local gradients of selected hydrodynamical
variables. The optimal control of the refining procedure en-
sures high resolution where desired, as pointed out by the
comparison with an equivalent static grid simulation.
The overall evolution of the subcluster is similar to
the hydrodynamical simulations of Acreman et al. (2003),
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Figure 13. Density slices of the subcluster in the simulation with a 5123 static grid. Left panel: t = 2 Gyr. Right panel: t = 3 Gyr. The
density is linearly colour coded following the colour bar on the left.
Takizawa (2005a) and Takizawa (2005b), where the devel-
opment of shear instability leads to the formation of a turbu-
lent wake. The typical rms velocity in the wake is of the order
of 500 km s−1, similar to the above cited simulations and to
the theoretical predictions (Subramanian et al. 2006). This
value is obtained only in runs using the new AMR criteria
and tends to the result from an equivalent static grid simu-
lation, whereas in the reference run A the inferred turbulent
velocity is smaller by a factor of 2.
We investigated the proper refining of the turbulent
wake with several numerical experiments. The choice of the
AMR criteria has an impact both on the turbulent velocity
and on the morphology of the subcluster core as a result of
the back-flow. We claim that this issue should be carefully
considered in numerical simulations of subcluster mergers,
as for instance in studies of cold fronts. If the problem is ad-
dressed with an inadequate numerical setup (as in run A),
the turbulent back-flow will be underestimated significantly.
In extreme cases (runB, or Sect. 5.3.1), the simulation might
fail to reproduce the flow downstream of the subcluster. We
further showed that refining turbulence in the wake does not
depend only on AMR but, as expected, also on the hydrody-
namic solver. A detailed code comparison in this setup, like
the one performed for the blob test by Agertz et al. (2007),
would certainly be useful.
As already stated, we do not intend to discuss the fea-
tures of the cold front which forms ahead of the subcluster
because our simulations do not include the magnetic field
evolution and/or heat conduction (Asai et al. 2004, 2005,
2007; Xiang et al. 2007). The observed cold front tempera-
ture profiles (the best studied example is A3667) call for the
suppression of the thermal conduction at the interface be-
tween the cold subcluster gas and the hot ICM background
(Markevitch & Vikhlinin 2007). This suppression, in turn,
would be naturally explained by a magnetic flux tangential
to the cold front surface. Dursi & Pfrommer (2008) show,
with MHD simulations using AMR, that the flow past a
moving bullet generates vorticity, even if a magnetic field
stabilises its surface against the KHI. The presence of MHD
turbulence and further amplification of the magnetic field
is also suggested. Despite the simplified approach of both
setups, we infer that the generation of a turbulent wake and
a proper modelling of this phase are therefore crucial also
for the subcluster MHD simulations, and particular care in
modelling the turbulent flow should be taken also in this
class of simulations (with AMR or not). Only a clear as-
sessment of the capability of a code in dealing with turbu-
lent flows can allow to distinguish, for example, between the
instability suppression caused by a magnetic field, and an
unreliable modelling of the KHI onset.
Our simplified approach to the minor merger case shares
the limitations of previous, similar simulations cited above.
However, it has the advantage of presenting a well controlled
setup, which would be difficult to study in detail in the
framework of a full cosmological simulation. In view of the
results it is necessary to note that, in the performed sim-
ulations, the merging subcluster was embedded in a back-
ground with a very simple velocity field. In a less idealised
flow (cf. Norman & Bryan 1999; Dolag et al. 2005), it is ad-
mittedly unlikely that the turbulent tail would extend for
several subcluster radii without being mixed. Nonetheless,
it would not prevent from testing the turbulent charac-
ter of the flow immediately downstream of the subcluster
(Takizawa 2005b), both observationally and in cosmological
simulations.
From an observational point of view, the turbulence
level of the subcluster wake can be an interesting test for
supporting the studied scenario. The rms velocity behind
the subcluster can be used as an observable for turbulence
for future X-ray spectrometers. This test would pertain to
the wider, long-standing problem of detecting turbulence in
galaxy clusters (Schekochihin & Cowley 2006, and reference
therein, for an overview).
Although significant efforts are undertaken for mod-
elling turbulent flows in SPH simulations (Dolag et al. 2005;
Vazza et al. 2006), grid-based AMR simulations are a very
powerful approach to simulations in this field. The AMR cri-
teria used in this work will be further applied to astrophys-
ical problems, the next step being the simulation of galaxy
cluster formation and evolution (cf. Paper II). According to
the analysis of Subramanian et al. (2006), besides the minor
merger phase there are several other physical regimes when
turbulence evolves and can play an important role in the en-
ergy budget of a galaxy cluster. The present study corrobo-
rates the importance of the minor mergers in the production
of turbulence in galaxy clusters. Moreover, it provides new
c© 2008 RAS, MNRAS 000, 1–11
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tools for the theoretical study of this problem, which will be
continued in Paper II. The final goal of our investigation is
a consistent AMR modelling of turbulent flows based on a
subgrid scale model approach (cf. Schmidt et al. 2006a,b).
This will be the topic of forthcoming work.
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