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Re´sume´— Le de´veloppement d’une nouvelle me´thode d’estimation d’e´tat
par une approche alge´brique constitue la principale motivation de cet ar-
ticle. Cette approche est de´die´e a` une classe ge´ne´rale de syste`mes line´aires
stationnaires avec des perturbations. Nous donnons une expression formelle
de l’e´tat en fonction d’inte´grales de la sortie et de l’entre´e. Pour ce faire, on
applique certains outils mathe´matiques tels que la transformation de La-
place et des outils issus du calcul ope´rationnel. Un exemple en dimension
trois d’un moteur a` courant continu et des simulations sont donne´s afin
d’illustrer les performances de cette approche.
Mots-cle´s— Syste`mes line´aires, estimation d’e´tat, perturbations, approche
alge´brique.
I. INTRODUCTION
Pour des raisons techniques ou e´conomiques (de construc-
tion, de positionnement et de couˆt des capteurs, ...), il n’est pas
possible en ge´ne´ral d’acce´der a` la totalite´ des composantes du
vecteur d’e´tat par des dispositifs de mesure. Or, dans beaucoup
de cas, la commande d’un syste`me ne´cessite de s’assurer de la
connaissance a` chaque instant de ce vecteur d’e´tat. Si le syste`me
est observable, une solution consiste alors en la synthe`se d’un
observateur (ou d’un reconstructeur), graˆce auquel il est pos-
sible d’estimer tout ou partie de l’e´tat par l’interme´diaire des
grandeurs connues du syste`me.
L’observateur est un syste`me dynamique qui peut e´galement
servir a` la surveillance des syste`mes, en particulier la de´tection
de panne, ou meˆme a` l’identification de parame`tres, en
conside´rant un syste`me augmente´, avec ces parame`tres comme
nouvelles variables d’e´tat. Le proble`me de la synthe`se d’obser-
vateurs constitue donc un grand domaine d’inte´reˆt et d’e´tude.
Un observateur peut eˆtre re´alise´ si le syste`me est observable,
c’est-a`-dire qu’on peut reconstruire l’e´tat initial x(ti) a` partir de
l’information sur ses entre´es u(t) et ses sorties y(t) pendant un
intervalle de temps fini [ti; t f ]. Pour les syste`mes line´aires sta-
tionnaires, un observateur a e´te´ introduit pour la premie`re fois
par Luenberger [1] conduisant a` l’estimation asymptotique de
l’e´tat. Dans le cas de syste`me line´aire avec bruit, ou` apparaissent
des phe´nome`nes stochastiques, un filtre de Kalman peut eˆtre
conc¸u [2], [3].
Dans cet article, nous proposons de re´aliser un reconstruc-
teur rapide d’e´tat pour des syste`mes line´aires stationnaires, par
une approche alge´brique inspire´e de re´cents travaux de Fliess
et Sira-Ramirez [4], [5]. La reconstruction de l’e´tat est donne´e
par une formulation explicite, plutoˆt que par un syste`me dyna-
mique auxiliaire comme dans le cas de l’utilisation d’un obser-
vateur. Dans l’approche propose´e, les de´rive´es successives de
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la sortie sont exprime´es en fonction des inte´grales des mesures
(e´ventuellement bruite´e) et des entre´es. On peut alors recons-
truire l’e´tat du syste`me en un temps fini (et non asymptotique).
Cette approche posse`de les proprie´te´s suivantes :
– il n’y a pas de gains d’observation ou d’autres parame`tres
exte´rieurs a` re´gler ;
– les calculs peuvent eˆtre imple´mente´s formellement et ef-
fectue´s de manie`re tre`s rapide ;
– l’estimation est robuste par rapport au bruit de mesure
(qu’il soit blanc ou d’une autre nature) et par rapport a` des
perturbations exte´rieures structure´es.
II. PROBLE´MATIQUE
Conside´rons un syste`me line´aire stationnaire sujet a` des per-
turbations exte´rieures :{
x˙ = Ax+Bu+Dp
y = Cx (1)
ou` x ∈ Rn est l’e´tat, u ∈ Rφ est l’entre´e, p ∈ Rρ est la perturba-
tion et y ∈ Rd est la sortie. A ∈ Rn×n, B ∈ Rn×φ , D ∈ Rn×ρ et
C ∈ Rd×n sont des matrices constantes.
Une condition ne´cessaire et suffisante d’observabilite´ pour (1)
est [2] :
rangO(A,C) = n.
ou` la matrice d’observabilite´ : O(A,C) = [CT ,(CA)T , ...,(CAn−1)T ]T .
Dans [6] et [7], la notion d’observabilite´ est revisite´e du
point de vue de l’alge`bre diffe´rentielle. Dans ce cas, l’obser-
vabilite´ est e´quivalente a` la possibilite´ d’exprimer toute va-
riable du syste`me, et, en particulier, toute variable d’e´tat comme
combinaison line´aire de la commande, de la sortie et de leurs
de´rive´es jusqu’a` un ordre fini. Ce crite`re est valable aussi pour
les syste`mes non line´aires. Le travail pre´sente´ ici a pour but d’es-
timer l’e´tat en adoptant cette approche alge´brique.
Par la suite, on conside´rera des syste`mes monovariables
(c’est-a`-dire φ = d = 1) et ρ = 1. Nous formulerons e´galement
l’hypothe`se suivante :
CD = CAD = ... = CA(n−2)D = 0. (2)
III. APPROCHE ALGE´BRIQUE POUR L’ESTIMATION D’E´TAT
Conside´rons le syste`me (1). La relation entre´e/sortie peut









avec an = 1, m < n et pi(t) est le signal de perturbation. Une










(di sin(wit)+ fi cos(wit)).
Si le syste`me est observable, alors la matrice d’observabilite´
est inversible. Quand l’hypothe`se (2) est ve´rifie´e, on peut expri-
mer les e´tats x(t) en fonction de u(t), y(t) et de leur de´rive´es de

























0 0 . . . 0
CB 0 . . . 0













CAn−2B CAn−3B . . . CB

Ainsi, on peut estimer l’e´tat si on connaıˆt la sortie y, l’entre´e u
et leur de´rive´es jusqu’a` un ordre fini. Par la suite, nous donnons
l’expression formelle de ces variables en fonction d’inte´grales
portant sur la sortie et l’entre´e.
The´ore`me 1: Pour les syste`mes line´aires stationnaires donne´es
par la relation entre´e/sortie (3), les estimations des de´rive´es suc-
cessives par rapport au temps de la sortie mesurable y sont




















































α1,0 0 0 . . . 0
α2,0 α2,1 0 . . . 0
















αn−1,0 αn−1,1 αn−1,2 . . . αn−1,n−2

ou`


























(−1)n+ξ− j(n+ξ − j)!



























−1 [Q4(s)]∗ (−t)n+ξ− ju(t)
)




















































Q1(s), Q2(s), Q3(s) et Q4(s) sont des fractions rationnelles.
Preuve
































pi(s) = N(s)P(s) est une fraction rationnelle strictement propre,
c’est-a`-dire deg(N(s)) < deg(P(s)) = ξ = g+1+2k.
b) Manipulation alge´brique.






















































(0) : polynoˆme de degre´ m−1+ξ
Re´e´crivons (8) sous la forme suivante :
D1(s)y(s)−Γ1(s) = D2(s)u(s)−Γ2(s)+N(s)
Pour e´liminer les conditions initiales Γ1(s) et Γ2(s) et les per-
turbations N(s), on de´rive l’expression pre´ce´dente n+ξ fois par





































. Afin d’estimer y(µ)(t) (0≤ µ < n), multiplions

























On a la transforme´e de Laplace inverse suivante pour le pre-






























l−k, si 0 < k ≤ l
0, si 0 < l < k
(−1)k(k−l−1)!
(−l−1)! s
l−k, si l < 0 < k




















(n+ξ −µ +h)! t
n+ξ−µ+h








ds j qui est une fraction rationnelle avec
deg(D˜µ, j(s)) = n+ξ − j+µ et deg(D1(s)) = n+ξ . Deux cas se
pre´sentent : quand 1≤ j≤ µ , on a deg(D˜µ, j(s))≥ deg(D1(s)) et
D˜µ, j(s)
D1(s)
est la somme d’un polynoˆme et d’une fraction rationnelle




est alors une fraction rationnelle stricte-








kqsq +Q1(s), si 1 ≤ j ≤ µ
Q2(s), si µ +1 ≤ j ≤ n+ξ
(12)
































(−1)n+ξ− j(n+ξ − j)!








(−1)n+ξ− j(n+ξ − j)!
(n+ξ − j−q+h)! t
n+ξ− j−q+h









































































Sans perte de ge´ne´ralite´, on peut re´e´crire la fraction ration-












































Cette partie ne fait donc intervenir que des inte´grales de la sortie
et agit comme un filtre. Quand µ < j ≤ n + ξ dans la relation
(12), il en est de meˆme pour le terme Q2(s).


















−1 [Q2(s)]∗ (−t)n+ξ− jy(t)
)
(15)
En utilisant (11), (13) et (15), on obtient pour la transforme´e

































Pour simplifier l’expression, nous posons :









On proce`de de la meˆme manie`re pour le terme de droite




ds j qui est une fraction rationnelle avec deg(Eµ, j(s)) =
m+ξ − j + µ et deg(D1(s)) = n+ξ .
Quand 0 ≤ j ≤ m+ µ −n, deg(Eµ, j(s))≥ deg(D1(s)), Eµ , j(s)D1(s)
est la somme d’un polynoˆme et d’une fonction rationnelle stric-
tement propre ; quand m + µ − n < j ≤ n + ξ , on a toujours
deg(Eµ, j(s)) < deg(D1(s)) et
Eµ , j(s)
D1(s)
est une fonction rationnelle








k′qsq +Q3(s), si j ≤ m+ µ −n
Q4(s), si m+ µ −n < j ≤ n+ξ








−1 [Q4(s)]∗ (−t)n+ξ− ju(t)
)
(17)































Ici, on suppose que l’entre´e u est suffisamment de´rivable et
que ses de´rive´es sont connues. Toutefois, en proce´dant comme
dans [8], on pourrait obtenir une expression qui ne fait plus in-
tervenir les de´rive´es de l’entre´e.














L’expression ye de l’estimation de y est donc, en particulier,
donne´e par (6) qui ne comporte que des inte´grales de la sortie.
On conside`re cette estimation ye pour la raison suivante : elle
donne une estimation de´bruite´e du signal de sortie et peut eˆtre
aussi utilise´e dans l’estimation des de´rive´es successives de la
sortie y afin d’atte´nuer l’influence du bruit de mesure.
Enfin, en utilisant l’expression (19) pour µ variant de 0 a` n−
1, on obtient (5) comme l’expression des de´rive´es successives de
la sortie y. Graˆce a` la structure triangulaire de la matrice ˜R, on
obtient l’estimation de la µ ieme de´rive´e de la sortie y uniquement
en fonction d’inte´grales portant sur la sortie et l’entre´e.
























Un syste`me de moteur a` courant continu avec des perturba-
tions exte´rieures est de´crit de la manie`re suivante :
x˙1 = x2
Jx˙2 = K1x3
Lx˙3 =−Rx3−K2x2 +u+ LJK1 (q1 +q2 coswt)
ou` y = x1 est la sortie measurable ; x1 est la position angulaire
du rotor, x2 est la vitesse angulaire du rotor, x3 est le courant
du rotor et u est la tension d’entre´e. K1,K2,J,L et R sont des
parame`tres constants et strictement positifs. q1 +q2 coswt est la
perturbation.



















u(t)+q1 +q2 coswt (21)
a) Transforme´e de Laplace de la relation (21) :(





















On multiplie les deux membres de l’expression pre´ce´dente par
s(s2 +w2) et on obtient :(




















s(s2 +w2)u(s)+q1(s2 +w2)+q2s2 (23)




























































































−1 = 1D(s) pour reconstruire ye. Ici, on entre dans le
































































































N4(s) = 2400s3 +
R
L


























Afin d’estimer y(1)e , on multiplie les deux membres de (24) par
1

































































































Afin d’estimer y(2)e , on multiplie les deux membres de (24) par
1


























































































6 RL (D2(s)− s



























Afin d’estimer y(3)e , on multiplie les deux membres de (24) par
s






















































































150 RL (D2(s)− s
4)−450s(D2(s)− s4 − RL s











−36s2(D2(s)− s4 − RL s



















s(N6(s)−36s5 −30 RL s





























En utilisant les estime´es obtenues dans (25), (26) et (27), on
re´ussit a` exprimer les e´tats en fonction de l’inte´grale de y(t) et








L’estimation d’e´tat et la robustesse par rapport au bruit de me-
sure sont illustre´es en simulation. Les conditions initiales sont :
x3(0) = 3(A), x2(0) = 0(rad/s) et x1(0) = 1(rad) avec la ten-
sion d’entre´e u(t) = 24sin(t). Les parame`tres suivants sont uti-
lise´s pour la simulation : K1 = 1(N/(m ·A)), K2 = 1(N/(m ·A)),
L = 0.1(H), R = 1(Ω) et J = 5(N · s2/m · rad). Pour les pertur-
bations, q1 + q2 coswt ou` q1 = 1, q2 = 1. Ces amplitudes n’ont
pas besoins d’eˆtre connues mais la valeur de fre´quence w = 50
doit eˆtre connue.
Il faut noter qu’au temps t = 0, l’e´tat est inde´termine´. Nous
devons donc commencer a` e´valuer les formules non pas au
temps t = 0 mais apre`s un court instant ε (quand t ∈ [0,ε], on
fige l’e´tat a` 0).
























































Fig. 1. Valeurs re´elles et estime´es (sans bruit).

























































Fig. 2. Valeurs re´elles et estime´es (avec le bruit blanc).

























Fig. 3. Bruit blanc.



























La figure 1 montre que l’estimateur donne de bons re´sultats
puisque l’e´tat estime´ atteint exactement la valeur re´elle apre`s un
temps petit ε (ici on a choisi ε = 0.15s).
Dans la figure 2, le signal mesure´ y(t) est perturbe´ par un
bruit blanc (Fig. 3 ou` la figure de droite est un zoom de la sortie
bruite´e et de la valeur estime´e), re´partie uniforme´ment dans l’in-
tervalle [−0.015,0.015], avec une fre´quence d’e´chantillonnage
de 1000 Hz. On peut voir que l’estimateur est peu sensible par
rapport au bruit blanc.
La droite de la figure 4 est valeurs re´elles et estime´es de y(3)
(sans bruit) et la figure de gauche est l’estime´e de la perturba-
tion inconnue q1 + q2 coswt qui peut eˆtre obtenu par la relation
entre´e/sortie (21).
V. CONCLUSION
Dans cet article, une approche alge´brique pour l’estimation
d’e´tat en temps fini des syste`mes line´aires stationnaires avec
des perturbations exte´rieures structure´es a e´te´ introduite. Une
expression formelle pour cette estimation a e´te´ de´veloppe´e. Re-
marquons que cette approche montre de bonnes proprie´te´s de
robustesse par rapport au bruit blanc.
RE´FE´RENCES
[1] D.G. LUENBERGER : Observers for multivariable systems. IEEE Trans.
Automat. Control, 11(2):190–197, 1966.
[2] R. E. KALMAN : A new approach to linear filtering and prediction pro-
blems. Transactions of the ASME - Journal of Basic Engineering, 82-D:35–
45, 1960.
[3] R. E. KALMAN et R. S. BUCY : New results in linear filtering and prediction
theory. Transactions of the ASME - Journal of Basic Engineering, 83:95–
107, 1961.
[4] M. FLIESS et H. SIRA-RAMIREZ : An algebraic framework for linear iden-
tification. ESAIM Control Optim., 9:151–168, 2003.
[5] M. FLIESS et H. SIRA-RAMIREZ : Closed-loop parametric identifica-
tion for continuous-time linear systems via new algebraic techniques. In
Continuous-Time Model Identification from Sampled Data. Springer, 2008.
[6] M. FLIESS et S. DIOP : Nonlinear observability, identifiability and per-
sistent trajectories. Proc. 36th IEEE Conference on Decision Control, 1991.
[7] J. P. BARBOT, M. FLIESS et T. FLOQUET : An algebraic framework for the
design of nonlinear observers with unknown inputs. 46th IEEE Conference
on Decision and Control, 2007.
[8] Y. TIAN, T. FLOQUET et W. PERRUQUETTI : Fast state estimation in li-
near time-invariant systems : an algebraic approach. In 16th Mediterranean
Conference on Control and Automation. Ajaccio, France, 2008.
