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Abstract. Much work has been done on the computation of market
equilibria. However due to strategic play by buyers, it is not clear whether
these are actually observed in the market. Motivated by the observation
that a buyer may derive a better payoff by feigning a different utility
function and thereby manipulating the Fisher market equilibrium, we
formulate the Fisher market game in which buyers strategize by posing
different utility functions. We show that existence of a conflict-free al-
location is a necessary condition for the Nash equilibria (NE) and also
sufficient for the symmetric NE in this game. There are many NE with
very different payoffs, and the Fisher equilibrium payoff is captured at a
symmetric NE. We provide a complete polyhedral characterization of all
the NE for the two-buyer market game. Surprisingly, all the NE of this
game turn out to be symmetric and the corresponding payoffs constitute
a piecewise linear concave curve. We also study the correlated equilib-
ria of this game and show that third-party mediation does not help to
achieve a better payoff than NE payoffs.
1 Introduction
A fundamental market model was proposed by Walras in 1874 [20]. Indepen-
dently, Fisher proposed a special case of this model in 1891 [2], where a market
comprises of a set of buyers and divisible goods. The money possessed by buyers
and the amount of each good is specified. The utility function of every buyer
is also given. The market equilibrium problem is to compute prices and alloca-
tion such that every buyer gets the highest utility bundle subject to her budget
constraint and that the market clears. Recently, much work has been done on
the computation of market equilibrium prices and allocation for various utility
functions, for example [5,6,10,14].
The payoff (i.e., happiness) of a buyer depends on the equilibrium allocation
and in turn on the utility functions and initial endowments of the buyers. A
natural question to ask is, can a buyer achieve a better payoff by feigning a
different utility function? It turns out that a buyer may indeed gain by feigning!
This observation motivates us to analyze the strategic behavior of buyers in the
Fisher market. We analyze here the linear utility case described below.
Let B be the set of buyers, and G be the set of goods, and |B| = m, |G| = n.
Let mi be the money possessed by buyer i, and qj be the total quantity of
good j in the market. The utility function of buyer i is represented by the non-
negative utility tuple 〈ui1, . . . , uin〉, where uij is the payoff, she derives from
a unit amount of good j. Thus, if xij is the amount of good j allocated to
buyer i, then the payoff she derives from her allocation is
∑
j∈G uijxij . Market
equilibrium or market clearing prices 〈p1, . . . , pn〉, where pj is the price of good
j, and equilibrium allocation [xij ]i∈B,j∈G satisfy the following constraints:
– Market Clearing: The demand equals the supply of each good, i.e., ∀j ∈
G,
∑
i∈B xij = qj , and ∀i ∈ B,
∑
j∈G pjxij = mi.
– Optimal Goods: Every buyer buys only those goods, which give her the
maximum utility per unit of money, i.e., if xij > 0 then
uij
pj
= maxk∈G
uik
pk
.
In this market model, by scaling uij ’s appropriately, we may assume that the
quantity of every good is one unit, i.e., qj = 1, ∀j ∈ G. Equilibrium prices are
unique and the set of equilibrium allocations is a convex set [13]. The following
example illustrates a small market.
Example 1. Consider a 2 buyers, 2 goods market with m1 = m2 = 10, q1 =
q2 = 1, 〈u11, u12〉 = 〈10, 3〉 and 〈u21, u22〉 = 〈3, 10〉. The equilibrium prices
of this market are 〈p1, p2〉 = 〈10, 10〉 and the unique equilibrium allocation is
〈x11, x12, x21, x22〉 = 〈1, 0, 0, 1〉. The payoff of both the buyers is 10.
In the above market, does a buyer have a strategy to achieve a better payoff?
Yes indeed, buyer 1 can force price change by posing a different utility tuple,
and in turn gain. Suppose buyer 1 feigns her utility tuple as 〈5, 15〉 instead of
〈10, 3〉, then coincidentally, the equilibrium prices 〈p1, p2〉 are also 〈5, 15〉. The
unique equilibrium allocation 〈x11, x12, x21, x22〉 is 〈1,
1
3 , 0,
2
3 〉. Now, the payoff
of buyer 1 is u11 ∗ 1 + u12 ∗
1
3 = 11, and that of buyer 2 is u22 ∗
2
3 =
20
3 . Note
that the payoffs are still calculated w.r.t. the true utility tuples.
This clearly shows that a buyer could gain by feigning a different utility tuple,
hence the Fisher market is susceptible to gaming by strategic buyers. Therefore,
the equilibrium prices w.r.t. the true utility tuples may not be the actual oper-
ating point of the market. The natural questions to investigate are: What are
the possible operating points of this market model under strategic behavior?
Can they be computed? Is there a preferred one? This motivates us to study
the Nash equilibria of the Fisher market game, where buyers are the players and
strategies are the utility tuples that they may pose.
Related work. Shapley and Shubik [17] consider a market game for the ex-
change economy, where every good has a trading post, and the strategy of a
buyer is to bid (money) at each trading post. For each strategy profile, the
prices are determined naturally so that market clears and goods are allocated
accordingly, however agents may not get the optimal bundles. Many variants [1,7]
of this game have been extensively studied. Essentially, the goal is to design a
mechanism to implement Walrasian equilibrium (WE), i.e., to capture WE at a
NE of the game. The strategy space of this game is tied to the implementation
of the market (in this case, trading posts). Our strategy space is the utility tuple
itself, and is independent of the market implementation. It is not clear that bids
of a buyer in the Shapley-Shubik game correspond to the feigned utility tuples.
In word auction markets as well, a similar study on strategic behavior of
buyers (advertisers) has been done [3,8,18].
Our contributions. We formulate the Fisher market game, the strategy sets
and the corresponding payoff function in Section 2. Every (pure) strategy pro-
file defines a Fisher market, and therefore market equilibrium prices and a set
of equilibrium allocations. The payoff of a buyer may not be same across all
equilibrium allocations w.r.t. a strategy profile, as illustrated by Example 2 in
Section 2. Furthermore, there may not exist an equilibrium allocation, which
gives the maximum possible payoffs to all the buyers. This behavior causes a
conflict of interest among buyers. A strategy profile is said to be conflict-free, if
there is an equilibrium allocation which gives the maximum possible payoffs to
all the buyers.
A strategy profile is called a Nash equilibrium strategy profile (NESP), if no
buyer can unilaterally deviate and get a better payoff. In Section 3, we show
that all NESPs are conflict-free. Using the equilibrium prices, we associate a
bipartite graph to a strategy profile and show that this graph must satisfy certain
conditions when the corresponding strategy profile is a NESP.
Next, we define symmetric strategy profiles, where all buyers play the same
strategy. We show that a symmetric strategy profile is a NESP iff it is conflict-
free. It is interesting to note that a symmetric NESP can be constructed for a
given market game, whose payoff is the same as the Fisher payoff, i.e., payoff
when all buyers play truthfully. Example 11 shows that all NESPs need not
be symmetric and the payoff w.r.t. a NESP need not be Pareto optimal (i.e.,
efficient). However, the Fisher payoff is always Pareto optimal (see First Theorem
of Welfare Economics [19]).
Characterization of all the NESPs seems difficult; even for markets with only
three buyers. We study two-buyer markets in Section 4 and the main results are:
– All NESPs are symmetric and they are a union of at most 2n convex sets.
– The set of NESP payoffs constitute a piecewise linear concave curve and
all these payoffs are Pareto optimal. The strategizing on utilities has the
same effect as differing initial endowments (see Second Theorem of Welfare
Economics [19]).
– The third-party mediation does not help in this game.
Some interesting observations about two-buyer markets are:
– The buyer i gets the maximum payoff among all Nash equilibrium payoffs
when she imitates the other, i.e., when they play (u−i,u−i), where u−i is
the true utility tuple of the other buyer.
– There may exist NESPs, whose social welfare (i.e., sum of the payoffs of
both the buyers) is larger than that of the Fisher payoff (Example 17).
– For a particular payoff tuple, there is a convex set of NESPs and hence
convex set of equilibrium prices. This motivates a seller to offer incentives to
the buyers to choose a particular NESP from this convex set, which fetches
the maximum price for her good. Example 18 illustrates this behavior.
Most qualitative features of these markets may carry over to oligopolies,
which arise in numerous scenarios. For example, relationship between a few man-
ufacturers of aircrafts or automobiles and many suppliers. Finally, we conclude
in Section 5 that it is highly unlikely that buyers will act according to their true
utility tuples in Fisher markets and discuss some directions for further research.
2 The Fisher Market Game
As defined in the previous section, a linear Fisher market is defined by the tuple
(B,G, (ui)i∈B, m), where B is a set of buyers, G is a set of goods, ui = (uij)j∈G
is the true utility tuple of buyer i, and m = (mi)i∈B is the endowment vector.
We assume that |B| = m, |G| = n and the quantity of every good is one unit.
The Fisher market game is a one-shot non-cooperative game, where the buy-
ers are the players, and the strategy set is all possible utility tuples that they
may pose, i.e., Si = {〈si1, si2, . . . , sin〉 | sij ≥ 0,
∑
j∈G sij 6= 0}, ∀i ∈ B. Clearly,
the set of all strategy profiles is S = S1 × · · · × Sm. When a strategy profile
S = (s1, . . . , sm) is played, where si ∈ Si, we treat s1, . . . , sm as utility tuples
of buyers 1, . . . ,m respectively, and compute the equilibrium prices and a set of
equilibrium allocations w.r.t. S and m.
Further, using the equilibrium prices (p1, . . . , pn), we generate the corre-
sponding solution graph G as follows: Let V (G) = B ∪ G. Let bi be the node
corresponding to the buyer i, ∀i ∈ B and gj be the node corresponding to the
good j, ∀j ∈ G in G. We place an edge between bi and gj iff
sij
pj
= maxk∈G
sik
pk
,
and call the edges of the solution graph as tight edges. Note that when the solu-
tion graph is a forest, there is exactly one equilibrium allocation, however this
is not so, when it contains cycles. In the standard Fisher market (i.e., strategy
of every buyer is her true utility tuple), all equilibrium allocations give the same
payoff to a buyer. However, this is not so when buyers strategize on their utility
tuples: Different equilibrium allocations may not give the same payoff to a buyer.
The following example illustrates this scenario.
Example 2. Consider the Fisher market of Example 1. Consider the strategy
profile S = (〈1, 19〉, 〈1, 19〉). Then, the equilibrium prices 〈p1, p2〉 are 〈1, 19〉 and
the solution graph is a cycle. There are many equilibrium allocations and the
allocations [x11, x12, x13, x14] achieving the highest payoff for buyers 1 and 2
are [1, 919 , 0,
10
19 ] and [0,
10
19 , 1,
9
19 ] respectively. The payoffs corresponding to these
allocations are (11.42, 5.26) and (1.58, 7.74) respectively. Note that there is no
allocation, which gives the maximum possible payoff to both the buyers.
Let p(S) = (p1, . . . , pn) be the equilibrium prices, G(S) be the solution
graph, and X(S) be the set of equilibrium allocations w.r.t. a strategy pro-
file S. The payoff w.r.t. X ∈ X(S) is defined as (u1(X), . . . , um(X)), where
ui(X) =
∑
j∈G uijxij . Let wi(S) = maxX∈X(S) ui(X), ∀i ∈ B.
Definition 3. A strategy profile S is said to be conflict-free if ∃X ∈ X(S),
s.t. ui(X) = wi(S), ∀i ∈ B. Such an X is called a conflict-free allocation.
When a strategy profile S = (s1, . . . , sm) is not conflict-free, there is a
conflict of interest in selecting a particular allocation for the play. If a buyer,
say k, does not get the same payoff from all the equilibrium allocations, i.e.,
∃X ∈ X(S), uk(X) < wk(S), then we show that for every δ > 0, there exists a
strategy profile S′ = (s′
1
, . . . , s′
m
), where s′
i
= si, ∀i 6= k, such that uk(X
′) >
wk(S)−δ, ∀X
′ ∈ X(S′) (Section 3.1). The following example illustrates the same.
Example 4. In Example 2, for δ = 0.1, consider S′ = (〈1.1, 18.9〉, 〈1, 19〉), i.e.,
buyer 1 deviates slightly from S. Then, p(S′) = 〈1.1, 18.9〉, and G(S′) is a tree;
the cycle of Example 2 is broken. Hence there is a unique equilibrium allocation,
and w1(S
′) = 11.41, w2(S
′) = 5.29.
Therefore, if a strategy profile S is not conflict-free, then for every choice
of allocation X ∈ X(S) to decide the payoff, there is a buyer who may deviate
and assure herself a better payoff. In other words, when S is not conflict-free,
there is no way to choose an allocationX from X(S) acceptable to all the buyers.
This suggests that only conflict-free strategies are interesting. Therefore, we may
define the payoff function Pi : S→ R for each player i ∈ B as follows:
∀S ∈ S, Pi(S) = ui(X), where X = argmax
X′∈X(S)
∏
i∈B
ui(X
′). (1)
Note that the payoff functions are well-defined and when S is conflict-free,
Pi(S) = wi(S), ∀i ∈ B.
3 Nash Equilibria: A Characterization
In this section, we prove some necessary conditions for a strategy profile to
be a NESP of the Fisher market game defined in the previous section. Nash
equilibrium [12] is a solution concept for games with two or more rational players.
When a strategy profile is a NESP, no player benefits by changing her strategy
unilaterally.
For technical convenience, we assume that uij > 0 and sij > 0, ∀i ∈ B, ∀j ∈
G. The boundary cases may be easily handled separately. Note that if S =
(s1, . . . , sm) is a NESP then S
′ = (α1s1, . . . , αmsm), where α1, . . . , αm > 0,
is also a NESP. Therefore, w.l.o.g. we consider only the normalized strategies
si = 〈si1, . . . , sin〉, where
∑
j∈G sij = 1
⋆, ∀i ∈ B. As mentioned in the previous
section, the true utility tuple of buyer i is 〈ui1, . . . , uin〉. For convenience, we
may assume that
∑
j∈G uij = 1 and
∑
i∈Bmi = 1 (w.l.o.g.).
⋆ For simplicity, we do use non-normalized strategy profiles in the examples.
We show that all NESPs are conflict-free. However, all conflict-free strategies
are not NESPs. A symmetric strategy profile, where all players play the same
strategy (i.e., ∀i, j ∈ B, si = sj), is a NESP iff it is conflict-free. If a strategy
profile S is not conflict-free, then there is a buyer a such that Pa(S) < wa(S). The
ConflictRemoval procedure in the next section describes how she may deviate
and assure herself payoff almost equal to wa(S).
3.1 Conflict Removal Procedure
Definition 5. Let S be a strategy profile, X ∈ X(S) be an allocation, and P =
v1, v2, v3, . . . be a path in G(S). P is called an alternating path w.r.t. X, if the
allocation on the edges at odd positions is non-zero, i.e., xv2i−1v2i > 0, ∀i ≥ 1.
The edges with non-zero allocation are called non-zero edges.
ConflictRemoval(S, ba, δ)
while ba belongs to a cycle in G(S) do
(p1, . . . , pn)← p(S);
J ← {j ∈ G | the edge (ba, gj) belongs to a cycle in G(S)};
gb ← argmax
j∈J
uaj
pj
;
X ← an allocation in X(S) such that ua(X) = wa(S) and xab is maximum;
S ← Perturbation(S,X, ba, gb,
δ
n
);
endwhile
return S;
Perturbation(S,X, ba, gb, γ)
S′ ← S;
if (ba, gb) does not belong to a cycle in G(S) then
return S′;
endif
J1 ← {v | there is an alternating path from ba to v in G(S) \ (ba, gb) w.r.t. X};
J2 ← {v | there is an alternating path from gb to v in G(S) \ (ba, gb) w.r.t. X};
(p1, . . . , pn)← p(S); l←
∑
gj∈J1
pj ; r ←
∑
gj∈J2
pj ;
W.r.t. α, define prices of goods to be
∀gj ∈ J1 : (1− α)pj ; ∀gj ∈ J2 : (1 +
lα
r
)pj ; ∀gj ∈ G \ (J1 ∪ J2) : pj ;
Raise α infinitesimally starting from 0 such that none of the three events occur:
Event 1: a new edge becomes tight;
Event 2: a non-zero edge becomes zero;
Event 3: payoff of buyer a becomes ua(X)− γ;
s′ab ← sab
(1+ lα
r
)
(1−α)
; s′
a
←
s
′
a∑
j∈G s
′
aj
;
return S′;
Table 1. Conflict Removal Procedure
The ConflictRemoval procedure in Table 1 takes a strategy profile S, a buyer
a and a positive number δ, and outputs another strategy profile S′, where s′
i
=
si, ∀i 6= a such that ∀X
′ ∈ X(S′), ua(X
′) > wa(S) − δ. The idea is that if a
buyer, say a, does not belong to any cycle in the solution graph of a strategy
profile S, then ua(X) = wa(S), ∀X ∈ X(S). The procedure essentially breaks
all the cycles containing ba in G(S) using the Perturbation procedure iteratively
such that the payoff of buyer a does not decrease by more than δ.
The Perturbation procedure takes a strategy profile S, a buyer a, a good
b, an allocation X ∈ X(S), where xab is maximum among all allocations in
X(S) and a positive number γ, and outputs another strategy profile S′ such that
s
′
i
= si, ∀i 6= a and wa(S
′) > ua(X) − γ. It essentially breaks all the cycles
containing the edge (ba, gb) in G(S).
A detailed explanation of both the procedures is given in Appendix A. In
the next theorem, we use the ConflictRemoval procedure to show that all the
NESPs in the Fisher market game are conflict-free.
Theorem 6. If S is a NESP, then
(i) ∃X ∈ X(S) such that ui(X) = wi(S), ∀i ∈ B, i.e., S is conflict-free.
(ii) the degree of every good in G(S) is at least 2.
(iii) for every buyer i ∈ B, ∃ki ∈ Ki s.t. xiki > 0, where Ki = {j ∈ G |
uij
pj
=
maxk∈G
uik
pk
}, (p1, . . . , pn) = p(S) and [xij ] is a conflict-free allocation.
Proof. Suppose there does not exist an allocation X ∈ X(S) such that ui(X) =
wi(S), ∀i ∈ B, then there is a buyer k ∈ B, such that Pk(S) < wk(S). Clearly,
buyer k has a deviating strategy (apply ConflictRemoval on the input tuple
(S, k, δ), where 0 < δ < (wk(S)− Pk(S))), which is a contradiction.
For part (ii), if a good b is connected to exactly one buyer, say a, in G(S),
then buyer a may gain by reducing sab, so that price of good b decreases and
prices of all other goods increase by the same factor.
For part (iii), if there exists a buyer i such that xiki = 0, ∀ki ∈ Ki, then she
may gain by increasing the utility for a good in Ki. ⊓⊔
The following example shows that the above conditions are not sufficient.
Example 7. Consider a market with 3 buyers and 2 goods, where m = 〈50, 100,
50〉, u1 = 〈2, 0.1〉,u2 = 〈4, 9〉, and u3 = 〈0.1, 2〉. Consider the strategy profile
S = (u1,u2,u3) given by the true utility tuples. The payoff tuple w.r.t. S is
(1.63, 6.5, 0.72). It satisfies all the necessary conditions in the above theorem,
however S is not a NESP because buyer 2 has a deviating strategy s′
2
= 〈2, 3〉
and the payoff w.r.t. strategy profile (s1, s
′
2
, s3) is (1.25, 6.75, 0.83).
3.2 Symmetric and Asymmetric NESPs
Recall that a strategy profile S = (s1, . . . , sm) is said to be a symmetric strategy
profile if s1 = · · · = sm, i.e., all buyers play the same strategy.
Proposition 8. A symmetric strategy profile S is a NESP iff it is conflict-free.
Proof. (⇒) is easy (Theorem 6). For (⇐), suppose a buyer i may deviate and
gain, then the prices have to be changed. In that case, all buyers except buyer i
will be connected to only those goods, whose prices are decreased. This leads to
a contradiction (details are in Appendix B). ⊓⊔
Let Sf = [sij ] be a strategy profile, where sij = uij , ∀i ∈ B, ∀j ∈ G, i.e., true
utility functions. All allocations in X(Sf ) give the same payoff to the buyers (i.e.,
∀i ∈ B, ui(X) = wi(S
f ), ∀X ∈ X(Sf )), and we define Fisher payoff (uf1 , . . . , u
f
m)
to be the payoff derived when all buyers play truthfully.
Corollary 9. A symmetric NESP can be constructed, whose payoff is the same
as the Fisher payoff.
Proof. Let S = (s, . . . , s) be a strategy profile, where s = p(Sf ). Clearly S is a
symmetric NESP, whose payoff is the same as the Fisher payoff. ⊓⊔
Remark 10. The payoff w.r.t. a symmetric NESP is always Pareto optimal. For
a Fisher market game, there is exactly one symmetric NESP iff the degree of
every good in G(Sf ) is at least two [9].
The characterization of all the NESPs for the general market game seems
hard; even for markets with only three buyers. The following example illustrates
an asymmetric NESP, whose payoff is not Pareto optimal.
Example 11. Consider a market with 3 buyers and 2 goods, wherem = 〈50, 100,
50〉, u1 = 〈2, 3〉,u2 = 〈4, 9〉, and u3 = 〈2, 3〉. Consider the two strategy pro-
files given by S1 = (s1, s2, s3) and S2 = (s, s, s), where s1 = 〈2, 0.1〉, s2 =
〈2, 3〉, s3 = 〈0.1, 3〉, and s = 〈2, 3〉. The payoff tuples w.r.t. S1 and S2 are
(1.25, 6.75, 1.25) and (1.25, 7.5, 1.25) respectively. Note that both S1 and S2 are
NESPs for the above market (details are in Appendix B).
4 The Two-Buyer Markets
A two-buyer market consists of two buyers and a number of goods. These markets
arise in numerous scenarios. The two firms in a duopoly may be considered as
the two buyers with a similar requirements to fulfill from a large number of
suppliers, for example, relationship between two big automotive companies with
their suppliers.
In this section, we study two-buyer market game and provide a complete
polyhedral characterization of NESPs, all of which turn out to be symmetric.
Next, we study how the payoffs of the two buyers change with varying NESPs
and show that these payoffs constitute a piecewise linear concave curve. For a
particular payoff tuple on this curve, there is a convex set of NESPs, hence a
convex set of equilibrium prices, which leads to a different class of non-market
behavior such as incentives. Finally, we study the correlated equilibria of this
game and show that third-party mediation does not help to achieve better payoffs
than any of the NESPs.
Lemma 12. All NESPs for a two-buyer market game are symmetric.
Proof. If a NESP S = (s1, s2) is not symmetric, then G(S) is not a complete
bipartite graph. Therefore there is a good, which is exclusively bought by a
buyer, which is a contradiction (Theorem 6, part (ii)). ⊓⊔
4.1 Polyhedral Characterization of NESPs
In this section, we compute all the NESPs of a Fisher market game with two
buyers. Henceforth we assume that the goods are so ordered that
u1j
u2j
≥
u1(j+1)
u2(j+1)
,
for j = 1, . . . , n − 1. Chakrabarty et al. [4] also use such an ordering to design
an algorithm for the linear Fisher market with two agents. Let S = (s, s) be
a NESP, where s = (s1, . . . , sn) and (p1, . . . , pn) = p(S). The graph G(S) is
a complete bipartite graph. Since m1 + m2 = 1 and
∑n
j=1 sj = 1, we have
pj = sj , ∀j ∈ G. In a conflict-free allocation X ∈ X(S), if x1i > 0 and x2j > 0,
then clearly u1i
pi
≥
u1j
pj
and u2i
pi
≤
u2j
pj
.
Definition 13. An allocation X = [xij ] is said to be a nice allocation, if it
satisfies the property: x1i > 0 and x2j > 0 ⇒ i ≤ j.
The main property of a nice allocation is that if we consider the goods in
order, then from left to right, goods get allocated first to buyer 1 and then to
buyer 2 exclusively, however they may share at most one good in between. Note
that a symmetric strategy profile has a unique nice allocation.
Lemma 14. Every NESP has a unique conflict-free nice allocation.
Proof. The idea is to convert a conflict-free allocation into a nice allocation
through an exchange s.t. payoff remains same (details are in Appendix B). ⊓⊔
The non-zero edges in a nice allocation either form a tree or a forest con-
taining two trees. We use the properties of nice allocations and NESPs to give
the polyhedral characterization of all the NESPs. The convex sets Bk for all
1 ≤ k ≤ n, as given in Table 2, correspond to all possible conflict-free nice
allocations, where non-zero edges form a tree, and the convex sets B′k for all
1 ≤ k ≤ n − 1, as given in Table 3, correspond to all possible conflict-free nice
allocations, where non-zero edges form a forest⋆. Let B = ∪nk=1Bk ∪
n−1
k=1 B
′
k and
SNE = {(α,α) | α = (α1, . . . , αn) ∈ B}. Note that S
NE is a connected set.
∑k−1
i=1 αi < m1∑n
i=k+1 αi < m2∑n
i=1 αi = m1 +m2
u1jαi − u1iαj ≤ 0 ∀i ≤ k,∀j ≥ k
u2iαj − u2jαi ≤ 0 ∀i ≤ k,∀j ≥ k
αi ≥ 0 ∀i ∈ G
Table 2. Bk
∑k
i=1 αi = m1∑n
i=k+1 αi = m2
u1jαi − u1iαj ≤ 0 ∀i ≤ k,∀j ≥ k + 1
u2iαj − u2jαi ≤ 0 ∀i ≤ k,∀j ≥ k + 1
αi ≥ 0 ∀i ∈ G
Table 3. B′k
Lemma 15. A strategy profile S is a NESP iff S ∈ SNE.
Proof. (⇐) is easy by the construction and Proposition 8. For the other direction,
we know that every NESP has a conflict-free nice allocation (Lemma 14), and
B corresponds to all possible conflict-free nice allocations. ⊓⊔
⋆ In both the tables αi’s may be treated as price variables.
4.2 The Payoff Curve
In this section, we consider the payoffs obtained by both the players at various
NESPs. Recall that whenever a strategy profile S is a NESP, Pi(S) = wi(S), ∀i ∈
B. Henceforth, we use wi(S) as the payoff of buyer i for the NESP S. Let
F = {(w1(S), w2(S)) | S ∈ S
NE} be the set of all possible NESP payoff tuples.
Let X be the set of all nice allocations, and H = {(u1(X), u2(X)) | X ∈ X}.
For α ∈ [0, 1], let t(α) = (〈s1, . . . , sn〉, 〈s1, . . . , sn〉), where si = u1i+α(u2i−u1i),
and G = {(w1(S), w2(S)) | S = t(α), α ∈ [0, 1]}.
Proposition 16. F is a piecewise linear concave (PLC) curve.
Proof. The proof is based on the following steps (details are in Appendix B).
1. H is a PLC curve with (0, 1) and (1, 0) as the end points.
2. ∀α ∈ [0, 1], t(α) ∈ SNE , then clearly G ⊂ H. Since the nice allocation w.r.t.
t(α) changes continuously as α moves from 0 to 1, so we may conclude that G
is a PLC curve with the end points (w1(S
1), w2(S
1)) and (w1(S
2), w2(S
2)),
where S1 = t(0) and S2 = t(1).
3. F = G. ⊓⊔
The next example demonstrates the payoff curve for a small market game.
Example 17. Consider a market with 3 goods and 2 buyers, where m = 〈7, 3〉,
u1 = 〈6, 2, 2〉, and u2 = 〈0.5, 2.5, 7〉. The payoff curve for this game is shown in
the following figure.
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The first and the second line segment of the curve correspond to the sharing
of good 2 and 3 respectively. The payoffs corresponding to the boundary NESPs
S1 = t(0) and S2 = t(1) are (7, 8.25) and (9.14, 3) respectively. Furthermore,
the Fisher payoff (8, 7) may be achieved by a NESP t(0.2). Note that in this
example the social welfare (i.e., sum of the payoffs of both the buyers) from the
Fisher payoff (15) is lower than that of the NESP S1 (15.25).
4.3 Incentives
For a fixed payoff tuple on the curve F, there is a convex set of NESPs and
hence a convex set of prices, giving the same payoffs to the buyers, and these
can be computed using the convex sets defined in Table 2 and 3. This leads to
a different class of behavior, i.e., motivation for a seller to offer incentives to
the buyers to choose a particular NESP from this convex set, which fetches the
maximum price for her good. The following example illustrates this possibility.
Example 18. Consider a market with 2 buyers and 4 goods, wherem = 〈10, 10〉,
u1 = 〈4, 3, 2, 1〉, and u2 = 〈1, 2, 3, 4〉. Consider the two NESPs given by S1 =
(s1, s1) and S2 = (s2, s2), where s1 = 〈
20
3 ,
20
3 ,
10
3 ,
10
3 〉 and s2 = 〈
20
3 ,
20
3 ,
9
3 ,
11
3 〉.
Both S1 and S2 gives the payoff (5.5, 8), however the prices are different, i.e.,
p(S1) = 〈
20
3 ,
20
3 ,
10
3 ,
10
3 〉 and p(S2) = 〈
20
3 ,
20
3 ,
9
3 ,
11
3 〉. Clearly in S2, good 3 is
penalized and good 4 is rewarded (compared to S1).
4.4 Correlated Equilibria
We have seen in the previous section that the two-buyer market game has a
continuum of Nash Equilibria, with very different and conflicting payoffs. This
makes it difficult to predict how a particular game will actually play out in
practice, and if there is a different solution concept which may yield an outcome
liked by both the players.
We examine the correlated equilibria framework as a possibility. Recall that
according to the correlated equilibria, the mediator decides and declares a prob-
ability distribution pi on all possible pure strategy profiles (s1, s2) ∈ S1 × S2
beforehand. During the play, she suggests what strategy to play to each player
privately, and no player benefits by deviating from the advised strategy.
Let Ψ = {(x, y) | ∃(x0, y0) ∈ H, such that x ≤ x0andy ≤ y0}, where H is the
PLC curve discussed in Section 4.2. Clearly, Ψ is a convex set. The question we
ask: Is there a correlated equilibrium pi such that the payoff w.r.t. pi lies above
the curve H? We continue with our assumption that
u1j
u2j
≥
u1(j+1)
u2(j+1)
, ∀j < n.
Lemma 19. For any strategy profile S = (s1, s2), for every allocation X ∈
X(S), there exists a point (x1, x2) on H such that x1 ≥ u1(X) and x2 ≥ u2(X).
Proof. Any allocation X may be converted to a nice allocation through an ex-
change such that no buyer worse off (details are in Appendix B). ⊓⊔
Corollary 20. The correlated equilibrium cannot give better payoff than any NE
payoff to all the buyers.
Remark 21. [9] extends this result for the general Fisher market game.
5 Conclusion
The main conclusion of the paper is that Fisher markets in practice will rarely
be played with true utility functions. In fact, the utilities employed will usually
be a mixture of a player’s own utilities and her conjecture on the other player’s
true utilities. Moreover, there seems to be no third-party mediation which will
induce players to play according to their true utilities so that the true Fisher
market equilibrium may be observed. Further, any notion of market equilibrium
should examine this aspect of players strategizing on their utilities. This poses
two questions: (i) is there a mechanism which will induce players into revealing
their true utilities? and (ii) how does this mechanism reconcile with the ”invisible
hand” of the market? The strategic behavior of agents and the question whether
true preferences may ever be revealed, has been of intense study in economics
[11,16,19]. The main point of departure for this paper is that buyers strategize
directly on utilities rather than market implementation specifics, like trading
posts and bundles. Hopefully, some of these analysis will lead us to a more
effective computational model for markets.
On the technical side, the obvious next question is to completely characterize
the NESPs for the general Fisher market game. We assumed the utility functions
of the buyers to be linear, however Fisher market is gameable for the other class
of utility functions as well. It will be interesting to do a similar analysis for more
general utility functions.
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A Explanation of Procedures
ConflictRemoval Procedure
It takes a strategy profile S, a buyer a and a positive number δ, and outputs
another strategy profile S′, where s′
i
= si, ∀i 6= a such that ua(X
′) > wa(S)−
δ, ∀X ′ ∈ X(S′). The idea is that if a buyer, say a, does not belong to any cycle
in the solution graph, then her payoff is same across all equilibrium allocations,
i.e., ua(X) = wa(S), ∀X ∈ X(S). The procedure essentially breaks all the cycles
containing ba in G(S) iteratively such that the payoff of buyer a does not decrease
by more than δ.
This is done by first picking a good b from J , which gives the maximum
payoff per unit of money to buyer a among all the goods in J , where J is the
set of goods j, such that the edge (ba, gj) belongs to a cycle in G(S). Then,
it picks an allocation X = [xij ] such that ua(X) = wa(S) and xab is maxi-
mum among all allocations in X(S). It is easy to check that such an X exists.
Finally, using Perturbation procedure, it obtains another strategy profile S′,
where s′
i
= si, ∀i 6= a and wa(S
′) > wa(S) −
δ
n
. The edge (ba, gb) does not
belong to any cycle in G(S′) and E(G(S′)) ⊂ E(G(S)). Then, it repeats the
above steps for the strategy profile S′ until ba belongs to a cycle in the solution
graph. Clearly, there may be at most n repetition steps and the final strategy
profile S′ is such that ua(X
′) > wa(S)− δ, ∀X
′ ∈ X(S′).
Perturbation Procedure
It takes a strategy profile S, a buyer a, a good b, an allocation X ∈ X(S),
where xab is maximum among all allocations in X(S) and a positive number γ,
and outputs another strategy profile S′ such that s′
i
= si, ∀i 6= a and wa(S
′) >
ua(X)−γ. It essentially breaks all the cycles containing the edge (ba, gb) in G(S).
If (ba, gb) 6∈ G(S), then it outputs S
′ = S. Otherwise, let J1 and J2 be the
sets of buyers and goods to which there is an alternating path w.r.t. X starting
from ba and gb in G(S) \ (ba, gb) respectively. Note that J1 ∩ J2 = φ, otherwise
there is an alternating path P from ba to gb in G(S) \ (ba, gb), and using P
with (ba, gb), xab may be increased and another allocation X
′ ∈ X(S) may be
obtained, where x′ab > xab, which contradicts the maximality of xab.
If the prices of goods in J1 are decreased and the prices of goods in J2
are increased, then clearly all the cycles in G(S) containing the edge (ba, gb)
break. Such a price change may be forced by increasing sab infinitesimally. The
procedure first finds such a price change and then constructs an appropriate
strategy profile. Let (p1, . . . , pn) = p(S), l =
∑
gj∈J1
pj , r =
∑
gj∈J2
pj and α be
a variable. The prices are changed as p′j = (1−α)pj for gj ∈ J1, p
′
j = (1+
lα
r
)pj for
gj ∈ J2 and p
′
j = pj for the remaining goods. When α is increased continuously
starting from 0, the corresponding changes in prices may trigger any of the
following three events:
Event 1: A new edge may become tight from a buyer outside J1 to a good
in J1 or from a buyer in J2 to a good outside J2.
Event 2: To reflect the price change, the money has to be pulled out from
the goods in J1 and transferred to the goods in J2 through the edge (ba, gb).
This may cause a non-zero edge in J1 or J2 to become zero.
Event 3: Since the price of good b as well as the allocation on the edge
(ba, gb) is increasing, the payoff of buyer a may decrease and become equal to
ua(X)− γ.
The procedure finds α > 0 such that none of the three events occur, and
constructs a new strategy profile S′, where s′ij = sij , ∀(i, j) 6= (a, b), and s
′
ab =
sab
(1+ lα
r
)
(1−α) . Clearly, p(S
′) = (p′1, . . . , p
′
n), and G(S
′) = (G[J1]∪G[J2]∪G[V (G) \
(J1 ∪ J2)]) + (ba, gb), where G[U ] denotes the induced graph on U ⊆ B ∪ G in
G(S).
B Proofs
Proof of Proposition 8
(⇒) is straightforward (Theorem 6). For the other direction, let S = (s, . . . , s) be
a conflict-free symmetric strategy profile. Clearly, G(S) is a complete bipartite
graph and Pi(S) = wi(S), ∀i ∈ B. If S is not a NESP, then there is a buyer, say
k, who may deviate and get a better payoff. Let S′ = (s′
1
, . . . , s′
m
) be a strategy
profile, where s′
i
= s, ∀i 6= k, such that Pk(S
′) > Pk(S). Let X
′ ∈ X(S′) be
such that uk(X
′) = Pk(S
′).
Let (p1, . . . , pn) = p(S) and (p
′
1, . . . , p
′
n) = p(S
′). If p(S′) = p(S), i.e.,
pj = p
′
j , ∀j ∈ G, then uk(X
′) ≤ wk(S). For the other case p(S
′) 6= p(S), let
J1 = {j ∈ G | p
′
j < pj}, J2 = {j ∈ G | p
′
j = pj}, and J3 = {j ∈ G | p
′
j > pj}.
Note that all buyers except k will have edges only to the goods in J1 in G(S
′),
i.e., goods whose prices have been decreased. From X ′, we can construct an
allocation X ∈ X(S), such that ∀j ∈ J2 ∪J3, xkj = x
′
kj and ∀j ∈ J1, xkj > x
′
kj .
Hence uk(X
′) < uk(X) ≤ wk(S), which is a contradiction. ⊓⊔
Explanation of Example 11
S2 is clearly a NESP because S2 is a symmetric strategy profile and there is
a conflict-free allocation (Proposition 8).
For S1, it can be easily checked that buyers 1 and 3 have no deviating strategy.
Buyer 2 is essentially the price setter. However, no matter whatever the strategy,
buyer 2 plays, buyer 1 will buy only good 1 and buyer 3 will buy only good 3.
Hence, let h2 =
4∗x
50+x +
9∗(100−x)
150−x be the payoff of buyer 2, when she gives x
amount of money to good 1. Note that h2 is a concave curve. We compute the
maximum value of h2 w.r.t. x ∈ [0, 100], which turns out to be 7.5 for x = 30.
Hence buyer 2 also has no deviating strategy at S1.
Proof of Lemma 14
Let S be a NESP, which does not have a conflict-free nice allocation. Consider
a conflict-free allocation X ∈ X(S). Then w.r.t. X , there are goods i and j such
that x1i > 0, x2j > 0 and i > j.
Since we started with a conflict-free allocation, u1i
pi
≥
u1j
pj
, u2i
pi
≤
u2j
pj
⇒
u1j
u2j
≤ u1i
u2i
. Moreover, we assumed that
u1j
u2j
≥ u1i
u2i
, hence u1i
pi
=
u1j
pj
and
u2j
pj
= u2i
pi
.
Hence, buyer 1 may take away some money from good i and spend it on good
j and buyer 2 may take away some money from good j and spend it on good
i without affecting the payoffs. This gives another conflict-free allocation. We
may repeat this operation till we get a nice allocation.
There is exactly one nice allocation in X(S), hence the uniqueness follows.
⊓⊔
Proof of Proposition 16
Let F, X , H, t(α), G, S1 and S2 be as defined in Section 4.2. Let Tk be the tree,
where buyer 1 and 2 are adjacent to goods 1, . . . , k and k, . . . , n respectively,
and Fk be the forest, where buyer 1 and 2 are adjacent to goods 1, . . . , k and
k + 1, . . . , n respectively. Let F0 be the forest where buyer 1 is not adjacent to
any good and buyer 2 is adjacent to all the goods, and Fn is defined similarly. Let
G(X) = (B,G, E) be the bipartite graph, where the edge (i, j) ∈ E iff xij > 0. Let
ti = {(u1(X), u2(X)) |G(X) = Ti, X ∈ X}, and fi = {(u1(X), u2(X)) |G(X) =
Fi, X ∈ X}.
Claim. The set H is a piece-wise linear concave curve, whose end points are
(0, 1) and (1, 0).
Proof. The proof is based on the following observations:
– H =
n⋃
k=1
ti ∪
n⋃
k=0
fi.
– fi is a point, for all 0 ≤ i ≤ n, and f0 = (0, 1), fn = (1, 0).
– ti is a straight line with slope −
u2i
u1i
, and the limit of the end points of ti are
fi−1 and fi for all 1 ≤ i ≤ n.
– Since u1i
u2i
≥
u1(i+1)
u2(i+1)
, for all i < n, hence slope of ti decreases as i goes from
1 to n. ⊓⊔
Claim. t(α) ∈ SNE, ∀α ∈ [0, 1].
Proof. The equilibrium prices w.r.t. S = t(α) are s1, . . . , sn. Since
u1i
u2i
≥
u1(i+1)
u2(i+1)
⇒
u1i
si
≥
u1(i+1)
si+1
, ∀i < n. We can also view si = u2i + (1 − α)(u1i − u2i), ∀i ≤ n,
and hence u2i
si
≤
u2(i+1)
si+1
, ∀i < n. It implies that there exists a conflict-free nice
allocation w.r.t. S, hence S ∈ SNE (Lemma 15). ⊓⊔
Clearly, G ⊂ H and is PLC curve with the end points (w1(S
1), w2(S
1)) and
(w1(S
2), w2(S
2)). Let X be an allocation, and X1 = [x1j ], X2 = [x2j ] be the
restrictions of X to buyers 1 and 2 respectively. For a NESP S, let X(S) be
the (conflict-free) nice allocation. Let X1(S) and X2(S) be the restrictions of
X(S) to buyers 1 and 2 respectively. The following lemma proves that F equals
G as sets. As a preparation towards this lemma, we introduce a notion of buyer
i getting more goods according to the allocation X than the allocation X ′, by
which we mean X ′i ≥ Xi, i.e., xij ≥ x
′
ij , ∀j ∈ G, and X
′
i 6= Xi.
Claim. As sets, F = G, i.e., if S ∈ SNE then (w1(S), w2(S)) ∈ G.
Proof. Buyer 1 gets more goods according to the nice allocation w.r.t. S ∈ SNE
than the nice allocation w.r.t. S′ ∈ SNE , i.e., X1(S) ≥ X1(S
′) and X2(S) ≤
X2(S
′) ⇔ w1(S) > w1(S
′) and w2(S) < w2(S
′). Hence, to show that w.r.t.
S ∈ SNE , w1(S
1) ≤ w1(S) ≤ w1(S
2) and w2(S
2) ≤ w2(S) ≤ w2(S
1), it is enough
to show that X1(S
1) ≤ X1(S) ≤ X1(S
2) and X2(S
2) ≤ X2(S) ≤ X2(S
1).
Suppose there exists a NESP S such that w1(S) < w1(S
1). Clearly, p(S1) =
(u11, . . . , u1n). Let (p1, . . . , pn) = p(S). Consider the nice allocation w.r.t. S,
i.e., X(S). Since w1(S) < w1(S
1) ⇒ X1(S) < X1(S
1). This implies price of at
least one good, say a, allocated to buyer 1 w.r.t. X1(S) is more than u1a, i.e.,
pa > u1a. Similarly, price of at least one good, say b, allocated to buyer 2 w.r.t.
X2(S) is less than u1b, i.e., pb < u1b.
Since u1a
pa
< u1b
pb
, buyer 1 prefers good b, which is allocated to buyer 2, over
good a. It is a contradiction, since it violates the property of nice allocation.
Furthermore, X1(S) ≤ X1(S
2) may follow from the similar argument as above.
It implies that X(S) = X(t(α)) for some α ∈ [0, 1]. ⊓⊔
Proof of Lemma 19
If X is a nice allocation, then clearly (u1(X), u2(X)) ∈ H. Otherwise, there
exist two goods i and j such that i < j, x1i < 1 and x2j < 1 and i is the smallest
such number and j is the largest such number. The following equations show
that there exist z and w, such that buyer 1 can exchange w amount of good j
with z amount of good i with buyer 2 and payoffs of both the buyers are not
decreased:
u1j
u2j
≤ u1i
u2i
⇒ u2i
u2j
≤ w
z
≤ u1i
u1j
⇒ zu1i − wu1j ≥ 0 and −zu2i + wu2j ≥ 0
Therefore, they exchange goods i and j in a ratio z and w satisfying above
equations till either buyer 1 gets the entire good i or buyer 2 gets the entire
good j. If current allocation is still not nice, then by repeating the above ex-
change procedure, we are guaranteed to reach at a nice allocation, whose payoff
(x1, x2) ∈ H is such that x1 ≥ u1(X) and x2 ≥ u2(X). ⊓⊔
