Abstract. In this paper we extend the theory of two weight, A p bump conditions to the setting of matrix weights. We prove two matrix weight inequalities for fractional maximal operators, fractional and singular integrals, sparse operators and averaging operators. As applications we prove quantitative, one weight estimates, in terms of the matrix A p constant, for singular integrals, and prove a Poincaré inequality related to those that appear in the study of degenerate elliptic PDEs.
Introduction
In this paper we extend the theory of A p bump conditions to matrix weights. To put our results into context we first briefly review the theory in the case of scalar weights. A scalar weight w (i.e., a non-negative, locally integrable function) satisfies the Muckenhoupt A p condition, 1 < p < ∞, if where here and below the supremum is taken over all cubes Q with edges parallel to the coordinate axes. It is well known that this condition is sufficient for a wide variety of classical operators (e.g., the Hardy-Littlewood maximal operator, singular integral operators) to be bounded on L p (w). (Cf. [12, 16] .) This condition naturally extends to pairs of weights: we say (u, v) ∈ A p if
However, unlike in the one weight case, while this condition is often necessary for an operator to map L p (v) into L p (u), it is almost never sufficient. (See [6] and the references it contains.) Therefore, for many years, the problem was to find a similar condition that was sufficient. The idea of A p bump conditions originated with Neugebauer [27] but was fully developed by Pérez [28, 29, 31] . (See also Sawyer and Wheeden [34] .) If we rewrite the two weight A p condition as
where · p,Q denotes the localized L p norm with respect to measure |Q| −1 χ Q dx, then a "bumped" A p condition is gotten by replacing the L p and/or L p ′ norms with a slightly larger norm in the scale of Orlicz spaces.
We recall a few properties of Orlicz spaces; for more details see [6] . Let Φ : [0, ∞) → [0, ∞) be a Young function: convex, increasing, Φ(0) = 0, and Φ(t)/t → ∞ as t → ∞. Given Φ, its associate function is another Young function defined bȳ Φ(t) = sup s>0 st − Φ(s) .
If Φ(t) = t
p ,Φ(t) ≈ t p ′ . Given 1 < p < ∞, we say that Φ satisfies the B p condition, denoted by Φ ∈ B p , if
Given a cube Q we define the localized Orlicz norm f Φ,Q by
The pair Φ,Φ satisfy the generalized Hölder inequality in the scale of Orlicz spaces:
Pérez proved that if the term on the right in the two weight A p condition is "bumped" in the scale of Orlicz spaces, then the maximal operator satisfies a two weight inequality. Recall that the Hardy-Littlewood maximal operator is defined by
Theorem 1.1. Given 1 < p < ∞, suppose Φ is a Young function such thatΦ ∈ B p . If (u, v) is a pair of weights such that
Remark 1.2. For instance, if we take Φ(t) = t p ′ log(e + t) p ′ −1+δ , δ > 0, thenΦ(t) ≈ t p log(e + t) −1−ǫ , ǫ > 0, andΦ ∈ B p . Orlicz functions of this kind are referred to as "log bumps."
It was conjectured (see [9] ) that a comparable result held for Calderón-Zygmund singular integral operators if both terms in the two weight A p condition were bumped. After a number of partial results, this was proved by Lerner [22] . Recall that a Calderón-Zygmund singular integral is an operator T :
where the kernel K : , the weight w satisfies u = w q , v = w p . See [6] for details.) Again, this condition is itself not sufficient, but if the norms are bumped a sufficient condition is gotten. For the off-diagonal inequalities (i.e., when p < q) we replace the B p condition by the weaker B p,q condition: we say a Young function Φ ∈ B p,q if
It was shown in [7] that B p B p,q when p < q. The following two results were first proved by Pérez [30] with the stronger B p condition; they were improved to use the B p,q condition in [7] .
is a pair of weights such that
Theorem 1.5. Given 1 < p ≤ q < ∞ and 0 < α < d, suppose Φ and Ψ are Young functions such thatΦ ∈ B p,q andΨ ∈ B q ′ ,p ′ . If (u, v) is a pair of weights such that
The primary goal of this paper is to generalize Theorems 1.1 through 1.5 to the setting of matrix weights. To state our results we first give some basic information on matrix weights. For more details, see [8, 15, 32] . A matrix weight U is an n × n self-adjoint matrix function with locally integrable entries such that U(x) is positive definite for a.e. x ∈ R d . For a matrix weight we can define U r for any r ∈ R, via diagonalization. Given an exponent 1 ≤ p < ∞ and an n × n matrix weight U on R d we define the matrix weighted space L p (U) to be the set of measurable, vector-valued functions f :
Given a matrix weight U and x ∈ R d , define the operator norm of U(x) by
|U(x)e|.
For brevity, given a norm · on a some scalar valued Banach function space (e.g., L p ), we will write U for |U| op and Ue for |Ue| . Given two matrix weights U and V , a linear operator T satisfies
and it is in this form that we will prove matrix weighted norm inequalities. However, this approach no longer works for sublinear operators such as maximal operators.
Following the approach introduced in [4, 15] we define a matrix weighted fractional maximal operator. Given matrix weights U and V and 0 < α < d, we define
When U = V , this operator was first considered in [20] . Our first result give sufficient conditions on the matrices U and
, suppose Φ is a Young function withΦ ∈ B p,q . If (U, V ) is a pair of matrix weights such that
Remark 1.7. In the scalar case (i.e., when n = 1) Theorem 1.6 immediately reduces to Theorem 1.1 when α = 0 and Theorem 1.4 when α > 0.
Remark 1.8. Theorem 1.6 generalizes two results known in the one weight case (i.e., when U = V ). When p = q and α = 0, if we take Φ(t) = t p ′ , then the condition (1.3) reduces to the matrix A p condition, [4, 15] .
Similarly, when α > 0 and
, and we again take Φ(t) = t p ′ , then (1.3) becomes the matrix A p,q condition,
introduced in [20] , where they showed this condition is sufficient for
Remark 1.9. In Theorem 1.6 the restriction on p and q that
is natural. For if the opposite inequality holds, given matrix weights U and V such that M α,U,V :
, then U(x) = 0 almost everywhere. See Proposition 3.1 below. In the scalar case, this was first proved by Sawyer [33] .
Our second result gives sufficient conditions on the matrices U and
Here and in Theorem 1.14, by · Φy,Q we mean that the Orlicz norm is taken with respect to the y variable. We define · Ψx,Q similarly.
, suppose that Φ and Ψ are Young functions withΦ ∈ B p,q andΨ ∈ B q ′ . If (U, V ) is a pair of matrix weights such that
Remark 1.11. In the scalar case, Theorem 1.10 reduces to a special case of Theorem 1.5 in that we do not recapture the weaker hypothesisΨ ∈ B q ′ ,p ′ . This is a consequence of our proof; we conjecture that this result remains true with this weaker hypothesis.
Remark 1.12. In the one weight case, it was proved in [20] that if
Remark 1.13. As for the fractional maximal operator, the restriction that
is natural. In the scalar case (i.e., when n = 1), if the opposite inequality holds, then, since M α f (x) I α (|f |)(x), we have that the weights are trivial. See [33] for details.
Our third result gives sufficient conditions on the matrices U and V for a Calderón-
Theorem 1.14. Given 1 < p < ∞, suppose Φ and Ψ are Young functions with
is a pair of matrix weights such that 6) and if T is a Calderón-Zygmund operator, then T :
Remark 1.15. Theorem 1.14 also holds if T is a Haar shift operator or a paraproduct. See the discussion in Section 5 below.
As a corollary to Theorem 1.14 we can prove quantitative one weight estimates for Calderón-Zygmund operators. To state our result, recall that if W is in matrix A p , then for every e ∈ C n , |W 1 p e| p is a scalar A p weight, and
Thus, following [26] , we can then define the "scalar A ∞ " constant of W by
(We will make precise our definition of A ∞ in Section 5.)
Remark 1.17. Corollary 1.16 appears to be the first quantitative estimate for matrix weighted inequalities for singular integrals for all p, 1 < p < ∞. Qualitative one weight, matrix A p estimates for Calderón-Zygmund operators were first proved in [4, 15] . Bickel, Petermichl and Wick [2] proved that for the Hilbert transform H,
. This result was improved by Nazarov, et al. [26] and Culiuc, di Plinio and Ou [11] and extended it to all Calderón-Zygmund operators T ,
. (In fact, in [26] they prove a stronger result which we will discuss below.) Corollary 1.16 reduces to this estimate when p = 2.
We doubt that our estimate is sharp: it is reasonable to conjecture that the sharp exponent for matrix weights is the same as in the scalar case: max{1,
}. We do note that in the scalar case, our exponent is sharper than what would be gotten from Rubio de Francia extrapolation, which starting from the exponent We now consider the two weight matrix A p,q condition,
(1.7)
By the properties of Orlicz norms, we have that
As we noted in Remark 1.8 above, this condition is sufficient in the one weight case for the strong type, two weight norm inequalities for maximal and fractional integrals. However, even in the scalar case this condition is not sufficient for two weight norm inequalities for fractional maximal or integral operators [5] . It is known to be necessary and sufficient for averaging operators to map [1] and for the fractional maximal operator to map [6] . We give two generalizations of these results to the matrix setting. Since these results include endpoint estimates, we extend the definition of A p,q to the case p = 1: given matrix weights U and V , define
Our first result concerns averaging operators. For 0 ≤ α < d, given a cube Q, define
More generally, given a family Q of disjoint cubes, define
, and a pair of matrix weights (U, V ), the following are equivalent:
where the constant is independent of Q.
Remark 1.19. In the one weight, scalar case when p = q Theorem 1.18 was implicit in Jawerth [21] ; for the general result in the scalar case, see Berezhnoȋ [1] . In the one weight matrix case, again when p = q, Theorem 1.18 was proved in [8] .
Remark 1.20. As a corollary to Theorem 1.18 we prove two weight estimates for convolution operators and approximations of the identity, generalizing one weight results from [8] . See Corollary 6.1 below.
Our second result is a weak type inequality for a two weight variant of the socalled auxiliary maximal operator introduced in [4, 15] . Given 0 ≤ α < d and matrix weights U and V , define
where U q Q is the reducing operator associated with the matrix U.
(For a precise definition, see Section 2 below.) Given any cube Q, the associated averaging operator is
Remark 1.22. It is very tempting to conjecture that Theorem 1.21 remains true with the auxiliary maximal operator replaced by M α,U,V , but we have been unable to prove this. We can prove 1.21 because the auxiliary maximal operator is much easier to work with when considering weak type inequalities.
Finally, as a corollary to Theorem 1.10 we prove a "mixed" Poincaré inequality involving both scalar and matrix weights.
, suppose that Φ and Ψ are Young functions withΦ ∈ B p,q andΨ ∈ B q ′ . If u is a scalar weight and V is a matrix weight such that
then given any open convex set E ⊂ R d with u(E) < ∞, and any scalar function
where f E,u = u(E)
The implicit constant is independent of E.
Remark 1.24. Poincaré inequalities of this kind play a role in the study of degenerate elliptic equations. See, for instance, [23-25, 35, 36] . As an immediate consequence of Theorem 1.23 we can use the main result in [10] to prove the existence of weak solutions to a Neumann boundary value problem for a degenerate p-Laplacian. See Corollary 7.1 below.
The remainder of this paper is organized as follows. In Section 2 we gather together some preliminary results about the so called reducing operators associated with matrix weights. Reducing operators play a major role in all of our proofs.
In Section 3 we prove Theorem 1.6 and Proposition 3.1 In Section 4 we prove Theorem 1.10. In our proofs of these two theorems we make extensive use of the theory of dyadic approximations for fractional maximal and integral operators; for the scalar theory, see [5] .
In Section 5 we prove Theorem 1.14 and Corollary 1.16. In our proof we use the recent result of Nazarov, et al. [26] , who extended dyadic approximation theory for singular integrals to the matrix setting, and showed that to prove matrix weighted estimates for Calderón-Zygmund operators it is enough to prove them for sparse operators.
In Section 6 we prove Theorems 1.18 and 1.21, and prove Corollary 6.1 about convolution operators. Finally, in Section 7 we prove Theorem 1.23, and prove Corollary 7.1 giving weak solutions to a degenerate p-Laplacian.
Throughout this paper notation is standard or will be defined as needed. If we write X Y , we mean that X ≤ cY , where the constant c can depend on the dimension d of the underlying space R d , the dimension n of our vector functions, the exponents p and q in the weighted Lebesgue spaces, and the underlying fractional maximal or integral operators (i.e., on α) or on the underlying Calderón-Zygmund operator. The dependence on the matrix weights will always be made explicit. If we write X ≈ Y , then X Y and Y X.
Reducing operators
Given a matrix weight A, a Young function Ψ, and a cube Q, we can define a norm on C n by Ae Ψ,Q , e ∈ C n . The following lemma yields a very important tool in the study of matrix weights, the so-called reducing operator, which lets us replace this norm by a norm induced by a constant positive matrix. The following result was proved by Goldberg [15 
In both cases the implicit constants depend only on d. Proof. To prove (2.1) fix an orthonormal basis {e j } n j=1 of C n . Then by the definition of the operator norm and of reducing operators,
The proof of (2.2) is similar, but we exploit the fact that while matrix products of self-adjoint matrices do not commute, they have the same operator norm:
As a consequence of Proposition 2.2 we can restate all of the weight conditions in our theorems in terms of reducing operators. Given matrix weights U and V , Young functions Ψ and Φ, and 1 ≤ p ≤ q < ∞, let U q,Ψ Q and V p,Φ Q be the reducing operators
. With this definition, we have the following equivalences: in Theorem 1.6,
When p > 1 we can restate the two weight A p,q condition (1.7) as 6) and when p = 1 by
Finally, we will need the following lemma in the proof of Corollary 1.16. It is a quantitative version of a result proved in Roudenko [32, Corollary 3.3] . It follows at once if we use (2.6) to restate the definitions of one weight matrix A p and A p ′ from (1.4).
Lemma 2.4. Given 1 < p < ∞ and a matrix weight
Proof of Theorem 1.6
We first prove that in Theorem 1.6 we may assume without loss of generality that
Proposition 3.1. Given 0 < α < d, matrix weights U, V and 1 < p < q < ∞ such that
Proof. Fix Q and a vector e, and let
Therefore,
, which in turn implies that
. Let x 0 be any Lebesgue point of the functions |U To prove Theorem 1.6 we will first reduce the problem to the corresponding dyadic maximal operator. We recall some facts from the theory of dyadic operators. We say that a collection of cubes D in R d is a dyadic grid if
We can approximate arbitrary cubes in R 
Then each D t is a dyadic grid, and given any cube Q ⊂ R d , there exists t and Q t ∈ D t such that Q ⊂ Q t and ℓ(Q t ) ≤ 3ℓ(Q).
Given
As a consequence of Proposition 3.3, to prove Theorem 1.6 it will suffice to prove it for M D α,U,V , where D is any dyadic grid. For the remainder of this section, fix a dyadic grid D.
Our proof is adapted from the proof of the boundedness of the one weight maximal operator in [15] . We begin with two lemmas. For brevity, we will write V 
Proof. Define the Orlicz fractional maximal operator
if β = 0, we write MΦ = M 0,Φ . It was shown in [7] that
Now fix x ∈ R d and Q ∈ D containing x. Then by the generalized Hölder inequality (1.1) we have that
By the first inequality in (2.2) (which holds if we replace the reducing operator B Φ Q by any matrix), we have that for all cubes Q,
Therefore, if we combine these two inequalities and take the supremum over all cubes Q containing x, we get that
The desired norm inequality follows at once.
For the second lemma, given a cube Q ∈ D, let D(Q) = {P ∈ D : P ⊂ Q} and define the maximal type operator
Lemma 3.5. Given a pair of matrix weights U, V that satisfy (1.3), then
Lemma 3.5 is actually an immediate consequence of Lemma 4.1 which we will need to prove Theorem 1.10, and so its proof is deferred to the next section: see Remark 4.2.
Proof of Theorem 1.6. Fix β such that
. Note that by our assumption on p and q, β ≥ 0. Given any cube Q,
There exists a unique j = j x ∈ Z such that
Now for each j ∈ Z, let S j be the collection of cubes Q = Q x that are maximal with respect to (3.4) . Note that the cubes in S j are disjoint. Then for each x ∈ R d there exists j ∈ Z and S ∈ S j such that x ∈ Q ⊂ S and
Moreover, we have that
Hence, by Lemmas 3.4 and 3.5,
Proof of Theorem 1.10
Throughout this section, for brevity we will write U 
To see this, note that since
, by inequality (2.2) we have that
where C ′ > 1 depends only on n. Therefore, by the definition of the Luxemburg norm,
where by (2.2), (2.4) and our assumption on the weights
Since the cubes {R 1 j } are disjoint and Φ is convex, we get
this proves (4.1).
To complete the proof we will use an approximation argument. For m ∈ N such that 2 −m < ℓ(Q), define the truncated operator
We will prove that
where
(The last inequality follows from (2.2).) Then by convexity and the definition of the Luxemburg norm we will have that N m Q Ψ,Q ≤ 3CC ′′ , and the desired inequality follows from Fatou's lemma as m → ∞.
To prove (4.2), let
Then by the maximality of the cubes {R 1 j } and the previous estimate, we have that if
We can now estimate as follows:
To estimate the last term we iterate this argument. For each j form the collection {R 
Then we can repeat the first argument above to show that for each j,
Thus, repeating the second argument we get
We continue with this argument on each integral on the right-hand side. However, by (4.3), the cubes R 2 k are properly contained in the cubes R 1 j . But for this argument we are assuming that all the cubes have side length greater than 2 −m . Therefore, after k iterations, where k ≥ m + log 2 (ℓ(Q)), the resulting collection of cubes {R k i } must be empty so the final sum in the estimate vanishes. So if we sum over the k steps, we get
This gives us (4.2) and our proof is complete.
Proof of Theorem 1.10. We will prove that U
. By a standard approximation argument, it will suffice to prove that
where f, g are bounded functions of compact support. In [20, Lemma 3.8] it was shown that
where the dyadic grids D t are defined as in Proposition 3.2. Therefore, to complete the proof, it suffices to fix a dyadic grid D and show that the inner sum is bounded by f L p g L q ′ . Our argument adapts to the matrix setting the scalar, two weight argument originally due to Pérez [29] (see also [5] ).
First note that by the generalized Hölder's inequality in the scale of Orlicz spaces, inequality (2.2) and the definition of
Fix a > 2 d+1 and define the collection of cubes
and let S k be the disjoint collection of Q ∈ D that are maximal with respect to the inequality f Φ ,Q > a k . Set S = k S k . We now continue the above estimate:
Fix a cube P ∈ S k ; then we can estimate the inner most sum:
, β ≥ 0 by our hypotheses, and N P is defined by (3.2) . If we insert this estimate into the above inequality, then by the generalized Hölder inequality (1.1) and Lemma 4.1,
For each Q ∈ S, define
Then by [6, Proposition A.1], the sets E Q are pairwise disjoint and |E Q | ≥ 1 2 |Q|. Given this, we can continue the above estimate:
The last inequality follows from (3.1). If we combine all of the above inequalities, we get the desired result. In order to prove our results about Calderón-Zygmund operators we introduce the concept of sparse operators. For complete details, see [5] . Given a dyadic grid D, a set S ⊂ D is sparse if for each cube Q ∈ S, there exists a set E Q ⊂ Q such that
|Q| and the collection of sets {E Q } is pairwise disjoint. Define the dyadic sparse operator T S α by
Note that in the proof of Theorem 1.10 the set of cubes S is sparse, and the sums being approximated can be viewed as the integrals of sparse operators. By modifying this proof we can prove the following result.
, suppose that Φ and Ψ are Young functions withΦ ∈ B p,q andΨ ∈ B q ′ . If (U, V ) is a pair of matrix weights satisfy the bump condition (1.
Remark 5.2. In the one weight case, a quantitative version of Theorem 5.1 was proved in [3, 19] when p = q = 2 and α = 0.
Proof. The proof is virtually identical to the proof of Theorem 1.10 above, except that, since we start an operator defined over a sparse family S, we may omit the argument used to construct the set S. This was the only part of the proof of Theorem 1.10 where we used the assumption that α > 0; everywhere else in the proof we may take α = 0. Because of these similarities, we only sketch the main steps:
We will now use Theorem 5.1 with p = q and α = 0 (or more precisely, its proof) to prove Theorem 1.14 and Corollary 1.16. To do so, we must first describe the recent results of Nazarov, et al. [26] on convex body domination. Fix a cube Q and a C n valued function f ∈ L 1 (Q). Define
Then f Q is a symmetric, convex, compact set in C n . If T is a CZO (or a Haar shift or a paraproduct) then for f ∈ L 1 (Q), T f is dominated by a sparse convex body operator. More precisely, there exists a sparse collection S such that for some constant C independent of f , and a.e.
where the sum is an infinite Minkowski sum of convex bodies. As a consequence of this fact, to prove norm inequalities for a CZO, it is enough to prove uniform estimates for the generalized sparse operators of the form
where for each Q, ϕ Q is a real valued function supported on Q as a function of y and such that for each x, ϕ Q (x, ·) ∞ ≤ 1. Note that it is not clear from [26] whether ϕ Q (x, y) can be chosen as a measurable function of x, though this is not important for us (and is unlikely to be important for the further study of matrix weighted norm inequalities.)
Proof of Theorem 1.14. Since
the proof now continues exactly as in the proof of Theorem 5.1.
To prove Corollary 1.16 we first need a few additional facts about scalar weights and Orlicz maximal operators due to Hytönen and Pérez. We say that a weight w ∈ A ∞ if it satisfies the Fujii-Wilson condition
(There are several other definitions of the A ∞ condition: see [13] . This definition, which seems to yield the smallest constant, has proved to be the right choice in the study of sharp constant inequalities for CZOs.) In [17] they showed that if w ∈ A ∞ , then it satisfies a sharp reverse Hölder inequality: for any cube Q, w ∈ RH s : i.e.,
They also proved a quantitative version of inequality (3.1): in [18] they showed that given a Young function Φ,
In particular, if we let Φ(t) = t rp ′ , r > 1, then a straightforward computation shows that
Proof of Corollary 1.16 . By the argument in the proof of Theorem 1.14 it is enough to prove this estimate for sparse operators. Fix a dyadic grid D and a sparse set S ⊂ D and let W be a matrix A p weight. As we noted in the introduction, for every e ∈ C n , |W By the sharp reverse Hölder inequality, if we let
then for every e ∈ C n , |W Ap . To see this, we argue as in the proof of Proposition 2.2. Let {e j } n j=1 be an orthonormal basis in C n . Then by (2.5) (with p = q and U = V = W ), and the reverse Hölder inequality,
If we repeat this argument again, exchanging the roles of U and V, we get that
Therefore, we can apply Theorem 1.14 with the pair of weights (W, W ). A close examination of the proof of this result (i.e., the proof of Theorem 5.1) shows that
But by (5.4) and by (5.2) combined with (5.3) we get
This gives us the first estimate in Corollary 1.16; the second follows from this one, Lemma 2.4 and the fact that
Remark 5.3. In [26] they proved that the sparse matrix domination inequality (5.1) holds if T is a Haar shift or a paraproduct. Consequently, Theorem 1.14 and Corollary 1.16 hold for these operators. Additionally, they proved a slightly stronger result when p = 2, assuming that a pair of matrix weights [U, V ] satisfy the two weight A p condition, and each of U and V satisfy the appropriate scalar A ∞ condition. We can immediately extend our proofs to give the analog of this result for all 1 < p < ∞.
Details are left to the interested reader.
6. Proof of Theorems 1.18 and 1.21
For brevity, in this section if α = 0 we will write A p,q = A 0 p,q ; if p = q we will write A α p or A p if α = 0. Proof of Theorem 1.18. We first prove the sufficiency of the A α p,q condition. When p > 1 we estimate using Hölder's inequality and (2.6):
. When p = 1 we can argue as above, except that instead of Hölder's inequality we use Fubini's theorem and (2.7).
To prove necessity when p > 1, fix a cube Q and let e ∈ C n be such that |e| = 1. Then, assuming averaging operators are uniformly bounded with norm at most K, we have by duality that there exists
If we now rearrange terms and take the supremum over all Q we get that
and so (U, V ) ∈ A α p,q . When p = 1 we cannot use duality, so we argue as follows. Since A Q is linear, given f ∈ L 1 (Q) we can rewrite our assumption to get
Therefore, given any S ⊆ Q with |S| > 0, if we let f (x) = χ S (x)e, where e ∈ C n and |e| = 1, then
Thus, by the definition of V q Q we get that
But then by the Lebesgue differentiation theorem it follows that
As a corollary to Theorem 1.18 we have the uniform boundedness of convolution operators and the convergence of approximate identities. Proof of Theorem 1.21. We first prove (1) implies (2) 
Arguing exactly as we did in Section 3 using Proposition 3.2, it will suffice to fix a dyadic grid D and prove that M
, where M α,U,V,D is defined as in (1.9) but with the supremum restricted to cubes in D.
Fix λ > 0 and let f ∈ L p (R d , C n ). Then for any cube Q ∈ D we have by (2.6) that
The right-hand side tends to 0 as |Q| → ∞, so (see [6, Proposition A.7] ) there exists a collection {Q j } of maximal, disjoint cubes in D such that
But then we can estimate as follows: by Hölder's inequality and the definition of V
by (2.6),
the last inequality holds since q ≥ p (so by convexity we may pull the power outside the sum), and since the cubes {Q j } are disjoint. This completes the proof that (1) implies (2).
The proof that (2) implies (3) is immediate: given a cube Q,
Finally, we prove that (3) implies (1) . It follows at once from the definition of the L q,∞ norm that for any e ∈ C n , |Q|
Then using this identity, duality, and (1.7), we have that
To get (1.11) with E such that |E| = ∞, replace E by E ′ = E ∩ B R (0). Then E ′ is convex and v(E ′ ), |E ′ | < ∞. The desired inequality follows from Fatou's lemma if we let R → ∞.
Next, recall that for convex sets E, we have the following well-known inequality (see [14] ): for scalar functions f ∈ C 1 (E) and x ∈ E,
Therefore, it will be enough to prove that given any vector-valued function g,
For in this case, if we let let g = χ E V 1 p ∇f , then combining the above inequalities we get inequality (1.11).
To prove (7.1) we argue as in the proof of Theorems 1.10 and 5.1, so here we only sketch the main ideas. Define the matrix U to be the diagonal matrix u(x)I d , where where each S t is a sparse set contained in the dyadic grid D t which is defined as in Proposition 3.2. Therefore, we need to fix a sparse set S and show that the inner sum is bounded by g L p h L q ′ .
Let {e j } be any orthonormal basis of C n . Then The middle inequality holds since u and h are scalars and |V Φ Q | op ≈ |V Φ Q e j |. The proof now continues exactly as before. To estimate the supremum in the last inequality, note that by (2.2) it is equivalent to (1.10) which is finite by assumption.
Finally, we use Theorem 1.23 to prove the existence of a weak solution of a degenerate p-Laplacian equation. In a recent paper [10] it was shown that the existence of a weak solution was equivalent to the existence of a (p, p) Poincaré inequality. For brevity, we refer the reader to [10] for precise definitions of a weak solution, which is technical in the degenerate case. A(x)∇g(x) = |f (x)| p−2 f (x)u(x) in E n t · A(x)∇u = 0 on ∂E,
where n is the outward unit normal vector of ∂E.
Remark 7.2. In the statement of Corollary 7.1 there seems to be an implicit assumption on the regularity of ∂E so that n exists. This is not the case, but we refer the reader to [10] for details.
Proof. Define the matrix weight V by A But by the main result in [10] , this is equivalent to the existence of a weak solution to (7.3).
