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Abstract
For any n-tuple (α1, · · · , αn) of linearly independent vectors in Hilbert space
H , we construct a unique orthonormal basis (ǫ1, · · · , ǫn) of span{α1, · · · , αn}
satisfying:
n∑
i=1
‖ǫi − αi‖
2 ≤
n∑
i=1
‖βi − αi‖
2
for all orthonormal basis (β1, · · · , βn) of span{α1, · · · , αn}. We study the sta-
bility of the orthornormalization and give some applications and examples.
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1 Notations and Introduction
Throughout this paper,
1. C (or R) is the complex (or real) number field.
2. For any z ∈ C, z is the complex conjugate of z. Re(z) is the real part of z.
3. Mn, m(C) = {(aij)} is the set of n×m complex matrices. Mn(C) =Mn, n(C).
4. Cn =Mn,1(C). The identity of C
n denoted by In.
5. For any (aij) ∈Mn, m(C), (aij) = (aij) ∈Mn, m(C).
6. The standard basis of Cn is denoted by ei = (δ1i, · · · , δin), i = 1, · · · , n.
7. For any (aij) ∈ Mn(C). tr(aij) =
∑n
i=1 aii. σ
(
(aij)
)
is the set of spectrum of
(aij). ‖(aij)‖ = sup{‖(aij)x
T ‖ : x ∈ Cn, ‖x‖ = 1}.
8. H is a complex Hilbert space with the inner product 〈·, ·〉.
9. Hn = {(α1, · · · , αn) : αi ∈ H, i = 1, · · · , n} is a Hilbert space, the inner
product defined by: 〈(α1, · · · , αn), (β1, · · · , βn)〉 =
∑n
i=1〈αi, βi〉.
10. For any (aij) ∈Mn, m(C), (aij)
T = (aji) ∈Mm, n(C) and for any (α1, · · · , αn) ∈
Hn,
(α1, · · · , αn)
T =


α1
...
αn

 .
∗
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If {α1, · · · , αn} ⊂ H
n is subset of linearly independent vectors in H. The or-
thonormalization of {α1, · · · , αn} is to find a solution {β1, · · · , βn} in span{α1, · · · , αn}
to the system: for any i, j,
〈
βi, βj
〉
= δij =
{
1, i = j
0, i 6= j
, i, j = 1, · · · , n.
The orthonormalization can be carried out in infinitely ways. The most simple
and practical tool is the Gram-Schmidt process. It is a recursive process and are
used widely in various fields. However in general, the Gram-Schmidt process can not
provide a simple construction formula for the solution and can not give a method
to calculate the sum of squares
‖(β1, · · · , βn)− (α1, · · · , αn)‖
2 =
n∑
i=1
‖βi − αi‖
2.
Gram-Schmidt process is also unstable due to the repeated various operations. These
restrict its applications, especially in the abstract or theoretical analysis.
In numerical linear algebra, Householder method is also used in the orthornor-
malization. The Gram-Schmidt process produces the jth orthogonalized vector after
the jth iteration, while Householder method produces all vectors only at the end.
And theoretically Household method take twice operations as Gram-Schmidt pro-
cess, but it uses orthogonal transformation at each iteration, so it is stable. The
Household method is restricted in numerical linear algebra only.
The Gram-Schmidt process and Householder method can be find in Linear Al-
gebra and Matrix Analysis text books, for example, see [1] or [2].
In Section 2, we provide a simple and uniform formula K(α1, · · · , αn) (see (2.4))
for any Hilbert space, on complex field or real field, with finite or infinite dimensional,
in numerical form or not in numerical form, no iteration, to construct an orthonormal
basis of span{α1, · · · , αn}, only according the direct information {〈αi, αj〉 : i, j =
1, · · · , n}, satisfying:
n∑
i=1
‖ǫi − αi‖
2 = n+
n∑
i=1
‖αi‖
2 − 2tr
(
(〈αi, αj〉)
1/2
)
.
Moreover, we show n+
∑n
i=1 ‖αi‖
2−2tr
(
(〈αi, αj〉)
1/2
)
is the lower bound of all sum
squares of orthonormal basis of span{α1, · · · , αn}, and (ǫ1, · · · , ǫn) is the unique one
minimized the sum of squares.
In Section 3, we show our construction is stable in the sense: for any given ǫ > 0
and any linearly independent n-tuple (α1, · · · , αn) in H
n, there exists δ, dependent
only on (α1, · · · , αn) and ǫ, such that for any (β1, · · · , βn) ∈ H
n, max{‖αi−βi‖} < δ
implies ‖K(α1, · · · , αn)−K(β1, · · · , βn)‖ < ǫ.
In section 4, as an application, we establish a formula for the distance of between
any γ ∈ H and span{α1, · · · , αn}, generalize the one in the case {α1, · · · , αn} is an
orthonormal basis. For any ǫ-mutually orthonormal basis (α1, · · · , αn),(see (4.4)
for the definition), we show there is an orthonormal basis (ǫ1, · · · , ǫn), the distance
between them in Hn not exceed
√
2(n − 1)ǫ.
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2 Least Square in Orthornormalization
(1) For any (α1, · · · , αn) ∈ H
n, (a1, · · · , an) ∈ C
n, if η =
∑n
i=1 aiαi, we write
η = (a1, · · · , an)(α1, · · · , αn)
T = (α1, · · · , αn)


α1
...
αn

 .
(2) If for any i, βi = (ai1, · · · , ain)(α1, · · · , αn)
T , i = 1, · · · , n, then we write

β1
...
βn

 =


a11 · · · a1n
...
...
an1 · · · ann




α1
...
αn

 . (2.1)
That is
βi = ei(aij)(α1, · · · , αn)
T , i = 1, · · · , n.
It is easy to check: if η =
∑n
i aiαi and ζ =
∑m
j=1 bjβj , then
〈η, ζ〉 =
m∑
j=1
n∑
i=1
aibj〈αj , βi〉 = (b1, · · · , bm)(〈αj , βi〉)(a1, · · · , an)
T . (2.2)
Theorem 2.1. Suppose (α1, · · · , αn) is n-tuple of linearly independent vectors in a
complex Hilbert space, then
(1) For any orthonormal base (β1, · · · , βn) of span{α1, · · · , αn}, there exists an
invertible (aij) ∈Mn(C) such that (2.1) holds and satisfying,
n∑
i=1
‖βi − αi‖
2 = n+
n∑
i=1
‖αi‖
2 − 2Re
(
tr
(
(〈αj , αi〉)(aji)
))
. (2.3)
(2) (〈αj , αi〉) is positive definite and if K(α1, · · · , αn) = (ǫ1, · · · , ǫn) defined by


ǫ1
...
ǫn

 =


〈α1, α1〉 · · · 〈α1, αn〉
...
...
〈αn, α1〉 · · · 〈αn, αn〉


−1/2

α1
...
αn

 , (2.4)
then
(a) (ǫ1, · · · , ǫn) is a orthonormal basis of span{α1, · · · , αn}.
(b)
n∑
i=1
‖ǫi − αi‖
2 = n+
n∑
i=1
‖αi‖
2 − 2tr
((
〈αj , αi〉
)1/2)
. (2.5)
(c) For any orthonormal base (β1, · · · , βn) of span{α1, · · · , αn} ,
n∑
i=1
‖ǫi − αi‖
2 ≤
n∑
i=1
‖βi − αi‖
2,
and the equality holds if and only if (β1, · · · , βn) = (ǫ1, · · · , ǫn).
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Proof. (1) There is no problem for the existence and the invertibility of (aij). Notic-
ing βi = ei(aij)(α1, · · · , αn)
T and αi = ei(α1, · · · , αn)
T , applying (2.2), we have
n∑
i=1
‖βi − αi‖
2
= n+
n∑
i=1
‖αi‖
2 −
n∑
i=1
(
〈βi, αi〉+ 〈αi, βi〉
)
= n+
n∑
i=1
‖αi‖
2 − 2Re
( n∑
i=1
〈
ei(aij)(α1, · · · , αn)
T , ei(α1, · · · , αn)
T
〉)
= n+
n∑
i=1
‖αi‖
2 − 2Re
( n∑
i=1
ei
(
(〈αj , αi〉)(aij)
T
)
eTi
)
= n+
n∑
i=1
‖αi‖
2 − 2Re
(
tr
(
(〈αj , αi〉)(aji)
))
.
(2) (a) For any (a1, · · · , an) ∈ C
n, not all zero, by (2.1)
(a1, · · · , an)(〈αj , αi〉)(a1, · · · , an)
T =
〈 n∑
i=1
aiαi,
n∑
i=1
aiαi
〉
> 0,
so (αj , αi〉) is positive definite. Noticing (〈αi, αj〉)−1/2 = (〈αi, αj〉)
−1/2, and applying
(2.1), we have
〈ǫi, ǫj〉 = ej(〈αi, αj〉)
−1/2(〈αj , αi〉)
(
(〈αi, αj〉)
T
)−1/2
eTi = eje
T
i = δji,
for any i, j.
(b) (2.5) follows from (2.3) and (aji) = (〈αj , αi〉)
−1/2.
(c) There exists a unitary U = (uij) ∈Mn(C) such that

β1
...
βn

 =


u11 · · · u1n
...
...
un1 · · · unn




ǫ1
...
ǫn

 .
Then

β1
...
βn

 =


u11 · · · u1n
...
...
un1 · · · unn




〈α1, α1〉 · · · 〈α1, αn〉
...
...
〈αn, α1〉 · · · 〈αn, αn〉


−1/2

α1
...
αn

 ,
so we have
(aij) = (uij)
(
〈αi, αj〉
)−1/2
or (aji) = (〈αj , αi〉)
−1/2(uji).
Therefore
Re
(
tr
(
(〈αj , αi〉)(aji)
))
= Re
(
tr
(
(〈αj , αi〉)
1/2(uji)
))
.
To the end of the proof, it is enough to show the statement: for any positive
T ∈Mn(C) and any unitary U , Re
(
tr(TU)
)
≤ tr(T ), and the equation holds if and
only if U = In. Since T may be assumed diagonal, it is easy to prove the statement.
We omit the details.
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Remark 2.2. If H is a real complete inner product space, the conclusions in the
Theorem 2.1 are still true. In fact, the inverse and squares root of a symmetric
matrix are all real. Noticing 〈αi, αj〉 = 〈αj , αi〉, the proof has nothing to be changed
except the unitary matrix replaced by a orthogonal matrix.
Example 2.3. Suppose H = Rm, αi = (ai1, · · · , aim), i = 1, · · · , n. If (α1, · · · , αn)
is linearly independent, then n ≤ m and
A =


a11 · · · a1m
...
...
an1 · · · anm


has rank n, so AAT is invertible. If (AAT )−1/2A = (hij), then K(α1, · · · , αn) =
(ǫ1, · · · , ǫn) defined by: ǫi = (hi1, · · · , him), i = 1, · · · , n.
For any other orthonormal basis (β1, · · · , βn) of span{α1, · · · , αn}, if
βi = (bi1, · · · , bim), i = 1, · · · , n,
then
n∑
i=1
‖ǫi − αi‖
2 =
m∑
j=1
n∑
i=1
|aij − hij |
2 <
m∑
j=1
n∑
i=1
|bij − hij |
2 =
n∑
i=1
‖βi − αi‖
2.
Example 2.4. Let H = L2([0, 1]) be the space of real function which square is
Lebesgue integrable. For any n, {1, x, · · · , xn} is linearly independent. By the defi-
nition of (2.4),


ǫ1
ǫ2
ǫ3
...
ǫn

 =


1 12
1
3 · · ·
1
n−1
1
2
1
3 · · · · · · · · ·
1
3 · · · · · · · · · · · ·
...
1
n−1 · · · · · · · · ·
1
2n−1


−1/2

1
x
x2
...
xn−1


If the transformation matrix denoted by An, then
n∑
i=1
‖αi − ǫi‖
2 = n+ 1 +
1
3
+
1
5
+ · · · +
1
2n− 1
− 2tr(A−1n ).
For n = 4, with the help of MATLAB, we immediately get:


ǫ1 = 1.8145 − 2.8273x + 2.0557x
2 − 0.6986x3
ǫ2 = −2.8273 + 18.1940x − 26.7823x
2 + 11.9872x3
ǫ3 = 2.0557 − 26.7823x + 64.5308x
2 − 39.9282x3
ǫ4 = −0.6986 + 11.9872x − 39.9282x
2 + 32.5816x3
and
4∑
i=1
‖xi−1 − ǫi‖
2 = 4 + 1 +
1
3
+
1
5
+
1
7
− 2tr(A−14 ) = 2.2201,
the accuracy is controlled by MATLAB.
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3 Perturbations
In this section, we will discuss the perturbation problem and show our construction
is stable in some sense.
Note although (〈αi, αj〉) is non singular, it may be nearly singular when ‖αi‖ is
too small. We may modify our work, replacing (α1, · · · , αn) by (
α1
‖α1‖
, · · · , αn‖αn‖) in
this section.
To show the main result of the section, we need the following Lemmas. Lemma
3.1 is well known.
Lemma 3.1. If A is an invertible element of unital C∗-algebra A, for any B ∈ A
with ‖B −A‖ < ‖A−1‖−1, then B is invertible satisfying
‖A−1 −B−1‖ ≤
‖A−1‖2‖A−B‖
1− ‖A−1‖‖A−B‖
(3.1)
and
‖B−1‖ ≤
‖A−1‖
1− ‖A−1‖‖A−B‖
. (3.2)
Lemma 3.2. If A,B are positive and invertible on a Hilbert space H, then
‖A−1/2 −B−1/2‖ ≤ ‖A1/2‖‖A−1 −B−1‖. (3.3)
Proof. It is enough to show
‖A−B‖ ≤ ‖A−1‖‖A2 −B2‖. (3.4)
There exists λ ∈ σ(A−B) with |λ| = ‖A−B‖ and {xn} ⊂ H, ‖xn‖ = 1, i = 1, 2, · · ·
such that
lim
n→∞
∥∥(A−B)xn − λxn‖ = 0.
Since A2 −B2 = A(A−B) + (A−B)A− (A−B)(A−B), we have
‖A2 −B2‖
≥ lim inf
n→∞
∣∣〈(A2 −B2))xn, xn〉∣∣
= lim inf
n→∞
∣∣〈A(A−B)xn, xn〉+ 〈(A−B)Axn, xn〉− 〈(A−B)(A−B)xn, xn〉∣∣
= lim inf
n→∞
∣∣〈λAxn, xn〉+ 〈λAxn, xn〉− 〈λ(A−B)xn, xn〉∣∣
= lim inf
n→∞
∣∣|λ||〈Axn, xn〉+ 〈Bxn, xn〉|∣∣
≥ ‖A−B‖‖A−1‖−1,
thus we obtain (3.4) and (3.3).
The special conditions of the following Lemma 3.3 are prepared for the proof of
Theorem 3.4.
Lemma 3.3. Suppose A,B,C ∈ Mn(C), B is positive, A is positive and invertible
with ‖A‖ ≤ n, 1 ≤ ‖A−1‖. If there exists η with 0 ≤ η ≤ 2‖A−1‖−1), ‖A − B‖ < η
and ‖A− C‖ < η, then B is invertible and
‖A−1/2CB−1/2 − In‖ ≤ 2n(n+ 1)‖A
−1‖2η. (3.5)
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Proof. It follows Lemma 3.1, B is invertible and
‖A−1 −B−1‖ < 2‖A−1‖2‖A−B‖ ≤ 2‖A−1‖2η, (3.6)
‖B−1‖ ≤ 2‖A−1‖. (3.7)
Condition ‖A−1‖ ≥ 1 implies ‖A−1‖ ≥ ‖A−1/2‖ and
‖B−1/2‖ = ‖B−1‖1/2 ≤ (2‖A−1‖)1/2 ≤ 2‖A−1‖. (3.8)
By (3.3) and (3.6),
‖A−1/2 −B−1/2‖ ≤ ‖A1/2‖‖A−1 −B−1‖ ≤ 2‖A1/2‖‖A−1‖2η.
At last, applying (3.7) and (3.8), we get
‖A−1/2CB−1/2 − In‖
≤ ‖A−1/2CB−1/2 −A−1/2AB−1/2‖+ ‖A1/2B−1/2 −A1/2A−1/2‖
≤ ‖A−1/2‖‖C −A‖‖B−1/2‖+ ‖A1/2‖‖B−1/2 −A−1/2‖
≤ 2‖A−1‖2η + 2‖A‖‖A−1‖2η
= 2(n+ 1)‖A−1‖2η.
Theorem 3.4. Suppose (α1, · · · , αn) is an n-tuple of linearly independent units of
Hn, for any given ǫ > 0, let
δ =
(
8n2(n+ 1)‖(〈αj , αi〉)
−1‖2
)−1
ǫ,
then for any (β1, · · · , βn) of units in H
n, if
max{‖αi − βi‖ : i, j = 1, · · · , n} < δ, (3.9)
then (β1, · · · , βn) is linearly independent and satisfying
‖K(α1, · · · , αn)−K(β1, · · · , βn)‖
2 < ǫ. (3.10)
Proof. Let A = (〈αj , αi〉), B = (〈βj , αi〉), C = (〈βj , βi〉). Since tr(A) = n, so λmin ≤
1, where λmin = min
(
σ(A)
)
, this implies ‖A−1‖ = λ−1min ≥ 1. ‖A‖ ≤ n follows from
for any i, j, |〈αi, αj〉| ≤ 1. The condition (3.9) guarantee for any i, j,
|〈αj , αi〉 − 〈βj , βi〉‖ < 2δ, |〈αj , αi〉 − 〈αj , βi〉| < δ.
Consequently,
‖A−B‖ < 2nδ <
(
2‖A−1‖2
)−1
, ‖A− C‖ < 2nδ.
Let η = 2nδ, then all conditions in Lemma 3.3 are all satisfied, so we have
‖A−1/1CB−1/2 − In‖ ≤ 2(n + 1)‖A
−1‖2η = 4n(n+ 1)‖A−1‖2δ.
The linearly independence of (β1, · · · , βn) follows from the invertibility of B.
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Now suppose K(α1, · · · , αn) = (ǫ1, · · · , ǫn),K(β1, · · · , βn) = (τ1, · · · , τn), then
by the definition (2.4) and formula (2.2),
n∑
i=1
‖ǫi − τi‖
2 = 2n−
n∑
i=1
(
〈ǫi, τi〉+ 〈τi, ǫi〉
)
= 2n−
n∑
i=1
2Re
(
ei(〈αj , αi〉)
−1/2(〈βj , αi〉)(〈βj , βi〉)
−1/2eTi
)
= 2Re
(
tr(I −A−1/2CB−1/2)
)
≤ 2‖In −A
−1/2CB−1/2‖tr(In) ≤ 8n
2(n+ 1)‖A−1‖2δ = ǫ,
thus we complete the proof.
4 Applications
In this section, we will give some applications of our construction (2.4) to the theo-
retical analysis.
For a fixed linearly independent vectors {α1, · · · , αn}, for any γ ∈ H, we define
D(γ) = dist(γ, span{α1, · · · , αn}) = inf{‖γ − β‖ : β ∈ span{α1, · · · , αn}}.
If {α1, · · · , αn} is mutual orthogonal units, then
D(γ) =
√√√√‖γ‖2 − n∑
i=1
|〈γ, αi〉|2. (4.1)
The following theorem will show (4.1) is just (4.2) in the special case.
For simple, in this section, for any (α1, · · · , αn) ∈ H
n, we define
(α1, · · · , αn) ◦ (α1, · · · , αn) =
(
〈αi, αj〉
)
∈Mn(C).
Theorem 4.1. Suppose (α1, · · · , αn) is n-tuple linearly independent vectors in a
complex Hilbert space, then
D(γ) =
√
det
(
(γ, α1 · · · , αn) ◦ (γ, α1, · · · , αn)
)
det
(
(α1, · · · , αn) ◦ (α1, · · · , αn)
) . (4.2)
Proof. Suppose (ǫ1, · · · , ǫn) = K(α1, · · · , αn) defined by (2.4). Let ∆ = det(〈αi, αj〉),
applying formula (2.2) and
∑n
i=1 e
Tei = In, we have
n∑
i=1
|〈γ, ǫi〉|
2
=
n∑
i=1
|ei(〈αj , αi〉)
−1/2(〈γ, α1〉, · · · , 〈γ, αn〉)
T |2
=
n∑
i=1
(〈α1, γ〉, · · · , 〈αn, γ〉)(〈αj , αi〉)
−1/2eTi ei(〈αj , αi〉)
−1/2(〈γ, α1〉, · · · , 〈γ, αn〉)
T
=
(
〈α1, γ〉, · · · , 〈αn, γ〉)(〈αj , αi〉)
−1(〈γ, α1〉 · · · 〈γ, αn〉)
T . (∗)
Let Aij be the (i, j) cofactors in (〈αj , αi〉) (not in (〈αi, αj〉)!), then
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(∗) =
1
∆
(
〈α1, γ〉, · · · , 〈αn, γ〉)


A11 · · · An1
...
...
A1n · · · Ann




〈γ, α1〉
...
〈γ, αn〉


=
1
∆
( n∑
j=1
n∑
i=1
Aji〈γ, αi〉〈αj , γ〉
)
=
−1
∆
det


0 〈γ, α1〉 · · · 〈γ α1〉
〈α1, γ〉 〈α1, α1〉 · · · 〈α1, αn〉
...
...
〈αn, γ〉 〈αn, α1〉 · · · 〈αn, αn〉


= ‖γ‖2 −
det((γ, α1, · · · , αn) ◦ (γ, α1, · · · , αn))
∆
.
Since
dist(γ, span{α1, · · · , αn}) =
√√√√‖γ‖2 − n∑
i=1
|〈γ, ǫi〉|2,
we obtain (4.2).
Corollary 4.2. Suppose {α1, α2, · · · } is a sequence of independent vectors, then for
any γ ∈ H, the distance between γ and the closure of span{α1, α2, · · · } is:
lim
n→∞
√
det((γ, α1 · · · , αn) ◦ (γ, α1, · · · , αn))
det((α1, · · · , αn) ◦ (α1, · · · , αn))
.
Lemma 4.3. Suppose E = {λi, i = 1, · · · , n} is a finite positive numbers set with∑n
i=1 λi = n and max{|1 − λi| : i = 1, · · · , n} = ǫ ≤
1
2(n−1) , then
∣∣∣ n∑
i=1
λ
1/2
i − n
∣∣∣ ≤ ǫ. (4.3)
Proof. We may assume λ1 = min
(
E
)
and λn = max
(
E
)
.
If λ1 = 1 or λn = 1, then for all i, λi = 1, there is nothing to do. If λn = 1 + η,
then 0 < η ≤ ǫ. Since the function
n−2∑
i=1
λ
1/2
i +
(
n− 1− η −
n−2∑
i=1
λi
)1/2
on
[1−
1
2(n − 1)
, 1 +
1
2(n − 1)
]× · · · × [1−
1
2(n − 1)
, 1 +
1
2(n − 1)
] ⊂ Rn−2
obtains its maximum value only when λi = 1−
η
n−1 , i = 1, · · · , n− 2, consequently,
n∑
i=1
λ
1/2
i ≤ (1 + η)
1/2 +
n−1∑
i=1
(
1−
η
n− 1
)1/2
≤ n+ η.
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If λ1 = 1− ζ, similar argument show
n∑
i=1
λ
1/2
i ≥ n− ζ.
Then (4.3) follows the assumption η ≤ ǫ and ζ ≤ ǫ.
If {α1, · · · , αn} satisfies condition,
ǫ = max{|〈αi, αj〉| : i, j = 1, · · · , n}, (4.4)
we will say {α1, · · · , αn} is ǫ-mutually orthogonal.
In [3], Hu and Xue proved, if {α1, · · · , αn} is ǫ-mutually orthogonal, then there
are mutually orthogonal {β1, · · · , βn} with ‖αi−βi‖ < 6(n−1)ǫ, i = 1, · · · , n. Now,
we have the following:
Theorem 4.4. Suppose n-tuple units (α1, · · · , αn) in H is ǫ-mutually orthogonal
with ǫ < 12(n−1) , then there is an orthonormal basis (ǫ1, · · · , ǫn) of span{α1, · · · , αn}
such that
n∑
i=1
‖ǫi − αi‖
2 < 2(n− 1)ǫ. (4.5)
Proof. Let T = (〈αi, αj〉) and assume σ(T ) = {λ1, · · · , λn}. Since 〈αi, αi〉 = 1 and∑
j 6=i
|〈αi, αj〉| < (n− 1)ǫ,
by Gersgorin Theorem ([2]Theorem 6.1.1), for all i, |λi − 1| ≤ (n− 1)ǫ. Meanwhile,
n∑
i=1
λi = tr(T ) =
n∑
i=1
〈αi, αi〉 = n,
then by the Lemma 4.1,∣∣∣tr(T 1/2)− n∣∣∣ = ∣∣∣ n∑
i=1
λ
1/2
i − n
∣∣∣ ≤ (n − 1)ǫ.
Let (ǫ1, · · · , ǫn) = K(α1, · · · , αn) defined by (2.4), applying (2.5)
n∑
i=1
‖ǫi − αi‖
2 = 2
∣∣tr(T 1/2)− n∣∣ = 2∣∣∣ n∑
i=1
λ
1/2
i − n
∣∣∣ ≤ 2(n − 1)ǫ.
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