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Abstract
Strong convergence rates for time-discrete numerical approximations of semilinear stochas-
tic evolution equations (SEEs) with smooth and regular nonlinearities are well understood
in the literature. Weak convergence rates for time-discrete numerical approximations of such
SEEs have been investigated since about 12 years and are far away from being well understood:
roughly speaking, no essentially sharp weak convergence rates are known for time-discrete nu-
merical approximations of parabolic SEEs with nonlinear diffusion coefficient functions; see
Remark 2.3 in [A. Debussche, Weak approximation of stochastic partial differential equations:
the nonlinear case, Math. Comp. 80 (2011), no. 273, 89–117] for details. In the recent ar-
ticle [D. Conus, A. Jentzen & R. Kurniawan, Weak convergence rates of spectral Galerkin
approximations for SPDEs with nonlinear diffusion coefficients, arXiv:1408.1108] the weak
convergence problem emerged from Debussche’s article has been solved in the case of spa-
tial spectral Galerkin approximations for semilinear SEEs with nonlinear diffusion coefficient
functions. In this article we overcome the problem emerged from Debussche’s article in the
case of a class of time-discrete Euler-type approximation methods (including exponential and
linear-implicit Euler approximations as special cases) and, in particular, we establish essen-
tially sharp weak convergence rates for linear-implicit Euler approximations of semilinear
SEEs with nonlinear diffusion coefficient functions. Key ingredients of our approach are ap-
plications of a mild Itoˆ type formula and the use of suitable semilinear integrated counterparts
of the time-discrete numerical approximation processes.
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1 Introduction
This article studies weak convergence rates for time-discrete numerical approximations of semilin-
ear stochastic evolution equations (SEEs). We first review a few weak convergence results from the
literature and then present the main weak convergence result obtained in this article. This intro-
ductory section is based on Section 1 of Conus et al. [11]. For finite dimensional stochastic ordinary
2
differential equations (SODEs) with smooth and regular nonlinearities both strong and numeri-
cally weak convergence rates of time-discrete numerical approximations are well understood in the
literature; see, e.g., the monographs Kloeden & Platen [27] and Milstein [34]. The situation is dif-
ferent in the case of possibly infinite dimensional semilinear stochastic evoluation equations (SEEs).
While strong convergence rates for time-discrete numerical approximations of semilinear SEEs with
smooth and regular nonlinearities are well understood in the literature, weak convergence rates
for time-discrete numerical approximations of such SEEs have been investigated since about 12
years and are far away from being well understood: roughly speaking, no essentially sharp weak
convergence rates are known for time-discrete numerical approximations of parabolic SEEs with
nonlinear diffusion coefficient functions; see Remark 2.3 in Debussche [17] for details. In this article
we overcome the problem emerged from Debussche’s article in the case of a class of time-discrete
Euler-type approximation methods for SEEs (including exponential and linear-implicit Euler ap-
proximations as special cases) and, in particular, we establish essentially sharp weak convergence
rates for linear-implicit Euler approximations of semilinear SEEs with nonlinear diffusion coeffi-
cient functions. To illustrate the weak convergence problem emerged from Debussche’s article and
our solution to this problem we consider the following setting as a special case of our general setting
in Section 8 below. Let (H, 〈·, ·〉H , ‖·‖H) and (U, 〈·, ·〉U , ‖·‖U) be separable R-Hilbert spaces, let
T ∈ (0,∞), let (Ω,F ,P, (Ft)t∈[0,T ]) be a stochastic basis, let (Wt)t∈[0,T ] be a cylindrical IdU -Wiener
process with respect to (Ft)t∈[0,T ], let A : D(A) ⊆ H → H be a generator of a strongly continuous
analytic semigroup with sup
(
Re(spectrum(A))
)
< 0, let (Hr, 〈·, ·〉Hr , ‖·‖Hr), r ∈ R, be a family of
interpolation spaces associated to −A (cf., e.g., Theorem and Definition 2.5.32 in [25]), let ι ∈ R,
ξ ∈ Hι, γ ∈ [0, 12 ], and let F : Hι → (∩r<ι−γHr) and B : Hι → Lin(U,∩r<ι−γ/2Hr) be functions with
the property that ∀ r ∈ (−∞, ι − γ) : [(Hι ∋ v 7→ F (v) ∈ Hr) ∈ C5b (Hι, Hr)], with the property
that ∀ r ∈ (−∞, ι − γ
2
), v ∈ Hι :
[(
U ∋ u 7→ B(v)u ∈ Hr
) ∈ HS(U,Hr)], and with the property
that ∀ r ∈ (−∞, ι− γ
2
) :
[(
Hι ∋ v 7→ [U ∋ u 7→ B(v)u ∈ Hr] ∈ HS(U,Hr)
) ∈ C5b (Hι, HS(U,Hr))],
where for two R-vector spaces V1 and V2 we denote by Lin(V1, V2) the set of all linear mappings from
V1 to V2 and where for two R-Banach spaces (V1, ‖·‖V1) and (V2, ‖·‖V2) we denote by C5b (V1, V2) the
set of all five times continuously Fre´chet differentiable functions from V1 to V2 which have globally
bounded derivatives (see Subsection 1.2 below for more details). The above assumptions ensure
(cf., e.g., Proposition 3 in Da Prato et al. [12], Theorem 4.3 in Brzez´niak [8], Theorem 6.2 in Van
Neerven et al. [40]) the existence of a continuous mild solution process X : [0, T ]× Ω→ Hι of the
SEE
dXt = [AXt + F (Xt)] dt+B(Xt) dWt, t ∈ [0, T ], X0 = ξ. (1)
As an example for (1), we think of H = U = L2((0, 1);R) being the R-Hilbert space of equivalence
classes of Lebesgue square integrable functions from (0, 1) to R and A being a linear differential
operator on H . In particular, in Subsection 1.1.1 we formulate the continuous version of the
parabolic Anderson model as an example of (1) (in that case the parameter γ, which controls
the regularity of the operators F and B, satisfies γ = 1
2
) and in Subsection 1.1.2 we formulate a
fourth-order stochastic partial differential equation as an example of (1) (in that example we have
γ = 1
4
). In this work we are interested in the analysis of numerical approximations of (1). For
example, let Y N : {0, 1, . . . , N} × Ω→ Hι, N ∈ N, be stochastic processes with the property that
for all N ∈ N, n ∈ {0, 1, . . . , N − 1} it holds P-a.s. that
Y N0 = ξ, Y
N
n+1 =
(
IdH − TNA
)−1 (
Yn + F (Yn)
T
N
+ ∫
(n+1)T
N
nT
N
B(Yn) dWs
)
. (2)
The stochastic processes Y N , N ∈ N, are referred to as linear-implicit Euler approximations of
(1).
Strong convergence rates for numerical approximations for SEEs of the form (1) are well un-
derstood. Weak convergence rates for numerical approximations of SEEs of the form (1) have been
investigated since about 12 years; cf. [39, 20, 16, 18, 19, 21, 17, 29, 5, 43, 33, 30, 4, 7, 3, 32, 6,
3
31, 28, 42, 11, 41, 2]. Except for Debussche & De Bouard [16], Debussche [17], Andersson & Lars-
son [4], and Conus et al. [11], all of the above cited weak convergence results assume, beside further
assumptions, that the considered SEE is driven by additive noise. In Debussche & De Bouard [16]
weak convergence rates for the nonlinear Schro¨dinger equation, whose dominant linear operator
generates a group (see Section 2 in [16]) instead of only a semigroup as in the general setting of the
SEE (1), are analyzed. The method of proof in Debussche & De Bouard [16] strongly exploits this
property of the nonlinear Schro¨dinger equation (see Section 5.2 in [16]). Therefore, the method of
proof in [16] can, in general, not be used to establish weak convergence rates for the SEE (1). In
Debussche’s seminal article [17], essentially sharp weak convergence rates for linear-implicit Euler
approximations (see (2)) of SEEs of the form (1) are established under the hypothesis that ι = 0
and that the second derivative of the diffusion coefficient B satisfies the smoothing property that
there exists an L ∈ R such that for all x, v, w ∈ H it holds that1
‖B′′(x)(v, w)‖L(H) ≤ L ‖v‖H−1/4 ‖w‖H−1/4 . (3)
The article Andersson & Larsson [4] also assumes (3) but establishes weak convergence rates for
spatial approximations. As pointed out in Remark 2.3 in Debussche [17], assumption (3) is a
serious restriction for SEEs of the form (1). Roughly speaking, assumption (3) imposes that the
second derivative of the diffusion coefficient function vanishes and thus that the diffusion coefficient
function is affine linear. Remark 2.3 in Debussche [17] also asserts that assumption (3) is crucial in
the weak convergence proof in [17], that assumption (3) is used in an essential way in Lemma 4.5
in [17] and that Lemma 4.5 in [17], in turn, is used at many points in the weak convergence proof
in [17]. Debussche’s article naturally suggests the problem of establishing essentially sharp weak
convergence rates in the case where Debussche’s assumption (3) is not satisfied. In Conus [11]
essentially sharp weak convergence rates have been established without imposing Debussche’s as-
sumption (3) in the case of spatial spectral Galerkin approximations. To the best of our knowledge,
it remained an open problem to establish essentially sharp weak convergence rates for time-discrete
numerical approximations of the SEE (1) without imposing Debussche’s assumption (3). In this
article we overcome this problem in the case of a class of time-discrete Euler-type approxima-
tion methods for SEEs (including exponential and linear-implicit Euler approximations as special
cases) and, in particular, we establish essentially sharp weak convergence rates for linear-implicit
Euler approximations of semilinear SEEs with nonlinear diffusion coefficient functions. This is the
subject of the following result, Theorem 1.1. Theorem 1.1 follows2 immediately from Corollary 8.2
and Subsection 1.5.2.
Theorem 1.1. Assume the setting in the first paragraph of Section 1 and let ϕ ∈ C5b (Hι,R). Then
for every ε ∈ (0,∞) there exists a C ∈ R such that for all N ∈ N it holds that∣∣E[ϕ(XT )]− E[ϕ(Y NN )]∣∣ ≤ C ·N−(1−γ−ε). (4)
Let us add a few comments regarding Theorem 1.1. First, we would like to emphasize that
in the general setting of Theorem 1.1, the weak convergence rate established in Theorem 1.1
can essentially not be improved. More specifically, in Corollary 9.8 in Section 9 below we give
for every ι ∈ R, γ ∈ [0, 1
2
] examples of A : D(A) ⊆ H → H , F : Hι → (∩r<ι−γHr), B : Hι →
Lin(U,∩r<ι−γ/2Hr) and ϕ ∈ C5b (Hι,R) with ∀ r ∈ (−∞, ι − γ) :
[(
Hι ∋ v 7→ F (v) ∈ Hr
) ∈
C5b (Hι, Hr)
]
, ∀ r ∈ (−∞, ι − γ
2
), v ∈ Hι :
[(
U ∋ u 7→ B(v)u ∈ Hr
) ∈ HS(U,Hr)], ∀ r ∈ (−∞, ι −
γ
2
) :
[(
Hι ∋ v 7→ [U ∋ u 7→ B(v)u ∈ Hr] ∈ HS(U,Hr)
) ∈ C5b (Hι, HS(U,Hr))] such that there
exists a C ∈ (0,∞) such that for all N ∈ N it holds that∣∣E[ϕ(XT )]− E[ϕ(Y NN )]∣∣ ≥ C ·N−(1−γ). (5)
1Assumption (3) above slighlty differs from the original assumption in [17] as we believe that there is a small
typo in equation (2.5) in [17]; see inequality (4.3) in the proof of Lemma 4.5 in [17] for details.
2with H = Hι in the notation of Corollary 8.2
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In addition, we emphasize that in the setting of Theorem 1.1 it is well known that for every
ε ∈ (0,∞) there exists a C ∈ R such that for all N ∈ N it holds that
(
E
[‖XT − Y NN ‖2Hι])1/2 ≤ C ·N−( 1−γ2 −ε). (6)
The weak convergence rate 1−γ−ε established in Theorem 1.1 is thus twice the well known strong
convergence rate 1−γ−ε
2
in (6). Next we add that Theorem 1.1 is, to the best of our knowledge, the
first result in the literature which establishes the essentially sharp weak convergence rate 1− γ− ε
for time-discrete numerical approximations of the continuous version of the parabolic Anderson
model (see Subsection 1.1.1 for details).
In the following we briefly outline a few key ideas in the proof of Theorem 1.1 (and Corollary 8.2
respectively). For simplicity we restrict ourself to the case ι = 0. Our proof of Theorem 1.1 is
partially based on the proof of the weak convergence result in Conus et al. [11]. The first step
in the proof of Theorem 1.1 is to rewrite the time-discrete stochastic processes Y N , N ∈ N,
(see (2)) as appropriate time-continuous stochastic processes (see (8) below). More formally, let
⌊·⌋h : R→ R, h ∈ (0,∞), be the mappings with the property that for all h ∈ (0,∞), t ∈ R it holds
that ⌊t⌋h = max
(
(−∞, t] ∩ {0, h,−h, 2h,−2h, . . . }), let SN : {(t1, t2) ∈ [0, T ]2 : t1 ≤ t2} → L(H),
N ∈ N, be the mappings with the property that for all N ∈ N, (t1, t2) ∈ [0, T ]2 with t1 ≤ t2 it
holds that
SNt1,t2 =
(
IdH − (t1−⌊t1⌋T/N )A
)(
IdH − (t2−⌊t2⌋T/N )A
)−1(
IdH − TN A
)− (⌊t2⌋T/N−⌊t1⌋T/N )N/T
(7)
(cf., e.g., (142) in Da Prato et al. [12]), and let Y˜ N : [0, T ] × Ω → H , N ∈ N, be (Ft)t∈[0,T ]-
predictable stochastic processes with the property that for all N ∈ N, t ∈ [0, T ] it holds P -a.s.
that
Y˜ Nt = S
N
0,t ξ (8)
+
∫ t
0
SNs,t
(
IdH −(s− ⌊s⌋T/N )A
)−1
F
(
Y˜ N⌊s⌋T/N
)
ds+
∫ t
0
SNs,t
(
IdH −(s− ⌊s⌋T/N )A
)−1
B
(
Y˜ N⌊s⌋T/N
)
dWs
(cf. (143) in Da Prato et al. [12]). Note that for all N ∈ N, n ∈ {0, T
N
, 2T
N
, . . . , T} it holds P -a.s.
that Y˜ NnT/N = Y
N
n . Moreover, recall that the solution process X of the SEE (1) satisfies that for
all t ∈ [0, T ] it holds P -a.s. that
Xt = e
tA ξ +
∫ t
0
e(t−s)AF (Xs) ds+
∫ t
0
e(t−s)AB(Xs) dWs. (9)
The next key step in the proof of Theorem 1.1 is to use the idea in Conus et al. [11] to plug an
appropriate process in between E
[
ϕ(XT )
]
and E
[
ϕ(Y NN )
]
= E
[
ϕ(Y˜ NT )
]
. More formally, we use the
triangle inequality to obtain that for all N ∈ N it holds that∣∣E[ϕ(XT )]− E[ϕ(Y˜ NT )]∣∣ ≤ ∣∣E[ϕ(XT )]− E[ϕ(Y¯ NT )]∣∣+ ∣∣E[ϕ(Y¯ NT )]− E[ϕ(Y˜ NT )]∣∣ (10)
where Y¯ N : [0, T ] × Ω → H , N ∈ N, are appropriate stochastic processes so that it is in some
sense not so difficult anymore to estimate
∣∣E[ϕ(XT )] − E[ϕ(Y¯ NT )]∣∣ and ∣∣E[ϕ(Y¯ NT )] − E[ϕ(Y˜ NT )]∣∣
for N ∈ N. The main difficulty and also a key difference of the proof of Theorem 1.1 in this article
to the proof of the weak convergence result in Conus et al. [11] is the appropriate choice of the
processes Y¯ N , N ∈ N, which we put in between. In the case of Theorem 1.1 it turns out to be
rather useful to choose Y¯ N : [0, T ]×Ω→ H , N ∈ N, such that for every N ∈ N, t ∈ [0, T ] it holds
P-a.s. that
Y¯ Nt = e
tA ξ +
∫ t
0
e(t−s)A F
(
Y˜ N⌊s⌋T/N
)
ds+
∫ t
0
e(t−s)AB
(
Y˜ N⌊s⌋T/N
)
dWs, (11)
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cf. (11) with (8) and (9). In the remainder of this article we refer to Y¯ N , N ∈ N, as semilinear
integrated counterparts of (8). In Proposition 6.4 (a key result of this article) in Subsection 6.3 the
terms
∣∣E[ϕ(Y¯ NT )]− E[ϕ(Y˜ NT )]∣∣, N ∈ N, in (10) are estimated in an appropriate way by using the
mild Itoˆ formula; see Theorem 1 in Da Prato et al. [12]. More precisely, in Section 5 we generalize
the mild Itoˆ formula in Theorem 1 in Da Prato et al. [12] so that it applies also in the case of
stopping times instead of deterministic time points; see Theorem 5.3 and Corollary 5.5 in Sub-
section 5.3. We then use Corollary 5.5 to derive in Proposition 5.8 in Subsection 5.5 an estimate
for the expectation of a smooth function composed with an appropriate type of stochastic process
which we call a mild Itoˆ process; see Definition 1 in Da Prato et al. [12] and, e.g., Definition 5.1 in
Subsection 5.3 below. Next we recall that we have rewritten the time-discrete numerical approx-
imation processes Y N , N ∈ N, (see (2)) as the time-continuous stochastic processes Y˜ N , N ∈ N,
(see (8)) and we emphasize that Y˜ N , N ∈ N, are mild Itoˆ processes; see (142)–(146) in Da Prato
et al. [12]. This allows us to apply the mild Itoˆ formula and so also Proposition 5.8 to Y˜ N , N ∈ N.
Thereby we obtain an appropriate estimate for the terms
∣∣E[ϕ(Y¯ NT )] − E[ϕ(Y˜ NT )]∣∣, N ∈ N, in
Proposition 6.4 in Subsection 6.3. The mild Itoˆ formula has also been used in Conus et al. [11]
to establish weak convergence rates for spatial spectral Galerkin approximations. In this work the
analysis is more involved than in Conus et al. [11] as the numerical approximation processes Y˜ N ,
N ∈ N, are not solution processes of SEEs of the form (1) but merely mild Itoˆ processes with
two-parameter evolution families (see Subsection 1.4 and Section 6 below for more details). For
the estimation of the terms
∣∣E[ϕ(XT )]−E[ϕ(Y¯ NT )]∣∣, N ∈ N, we use (as it is often the case in the
case weak convergence analysis; see, e.g., Ro¨ßler [38], Debussche [17] and Conus et al. [11]) the
Kolmogorov backward equation associated to (1) and we also use again the mild Itoˆ formula and
its consequences respectively (see Section 6 and Section 7 for details). Combining these estimates
with the in some sense non-standard mollification procedure in Conus et al. [11] will allow us to
complete the proof of Theorem 1.1 (see Section 8 for details).
1.1 Examples
In this section we illustrate Theorem 1.1 by two simple examples. In Subsection 1.1.1 we apply
Theorem 1.1 to the continuous version of the parabolic Anderson model and in Subsection 1.1.2 we
apply Theorem 1.1 to a linear Cahn-Hilliard-Cook type equation.
1.1.1 Parabolic Anderson model
Let H = L2((0, 1);R) be the R-Hilbert space of equivalence classes of Lebesgue square integrable
functions from (0, 1) to R, let T, κ, δ, ν ∈ (0,∞), ξ ∈ H , let (Ω,F ,P, (Ft)t∈[0,T ]) be a stochastic
basis, let (Wt)t∈[0,T ] be a cylindrical IdH-Wiener process w.r.t. (Ft)t∈[0,T ], let A : D(A) ⊆ H → H
be the Laplacian with Dirichlet boundary conditions on H multiplied by ν, let (Hr, 〈·, ·〉Hr , ‖·‖Hr),
r ∈ R, be a family of interpolation spaces associated to−A (see, e.g., Theorem and Definition 2.5.32
in [25]), let B ∈ C(H,HS(H,H−1/4−δ)) satisfy that for all v ∈ H , u ∈ C([0, 1],R), x ∈ (0, 1) it
holds that
(
B(v)u
)
(x) = κ · v(x) · u(x), and let Y N : {0, 1, . . . , N}×Ω→ H , N ∈ N, be stochastic
processes which satisfy that for all N ∈ N, n ∈ {0, 1, . . . , N − 1} it holds P-a.s. that Y N0 = ξ
and Y Nn+1 =
(
IdH − TNA
)−1(
Yn +
∫ (n+1)T
N
nT
N
B(Yn) dWs
)
. The above assumptions ensure (cf., e.g.,
Proposition 3 in Da Prato et al. [12], Theorem 4.3 in Brzez´niak [8], Theorem 6.2 in Van Neerven
et al. [40]) the existence of an (Ft)t∈[0,T ]-adapted continuous stochastic process X : [0, T ]×Ω→ H
which satisfies that for all t ∈ [0, T ] it holds P -a.s. that Xt = etA ξ +
∫ t
0
e(t−s)AB(Xs) dWs. The
stochastic process X is thus a solution process (of the continuous version) of the parabolic Anderson
model
dXt(x) = ν
∂2
∂x2
Xt(x) dt+ κXt(x) dWt(x), Xt(0) = Xt(1) = 0, X0(x) = ξ(x) (12)
6
for x ∈ (0, 1), t ∈ [0, T ] (cf., e.g., Carmona & Molchanov [10]). Theorem 1.1 applies here with
γ = 1
2
. More precisely, Theorem 1.1 proves that for all ϕ ∈ C5b (H,R), ε ∈ (0,∞) there exists a
C ∈ R such that for all N ∈ N it holds that∣∣E[ϕ(XT )]− E[ϕ(Y NN )]∣∣ ≤ C ·N−(1/2−ε). (13)
1.1.2 A linear Cahn-Hilliard-Cook type equation
Let H = L2((0, 1);R) be the R-Hilbert space of equivalence classes of Lebesgue square integrable
functions from (0, 1) to R, let T, κ, δ ∈ (0,∞), ξ ∈ H , let (Ω,F ,P, (Ft)t∈[0,T ]) be a stochastic
basis, let (Wt)t∈[0,T ] be a cylindrical IdH-Wiener process w.r.t. (Ft)t∈[0,T ], let A : D(A) ⊆ H → H
be the Laplacian with Neumann boundary conditions on H , let A : D(A) ⊆ H → H be the
linear operator with the property that D(A) = D(A2) = {v ∈ D(A) : Av ∈ D(A)} and with the
property that for all v ∈ D(A) it holds that Av = −A2v −Av − v, let (Hr, 〈·, ·〉Hr , ‖·‖Hr), r ∈ R,
be a family of interpolation spaces associated to −A (see, e.g., Theorem and Definition 2.5.32
in [25]), let B ∈ C(H,HS(H,H−1/8−δ)) satisfy that for all v ∈ H , u ∈ C([0, 1],R), x ∈ (0, 1)
it holds that
(
B(v)u
)
(x) = κ · v(x) · u(x), and let Y N : {0, 1, . . . , N} × Ω → H , N ∈ N, be
stochastic processes which satisfy that for all N ∈ N, n ∈ {0, 1, . . . , N − 1} it holds P-a.s. that
Y N0 = ξ and Y
N
n+1 =
(
IdH − TNA
)−1(
Yn+Yn
T
N
+
∫ (n+1)T
N
nT
N
B(Yn) dWs
)
. The above assumptions ensure
(cf., e.g., Proposition 3 in Da Prato et al. [12], Theorem 4.3 in Brzez´niak [8], Theorem 6.2 in Van
Neerven et al. [40]) the existence of an (Ft)t∈[0,T ]-adapted continuous stochastic process X : [0, T ]×
Ω → H which satisfies that for all t ∈ [0, T ] it holds P -a.s. that Xt = etA ξ +
∫ t
0
e(t−s)AXs ds +∫ t
0
e(t−s)AB(Xs) dWs. The stochastic process X is thus a solution process of the linear Cahn-
Hilliard-Cook type equation
dXt(x) =
[− ∂4
∂x4
Xt(x)− ∂2∂x2 Xt(x)
]
dt+ κXt(x) dWt(x),
X ′t(0) = X
′
t(1) = X
(3)
t (0) = X
(3)
t (1) = 0, X0(x) = ξ(x)
(14)
for x ∈ (0, 1), t ∈ [0, T ]. Theorem 1.1 applies here with γ = 1
4
. More precisely, Theorem 1.1 proves
that for all ϕ ∈ C5b (H,R), ε ∈ (0,∞) there exists a C ∈ R such that for all N ∈ N it holds that∣∣E[ϕ(XT )]− E[ϕ(Y NN )]∣∣ ≤ C ·N−(3/4−ε). (15)
1.2 Notation
Throughout this article the following notation is used. By N = {1, 2, 3, . . .} the set of natural
numbers is denoted and by N0 = N ∪ {0} the union of {0} and the set of natural numbers is
denoted. Moreover, for a set A we denote by IdA : A → A the identity mapping on A, that is, it
holds for all a ∈ A that IdA(a) = a. Furthermore, for a set A we denote by P(A) the power set of
A. Let Er : [0,∞)→ [0,∞), r ∈ (0,∞), be the functions with the property that for all x ∈ [0,∞),
r ∈ (0,∞) it holds that Er(x) =
[∑∞
n=0
x2n Γ(r)n
Γ(nr+1)
]1/2
(cf. Chapter 7 in [22] and Chapter 3 in [25]). In
addition, let (·)+, (·)− : R → [0,∞) be the functions with the property that for all a ∈ R it holds
that a+ = max{a, 0} and a− = max{−a, 0}. Moreover, for a number k ∈ N0 and normed R-vector
spaces (Ei, ‖·‖Ei), i ∈ {1, 2}, let |·|Lipk(E1,E2) , ‖·‖Lipk(E1,E2) : Ck(E1, E2) → [0,∞] be the mappings
with the property that for all f ∈ Ck(E1, E2) it holds that
|f |Lipk(E1,E2) = sup
x,y∈E1,
x 6=y
‖f(k)(x)−f(k)(y)‖
L(k)(E1,E2)
‖x−y‖E1
, (16)
‖f‖Lipk(E1,E2) = ‖f(0)‖E2 +
k∑
l=0
|f |Lipl(E1,E2) . (17)
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Furthermore, for a number k ∈ N0 and normed R-vector spaces (Ei, ‖·‖Ei), i ∈ {1, 2}, let
Lipk(E1, E2) be the set given by Lip
k(E1, E2) =
{
f ∈ Ck(E1, E2) : ‖f‖Lipk(E1,E2) < ∞
}
. In
addition, for a natural number k ∈ N and normed R-vector spaces (Ei, ‖·‖Ei), i ∈ {1, 2}, let
|·|Ckb (E1,E2) , ‖·‖Ckb (E1,E2) : C
k(E1, E2) → [0,∞] be the mappings with the property that for all
f ∈ Ck(E1, E2) it holds that
|f |Ckb (E1,E2) = sup
x∈E1
∥∥f (k)(x)∥∥
Lk(E1,E2)
, ‖f‖Ckb (E1,E2) = ‖f(0)‖E2 +
k∑
l=1
|f |Clb(E1,E2) (18)
and let Ckb (E1, E2) be the set given by C
k
b (E1, E2) =
{
f ∈ Ck(E1, E2) : ‖f‖Ckb (E1,E2) < ∞
}
.
Moreover, for a normed R-vector space (U, ‖·‖U) and a linear operator A : D(A) ⊆ U → U we
denote by spectrum(A) ⊆ C the spectrum of A. For sets A and B we denote by M(A,B) the set
of all mappings from A to B. In addition, for measurable spaces (Ωi,Fi), i ∈ {1, 2}, we denote
by M(F1,F2) the set of all F1/F2-measurable mappings. For two separable R-Hilbert spaces
(Hˇ, 〈·, ·〉Hˇ , ‖·‖Hˇ) and (Hˆ, 〈·, ·〉Hˆ , ‖·‖Hˆ) let S(Hˆ, Hˇ) be the strong sigma algebra on L(Hˆ, Hˇ) given
by S(Hˆ, Hˇ) = σL(Hˆ,Hˇ)(∪v∈Hˆ ∪A∈B(Hˇ) {A ∈ L(Hˆ, Hˇ) : Av ∈ A}) (see, e.g., Section 1.2 in Da Prato
& Zabczyk [13]). Finally, let ⌊·⌋h : R → R, h ∈ (0,∞), and ⌈·⌉h : R → R, h ∈ (0,∞), be the
mappings with the property that for all t ∈ R, h ∈ (0,∞) it holds that
⌊t⌋h = max
(
(−∞, t] ∩ {0, h,−h, 2h,−2h, . . . }), (19)
⌈t⌉h = min
(
[t,∞) ∩ {0, h,−h, 2h,−2h, . . . }). (20)
1.3 General setting
Throughout this article the following setting is frequently used. Let (H, 〈·, ·〉H , ‖·‖H), (U, 〈·, ·〉U ,
‖·‖U), and (V, 〈·, ·〉V , ‖·‖V ) be separable R-Hilbert spaces, let U ⊆ U be an orthonormal basis of
U , let A : D(A) ⊆ H → H be a generator of a strongly continuous analytic semigroup with the
property that sup
(
Re(spectrum(A))
)
< 0 (cf., e.g., Theorem 11.31 in Renardy & Rogers [37]), let
(Hr, 〈·, ·〉Hr , ‖·‖Hr), r ∈ R, be a family of interpolation spaces associated to −A (cf., e.g., Theorem
and Definition 2.5.32 in [25] and Section 11.4.2 in Renardy & Rogers [37]), let T ∈ (0,∞), let
∠ = {(t1, t2) ∈ [0, T ]2 : t1 < t2}, let (Ω,F ,P, (Ft)t∈[0,T ]) be a stochastic basis, and let (Wt)t∈[0,T ] be
a cylindrical IdU -Wiener process w.r.t. (Ft)t∈[0,T ].
1.4 Evolution family setting
In Sections 6, 7 and 8 below the following setting is also frequently used. Assume the setting
in Section 1.3, let h ∈ (0,∞), (Cr)r∈R ⊆ [1,∞), (Cr,ρ)r,ρ∈R ⊆ [1,∞), (Cr,r˜,ρ)r,r˜,ρ∈R ⊆ [1,∞),
R ∈M(B([0, T ]),B(L(H−1))), S ∈M(B(∠),B(L(H−1))) satisfy that for all t1, t2, t3 ∈ [0, T ] with
t1 < t2 < t3 it holds that St2,t3St1,t2 = St1,t3 and that for all (s, t) ∈ ∠, r, ρ ∈ [0, 1), r˜ ∈ [−1, 1 − r)
it holds that Ss,t(H) ⊆ H , Ss,tRs(H−r) ⊆ Hr˜, ‖etA‖L(H,Hρ) ≤ Cρ t−ρ, ‖etA − IdH‖L(H,H−ρ) ≤ Cρ tρ,
‖Ss,t‖L(H) ≤ C0, ‖Ss,tRs‖L(H−r ,H) ≤ Cr (t− s)−r, ‖Ss,t − e(t−s)A‖L(H,H−r) ≤ C−r,ρ hρ (t− s)−(ρ−r)+ ,
and ‖Ss,tRs − e(t−s)A‖L(H−r ,Hr˜) ≤ Cr,r˜,ρ hρ (t− s)−(ρ+r+r˜)
+
.
1.5 Examples of evolution families
In this subsection we provide two examples of evolution families which satisfy the assumptions in
Subsection 1.4.
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1.5.1 Exponential Euler approximations
Assume the setting in Section 1.3 and let S ∈ M(B(∠),B(L(H−1))) and Rh ∈ M(B([0, T ]),
B(L(H−1))
)
, h ∈ (0,∞), satisfy that for all h ∈ (0,∞), t ∈ [0, T ], (t1, t2) ∈ ∠ it holds that
St1,t2 = e
(t2−t1)A and Rht = e
(t−⌊t⌋h)A. Then it is well-known (see, e.g., Lemma 11.36 in Renardy &
Rogers [37]) that there exist real numbers (Cr)r∈R ⊆ [1,∞) such that for all h ∈ (0,∞), t1, t2, t3 ∈
[0, T ] (s, t) ∈ ∠, r, ρ ∈ [0, 1), r˜ ∈ [−1, 1 − r) with t1 < t2 < t3 it holds that St2,t3St1,t2 = St1,t3 ,
Ss,t(H) ⊆ H , Ss,tRhs (H−r) ⊆ Hr˜, ‖etA‖L(H,Hρ) ≤ Cρ t−ρ, ‖etA − IdH‖L(H,H−ρ) ≤ Cρ tρ, ‖Ss,t‖L(H) ≤
C0, ‖Ss,tRhs‖L(H−r ,H) ≤ Cr (t− s)−r, ‖Ss,t− e(t−s)A‖L(H,H−r) = 0, and ‖Ss,tRhs − e(t−s)A‖L(H−r ,Hr˜) ≤
Cr+r˜+ρ h
ρ (t− s)−(ρ+r+r˜)+ .
1.5.2 Linear-implicit Euler approximations
Assume the setting in Section 1.3 and let Sh ∈ M(B(∠),B(L(H−1))), h ∈ (0,∞), and Rh ∈
M(B([0, T ]),B(L(H−1))), h ∈ (0,∞), satisfy that for all h ∈ (0,∞), t ∈ [0, T ], (t1, t2) ∈ ∠
it holds that Sht1,t2 =
(
IdH −(t1 − ⌊t1⌋h)A
)(
IdH −(t2 − ⌊t2⌋h)A
)−1(
IdH −hA
)−(⌊t2⌋h−⌊t1⌋h)/h and
Rht =
(
IdH −(t− ⌊t⌋h)A
)−1
. Then there exist real numbers (Cr)r∈R ⊆ [1,∞), (Cr,ρ)r,ρ∈R ⊆ [1,∞),
(Cr,r˜,ρ)r,r˜,ρ∈R ⊆ [1,∞) such that for all h ∈ (0,∞), t1, t2, t3 ∈ [0, T ], (s, t) ∈ ∠, r, ρ ∈ [0, 1),
r˜ ∈ [−1, 1− r) with t1 < t2 < t3 it holds that Sht2,t3Sht1,t2 = Sht1,t3 , Shs,t(H) ⊆ H , Shs,tRhs (H−r) ⊆ Hr˜,
‖etA‖L(H,Hρ) ≤ Cρ t−ρ, ‖etA−IdH‖L(H,H−ρ) ≤ Cρ tρ, ‖Shs,t‖L(H) ≤ C0, ‖Shs,tRhs‖L(H−r ,H) ≤ Cr (t−s)−r,
‖Shs,t − e(t−s)A‖L(H,H−r) ≤ C−r,ρ hρ (t − s)−(ρ−r)+ , and ‖Shs,tRhs − e(t−s)A‖L(H−r ,Hr˜) ≤ Cr,r˜,ρ hρ (t −
s)−(ρ+r+r˜)
+
.
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2 Strong a priori estimates for SPDEs
In this section we establish in Proposition 2.1 below an a priori estimate (see (22)) for an appro-
priate class of stochastic processes (see (21)) which includes solution processes of certain SEEs
as special cases. The proof of Proposition 2.1 uses the generalized Gronwall lemma in Chapter 7
in Henry [22] (see, e.g., also Corollary 3.4.6 in [25]). Related estimates can, e.g., be found in
Proposition 2.5 in Andersson & Jentzen [1].
2.1 Setting
Let (H, 〈·, ·〉H , ‖·‖H) and (U, 〈·, ·〉U , ‖·‖U) be separable R-Hilbert spaces, let T ∈ (0,∞), p ∈
[2,∞), ϑ ∈ [0, 1), y, z ∈ [0,∞), let (Ω,F ,P, (Ft)t∈[0,T ]) be a stochastic basis, let (Wt)t∈[0,T ] be a
cylindrical IdU -Wiener process w.r.t. (Ft)t∈[0,T ], let X : [0, T ]×Ω→ H be a stochastic process with
sups∈[0,T ] ‖Xs‖Lp(P;H) < ∞, and for every t ∈ (0, T ] let Y t : [0, t] × Ω → H and Zt : [0, t] × Ω →
HS(U,H) be (Fs)s∈[0,t]-predictable stochastic processes which satisfy that for all s ∈ (0, t) it holds
that
‖Y ts ‖Lp(P;H) ≤ y supu∈[0,s] ‖Xu‖L
p(P;H)
(t−s)ϑ and ‖Zts‖Lp(P;HS(U,H)) ≤
z supu∈[0,s] ‖Xu‖Lp(P;H)
(t−s)ϑ/2 . (21)
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2.2 A strong a priori estimate
Proposition 2.1 (A strong a priori estimate). Assume the setting in Section 2.1. Then it holds
for all t ∈ [0, T ] that P( ∫ t
0
‖Y ts ‖H + ‖Zts‖2HS(U,H) ds <∞
)
= 1 and it holds that
sup
t∈[0,T ]
‖Xt‖Lp(P;H) ≤
√
2 E(1−ϑ)
[
y
√
2T (1−ϑ)√
1−ϑ + z
√
p (p− 1) T (1−ϑ)
]
· sup
t∈[0,T ]
∥∥∥∥Xt −
[∫ t
0
Y ts ds+
∫ t
0
Zts dWs
]∥∥∥∥
Lp(P;H)
≤
[
1 + y T
(1−ϑ)
(1−ϑ) +
z
√
p (p−1)T (1−ϑ)√
2 (1−ϑ)
]
·
√
2 E(1−ϑ)
[
y
√
2T (1−ϑ)√
1−ϑ + z
√
p (p− 1) T (1−ϑ)
]
sup
t∈[0,T ]
‖Xt‖Lp(P;H) <∞.
(22)
Proof. We first observe that (21), Ho¨lder’s inequality, and the assumption that sups∈[0,T ] ‖Xs‖Lp(P;H)
<∞ imply that for all t ∈ [0, T ] it holds that∫ t
0
‖Y ts ‖Lp(P;H) ds ≤ y
∫ t
0
supv∈[0,s] ‖Xv‖Lp(P;H)
(t− s)ϑ ds
≤ y
[
t(1−ϑ)
(1− ϑ)
∫ t
0
supv∈[0,s] ‖Xv‖2Lp(P;H)
(t− s)ϑ ds
]1/2
<∞.
(23)
In addition, we note that (21) and again the assumption that sups∈[0,T ] ‖Xs‖Lp(P;H) <∞ show that
for all t ∈ [0, T ] it holds that[
p (p−1)
2
∫ t
0
‖Zts‖2Lp(P;HS(U,H)) ds
]1/2
≤ z
[
p (p−1)
2
∫ t
0
supv∈[0,s] ‖Xv‖2Lp(P;H)
(t− s)ϑ ds
]1/2
<∞. (24)
Combining (23)–(24) and the assumption that p ≥ 2 proves that for all t ∈ [0, T ] it holds that∫ t
0
‖Y ts ‖L1(P;H)+ ‖Zts‖2L2(P;HS(U,H)) ds <∞. This, in turn, shows that for all t ∈ [0, T ] it holds P-a.s.
that ∫ t
0
‖Y ts ‖H + ‖Zts‖2HS(U,H) ds <∞. (25)
It thus remains to prove (22) to complete the proof of Proposition 2.1. For this observe that (23)–
(25) and the Burkholder-Davis-Gundy type inequality in Lemma 7.7 in Da Prato & Zabczyk [13]
imply that for all t ∈ [0, T ] it holds that∥∥∥∥
∫ t
0
Y ts ds
∥∥∥∥
Lp(P;H)
+
∥∥∥∥
∫ t
0
Zts dWs
∥∥∥∥
Lp(P;H)
≤
[
y t(1−ϑ)/2√
1− ϑ + z
√
p (p− 1)
2
][∫ t
0
supv∈[0,s] ‖Xv‖2Lp(P;H)
(t− s)ϑ ds
]1/2
.
(26)
Next we observe (cf., e.g., [24]) that for all t, u ∈ [0, T ] with t ≤ u it holds that
∫ t
0
supv∈[0,s]
∥∥Xv∥∥2Lp(P;H)
(t− s)ϑ ds =
∫ u
u−t
supv∈[0,s−u+t]
∥∥Xv∥∥2Lp(P;H)
(u− s)ϑ ds
≤
∫ u
u−t
supv∈[0,s]
∥∥Xv∥∥2Lp(P;H)
(u− s)ϑ ds ≤
∫ u
0
supv∈[0,s]
∥∥Xv∥∥2Lp(P;H)
(u− s)ϑ ds.
(27)
Moreover, we note that the Minkowski inequality ensures that for all t ∈ [0, T ] it holds that
‖Xt‖Lp(P;H)
≤
∥∥∥∥∥Xt −
[∫ t
0
Y ts ds+
∫ t
0
Zts dWs
] ∥∥∥∥∥
Lp(P;H)
+
∥∥∥∥∥
∫ t
0
Y ts ds
∥∥∥∥∥
Lp(P;H)
+
∥∥∥∥∥
∫ t
0
Zts dWs
∥∥∥∥∥
Lp(P;H)
.
(28)
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Combining (26)–(28) with the fact that ∀ a, b ∈ R : (a+ b)2 ≤ 2a2+2b2 proves that for all u ∈ [0, T ]
it holds that
sup
t∈[0,u]
‖Xt‖2Lp(P;H) ≤ 2 sup
t∈[0,T ]
∥∥∥∥∥Xt −
[∫ t
0
Y ts ds+
∫ t
0
Zts dWs
] ∥∥∥∥∥
2
Lp(P;H)
(29)
+ 2
[
y T (1−ϑ)/2√
1− ϑ + z
√
p (p− 1)
2
]2 ∫ u
0
supt∈[0,s]
∥∥Xt∥∥2Lp(P;H)
(u− s)ϑ ds. (30)
This and the assumption that sups∈[0,T ] ‖Xs‖Lp(P;H) < ∞ together with the generalized Gronwall
lemma in Chapter 7 in Henry [22] (see, e.g., also Corollary 3.4.6 in [25]) proves the first inequality
in (22). In the next step we note that (26) implies that
sup
t∈[0,T ]
∥∥∥∥Xt −
[∫ t
0
Y ts ds+
∫ t
0
Zts dWs
]∥∥∥∥
Lp(P;H)
≤ sup
t∈[0,T ]
‖Xt‖Lp(P;H) + sup
t∈[0,T ]
[∥∥∥∥
∫ t
0
Y ts ds
∥∥∥∥
Lp(P;H)
+
∥∥∥∥
∫ t
0
Zts dWs
∥∥∥∥
Lp(P;H)
]
≤
[
1 +
y T (1−ϑ)
(1− ϑ) + z
√
p (p− 1) T (1−ϑ)
2 (1− ϑ)
]
sup
t∈[0,T ]
∥∥Xt∥∥Lp(P;H).
(31)
This proves the second inequality in (22). The third inequality in (22) is an immediate consequence
of the assumption that sups∈[0,T ] ‖Xs‖Lp(P;H) <∞. The proof of Proposition 2.1 is thus completed.
3 Strong perturbations for SPDEs
In this section we prove in Corollary 3.1 a perturbation estimate (see (33)) for an appropriate
class of stochastic processes which includes solution processes of certain SEEs as special cases.
Corollary 3.1 follows immediately from Proposition 2.1 in Section 2. Corollary 3.1 extends the
perturbation estimate in Proposition 2.5 in Andersson & Jentzen [1]. Further related strong
perturbation estimates for SEEs can, e.g., be found in Hutzenthaler & Jentzen [23].
3.1 Setting
Let (H, 〈·, ·〉H , ‖·‖H) and (U, 〈·, ·〉U , ‖·‖U) be separable R-Hilbert spaces, let T ∈ (0,∞), p ∈ [2,∞),
ϑ ∈ [0, 1), y, z ∈ [0,∞), let (Ω,F ,P, (Ft)t∈[0,T ]) be a stochastic basis, let (Wt)t∈[0,T ] be a cylin-
drical IdU -Wiener process w.r.t. (Ft)t∈[0,T ], let X, X¯ : [0, T ] × Ω → H be stochastic processes
with sups∈[0,T ] ‖Xs − X¯s‖Lp(P;H) < ∞, and for every t ∈ (0, T ] let Y t, Y¯ t : [0, t] × Ω → H ,
Zt, Z¯t : [0, t] × Ω → HS(U,H) be (Fs)s∈[0,t]-predictable stochastic processes such that it holds
P-a.s. that
∫ t
0
‖Y ts ‖H + ‖Y¯ ts ‖H + ‖Zts‖2HS(U,H) + ‖Z¯ts‖2HS(U,H) ds <∞ and such that for all s ∈ (0, t)
it holds that
‖Y ts −Y¯ ts ‖Lp(P;H) ≤ y supu∈[0,s] ‖Xu−X¯u‖Lp(P;H)(t−s)ϑ , ‖Zts−Z¯ts‖Lp(P;HS(U,H)) ≤
z supu∈[0,s] ‖Xu−X¯u‖Lp(P;H)
(t−s)ϑ/2 . (32)
3.2 Strong perturbation estimates
In the next result, Corollary 3.1, a certain strong perturbation estimate is presented. Corollary 3.1
is an immediate consequence of Proposition 2.1. Corollary 3.1 is an extension of the perturbation
estimate in Proposition 2.5 in Andersson & Jentzen [1].
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Corollary 3.1 (A strong perturbation estimate). Assume the setting in Section 3.1. Then
sup
t∈[0,T ]
‖Xt − X¯t‖Lp(P;H) ≤
√
2 E(1−ϑ)
[
y
√
2T (1−ϑ)√
1−ϑ + z
√
p (p− 1) T (1−ϑ)
]
· sup
t∈[0,T ]
∥∥∥∥Xt −
[∫ t
0
Y ts ds+
∫ t
0
Zts dWs
]
+
[∫ t
0
Y¯ ts ds+
∫ t
0
Z¯ts dWs
]
− X¯t
∥∥∥∥
Lp(P;H)
≤
√
2 E(1−ϑ)
[
y
√
2T (1−ϑ)√
1−ϑ + z
√
p (p− 1) T (1−ϑ)
] [
1 + y T
(1−ϑ)
(1−ϑ) + z
√
p (p−1) T (1−ϑ)
2 (1−ϑ)
]
· sup
t∈[0,T ]
‖Xt − X¯t‖Lp(P;H) <∞.
(33)
As an application of Corollary 3.1 we establish in the next result, Corollary 3.2, an a priori
estimate for the difference of two numerical approximation processes with possibly different initial
values. Corollary 3.2 is an extension of Corollary 2.6 in Andersson & Jentzen [1].
Corollary 3.2. Assume the setting in Section 3.1, let S ∈ M([0, T ], L(H)), and assume that for
all t ∈ [0, T ] it holds P-a.s. that
Xt = StX0 +
∫ t
0
Y ts ds+
∫ t
0
Zts dWs, X¯t = St X¯0 +
∫ t
0
Y¯ ts ds+
∫ t
0
Z¯ts dWs. (34)
Then
sup
t∈[0,T ]
‖Xt − X¯t‖Lp(P;H)
≤
√
2
[
sup
t∈[0,T ]
‖St‖L(H)
]
‖X0 − X¯0‖Lp(P;H) E(1−ϑ)
[
y
√
2T (1−ϑ)√
1−ϑ + z
√
p (p− 1) T (1−ϑ)
]
.
(35)
4 Strong convergence of mollified solutions for SPDEs
In this section we establish in Proposition 4.3 below an elementary a priori bound on the differ-
ence between a certain stochastic process and a mollified version of this process. In the proof of
Proposition 4.3 we use Corollary 3.1 from Section 3 above. Results related to Proposition 4.3 can,
e.g., be found in Proposition 4.1 in Conus et al. [11] and in Lemma 2.8 in Andersson & Jentzen [1].
4.1 Setting
Assume the setting in Section 1.3, let p ∈ [2,∞), ϑ ∈ [0, 1), Π ∈ M(B([0, T ]),B([0, T ])),
(Cr)r∈[0,1] ⊆ [1,∞), F ∈ Lip0(H,H−ϑ), B ∈ Lip0(H,HS(U,H−ϑ/2)), L ∈ M
(B(∠),B(L(H−1)))
satisfy that for all t ∈ [0, T ] it holds that Π(t) ≤ t and that for all (s, t) ∈ (∠ ∩ (0, T ]2), ρ ∈ [0, 1)
it holds that L0,t(H) ⊆ H , Ls,t(H−ρ) ⊆ H , ‖etA‖L(H) ≤ C0, ‖etA − IdH‖L(Hρ,H) ≤ Cρ tρ, and
‖Ls,t‖L(H−ρ,H) ≤ Cρ (t − s)−ρ, and let Y κ : [0, T ] × Ω → H , κ ∈ [0, T ], be (Ft)t∈[0,T ]-predictable
stochastic processes which satisfy that for all κ ∈ [0, T ] it holds that supt∈[0,T ] ‖Y κΠ(t)‖Lp(P;H) < ∞
and which satisfy that for all κ ∈ [0, T ], t ∈ (0, T ] it holds P-a.s. that Y κ0 = Y 00 and
Y κt = L0,t Y
κ
0 +
∫ t
0
Ls,t e
κAF (Y κΠ(s)) ds+
∫ t
0
Ls,t e
κAB(Y κΠ(s)) dWs. (36)
4.2 A priori bounds for the non-mollified process
In this subsection we establish two elementary and essentially well-known a priori bounds for the
processes Y κ, κ ∈ [0, T ], from Subsection 4.1. The first a priori bound is presented in Lemma 4.1
and the second a priori bound is given in Proposition 4.2 below.
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Lemma 4.1. Assume the setting in Section 4.1 and let κ ∈ [0, T ]. Then supt∈[0,T ] ‖Y κt ‖Lp(P;H)
<∞.
Proof. We observe that the Burkholder-Davis-Gundy type inequality in Lemma 7.7 in Da Prato
& Zabczyk [13] ensures that for all t ∈ [0, T ] it holds that
‖Y κt ‖Lp(P;H) ≤ ‖L0,t Y κ0 ‖Lp(P;H) +
∫ t
0
‖Ls,t eκAF (Y κΠ(s))‖Lp(P;H) ds
+
[
p (p−1)
2
∫ t
0
‖Ls,t eκAB(Y κΠ(s))‖2Lp(P;HS(U,H)) ds
]1/2
≤ C0 ‖Y κ0 ‖Lp(P;H) +
∫ t
0
C0 Cϑ ‖F (Y κΠ(s))‖Lp(P;H−ϑ)
(t−s)ϑ ds
+
[
p (p−1)
2
∫ t
0
|C0|2 |Cϑ/2|2 ‖B(Y κΠ(s))‖2Lp(P;HS(U,H
−ϑ/2
))
(t−s)ϑ ds
]1/2
≤
[
C0 +
C0 Cϑ T
(1−ϑ) ‖F‖Lip0(H,H−ϑ)
(1−ϑ) +
C0 Cϑ/2
√
p (p−1)T (1−ϑ) ‖B‖Lip0(H,HS(U,H−ϑ/2))√
2−2ϑ
]
· sup
s∈[0,T ]
‖max{1, ‖Y κΠ(s)‖H}‖Lp(P;R).
(37)
This and the fact that supt∈[0,T ] ‖max{1, ‖Y κΠ(t)‖H}‖Lp(P;R) ≤ 1 + supt∈[0,T ] ‖Y κΠ(t)‖Lp(P;H) < ∞
complete the proof of Lemma 4.1.
In the next result, Proposition 4.2, an a priori bound for the process Y 0 is established. The
proof of Proposition 4.2 uses Corollary 3.1 and Lemma 4.1 above.
Proposition 4.2 (An a priori bound for the non-mollified process). Assume the setting in Sec-
tion 4.1. Then
sup
t∈[0,T ]
‖Y 0t ‖Lp(P;H) ≤
√
2
[
sup
t∈(0,T ]
max
{
1, ‖L0,t‖L(H)
} ‖Y 00 ‖Lp(P;H)
+
Cϑ T
(1−ϑ) ‖F (0)‖H−ϑ
(1−ϑ) +
Cϑ/2
√
p (p−1) T (1−ϑ) ‖B(0)‖HS(U,H−ϑ/2)√
2(1−ϑ)
]
· E(1−ϑ)
[√
2Cϑ T
(1−ϑ) |F |Lip0(H,H−ϑ)√
1−ϑ + Cϑ/2
√
p (p− 1) T (1−ϑ) |B|Lip0(H,HS(U,H−ϑ/2))
]
<∞.
(38)
Proof. Throughout this proof let L˜ : {(t1, t2) ∈ [0, T ]2 : t1 ≤ t2} → L(H−1) be the mapping with
the property that for all (t1, t2) ∈ ∠, v ∈ H−1 it holds that L˜t1,t2v = Lt1,t2v and with the property
that for all t ∈ [0, T ] it holds that L˜t,t = IdH−1 . Combining Corollary 3.1 and Lemma 4.1 shows3
that
sup
t∈[0,T ]
∥∥Y 0t ∥∥Lp(P;H) ≤ √2 sup
t∈[0,T ]
∥∥∥∥L˜0,t Y 00 +
∫ t
0
L˜s,t F (0) ds+
∫ t
0
L˜s,tB(0) dWs
∥∥∥∥
Lp(P;H)
· E(1−ϑ)
[√
2T (1−ϑ)√
1−ϑ Cϑ |F |Lip0(H,H−ϑ) +
√
p (p− 1) T (1−ϑ)Cϑ/2 |B|Lip0(H,HS(U,H−ϑ/2))
]
.
(39)
Combining (39) with the triangle inequality and the Burkholder-Davis-Gundy type inequality in
Lemma 7.7 in Da Prato & Zabczyk [13] completes the proof of Proposition 4.2.
3with X¯t = 0, Y¯
t
s = L˜s,tF (0), Z¯
t
s = L˜s,tB(0) for s ∈ (0, t), t ∈ (0, T ] in the notation of Corollary 3.1
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4.3 A strong convergence result
Proposition 4.3 (A bound on the difference between the mollified and the non-mollified pro-
cesses). Assume the setting in Section 4.1 and let κ ∈ [0, T ], ρ ∈ [0, 1−ϑ
2
). Then
sup
t∈[0,T ]
∥∥Y 0t − Y κt ∥∥Lp(P;H) ≤ 2κρT ρ
[
supt∈(0,T ]max
{
1, ‖L0,t‖L(H)
}
max{1, ‖Y 00 ‖Lp(P;H)}
+
Cρ Cϑ Cρ+ϑ T
(1−ϑ) ‖F‖Lip0(H,H−ϑ)
(1−ϑ−ρ) +
Cρ Cϑ/2 Cρ+ϑ/2
√
p (p−1)T (1−ϑ) ‖B‖Lip0(H,HS(U,H−ϑ/2))√
2 (1−ϑ−2ρ)
]2
(40)
·
∣∣∣E(1−ϑ)[√2T (1−ϑ) C0 Cϑ√1−ϑ |F |Lip0(H,H−ϑ) +
√
p (p− 1) T (1−ϑ)C0Cϑ/2 |B|Lip0(H,HS(U,H−ϑ/2))
]∣∣∣2.
Proof. First of all, we observe that Lemma 4.1 allows us to apply Corollary 3.1 to obtain4 that
sup
t∈[0,T ]
∥∥Y 0t − Y κt ∥∥Lp(P;H)
≤ E(1−ϑ)
[
Cϑ |eκAF |Lip0(H,H−ϑ)
√
2T (1−ϑ)√
1−ϑ + Cϑ/2 |eκAB|Lip0(H,HS(U,H−ϑ/2))
√
p (p− 1) T (1−ϑ)
]
·
√
2 sup
t∈[0,T ]
∥∥∥∥
∫ t
0
Ls,t
(
IdH −eκA
)
F (Y 0Π(s)) ds+
∫ t
0
Ls,t
(
IdH −eκA
)
B(Y 0Π(s)) dWs
∥∥∥∥
Lp(P;H)
.
(41)
Moreover, we observe that for all t ∈ (0, T ] it holds that∥∥∥∥
∫ t
0
Ls,t
(
IdH −eκA
)
F (Y 0Π(s)) ds
∥∥∥∥
Lp(P;H)
≤
∫ t
0
CρCρ+ϑ κ
ρ
(t− s)(ρ+ϑ) ‖F (Y
0
Π(s))‖Lp(P;H−ϑ) ds
≤ Cρ Cρ+ϑ t(1−ϑ−ρ)
(1−ϑ−ρ) ‖F‖Lip0(H,H−ϑ) sup
s∈[0,T ]
max
{
1, ‖Y 0s ‖Lp(P;H)
}
κρ.
(42)
In addition, the Burkholder-Davis-Gundy type inequality in Lemma 7.7 in Da Prato & Zabczyk [13]
implies that for all t ∈ (0, T ] it holds that∥∥∥∥∥
∫ t
0
Ls,t
(
IdH −eκA
)
B(Y 0Π(s)) dWs
∥∥∥∥∥
Lp(P;H)
≤
[
p (p−1)
2
∫ t
0
|CρCρ+ϑ/2 κρ|2
(t− s)(2ρ+ϑ) ‖B(Y
0
Π(s))‖2Lp(P;HS(U,H−ϑ/2)) ds
]1/2
≤ Cρ Cρ+ϑ/2
√
p (p−1) t(1−ϑ−2ρ)√
2−2ϑ−4ρ ‖B‖Lip0(H,HS(U,H−ϑ/2)) sup
s∈[0,T ]
max
{
1, ‖Y 0s ‖Lp(P;H)
}
κρ.
(43)
Putting (42) and (43) into (41) yields that
sup
t∈[0,T ]
∥∥Y 0t − Y κt ∥∥Lp(P;H) ≤ √2κρ sup
t∈[0,T ]
max
{
1, ‖Y 0t ‖Lp(P;H)
}
· E(1−ϑ)
[√
2T (1−ϑ) C0 Cϑ√
1−ϑ |F |Lip0(H,H−ϑ) +
√
p (p− 1) T (1−ϑ)C0Cϑ/2 |B|Lip0(H,HS(U,H−ϑ/2))
]
·
[
Cρ Cρ+ϑ T
(1−ϑ−ρ)
(1−ϑ−ρ) ‖F‖Lip0(H,H−ϑ) +
Cρ Cρ+ϑ/2
√
p (p−1) T (1−ϑ−2ρ)√
2−2ϑ−4ρ ‖B‖Lip0(H,HS(U,H−ϑ/2))
]
.
(44)
4with X¯t = Y
κ
t , Y¯
t
s = Ls,t e
κAF (Y κ
Π(s)), Z¯
t
s = Ls,t e
κAB(Y κ
Π(s)) for s ∈ (0, t), t ∈ (0, T ] in the notation of
Corollary 3.1
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Combining Proposition 4.2 and (44) proves that
∥∥Y 0T − Y κT ∥∥Lp(P;H) ≤ 2 κρ
[
sup
t∈(0,T ]
max
{
1, ‖L0,t‖L(H)
}
max{1, ‖Y 00 ‖Lp(P;H)}
+
Cϑ T
(1−ϑ) ‖F (0)‖H−ϑ
(1−ϑ) +
Cϑ/2
√
p (p−1) T (1−ϑ) ‖B(0)‖HS(U,H−ϑ/2)√
2−2ϑ
]
·
[
Cρ Cρ+ϑ T
(1−ϑ−ρ) ‖F‖Lip0(H,H−ϑ)
(1−ϑ−ρ) +
Cρ Cρ+ϑ/2
√
p (p−1)T (1−ϑ−2ρ) ‖B‖Lip0(H,HS(U,H−ϑ/2))√
2−2ϑ−4ρ
]
·
∣∣∣∣E(1−ϑ)
[√
2T (1−ϑ) C0 Cϑ |F |Lip0(H,H−ϑ)√
1−ϑ +
√
p (p− 1) T (1−ϑ)C0Cϑ/2 |B|Lip0(H,HS(U,H−ϑ/2))
]∣∣∣∣
2
.
(45)
Hence, we obtain that
∥∥Y 0T − Y κT ∥∥Lp(P;H) ≤ 2κρT ρ
[
sup
t∈(0,T ]
max
{
1, ‖L0,t‖L(H)
}
max{1, ‖Y 00 ‖Lp(P;H)}
+
Cϑ T
(1−ϑ) ‖F (0)‖H−ϑ
(1−ϑ) +
Cϑ/2
√
p (p−1) T (1−ϑ) ‖B(0)‖HS(U,H−ϑ/2)√
2−2ϑ
]
·
[
Cρ Cρ+ϑ T
(1−ϑ) ‖F‖Lip0(H,H−ϑ)
(1−ϑ−ρ) +
Cρ Cρ+ϑ/2
√
p (p−1)T (1−ϑ) ‖B‖Lip0(H,HS(U,H−ϑ/2))√
2−2ϑ−4ρ
]
·
∣∣∣∣E(1−ϑ)
[√
2T (1−ϑ) C0 Cϑ |F |Lip0(H,H−ϑ)√
1−ϑ +
√
p (p− 1) T (1−ϑ)C0Cϑ/2 |B|Lip0(H,HS(U,H−ϑ/2))
]∣∣∣∣
2
.
(46)
This implies (40). The proof of Proposition 4.3 is thus completed.
5 Mild stochastic calculus
In Theorem 1 in Da Prato et al. [12] a new – somehow mild – Itoˆ type formula has been proposed
and this formula has been called mild Itoˆ formula. The mild Itoˆ formula suggested in Theorem 1 in
Da Prato et al. [12] has been proved from the deterministic starting time point t0 ∈ [0,∞) to the
deterministic end time point t ∈ [t0,∞). In Theorem 5.3 in this section we generalize this mild Itoˆ
formula by allowing the end time point t ∈ [t0,∞) to be a stopping time. We then use Theorem 5.3
to derive a mild Dynkin-type formula in Corollary 5.6. This mild Dynkin-type formula, in turn,
is used in Proposition 5.8 below to derive suitable estimates for expectations of compositions of
smooth functions and mild Itoˆ processes. Proposition 5.8 is used intensively in the proof of the
weak convergence result in Theorem 1.1 (see Section 6 for details).
5.1 Setting
Throughout this section we assume the following setting. Let t0 ∈ [0,∞), T ∈ (t0,∞), ∠ =
{(t1, t2) ∈ [t0, T ]2 : t1 < t2}, let (Ω,F ,P, (Ft)t∈[t0,T ]) be a stochastic basis, let (Wt)t∈[t0,T ] be a cylin-
drical IdU -Wiener process w.r.t. (Ft)t∈[t0,T ], let (Hˇ, 〈·, ·〉Hˇ , ‖·‖Hˇ), (H˜, 〈·, ·〉H˜ , ‖·‖H˜), (Hˆ, 〈·, ·〉Hˆ , ‖·‖Hˆ),
(U, 〈·, ·〉U , ‖·‖U), and (V, 〈·, ·〉V , ‖·‖V ) be separable R-Hilbert spaces with Hˇ ⊆ H˜ ⊆ Hˆ continuously
and densely, and let U ⊆ U be an orthonormal basis of U .
5.2 Mild Itoˆ processes
For the convenience of the reader we recall the notion of a mild Itoˆ process; see Definition 1 in Da
Prato et al. [12].
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Definition 5.1 (Mild Itoˆ process). Assume the setting in Section 5.1, let S : ∠ → L(Hˆ, Hˇ) be
a B(∠)/S(Hˆ, Hˇ)-measurable mapping such that for all t1, t2, t3 ∈ [t0, T ] with t1 < t2 < t3 it
holds that St2,t3St1,t2 = St1,t3 , and let Y : [t0, T ] × Ω → Hˆ , Z : [t0, T ] × Ω → HS(U, Hˆ), and
X : [t0, T ] × Ω → H˜ be (Ft)t∈[t0,T ]-predictable stochastic processes such that for all t ∈ (t0, T ] it
holds P-a.s. that
∫ t
t0
‖Ss,tYs‖Hˇ + ‖Ss,tZs‖2HS(U,Hˇ) ds <∞ and
Xt = St0,tXt0 +
∫ t
t0
Ss,t Ys ds+
∫ t
t0
Ss,tZs dWs. (47)
Then we call X a mild Itoˆ process (with evolution family S, mild drift Y , and mild diffusion Z).
Lemma 5.2 (Regularization of mild Itoˆ processes). Assume the setting in Section 5.1 and let
X : [t0, T ] × Ω → H˜ be a mild Itoˆ process with evolution family S : ∠ → L(Hˆ, Hˇ), mild drift
Y : [t0, T ]× Ω→ Hˆ, and mild diffusion Z : [t0, T ]× Ω→ HS(U, Hˆ). Then
(i) there exists an up to indistinguishability unique continuous stochastic process X¯ : [t0, T ]×Ω→
Hˇ with ∀ t ∈ [t0, T ) : P
(
X¯t = St,TXt
)
= 1
(ii) and for all continuous stochastic process X¯ : [t0, T ] × Ω → Hˇ with ∀ t ∈ [t0, T ) : P
(
X¯t =
St,TXt
)
= 1 and all t ∈ [t0, T ] it holds that X¯ is (Fs)s∈[t0,T ]-predictable, it holds P-a.s. that
X¯T = XT and it holds P-a.s. that
X¯t = St0,T Xt0 +
∫ t
t0
Ss,T Ys ds+
∫ t
t0
Ss,T Zs dWs. (48)
Proof. The assumption that X is a mild Itoˆ process, in particular, ensures that it holds P-a.s. that∫ T
t0
‖Ss,TYs‖Hˇ + ‖Ss,TZs‖2HS(U,Hˇ) ds < ∞. This implies that there exists a continuous stochastic
process X¯ : [t0, T ]× Ω→ Hˇ such that for all t ∈ [t0, T ] it holds P-a.s. that
X¯t = St0,T Xt0 +
∫ t
t0
Ss,T Ys ds+
∫ t
t0
Ss,T Zs dWs. (49)
Next observe that Definition 5.1 ensures that for all t ∈ (t0, T ) it holds P-a.s. that
St0,T Xt0 +
∫ t
t0
Ss,T Ys ds+
∫ t
t0
Ss,T Zs dWs
= St,T
(
St0,tXt0 +
∫ t
t0
Ss,t Ys ds+
∫ t
t0
Ss,t Zs dWs
)
= St,T Xt.
(50)
This establishes that for all t ∈ [t0, T ) it holds P-a.s. that
St0,T Xt0 +
∫ t
t0
Ss,T Ys ds+
∫ t
t0
Ss,T Zs dWs = St,T Xt. (51)
Combining (51) with (49) shows that there exists a continuous stochastic process X¯ : [t0, T ]×Ω→
Hˇ such that for all t ∈ [t0, T ) it holds P-a.s. that
X¯t = St0,T Xt0 +
∫ t
t0
Ss,T Ys ds+
∫ t
t0
Ss,T Zs dWs = St,TXt. (52)
Moreover, observe that for all continuous stochastic processes X¯, Y¯ : [0, T ] × Ω → Hˇ with ∀ t ∈
[t0, T ) : P
(
X¯t = Y¯t
)
= 1 it holds that P
(∀ t ∈ [t0, T ] : X¯t = Y¯t) = 1. Combining this with (52)
proves Item (i). Item (ii) is an immediate consequence from (52) and Item (i). The proof of
Lemma 5.2 is thus completed.
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5.3 Mild Itoˆ formula for stopping times
Theorem 5.3 (Mild Itoˆ formula). Assume the setting in Section 5.1, let X : [t0, T ]×Ω→ H˜ be a
mild Itoˆ process with evolution family S : ∠ → L(Hˆ, Hˇ), mild drift Y : [t0, T ]× Ω → Hˆ, and mild
diffusion Z : [t0, T ] × Ω → HS(U, Hˆ), let X¯ : [t0, T ] × Ω → Hˇ be a continuous stochastic process
with ∀ t ∈ [t0, T ) : P
(
X¯t = St,TXt
)
= 1 (see Lemma 5.2), let r ∈ [t0, T ), ϕ = (ϕ(t, x))t∈[r,T ], x∈Hˇ ∈
C1,2([r, T ]× Hˇ, V ) and let τ : Ω→ [r, T ] be an (Ft)t∈[r,T ]-stopping time. Then it holds P-a.s. that∫ T
r
∥∥( ∂
∂x
ϕ)(s, Ss,TXs)Ss,TYs
∥∥
V
+
∥∥( ∂
∂x
ϕ)(s, Ss,TXs)Ss,TZs
∥∥2
HS(U,V )
ds <∞, (53)
∫ T
r
∥∥( ∂
∂t
ϕ)(s, Ss,TXs)
∥∥
V
+ ‖( ∂2
∂x2
ϕ)(s, Ss,TXs)‖L(2)(Hˇ,V ) ‖Ss,TZs‖2HS(U,Hˇ) ds <∞, (54)
ϕ(τ, X¯τ ) = ϕ(r, Sr,TXr) +
∫ τ
r
( ∂
∂t
ϕ)(s, Ss,TXs) ds+
∫ τ
r
( ∂
∂x
ϕ)(s, Ss,TXs)Ss,T Ys ds
+
∫ τ
r
( ∂
∂x
ϕ)(s, Ss,TXs)Ss,T Zs dWs +
1
2
∑
u∈U
∫ τ
r
( ∂
2
∂x2
ϕ)(s, Ss,TXs) (Ss,TZsu, Ss,TZsu) ds.
(55)
Proof of Theorem 5.3. First of all, we note that Theorem 1 in Da Prato et al. [12] establishes
(53) and (54). It thus remains to prove (55). For this let ϕ1,0 : [r, T ] × Hˇ → V , ϕ0,1 : [r, T ] ×
Hˇ → L(Hˇ, V ), ϕ0,2 : [r, T ] × Hˇ → L(2)(Hˇ, V ) be the functions with the property that for all
t ∈ [r, T ], x, v1, v2 ∈ Hˇ it holds that ϕ1,0(t, x) =
(
∂
∂t
ϕ
)
(t, x), ϕ0,1(t, x) v1 =
(
∂
∂x
ϕ
)
(t, x) v1, and
ϕ0,2(t, x)(v1, v2) =
(
∂2
∂x2
ϕ
)
(t, x)(v1, v2). Then note that Item (ii) of Lemma 5.2 and the standard
Itoˆ formula in Theorem 2.4 in Brzez´niak, Van Neerven, Veraar & Weis [9] show that it holds P-a.s.
that
ϕ(τ, X¯τ ) = ϕ(r, X¯r) +
∫ τ
r
ϕ1,0(s, X¯s) ds+
∫ τ
r
ϕ0,1(s, X¯s)Ss,T Ys ds
+
∫ τ
r
ϕ0,1(s, X¯s)Ss,T Zs dWs +
1
2
∑
u∈U
∫ τ
r
ϕ0,2(s, X¯s) (Ss,T Zs u, Ss,T Zs u) ds.
(56)
Combining this with Lemma 1 in Da Prato et al. [12] and with the fact that ∀ t ∈ [t0, T ) : P
(
X¯t =
St,T Xt
)
= 1 shows that it holds P-a.s. that
ϕ(τ, X¯τ ) = ϕ(r, Sr,TXr) +
∫ τ
r
ϕ1,0(s, Ss,TXs) ds+
∫ τ
r
ϕ0,1(s, Ss,TXs)Ss,T Ys ds
+
∫ τ
r
ϕ0,1(s, Ss,TXs)Ss,T Zs dWs +
1
2
∑
u∈U
∫ τ
r
ϕ0,2(s, Ss,TXs) (Ss,TZsu, Ss,TZsu) ds.
(57)
The proof of Theorem 5.3 is thus completed.
Definition 5.4 (Extended mild Kolmogorov operators). Assume the setting in Section 5.1, let
S : ∠ → L(Hˆ, Hˇ) be a B(∠)/S(Hˆ, Hˇ)-measurable mapping such that for all t1, t2, t3 ∈ [t0, T ]
with t1 < t2 < t3 it holds that St2,t3St1,t2 = St1,t3 , and let (t1, t2) ∈ ∠. Then we denote by
LSt1,t2 : C2(Hˇ, V ) → C(H˜ × Hˆ × HS(U, Hˆ), V ) the function with the property that for all ϕ ∈
C2(Hˇ, V ), x ∈ H˜ , y ∈ Hˆ , z ∈ HS(U, Hˆ) it holds that
(LSt1,t2ϕ)(x, y, z) = ϕ′(St1,t2 x)St1,t2 y + 12 ∑
u∈U
ϕ′′(St1,t2 x)(St1,t2 z u, St1,t2 z u). (58)
The next corollary of Theorem 5.3 specialises Theorem 5.3 to the case where r = t0 and where
the test function (ϕ(t, x))t∈[t0,T ], x∈Hˇ ∈ C1,2([t0, T ]× Hˇ, V ) depends on x ∈ Hˇ only.
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Corollary 5.5. Assume the setting in Section 5.1, let X : [t0, T ] × Ω → H˜ be a mild Itoˆ pro-
cess with evolution family S : ∠ → L(Hˆ, Hˇ), mild drift Y : [t0, T ] × Ω → Hˆ, and mild dif-
fusion Z : [t0, T ] × Ω → HS(U, Hˆ), let X¯ : [t0, T ] × Ω → Hˇ be a continuous stochastic pro-
cess with ∀ t ∈ [t0, T ) : P
(
X¯t = St,TXt
)
= 1 (see Lemma 5.2), let ϕ ∈ C2(Hˇ, V ), and let
τ : Ω→ [t0, T ] be an (Ft)t∈[t0,T ]-stopping time. Then it holds P-a.s. that
∫ T
t0
‖ϕ′(Ss,TXs)Ss,TYs‖V +
‖ϕ′(Ss,TXs)Ss,TZs‖2HS(U,V ) +‖ϕ′′(Ss,TXs)‖L(2)(Hˇ,V ) ‖Ss,TZs‖2HS(U,Hˇ) ds <∞ and it holds P-a.s. that
ϕ(X¯τ) = ϕ(St0,TXt0) +
∫ τ
t0
(LSs,Tϕ)(Xs, Ys, Zs) ds+
∫ τ
t0
ϕ′(Ss,TXs)Ss,T Zs dWs. (59)
5.4 Mild Dynkin-type formula
Under suitable additional assumptions (see Corollary 5.6 below), the stochastic integral in (59) is
integrable and centered. This is the subject of the following result.
Corollary 5.6 (Mild Dynkin-type formula). Assume the setting in Section 5.1, let X : [t0, T ]×Ω→
H˜ be a mild Itoˆ process with evolution family S : ∠→ L(Hˆ, Hˇ), mild drift Y : [t0, T ]×Ω→ Hˆ, and
mild diffusion Z : [t0, T ]×Ω→ HS(U, Hˆ), let X¯ : [t0, T ]×Ω→ Hˇ be a continuous stochastic process
with ∀ t ∈ [t0, T ) : P
(
X¯t = St,TXt
)
= 1 (see Lemma 5.2), let ϕ ∈ C2(Hˇ, V ), and let τ : Ω → [t0, T ]
be an (Ft)t∈[t0,T ]-stopping time with the property that E
[| ∫ τ
t0
‖ϕ′(Ss,TXs)Ss,T Zs‖2HS(U,V ) ds|1/2
]
+
min
{
E
[‖ϕ(St0,TXt0) + ∫ τt0(LSs,Tϕ)(Xs, Ys, Zs) ds‖V ], E[‖ϕ(X¯τ)‖V ]} < ∞. Then E[‖ϕ(X¯τ )‖V +
‖ϕ(St0,TXt0) +
∫ τ
t0
(LSs,Tϕ)(Xs, Ys, Zs) ds‖V
]
<∞ and
E
[
ϕ(X¯τ )
]
= E
[
ϕ(St0,TXt0) + ∫ τt0(LSs,Tϕ)(Xs, Ys, Zs) ds
]
. (60)
Corollary 5.6 is an immediate consequence of Corollary 5.5 and, e.g., of the Burkholder-Davis-
Gundy inequality in Problem 3.29 in Karatzas & Shreve [26].
5.5 Weak estimates for terminal values of mild Itoˆ processes
Proposition 5.7. Assume the setting in Section 5.1, let X : [t0, T ] × Ω → H˜ be a mild Itoˆ pro-
cess with evolution family S : ∠ → L(Hˆ, Hˇ), mild drift Y : [t0, T ] × Ω → Hˆ, and mild diffusion
Z : [t0, T ] × Ω → HS(U, Hˆ), let ϕ ∈ C2(Hˇ, V ), and assume that
{‖ϕ(St0,T Xt0 + ∫ τt0 Ss,T Ys ds +∫ τ
t0
Ss,T Zs dWs)‖V : (Ft)t∈[t0,T ]-stopping time τ : Ω → [t0, T ]
}
is uniformly P-integrable. Then it
holds that E
[‖ϕ(XT )‖V + ‖ϕ(St0,TXt0)‖V ] <∞ and
∥∥E[ϕ(XT )]∥∥V ≤ ∥∥E[ϕ(St0,TXt0)]∥∥V + T∫
t0
E
[∥∥(LSs,Tϕ)(Xs, Ys, Zs)∥∥V
]
ds. (61)
Proof. First of all, we observe that the assumption that the set
{‖ϕ(St0,T Xt0 + ∫ τt0 Ss,T Ys ds +∫ τ
t0
Ss,T Zs dWs)‖V : (Ft)t∈[t0,T ]-stopping time τ : Ω→ [t0, T ]
}
is uniformly P-integrable ensures that
E
[‖ϕ(XT )‖V + ‖ϕ(St0,TXt0)‖V ] < ∞. It thus remains to prove (61). For this let τn : Ω → [t0, T ],
n ∈ N, be the functions with the property that for all n ∈ N it holds that
τn = inf
(
{T} ∪
{
t ∈ [t0, T ] :
t
∫
t0
‖ϕ′(Ss,TXs)Ss,T Zs‖2HS(U,V ) ds ≥ n
})
(62)
and let X¯ : [t0, T ] × Ω → Hˇ be a continuous stochastic process with the property that ∀ t ∈
[t0, T ) : P
(
X¯t = St,TXt
)
= 1. Note that Item (i) of Lemma 5.2 ensures that X¯ does indeed
exist. Moreover, observe that for all n ∈ N it holds that τn is an (Ft)t∈[t0,T ]-stopping time.
Next note that Corollary 5.5 shows that it holds P-a.s. that ∫Tt0 ‖ϕ′(Ss,TXs)Ss,T Zs‖2HS(U,V ) ds <
∞. This, in turn, establishes that it holds P-a.s. that limn→∞ τn = T . In addition, note that
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Item (ii) of Lemma 5.2 together with the assumption that the set
{‖ϕ(St0,T Xt0 + ∫ τt0 Ss,T Ys ds +∫ τ
t0
Ss,T Zs dWs)‖V : (Ft)t∈[t0,T ]-stopping time τ : Ω→ [t0, T ]
}
is uniformly P-integrable ensures that
the set {‖ϕ(X¯τn)‖V : n ∈ N} is uniformly P-integrable. This and (62) establish that for all n ∈
N it holds that E
[‖ϕ(X¯τn)‖V ] + E[ ∫ τn0 ‖ϕ′(Ss,TSs,TZs)‖2HS(U,V ) ds] < ∞. We can thus apply
Corollary 5.6 to obtain that for all n ∈ N it holds that
E
[
ϕ(X¯τn)
]
= E
[
ϕ(St0,TXt0) + ∫ τnt0 (LSs,Tϕ)(Xs, Ys, Zs) ds
]
. (63)
The triangle inequality hence proves that
lim sup
n→∞
∥∥E[ϕ(X¯τn)]∥∥V ≤ ∥∥E[ϕ(St0,TXt0)]‖V + ∫Tt0 E[‖(LSs,Tϕ)(Xs, Ys, Zs)‖V ] ds. (64)
This together with the uniform P-integrability of {‖ϕ(X¯τn)‖V : n ∈ N} proves (61). The proof of
Proposition 5.7 is thus completed.
Proposition 5.8 (Test functions with at most polynomial growth). Assume the setting in Sec-
tion 5.1, let X : [t0, T ] × Ω → H˜ be a mild Itoˆ process with evolution family S : ∠ → L(Hˆ, Hˇ),
mild drift Y : [t0, T ]× Ω→ Hˆ, and mild diffusion Z : [t0, T ]× Ω→ HS(U, Hˆ), and let p ∈ [0,∞),
ϕ ∈ C2(Hˇ, V ) satisfy supx∈Hˇ
[‖ϕ(x)‖V (1 + ‖x‖pHˇ)−1] < ∞ and ‖St0,TXt0‖Hˇ + ∫ Tt0 ‖Ss,TYs‖Hˇ ds +[ ∫ T
t0
‖Ss,TZs‖2HS(U,Hˇ) ds
]1/2 ∈ Lp(P;R). Then it holds that E[‖ϕ(XT )‖V + ‖ϕ(St0,TXt0)‖V ] < ∞
and ∥∥E[ϕ(XT )]∥∥V ≤ ∥∥E[ϕ(St0,TXt0)]∥∥V + T∫
t0
E
[∥∥(LSs,Tϕ)(Xs, Ys, Zs)∥∥V
]
ds. (65)
Proof. Throughout this proof let X¯ : [t0, T ] × Ω → Hˇ be a continuous stochastic process with
∀ t ∈ [t0, T ) : P
(
X¯t = St,TXt
)
= 1. Item (i) of Lemma 5.2 ensures that X¯ does indeed exist. In
addition, we observe that Item (ii) of Lemma 5.2 also implies that for all t ∈ [t0, T ] it holds P-a.s.
that
‖ϕ(X¯t)‖V ≤
[
sup
x∈Hˇ
‖ϕ(x)‖V
(1 + ‖x‖p
Hˇ
)
] (
1 + ‖X¯t‖pHˇ
)
≤ 3p
[
sup
x∈Hˇ
‖ϕ(x)‖V
(1 + ‖x‖p
Hˇ
)
](
1 + ‖St0,TXt0‖pHˇ +
∣∣∣∣
∫ T
t0
‖Ss,TYs‖Hˇ ds
∣∣∣∣
p
+
∥∥∥∥
∫ t
t0
Ss,T Zs dWs
∥∥∥∥
p
Hˇ
)
.
(66)
Moreover, e.g., the Burkholder-Davis-Gundy inequality in Problem 3.29 in Karatzas & Shreve [26]
shows that there exists a real number C ∈ [0,∞) such that
E
[
sup
t∈[t0,T ]
∥∥∥∥
∫ t
t0
Ss,T Zs dWs
∥∥∥∥
p
Hˇ
]
≤ C E
[∣∣∣∣
∫ T
t0
‖Ss,T Zs‖2HS(U,Hˇ) ds
∣∣∣∣
p/2
]
. (67)
Combining (66) and (67) yields that there exists a real number C ∈ [0,∞) such that
E
[
sup
t∈[t0,T ]
∥∥ϕ(X¯t)∥∥V
]
≤ C
(
1 + E
[‖St0,T Xt0‖pHˇ]+ E
[∣∣∣∣
∫ T
t0
‖Ss,T Ys‖Hˇ ds
∣∣∣∣
p]
+ E
[∣∣∣∣
∫ T
t0
‖Ss,T Zs‖2HS(U,Hˇ) ds
∣∣∣∣
p/2
])
.
(68)
In the next step we combine (68) with the assumption that ‖St0,TXt0‖Hˇ +
∫ T
t0
‖Ss,TYs‖Hˇ ds +[ ∫ T
t0
‖Ss,TZs‖2HS(U,Hˇ) ds
]1/2 ∈ Lp(P;R) to obtain that E[supt∈[t0,T ] ‖ϕ(X¯t)‖V ] < ∞. Item (ii) of
Lemma 5.2 hence proves that E
[
supt∈[t0,T ] ‖ϕ(St0,TXt0 +
∫ t
t0
Ss,tYs ds +
∫ t
t0
Ss,tZs dWs)‖V
]
< ∞.
Combining this with Proposition 5.7 completes the proof of Proposition 5.8.
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6 Weak temporal regularity and analysis of the weak dis-
tance between Euler-type approximations of SPDEs and
their semilinear integrated counterparts
In this section we establish a weak temporal regularity result in Proposition 6.2 below. In addition,
we prove a weak approximation result in Proposition 6.4 below. The proofs of Proposition 6.2 and
Proposition 6.4 use Proposition 5.8 which, in turn, is established by an application of the mild Itoˆ
formula.
6.1 Setting
Assume the setting in Section 1.4, let ϑ ∈ [0, 1), F ∈ Lip0(H,H−ϑ), B ∈ Lip0(H,HS(U,H−ϑ/2)),
p ∈ [2,∞), let (Bb)b∈U ⊆ C(H,H−ϑ/2) be the functions with the property that for all v ∈
H , b ∈ U it holds that Bb(v) = B(v) b, let ςF,B ∈ R be a real number given by ςF,B =
max{1, ‖F‖Lip0(H,H−ϑ), ‖B‖2Lip0(H,HS(U,H−ϑ/2))}, let Y, Y¯ : [0, T ] × Ω → H be (Ft)t∈[0,T ]-predictable
stochastic processes such that ‖Y0‖Lp(P;H) <∞, such that Y¯0 = Y0, and such that for all t ∈ (0, T ]
it holds P-a.s. that
Yt = S0,t Y0 +
∫ t
0
Ss,tRs F (Y⌊s⌋h) ds+
∫ t
0
Ss,tRsB(Y⌊s⌋h) dWs, (69)
Y¯t = e
tA Y¯0 +
∫ t
0
e(t−s)A F (Y⌊s⌋h) ds+
∫ t
0
e(t−s)AB(Y⌊s⌋h) dWs, (70)
and let (Kr)r∈[0,∞) ⊆ [0,∞] be extended real numbers which satisfy that for all r ∈ [0,∞) it holds
that Kr = sups,t∈[0,T ]E
[
max{1, ‖Y¯s‖rH , ‖Yt‖rH}
]
.
6.2 Weak temporal regularity of semilinear integrated Euler-type ap-
proximations
In Proposition 6.2 below we establish a weak temporal regularity result for the process Y¯ in
Subsection 6.1. The proof of Proposition 6.2 uses the following elementary result.
Lemma 6.1. Assume the setting in Section 6.1. Then
sup
r∈[0,p]
Kr = Kp (71)
≤
[
C0 max{1, ‖Y0‖Lp(P;H)}+
Cϑ ‖F‖Lip0(H,H−ϑ) T
(1−ϑ)
(1−ϑ) +
Cϑ/2
√
p (p−1) T (1−ϑ) ‖B‖Lip0(H,HS(U,H
−ϑ/2
))
√
2−2ϑ
]2p
· 2(p2+1)
∣∣∣∣E(1−ϑ)
[√
2Cϑ T
(1−ϑ) |F |Lip0(H,H−ϑ)√
1−ϑ + Cϑ/2
√
p (p− 1) T (1−ϑ) |B|Lip0(H,HS(U,H−ϑ/2))
]∣∣∣∣
p
<∞.
Proof. First of all, we observe that the equality in (71) follows from the fact that for all x ∈ H ,
r, s ∈ [0,∞) with r ≤ s it holds that max{1, ‖x‖rH} ≤ max{1, ‖x‖sH}. Moreover, we note that the
second inequality in (71) is an immediate consequence from the assumption that ‖Y0‖Lp(P;H) <∞.
It thus remains to prove the first inequality in (71). For this, we observe that the Burkholder-
Davis-Gundy type inequality in Lemma 7.7 in Da Prato & Zabczyk [13] ensures that for all k ∈
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{1, 2, . . . , ⌊T ⌋h/h} it holds that
‖Ykh‖Lp(P;H)
≤ ‖S0,kh Y0‖Lp(P;H) +
∥∥∥∥
∫ kh
0
Ss,khRs F (Y⌊s⌋h) ds
∥∥∥∥
Lp(P;H)
+
∥∥∥∥
∫ kh
0
Ss,khRsB(Y⌊s⌋h) dWs
∥∥∥∥
Lp(P;H)
≤ C0 ‖Y0‖Lp(P;H) +
∫ kh
0
‖Ss,khRs F (Y⌊s⌋h)‖Lp(P;H) ds
+
[
p (p−1)
2
∫ kh
0
‖Ss,khRsB(Y⌊s⌋h)‖2Lp(P;HS(U,H)) ds
]1/2
≤ C0 ‖Y0‖Lp(P;H) + Cϑ ‖F‖Lip0(H,H−ϑ)
[
max
j∈{0,1,...,k−1}
∥∥max{1, ‖Yjh‖H}∥∥Lp(P;R)
] ∫ kh
0
1
(kh−s)ϑ ds
+ Cϑ/2 ‖B‖Lip0(H,HS(U,H−ϑ/2))
[
max
j∈{0,1,...,k−1}
∥∥max{1, ‖Yjh‖H}∥∥Lp(P;R)
] [
p (p−1)
2
∫ kh
0
1
(kh−s)ϑ ds
]1/2
≤
[
C0 +
Cϑ ‖F‖Lip0(H,H−ϑ) |kh|
(1−ϑ)
(1−ϑ) +
Cϑ/2
√
p (p−1) |kh|(1−ϑ) ‖B‖Lip0(H,HS(U,H
−ϑ/2
))
√
2−2ϑ
]
· max
j∈{0,1,...,k−1}
∥∥max{1, ‖Yjh‖H}∥∥Lp(P;R)
(72)
This and the assumption that ‖Y0‖Lp(P;H) <∞ allow us to conclude inductively that
sup
t∈[0,T ]
‖Y⌊t⌋h‖Lp(P;H) = max
k∈{0,1,...,⌊T⌋h/h}
‖Ykh‖Lp(P;H) <∞.
We can hence apply Proposition 4.2 to obtain5 that
sup
t∈[0,T ]
‖Yt‖Lp(P;H) ≤
√
2
·
[
C0 ‖Y0‖Lp(P;H) + Cϑ T
(1−ϑ)‖F (0)‖H−ϑ
(1−ϑ) + Cϑ/2
√
p (p−1)T (1−ϑ)
(2−2ϑ) ‖B(0)‖HS(U,H−ϑ/2)
]
· E(1−ϑ)
[√
2Cϑ T
(1−ϑ) |F |Lip0(H,H−ϑ)√
1−ϑ + Cϑ/2
√
p (p− 1) T (1−ϑ) |B|Lip0(H,HS(U,H−ϑ/2))
]
.
(73)
Next we note that the Burkholder-Davis-Gundy type inequality in Lemma 7.7 in Da Prato &
Zabczyk [13] shows that
sup
t∈[0,T ]
‖Y¯t‖Lp(P;H) ≤ sup
t∈[0,T ]
∥∥max{1, ‖Yt‖H}∥∥Lp(P;R)
·
[
C0 +
Cϑ ‖F‖Lip0(H,H−ϑ) T
(1−ϑ)
(1−ϑ) +
Cϑ/2
√
p (p−1)T (1−ϑ) ‖B‖Lip0(H,HS(U,H
−ϑ/2
))
√
2−2ϑ
]
.
(74)
Moreover, we observe that for all s, t ∈ [0, T ] it holds that
E
[
max{1, ‖Y¯s‖pH , ‖Yt‖pH}
] ≤ E[‖Y¯s‖pH]+ E[max{1, ‖Yt‖pH}]
≤ sup
u∈[0,T ]
‖Y¯u‖pLp(P;H) + sup
u∈[0,T ]
∥∥max{1, ‖Yu‖H}∥∥pLp(P;R). (75)
This together with (73) and (74) proves the first inequality in (71). The proof of Lemma 6.1 is
thus completed.
5with κ = 0, L0,t = S0,t, Ls,t = Ss,tRs, Π(s) = ⌊s⌋h for (s, t) ∈ (∠ ∩ (0, T ]2) in the notation of Proposition 4.2
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Proposition 6.2. Assume the setting in Section 6.1 and let η ∈ [0,∞), q ∈ [0,∞)∩ (−∞, p− 3],
ρ ∈ [0, 1− ϑ), ψ = (ψ(x, y))x,y∈H ∈ C2(H ×H, V ) satisfy that for all x1, x2, y ∈ H, i, j ∈ {0, 1, 2}
with i+ j ≤ 2 it holds that∥∥( ∂(i+j)
∂xi∂yj
ψ
)
(x1, y)−
(
∂(i+j)
∂xi∂yj
ψ
)
(x2, y)
∥∥
L(i+j)(H,V )
≤ ηmax{1, ‖x1‖qH , ‖x2‖qH , ‖y‖qH} ‖x1 − x2‖H .
Then for all (s, t) ∈ ∠ it holds that E[‖ψ(Y¯t, Ys)− ψ(Y¯s, Ys)‖V ] <∞ and∥∥E[ψ(Y¯t, Ys)− ψ(Y¯s, Ys)]∥∥V ≤ η |C0|(q+1) |Cρ|2 ςF,B Kq+3 (t− s)ρ
·
[
2ρ
tρ
+
(2Cϑ+Cρ+ϑ+2 |Cϑ/2|2+2Cρ+ϑ/2 Cϑ/2) s(1−ϑ−ρ)+(Cϑ+ 12 |Cϑ/2|2) |t−s|(1−ϑ−ρ)
(1−ϑ−ρ)
]
.
(76)
Proof. Throughout this proof let (gr)r∈[0,∞) ⊆ C(H,R) be the functions with the property that
for all r ∈ [0,∞), x ∈ H it holds that gr(x) = max{1, ‖x‖rH} and let ψ1,0 : H × H → L(H, V ),
ψ0,1 : H × H → L(H, V ), ψ2,0 : H × H → L(2)(H, V ), ψ0,2 : H × H → L(2)(H, V ), ψ1,1 : H ×
H → L(2)(H, V ) be the functions with the property that for all x, y, v1, v2 ∈ H it holds that
ψ1,0(x, y) v1 =
(
∂
∂x
ψ(x, y)
)
(v1) and
ψ0,1(x, y) v1 =
(
∂
∂y
ψ(x, y)
)
(v1), ψ2,0(x, y)(v1, v2) =
(
∂2
∂x2
ψ(x, y)
)
(v1, v2), (77)
ψ0,2(x, y)(v1, v2) =
(
∂2
∂y2
ψ(x, y)
)
(v1, v2), ψ1,1(x, y)(v1, v2) =
(
∂
∂y
∂
∂x
ψ(x, y)
)
(v1, v2). (78)
Next we observe that Lemma 6.1 and the assumption that q ≤ p−3 ensure that Kq+1 ≤ Kq+3 <∞.
Combining this with the fact that
∀ x1, x2, y ∈ H : ‖ψ(x1, y)− ψ(x2, y)‖V ≤ 2 ηmax
{
1, ‖x1‖q+1H , ‖x2‖q+1H , ‖y‖q+1H
}
(79)
shows that for all (s, t) ∈ ∠ it holds that E[‖ψ(Y¯t, Ys) − ψ(Y¯s, Ys)‖V ] < ∞. It thus remains to
prove (76). To do so, we make use of a consequence of the mild Itoˆ formula in Corollary 5.5
above. More formally, an application of Proposition 5.8 shows6 that for all (s, t) ∈ ∠ it holds that
E
[‖ψ(e(t−s)A Y¯s, Ys)− ψ(Y¯s, Ys)‖V ] <∞ and∥∥E[ψ(Y¯t, Ys)− ψ(Y¯s, Ys)]∥∥V ≤ ∥∥E[ψ(e(t−s)A Y¯s, Ys)− ψ(Y¯s, Ys)]∥∥V
+
∫ t
s
E
[∥∥ψ1,0(e(t−r)A Y¯r, Ys) e(t−r)AF (Y⌊r⌋h)∥∥V ] dr
+
∫ t
s
E
[∥∥∥∥12∑
b∈U
ψ2,0(e
(t−r)A Y¯r, Ys)
(
e(t−r)ABb(Y⌊r⌋h), e
(t−r)ABb(Y⌊r⌋h)
)∥∥∥∥
V
]
dr.
(80)
In the following we establish suitable estimates for the three summands appearing on right hand
side of (80). Combining these estimates with (80) will then allow us to establish (76). We begin
with the second and the third summands on the right hand side of (80). We note that the
assumption that ∀ x1, x2, y ∈ H :
‖ψ(x1, y)− ψ(x2, y)‖V ≤ ηmax{1, ‖x1‖qH , ‖x2‖qH , ‖y‖qH} ‖x1 − x2‖H (81)
implies that ∀ x, y ∈ H : ‖ψ1,0(x, y)‖L(H,V ) ≤ ηmax{1, ‖x‖qH, ‖y‖qH}. This, in turn, proves that for
all (r, t) ∈ ∠, u, v, w ∈ H it holds that∥∥ψ1,0(e(t−r)A u, v) e(t−r)A F (w)∥∥V
≤ η |C0|q max{1, ‖u‖qH, ‖v‖qH} ‖e(t−r)A‖L(H,Hϑ) ‖F (w)‖H−ϑ
≤ η |C0|
q Cϑmax{1, ‖u‖qH, ‖v‖qH}‖F‖Lip0(H,H−ϑ) g1(w)
(t− r)ϑ .
(82)
6with t0 = s, T = t, Hˇ = H × H × H , p = q + 1, and ϕ(x, y, z) = ψ(x, y) − ψ(z, y) for (x, y, z) ∈ Hˇ in the
notation of Proposition 5.8
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Next we observe that the assumption that ∀ x1, x2, y ∈ H :
‖ψ1,0(x1, y)− ψ1,0(x2, y)‖L(H,V ) ≤ ηmax{1, ‖x1‖qH , ‖x2‖qH , ‖y‖qH}‖x1 − x2‖H (83)
shows that ∀ x, y ∈ H : ‖ψ2,0(x, y)‖L(2)(H,V ) ≤ ηmax{1, ‖x‖qH, ‖y‖qH}. This, in turn, proves that for
all (r, t) ∈ ∠, u, v, w ∈ H it holds that
1
2
∑
b∈U
∥∥ψ2,0(e(t−r)A u, v)(e(t−r)ABb(w), e(t−r)ABb(w))∥∥V
≤ η |C0|q max{1, ‖u‖qH, ‖v‖qH} ‖e(t−r)AB(w)‖2HS(U,H)
≤
η |C0|q 12 |Cϑ/2|2max{1, ‖u‖qH, ‖v‖qH} ‖B‖2Lip0(H,HS(U,H−ϑ/2)) g2(w)
(t− r)ϑ .
(84)
Furthermore, we note that Ho¨lder’s inequality implies that for all r, l ∈ (0,∞), s, t ∈ [0, T ] it holds
that
E
[
max
{
1, ‖Y¯s‖rH , ‖Yt‖rH
}
gl(Y⌊s⌋h)
]
≤
(
sup
u,v∈[0,T ]
∥∥max{1, ‖Y¯u‖rH , ‖Yv‖rH}∥∥L1+l/r(P;R)
)(
sup
u∈[0,T ]
∥∥max{1, ‖Yu‖lH}∥∥L1+r/l(P;R)
)
≤ |Kr+l|
1
1+l/r |Kr+l|
1
1+r/l = Kr+l.
(85)
This and the fact that for all l ∈ [0,∞) it holds that sups∈[0,T ]E
[
gl(Y⌊s⌋h)
] ≤ Kl prove that for all
r, l ∈ [0,∞), s, t ∈ [0, T ] it holds that
E
[
max
{
1, ‖Y¯s‖rH , ‖Yt‖rH
}
gl(Y⌊s⌋h)
] ≤ Kr+l. (86)
Combining (82), (84), and (86) implies that for all (s, t) ∈ ∠ it holds that∫ t
s
E
[∥∥ψ1,0(e(t−r)A Y¯r, Ys) e(t−r)AF (Y⌊r⌋h)∥∥V ] dr
+
∫ t
s
E
[∥∥∥∥12∑
b∈U
ψ2,0(e
(t−r)A Y¯r, Ys)
(
e(t−r)ABb(Y⌊r⌋h), e
(t−r)ABb(Y⌊r⌋h)
)∥∥∥∥
V
]
dr
≤ η |C0|q
(
Cϑ ‖F‖Lip0(H,H−ϑ) + 12 |Cϑ/2|2 ‖B‖2Lip0(H,HS(U,H−ϑ/2))
)
Kq+2
∫ t
s
1
(t− r)ϑ dr
≤ η |C0|
q
(
Cϑ +
1
2
|Cϑ/2|2
)
ςF,B Kq+2 (t− s)(1−ϑ)
(1− ϑ) .
(87)
Inequality (87) provides us an appropriate estimate for the second and the third summand on the
right hand side of (80). It thus remains to provide a suitable estimate for the first summand on
the right hand side of (80). For this we will employ Proposition 5.8 again and this will allow us
to obtain an appropriate upper bound for
∥∥E[ψ(e(t−s)A Y¯s, Ys)− ψ(Y¯s, Ys)]∥∥V for (s, t) ∈ ∠. More
formally, let F˜r,s,t : H × H × H → V , r ∈ [0, s), s ∈ (0, t), t ∈ (0, T ], be the functions with the
property that for all t ∈ (0, T ], s ∈ (0, t), r ∈ [0, s), u, v, w ∈ H it holds that
F˜r,s,t(u, v, w) = ψ1,0
(
e(t−r)A u, Sr,s v
)
e(t−r)A F (w)− ψ1,0
(
e(s−r)A u, Sr,s v
)
e(s−r)A F (w)
+
[
ψ0,1
(
e(t−r)A u, Sr,s v
)− ψ0,1(e(s−r)A u, Sr,s v)]Sr,sRr F (w) (88)
and let B˜r,s,t : H ×H ×H → V , r ∈ [0, s), s ∈ (0, t), t ∈ (0, T ], be the functions with the property
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that for all t ∈ (0, T ], s ∈ (0, t), r ∈ [0, s), u, v, w ∈ H it holds that
B˜r,s,t(u, v, w) =
1
2
∑
b∈U
ψ2,0
(
e(t−r)A u, Sr,s v
)(
e(t−r)ABb(w), e(t−r)ABb(w)
)
− 1
2
∑
b∈U
ψ2,0
(
e(s−r)A u, Sr,s v
)(
e(s−r)ABb(w), e(s−r)ABb(w)
)
+ 1
2
∑
b∈U
[
ψ0,2
(
e(t−r)A u, Sr,s v
)− ψ0,2(e(s−r)A u, Sr,s v)](Sr,sRr Bb(w), Sr,sRr Bb(w))
+
∑
b∈U
ψ1,1
(
e(t−r)A u, Sr,s v
)(
e(t−r)ABb(w), Sr,sRrBb(w)
)
− ∑
b∈U
ψ1,1
(
e(s−r)A u, Sr,s v
)(
e(s−r)ABb(w), Sr,sRrBb(w)
)
.
(89)
An application of Proposition 5.8 then shows7 that for all t ∈ (0, T ], s ∈ (0, t) it holds that∥∥E[ψ(e(t−s)A Y¯s, Ys)− ψ(Y¯s, Ys)]∥∥V ≤ E[∥∥ψ(etA Y0, S0,s Y0)− ψ(esA Y0, S0,s Y0)∥∥V ]
+
∫ s
0
E
[‖F˜r,s,t(Y¯r, Yr, Y⌊r⌋h)‖V ] dr +
∫ s
0
E
[‖B˜r,s,t(Y¯r, Yr, Y⌊r⌋h)‖V ] dr. (90)
In the next step we estimate the summands on the right hand side of (90). We observe that for
all t ∈ (0, T ], s ∈ (0, t) it holds that∥∥ψ(etA Y0, S0,s Y0)− ψ(esA Y0, S0,s Y0)∥∥V
≤ ηmax{1, ‖etA Y0‖qH , ‖S0,s Y0‖qH} ‖etA Y0 − esA Y0‖H
≤ η |C0|q gq(Y0) ‖etA − esA‖L(H) ‖Y0‖H ≤ η |C0|q gq+1(Y0) |Cρ|
2 (t−s)ρ
sρ
.
(91)
This and the fact that E
[
gq+1(Y0)
] ≤ Kq+1 imply that for all t ∈ (0, T ], s ∈ (0, t) it holds that
E
[‖ψ(etA Y0, S0,s Y0)− ψ(esA Y0, S0,s Y0)‖V ] ≤ η |C0|qKq+1 |Cρ|2sρ (t− s)ρ . (92)
Inequality (92) provides us an appropriate estimate for the first summand on the right hand side
of (90). In the next step we establish a suitable bound for the second summand on the right hand
side of (90). Note that for all t ∈ (0, T ], s ∈ (0, t), r ∈ [0, s), u, v, w ∈ H it holds that∥∥ψ1,0(e(t−r)A u, Sr,s v) e(t−r)A F (w)− ψ1,0(e(s−r)A u, Sr,s v) e(s−r)A F (w)∥∥V
≤ ∥∥[ψ1,0(e(t−r)A u, Sr,s v)− ψ1,0(e(s−r)A u, Sr,s v)] e(t−r)A F (w)∥∥V
+
∥∥ψ1,0(e(s−r)A u, Sr,s v) e(s−r)A (e(t−s)A − IdH)F (w)∥∥V
≤ η max{1, ‖e(t−r)Au‖qH , ‖e(s−r)Au‖qH, ‖Sr,sv‖qH}∥∥[e(t−r)A − e(s−r)A]u∥∥H ‖e(t−r)AF (w)‖H
+ η max
{
1, ‖e(s−r)Au‖qH, ‖Sr,sv‖qH
} ∥∥e(s−r)A (e(t−s)A − IdH)F (w)∥∥H
≤ η |C0|
q max
{
1, ‖u‖qH, ‖v‖qH
} |Cρ|2 (t− s)ρ ‖u‖H Cϑ ‖F‖Lip0(H,H−ϑ) g1(w)
(s− r)ρ (t− r)ϑ
+
η |C0|qmax
{
1, ‖u‖qH, ‖v‖qH
}
Cρ+ϑ Cρ (t− s)ρ ‖F‖Lip0(H,H−ϑ) g1(w)
(s− r)(ρ+ϑ) ,
(93)
∥∥[ψ0,1(e(t−r)A u, Sr,s v)− ψ0,1(e(s−r)A u, Sr,s v)]Sr,sRr F (w)∥∥V
≤ η |C0|qmax
{
1, ‖u‖qH, ‖v‖qH
} ‖e(t−r)A u− e(s−r)A u‖H ‖Sr,sRr‖L(H−ϑ,H) ‖F (w)‖H−ϑ
≤ η |C0|
q max
{
1, ‖u‖qH, ‖v‖qH
} |Cρ|2 (t− s)ρ ‖u‖H Cϑ ‖F‖Lip0(H,H−ϑ) g1(w)
(s− r)(ρ+ϑ)
≤ η |C0|
q |Cρ|2Cϑmax
{
1, ‖u‖q+1H , ‖v‖q+1H
} ‖F‖Lip0(H,H−ϑ) g1(w) (t− s)ρ
(s− r)(ρ+ϑ) .
(94)
7with t0 = 0, T = s, Hˇ = H ×H , p = q+1, and ϕ(x, y) = ψ(e(t−s)Ax, y)−ψ(x, y) for (x, y) ∈ Hˇ in the notation
of Proposition 5.8
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Inequalities (93) and (94) prove that for all t ∈ (0, T ], s ∈ (0, t), r ∈ [0, s), u, v, w ∈ H it holds
that
‖F˜r,s,t(u, v, w)‖V
≤ η |C0|q
[ |Cρ|2Cϑ
(s− r)ρ (t− r)ϑ +
Cρ+ϑ Cρ
(s− r)(ρ+ϑ) +
|Cρ|2Cϑ
(s− r)(ρ+ϑ)
]
·max{1, ‖u‖q+1H , ‖v‖q+1H } ‖F‖Lip0(H,H−ϑ) g1(w) (t− s)ρ
≤ η |C0|q
[
Cρ (2CρCϑ + Cρ+ϑ)
(s− r)(ρ+ϑ)
]
max
{
1, ‖u‖q+1H , ‖v‖q+1H
} ‖F‖Lip0(H,H−ϑ) g1(w) (t− s)ρ.
(95)
This and (86) prove that for all t ∈ (0, T ], s ∈ (0, t) it holds that∫ s
0
E
[‖F˜r,s,t(Y¯r, Yr, Y⌊r⌋h)‖V ] dr
≤ η |C0|
q Cρ
(
2CρCϑ + Cρ+ϑ
)
(1− ϑ− ρ) ‖F‖Lip0(H,H−ϑ)Kq+2 (t− s)
ρ s(1−ϑ−ρ).
(96)
Next we provide an appropriate bound for the third summand on the right hand side of (90).
Observe that for all t ∈ (0, T ], s ∈ (0, t), r ∈ [0, s), u, v, w ∈ H it holds that∥∥∥ ∑
b∈U
ψ2,0
(
e(t−r)A u, Sr,s v
)(
e(t−r)ABb(w), e(t−r)ABb(w)
)
− ∑
b∈U
ψ2,0
(
e(s−r)A u, Sr,s v
)(
e(s−r)ABb(w), e(s−r)ABb(w)
)∥∥∥
V
≤ ∑
b∈U
∥∥[ψ2,0(e(t−r)A u, Sr,s v)− ψ2,0(e(s−r)A u, Sr,s v)](e(t−r)ABb(w), e(t−r)ABb(w))∥∥V
+
∑
b∈U
∥∥ψ2,0(e(s−r)A u, Sr,s v)((e(t−r)A + e(s−r)A)Bb(w), e(s−r)A (e(t−s)A − IdH)Bb(w))∥∥V (97)
≤
η |C0|qmax{1, ‖u‖qH, ‖v‖qH} |Cρ|2 (t− s)ρ ‖u‖H |Cϑ/2|2 ‖B‖2Lip0(H,HS(U,H−ϑ/2)) g2(w)
(s− r)ρ (t− r)ϑ
+
η |C0|q max{1, ‖u‖qH, ‖v‖qH} 2Cϑ/2 Cρ+ϑ/2 Cρ (t− s)ρ ‖B‖2Lip0(H,HS(U,H−ϑ/2)) g2(w)
(s− r)(ρ+ϑ) ,∥∥∥ ∑
b∈U
[
ψ0,2
(
e(t−r)A u, Sr,s v
)− ψ0,2(e(s−r)A u, Sr,s v)](Sr,sRr Bb(w), Sr,sRr Bb(w))∥∥∥
V
≤
η |C0|qmax
{
1, ‖u‖qH, ‖v‖qH
} |Cρ|2 (t− s)ρ ‖u‖H |Cϑ/2|2 ‖B‖2Lip0(H,HS(U,H−ϑ/2)) g2(w)
(s− r)(ρ+ϑ) ,
(98)
∥∥∥ ∑
b∈U
ψ1,1
(
e(t−r)A u, Sr,s v
)(
e(t−r)ABb(w), Sr,sRr Bb(w)
)
− ∑
b∈U
ψ1,1
(
e(s−r)A u, Sr,s v
)(
e(s−r)ABb(w), Sr,sRrBb(w)
)∥∥∥
V
≤ ∑
b∈U
∣∣[ψ1,1(e(t−r)A u, Sr,s v)− ψ1,1(e(s−r)A u, Sr,s v)](e(t−r)ABb(w), Sr,sRr Bb(w))∣∣
+
∑
b∈U
∣∣ψ1,1(e(s−r)A u, Sr,s v)(e(s−r)A (e(t−s)A − IdH)Bb(w), Sr,sRr Bb(w))∣∣ (99)
≤
η |C0|qmax{1, ‖u‖qH, ‖v‖qH} |Cρ|2 (t− s)ρ ‖u‖H |Cϑ/2|2 ‖B‖2Lip0(H,HS(U,H−ϑ/2)) g2(w)
(s− r)(ρ+ϑ/2) (t− r)ϑ/2
+
η |C0|qmax{1, ‖u‖qH, ‖v‖qH}Cρ+ϑ/2Cρ (t− s)ρCϑ/2 ‖B‖2Lip0(H,HS(U,H−ϑ/2)) g2(w)
(s− r)(ρ+ϑ) .
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Inequalities (97)–(99) imply that for all t ∈ (0, T ], s ∈ (0, t), r ∈ [0, s), u, v, w ∈ H it holds that
‖B˜r,s,t(u, v, w)‖V ≤ η |C0|qmax
{
1, ‖u‖q+1H , ‖v‖q+1H
}
(t− s)ρ ‖B‖2Lip0(H,HS(U,H−ϑ/2)) g2(w)
·
[
1
2
|Cρ|2 |Cϑ/2|2
(s−r)ρ (t−r)ϑ +
1
2
2Cϑ/2 Cρ+ϑ/2 Cρ
(s−r)(ρ+ϑ) +
1
2
|Cρ|2 |Cϑ/2|2
(s−r)(ρ+ϑ) +
|Cρ|2 |Cϑ/2|2
(s−r)(ρ+ϑ/2) (t−r)ϑ/2 +
Cρ+ϑ/2 Cρ Cϑ/2
(s−r)(ρ+ϑ)
]
≤ η |C0|qmax
{
1, ‖u‖q+1H , ‖v‖q+1H
}
(t− s)ρ ‖B‖2Lip0(H,HS(U,H−ϑ/2)) g2(w)
· 2CρCϑ/2
(
CρCϑ/2 + Cρ+ϑ/2
)
(s− r)(ρ+ϑ) .
(100)
This and (86) prove that for all t ∈ (0, T ], s ∈ (0, t) it holds that∫ s
0
∥∥E[B˜r,s,t(Y¯r, Yr, Y⌊r⌋h)]∥∥V dr
≤ η |C0|qKq+3 (t− s)ρ ‖B‖2Lip0(H,HS(U,H−ϑ/2))
2CρCϑ/2
(
CρCϑ/2 + Cρ+ϑ/2
)
s(1−ϑ−ρ)
(1− ϑ− ρ) .
(101)
Combining (90) with the estimates (92), (96), and (101) yields that for all t ∈ (0, T ], s ∈ (0, t) it
holds that∥∥E[ψ(e(t−s)A Y¯s, Ys)− ψ(Y¯s, Ys)]∥∥V ≤ η |C0|qKq+1 |Cρ|2sρ (t− s)ρ
+
η |C0|q Cρ (2CρCϑ + Cρ+ϑ)
(1− ϑ− ρ) ‖F‖Lip0(H,H−ϑ)Kq+2 (t− s)
ρ s(1−ϑ−ρ)
+
η |C0|q 2CρCϑ/2
(
CρCϑ/2 + Cρ+ϑ/2
)
(1− ϑ− ρ) ‖B‖
2
Lip0(H,HS(U,H−ϑ/2))
Kq+3 (t− s)ρ s(1−ϑ−ρ)
≤ η |C0|q ςF,B Kq+3 (t− s)ρ
[
|Cρ|2
sρ
+
Cρ (2CρCϑ+Cρ+ϑ+2Cρ |Cϑ/2|2+2Cρ+ϑ/2 Cϑ/2) s(1−ϑ−ρ)
(1−ϑ−ρ)
]
≤ η |Cρ|2 |C0|q ςF,B Kq+3 (t− s)ρ
[
1
sρ
+
(2Cϑ+Cρ+ϑ+2 |Cϑ/2|2+2Cρ+ϑ/2 Cϑ/2) s(1−ϑ−ρ)
(1−ϑ−ρ)
]
.
(102)
In addition, we note that for all (s, t) ∈ ∠ it holds that∥∥E[ψ(e(t−s)A Y¯s, Ys)− ψ(Y¯s, Ys)]∥∥V
≤ η E[max{1, ‖e(t−s)AY¯s‖qH , ‖Y¯s‖qH , ‖Ys‖qH} ‖e(t−s)A − IdH ‖L(H) ‖Y¯s‖H]
≤ η |C0|(q+1) E
[
max
{
1, ‖Y¯s‖qH , ‖Ys‖qH
} ‖Y¯s‖H]
≤ η |C0|(q+1) E
[
max
{
1, ‖Y¯s‖q+1H , ‖Ys‖q+1H
}] ≤ η |C0|(q+1)Kq+1.
(103)
Combining this with (102) proves that for all (s, t) ∈ ∠ it holds that∥∥E[ψ(e(t−s)A Y¯s, Ys)− ψ(Y¯s, Ys)]∥∥V
≤ η |Cρ|2 |C0|(q+1) ςF,B Kq+3
[
min
{
1, (t−s)
ρ
sρ
}
+
(t−s)ρ (2Cϑ+Cρ+ϑ+2 |Cϑ/2|2+2Cρ+ϑ/2 Cϑ/2) s(1−ϑ−ρ)
(1−ϑ−ρ)
]
= η |Cρ|2 |C0|(q+1) ςF,B Kq+3
·
[
1[ t
2
,T ](s) · (t−s)
ρ
sρ
+ 1[0, t
2
)(s) · (t−s)
ρ
(t−s)ρ +
(t−s)ρ (2Cϑ+Cρ+ϑ+2 |Cϑ/2|2+2Cρ+ϑ/2 Cϑ/2) s(1−ϑ−ρ)
(1−ϑ−ρ)
]
≤ η |Cρ|2 |C0|(q+1) ςF,B Kq+3
[
(t−s)ρ
(t/2)ρ
+
(t−s)ρ (2Cϑ+Cρ+ϑ+2 |Cϑ/2|2+2Cρ+ϑ/2 Cϑ/2) s(1−ϑ−ρ)
(1−ϑ−ρ)
]
.
(104)
Combining this, (87), and (80) establishes that for all (s, t) ∈ ∠ it holds that∥∥E[ψ(Y¯t, Ys)− ψ(Y¯s, Ys)]∥∥V ≤ η |C0|(q+1) |Cρ|2 ςF,B Kq+3 (t− s)ρ
·
[∣∣2
t
∣∣ρ + (2Cϑ+Cρ+ϑ+2 |Cϑ/2|2+2Cρ+ϑ/2 Cϑ/2) s(1−ϑ−ρ)+(Cϑ+ 12 |Cϑ/2|2) |t−s|(1−ϑ−ρ)
(1−ϑ−ρ)
]
.
(105)
The proof of Proposition 6.2 is thus completed.
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6.3 Analysis of the weak distance between Euler-type approximations
and their semilinear integrated counterparts
Lemma 6.3 (Analysis of the analytically weak distance between Euler-type approximations and
their semilinear integrated counterparts). Assume the setting in Section 6.1 and let ρ ∈ [0, 1),
̺ ∈ [0, 1− [1+ϑ
2
− ρ]+), t ∈ (0, T ]. Then
‖Yt − Y¯t‖Lp(P;H−ρ) ≤ |Kp|
1
p h̺ (106)
·
[
C−ρ,̺
t(̺−ρ)
+ +
Cϑ,−ρ,̺ t
1−(ϑ+̺−ρ)+‖F‖Lip0(H,H−ϑ)
(1−(ϑ+̺−ρ)+) +
Cϑ/2,−ρ,̺
√
p (p−1) t1−(ϑ+2̺−2ρ)+ ‖B‖Lip0(H,HS(U,H−ϑ/2))√
2−2(ϑ+2̺−2ρ)+
]
.
Proof. First of all, we observe that
∥∥Yt − Y¯t∥∥Lp(P;H−ρ) ≤
∥∥∥∥
∫ t
0
(
Ss,tRs − e(t−s)A
)
F (Y⌊s⌋h) ds
∥∥∥∥
Lp(P;H−ρ)
+
∥∥∥∥
∫ t
0
(
Ss,tRs − e(t−s)A
)
B(Y⌊s⌋h) dWs
∥∥∥∥
Lp(P;H−ρ)
+
∥∥(S0,t − etA)Y0∥∥Lp(P;H−ρ) .
(107)
Next we note that∥∥(S0,t − etA)Y0∥∥Lp(P;H−ρ) ≤ ‖S0,t − etA‖L(H,H−ρ) ‖Y0‖Lp(P;H) ≤ C−ρ,̺t(̺−ρ)+ ‖Y0‖Lp(P;H) h̺
≤ C−ρ,̺
t(̺−ρ)+
|Kp|
1
p h̺
(108)
and∥∥∥∥
∫ t
0
(
Ss,tRs − e(t−s)A
)
F (Y⌊s⌋h) ds
∥∥∥∥
Lp(P;H−ρ)
≤
∫ t
0
∥∥(Ss,tRs − e(t−s)A)F (Y⌊s⌋h)∥∥Lp(P;H−ρ) ds
≤
∫ t
0
Cϑ,−ρ,̺ h̺ ‖F (Y⌊s⌋h)‖Lp(P;H−ϑ)
(t− s)(ϑ+̺−ρ)+ ds ≤
Cϑ,−ρ,̺ t1−(ϑ+̺−ρ)
+
(1− (ϑ+ ̺− ρ)+) ‖F‖Lip0(H,H−ϑ) |Kp|
1
p h̺.
(109)
Moreover, observe that the Burkholder-Davis-Gundy type inequality in Lemma 7.7 in Da Prato &
Zabczyk [13] proves that∥∥∥∥
∫ t
0
(Ss,tRs − e(t−s)A)B
(
Y⌊s⌋h
)
dWs
∥∥∥∥
Lp(P;H−ρ)
≤
[
p (p− 1)
2
∫ t
0
∥∥(Ss,tRs − e(t−s)A)B(Y⌊s⌋h)∥∥2Lp(P;HS(U,H−ρ)) ds
]1/2
≤
[
p (p− 1)
2
∫ t
0
|Cϑ/2,−ρ,̺|2 h2̺ ‖B(Y⌊s⌋h)‖2Lp(P;HS(U,H−ϑ/2))
(t− s)(ϑ+2̺−2ρ)+ ds
]1/2
≤ Cϑ/2,−ρ,̺
√
p (p− 1) t1−(ϑ+2̺−2ρ)+√
2− 2(ϑ+ 2̺− 2ρ)+ ‖B‖Lip0(H,HS(U,H−ϑ/2)) |Kp|
1
p h̺.
(110)
Combining (107)–(110) completes the proof of Lemma 6.3.
Proposition 6.4 (Weak distance between Euler-type approximations and their semilinear inte-
grated counterparts). Assume the setting in Section 6.1 and let η ∈ [0,∞), q ∈ [0,∞)∩(−∞, p−3],
ρ ∈ [0, 1− ϑ), ψ = (ψ(x, y))x,y∈H ∈ C2(H ×H, V ) satisfy that for all x, y1, y2 ∈ H, i, j ∈ N0 with
i+ j ≤ 2 it holds that∥∥( ∂(i+j)
∂xi∂yj
ψ
)
(x, y1)−
(
∂(i+j)
∂xi∂yj
ψ
)
(x, y2)
∥∥
L(i+j)(H,V )
≤ η max{1, ‖x‖qH , ‖y1‖qH , ‖y2‖qH} ‖y1 − y2‖H .
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Then for all t ∈ (0, T ] it holds that E[‖ψ(Y¯t, Yt)− ψ(Y¯t, Y¯t)‖V ] <∞ and∥∥E[ψ(Y¯t, Yt)− ψ(Y¯t, Y¯t)]∥∥V ≤ η |C0|q ςF,B Kq+3 hρ
·
[
C0,ρ
tρ
+ t
(1−ϑ−ρ)
(1−ϑ−ρ)
(
Cϑ,0,ρ + 2Cϑ/2Cϑ/2,0,ρ + 2 (|Cϑ/2|2 + Cϑ)C0,ρ + 2 (|Cϑ/2|2 + Cϑ)Cρ
·
[
C−ρ,ρ +
Cϑ,−ρ,ρ t
(1−ϑ) ‖F‖Lip0(H,H−ϑ)
(1−ϑ) +
Cϑ/2,−ρ,ρ
√
(q+3)(q+2) t(1−ϑ)‖B‖Lip0(H,HS(U,H
−ϑ/2
))
√
2−2ϑ
])]
.
(111)
Proof. Throughout this proof let (gr)r∈[0,∞) ⊆ C(H,R) be the functions with the property that
for all r ∈ [0,∞), x ∈ H it holds that gr(x) = max{1, ‖x‖rH} and let ψ1,0 : H × H → L(H, V ),
ψ0,1 : H × H → L(H, V ), ψ2,0 : H × H → L(2)(H, V ), ψ0,2 : H × H → L(2)(H, V ), ψ1,1 : H ×
H → L(2)(H, V ) be the functions with the property that for all x, y, v1, v2 ∈ H it holds that
ψ1,0(x, y) v1 =
(
∂
∂x
ψ(x, y)
)
(v1) and
ψ0,1(x, y) v1 =
(
∂
∂y
ψ(x, y)
)
(v1), ψ2,0(x, y)(v1, v2) =
(
∂2
∂x2
ψ(x, y)
)
(v1, v2), (112)
ψ0,2(x, y)(v1, v2) =
(
∂2
∂y2
ψ(x, y)
)
(v1, v2), ψ1,1(x, y)(v1, v2) =
(
∂
∂y
∂
∂x
ψ(x, y)
)
(v1, v2). (113)
Next we observe that Lemma 6.1 and the assumption that q ≤ p−3 ensure that Kq+1 ≤ Kq+3 <∞.
Combining this with the fact that
∀ x, y1, y2 ∈ H : ‖ψ(x, y1)− ψ(x, y2)‖V ≤ 2 ηmax
{
1, ‖x‖q+1H , ‖y1‖q+1H , ‖y2‖q+1H
}
(114)
shows that for all t ∈ (0, T ] it holds that E[‖ψ(Y¯t, Yt)−ψ(Y¯t, Y¯t)‖V ] <∞. It thus remains to prove
(111). To do so, we make use of a consequence of the mild Itoˆ formula in Corollary 5.5, that is, we
will apply Proposition 5.8 above. For this let F˜s,t : H ×H ×H → V , (s, t) ∈ ∠, be the functions
with the property that for all (s, t) ∈ ∠, u, v, w ∈ H it holds that
F˜s,t(u, v, w) =
[
ψ1,0
(
e(t−s)A u, Ss,t v
)− ψ1,0(e(t−s)A u, e(t−s)A u)] e(t−s)A F (w)
+ ψ0,1
(
e(t−s)A u, Ss,t v
)
Ss,tRs F (w)− ψ0,1
(
e(t−s)A u, e(t−s)A u
)
e(t−s)A F (w)
(115)
and let B˜s,t : H×H×H → V , (s, t) ∈ ∠, be the functions with the property that for all (s, t) ∈ ∠,
u, v, w ∈ H it holds that
B˜s,t(u, v, w)
= 1
2
∑
b∈U
[
ψ2,0
(
e(t−s)A u, Ss,t v
)− ψ2,0(e(t−s)A u, e(t−s)A u)](e(t−s)ABb(w), e(t−s)ABb(w))
+ 1
2
∑
b∈U
ψ0,2
(
e(t−s)A u, Ss,t v
)(
Ss,tRsB
b(w), Ss,tRsB
b(w)
)
− 1
2
∑
b∈U
ψ0,2
(
e(t−s)A u, e(t−s)A u
)(
e(t−s)ABb(w), e(t−s)ABb(w)
)
+
∑
b∈U
ψ1,1
(
e(t−s)A u, Ss,t v
)(
e(t−s)ABb(w), Ss,tRsBb(w)
)
− ∑
b∈U
ψ1,1
(
e(t−s)A u, e(t−s)A u
)(
e(t−s)ABb(w), e(t−s)ABb(w)
)
.
(116)
An application of Proposition 5.8 then shows8 that for all t ∈ (0, T ] it holds that∥∥E[ψ(Y¯t, Yt)− ψ(Y¯t, Y¯t)]∥∥V ≤ E[‖ψ(etA Y0, S0,t Y0)− ψ(etA Y0, etA Y0)‖V ]
+
∫ t
0
E
[∥∥F˜s,t(Y¯s, Ys, Y⌊s⌋h)∥∥V
]
+ E
[∥∥B˜s,t(Y¯s, Ys, Y⌊s⌋h)∥∥V
]
ds.
(117)
8with t0 = 0, T = t, Hˇ = H ×H , p = q + 1, and ϕ(x, y) = ψ(x, y) − ψ(x, x) for (x, y) ∈ Hˇ in the notation of
Proposition 5.8
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In the following we establish suitable estimates for the two summands on the right hand side of
(117). We begin with the first summand on the right hand side of (117). Observe that for all
t ∈ (0, T ] it holds that∥∥ψ(etA Y0, S0,t Y0)− ψ(etA Y0, etA Y0)∥∥V
≤ ηmax{1, ‖S0,t Y0‖qH , ‖etA Y0‖qH}‖(S0,t − etA)Y0‖H
≤ η |C0|q gq(Y0) ‖S0,t − etA‖L(H) ‖Y0‖H ≤ η |C0|
q C0,ρ gq+1(Y0) h
ρ
tρ
.
(118)
This and the fact that E
[
gq+1(Y0)
] ≤ Kq+1 imply that for all t ∈ (0, T ] it holds that
E
[‖ψ(etA Y0, S0,t Y0)− ψ(etA Y0, etA Y0)‖V ] ≤ η |C0|q C0,ρKq+1 hρ
tρ
. (119)
Now we will estimate the second summand on the right hand side of (117). Observe that for all
(s, t) ∈ ∠, u, v, w ∈ H it holds that∥∥[ψ1,0(e(t−s)A u, Ss,t v)− ψ1,0(e(t−s)A u, e(t−s)A u)] e(t−s)A F (w)∥∥V
≤ ηmax{1, ‖Ss,t v‖qH, ‖e(t−s)A u‖qH}‖Ss,t v − e(t−s)A u‖H ‖e(t−s)A F (w)‖H
≤ η |C0|
qmax{1, ‖u‖qH, ‖v‖qH}
[‖(Ss,t − e(t−s)A)v‖H + ‖e(t−s)A(v − u)‖H]Cϑ ‖F (w)‖H−ϑ
(t− s)ϑ
≤ η |C0|
q Cϑmax
{
1, ‖u‖qH, ‖v‖qH
} ‖F‖Lip0(H,H−ϑ) g1(w)
(t− s)ϑ
·
[
‖Ss,t − e(t−s)A‖L(H) ‖v‖H +
Cρ‖v − u‖H−ρ
(t− s)ρ
]
.
(120)
Moreover, we note that the assumption that ∀x, y1, y2 ∈ H :
‖ψ(x, y1)− ψ(x, y2)‖V ≤ ηmax
{
1, ‖x‖qH , ‖y1‖qH , ‖y2‖qH
} ‖y1 − y2‖H (121)
implies that for all x, y ∈ H it holds that ‖ψ0,1(x, y)‖L(H,V ) ≤ η max{1, ‖x‖qH , ‖y‖qH}. This, in
turn, proves that for all (s, t) ∈ ∠, u, v, w ∈ H it holds that∥∥ψ0,1(e(t−s)A u, Ss,t v)Ss,tRs F (w)− ψ0,1(e(t−s)A u, e(t−s)A u) e(t−s)A F (w)∥∥V (122)
≤ ∥∥ψ0,1(e(t−s)A u, Ss,t v)[Ss,tRs − e(t−s)A]F (w)∥∥V
+
∥∥[ψ0,1(e(t−s)A u, Ss,t v)− ψ0,1(e(t−s)A u, e(t−s)A u)] e(t−s)A F (w)∥∥V
≤ η max{1, ‖Ss,t v‖qH , ‖e(t−s)A u‖qH}∥∥[Ss,tRs − e(t−s)A]F (w)∥∥H
+ η max
{
1, ‖Ss,t v‖qH , ‖e(t−s)A u‖qH
} ‖Ss,t v − e(t−s)A u‖H ‖e(t−s)A F (w)‖H
≤ η |C0|qmax{1, ‖u‖qH, ‖v‖qH} ‖F‖Lip0(H,H−ϑ) g1(w)
·
[
‖Ss,tRs − e(t−s)A‖L(H−ϑ,H) +
Cϑ
(t− s)ϑ
[
‖Ss,t − e(t−s)A‖L(H) ‖v‖H +
Cρ ‖v − u‖H−ρ
(t− s)ρ
] ]
.
Inequalities (120) and (122) imply that for all (s, t) ∈ ∠, u, v, w ∈ H it holds that
‖F˜s,t(u, v, w)‖V ≤ η |C0|q max
{
1, ‖u‖qH, ‖v‖qH
} ‖F‖Lip0(H,H−ϑ) g1(w)
·
[[
Cϑ,0,ρ + 2CϑC0,ρ ‖v‖H
(t− s)(ρ+ϑ)
]
hρ +
2CϑCρ ‖v − u‖H−ρ
(t− s)(ρ+ϑ)
]
.
(123)
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Next we observe that for all (s, t) ∈ ∠, u, v, w ∈ H it holds that∑
b∈U
∥∥[ψ2,0(e(t−s)A u, Ss,t v)− ψ2,0(e(t−s)A u, e(t−s)A u)](e(t−s)ABb(w), e(t−s)ABb(w))∥∥V
≤
η |C0|q |Cϑ/2|2max{1, ‖u‖qH, ‖v‖qH} ‖B‖2Lip0(H,HS(U,H−ϑ/2)) g2(w)
(t− s)ϑ
·
[
‖Ss,t − e(t−s)A‖L(H) ‖v‖H +
Cρ ‖v − u‖H−ρ
(t− s)ρ
]
,
(124)
∑
b∈U
∥∥ψ0,2(e(t−s)A u, Ss,t v)(Ss,tRsBb(w), Ss,tRsBb(w)) (125)
− ψ0,2
(
e(t−s)A u, e(t−s)A u
)(
e(t−s)ABb(w), e(t−s)ABb(w)
)∥∥
V
≤ ∑
b∈U
∥∥ψ0,2(e(t−s)A u, Ss,t v)([Ss,tRs + e(t−s)A]Bb(w), [Ss,tRs − e(t−s)A]Bb(w))∥∥V
+
∑
b∈U
∥∥[ψ0,2(e(t−s)A u, Ss,t v)− ψ0,2(e(t−s)A u, e(t−s)A u)](e(t−s)ABb(w), e(t−s)ABb(w))∥∥V
≤ η |C0|q max{1, ‖u‖qH, ‖v‖qH}
[
‖Ss,t v − e(t−s)A u‖H ‖e(t−s)AB(w)‖2HS(U,H)
+ ‖(Ss,tRs + e(t−s)A)B(w)‖HS(U,H) ‖(Ss,tRs − e(t−s)A)B(w)‖HS(U,H)
]
≤ η |C0|q max{1, ‖u‖qH, ‖v‖qH} ‖B‖2Lip0(H,HS(U,H−ϑ/2)) g2(w)
·
[
‖Ss,tRs + e(t−s)A‖L(H−ϑ/2,H) ‖Ss,tRs − e(t−s)A‖L(H−ϑ/2,H)
+
|Cϑ/2|2
(t− s)ϑ
[
‖Ss,t − e(t−s)A‖L(H) ‖v‖H +
Cρ ‖v − u‖H−ρ
(t− s)ρ
] ]
,
and∑
b∈U
∥∥ψ1,1(e(t−s)A u, Ss,t v)(e(t−s)ABb(w), Ss,tRsBb(w)) (126)
− ψ1,1
(
e(t−s)A u, e(t−s)A u
)(
e(t−s)ABb(w), e(t−s)ABb(w)
)∥∥
V
≤ ∑
b∈U
∥∥ψ1,1(e(t−s)A u, Ss,t v)(e(t−s)ABb(w), [Ss,tRs − e(t−s)A]Bb(w))∥∥V
+
∑
b∈U
∥∥[ψ1,1(e(t−s)A u, Ss,t v)− ψ1,1(e(t−s)A u, e(t−s)A u)](e(t−s)ABb(w), e(t−s)ABb(w))∥∥V
≤ η |C0|qmax{1, ‖u‖qH, ‖v‖qH}
[
‖Ss,t v − e(t−s)A u‖H ‖e(t−s)AB(w)‖2HS(U,H)
+ ‖e(t−s)AB(w)‖HS(U,H) ‖[Ss,tRs − e(t−s)A]B(w)‖HS(U,H)
]
≤ η |C0|qmax{1, ‖u‖qH, ‖v‖qH} ‖B‖2Lip0(H,HS(U,H−ϑ/2)) g2(w)
·
[
Cϑ/2 ‖Ss,tRs − e(t−s)A‖L(H−ϑ/2,H)
(t− s)ϑ/2 +
|Cϑ/2|2
(t− s)ϑ
[
‖Ss,t − e(t−s)A‖L(H) ‖v‖H +
Cρ ‖v − u‖H−ρ
(t− s)ρ
]]
.
Combining (124)–(126) implies that for all (s, t) ∈ ∠, u, v, w ∈ H it holds that
‖B˜s,t(u, v, w)‖V
≤ 2 η |C0|q Cϑ/2max{1, ‖u‖qH, ‖v‖qH} ‖B‖2Lip0(H,HS(U,H−ϑ/2)) g2(w)
·
[[
Cϑ/2,0,ρ + Cϑ/2 C0,ρ ‖v‖H
(t− s)(ρ+ϑ)
]
hρ +
Cϑ/2 Cρ ‖v − u‖H−ρ
(t− s)(ρ+ϑ)
]
.
(127)
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Next observe that (123) and (127) show that for all (s, t) ∈ ∠, u, v, w ∈ H it holds that
‖F˜s,t(u, v, w)‖V + ‖B˜s,t(u, v, w)‖V ≤ η |C0|qmax{1, ‖u‖qH, ‖v‖qH} ςF,B g2(w)
·
[ [
Cϑ,0,ρ + 2Cϑ/2 Cϑ/2,0,ρ + 2 (|Cϑ/2|2 + Cϑ)C0,ρ
(t− s)(ρ+ϑ)
]
g1(v) h
ρ +
2 (|Cϑ/2|2 + Cϑ)Cρ ‖v − u‖H−ρ
(t− s)(ρ+ϑ)
]
.
(128)
In addition, note that Ho¨lder’s inequality ensures that for all r ∈ (0,∞), s ∈ [0, T ] it holds that
E
[
max
{
1, ‖Y¯s‖rH , ‖Ys‖rH
}
g2
(
Y⌊s⌋h
)]
≤
(
sup
u,v∈[0,T ]
∥∥max{1, ‖Y¯u‖rH , ‖Yv‖rH}∥∥L1+2/r(P;R)
)(
sup
u∈[0,T ]
∥∥max{1, ‖Yu‖2H}∥∥L1+r/2(P;R)
)
≤ |Kr+2|
1
1+2/r |Kr+2|
1
1+r/2 = Kr+2,
(129)
E
[
g2(Y⌊s⌋h) ‖Ys − Y¯s‖H−ρ
] ≤ ‖g2(Y⌊s⌋h)‖L3/2(P;R) ‖Ys − Y¯s‖L3(P;H−ρ)
≤ |K3|2/3
(
sup
u∈[0,T ]
∥∥Yu − Y¯u∥∥L3(P;H−ρ)
)
,
(130)
and
E
[
max
{
1, ‖Y¯s‖rH , ‖Ys‖rH
}
g2(Y⌊s⌋h) ‖Ys − Y¯s‖H−ρ
]
≤ ‖max{1, ‖Y¯s‖rH , ‖Ys‖rH}‖L1+3/r(P;R) ‖g2(Y⌊s⌋h)‖L(r+3)/2(P;R) ‖Ys − Y¯s‖Lr+3(P;H−ρ)
≤ |Kr+3|
r+2
r+3
(
sup
u∈[0,T ]
∥∥Yu − Y¯u∥∥Lr+3(P;H−ρ)
)
.
(131)
Combining (128)–(131) with Lemma 6.3 and the fact that 1 − (1+ϑ
2
− ρ)+ > ρ yields that for all
t ∈ (0, T ] it holds that∫ t
0
E
[∥∥F˜s,t(Y¯s, Ys, Y⌊s⌋h)∥∥V ]+ E[∥∥B˜s,t(Y¯s, Ys, Y⌊s⌋h)∥∥V ] ds ≤ η |C0|q ςF,B Kq+3 hρ t(1−ϑ−ρ)(1−ϑ−ρ)
·
[
Cϑ,0,ρ + 2Cϑ/2 Cϑ/2,0,ρ + 2 (|Cϑ/2|2 + Cϑ)C0,ρ + 2 (|Cϑ/2|2 + Cϑ)Cρ
·
(
C−ρ,ρ +
Cϑ,−ρ,ρ t
(1−ϑ) ‖F‖Lip0(H,H−ϑ)
(1−ϑ) +
Cϑ/2,−ρ,ρ
√
(q+3) (q+2) t(1−ϑ) ‖B‖Lip0(H,HS(U,H−ϑ/2))√
2−2ϑ
)]
.
(132)
Putting (119) and (132) into (117) proves (111). This finishes the proof of Proposition 6.4.
7 Weak convergence rates for Euler-type approximations
of SPDEs with mollified nonlinearities
In this section we use the results of Section 6 and the Kolmogorov backward equation associated
to an SEE to establish weak convergence rates for temporal numerical approximations of SEEs
with mollified nonlinearities; see Corollary 7.5 and Corollary 7.6 below. Some of the arguments in
this section are similar to some of the arguments in Section 3 in Conus et al. [11].
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7.1 Setting
Assume the setting in Section 1.4, let ϑ ∈ [0, 1
2
), F ∈ C5b (H,H1), B ∈ C5b (H,HS(U, H1)),
ϕ ∈ C5b (H, V ), let (Bb)b∈U ⊆ C(H,H) be the functions with the property that for all v ∈
H , b ∈ U it holds that Bb(v) = B(v) b, let ςF,B ∈ R be a real number given by ςF,B =
max
{
1, ‖F‖3
C3b (H,H−ϑ)
, ‖B‖6
C3b (H,HS(U,H−ϑ/2))
}
, let X, Y : [0, T ] × Ω → H , Y¯ : [0, T ] × Ω → H1, and
Xx : [0, T ]×Ω→ H , x ∈ H , be (Ft)t∈[0,T ]-predictable stochastic processes such that for all x ∈ H it
holds that supt∈[0,T ]
[‖Xt‖L5(P;H) + ‖Xxt ‖L5(P;H)] <∞, Xx0 = x, Y¯0 ∈ L5(P;H1), and Y0 = X0 = Y¯0
and such that for all x ∈ H , t ∈ (0, T ] it holds P-a.s. that
Xt = e
tAX0 +
∫ t
0
e(t−s)A F (Xs) ds+
∫ t
0
e(t−s)AB(Xs) dWs, (133)
Xxt = e
tA x+
∫ t
0
e(t−s)A F (Xxs ) ds+
∫ t
0
e(t−s)AB(Xxs ) dWs, (134)
Yt = S0,t Y0 +
∫ t
0
Ss,tRs F (Y⌊s⌋h) ds+
∫ t
0
Ss,tRsB(Y⌊s⌋h) dWs, (135)
Y¯t = e
tA Y¯0 +
∫ t
0
e(t−s)A F (Y⌊s⌋h) ds+
∫ t
0
e(t−s)AB(Y⌊s⌋h) dWs, (136)
let u : [0, T ]×H → V be the function with the property that for all x ∈ H , t ∈ [0, T ] it holds that
u(t, x) = E
[
ϕ(XxT−t)
]
, let cδ1,...,δk ∈ [0,∞], δ1, . . . , δk ∈ R, k ∈ {1, 2, 3, 4}, be the extended real
numbers with the property that for all k ∈ {1, 2, 3, 4}, δ1, . . . , δk ∈ R it holds that
cδ1,δ2,...,δk = sup
t∈[0,T )
sup
x∈H
sup
v1,...,vk∈H\{0}
[ ∥∥( ∂k
∂xk
u)(t, x)(v1, . . . , vk)
∥∥
V
(T − t)(δ1+...+δk) ‖v1‖Hδ1 · . . . · ‖vk‖Hδk
]
, (137)
let c˜δ1,δ2,δ3,δ4 ∈ [0,∞], δ1, δ2, δ3, δ4 ∈ R, be the extended real numbers with the property that for
all δ1, . . . , δ4 ∈ R it holds that
c˜δ1,δ2,δ3,δ4
= sup
t∈[0,T )
sup
x1,x2∈H,
x1 6=x2
sup
v1,...,v4∈H\{0}
[ ∥∥(( ∂4
∂x4
u
)
(t, x1)−
(
∂4
∂x4
u
)
(t, x2)
)
(v1, . . . , v4)
∥∥
V
(T − t)(δ1+...+δ4) ‖x1 − x2‖H ‖v1‖Hδ1 · . . . · ‖v4‖Hδ4
]
,
(138)
let (Kr)r∈[0,∞) ⊆ [0,∞] be the extended real numbers which satisfy that for all r ∈ [0,∞) it holds
thatKr = sups,t∈[0,T ]E
[
max{1, ‖Y¯s‖rH , ‖Yt‖rH}
]
, and let u1,0 : [0, T ]×H → V and u0,k : [0, T ]×H →
L(k)(H, V ), k ∈ {1, 2, 3, 4}, be the functions with the property that for all t ∈ [0, T ], x ∈ H ,
k ∈ {1, 2, 3, 4}, v1, . . . , vk ∈ H it holds that u1,0(t, x) = ( ∂∂tu)(t, x) and u0,k(t, x)(v1, . . . , vk) =(
( ∂
k
∂xk
u)(t, x)
)
(v1, . . . , vk).
7.2 Weak convergence rates for semilinear integrated Euler-type ap-
proximations of SPDEs with mollified nonlinearities
Lemma 7.1. Assume the setting in Section 7.1 and let t ∈ [0, T ), ψ = (ψ(x, y))x,y∈H ∈ M(H ×
H, V ), φ ∈ M(H, V ) satisfy that for all x, y ∈ H it holds that ψ(x, y) = u0,1(t, x)F (y) and φ(x) =
ψ(x, x). Then it holds that ψ ∈ C3(H ×H, V ), φ ∈ C3(H, V ) and for all x, x1, x2, y, y1, y2 ∈ H it
holds that
max
i,j∈N0, i+j≤2
∥∥( ∂(i+j)
∂xi∂yj
ψ
)
(x1, y)−
(
∂(i+j)
∂xi∂yj
ψ
)
(x2, y)
∥∥
L(i+j)(H,V )
≤ ‖x1−x2‖H
(T−t)ϑ ‖F‖C2b (H,H−ϑ)
[
c−ϑ,0 + c−ϑ,0,0 + c−ϑ,0,0,0
]
max{1, ‖y‖H},
(139)
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max
i,j∈N0, i+j≤2
∥∥( ∂(i+j)
∂xi∂yj
ψ
)
(x, y1)−
(
∂(i+j)
∂xi∂yj
ψ
)
(x, y2)
∥∥
L(i+j)(H,V )
≤ ‖y1−y2‖H
(T−t)ϑ ‖F‖C3b (H,H−ϑ)
[
c−ϑ + c−ϑ,0 + c−ϑ,0,0
]
,
(140)
max
i∈{0,1,2}
∥∥φ(i)(x1)− φ(i)(x2)∥∥L(i)(H,V )
≤ 3 ‖x1−x2‖H
(T−t)ϑ ‖F‖C3b (H,H−ϑ)
[
c−ϑ + c−ϑ,0 + c−ϑ,0,0 + c−ϑ,0,0,0
]
max{1, ‖x1‖H , ‖x2‖H}.
(141)
Proof. First, we note that the assumption that F ∈ Lip4(H,H1) and the fact that
(
H ∋ x 7→
u0,1(t, x) ∈ L(H, V )
) ∈ C3(H,L(H, V )) ensure that ψ ∈ C3(H × H, V ) and φ ∈ C3(H, V ). Next
we observe that for all x, y, v1, v2, v3 ∈ H with ‖v1‖H , ‖v2‖H , ‖v3‖H ≤ 1 it holds that∥∥( ∂
∂x
ψ
)
(x, y) v1
∥∥
V
=
∥∥u0,2(t, x)(F (y), v1)∥∥V ≤ c−ϑ,0(T−t)ϑ ‖F (y)‖H−ϑ, (142)∥∥( ∂2
∂x2
ψ
)
(x, y) (v1, v2)
∥∥
V
=
∥∥u0,3(t, x)(F (y), v1, v2)∥∥V ≤ c−ϑ,0,0(T−t)ϑ ‖F (y)‖H−ϑ, (143)∥∥( ∂3
∂x3
ψ
)
(x, y) (v1, v2, v3)
∥∥
V
=
∥∥u0,4(t, x)(F (y), v1, v2, v3)∥∥V ≤ c−ϑ,0,0,0(T−t)ϑ ‖F (y)‖H−ϑ, (144)∥∥( ∂
∂y
ψ
)
(x, y) v1
∥∥
V
= ‖u0,1(t, x)F ′(y) v1‖V ≤ c−ϑ(T−t)ϑ ‖F ′(y)‖L(H,H−ϑ), (145)∥∥( ∂2
∂y2
ψ
)
(x, y)(v1, v2)
∥∥
V
=
∥∥u0,1(t, x)(F ′′(y)(v1, v2))∥∥V ≤ c−ϑ(T−t)ϑ ‖F ′′(y)‖L(2)(H,H−ϑ), (146)∥∥( ∂3
∂y3
ψ
)
(x, y)(v1, v2, v3)
∥∥
V
=
∥∥u0,1(t, x)(F (3)(y)(v1, v2, v3))∥∥V
≤ c−ϑ
(T−t)ϑ ‖F (3)(y)‖L(3)(H,H−ϑ),
(147)
∥∥( ∂2
∂x∂y
ψ
)
(x, y)(v1, v2)
∥∥
V
=
∥∥u0,2(t, x)(F ′(y) v1, v2)∥∥V ≤ c−ϑ,0(T−t)ϑ ‖F ′(y)‖L(H,H−ϑ), (148)∥∥( ∂3
∂x2∂y
ψ
)
(x, y)(v1, v2, v3)
∥∥
V
=
∥∥u0,3(t, x)(F ′(y) v1, v2, v3)∥∥V
≤ c−ϑ,0,0
(T−t)ϑ ‖F ′(y)‖L(H,H−ϑ),
(149)
∥∥( ∂3
∂x∂y2
ψ
)
(x, y)(v1, v2, v3)
∥∥
V
=
∥∥u0,2(t, x)(F ′′(y)(v1, v2), v3)∥∥V
≤ c−ϑ,0
(T−t)ϑ ‖F ′′(y)‖L(2)(H,H−ϑ).
(150)
Combining (142)–(144) and (148)–(150) with the fundamental theorem of calculus in Banach
spaces proves (139). Moreover, combining (145)–(150) with the fundamental theorem of calculus
in Banach spaces shows (140). It thus remains to prove (141). For this we observe that (142)–(150)
ensure that for all x, v1, v2, v3 ∈ H with ‖v1‖H , ‖v2‖H , ‖v3‖H ≤ 1 it holds that∥∥φ′(x) v1∥∥V ≤ ∥∥( ∂∂xψ)(x, x) v1∥∥V + ∥∥( ∂∂yψ)(x, x) v1∥∥V
≤ c−ϑ,0 ‖F (x)‖H−ϑ+c−ϑ ‖F
′(x)‖L(H,H−ϑ)
(T−t)ϑ ≤
[c−ϑ+c−ϑ,0]
(T−t)ϑ ‖F‖C1b (H,H−ϑ) max{1, ‖x‖H},
(151)
∥∥φ′′(x) (v1, v2)∥∥V
≤ ∥∥( ∂2
∂x2
ψ
)
(x, x) (v1, v2)
∥∥
V
+ 2
∥∥( ∂2
∂x∂y
ψ
)
(x, x) (v1, v2)
∥∥
V
+
∥∥( ∂2
∂y2
ψ
)
(x, x) (v1, v2)
∥∥
V
≤
c−ϑ,0,0 ‖F (x)‖H−ϑ+2 c−ϑ,0 ‖F ′(x)‖L(H,H−ϑ)+c−ϑ ‖F ′′(x)‖L(2)(H,H−ϑ)
(T−t)ϑ
≤ 2 [c−ϑ+c−ϑ,0+c−ϑ,0,0]
(T−t)ϑ ‖F‖C2b (H,H−ϑ) max{1, ‖x‖H},
(152)
∥∥φ(3)(x) (v1, v2, v3)∥∥V ≤ ∥∥( ∂3∂x3ψ)(x, x) (v1, v2, v3)∥∥V + 3 ∥∥( ∂3∂x2∂yψ)(x, x) (v1, v2, v3)∥∥V
+ 3
∥∥( ∂3
∂x∂y2
ψ
)
(x, x) (v1, v2, v3)
∥∥
V
+
∥∥( ∂3
∂y3
ψ
)
(x, x) (v1, v2, v3)
∥∥
V
≤
c−ϑ,0,0,0 ‖F (x)‖H−ϑ+3 c−ϑ,0,0 ‖F ′(x)‖L(H,H−ϑ)+3 c−ϑ,0 ‖F ′′(x)‖L(2)(H,H−ϑ)+c−ϑ ‖F
(3)(x)‖
L(3)(H,H−ϑ)
(T−t)ϑ
≤ 3 [c−ϑ+c−ϑ,0+c−ϑ,0,0+c−ϑ,0,0,0]
(T−t)ϑ ‖F‖C3b (H,H−ϑ) max{1, ‖x‖H}.
(153)
Combining (151)–(153) with the fundamental theorem of calculus in Banach spaces establishes (141).
The proof of Lemma 7.1 is thus completed.
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Lemma 7.2. Assume the setting in Section 7.1 and let t ∈ [0, T ), ψ = (ψ(x, y))x,y∈H ∈ M(H ×
H, V ), φ ∈M(H, V ) satisfy that for all x, y ∈ H it holds that ψ(x, y) =∑b∈U u0,2(t, x)(Bb(y), Bb(y))
and φ(x) = ψ(x, x). Then it holds that ψ ∈ C2(H×H, V ), φ ∈ C2(H, V ) and for all x, x1, x2, y, y1, y2 ∈
H it holds that
max
i,j∈N0, i+j≤2
∥∥( ∂(i+j)
∂xi∂yj
ψ
)
(x1, y)−
(
∂(i+j)
∂xi∂yj
ψ
)
(x2, y)
∥∥
L(i+j)(H,V )
≤ 2 ‖x1−x2‖H
(T−t)ϑ
· ‖B‖2C2b (H,HS(U,H−ϑ/2))
[
c−ϑ/2,−ϑ/2,0 + c−ϑ/2,−ϑ/2,0,0 + c˜−ϑ/2,−ϑ/2,0,0
]
max{1, ‖y‖2H},
(154)
max
i,j∈N0, i+j≤2
∥∥( ∂(i+j)
∂xi∂yj
ψ
)
(x, y1)−
(
∂(i+j)
∂xi∂yj
ψ
)
(x, y2)
∥∥
L(i+j)(H,V )
≤ 6 ‖y1−y2‖H
(T−t)ϑ
· ‖B‖2C3b (H,HS(U,H−ϑ/2))
[
c−ϑ/2,−ϑ/2 + c−ϑ/2,−ϑ/2,0 + c−ϑ/2,−ϑ/2,0,0
]
max{1, ‖y1‖H , ‖y2‖H},
(155)
max
i∈{0,1,2}
∥∥φ(i)(x1)− φ(i)(x2)∥∥L(i)(H,V ) ≤ 8 ‖x1−x2‖H(T−t)ϑ ‖B‖2C3b (H,HS(U,H−ϑ/2))
· [c−ϑ/2,−ϑ/2 + c−ϑ/2,−ϑ/2,0 + c−ϑ/2,−ϑ/2,0,0 + c˜−ϑ/2,−ϑ/2,0,0]max{1, ‖x1‖2H , ‖x2‖2H}. (156)
Proof. First of all, we note that the assumption that B ∈ Lip4(H,HS(U,H1)) and the fact that(
H ∋ x 7→ u0,2(t, x) ∈ L(2)(H, V )
) ∈ C2(H,L(2)(H, V )) ensure that ψ ∈ C2(H × H, V ), φ ∈
C2(H, V ), and
(
H × H ∋ (x, y) 7→ ( ∂2
∂y2
ψ)(x, y) ∈ L(2)(H, V )) ∈ C2(H,L(2)(H, V )). Next we
observe that for all x, x1, x2, y, v1, v2, v3 ∈ H with ‖v1‖H , ‖v2‖H , ‖v3‖H ≤ 1 it holds that∥∥( ∂
∂x
ψ
)
(x, y) v1
∥∥
V
≤ ∑
b∈U
∥∥u0,3(t, x)(Bb(y), Bb(y), v1)∥∥V
≤ c−ϑ/2,−ϑ/2,0
(T−t)ϑ ‖B(y)‖2HS(U,H−ϑ/2),
(157)
∥∥( ∂2
∂x2
ψ
)
(x, y) (v1, v2)
∥∥
V
≤ ∑
b∈U
∥∥u0,4(t, x)(Bb(y), Bb(y), v1, v2)∥∥V
≤ c−ϑ/2,−ϑ/2,0,0
(T−t)ϑ ‖B(y)‖2HS(U,H−ϑ/2),
(158)
∥∥( ∂2
∂x2
ψ
)
(x1, y) (v1, v2)−
(
∂2
∂x2
ψ
)
(x2, y) (v1, v2)
∥∥
V
≤ ∑
b∈U
∥∥(u0,4(t, x1)− u0,4(t, x2))(Bb(y), Bb(y), v1, v2)∥∥V
≤ c˜−ϑ/2,−ϑ/2,0,0 ‖x1−x2‖H
(T−t)ϑ ‖B(y)‖2HS(U,H−ϑ/2),
(159)
∥∥( ∂
∂y
ψ
)
(x, y) v1
∥∥
V
≤ 2∑
b∈U
∥∥u0,2(t, x)(Bb(y), (Bb)′(y) v1)∥∥V
≤ 2 c−ϑ/2,−ϑ/2
(T−t)ϑ ‖B(y)‖HS(U,H−ϑ/2) ‖B′(y)‖L(H,HS(U,H−ϑ/2)),
(160)
∥∥( ∂2
∂y2
ψ
)
(x, y)(v1, v2)
∥∥
V
≤ 2∑
b∈U
∥∥u0,2(t, x)((Bb)′(y) v1, (Bb)′(y) v2)+ u0,2(t, x)(Bb(y), (Bb)′′(y)(v1, v2))∥∥V
≤ 2 c−ϑ/2,−ϑ/2
(T−t)ϑ
(‖B′(y)‖2L(H,HS(U,H−ϑ/2)) + ‖B(y)‖HS(U,H−ϑ/2) ‖B′′(y)‖L(2)(H,HS(U,H−ϑ/2))),
(161)
∥∥( ∂3
∂y3
ψ
)
(x, y)(v1, v2, v3)
∥∥
V
≤ 2∑
b∈U
∥∥u0,2(t, x)((Bb)′(y) v2, (Bb)′′(y)(v1, v3))
+ u0,2(t, x)
(
(Bb)′(y) v1, (Bb)′′(y)(v2, v3)
)
+ u0,2(t, x)
(
(Bb)′(y) v3, (Bb)′′(y)(v1, v2)
)
+ u0,2(t, x)
(
Bb(y), (Bb)(3)(y)(v1, v2, v3)
)∥∥
V
≤ 2 c−ϑ/2,−ϑ/2
(T−t)ϑ
(
3 ‖B′(y)‖L(H,HS(U,H−ϑ/2)) ‖B′′(y)‖L(2)(H,HS(U,H−ϑ/2))
+ ‖B(y)‖HS(U,H−ϑ/2) ‖B(3)(y)‖L(3)(H,HS(U,H−ϑ/2))
)
,
(162)
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∥∥( ∂2
∂x∂y
ψ
)
(x, y)(v1, v2)
∥∥
V
≤ 2∑
b∈U
∥∥u0,3(t, x)(Bb(y), (Bb)′(y) v1, v2)∥∥V
≤ 2 c−ϑ/2,−ϑ/2,0
(T−t)ϑ ‖B(y)‖HS(U,H−ϑ/2) ‖B′(y)‖L(H,HS(U,H−ϑ/2)),
(163)
∥∥( ∂3
∂x2∂y
ψ
)
(x, y)(v1, v2, v3)
∥∥
V
≤ 2∑
b∈U
∥∥u0,4(t, x)(Bb(y), (Bb)′(y) v1, v2, v3)∥∥V
≤ 2 c−ϑ/2,−ϑ/2,0,0
(T−t)ϑ ‖B(y)‖HS(U,H−ϑ/2) ‖B′(y)‖L(H,HS(U,H−ϑ/2)),
(164)
∥∥( ∂3
∂x∂y2
ψ
)
(x, y)(v1, v2, v3)
∥∥
V
(165)
≤ 2∑
b∈U
∥∥u0,3(t, x)((Bb)′(y) v1, (Bb)′(y) v2, v3)+ u0,3(t, x)(Bb(y), (Bb)′′(y)(v1, v2), v3)∥∥V
≤ 2 c−ϑ/2,−ϑ/2,0
(T−t)ϑ
(‖B′(y)‖2L(H,HS(U,H−ϑ/2)) + ‖B(y)‖HS(U,H−ϑ/2) ‖B′′(y)‖L(2)(H,HS(U,H−ϑ/2))).
Combining (157)–(159) and (163)–(165) with the fundamental theorem of calculus in Banach
spaces proves (154). Moreover, combining (160)–(165) with the fundamental theorem of calculus
in Banach spaces establishes (155). It thus remains to prove (156). For this we observe that
(157)–(165) ensure that for all x, v1, v2, v3 ∈ H with ‖v1‖H , ‖v2‖H , ‖v3‖H ≤ 1 it holds that∥∥φ′(x) v1∥∥V ≤ ∥∥( ∂∂xψ)(x, x) v1∥∥V + ∥∥( ∂∂yψ)(x, x) v1∥∥V
≤
c−ϑ/2,−ϑ/2,0 ‖B(x)‖2HS(U,H
−ϑ/2
)
+2 c−ϑ/2,−ϑ/2 ‖B(x)‖HS(U,H−ϑ/2) ‖B
′(x)‖L(H,HS(U,H
−ϑ/2
))
(T−t)ϑ
≤ 2 [c−ϑ/2,−ϑ/2+c−ϑ/2,−ϑ/2,0]
(T−t)ϑ ‖B‖2C1b (H,HS(U,H−ϑ/2)) max{1, ‖x‖
2
H},
(166)
∥∥φ′′(x) (v1, v2)∥∥V
≤ ∥∥( ∂2
∂x2
ψ
)
(x, x) (v1, v2)
∥∥
V
+ 2
∥∥( ∂2
∂x∂y
ψ
)
(x, x) (v1, v2)
∥∥
V
+
∥∥( ∂2
∂y2
ψ
)
(x, x) (v1, v2)
∥∥
V
≤
c−ϑ/2,−ϑ/2,0,0 ‖B(x)‖2HS(U,H
−ϑ/2
)
+4 c−ϑ/2,−ϑ/2,0 ‖B(x)‖HS(U,H−ϑ/2) ‖B
′(x)‖L(H,HS(U,H
−ϑ/2
))
(T−t)ϑ
+
2 c−ϑ/2,−ϑ/2
(
‖B′(x)‖2
L(H,HS(U,H
−ϑ/2
))
+‖B(x)‖HS(U,H
−ϑ/2
) ‖B′′(x)‖L(2)(H,HS(U,H
−ϑ/2
))
)
(T−t)ϑ
≤ 4 [c−ϑ/2,−ϑ/2+c−ϑ/2,−ϑ/2,0+c−ϑ/2,−ϑ/2,0,0]
(T−t)ϑ ‖B‖2C2b (H,HS(U,H−ϑ/2)) max{1, ‖x‖
2
H}.
(167)
In the next step we observe that (162), (164), (165), and the fact that
(
H ∋ x 7→ φ′′(x) −(
∂2
∂x2
ψ
)
(x, x) ∈ L(2)(H, V )) ∈ C1(H,L(2)(H, V )) show that for all x, x1, x2, v1, v2, v3 ∈ H with
‖v1‖H , ‖v2‖H , ‖v3‖H ≤ 1 it holds that∥∥ ∂
∂x
(
φ′′(x)− ( ∂2
∂x2
ψ
)
(x, x)
)
(v1, v2, v3)
∥∥
V
≤ 2 ∥∥( ∂3
∂x2∂y
ψ
)
(x, x) (v1, v2, v3)
∥∥
V
(168)
+ 3
∥∥( ∂3
∂x∂y2
ψ
)
(x, x) (v1, v2, v3)
∥∥
V
+
∥∥( ∂3
∂y3
ψ
)
(x, x) (v1, v2, v3)
∥∥
V
≤
4 c−ϑ/2,−ϑ/2,0,0 ‖B(x)‖HS(U,H−ϑ/2) ‖B
′(x)‖L(H,HS(U,H
−ϑ/2
))
(T−t)ϑ
+
6 c−ϑ/2,−ϑ/2,0
(
‖B′(x)‖2
L(H,HS(U,H
−ϑ/2
))
+‖B(x)‖HS(U,H
−ϑ/2
) ‖B′′(x)‖L(2)(H,HS(U,H
−ϑ/2
))
)
(T−t)ϑ
+
6 c−ϑ/2,−ϑ/2
(
‖B′(x)‖L(H,HS(U,H
−ϑ/2
)) ‖B′′(x)‖L(2)(H,HS(U,H
−ϑ/2
))
+‖B(x)‖HS(U,H
−ϑ/2
) ‖B(3)(x)‖L(3)(H,HS(U,H
−ϑ/2
))
)
(T−t)ϑ
≤ 6 [c−ϑ/2,−ϑ/2+c−ϑ/2,−ϑ/2,0+c−ϑ/2,−ϑ/2,0,0]
(T−t)ϑ ‖B‖2C3b (H,HS(U,H−ϑ/2)) max{1, ‖x‖H}.
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In addition, we combine (159) and (164) with the fundamental theorem of calculus in Banach
spaces to obtain that for all x1, x2, v1, v2 ∈ H with ‖v1‖H , ‖v2‖H ≤ 1 it holds that∥∥(( ∂2
∂x2
ψ
)
(x1, x1)−
(
∂2
∂x2
ψ
)
(x2, x2)
)
(v1, v2)
∥∥
V
≤ ∥∥(( ∂2
∂x2
ψ
)
(x1, x1)−
(
∂2
∂x2
ψ
)
(x2, x1)
)
(v1, v2)
∥∥
V
+
∥∥(( ∂2
∂x2
ψ
)
(x2, x1)−
(
∂2
∂x2
ψ
)
(x2, x2)
)
(v1, v2)
∥∥
V
≤ c˜−ϑ/2,−ϑ/2,0,0 ‖x1−x2‖H
(T−t)ϑ ‖B(x1)‖2HS(U,H−ϑ/2)
+
2 c−ϑ/2,−ϑ/2,0,0 ‖x1−x2‖H
(T−t)ϑ ‖B‖2C1b (H,HS(U,H−ϑ/2)) max{1, ‖x1‖H , ‖x2‖H}
≤ 2 ‖x1−x2‖H
(T−t)ϑ ‖B‖2C1b (H,HS(U,H−ϑ/2))
[
c−ϑ/2,−ϑ/2,0,0 + c˜−ϑ/2,−ϑ/2,0,0
]
max{1, ‖x1‖2H , ‖x2‖2H}.
(169)
Combining (166)–(169) with the fundamental theorem of calculus in Banach spaces finally yields (156).
The proof of Lemma 7.2 is thus completed.
Lemma 7.3 (Weak convergence of semilinear integrated Euler-type approximations of SPDEs
with mollified nonlinearities). Assume the setting in Section 7.1 and let ρ ∈ [0, 1 − ϑ). Then it
holds that E
[‖ϕ(XT )‖V + ‖ϕ(Y¯T )‖V ] <∞ and
∥∥E[ϕ(XT )]− E[ϕ(Y¯T )]∥∥V ≤ 5 |C0|3 |Cρ|2 C0,ρ T (1−ϑ−ρ)(1−ϑ−ρ) ςF,B K5 hρ
·
[
c−ϑ + c−ϑ,0 + c−ϑ,0,0 + c−ϑ,0,0,0 + c−ϑ/2,−ϑ/2 + c−ϑ/2,−ϑ/2,0 + c−ϑ/2,−ϑ/2,0,0 + c˜−ϑ/2,−ϑ/2,0,0
]
·
[
2(ρ+1) + T
(1−ϑ)
(1−ϑ−ρ)
(
2Cϑ + Cρ+ϑ + 2 |Cϑ/2|2 + 2Cρ+ϑ/2Cϑ/2 + Cϑ,0,ρ + 2Cϑ/2 Cϑ/2,0,ρ
+ 3 (|Cϑ/2|2 + Cϑ) + 2 (|Cϑ/2|2 + Cϑ)Cρ
[
C−ρ,ρ +
Cϑ,−ρ,ρ T
(1−ϑ)
(1−ϑ) +
√
6Cϑ/2,−ρ,ρ T
(1−ϑ)/2
√
1−ϑ
])]
.
(170)
Proof. First of all, we observe that the assumption that supt∈[0,T ] ‖Xt‖L5(P;H) < ∞ implies that
E
[‖ϕ(XT )‖V ] < ∞. Moreover, combining the assumption that Y0 ∈ L5(P;H1) with Lemma 6.1
proves that K5 <∞. This shows, in particular, that we have that sups∈[0,T ] E
[‖ϕ(Y¯T )‖V +‖Y¯s‖H1+∫ T
0
‖u0,1(t, Y¯t)B(Y⌊t⌋h)‖2HS(U,V ) dt
]
< ∞. This and the standard Itoˆ formula in Theorem 2.4 in
Brzez´niak, Van Neerven, Veraar & Weis [9] prove that
E
[
ϕ(Y¯T )
]− E[ϕ(XT )] = E[u(T, Y¯T )− u(0, Y¯0)]
=
∫ T
0
E
[
u1,0(t, Y¯t) + u0,1(t, Y¯t)
(
AY¯t + F (Y⌊t⌋h)
)]
dt
+
1
2
∑
b∈U
∫ T
0
E
[
u0,2(t, Y¯t)
(
Bb(Y⌊t⌋h), B
b(Y⌊t⌋h)
)]
dt.
(171)
Exploiting the fact that u is a solution of the Kolmogorov backward equation associated to
Xx : [0, T ] × Ω → H , x ∈ H , and ϕ (cf., e.g., Theorem 7.5.1 in Da Prato & Zabczyk [14])
hence shows that
E
[
ϕ(Y¯T )
]− E[ϕ(XT )]
=
∫ T
0
E
[
u0,1(t, Y¯t)F (Y⌊t⌋h)− u0,1(t, Y¯t)F (Y¯t)
]
dt
+
1
2
∑
b∈U
∫ T
0
E
[
u0,2(t, Y¯t)
(
Bb
(
Y⌊t⌋h
)
, Bb
(
Y⌊t⌋h
))− u0,2(t, Y¯t)(Bb(Y¯t), Bb(Y¯t))] dt.
(172)
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The triangle inequality hence shows that∥∥E[ϕ(XT )]− E[ϕ(Y¯T )]∥∥V
≤
T
∫
0
∥∥E[u0,1(t, Y¯t)F (Y⌊t⌋h)− u0,1(t, Y¯⌊t⌋h)F (Y⌊t⌋h)]∥∥V dt
+
T
∫
0
∥∥E[u0,1(t, Y¯⌊t⌋h)F (Y⌊t⌋h)− u0,1(t, Y¯⌊t⌋h)F (Y¯⌊t⌋h)]∥∥V dt
+
T
∫
0
∥∥E[u0,1(t, Y¯⌊t⌋h)F (Y¯⌊t⌋h)− u0,1(t, Y¯t)F (Y¯t)]∥∥V dt (173)
+ 1
2
T
∫
0
∥∥∥∥E
[ ∑
b∈U
u0,2(t, Y¯t)
(
Bb
(
Y⌊t⌋h
)
, Bb
(
Y⌊t⌋h
))− ∑
b∈U
u0,2(t, Y¯⌊t⌋h)
(
Bb
(
Y⌊t⌋h
)
, Bb
(
Y⌊t⌋h
))]∥∥∥∥
V
dt
+ 1
2
T
∫
0
∥∥∥∥E
[ ∑
b∈U
u0,2(t, Y¯⌊t⌋h)
(
Bb
(
Y⌊t⌋h
)
, Bb
(
Y⌊t⌋h
))− ∑
b∈U
u0,2(t, Y¯⌊t⌋h)
(
Bb
(
Y¯⌊t⌋h
)
, Bb
(
Y¯⌊t⌋h
))]∥∥∥∥
V
dt
+ 1
2
T
∫
0
∥∥∥∥E
[ ∑
b∈U
u0,2(t, Y¯⌊t⌋h)
(
Bb
(
Y¯⌊t⌋h
)
, Bb
(
Y¯⌊t⌋h
))− ∑
b∈U
u0,2(t, Y¯t)
(
Bb
(
Y¯t
)
, Bb
(
Y¯t
))]∥∥∥∥
V
dt.
In the next step we combine Lemma 7.1 and Lemma 7.2 with Proposition 6.2 to obtain that for
all t ∈ (0, T ) it holds that∥∥E[u0,1(t, Y¯t)F (Y⌊t⌋h)− u0,1(t, Y¯⌊t⌋h)F (Y⌊t⌋h)]∥∥V
+
∥∥E[u0,1(t, Y¯⌊t⌋h)F (Y¯⌊t⌋h)− u0,1(t, Y¯t)F (Y¯t)]∥∥V
+ 1
2
∥∥∥∥E
[ ∑
b∈U
u0,2(t, Y¯t)
(
Bb
(
Y⌊t⌋h
)
, Bb
(
Y⌊t⌋h
))− ∑
b∈U
u0,2(t, Y¯⌊t⌋h)
(
Bb
(
Y⌊t⌋h
)
, Bb
(
Y⌊t⌋h
))]∥∥∥∥
V
+ 1
2
∥∥∥∥E
[ ∑
b∈U
u0,2(t, Y¯⌊t⌋h)
(
Bb
(
Y¯⌊t⌋h
)
, Bb
(
Y¯⌊t⌋h
))− ∑
b∈U
u0,2(t, Y¯t)
(
Bb
(
Y¯t
)
, Bb
(
Y¯t
))]∥∥∥∥
V
≤ |C0|3 |Cρ|2
(T−t)ϑ K5 h
ρ max
{
1, ‖F‖Lip0(H,H−ϑ), ‖B‖2Lip0(H,HS(U,H−ϑ/2))
}
(174)
·
[
4
[
c−ϑ + c−ϑ,0 + c−ϑ,0,0 + c−ϑ,0,0,0
] ‖F‖C3b (H,H−ϑ)
+ 5
[
c−ϑ/2,−ϑ/2 + c−ϑ/2,−ϑ/2,0 + c−ϑ/2,−ϑ/2,0,0 + c˜−ϑ/2,−ϑ/2,0,0
] ‖B‖2C3b (H,HS(U,H−ϑ/2))
]
·
[
2ρ
tρ
+
(2Cϑ+Cρ+ϑ+2 |Cϑ/2|2+2Cρ+ϑ/2 Cϑ/2) |⌊t⌋h |(1−ϑ−ρ)+(Cϑ+ 12 |Cϑ/2|2) (t−⌊t⌋h)(1−ϑ−ρ)
(1−ϑ−ρ)
]
.
In addition, we combine Lemma 7.1 and Lemma 7.2 with Proposition 6.4 and the fact that ∀ t ∈
[h, T ] : ⌊t⌋h > t/2 to obtain that for all t ∈ (0, T ) it holds that∥∥E[u0,1(t, Y¯⌊t⌋h)F (Y⌊t⌋h)− u0,1(t, Y¯⌊t⌋h)F (Y¯⌊t⌋h)]∥∥V
+ 1
2
∥∥∥∥E
[ ∑
b∈U
u0,2(t, Y¯⌊t⌋h)
(
Bb
(
Y⌊t⌋h
)
, Bb
(
Y⌊t⌋h
))− ∑
b∈U
u0,2(t, Y¯⌊t⌋h)
(
Bb
(
Y¯⌊t⌋h
)
, Bb
(
Y¯⌊t⌋h
))]∥∥∥∥
V
≤ C0 C0,ρ
(T−t)ϑ K4 h
ρ max
{
1, ‖F‖Lip0(H,H−ϑ), ‖B‖2Lip0(H,HS(U,H−ϑ/2))
}
·max{1, ‖F‖Lip0(H,H−ϑ), ‖B‖Lip0(H,HS(U,H−ϑ/2))}
([
c−ϑ + c−ϑ,0 + c−ϑ,0,0
] ‖F‖C3b (H,H−ϑ) (175)
+ 3
[
c−ϑ/2,−ϑ/2 + c−ϑ/2,−ϑ/2,0 + c−ϑ/2,−ϑ/2,0,0
] ‖B‖2C3b (H,HS(U,H−ϑ/2))
)
·
[
2ρ
tρ
+ |⌊t⌋h |
(1−ϑ−ρ)
(1−ϑ−ρ)
(
Cϑ,0,ρ + 2Cϑ/2Cϑ/2,0,ρ + 2 (|Cϑ/2|2 + Cϑ) + 2 (|Cϑ/2|2 + Cϑ)Cρ
·
[
C−ρ,ρ +
Cϑ,−ρ,ρ T
(1−ϑ)
(1−ϑ) +
√
6Cϑ/2,−ρ,ρ T
(1−ϑ)/2
√
1−ϑ
])]
.
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Combining (173)–(175) proves that
∥∥E[ϕ(XT )]− E[ϕ(Y¯T )]∥∥V ≤ 5 |C0|3 |Cρ|2C0,ρ ςF,B K5 hρ T∫
0
1
(T−t)ϑ tρ dt (176)
·
[
c−ϑ + c−ϑ,0 + c−ϑ,0,0 + c−ϑ,0,0,0 + c−ϑ/2,−ϑ/2 + c−ϑ/2,−ϑ/2,0 + c−ϑ/2,−ϑ/2,0,0 + c˜−ϑ/2,−ϑ/2,0,0
]
·
[
2(ρ+1) + T
(1−ϑ)
(1−ϑ−ρ)
(
2Cϑ + Cρ+ϑ + 2 |Cϑ/2|2 + 2Cρ+ϑ/2 Cϑ/2 + Cϑ,0,ρ + 2Cϑ/2 Cϑ/2,0,ρ
+ 3 (|Cϑ/2|2 + Cϑ) + 2 (|Cϑ/2|2 + Cϑ)Cρ
[
C−ρ,ρ +
Cϑ,−ρ,ρ T
(1−ϑ)
(1−ϑ) +
√
6Cϑ/2,−ρ,ρ T
(1−ϑ)/2
√
1−ϑ
])]
.
This and Lemma 3.1.6 in [25] show9 (170). The proof of Lemma 7.3 is thus completed.
7.3 Weak convergence rates for Euler-type approximations of SPDEs
with mollified nonlinearities
The next result, Corollary 7.4, provides a bound for the weak distance of the numerical approx-
imation and its semilinear integrated counterpart. Corollary 7.4 is an immediate consequence of
Proposition 6.4 and of Lemma 7.3.
Corollary 7.4 (Weak distance between Euler-type approximations of SPDEs with mollified non-
linearities and their semilinear integrated counterparts). Assume the setting in Section 7.1 and let
ρ ∈ [0, 1− ϑ). Then it holds that E[‖ϕ(Y¯T )‖V + ‖ϕ(YT )‖V ] <∞ and∥∥E[ϕ(Y¯T )]− E[ϕ(YT )]∥∥V ≤ C0,ρT ρ ‖ϕ‖Lip2(H,V )K3 hρ ςF,B (177)
·
[
1 + T
(1−ϑ)
(1−ϑ−ρ)
(
Cϑ,0,ρ + 2Cϑ/2Cϑ/2,0,ρ + 2 (|Cϑ/2|2 + Cϑ)
+ 2 (|Cϑ/2|2 + Cϑ)Cρ
[
C−ρ,ρ +
Cϑ,−ρ,ρ T
(1−ϑ)
(1−ϑ) +
Cϑ/2,−ρ,ρ
√
3T (1−ϑ)√
1−ϑ
])]
.
The next result is a direct consequence of the triangle inequality, of Corollary 7.4 and of
Lemma 7.3.
Corollary 7.5 (Weak convergence of Euler-type approximations of SPDEs with mollified nonlin-
earities). Assume the setting in Section 7.1 and let ρ ∈ [0, 1−ϑ). Then it holds that E[‖ϕ(XT )‖V +
‖ϕ(YT )‖V
]
<∞ and
∥∥E[ϕ(XT )]− E[ϕ(YT )]∥∥V ≤ 5 |C0|3 |Cρ|2 C0,ρmax{1,T (1−ϑ)}(1−ϑ−ρ) T ρ ςF,B K5 hρ
·
[
2(ρ+1) + T
(1−ϑ)
(1−ϑ−ρ)
(
2Cϑ + Cρ+ϑ + 2 |Cϑ/2|2 + 2Cρ+ϑ/2 Cϑ/2 + Cϑ,0,ρ + 2Cϑ/2Cϑ/2,0,ρ
+ 3 (|Cϑ/2|2 + Cϑ) + 2 (|Cϑ/2|2 + Cϑ)Cρ
[
C−ρ,ρ +
Cϑ,−ρ,ρ T
(1−ϑ)
(1−ϑ) +
√
6Cϑ/2,−ρ,ρ T
(1−ϑ)/2
√
1−ϑ
])]
·
[
‖ϕ‖Lip2(H,V ) + c−ϑ + c−ϑ,0 + c−ϑ,0,0 + c−ϑ,0,0,0 + c−ϑ/2,−ϑ/2 + c−ϑ/2,−ϑ/2,0
+ c−ϑ/2,−ϑ/2,0,0 + c˜−ϑ/2,−ϑ/2,0,0
]
.
(178)
9with x = 1− ϑ and y = 1− ρ in the notation of Lemma 3.1.6 in [25]
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In the next result, Corollary 7.6, we use Lemma 6.1 to estimate the real number K5 on the
right hand side of (178). For the formulation of Corollary 7.6 we recall that for all x ∈ [0,∞),
θ ∈ [0, 1) it holds that E1−θ(x) =
[∑∞
n=0
x2n Γ(1−θ)n
Γ(n(1−θ)+1)
]1/2
(see Section 1.2).
Corollary 7.6 (Weak convergence of Euler-type approximations of SPDEs with mollified nonlin-
earities). Assume the setting in Section 7.1 and let θ ∈ [0, 1), ρ ∈ [0, 1 − ϑ). Then it holds that
E
[‖ϕ(XT )‖V + ‖ϕ(YT )‖V ] <∞ and∥∥E[ϕ(XT )]− E[ϕ(YT )]∥∥V ≤ 57 |C0|3 |Cρ|2 C0,ρmax{1,T (1−ϑ)}(1−ϑ−ρ) T ρ ςF,B hρ
·
[
C0max{1, ‖X0‖L5(P;H)}+
Cθ T
(1−θ) ‖F‖Lip0(H,H−θ)
(1−θ) + Cθ/2
√
10T (1−θ)
(1−θ) ‖B‖Lip0(H,HS(U,H−θ/2))
]10
·
∣∣∣∣E(1−θ)
[√
2Cθ T
(1−θ) |F |Lip0(H,H−θ)√
1−θ + 2Cθ/2
√
5 T (1−θ) |B|Lip0(H,HS(U,H−θ/2))
]∣∣∣∣
5
·
[
2(ρ+1) + T
(1−ϑ)
(1−ϑ−ρ)
(
2Cϑ + Cρ+ϑ + 2 |Cϑ/2|2 + 2Cρ+ϑ/2Cϑ/2 + Cϑ,0,ρ + 2Cϑ/2 Cϑ/2,0,ρ
+ 3 (|Cϑ/2|2 + Cϑ) + 2 (|Cϑ/2|2 + Cϑ)Cρ
[
C−ρ,ρ +
Cϑ,−ρ,ρ T
(1−ϑ)
(1−ϑ) +
√
6Cϑ/2,−ρ,ρ T
(1−ϑ)/2
√
1−ϑ
])]
·
[
‖ϕ‖Lip2(H,V ) + c−ϑ + c−ϑ,0 + c−ϑ,0,0 + c−ϑ,0,0,0 + c−ϑ/2,−ϑ/2 + c−ϑ/2,−ϑ/2,0
+ c−ϑ/2,−ϑ/2,0,0 + c˜−ϑ/2,−ϑ/2,0,0
]
.
(179)
8 Weak convergence rates for Euler-type approximations
of SPDEs
In this section we use Corollary 7.6 in Section 7 and the somehow non-standard mollification
procedure in Conus et al. [11] to establish in Corollary 8.2 weak convergence rates for temporal
numerical approximations of a certain class of SEEs. Corollary 8.2, in turn, implies Theorem 1.1
in the introduction. The arguments in this section are quite similar to the arguments in Section 5
in Conus et al. [11].
8.1 Setting
Assume the setting in Section 1.4, assume that h ≤ T , let θ ∈ [0, 1), ϑ ∈ [0, 1/2) ∩ [0, θ], F ∈
C5b (H,H−θ), B ∈ C5b (H,HS(U,H−θ/2)), ϕ ∈ C5b (H, V ), let ςF,B ∈ R be a real number given by
ςF,B = max
{
1, ‖F‖3
C3b (H,H−θ)
, ‖B‖6
C3b (H,HS(U,H−θ/2))
}
, let X, Y : [0, T ]×Ω→ H andXκ,x : [0, T ]×Ω→
H , κ ∈ [0, T ], x ∈ H , be (Ft)t∈[0,T ]-predictable stochastic processes which satisfy that for all
κ ∈ [0, T ], x ∈ H it holds that supt∈[0,T ]
[‖Xt‖L5(P;H)+‖Xκ,xt ‖L5(P;H)] <∞, Xκ,x0 = x, and Y0 = X0
and which satisfy that for all κ ∈ [0, T ], x ∈ H , t ∈ (0, T ] it holds P-a.s. that
Xt = e
tAX0 +
∫ t
0
e(t−s)A F (Xs) ds+
∫ t
0
e(t−s)AB(Xs) dWs, (180)
Xκ,xt = e
tA x+
∫ t
0
e(κ+t−s)A F (Xκ,xs ) ds+
∫ t
0
e(κ+t−s)AB(Xκ,xs ) dWs, (181)
Yt = S0,t Y0 +
∫ t
0
Ss,tRs F (Y⌊s⌋h) ds+
∫ t
0
Ss,tRsB(Y⌊s⌋h) dWs, (182)
let u(κ) : [0, T ] × H → V, κ ∈ [0, T ], be the functions with the property that for all κ, t ∈ [0, T ],
x ∈ H it holds that u(κ)(t, x) = E[ϕ(Xκ,xT−t)], let c(κ)δ1,...,δk ∈ [0,∞], δ1, . . . , δk ∈ R, k ∈ {1, 2, 3, 4},
39
κ ∈ [0, T ], be the extended real numbers with the property that for all κ ∈ [0, T ], k ∈ {1, 2, 3, 4},
δ1, . . . , δk ∈ R it holds that
c
(κ)
δ1,δ2,...,δk
= sup
t∈[0,T )
sup
x∈H
sup
v1,...,vk∈H\{0}
[ ∥∥( ∂k
∂xk
u(κ)
)
(t, x)(v1, . . . , vk)
∥∥
V
(T − t)(δ1+...+δk) ‖v1‖Hδ1 · . . . · ‖vk‖Hδk
]
, (183)
and let c˜
(κ)
δ1,δ2,δ3,δ4
∈ [0,∞], δ1, δ2, δ3, δ4 ∈ R, κ ∈ [0, T ], be the extended real numbers with the
property that for all κ ∈ [0, T ], δ1, δ2, δ3, δ4 ∈ R it holds that
c˜
(κ)
δ1,δ2,δ3,δ4
= sup
t∈[0,T )
sup
x1,x2∈H,
x1 6=x2
sup
v1,...,v4∈H\{0}
[∥∥(( ∂4
∂x4
u(κ)
)
(t, x1)−
(
∂4
∂x4
u(κ)
)
(t, x2)
)
(v1, . . . , v4)
∥∥
V
(T − t)(δ1+...+δ4) ‖x1 − x2‖H ‖v1‖Hδ1 · . . . · ‖v4‖Hδ4
]
.
(184)
8.2 Weak convergence result
Proposition 8.1. Assume the setting in Section 8.1 and let r ∈ [0, 1− ϑ), ρ ∈ (0, 1− θ). Then it
holds that E
[‖ϕ(XT )‖V + ‖ϕ(YT )‖V ] <∞ and
∥∥E[ϕ(XT )]− E[ϕ(YT )]∥∥V ≤
[
57
∣∣max{T, 1
T
}∣∣(r+3(θ−ϑ)) |C0|20]h ρ r(ρ+6(θ−ϑ))
·
[
max{1, ‖X0‖L5(P;H)}+
Cθ Cρ/2+θ T
(1−θ) ‖F‖
C1
b
(H,H−θ)
(1−θ−ρ/2) +
Cθ/2 C(ρ+θ)/2
√
10T (1−θ) ‖B‖
C1
b
(H,HS(U,H−θ/2))√
1−θ−ρ
]10
·
∣∣∣∣E(1−θ)
[√
2C0 Cθ T
(1−θ) |F |
C1
b
(H,H−θ)√
1−θ + 2C0Cθ/2
√
5 T (1−θ) |B|C1b (H,HS(U,H−θ/2))
]∣∣∣∣
5
·
[
2(r+1) + T
(1−ϑ)
(1−ϑ−r)
(
2Cϑ + Cr+ϑ + 2 |Cϑ/2|2 + 2Cr+ϑ/2 Cϑ/2 + Cϑ,0,r + 2Cϑ/2Cϑ/2,0,r (185)
+ 3 (|Cϑ/2|2 + Cϑ) + 2 (|Cϑ/2|2 + Cϑ)Cr
[
C−r,r +
Cϑ,−r,r T
(1−ϑ)
(1−ϑ) +
√
6Cϑ/2,−r,r T
(1−ϑ)/2
√
1−ϑ
])]
·
[
|Cρ/2|2
T ρ/2
|ϕ|C1b (H,V ) +
|C0|3 |Cr|2 C0,r |Cθ−ϑ|3 |C(θ−ϑ)/2|6max{1,T (1−ϑ)} ςF,B
(1−ϑ−r) T r
(
‖ϕ‖C3b (H,V ) + sup
κ∈(0,T ]
[
c
(κ)
−ϑ
+ c
(κ)
−ϑ,0 + c
(κ)
−ϑ,0,0 + c
(κ)
−ϑ,0,0,0 + c
(κ)
−ϑ/2,−ϑ/2 + c
(κ)
−ϑ/2,−ϑ/2,0 + c
(κ)
−ϑ/2,−ϑ/2,0,0 + c˜
(κ)
−ϑ/2,−ϑ/2,0,0
])]
<∞.
Proof. First of all, we note that there exist up to modifications unique (Ft)t∈[0,T ]-predictable
stochastic processes Yˆ κ,δ : [0, T ] × Ω → H , κ, δ ∈ [0, T ], and Xˆκ,δ : [0, T ] × Ω → H , κ, δ ∈ [0, T ],
which satisfy that for all κ, δ ∈ [0, T ] it holds that supt∈[0,T ] ‖Xˆκ,δt ‖L5(P;H) <∞ and Xˆκ,δ0 = Yˆ κ,δ0 =
eδAX0 and which satisfy that for all κ, δ ∈ [0, T ], t ∈ (0, T ] it holds P-a.s. that
Xˆκ,δt = e
tAXˆκ,δ0 +
∫ t
0
e(κ+t−s)AF (Xˆκ,δs ) ds+
∫ t
0
e(κ+t−s)AB(Xˆκ,δs ) dWs, (186)
Yˆ κ,δt = S0,t Yˆ
κ,δ
0 +
∫ t
0
Ss,tRs e
κAF (Yˆ κ,δ⌊s⌋h) ds+
∫ t
0
Ss,tRs e
κAB(Yˆ κ,δ⌊s⌋h) dWs (187)
(see, e.g., Proposition 3 in Da Prato et al. [12], Theorem 4.3 in Brzez´niak [8], Theorem 6.2 in
Van Neerven et al. [40]). In the next step we combine Lemma 6.1 with the fact that ∀κ, δ ∈
[0, T ] : ‖Yˆ κ,δ0 ‖L5(P;H) < ∞ to obtain that for all κ, δ ∈ [0, T ] it holds that supt∈[0,T ] ‖Yˆ κ,δt ‖L5(P;H) <
40
∞. This, the fact that ∀κ, δ ∈ [0, T ] : supt∈[0,T ] ‖Xˆκ,δt ‖L5(P;H) < ∞ and the assumption that
ϕ ∈ Lip4(H, V ) ensure that for all κ, δ ∈ [0, T ] it holds that
E
[‖ϕ(Xˆκ,δT )‖V + ‖ϕ(Yˆ κ,δT )‖V ] <∞. (188)
This proves, in particular, that E
[‖ϕ(XT )‖V + ‖ϕ(YT )‖V ] < ∞. It thus remains to show (185).
For this we observe that the triangle inequality ensures that for all κ, δ ∈ [0, T ] it holds that∥∥E[ϕ(Xˆ0,δT )]− E[ϕ(Yˆ 0,δT )]∥∥V ≤ ∥∥E[ϕ(Xˆ0,δT )]− E[ϕ(Xˆκ,δT )]∥∥V
+
∥∥E[ϕ(Xˆκ,δT )]− E[ϕ(Yˆ κ,δT )]∥∥V + ∥∥E[ϕ(Yˆ κ,δT )]− E[ϕ(Yˆ 0,δT )]∥∥V . (189)
In the following we provide suitable bounds for the three summands on the right hand side of (189).
For the first and the third summand on the right hand side of (189) we observe that Proposition 4.3
together with the fact that ∀κ, δ ∈ [0, T ] : supt∈[0,T ] ‖Yˆ κ,δ⌊t⌋h‖L2(P;H) ≤ supt∈[0,T ] ‖Yˆ
κ,δ
t ‖L2(P;H) < ∞
shows that for all κ, δ ∈ [0, T ] it holds that
∥∥E[ϕ(Xˆ0,δT )]− E[ϕ(Xˆκ,δT )]∥∥V + ∥∥E[ϕ(Yˆ κ,δT )]− E[ϕ(Yˆ 0,δT )]∥∥V ≤ 4 |Cρ/2|2T ρ/2 |ϕ|C1b (H,V ) κ ρ2 (190)
·
[
C0max{1, ‖eδAX0‖L2(P;H)}+
Cθ Cρ/2+θ T
(1−θ) ‖F‖
C1
b
(H,H−θ)
(1−θ−ρ/2) +
Cθ/2 C(ρ+θ)/2
√
T (1−θ) ‖B‖
C1
b
(H,HS(U,H
−θ/2
))
√
1−θ−ρ
]2
·
∣∣∣E(1−θ)[√2T (1−θ) C0 Cθ√1−θ |F |C1b (H,H−θ) +√2 T (1−θ)C0Cθ/2 |B|C1b (H,HS(U,H−θ/2))
]∣∣∣2 .
Next we bound the second summand on the right hand side of (189). For this we note that for all
κ ∈ (0, T ] it holds that
max
{
1, ‖eκAF‖3C3b (H,H−ϑ), ‖e
κAB‖6C3b (H,HS(U,H−ϑ/2))
}
≤ |Cθ−ϑ|3 |C(θ−ϑ)/2|6 ςF,B max
{
1, κ−3(θ−ϑ)
}
.
(191)
This and Corollary 7.6 show that for all κ, δ ∈ (0, T ] it holds that∥∥E[ϕ(Xˆκ,δT )]− E[ϕ(Yˆ κ,δT )]∥∥V
≤ 57 |C0|
3 |Cr |2C0,r |Cθ−ϑ|3 |C(θ−ϑ)/2|6max{1,T (1−ϑ)}
(1−ϑ−r) T r ςF,B max{1, κ−3(θ−ϑ)} hr
·
[
C0max{1, ‖eδAX0‖L5(P;H)}+
Cθ T
(1−θ) ‖eκAF‖
C1
b
(H,H−θ)
(1−θ) +
Cθ/2
√
10T (1−θ) ‖eκAB‖
C1
b
(H,HS(U,H−θ/2))√
1−θ
]10
·
∣∣∣∣E(1−θ)
[√
2Cθ T
(1−θ) |eκAF |
C1
b
(H,H−θ)√
1−θ + 2Cθ/2
√
5 T (1−θ) |eκAB|C1b (H,HS(U,H−θ/2))
]∣∣∣∣
5
·
[
2(r+1) + T
(1−ϑ)
(1−ϑ−r)
(
2Cϑ + Cr+ϑ + 2 |Cϑ/2|2 + 2Cr+ϑ/2Cϑ/2 + Cϑ,0,r + 2Cϑ/2Cϑ/2,0,r (192)
+ 3 (|Cϑ/2|2 + Cϑ) + 2 (|Cϑ/2|2 + Cϑ)Cr
[
C−r,r +
Cϑ,−r,r T
(1−ϑ)
(1−ϑ) +
√
6Cϑ/2,−r,r T
(1−ϑ)/2
√
1−ϑ
])]
·
[
‖ϕ‖C3b (H,V ) + c
(κ)
−ϑ + c
(κ)
−ϑ,0 + c
(κ)
−ϑ,0,0 + c
(κ)
−ϑ,0,0,0 + c
(κ)
−ϑ/2,−ϑ/2 + c
(κ)
−ϑ/2,−ϑ/2,0
+ c
(κ)
−ϑ/2,−ϑ/2,0,0 + c˜
(κ)
−ϑ/2,−ϑ/2,0,0
]
.
Plugging (190) and (192) into (189) then shows that for all κ, δ ∈ (0, T ] it holds that
∥∥E[ϕ(Xˆ0,δT )]− E[ϕ(Yˆ 0,δT )]∥∥V ≤ max{4 κ ρ2 , 57max{1, κ−3(θ−ϑ)} hr} |C0|20
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·
[
max{1, ‖X0‖L5(P;H)}+
Cθ Cρ/2+θ T
(1−θ) ‖F‖
C1
b
(H,H−θ)
(1−θ−ρ/2) +
Cθ/2 C(ρ+θ)/2
√
10 T (1−θ) ‖B‖
C1
b
(H,HS(U,H
−θ/2
))
√
1−θ−ρ
]10
·
∣∣∣∣E(1−θ)
[√
2C0 Cθ T
(1−θ) |F |
C1
b
(H,H−θ)√
1−θ + 2C0Cθ/2
√
5 T (1−θ) |B|C1b (H,HS(U,H−θ/2))
]∣∣∣∣
5
·
[
2(r+1) + T
(1−ϑ)
(1−ϑ−r)
(
2Cϑ + Cr+ϑ + 2 |Cϑ/2|2 + 2Cr+ϑ/2Cϑ/2 + Cϑ,0,r + 2Cϑ/2Cϑ/2,0,r (193)
+ 3 (|Cϑ/2|2 + Cϑ) + 2 (|Cϑ/2|2 + Cϑ)Cr
[
C−r,r +
Cϑ,−r,r T
(1−ϑ)
(1−ϑ) +
√
6Cϑ/2,−r,r T
(1−ϑ)/2
√
1−ϑ
])]
·
[
|Cρ/2|2
T ρ/2
|ϕ|C1b (H,V ) +
|C0|3 |Cr |2 C0,r |Cθ−ϑ|3 |C(θ−ϑ)/2|6max{1,T (1−ϑ)}
(1−ϑ−r)T r ςF,B
[
‖ϕ‖C3b (H,V ) + c
(κ)
−ϑ + c
(κ)
−ϑ,0
+ c
(κ)
−ϑ,0,0 + c
(κ)
−ϑ,0,0,0 + c
(κ)
−ϑ/2,−ϑ/2 + c
(κ)
−ϑ/2,−ϑ/2,0 + c
(κ)
−ϑ/2,−ϑ/2,0,0 + c˜
(κ)
−ϑ/2,−ϑ/2,0,0
]]
.
In addition, we observe that
inf
κ∈(0,T ]
max
{
4 κ
ρ
2 , 57max
{
1, κ−3(θ−ϑ)
}
hr
}
≤ max
{
4
[
min{1, T} ∣∣ h
T
∣∣ 2r(ρ+6(θ−ϑ))] ρ2 , 57max{1, [min{1, T} ∣∣ h
T
∣∣ 2r(ρ+6(θ−ϑ))]−3(θ−ϑ)}hr}
= max
{
4
[
min{1, T} ∣∣ h
T
∣∣ 2r(ρ+6(θ−ϑ)) ] ρ2 , 57 hr [min{1, T} ∣∣ h
T
∣∣ 2r(ρ+6(θ−ϑ))]−3(θ−ϑ)}
= max
{
4 |min{1,T}| ρ2
T
rρ
(ρ+6(θ−ϑ))
, 57T
6(θ−ϑ)r
(ρ+6(θ−ϑ))
|min{1,T}|3(θ−ϑ)
}
h
ρ r
(ρ+6(θ−ϑ))
≤ 57max
{
1
|min{1,T}|r ,
|max{1,T}|r
|min{1,T}|3(θ−ϑ)
}
h
ρ r
(ρ+6(θ−ϑ)) ≤ 57 h
ρ r
(ρ+6(θ−ϑ))∣∣min{T, 1
T
}∣∣(r+3(θ−ϑ)) .
(194)
Combining (193) and (194) yields that for all δ ∈ (0, T ] it holds that∥∥E[ϕ(Xˆ0,δT )]− E[ϕ(Yˆ 0,δT )]∥∥V ≤
[
57
∣∣max{T, 1
T
}∣∣(r+3(θ−ϑ)) |C0|20]h ρ r(ρ+6(θ−ϑ)) (195)
·
[
max{1, ‖X0‖L5(P;H)}+
Cθ Cρ/2+θ T
(1−θ) ‖F‖
C1
b
(H,H−θ)
(1−θ−ρ/2) +
Cθ/2 C(ρ+θ)/2
√
10 T (1−θ) ‖B‖
C1
b
(H,HS(U,H
−θ/2
))
√
1−θ−ρ
]10
·
∣∣∣∣E(1−θ)
[√
2C0 Cθ T
(1−θ) |F |
C1
b
(H,H−θ)√
1−θ + 2C0Cθ/2
√
5 T (1−θ) |B|C1b (H,HS(U,H−θ/2))
]∣∣∣∣
5
·
[
2(r+1) + T
(1−ϑ)
(1−ϑ−r)
(
2Cϑ + Cr+ϑ + 2 |Cϑ/2|2 + 2Cr+ϑ/2 Cϑ/2 + Cϑ,0,r + 2Cϑ/2 Cϑ/2,0,r
+ 3 (|Cϑ/2|2 + Cϑ) + 2 (|Cϑ/2|2 + Cϑ)Cr
[
C−r,r +
Cϑ,−r,r T
(1−ϑ)
(1−ϑ) +
√
6Cϑ/2,−r,r T
(1−ϑ)/2
√
1−ϑ
])]
·
[
|Cρ/2|2
T ρ/2
|ϕ|C1b (H,V ) +
|C0|3 |Cr |2 C0,r |Cθ−ϑ|3 |C(θ−ϑ)/2|6 max{1,T (1−ϑ)}
(1−ϑ−r)T r ςF,B
[
‖ϕ‖C3b (H,V ) + sup
κ∈(0,T ]
[
c
(κ)
−ϑ
+ c
(κ)
−ϑ,0 + c
(κ)
−ϑ,0,0 + c
(κ)
−ϑ,0,0,0 + c
(κ)
−ϑ/2,−ϑ/2 + c
(κ)
−ϑ/2,−ϑ/2,0 + c
(κ)
−ϑ/2,−ϑ/2,0,0 + c˜
(κ)
−ϑ/2,−ϑ/2,0,0
]]]
.
In the next step we note that Corollary 3.2 together with Lebesgue’s dominated convergence the-
orem yields that limδ→0 E
[
ϕ(Xˆ0,δT )
]
= E
[
ϕ(XT )
]
and limδ→0 E
[
ϕ(Yˆ 0,δT )
]
= E
[
ϕ(YT )
]
. Combining
this with inequality (195) proves the first inequality in (185). The second inequality in (185) follows
from Andersson & Jentzen [1]. The proof of Proposition 8.1 is thus completed.
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Corollary 8.2. Assume the setting in Section 8.1 and let ρ ∈ (0, 1− θ) ∩ (6(θ − ϑ),∞). Then it
holds that E
[‖ϕ(XT )‖V + ‖ϕ(YT )‖V ] <∞ and
∥∥E[ϕ(XT )]− E[ϕ(YT )]∥∥V ≤
[
57 |C0|20
|min{T, 1
T
}|3(ρ+θ)
]
h(ρ−6(θ−ϑ))
·
[
max{1, ‖X0‖L5(P;H)}+
Cθ Cρ/2+θ T
(1−θ) ‖F‖
C1
b
(H,H−θ)
(1−θ−ρ/2) +
Cθ/2 C(ρ+θ)/2
√
10 T (1−θ) ‖B‖
C1
b
(H,HS(U,H
−θ/2
))
√
1−θ−ρ
]10
·
∣∣∣∣E(1−θ)
[√
2C0 Cθ T
(1−θ) |F |
C1
b
(H,H−θ)√
1−θ + 2C0Cθ/2
√
5 T (1−θ) |B|C1b (H,HS(U,H−θ/2))
]∣∣∣∣
5
·
[
2(ρ+1) + T
(1−ϑ)
(1−ϑ−ρ)
(
2Cϑ + Cρ+ϑ + 2 |Cϑ/2|2 + 2Cρ+ϑ/2Cϑ/2 + Cϑ,0,ρ + 2Cϑ/2 Cϑ/2,0,ρ (196)
+ 3 (|Cϑ/2|2 + Cϑ) + 2 (|Cϑ/2|2 + Cϑ)Cρ
[
C−ρ,ρ +
Cϑ,−ρ,ρ T
(1−ϑ)
(1−ϑ) +
√
6Cϑ/2,−ρ,ρ T
(1−ϑ)/2
√
1−ϑ
])]
·
[
|Cρ/2|2
T ρ/2
|ϕ|C1b (H,V ) +
|C0|3 |Cρ|2 C0,ρ |Cθ−ϑ|3 |C(θ−ϑ)/2|6max{1,T (1−ϑ)} ςF,B
(1−ϑ−ρ) T ρ
(
‖ϕ‖C3b (H,V ) + sup
κ∈(0,T ]
[
c
(κ)
−ϑ
+ c
(κ)
−ϑ,0 + c
(κ)
−ϑ,0,0 + c
(κ)
−ϑ,0,0,0 + c
(κ)
−ϑ/2,−ϑ/2 + c
(κ)
−ϑ/2,−ϑ/2,0 + c
(κ)
−ϑ/2,−ϑ/2,0,0 + c˜
(κ)
−ϑ/2,−ϑ/2,0,0
])]
<∞.
Proof. First of all, we apply10 Proposition 8.1 to obtain that E
[‖ϕ(XT )‖V + ‖ϕ(YT )‖V ] <∞ and
∥∥E[ϕ(XT )]− E[ϕ(YT )]∥∥V ≤ [ 57 |C0|20|min{T, 1
T
}|(ρ+3(θ−ϑ))
]
h
ρ2
(ρ+6(θ−ϑ))
·
[
max{1, ‖X0‖L5(P;H)}+
Cθ Cρ/2+θ T
(1−θ) ‖F‖
C1
b
(H,H−θ)
(1−θ−ρ/2) +
Cθ/2 C(ρ+θ)/2
√
10 T (1−θ) ‖B‖
C1
b
(H,HS(U,H
−θ/2
))
√
1−θ−ρ
]10
·
∣∣∣∣E(1−θ)
[√
2C0 Cθ T
(1−θ) |F |
C1
b
(H,H−θ)√
1−θ + 2C0Cθ/2
√
5 T (1−θ) |B|C1b (H,HS(U,H−θ/2))
]∣∣∣∣
5
·
[
2(ρ+1) + T
(1−ϑ)
(1−ϑ−ρ)
(
2Cϑ + Cρ+ϑ + 2 |Cϑ/2|2 + 2Cρ+ϑ/2Cϑ/2 + Cϑ,0,ρ + 2Cϑ/2 Cϑ/2,0,ρ (197)
+ 3 (|Cϑ/2|2 + Cϑ) + 2 (|Cϑ/2|2 + Cϑ)Cρ
[
C−ρ,ρ +
Cϑ,−ρ,ρ T
(1−ϑ)
(1−ϑ) +
√
6Cϑ/2,−ρ,ρ T
(1−ϑ)/2
√
1−ϑ
])]
·
[
|Cρ/2|2
T ρ/2
|ϕ|C1b (H,V ) +
|C0|3 |Cρ|2 C0,ρ |Cθ−ϑ|3 |C(θ−ϑ)/2|6max{1,T (1−ϑ)} ςF,B
(1−ϑ−ρ) T ρ
(
‖ϕ‖C3b (H,V ) + sup
κ∈(0,T ]
[
c
(κ)
−ϑ
+ c
(κ)
−ϑ,0 + c
(κ)
−ϑ,0,0 + c
(κ)
−ϑ,0,0,0 + c
(κ)
−ϑ/2,−ϑ/2 + c
(κ)
−ϑ/2,−ϑ/2,0 + c
(κ)
−ϑ/2,−ϑ/2,0,0 + c˜
(κ)
−ϑ/2,−ϑ/2,0,0
])]
<∞.
Next we note that
h
ρ2
(ρ+6(θ−ϑ)) = h
ρ[ 11+6(θ−ϑ)/ρ−1+
6(θ−ϑ)
ρ ] hρ[1−
6(θ−ϑ)
ρ ]
≤ |max{1, T}|ρ[ 11+6(θ−ϑ)/ρ−1+ 6(θ−ϑ)ρ ] h(ρ−6(θ−ϑ)) ≤ |max{1, T}|ρ h(ρ−6(θ−ϑ)).
(198)
Plugging (198) into (197) implies (196). This completes the proof of Corollary 8.2.
10with r = ρ in the notation of Proposition 8.1
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9 Lower bounds for weak errors of Euler-type approxima-
tions for SPDEs
In this section a few specific lower bounds for weak approximation errors of temporal numerical
approximations are established in the case of concrete example SEEs. A few specific lower bounds
for weak approximation errors of spatial spectral Galerkin approximations can be found in Section 6
in Conus et al. [11]. Lower bounds for strong approximation errors for examples of SEEs and for
whole classes of SEEs can be found in [15, 35, 36] and the references mentioned therein. The
article [36] and Section 5 in [11] study exclusively parabolic SEEs driven by additive noise. The
papers [15, 35] investigate parabolic SEEs driven by possibly non-additive noise. In this section
we consider exclusively parabolic SEEs driven by additive noise.
9.1 Setting
Throughout Section 9 the following setting is frequently used. Let (H, 〈·, ·〉H , ‖·‖H) be a separable
R-Hilbert space with H 6= {0}, let H ⊆ H be an orthonormal basis of H , let h ∈ (0,∞), T ∈
{h, 2h, 3h, . . . }, β ∈ [0, 1
2
), ∠ = {(t1, t2) ∈ [0, T ]2 : t1 < t2}, let λ, µ : H → R be functions such
that supb∈H λb < 0 and
∑
b∈H |µb|2 |λb|−2β < ∞, let A : D(A) ⊆ H → H be a linear operator
such that D(A) = {v ∈ H : ∑b∈H |λb 〈b, v〉H |2 < ∞} and such that for all v ∈ D(A) it holds that
Av =
∑
b∈H λb 〈b, v〉H b, let (Hr, 〈·, ·〉Hr , ‖·‖Hr), r ∈ R, be a family of interpolation spaces associated
to −A (see, e.g., Theorem and Definition 2.5.32 in [25])), let (Ω,F ,P, (Ft)t∈[0,T ]) be a stochastic
basis, let (Wt)t∈[0,T ] be a cylindrical IdH-Wiener process w.r.t. (Ft)t∈[0,T ], and let B ∈ HS(H,H−β)
satisfy that for all v ∈ H it holds that Bv =∑b∈H µb 〈b, v〉H b. The above assumptions ensure that
there exist X, Y1, Y2 ∈M
(F ,B(H)) which satisfy that it holds P-a.s. that X = ∫ T
0
e(T−s)AB dWs,
Y1 =
∫ T
0
e(T−⌊s⌋h)AB dWs, and Y2 =
∫ T
0
(
IdH −hA
)−(T−⌊s⌋h)/hB dWs.
9.2 Variance estimates for Euler-type approximations of SPDEs
Lemma 9.1 (Variance estimates for exponential Euler approximations). Assume the setting in
Section 9.1 and let b ∈ H. Then it holds that E[|〈b,X〉H |2 + |〈b, Y1〉H |2] <∞ and
Var
(〈
b,X
〉
H
)−Var(〈b, Y1〉H) ≥ |µb|2
(
1− e−2|λb|T) h
4 e|λb|h
≥ 0. (199)
Proof. First, observe that it holds P-a.s. that
〈
b, Y1
〉
H
=
〈
b,
∫ T
0
e(T−⌊s⌋h)AB dWs
〉
H
=
∫ T
0
〈
e(T−⌊s⌋h)A b, B dWs
〉
H
=
∫ T
0
e−|λb|(T−⌊s⌋h) 〈b, B dWs〉H = µb
∫ T
0
e−|λb|(T−⌊s⌋h) 〈b, dWs〉H .
(200)
This shows that E
[|〈b,X〉H |2 + |〈b, Y1〉H |2] < ∞. It thus remains to prove (199). For this we
combine (200), Itoˆ’s isometry, the fact that ∀ s ∈ [0, T ] : T −⌊T −s⌋h = ⌈s⌉h, and, e.g., Lemma 6.1
in [11] to obtain that
Var
(〈
b,X
〉
H
)−Var(〈b, Y1〉H) = |µb|2
∫ T
0
e−2|λb|s − e−2|λb|⌈s⌉h ds
= |µb|2
∫ T
0
e−2|λb|⌈s⌉h
(
e2|λb|(⌈s⌉h−s) − 1) ds = |µb|2

 T/h∑
k=1
e−2|λb|kh

∫ h
0
(
e2|λb|s − 1) ds
= |µb|2
(
1− e−2|λb|T
1− e−2|λb|h
)∫ h
0
(
e−2|λb|s − e−2|λb|h) dt.
(201)
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Moreover, note that∫ h
0
(
e−2|λb|s − e−2|λb|h) ds ≥ ∫ h/2
0
(
e−2|λb|s − e−2|λb|h) ds ≥ h
2
(
e−|λb|h − e−2|λb|h) . (202)
Combining (201) and (202) yields that
Var
(〈
b,X
〉
H
)−Var(〈b, Y1〉H) ≥ |µb|2 e−|λb|h
(
1− e−2|λb|T )
2
(
1− e−|λb|h
1− e−2|λb|h
)
h. (203)
This and the fact that ∀ x ∈ [0, 1) : (1−x)/(1−x2) = 1/(1+x) ≥ 1/2 finish the proof of Lemma 9.1.
Lemma 9.2 (Variance estimates for linear-implicit Euler approximations). Assume the setting in
Section 9.1 and let b ∈ H. Then it holds that E[|〈b,X〉H |2 + |〈b, Y2〉H |2] <∞ and
Var
(〈
b,X
〉
H
)−Var(〈b, Y2〉H) ≥ |µb|2
(
1− e−2|λb|T )h
4 (1 + h|λb|) ≥
|µb|2
(
1− e−2|λb|T )h
4 e|λb|h
≥ 0. (204)
Proof. First, we observe that it holds P-a.s. that〈
b, Y2
〉
H
=
〈
b,
∫ T
0
(
IdH −hA
)−(T−⌊s⌋h)/hB dWs
〉
H
=
∫ T
0
〈(
IdH −hA
)−(T−⌊s⌋h)/h b, B dWs〉
H
=
∫ T
0
(1 + h|λb|)−(T−⌊s⌋h)/h 〈b, B dWs〉H = µb
∫ T
0
(1 + h|λb|)−(T−⌊s⌋h)/h 〈b, dWs〉H .
(205)
This shows that E
[|〈b,X〉H |2 + |〈b, Y2〉H |2] < ∞. It thus remains to prove (204). For this we
combine (205), Itoˆ’s isometry, the fact that ∀ s ∈ [0, T ] : T − ⌊T − s⌋h = ⌈s⌉h, and, e.g., Lemma
6.1 in [11] to obtain that
Var
(〈
b,X
〉
H
)− Var(〈b, Y2〉H) = |µb|2
[
1− e−2|λb|T
2|λb| −
∫ T
0
(1 + h|λb|)−2⌈s⌉h/h ds
]
= |µb|2

1− e−2|λb|T
2 |λb| − h
T/h∑
k=1
(1 + h|λb|)−2k

 = |µb|2
[
1− e−2|λb|T
2 |λb| −
[
1− (1 + h|λb|)−2T/h
]
|λb| (2 + h|λb|)
]
.
(206)
The fact that ∀ x ∈ [0,∞) : (1 + x)−1 ≥ e−x hence yields that
Var
(〈
b,X
〉
H
)− Var(〈b, Y2〉H) ≥ |µb|2 (1− e−2|λb|T )
[
1
2 |λb| −
1
|λb| (2 + h|λb|)
]
=
|µb|2
(
1− e−2|λb|T) h
2 (2 + h|λb|) .
(207)
This implies (204). The proof of Lemma 9.2 is thus completed.
9.3 Lower bounds for the squared norm as the test function
Proposition 9.3. Assume the setting in Section 9.1, let b : N→ H be a bijective function, and let
c, ρ ∈ (0,∞), δ ∈ R, i ∈ {1, 2} satisfy that for all n ∈ N it holds that λbn = −c nρ and µbn = |λbn |δ.
Then it holds that B ∈ ∩r∈(−∞,− 1
2
[1/ρ+2δ])HS(H,Hr) and
E
[‖X‖2H]− E[‖Yi‖2H] ≥ (1−e−2cT )(1−e−1)T (1/ρ+2δ)+ c2δ h(1−[1/ρ+2δ]+)4(1+ρδ−) e2ρecT (ρ+(1+2ρδ)−) > 0. (208)
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Proof. First of all, we observe that for all r ∈ (−∞,−1
2
[1/ρ+2δ]) it holds that 2ρ(r+ δ) < −1 and
‖B‖HS(H,Hr) =
∞∑
n=1
|µbn|2 |λbn |2r =
∞∑
n=1
|λbn |2(r+δ) =
∞∑
n=1
c2(r+δ) n2ρ(r+δ) <∞. (209)
This proves that B ∈ ∩r∈(−∞,− 1
2
[1/ρ+2δ])HS(H,Hr). It thus remains to prove (208). For this we
note that
∞∑
n=1
n2ρδ
ecnρh
=
∞∑
n=0
∫ n+1
n
(n+ 1)2ρδ
ec(n+1)ρh
dx ≥
∞∑
n=1
∫ n+1
n
(n + 1)2ρδ
ec(n+1)ρh
dx
≥
∞∑
n=1
∫ n+1
n
2−2ρδ
−
x2ρδ
e2ρcxρh
dx =
1
4ρδ−
∫ ∞
1
x2ρδ
e2ρcxρh
dx.
(210)
Combining (210) with Lemma 9.1 and Lemma 9.2 ensures that
E
[‖X‖2H]− E[‖Yi‖2H] = ∞∑
n=1
[
Var
(〈
bn, X
〉
H
)− Var(〈bn, Yi〉H)
]
≥ c
2δ
(
1− e−2cT )h
4
∞∑
n=1
n2ρδ
ecnρh
≥ c
2δ
(
1− e−2cT ) h
4(1+ρδ−)
∫ ∞
1
x2ρδ
e2ρcxρh
dx
=
(
1− e−2cT )h(1−2δ−1/ρ)
2(3+2ρδ+) ρ c1/ρ
∫ ∞
2ρch
x(1/ρ+2δ−1)
ex
dx
≥
(
1− e−2cT ) h(1−2δ−1/ρ)
2(3+2ρδ+) ρ c1/ρ
max
{∫ 2ρech
2ρch
x(1/ρ+2δ−1)
ex
dx,
∫ 2ρecT
2ρcT
x(1/ρ+2δ−1)
ex
dx
}
≥
(
1− e−2cT ) h(1−2δ−1/ρ)
2(3+2ρδ+) e2ρecT ρ c1/ρ
max
{∫ 2ρech
2ρch
x(
1/ρ+2δ−1) dx,
∫ 2ρecT
2ρcT
x(
1/ρ+2δ−1) dx
}
.
(211)
Next we observe that the fact that ∀ x ∈ (0,∞) : (ex−1)
x
≥ 1 implies that for all r, q ∈ (0,∞) it
holds that∫ er
r
x−1 dx = 1,
∫ er
r
x(q−1) dx =
rq (eq − 1)
q
≥ rq,
∫ er
r
x(−q−1) dx =
r−q (1− e−q)
q
. (212)
This and the fact that ∀ x ∈ (0,∞) : (1−e−(1+x))
(1+x)
≤ (1−e−x)
x
≤ 1 ensure that for all r ∈ (0,∞), q ∈ R
it holds that ∫ er
r
x(q−1) dx ≥ r
q (1− e−1−q−)
(1 + q−)
. (213)
In the next step we combine (211) and (213) to obtain that
E
[‖X‖2H]− E[‖Yi‖2H]
≥
(
1− e−2cT ) (1− e−1−(1/ρ+2δ)−) h(1−2δ−1/ρ)
2(3+2ρδ+) e2ρecT ρ c1/ρ (1 + (1/ρ+ 2δ)−)
max
{
[2ρch](
1/ρ+2δ) , [2ρcT ](
1/ρ+2δ)
}
≥
(
1− e−2cT ) (1− e−1−(1/ρ+2δ)−) c2δ h(1−2δ−1/ρ)
4(1+ρδ−) e2ρecT (ρ+ (1 + 2ρδ)−)
max{h(1/ρ+2δ), T (1/ρ+2δ)}.
(214)
This together with the fact that max{h(1/ρ+2δ), T (1/ρ+2δ)} = T (1/ρ+2δ)+ h−(1/ρ+2δ)− implies (208). The
proof of Proposition 9.3 is thus completed.
The next result, Corollary 9.4, specialises Proposition 9.3 to the case where c = π2 and ρ = 2
(Laplacian with Dirichlet boundary conditions on (0, 1)) and slightly further estimates the right
hand side of (208).
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Corollary 9.4. Assume the setting in Section 9.1, let b : N → H be a bijective function, and let
δ ∈ R, i ∈ {1, 2} satisfy that for all n ∈ N it holds that λbn = −π2 n2 and µbn = |λbn |δ. Then it
holds that B ∈ ∩r∈(−∞,−δ−1/4)HS(H,Hr) and
E
[‖X‖2H]− E[‖Yi‖2H] ≥
[
(1−e−T ) (1−e−1)T (1/2+2δ)+π4δ
4(1+2δ−) e12π2T (3+4δ−)
]
hmin{1/2−2δ,1} > 0. (215)
9.4 Lower bounds for a specific regular test function
Lemma 9.5. Let (H, 〈·, ·〉H , ‖·‖H) be a separable R-Hilbert space with H 6= {0}, let (Ω,F ,P) be
a probability space, let H ⊆ H be an orthonormal basis of H, let ϕ ∈ M(H,R) satisfy that for all
v ∈ H it holds that ϕ(v) = exp(−‖v‖2H), and let X, Y ∈ L2(P;H) be such that 〈b,X〉H , b ∈ H,
is a family of independent centered Gaussian random variables, such that 〈b, Y 〉H , b ∈ H, is a
family of independent centered Gaussian random variables, and such that for all b ∈ H it holds
that Var(〈b,X〉H) ≥ Var(〈b, Y 〉H). Then it holds that ϕ ∈ C5b (H,R) and
E
[
ϕ(Y )
]− E[ϕ(X)] ≥
(
E[‖X‖2H ]− E[‖Y ‖2H ]
)
exp
(
6E[‖X‖2H]
) . (216)
Proof. First of all, we observe that it is well-known that ϕ ∈ C5b (H,R) (see, e.g., (97)–(102)
in [11]). Next we assume w.l.o.g. that H is a finite set ((216) in the case where H is an infinite set
follows from Lebesgue’s dominated convergence theorem and (216) in the case where H is a finite
set). Next we note that the assumption that 〈b,X〉H , b ∈ H, is a family of independent centered
Gaussian random variables, the assumption that 〈b, Y 〉H , b ∈ H, is a family of independent centered
Gaussian random variables, and, e.g., (103) in Conus et al. [11] imply that
E
[
ϕ(Y )
]− E[ϕ(X)]
=
∏
b∈H
[
1 + 2Var
(〈
b, Y
〉
H
)]−1/2 −∏
b∈H
[
1 + 2Var
(〈
b,X
〉
H
)]−1/2
=
(∏
b∈H
[
1 + 2Var
(〈
b, Y
〉
H
)]−1/2)1−
[∏
b∈H
[
1 + 2Var
(〈
b, Y
〉
H
)]
[
1 + 2 Var
(〈
b,X
〉
H
)]
]1/2
= E
[
ϕ(Y )
]1−
[∏
b∈H
[
1 + 2Var
(〈
b, Y
〉
H
)]
[
1 + 2Var
(〈
b,X
〉
H
)]
]1/2 .
(217)
Moreover, Jensen’s inequality shows that
E
[
ϕ(Y )
] ≥ exp(−E[‖Y ‖2H ]) ≥ exp(−E[‖X‖2H ]) . (218)
Next we observe that the facts that ∀ b ∈ H : 2 [Var(〈b,X〉H)−Var(〈b, Y 〉H)] ≥ 0 and ∀n ∈
N : ∀ x1, . . . , xn ∈ [0,∞) :
∏n
k=1 [1 + xk] ≥ 1 +
∑n
k=1 xk prove that
1−
[∏
b∈H
[
1 + 2Var
(〈
b, Y
〉
H
)]
[
1 + 2Var
(〈
b,X
〉
H
)]
]1/2
= 1−
[∏
b∈H
[
1 + 2Var
(〈
b,X
〉
H
)]
[
1 + 2Var
(〈
b, Y
〉
H
)]
]−1/2
(219)
= 1−
[∏
b∈H
[
1 +
2
[
Var
(〈
b,X
〉
H
)−Var(〈b, Y 〉
H
)]
[
1 + 2Var
(〈
b, Y
〉
H
)]
]]−1/2
≥ 1−
[
1 +
∑
b∈H
2
[
Var
(〈
b,X
〉
H
)− Var(〈b, Y 〉
H
)]
[
1 + 2Var
(〈
b, Y
〉
H
)]
]−1/2
.
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In addition, we note that the fundamental theorem of calculus ensures that ∀ x ∈ [0,∞) : 1 −
[1 + x]−1/2 = 1
2
∫ x
0
[1 + y]−3/2 dy ≥ 1
2
x [1 + x]−3/2. Hence, we obtain that ∀ x ∈ [0,∞) : 1 −
[1 + 2x]−1/2 ≥ x [1 + 2x]−3/2. Combinig this with (219) implies that
1−
[∏
b∈H
[
1 + 2Var
(〈
b, Y
〉
H
)]
[
1 + 2Var
(〈
b,X
〉
H
)]
]1/2
≥ 1−
[
1 + 2
∑
b∈H
Var
(〈
b,X
〉
H
)− Var(〈b, Y 〉
H
)
[
1 + 2Var
(〈
b, Y
〉
H
)]
]−1/2
≥
[∑
b∈H
Var
(〈
b,X
〉
H
)− Var(〈b, Y 〉
H
)
[
1 + 2Var
(〈
b, Y
〉
H
)]
] [
1 + 2
∑
b∈H
Var
(〈
b,X
〉
H
)−Var(〈b, Y 〉
H
)
[
1 + 2Var
(〈
b, Y
〉
H
)]
]−3/2
.
(220)
In the next step we combine (217), (218), and (220) with the fact that ∀ b ∈ H : Var(〈b, Y 〉
H
) ≤
Var
(〈
b,X
〉
H
) ≤ E[‖X‖2H] to obtain that
E
[
ϕ(Y )
]− E[ϕ(X)] ≥ exp(−E[‖X‖2H])
[∑
b∈H
Var
(〈
b,X
〉
H
)− Var(〈b, Y 〉
H
)
[
1 + 2Var
(〈
b, Y
〉
H
)]
]
·
[
1 + 2
∑
b∈H
Var
(〈
b,X
〉
H
)− Var(〈b, Y 〉
H
)
[
1 + 2Var
(〈
b, Y
〉
H
)]
]−3/2
≥ exp(−E[‖X‖2H])
[∑
b∈H
Var
(〈
b,X
〉
H
)− Var(〈b, Y 〉
H
)
[
1 + 2E
[‖X‖2H]]
]
·
[
1 + 2
∑
b∈H
Var
(〈
b,X
〉
H
)]−3/2
= exp
(−E[‖X‖2H]) [1 + 2E[‖X‖2H]]−5/2 (E[‖X‖2H]− E[‖Y ‖2H]).
(221)
Combining (221) with the fact that ∀ x ∈ [0,∞) : (1 + x)−1 ≥ e−x implies (216). This completes
the proof of Lemma 9.5.
The next result, Corollary 9.6, is a direct consequence of Lemma 9.1, of Lemma 9.2, and of
Lemma 9.5.
Corollary 9.6. Assume the setting in Section 9.1 and let i ∈ {1, 2}, ϕ ∈M(H,R) satisfy that for
all v ∈ H it holds that ϕ(v) = exp(−‖v‖2H). Then
E
[
ϕ(Yi)
]− E[ϕ(X)] ≥ e−6E[‖X‖2H ] (E[‖X‖2H]− E[‖Yi‖2H]) . (222)
The next result, Proposition 9.7, is an immediate consequence of Proposition 9.3 and of Corol-
lary 9.6.
Proposition 9.7. Assume the setting in Section 9.1, let b : N → H be a bijective function, let
i ∈ {1, 2}, c, ρ ∈ (0,∞), δ ∈ R satisfy that for all n ∈ N it holds that λbn = −c nρ and µbn = |λbn |δ,
and let ϕ ∈ M(H,R) satisfy that for all v ∈ H it holds that ϕ(v) = exp(−‖v‖2H). Then it holds
that ϕ ∈ C5b (H,R), B ∈ ∩r∈(−∞,− 1
2
[1/ρ+2δ])HS(H,Hr) and
E
[
ϕ(Yi)
]− E[ϕ(X)] ≥ [ (1−e−2cT ) (1−e−1)T (1/ρ+2δ)+ c2δ
4(1+ρδ
−) exp(2ρecT+6E[‖X‖2H ]) (ρ+(1+2ρδ)−)
]
h(1−[1/ρ+2δ]
+) > 0. (223)
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In the next result, Corollary 9.8, we specialise Proposition 9.7 to the case where c = π2 and
ρ = 2 (Laplacian with Dirichlet boundary conditions on (0, 1)) and slightly further estimates the
right hand side of (223).
Corollary 9.8. Assume the setting in Section 9.1, let b : N → H be a bijective function, let
δ ∈ R, i ∈ {1, 2}, assume that for all n ∈ N it holds that λbn = −π2 n2 and µbn = |λbn|δ, and
let ϕ ∈ M(H,R) satisfy that for all v ∈ H it holds that ϕ(v) = exp(−‖v‖2H). Then it holds that
ϕ ∈ C5b (H,R), B ∈ ∩r∈(−∞,−δ−1/4)HS(H,Hr) and
E
[
ϕ(Yi)
]− E[ϕ(X)] ≥ [ (1−e−T ) (1−e−1)T (1/2+2δ)+π4δ
4(1+2δ−) (3+4δ−) exp(12π2T+6E[‖X‖2H ])
]
hmin{1/2−2δ,1} > 0. (224)
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