Abstract. This paper studies how to employ the incremental shortest path first algorithm to reduce the computational overhead of the DC (Downstream Criterion) implementation, and proposes an efficient Intra-domain routing protection algorithm based on i-SPF (ERPISPF). Theoretical analysis indicates that the time complexity of ERPISPF is less than that of constructing a shortest path tree. The experiment results show that ERPISPF reduce more than 93% computation overhead compared to the DC, and can provide the same protection ratio with DC.
Introduction
With the rapid development of the Internet, more and more real-time and mission-critical applications are deployed. Since these applications are more sensitive to network delay, which impose more strict requirements on network reliability. However, network failures are common in the Internet. Whereas, the convergence time for the current deployed intra-domain routing protocol is the order of seconds. Therefore, network outage may be occurred when network component fails. The slow convergence of the current deployed intra-domain routing protocols cannot meet the reliability requirements of real-time applications. Therefore, improving the Internet routing availability has become an urgent problem. In particular, our contributions can be summarized as follows : We propose an efficient Intra-domain routing protection algorithm based on i-SPF (ERPISPF).
Theoretical analysis indicates that the computation complexity of ERPISPF is less than that of constructing a shortest path tree.
An efficient incremental deployment method is provided for ERPISPF. Theoretical analysis and experiments results indicate that ERPISPF can provide the same network availability as DC.
Background
Nowadays, network failures have become routine events rather than exceptions [1] . Many schemes have been proposed to deal with this problem from different aspects, from physical level methods such as optical routing protection, to IP level approaches.
Many schemes [2, 3, 4, 5, 6, 7, 8, 9, 10] that provide hop-by-hop loop-free routing are applicable in IPFRR (i.e., in the first category). Equal-Cost Multipath Routing (ECMP) [2] allows packets to be forwarded along multiple paths of equal cost, which can be specifically tuned by network operators. However, ECMP cannot offer good reliability since it is limited to cases where equal cost paths exist. Loop-free Alternate (LFA) [3] proposes several basic criteria for selecting a proper next-hop, including Loop-free Criterion (LFC), Node Protection Condition (NPC) and Downstream Criterion (DC), to guarantee loop-freeness. However, naively verifying these criteria requires multiple Shortest Path Trees (SPT), and the cost increases proportionally to the degree of a node (one SPT for each neighbor). Routing deflection [7] relaxes DC by taking nodes two hops away into account, at the cost of greater implementation complexity. TBFH [4] achieves faster computation by tightening DC, but still needs to construct multiple SPTs. Permutation Routing treats routers as a sequence of resources, and creates permutations of these resources that offer several forwarding alternatives, where each permutation is equivalent to a SPT and the time complexity is proportional to the number of permutations they want. Several algorithms [5, 8, 9 ] compute a Directed Acyclic Graph (DAG) for each destination to avoid loops, More next-hops can be found at the cost of increasingly sophisticated DAGs, but there is no guarantee to find an alternate next-hop for each destination (or each link).
Network Model and Problem Description
In this section, we will first describe the network model and then formulate the problem. A network can be expressed as an undirected graph G= (V, E), where V and E respectively denote the set of nodes and the set of edges in the network. We use N (v) to denote the neighbors of node v, Tc represent a shortest path tree rooted at c, D(Tc, v) are the descendants of node v in Tc, Cc(v) is the cost from node c to node v in Tc. Each link (i, j) has a weight L(i, j) and a failure probability r(i, j).
Each node independently computes its next-hops for all destinations, so in the rest of the paper, our algorithm will be described with respect to a particular node c that performs such kind of computation. This node builds a shortest path tree Tc rooted at itself, containing all the nodes in the network as potential destinations. The object of c is to compute a candidate set of next-hops Nc(v) for each destination v, so that when a packet destined to v arrives at c, c can select a next-hop from Nc(v) and forward this packet to . In particular, we use Bc(v) to represent the best/default candidate, which lies along the shortest path from c to v. Since Tc is a shortest path tree, Cc(v) is the lowest cost from c to v in the network, leading to the following lemma. 
Algorithm
The Algorithm 1 describe how our MNP-e works.
Performance Evaluation
To evaluate our algorithm, we use the real Abilene network (11 nodes, 14 links), and four other ISP topologies inferred by Rocketfuel [11] , including Exodus (79 nodes, 147 links), Telstra (108 nodes, 153 links), Tiscali (161 nodes, 328 links) and Sprint (315 nodes, 972 links).For similarity, we use a simple model to characterize link failure events. The fail probability of each link e is randomly generated in the range from 0 to 0.02. All the simulations are conducted on a PC with Intel i5 CPU at 1.7GHz and 1.5G Memory.
Computation Complexity
In order to further verify the computational performance, we make simulations on different topologies. In this section, we evaluate the computational overhead of different algorithms. In order to avoid the uncertain factors impact the algorithms performance. The computational overhead of an algorithm is defined as the ratio of computation time of the algorithm to that of SPF. Fig. 1 indicates the computational overhead obtained by different algorithms on Abilene and Rocketfuel topologies. From the Fig. 1 , we can see that ERPISPF has the lowest computation overhead among all the algorithms. The computation overhead of ERPISPF is less than build a SPT, while DMPA need to construct a SPT and TBFH need to compute two SPTs. The computation overhead of DC is proportionally to the degree of the network average node degree. 
Network Availability
We formally define the network availability A(tt) as follows , and use it as a main metric to evaluate the protection capability of different schemes. The end-to-end availability of a source-destination (s-d) pair is defined as the probability that the packets can be correctly forwarded from s to d. Assume that there exist n different forwarding paths from s to d, the i-th which is denoted by pi(s, d). We also use Pi(s, d) to represent the set of links on the pi(s, d). Further, let the event that pi(s, d) works be denoted by Ai(s, d), whose probability can be expressed as:
) According to the Inclusion-Exclusion principle, the end-to-end availability of a sourcedestination pair can be expressed as:
Then, the network availability can be computed as: Table 1 provides the network availability provided by each protection scheme, on the real and measured topologies. From the results, we can see that ERPISPF has a clear advantage over TBFH and DMPA, and has the same perform as DC.
Conclusion
This paper deeply studies the shortcomings of existing schemes, and proposes an efficient routing protection scheme based on i-SPF. The scheme only needs to be based on the shortest path Tree based on the link weight changes dynamically adjust the tree, and then in the new shortest path tree based on the calculation of backup routing. Therefore, ERPISPF is suitable for deploying in the actual network. The experiment results show that ERPISPF can provide the same protection ratio with DC while has a lower computation overhead, which provides an efficient solution for the ISP to solve the Internet route availability problem. 
