The grazing collision limit of the inelastic Kac model around a
  L\'evy-type equilibrium by Furioli, G. et al.
ar
X
iv
:1
10
5.
50
45
v1
  [
ma
th.
AP
]  
25
 M
ay
 20
11
The grazing collision limit of the inelastic
Kac model around a Le´vy-type equilibrium.
G. Furioli ∗, A. Pulvirenti †, E. Terraneo ‡, and G. Toscani§
November 12, 2018
Abstract. This paper is devoted to the grazing collision limit of the inelastic
Kac model introduced in [PT04], when the equilibrium distribution function is a
heavy-tailed Le´vy-type distribution with infinite variance. We prove that solutions
in an appropriate domain of attraction of the equilibrium distribution converge
to solutions of a Fokker-Planck equation with a fractional diffusion operator.
Keywords. Dissipative kinetic models, Le´vy-type distributions, Fractional dif-
fusion equations.
1 Introduction
The inelastic Kac model has been introduced in [PT04], with the aim of obtaining
a physically consistent one-dimensional dissipative kinetic model, sufficiently rich to
exhibit a variety of steady states and similarity solutions. This model can be viewed
as a dissipative generalization of the Kac caricature of a Maxwell gas introduced in
the fifties [Kac59]. Kac model has been fruitfully used from that time on, to find
explicit rates of convergence towards the Maxwellian equilibrium [McK66, TV99], since
its simple structure (with respect to the full Boltzmann equation) makes possible to
carry out exact computations. The inelastic Kac model reads
∂tf(v, t) = Qp(f, f)(v, t), v ∈ R, t ≥ 0 (1)
where the right-hand side of (1) describes the rate of change of the density function f
due to dissipative collisions,
Qp(f, f)(v, t) =
∫
R×[−π/2,π/2]
b(θ)
[
χ−1f(v∗∗p , t)f(w
∗∗
p , t)− f(v, t)f(w, t)
]
dθ dw. (2)
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The kernel b is an integrable function taking values in [−pi/2, pi/2], which describes the
details of the possible outcomes in the binary collision. The velocities (v∗∗p , w
∗∗
p ) are the
pre collision velocities of the so–called inverse collision, which results with (v,w) as post
collision velocities. Given (v,w), the post collision velocities (v∗p, w
∗
p) are defined simply
generalizing the Kac rule
v∗p = v cos θ| cos θ|
p − w sin θ| sin θ|p, w∗p = v sin θ| sin θ|
p +w cos θ| cos θ|p. (3)
In (3) the positive constant p < +∞ measures the degree of inelasticity. If p = 0,
the binary collision is elastic and we obtain the classical Kac equation, where the
post collisional velocities are given by a rotation in the (v,w) plane. The factor
χ = | sin θ|2+2p + | cos θ|2+2p in (2) appears from the Jacobian of the transformation
dv∗∗p dw
∗∗
p into dvdw. The loss of energy in a single binary collision depends on the
choice of the inelasticity parameter p, and it is given by
(v∗p)
2 + (w∗p)
2 = (v2 + w2)
(
| sin θ|2+2p + | cos θ|2+2p
)
. (4)
The structure of the inelastic Kac equation is similar to the inelastic Boltzmann equation
for a Maxwell gas, and also here mass is conserved, while energy is non-increasing.
Resorting to Bobylev’s argument [Bob88], the dissipative Kac equation can be fruit-
fully written in Fourier variables as
∂tf̂(ξ, t) = Q̂p
(
f̂ , f̂
)
(ξ, t), (5)
where f̂(ξ, t) is the Fourier transform of f(v, t) with respect to v
f̂(ξ, t) =
∫
R
e−iξv f(v, t) dv,
and
Q̂p
(
f̂ , f̂
)
(ξ, t) =
∫ pi
2
−pi
2
b(θ)
[
f̂(ξ+p , t)f̂(ξ
−
p , t)− f̂(ξ, t)f̂(0, t)
]
dθ. (6)
In (6)
ξ+p = ξ cos θ| cos θ|
p, ξ−p = ξ sin θ| sin θ|
p. (7)
The Fourier description allows to verify that the inelastic Kac model, unlike what hap-
pens for the elastic model, possesses Maxwellian equilibria with infinite energy. Indeed,
the collision operator (6) vanishes by choosing
M̂p(ξ) = exp
{
−α|ξ|2/(1+p)
}
, α > 0. (8)
In case 0 < p ≤ 1, the function (8) represents a Le´vy symmetric stable distribution of
order 2/(1+ p) [Fel71]. Consequently, the problem of convergence of the solution to (1)
to these equilibria for large times is deeply connected with the central limit theorem
for stable laws, like the classical central limit theorem is closely connected with the
convergence towards equilibrium of the elastic Boltzmann or Kac equation [LR79]. The
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main result in [PT04] is that these Maxwellian equilibria (8) only attract solutions
corresponding to initial data which are in a suitable (small) domain of attraction of (8).
In particular, the energy of these initial data has to be unbounded.
As a matter of fact, the classical problem of the cooling of the dissipative gas is
concerned with initial densities of finite energy [Vil06]. In this relevant physical case,
the stationary solution is a Dirac delta function concentrated in v = 0, which is nothing
but a particular case of equilibrium (8) corresponding to α = 0. This equilibrium is
strongly attractive, and its domain of attraction is given by all initial densities with
bounded energy [Vil06].
If on the contrary the energy of the initial datum is unbounded, the collision mech-
anism given by (3) is in general not enough to cool down the gas towards a density with
zero energy. In this second case however, convergence to Maxwellian equilibria of type
(8) is possible. Hence, the existence of these equilibria is strictly linked to the weakness
of the particular one-dimensional collision mechanism of the dissipative Kac equation.
The grazing limit procedure consists in letting the kernel b(θ) to concentrate on θ = 0
(which implies v∗p = v, w
∗
p = w) in such a way that the contribution of the collision
integral does not vanish. This can be done by assuming on a family {bε} of collision
kernels that satisfy the following properties [Vil98]
Definition 1 (The grazing sequence)
The sequence {bε(θ)} is a grazing collision sequence if
(a) bε(θ) = bε(|θ|) ≥ 0;
(b) supp{bε} ⊂ {θ ∈ [−
π
2 ,
π
2 ] : 0 < cε ≤ |θ| ≤ dǫ} where dε → 0 for ε→ 0;
(c)
∫ pi
2
0 bε(θ) sin
2 θ dθ = 1 for all ε.
The physical meaning of condition (c) is related to the fact that the cooling of the
dissipative gas has to be guaranteed in the limit. By means of (4), it follows in fact that
the energy varies in time according to
d
dt
∫
R
v2f(v, t) dv =
1
2
∫
R2
∫ π/2
−π/2
bε(θ)
(
(v∗p)
2 + (w∗p)
2 − v2 − w2
)
f(v, t)f(w, t) dθ dw dv
= −
(∫ π/2
−π/2
bε(θ)
(
1− | sin θ|2+2p − | cos θ|2+2p
)
dθ
)∫
R
v2f(v, t) dv.
(9)
Hence, the grazing limit procedure has to be chosen so that the (positive) coefficient
Lε =
∫ π/2
−π/2
bε(θ)
(
1− | sin θ|2+2p − | cos θ|2+2p
)
dθ
remains bounded in the limit. It is immediate to conclude that, for 0 < p ≤ 1
1− | sin θ|2+2p − | cos θ|2+2p ≤ 1− | sin θ|4 − | cos θ|4 = 2 sin2 θ cos2 θ.
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Moreover, a simple analysis of the behavior of the function
Φ(y) = 1− y1+p − (1− y)1+p − cpy(1− y), 0 ≤ y ≤ 1
shows that Φ(y) is non-negative at least whenever cp ≤ p(1+ p)2
1−p. Consequently, we
have the bounds
cp
∫ π/2
−π/2
bε(θ) sin
2 θ cos2 θ dθ ≤ Lε ≤ 2
∫ π/2
−π/2
bε(θ) sin
2 θ cos2 θ dθ
which imply, under condition (c) of Definition 1, that the decay of energy remains
well-defined in the limit procedure.
In the case of the elastic Kac equation, the grazing collision asymptotic has been
studied in [Tos98], resorting to the non cut-off formulation by Desvillettes [Des95], in
which the kernel b is assumed to be non integrable. For a large class of initial densities,
essentially all initial densities with finite energy, the solution to the kinetic model has
been proven in [Tos98] to converge towards the solution to the linear Fokker-Planck
equation
∂f
∂t
=
∂2f
∂v2
+
∂
∂v
(vf) . (10)
In this paper we will address a similar problem, namely the grazing collision asymptotic
of the inelastic Kac model, in the case in which the kernel b is an integrable function,
the initial data possess infinite energy and lie in a suitable neighborhood of a Le´vy
distribution of type (8).
Our main result (Theorem 5) consists in proving that, in the inelastic regime cha-
racterized by 0 < p ≤ 1, the solution to the inelastic Kac model, corresponding to this
choice of initial values, converges towards the solution of a Fokker-Planck equation with
a fractional diffusion
∂f
∂t
= 2
(
αDqf +
1
q
∂
∂v
(vf)
)
, q =
2
1 + p
, (11)
where the fractional derivative of order q is defined for instance by the Fourier formula
Dqf = F−1
(
−|ξ|qf̂(ξ)
)
, (12)
and F−1 stands for the inverse Fourier transform.
Fokker-Planck type equations with fractional diffusion appear in many physical con-
texts [Cha98, BWM00, SBMW01, MFL02], and have been intensively studied both
from the modeling and the qualitative point of view. Likewise, Le´vy distributions have
been applied to the description of many physical processes, including turbulent flows
[SWK87], diffusion in complex systems [OBLU90], chaotic dynamics of classical conser-
vative systems [SZK93, KZB85], and others.
Nevertheless, the connections between fractional diffusion equations and kinetic
models of Boltzmann type have been analyzed only recently. In the framework of
kinetic theory and asymptotic limits, some insight on this connection has been recently
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done by Mellet, Mischler and Mouhot [MMM09]. The starting point of their analysis
was the derivation of diffusion–type equations from a linear Boltzmann equation de-
scribing the interactions of the particles with the surrounding medium. Despite the
classical problem, in which the Maxwellian distribution of the background decays expo-
nentially fast at infinity, in the case described in [MMM09], the Maxwellian distribution
is heavy-tailed, and the resulting diffusion limit corresponds to a fractional diffusion.
2 Preliminary results
In this short section we resume the main results relative to the dissipative Kac equation
(1). The largest part of these results have been obtained in [PT04], where the kernel b,
like in the original Kac model [Kac59], was assumed constant. The analysis of [PT04],
however, can be easily extended to integrable kernels.
Theorem 2 (Existence, uniqueness and conservation laws)
Let 0 < p ≤ 1. Let the initial datum f0 ≥ 0 satisfy the (normalization) assumptions∫
R
f0(v) dv = 1,
∫
R
v f0(v) dv = 0. (13)
Then, the initial value problem for the dissipative Kac equation (1)–(2), with b ∈
L1([−pi/2, pi/2]), has a unique non negative solution f ∈ C1
(
[0,∞), L1(R)
)
. This solu-
tion satisfies for all t > 0:∫
R
f(v, t) dv = 1,
∫
R
v f(v, t) dv = 0.
In this existence result, the initial data are not supposed to satisfy
∫
R
|v|f0(v) dv < +∞
and so
∫
R
vf0(v) dv = 0 has to be interpreted as a principal value integral. The proof of
this theorem follows along the same lines of the proof for the conservative Kac equation,
which goes back to Morgenstern [Mor54], [Mor55].
Let us now consider the Fourier formulation (5)–(6), and let us suppose that the
kernel b is an even function. Then, Equations (5)–(6) can be written as
∂tf̂(ξ, t) =
∫ pi
2
0
b(θ)
(
f̂(ξ cosp+1 θ, t)
(
f̂(ξ sinp+1 θ, t) + f̂(−ξ sinp+1 θ, t)
)
− 2f̂(ξ, t)
)
dθ.
(14)
Due to the integrability of the collision kernel, we can split the collision integral to
obtain
∂tf̂(ξ, t) =
∫ pi
2
0
b(θ)f̂(ξ cosp+1 θ, t)
(
f̂(ξ sinp+1 θ, t) + f̂(−ξ sinp+1 θ, t
)
dθ − σf̂(ξ, t)
where
σ =
∫ pi
2
−pi
2
b(θ) dθ.
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The (unique) solution f̂(t) of Equation (14) can be explicitly written using the so-
called Wild expansion, found by Wild in [Wil51] and exploited extensively since then
by Bobylev ([Bob88]) and many others. It reads
f̂(ξ, t) = e−σt
∞∑
n=0
ϕn(ξ)(1 − e
−σt)n, (15)
where
ϕ0(ξ) = f̂0(ξ),
ϕn+1(ξ) =
1
n+ 1
n∑
j=0
Q+(ϕj , ϕn−j)(ξ)
and
Q+(ϕ,ψ)(ξ) =
1
2σ
∫ pi
2
0
b(θ)
[
ϕ(ξ cosp+1 θ)
(
ψ(ξ sinp+1 θ) + ψ(−ξ sinp+1 θ)
)
+ψ(ξ cosp+1 θ)
(
ϕ(ξ sinp+1 θ) + ϕ(−ξ sinp+1 θ)
)]
dθ.
Wild expansion follows from an iteration formula based on the solution written by
Duhamel’s formula
f̂(ξ, t) = e−σtf̂0(ξ) + σ
∫ t
0
e−σ(t−s)Q+(f̂ , f̂)(ξ, s) ds.
For any initial density f̂0 the solution f̂(t) is the limit of the sequence
f̂ (n)(ξ, t) = e−σtf̂0(ξ) + σ
∫ t
0
e−σ(t−s)Q+(f̂
(n−1), f̂ (n−1))(ξ, s) dθ ds (16)
with f̂ (0)(ξ, t) = f̂0(ξ). It should be noticed however that the term f̂
(n) does not corre-
spond in general to a partial sum of (15). We will exploit in this paper the representation
through Wild sums since it better suits our goals.
In what follows, we will assume that the initial data f0 are even functions. Therefore,
the solution itself is even together with its Fourier transform and Equation (14) reads
∂tf̂(ξ, t) = 2
∫ pi
2
0
b(θ)
(
f̂(ξ cosp+1 θ, t)f̂(ξ sinp+1 θ, t)− f̂(ξ, t)
)
dθ. (17)
This assumption allows to simplify many details of the forthcoming proofs. It has to be
noted, however, that the results continue to hold with minor modifications for general
initial data which have first momentum equal to zero, at the price of an increasing
number of computations.
A further result in [PT04] is concerned with the large time behavior of solutions.
Theorem 3 ([PT04])
Let 0 < p ≤ 1 and let f(t) be the unique solution of the dissipative Kac equation (1)–(2),
corresponding to the initial density f0 satisfying the normalization conditions (13), and
such that, for some 0 < δ ≤ 2p/(p + 1)∫
R
|v|
2
p+1
+δ
|f0(v)−Mp(v)|dv < +∞. (18)
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Then,
lim
t→+∞
sup
ξ 6=0
|f̂(ξ, t)− M̂p(ξ)|
|ξ|
2
p+1
+δ
= 0.
Remark 4
Condition (18), which is a condition on moments of the initial data, can be replaced in
the proof of Theorem 3 by the weaker condition
sup
ξ 6=0
|f̂0(ξ)− M̂p(ξ)|
|ξ|
2
p+1
+δ
< +∞.
3 Convergence to the solution of the Fokker–Planck equa-
tion
In this section we state and prove our main result on the grazing collision limit of
solutions of the dissipative Kac equation (1)–(2) towards the solution of a Fokker-Planck
equation with fractional diffusion (11).
In order to show why the Fokker-Planck equation (11) is the result of the grazing
procedure, the following computation on the steady state M̂p(ξ) = exp
{
−α|ξ|2/(1+p)
}
with α > 0 will be useful.
Since M̂p(ξ) satisfies the Kac equation (5)
∂tM̂p(ξ) = 2
∫ pi
2
0
bε(θ)
(
M̂p(ξ cos
p+1 θ)M̂p(ξ sin
p+1 θ)− M̂p(ξ)
)
dθ.
Let us expand M̂p around the origin and around the point ξ respectively. Then
M̂p(ξ sin
p+1 θ) = 1− α|ξ|2/(p+1) sin2 θ + o(|ξ|2/(p+1) sin2 θ),
M̂p(ξ cos
p+1 θ) = M̂p(ξ) + ∂ξM̂p(ξ)ξ(cos
p+1 θ − 1) + o(ξ(cosp+1 θ − 1)).
Using these expressions we obtain
∂tM̂p(ξ) = 2
∫ pi
2
0
bε(θ)
(
−α|ξ|2/(p+1)M̂p(ξ) sin
2 θ + ∂ξM̂p(ξ)ξ(cos
p+1 θ − 1) +R(θ, ξ)
)
dθ.
The reminder term R(θ, ξ) behaves like sin2+µ θ for µ > 0 when θ → 0. Now, the
grazing conditions of Definition 1 imply
∫
bε(θ) sin
2+µ θ dθ → 0 as ε→ 0 and passing to
the limit in ε we get (at least in a formal way)
∂tM̂p(ξ) = −2α|ξ|
2/(p+1)M̂p(ξ)− (p+ 1)ξ∂ξM̂p(ξ),
which is exactly the Fokker-Planck equation (11) in the Fourier variable. Our goal is to
make this computation rigourous for any solution with initial data suitably close to the
steady state Mp.
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It is easy to see, as it was done in [CT98] for the classical Fokker–Planck equation,
that the solution f(t) of Equation (11) has an explicit expression in terms of a convo-
lution between the initial data and the stationary state. In the Fourier variable this
solution reads
f̂(ξ, t) = f̂0
(
ξe−(p+1)t
)
e−α|ξ|
2
p+1 (1−e−2t). (19)
In the physical space
f(v, t) =
1
β(t)
f0
(
·
β(t)
)
∗
1
γ(t)
Mp
(
·
γ(t)
)
(v), (20)
with
β(t) = e−(p+1)t, γ(t) = (1− e−2t)
p+1
2 .
Note that
β(t)2/(p+1) + γ(t)2/(p+1) = 1
Theorem 5
Assume {bε(θ)}ε>0 ⊆ L
1([−π2 ,
π
2 ]) be a family of collision kernels satisfying Definition
1. Let 0 < p ≤ 1 and let fε(t) ∈ C
1([0,+∞), L1(R)) be the solutions of the dissipative
Kac equations
∂tf̂ε(ξ, t) = 2
∫ pi
2
0
bε(θ)
(
f̂ε(ξ cos
p+1 θ, t)f̂ε(ξ sin
p+1 θ, t)− f̂ε(ξ, t)
)
dθ
corresponding to an even initial density f0 ≥ 0 satisfying the normalization condition∫
f0(v) dv = 1.
Let us suppose in addition that the initial datum f0 satisfies the conditions
A) there is α > 0 such that
lim
ξ→0+
1− f̂0(ξ)
ξ
2
p+1
= α;
B) f̂0 is differentiable outside the origin and the function ∂ξ f̂0(ξ)/ξ
1−p
p+1 is uniformly
δ–Ho¨lder continuous on bounded subsets of (0,+∞), namely there is δ ∈ (0, 1) and
for all R > 0 there is K(R) > 0 such that
sup
0<ξ≤R, 0<τ≤R, ξ 6=τ
∣∣∣∣∂ξ f̂0(ξ)
ξ
1−p
p+1
−
∂ξ f̂0(τ)
τ
1−p
p+1
∣∣∣∣
|ξ − τ |δ
≤ K(R).
Then, if f(t) is the solution (19) of the Fokker–Planck equation
∂tf̂(ξ, t) = −2α|ξ|
2
p+1 f̂(ξ, t)− (p+ 1)ξ∂ξ f̂(ξ, t),
corresponding to the same initial datum f0,
lim
ε→0
sup
t≥0, ξ 6=0
∣∣∣f̂ε(ξ, t)− f̂(ξ, t)∣∣∣
|ξ|
2
p+1
= 0 .
8
We begin by proving that assumptions A) and B) on the initial data, at least for ε
small enough, are uniformly propagated along the solutions fε(t) of the dissipative Kac
equation. In fact we have
Lemma 6
Assume {bε(θ)}ε>0 ⊆ L
1([−π2 ,
π
2 ]) be a family of collision kernels satisfying proper-
ties (a) and (b) of Definition 1. Assume f0 ≥ 0 is an even function, satisfying the
normalization condition
∫
f0(v) dv = 1.
A) If there is α > 0 such that
lim
ξ→0+
1− f̂0(ξ)
ξ
2
p+1
= α (21)
then the solutions f̂ε(t) of the Kac equations (5)–(6) with f0 as initial datum satisfies
the same property uniformly in time and in ε, i.e.
lim
ξ→0+
1− f̂ε(ξ, t)
ξ
2
p+1
= α uniformly in ε and t. (22)
B) If in addition f̂0 is differentiable outside the origin and the function ∂ξ f̂0(ξ)/ξ
1−p
p+1
is uniformly δ–Ho¨lder continuous on bounded subsets of (0,+∞), so that there is
δ ∈ (0, 1) and for all R > 0 there is K(R) > 0 such that
sup
ξ, τ∈(0,R], ξ 6=τ
∣∣∣∣∂ξ f̂0(ξ)
ξ
1−p
p+1
−
∂ξ f̂0(τ)
τ
1−p
p+1
∣∣∣∣
|ξ − τ |δ
≤ K(R), (23)
then the same is true uniformly for f̂ε(t), namely there is K˜(R) ≥ K(R) such that
sup
t≥0
sup
ξ, τ∈(0,R], ξ 6=τ
∣∣∣∣∂ξ f̂ε(ξ,t)
ξ
1−p
p+1
−
∂ξ f̂ε(τ,t)
τ
1−p
p+1
∣∣∣∣
|ξ − τ |δ
≤ K˜(R), for ε small enough. (24)
Proof of Lemma 6: Since the stationary solution M̂p(ξ) = e
−α|ξ|
2
p+1
satisfies (21), for
all η > 0 there exists λ > 0 such that
sup
0<ξ<λ
∣∣∣M̂p(ξ)− f̂0(ξ)∣∣∣
ξ
2
p+1
< η. (25)
Hence it is enough to prove that for all ε > 0 and t > 0
sup
0<ξ<λ
|M̂p(ξ)− f̂ε(ξ, t)|
ξ
2
p+1
< η. (26)
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The unique solution f̂ε(ξ, t) can be expressed using the Wild expansion (cfr. equation
(15)). In the particular case of even initial data we have
f̂ε(ξ, t) = e
−σεt
∞∑
n=0
ϕεn(ξ)(1− e
−σεt)n,
where
σε = 2
∫ pi
2
0
bε(θ) dθ,
ϕε0(ξ) = f̂0(ξ),
ϕεn+1(ξ) =
1
n+ 1
n∑
j=0
Qε+(ϕ
ε
j , ϕ
ε
n−j)(ξ),
and
Qε+(ϕ,ψ)(ξ) =
1
σε
∫ pi
2
0
bε(θ)
[
ϕ(ξ cosp+1 θ)ψ(ξ sinp+1 θ) + ψ(ξ cosp+1 θ)ϕ(ξ sinp+1 θ)
]
dθ.
Since for all t > 0
e−σεt
∞∑
n=0
(1− e−σεt)n = 1,
inequality (26) follows provided
sup
0<ξ<λ
|M̂p(ξ)− ϕ
ε
n(ξ)|
ξ
2
p+1
< η (27)
uniformly in n. It is enough to prove that (27) holds for ϕε1. Then by a recursive
argument (27) holds for any n > 1. Since
M̂p(ξ) =
2
σε
∫ pi
2
0
bε(θ)M̂p(ξ cos
p+1 θ)M̂p(ξ sin
p+1 θ) dθ ,
we have
ϕε1(ξ)− M̂p(ξ) =
2
σε
∫ pi
2
0
bε(θ)
[
f̂0(ξ cos
p+1 θ)f̂0(ξ sin
p+1 θ)− M̂p(ξ cos
p+1 θ)M̂p(ξ sin
p+1 θ)
]
dθ
=
2
σε
∫ pi
2
0
bε(θ)
{[
f̂0(ξ cos
p+1 θ)− M̂p(ξ cos
p+1 θ)
]
f̂0(ξ sin
p+1 θ)
+
[
f̂0(ξ sin
p+1 θ)− M̂p(ξ sin
p+1 θ)
]
M̂p(ξ cos
p+1 θ)
}
dθ.
Using the property |f̂0(ξ)| ≤ 1, we obtain∣∣∣ϕε1(ξ)− M̂p(ξ)∣∣∣
ξ
2
p+1
≤
2
σε
∫ pi
2
0
bε(θ)
cos2 θ
∣∣∣f̂0(ξ cosp+1 θ)− M̂p(ξ cosp+1 θ)∣∣∣
(ξ cosp+1 θ)
2
p+1
+sin2 θ
∣∣∣f̂0(ξ sinp+1 θ)− M̂p(ξ sinp+1 θ)∣∣∣(
ξ sinp+1 θ
) 2
p+1
 dθ.
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Finally, since 0 < ξ cosp+1 θ < ξ and 0 < ξ sinp+1 θ < ξ, by (25)
sup
0<ξ<λ
∣∣∣ϕε1(ξ, t)− M̂p(ξ)∣∣∣
ξ
2
p+1
≤
2λ
σε
∫ pi
2
0
bε(θ)dθ = λ.
This concludes the proof of part A). To prove B) consider that conditions (21) and (23)
on the initial data imply
lim
ξ→0+
∂ξ f̂0(ξ)
ξ
1−p
p+1
= −
2α
p+ 1
. (28)
Indeed, by (21) and Cauchy theorem, there is {ξ˜n} such that ξ˜n → 0
+ for n→ +∞ and
lim
n→+∞
∂ξ f̂0(ξ˜n)
ξ˜
1−p
p+1
n
= −
2α
p+ 1
.
Together with the Ho¨lder continuity outside the origin (23), this leads to (28). Therefore∣∣∣∣∣∂ξ f̂0(ξ)ξ 1−pp+1 + 2αp+ 1
∣∣∣∣∣ ≤ K(R)|ξ|δ , ξ ∈ (0, R],
and this implies
sup
0<ξ≤R
∣∣∣∂ξ f̂0(ξ)∣∣∣
ξ
1−p
p+1
≤
2α
p+ 1
+K(R)Rδ := K1(R) > 0. (29)
First of all, we prove that condition (29) is uniformly propagated on any ϕεn. For this
purpose, it is enough to prove it for ϕε1. Recall that
ϕε1(ξ) =
2
σε
∫ pi
2
0
bε(θ)f̂0(ξ cos
p+1 θ)f̂0(ξ sin
p+1 θ) dθ,
and denote
F0(ξ) =
∂ξ f̂0(ξ)
ξ
1−p
p+1
.
By (29) and Lebesgue theorem, ∂ξϕ
ε
1(ξ) exists for all ξ 6= 0 and
∂ξϕ
ε
1(ξ) =
2
σε
∫ pi
2
0
bε(θ)
[
cosp+1 θ ∂ξ f̂0(ξ cos
p+1 θ)f̂0(ξ sin
p+1 θ)
+ sinp+1 θ ∂ξ f̂0(ξ sin
p+1 θ)f̂0(ξ cos
p+1 θ)
]
dθ.
So, for 0 < ξ ≤ R we have
∂ξϕ
ε
1(ξ)
ξ
1−p
p+1
=
2
σε
∫ pi
2
0
bε(θ)
[
cos2 θ F0(ξ cos
p+1 θ)f̂0(ξ sin
p+1 θ)
+ sin2 θ F0(ξ sin
p+1 θ)f̂0(ξ cos
p+1 θ)
]
dθ.
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Now, using (29) and the property |f̂0(ξ)| ≤ 1 we get
|∂ξϕ
ε
1(ξ)|
ξ
1−p
p+1
≤
2K1(R)
σε
∫ pi
2
0
bε(θ) dθ = K1(R).
By a recursive procedure, we get therefore for all n > 1 and 0 < ξ ≤ R
|∂ξϕ
ε
n(ξ)|
ξ
1−p
p+1
≤ K1(R) (30)
and through Wild expansion (15), we get for all t ≥ 0 and 0 < ξ ≤ R∣∣∣∂ξ f̂ε(ξ, t)∣∣∣
ξ
1−p
p+1
≤ K1(R). (31)
Let us come now to the proof of (24) and, as we did before, we recover the result for the
first term ϕε1. We have to prove that there is K˜(R) ≥ K(R) such that for ξ, τ ∈ (0, R]
and at least for ε small enough∣∣∣∣∣∂ξϕε1(ξ)ξ 1−pp+1 − ∂ξϕ
ε
1(τ)
τ
1−p
p+1
∣∣∣∣∣ ≤ K˜(R)|ξ − τ |δ,
where
∂ξϕ
ε
1(ξ)
ξ
1−p
p+1
−
∂ξϕ
ε
1(τ)
τ
1−p
p+1
=
2
σε
∫ pi
2
0
bε(θ)
[
cos2 θ F0(ξ cos
p+1 θ)f̂0(ξ sin
p+1 θ) + sin2 θ F0(ξ sin
p+1 θ)f̂0(ξ cos
p+1 θ)
− cos2 θ F0(τ cos
p+1 θ)f̂0(τ sin
p+1 θ)− sin2 θ F0(τ sin
p+1 θ)f̂0(τ cos
p+1 θ)
]
dθ .
Since f0 satisfies (29), by Cauchy theorem we get for all ξ and τ in [0, R], ξ 6= τ∣∣∣∣∣ f̂0(ξ)− f̂0(τ)ξ 2p+1 − τ 2p+1
∣∣∣∣∣ = p+ 12
∣∣∣∣∣∂ξ f̂0(ξ¯)ξ¯ 1−pp+1
∣∣∣∣∣ ≤ p+ 12 K1(R) := K2(R)
with ξ¯ between ξ and τ . Consequently f̂0 satisfies∣∣∣f̂0(ξ)− f̂0(τ)∣∣∣ ≤ K2(R) ∣∣∣ξ 2p+1 − τ 2p+1 ∣∣∣ for all ξ, τ ∈ [0, R]. (32)
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Using (23), (29) and (32), we get∣∣∣∣∣∂ξϕε1(ξ)ξ 1−pp+1 − ∂ξϕ
ε
1(τ)
τ
1−p
p+1
∣∣∣∣∣
≤
2
σε
∫ pi
2
0
bε(θ)
{
cos2 θ
[∣∣F0(ξ cosp+1 θ)− F0(τ cosp+1 θ)∣∣ ∣∣∣f̂0(ξ sinp+1 θ)∣∣∣
+
∣∣F0(τ cosp+1 θ)∣∣ ∣∣∣f̂0(ξ sinp+1 θ)− f̂0(τ sinp+1 θ)∣∣∣]
+ sin2 θ
[∣∣F0(ξ sinp+1 θ)− F0(τ sinp+1 θ)∣∣ ∣∣∣f̂0(ξ cosp+1 θ)∣∣∣
+
∣∣F0(τ sinp+1 θ)∣∣ ∣∣∣f̂0(ξ cosp+1 θ)− f̂0(τ cosp+1 θ)∣∣∣]} dθ
≤
2
σε
∫ pi
2
0
bε(θ)
{
cos2 θ
[
K(R)
∣∣ξ cosp+1 θ − τ cosp+1 θ∣∣δ
+ K2(R)K1(R)
∣∣∣(ξ sinp+1 θ) 2p+1 − (τ sinp+1 θ) 2p+1 ∣∣∣]
+ sin2 θ
[
K(R)
∣∣ξ sinp+1 θ − τ sinp+1 θ∣∣δ
+K2(R)K1(R)
∣∣∣(ξ cosp+1 θ) 2p+1 − (τ cosp+1 θ) 2p+1 ∣∣∣]} dθ
≤
2
σε
∫ pi
2
0
bε(θ)
{
K(R)(cos θ)2+δ(p+1) |ξ − τ |δ +K2(R)K1(R) cos
2 θ sin2 θ
∣∣∣ξ 2p+1 − τ 2p+1 ∣∣∣
+K(R)(sin θ)2+δ(p+1) |ξ − τ |δ +K2(R)K1(R) sin
2 θ cos2 θ
∣∣∣ξ 2p+1 − τ 2p+1 ∣∣∣} dθ.
Since ∣∣∣ξ 2p+1 − τ 2p+1 ∣∣∣ = 2
p+ 1
|ξ¯|
1−p
p+1 |ξ − τ |,
with ξ¯ between ξ and τ , for ξ, τ ∈ (0, R], δ ∈ (0, 1) and C(R) > 0 suitably chosen, we
get ∣∣∣ξ 2p+1 − τ 2p+1 ∣∣∣ ≤ C(R)|ξ − τ |δ.
It follows that∣∣∣∣∣∂ξϕ1(ξ)ξ 1−pp+1 − ∂ξϕ1(τ)τ 1−pp+1
∣∣∣∣∣ ≤ |ξ − τ |δ 2σε
∫ pi
2
0
bε(θ)
{
K(R)
(
cos2+δ(p+1) θ + sin2+δ(p+1) θ
)
+2C(R)K2(R)K1(R) cos
2 θ sin2 θ
}
dθ.
By assuming K˜(R) ≥ K(R) large enough, it is not restrictive to assume
2C(R)K2(R)K1(R) ≤ K˜(R).
If this is the case,
K(R)
(
cos2+δ(p+1) θ + sin2+δ(p+1) θ
)
+ 2C(R)K2(R)K1(R) cos
2 θ sin2 θ
≤ K˜(R)
(
cos2+δ(p+1) θ + sin2+δ(p+1) θ + cos2 θ sin2 θ
)
.
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On the other hand, for θ sufficiently close to zero,
cos2+δ(p+1) θ + sin2+δ(p+1) θ + cos2 θ sin2 θ = 1−
δ(p + 1)
2
θ2 + o(θ2).
Hence, there is θ¯ > 0 such that for θ ∈ [0, θ¯]
cos2+δ(p+1) θ + sin2+δ(p+1) θ + cos2 θ sin2 θ < 1.
By condition (b) of Definition 1 for ε small enough∣∣∣∣∣∂ξϕε1(ξ)ξ 1−pp+1 − ∂ξϕ
ε
1(τ)
τ
1−p
p+1
∣∣∣∣∣
≤ K˜(R) |ξ − τ |δ
2
σε
∫ θ¯
0
bε(θ)
(
cos2+δ(p+1) θ + sin2+δ(p+1) θ + cos2 θ sin2 θ
)
dθ
≤ K˜(R) |ξ − τ |δ
2
σε
∫ θ¯
0
bε(θ) dθ ≤ K˜(R) |ξ − τ |
δ .
Finally ∣∣∣∣∣∂ξϕε1(ξ)ξ 1−pp+1 − ∂ξϕ
ε
1(τ)
τ
1−p
p+1
∣∣∣∣∣ ≤ K˜(R)|ξ − τ |δ. (33)
Recursively, we can prove the same estimate for ϕεn, n > 1 and therefore for the solution
f̂ε. This concludes the proof of part B). 
We are now in a position to prove Theorem 5.
Proof of Theorem 5: Let us first underline again that if f0 is even, then the solutions
fε(t) and f(t) are even functions together with their Fourier transforms. Our goal will
be to prove that
lim
ε→0
sup
t≥0, ξ 6=0
∣∣∣f̂ε(ξ, t)− f̂(ξ, t)∣∣∣
|ξ|
2
p+1
= 0.
In more detail, we will show that for all λ > 0 there is ε¯ = ε¯(λ) such that for all
0 < ε < ε¯
sup
t≥0, ξ 6=0
∣∣∣f̂ε(ξ, t)− f̂(ξ, t)∣∣∣
|ξ|
2
p+1
< λ. (34)
Since |f̂ε(ξ, t)− f̂(ξ, t)| ≤ 2, (34) holds for ξ ≥ R > 0, if R is large enough (it is enough
to let R >
(
2
λ
) p+1
2 ). Therefore, let us prove (34) when 0 < |ξ| ≤ R. Since f̂ε and f̂ are
even functions, it is enough to consider ξ > 0. It holds
∂t
(
f̂ε(ξ, t)− f̂(ξ, t)
)
= 2
∫ pi
2
0
bε(θ)
(
f̂ε(ξ cos
p+1 θ, t)f̂ε(ξ sin
p+1 θ, t)− f̂ε(ξ, t)
)
dθ
+ 2αξ
2
p+1 f̂(ξ, t) + (p + 1)ξ∂ξ f̂(ξ, t).
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In what follows, in order to shorten formulas, we will often drop the dependence of the
t variable. We get
∂t
(
f̂ε(ξ)− f̂(ξ)
)
= −2αξ
2
p+1
(
f̂ε(ξ)− f̂(ξ)
)
− (p + 1)ξ∂ξ
(
f̂ε(ξ)− f̂(ξ)
)
+ 2
∫ pi
2
0
bε(θ)
(
f̂ε(ξ cos
p+1 θ)f̂ε(ξ sin
p+1 θ)− f̂ε(ξ)
)
dθ
+ 2αξ
2
p+1 f̂ε(ξ) + (p+ 1)ξ∂ξ f̂ε(ξ),
that corresponds to
∂t
(
f̂ε(ξ)− f̂(ξ)
ξ
2
p+1
)
= −2α
(
f̂ε(ξ)− f̂(ξ)
)
− (p+ 1)
∂ξ
(
f̂ε(ξ)− f̂(ξ)
)
ξ
1−p
p+1
+Rε(ξ, t) (35)
where
Rε(ξ, t) =
2
ξ
2
p+1
∫ pi
2
0
bε(θ)f̂ε(ξ cos
p+1 θ)
(
f̂ε(ξ sin
p+1 θ)− 1
)
dθ + 2αf̂ε(ξ)
+
2
ξ
2
p+1
∫ pi
2
0
bε(θ)
(
f̂ε(ξ cos
p+1 θ)− f̂ε(ξ)
)
dθ + (p+ 1)
∂ξ f̂ε(ξ)
ξ
1−p
p+1
= Aε(ξ, t) +Bε(ξ, t).
(36)
Thanks to assumption (c) on bε we obtain
Aε(ξ, t) =
2
ξ
2
p+1
∫ pi
2
0
bε(θ)f̂ε(ξ cos
p+1 θ)
(
f̂ε(ξ sin
p+1 θ)− 1
)
dθ + 2αf̂ε(ξ)
= 2
∫ pi
2
0
bε(θ) sin
2 θf̂ε(ξ cos
p+1 θ)
f̂ε(ξ sin
p+1 θ)− 1(
ξ sinp+1 θ
) 2
p+1
dθ + 2αf̂ε(ξ)
= 2
∫ pi
2
0
bε(θ) sin
2 θf̂ε(ξ cos
p+1 θ)
 f̂ε(ξ sinp+1 θ)− 1(
ξ sinp+1 θ
) 2
p+1
+ α
 dθ
− 2α
∫ pi
2
0
bε(θ) sin
2 θ
(
f̂ε(ξ cos
p+1 θ)− f̂ε(ξ)
)
dθ = A1,ε(ξ, t) +A2,ε(ξ, t).
Let us estimate first A1,ε. Since ‖f̂ε‖∞ ≤ 1, by assumptions (b) and (c) on bε we get
for all t ≥ 0 and 0 < ξ ≤ R
|A1,ε(ξ, t)| ≤ 2 sup
t≥0, cε≤θ≤dε, 0<ξ≤R
∣∣∣∣∣∣ f̂ε(ξ sin
p+1 θ, t)− 1(
ξ sinp+1 θ
) 2
p+1
+ α
∣∣∣∣∣∣
≤ 2 sup
t≥0, 0<η≤R(sin dε)
p+1
∣∣∣∣∣ f̂ε(η, t)− 1η 2p+1 + α
∣∣∣∣∣
Now, remembering the uniform convergence in condition (22), we get
sup
t≥0, 0<ξ≤R
|A1,ε(ξ, t)| = A(ε)→ 0, ε→ 0.
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Let us come to A2,ε. By Lagrange theorem, for all t ≥ 0 and 0 < ξ ≤ R we obtain
|A2,ε(ξ, t)| ≤ 2α
∫ pi
2
0
bε(θ) sin
2 θ
∣∣∣∂ξ f̂ε(ξ¯(ε, ξ, t))∣∣∣ ξ ∣∣cosp+1 θ − 1∣∣ dθ
where 0 < ξ cosp+1 θ < ξ¯(ε, ξ, t) < ξ ≤ R.
Thanks to (31), for ε small enough
sup
t≥0, 0<ξ≤R
∣∣∣∂ξ f̂ε(ξ, t)∣∣∣ ≤ R 1−pp+1K1(R) := C ′(R)
and by assumption (b) on the support of bε
∣∣cosp+1 θ − 1∣∣ ≤ 1 − (cos dε)p+1 → 0 for
ε→ 0. Finally, owing to assumption (c) on bε we obtain
sup
t≥0, 0<ξ≤R
|A2,ε(ξ, t)| ≤ 2αC
′(R)R
(
1− (cos dε)
p+1
)
= B(ε)→ 0, ε→ 0.
Let us now pass to estimate the term Bε in (36). By assumption (c) on bε we get
Bε(ξ, t) = 2
∫ pi
2
0
bε(θ)
f̂ε(ξ cos
p+1 θ)− f̂ε(ξ)
ξ
2
p+1
dθ + (p+ 1)
∂ξ f̂ε(ξ)
ξ
1−p
p+1
= −2
∫ pi
2
0
bε(θ) sin
2 θ
(
f̂ε(ξ cos
p+1 θ)− f̂ε(ξ)
(ξ cosp+1 θ)
2
p+1 − ξ
2
p+1
−
p+ 1
2
∂ξ f̂ε(ξ)
ξ
1−p
p+1
)
dθ.
By Cauchy theorem, for all t ≥ 0 and 0 < ξ ≤ R we obtain
|Bε(ξ, t)| ≤ (p + 1)
∫ pi
2
0
bε(θ) sin
2 θ
∣∣∣∣∣∂ξ f̂ε(ξ˜)ξ˜ 1−pp+1 − ∂ξ f̂ε(ξ)ξ 1−pp+1
∣∣∣∣∣ dθ,
where ξ˜ depends on ε, θ, ξ, t and lies in (ξ cosp+1 θ, ξ) ⊂ (0, R). Thanks to the uniform
Ho¨lder continuity (24)
(p+1)
∫ pi
2
0
bε(θ) sin
2 θ
∣∣∣∣∣∂ξ f̂ε(ξ˜)ξ˜ 1−pp+1 − ∂ξ f̂ε(ξ)ξ 1−pp+1
∣∣∣∣∣ dθ ≤ (p+1)K˜(R)
∫ pi
2
0
bε(θ) sin
2 θ |ξ˜ − ξ|δ dθ,
and by condition (b), |ξ˜−ξ|δ < |ξ|δ(1−cosp+1 θ)δ ≤ Rδ
(
1− (cos dε)
p+1
)δ
→ 0 as ε→ 0.
Therefore
sup
t≥0, 0<ξ≤R
|Bε(ξ, t)| ≤ (p+ 1)K˜(R)R
δ
(
1− (cos dε)
p+1
)δ
= C(ε)→ 0, ε→ 0.
Going back to equation (35), we proved that
sup
t≥0, 0<ξ≤R
|Rε(ξ, t)| = A(ε) +B(ε) +C(ε)→ 0, ε→ 0. (37)
Moreover, since
∂ξ
(
f̂ε(ξ)− f̂(ξ)
ξ
2
p+1
)
=
∂ξ
(
f̂ε(ξ)− f̂(ξ)
)
ξ
2
p+1
−
2
p+ 1
f̂ε(ξ)− f̂(ξ)
ξ
2
p+1
+1
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we obtain
∂ξ
(
f̂ε(ξ)− f̂(ξ)
)
ξ
1−p
p+1
= ξ∂ξ
(
f̂ε(ξ)− f̂(ξ)
ξ
2
p+1
)
+
2
p+ 1
f̂ε(ξ)− f̂(ξ)
ξ
2
p+1
so that (35) can be written as
∂t
(
f̂ε(ξ)− f̂(ξ)
ξ
2
p+1
)
= −2α ξ
2
p+1
(
f̂ε(ξ)− f̂(ξ)
ξ
2
p+1
)
− (p + 1) ξ ∂ξ
(
f̂ε(ξ)− f̂(ξ)
ξ
2
p+1
)
− 2
(
f̂ε(ξ)− f̂(ξ)
ξ
2
p+1
)
+Rε(ξ, t).
Let us denote
yε(ξ, t) =
f̂ε(ξ, t)− f̂(ξ, t)
ξ
2
p+1
.
With this definition we obtained
∂tyε(ξ, t) + (p+ 1) ξ ∂ξyε(ξ, t) = −2
(
αξ
2
p+1 + 1
)
yε(ξ, t) +Rε(ξ, t). (38)
Let us further define
zε(ξ, t) := yε(ξe
(p+1)t, t).
Then
∂tzε(ξ, t) = (p+ 1)ξe
(p+1)t∂ξyε(ξe
(p+1)t, t) + ∂tyε(ξe
(p+1)t, t),
and zε satisfies
∂tzε(ξ, t) = −2
(
αξ
2
p+1 e2t + 1
)
zε(ξ, t) +Rε(ξe
(p+1)t, t).
Integrating in time we get
zε(ξ, t) = zε(ξ, 0)e
−
(
αξ
2
p+1 (e2t−1)+2t
)
+ e
−
(
αξ
2
p+1 (e2t−1)+2t
) ∫ t
0
Rε(ξe
(p+1)s, s)e
(
αξ
2
p+1 (e2s−1)+2s
)
ds. (39)
Since f̂ε(t) and f̂(t) correspond to the same initial data, zε(ξ, 0) = yε(ξ, 0) = 0. From
(39) we obtain
yε(ξ, t) = e
−
(
αξ
2
p+1 (1−e−2t)+2t
) ∫ t
0
Rε(ξe
−(p+1)(t−s), s)e
(
αξ
2
p+1 e−2t(e2s−1)+2s
)
ds .
Hence, for all t ≥ 0 and 0 < ξ ≤ R
|yε(ξ, t)| ≤ e
−
(
αξ
2
p+1 (1−e−2t)+2t
) ∫ t
0
|Rε(ξe
−(p+1)(t−s), s)|e
(
αξ
2
p+1 e−2t(e2t−1)+2s
)
ds
≤ sup
t≥0,0<η≤R
|Rε(η, t)|e
−2t
∫ t
0
e2s ds = (A(ε) +B(ε) + C(ε))
e−2t
2
(
e2t − 1
)
≤
1
2
(A(ε) +B(ε) + C(ε)) .
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Finally, for all λ > 0 we proved that there is ε¯ = ε¯(λ) such that for all 0 < ε < ε¯
sup
t≥0, 0<ξ≤R
∣∣∣f̂ε(ξ, t) − f̂(ξ, t)∣∣∣
ξ
2
p+1
< λ .
This ends the proof.

In order to give a simple example of initial data which fulfill the assumptions made
in Theorem 5, it is enough to consider
f0(v) =
1
2
(
M˜p + ϕ
)
(v)
where M˜p(v) = F
−1
(
e−2α|ξ|
2
p+1
)
and ϕ is an even probability density which satisfies∫
|v|
2
p+1
+δ
ϕ(v) dv < +∞, for 0 < δ ≤ 2pp+1 . Note that an even probability density with
bounded energy satisfies this assumption. In this case limξ→0+
1−f̂0(ξ)
ξ
2
p+1
= α. Moreover
∂ξ
̂˜
Mp(ξ)
ξ
1−p
p+1
is uniformly δ-Ho¨lder continuous on bounded subsets of (0,+∞). On the other
hand, thanks to the moment condition we can show that for
∂ξϕ̂(ξ)
ξ
1−p
p+1
is uniformly δ–Ho¨lder
continuous on (0,+∞). To this extent, since ϕ is an even function we can write
∂ξϕ̂(ξ)
ξ
1−p
p+1
= −
∫
vϕ(v)
sin(vξ)
ξ
1−p
p+1
dv.
We remark that, for x > 0, the function sinx
x
1−p
p+1
is uniformly δ–Ho¨lder continuous for any
0 < δ ≤ 2pp+1 . In fact for |x− y| ≥ 1∣∣∣∣∣ sinxx 1−pp+1 − sin yy 1−pp+1
∣∣∣∣∣ ≤ C ≤ C|x− y|δ.
For |x− y| ≤ 1 (and 0 < x < y with no loss in generality), Cauchy theorem guarantees
that there is x < x¯ < y such that∣∣∣∣∣∣∣
sinx
x
1−p
p+1
− sin y
y
1−p
p+1
x
2p
p+1 − y
2p
p+1
∣∣∣∣∣∣∣ =
∣∣∣∣∣∣
cos x¯
x¯
1−p
p+1
− 1−pp+1
sin x¯
x¯
2
p+1
2p
p+1 x¯
p−1
1+p
∣∣∣∣∣∣
=
p+ 1
2p
∣∣∣∣cos x¯− 1− pp+ 1 sin x¯x¯
∣∣∣∣ ≤ C.
Therefore, for 0 < δ ≤ 2pp+1∣∣∣∣∣ sinxx 1−pp+1 − sin yy 1−pp+1
∣∣∣∣∣ ≤ C ∣∣∣x 2pp+1 − y 2pp+1 ∣∣∣ ≤ C|x− y| 2pp+1 ≤ C|x− y|δ.
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Finally, for ξ, τ > 0 we get∣∣∣∣∣∂ξϕ̂(ξ)ξ 1−pp+1 − ∂τ ϕ̂(τ)τ 1−pp+1
∣∣∣∣∣ ≤
∫
|v|ϕ(v)
∣∣∣∣∣sin(vξ)ξ 1−pp+1 − sin(vτ)τ 1−pp+1
∣∣∣∣∣ dv
=
∫
|v|
2
p+1ϕ(v)
∣∣∣∣∣ sin(vξ)(|v|ξ) 1−pp+1 − sin(vτ)(|v|τ) 1−pp+1
∣∣∣∣∣ dv
≤ C
∫
|v|
2
p+1ϕ(v) ||v|ξ − |v|τ |δ dv
= C|ξ − τ |δ
∫
|v|
2
p+1
+δ
ϕ(v) dv = C|ξ − τ |δ.
A second example is furnished by the initial datum
f0(v) = (Mp ∗ ϕ) (v)
where Mp(v) = F
−1
(
e−α|ξ|
2
p+1
)
and ϕ is as above.
It is interesting to remark that, under the assumptions on the initial data given in
Theorem 5, we obtain the large-time convergence result of [PT04].
Proposition 7
Let 0 < p ≤ 1 and let fε(t) the unique solution of the dissipative Kac equation
∂tf̂ε(ξ, t) = 2
∫ pi
2
0
bε(θ)
(
f̂ε(ξ cos
p+1 θ, t)f̂ε(ξ sin
p+1 θ, t)− f̂ε(ξ, t)
)
dθ
with even initial density f0 ≥ 0 satisfying the normalization condition
∫
f0(v) dv = 1
and assumptions (21) and (23) of Theorem 5. Let M̂p(ξ) = e
−α|ξ|
2
p+1
the stationary
state with α as in condition (21). Then, for any 0 < δ′ ≤ δ
lim
t→+∞
sup
ξ 6=0
|f̂ε(ξ, t)− M̂p(ξ)|
|ξ|
2
p+1
+δ′
= 0.
Proof: As already remarked, it is enough to prove
sup
ξ 6=0
|f̂0(ξ)− M̂p(ξ)|
|ξ|
2
p+1
+δ′
< +∞
and since f̂0 and M̂p are even and bounded functions, it is enough to consider 0 < ξ ≤ 1.
The stationary state Mp satisfies the same conditions (21) and (23) as f0 with the same
constants. Moreover, since
lim
ξ→0+
∂ξM̂p(ξ)
ξ
1−p
p+1
= −
2α
p+ 1
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and the same is true for f̂0 as we proved in (28), we get
lim
ξ→0+
∂ξ
(
f̂0 − M̂p
)
(ξ)
ξ
1−p
p+1
= 0.
We can therefore apply condition (23) to
∂ξ(f̂0−M̂p)(ξ)
ξ
1−p
p+1
and pass to the limit for τ → 0
in order to get ∣∣∣∣∣∣
∂ξ
(
f̂0 − M̂p
)
(ξ)
ξ
1−p
p+1
∣∣∣∣∣∣ ≤ C|ξ|δ (40)
for a suitable C > 0. Now, by Cauchy theorem and Ho¨lder continuity (40) for 0 < ξ ≤ 1
and 0 < δ′ ≤ δ we get∣∣∣f̂0(ξ)− M̂p(ξ)∣∣∣
ξ
2
p+1
+δ′
=
1
2
p+1 + δ
′
∣∣∣∂ξ (f̂0 − M̂p) (ξ˜)∣∣∣
ξ˜
1−p
p+1
+δ′
≤
C
2
p+1 + δ
′
ξ˜δ
ξ˜δ′
≤ C¯
for 0 < ξ˜ < ξ and C¯ > 0 and this ends the proof. 
4 Initial data with finite energy
In the previous sections, we considered initial data f0 with unbounded energy and we
proved that, if these initial data belong to a suitable neighborhood of the stationary
state, the corresponding solutions of the dissipative Kac equation (1)–(2) converge to the
solution of a fractional Fokker–Planck equation when the collisions become grazing. In
what follows, we briefly discuss the simpler case in which the initial data have bounded
energy. As outlined in the Introduction, in this case any solution of (1)–(2) converges
in large times to a Dirac delta function concentrated in v = 0. This cooling behavior is
maintained the grazing collision limit, where the collision operator reduces to a simple
linear drift operator, while the diffusive term is lost. The limit equation is therefore
∂tf̂(ξ, t) = −(p+ 1)ξ∂ξ f̂(ξ, t). (41)
A simple calculation shows that if f̂0 is the initial density, this equation has a unique
explicit solution in the Fourier variable
f̂(ξ, t) = f̂0(ξe
−(p+1)t), (42)
or, in the physical variable
f(v, t) = e(p+1)tf0
(
e(p+1)tv
)
.
The next proposition deals with the aforementioned situation.
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Proposition 8
Assume {bε(θ)}ε>0 ⊆ L
1([−π2 ,
π
2 ]) be a family of collision kernels satisfying Definition
1. Let 0 < p ≤ 1 and let fε(t) ∈ C
1([0,+∞), L1(R)) be the solutions of the dissipative
Kac equations
∂tf̂ε(ξ, t) = 2
∫ pi
2
0
bε(θ)
(
f̂ε(ξ cos
p+1 θ, t)f̂ε(ξ sin
p+1 θ, t)− f̂ε(ξ, t)
)
dθ
where the even initial density f0 ≥ 0 satisfies the normalization condition
∫
f0(v) dv = 1
and has finite energy,
∫
v2f0(v) dv = 1.
Then,
lim
ε→0
sup
t≥0, ξ 6=0
∣∣∣f̂ε(ξ, t)− f̂(ξ, t)∣∣∣
|ξ|2
= 0
where f(t), given by (42) is the solution of the drift equation
∂tf̂(ξ, t) = −(p+ 1)ξ∂ξ f̂(ξ, t)
with the same initial data f0.
Proof: As in the proof of Theorem 5 we consider only 0 < ξ ≤ R. Since
∂t
(
f̂ε(ξ, t)− f̂(ξ, t)
)
= 2
∫ pi
2
0
bε(θ)
(
f̂ε(ξ cos
p+1 θ, t)f̂ε(ξ sin
p+1 θ, t)− f̂ε(ξ, t)
)
dθ
+ (p + 1)ξ∂ξ f̂(ξ, t),
we get
∂t
(
f̂ε(ξ)− f̂(ξ)
)
= −(p+ 1)ξ∂ξ
(
f̂ε(ξ)− f̂(ξ)
)
+ 2
∫ pi
2
0
bε(θ)
(
f̂ε(ξ cos
p+1 θ)f̂ε(ξ sin
p+1 θ)− f̂ε(ξ)
)
dθ + (p+ 1)ξ∂ξ f̂ε(ξ).
Therefore we have
∂t
(
f̂ε(ξ)− f̂(ξ)
ξ2
)
= −(p+ 1)
∂ξ
(
f̂ε(ξ)− f̂(ξ)
)
ξ
+
Rε(ξ, t)
ξ2
where
Rε(ξ, t) = 2
∫ pi
2
0
bε(θ)
(
f̂ε(ξ cos
p+1 θ)f̂ε(ξ sin
p+1 θ)− f̂ε(ξ)
)
dθ + (p + 1)ξ∂ξ f̂ε(ξ).
Now, via a Taylor expansion with Lagrange reminder
f̂ε(ξ cos
p+1 θ)f̂ε(ξ sin
p+1 θ)− f̂ε(ξ) = ∂ξ f̂ε(ξ)ξ
(
cosp+1 θ − 1
)
+
ξ2
2
[
∂2ξ f̂ε(ξ¯)
(
cosp+1 θ − 1
)2
+ f̂ε(ξ) ∂
2
ξ f̂ε(ξ˜) sin
2(p+1) θ
]
+
ξ3
2
∂ξ f̂ε(ξ) ∂
2
ξ f̂ε(ξ˜)
(
cosp+1 θ − 1
)
sin2(p+1) θ
+
ξ4
4
∂2ξ f̂ε(ξ¯) ∂
2
ξ f̂ε(ξ˜) sin
2(p+1) θ
(
cosp+1 θ − 1
)2
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where ξ¯ and ξ˜ depend on ξ, t, ε and θ and ξ¯ ∈ (ξ, ξ cosp+1 θ), ξ˜ ∈ (0, ξ sinp+1 θ). By
assumption (c) on bε,
Rε(ξ, t) = 2ξ ∂ξ f̂ε(ξ)
∫ pi
2
0
bε(θ)
[(
cosp+1 θ − 1
)
+
p+ 1
2
sin2 θ
]
dθ
+ ξ2
∫ pi
2
0
bε(θ)
[
∂2ξ f̂ε(ξ¯)
(
cosp+1 θ − 1
)2
+ f̂ε(ξ) ∂
2
ξ f̂ε(ξ˜) sin
2(p+1) θ
]
dθ
+ ξ3∂ξ f̂ε(ξ)
∫ pi
2
0
bε(θ) ∂
2
ξ f̂ε(ξ˜)
(
cosp+1 θ − 1
)
sin2(p+1) θ dθ
+
ξ4
2
∫ pi
2
0
bε(θ) ∂
2
ξ f̂ε(ξ¯) ∂
2
ξ f̂ε(ξ˜) sin
2(p+1) θ
(
cosp+1 θ − 1
)2
dθ.
Since the mass is conserved, and the energy decays, from (9) we obtain∫
v2fε(v, t) dv = exp
{
−t
∫ π/2
−π/2
bε(θ)
(
1− | sin θ|2+2p − | cos θ|2+2p
)
dθ
}
,
Hence, for any ξ ∈ R, t ≥ 0 and ε > 0∣∣∣f̂ε(ξ, t)∣∣∣ ≤ |f̂ε(0, t)| = ∫ fε(v, t) dv = 1,∣∣∣∂2ξ f̂ε(ξ, t)∣∣∣ ≤ ∫ v2fε(v, t) dv ≤ 1,∣∣∣∂ξ f̂ε(ξ, t)∣∣∣ ≤ ∫ |v|fε(v, t) dv ≤ (∫ fε(v, t) dv)(∫ v2fε(v, t) dv) 12 ≤ 1.
Moreover, since ∂ξ f̂ε(0, t) = 0 for all t ≥ 0 we have
∂ξ f̂ε(ξ, t) = ∂
2
ξ f̂ε(ξ∗, t)ξ
for ξ∗ depending on ξ, t and ε, which implies
∣∣∣∣∣∂ξ f̂ε(ξ, t)ξ
∣∣∣∣∣ ≤ 1 for all ξ 6= 0, t ≥ 0 and
ε > 0. Thus, for 0 < ξ ≤ R, t ≥ 0 and ε > 0 we get∣∣∣∣Rε(ξ, t)ξ2
∣∣∣∣ ≤ C(R)∫ pi2
0
bε(θ)g(θ) dθ,
where C(R) > 0 is suitably chosen and
g(θ) =
∣∣∣∣(cosp+1 θ − 1)+ p+ 12 sin2 θ
∣∣∣∣+ (cosp+1 θ − 1)2 + sin2(p+1) θ
+
∣∣cosp+1 θ − 1∣∣ sin2(p+1) θ + sin2(p+1) θ (cosp+1 θ − 1)2 .
Since bε satisfies Definition 1 it follows∫ pi
2
0
bε(θ)g(θ) dθ = Rε → 0, ε→ 0.
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We can end the proof as in Theorem 5 and obtain
lim
ε→0
sup
t≥0, ξ 6=0
∣∣∣f̂ε(ξ, t)− f̂(ξ, t)∣∣∣
|ξ|2
= 0.

Remark 9
It is possible to adapt the previous proof to the classical conservative Kac equation
considered in [Tos98]. In this case, we obtain a simpler proof of the convergence (in the
previous Fourier based metric) of bounded energy solutions to the classical Fokker-Planck
equation (10), when the collisions become grazing.
If we consider now the fractional Fokker-Planck equations (11), it is interesting to re-
mark that the time behavior of the solutions corresponding to initial data with bounded
energy is completely different. In fact, for any initial data f0 ≥ 0 satisfying the nor-
malization condition
∫
f0(v) dv = 1 the solution of (11) converges to the corresponding
stationary state Mp = exp
{
−α|ξ|2/(1+p)
}
and that irrespective of how many finite mo-
ments the initial data possess. This implies in particular that the energy of the solution
becomes immediately infinite, even if this energy was bounded at the beginning of the
evolution.
Proposition 10
Let 0 < p ≤ 1, α > 0 and let f(t) be the solution of the Fokker–Planck equation
∂tf̂(ξ, t) = −2α|ξ|
2
p+1 f̂(ξ, t)− (p + 1)ξ∂ξ f̂(ξ, t)
with initial density f0 ≥ 0, satisfying the normalization condition
∫
f0(v) dv = 1. Then,
lim
t→+∞
‖f(t)−Mp‖L1 = 0. (43)
If moreover f0 satisfies∫
v f0(v) dv = 0,
∫
|v|λf0(v) dv < +∞, λ =
2
p+ 1
, (44)
then
lim
t→+∞
sup
ξ 6=0
∣∣∣f̂(ξ, t)− M̂p(ξ)∣∣∣
|ξ|
2
p+1
= 0. (45)
Proof: Thanks to (20) we have to prove that∥∥∥∥ 1β(t)f0
(
·
β(t)
)
∗
1
γ(t)
Mp
(
·
γ(t)
)
−Mp
∥∥∥∥
L1
−→0, t→ +∞.
To simplify notations, we will write
f0,β(v) =
1
β(t)
f0
(
v
β(t)
)
Mp,γ(v) =
1
γ(t)
Mp
(
v
γ(t)
)
.
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Then
‖f0,β ∗Mp,γ −Mp‖L1 ≤ ‖f0,β ∗Mp,γ − f0,β ∗Mp‖L1 + ‖f0,β ∗Mp −Mp‖L1 .
Since β(t) → 0 for t → +∞ and f0 ∈ L
1 with
∫
f0(v)dv = 1, it is classical that
‖f0,β ∗Mp −Mp‖L1 → 0 [SW71, page 10]. Moreover, since
‖f0,β ∗ (Mp,γ −Mp)‖L1 ≤ ‖f0,β‖L1 ‖Mp,γ −Mp‖L1 ,
and ∫
f0,β(w) dw =
∫
f0(w) dw = 1,
it is enough to prove that a(t) = ‖Mp,γ −Mp‖L1 vanishes as time goes to infinity. For
any given R > 0, we have
a(t) =
∫ ∣∣∣∣ 1γ(t)Mp
(
v
γ(t)
)
−Mp(v)
∣∣∣∣ dv
=
∫
|v|≤R
∣∣∣∣ 1γ(t)Mp
(
v
γ(t)
)
−Mp(v)
∣∣∣∣ dv + ∫
|v|>R
∣∣∣∣ 1γ(t)Mp
(
v
γ(t)
)
−Mp(v)
∣∣∣∣ dv
(46)
Let us consider first the second term. Since γ(t) = (1−e−2t)
p+1
2 → 1 for t→ +∞, there
is t0 so that for t ≥ t0 we have
1
2 ≤ γ(t) < 1. So, for t ≥ t0∫
|v|>R
∣∣∣∣ 1γ(t)Mp
(
v
γ(t)
)
−Mp(v)
∣∣∣∣ dv
≤
∫
|v|>R
1
γ(t)
Mp
(
v
γ(t)
)
dv +
∫
|v|>R
Mp(v) dv
=
∫
|v|> R
γ(t)
Mp(v) dv +
∫
|v|>R
Mp(v) dv ≤ 2
∫
|v|>R
Mp(v) dv.
Since Mp ∈ L
1, there is R1 = R1(ε) > 0 so that for R ≥ R1
2
∫
|v|>R
Mp(v) dv <
ε
2
.
Let us come to the first integral in (46). For any v ∈ R we have∣∣∣∣ 1γ(t)Mp
(
v
γ(t)
)
−Mp(v)
∣∣∣∣ = ∣∣∣∣∫ (M̂p(γ(t)ξ) − M̂p(ξ)) eivξ dξ∣∣∣∣
≤
∫ ∣∣∣M̂p(γ(t)ξ) − M̂p(ξ)∣∣∣ dξ.
Since limt→+∞ M̂p(γ(t)ξ) = M̂p(ξ) for all ξ and for t ≥ t0 we have
1
2 ≤ γ(t) < 1 and
so M̂p(γ(t)ξ) ≤ M̂p(ξ/2), by Lebesgue theorem there is t1 = t1(ε) > 0 so that for
t ≥ max(t0, t1) we have ∫ ∣∣∣M̂p(γ(t)ξ)− M̂p(ξ)∣∣∣ dξ ≤ ε
4R
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and so ∫
|v|≤R
∣∣∣∣ 1γ(t)Mp
(
v
γ(t)
)
−Mp(v)
∣∣∣∣ dv ≤ ε2 .
Letting t¯ = max(t0, t1), the proof of (43) is completed.
To prove (45), we remark that conditions (44) imply
sup
ξ 6=0
∣∣∣1− f̂0(ξ)∣∣∣
|ξ|
2
p+1
≤ C (47)
for C > 0 suitably chosen. Now, for ξ 6= 0 and t ≥ 0
∣∣∣f̂(ξ, t)− M̂p(ξ)∣∣∣
|ξ|
2
p+1
=
∣∣∣∣f̂0 (ξe−(p+1)t) e−α|ξ| 2p+1 (1−e−2t) − e−α|ξ| 2p+1 ∣∣∣∣
|ξ|
2
p+1
≤
∣∣∣f̂0 (ξe−(p+1)t)∣∣∣
∣∣∣∣e−α|ξ| 2p+1 (1−e−2t) − e−α|ξ| 2p+1 ∣∣∣∣
|ξ|
2
p+1
+ e−α|ξ|
2
p+1
∣∣∣f̂0 (ξe−(p+1)t)− 1∣∣∣
|ξ|
2
p+1
.
Thanks to condition (47) on f0 for ξ 6= 0 we get∣∣∣f̂(ξ, t)− M̂p(ξ)∣∣∣
|ξ|
2
p+1
≤ e−α|ξ|
2
p+1 (1−e−2t)1− e
−α|ξ|
2
p+1 e−2t
|ξ|
2
p+1
+ e−2t
1− f̂0
(
ξe−(p+1)t
)
|ξe−(p+1)t|
2
p+1
≤ C(α+ 1)e−2t → 0, t→ +∞.
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