In this paper, we propose a novel speech dereverberation framework that utilizes deep neural network (DNN)-based spectrum estimation to construct linear inverse filters. The proposed dereverberation framework is based on the state-of-the-art inverse filter estimation algorithm called weighted prediction error (WPE) algorithm, which is known to effectively reduce reverberation and greatly boost the ASR performance in various conditions. In WPE, the accuracy of the inverse filter estimation, and thus the deverberation performance, is largely dependent on the estimation of the power spectral density (PSD) of the target signal. Therefore, the conventional WPE iteratively performs the inverse filter estimation, actual dereverberation and the PSD estimation to gradually improve the PSD estimate. However, while such iterative procedure works well when sufficiently long acoustically-stationary observed signals are available, WPE's performance degrades when the duration of observed/accessible data is short, which typically is the case for real-time applications using online block-batch processing with small batches. To solve this problem, we incorporate the DNN-based spectrum estimator into the framework of WPE, because a DNN can estimate the PSD robustly even from very short observed data. We experimentally show that the proposed framework outperforms the conventional WPE, and improves the ASR performance in real noisy reverberant environments in both single-channel and multichannel cases.
Introduction
Speech signals captured with distant microphones inevitably contain acoustic interferences such as background noise and reverberation, which are known to severely degrade the audible speech quality of captured signals [1] and the performance of automatic speech recognition (ASR) [2, 3] . To cope with such acoustic interferences, it is essential to establish effective speech/feature enhancement technologies. Thus a considerable amount of speech enhancement research has already been undertaken from various perspectives [4] .
Among them, recently the deep learning-based approaches have achieved notable success. For the noise reduction problem, it was proposed to perform enhancement by directly using learned DNN-based mapping between the noisy speech spectrum and clean speech spectrum or soft/binary masks to obtain clean speech spectrum [5] [6] [7] . These DNN-based denoising approaches are shown to be very powerful in improving signal-to-noise (SNR) ratio and outperformed conventional approaches such as non-negative matrix factorization-based approaches [8] [9] [10] . This demonstrates the strong capability of DNN to discriminate speech from noise. In [11, 12] , a DNN was used to estimate spectral masks, not to directly enhance clean speech signal itself, but to obtain the statistics of speech and noise, namely the spatial covariance matrices (SCMs) of speech and noise. Then, based on the estimated SCMs, an optimal filter such as a multichannel beamformer, was obtained as a closed-form solution. Interestingly, even if the estimated masks should contain some amount of estimation errors, these errors can be "averaged out" when calculating the statistics, i.e. SCMs, and would have limited effect on the resultant beamformer coefficients. This DNN-mask-based beamforming was reported to substantially improve the ASR performances in real noisy environments [11, 13] . Judging by these results, the combination of the powerful speech/noise discrimination power of the DNN with the signal-processing-motivated optimal filtering seems a key for such success.
As for the dereverberation problem, similarly to the noise reduction problem, there have been several proposals for using DNN-based approaches [14, 15] . Essentially these approaches [14, 15] follow the same idea as [5, 6] where the DNNs are used to directly enhance the signal, or to estimate a mask to obtain the final clean speech estimate. A major difference lies in the fact that now the DNN is given with the reverberant speech spectrum as its input. As it was expected, these algorithms are also reported to significantly increase SNR of the output signal. This again suggests that the DNNs are powerful in discriminating clean speech from reverberation.
In this paper, we propose a novel dereverberation framework inspired by the success of the DNN-mask-based beamformer [11] [12] [13] . The proposed framework utilizes a DNN to estimate the spectrum of the target speech from which we derive statistics required to obtain a closed-form optimal dereverberation filter in the form of an inverse filter. The proposed framework is built upon the state-of-the-art dereverberation algorithm called weighted prediction error (WPE) method originally proposed in [16] and extended in [17] [18] [19] from various perspectives. WPE is known to effectively reduce reverberation and greatly help boost the ASR performance to achieve top performances in many challenge tasks including REVERB and CHiME-3 challenge [20, 21] . As in the DNN-mask-based beamformer [11] [12] [13] , the computation of the inverse filter in WPE requires computing speech statistics. We expect that, by estimating the statistics with the help from DNN, we could achieve higher dereverberation performance.
The remainder of this paper is organized as follows. In Section 2, we formulate the problem of speech dereverberation. Sections 3 reviews WPE-based dereverberation and describes its characteristics and limitations. Then, the proposed framework is presented in Section 4. Section 5 provides experimental results and shows the effectiveness of the proposed framework as an ASR front-end in real noisy reverberant environments [20, 22] . Finally we conclude with some remarks in Section 6.
Problem formulation
Here we consider a scenario in which an utterance spoken by a single speaker is captured with a distant microphone in a reverberant room. Note that WPE can be formulated in both singlechannel and multichannel scenarios, and was shown to be effective in both cases. In this paper, however, for the sake of simplicity, we formulate it in the single-channel (1ch) scenario and perform evaluation in both 1ch and multichannel scenarios. The formulation of the 1ch WPE and the proposed framework can be naturally extended to the multichannel and multi-source environments.
Let s(n, k) denote the clean speech in the short-time Fourier transform (STFT) domain at time frame n and k-th frequency bin. Then, the observed signal at the microphone x(n, k) can be expressed as follows.
Here h(l, k) corresponds to the acoustic transfer function between the source and the microphone, and (·) * is the complex conjugate operator. According to [16] , this observation process can be converted to the following auto-regressive, i.e., linear prediction, form as :
where
denotes the desired signal consisting of clean speech component and early reflections determined by the prediction delay D. Here, g(l, k) is the prediction filter coefficient. Eq. (2) can also be rewritten in matrix form as:
Eq. (3) indicates that, once an optimal prediction filter g(k) can be obtained, it can be used as the form of inverse filter as follows to dereverberate the observed signal and obtain the desired
Conventional method: WPE

Formulation
WPE is an algorithm that can effectively estimate g(k) in the maximum likelihood sense based on the observed reverberant speech signal. It assumes that the desired signal d(n, k) follows a zero-mean complex Gaussian distribution with unknown timevarying variance λ(n, k) as:
Here, λ(n, k) can be also considered as the power spectral density (PSD) of the target signal and is an unknown parameter to be estimated. Given this model, the likelihood function can be given as follows, independently for each frequency bin: where
N is the total number of frames used to calculate the likelihood and estimate the unknown parameters, g(k) and λ(k). The parameters can be obtained by maximizing the log likelihood, which leads to the following optimization problem:
Since we cannot optimize Eq. (8) for both λ(k) and g(k) jointly, the conventional WPE estimates λ(k) and g(k) iteratively to minimize the cost in Eq. (8) , as in Fig. 1 (a) . Specifically, given the PSD estimate of the target signal λ(k), the optimal prediction filter g(k) can be estimated as the following closed-form solution;ĝ
Then, after obtainingĝ(k) and performing inverse filtering as in Eq. (5), we can estimate λ(k) based ond(n, k) as:
In WPE, this alternating optimization procedure, i.e. repetition of Eqs. (9), (12) and (5), is repeated as in Fig. 1 (a) until a convergence criterion is satisfied or a maximum number of iterations is executed.
Limitations of conventional WPE
Although the conventional WPE works well in various reverberant conditions, there are some limitations which potentially limit the application area of WPE. As in Fig. 1 (a) , typically λ(n, k) is initialized with the PSD of the observed signal itself, i.e., λ(n, k) = |x(n, k)| 2 . Then, based on such a crude approximation, it calculates the initial estimate of the prediction filter g(k) by using Eq. (9). Interestingly, although such approximation is not accurate, it converges to a prediction filter g(k) that can perform reasonable dereverberation. It is simply because, if the approximation λ(n, k) = |x(n, k)| 2 holds to some extent, we can mitigate the effect of the approximation error through the averaging procedure, i.e., covariance matrix calculation in Eqs. (10) and (11) . Eventually, if N is sufficiently large, we can obtain reasonably accurate statistics, R and r, to calculate an accurate prediction filter. In other words, if the duration of observed/accessible data is short and thus N is small, the approximation error in λ(n, k) would directly and greatly degrade the accuracy of the prediction filter estimation.
Proposed method: DNN-WPE
Overall framework
To remedy the above problem, we introduce another scheme to estimate the PSD of the desired signal rather than relying completely on the iterative optimization procedure. Specifically, we propose to utilize a DNN to estimate the PSD and use it for estimating the statistics, R and r, for the calculation of the prediction filter. Figure 1 (b) shows the block diagram of the proposed framework. In the training stage, the DNN F [·] is optimized by using a set of parallel data consisting of the log PSD of (noisy) reverberant speech signal (i.e. input to the DNN) and that of the corresponding desired signal (i.e., output of the DNN). Then, using the optimized DNN, in the test stage, the PSD of the desired signal λ(n) is estimated given the observed signal x(n) at each time frame n as follows:
Finally, based on the estimated PSD, we estimate an optimal prediction filter by using Eq. (9) . For the multichannel case, we can predict the PSD of the desired signal for each channel by using Eq. (13) and take their average across the channels to obtain the final PSD estimate.
Advantage of proposed framework
One of the great advantages of the DNN is that it is capable of estimating the PSD of the desired signal based on a very short observed signal such as only 100 ms of the reverberant speech signal. By utilizing this property of the DNN, we can address the above problem. Specifically, by employing a DNN, we believe that, even if the duration of observed/accessible data is short (i.e. N is small), we can obtain a much more accurate initial estimate of λ(n, k) and obtain an accurate prediction filter accordingly. Such characteristic is desirable in many practical situation such as cases for real-time applications using online block-batch processing with small batches.
Experiments
In this section, we evaluate the effectiveness of the proposed method as a front-end of DNN-HMM ASR back-end in real noisy reverberant conditions. The performance of the proposed method was compared with the conventional WPE in both 1ch and multichannel cases. Hereafter, the proposed method and the conventional WPE are referred to as DNN-WPE and Vanilla-WPE, respectively.
Experimental conditions
Details of the test and training data
The evaluation was done by using real noisy reverberant recordings [24] taken from the REVERB challenge dataset [20, 22] . The development (dt) and evaluation (et) test and training data are based on Wall Street Journal (WSJ) 5k task [25] . Each of dt and et set contains two different reverberant conditions, i.e., a "near" condition where the distance between the source and the microphone is about 1 m, and a "far" condition where the distance between the source and the microphone is about 2.5 m.
Reverberation time of the test data is about 0.7 s, and the SNR may be around 10 to 20 dB. The utterances were spoken by a real human speaker and were recorded in a lecture room. For the acoustic model training, we used the official multi-condition training data in the REVERB challenge dataset, which consists of simulated reverberant speech with additional background noise at an SNR of 20 dB. For the training of the DNN used in DNN-WPE, we generated an extended multi-condition training dataset that contains not only the utterances simulating a 20 dB SNR condition but also the ones simulating 5, 10, 100 dB SNR conditions.
Details of the front-end
We evaluated Vanilla-WPE and DNN-WPE in two different processing modes, i.e., utterance-level batch processing and online block-batch processing, and in two different channel settings, i.e., 1ch and 8ch settings. For the utterance-level batch processing which will be referred to as "offline" processing hereafter, we assume that, when processing an utterance, the whole utterance is available, and thus N in Eqs. (10) and (11) is set to the length of the target utterance. On the other hand, for the online block-batch processing (hereafter, "online" processing), we assume that only 2 seconds of the observed data is available at a time, and thus N in Eqs. (10) and (11) is set at 2 s. In the online block-batch mode, to process an utterance, we process each 2 second-batch one after another (without any overlap be-tween adjacent batches) from the beginning to the end of the utterance. We accumulate the statistics in Eqs. (10) and (11) by using a forgetting factor of 0.7. In both Vanilla-WPE and DNN-WPE, the prediction delay D and the filter length L were set to 3 and 37 for 1ch case, and 3 and 10 for 8ch case, respectively. The length of the STFT analysis window was 32 ms, and the window shift was 8 ms. The number of FFT points was 512. The number of iterations for parameter estimation in Vanilla-WPE was set to 3. These parameter settings were carefully determined by our preliminary experiments on this dataset [26] .
We used a unidirectional Long Short Term Memory (LSTM) recurrent neural network for DNN-WPE where we have an LSTM layer as its first layer followed by two fullyconnected layers with ReLU activations. The number of memory cells in the LSTM was set at 500, and the number of nodes in the fully-connected layers was 2048. The network was trained by using the MMSE cost function and standard stochastic gradient decent (SGD) algorithm. The neural network was trained such that, given noisy reverberant speech signal, it predicts the desired signal that comprises clean speech, early reflections and background noise components. Therefore, the neural network used in DNN-WPE does not perform noise reduction. Input and output features of the network were log amplitude spectra. The feature of the current frame was spliced with the features within 5 left and 5 right context frames to form an input feature vector consisting of 11 frames.
Details of the ASR back-end
For the back-end, we employed a deep convolutional neural network (CNN)-based acoustic model and a tri-gram language model. The deep CNN architecture contains 7 convolutional layers and 2 fully-connected layers in total as its hidden layers. The input feature to the acoustic model was a 2280 dimensional vector that comprises 40-order Mel filterbank feature, its delta and delta-delta features of the current frame spliced with 9 left and 9 right context frames. The deep CNN was trained using the REVERB challenge official training data set described in Section 5.1.1 , whose 95% was used for the fine-tuning of the network and the remaining 5% was used as cross-validation set to control the learning rate. Table 1 shows the word error rates (WERs) obtained with unprocessed signals, signals processed by Vanilla-WPE and DNN-WPE. The second column in the table shows the number of employed channels, whereas the third column shows the processing mode. Thanks to the deep CNN acoustic model, the performance of the baseline back-end system, i.e., Unproc. in the table, is significantly better for both dt and et than current top-performing systems in this task [26, 27] 1 . Advantage of DNN-WPE over Vanilla-WPE is especially clear in the 8ch conditions where DNN-WPE significantly outperformed Vanilla-WPE in both the offline and the online conditions (see the 3th to the 6th rows in the table). As it was expected, the amount of improvement is greater in the case of online processing where the duration of observed/accessible data is shorter than the offline case. Interestingly, DNN-WPE performs almost equally well for the offline and the online cases, whereas the performance of Vanilla-WPE degrades in the online cases. In addition, although it is not shown in the table, we found that the amount of improvement brought by DNN-WPE is greater in the "far" conditions (relative WER reduction of 9.6 % on average) than the "near" conditions (relative WER reduction of 3.8 % on average), which shows superiority of DNN-WPE in adverse environments.
Results
In the 1ch scenario, the tendency is slightly different from the 8ch case. In this case, DNN-WPE works better than Vanilla-WPE in the online scenario, whereas their performances are somewhat comparable in the offline scenario. This is probably due to the fact that, in the single-channel case, the autoregressive observation process in Eq. (2) holds only approximately [23] , whereas it holds exactly in the multichannel case. This approximation error brings negative impact on the prediction filter estimation, and consequently can negate the improvement in the PSD estimation brought by the DNN.
Conclusions
This paper proposed a novel speech dereverberation algorithm which incorporates DNN-based spectrum estimation into the state-of-the-art dereverberation algorithm WPE. Instead of performing the target PSD estimation and inverse filter estimation iteratively starting from a crude approximation of the PSD, we directly estimate the PSD by using a DNN and then obtain an accurate inverse filter as a closed-form solution, as done in the state-of-the-art denoising algorithms. Such a framework is beneficial especially under challenging conditions which we typically encounter, for example, in the case of single-channel real-time applications using online block-batch processing with small batches. Experimental results obtained with real noisy reverberant recordings showed that the proposed method significantly outperformed the conventional WPE in both 1ch and 8ch cases, and helps boost the performance of a deep CNN-HMM recognizer. Future work includes combination with state-ofthe-art mask-based beamforming, and an extension of the proposed method for joint optimization with the ASR back-end.
