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It is generally recognized that many of the constructions of homological 
algebra make perfectly good sense (properly translated) in the context 
of Banach modules over a Banach algebra or, more generally, topological 
modules over a topological algebra. In particular, Hochschild cohomology 
for Banach algebras has been studied by several authors, notably 
Kamowitz [12], Guichardet [2, 31, Johnson [9, lo], and Kadison and 
Ringrose [ll]. Hochschild cohomology has been applied to the wed- 
derburn structure theory for Banach algebras [9], the cohomology 
of locally compact groups [lo, 31, and the study of C* algebras [lo, II]. 
Unfortunately, the effectiveness of homological techniques in Banach- 
algebra theory is seriously blunted by several circumstances, most 
notably the fact that a closed subspace of a Banach space need not 
be a topological direct summand. As a result, these techniques have not 
played a central role in Banach-algebra theory. 
We are not aware of any systematic development of homological 
algebra in the context of topological algebras and topological modules. 
In view of the limited applicability of the theory for Banach algebras, 
it is not clear that the mathematical world needs such a development. 
However, we find ourselves forced to attempt one. 
In [16] and [17] we introduced a new notion of spectrum for com- 
muting n-tuples of bounded linear operators and developed the 
corresponding version of the analytic functional calculus. This notion 
of spectrum is most naturally described in the context of the homology 
of the algebra of holomorphic functions on a domain in @. Viewing 
spectral theory in this light suggests a way of formulating the concepts 
of “spectrum” and “functional calculus” in very general settings, In 
particular this theory suggests a definition of a function of several 
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noncommuting variables and a version of spectral theory valid for 
noncommuting tuples of operators. This material is presented in the 
sequel, [19]. It requires precise definitions of Hochschild homology and 
cohomology and the functors Ext and Tor for topological algebras. 
It also requires a precise description of those elementary properties and 
interrelationships for these functors which remain true in the new 
context. It was our original intention to accomplish this task in an 
introductory section of [19]. H owever, it soon became apparent that 
this introductory section would comprise half the paper. Hence, we 
have chosen to write a separate article. Obviously our choice of topics 
here and our approach to them have been strongly influenced by the 
requirements of [ 191. 
Our intention then, is to give definitions, elementary properties, 
basic interrelationships, and axiomatic characterizations for Hochschild 
homology and cohomology and Ext and Tor in the context of topological 
modules over a topological algebra. We shall give no explicit applications 
or examples. For these we refer the reader to [19] and to the previously 
mentioned papers on Hochschild cohomology for Banach algebras. 
For the most part, this endeavor consists of simply borrowing the 
appropriate definitions and theorems from homological algebra (our 
main source is MacLane [ 131) and making minor modifications to 
allow for topological considerations. However, there are a few decisions 
to be made (e.g., What is the appropriate class of modules and algebras ? 
Should algebra and module operations be jointly or separately continu- 
ous ? What definition of topological tensor product should be used ? 
Which modu!es should play the role of projective modules ? injective 
modules ?) and there is the occasional result which does not transplant 
without special new hypotheses (if at all). Thus, a systematic develop- 
ment of the kind presented here seems necessary, although it is quite 
routine. 
We have attempted to organize the material in such a way that special 
topological hypotheses that restrict the generality do not appear until 
they are needed. Thus, in Sections 1 and 2 we present that portion 
of the material which requires no special hypotheses. In Section 1 
we give definitions of “algebra,” “module,” and “projective module” 
in terms of an unspecified notion of topological tensor product. Hence, 
each of several possible notions of topological tensor product leads to 
a theory with its own class of allowable algebras, modules, and projective 
modules. In Section 2 we define Homology, Cohomology, Ext, and Tor, 
in terms of our unspecified notion of topological tensor product. This 
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procedure allows us to avoid answering questions such as, “Should 
module operations be jointly or separately continuous ?” until the 
answers are forced on us. 
In order to discuss injective modules and obtain an axiomatic 
characterization of Hochschild cohomology, we find ourselved forced 
in Section 3 to use a specific tensor product (the completed inductive 
tensor product) and begin imposing special side conditions on algebras 
and modules. 
The theory presented here is actually an example of “relative 
homological algebra” in the sense of [13, Chapter IX], where the class 
of allowable short exact sequences is the class of module short exact 
sequences which split as sequences of topological vector spaces. Hence, 
as formulated in the first three sections, the theory does not yield 
information about exact sequences which fail to have this property. 
In certain special cases this difficulty can be eliminated. The purpose 
of Section 4 is to discuss this point. 
Section 5 is devoted to a discussion of dimension and to a partial 
characterization of algebras of dimension zero. 
Throughout the paper, and particularly in Section 4, we rely very 
heavily on the work of Grothendieck on topological tensor products 
and nuclear spaces (cf. [4, 5, 61). 
1. TOPOLOGICAL ALGEBRAS AND MODULES 
In attempting to adapt homology theory to the study of topological 
algebras and modules, one is soon faced with several difficult decisions: 
Should the algebra and module operations be jointly or separately 
continuous ? What type of topological tensor product should be used ? 
Should one restrict attention to complete algebras and modules ? and 
perhaps even require that they be barreled or bornological or Frechet ? 
It turns out that no one set of answers to the above questions results 
in a completely satisfactory theory. There are several distinct homology 
theories that can be developed, each with its own appealing properties 
and nasty failings. We shall attempt to encompass several such theories 
in one abstract “fill in the blanks” scheme. 
The central role in our scheme is played by an unspecified notion of 
tensor product for locally convex topological vector spaces (1.c.s.‘~). 
DEFINITION 1.1. By a tensor product @ for 1.c.s.‘~ we shall mean 
607/9/z-4 
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an assignment to each pair (E, F) of Hausdorff 1.c.s.‘~ a HausdorfI 1.c.s. 
E a F and a separately continuous bilinear map (x, y) + x @ y: 
E x F -+ E @F such that the following conditions are satisfied: 
(1) the linear span of the range of (x, y) + x @ y is dense; 
(2) for each continuous linear map LX: E, --+ E, there are continuous 
linear maps Q( @ 1: E, @F +E2@F and 1 @ol:F@EE,-+F@E, 
such that (a 0 1)(x @y) = a(x) @y and (1 @ CX)(Y ox) = y @a(x) 
for each x E E, and y E F; 
(3) for each triple E, F, G of 1~s.‘~ there is a topological iso- 
morphism E@(F@G)-+(E&F)@G such that x@(y@x)+ 
(x@y)@zforx~E,y~F,z~G; 
(4) for each pair E, F of 1~s.‘~ there is a topological isomorphism 
E@F-F&Esuchthatx@y-y@x. 
Note that condition (1) above insures that a continuous linear map 
E &F - G, for G a Hausdorff I.c.s., is completely determined by 
its values on elements of the form x @ y for x E E, y E F. In particular, 
this insures that the maps hypothesized in parts (2), (3), and (4) are 
unique. Henceforth, all our l.c.s.‘s will be Hausdorff. 
There are at least six kinds of interesting topological tensor products. 
The algebraic tensor product E @F can be given the inductive tensor 
product topology, the projective tensor product topology, and the 
topology of bi-equicontinuous convergence on E’ x F’. We denote the 
resulting 1.c.s.‘~ by E @F, E 0, F, and E 0, F, respectively. We 
obtain three more notions of tensor product by using the completions 
E @F, E @F, and E @F, respectively, of E oi F, E 0, F, and 
E 0, F. We refer the reader to Grothendieck [6], for a discussion of 
these notions of topological tensor product (also, cf. [15] and [20]). 
It is a routine matter (largely carried out in [6]) to check that each 
of these six notions of tensor product satisfies the conditions of 
Definition 1.1. 
The inductive tensor product E ai F is characterized by the property 
that any separately continuous bilinear map E x F + G extends to a 
continuous linear map E oi F - G. Since the bilinear map E x F -+ 
E @F is required to be separately continuous for any topological 
tensor product &,, we have that E &F may always be canonically 
embedded in any tensor product E a F. If G is complete, then a 
separately continuous bilinear map E x F + G extends uniquely to a 
continuous map E @F -+ G. Hence, the completed inductive tensor 
HOMOLOGY AND COHOMOLOGY FOR TOPOLOGICAL ALGEBRAS 141 
product E @F may always be embedded in any complete tensor product 
E @F. The analogous statements are true of the projective tensor 
product 0, and the completed projective tensor product @ if separately 
continuous bilinear maps are replaced by jointly continuous bilinear 
maps. In particular, E @,F is continuously embedded in any tensor 
product E &F for which (x, y) + x my: E x F--f E @F is jointly 
continuous, and if E &F is complete then the embedding extends to 
E @F. 
To base our homology theory on one of these notions of tensor 
products to the exclusion of the others would involve unwarranted 
prejudice. Hence, we shall proceed as far as is possible using an 
unspecified topological tensor product @. However, the theory is 
most interesting (and well behaved) for our purposes in the cases 
where @ is the completed inductive tensor product @ or the completed 
projective tensor product 8. 
Our definitions of algebra, module, and free and projective module 
are all functions of the tensor product @. 
DEFINITION 1.2. An algebra (relative to &) will be a Hausdorff 
l.c.s., A, with an associative multiplication and an identity, such that 
the map a x b + ab: A x A -+ A extends to a continuous linear map 
from A & A to A. 
Thus, A is an algebra if it is an I.c.s. with a continuous linear map 
m:A@A+Asuchthat 
is a commutative diagram (associativity), and such that there is a 
continuous linear map E: $? + A with the compositions 
and 
each yielding the identity [i.e., A is an algebra with identity c(l)]. 
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Note that we have not assumed that $? @ E = E for each 1.c.s. E, 
and in fact if g represents one of the completed tensor products then 
this identity will hold only if E is complete. However, if A is an algebra 
relative to &, then the fact that A 4 e( ($j A +<@l A @ A -G A 
yields the identity implies that A is a topological direct summand of 
@ @ A, hence, equal to fZ’ & A since it is dense by part (1) of Defini- 
tion 1.1. Thus, A = Q’ @ A = A @ @ whenever A is an algebra 
relative to a,. In particular, if & is a completed tensor product then 
an algebra must be complete. 
Obviously if @ = @ then the algebras relative to @ are those 
locally convex topological algebras with a separately continuous multi- 
plication and an identity. If & = @ then the algebras relative to @ 
are those which are algebras relative to Q and are complete as well. 
The algebras relative to 0, and @ have analogous descriptions with 
separate continuity replaced by joint continuity. 
DEFINITION 1.3. If A is an algebra (relative to @) then a left 
A-module (relative to&) is a Hausdorff 1.c.s. E together with an associative 
module operation (a, x) -+ ax: A x E -+ E which extends to a con- 
tinuous linear map A @ E + E. In addition we require that lx = x, 
where 1 is the identity of A. Right modules are defined analogously. 
An A-bimodule is an 1.c.s. with both a left A-module operation 
A 8 E ---f E and a right A-module operation E & A ---f E such that 
a(xb) = (ax)b for a, b E A, x E E. 







is a commutative diagram (associativity) and such that 
yields the identity (lx = x). As before, we conclude that $? @ E = 
E & @’ = E for an A-module E. In particular, if & is a completed 
tensor product, then an A-module relative to B must be complete. 
An A-module relative to oi is an 1.c.s. E with a separately continuous 
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module operation A x E -+ E, while an A-module relative to 0, is 
an I.c.s. with a jointly continuous module operation (assuming in 
each case that A is the appropriate kind of algebra). Passing to the 
completed tensor products @ and @ adds a completeness requirement 
for modules. 
Throughout the remainder of the section @ will denote a fixed 
notion of topological tensor product. We let A denote a fixed algebra 
relative to &. Modules will be A-modules relative to @. We discuss 
the elementary properties of A-modules. 
If E and F are l.c.s.‘s then L(E, F) will denote the linear space of 
all continuous linear maps from E to F. 
DEFINITION 1.4. If E and F are left A-modules, an A-module 
homomorphism f: E -+ F will be an element of L(E, F) such that 
d(x) =.f(ax) f or all a E A, x E E. The linear space of all homomor- 
phisms from E to F will be denoted hom,(E, F). 
Let E be an A-module and F C E a closed linear subspace such that 
aF C F for all a E A. Then F is also an A-module. To prove this, we 
must show that the bilinear map (a, X) -+ ax: A x F + F extends to 
a continuous linear map A @F ---t F. However, the injection F + E 
induces a continuous linear map A @F + A @ E [Definition 1.1 (2)]. 
If we follow this by the map A a E + E, we obtain a map A @F--f E 
with the property that a @ x -+ax~F for SEA, xeF. It follows 
that this map has its range in F since F is closed and the image of A x F 
has dense linear span in A @F. Hence 
PROPOSITION 1.1. If E is a left A-module and F C E is a closed subspace 
with aF C F for a E A, then F has an A-module structure such that the 
injection F + E is an A-module homomorphism. 
In the above situation we call F a submodule of E. 
If F is a submodule of E one might hope that the quotient space 
E/F would be an A-module. However, this need not be the case. The 
difficulty is that one may not be able to fill in the dotted line in the 
diagram 




E h E/F 
(1.1) 
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The map A @ E -+ A @ (E/F) is not generally a quotient map. 
For example, with A = fZ’ and @ = @, E/F may fail to be complete 
even though E is complete and F closed. However, in many cases (e.g., 
& = B and A and E Frechet spaces) the map A @ E + A & (E/F) 
will be a quotient map and E/F will be an A-module (cf. [6, I. Section 11). 
If E = F @ G is the 1.c.s. direct sum of two of its closed subspaces 
F and G, then condition (2) of Definition 1.1 implies that E @ H = 
F & H @ G @ H and H @ E = H @F @ H @ G for any 1.c.s. H. 
If, in addition, E is an A-module and F a submodule, then the factor 
space E/F does have a natural A-module structure. In fact, in (1.1) the 
mapA &E+A @(E/F)istheprojectionA &F@A BGGA &G, 
It follows that the dotted line can be filled in to make the diagram 
commutative, and E/F is an A-module. Hence 
PROPOSITION 1.2. If F is a submodule of the A-module E and ;f F 
is a topological direct summand of E (not necessarily a module direct 
summand), then E/F has a A-module structure such that the quotient 
map E - E/F is a module homomorphism. 
In dealing with module homomorphisms or continuous linear maps 
CL: E - F, we shall use the terms ker (L and im 01 in the vector space 
sense (as opposed to the category theory sense). That is, ker CL = 
{X E E: O(X) = 0} and im 01 = {01(x): x E E). Thus, if CL is an A-module 
homomorphism, then ker (II always has a natural A-module structure by 
Proposition 1.1, but im 01 will have one only in special circumstances. 
An exact sequence of A-modules will be a sequence 
...-,Ei~l?-&&?!!EEi+l%+ . . . (1.4 
with each Ei an A-module, each ai a module homomorphism, and such 
that ker 01~ = im c+i for each i. 
An exact sequence (1.2) of A-modules is split if for each i, Ei is a 
module direct sum Ki @ Li with Ki = ker pi and 01~ 1 Li an isomorphism 
from L, to K,+l (cf. [13, Chapter I]). 
Note that if (1.2) is a complex (IJ+ 0 oli-i = 0 for all i), then it is 
exact and split if and only if there is a sequence of module homomor- 
phisms /Ii : Ei -+ Ei-, such that Bi+l 0 CQ + u~i-.i 0 pi = id: Ei + Ei for 
each i. In fact, given such a sequence (pi}, we have that c+i 0 pi is a 
module projection of Ei onto Ki = ker 01~ and /$+i 0 oli = id - q-l o pi 
is a projection onto a supplementary submodule Li . Furthermore, 
CQ 1 Li : L, + Ki+1 has /3i+l 1 Ki+l as an inverse, and so it is an iso- 
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morphism. Conversely, if Ei = Ki @ Li with LU~ 1Li : Li + Ki+, an 
isomorphism, then we may define the sequence &} by pi = 0 on Li 
and c+i o /$ = id on Ki . Such a sequence @,) is called a contracting 
homotopy for (1.2) (cf. [13, Chapter II, Section 21). Hence, we have 
that (1.2) is split if and only if it has a contracting homotopy. 
Consider a short exact sequence 
0-tEsF5G-t0. (1.3) 
Note that if /3 has a right inverse y: G + F which is a module 
homomorphism then F = ker 01 @ im y and /?: im y -+ G is an iso- 
morphism. Hence, if 01: E -+ ker ai is an isomorphism then (1.3) will 
be split. We have already that Q( is a one-to-one module homomorphism, 
but it may fail to be an open map. Similarly, if we hypothesize that (y. 
has a left inverse we still need that /3 is an open map to conclude that 
(1.3) is split. 
Note that an A-module E is also a @-module since the map A @ E -+ E 
yields a map fZ’ @ E ---f E when composed with h @ x + hl @ x: 
fZ’ @ E + A @ E. Since x + 1 @ x: E -+ fZ’ @ E has dense range and 
is a right inverse for @’ @ E -+ E, we conclude that e’ & E -+ E is an 
isomorphism if E is a @-module. The @-modules, then, are just those 
1.c.s.‘~ for which E -+ fZ’ B E is a topological isomorphism. A c-module 
homomorphism is just a continuous linear map between @-modules. 
DEFINITION 1.5. An exact sequence of A-modules will be called 
c-split if it is split when considered a sequence of @-modules. 
Hence, an exact sequence is @-split if it has a contracting homotopy 
consisting of continuous linear maps (not necessarily A-module homo- 
morphisms). 
If E is an l.c.s., then A @ E may be considered a left A-module, 
where the map a @ b @ x -+ab@x:A@A@E+A@E [whose 
existence follows from Definitions 1.2 and 1.1 (2) and (3)] determines 
the module operation. A module of this form will be called a free left 
A-module. Similarly, E @ A is a free right A-module and A @ E @ A 
is a free A-bimodule. 
PROPOSITION 1.3. Let E be an I.c.s., A @ E the corresponding free 
left A-module, and F any left A-module. Then f(a @ x) = af (x) defines 
an isomorphism f +f between L(E, F) and hom*(A & E, F). 
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Proof. For f EL(E, F) the map p is the composition of a @ x -+ 
a @f(x): A @ E + A @F [guaranteed by Definition 1 .l (2)] and 
a@y-+ay:A@F -+ F (guaranteed by Definition 1.3). Clearly f +f 
is a linear map from L(E, F) to homA(A @ E, F). Its inverse is g -+ g, , 
where go(x) = g( 1 @ x). Hence, f-j is an isomorphism. 
Note that if E is a left A-module, then the canonical map a @ x + ax: 
A a E + E is a module homomorphism from the free left module 
A & E onto E. Let K be its kernel. As a continuous linear map, 
A~E+Ehasarightinverse,x+l@x:E-tA&E.Hence, 
O-K-A&E-+E+O 
is a c-split exact sequence of A-modules. 
(1.4) 
DEFINITION 1.6 (cf. [13, Chapter I, Section 51). Let E be an 
A-module (left, right, or bi). We shall say E is projective if whenever 
LY: F -+ G is a surjective module homomorphism, with 0 --f ker 01 --t 
F ---f G + 0 @‘-split, each module homomorphism p: E -+ G lifts to a 
homomorphism y: E -+ F with 010 y = p. 
Note that our projective modules are not projective objects in the 
category of all A-modules. They are, however, relative projectives in 
the sense of [13, Chapter IX], if the class of allowable short exact 
sequences is taken to be the class of @-split short exact sequences. 
PROPOSITION 1.4 (cf. [13, Chapter I, Proposition 5.51). An A-module 
is projective if and only if it is a module direct summand of a free module. 
Proof. We give the proof for left modules. The proofs for right 
modules and bimodules are analogous. 
If A & E is a free left module, and ol: F -+ G is a module homo- 
morphism with a right inverse h: F + G which is a continuous linear 
map, then f -+ X 0 f serves to lift each f E L(E, G) to an element of 
L(E, F). In view of Proposition 1.3, we conclude that each element of 
hom,(A a E, G) lifts to an element of homA(A & E, F). Hence, a 
free module is projective. Clearly a module direct summand of a 
projective module is also projective. 
Conversely, suppose E is projective and consider the @-split sequence 
(1.4). Since E is projective, the identity map E -+ E lifts to a module 
homomorphism E + A @ E. It follows that E is a module direct 
summand of A @ E. 
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DEFINITION 1.7. Let E be a right A-module and F a left 
A-module.Let6:E@A~F-+E~Fbedefinedby6(x@a@y)== 
xa @ y - x @ uy. Then we define the A-module tensor product 
E @,, F to be the vector space E @ F/im 6. 
Note that, as defined above, E @)A F is just a vector space. It does, 
however, possess a natural topology-the quotient topology. However, 
this is rarely a Hausdorff topology since im 6 usually fails to be closed. 
Hence, it is not generally useful to consider E aA F to be a topological 
vector space. There are exceptions to this, however. These occur 
when E gjA F can be identified with some specific 1.c.s. that is present 
in a problem. One such case is described in the following proposition: 
PROPOSITION 1.5. If E = H @ A is a free right module then E a, F 
is naturally topologically isomorphic to H @F for any left module F. 
Proof. Wedefineamape: H @A @F-H &FbyE(x @a By) = 
x @ ay. Consider the sequence 





We then have E 0 p = id and 6 0 v + p 0 E = id. It follows that E @F 
is the topological direct sum of im 6 = ker E and im p = im p og = 
ker 6 o V. We conclude that H &F and E & Fjim 6 = E a, F are 
topologically isomorphic. 
Note that the analogous result holds if it is the left module F that is 
free. 
If F +a G is a left A-module homomorphism then there are induced 
maps1 @a:E@F -+E@Gandl 01 @KE&A@F-+E&A@G 
for any right A-module E. 
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Clearly the diagram 
is commutative. It follows that 01 induces a linear map E &.., F 4 E @,, G 
which we shall also call 1 0 oi. One quickly checks that the composition 
rules are satisfied and, hence, that E @, (a) is a covariant functor 
from left A-modules to vector spaces. Similarly, (a) &)A F is a covariant 
functor from right A-modules to vector spaces. 
If E, F, and G are left A-modules, then in the usual fashion a module 
homomorphism ol: F -+ G induces linear maps 01.+ : hom,(E, F) -+ 
hom,(E, G) and 01*: homA(G, E) + hom,(F, E), where wJ(x) = a(f(~)) 
and lady) = d&4. H ence, hom,(E, *) is a covariant functor and 
homA( *, E) a contravariant functor from left A-modules to vector spaces. 
PROPOSITION 1.6. If0 -+ FI + F, + F, -+ 0 is a C-split short exact 
sequence of left A modules, then the induced sequence 
O-LE~~F~~E~,F,~E~~F,-O 
is exact whenever E is a projective right module, and 
(1.5) 
0 --f hom,(E, Fl) --f homA(E, F,) -+ hom,(E, F3) + 0 U-6) 
is exact whenever E is a projective left A module. 
Proof. If E = H @ A is free, then (1.5) is just 0 -+ H a F, -+ 
H @ Fz ---t H @F, + 0, which is exact since the original sequence is 
c-split. Since projective modules are direct summands of free modules, 
the exactness of (1.5) is assured for any projective right module E. 
The sequence (1.6) is trivially exact at the first two stages for general 
left A-modules E. The exactness at the third stage is precisely the 
content of the definition of projective module. 
There is a standard trick for deriving general properties of bimodules 
from the corresponding properties of left modules. In fact, for a given 
algebra A there is another algebra A” such that the category of 
A-bimodules is equivalent to the category of left A”-modules. The algebra 
Ae is defined as follows: Let AOp be A with the “reversed” multiplication 
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a o b = ba; then A” = A & AO” with multiplication defined by 
(al 0 b,) . (a2 0 b2) = ala2 0 h 0 b, = ala2 @ b,b, (cf. [l, IX, Sec- 
tion 31). If M is an A-bimodule, then M may be regarded as a left 
Ae-module, where the operation is defined by (a @ b)m = amb. 
Similarly, M may be regarded as a right Ae-module, where the operation 
is defined by m(a @ b) = bma. 
Note that a free A-bimodule A @E @ A is, when regarded as a 
left Ae-module, a free left Ae-module; in fact, after rearranging terms 
we have A @E @ A N Ae @ E. It follows that a projective A-bi- 
module is also projective as a left Ae-module. 
DEFINITION 1.8. If M and N are A-bimodules we define 
hom,-A(M, N) t o e b h om,&M, N) where n/r and N are considered left 
Ae modules. Similarly, we define M aA-, N to be M aAe N, where M 
is considered a right A”-module and N is considered a left A”-module. 
In view of the correspondence between A-bimodules and left (or 
right) Ae-modules, Propositions 1.3-1.6 all have obvious analogues for 
bimodules. In particular, Propositions 1.3 and 1.5 have analogues which 
will be referred to quite often. 
PROPOSITION 1.7. Let M be an A-bimodule and A & E @ A a free 
A-bimodule. Then 
(a) hom,_,(A @ E & A, M) and L(E, M) are canonically iso- 
morphic; and 
(b) (A & E & A) aA-* M and E @ M are canonically isomorphic. 
2. HOMOLOGY AND COHOMOLOGY 
In this section A will be an algebra relative to a fixed tensor product @. 
We shall develop the Hochschild homology and cohomology for A and 
the functors Ext and Tor for A-modules. Up to a point, the theory is 
formally the same as the homology theory for ordinary algebras and 
modules; the only difference being that & replaces the algebraic tensor 
product 0. For this reason, we shall give a somewhat sketchy treatment, 
referring the reader to [13] for most proofs. 
DEFINITION 2.1. If E is an A-module (left, right, or bi), then by 
150 TAYLOR 
a projective (free) resolution of E we shall mean a sequence of module 
homomorphisms 
which is exact and has each X, projective (free). If (2.1) is @-split, 
we shall say it is a @‘-split projective (free) resolution. 
A resolution (2.1) will often be denoted simply by E t X. The 
chain complex obtained by replacing E by (0) in (2.1) will be denoted 
by X. 
The (unnormalized) Bar resolution (cf. [13, X, Section 21) provides 
a canonical way of associating to each left module E a @-split free 
resolution E t B(A, E). This is the resolution 
where B,(A, E) = (&+l A) @ E for each p and 
s,(a,@~~*~a,~x) 
B-l 
= g (-l)i a0 0 *** 0 %a,+, ~~~~~x+(-l)~aO~~~~~u,~,~a,x. 
One proves that (2.2) is e( split by exhibiting a contracting homotopy 
{X,)&i consisting of continuous linear maps. These are defined by 
(cf. [13, X, Section 21). 
If E is a left A-module, F a right A-module, and E c X a projective 
resolution of E, then we obtain a chain complex F aA X if we replace 
each Xi in the complex X by F &)A Xi and each map by the corresponding 
induced map. Similarly, if F is a left A-module, we obtain a cochain 
complex hom,(X, F) if we replace each Xi by hom,(X, , F) and each 
map by the corresponding induced map. 
DEFINITION 2.2. Let E be a left A-module and E t B(A, E) its 
Bar resolution. Then 
(a) for each right module F and each p > 0 we define TorPA(F, E) 
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to be the vector space which is the p-th homology of the complex 
F @,, B(4 E); 
(b) for each left module F and each p 3 0 we define Ext,&E, F) 
to be the p-th cohomology of the cochain complex hom,(B(A, E), F). 
Using Proposition 1.5 we can explicitly represent the complex 
F Gi, B(A, E) as 
o+-F@EZ-F&A ~EE...~F~(~~A)~E-..., (2.3) 
where 
Thus, TorpA(F, E) = ker 8,/im &+i is the p-th homology of (2.3). 
This shows the symmetry of TorpA(F, E) in E and F and the fact that 
ToroA(F, E) = F @,, E. 
Using Proposition 1.3 we obtain an explicit representation of the 




+ fl (-l)if(a, @ ... @ u,-lu~ @ ... @ x) 
+ (- 1)~+lf(u, @ .-- @ up-l @ u&c). 
Hence, Ext,p(E, F) = ker &/’ im 8-l is the p-th cohomology of (2.4). 
This shows, in particular, that Ext,O(E, F) = hom,(E, F). 
Note that a module homomorphism E, -+ E, induces a chain 
transformation F &jA B(A, E,) 4 F @,, B(A, E,) and, hence, a map 
TorpA(F, E,) + TorpA(F, E,) for each p (cf. [13, II, Section 21). In fact, 
for each right A-module F, Tor,p(F, -) is a covariant functor from left 
A-modules to vector spaces. Similarly, for each left A-module E, 
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TOT,&., E) is a covariant functor from right A-modules to vector 
spaces, Ext,p(E, .) is a covariant functor from left A-modules to vector 
spaces, and ExtA”(., E) is a contravariant functor from left A-modules 
to vector spaces (cf. [13, III and VI). 
PROPOSITION 2.1 (cf. [13, V, Theorem 8.51). The functor TorA has 
the following properties: 
(a) ToraA(F, E) = F &)A E for F (resp., E) a right (resp., Zeft) 
module; 
(b) TorpA(F, E) = 0 if F (or E) is projective and p > 0; 
(c) if 0 -+ F, -+ F2 + F, + 0 is a C-split short exact sequence of 
right A-modules, then there is a natural linear map 6, : Tor,A+,(F, , E) -+ 
TorpA(F, , E) such that 
+ TorDA(F, , E) + TorgA(Fz , E) +- TorDA(F, , E) 2 Tori+,,(F, , E) +- --- 
(25) 
is exact. The analogous statement holds with the roles of the right and 
left modules reversed. 
Proof. We have already noted the truth of part (a). Part (b) follows 
from the observation that if F = H & A is a free right module, then 
F aA B(A, E) = H & B(A, E) (Proposition 1.5). The latter complex 
has homology zero for p > 0 since E +- B(A, E) is c-split. Part (b) for 
F projective then follows from Proposition 1.4; for E projective we 
appeal to the symmetry of (2.3). Part (c) follows from the usual construc- 
tion (cf. [13, II, Theorem 4.11) after we use Proposition 1.5 to conclude 
that 0 --t FI @A B(A, E) ---t F, &)A B(A, E) -+ F, @A B(A, E) --t 0 is an 
exact sequence of chain complexes. 
PROPOSITION 2.2 (cf. [13, Chapter III]). The functor ExtA has the 
following properties: 
(a) ExtAo(E, F) = homA(E, F) for left A-modules E and F; 
(b) Ext,P(E, F) = 0 if p > 0 and E is projective; 
(c) if 0 + E, ---f E, + E, + 0 is a @-split short exact sequence of 
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left A-modules and F is a left A-module, then there is a natural map 
6*: ExtAP(E1 , F) --t Ext5+‘(E, , F) such that 
0 + hom,(E, , F) + hom,(E, , F) + homA(El , F) 3 ExtA1(E3 , I+ ... 
(24 
-+ ExtAP(E3 , F) + Ext,“(Ez , F) + ExtA”(E1 , F) -‘-r, Ext;++l(E, , F) --f 1.. 
is exact. 
(d) if 0 + FI + F, 4 F, + 0 is a C-split short exact sequence of 
left modules and E is a left module, then there is a natural map 6*: 
ExtP(E, F3) + Extp(E, FI) such that 
0 + hom,(E, F1) + hom,(E, F.J + hom,(E, FJ 6*_ Ext’(E, F1) + *-* 
(2.7) 
+ Ext,p(E, Fl) + Ext,P(E, FJ + Ext,P(E, FJ 2 Ext;++l(E,F,) ---f ... 
is exact. 
Proof. Part (a) has already been observed. Part (b) is a consequence 
of the fact that E +- B(A, E) is actually split as a sequence of A modules 
in the case where E is projective. This can be proved either by induction 
using the definition of a projective module or by explicitly writing 
down a contracting homotopy in the case where E = A @ H is free 
and applying Proposition 1.4. 
Part (c) follows from the usual construction and Proposition 1.6. 
(cf. [13, II, Th eorem 4.41). Part (d) can be proved using the explicit 
representation (2.4) for hom,(B(A, E), Fi) to show that 0 + FI -+ F, + 
F, + 0 induces a short exact sequence of cochain complexes. Part (c) 
can also be done this way. 
Note that we are still missing an important ingredient of homo- 
logical algebra. We have not discussed injective modules (cf. [13, III, 
Section 71) and the corresponding analogue of Proposition 2.2 (b) [that 
Ext,p(E, F) = 0 if p > 0 and F is injective]. Unfortunately, the notion 
of injective module does not fit well into the scheme we are using here. 
This is due to the fact that we have no axiom guaranteeing that dual 
objects such as A’ or L(A, H) for H an 1.c.s. will inherit an A-module 
structure in our sense. Hence, we postpone the discussion of injective 
modules to the next section. 
As in [13, Chapter III, Section 61, one can prove that any two e-split 
projective resolutions of a left A-module E are chain equivalent. From 
this we conclude: 
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PROPOSITION 2.3 (cf. [13, III. 6.4 and V. 8.21). Let E be a left 
A-module and E t X a @-split projective resolution of E. Then for any 
right A-module F, Tor,*(F, E) is naturally isomorphic to the p-th homology 
of the complex F @)A X. If F is a left A-module, then Ext,P(E, F) is 
naturally isomorphic to the p-th cohomology of the cochain complex 
hOm,(X, F). 
Ext and Tor can be given axiomatic characterizations similar to 
III. 10.1 and V. 8.5 of [13]. We state these in a somewhat sharper form 
than is usual. 
PROPOSITION 2.4. Let YII be a class of left A-modules such that E E !N 
implies A & E E %N and ker{a 0 x + ax: A & E --f E} E IIJZ. Let {Tp}& 
be a sequence of covariant functors from 1131 to vector spaces such that 
(a) there is a right A-module F with T,(E) = F @A E for all 
EE’92; 
(b) T,(A@E)=Oforp>OandE~fm; 
(c) each @-split exact sequence 0 -+ E, -+ E, -+ E, -+ 0 (Ei E %R) 
yields a map 6, : Tpfl(ES) + T,(E,) such that 
..a c T,(E,) c T,(E,) c T,(E,) 2 TB+1(E3) +-- ..a 
is exact. 
Then T,(E) z T or,*(F, E) for all p 3 0 and all E E W. 
Proof. This is true forp = 0 by condition (a). The proof for generalp 
is a standard induction argument. Consider the @-split short exact 
sequence 0 -+ K + A & E ---f E -+ 0, where 
K= ker{a@x-ax:A@E-E}. 
By hypothesis, K E 2JI and A & E E ‘9.X if E E ‘9.X Applying conditions (b) 
and (c), we find T,+,(E) G T,(K) for p > 0 and 
T,(E) g ker{ T,,(K) + &(A @ E)}. 
Using the fact that Tor*(F, *) also satisfies (a), (b), and (c), we find that 
and 
Torg+i(F, E) s TorpA(F, K) 
Tor,*(F, E) z ker{F aA K-F GA (A @ E)}. 
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It follows that T,(E) z ToriA(F, E) for all E E 1151, and if p > 1 and 
T,(K) g TorDA(F, K) then T,+,(E) g Tor,A+,(F, E). We conclude by 
induction that T,(E) z T orpA(F, E) for all E E %lI and all p. 
Note that the roles of the left and right modules can be reversed in 
the above to obtain the mirror image result. 
The analogous result for Ext has an analogous proof (cf. [13, III. 10.11): 
PROPOSITION 2.5. Let $33 satisfy the conditions of the previous proposi- 
tion and let l&p) b e a sequence of contravariant functovs from 93 to vector 
spaces such that 
(a) there is a left module F with go(E) = homA(E, F) for all E E $1; 
(b) b~(A&E)=Oifp>0andE~%1I; 
(c) each @-split short exact sequence 0 + E, + E, + E, -+ 0 (with 
Ei E 9JI) yields a map 6*: bp(E,) + G!P+~(E,) such that 
is exact. 
Then &p(E) = Ext,p(E, F) for all E E ?I& p > 0. 
We complete this section by discussing the analogues of Hochschild 
homology and cohomology (cf. [13, Chapter X]) that are appropriate 
to our setting. 
If we apply the Bar resolution (2.2) to the algebra A itself, we obtain 
a @-split free bimodule resolution A t B(A, A) of A (cf. [13, X. 2.31). 
DEFINITION 2.3. We define the Hochschild homology of A, with 
coefficients in the A-bimodule M, to be the sequence of vector spaces 
(H,(A, M))Pm_o , where H,(A, M) = H,(B(A, A) &,,_, M) is the p-th 
homology of the chain complex B(A, A) &)A--A M. 
Note that, with A considered a right Ae-module and M a left 
Ae-module, we have H,(A, M) = Tor,A”(A, M). Hence, Propositions 2.1 
and 2.4 for Tor yield corresponding results for H,(A, e): 
PROPOSITION 2.6 (cf. [13, X. 4.11). The Hochschild homology for A 
has the following properties: 
(a) H,(A, n/r) = A a,-, M; 
(b) H,(A, M) = 0 ifA4 is a projective bimodule and p > 0. 
607/9/2-S 
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(c) if0 -+ Ml + M, + M, ---t 0 is a c-split short exact sequence of 
A-bimodules, then there is a map 6, : H,+,(A, MJ + H,(A, Ml) such that 
. ..--H.(A,~~)cH,(A,M,)cH,(A,~~)~H,+,(A,lM,)c... 
is exact. 
PROPOSITION 2.7 (cf. [13, X. 4.11). Let W be a class of A-bimodules 
which contains A @ M @ A and ker{A @ M @ A + M} whenever it 
contains M. Let {K,} be a sequence of covariant functors from ‘93 to vector 
spaces such that 
(a) K,(M) = H,(A, M) for M E ‘9111; 
(b) K,(A&MaA)=Of0rp>0andM~%Il; 
cc> each Q-split short exact sequence 0 * Ml -+ M, -+ M, -+ 0 
(Mi E 9Jl) induces a map 6, : Kp+l(M3) -+ K,(M,) such that 
is exact. 
Then K,(M) z H,(A, M) for M E !lJl. 
Note that if E is a left A-module and F a right A-module, then E &F 
may be considered an A-bimodule with operation defined by a(x @ y) = 
ax @ y and (x @ y)a = x @ ya. Using the commutative property of a 
and Proposition 1.7 we find that B(A, A) @)A-A (E &j F) is isomorphic 
to the complex (2.3). Hence, 
PROPOSITION 2.8. If E (resp., F) is a left (resp., right) A-module, then 
TorpA(F, E) e H,(A, E B F) for all p. 
We can also define the Hochschild cohomology for A with coefficients 
in a bimodule M (cf. [7, 81). 
DEFINITION 2.4. Let M be an A-bimodule and A t B(A, A) the 
Bar resolution of A. Then the p-th Hochschild cohomology, Hp(A, M), 
of A with coefficients in M is the p-th cohomology of the cochain 
complex Horn,-,(B(A, A), M). 
Using the fact that horn,-,(A @ H @ A, M) g L(H, M) (Proposi- 
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tion 1.7), we can write the complex horn,-,(B(A, A), M) explicitly as 
O+M-6fL(A, M)%L(A &A, M)+ . ..+L(@‘A. M+ ... ,? o\ 
with 
pf(uo @ ... @ u,) 
and 
(cf. [13, X, Section 31). Note that Hp(A, M) = Extz,(A, M), where A 
and M are considered left P-modules. 
PROPOSITION 2.9 (cf. [13, X. 3.31). The Hochschild cohomoZogy 
Hp(A, *) for each p is a covariant functor from bimodules to vector spaces, 
such that 
(a) HO(A, M) = (x E M: ax = xa for all a E A}; 
(b) each c-split bimodule short exact sequence 0 + MI -+ M, --+ 
M, + 0 yields a map 6*: Hp(A, M,) + HP+l(A, M,) such that 
... -+ Hp(A, Ml) + HP(A, 4~‘~) --f Hp(A, MJ --j Hp+l(A, Ml) --f v.. 
is exact. 
An axiomatic description of Hp(A, *) and a discussion of its relation 
to ExtA will have to wait until our discussion of injective modules in 
the next section. 
As was the case with Ext and Tor, the Hochschild homology and 
cohomology of A can be computed from any @-split projective bimodule 
resolution of A. This follows from the fact that any such resolution 
is chain equivalent to the Bar resolution A t B(A, A) (cf. [13, III. 6.11). 
Hence, 
PROPOSITION 2.10. Let A c X be a @-split projective bimodule 
resolution of A. Then for each bimodule M we have that H,(A, M) is 
naturally isomorphic to the p-th homology of the chain complex X @)A--A M 
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and fP(A, M) is naturally isomorphic to the p-th cohomology of the 
cochain complex horn,-,(X, M). 
3. INJECTIVE RESOLUTIONS, COHOMOLOGY 
The homology theory of the preceding section was based on the 
existence of @-split projective resolutions. Our axioms for @ were 
designed to insure that each module E was the image of a projective 
(in fact, free) module, A @ E, under a module homomorphism 
A & E -+ E. In order to have a complete analogue of ordinary 
homological algebra we should have sufficiently many (relatively) 
injective modules (cf. [13, 111.71) to construct @-split injective resolu- 
tions. This is necessary if we wish to give an axiomatic characterization 
of Ext as a functor of its second argument (cf. [13, III. 10.21). Also, 
we need injective modules in order to give an axiomatic characterization 
of Hochschild cohomology. However, it soon becomes apparent that 
in order to obtain sufficiently many injective modules we must severely 
restrict the nature of the algebras and modules we study. 
By analogy with ordinary homological algebra, we attempt to construct 
injective modules in the following way: If E is an 1.c.s. we consider 
the space L(A, E) to be an (algebraic) left A-module with the operation 
given by (u.)(b) =f(ba). If E is a left A-module we can embed E as a 
submodule ofL(A, E) with the map 7: E ---f I@, E), where q(x)(b) = bx. 
The problem, then, is this: can we topologize L(A, E) in such a way 
that it is an A-module relative to 8, (relatively) injective in the class 
of A-modules relative to @,, and the map 7: E + L(A, E) is continuous ? 
If we use the topology of simple convergence on L(A, E) and Oi is 
the uncompleted inductive tensor product, then the answer to the 
above question is yes, and a satisfactory theory results which involves 
both projective and injective modules. However, this theory is fairly 
uninteresting from our point of view because in many ways it ignores 
the topological properties of modules. In fact, the Hochschild homology 
and Tor for this theory are precisely the functors one obtains by ignoring 
the topology and considering A-modules to be simply algebraic 
A-modules. 
For our purposes, the completed tensor products @ and @ yield 
the interesting theories. In either of these theories, algebras and modules 
are complete. Hence, the topology we adopt on L(A, E) must yield a 
complete space if E is complete. The topology of simple convergence 
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will not do. However, L(A, E) is complete in the topology of uniform 
convergence on bounded sets (we shall call this the strong topology) 
provided E is complete and A has the property that a linear map 
f: A + E is continuous if it is continuous on bounded sets. This holds 
if A is bornological or is a DF-space. (cf. [15, II. 8.3 and IV. 6.71). 
If we use the completed projective tensor product @, then module 
operations must be jointly continuous. However, in the simplest situa- 
tions the operation (a, f) -+ af(uf (b) = f (ba)) on L(A, E) fails to be 
jointly continuous in the strong topology even though A has a jointly 
continuous multiplication. For example, if C”“(R) is considered an 
algebra with pointwise operations and the natural F-space topology, then 
multiplication is jointly continuous, but the action of C”(R) on its strong 
dual, L(C”(R), @), fails to be jointly continuous. The space C”(R) is 
a nuclear space. Hence, P(R) @ C”(R) = C”(R) @ Cm(R) and C”(R) 
is also an algebra relative to @ (cf. [15, IV. 9.41 or [4]). We conclude 
that neither @ nor @ yields a definition of algebra and module in 
which L(A, E) ( or even A’) is a module when A is an algebra. This 
defect cannot be eliminated by imposing special restrictions on A 
( i.e., that it be a Banach algebra) without excluding the algebras [like 
C”(R)] that we wish to study. 
The situation is not entirely satisfactory even if we use the completed 
inductive tensor product, @J, but a reasonable theory is possible if we 
put fairly mild additional restrictions on A and on the class of A-modules 
we study. These additional conditions are related to the concept of a 
hypocontinuous bilinear map. 
A bilinear map f: E x F + G is called hypocontinuous if for each 
bounded set K C E (resp., K C F) and O-neighborhood U C G there is 
a O-neighborhood VC F (resp., VC E) such that f (K, V) C U [resp., 
f (I’, K) C U] (cf. [15, 111.51). If E and F are barreled spaces, then 
every separately continuous bilinear map f: E x F + G is hypocon- 
tinuous (cf. [15, III. 5.21). It follows that if E and F are barreled and 
G is a complete l.c.s., then L(E @F, G), L(E,L(F, G)), and the space 
of hypocontinuous G-valued bilinear maps on E x F are all isomorphic 
in the obvious fashion [here, L(F, G) is given the strong topology]. 
Also, if E and F are barreled then E @F is barreled (cf. [6, 1.3, No. I]). 
We shall assume throughout this section that A is an algebra relative 
to 0, is barreled, and has the property that L(A, E) is complete in 
the strong topology whenever E is a complete I.c.s. If A is an algebra 
relative to @ which is also bornological, then it satisfies these conditions 
(cf. [15, II. 8.41). Th y e are also satisfied if A is a barreled DF-space 
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(cf. [15, IV. 6.71). M d 1 o u es will be modules relative to 8. Hence, a 
left A-module will be a complete 1.c.s. with a separately continuous 
left A-module operation. 
DEFINITION 3.1. A left (resp., right) A-module, E, will be called a 
hypomodule if the map (a, X) -+ ax: A x E -+ E [resp., (x, u) --+ xa: 
E x A --f E] is a hypocontinuous bilinear map. An A-bimodule will 
be called a bi-hypomodule if its left and right module operations are 
both hypocontinuous. 
Note that since we have assumed that A is barreled, we have A is 
an A-bi-hypomodule; that is, multiplication is hypocontinuous. Also, 
if E is any A-module which is barreled, then E will also be a hypomodule. 
The reason for working with hypomodules is contained in the next 
proposition. 
PROPOSITION 3.1. Let E and F be complete 1.c.s.‘~ such that L(E, F) 
is complete in the strong topology and E is barreled. Then, with the strong 
topology on L(E, F), 
(a) if E is a right A-module, then (a -f)(x) =f(xa) determines a 
left A-hypomodule structure on L(E, F); 
(b) ifF is a left A-hypomodule, then (a of)(x) = a(f(x)) determines 
a left A-hypomodule structure on L(E, F). 
Proof. We have assumed that L(E, F) is complete. Hence, we need 
only prove the hypocontinuity of the operations. 
Let E be a right hypomodule. A typical 0 neighborhood in L(E, F) 
has the form %(K, U) = {~EL(E, F):f(K) C U}, where KC E is 
bounded and U is a 0 neighborhood in F. Given such a neighborhood 
and a bounded set J C A, then the neighborhood %(K * J, U) has the 
property that 
J - %(K - J, U)(K) = {uf(x): a E J, f E %(K * J, U), x E q 
={f(xa):aEJ,fE?qK*J, U),XEK}C u. 
Hence, J * ‘%(K * J, U) C ‘%(K, U). This establishes hypocontinuity of 
(a,f) -+ a . f relative to the bounded sets in A. 
Since E is barreled, the bounded sets in L(E, F) are precisely the 
equicontinuous sets (cf. [15, III. 4.21). If Q is such a set and %(K, U) 
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is a 0 neighborhood in L(E, F), then there is a O-neighborhood WC E 
with 
Q(W) = {f(x): XE W,~EQ) C U. 
Since E x A -+ A is hypocontinuous, there is a O-neighborhood V C A 
such that K * V C W. Hence, (V * Q)(K) = Q(K * V) C U and we have 
V . Q C %(K, U). Th is establishes hypocontinuity of (a,f) + a *f 
relative to the bounded sets in L(E, F). 
Now suppose F is a left A-hypomodule and consider the operation 
(a,f) --t a 0 f. If ‘%(K, U) is a 0 neighborhood in L(E, F) and J C A 
a bounded set, then there is a neighborhood V C F such that J * V C U. 
Then J 0 !Jl(K, V) C Yl(K, U) and so (a, f) 4 a of is hypocontinuous 
relative to the bounded sets in A. 
If %(K, U) is a neighborhood and Q C L(E, F) a bounded set, then 
Q(K) = {f (4: x E K f E c?) is bounded in F. Hence, there is a neigh- 
borhood V C A with V. Q(K) C U. It follows that V 0 Q C %(K, U) 
and so (a, f) + a 0 f is also hypocontinuous relative to the bounded 
sets in L(E, F). 
Note that in Proposition 3.1 we could just as easily have assumed 
that E (resp., F) was a left (resp., right) hypomodule and obtained a right 
hypomodule structure (f - a)(x) = f(ax)((f o a)(x) = f (%)a). 
DEFINITION 3.2. A hypomodule E (left, right, or bi) will be called 
injective if, whenever G is a hypomodule and F is a submodule which 
is an 1.c.s. direct summand of G, then each module homomorphism 
F + E extends to a module homomorphism G --+ E. 
Since we have assumed that A is complete and barreled, the multiplica- 
tion on A is hypocontinuous and so A is an A-bi-hypomodule. By 
Proposition 3.1, L(A; H) is also, for each complete 1.c.s. H, where the 
operations are defined by (af )(b) = f (ba) and (fa)(b) = f (ab). Let F 
be a left hypomodule and ol: F -+ L(A, H) a left module homomorphism. 
Composition with the evaluation map f + f (1): L(A, H) + H yields a 
continuous linear map 01~ : F + H, where U,,(X) = 01(x)( 1). Note that if 
a E A then N(X)(~) = [a . N(X)](~) = z(a~)( 1) = ol,(ax) since E is a 
module homomorphism. Hence, 01 is uniquely determined by 01,, .
Conversely, if 0~~ : F -+ H is a continuous linear map, then the equation 
~(U)(X) = B,,(U) determines a continuous module homomorphism 
01: F -+ L(A, H) (the continuity of 01 follows from the hypocontinuity 
of A x F--f F). We conclude: 
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PROPOSITION 3.2. If L(A, H) is considered a left A-hypomodule, 
then for each left hypomodule F there is a natural isomorphism between 
hom,(F, L(A, H)) and L(F, H). 
PROPOSITION 3.3. A left hypomodule is injective ;f and only a. it is a 
left module direct summand of L(A, H) for some complete 1.c.s. H. 
Proof. Let F be a submodule of the hypomodule G and an 1.c.s. 
direct summand of G. Thus, there is a continuous linear projection 
7-r: G -+ F. To prove that L(A, H) is injective as a left hypomodule, note 
that homA(F, L(A, H)) s L(F, H) and hom,(G, L(A, H)) z L(G, H). 
The induced map rr*: L(F, H) + L(G, H) then serves to extend each 
element of hom,(F, L(A, H)) t o an element of hom,(G, L(A, H)). Since 
a direct summand of an injective module is clearly injective, we have 
that every direct summand of L(A, H) is injective. 
Now let E be any injective left hypomodule. We embed E as a 
submodule of L(A; E) (with left module structure inherited from 
right multiplication in A) using the map 01: E -+ L(A, E), where 
a(x)(a) = ax. The continuity of 01 follows from the hypocontinuity of 
A x E + E. Note that a embeds E as an 1.c.s. direct summand since 
f-41): L(A, E) -+ E is a continuous linear left inverse for 01. It 
follows that the identity map E --t E extends to a module homomorphism 
L(A, E) ---t E. Hence, E is a left module direct summand. 
Note that in the above proof we also showed that every left hypo- 
module E is the first term of a @-split short exact sequence 0 -j E -+ 
L(A E) - 4% El/E + 0 in which the middle term is injective. From 
this it follows that each hypomodule F has a @-split injective resolution 
O-+F-tXo-tXl-t...-tX~--f.... (3.1) 
The next proposition completes the list of properties of Ext which 
was begun in Proposition 2.2. 
PROPOSITION 3.4. Suppose that E is a left A-module which is barreled 
and that F is an injective left hypomodule. Then Ext,p(E, F) = 0 for 
p > 0, where Ext.., is computed for the category of modules relative to @. 
Proof. Since E and A are barreled and the map A x E - E is 
separately continuous, it is also hypocontinuous. Hence, E is a hypo- 
module. Furthermore, A @ E is barreled (cf. [6, 1.3, No. I]) and so 
it too is a hypomodule. The sequence 0 -+ K -+ A @ E -+ E --+ 0 
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(K = ker((a, x) -+ ax: A @ E + E)) is C-split. Hence, K is an I.c.s. 
direct summand of A $J E, is barreled, and is a hypomodule. We use 
the above sequence together with (b) and (c) of Proposition 2.2 as the 
basis of an induction argument. From (2.6) we conclude that 
Ext,*(K, F) g Extz+r(E, F) for p > 1. Thus, it suffices to prove the 
proposition for p = 1 and the general result follows by induction. 
Again from (2.6) we have that Ext,r(E, F) = 0 if and only if the 
induced map homA(A @ E, F) + homA(K, F) is surjective. However, 
this is precisely the meaning of the statement F is an injective hypo- 
module (since we know that A @ E is a hypomodule). 
We do not know whether or not the assumption that E is barreled 
(rather than just a hypomodule) in the above is necessary or not. Its 
purpose in the proof is to assure that A @ E will be a hypomodule. 
We can now characterize Ext (for the special situation of this section) 
as a functor of its second argument. 
PROPOSITION 3.5. Let %R be a class of left A-hypomodules such that 
F E ‘9X implies L(A, F) and coker{F-t L(A, F)} are in 9X. Let {‘@}& be 
a sequence of covariant functors on ‘9JI such that 
(a) there is a barreled left A-module Efor which SO(F) = homA(E, F) 
for all F E 9.R; 
(b) $p(L(A,F)) = 0 for allFE 5; 
cc> each C-split left module short exact sequence 0 --+ FI + F2 + 
F3 + 0 (Fi E !BI) yields a linear map 6*: sP(F3) + sP+l(FJ such that 
is exact. 
Then Ext,p(E, F) E @‘(F) for all FE 5. 
Proof. This proceeds b y induction using the @-split short exact 
sequence 0 -+ F + L(A, F) + N + 0 with 
N = coker(.r --f (~2 -+ ax): F+L(A, F)}. 
If F -+ X is a @-split injective resolution of a left hypomodule F, 
then we can construct a cochain complex homA(E, X) for each left 
A-module E. It is not difficult to see that the cohomology of this complex 
is independent of the choice of the resolution and yields {Ext,p(E, F)), 
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whenever E is barreled (cf. [13, III. 8.21). A canonical injective resolution 
for F is obtained by applying homA(*, F) to the Bar resolution 
A -+- B(A, A) of A. 
We are now prepared to complete the discussion of Hochschild 
cohomology that was begun in the previous section. If A is barreled, 
then so is Ae = A @ A”p. Clearly each A-bi-hypomodule M may be 
considered a left (or right) A”-hypomodule, and M is injective as an 
A-bi-hypomodule if and only if it is injective as a left A”-hypomodule. 
Since Hp(A, M) = Extz,(A, M) we conclude from Proposition 3.4 that 
PROPOSITION 3.6. If M is an injective bi-hypomodule, then 
Hp(A, M) = 0 for all p > 0, where HP(A, *) is Hochschild cohomology 
computed relative to the tensor product @. 
The above property, together with the exactness axiom (Proposi- 
tion 2.9) serves to characterize Hp(A, e). In fact, 
PROPOSITION 3.7 (cf. [13, X. 3.31). Let ‘D be a class of A-bi-hypo- 
modules such that ME 1Mz implies that L(A @ A, M) E )IJ1 and NE YJ& 
where 
N=L(A @A,M)/im{x-+(a@b-+a X b):M+L(A @A,M)}. 
Let {IQ’} be a sequence of covariant functors from YJI to vector spaces such 
that 
(a) KO(M) = {x E M: ax = xa for all a E A}; 
(b) KP(L(A @ A, M)) = 0 for p > 0 and ME %R; 
cc> each @-split bimodule short exact sequence 0 -+ M1 -+ M, -+ 
MS --t 0 (Mi E m) induces a map 6”: KP(Mz) -+ KP+l( MJ such that 
*-- + KP(M,) - IP(M,) - KP(M,) -6% IP+l(M,) + -a* 
is exact. 
Then Kp(M) = Hp(A, M) for all M E Y.J2 and all p 3 0. 
Proof. This follows from Proposition 3.5 with A replaced by Ae. 
The final result of this section relates Ext,P and Hp(A, a). Note that 
if E is a barreled left A-module and F is a left hypomodule, then L(E, F) 
is a bi-hypomodule with operations defined by (af)(x) = a(f(x)) and 
(fu)(x) = f (ax). With L(E, F) considered a bi-hypomodule in this 
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fashion, we can compute the Hochschild cohomology Hp(A, L(E, F)). 
We have 
PROPOSITION 3.8. If E is a barreled left A-module, F is a left 
A-hypomodule, and L( E, F) is complete, then there is a natural isomorphism 
@(A, L(E, F)) g Ext.&E, F), w h ere both functors are computed relative 
to @. 
Proof. The easiest way to prove this is to note that, since A and E 
are barreled, L(( @p A) @ E; F) and L( @ A; L(E, F)) are isomorphic 
in the obvious way, and then to compare (2.4) and (2.8). 
Note that the completeness of L(E,F) in the above proposition is 
achieved if E is bornological or is a DF-space. In addition, if E is 
bornological, then it is also barreled (E and F are automatically complete 
since they are A-modules). 
At this point we have shown that if we use the tensor product @ 
and are willing to assume that A is a barreled DF-space or is bornological 
and assume similar things for modules when needed, then we obtain 
a theory with sufficiently many modules that are projective and 
sufficiently many that are injective (after a fashion) to obtain analogues 
of all of the elementary relationships and characterizations of ordinary 
homological algebra. 
4. SPECIAL SPACES 
There are several ways in which the results of the previous sections 
can be strengthened if the spaces involved are “nice” enough as 
topological vector spaces. This section is devoted to such results. 
The major defect of the theory at this stage is that it relies exclusively 
on the use of Q-split exact sequences, whereas in analysis one is not 
often lucky enough to know that his sequences are g-split (and often 
they are not). This difficulty is fundamental to the theory and can be 
eliminated only in very special circumstances. Fortunately, the work 
of Grothendieck [6] supplies us with several such circumstances. For 
this material, the completed projective tensor product, @, appears to be 
the appropriate one to use. Fortunately, @ and @ agree in precisely 
the situations we shall be studying. 
There are two classes of I.c.s.‘s that will be particularly important 
to us. These are the F-spaces and the DF-spaces (cf. [15, 4, 51). The 
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strong dual of an F-space is a DF-space and the strong dual of a 
DF-space is an F-space. The completed projective tensor product of two 
F-spaces (resp., DF-spaces) is again an F-space (resp., DF-space) (cf. 
[6, 1.1, No. 31). 
If E and F are F-spaces and G is any l.c.s., then a separately continuous 
bilinear map from E x F to G is necessarily jointly continuous. It 
follows that E @F = E @F (cf. [15, III. 5.11). Similarly, if E and F 
are DF-spaces then every hypocontinuous bilinear map from E x F to G 
is jointly continuous (cf. [5, IV.3, Theorem 21). Hence, if E and F 
are barreled DF-spaces, then E @F = E OF. 
If a complete locally convex algebra A with a separately continuous 
multiplication is either an F-space or a barreled DF-space, then it will 
satisfy the condition of Section 3. Also, by the above, it will have a 
jointly continuous multiplication and may be considered either an 
algebra relative to @ or an algebra relative to @. The class of A-modules 
relative to @ may be properly larger than the class of A modules relative 
to @, however. We shall let HP, HP, ExtAP, and To_T,~ denote the 
functors of Section 2 computed relative to @ and let HP2 I&‘, l?xtAP, 
and Tor,A denote these functors computed relative to 0. The next 
proposition follows directly from the definitions and the identity of @ 
and @ for pairs of F-spaces or barreled DF-spaces. 
PROPOSITION 4.1. Let ‘%I denote (consistently) either the class of 
F-spaces or the class of barreled DF-spaces. Let A be an algebra relative to @ 
and an element of ‘9.X Then A is also an algebra relative to @, and if E 
is a right A-module, F and G left A-modules, and h4 an A-bimodule (all 
relative to @) 
(a) E, F E ‘93 implies T orPA(E, F) = TorPA(E, F); 
(b) F E 911 implies l?xtPA(F, G) = ExtPA(F, G); 
(c) ME 1111 implies I?JA, M) = H,(A, M); and 
(d) in general @(A, M) = Hp(A, M). 
We now proceed with our study of exact sequences which are not 
C-split. Let 
0 --f El S E2 % E3 ---f 0 (4.1) 
be an exact sequence of l.c.s.‘s and continuous linear maps. If (4.1) 
is not @-split then its exactness will not be preserved by application 
of the functors (e) @F, L(F, *), and L(*, F), except in very special 
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circumstances. We certainly cannot expect the exactness of (4.1) to be 
very stable unless the maps 01 and /3 are topological homomorphisms. 
A continuous linear map is a topological homomorphism if it is an 
open map onto its range. Thus, (4.1) is an exact sequence of topological 
homomorphisms if and only if o( is a topological isomorphism of E, 
onto ker ,l3 and ,8 is a continuous open map of E, onto E, (a quotient 
map). 
PROPOSITION 4.2. Let (4.1) b e an exact sequence of topological homo- 
morphisms. Then the sequence 
O-EI~F~%E,@FFEE,~F+O (4.2) 
is also an exact sequence of topological homomorphisms under any one of 
the following hypotheses: 
(a) F and E, are both F-spaces and F or E, is a nuclear space; 
(b) F and E, are both complete DF-spaces and F or E, is nuclear; 
(c) F and Ez are both F-spaces and F is of the form L1(~) for some 
Radon measure CL. 
Proof. The map /3 @ I is always a topological homomorphism with 
dense range, and 01 @ 1 always has dense range in ker(B @ 1) (cf. [6,1.1, 
No. 21). If E, and F are F-spaces, then Im(/3 @ 1) will be complete 
since it is a separated quotient of the F-space E, $J F. Hence, /3 @ 1 
is surjective in this case. Stronger medicine is required to force a: @ 1 
to be a topological isomorphism onto ker(p @ 1). This is the case, 
however, whenever E, or F is a nuclear space (cf. [6, 11.3, No. 11). 
It is also the case if F is a Banach space of the form L+), where p is 
a Radon measure (cf. [6, 1.2, No. 21). We have now established the 
proposition in cases (a) and (c). 
If E, is nuclear then E, is nuclear, since it is isomorphic to a subspace 
of E, , and E, is nuclear since it is isomorphic to a separated quotient 
of E, (cf. [6, 11.2, No. 21). It follows that 01 @ I is a topological iso- 
morphism onto ker(/3 @ 1) in case (b). To complete the proof, we need 
only show that p @ 1 is surjective in this case. However, this can be 
reduced to the case where the spaces are Banach spaces (where it is 
trivial) by using the fact that each bounded set in Ei 3 F (i = 2, 3) is the 
canonical image of the unit ball in a Banach space (Ei)B 3 F, , where 
B and C are convex balanced bounded sets in Ei and F respectively 
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(cf. [6, 11.3, No. l]), and the fact that each bounded set in E, is the 
canonical image of a bounded set in E, (cf. [5, IV.3, Proposition 41). 
Note that in cases (a) and (c) above, the requirement that 01 and /3 
be topological homomorphisms is redundant, since the open mapping 
theorem applies (cf. [15, II. 2.11). 
We next apply the functor L(F, *) to (4.1). Recall that if S is a set, 
then P(S) is the Banach space of all complex valued functions f on S 
for which xSss If(s)1 < co. 
PROPOSITION 4.3. Let (4.1) b e a short exact sequence of complete 
I.c.s.‘s and topological homomorphisms. Then the sequence 
0 +L(F, El) ZL(F, E,) ZL(F, I&) --f 0 (4.3) 
is exact in each of the following three cases. In cases (a) and (b) the maps 
are topological homomorphisms (for the strong topology). 
(a) F is a nuclear F-space and E, is a DF-space; 
(b) F is a complete nuclear DF-space and E, is an F-space; 
(c) F is the projective limit of a sequence of spaces of the form P(S) 
and E, is a DF-space. 
Proof. It is true in general that 01.+ is a topological isomorphism 
onto ker /3.+ . In cases (a) and (b) the hypotheses insure that F is 
reflexive, F’ nuclear, and L(F, Ei) and F’ @ Ei are canonically isomorphic 
for i = 2, 3 (cf. [15, IV. 9.4 and 9.61). Hence, that #?* is a topological 
homomorphism onto L(F, E3) follows from Proposition 4.2 in cases (a) 
and (b). 
To complete the proof we need only show that /3.+ is surjective in 
case (c). We first note that a continuous linear map of an F-space into 
a DF-space must map some O-neighborhood to a bounded set (cf. [5,IV.3, 
Proposition 21). It follows that each f 6 L(F, E3) has a factorization of 
the form F -+ ll(S) --f E, . Hence, to prove that p.+ is onto it suffices 
to consider the case where F = P(S) for some set S. However, each 
continuous linear map f: P(S) + E, has the form f(p)) = C v(s) h(s), 
where h is a function mapping S onto some bounded set in E, . Since 
E, is a DF-space and /3: E, ---t E, a topological homomorphism, each 
bounded set in E, in the image under /3 of a bounded set in E, (cf. [5, 
IV.3, Proposition 41). It follows that a bounded map A: S + E, lifts 
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to a bounded map A’: S --+ E, and, hence, each f~L(zl(S), EJ lifts to a 
g EL(Z~(S), E,) with /3.+ g = f. This completes the proof. 
Finally, we consider the functor L(*, F) applied to (4.1). 
PROPOSITION 4.4. If (4.1) zs a short exact sequence of complete l.c.s.‘s 
and topological homomorphisms, then the sequence 
O+L(E, ,F)sL(E, ,F)%L(E1 ,F)+O (4.4) 
is an exact sequence of topological homorphisms (for the strong topology) 
in either of the following two cases: 
(4 each Ei is a nuclear DF-space and F is an F-space; 
(b) each Ei is a nuclear F-space and F is a complete DF-space. 
Proof. In either case (a) or (b) we have that L(E, , F) and Ei’ @ F 
are topologically isomorphic (cf. [15, IV. 9.4-9.61). Hence, the proposi- 
tion will follow from Proposition 4.2 if we can prove that the sequence 
0 -+ ES1 - E,’ + EI’ - 0 (4.5) 
is an exact sequence of topological homomorphisms. However, the 
conditions on the Ei’s insure that they are reflexive DF-spaces and the 
Ei”s are reflexive F-spaces in case (a), while in case (b) the Ei’s are 
reflexive F-spaces and the Ei”S are reflexive DF-spaces (cf. [I 51 or [6]). 
The fact that (4.5) is an exact sequence of topological homomorphisms 
follows easily in either case (cf. [15, IV.71). 
The preceding three propositions do not cover all possible results 
of this nature. For example, an analogue of Proposition 4.4 is possible 
when F has the form C(A) for A a compact hyperstonian space (cf. [14]). 
However, the results that we have included are those that will be relevent 
in [19]. 
We now use the above results to strengthen some of the propositions 
of Sections 2 and 3. 
For many algebras, A, the Hochschild homology and cohomology 
are quite simple and can be easily computed (cf. [19]). To show this 
usually involves exhibiting a simple projective bimodule resolution for 
A and using it to compute homology and cohomology. We have seen 
that any @-split projective bimodule resolution of A can be substituted 
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for the Bar resolution in computing Hp(A, *) and H,(A, e). However, 
there are situations in which it is easy to construct a simple projective 
bimodule resolution for an algebra but difficult or impossible to prove 
that it is C-split (cf. [19, Section 41). Fortunately, if A is a nuclear 
F-space or nuclear DF-space we can often dispense with the requirement 
that a projective bimodule resolution be @-split. 
In what follows, A will be an algebra relative to @ and I 
O+A&X,~-.&&,t-~ (4.5) 
will be a resolution of A by projective A-bimodules (relative to @). 
We shall assume that E and each Si is a topological homomorphism 
as well as an A-bimodule homomorphism. The complex obtained by 
replacing A by (0) in (4.5) will be denoted X. 
PROPOSITION 4.5. Each of the following conditions insures that, for a 
bimodule M, the p-th Hochschild homology l?JA, M) is isomorphic to 
the p-th homology of the complex X aj,-, M: 
(1) A and each Xi is a nuclear F-space and M is an F-space; 
(2) A and each Xi is a nuclear DF-space and M is a complete 
DF-space. 
Proof. Let )1J1 be the class of all A-bimodules which are F-spaces 
in case (l), and the class of all bimodules which are DF-spaces in case (2). 
Note that in each case ME m implies A @ M @ A E ‘%I and N E $m, 
where N = ker(a @ x @ b ---f a x b: A @ M @ A + M} (recall that 
N is an 1.c.s. direct summand of A @ M @ A). Hence, !l3 satisfies the 
condition of Proposition 2.7. We set K,(M) = HJX @A--A M) and 
proceed to verify conditions (a), (b), and (c) of Proposition 2.7. 
We first note that the sequence 
OcA~j~cX,~j~c...tX,~jKt... (4.6) 
is exact for each K E m. This follows from Proposition 4.2 and the 
fact that (4.5) can be split up into short exact sequences 0 +- Yi+i t 
Xi t Yi t 0 (Yi = ker{X$ -+ Xi-l } for i >, 0, Y-i = A) of topological 
homomorphisms. 
Recall that for any pair of bimodules M, N the bimodule tensor 
product N @jA--A M = N Bjae M is defined to be the third term of the 
exact sequence N 8 Ae 8 M ds N @ M + N @A-A M + 0. Also, 
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recall that A $A+, M = H,(A, M). Consider the commutative diagram 
O+ I&,(A, M) + x, G A-AM +- x, 8 A-AM 
1 1 1 
0 0 0 
The columns of this diagram are exact by definition, and the top two rows 
are exact for M E %R by the exactness of (4.6). It follows by inspection of 
the diagram that &(A, M) z (X,, @jAwA M)/im{X, BjAeA M} = K,,(M). 
This establishes part (a) of Proposition 2.7. 
Note that if ME ‘%Q, then from Proposition 1.7, we have that 
Xi @A-A (A @ M @ A) 31 Xi @ M. It follows from the exactness of 
(4.6) that K,(A @ M @ A) = 0 for p > 0 and M E ‘YJl. This establishes 
(b) of Proposition 2.7. 
Part (c) of Proposition 2.7 follows easily from the fact that each Xi is a 
projective bimodule. This insures that if 0 + Ml -+ M2 + M3 + 0 is a 
!Z’-split exact sequence of bimodules, then 
will also be exact (as in Proposition 1.6). We may then apply II. 4.1 of 
[13], as usual, to construct a long exact sequence of homology. 
Note that if we assume A is a nuclear F-space or a complete nuclear 
DF-space (as above), then A will be reflexive and, hence, barreled 
(cf. [15]) and will satisfy the condition of Section 3 as well as the condition 
of Proposition 4.1. In particular, we have @ A = @p A for all p. 
Furthermore, if each Xi in (4.5) satisfies the same hypothesis as A (as is 
true in Proposition 4.5) then A @ Xi @ A E A B Xi @ A and it 
follows that each Xi is projective as a bimodule relative to either @ or @ 
(since Xi being projective as a bimodule relative to @ is equivalent to 
its being a bimodule direct summand of A a Xi @ A). The only 
situation in, which I?JA, M) and fP(A, M) may be different and the 
choice of H,(A, M) important in Proposition 4.5 is in case (2) in the 
607/9/2-6 
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situation where M is a DF-space which is not barreled. Here we may 
have Xi @A--A M # Xi @A--A M. 
In the next proposition we allow modules that are hypomodules 
(modules relative to @ which have hypocontinuous module operations). 
However, the conditions in both cases of the proposition are enough 
to guarantee that the module operations are actually jointly continuous 
and, hence, the modules are actually modules relative to @. We have that 
Proposition 4.1 applies in each case and J?p(A, M) = Hp(A, M). 
PROPOSITION 4.6. If M is an A bi-hypomodule, then each of the 
following conditions insures that HP(A, M) is the p-th cohomology of the 
cochain complex horn&X, M): 
(1) A and each Xi is a nuclear F-space and M is a DF-space; 
(2) A and each Xi is a nuclear DF-space and M is an F-space. 
Proof. We let ‘2ll be the class of all bi-hypomodules which are 
DF-spaces in case (1) and F-spaces in case (2). Note that )132 satisfies the 
condition of Proposition 3.7 in either case. In fact, L(A @ A; M) s 
L(A @ A; M) E (A B A)’ E M in either case (cf. [15, IV.91); and 
(A B A)’ @ M is clearly a DF-space in case (1) and an F-space in case (2). 
Since M-+L(A @A; M) is a @‘-split embedding, its cokernel is also 
a space of the right sort. 
We set I@(M) = HP(homAJX, M)) for ME !JJI and proceed to 
verify conditions (a), (b), and (c) of Proposition 3.7. 
It follows from Proposition 4.4 that if ME $98 then 
o-t&4, M)-+L(X,, M)+ -+L(X,, n/l)+ *** (4.7) 
is exact in both cases. If we recall that 
horn,-,(N, M) = {~EL(N, M): af(x) =f(ax),f(x)a = f&a) for all a E AI 
then it follows from the exactness of (4.7) that 
Ha(A, M) = horn&A, M) = ker{hom,-,(X0 , M) + horn,-,(X1 , M)}. 
Hence, B?(M) = HO(A, M) for ME m. This yields part (a) of Proposi- 
tion 3.7. 
Note that horn,-,(Xi , L(A @ A, M)) g L(X, , M) (as in Proposi- 
tion 3.2). Hence, that HP(A, L(A B A; M)) = 0 for ME %R and ~5 > 0 
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is exactly the statement that (4.7) is exact. This yields part (b) of 
Proposition 3.7. 
Part (c) of Proposition 3.7 follows from the fact that each Xi is 
a projective bimodule. This implies that 0 + horn&X, , Mr) + 
horn,-,(Xi , M,) + horn,-,(Xi , Ma) + 0 is exact for each @-split 
bimodule exact sequence 0 + Mr -+ iVlz 4 M, + 0. 
In view of Proposition 3.7, the proof is complete. 
Note that if each Xi is a nuclear F-space, A is a nuclear F-space, 
and M is a bimodule which is a Banach space, then both Propositions 4.5 
and 4.6 apply. This is precisely the result we need in Section 3 of [19], 
in which we study Banach modules over the algebra of holomorphic 
functions on a domain in @. 
The exactness axioms for homology, cohomology, Ext, and Tor 
[Propositions 2.1 (c), 2.2 (c), and (d), 2.6 (c), and 2.9 (b)] have been 
stated in terms of c-split short exact sequences. It is possible to remove 
this restriction to @-split sequences in certain special cases. The 
usefulness of the theory is greatly enhanced when this is possible. 




be a free bimodule resolution of A. We do not assume that (4.8) is 
C-split. Let M be an A bimodule and apply (*) @A-A M to (4.8) with 
A replaced by (0). This yields a complex 
O+-Jo@MMJl@M& ... t J,, @ Mt -.a. 
In many cases the homology of (4.9) will be the Hochschild homology 
Wp(A, M)lPm_o . Th is is the case, for example, if (4.8) is Q split, or if 
Proposition 4.5 applies to the resolution (4.8) and the module M. 
Suppose Ml , M2, and M, are bimodules for which the homology of 
(4.9), with M = Mi , is {H,(A, Mi)}eo for i = 1, 2, 3. Let 
O+M,+ M2+ M,+O (4.10) 
be a short exact sequence of bimodule homomorphisms. Then, (4.9) 
will induce a long exact sequence 
... - fJ,(A, MJ -f&(4 WJ - ff,(A, Ml) - ff,+,(A, MJ - *.* 
(4.11) 
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of homology, provided the induced sequence 
O-, J,@MI-t J,@M,+ J,@MS-tO (4.12) 
is exact for each p. Hence, it follows from Proposition 4.2 that 
PROPOSITION 4.7. Let (4.8) b e a free bimodule resolution of A, and 
(4.10) a short exact sequence of bimodules such that, for i = I, 2, 3, the 
homology of (4.9) with M = Mi is {H,(A, Mi)}. Then (4.10) induces a 
long exact sequence of homology (4.11) in each of the following circumstances: 
(a) (4.10) is @-split; 
(b) each Jr, isJinite dimensional; 
(c) each J, is a space L+) ( or each J,, is a nuclear F-space) and 
each MC is an F-space; 
(d) each J, is a nuclear DF-space, each Mi is a barreled DF-space, 
and the maps in (4.10) are topological homomorphisms. 
If we apply the functor homA&*, M) to (4.8), with A replaced by 
(0), we obtain a cochain complex 
O-tL(J,,M)+L(J,,M)+~~~-tL(J,,M)+~~~. (4.13) 
Again, under appropriate conditions, the cohomology of this complex 
will be {@(A, M)j$& . If this is the case for M = Mi , i = 1, 2, 3, 
then (4.10) will induce a long exact sequence 
a.. --f lP(A, MI) - H”(A, Mz) + W(A, MX) + W+l(A, n/r,) + *.. 
(4.14) 
of cohomology, provided the sequence 
0 - L(J, > MA -+L(J, > MA --(I, > MA - 0 
is exact for each p. Hence, in view of Proposition 4.3, we have 
(4.15) 
PROPOSITION 4.8. Let (4.8) b e a free bimodule resolution of A, and 
(4.10) a short exact sequence of bimodules such that, for i = 1, 2, 3, the 
cohomology of (4.3) is {IP(A, Mi)}pm=o . Then (4.10) induces a long exact 
sequence of cohomology (4.14) in each of the following cases: 
(a) (4.10) is @-split; 
(b) each J, is finite dimensional; 
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(c) each J, is a projective limit of a sequence qf spaces P(S) (OT a 
nuclear F-space) and each Mi is a DF-space; 
(d) each J, is a complete nuclear DF-space and each Mi is an F-space. 
Obviously Propositions 4.7 and 4.8 can be used, together with 
Propositions 2.8 and 3.8, to give strengthened versions of the exactness 
property for TorA and for ExtA. For example, if 
O+F,AF,+F,+O (4.16) 
is a short exact sequence of right A-modules, E is a left A-module 
such that 
O+E@FI+E@F2+E@F3+0 (4.17) 
is exact, and the bimodules n/r, = E @ Fi and resolution (4.8) satisfy 
one of the sets of sufficient conditions for Proposition 4.7, then (4.16) 
induces a long exact sequence as in Proposition 2.1 (c). 
Rather than continue, as above, listing myriads of special properties 
that hold in special cases, we declare that the point of this section 
has been made. What was the point of this section ? It was that, while 
the homological algebra of topological algebras is severely limited in 
applicability by the fact that the average exact sequence fails to c-split, 
if one is willing to impose nice topological conditions (such as nuclearity, 
Frechetness, etc.) on algebras and modules then this problem can 
often be overcome. Obviously, in view of Propositions 4.54.8, if one 
wants to work with (nontrivial) algebras for which this theory has its 
greatest power, one should work with algebras which are nuclear 
F-spaces or DF-spaces and which have free bimodule resolutions of 
the form (4.8) with each J, finite dimensional. The algebras we study 
in [19] are of precisely this type. 
It is our suggestion, based on Section 4 and the results of [19], that 
Banach algebras may not be particularly appropriate objects for study 
by homological methods. The theory seems to be much more potent 
in the context of nuclear algebras such as the algebra of holomorphic 
functions on a domain in @. 
5. DIMENSION, STRUCTURE THEORY 
The usual notions of left and right homological dimension and bidimen- 
sion (as discussed in [13, Chapter VII, Sections 1 and 51) make perfectly 
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good sense for topological algebras. In this section we discuss these 
notions briefly and then study the structure of algebras of bidimension 
zero. 
Let A be an algebra relative to some topological tensor product a,. 
If E is a left (right; bi) module over A, then we shall say that h.dim E < n 
if E has a C-split projective resolution of the form 
O+EcX,,cX,c-+X,+-O. (5.1) 
The point, of course, is that the terms, XP , of the resolution vanish 
for p > n; in this case, the resolution is said to have length n. The 
smallest integer n for which such a resolution exists is h.dim E, the 
homological dimension of E (cf. [13, VII.l]). Note that E is projective 
if and only if h.dim E = 0. 
The left global dimension of A (l.gl.dim A) is sup{h.dim E: E is a 
left A module} (cf. [13, VII.11). The bidimension of A (bidim A) is 
the homological dimension of A as an A-bimodule, that is, the length 
of the shortest C-split projective bimodule resolution of A (cf. [13, 
VII.51). 
The above notions of dimension have essentially the same properties 
as their algebraic counterparts with essentially the same proofs: 
PROPOSITION 5.1 [13, VII. 1.1, 1.21. If E is a left A-module and n 
an integer, then the following statements are equivalent: 
(a) h.dim E < n; 
(b) Ext:+‘(E, F) = 0 for all left A-modules F; 
(c) Ext,P(E, F) = 0 for all left A-modules F and all p > n. 
Furthermore, ;f h.dim E < n then TorPA(F, E) = 0 for all right 
A-modules F and all p > n. 
PROPOSITION 5.2 [13, VII. 1.41. For each integer n the following 
conditions are equivalent: 
(a) l.gl.dim A < n; 
(b) Ext;+‘(E, F) = 0 f or all pairs E, F of left A-modules; 
(c) ExtAP( E, F) = 0 f or all pairs E, F of left A-modules and all 
p > n. In particular, l.gl.dim A = 0 if and only if every left A-module 
is projective. 
Similarly, we have 
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PROPOSITION 5.3. For each integer n, the following statements are 
equivalent: 
(a) bidim A < n; 
(b) H”+l(A, M) = 0 for all A-bimodules M; 
(c) Hp(A, M) = 0 for all A-bimodules M and all p > n. 
Furthermore, if bidim A < n then H,(A, a), ExtA”(*, *), and TorDA(., a) 
are all identical zero for p > n. Thus l.gl.dim A < bidim A. 
Algebras A for which l.gl.dim A = 0 or bidim A = 0 are of special 
interest. If A is finite dimensional then these two conditions are equiva- 
lent to each other and to the condition that A is a direct sum of full 
matrix algebras (cf. [13, VII.51). Th’ is is the Wedderburn structure 
theory applied to finite-dimensional complex algebras. For topological 
algebras the situation is not completely understood, but we shall show 
that in certain cases an analogue of the Wedderburn structure theory 
can be obtained. 
Since l.gl.dim A = 0 if and only if Ext,P(E, F) = 0 for every pair 
of left modules E and F, we conclude: 
PROPOSITION 5.4 [ 13, VII, Proposition I .3]. For an algebra A the 
following statements are equivalent: 
(a) I.gl.dim A = 0; 
(b) each @-split short exact sequence of left A-modules is split; 
(4 each left A-module is projective. 
If 0 + E -+ F -+ G + 0 is a short exact sequence of left A-modules 
in which the maps are topological homomorphisms as well as A-module 
homomorphisms, and if either E or G is finite dimensional, then the 
sequence is automatically @-split. Using this fact, Proposition 5.4, and 
the usual arguments involved in the Wedderburn theory yield 
PROPOSITION 5.5. Let A be an algebra with l.gl.dim A = 0. Then 
(a) each fmite-dimensional left A-module is a direct sum of simple 
modules (modules with no nontrivial proper submodules); 
(b) a finite-dimensional left A-module is simple rf and only a. it is 
isomorphic to a minimal left ideal of A; 
Cc) each $nite-dimensional left ideal of A is a left module direct 
summand of A; 
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(d) ;f E is a jnite-dimensional minimal left ideal of A, then EA 
is also finite dimensional and is a minimal two-sided ideal of A; 
(e> each jinite-dimensional minimal two-sided ideal of A is an 
algebra direct summand of A and is isomorphic, as an algebra, to some 
full matrix algebra. 
Let A be an algebra with l.gl.dim A = 0 and let (B,),,, be the 
collection of all finite-dimensional two-sided ideals of A. It follows 
from the above that A contains the algebraic direct sum 0, B, as a 
two-sided ideal. Furthermore, for each ~11 there is a closed two-sided 
ideal K, such that A = K, @ B, . If K = 0. KU then A/K contains 
0, B, as a dense two-sided ideal. It also follows from Proposition 5.5 
that K is the ideal consisting of all a E A such that aE = 0 for every 
finite-dimensional left A-module E. Thus 
PROPOSITION 5.6. If l.gl.dim A = 0 and K is the two-sided ideal in 
A consisting of elements which annihilate every fkite-dimensional left 
A-module, then A/K has a dense two-sided ideal which is algebraically 
isomorphic to a direct sum of full matrix algebras. 
We do not know of an example where the ideal K is nonzero. We 
suspect that reasonably mild topological restrictions should force 
K = 0; in such a case it follows that A itself has a dense two-sided 
ideal isomorphic to a direct sum of matrix algebras. 
The conclusion of Proposition 5.6 can be strengthened somewhat if 
we assume that A is a projective limit of some directed system of Banach 
algebras. An algebra of this kind is called a complete locally multi- 
plicatively convex algebra (1.m.c. algebra), since A is a projective limit 
of Banach algebras if and only if it is complete and has a topology 
defined by a family of submultiplicative seminorms. The multiplication 
in a complete 1.m.c. algebra, A, is always jointly continuous and, hence, 
A is an algebra relative to @. 
If A is any topological algebra, then each continuous submulti- 
plicative seminorm, p, on A determines a continuous homomorphism 
A --t A,, of A onto a dense subalgebra of a Banach algebra A,. The 
resulting family {AD} of B anach algebras is a projective limit system. 
If A = lick A, then A is a complete 1.m.c. algebra and there is a canonical 
homomorphism A -+ A with dense range. Clearly, any homomorphism 
A + B of A into a Banach algebra B factors through A -+ A”. 
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DEFINITION 5.1. If A is a topological algebra, then the algebra A 
described above will be called the completed 1.m.c. envelope of A. 
Let A --+ B be a homomorphism between two algebras which preserves 
the identity and has dense range. Then each left B-module E is also 
a left A-module. Furthermore, if E is a B-module which is projective 
as an A-module, then it is also projective as a B-module; this follows 
from the fact that an A-module homomorphism E + F between B 
modules must also be a B-module homomorphism (since A + B has 
dense range). It follows that if l.gl.dim A = 0 then l.gl.dim B = 0 
also. In particular, if A is an algebra relative to 9 and l.gl.dim A = 0, 
then l.gl.dim A = 0 and l.gl.dim A, = 0 for each submultiplicative 
seminorm p on A. 
PROPOSITION 5.7. If A is a complete 1.m.c. algebra with l.gl.dim A = 0, 
then A is the direct sum of closed two-sided ideals B and K, where B 
is a topological direct product of full matrix algebras and K is an algebra 
with l.gl.dim K = 0 but with nojinite-dimensional modules. If, in addition, 
A is a Banach algebra, then B is a finite direct sum of full matrix algebras. 
Proof. We suppose first that A is a Banach algebra. Let K = (a E A: 
aE = 0 for all finite-dimensional left A-modules E). Then, by Proposi- 
tion 5.6, A/K has a dense ideal which is a direct sum of matrix algebras. 
Since each element of such a direct sum generates a finite-dimensional 
two-sided ideal and since elements within the open unit ball centered 
at the identity are invertible, we conclude that A/K is finite dimensional. 
It follows that A contains only finitely many finite-dimensional minimal 
two-sided ideals and that if B is their direct sum, then A = B @ K. 
Now suppose A is any complete 1.m.c. algebra with l.gl.dim A = 0. 
Then l.gl.dim A,, = 0 f or each submultiplicative seminorm p on A. For 
each such p, we decompose A,, as B, @ K, as in the previous paragraph. 
If p < w then the natural map A, + A, obviously maps B, into B, 
and K, into K, (since K, has no finite-dimensional modules). It follows 
that each of {A,}, {Bp}, and {K,) is an inverse limit system. Since 
A = lim A, we conclude that A = B @ K if we set B = lim B, and 
K = lim K, . Clearly K has no finite-dimensional modules since such 
a module would have to be a K,, module for some p. 
COROLLARY 5.8. If A is any algebra relative to E with l.gl.dim A = 0, 
then its completed 1.m.c. envelope a has the structure described above. 
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COROLLARY 5.9. A commutative complete 1.m.c. algebra has left 
global dimension zero if and only if it is isomorphic to the algebra of all 
complex-valued functions on some point set. 
Proof. We need only show that the algebra K = lim K, of Proposi- 
tion 5.7 is zero. However, this is trivial since every commutative Banach 
algebra with identity has at least one complex homomorphism, hence, 
at least one one-dimensional module. 
In the noncommutative case we still have not come to grips with 
the problem of showing that K = 0. Of course, we obviously have 
K = 0 for an algebra A with l.gl.dim A = 0 provided we hypothesize 
that it has enough finite-dimensional modules to separate points. A 
stronger statement is possible if we assume that bidim A = 0, as we 
shall see. 
PROPOSITION 5.10 [13, VII, Proposition 5.11. The following conditions 
on an algebra A are equivalent: 
(a) bidim A = 0; 
(b) A is a projective A-bimodule; 
(c) the product map E: A & A + A has a bimodule right inverse; 
(d) there is an element u E A @ A with au = ua for all a E A and 
EU = 1. 
If A -+ B is an algebra homomorphism which preserves the identity 
and has dense range then using (d) above it is easy to see that 
bidim A = 0 implies bidim B = 0. In particular, if bidim A = 0 then 
bidim A = 0 and bidim A, = 0 for each submultiplicative seminorm p 
on A. 
A Banach space E is said to have the approximation property if 
there is a bounded net {Ye} CL(E) such that v.x + x for every x E E 
and such that each vII has finite rank (cf. [15, 111.91). It is not known 
whether or not every Banach space has the approximation property. 
PROPOSITION 5.11. If A is a Banach algebra with bidim A = 0 and 
sf A has the approximation property as a Banach space, then A is a finite 
direct sum of full matrix algebras. 
Proof. Let u E A 3 A be the element of Proposition 5.10 (d), and 
suppose u = Cy=, ai @ b, with CT=“=, 11 ai 11 ) bi 11 < ix). If {v,J is a 
bounded net of operators of finite rank in L(A) with ya(a) + a for each 
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a E A, then for each 01 we define & EL(A) by #Ja) = Cy=, aiya(bia). 
Note that each $il is the norm limit of a sequence of operators of finite 
rank on A and, hence, is a compact operator. Furthermore, for each 
a E A we have lim, tie(u) = z uibiu = (~)a = a. However, note also 
that #a(u) = C u,&biu) = C au&bJ = a$,(l) since au = uu. In 
other words, each $a is just the operator of right multiplication by 
$=( 1). Since $,( 1) converges in norm to 1 we conclude that the identity 
operator on A is a compact operator. Hence, A is finite dimensional. 
That A is a direct sum of matrix algebras now follows from Proposi- 
tion 5.7. 
PROPOSITION 5.12. Let A be a complete 1.m.c. algebra with 
bidim A = 0. If A = B @ K is the decomposition of Proposition 5.7, 
then for each nontrivial submultiplicative seminorm p on K the upproximu- 
tion property fails for K, . 
If the class of sub-multiplicative seminorms p on A for which A,, has 
the approximation property is rich enough to separate points in A, then 
A is a topological direct product of full matrix algebras. 
It is easy to see that a topological direct product of full matrix algebras 
has bidimension zero as an algebra relative to @. Hence, if the approxi- 
mation property holds for all Banach spaces then an algebra relative 
to @ is a topological direct product of matrix algebras if and only if 
it is a complete 1.m.c. algebra of bidimension zero. 
This completes our discussion of dimension and structure theory; 
however, a few concluding remarks are in order. 
The algebras we shall study in [19] are mostly algebras of finite 
bidimension. These include polynomial algebras, algebras of holomorphic 
functions, algebras of distributions, free algebras and various completion 
of free algebras, and enveloping algebras of Lie algebras and their 
completions. In particular, the algebra of distributions on a compact 
Lie group is an algebra of bidimension zero, as is the completed 1.m.c. 
envelope of the enveloping algebra of a complex semisimple Lie algebra 
(cf. [19, Section 71). 
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