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Abstract
Increased complexity and heterogeneity of emerging 5G and beyond 5G (B5G) wireless networks will require
a paradigm shift from traditional resource allocation mechanisms. Deep learning (DL) is a powerful tool where a
multi-layer neural network can be trained to model a resource management algorithm using network data.Therefore,
resource allocation decisions can be obtained without intensive online computations which would be required
otherwise for the solution of resource allocation problems. In this context, this article focuses on the application
of DL to obtain solutions for the radio resource allocation problems in multi-cell networks. Starting with a brief
overview of a deep neural network (DNN) as a DL model, relevant DNN architectures and the data training
procedure, we provide an overview of existing state-of-the-art applying DL in the context of radio resource
allocation. A qualitative comparison is provided in terms of their objectives, inputs/outputs, learning and data
training methods. Then, we present a supervised DL model to solve the sub-band and power allocation problem
in a multi-cell network. Using the data generated by a genetic algorithm, we first train the model and then test the
accuracy of the proposed model in predicting the resource allocation solutions. Simulation results show that the
trained DL model is able to provide the desired optimal solution 86.3% of time.
Index Terms
5G and B5G cellular, radio resource allocation, deep learning, deep neural networks, auto-encoder, genetic
algorithm, prediction accuracy.
INTRODUCTION
Optimal radio resource allocation is one of the fundamental challenges for design and operation of cel-
lular wireless networks. Typically, the resource allocation problems are often formulated and solved using
tools from optimization theory. These problems need to be solved for specific network scenarios taking
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2into account the rapidly varying wireless channels and quality-of-service (QoS) requirements of the users.
When the optimization problems are non-convex (which is often the case in a real-world scenario), the
optimal solutions are obtained by applying exhaustive search methods, genetic algorithms, combinatorial,
and branch and bound techniques which incur significantly high time and computational complexities.
Therefore, these methods are not appealing for large-scale heterogeneous cellular networks with ultra-
dense base station (BS) deployments, massive connections, and different resources (e.g. transmission time,
frequency channels, antennas, transmit power) and diverse QoS requirements for different classes of users.
Sub-optimal solutions obtained based on techniques such as Lagrangian relaxations, iterative distributed
optimization, heuristic algorithms, and cooperative game theory are also often very computation intensive
and/or may not be feasible for large cellular networks due to high signaling overhead. Also, these sub-
optimal solutions can be far from optimal solutions and their convergence properties and the optimality
gap could be unknown.
Machine learning (ML) tools can be used to obtain practical solutions for radio resource allocation
problems in a large cellular network given the past optimal or near-optimal resource allocation decisions.
Compared to iterative distributed optimization and heuristic sub-optimal techniques, ML-based resource
allocation algorithms can be implemented online. With ML, the required information is learned directly
from the data samples instead of complicated mathematical models. ML automatically extracts complex
features from data samples which is difficult for humans. Nevertheless, the traditional ML problems
become difficult when the environments are heterogeneous, data collected from various sources have
different formats, data demonstrate complex correlations, and have high dimensions. In such scenarios,
significant human intervention is required to make accurate inferences and decisions based on the data,
which is referred to as feature engineering. Deep learning (DL), which is a sub-class of ML, hierarchically
extracts high-level features and correlations from input data without human efforts through multiple layers
of nonlinear processing units. DL models can handle a large amount of data (as expected in 5G/B5G
networks due to massive wireless connections), which improves the prediction accuracy as well, and
also unlabeled data can be used for learning important patterns in an unsupervised manner. DL reduces
computational and time complexity since a trained model can achieve multiple objectives without the
need of retraining and Graphics Processing Unit (GPU)-based parallel computing enables DL to make
inferences within milliseconds [1], [2].
With the DL approach for radio resource management in a large cellular network, a multi-layer neural
network model can be built to which the relevant training samples can be provided as inputs, and then
3Fig. 1. A deep neural network with three hidden layers.
the resource allocation solution can be obtained as outputs without intensive computations (as each
layer performs simple operations like matrix-vector multiplications [3]). Furthermore, with the advent
of software defined networking (SDN) and cloud storage technologies, it is possible to deal with the
storage, analysis, and computation of big data as well as training the DL models on SDN controllers.
In this article, we first review the basic concepts of a deep neural network (DNN) architecture as a DL
model and the training procedure for the DL model. Then, we review the existing literature DL-based
resource allocation problems. To this end, we present a supervised DL model to compute optimal sub-
band and power allocation solutions for a multi-cell network (e.g. a cloud-RAN) with an objective to
maximizing the total network throughput. This is a well-known non-convex combinatorial optimization
problem. As such, to generate near-optimal training data for the DL model, we utilize a genetic algorithm
(GA). Simulation results show that the proposed model can obtain the desired solutions for sub-band and
power allocation with 85% accuracy.
FUNDAMENTALS OF DEEP LEARNING
DL is a specific methodology to train and build neural networks. A basic DL model is a multi-layered
feed-forward neural network that enables feature extraction and transformation of input data. We briefly
review the basic composition of deep neural networks (DNN), relevant DNN architectures and data training
procedure with feed-forward and back propagation DNN.
Deep Neural Network (DNN)
A DNN consists of an input layer, multiple hidden layers, and the output layer (Fig. 1). Each layer
has multiple units commonly known as neurons. Each neuron performs a non-linear operation on the
4inputs. A weighted summation of the inputs is first computed, and then before sending the weighted
summation to an activation function (e.g. a Sigmoid function ϕ(x) = 1
1+e−x ), a bias value is added. The
activation function creates a non-linear relationship between the input and the output [1]. The non-linear
representation of a neuron is shown in Fig. 1. Every neuron has a vector of weights and a bias value.
Therefore, for a layer, there will be a weight vector and a bias vector. If x is the input of hidden layer i,
then the output of the hidden layer i is h(i) = ϕ(i)(w(i)Tx + b(i)), where ϕ(i) is the activation function,
w(i) is the weight vector, and b(i) is the bias vector of hidden layer i.
Deep Learning Architectures
DL relies on four primary neural network architectures: unsupervised pre-trained networks (UPNs),
convolutional neural networks (CNNs), recurrent neural networks (RNN), and recursive neural networks.
The DL architectures can be used along with three learning models: supervised, unsupervised, and
reinforcement learning. In supervised DL, a supervisor helps the model to learn the features from data, i.e.
the model already knows the output of the algorithm before it starts learning it. Therefore, in supervised
learning, the dataset contains the target for each input. Supervised learning is used in classification and
regression problem. In unsupervised learning, the model tries, and there is no supervisor to provide correct
answers. Therefore, in unsupervised learning, the dataset does not have any target. And the primary goal is
to correctly infer the outputs for a given set of unlabeled input data. In reinforcement learning (a popular
example of which is Q-learning), there is a software agent who learns by interacting with the environment.
The agent senses its current state and the state of the environment and then choose an action. For every
action it takes, there is a consequence. The agent either receives a reward for a good move or a penalty
for a bad move. The primary job of the agent is to maximize the cumulative reward through a series
of actions. When a neural network is used as an agent, it is referred to as deep reinforcement learning
(DRL).
In this article, we focus on Auto-encoder (AE) which falls under the category of UPNs. An AE is an
unsupervised learning model [4] which reconstructs the inputs at the outputs. By doing so, the AE learns
the feature space of the data set. It normally consists of an input layer with one or more hidden layers,
and an output layer. The number of neurons in the input layer and the output layer should always be the
same. An AE consists of (i) an encoder which transforms the input to a hidden code and (ii) a decoder
which reconstructs the input from the hidden code. There are various types of AEs, namely, denoising
AE, stacked AE, sparse AE, and variational AE. For instance, a sparse AE can learn sparse features, i.e.
5a small number of hidden neurons will respond to a specific feature of the data set. By adding a sparse
penalty into the traditional AE model, i.e. a constraint to force the average activation of hidden neurons
to be zero (close to zero), the performance of the AE can be significantly improved [5]. Another variant
is the stacked AE which consists of multiple layers of sparse AEs. Usually, greedy layer-wise training is
employed for stacked AE.
Data Training Procedure
Let us assume that we have to learn a target function y = f ∗(x). Here, x is the input vector and y
is the output vector. The DL model is therefore y = f(x; θ), where θ denotes the unknown parameters,
i.e. weights and biases. Our goal is to learn θ precisely so that our model can be closer to the original
one. Different algorithms (e.g. Stochastic Gradient Descent (SGD), Momentum, Nesterov Momentum,
AdaGrad, RMSProp, and Adam) can be used to learn θ [1].
To learn θ, a training dataset composed of inputs and outputs is typically used to train the model. In
the training phase, we first initialize the weights and biases randomly. Then, we feed those inputs to the
input layer of the system. The output of the input layer is used as an input for the hidden layer. In this
way, the data propagates through the hidden layers and finally reaches the output layer. The propagation
of information from the input layer to the output layer is known as the forward pass. A cost function (e.g.
mean squared error [MSE]) is used to measure the quality of the model by calculating the error between
the predicted and the original value. The resulting error signal is then propagated backward through the
hidden layers and updates the weights and biases of each layer which is known as the backward pass. This
training process continues until the error rate reaches a threshold value. When training data completes a
forward and backward pass, we call it a complete training cycle or epoch. The training process can also
be terminated if it reaches the maximum number of epochs. Such a neural network is referred to as a
feed-forward and back-propagation neural network and is used in our proposed DL model.
DEEP LEARNING-BASED WIRELESS RESOURCE ALLOCATION: STATE-OF-THE-ART
DL techniques have recently been used in a variety of wireless resource management problems (e.g.
channel and power allocation, throughput maximization, spectrum sharing). We categorize the major works
into two groups: deep reinforcement learning (DRL) and supervised DL. A summary of these works is
provided in Table I for a qualitative comparison among these works in terms of the inputs and outputs,
data training and generation method used, radio resources considered, objectives of resource management,
and their limitations.
6Deep Reinforcement Learning (DRL)
In [6], the authors use a DRL approach for allocating resources to remote radio heads in a cloud-
RAN in order to minimize the total power consumption while ensuring the demand of each user. The
model defines the state space, action space, and reward function for the DRL agent. A DNN is used to
approximate the action-value function and a convex optimization problem is solved with a reduced action
space. The proposed resource allocation scheme is not centrally optimized. In [7], a decentralized sub-
band and power allocation problem for a vehicle-to-vehicle (V2V) communication system is solved based
on DRL. Each V2V link operates as an agent making its own allocation decisions optimally (to minimize
interference under latency constraints). In [8], the authors model the throughput maximization problem
of a small cell network with unlicensed spectrum as a non-cooperative game and propose a DL-based
solution. More specifically, a DRL algorithm is developed based on a long short-time memory (LSTM)
network which is a particular type of deep RNN for channel selection, carrier aggregation, and fractional
spectrum access. The primary objective is to maximize throughput in each small cell while maintaining
fairness with co-existing networks. In [9], the authors develop a deep Q-learning based spectrum sharing
approach for primary and secondary users in a non-cooperative fashion. The primary users use a fixed
power control strategy while the secondary users learn autonomously to adjust the transmission power to
share the common spectrum.
Supervised Learning
In [10], the authors propose a distributed power control method based on a data-driven convolutional
neural network (CNN) which exploits the spatial features in channel gain to estimate the transmit power.
However, there is no guarantee that the proposed method can give the centrally optimized solution. In [11],
the authors develop an energy-efficient power control scheme based on a trained DNN which takes the
communication channels as input and predicts the transmit power. In [12], the authors formulate a weighted
throughput maximization problem and solved it using a recurrent DNN architecture. The model is trained
by applying the concept of universal function approximation of DNN and Lagrangian duality. That is, the
non-convex problem is formulated as a finite-dimensional unconstrained optimization problem in the dual
domain with bounded sub-optimality. Primal-dual descent methods as well their zeroth-ordered equivalents
are used to perform data generation. In [13], throughput maximization of a device-to-device (D2D) network
is considered with maximum power constraint of a D2D transmitter and maximum interference received
by cellular BSs. The input data is generated through simulations. The accuracy/quality of the learning
7TABLE I
SUMMARY OF EXISTING WORKS ON RESOURCE ALLOCATION USING DEEP LEARNING.
Publication Learning
Method
Model Objective Resources Input Approach
Xu et al.
[6]
Reinforcement Q-learning Minimize the total power consumption
with users’ QoS constraints.
Power Demand of
the users
Centralized
Li et al.
[9]
Reinforcement Q-learning Spectrum sharing with power control
at secondary user
Power SINR Distributed
Ye et al.
[7]
Reinforcement Q-learning Interference minimization with latency
constraints
Channel,
Power
Instantaneous
channel
Distributed
Challita et al.
[8]
Reinforcement RNN Maximize throughput with fairness
constraints
Channel,
Time
Unlicensed
channel
Distributed
Lee et al.
[10]
Supervised CNN Maximize throughput through power
control
Power Normalized
channel
Both centralized
and distributed
Zappone et al.
[11]
Supervised DNN Maximize the energy efficiency
through power control
Power Channel Centralized
Eisen et al.
[12]
Supervised RNN Weighted throughput
maximization
Power Channel gain Centralized
Kim et al.
[13]
Supervised DNN Throughput maximization
with power and interference constraints
Power Unclear Distributed
Sun et al.
[3]
Supervised DNN Throughput maximization Power Channel
coefficients
Centralized
solutions is, however, not described clearly. Also, in [3], a throughput maximization problem has been
considered with power allocation variables in interference-limited wireless networks using supervised DL
by generating data through approximate optimal solutions.
SUB-BAND AND POWER ALLOCATION IN MULTI-CELL NETWORKS: A SUPERVISED DEEP LEARNING
APPROACH
The existing reinforcement learning-based methods do not leverage the data obtained for optimal/near-
optimal solutions and attempt to find the optimal solutions through trial and error. Data-driven DL solutions
are rather scarce. The existing few studies generally focus on single variables only (e.g. power) and consider
heuristic algorithms or simulations to generate the data and train the model. Therefore, the learning
solutions are not efficient solutions. In the following, we develop a DL-based resource allocation model
with an objective to maximizing the total network throughput by performing joint resource allocation (i.e.
both power and channel). We use a supervised learning approach to train the DNN model and obtain the
8training data by solving the non-convex optimization problem through a genetic algorithm. We also use
the stacked auto-encoder approach to pre-train the model. We observe that a pre-trained model converges
more quickly compared to an untrained model and performs better.
System Model
We consider a downlink cellular network of K base stations (BSs). Each BS k ∈ {1, · · · , K} has
F frequency sub-bands. The bandwidth of each sub-band is B MHz. The power allocated by cell k in
frequency sub-band f is Pk,f which is discrete. The total power of a cell k is limited by a maximum
value Pmaxk such that
∑
f∈F Pk,f ≤ Pmaxk , ∀k ∈ K. Let Uk denote the set of users who are associated
with cell k, and U is the set of all users in the network. The vector Ak,f denotes the sub-band allocation
on sub-band f in cell k, where Ak,f is an integer value.
The utility for each cell k is defined as follows:
U =
∑
k∈{1,··· ,K}
∑
u∈Uk
F∑
f=1
[I(Ak,f = u)B log (1 + αSINRu,k,f )] (1)
where α is a constant for a given target Bit Error Rate (BER) which is defined as α = −1.5/ log(5BER).
We assume BER to be 10−6. The signal-to-interference-plus-noise ratio (SINR) of user u when served by
cell k which transmits over frequency sub-band f is expressed as SINRu,k,f =
Pk,fGu,k,f
ηu+
∑
l 6=k Pl,fGu,l,f
. where
ηu represents the receiver noise and Gu,k,f denotes the link gain from cell k to user u over frequency
sub-band f defined as Gu,k,f = 10−(PLu+Xα)/10.|Hu,k,f |2, where Hu,k,f is the Rayleigh fading gain of user
u from cell k over frequency sub-band f , Xα is the log-normal shadowing, and PLu is the path-loss of
user u.
All users periodically send their channel quality as a channel quality indicator (CQI) to their nearest BS,
where Cu,k is the CQI vector of a user u of cell k over all frequency sub-bands. That is, Cu,k is a vector
of discrete values Cu,k := (Cu,k,1, Cu,k,2, . . . , Cu,k,F ). In addition, users are also classified into cell-center
users and cell-edge users depending on the users’ locations. A location indicator Vu,k is used to indicate
whether a user u of cell k is cell-center user or cell-edge user as follows:
Vu,k =

1 if Ru,k > R/2
0 otherwise
(2)
where Ru,k is the distance of user u in cell k from the BS and R is the cell radius. For each user class,
sub-band and power allocations will be learned and predicted separately.
9Supervised Deep Learning Approach
Now we present a deep learning approach that can predict optimal sub-band and power allocation
solutions for multi-cell networks with a certain accuracy. Specifically, this deep learning model takes Cu,k
vector along with Vu,k of all users in a network as input and predict the powers and sub-band allocations
as output. That is, for K cells, U users and F sub-bands, the size of the input data is (K×U × (F +1)).
We convert the output data from decimal base to n-bits binary base and use their complement in the
output also. Therefore, for K cells, the size of output data is (2×2×n×K×F ). The approach proceeds
in the following phases:
• Data generation: It requires the optimal solution of the sub-band and power allocation problem which
is a non-convex combinatorial optimization problem. One way is to check all possible combinations of
power and channel allocation for all the BSs which is referred to as exhaustive search. For example,
with 15 cells, 5 sub-bands, and 5 discrete power levels, then there will be 55 or 3125 possible
combinations available for the power setting of one BS. Therefore, we will need to check 312515
combinations, which is practically infeasible. As such, to generate data to train and test our DNN
model, we resort to a GA, which is a heuristic searching algorithm inspired by the theory of natural
evolution [14]. A GA has the following five phases:
– Initial population: A set of randomly initialized individuals called the initial population is
generated. Gene is a group of variables which is normally used to characterize the individual.
A stack of genes is called Chromosome.
– Fitness function: The fitness function calculates a fitness score for every individual.
– Selection: Two sets of individuals (parents) are selected based on their fitness scores. An indi-
vidual with high fitness score has a high chance of getting selected.
– Crossover: A randomly generated crossover point is used for each pair of parents to exchange
their genes among themselves to create new offspring. Then the new offspring is added to the
population.
– Mutation: Some genes of the new offspring, can be mutated with a low mutation probability.
The genes are mutated to maintain diversity within the population.
GA continuously generates new offsprings until the population becomes converged, i.e. a new off-
spring is not significantly improved from the previous generation. Then we have a set of solutions
for our problem.
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In our model, the specific steps are as follows:
Step 1: Allocate a random power vector for each cell. After that, we calculate the CQI value of each
sub-band for each user in the network. We also estimate the location indicator for every user using
Eq. 2. Note that the CQI values and the location indicator for every user are the inputs of our DNN
model.
Step 2: Find the power vector of every BS which maximizes the total network utility (Eq. 1). We
use GA to solve this problem as explained in the following.
Step 2.1: Generate random power vectors for every cell. This is known as the initial population of
GA.
Step 2.2: Using the power vectors, we compute the total network utility (Eq. 1), which refers to a
fitness function in a GA. Therefore, for every individual, we have a fitness score.
Step 2.3: We choose two sets of individuals of high fitness score from the initial population.
Step 2.4: We then choose a random crossover point for each pair and exchange the genes among
them. Here, genes are the different power levels of the power vector.
Step 2.5: With a very low mutation probability, we randomly choose one or more genes of the new
offspring and change their values.
Step 2.6: We check the fitness score of the new offspring. If the fitness score improved from their
parents, we would put them on the population. We keep repeating Steps 2.2-2.6 until there is no
significant improvement in the fitness scores.
Step 3: Once we find the optimal power vector, we need to calculate the sub-band allocation. A
sub-band will be allocated to that user who will maximize the throughput. The power vector and
allocation vector are the outputs.
Step 4: We need to repeat Steps 1-4 until we have a certain amount of data to train our DNN model.
Once data generation is complete, we train our model with the data. Finally, we use the pre-trained
DNN model to predict sub-band and power allocations for every BS in the network. This prediction
will be performed online.
• Training phase: The training dataset consists of input data and labeled target data or the output data.
We use a stacked AE to initialize the weights and biases for the neurons in the hidden layers. In this
way, we pre-train our model, and then we add a Softmax layer to map the input with the target data.
A Softmax layer assigns probabilities to each class in such a way that the total probability must be
1.0. Finally, we stack the encoder part of the AE with the Softmax layer and fine-tune the model
11
Fig. 2. DNN model for power and sub-band allocation.
with our training dataset. The complete DNN is shown in Fig. 2
• Testing phase: After training the model, we test the model on a new dataset and calculate the accuracy
of the model. In a practical setting, all users in the network periodically send their CQI values to their
serving BSs, which extract the CQI value of each sub-band and add a location indicator, i.e. cell-center
user or cell-edge user. Therefore, for every user, there will be a vector of CQI and location indicator.
Each BS then sends the processed information of all users to a central entity (e.g. SDN controller),
which runs the DNN model. The DNN model will generate the allocation vector and power vector
for all the BSs. Once the prediction is made, the controller will send back the allocation and power
vectors to their designated BSs.
SIMULATIONS AND RESULTS
We consider a network of K = 5 BSs with a coverage radius R = 500 m, maximum transmit power =
40 W, directional antenna, number of users per cell = 5, bandwidth of a sub-band B = 2.88 MHz, white
noise power density = −174 dBm/Hz, number of sub-bands = 3, number of power levels = 3, and power
per frequency sub-band = {6.4, 12.8, 19.2} W.
Input Data Generation
First, we generate data for the training of DNN model using GA approach. To confirm the accuracy of
the solutions obtained from GA, we compare GA with the exhaustive search. For this, we first simulate
a network of 4 macro-cells where each cell has 5 users. Then using Step 1, we calculate the CQI values
and the location indicator of each user in the network. For the exhaustive search, instead of Steps 2 and
3, we perform the exhaustive search to maximize the total network utility, i.e. the optimal powers. We
repeat Steps 1-4 to generate 1000 samples for comparison between the exhaustive search and GA. The
comparisons are shown in Tab. II.
An exhaustive search takes much longer time compared to GA. This is because, in an exhaustive search,
we need to check the whole solution space whereas GA takes a much shorter time and generate optimal
12
TABLE II
PERFORMANCE COMPARISON BETWEEN EXHAUSTIVE SEARCH AND GENETIC ALGORITHM
Parameter Exhaustive Search Genetic Algorithm
Avg. Execution time 1460.00 sec. 118.76 sec.
Max. Execution time 2247.50 sec. 158.65 sec.
Min. Execution time 1509.00 sec. 95.13 sec.
Accuracy 100% 85.25%
solutions with a probability of 0.85 (i.e. prediction accuracy is 85%). For a large scale system, it is not
feasible to generate data using the exhaustive search. Therefore, we use GA to create training and testing
data for our DNN model. We use a network of 5 BSs where the cells are partially overlapped, and five
users are located randomly within each macro-cell. We apply 3 frequency sub-bands and 3 power levels
for each macro-cell. By using Steps 1-4, we produce around 17000 samples for our DNN model. Then
we use 80% of this data-set for training and the remaining 20% for testing purposes.
Training the DNN
After data generation, we train our DNN model with our training data-set. The training data-set has two
parts: input and output. The input data size is 5× 5× (3 + 1) = 100 and for the output data, we convert
the data from decimal base to 3-bits binary base. We also use their complements in the output, i.e. if
the binary representation 3 is (011)b, then its complement is (100)b. Then, the output data size becomes
2× 2× 3× 5× 3 = 180. We use a stacked AE model for pre-training as well as to build our DNN model.
We first train an AE with our input data. The first AE has the following training parameters: Transfer
function= “sigmoid”, sparsity proportion=0.15, sparsity regularization= 4, L2 weight regularization= 0.004,
maximum number of epochs = 1000. Then we generate hidden codes of the first AE by using the input of
the training data as an input of the AE. Then these hidden codes are used to train the second auto-encoder.
Using this approach, we pre-train several AEs, and at the end, we add a Softmax layer. To pre-train the
Softmax layer, we use the hidden codes of the last AE as the input and output part of the training data-set
as target or output.
Results and Discussions
Impact of the number of hidden layers on prediction accuracy: After pre-training, we stack all encoders
of the AE along with the Softmax layer and fine-tune network with our training dataset. Once training
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is completed, we test the accuracy of our model using the testing dataset. To find the optimal number
of hidden layers for our model, we vary the number of hidden layers, i.e. the number of stacked auto-
encoders and calculate test accuracy. Fig. 3 shows the test accuracy of our DNN model vs. the number of
hidden layers. From this figure, we can see that at first the accuracy increases with the number of hidden
layers and then it starts to decrease. More hidden layers in a neural network means it can learn more
features. As the number of hidden layer increases, the model starts also to learn the irrelevant features
(noise) of the training data. Then the model is not able to perform well on the new examples and the
test accuracy deteriorates. The model overfits the training data and this situation is commonly known as
overfitting.
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Fig. 3. Test accuracy vs. number of hidden layers.
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Fig. 4. Test accuracy vs. number of samples.
We achieve the maximum test accuracy of 86.31% for 4 hidden layers and slightly less test accuracy of
86.14% for 3 hidden layers. The complete DNN model along with its number of neurons per layer is shown
in Fig. 2. Next, we vary the number of training samples and observe its effects on both training accuracy
and test accuracy. Note that training accuracy refers to the accuracy we observe when we applying the
model to the training data.
Impact of the number of training samples on prediction accuracy: From Fig. 4, we observe that the
test accuracy is low for a small number of training samples and the accuracy increases gradually with the
training examples. On the other hand, the training accuracy is high for a small number, and the accuracy
decreases slowly with the training examples. Initially, for a small number of training examples, the DNN
learns very few distinguishing features and this enough to express the input-output relationship of the
training data. This is why the training accuracy is high for a few training samples. However, for testing,
the learned features are not sufficient enough to predict the output correctly. With the increase of training
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samples, the DNN model extracts more abstract features from the data, i.e. the model learns more about
the relationship between the inputs and outputs. The testing accuracy keeps increasing with the training
examples, and after some specific training examples, it starts to saturate. The reason is that as we continue
to increase the training samples size there are no new distinguishing features to be learned and thus the
prediction accuracy may not be increased further. But, the training accuracy keeps decreasing because the
model also learns the common features (noise) of the data which ultimately degrades the performance of
the model. Eventually, with a further increase in training data, the model starts to overfit the data leading
to reduced test accuracy.
CONCLUSION
We have presented a deep supervised learning approach to solve the sub-band and power allocation
problem in multi-cell networks. Simulation results show that the prediction accuracy increases with the
size of data samples and the number of hidden layers. However, continuous increase of the number of
hidden layers will not improve the accuracy significantly and in some cases the model may even start to
learn noisy features. Optimal configuration of the DL model, e.g. number of hidden layers and the size
of input data samples is a fundamental challenge. Also, it is crucial to develop efficient offline methods
to generate optimal/near-optimal data samples for training the DNN architectures. Also, since supervised
deep learning is data driven, integration with cloud storage, cloud computing and SDN architecture will
yield significant performance enhancement in terms of collecting and computing large number of data
samples. Finally, the application of deep learning in scenarios with massive connections and spatiotemporal
correlations due to user mobility and variations in wireless channel fading characteristics would be of
immediate relevance.
REFERENCES
[1] I. Goodfellow, Y. Bengio, A. Courville, and Y. Bengio, Deep Learning. MIT press Cambridge, 2016, vol. 1.
[2] G. E. Hinton and R. R. Salakhutdinov, “Reducing the dimensionality of data with neural networks,” Science, vol. 313, no. 5786, pp.
504–507, 2006.
[3] H. Sun, X. Chen, Q. Shi, M. Hong, X. Fu, and N. D. Sidiropoulos, “Learning to optimize: Training deep neural networks for wireless
resource management,” in IEEE Workshop on Signal Processing Advances in Wireless Communications (SPAWC), 2017, pp. 1–6.
[4] P. Baldi, “Autoencoders, unsupervised learning, and deep architectures,” in Proceedings of ICML workshop on unsupervised and transfer
learning, 2012, pp. 37–49.
[5] W. Sun, S. Shao, R. Zhao, R. Yan, X. Zhang, and X. Chen, “A sparse auto-encoder-based deep neural network approach for induction
motor faults classification,” Measurement, vol. 89, pp. 171–178, 2016.
15
[6] Z. Xu, Y. Wang, J. Tang, J. Wang, and M. C. Gursoy, “A deep reinforcement learning based framework for power-efficient resource
allocation in cloud RANs,” in IEEE International Conference on Communications (ICC), 2017, pp. 1–6.
[7] H. Ye and G. Y. Li, “Deep reinforcement learning for resource allocation in V2V communications,” arXiv preprint arXiv:1711.00968,
2017.
[8] U. Challita, L. Dong, and W. Saad, “Proactive resource management in LTE-U systems: A deep learning perspective,” arXiv preprint
arXiv:1702.07031, 2017.
[9] X. Li, J. Fang, W. Cheng, H. Duan, Z. Chen, and H. Li, “Intelligent power control for spectrum sharing in cognitive radios: A deep
reinforcement learning approach,” IEEE Access, vol. 6, pp. 25 463–25 473, 2018.
[10] W. Lee, M. Kim, and D.-H. Cho, “Deep power control: Transmit power control scheme based on convolutional neural network,” IEEE
Communications Letters, vol. 22, no. 6, pp. 1276–1279, 2018.
[11] A. Zappone, M. Debbah, and Z. Altman, “Online energy-efficient power control in wireless networks by deep neural networks,” IEEE
Workshop on Signal Processing Advances in Wireless Communications (SPAWC), 2018.
[12] M. Eisen, C. Zhang, L. Chamon, D. D. Lee, and A. Ribeiro, “Learning optimal resource allocations in wireless systems,”
arXiv:1807.08088, 2018.
[13] J. Kim, J. Park, J. Noh, and S. Cho, “Completely distributed power allocation using deep neural network for device to device
communication underlaying LTE,” arXiv:1802.02736, 2018.
[14] S. Sivanandam and S. Deepa, “Genetic algorithm optimization problems,” in Introduction to Genetic Algorithms. Springer, 2008, pp.
165–209.
