Introduction
[2] Since the discovery of the Antarctic ozone hole in the middle 1980s [Farman et al., 1985] , many observational and modeling studies have attempted to explore the dynamical and chemical aspects responsible for the occurrence of this annual event during southern springtime [World Meteorological Organization (WMO), 1992 , 1999 . A high degree of dynamical isolation associated with the Antarctic polar vortex maintains a unique environment suitable for ozone depletion involving polar stratospheric clouds (PSCs) [Solomon, 1999; WMO, 1999] . In recent years a number of studies have explored characteristic mass exchange and transport between the polar vortex and the surrounding regions [Hartmann et al., 1989a [Hartmann et al., , 1989b Proffitt et al., 1989; Schoeberl et al., 1989 Schoeberl et al., , 1992 Tuck et al., 1992; Bowman, 1993a; Tuck et al., 1993; Plumb et al., 1994; Wauben et al., 1997] . Juckes and McIntyre [1987] and McIntyre [1989] argued that the cross-vortex mass exchange at the vortex edge is inhibited by the sharp potential vorticity (PV) gradients; thus the polar vortex might behave as an isolated material entity. This vortex isolation hypothesis has been supported by a number of numerical modeling studies [Juckes and McIntyre, 1987; Salby et al., 1990; Polvani and Plumb, 1992; Bowman, 1993a; Norton, 1994; Wauben et al., 1997] .
[3] Chen [1994] and Chen et al. [1994] investigated the isentropic transport and mixing across the vortex edge using horizontal winds from the UK Met (UKMO) data assimilation system. They found that there is a transition layer around the 400 K isentropic surface. Above 400 K, there is little mixing between the vortex and midlatitudes, and below 400 K, much more mixing across the vortex edge takes place. McIntyre [1995] introduces the idea of a "subvortex" region. The existence of a transition altitude was also verified by trajectory analysis [Bowman, 1993b] . The altitude of the transition level varies through the season [Haynes and Shuckburgh, 2000] . Wauben et al. [1997] investigated the transport of tracers out of the Antarctic vortex in winter and spring, based on averaged transport rates over AugustSeptember -October during four consecutive years (1990) (1991) (1992) (1993) . The uncertainties arising from wind resolution and the Antarctic tropopause height have been noted in previous work. More importantly, the definition of the vortex edge perhaps has an important impact on the transport magnitude. Wauben et al. [1997] assumed 61°S latitude as the edge of the polar vortex. Since the vortex is not always a symmetrically circumpolar system, a latitude circle cannot consistently represent the edge of the evolving vortex [Tuck and Proffitt, 1997] . Accordingly, we determine the vortex boundary by steep PV gradients which prove to represent the vortex edge more realistically than a specific latitude.
[4] It is of importance to estimate transport rates between the polar vortex and southern midlatitudes because these exchange rates provide insight into the extent to which ozone-depleted air from the Antarctic polar vortex might impact the ozone levels at midlatitudes. On the basis of three-dimensional (3-D) model simulations driven by two sets of analyzed data, this paper quantifies the transport out of the Antarctic polar vortex during southern spring and examines the interannual variability in the transport rates based on analysis over five consecutive years, 1993 -1997. Finally, the midlatitude ozone change due to polar effects is estimated for spring 1994.
Model and Specifics of Simulations

Model Description
[5] The 3-D off-line chemical transport model (CTM) was based on the chemical transport model developed at the National Center for Atmospheric Research (NCAR) by Rasch and Williamson [1990] and . This model has been modified and updated so as to enable the model to be run on the available machines and with different input data sets. To preserve shapes of tracer distribution and minimize numerical diffusion, the model uses a semiLagrangian transport scheme [Williamson and Rasch, 1989] . To keep global tracer mass constant, a ''mass fixer'' is used after advection (see for details). This model has been used for many CTM studies to simulate stratospheric aerosols [Boville et al., 1991] , radioactive isotopes , CFCs in the troposphere [Hartley et al., 1994] , stratospheric species , long-lived stratospheric constituents [Waugh et al., 1997] , and the springtime breakup of the Antarctic ozone hole (S. Li et al., Three-dimensional simulations of springtime breakup of the Antarctic ozone hole, submitted to Australian Meteorological Magazine, 2001, hereinafter referred to as Li et al., submitted manuscript, 2001) .
[6] This model can be run at any reasonable time step and spatial resolution. In other words, the model output only depends on the resolution of driving fields (e.g., wind components and temperature at pressure or s (s = P/P s ) coordinates). This facilitates studies with differing resolution, using either general circulation model (GCM) output or assimilated data as driving fields.
Data and Experiments
[7] Two sets of assimilated data are used here to drive the 3-D CTM. The first data set is from the Global Assimilation and Prediction system (GASP), Australia. As a global forecast system, GASP analyses provide 3-D wind components and many other variables, with specific attention to the Southern Hemisphere . The original data for 1994 are of R53 resolution (equivalent to 162 longitudes Â 134 latitudes) and 19 s levels in the vertical (approximately pressures 991 to 10 hPa). They are available every 6 hours, at 0500, 1100, 1700, and 2300 UTC, respectively. For most of the CTM simulations in this study the GASP winds and temperature are truncated to R21 (64 longitudes Â 56 latitudes).
[8] The second set of assimilation data is from UARS (Upper Atmosphere Research Satellite) UKMO global analyses , which are available once a day, at 1200 UTC. The data are distributed at 22 pressure levels equally spaced in pressure-altitude (from 1000 up to 0.32 hPa) and converted horizontally from regular 3.75°longitude by 2.5°latitude resolution to R31 (96 longitudes Â 80 latitudes). The vertical levels represented by the two data sets in the stratosphere are given in Table 1 . As the UKMO data cover the entire stratosphere, they enable examination of transport up to the upper stratosphere and thus make it possible to simulate total column ozone in the atmosphere. In addition, comparisons with descent rates derived from observations [e.g., Godin et al., 2001] in the high-latitude lower stratosphere indicate that UKMO data appear to be more realistic than GASP data.
[9] In order to quantify the transport between the polar vortex and southern midlatitudes, a series of CTM simulations for passive idealized tracers are performed using GASP and UKMO assimilated winds as driving fields. In these model simulations the initial nonzero tracers are initialized at each grid cell inside the polar vortex determined by largest PV gradients and vertically confined in the lower stratosphere between 30 and 100 hPa. The tracer concentration is set to be zero elsewhere. Since no other source/sinks are considered during the model integration, these experiments should enable an examination of 3-D transport properties, with particular emphasis on the polar/ midlatitude transport.
Transport Out of the Polar Vortex in Spring 1994
3.1. Net Transport Out of the Polar Vortex
[10] The spatial distribution of passive tracers in October 1994 is compared with observed total ozone from Total Ozone Mapping Spectrometer (TOMS). On 1 October the nonzero tracers (100 ppmv) are initialized in each grid cell inside the south polar vortex in the 30-100 hPa layer. The tracer distribution released inside the vortex demonstrates a qualitative agreement with the area extent of low total ozone values, the Antarctic ''ozone hole.'' The evolution of the ozone hole is well represented by the model simulations of passive idealized tracers. There is good correspondence between the sharp gradients of total ozone and tracer mixing ratio at the edge of the polar vortex. It seems that the 3-D CTM is able to realistically simulate the airflow in middle and high latitudes of the stratosphere. A comparison of the model capability in representing the polar vortex depicted by PV distributions will be given by Li et al. (submitted manuscript, 2001) .
[11] On the basis of the CTM simulations of idealized tracers released inside the polar vortex, it is possible to estimate the amount of tracers leaving the vortex, either by horizontal mixing across the vortex boundary or by diabatically descending airflow into the troposphere. Similar to the procedure used by Wauben et al. [1997] , the model atmosphere is divided into three regions as shown in Figure 1: (1) the Antarctic vortex region, which is determined by steep PV gradients, (2) the midlatitude stratosphere, which is the entire stratosphere minus the south polar vortex region, and (3) the troposphere, which is below 200 hPa level. The choice of 200 hPa as the Antarctic tropopause will be discussed further below.
[12] Figure 2a depicts the amount of tracer mass in each of the three regions for October 1994. After release of tracers inside the vortex on 1 October, there appears to be a sharp decrease of tracer mass inside the vortex during the first few days. Also evident is the rapid increase of tracer mass in the midlatitude stratosphere within 3 -4 days after the initial release. These phenomena are expected because there exist very sharp gradients of tracer mass at the beginning between the vortex air and the surroundings. In fact, there is a fairly steady decline in the vortex tracer mass after a week of integration, which corresponds to the steady increases of tracer mass in the midlatitude stratosphere and in the troposphere. Therefore the first 7-day period is not considered in the subsequent calculations.
[13] In order to quantify the rates at which tracers leave the vortex and enter the other two regions, the following power law equations are used to fit the daily evolution of tracer amount over the period 7 -31 October:
where M V , M S , and M T represent the nondimensional tracer masses (i.e., the actual cumulative tracer masses scaled with the vortex tracer mass at day 7) in the vortex, the midlatitude stratosphere, and the troposphere, respectively. The parameter a is the fractional decrease in vortex tracer amount per time increment t (in days), and f S , f T are the fractional amounts of tracers entering the midlatitude stratosphere and the troposphere, respectively. For the purpose of mass conservation, f S and f T must satisfy
Obviously, at the beginning of fitting, M V =1 and M S = M T = 0. The parameter a can be determined by fitting equation (1) to the nondimensional tracer mass in the vortex region. This value is then used to fit the relative tracer masses in the other two regions to obtain f S and f T according to equations (2) and (3), respectively.
[14] It should be pointed out that the above equations are valid under the following assumptions: (1) during the integration time, tracers do not flow back to the vortex region, and (2) the net tracer flow between the midlatitude stratosphere and the troposphere is negligible . Assumption 1, which is valid before the tracer mass gradient is opposite, is tested by initializing nonzero tracer at midlatitudes only. In this experiment, only a small fraction of tracers flows into the vortex region. According to the fits for October 1994 (Figure 2b ), the vortex region loses about 2.38% of its mass per day, $48% of which enters the midlatitude stratosphere through quasi-horizontal mixing across the vortex edge, while 52% of the vortex outflow is transported to the troposphere by descending airflow (see Table 2 for details). This implies that the mass flow out of the vortex to the midlatitude stratosphere is nearly identical to that flushing into the troposphere in October 1994.
[15] If the initial nonzero tracer inside the vortex is initialized on 1 September, the temporal evolution of tracer mass in the three regions, particularly in the midlatitude stratosphere and the troposphere, appears to be different from that in October (not shown). The fitted tracer flow rates are significantly different between the two months ( Table 2) . Although the September total vortex outflow is the same as October, the horizontal transport across the vortex edge in September is substantially weaker than that in October, indicating stronger isolation of the vortex in September compared to October. The percentage of mass flux along with descending airflow to the troposphere becomes higher in September. The approximate ratio of horizontal to vertical transport is about 2:8 in September and 5:5 in October. Note that the tracer flow out of the vortex is twice the size of Wauben et al.'s [1997] estimate.
[16] According to Tuck and Proffitt [1997] the AugustOctober tropopause over and around Antarctica is near 200 hPa, although this altitude experiences considerable seasonal variation (e.g., the Antarctic tropopause pressure is 300 hPa in summer). In the above analysis the altitude of the Antarctic tropopause, which is also used as the bottom of the vortex, is assumed to be 200 hPa. To test the dependence of tracer flow rates on the choice of this level, the above fitting procedure is repeated for the September simulation with differing altitude of the tropopause. Changing the bottom of the vortex from 200 to 250 hPa decreases the rate of vortex mass loss from 2.39% to 2.11% per day. At the same time, the fractional inflow to the troposphere decreases from 79% to 64%, and the relative transport to the midlatitude stratosphere increases. This could have been expected as there is a larger boundary between the polar and midlatitude regions in this case.
[17] It is important to note that the transport across the vortex edge in this study is less episodic than in the study by Wauben et al. [1997] . As they noted, part of the episodic events may be caused by intersection of the real vortex boundary with the fictitious boundary at 61°S. Indeed, after using PV gradients to determine the vortex edge the acrossvortex transport seems to be relatively steady. Nevertheless, the evolution of the horizontal outflow still displays more episodic events than the vertical transport. This is not surprising because quasi-horizontal mixing across the vortex edge is induced by occasional planetary wave breaking [e.g., McIntyre, 1989; Bowman, 1993a] , while the vertical transport is performed by steady diabatic descent due to radioactive cooling [e.g., Rosenfield et al., 1987 Rosenfield et al., , 1994 .
[18] The above simulations of idealized tracers are also performed using UKMO assimilated data as driving fields. The initial nonzero tracers are released at the model levels between 30 and 100 hPa inside the PV-based polar vortex. The fitted transport magnitudes for the same periods are listed in Table 2 . Compared with GASP-based estimates, the total vortex outflow in September and October 1994 is much smaller. However, the relative transport rates to the midlatitude stratosphere and the troposphere are similar to GASP-based transport rates.
Sensitivity of Transport to Resolution
[19] In order to test the sensitivity of transport magnitude to changes in resolution, an additional run using higherresolution (R53) GASP winds has been performed for October 1994. The temporal evolution of the tracer mass in each region is shown in Figure 3 , together with the results at R21 resolution. It is evident that the tracer amount in the midlatitude stratosphere experiences little change in response to differing horizontal resolution. However, there is a large increase in the tracer mass flowing to the troposphere corresponding to a finer resolution. It is interesting that there is a bias toward a smaller vortex size in the lower resolution data.
[20] The fitted transport rates in October 1994 are listed in Table 3 for the two GASP resolutions, along with UKMO-based estimate for the same period. While the effect of GASP resolution on the amount of tracers leaving the vortex is relatively small, the tracer mass flowing into the troposphere undergoes substantial change. Using a coarser resolution tends to increase the amount of tracers entering the midlatitude stratosphere but to decrease the tracer amount descending into the troposphere. This is in general agreement with Wauben et al. [1997] .
[21] On the basis of the estimated transport using GASP data, when the horizontal resolution changes from R53 to R21, the total vortex outflow decreases by $12%; the change in horizontal outflow and the vertical transport is 10%. This indicates relative insensitivity of the transport to resolution at mid-high latitudes, consistent with the results of ozone simulations (Li et al., submitted manuscript, 2001) . With a resolution between R21 and R53 the UKMO-based estimates are between GASP R53 and R21 in terms of the relative inflow rates in the midlatitude stratosphere and the troposphere. The change in the transport partitioning is driven by the polar/midlatitude transport change. It has been shown that coarser horizontal resolution corresponds to higher permeability of the polar vortex at the expense of less percentage of vertical transport into the troposphere. Note that assimilated vertical winds tend to have a lot of high-frequency noise which will produce spurious transport. In this case the lower-resolution winds will actually give more accurate results.
[22] From the above analysis the horizontal model resolution has impact on the polar/midlatitude transport, but this effect is smaller than the impact on vertical transport. Further, the results presented here seem to indicate that the horizontal resolution of R21 or R31 is sufficient to provide a reasonable estimate of transport between the polar vortex and southern midlatitudes. It is suggestive that the difference in the transport magnitude out of the polar vortex between GASP and UKMO-based calculations is primarily ascribed to their differences in vertical resolution, especially the vertical coverage of the stratosphere; the effect of differences in horizontal resolution appears to be secondary.
Interannual Variability of the Transport
[23] In order to gain insight into the interannual variability of the transport rates, the above simulation and analysis using UKMO data as driving fields are repeated for the years 1993, 1995, 1996, and 1997 . On the basis of the magnitude of transport over the 5 consecutive years (1993) (1994) (1995) (1996) (1997) , there appears to be large interannual variability in total vortex outflow and the partitioning between the tracer flows into the midlatitude stratosphere and the troposphere (Table 4) .
[24] On average over the 5 years for the SeptemberOctober season, the total loss of the vortex mass is 1.37% per day, or $55% during the 2 months. The largest portion (72%) of this outflow enters the troposphere through steady descending motions. The total outflow varies from 1.18% per day in 1993 to 1.52% per day in 1994. The relative inflow rates into the midlatitude stratosphere range between 16% and 39%. The year-to-year variability of the transport magnitudes is found to be related to the fluctuations of planetary wave activity from one year to another. As revealed by eddy heat flux ðv 0 T 0 Þ in the lower stratosphere, the Southern Hemisphere seasonal maximum in wave driving is observed in September -October [Randel and Newman, 1999] . The eddy heat flux at 100 hPa averaged between 50°and 80°S is listed in Table 4 . Apparently, the strength of planetary wave activity is reasonably well correlated with the transport magnitude out of the polar .0 a Flow rates are in percent per day. Values in parentheses are relative inflow rates (percent of total vortex outflow) in the midlatitude stratosphere and the troposphere. The model transport is driven by winds from UKMO assimilation data. The zonal mean eddy heat flux at 100 hPa, averaged over 50 -80°S, during September -October for each year is also given.
vortex, particularly with the relative horizontal transport rates (in percent of total vortex outflow).
[25] To illustrate the correlation of year-to-year variations between transport magnitude and wave activity, Figure 4 shows the scatterplots of ðv 0 T 0 Þ against relative horizontal transport in percent of total vortex outflow. Their linear correlation coefficient is 0.57. There appears to be evidence that the stronger the wave driving, the larger the relative horizontal transport out of the polar vortex.
Midlatitude Ozone Trends Due to Polar Effects
[26] The magnitude of polar/midlatitude transport can be used to estimate changes in midlatitude ozone levels caused by mass flux of ozone-depleted air from the Antarctic polar vortex. In section 4 the tracer flow rates were estimated for three different regions. In order to illustrate the transport rates in individual layers, Table 5 gives the percentage of tracer mass entering the midlatitudes (40 -50°S) for September and October 1994, respectively. First, the horizontal mixing in the lower stratosphere is significantly larger than that in the middle stratosphere. There is a gradual increase in mixing rates at lower altitudes, consistent with the results of [Haynes and Shuckburgh, 2000] . Second, the horizontal transport in October is always greater than in September in corresponding layers. The estimated transport based on UKMO data as driving fields is much less than GASP-based transport.
[27] We choose 40 -50°S to represent midlatitudes for two reasons: (1) this region is away from the polar vortex; and (2) the area in this region is similar in size to the polar cap south of 60°S. On the basis of the percentage of tracer mass flowing into the midlatitudes (40 -50°S), it is possible to estimate how much of the midlatitude ozone change is due to intrusion of ozone-poor air from the Antarctic polar vortex. Assuming the ozone-depleted air from the polar region is mixed horizontally to the midlatitudes, then the vortex air entering the midlatitude stratosphere is given in Table 5 as percentage of initial mass in the corresponding layers. We assume that within the polar vortex the air is well mixed, and the mean ozone profile is obtained from ozone observations. The above transport rates are applied to the ozone profiles averaged in the polar region and midlatitudes, and thus a modified ozone profile for the midlatitudes is obtained. Note that the observed ozone profile at the midlatitudes has suffered "dilution" from ozone-depleted air at high latitudes. Therefore the modified ozone concentration represents ozone values without dilution effect.
[28] Let oz m and oz p represent the observed ozone mixing ratio at midlatitudes and polar region, respectively; oz n represent the modified ozone at midlatitudes; and g represent the transport rate from high latitudes. Their relationship is expressed by
Then the modified ozone at an individual level can be written as
As an example, the mean ozone profiles in October 1994 are shown in Figure 5 , where the transport is driven by GASP winds. The changes in column ozone derived from the observed and modified ozone profiles at midlatitudes are then calculated for September and October 1994, respectively.
[29] The changes in column ozone due to this effect, using GASP and UKMO-based transport rates, are listed in Table 6 . Because UKMO-based transport is closer to the real atmosphere than GASP-based simulation (Li et al., submitted manuscript, 2001) , we focus here on the estimates based on UKMO data as driving fields. According to total ozone observations the Antarctic ozone hole begins to develop in August and breaks up in early December or late November; the Antarctic ozone deficit reaches a maximum in September and October. Therefore the sum of ozone trends in this period accounts for most of the ozone change at southern midlatitudes induced by air intrusion from the Antarctic ozone hole. The consequent decadal ozone trends, as calculated using a single year, are about À0.44% from UKMO-based transport. [30] From ozone observations in the last two decades, the ozone depletion rates at southern midlatitudes (40 -50°S) for September -October season are 4 -5% per decade [e.g., Herman et al., 1993; Komhyr et al., 1997; WMO, 1995 WMO, , 1999 . According to the estimate based on UKMO winds to drive the transport, only $10% of the midlatitude ozone trend comes from the air intrusion from the Antarctic polar vortex. Note that the estimate does not include the dilution effect of ozone-depleted air during and after the final breakup of the polar vortex. This amount, therefore, is an underestimate of the dilution effect.
Conclusions
[31] In an attempt to quantify the transport out of the south polar vortex, results from a series of CTM simulations of idealized tracers have been used to estimate tracer flow rates for September-October, the season when major ozone depletion occurs. The model atmosphere is simply divided into three parts, i.e., the stratospheric vortex, the midlatitude stratosphere, and the troposphere. On average over 5 consecutive years 1993 -1997, the transport out of the vortex flowing into the midlatitude stratosphere is much smaller than that descending to the troposphere, at the ratio of 28:72, suggesting that the vortex is fairly well isolated from its surroundings. However, there is significant interannual variability in the magnitude of transport, which appears to be related to the year-to-year fluctuations of planetary wave activity.
[32] For the case of 1994 the horizontal transport into the midlatitude stratosphere is much weaker than the vertical transport to the troposphere in September, with a ratio of 3:7 from the UKMO-based estimate. However, the partitioning of the vortex outflow differs in October, with $45% of total vortex outflow entering the midlatitude stratosphere and 55% to the troposphere. The relative percentage of tracer mass flowing into the midlatitude stratosphere is much lower in September than in October. This reflects the difference in the extent of the vortex isolation from its surroundings between the 2 months. In September the polar vortex is stronger with a higher degree of isolation; while in October, particularly in late October, the vortex becomes gradually weaker and thus exhibits less isolation (or higher permeability) at the vortex boundary compared to September. As a result, the relative transport rate into the midlatitude stratosphere is substantially larger in October than in September.
[33] On the other hand, the relative tracer flow rate descending to the troposphere in September is greater than that in October. This is expected because in September there is stronger diabatic cooling in the polar stratosphere compared to October [Rosenfield et al., 1994] . As a consequence, the descending airflow in September from the stratospheric polar vortex to the troposphere is stronger than in October. Sensitivity study of transport to resolution and data set suggests that differences in transport out of the polar vortex are largely attributed to their difference in vertical resolution and vertical coverage of the stratosphere. However, this cannot be strictly verified, since spatial and temporal variations in the vertical velocity fields may also be important. Although the magnitude of the transport out of the vortex depends on data sets and their resolution, the partitioning between the horizontal transport into the midlatitude stratosphere and the vertical transport into the troposphere varies little. For instance, the difference is only 3% between GASP R21 and UKMO R31.
[34] The tracer flow rates between the polar vortex and midlatitudes at individual levels are utilized to estimate the effect of Antarctic ozone depletion on ozone levels at southern midlatitudes. In terms of transport rates based on UKMO data as driving fields, the estimated ozone trend at midlatitudes during September -October is about À0.44% per decade due to the dilution effect from ozone-depleted air at high latitudes. This contributes up to 10% of observed ozone decline at southern midlatitudes during September -October period (4 -5% per decade). One weakness in this technique for estimating the dilution effect is that we assume the air within the vortex is well mixed; this may cover the vortex edge where much less mixing takes place [Lee et al., 2001] .
[35] As a first attempt, we have estimated the Southern Hemisphere midlatitude ozone change due to polar effects before the Antarctic ozone hole breaks up in spring 1994. The estimate does not take into account the dilution effect of ozone-depleted air after the breakup of the Antarctic polar vortex. An important and outstanding issue for further investigation is to examine the effect on midlatitude ozone trends during and after the final breakup of the Antarctic ozone hole. 
