This paper presents a study on the limit cycles of Z q -equivariant polynomial vector fields with degree 3 or 4. Previous studies have shown that when q = 2, cubic-order systems can have 12 small amplitude limit cycles. In this paper, particular attention is focused on the cases of q 3. It is shown that for cubicorder systems, when q = 3 there exist 3 small limit cycles and 1 big limit cycle; while for q = 4, it has 4 small limit cycles and 1 big limit cycle; and when q 5, there is only 1 small limit cycle. For fourth-order systems, the cases for even q are the same as the cubic-order systems. When q = 5 it can have 10 small limit cycles; while for q 7, there exists only 1 small limit cycle. The case q = 3 is not considered in this paper. Numerical simulations are presented to illustrate the theoretical results.
Introduction
One of the two Hilbert's problems remained unsolved is the 16th problem, since Hilbert [1] presented the well-known 23 mathematical problems to the Second International Congress of Mathematicians in 1900. The 16th problem is related to topology of algebraic curves and surfaces, which includes two parts. The first part is to investigate the relative positions of the separate branches of algebraic curves, while the second part, on the other hand, is to consider the upper bound of the number of limit cycles and their relative locations in polynomial vector fields. The second part of the problem is what is usually meant when talking about Hilbert's 16th problem. Recently, S. Smale reformulated the second part of Hilbert's 16th problem, as one of the 18 challenging mathematical problems for the 21st century [2] . To be more specific, consider the following planar system: x = P n (x, y),ẏ = Q n (x, y), (1.1) where the dot denotes differentiation with respect to time t, and P n and Q n represent nth-degree polynomials of x and y. The second part of Hilbert's 16th problem defined in Smale's article [2] is to find a uniform upper bound K = H (n) n q on the number of limit cycles that the system can have, where q is a universal constant.
Although it has been shown by Ilyashenko and Yakovenko [3] , and Écalle [4] that any given individual planar polynomial system cannot have infinite limit cycles, the finiteness problem is still open even for quadratic systems [5] . Thus, people turned to finding the maximal number of limit cycles and raising the lower bound of Hilbert number H (n) for general planar polynomial systems or for individual degree of systems, through which people hope to get a close upper bound for H (n). However, even obtaining a close lower bound of H (n) is, in general, very difficult. In particular, determining large (global) limit cycles [6] is difficult. If the problem is restricted to the neighborhood of isolated fixed points, then the second part of Hilbert's 16th problem is reduced to study of degenerate Hopf bifurcations and computation of normal forms. In the past several decades, many results regarding the local problem have been obtained (e.g., see [7] [8] [9] [10] [11] [12] [13] [14] ). For quadratic systems, in 1952 Bautin [7] proved that the maximal number of small limit cycles is three, which was believed as the maximal number of limit cycles that a quadratic system can have for about 30 years, until Shi [15] , and Chen and Wang [16] constructed concrete examples to show that a quadratic system can have 4 limit cycles. This is still the best result so far for quadratic systems. For cubic-order systems, the best results reported so far are twelve limit cycles, obtained from the following system [17] [18] [19] [20] :
where a, b, a ij 's and b ij 's are adjustable parameters. To find limit cycles of a nonlinear system in the neighborhood of a fixed point (which is a linear center), one needs to compute the focus values of the point. This is equivalent to calculating the normal form of the system associated with Hopf singularity. Without loss of generality, suppose that the normal form of system (1.1) has been obtained in polar coordinates as follows:
3)
where v k and t k are given explicitly in terms of the original system's coefficients. Here v k is called the kth-order focus value of the Hopf-type critical point (the origin). The zero order focus value, v 0 , is the term obtained from linear perturbation. The basic idea of finding k small limit cycles around the origin is as follows: First, find the conditions such that v 1 = v 2 = · · · = v k−1 = 0 (v 0 is automatically satisfied at the critical point), but v k = 0. Then perform appropriate small perturbations to v i 's to obtain exact k small limit cycles. A theorem for specifying sufficient conditions of the existence of small amplitude limit cycles is given below (see [18] [19] [20] for the proof). 
then the polynomial equation given byṙ = 0 in Eq. (1.3) has k positive real roots for r 2 and thus system (1.1) has k limit cycles.
The rest of the paper is organized as follows. In the next section, the results obtained for case q = 2 of cubic-order systems are summarized. Section 3 deals with the cases q 3 of cubicorder systems. The results obtained for the fourth-order systems are given in Section 4. Finally, conclusion is drawn in Section 5.
Cubic-order system for q = 2
When q = 2, it has been proved [18] [19] [20] that the cubic-order system (1.2) can have 12 small limit cycles. This system has a saddle point, and two weak focus points which are symmetric about the origin. Six small limit cycles exist in the neighborhood of each of the two weak focus points. More generally, consider the following general cubic-order Z 2 -equivariant vector field:
where
(z −z), P , Q, w 1 and w 2 are all real, and
Let A j = a j + ib j where a j , b j are real. Then we obtain the following real Z 2 -equivariant vector field:ẇ
The eigenvalues of the Jacobian of system (2.3) evaluated at the origin are
There are two cases:
0, the origin is either a saddle point or a node; and (II) when a 2 2 + b 2 2 − b 2 0 < 0, the origin is either a focus point or a center.
In order to use the advantage of the Z 2 -symmetry, instead of the origin, we consider two nonzero weak focus points which are symmetric about the origin. Therefore, if one finds N limit cycles around one of the focus points, the total number of limit cycles of the system is 2N . To find the limit cycles around each of the weak focus points, introduce the following linear transformation:
into system (2.3) with renamed coefficients gives the normalized equations:
where a = a 0 . Without loss of generality, one may assume that the two weak focus points are located at (0, ±1), which yields a 03 = −b, b 03 = −a. Further, applying the following scalings: 21 , ωb 30 , ωb 21 , with b 12 = 4a 2 − 2b 2 + ω 2 2b , and the time scaling: τ = ωt, together with introducing the following transformation:
to the above normalized equations yields the following equations for computing the normal form of system (2.3) associated with the Hopf critical points (0, ±1):
in which The above normalizing procedure shows that one of the parameters a, b and b 12 can be chosen arbitrarily since the frequency ω can be normalized to 1 using a time scaling. Therefore, we may, instead of the time scaling, let b 12 = 1+4a 2 2b − b, under which ω = 1 and so τ = t. It is clearly seen from Eq. (2.7) that the normal forms for the two cases (I) and (II) will be in the same formulas. Therefore, one only needs to consider one case. In fact, it has been shown [19] that both the two cases can have 12 limit cycles. Fourteen or more limit cycles are not possible. LetĤ 2 (n) denote the maximal number of small limit cycles that an nth-degree planar polynomial vector field with Z 2 -symmetry can have. We then have the following theorem.
Theorem 2. The maximal number of small limit cycles that a cubic-degree, planar polynomial system with Z 2 -symmetry can have is twelve, i.e.,Ĥ 2 (3) = 12.
To end this section, we present three numerical examples, as shown in Figs. 1, 2, and 3, corresponding to three cases when the origin is a saddle point, a node and a focus point, respectively.
Cubic order system for q 3
In this section, we consider cubic-order, Z q -equivariant vector fields for q 3.
q = 3
The order 3, Z 3 -equivariant vector fields are described byż = F 3 (z,z) with
and the real form can be obtained aṡ
Suppose system (3.2) has a fixed point at (0, 1), then the other two fixed points are located at (± √ 3/2, −1/2), which requires that
In order to let the three fixed points be linear centers, it needs
Then the frequency ω is given by ω = −3(a 2 2 + 2b 1 a 2 + 3a 2 1 ). Hence, one may set
where ω can be taken any positive real values. Therefore, in the final normalized equations, there are only two free parameters a 1 and a 2 , which can be scaled to a 1 → ωa 1 and a 2 → ωa 2 . Now, applying the linear transformation 6) with the time scaling τ = ωt into system (3.2) results in Finally, apply the Maple program given in [21] to system (3.7) to obtain the focus values:
where f 2 and f 3 are polynomials of a 1 and a 2 . These expressions clearly indicate that a 2 = 0, and thus the only possibility for v 1 = 0 is a 1 = 0, which yields v 1 = v 2 = v 3 = · · · = 0, leading to a center. This clearly shows that the maximal number of small limit cycles around the three symmetric focus points is three. If we, instead of the three weak focus points, consider the limit cycles existed in the neighborhood of the origin for Eq. (3.2), then a 0 = 0 (v 0 = 0), and the normal form computation shows that
. . , which implies that a 1 = 0, otherwise it is a center. Therefore, for this case, there is only one small limit cycle.
Summarizing the above results gives the following theorem. 
Theorem 3. The maximal number of small limit cycles that a cubic-degree, planar polynomial system with Z 3 -symmetry can have is three, i.e.,Ĥ 3 (3) = 3.
Further, numerical simulation shows that there exists a big limit cycle enclosing all the three small limit cycles, as depicted in Fig. 4 .
In fact, the existence of a big limit cycle observed from the numerical simulation can be proved using the Poincaré-Bendixson theory as follows. Consider system (3.2) under the conditions (3.3) and (3.4). Choose Lyapunov function: V = 1 2 (x 2 1 + x 2 2 ). Then along the orbits of system (14), we have
Suppose a 1 < 0. Then there exist 0 < r 1 < r 2 such that
Further, note that in the region defined by r 2 1
r 2 2 , there are three focus points and three saddles. Hence, by the Poincaré-Bendixson theory it implies the existence of at least one big limit cycle surrounding all singular points.
q = 4
Now we turn to the case q = 4. The similar procedure given in the previous subsection can be applied here. The Z 4 -equivariant vector fields are given byż = F 4 (z,z) with
up to third order, and the real form iṡ
(3.9)
Again suppose system (3.9) has a fixed point at (0, 1). Then the other three fixed points are located at (0, −1), (±1, 0). This yields that a 0 = −(a 1 + a 2 ) and b 0 = −(b 1 + b 2 ). Further requiring the four fixed points to be linear centers needs a 2 = a 1 , and thus the frequency ω becomes ω = 2 −2(
, from which one may set
and thus there are only two free parameters a 1 and b 2 , which can be scaled as a 1 → ωa 1 and b 2 → ωb 2 . Next, with the time scaling τ = ωt, applying the linear transformation
into system (3.9) yields
Then employing the Maple program [21] to system (3.12) results in the following focus values:
where f 2 and f 3 are polynomials of a 1 and b 2 . Hence, a 1 = 0 and so v 1 = 0. Otherwise, the point (u, v) = (0, 0) is a center. This shows that the Z 4 -equivariant vector field (3.9) has 4 small limit cycles. A similar analysis shows that considering the origin as a linear center leads to only one small limit cycle. Hence, we have the following theorem. 5 . The phase portrait of system (3.9) having four small limit cycles and one big limit cycle, for a 0 = −0.19, b 0 = 2.6,
Further, a numerical simulation reveals that there exists a big limit cycle enclosing all the four small limit cycles. An example is shown in Fig. 5. 
q 5
When q 5, we haveż = F q (z,z) with
Thus, the real system is given bẏ
(3.14)
In order to have q (q 5) weak focus points with one at (0, 1), it needs a 0 = −a 1 and b 0 = −b 1 . Then the eigenvalues of the Jacobian of system (3.14) evaluated at (0, 1) are 0 and 2a 1 , indicating that it is not a linear center, and so there does not exist small limit cycles around theses q fixed points. If we consider the origin of system (3.14) as a linear center (with a 0 = 0), then it is easy to use normal form to show that
. . . Hence, there exits only one small limit cycle in the vicinity of the origin. Therefore, in general, we have the following theorem.
Theorem 5. The maximal number of small limit cycles that a cubic-degree, planar polynomial system with Z q -symmetry (q 5) can have is one, i.e.,Ĥ q (3) = 1 (q 5).
A numerical example showing the existence of one limit cycle for system (3.14) is depicted in Fig. 6 . 
Fourth-order system for q 2
From the forms of the nontrivial Z q -equivariant vector fields given in [6] , it is easy to see that when q is even, the fourth-order planar polynomial systems are the same as that of the cubicorder systems. Therefore, we only need to consider the cases when q is odd. In this paper, we shall only consider the cases when q 5. The case q = 3 will be studied in a forthcoming paper.
q = 5
The fourth-order, Z 5 -equivariant vector fields are described byż = F 5 (z,z) with 1) and the real form can be obtained aṡ a 2 ) . Further requiring the five fixed points to be linear centers needs b 2 = a 1 , and thus the frequency ω is given by ω = 10a 2 b 1 − 25a 2 1 − 15a 2 2 , from which one may set V1 := 1+25*a1^2-3*a2^2: V2 := 1953125*a1^10+312500*a1^8+3203125*a1^8*a2^2+18750*a1^6+428125*a1^6*a2^2 +631250*a1^6*a2^4+101875*a1^4*a2^4+500*a1^4+18875*a1^4*a2^2 -537750*a1^4*a2^6+275*a1^2*a2^2-22305*a1^2*a2^6+2960*a1^2*a2^4+5*a1^2 +77625*a1^2*a2^8-3375*a2^10-9*a2^4+99*a2^6+405*a2^8: V3 := 1368786125*a1^4*a2^2-1627371*a2^4+3361350*a1^2*a2^2-99885717*a2^6
Therefore, a 1 = 0, a 2 = 0. In order to have v 1 = 0, i.e., V 1 = 0, one needs 1 + 25a 2 1 − 3a 2 2 = 0. If this condition is satisfied, namely, a 2 = ± (1 + 25a 2 1 )/3, then V 2 and V 3 can be simplified as To end this subsection, we present a numerical example. The simulated phase portrait is shown in Fig. 7 . The parameter values used in this example are given below: a 0 = −0.0019999, b 0 = −0.459938866, a 1 = 0.001, b 1 = 1.027296352, a 2 = 0.567357486, b 2 = 0.0009999. Figure 7 shows that the system for this example has one stable focus point at the origin, and five weak focus points. In addition, there are ten saddle points. Under the above parameter values, the focus values for the weak focus points can be found as v 0 = 0.0000001, v 1 = −0.0002223961, v 2 = 0.0222420369. Then lettingṙ = 0 in the normal formṙ = r(v 0 + v 1 r 2 + v 2 r 4 ) yields the amplitudes of the limit cycles: r 1 = 0.0217237573 and r 2 = 0.0976062839, as expected. 
q 7 (odd)
When q ( 7) is an odd integer, we haveż = F q (z,z) with 6) which is exactly the same as Eq. (3.13). Thus, a similar discussion given in Section 3.3 can be applied here to obtain the following theorem.
Theorem 7. The maximal number of small limit cycles that a fourth-degree, planar polynomial system with Z q -symmetry (q 7) can have is one, i.e.,Ĥ q (4) = 1 (q 7).
Conclusion
In this paper, we have used normal form theory to study the existence of limit cycles for cubicdegree and fourth-degree, Z q -equivariant planar polynomial vector fields for q 3. It is shown that in general the Z q -equivariant vector fields have many fewer limit cycles when q increases. The case q = 3 for fourth-order systems will be considered in a forthcoming paper.
