In this paper, we show new representations of one-sided Lévy stable distributions for irrational Lévy indices of the type p q l 2 l 1 which are not covered in [8] : for rational Lévy indices. Furthermore, other equivalent representations for a distribution of a rational Lévy index is described. We also give a simplest proof for the formulae which cover the cases for rational Lévy indices. Finally we introduce the concepts of Lévy smashing and Lévy-smashed gamma stochastic processes.
Introduction and preliminary results
In [8] , Penson and Górska obtained a general form of one-sided Lévy stable distributions expressed as a Meijer G-function for rational Lévy indices by putting v = 0 and a = 1 in the formula 2.2.1.19 in vol. 5 of [10] . In [2] , the role of Mathai transformation in the theory of fractional calculus, which connects ordinary integral to fractional integral through their kernels, is described and α-level space is defined. Furthermore it is insisted that fractional integral and derivative preserve the Lévy structure defined in [2] . The Lévy structure is nothing but the integrand In this paper, we provide formulae for one-sided Lévy distribution of irrational Lévy index for 0 < α < 1 and some techniques to generate infinitely many new representations of one-sided Lévy distribution. Furthermore, we introduce the concept of Lévy smashing as a consequence of Lévy effect on the family of gamma density functions and Lévy-smashed stochastic processes.
We will use the following integral representation of the gamma function: For H-function representations and their convergence conditions, consult with [6] , [7] :
Generalized Wright function, which is well explained in [7] and which is a particular case of the H-function, is
Hypergeometric series, which is well explained in [6] and which is a particular case of the Hfunction, is
which is absolutely convergent for all z in C if p ≤ q.
Definition 1.1 Lévy jump function is defined as follows
For |z| → ∞ and α a bounded quantity,
2 Lévy stable distribution of Lévy index
appears firstly in [5] in the literature. Then f α (x) is the well known Levy density function having the Laplace transform e −t α .
Theorem 2.1 Let 0 < α < 1 and p, q, l 1 , l 2 be arbitrary positive integers such that
If l is not a positive integer and l 1 = l 2 , then
.
(2.2)
If l = 1 and l 1 = l 2 , then
If l belongs to the set {2, 3, 4, · · · } and l 1 = l 2 , then
Proof. Here we use a transformation 1 − s 1 = αs, then
Now, by using the Gauss-Legendre formula (Multiplicative formula) for gamma function, namely
we have
Apply to the integrand in (2.5), then
Since we have the following
, we get
where j q n is the Lévy jump function.
Note that the series are absolutely convergent satisfying the condition
If l belongs to the set {2, 3, 4, · · · }, then we have
We use Γ(ls) = (2π)
Hence we have
Note that for l ∈ {2, 3, 4, · · · }, q should be of the form kp, k = 4, 5, 6, · · · and l 2 < l 1 .
If we put l = 1 in (2.6), then
by applying the formula Γ(
For the case of l = 1, the condition for their convergence is trivial since p < q.
Some special cases will be given. We will use (2.3) to show some known results.
, we have = 2
We will use (2.2) to show some new results.
(1,1),(
,−1)
A process to generate more representations
For the same rational α, more representations of one distribution can be generated by using (2.3) and (2.4).
Note that exp
and by setting α = we show what Lévy effect could be and how we should understand it. To start with, consider the Lévy density function
−s ds and the gamma density functions
e −x where 0 < α < 1, 0 < γ and 0 < x < ∞.
−s ds is the one-sided Lévy density function found in [5] constructed in a different way in [2] . We will use the Mellin transformation of the form t h 1 (
, where h 1 (x) and h 2 (x) are certain density functions. Then we have
and its Laplace transform
When α = 1 in (4.1), (4.1) becomes gamma density
is a one-sided function concentrated at x = 1 for R + . To understand its effect, put α = 1 2 in (4.1), then we have
(4.6) Fig. 1 shows the impact on the family of gamma functions. gamma family Lévy smashed gamma family Figure 1 .
x αs−1 ds is absolutely convergent series for all x since µ = α−α+1 = 1 > 0, see [7] . From the fig. 1 , f (α) (x) will be called as Lévy-smashed gamma density functions especially when the parameter 0 < α < 1. Note that α can be any positive real number.
The stochastic process X(t), t > 0 with X(0) = 0 and having stationary and independent increments, where X(t) has the density function
x αs−1 ds, 0 < α ≤ 1, will be called Lévy-smashed gamma stochastic process. The Lévy-smashed gamma stochastic process X(t) has the distribution function,for t > 0, 0 < α < 1, F (α,t) (x) = x αs ds.
From [1] and [9] , we can prove that the Lévy-smashed gamma distribution with parameter α is attracted to the stable distribution with exponent α, 0 < α < 1. Namely, But in this paper, the concept of Lévy smashing is totally different from the point of view of superstatistics in Physics and Bayesian statistical analysis, subordination in statistics.
