In this paper we present some conditions for the completeness of generalized eigenfunctions of a discrete operator. These conditions invole the boundedness of its eigenprojections or the properties of its resolvent.
INTRODUCTION
We start by recalling some basic definitions and properties of discrete operators (see [1] ).
Let X be a complex separable Branch space with the norm · and A a linear operator with the domain D A in X. A is said to be discrete if there is a complex number z in its resolvent set ρ A for which the resolvent R z A = zI − A −1 is compact, and to be densely defined if D A = X, where I is the identity operator and S is the closure of the set S. If A is discrete, then its spectrum σ A is a denumerable set of points with no finite limit point and every λ in σ A is an eigenvalue of finite multiplicity. Let σ A = λ 1 λ 2 λ n with λ 1 ≤ λ 2 ≤ · · · ≤ λ n · · ·
and lim n→∞ λ n = +∞. By E λ n , we denote the eigenprojection associated with λ n n = 1 2 . Define Q A = x E λ n x = 0 n = 1 2 x ∈ X (2)
The following results hold.
Theorem A 1 . Let A be a discrete operator. Then
(i) the space Q( A) either is infinite dimensional or consists only of zero, (ii) the space Q( A) is the set of all x in X for which R(z, A) x is an entire function of z.
Let Sp A , the spectral span of A, be the smallest closed manifold containing all the manifolds E λ n X n = 1 2 with λ n in σ A . We have the following theorem.
Theorem B 1 . If A is a discrete operator in a reflexive Banach space X, then Sp A = Q A * ⊥ , where A * is the adjoint operator of A and S ⊥ is the annihilater of the set S.
Reference [1] emphasizes that the condition for Sp A = X given in Theorem B is Q A * = 0 and not Q A = 0 , and points out that it is possible that Sp A = X while Q A = 0 .
In this paper we study under what conditions Q A = 0 implies Sp A = X. In Section 2, we obtain the main results, Theorem 1 and Theorem 2, which answer the above question, by discussing the boundedness of the eigenprojections E λ n ∞ n=1 . In Section 3, we obtain Theorem 3 and Theorem 4, which describe the structures of the sets Q A and Sp A by means of the properties of the resolvent R z A .
RESULTS RELATED TO EIGENPROJECTIONS
We need some definitions. 
where P C → X and q C → C are all entire functions of order at most µ, and µ = max µ P µ q < +∞ Theorem 1. Let X be a complex separable Banach space. A is a discrete operator defined in X, whose resolvent R(z, A) is a meromorphic function of finite order µ, and there is an integer N ≥ 0 such that (i) D A N+ µ +1 = X, where µ denotes the integer part of µ; (ii) E λ n = O λ n N n → ∞ , where λ n is an eigenvalue of A, E λ n is the corresponding eigenprojection, and E λ n denotes the operator norm of E λ n ; and (iii)
Proof. Let λ 1 λ 2 λ n eigenvalues of A, be an arrangement satisfying (1) . By G n 1/ z − λ n , we denote the principal part of the Laurent expansion of R z A at the point z = λ n ∈ σ A . Then (see [2] ) where M = rM 2 / r − 1 . From the assumption of Theorem 1, R z A has the expression (3), namely, R z A = P z / q z . Thus, the λ n 's in σ A are zeros of the entire function q z . By the relation between the order of the entire function q z and the convergence exponent of the zeros of q z , we have
< +∞ Suppose that z ∈ ρ A and z < r. For a sufficiently large natural number k and n ≥ k, it holds that λ n > 2r and
Hence, for any y ∈ X,
We infer that, for any y ∈ X z ∈ ρ A z < r, the series
converges strongly. From the arbitrariness of r,
is an operator valued meromorphic function in the complex plane C. In view of the definition (2) of Q A , we have
Consequently, the assumption Q A = 0 yields that
⊂ Sp A . By virtue of D A N+ µ +1 = X, we conclude that Sp A = X. The proof is complete.
Remark 1. The condition (iii) in the above theorem does not always hold. But it may be realized, for example, under the condition that there is a natural number N such that λ n is algebraically simple as n > N.
Corollary 1. If condition (iii) of Theorem 1 is substituted with the assumptions that
is uniformly bounded, then the conclusion of Theorem 1 still holds.
Proof. From the proof of Theorem 1, for z ∈ ρ A ,
By condition (ii) of Theorem 1 and the assumptions of Corollary 1, we may assume
where M is a constant. When λ n > 2 z for z ∈ ρ A (z fixed) and n ≥ k (k sufficiently large), it holds that
It follows that, for y ∈ X z ∈ ρ A , the
converges strongly. Then, similar to the proof of Theorem 1, we can obtain the conclusion of Theorem 1. The proof is complete.
In Theorem 1 the condition (ii) plays a key role. As N ≥ 1, it is possible that sup 1≤n<∞ E λ n = +∞
The condition (i) of Theorem 1 is automatically satisfied when A is an infinitesimal generator of a linear operator semigroup. Reference [3] discusses the case that A is an infinitesimal generator and satisfies (4). However, the proof of its main theorem seems to have mistakes. If condition (ii) of Theorem 1 is substituted with
we shall have a better result. This is the following theorem. 
, where the positive integer K n is the algebraic multiplicity of the eigenvalue λ n . If A satisfies (5) , then
and
constitute a basis of the subspace Sp( A), or a basic sequence of X, where denotes the direct sum.
Proof. First, we prove that
where M ≥ 1 is a constant. By S, denote the set of all linear combinations of
For any x ∈ Sp A and > 0, there is a y ∈ S such that x − y < / 2M . Consider 
α ji φ ji from (9), we have
where coefficients α ji are dependent on x. Suppose
Let E λ n n = 1 2 act on the two sides of (11). We have
Because of the linear independence of φ ni
. Thus, the expression (10) of x is unique. It is proved that
is a basis of the subspace Sp A . Second, we show (6) . From (9), the sequence m j=1 E λ j ∞ m=1 converges strongly. Note that
where G n 1/ z − λ n is the principal part of the Laurent expansion of R z A at the point λ n ∈ σ A . ∞ n=1 G n 1/ z − λ n is also strong convergence. For any x ∈ X, define
By the definition (2) of Q A w z x ∈ Q A . For any y ∈ D A , there is a x ∈ X such that
where w z x ∈ Q A and G z x ∈ Sp A . For any x 1 ∈ Q A x 2 ∈ Sp A , suppose
By (10), x 2 = ∞ n=1 K n i=1 α ni φ ni . Let E λ n n = 1 2 act on the two sides of (13). We have
So, α ni = 0 i = 1 2 K n n = 1 2 and x 2 = 0. From (13), x 1 = 0. It follows that the expression (12) is unique. We then obtain (6) . The proof of Theorem 2 is complete. Remark 2. Inequality (5) is also a necessary condition for generalized eigenfunctions of the discrete operator A to be a basis of Sp A . Its proof is omitted.
Corollary 2. Let A be a discrete and densely defined operator in a complex separable Banach space X. If A satisfies (5) and Q A = 0 , then the generalized eigenfunctions of A constitute a basis of X.
RESULTS RELATED TO RESOLVENT
Now we discuss the problem from another point of view. x − y where x ∈ X. Define the operator A in X D A = x x ∈ D A A x = Ax for x ∈ D A . We have that A is linear and R z A x = R z A x for z ∈ ρ A and x ∈ D A . Since A has no eigenvalues, R z A x is an entire function of finite order at most µ on the complex plane C and possesses the corresponding properties of R z A x, (i), (ii), and (iii) mentioned above. Consider f R x A x for any x ∈ X and f ∈ X * , where X * denotes the conjugate space of X. By the Phragment-Lindelof theorem and the Liouville theorem, f R z A x ≡ 0 for any z ∈ C. Thus, R z A x ≡ 0 for any z ∈ C, namely, x = 0 ∀ x ∈ X, where 0 denotes the zero element of X. In view of 0 = Sp A , we have x ∈ Sp A for any x ∈ X, that is, Sp A = X.
Note that, for any y ∈ Q A R z A y is an entire function of z by Theorem A. By the same demonstration above we get R z A y ≡ 0 for any z ∈ C. So y = 0, and Q A = 0 . The proof is complete.
Theorem 3 improves the corresponding result of [4] . We consider the case that A is an infinitesimal generator of a linear operator C 0 semigroup T t t ≥ 0 . Related definitions and technical terms may be found in [5, 6] .
Without loss of generality, we can rescale and study the C 0 semigroup T t = e −wt T t , where ω > ω 0 ,
So, in the sequel, we shall assume that T t ≤ M and σ A ⊂ z ∈ C z < 0 where z denotes the real part of z. This will in particular simplify the notation. Theorem 4. Let A be a discrete operator and an infinitesimal generator of a linear operator C 0 semigroup T t t ≥ 0 defined on a separable complex Banach space X. If there is a sequence of contours C = 1 2 such that (i) C is contained in the left plane z < 0, and C ∪ iτ α ≤ τ ≤ β constitutes a closed contour, where α β are two real numbers, (ii) if z ∈ C , then z → +∞ as → ∞, (iii) the poles of R z A x x ∈ X, are uniformly bounded away from the contours C , that is, there exists a strictly positive real number ν so that
where λ j ∈ σ A j = 1 2 , meantime, there is a t 0 > 0 such that
then Here we use Theorem 3.1 from [6, p. 92] and the condition (14) of Theorem 4. This is y ∈ N T t 0 . Since z 0 I − A N T t 0 ⊂ N T t 0 x ∈ N T t 0 . Second, we show Sp A = R T t 0 . Because A − λ n E λ n is a bounded linear operator on X, where E λ n is the eigenprojection associated with λ n ∈ σ A A − λ n E λ n generates the C 0 semigroup e −λ n t T t E λ n on the subspace E λ n X and for x ∈ X,
where K n is the algebraic multiplicity of λ n and D λ n = A − λ n E λ n is the eigennilpotent associated with λ n . Note that, for x ∈ X,
where C λ n is any counterclockwise circle z − λ n = h with 0 < h < δ and δ is such that all of σ A except λ n lie outside the circle z − λ n = δ,
Therefore, it holds that
where the integral is along counterclockwise and N denotes the number of poles enclosed by the contour C and the imaginary axis. Let go to ∞ in the formula (15). We have
In the above formula we use the condition (14). Put S = T t 0 x x ∈ D A . Then S ⊂ Sp A . For any y ∈ R T t 0 , there exists a x 1 ∈ X such that y = T t 0 x 1 . Since D A = X, for any > 0, there is a x 2 ∈ D A such that x 1 − x 2 < /M, where M is the bound of T t 0 . Consider
Thus, S ⊃ R T t 0 and R T t 0 ⊂ Sp A . Consider the converse. Because T t 0 A ⊂ AT t 0 and for any x ∈ X, E λ n x ∈ D A , and T t 0 E λ n x = E λ n T t 0 x, we have E λ n X is an invariant subspace of T t 0 . Let λ n be a point spectrum of A. Then e λ n t 0 is that of T t 0 and E λ n X = E e λ n t 0 X, where E e λ n t 0 is the eigenprojection associated with the eigenvalue e λ n t 0 of T t 0 . From the formulas (2.2) and (2.3) in [5, p. 45] , for x ∈ D A B K n λ n λ n − A K n x = e λ n t 0 − T t 0 K n x where B λ n x = t 0 0 e λ n t 0 −s T s xds
For any y ∈ E λ n X λ n − A K n y = 0 and e λ n t 0 − T t 0 K n y = 0 (16) Equation (16) means y ∈ R T t 0 . It follows E λ n X ⊂ R T t 0 , that is, Sp A ⊂ R T t 0 . The proof of Theorem 4 is complete. (ii) If 0 is the residual spectrum of T t 0 , then Sp A = X.
