The associated orthogonal polynomials {p n (x; c)} are defined by the 3-term recurrence relation with coefficients A n , B n , C n for {p n (x)} with c = 0, replaced by A n+c , B n+c and C n+c , c being the association parameter. Starting with examples where such polynomials occur in a natural way some of the well-known theories of how to determine their measures of orthogonality are discussed. The highest level of the family of classical orthogonal polynomials, namely, the associated Askey-Wilson polynomials which were studied at length by Ismail and Rahman in 1991 is reviewed with special reference to various connected results that exist in the literature.
Introduction
Discrete analogues of Laplace equation were considered by Courant, Friedricks and Lewy [11] . Boyer [7] studied the solutions of the following discretization of eqn. (1.1):
m, n = 1, 2, . . ., (h, k) represents the mesh-size, and the "boundary" condition is
It is well-known that by separating the r and z variables in (1.1) one gets the Bessel function for the r-equation. Analogously, Boyer [7] sought solutions of (1.2) in the form V (mh, nk) = φ m e nξ , (1.4) where ξ is related to the separation constant λ by Boyer calls any solution of (1.8) a discrete Bessel function. However, it is clear that (1.8) is the ν = − 1 2 special case of the 3-term recurrence relation of the so-called associated Legendre polynomials:
(n + ν + 1)P n+1 (ν, x) = (2n + 2ν + 1)xP n (ν, x) − (n + ν)P n−1 (ν, x), (1.10) see also Chihara [9] .
In general, the 3-term recurrence relation satisfied by an orthogonal polynomial system {p n (x)} (OPS) is of the form p n+1 (x) = (A n x + B n )p n (x) − C n P n−1 (x), n = 0, 1, . . ., (1.11) with p −1 (x) = 0, p 0 (x) = 1. If A n A n+1 C n+1 > 0, n = 0, 1, . . ., then there exists a positive measure dµ(x) with finite moments such that the following orthogonality relation holds.
Favard's theorem [9] assures us that the converse is also true. Finding the measure and the explicit solutions of (1.11) are a formidable task except in some special cases including the very important class of what is called the classical orthogonal polynomials. For instance, the Jacobi polynomials, P (α,β) n (x), the ultraspherical polynomial C λ n (x), the Laguerre polynomial, L α n (x), and the Hermite polynomials, H n (x), satisfy, respectively, the recurrence relations
n+1 (x) = (2n + α + β + 1)(2n + α + β + 2) 2(n + 1)(n + α + β + 1) x (1.13) + (α 2 − β 2 )(2n + α + β + 1) 2(n + 1)(n + α + β + 1)(2n + α + β) P (α,β) n
Discrete classical OPS that include the Krawtchouk, Meixner and Charlier polynomials, see [13] , have also similar simple expressions in terms of hypergeometric functions. Usually the measures of orthogonality of the classical OPS can be determined in a fairly straightforward manner, often by quite elementary methods. However, things can change quite dramatically even on an apparently harmless and innocent-looking alteration of the 3-term recurrence relation:
. ., where c is an additional parameter such as c = −1/2 that was used in (1.8). Polynomial solutions of (1.21) satisfying the given initial conditions are called the associated orthogonal polynomials (i.e. associated with the ones with c = 0).
Apart from their possible use in physical models, exemplified by the discretized Laplace eqn. (1.2), they occur in a natural way, for positive integer values of c, in the theory of the solutions of the original system satisfying (1.11).
It is well-known that closely related to (1.11) is the continued fraction
− . . . , (1.22) see, for example, [9] and [2] . The nth convergent of this continued fraction, say, P (1) n (x)/P n (x), is a rational function where the denominator polynomial P n (x) satisfies (1.11) with the same initial conditions, but the numerator polynomial P (1) n (x) satisfy the same recurrence relation, but a different initial condition, namely,
Hence P (1) n (x) is a polynomial of precise degree n − 1, and so it satisfies the associated equation (1.24) with r −1 (x) = 0, r 0 (x) = 1, r n−1 (x) = P (1) n (x). In this manner one can generate a whole sequence of polynomial systems P (k) n (x), the so-called numerator polynomials, [9] , satisfying the recurrence relation
Whether or not the continued fraction in (1.22) converges it is clear that P (1) n (x)/P n (x) provides an [n − 1/n] Padé approximant to F (x). However, when the continued fraction does converge, we write
Wimp [50] considered the [n/n] Padé approximant, A n (z)/B n (z), for the logarithmic derivative of the confluent hypergeometric function 1 F 1 (a; b; z) and used the polynomials A n (z) and B n (z) to derive a discrete orthogonality relation for the Lommel and the corresponding associated polynomials.
The associated orthogonal polynomials also appear in a natural way in the birth-anddeath processes, studied by Karlin and McGregor [28] , [29] , see also Ismail, Letessier and Valent [22] . Let p mn (t) = Prob{X(t) = n|X(0) = m}, (1.27) the transition probabilities of a birth-and-death process, be given by
where λ n and µ n are the birth and death rates at the state n, respectively. With λ n > 0, µ n+1 > 0, n ≥ 0, µ 0 ≥ 0, Karlin and McGregor [28] proved that
, n > 0, and {Q n (x)} are polynomials orthogonal w.r.t. dµ. If we set F n (x) = π n Q n (x), then the orthogonality relation for {F n (x)} is
where the polynomials F n (x) satisfy the 3-term recurrence relation
For linear birth-and-death models Ismail, Letessier and Valent [22] use the two cases:
In case (i) the recurrence relation (1.31) can be rewritten in the form (1.33) which is the relation associated to (1.15) with n replaced by n + c in the coefficients. Askey and Wimp [5] found the measure of orthogonality for these associated Laguerre polynomials L α n (x; c), as well as their explicit polynomial form:
By a different method the measures of orthogonality were found in [22] , in addition to the explicit form of the second system of associated Laguerre polynomials that corresponds to case (ii):
In a later paper the same authors [23] considered the polynomials associated with symmetric birth and death processes with quadratic rates:
They obtained the absolutely continuous measure for the resulting associated continuous dual Hahn orthogonal polynomials as well as the following explicit formula:
, It may be hazardous to speculate who was the first one to study the associated orthogonal polynomials or who used the adjective "associated" to describe them, but Humbert's 1918 paper [20] is the earliest work that I could find in the literature. Hahn [19] seems to be the first to study the associated Laguerre polynomials. Although he did not find their orthogonality relation he found the fourth order differential equation that they satisfy by first expressing them as sums of products of confluent hypergeometric functions. Of all the earlier works on associated orthogonal polynomials, however, Pollaczek's work [38] [39] [40] [41] was probably the most important because his results constituted a significant departure from the classical orthogonal polynomials (belonging to the Szegő class) on one hand, and a generalization to the associated ones on the other. In its full generality Pollaczek [41] gave the following 3-term recurrence relation
where t = (a cos θ + b)/ sin θ, x = cos θ, and derived the following expression:
is not an integer, see also [13] . Taking the limit a → 0, replacing θ and t by φ and x, respectively, one obtains the limiting relation:
The resulting polynomials, called by Askey and Wimp [5] the associated MeixnerPollaczek polynomials, (Meixner [34] had also found them and their orthogonality relation when c = 0) are orthogonal on the infinite interval −∞ < x < ∞ wrt the same weight function (1.38) with appropriate replacement of the variables. If we replace λ and x in (1.41) by 1 2 (α + 1) and −x/2 sin φ, respectively, and take the limit φ → 0, then (1.41) becomes the 3-term recurrence relation for the associated Laguerre polynomials, L α n (x; c), as was observed by Pollaczek in [40] . Askey and Wimp [5] took advantage of his property to obtain the weight function for the orthogonality of {L α n (x; c)} on 0 < x < ∞, namely,
is the second solution of the confluent hypergeometric equation. Askey and Wimp [5] also found the weight function for the associated Hermite polynomials H n (x; c):
, and the expression
These results were derived by a different method in [22] .
In section 2 we shall give a brief summary of the methods of determining the spectral measures dµ(x) and in section 3 we discuss in some details the case of the two families of Askey-Wilson polynomials. Finally we consider some special and limiting cases in section 4.
Determination of the spectral measure dµ(x)
As we saw in the previous section the existence of a positive measure dµ(x) for an OPS {p n (x)} defined by the 3-term recurrence relation (1.11) or (1.21) along with the stated conditions is guaranteed by Favard's theorem, but nothing else can be said about this measure without a good deal of additional work. First, one has to determine the bounds of the support of dµ for which one can use a characterization theorem of Wall and Wetzel [46] in terms of the so-called chain sequences to find the true interval of orthogonality, or an alternate approach suggested by Chihara [9] , [10] . See [21] for a brief summary of Chihara's ideas. If the support turns out to be (0, ∞) or (−∞, ∞) then the unboundedness of it poses the additional problem of whether or not one has a determined or an undetermined moment problem. For a comprehensive analysis of this problem see [44] . However, for a finite interval [a, b] the measure is necessarily unique, see [45] , and can be obtained, in principle, in 4 different ways.
There is another approach to the associated OPS problem, mainly due to Grunbaum [15] , [16] , who looks at them from the point of view of the bispectral problem. Space limitations, however, restrict us to just refer the reader to his papers.
I. Method of moments.
The moments of the measure dµ(x) are defined by
Assuming that the measure is normalized to unity so that µ 0 = 1, the first few moments can be computed by using the recurrence relation (1.11) and the orthogonality property (1.12), whether or not they are for the associated polynomials. A pattern may or may not emerge from these calculations. If it does then a guess can be made about the general formula and, hopefully, proved by induction. Then one can compute the function
which is really an asymptotic expansion of F (z) as z → ∞, that converges in the exterior of any circle |z| = r containing the interval of orthogonality in its interior.
For z ∈ [a, b], it is well-known that
is the Stieltjes transform of dµ(t). Then the familiar Perron-Stieltjes inversion formula tells us that
if and only if (2.2) holds, see [21] , [44] .
II. The generating function method. When the interval of orthogonality is bounded (or, more generally, when the moment problem is determined) one can show that
which may be compared with (1.26), where z is in the complex plane cut along the support of dµ, and the convergence is uniform on compact subsets of this cut plane, see [44] .
Note that it is not necessary to compute the denominator and numerator polynomials explicitly, only their asymptotic behaviour as n → ∞. It was pointed out in [2] that the asymptotic method of Darboux [45] can be applied to the generating functions of both {P n (x)} and {P (1) n (x)} to determine their asymptotic behaviour. Darboux's theorem, as stated in [36] , is as follows.
Let
be the Laurent expansion of an analytic function f(z) in an annulus 0 < |z| < r < ∞. By Cauchy's formula
where C is a simple closed contour in the annulus around r = 0. Let r be the distance from the origin of the nearest singularity of f(z), and suppose we can find a "comparison" function g(z) such that
is continuous in 0 < |z| < r (this can be weakened, see [36] ); (iii) the coefficients b n in the Laurent expansion
have known asymptotic behaviour. Then
n (z)t n , the generating function of the orthogonal polynomials P (k) n (z), can be computed from their 3-term recurrence relations (at least in principle) without the explicit knowledge of the polynomials themselves, one can usually locate its singularities in the complex plane which enables one to construct simpler "comparison" functions with known asymptotic behaviour. Therefore, this method is inherently simpler to use than the other methods, and have been used in a number of works on associated OPS. See, for example, [2] , [22] , [23] , [21] , [8] .
III. Special function methods. These methods are usually quite computational and rely more on inspired guesses than on the elaborate machinery of the theory of general OPS. The first step is to find an explicit form of the polynomial solution of the recurrence relation. In the case of classical orthogonal polynomials this solution also satisfies a second-order differential or difference equation which can be transformed, if necessary, into a self-adjoint form. The weight function usually reveals itself from that form. Consider, for example, the Askey-Wilson polynomials: 
So, if we replace a, b by q −n and abcdq n−1 , respectively, and then c, d, e, f, g by ae iθ , ae −iθ , ab, ac, ad, in that order, then we obtain the 3-term recurrence relation for p n (x; a, b, c, d | q):
, (2.14)
However, if we had replaced a, b, c, d, e, f, g by ae iθ , ae −iθ , q −n , abcdq n−1 , ab, ac, ad, respectively, with x = cos θ, then we would obtain the following relation from (2.11) and (2.12):
where r n (e iθ ) := p n (cos θ; a, b, c, d|q), and
Askey and Wilson [3] manipulated (2.15) to obtain the second-order divided-difference equation in a "self-adjoint" form: Unfortunately, however, this simple device does not seem to work for nonclassical OPS, and certainly not for the associated ones, classical or otherwise. Magnus [30] showed that the OPS belonging to what he calls the Laguerre-Hahn class, defined in terms of a Riccati-type difference equation, that includes the classical OPS along with the associated ones, generally satisfy linear difference or differential equations of fourth order. Magnus did not attempt to obtain the measure of orthogonality for the associated Askey-Wilson polynomials, p α n (x; a, b, c, d|q) , which satisfy the 3-term recurrence relation (2.13) with A n , B n , C n replaced by A n+α , B n+α , C n+α , but gave a scheme of how to derive the corresponding fourth order difference equation. Wimp [49] , however, was able to find an explicit fourth order differential equation for the associated Jacobi polynomials which are the q → 1 limit cases of p α n (x; q 1/2 , q α+1/2 , −q β+1/2 , −q 1/2 |q). Considering the complexity of the weight function w λ (x; a, b, c) in (1.37) for the Pollaczek polynomials it would appear that guessing the measure of orthogonality for the associated OPS or to derive it from special function formulas would be a daunting task indeed. Barrucand and Dickinson [6] discovered the weight function for the associated Legendre polynomials satisfying eqn. (1.10) by a clever manipulation of the Legendre functions of both kinds, without realizing that their results follow as special cases of Pollaczek's formulas given in (1.36)--(1.39) , see also [12] , [38] .
One may describe the special function methods and even the moment methods pretty adhoc and simple-minded, but they can be quite effective in determining the measure of orthogonality, sometimes even when it is not unique, for example, the V n (x; a) polynomials of Al-Salam and Carlitz, see [9] .
IV. Method of minimal solutions. This method, extensively used by Masson [31] [32] [33] and his collaborators [17] [18] , [21] , [26] , relies on the following ideas. A solution X (s) n of the 3-term recurrence relation Pincherle's theorem (see [31] and the references therein) states that (2.20) is a necessary and sufficient condition for the convergence of the continued fraction that corresponds to (2.19), namely,
In case of convergence the limit is simply given by −
, assuming, of course, that B n = 0, n ≥ 0. When a minimal solution exists it is unique up to a multiple independent of n. However, it was noted in [33] by means of an example that the minimal solution may change in different parts of the complex plane or from n ≥ 0 to n ≤ 0. An example of how to construct a minimal solution, when it exists, by first deriving a set of solutions of (2.19) (any two of them being linearly independent) is given in [17] .
Associated Askey-Wilson polynomials
The associated polynomials that generalize the Askey-Wilson polynomials given in (2.9) are solutions of the 3-term recurrence relation
A n+α , C n+α being the same as in (2.14) with n replaced by n + α. It was shown in [27] that the two linearly independent solutions of (3. 
is a very-well-poised basic hypergeometric series, see [14] for definitions, properties and relevant formulas. Taking a linear combination of these solutions along with the given initial conditions (p 
where 2x = z + z −1 , from which one gets the asymptotic formula:
for |z| < 1, i.e. x ∈ C/[−1, 1], and |a| < 1.
A second OPS satisfying (3.1) but a different initial condition
which corresponds to the case of zero initial death rate in the birth-and-death model discussed in section 1, was found to be, see [27] :
and hence, for |z| < 1,
Let us denote the measures of orthogonality for {p α n (x)} and {q α n (x)} by dµ
(1) (x ; α) and dµ (2) (x ; α) , respectively, with
Since A n+α , B n+α and C n+α of (3.1) and (2.14) are bounded if |a|, |b|, |c|, |d| < 1 and α ≥ 0 (we shall assume these restrictions to hold) the supports of both dµ (i) (t; α), i = 1, 2, are bounded, by [9, Th. IV 2.2] and consequently the moment problem is determined. Since the numerator polynomial corresponding to both p α n (x) and q α n (x) is a multiple of p α+1 n−1 (x) (which can be easily proved) formula (2.4) now takes the form , .
It was also shown in [27] that dµ (2) (x; α) has at most one discrete mass for 0 < q < 1, α ≥ 0 and −1 < a, b, c, d < 1, and that dµ (2) (cos θ; α) dθ (3.14) 
Masson's exceptional Askey-Wilson polynomials, see [32] , [25] that correspond to the indeterminate cases abcd = q or q 2 (see eqn. (2.14)) turn out to be the limiting case α → 0 + of p α n (x), while q α n (x) approaches the Askey-Wilson polynomials. By using the transformation theory of basic hypergeometric series a simpler form of (3.14) was found in [42] 
Assuming that max(|a|, |b|, |c|, |d|) < q (1−α)/2 , α > 0, one can derive the following integral representation [42] :
where and replace α by c in (3.14). The 10 φ 9 then is a balanced, terminating and very-wellpoised series which can be transformed by [14, III. 28] . Thus
Wilson [47] found that they are orthogonal on (−∞ The associated Wilson polynomials are, of course, the solutions of (4.13) with n replaced by n+α in λ n and µ n . Their weight function and the orthogonality properties were worked out by Ismail et al. [26] , see also [33] and [24] . In fact, the authors in [26] found two families of polynomials that correspond to the two cases we have considered in the previous section. Their weight function [26, (3.39) [26, (4.25) ] follow as the q → 1 − limit of (3.13) with the same replacements. Furthermore, the functional forms for the two polynomial systems are given by 
