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Résumé :
Dans les systèmes multiagents, les agents sont souvent
supposés être coopératifs les uns avec les autres dans
leurs échanges, ceci afin de mener à bien une tâche glo-
bale. Ils sont également souvent tenus de respecter la po-
litique d’échange d’informations du système qui régule
quels échanges sont obligatoires, permis ou interdits entre
les agents et sous quelles conditions. Comment dans ce
cas les agents peuvent-ils être à la fois coopératifs et
obéissants ? Dans cet article, nous définissons une poli-
tique d’échange d’informations particulière, que nous ap-
pelons politique de coopération, qui est la politique que
les agents doivent respecter pour être coopératifs. Ainsi,
nous ramenons la problématique d’être à la fois obéissant
et coopératif à la problématique de respecter deux poli-
tiques d’échange d’informations différentes : la politique
qui existe déjà au sein du système et la politique de coopé-
ration. Nous étudions également le cas où ces politiques
sont conflictuelles et proposons alors de nouvelles défini-
tions des caractères obéissants et coopératifs des agents.
Mots-clés : système multiagents, agent coopératif, agent
obéissant, politique d’échange d’informations
Keywords: multiagent systems, cooperative agent, infor-
mation exchange policy
1 Introduction
Le contexte général de ce travail est la modé-
lisation des systèmes formés d’agents qui co-
opèrent pour mener à bien une tâche globale et
qui sont soumis à une politique d’échange d’in-
formations règlementant les communications.
C’est le cas de la plupart des systèmes de Se-
cours et Sauvetage (Search and Rescue ou SAR)
qu’ils soient militaires ou civils. Ces systèmes
nécessitent la coordination de plusieurs agents
(avion, navire, hélicoptère, ambulances..) qui,
pour mener à bien la mission globale doivent
communiquer aux autres les informations qui
leur sont utiles mais qui doivent également res-
pecter des consignes de confidentialité sur cer-
tains types d’informations.
Dans ces systèmes, les agents doivent à la fois
communiquer de façon coopérative (et donc en-
voyer aux autres agents les informations utiles
ou supposées utiles pour leur tâche courante)
tout en respectant une politique qui peut les obli-
ger à taire une information utile ou au contraire
à diffuser une information non utile. Ceci est
précisément le problème abordé dans cet ar-
ticle : comment des agents devant être coopé-
ratifs peuvent-ils l’être lorsqu’il existe une poli-
tique régissant les communications ?
Notons qu’il est important, notamment dans des
systèmes dis critiques, de pouvoir déterminer
quel agent (ou quels agents) met en péril le sys-
tème en ayant une attitude différente de celle qui
est attendue de lui. Ainsi, dans les systèmes qui
nous intéressent, savoir si un agent est obéissant
ou non et coopératif ou non est un problème
essentiel. Les deux notions d’agent coopératif
et d’agent obéissant ont toutes deux été étu-
diées dans la littérature mais de manière indé-
pendante. Les étudier simultanément n’est pas
trivial car les formalismes utilisés pour ces deux
notions sont en général très différents l’un de
l’autre (la première notion fait référence à des
notions déontiques qui ne sont jamais utilisées
pour caractériser les agents coopératifs).
Pour résoudre ce problème, nous montrons
qu’être coopératif en matière de communica-
tion, c’est communiquer selon un ensemble de
règles que l’on appelle “politique de coopéra-
tion” et qui n’est rien d’autre qu’une politique
d’échange particulière. La question posée pré-
cédemment se ramène donc à la question de
conflits entre deux politiques d’échange : celle
qui existe dans le système et celle qui régit la
coopération.
Dans ce cadre, nous nous basons sur nos tra-
vaux précédents en matière de modélisation de
politiques d’échange [3]. Nous reprenons le for-
malisme de [8] pour modéliser les politiques
d’échange et introduire la notion de politique
cohérente.
La contribution principale de cet article est d’in-
troduire la notion de politique de coopération
comme une politique d’échange particulière ce
qui nous permet d’avoir un cadre formel unique
pour mettre en évidence les conflits et pour les
gérer.
Cet article est organisé comme suit : nous repre-
nons en section 2 le cadre formel de [8], à savoir
une logique modale déontique du premier ordre.
Dans la section 3, nous définissons dans ce
cadre formel les politiques d’échange d’infor-
mations et un certain nombre de notions asso-
ciées. Nous présentons en section 4 la politique
d’échange d’informations particulière qu’est la
politique de coopération. Nous proposons en-
suite (section 5) des nouvelles définitions des
caractères coopératifs et obéissants des agents.




Dans [8], nous avons défini une logique dé-
ontique du premier ordre (FOSDL) pour étu-
dier deux propriétés particulières des réglemen-
tations. Nous reprenons ici ce cadre formel pour
modéliser les réglementations particulières que
sont les politiques d’échange d’informations.
2.1 Langage
L’alphabet de FOSDL est composé des en-
sembles suivants de symboles non logiques :
– un ensemble P = {Q,R, . . .} de symboles de
prédicats
– un ensemble F = {f, g . . .} de symboles de
fonctions
– une modalité O représentant l’obligation
Notons que l’ensemble des fonctions d’arité 0
est appelé ensemble des constantes et est noté
C.
Nous définissons également les symboles lo-
giques suivants :
– un ensemble V = {x, x1, x2, y . . .} de sym-
boles de variables
– des connecteurs et quantificateurs : ¬, ∨, ∀, (
et ).
Définition 1 (Termes) On définit un terme ré-
cursivement de la façon suivante :
– si x est une variable de V , alors x est un
terme.
– si c est une constante de C, alors c est un
terme.
– si t1, . . . , tn sont des termes et f une fonction
d’arité n, alors f(t1, . . . , tn) est un terme.
Définition 2 (Formules de FOSDL) Les for-
mules de FOSDL sont définies récursivement
comme suit :
– si t1, . . . , tn sont des termes et Q un symbole
de prédicat d’arité n, alors Q(t1, . . . , tn) est
une formule de FOSDL.
– si ϕ est une formule de FOSDL, alors Oϕ est
une formule de FOSDL.
– si ψ1 et ψ2 sont des formules de FOSDL et x1
un symbole de variable, alors ¬ψ1, ψ1 ∨ ψ2,∀x1 ψ1 sont des formules de FOSDL.
On appelle littéral positif toute formule de la
forme Q(t1, . . . , tn) et littéral négatif toute for-
mule de la forme ¬Q(t1, . . . , tn) avec Q un
symbole de prédicat et t1, . . . , tn des termes. Un
littéral est un littéral positif ou un littéral néga-
tif.
Si ψ1 et ψ2 sont des formules de FOSDL et
x1 est un symbole de variable, nous définissons
également les abréviations suivantes :
– ψ1 ∧ ψ2 ≡ ¬(¬ψ1 ∨ ¬ψ2)
– ψ1 → ψ2 ≡ ¬ψ1 ∨ ψ2
– ψ1 ↔ ψ2 ≡ (¬ψ1 ∨ ψ2) ∧ (ψ1 ∨ ¬ψ2)
– ∃x1 ψ1 ≡ ¬∀x1 ¬ψ1
Définition 3 Les modalités représentant l’op-
tionnalité et l’interdiction (respectivement no-
tées P et F ) sont définies à partir de O comme
suit :
Pϕ ≡ ¬Oϕ ∧ ¬O¬ϕ
Fϕ ≡ O¬ϕ
Pour la suite de cet article, il est important de
noter que la modalité P représente l’optionna-
lité et non la permission. Les trois modalités
O, P et F que nous considérons correspondent
aux trois positions normatives de Kanger et Lin-
dahl [12, 15].
Une formule de FOSDL sans modalités est dite
objective. Les termes et formules de FOSDL
sans symboles de variables sont dits de base.
L’ensemble des termes de base de FOSDL est
appelé univers de Herbrand HU .
Dans les formules ∀ x ϕ et ∃ x ϕ, ϕ s’appelle la
portée du quantificateur. Une occurrence d’une
variable est libre si elle n’est dans la portée
d’aucun quantificateur. Sinon, elle est liée.
Enfin, nous appelons une substitution de base
toute fonction χ : V → HU . Si ϕ(x) est
une formule de FOSDL avec une variable libre
x, ϕ(χ(x)) est la formule ϕ dans laquelle les
occurrences libres de x ont été remplacées par
χ(x).
2.2 Sémantique
On reprend ici la sémantique développée dans
[7] pour les logiques modales du premier ordre.
La sémantique des logiques modales proposi-
tionnelles est classiquement définie en utilisant
des modèles de Kripke [13, 14]. Les modèles
sont définis par un cadre 〈W ,R〉, où W est un
ensemble de mondes et R une relation d’ac-
cessibilité entre les mondes, et une valuation V
entre les mondes et les lettres propositionnelles.
Dans le cas du premier ordre, nous définissons
des modèles en utilisant un cadre augmenté et
une interprétation du premier ordre au lieu de
V .
La sémantique des langages du premier ordre
est fondée sur un ensemble de symboles (les
objets du discours), appelé le domaine. Le do-
maine représente les objets sur lesquels les pré-
dicats vont porter par opposition aux termes
qui sont des notions purement mathématiques.
Dans le cas d’une logique modale du premier
ordre, nous devons choisir entre des cadres aug-
mentés à domaine constant ou à domaine va-
riable. Dans le premier cas, le domaine est
fixé pour tous les mondes de W , dans le se-
cond cas, chaque monde de W peut avoir son
propre domaine. Nous choisissons ici un do-
maine constant. Comme les normes que nous
étudions ne concernent que des éléments fixes,
ce choix est assez intuitif 1.
Définition 4 SoientW un ensemble de mondes,
RO une relation surW2 et D un ensemble non
vide de symboles représentant le domaine, alors
〈W ,RO,D〉 est appelé un cadre.
1. Les domaines variables peuvent néanmoins être utiles. Par
exemple, dans une logique modale doxastique du premier ordre, un
agent peut apprendre l’existence d’un objet particulier, ou un nouvel
objet peut apparaître. Notons toutefois qu’il est possible de recréer le
concept du domaine variable avec un cadre à domaine constant, par
exemple en introduisant un prédicat d’existence qui, informellement,
appliqué à un objet hypothétique, renvoie vrai si et seulement si l’ob-
jet existe dans le domaine actuel. Le lecteur pourra se référer à [7] pour
plus de détails à ce sujet.
Pour définir un modèle, nous devons définir une
interprétation du premier ordre, ce qui est fait
classiquement dans ce qui suit.
Définition 5 Une interprétation I dans un
cadre 〈W ,RO,D〉 est une application telle
que :
– pour tout symbole de constante (ou fonction
d’arité 0) de C et tout monde w ∈ W , I(c, w)
est un élément de D.
– pour tout symbole de fonction n-aire f dans
F et tout monde w ∈ W , I(f, w) est une
fonction de Dn dans D.
– pour tout symbole de prédicat n-aire Q dans
P et tout monde w ∈ W , I(Q,w) est une
relation sur Dn.
Définition 6 Un modèle M est une structure
〈W ,RO,D, I〉 où 〈W ,RO,D〉 est un cadre etI une interprétation sur 〈W ,RO,D〉.
Enfin, nous utilisons une classe de cadres qui
modélisent le comportement de l’opérateurO en
contraignant la relation d’accessibilitéRO.
Définition 7 Un modèle de FOSDL est un mo-
dèle 〈W ,RO,D, I〉 tel queRO est sérielle 2.
Nous définissons ensuite la notion de valuation
qui associe les variables du langage aux élé-
ments de D :
Définition 8 (Valuation) Soit 〈W ,RO,D, I〉
un modèle. Une valuation dans le modèle M
est une fonction V → D qui associe à chaque
variable libre x un élément de D.
Une valuation σ′ est une valuation x-variante
d’une valuation σ si σ et σ′ sont identiques sauf
en x.
Définition 9 (Evaluation des termes) Soient
〈W ,RO,D, I〉 un modèle, w un monde de W
et σ une valuation dans M. À chaque terme t,
nous associons une valeur dans un monde w,
notée (σ ? I)(t, w) comme suit :
– Si x est une variable libre, (σ ? I)(x,w) =
σ(x).
– Si c est un symbole de constante, (σ ?
I)(c, w) = I(c, w).
2. I.e. tout monde deW a un successeur parRO . Ceci nous garantit
que l’axiome DO est bien représenté par la relation d’accessibilité entre
mondes.
– Si f est un symbole de fonction d’arité n et
que t1, . . . , tn sont n termes alors
(σ ? I)(f(t1, . . . , tn)) = I(f, w)((σ ?I)(t1, w), . . . , (σ ? I)(tn, w))
Tous les termes fermés sont localement rigides,
c’est-à-dire que pour tout couple de mondes
(w, v) de W2, si wROv alors (σ ? I)(t, w) =
(σ ? I)(t, v).
Notons que nous imposons que les termes fer-
més soient localement rigides, c’est-à-dire que
les termes désignent les mêmes objets dans les
mondes qui sont accessibles les uns pour les
autres.
Au niveau de l’interprétation des prédicats, cela
nous évite d’avoir à choisir la signification
d’une formule telle que O Q(c) où c est une
constante : est-ce que cela signifie que « il est
obligatoire que l’objet représenté par c dans le
monde courant a la propriété Q » ou « il est
obligatoire que dans chaque monde accessible
depuis le monde courant, l’objet représenté par
c a la propriété Q ». c étant un terme loca-
lement rigide, il désigne le même objet dans
le monde courant et dans les mondes acces-
sibles. Les deux significations possibles sont
donc équivalentes. Dans notre cas, cela signi-
fie que les objets du monde dans lequel la ré-
glementation est définie sont identiques aux ob-
jets sur lesquels porte la réglementation. Nous
évitons ainsi des détails techniques compliqués
comme par exemple l’utilisation de l’abstraction
pour les prédicats (voir [7] pour plus de détails).
La relation de satisfaisabilité |= est définie
comme suit :
Définition 10 Soient M = 〈W ,RO,D, I〉 un
modèle de FOSDL, w un monde deW et σ une
valuation sur D. Alors :
– si Q est un symbole de prédicat n-aire et
t1, . . . , tn sont des termes, alors M, w |=σ
Q(t1, . . . , tn) si et seulement si 〈(σ ?I)(t1, w), . . . , (σ ? I)(tn, w)〉 ∈ I(Q,w).
– si ψ est une formule de FOSDL, alors
M, w |=σ ¬ψ si et seulement siM, w 6|=σ ψ.
– si ψ1 et ψ2 sont des formules de FOSDL, alorsM, w |=σ ψ1∨ψ2 si et seulement siM, w |=σ
ψ1 ouM, w |=σ ψ2.
– si Oψ est une formule de FOSDL,M, w |=σ
Oψ si et seulement si pour tout v ∈ W tel que
wROv,M, v |=σ ψ.
– si ψ est une formule de FOSDL, M, w |=σ∀x ψ si et seulement si pour toute valuation
σ′ x-variant de σ,M, w |=σ′ ψ.
Soit ψ une formule fermée de FOSDL. Si pour
une valuation σ on a M, w |=σ ψ, alors on a
pour toute valuation σ, M, w |=σ ψ. On note
alors dans ce casM, w |= ψ et on dit que ψ est
satisfaite dans w. SiM, w |= ψ pour tout w de
W , on noteM |= ψ et on dit que ψ est valide
dans M. Enfin, si M |= ψ pour tout modèle
M de FOSDL, on note |= ψ et on dit que ψ est
valide.
L’introduction de l’égalité est faite comme dans
[7].
2.3 Axiomatique
Nous allons maintenant définir un système axio-
matique pour FOSDL en suivant l’approche pro-
posée dans [7]. Dans ce qui suit, ϕ(x) est une
formule dans laquelle la variable x peut avoir
des occurrences libres. On dira qu’une variable
libre y est substituable à x dans ϕ(x) s’il n’y
a pas d’occurrence de x dans ϕ(x) qui soit une
sous-formule commençant par ∀y.
Définition 11 (Axiomes) Les formules de le
forme suivante sont des axiomes :
– les tautologies de la logique propositionnelle
(Taut)
– les axiomes de l’égalité (Eg)
– O(ϕ→ ψ)→ (Oϕ→ Oψ) (OK)
– Oϕ→ ¬O¬ϕ (OD)
– (∀x)[ϕ → ψ] → [(∀x ϕ) → (∀x ψ)] (Univ-
Dist)
– (∀x)(∀y) ϕ↔ (∀y)(∀x) ϕ (Per)
– (∀y)[(∀x) ϕ(x)→ ϕ(y)], avec y substituable
à x dans ϕ(x) (UnivInst)
– O(∀x ϕ)→ ∀x Oϕ (Bar1)
– ∀x Oϕ→ O(∀x ϕ) (Bar2)












(OD) signifie que les obligations sont cohé-
rentes ; (UnivDist) est la distributivité univer-
selle ; (Per) est la permutation ; (UnivInst) est
l’instanciation universelle ; (Bar1) et (Bar2) sont
les formules de Barcan ; (MP) est la règle de
Modus Ponens ; (Gen) est la règle de générali-
sation ; (ONec) est la règle de nécessitation pour
l’obligation.
Les théorèmes de FOSDL sont les formules
dont les formules (notées ` ϕ) qui peuvent être
déduites des axiomes et des règles d’inférence.
Proposition 1 (Validité et complétude) Le
système précédent est valide et complet par
rapport à la sémantique de FOSDL.
Preuve 1 La preuve est donnée dans [7].
3 Politiques d’échange d’informa-
tions
3.1 Définition formelle des politiques
Dans ce cadre formel, nous pouvons définir
les politiques d’échange d’information. Pour
cela, nous introduisons quelques prédicats né-
cessaires.
Définition 13 (Quelques symboles de prédicats)
– Agent(x) signifie que x est un agent
– Info(z) signifie que z est une information
– Informe(x, y, z) signifie que l’agent x in-
forme l’agent y de l’information z.
Nous définissons maintenant les formules parti-
culières que sont les règles.
Définition 14 (Règle) Une règle est une for-
mule de FOSDL de la forme :
∀x, y, z, ~v Agent(x) ∧ Agent(y) ∧ ¬(x = y)
∧ Info(z) ∧ l1 ∧ . . . ∧ ln → Informe(x, y, z)
avec n ≥ 1 telle que
1. ∀~v représente ∀v1 . . . ∀vm où {v1, . . . , vm}
est l’ensemble des variables libres appa-
raissant dans l1 ∧ . . . ∧ ln.
2.  ∈ {O,P, F}.
3. ∀i ∈ {1, . . . , n}, li est un littéral.
Dans cette définition, la contrainte (1) exprime
le fait que les règles sont des formules fermées.
Les contraintes (2) et (3) permettent d’exprimer
des règles de la forme “si x et y sont deux agents
différents et que telle condition est vraie alors
l’échange d’informations est obligatoire (resp.
optionnel ou interdit)”. On peut remarquer que
les règles que nous considérons sont des for-
mules à champ restreint 3 car les trois variables
x, y et z qui apparaissent dans le littéral sous la
modalité déontique sont présents dans trois lit-
téraux positifs prémisses de la règle : Agent(x),
Agent(y) et Info(z).
Définition 15 (Politique d’échange) Une poli-
tique d’échange d’informations est un ensemble
de règles.
Exemple 1 Dans tous les exemples de l’article,
nous illustrerons les différentes notions abor-
dées sur la même politique d’échange d’infor-
mations ρ0 que nous introduisons ici. Nous dé-
finissons tout d’abord le langage spécifique sui-
vant :
– a, b, i, i1, i2 et T sont des constantes
– x, y, z, t sont des variables
– Recoit(x, z) est un symbole de prédicat qui
signifie que l’agent x reçoit l’information z
– Theme(z, t) est un symbole de prédicat qui
signifie que l’information z a pour thème t
– NiveauRequis(x, z) est un symbole de prédi-
cat qui signifie que l’agent x a le niveau d’ha-
bilitation requis pour prendre connaissance
de l’information z.
Considérons maintenant la politique ρ0 compo-
sée des trois règles suivantes :
(PO) ∀x, y, z,
Agent(x) ∧ Agent(y) ∧ ¬(x = y) ∧ Info(z)
∧ Recoit(x, z) ∧ NiveauRequis(y, z)
∧ Theme(z, T )→ OInforme(x, y, z)
(PP ) ∀x, y, z,
Agent(x) ∧ Agent(y) ∧ ¬(x = y) ∧ Info(z)
∧ Recoit(x, z) ∧ NiveauRequis(y, z)
∧ ¬Theme(z, T )→ P Informe(x, y, z)
(PF ) ∀x, y, z,
Agent(x) ∧ Agent(y) ∧ ¬(x = y) ∧ Info(z)
∧ Recoit(x, z) ∧ ¬NiveauRequis(y, z)
→ F Informe(x, y, z)
La règle (PO) signifie que étant donnés deux
agents x et y et une information z, si x reçoit
z, que le thème de z est T et que y a le niveau
d’habilitation requis pour prendre connais-
sance de z alors x a l’obligation d’informer y
3. Les formules à champ restreint sont un fragment décidable des
formules domaine-indépendant dont on a prouvé qu’elles étaient les
seules formules du premier ordre ayant une signification en modélisa-
tion [5].
de z. La règle (PP ) stipule que si l’information
reçue par x n’a pas pour thème T mais que y a
le niveau d’habilitation requis pour en prendre
connaissance alors il est optionnel pour x
d’informer y de celle-ci. Finalement, la règle
(PF ) stipule que les agents ont l’interdiction
de transmettre des informations qu’ils reçoivent
à des agents non habilités.
3.2 Etats du monde, cohérence des poli-
tiques
Pour pouvoir décrire les différentes situations
dans lesquelles les politiques d’échanges d’in-
formations sont appliquées, nous introduisons la
notion d’état du monde.
Définition 16 (État du monde) Un état du
monde s est un ensemble complet et cohérent
de littéraux de base.
Un état du monde est une représentation syn-
taxique d’une interprétation de Herbrand. Donc,
pour tout symbole de prédicat n-aire Q, tous
termes de base t1, . . . , tn et tout état du monde
s, soitQ(t1, . . . , tn) ∈ s soit ¬Q(t1, . . . , tn) ∈ s
(c’est ce que nous appelons complet pour un état
du monde). Dans ce qui suit, quand nous décri-
vons un état du monde, nous omettrons les litté-
raux négatifs pour plus de lisibilité.
Parmi l’ensemble des états du monde pos-
sibles, nous nous intéressons plus particulière-
ment aux états du monde qui sont cohérents
avec des contraintes d’intégrité, par exemple
des contraintes physiques ou des contraintes du
domaine.
Définition 17 (Contraintes d’intégrité) Une
contrainte d’intégrité est une formule objective
fermée ne contenant pas le prédicat Informe 4.
On note IC l’ensemble des contraintes d’inté-
grité.
Définition 18 (État du monde cohérent avec IC)
Soit s un état du monde et IC l’ensemble des
contraintes d’intégrité. On dit que s est cohérent
avec IC ssi s, IC 0 ⊥.
4. C’est une hypothèse restrictive que nous discuterons en section
6.
Dans toute la suite de ce papier, nous ne tra-
vaillons qu’avec des états du monde cohérents
avec IC. Toutes les notions que nous définis-
sons dans un état du monde s devraient donc
avoir la mention “par rapport à IC”. De façon à
alléger l’écriture, nous oublions cette mention.
Nous étudions maintenant une propriété impor-
tante des politiques d’échanges d’informations :
la cohérence. Nous reprenons ici la définition
que nous avions donnée dans [8].
Définition 19 (Politique cohérente) Soient
ρ une politique d’échange d’informations, s
un état du monde cohérent avec IC. ρ est
cohérente dans s ssi ρ, s 0 ⊥.
3.3 Agent en accord avec une politique
d’échange
Intuitivement, un agent est en accord avec
une politique d’échange d’informations lors-
qu’il met en œuvre les actions prescrites par la
politique. Plus précisément, il effectue l’action
lorsque celle-ci est obligatoire et il ne l’effectue
pas lorsqu’elle est interdite. Dans le cas où une
action est considérée optionnelle par une poli-
tique, que l’agent effectue cette action ou pas, il
est en accord avec celle-ci. Formellement, nous
commençons par définir cette notion pour un
tuple puis nous l’étendons.
Définition 20 (Agent en accord avec une poli-
tique pour un tuple) Soient s un état du monde
et ρ une politique d’échange d’informations co-
hérente dans s. Supposons que Agent(a) soit
élément de s, a étant un terme de base. Soient b
et i des termes de base. Alors, on dit que l’agent
a est en accord avec la politique ρ dans l’état
du monde s pour le couple 〈b, i〉 ssi :
– si ρ, s ` OInforme(a, b, i)
alors ρ, s ` Informe(a, b, i)
– si ρ, s ` F Informe(a, b, i)
alors ρ, s ` ¬Informe(a, b, i)
Définition 21 (Agent en accord avec une politique)
Soient s un état du monde et ρ une politique
d’échange d’informations cohérente dans s.
Supposons que Agent(a) soit élément de s, a
étant un terme de base. L’agent a est obéissant
à la politique ρ dans l’état du monde s ssi il est
en accord avec ρ dans s pour tout couple 〈b, i〉
où b et i sont des termes de base.
Exemple 2 Considérons les états du monde sui-
vants :
– s0 = {Agent(a),Agent(b), Info(i),
Recoit(a, i),Theme(i, T ),NiveauRequis(b, i),
Informe(a, b, i)} 5
– s1 = {Agent(a),Agent(b), Info(i),
Recoit(a, i),Theme(i, T ), Informe(a, b, i)} 6
Supposons que l’ensemble des contraintes d’in-
tégrité IC soit vide. Considérons la politique ρ0
de l’exemple 1. On peut alors dire que :
– l’agent a est en accord avec ρ0 dans s0 car
b et i sont les seuls termes de base tels
que ρ0, s0 ` OInforme(a, b, i) et on a bien
ρ0, s0 ` Informe(a, b, i). 7
– l’agent a n’est pas en accord avec ρ0
dans s1 à cause du couple 〈b, i〉. En ef-
fet, ρ0, s1 ` F Informe(a, b, i) et pourtant
ρ0, s1 ` Informe(a, b, i).
3.4 Conflits entre politiques
Dans cette section, nous formalisons la notion
de conflits entre deux politiques d’échange d’in-
formations.
Définition 22 (Tuple conflictuel) Soient IC
l’ensemble des contraintes d’intégrité, s un
état du monde cohérent avec IC, ρ1 et ρ2 deux
politiques d’échange d’informations toutes
deux cohérentes dans s.
Le tuple 〈a, b, i〉 de termes de base est dit
conflictuel entre ρ1 et ρ2 dans l’état du monde s
ssi
ρ1, s ` 1Informe(a, b, i) et ρ2, s `
2Informe(a, b, i)
avec (1,2) ∈ {(O,P ), (O,F ), (P,O),
(P, F ), (F,O), (F, P )}.
Définition 23 (Politiques conflictuelles) Les
politiques ρ1 et ρ2 sont dites conflictuelles dans
l’état du monde s lorqu’il existe au moins un
tuple conflictuel dans s.
Proposition 2 Soient s un état du monde et ρ1
et ρ2 deux politiques d’échange cohérentes dans
s. Les politiques ρ1 et ρ2 sont conflictuelles dans




5. Remarquons que seuls les littéraux positifs sont explicités dans
les états du monde. Ainsi, ¬(a = b) est bien un élément de s0.
6. Même remarque que dans la note précédente :
¬NiveauRequis(b, i) est un élément de s1.
7. Remarquons qu’il n’existe aucun couple de termes de base
(b′, i′) tels que ρ0, s0 ` F Informe(a, b′, i′).
Preuve 2 Soient s un état du monde et ρ1 et ρ2
deux politiques d’échange cohérentes dans s.
1⇒ 2
Supposons que ρ1 et ρ2 soient conflictuelles.
Cela signifie qu’il existe un tuple de termes de
base 〈a, b, i〉 tel que ρ1, s ` 1Informe(a, b, i)
et ρ2, s ` 2Informe(a, b, i) avec
(1,2) ∈ {(O,P ), (O,F ), (P,O), (P, F ),
(F,O), (F, P )}.
On a donc ρ1 ∪ ρ2, s ` 1Informe(a, b, i) ∧
2Informe(a, b, i). On a donc ρ1 ∪ ρ2, s ` ⊥
ce qui signifie que la politique ρ1 ∪ ρ2 est
incohérente dans s.
2⇒ 1
Supposons que ρ1 ∪ ρ2 soit incohérente dans
s. Cela signifie que ρ1 ∪ ρ2, s ` ⊥. Il existe
donc des littéraux de base α1, . . . αn (chacun
des αi étant de la forme Informe(ai, bi, ii) ou
de la forme ¬Informe(ai, bi, ii) avec ai, bi et ii
des termes de base) et des formules objectives
L0, . . . , Ln tels que{L0, L1 ∨ Oα1, . . . , Lk ∨ Oαk, Lk+1 ∨¬Oαk+1, . . . , Ln ∨ ¬Oαn} soit inconsis-
tant.
L0 est la conjonction des formules de s et pour
tout i, Li ∨ αi ( ∈ {O,P, F}) est la forme
clausale d’instance de règles de ρ1 ou de ρ2.
D’après [6], cela implique que
{Oα1, . . . , Oαk,¬Oαk+1, . . . ,¬Oαn} est
inconsistent.
Toujours d’après [6], il existe donc j apparte-
nant à {k+1, n} tel que {α1, . . . , αk,¬αj} soit
incohérent.
Vue la forme des αi, on a alors deux possibili-
tés :
1. soit il existe i, l ∈ {1, k} tels que αi = ¬αl
2. soit il existe i ∈ {1, k} tel que αi = αj
Dans les deux cas, cela signifie qu’il existe un
tuple de termes de base 〈a, b, i〉 tel que ρ1 ∪
ρ2, s ` 1Informe(a, b, i)∧2Informe(a, b, i)
avec (1,2) ∈ {(O,P ), (O,F ), (P,O),
(P, F ), (F,O), (F, P )}. Les réglementations
ρ1 et ρ2 étant cohérentes dans s, on a
donc ρ1, s ` 1Informe(a, b, i) et ρ2, s `
2Informe(a, b, i), ce qui signifie bien que〈a, b, i〉 est un tuple conflictuel pour ρ1 et ρ2. Ces
deux politiques sont bien conflictuelles dans s.
Ainsi, d’après la définition précédente, si deux
politiques sont conflictuelles dans un monde co-
hérent, il existe dans ce monde un agent a dont
l’action d’informer un autre agent b de l’infor-
mation i est à la fois obligatoire et interdite, ou
obligatoire et optionnelle, ou interdite et option-
nelle. Par conséquent, pour l’action d’informer
b de i, l’agent a est face à une contradiction lo-
gique : Informer(a, b, i) est à la fois obligatoire
et non obligatoire. Et donc a ne peut pas être en
accord avec les deux politiques à la fois.
La question des réglementations conflictuelles
a déjà été abordée, dans le cas propositionnel,
dans [2]. Il a été montré que, parmi toutes les
méthodes de gestion de conflits, la seule mé-
thode qui avait du sens était celle qui consistait à
exprimer une priorité entre les réglementations
conflictuelles. Nous reprenons cette idée ici et
l’adaptons dans le cas des politiques d’échange
conflictuelles.
Définition 24 (Priorité d’une politique)
Soient s un état du monde et Agent(a) un
élément de s. Soient ρ1 et ρ2 deux politiques
d’échange d’informations cohérentes dans s.
On dit que ρ1 est prioritaire par rapport à
ρ2 pour l’agent a dans s ssi pour tout tuple
conflictuel entre ρ1 et ρ2 dans s, l’agent a est en
accord avec ρ1 pour ce tuple dans s.
La priorité d’une politique ρ1 par rapport à une
autre politique ρ2 pour un agent a consiste donc
à faire en sorte qu’en cas de conflit entre ces
deux politiques, l’agent a obéisse à ρ1.
4 La coopération : une politique
d’échange particulière
Nous présentons maintenant la notion de co-
opération et en proposons une modélisation en
terme de politique d’échange.
4.1 Définition de la coopération
De nombreux travaux portent sur la notion de
coopération. Plus précisément, les maximes de
Grice ([9]) qui décrivent un échange coopéra-
tif entre deux agents ont été formalisées dans
de nombreux travaux ([10, 4, 17, 1, 11]) .
Dans [16], nous faisons un état de l’art des
travaux traitant de la coopération et proposons
plusieurs définitions formelles de cette notion,
toutes étant basées sur la notion d’utilité des in-
formations pour les agents, également définie
dans ces travaux. Une de ces définitions peut
être décrite de la manière suivante : l’agent a
est coopératif vis-à-vis de l’agent b si et seule-
ment si l’ensemble des informations échangées
de a vers b est exactement l’ensemble des infor-
mations que a juge être utiles pour l’agent b.
Il est possible d’affaiblir quelque peu cette défi-
nition :
Définition 25 (Agent coopératif (informel))
Un agent a est coopératif vis-à-vis d’un agent b
si et seulement s’il informe b des informations
qu’il juge être utiles pour celui-ci et il n’informe
pas b des informations qu’il juge ne pas être
utiles pour celui-ci.
4.2 Modélisation de la coopération
Considérons deux prédicats particuliers :
– CroitUtile(x, y, z) qui signifie que l’agent x
croit que l’information z est utile pour l’agent
y
– CroitPasUtile(x, y, z) qui signifie que
l’agent x croit que l’information z n’est pas
utile pour l’agent y 8.
Pour modéliser le fait que les agents ne peuvent
avoir de croyances incohérentes quant à l’utilité
d’une information pour un autre, nous suppo-
sons que la formule suivante, notée (BD), ap-
partient à l’ensemble des contraintes d’intégrité
IC :
∀x, y, z,
¬CroitUtile(x, y, z) ∨ ¬CroitPasUtile(x, y, z)
Définition 26 (Politique de coopération) On
appelle politique de coopération la politique
d’échange d’informations composée des trois
règles suivantes :
(CO) ∀x, y, z,Agent(x) ∧ Agent(y) ∧ ¬(x = y)
∧ Info(z) ∧ CroitUtile(x, y, z)
→ OInforme(x, y, z)
(CF ) ∀x, y, z,Agent(x) ∧ Agent(y) ∧ ¬(x = y)
∧ Info(z) ∧ CroitPasUtile(x, y, z)
→ F Informe(x, y, z)
(CP ) ∀x, y, z,Agent(x) ∧ Agent(y) ∧ ¬(x = y)
∧ Info(z) ∧ ¬CroitPasUtile(x, y, z)
∧ ¬CroitUtile(x, y, z)→ P Informe(x, y, z)
Cette politique est notée ρcoop.
8. L’utilisation d’une modalité doxastique est délicate dans notre
cas car cette modalité doit être indexée par des agents qui sont des
constantes de notre langage. Ainsi, nous passons par les deux prédicats
CroitUtile et CroitPasUtile pour modéliser la croyance.
La règle (CO) (resp. (CF )) signifie qu’un agent
x a l’obligation (resp. l’interdiction) d’informer
un autre agent y de l’information z s’il croit
(resp. ne croit pas) que l’information z est utile
pour y. La règle (CP ) signifie que pour les
autres informations (celles pour lesquelles x ne
sait pas si elles sont utiles ou non pour y), il est
optionnel pour x d’informer y de celles-ci. On
peut remarquer que ces trois règles prescrivent
l’attitude d’un agent coopératif. Ainsi, le carac-
tère coopératif d’un agent peut être vu comme le
fait qu’il soit en accord avec la politique de co-
opération. Autrement dit, être coopératif, c’est
être obéissant à cette politique de coopération.
Dans la suite de cet article, nous confondrons
les termes coopératif dans un état du monde s
et en accord avec ρcoop dans s.
Exemple 3 Nous reprenons le langage défini
dans l’exemple 1. Cette fois-ci, IC contient la
règle (BD). Considérons les états du monde
suivants 9 :
– s2 = {Agent(a),Agent(b), Info(i),
CroitUtile(a, b, i), Informe(a, b, i)}
– s3 = {Agent(a),Agent(b), Info(i),
CroitPasUtile(a, b, i), Informe(a, b, i)}
L’agent a est coopératif dans s2 car
ρcoop, s2 ` OInforme(a, b, i) et on a
bien ρcoop, s2 ` Informe(a, b, i) 10. Par
contre, il n’est pas coopératif dans s3
car ρcoop, s3 ` F Informe(a, b, i) et
ρcoop, s3 ` Informe(a, b, i).
Nous pouvons remarquer que pour tout tuple
〈a, b, i〉, il existe une règle de ρcoop qui indique
s’il est obligatoire, interdit ou optionnel d’in-
former. C’est ce que nous appelons dans [8]
une politique complète. La complétude de ρcoop
vient du fait que pour tout tuple 〈a, b, i〉, une
et une seule des préconditions des trois règles
(CO), (CP ) et (CF ) est vraie. Autrement dit,
étant donnés deux agents a et b et une informa-
tion i, un et un seul des cas suivants est vrai :
– a croit que i est utile pour b
– a croit que i n’est pas utile pour b
– a ne sait pas si i est utile pour b
9. Notons que ces états sont bien cohérents avec IC.
10. Notons que 〈a, b, i〉 est le seul tuple pour lequel une règle de
ρcoop peut être appliquée.
5 Etre coopératif et obéissant
5.1 Modélisation formelle de la probléma-
tique
Nous étudions maintenant le cas où les agents
doivent être à la fois coopératifs et obéissants
à une politique d’échange d’information. Pour
cela, nous appelons pi la politique d’échange
d’informations que les agents sont tenus de res-
pecter 11.
Nous avons vu que le caractère coopératif d’un
agent se traduit par son obéissance à ρcoop.
Ainsi, demander aux agents d’obéir à pi et d’être
coopératif revient à leur demander de respecter
les deux politiques d’échange d’informations pi
et ρcoop.
Pour un tuple de termes donnés 〈a, b, i〉, on no-
tera coops(a, b, i) (resp. pol s(a, b, i)) pour repré-
senter le fait que l’agent a est en accord avec
ρcoop (resp. pi) dans le monde s pour le tuple
〈a, b, i〉.
Dans certains systèmes, les politiques pi et ρcoop
sont conflictuelles. Par exemple, il peut être
obligatoire (par la politique d’échange) d’en-
voyer une information non-utile (et donc être
non-coopératif) ou il peut être interdit (pour des
raisons de confidentialité) de transmettre des in-
formations qui sont pourtant utiles.
Pour gérer ces conflits, les agents doivent donc
donner la priorité à une des deux politiques
d’échange : les agents sont soit prioritairement
obéissants (ils donnent la priorité à la politique
pi), soit prioritairement coopératifs (ils donnent
la priorité à la politique de coopération ρcoop).
Dans la suite de cette partie, nous traitons suc-
cessivement ces deux cas.
5.2 Priorité à la politique pi
Dans cette partie, nous nous plaçons dans
un état du monde s et nous supposons que
Agent(a) appartient à s. Supposons que l’agent
a considère que la politique pi est prioritaire.
Nous regardons alors dans quel cas nous pou-
vons qualifier cet agent de coopératif.
Considérons le tuple 〈a, b, i〉, dans lequel b et i
sont des termes. En considérant que pi est prio-
11. Dans le cas où les agents seraient soumis à plusieurs politiques
d’échange d’informations, pi représente la fusion ou l’aggrégation de
celles-ci. La fusion de réglémentations est étudiée dans [2].
ritaire et en étant en accord avec celle-ci, le fait
qu’un agent soit coopératif ou non-coopératif
est parfois contraint, notamment dans les deux
cas suivants :
– lorsque pi et ρcoop prescrivent la même posi-
tion normative alors en étant en accord avec pi,
a est également en accord avec ρcoop et donc
coopératif
– lorsque pi et ρcoop prescrivent respective-
ment l’obligation et l’interdiction d’informer
(ou inversement l’interdiction et l’obligation),
alors en étant en accord avec pi, a est en désac-
cord avec ρcoop et donc non-coopératif.
On peut voir que dans ces deux cas, l’agent
a ne “choisit pas” d’être coopératif ou non-
coopératif. La coopération ou non-coopération
est contrainte par l’obéissance à pi.
Lorsque ρcoop prescrit l’optionnalité de l’envoi
alors quelle que soit l’attitude mise en œuvre par
l’agent a, il est coopératif. Dans ce cas non plus,
a ne choisit pas vraiment d’être coopératif puis-
qu’il l’est toujours.
Lorsque pi ne prescrit rien par rapport au tuple
〈a, b, i〉 ou lorsque qu’elle prescrit l’optionnalité
de l’envoi, alors quelle que soit l’attitude de a, il
est en accord avec pi. Cette fois-ci, l’agent a peut
donc choisir de mettre en œuvre l’attitude qui le
fait être en accord avec ρcoop. Plus précisément,
il informe si ρcoop prescrit une obligation d’in-
former et il n’informe pas si ρcoop prescrit une
interdiction d’informer.
Toutes ces situations sont présentées sur la table
1.
La seule marge de manœuvre de l’agent a pour
choisir d’être coopératif ou non correspond à la
dernière situation décrite (qui correspond égale-
ment aux deux dernières colonnes de la table 1).
C’est donc dans ce cas précis que la caractère
coopératif d’un agent s’exprime vraiment lors-
qu’il doit également être obéissant. C’est ce que
nous appelons être coopératif sous contrainte.
Définition 27 (Coopératif sous contrainte)
Soit s un état du monde qui contient Agent(a).
pi est une politique d’échange et ρcoop la poli-
tique de coopération. Supposons que a donne
la priorité à la politique pi dans s. On dit alors
que a est coopératif sous contrainte dans s ssi
pour tout couple 〈b, i〉 où b et i sont des termes :
si s, pi 0 OInforme(a, b, i) et s, pi 0
F Informe(a, b, i) 12 alors l’agent a est en
accord avec ρcoop dans s pour 〈b, i〉.
12. On peut noter que si s, pi 0 OInforme(a, b, i) et s, pi 0
Ainsi, l’agent est coopératif sous contrainte si,
dans le cas où pi n’oblige ni interdit l’échange
d’informations, il est en accord avec la politique
de coopération ρcoop.
Exemple 4 Dans cet exemple, nous prendrons
la politique ρ0 définie dans l’exemple 1 comme
politique d’échange d’informations régissant
les communications du système. Considérons
l’état du monde suivant :
s4 = {Agent(a),Agent(b), Info(i1),
Recoit(a, i1),NiveauRequis(b, i1),Theme(i1, T ),
CroitPasUtile(a, b, i1), Informe(a, b, i1),
Info(i2),Recoit(a, i2),NiveauRequis(b, i2),
CroitUtile(a, b, i2), Informe(a, b, i2)}
On peut noter que ρcoop et ρ0 sont toutes deux
cohérentes dans s4. Supposons que l’agent a
considère que la politique ρ0 est prioritaire sur
ρcoop dans s4.
Regardons dans un premier temps l’attitude de
l’agent a pour le couple 〈b, i1〉.
On a ρ0, s4 ` OInforme(a, b, i1) et
ρcoop, s4 ` F Informe(a, b, i1). Le tuple
〈a, b, i1〉 est conflictuel pour s4. On a
ρ0, s4 ` Informe(a, b, i1), ce qui correspond
bien au fait que ρ0 soit prioritaire. Cela signifie
également que l’agent a est non-coopératif dans
s4 pour le couple 〈b, i1〉. Cependant, sur ce cas,
cette attitude est contrainte par l’obéissance à
ρ0.
Regardons maintenant l’attitude de a pour le
couple 〈b, i2〉. On a ρ0, s4 ` P Informe(a, b, i2)
et ρcoop, s4 ` OInforme(a, b, i2). Le tuple
〈a, b, i2〉 est également conflictuel pour s4. On
a ρ0, s4 ` Informe(a, b, i2). L’agent a est donc
en accord avec ρ0 dans s4 pour 〈b, i2〉. Il est
également en accord avec ρcoop donc coopératif
dans s4 pour 〈b, i2〉.
Ainsi, dans s4, on ne peut pas dire que l’agent
a soit coopératif car il n’est pas en accord avec
ρcoop pour 〈b, i1〉. Cependant, lorsque la poli-
tique ρ0 le permet, a est en accord avec ρcoop.
L’agent a est donc coopératif sous contrainte
dans s4.
5.3 Priorité à la politique ρcoop
Nous pouvons procéder de même en supposant
que l’agent a est prioritairement coopératif.
Les différents cas sont présentés sur la table 2.
On peut alors définir la notion d’agent obéissant
sous contrainte :
F Informe(a, b, i) alors soit s, pi 0 P Informe(a, b, i) soit aucune
règle de pi ne s’applique à 〈a, b, i〉 dans s.
Politique pi
Obligation Interdiction Optionnalité Pas de règle
Obligation coops ¬coops coops ssi Inf (a, b, i) coops ssi Inf (a, b, i)
Pol. Interdiction ¬coops coops ¬coops ssi Inf (a, b, i) ¬coops ssi Inf (a, b, i)
ρcoop Optionnalité coops coops coops coops
TABLE 1 – Priorité pour la politique pi
Politique ρcoop
Obligation Interdiction Optionnalité
Obligation pol s ¬pol s pol s ssi Inf (a, b, i)
Pol. Interdiction ¬pol s pol s pol s ssi ¬Inf (a, b, i)
pi Optionnalité pol s ¬pol s pol s
Pas de règle pol s ¬pol s pol s
TABLE 2 – Priorité pour la politique ρcoop
Définition 28 (Obéissant sous contrainte)
Soit s un état du monde qui contient Agent(a).
pi est une politique d’échange et ρcoop la poli-
tique de coopération. Supposons que a donne la
priorité à la politique ρcoop dans s. On dit alors
que a est obéissant sous contrainte ssi pour tout
couple 〈b, i〉 où b et i sont des termes :
si s, ρcoop 0 OInforme(a, b, i) et s, ρcoop 0
F Informe(a, b, i) alors l’agent a est en accord
avec pi dans s pour 〈b, i〉.
6 Conclusion
La première contribution de ce papier est l’ap-
proche originale pour traiter du caractère coopé-
ratif d’un agent. En effet, un agent est coopé-
ratif si et seulement s’il obéit à une politique
d’échange d’informations particulière que nous
appelons politique de coopération.
Cette approche permet de traiter de manière
très simple le cas d’agents coopératifs au sein
d’un système multiagent dans lequel il existe
une politique d’échange d’informations. En ef-
fet, la problématique se ramène à la gestion de
conflits entre deux politiques d’échange d’in-
formations. Nous pouvons alors définir ce que
signifie être coopératif ou obéissant (que nous
appelons coopératif sous contrainte et obéissant
sous contrainte) lorsque les agents sont soumis
aux deux politiques d’échange d’informations.
Ceci constitue la deuxième contribution de cet
article.
Ce travail peut être étendu de plusieurs ma-
nières.
Tout d’abord, le fait que les contraintes d’in-
tégrité ne puissent pas porter sur le prédicat
Informe constitue une limite de ce travail. Pour
pallier ce problème, il serait possible de consi-
dérer que les contraintes d’intégrité doivent être
vraies dans tous les mondes et donc également
dans les mondes “idéaux” définis par la po-
litique d’échange. En d’autres termes, il fau-
drait que les contraintes d’intégrité soient obli-
gatoires. La réalisation de ce travail est une pre-
mière extension possible.
Notons également que ce travail a été effec-
tué dans un souci de modélisation des sys-
tèmes multi-agents. Un travail futur serait de
construire un prouveur automatique de théo-
rèmes ou un « model checker » pour valider for-
mellement nos résultats.
Nous nous sommes intéressés dans cet article
à une définition particulière de la coopération
qui s’adaptait plutôt bien à la forme de politique
d’échange. Si l’on prenait une autre définition
de la coopération, sa traduction en terme de po-
litique d’échange constituerait une extension in-
téressante.
Nous avons développé ici un modèle très simple
des notions déontiques. Ainsi, nombre de pro-
blèmes classiques de logique déontique ne sont
pas traités ici : contrary-to-duties, normes avec
exceptions, obligations collectives. Il faudrait
donc définir une logique qui permettrait de trai-
ter ces problèmes.
Enfin, pour pouvoir travailler avec des poli-
tiques d’échange d’informations plus générales,
ce travail doit être étendu, en particulier en
considérant des notions comme le temps et l’ac-
tion. La question du temps est très importante
lorsqu’on modélise des politiques et nous de-
vrions considérer différents types de temps par-
mis lesquels, au moins, le temps de validité des
normes et les deadlines imposeés sur les obliga-
tions.
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