ABSTRACT The effectiveness of automatic key concept or keyphrase identification from unstructured text documents mainly depends on a comprehensive and meaningful list of candidate features extracted from the documents. However, the conventional techniques for candidate feature extraction limit the performance of keyphrase identification algorithms and need improvement. The objective of this paper is to propose a novel parse tree-based approach for candidate feature extraction to overcome the shortcomings of the existing techniques. Our proposed technique is based on generating a parse tree for each sentence in the input text. Sentence parse trees are then cut into sub-trees to extract branches for candidate phrases (i.e., noun, verb, and so on). The sub-trees are combined using parts-of-speech tagging to generate the flat list of candidate phrases. Finally, filtering is performed using heuristic rules and redundant phrases are eliminated to generate final list of candidate features. Experimental analysis is conducted for validation of the proposed scheme using three manually annotated and publicly available data sets from different domains, i.e., Inspec, 500N-KPCrowed, and SemEval-2010. The proposed technique is fine-tuned to determine the optimal value for the parameter context window size and then it is compared with the existing conventional n-gram and noun-phrase-based techniques. The results show that the proposed technique outperforms the existing approaches and significant improvements of 13.51% and 30.67%, 12.86% and 5.48%, and 13.16% and 31.46% are achieved, in terms of precision, recall, and F-measure when compared with noun-phrasebased scheme and n-gram-based scheme, respectively. These results give us confidence to further validate the proposed technique by developing a keyphrase extraction algorithm in the future.
I. INTRODUCTION
Automatic keyphrase identification is a challenging problem in many application areas such as text mining, document categorization and summarization, information retrieval and extraction, and ontology learning. Several approaches are proposed in the literature to address this problem that can be broadly categorized into two classes (i.e. supervised and un-supervised approaches). Candidate feature selection is a fundamental task in every proposed solution, and thus the efficiency and robustness of the methods mainly depend on the underlying candidate feature extraction technique. A comprehensive and syntactically correct list of candidate feature may ensure a robust set of keyphrases.
Conventionally, n-gram or noun-phrase based techniques are used for candidate feature extraction. However, the existing approaches have certain limitations which make it difficult to obtain a comprehensive list of candidate phrases. One problem in the n-gram based approach is that, the length of n-grams is restricted; secondly, the candidate phrases are most likely incorrect grammatically, besides they do not always capture complete information [1] . Similarly, the noun phrases, which can be a single noun or group of words that work as a noun, have the problem that not all nouns are keyphrases and conversely, there might be phrases other than nouns that are potentially keyphrases or part of a keyphrase. For instanse, in the key concept 'extracting concepts,' the 'extracting' is a verb with type verb gerund (VBG) not noun (NN), however, potentially it is similar to the concept of 'concept extraction'. The same way, when the keyphrase 'distributed computing' is parsed, the word 'distributed' was tagged as VBN, that is verb. So, if we use the linguistic pattern (Adjective)*(noun)+ to find noun phrases as candidates, then many important key concepts, like the ones mentioned in the previous example, might be missed.
We assume that creating a parse tree of a sentence depicts a complete picture of the sentence. It shows the overall structure and the relationship between various parts of the sentence. For instance, the parse tree of the lengthy sentence ''The strongest rain ever recorded in India shut down the financial hub of Mumbai, snapped communication lines, closed airports and forced thousands of people to sleep in their offices or walk home during the night, officials said today'' [2] is given in Figure 1 , which not only shows the POS tags of words but interlinks various parts of the sentence. So, analyzing a sentence parse tree and extracting meaningful candidate phrases based on parsing technique is more effective compared to relying only on POS tagging and linguistic patterns.
Furthermore, after the analysis of a sentence structure, it can be classified as simple, compound or complex sentence. A simple sentence consists of one clause, where clause in English has at least two parts, i.e., noun phrase and verb phrase. A compound sentence has two or more clauses joined by coordinating conjunctions, while a complex sentence has one main clause and one or more adverbial clauses joined by subordinating conjunctions [3] . Therefore, the basic unit of a sentence that gives a complete information about a key concept can be a clause structure. Most clauses consist of a noun phrase, verb phrase and prepositional phrase. So, we assume that for effective candidate feature extraction all of the three kinds of phrases should be considered simultaneously instead of noun phrases alone, and the task can be best accomplished by analyzing a sentence in the form of a parse tree structure.
Based on the rationale discussed above, we developed a novel parsing-based technique for candidate feature extraction. This research contributes by
• Introducing a new approach that significantly improves candidate feature extraction from unstructured text for key concepts identification.
• Providing a method for extracting contextual information as a part of candidate features, that can be utilized for semantic based information retrieval. The rest of the paper is organized as follows: Section II presents the related studies on candidate feature extraction. The proposed technique is described in details in Section III. In section IV we present the details of the experiments conducted and discuss the results. Section V concludes the paper with future work recommendation.
II. RELATED WORK
Candidate feature extraction is a common task in almost all approaches for key concepts identification and most of them rely on the two conventional techniques in this regard (i.e. n-gram based, and noun phrases-based approaches). The n-gram based techniques for candidate features extraction [4] - [9] aim at reaching a maximum recall. However, as discussed in section I, the problem with the n-gram approach is that the length of n-grams is restricted. Furthermore, n-grams are most likely incorrect grammatically and do not always capture complete information [1] . An alternative solution to this problem is the use of certain linguistic patterns based on part-of-speech (POS) tags or noun phrases [1] , [10] - [16] . These techniques follow Hulth observation that most keyphrases are noun phrases [17] . The first preprocessing step in these algorithms consists of part-of-speech (POS) tagging, which provides tags to each individual word in a sentence and makes it easy to retrieve noun phrases as candidate features. Nevertheless, not all nouns are keyphrases and there might be phrases other than nouns that are potentially keyphrases or part of a keyphrase. Also, it is hard to find linguistic patterns that cover all the key concepts. Although a majority of the approaches depend on the above two techniques for candidate features extraction, some other solutions have been proposed for the subtask. Boudin and Morin [18] use a multi-sentence compression approach based on word graph [19] , [20] , to obtain the initial candidate features, that is,s what they have called compression candidates. This approach constructs a directed word graph from a set of input sentences. The nodes in the graph represent the unique words and the edges show the structure of the original sentences (i.e. word sequence). The common paths in the graph are used to obtain the compression candidates. Another approach for candidate features extraction is based on word expansion [21] . This approach first generates a set of core words to find out competitive positions for potential keyphrases. After that a technique based on core word expansion trees is used to produce candidate features from these positions. The technique ensures that a maximum of two candidates are generated from each occurrence of the core word. Some others have used heuristic approaches [22] , [23] .
Wang et al. [24] and Zheng et al. [25] utilize description knowledge for keyphrase extraction and select candidate phrases with respect to Wikipedia using Wikipedia Miner for mapping between the given document and Wikipedia entities.
Bennani-Smires et al. recently developed a technique which is also based on the noun phrase approach using linguistic patterns of POS tags [26] . It selects those phrases that consist of zero or more adjectives and followed by one or more nouns.
Some other recent works aim at exploiting keyword extraction for text classification. Wu et al. [27] proposed a probabilistic approach for keyword extraction that is inspired by visual attention mechanism. Individual words are considered as candidate features which are further assigned probability-based scores. Hu et al. have used distributed representation of words in extracting keywords for patent classification [28] . In this approach words are used as candidate features which are assigned rank based on cosine similarity of the candidate word with the centroid word of the given document.
To overcome the shortcomings of the existing conventional approaches, we propose a novel technique for candidate feature extraction based on sentence parsing. In the next section we describe the proposed technique in detail. Figure 2 shows the block diagram of our proposed technique. The steps of the proposed technique are as follows:
III. PROPOSED TECHNIQUE
A. SENTENCE PARSE TREE GENERATION In this step the input document is first split into a list of sentences. The list is then passed to the sentence parser, which creates parse trees for each of the sentences and return a list of parse trees. We employ the Stanford Parser for this purpose [29] . The list of the tree structures is then passed to the next step of candidate features extraction to be further analyzed for meaningful candidate features.
B. CANDIDATE PHRASE EXTRACTION
After document parsing, the next step is to generate a comprehensive list of candidate phrases by extracting the meaningful parts from the sentence tree structures. For each sentence we cut the tree into subtrees, then from each subtree we branch out noun phrases and verb phrases along with prepositional phrases and join the leaves of the subtree labeled either as NP, or VP to produce a candidate phrase. Besides, for each candidate phrase the list of POS tags is also extracted from the respective subtree that will be utilized in subsequent steps. Description of part-of-speech (POS) tags used in this work is given in Table 1 which is taken from [30] .To obtain an effective list of candidate features, the returned candidate phrases need to undergo a filtration process, which is carried out in the next step.
C. FILTERING THE CANDIDATE PHRASES
The filtering process contributes a lot to the performance, so it is an important stage of the candidate feature extraction. The obtained list of candidate phrases is filtered using some heuristic rules defined based on our observation. A candidate C i is included in the final list of candidates if it satisfies the following heuristic rules. These rules are employed to get a list of meaningful and syntactically correct candidate phrases. 1) The list of POS tags POS i of the candidate C i , must be member of ValidPOS, where
2) The length of the candidate phrase C i (in terms of words) should fall within a ContextWindow, where the ContextWindow is the cut-off level for the length of candidate phrases at which the highest recall value is achieved for the datasets. This ContextWindow is determined experimentally, by varying it from 5 to 10. Although, we have observed that mostly the key phrases consist of less than 7 words including stop words, in our approach we allow a candidate phrase to carry context information for the key concept it represents. Therefore, the maximum length of the candidate phrase is bound by the context window. In other words, a candidate phrase length is the sum of actual length of the key concept it represents, and the length of the context information. 3) POS tags POS i of the candidate C i should be such that POS i ∩ ValidNouns = ∅, where ValidNouns = {'NN , 'NNS, 'NNP, 'NNPS, 'VBG }, which means that each candidate must have at least one POS from this set. 4) The candidate should not end with a stop word. 5) The candidate should not contain a punctuation mark. 6) The candidate is allowed to consist of only ASCII letters, digits and hyphen (-). 7) Single terms may be considered as a candidate if its POS tag follow the condition that, POS i ∩ ValidTerms = ∅, where ValidTerms = {'NNS, 'NNP, 'NNPS, 'VBG } which means that single terms should not be too common.
D. REDUNDANT PHRASE ELIMINATION
The filtered list may still contain redundant phrases, as one phrase may be part of another phrase. So, the next step focuses on removal of the redundant phrases to get the desired comprehensive list of the candidate features by eliminating the overlapping between phrases. We iterate over the candidate phrase list obtained from the previous step and eliminate the redundant phrases using the following conditions. 1) If the verb phrase VP j is part of the VP i and both belong to the same sentence then eliminate VP j . 2) If the noun phrase NP j is part of the NP i and both belong to the same sentence then eliminate NP j .
IV. EXPERIMENTS AND RESULTS
The experiments performed deal with validating and optimizing the proposed technique for candidate feature extraction to obtain effective and robust performance. In this section first, we describe the datasets and the evaluation measures used in these experiments and then present the performance of the proposed technique while tuning the values of the parameters used in various steps of the algorithm so that optimal settings are achieved. After that, we evaluate the performance of the proposed technique for candidate features selection against the previously used conventional approaches (i.e. n-gram and noun-phrase-based approaches). For sake of demonstration, we present brief empirical analysis to show the impact of the proposed technique on keyphrase extraction. Finally, we present an anecdotal evidence of our proposed technique.
A. DATASETS AND EVALUATION MEASURES
The following corpora was choosen from three different domains for the evaluation: (1) The benchmarking SemEval-2010 task 5 dataset [7] , [8] . The dataset consist of 244 articles form scientific domain, out of them 144 are for training purpose and 100 are for the testing. The (2) 500N-KPCrowd [31] dataset which is comprised of news stories. (3) The third dataset used in this paper is a collection of scientific publication abstracts from the Inspec database which was built by Hulth and used in [17] and [32] . This dataset contains 2000 abstracts where for each of which there are two kinds of keyphrases: controlled and uncontrolled keyphrases; the controlled ones are restricted by a given dictionary while the uncontrolled ones are assigned by the experts. The statistics of selected datasets are given in Table 2 . The following measures are used to evaluate the performance of the proposed technique.
1) Precision is a measure of the probability that if a concept is selected as keyphrase by an method then it is a actually a key concept. The precision gives the proportion of the correctly extracted keyphrases among all of the retrieved phrases. 2) Recall is a measure of the probability that if a concept is selected as keyphrase then the method will correctly identify it. The recall gives the proportion of the correctly extracted key concepts among all the gold standard keyphrases. 3) F-measure The tradeoff between precision and recall is that if the aim is to identify all keyphrases then the recall might be a maximum of 100%, but the precision at k th recall value (denoted as P@K for simplicity) may tend to 0%. On the other hand, if the objective is to optimize in such a way that each extracted concept is really a key concept, then the P@K might be reaches to 100%, however, the chances to identify all key concepts will be tend to 0%. So, another measure, that is, F-measure is commonly used in information retrieval that gives a maximum value, in case, there is a balance between the precision and the recall. The high value of the F-measure would mean a reasonably high score of both the precision and the recall [33] - [35] . The F-measure is the harmonic mean of the precision and recall:
B. FINE-TUNING
As described in section III, the crucial step in the proposed algorithm for candidate feature selection is to determine the optimal size of the parameter ContextWindow (in term of words). This can be varying from one dataset to another, depending on the knowledge domain covered by the dataset and size of the documents. However, the value for the parameter can be set empirically through experiments. Theoretically, the optimum value for the context window size is the least cut-off point at which maximum recall value is achieved. In the following lines we describe the details of the experiments performed to optimize the proposed technique on the parameter for candidate phrase maximum length.
1) EXPERIMENTAL DETAILS
The experiments were performed using the benchmark datasets described earlier (i.e. Inspec,500N-KPCrowed and SemEval-2010). For each of the three datasets the list of candidate features was obtained with varying cut-off points for the parameter ContextWindow ∈ {5, 6, 7, 8, 9, 10}. Thus, in total 18 (3 × 6) lists of candidate features were obtained for the three datasets. The results were evaluated using the performance measure recall, as the optimum value of the ContextWindow will give the highest recall score. The value of the ContextWindow was set to the least cut-off point at which overall maximum recall value was achieved for the three datasets.
2) RESULTS
The results at varying cut-off points, of the proposed technique for candidate feature extraction on the selected benchmark datasets are given in Table 3 .The highest recall values at optimal cut-off levels for the parameter ContextWindow are shown in bold face. It can be seen from the table that highest recall on Inspec dataset is achieved when the ContextWindow is set at the least cut-off level 9, whereas, on 500N-KPCrowed and SemEval-2010 the optimal settings are achieved at ContextWindow size 10.
TABLE 3. Recall (%) at various cut-off levels (context window).
3) DISCUSSIONS Table 3 compares the results at varying cut-off points for the parameter ContextWindow on the selected datasets. Overall, with the increase in the size of the ContextWindow, a gradual increase in the recall score can be seen on all of the three datasets. A smaller context window means that a candidate phrase with larger size will not be accommodated in the window, and thus the key concept that is represented by the candidate phrase will not be extracted, resulting a lower recall value. On the other hand, a larger context window will accommodate more gold standard keyphrases which will ultimately result in a higher true positive rate. However, as a cut-off point is always needed, the least level is selected at which maximum recall is achieved. Another point is that the difference between recall values at two consecutive cut-off levels tend to zero with the increase in the context window size; this can also be attributed to the fact that for smaller context window the recall is less than recall with larger context window.
On Inspec dataset the recall reaches a maximum of 75.495% at the least cut-off value 9, meaning that the maximum true positive rate among the total gold standard keyphrases for Inspec dataset is achieved when the context window is set to at least 9 words. Nevertheless, the improvement in the recall, with the increase in the cut-off level, is low because this dataset consists of short documents which may not contain very lengthy sentences and most of the gold standard key concepts are accommodated under smaller context windows. In contrast, on 500N-KPCrowed and SemEval-2010 datasets significant improvement in recall can be seen across the cut-off levels, as the documents in these datasets are very long compared to Inspec dataset, having greater chances of containing length sentences and candidate phrases.
Another aspect to discuss is that recall values on a dataset also depend on the average number of gold standard keyphrases in that dataset with respect to size of its documents. So, a dataset having larger number of gold standard keyphrases may gain relatively smaller recall values. For example, the average number of gold standard phrases in 500N-KPCrowed dataset is higher than the other datasets with respect to the size of the documents in the dataset, therefore, the overall recall values on this dataset are less than the other datasets. On the other hand the SemEval-2010 has very lengthy full-text scientific articles but having less number of average gold standard phrases that might have attributed to comparatively higher recall scores.
Overall, to make a generalized setting for the context window on all of the selected dataset, it can be observed in Figure 3 that although the recall at the cut-off level 9 is very close to that of 10, the optimal setting for the parameter ContextWindow is 10 words. 
C. COMPARISON WITH CONVENTIONAL TECHNIQUES
These experiments focus on comparing the proposed technique with the previously used conventional approaches. As most of the existing algorithms selects n-grams or noun-phrases as candidate features. In contrast, we have developed the technique based on the sentence parse tree. So, in this experiment we evaluate the results of the proposed technique for candidate features extraction against the n-gram and noun-phrase-based approaches. For this purpose, we used the publicly available implementation of both the n-gram and noun-phrase-based approaches for candidate features extraction [36] . In the following lines the details of the experiments are presented.
1) EXPERIMENTAL DETAILS
In the previous experiment the proposed technique for candidate feature extraction was fine-tuned for the parameter ContextWindow size to obtain optimal setting for performance. In this experiment, for each of the selected datasets a list of candidate features was extracted from every document of the dataset, with the fine-tuned technique. The result from each document was evaluated against the gold standard files provided with each of the datasets, using the performance measures precision,recall and F-measure described earlier.
After this, the mean values of the measures were determined for each of the datasets. The same procedure was adopted to evaluate the results of the conventional approaches for candidate features extraction. Finally, the mean values of the performance measures were used for evaluation of the proposed technique against the prevailing techniques. 
2) RESULTS
In Table 4 the results of the proposed and the existing conventional approaches (i.e. noun-phrase-based and n-grambased), for candidate features extraction are shown. The significant scores achieved in terms of precision, recall and F-measure are highlighted in bold face. From the results it is evident that the proposed technique achieves significant improvement over the existing approaches. On Inspec dataset the improvement can be observed with highest precision, recall and F-measure scores at 36.229%, 75.495% and 46.623% respectively. On the 500N-KPCrowed dataset the maximum score is achieved for precision and F-measure with 61.857% and 57.085%, respectively. A very significant improvement in terms of recall can be seen on SemEval-2010 dataset, where the score reaches a highest so far value of 84.470%. The average of the performance measures on all three datasets is shown in Table 5 . 
3) DISCUSSION
The common trade-off between precision and recall is that with the increase in recall, the Precision degrades. For efficient candidate feature extraction it is required to improve recall but not at the cost of significant degradation of precision. Therefore, the objective of the study is to improve the recall value, aiming at reducing the difference between precision and recall.
On Inspec dataset in which the documents consist of abstracts from scientific articles, the proposed technique is highly successful to achieve the goal. As can be observed in Table 4 , the proposed technique outperforms the conventional approaches and significant improvement is achieved in terms of precision, recall and F-measure. The second highest recall is achieved by the n-gram based approach but the problem here is that the precision is very low. As in the n-gram based approach all the combinations of n-grams are extracted to produce the list of candidate features. Therefore, it is expected that the extracted candidate features may cover many of the gold standard key concepts and result in a rather high recall, but at the same time the extracted list of features will be too long that results in very low precision. The noun-phrase based approach only focuses on the longest sequence of nouns and adjectives, so, the precision may be rather high but the recall will be low because not necessarily all key concepts are sequence of nouns and adjectives. In contrast, the proposed approach extracts all meaningful phrases regardless of any number of particular part of speech words (e.g. nouns etc). Therefore, the proposed technique covered maximum gold standard key concepts, thus improved all precision, recall and F-measure.
On the 500N-KPCrowed dataset, the scene is slightly different, the recall score of N-gram on 500N-KPCrowed dataset is higher than the proposed. To better understand the reasons that contribute to the fact, the point should be kept in view that the documents in the 500N-KPCrowed dataset are comparatively longer in size than that of Inspec dataset as described earlier (Table 2) . Also, with respect to the average document size, the average number of gold standard key concepts per document (out of them mostly are single words) in the 500N-KPCrowed dataset is greater than the Inspec dataset. Now to discuss the reasons for the elevated recall score of n-gram, we can say that as discussed earlier it is expected for n-gram to achieve high recall score and because on the 500N-KPCrowed dataset most of the single words in the gold standard will be present in the extracted list. On the other hand, the proposed technique uses a controlled mechanism to consider single words as a candidate feature. Therefore, the n-gram approach will result in a rather higher recall score. However, as the goal of the study is to maximize recall but not at the cost of significant degradation of precision, so, it can be observed that the proposed technique is quite successful in reaching the target as significant improvement is made in terms of precision and f-measure
On SemEval-2010 dataset the proposed technique outperforms in terms of recall. The common observation for the precision-recall trade-off is that with the increase in recall the precision decreases. However, here again the proposed approach is successful in achieving the goal, the recall is significantly improved while the precision is slightly degraded.
It can be observed from the results that the precision values of all the competitive algorithms is quite low on SemEval-2010 as compared to the other datasets. This can be attributed to the fact that the precision depends on the average number of extracted phrases per document and the average number of gold standard phrases per document. In other words, for a larger document with less number of gold standard phrases the precision will be low. As shown in Table 2 the average document size in SemEval-2010 is much larger than 500N-KPCrowed and Inspec datasets while, with respect to the size, the average number of gold standard phrases per document is lower. Therefore, on SemEval-2010 a skewed distribution of the recall and precision values can be seen. The box plots in Figures 4, 5 , and 6 compare the overall performance of the proposed technique with its competitors, on all of the selected datasets, in terms of precision, recall and F-measure respectively. It can be observed that overall, the proposed technique outperforms the noun-phrase and ngram based approaches, as the mean values for all the three matrices (i.e. precision, recall and F-measure) are significantly improved. 
4) STATISTICAL SIGNIFICANCE TESTS a: STUDENT'S T-TEST
To verify that the proposed approach obtained a statistically significant improvement over the conventional techniques, we performed multiple two-sample one-tailed t-test. The data is processed separately by each technique, and three lists, comprising of precision, recall and F-measure scores for each document of the selected datasets, are generated. Two of the lists for the proposed and a compared one, were the input for the hypothesis test. The null hypothesis states that:
where µ 1 is the mean of the precision, recall or F-measure columns for the proposed technique and µ 2 represents the mean for either of the respective column for another technique. The research hypothesis states that:
The tests results show that for each two-sample t-test between the proposed and a comparing technique, the null hypothesis H 0 is rejected in favor of the research hypothesis H 1 (P < 0.001). That is to say that overall the proposed technique for candidate feature extraction achieved a statistically significant improvement on all the datasets in comparison with the conventional techniques as shown in Table 6 . Tables 7 and 8 . The column Sig. in Table 8 shows that the null hypothesis H 0 : µ 1 = µ 2 = µ 3 is rejected in favor of the research hypothesis H 1 that states that the means of Precision, Recall and F-measure for at least one algorithm are significantly different than the others. 
D. IMPACT ON KEYPFRASE EXTRACTION
An additional experiment is performed to show how the proposed technique contributes towards keyphrase extraction. For this purpose, we integrated our proposed technique with the baseline method TF-IDF [8] . The conventional n-gram based algorithm is replaced with our proposed technique for candidate phrases extraction in the baseline method TF-IDF. The resulting hybrid technique is evaluated against the TopicRank [1] and the original TF-IDF method. The TopicRank is based on noun phrase approach while the original TF-IDF is based on n-gram approach for candidate feature extraction. We used the publicly available implementation of both methods [36] .
1) EXPERIMENTAL DETAILS
In this experiment, for each document of the SemEval-2010 dataset a list of top 15 key concepts were extracted with the hybrid technique. The results from each document were evaluated against the gold standard files provided with the dataset, using the precision, recall and F-measure. After this, the mean values of the performance measures were computed at each rank position of the extracted keyphrases. The same procedure was adopted to evaluate the results of the TF-IDF and TopicRank.
2) RESULTS
In Table 9 the results of the proposed Hybrid and the existing approaches (i.e. TF-IDF and TopicRank) are shown. The significant scores achieved in terms of precision, recall and F-measure are highlighted in bold face. From the results it is evident that the hybrid technique TF-IDF-Hybrid achieved significant improvement over the baseline method TF-IDF and comparable with TopicRank at cut-off levels of top 5 and top 10 keyphrases. However when extracting top 15 key concepts, the TF-IDF-Hybrid achieves maximum recall and F-measure scores of 19.71% and 19.49% respectively.
3) DISCUSSION
The impact of using the proposed technique as a foundation for keyphrase extraction can be observed in Figure 7 and 8. The F-measure curve of TfIdfHybrid show that for each cut-off level of the top N key concepts, the performance of TF-IDF improves significantly after replacing the n-gram based technique with the proposed algorithm for candidate feature extraction. The same effect can be seen in the precision-recall curve (i.e. for each percent value of recall the precision improved). Both the figures indicate that the improvement is so obvious and is comparable with the stateof-the-art method TopicRank. This suggests that the proposed technique has the potential to provide firm basis for key concepts identification, especially, when the semantic aspects are considered.
E. ANECDOTAL EVIDENCE
Here we show an anecdotal evidence for our proposed algorithm. In Figure 9 a sample input text from Inspec dataset along with the gold standard key concepts is given. The document is processed by our proposed algorithm and the VOLUME 6, 2018 FIGURE 9. A sample input text along with the gold standard key concepts from Inspec dataset. candidate features are extracted. Table 10 shows the output of our proposed technique for the sample document, along with the POS tags and type of the phrase. The phrases from candidate features that match with the gold standard are shown in bold face. We can see that the extracted list contains all the meaningful key concepts from the gold standard, allowing some contextual information around the key concepts, thus achieving 100% recall, 50% precision and 66.67% F-measure score for the sample document.
V. CONCLUSION
In this paper, we introduced a novel technique to extract candidate features from unstructured text documents for key concepts identification. In the proposed algorithm, we utilized parsing technique to analyze the sentence structures for candidate features extraction. The advantage of our technique is that it provides a mechanism to extract a comprehensive and meaningful list of candidate features which carry contextual information for the key concept it represents. This contextual information can be utilized for semantic based information extraction and retrieval. We conducted two kind of experiments, first to determine the optimal value for the parameter Context Window and second, to compare it with the conventional approaches. The experimental results show that the proposed technique achieved the overall significant improvement of 13.51%, 5.482% and 13.168% in terms of precision, recall and F-measure respectively, and it has the potential to be effectively utilized for the improvement of keyphrase extraction.
In future, we will further improve the candidate feature extraction by integrating it with WordNet to enrich the extracted list of candidate features. We will also investigate the use this technique as a sub task for semantic based indexing and key concepts identification from unstructured text.
