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REGION CROSSING CHANGE ON SURFACES
JIAWEI CHENG, ZHIYUN CHENG, JINWEN XU, AND JIEYAO ZHENG
ABSTRACT. Region crossing change is a local operation on link diagrams. The behavior of region
crossing change on S2 is well understood. In this paper, we study the behavior of (modified)
region crossing change on higher genus surfaces.
1. INTRODUCTION
In knot theory, an unknotting operation usually means a special local operation in a tangle
such that any knot can be transformed to the unknot by a finite sequence of such local opera-
tions. One example of unknotting operation is crossing change, due to the fact that ascending
knot diagrams represent the unknot. Crossing change is a very important local operation in
knot theory. Investigating the behaviors of knot invariants under one crossing change plays an
important role in the study of unknotting number. See [12] for a nice expository survey about
crossing change. Besides of crossing change, there are several other well studied unknotting
operations in knot theory. For examples, ♯-operation [10],△-operation [11] and n-gon move [2]
illustrated in Figure 1 are all proved to be unknotting operations.
b b b b b b
#-operation ∆-operation n-gon move
FIGURE 1. Some unknotting operations
In this paper we are concerned with a new local operation, say the region crossing change,
which was first introduced by Ayaka Shimizu in [13]. Let K be a knot diagram, and R a region
of R2 \ K (for simplicity, we also call R a region of K), then applying region crossing change on
R yields a new knot diagram, which is obtained from K by reversing all the crossing points inci-
dent to R. Figure 2 indicates how to convert the trefoil knot into the unknot by applying region
crossing change on region R. In fact, not only this diagram of trefoil knot can be transformed
into a diagram representing the unknot. Let K be a knot diagram and S a set of some crossing
points in K. Following [5], we say S is region crossing change admissible if one can obtain a new
knot diagram K′ from K by a finite sequence of region crossing changes, here K′ is obtained
from K by switching all the crossing points in S. As the main result of [13], Ayaka Shimizu
actually proved the following result.
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R
FIGURE 2. Region crossing change on R
Theorem 1.1 ([13]). Each crossing point in a knot diagram is region crossing change admissible.
It follows immediately that region crossing change is an unknotting operation for knot dia-
grams. In other words, for any knot diagram one can always find some regions of it, such that
applying region crossing change on these regions yields a diagram representing the unknot.
Note that Reidemeister moves are prohibited during this process, otherwise one can simply
use some ♯-operations or n-gon moves to untie any given knot, since both of them are special
cases of region crossing change. However, it is not difficult to observe that in general region
crossing change can not convert every link into a trivial link (consider Hopf link). A natural
question is when region crossing change is an unknotting operation for link diagrams. This
question was answered by the second author in [5].
Theorem 1.2 ([5]). Let L = K1 ∪ · · · ∪ Kn be a link diagram, then region crossing change is an
unknotting operation on L if and only if for any 1 ≤ i ≤ n we have ∑
j 6=i
lk(Ki,Kj) = 0 (mod 2).
As a corollary, we find that whether region crossing change is an unknotting operation
does not depend on the choice of the diagram. It is an intrinsic property of the link itself.
Furthermore, the effect of region crossing change on link diagrams is well understood. For a
given link diagram, by ignoring all the crossing information one obtains a 4-valent graph on
the plane. We call this graph the medial graph or simply the projection of the given link diagram.
Notice that if two link diagrams can be connected by some region crossing changes then they
must have the same projection, since Reidemeister moves are prohibited. Now we assume
L = K1 ∪ · · · ∪ Kn and L
′ = K′1 ∪ · · · ∪ K
′
n are two link diagrams on the plane with the same
projection. Then L and L′ are related by a finite sequence of region crossing changes if and only
if
∑
j 6=i
lk(Ki,Kj) = ∑
j 6=i
lk(K′i ,K
′
j) (mod 2)
for any 1 ≤ i ≤ n.
A variety of (modified) region crossing changes can be found in [1, 8] and [9].
Since the behavior of region crossing changes on the plane (or S2) is well understood, in this
paper we will move from S2 to closed orientable surfaces with higher genera. We will count the
number of equivalence classes of link diagrams with the same projection on surfaces under re-
gion crossing changes (with a little modification). Recently, Dasbach and Russell considered an
analogous question in [6]. The differences between our results and that in [6] will be discussed
in Section 3 and Section 4 in detail.
The rest of this paper is organized as follows. Section 2 introduces the incidence matrix
of a link diagram. It turns out that in order to study region crossing change, it suffices to
investigate the Z2-rank of the incidence matrix. In Section 3 we turn to region crossing changes
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on surfaces. First we modify the definition of region crossing change a little bit. Then for a
given link diagram (or a projection) L we define a graph GL based on the behavior of region
crossing changes. Several properties of this graph will be discussed. Section 4 is devoted to
prove the main result, Theorem 4.1. The last section, as its title suggests, contains some results
about the original region crossing changes on surfaces and also some problems we encounter
in this case.
2. REGION CROSSING CHANGE AND INCIDENCE MATRIX
For a given graph G, let us use VG and EG to denote the vertex set and edge set respectively.
Recall that the incidence matrix MG can be defined in the following manner
MG = (mx,y), x ∈ VG and y ∈ EG
where
mx,y =
{
1 if y is incident to x;
0 otherwise.
Nowwe want to use the incidence matrix of a graph to define an incidence matrix for a link
diagram. Let L denote a link diagram. Since the projection of L is a 4-valent planar graph, it
follows that it is possible to color all the regions of L in checkerboard fashion. In other words,
each region will be colored white or black, such that any two regions share the same arc on
the boundary have different colors. Without loss of generality, we always assume that the
unbounded region has the white color. Nowwe assign a vertex to each black region, and if two
black regions are connected by several crossing points then we add the same number of edges
between the corresponding two vertices. In this way we obtain a planar graph TL, called the
Tait graph associated to L.
Remark 2.1. One can also assign a sign to each edge of TL to obtain the signed Tait graph, from
which L can be recovered. But we do not need it here.
Denote the dual graph of TL by T
′
L. Notice that there is a 1-1 correspondence between ETL
and ET ′L . By using this correspondencewe can put the two incidence matrices together to obtain
a new matrix ML as follows
ML =
(
MTL
MT ′L
)
r×c
,
here r and c denote the number of regions and crossings in L respectively. We name ML the
incidence matrix of L and remark that ML actually is not well-defined. It depends on the order
of regions and the order of crossing points. However the rank of it is well defined.
Example 2.2. Consider the figure-8 knot diagram K illustrated in Figure 3, and now we have
MK =


1 1 0 0 0
1 0 1 1 0
0 1 1 1 1
0 0 0 0 1
1 1 1 0 0
0 0 1 1 0
1 1 0 1 1


.
From Example 2.2 it is easy to observe that the incidence matrix is closely related to the
operation region crossing change. Let us make it more clear. As before, assume L is a link
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R1
R2 R3 R4
R5
R6
R7C1 C2
C3
C4
C5
FIGURE 3. A figure-8 knot diagram
diagram on the plane (or S2). Let us use {R1, · · · , Rr} and {C1, · · · ,Cc} to denote the set of
regions and the set of crossing points respectively. Now the incidence matrix ML is a r × c
matrix and each entry belongs to Z2(= Z/2Z), the field consists of two elements 0 and 1. Note
that L may be splittable, hence r 6= c+ 2 in general. According to the definition of ML, there
exists a one-to-one correspondence between the regions and the row vectors of ML. Moreover,
the positions of 1’s of a row vector tells us which crossing points will be switched if we apply
region crossing change on the corresponding region. In order to understand the effect of region
crossing change on some regions, one only needs to read the positions of 1’s in the sum of the
corresponding row vectors. Throughout the entire paper when we perform row or column
operations we always work over Z2 coefficients unless otherwise specified. Let us abuse our
notation, letting Ri refer both to a region of L and to the corresponding row vector of ML. Now
Theorem 1.1 can be restated as, for a knot diagram K, each row vector (0, · · · , 0, 1, 0, · · · , 0) can
be written as the sum of some row vectors of MK. In other words, rankZ2(MK) = c. Recall that
for a knot diagram we always have r = c+ 2.
Remark 2.3. With a given unknotting operation, it is natural to consider the associated unknot-
ting number. If one defines the unknotting number with respect to region crossing change to
be the minimal number of region crossing changes needed to convert a knot K to the unknot
among all the knot diagrams of K, then any nontrivial knot has unknotting number one [2].
By ignoring the over/undercrossing information of L, we obtain the projection of L. Since
each crossing point can be assigned an overcrossing or an undercrossing, there are totally 2c
different link diagrams corresponding to this projection. Assume each component has a fixed
orientation, we assign 0 (1) to a crossing point if it is positive (negative). Now each of these 2c
link diagrams corresponds to a row vector in Zc2. We say two link diagrams are (region crossing
change) equivalent if they are related by a finite sequence of region crossing changes. Equiva-
lently speaking, two link diagrams with the same projection are equivalent if the difference of
the corresponding row vectors can be represented as the sum of some row vectors in ML. The
result below follows immediately.
Proposition 2.4. Let L be a link diagram with c crossing points, among all the link diagrams with the
same projection as L, the number of equivalence classes under region crossing changes equals 2c−rankZ2 (ML).
In particular, every crossing point is region crossing change admissible if and only if rankZ2(ML) = c.
Consequently, if one wants to count the number of equivalence classes it suffices to calculate
rankZ2(ML). For link diagrams on the plane (or S
2), we have the following result, which can
be regarded as a generalization of Theorem 1.4 in [3].
Proposition 2.5. Let L = K1 ∪ · · · ∪ Kn be a link diagram on the plane, and r the number of regions,
then rankZ2(ML) = r− n− 1.
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Proof. In [3], it was proved that if the projection of L is connected, then we have rankZ2(ML) =
c− n+ 1. Now let us assume that the projection of L has s components, i.e. L = L1 ∪ · · · ∪ Ls,
where the projection of each Li (1 ≤ i ≤ s) is a connected component. Assume the sub-link Li
has ci crossing points. It follows that r =
s
∑
i=1
(ci + 2)− (s− 1) =
s
∑
i=1
ci + s+ 1 = c+ s+ 1. By
suitably choosing the order of regions and the order of crossings, the incidence matrix ML has
the form
ML =


M′L1
M′L2
. . .
M′Ls−1
M′Ls
M1×c1 M1×c2 · · · M1×cs−1 M1×cs


,
where
ML1 =
(
M′L1
M1×c1
)
, · · · ,MLs =
(
M′Ls
M1×cs
)
.
Here the last row vector corresponds to the unbounded region. Since each column vector ofML
contains at least three 1’s, it follows that the bases of the column spaces of {MLi} (1 ≤ i ≤ s)
form a basis for the column space of ML. Recall that rankZ2(MLi) = ci − ni + 1, where ni
denotes the number of knot components of Li. As a consequence, we have
rankZ2(ML) =
s
∑
i=1
rankZ2(MLi) =
s
∑
i=1
(ci − ni + 1) = c− n+ s = r− s− 1− n+ s = r− n− 1.

Remark 2.6. Instead of the column space, one can also prove Proposition 2.5 by considering
the row space. Actually, for each 1 ≤ i ≤ s the row vector M1×ci can be written as a linear
combination of some row vectors of M′Li . Let us take a moment to explain the reason. Recall
that a crossing point in a link diagram is nugatory if there exists a S1 on the plane which meets
the link diagram only at this crossing point. Obviously for a nugatory crossing point on the
plane, there are only three regions around it. Otherwise, locally the four regions around a
crossing point would be distinct. Now if the link diagram Li contains no nugatory crossing
point, then M1×ci is equal to the sum of all row vectors in M
′
Li
. If there exist some nugatory
crossing points in Li, by using the algorithm in [13] or [3] one can suitably choose some regions
of Li such that the sum of the corresponding row vectors in M
′
Li
equals M1×ci , which also
follows that rankZ2(ML) =
s
∑
i=1
rankZ2(MLi).
Corollary 2.7. Let L = K1 ∪ · · · ∪Kn be a link diagram on the plane, then each crossing point is region
crossing change admissible if and only if each Ki is isolated.
Proof. We use the same notation as above. According to Proposition 2.4, each crossing point
is region crossing change admissible if and only if rankZ2(ML) = c. Since rankZ2(ML) =
r− n− 1, it follows that c = r− n− 1 = c+ s+ 1− n− 1 = c+ s− n, which implies s = n. 
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Remark 2.8. Proposition 2.5 provides a method to calculate the number of knot components
of a link from the Tait graph and its dual. We want to remark that actually the Tait graph
itself completely determines the component number. This is because the projection of the link
diagram can be recovered from the Tait graph. Or, from another viewpoint, the dual graph
depends on the embedding of the Tait graph. Due to Whitney’s 2-isomorphism theorem [15], a
pair of links corresponding to different embeddings of the same Tait graph can be connected by
some mutations (e.g. [4]). Since mutation preserves the component number, it follows that the
component number does not depend on the dual graph. Or, one can also consider the mod-2
Laplacian matrix of the Tait graph. Denote the set of vertices of the Tait graph as {v1, · · · , vm},
then the mod-2 Laplacian matrix is defined as (aij)m×m, where aii equals to the degree of vi
and aij equals to the number of edges between vi and vj. As the name suggested, all entries
take values in Z2. It was proved in [7] that the number of components of the associated link
is equal to the nullity of the matrix (aij)m×m, which also means that the component number is
determined by the Tait graph. A new self-contained proof of this result was given by Silver and
Williams in [14].
3. REGION CROSSING CHANGE ON SURFACES
3.1. Modified region crossing change. Now we turn to study the behavior of region crossing
changes on link diagrams on Σg. Here Σg denotes a closed orientable surface of genus g. When
the ambient space is changed from S2 to Σg, there are two main differences:
(1) For a given crossing point, locally there exist four regions around it. For S2, there are two
possibilities: these four regions are mutually distinct, or two opposite regions are part
of the same region. In the second case, this crossing point must be nugatory. However,
if the ambient space is Σg, one region can appears i times around a crossing point, here i
runs over {0, 1, 2, 3, 4}. For example, consider the link diagram on T2 (see Figure 4), the
region R appears i times around Ci (0 ≤ i ≤ 4).
(2) For a link diagram on S2, it is well known that we can always color all the regions in
checkerboard fashion. However, this is not the case for all link diagrams on Σg. For
example, the link diagram in Figure 4 does not admit a checkerboard fashion coloring.
Note that the fact of existing a checkerboard fashion coloring plays an important role in
[13] and [6].
C0 C1
C2
C3
C4
R
FIGURE 4. A 6-component link diagram on T2
In order to overcome these difficulties, we make a little modification on the definition of
region crossing change. Let L be a link diagram on Σg and R a region of it. If R appears i times
around a crossing point C, then taking region crossing change on Rwill switch C i times. From
now on when we say “region crossing change”, it always refers to this modified version.
REGION CROSSING CHANGE ON SURFACES 7
Remark 3.1. This is not the first time to study this kind of region crossing change in the litera-
ture. In [1], Kazushi Ahara and Masaaki Suzuki considered the single counting rule and double
counting rule, which corresponds to the original region crossing change and our modified ver-
sion (on S2) respectively. For higher genus surface, this modified region crossing change was
also studied by Dasbach and Russell in [6], by using the Bolloba´s-Riordan-Tutte polynomial.
The different point is, in their paper they assumed that each region of a link diagram is a disk,
i.e. the projection of the link diagram is cellularly embedded on Σg. Besides, they also assumed
that each link diagram admits a checkerboard fashion coloring, which ensures the existence of
Tait graph. Both assumptions are not needed in our paper.
With this new version of region crossing change, for a given link diagram on Σg one can
similarly define the incidence matrix. The only different thing is, now if a region touches a
crossing point i times, then the corresponding entry equals i (mod 2). For example, the new
incidence matrix associated to the diagram in Figure 3 has the form
MK =


1 1 0 0 0
1 0 1 1 0
0 1 1 1 1
0 0 0 0 1
1 1 1 0 0
0 0 1 1 0
1 1 0 1 0


,
since R7 touchesC5 twice. It is routine to check that Proposition 2.4 still holdswith respect to the
modified region crossing change. In other words, in order to count the number of equivalence
classes of link diagrams with the same projection on Σg, our main task is to figure out the
Z2-rank of the incidence matrix.
3.2. The graph GL. In order to have a better understanding of the effect of region crossing
changes on a link diagram L on Σg, it is convenient to introduce a new graph, which is denoted
by GL in this paper.
Let L be a link diagram on Σg with crossing number c, then there are totally 2
c different
link diagrams having the same projection as L. The graph GL consists of 2
c vertices, each
one corresponds to one of these 2c link diagrams. Now for each region, if two link diagrams
are related by one region crossing change on this region then we add an edge connecting the
corresponding two vertices. In particular, if a region touches every crossing point even times,
then for each vertex of GL it adds a loop connecting this vertex to itself. As an example, consider
the link projection on T2 consisting of a meridian and a longitude. The corresponding graph
has two components, each one consists of a vertex and an edge connecting the vertex to itself.
As another example, Figure 5 illustrates a trefoil knot diagram and its associated graph GK.
The graph GL contains a lot of information about region crossing changes. For example, the
number of components of GL is equal to the number of equivalence classes of link diagrams
with the same projection as L under region crossing changes. In particular, each crossing point
of L is region crossing change admissible if and only if GL is connected. On the other hand,
if a trail of EGL forms a circuit then applying region crossing changes on the corresponding
regions preserves every crossing point of L. The following proposition tells us that GL is highly
symmetrical.
Proposition 3.2. Let u and v be two vertices of GL, then there exists an isomorphism h from GL to itself
which brings u to v.
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b
b
b
b
b
b
b
b
C2C1
C3
(0,1,1) (1,0,0)
(0,0,0) (1,1,1)
(1,0,1)
(0,1,0)
(1,1,0) (0,0,1)
K GK
FIGURE 5. A trefoil knot diagram K and its associated graph GK
Proof. Fix an orientation for each component of L, as mentioned in Section 2, there is a one-to-
one correspondence between the row vectors of Zc2 and the vertex set of GL. Furthermore, if
two vertices are adjacent, then the difference of the corresponding row vectors is equal to the
row vector corresponding to the edge connecting them. For the sake of simplicity, let us use
the same symbol to denote a vertex in GL, the corresponding link diagram and the associated
row vector. Now the map h : GL → GL which sends w ∈ VGL to w + v − u is the desired
automorphism of GL. Notice that w and w
′ are adjacent if and only if w+ v− u and w′ + v− u
are adjacent. 
Corollary 3.3. All connected components of GL are isomorphic.
It is an interesting question to ask which kind of graph can be realized as GL for some link
diagram L on Σg. Or for the sake of simplicity, we can restrict ourselves to knot diagrams on
the plane. Note that in this case each graph is connected, see Corollary 3.5 below.
3.3. Homotopy invariance. The main aim of this paper is to count the number of components
of GL. Especially, we want to know when GL is connected. Proposition 2.4 tells us that the key
ingredient is rankZ2(ML). We end this section with an important property of rankZ2(ML).
Theorem 3.4. Let L be a link diagram on Σg with r regions, then r− rankZ2(ML) is invariant under
Reidemeister moves.
Proof. We check three Reidemeister moves one by one.
• The first Reidemeister move Ω1:
R2
R3
R
′
1
R
′
3
R
′
2
C1
Ω1
L L
′
FIGURE 6. Reidemeister move Ω1
Suppose link diagrams L and L′ are related by one Ω1. Denote the set of regions of L
and L′ by {R2, R3, · · · , Rr} and {R′1, R
′
2, R
′
3, · · · , R
′
r} respectively, see Figure 6. Since L
′
has one more region than L, it is sufficient to prove rankZ2(ML) + 1 = rankZ2(ML′). If
R2 and R3 are different regions, then we have
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rankZ2(ML′) = rankZ2


1 0 · · · 0
0
1
0 ML
...
0


= rankZ2


1 0 · · · 0
0
0
0 ML
...
0


=
rankZ2(ML) + 1.
If R2 and R3 are the same region, it suffices to combine the second row vector above
with the third row vector. In this case, we still have rankZ2(ML′) = rankZ2(ML) + 1.
• The second Reidemeister move Ω2:
R
′
1
R
′
3
R
′
2
C1 C2
R
′
4
R
′
5
R3
R2
R4
Ω2
L L
′
FIGURE 7. Reidemeister move Ω2
For the second Reidemeister move, see Figure 7, this time let us use {R2, R3, R4} and
{R′1, R
′
2, R
′
3, R
′
4, R
′
5} to denote the regions of L and L
′ that involved in Ω2. We continue
our discussion in two cases.
(1) If R′4 and R
′
5 are distinct regions of L
′, then L′ has two more regions than L, hence it
suffices to prove that rankZ2(ML) + 2 = rankZ2(ML′). If R
′
2, R
′
3, R
′
4, R
′
5 are mutually
distinct regions, then we have
rankZ2(ML′) = rankZ2


1 1 0 · · · 0
1 1 r′2
1 1 r′3
1 0 r′4
0 1 r′5
...
...


= rankZ2


1 1 0 · · · 0
0 0 r′2
0 0 r′3
0 0 r′4 + r
′
5
0 1 r′5
...
...


=
rankZ2


1 1 0 · · · 0
0 1 r′5
0 0
0 0 ML
0 0
...
...


= rankZ2(ML) + 2.
If some of {R′2, R
′
3, R
′
4, R
′
5} are parts of the same region, it suffices to combine the
corresponding row vectors into one row vector. For example, if R′3 and R
′
5 are
actually the same region (hence R3 and R4 also denote the same region), let us still
use R′3 to denote this region. One can image this by adding a tube connecting the
two regions R′3 and R
′
5 on the plane. In this case, it suffices to combine R
′
4 with R
′
3
and one computes
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rankZ2(ML′) = rankZ2


1 1 0 · · · 0
1 1 r′2
1 0 r′3
1 0 r′4
...
...

 = rankZ2


1 1 0 · · · 0
1 0 r′3
0 0
0 0 ML
...
...

 =
rankZ2(ML) + 2.
Other cases can be verified in a similar manner.
(2) If R′4 and R
′
5 are parts of the same region of L
′ (still denoted by R′4), in this case L
′ has
only one more region than L. Then we are needed to show that rankZ2(ML) + 1 =
rankZ2(ML′). Similarly, let us first consider the simplest case that R
′
2, R
′
3, R
′
4 are
mutually distinct regions, then
rankZ2(ML′) = rankZ2


1 1 0 · · · 0
1 1 r′2
1 1 r′3
1 1 r′4
...
...

 = rankZ2


1 1 0 · · · 0
0 0 r′2
0 0 r′3
0 0 r′4
...
...

 =
rankZ2


1 1 0 · · · 0
0 0
0 0 ML
0 0
...
...

 = rankZ2(ML) + 1.
Other cases can be verified similarly as above. We omit the details here.
• The third Reidemeister move Ω3:
C1
C2 C3
C1
C3 C2
L L
′
R1
R2
R3
R4
R5
R6 R7
R
′
1
R
′
2
R
′
3
R
′
4
R
′
5
R
′
6
R
′
7
Ω3
FIGURE 8. Reidemeister move Ω3
Assume L and L′ are two link diagrams which are related by one Ω3 (see Figure 8),
let us use {R1, · · · , Rr} and {R
′
1, · · · , R
′
r} to denote the regions of L and L
′ respectively.
We only check the case that R1, · · · , R6 (hence also R
′
1, · · · , R
′
6) are mutually different.
Other cases can be proved in a similar manner.
Notice that ML and ML′ have the following forms
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ML =


1 1 0 r1
1 0 0 r2
1 0 1 r3
0 0 1 r4
0 1 1 r5
0 1 0 r6
1 1 1 0 · · · 0
...
...
... M


and ML′ =


0 0 1 r1
0 1 1 r2
0 1 0 r3
1 1 0 r4
1 0 0 r5
1 0 1 r6
1 1 1 0 · · · 0
...
...
... M


.
Here each ri (1 ≤ i ≤ 6) denotes a row vector of Z
c−3
2 , and M denotes a (r− 7)× (c− 3)
matrix. As before, we use r and c to denote the number of regions and the number of
crossing respectively. Since there is a one-to-one correspondence between the regions
of L (L′) and row vectors of ML (ML′), we will use the same notation to denote a region
and the corresponding row vector. Notice that Ri + R7 = R
′
i (1 ≤ i ≤ 6) and R7 = R
′
7,
it follows immediately that rankZ2(ML) = rankZ2(ML′). Together with the fact that L
and L′ have the same number of regions. The proof is finished.

Corollary 3.5. With the modified region crossing change, for each n-component link diagram L on the
plane, we have rankZ2(ML) = r − n − 1. In particular, each crossing point of a knot diagram on the
plane is region crossing change admissible.
Proof. Note that rankZ2(ML) only depends on the projection of L, and each n-component link
projection is homotopy equivalent to the disjoint union of n simple closed curves. 
Remark 3.6. Modified region crossing change is an unknotting operation for knot diagrams on
the plane is not a new result. Actually, the proof of the fact that the region crossing change
with the double counting rule is an unknotting operation for knot diagrams on the plane is
much simpler than the original one. The reader can obtain this result from Ayaka Shimizu’s
original proof [13]. Later in [1], this result was reproved and extended by Ahara and Suzuki.
Recently, Dasbach and Russell proved that the component number of GL for a link diagram
L on the plane is equal to the absolute value of the Tutte polynomial of the associated Tait
graph evaluated at (−1,−1), which is proved to be 2n−1 [6]. As a consequence, we have c−
rankZ2(ML) = n− 1. Together with the fact r = c+ 2, it also leads to the result rankZ2(ML) =
r− n− 1.
Proposition 3.7. Let K be a knot diagram on T2, if the homotopy class [K] = p[m] + q[l] where
[m], [l] denote the canonical generators of pi1(T
2), then rankZ2(MK) = r − 2 if k is even, otherwise
rankZ2(MK) = r− 1. Here k = gcd(p, q).
Proof. According to Theorem 3.4, we can choose a minimal diagram K′ such that [K′] = [K] =
p[m] + q[l]. If p = q = 0, then k = 0 and K′ is a simple closed curve on T2 which bounds a
disk. In this case the result follows obviously. If gcd(p, q) = k > 0, it is not difficult to observe
that c(K′) = k − 1 and r(K′) = k. See the left side of Figure 9 for an example of K′, where
[K′] = 12[m] + 8[l].
Consider a small neighborhood of the crossing points C1, · · · ,Ck−1, and denote all the re-
gions by R1, · · · , Rk, see the right side of Figure 9. Then the incidence matrix MK has the form
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K . . .
. . .
C1
C2
Ck−1
R1 R2 Rk
R2 R3 R1
FIGURE 9. A knot diagram on T2
MK =


1 0 0 0 · · · 0 1
0 1 0 0 · · · 0 0
1 0 1 0 0 · · · 0
0 1 0 1 0 · · · 0
0 0 1 0 1 · · · 0
...
...
. . .
. . .
0 0 · · · 0 1 0 1
0 0 · · · 0 0 1 0


.
When k is even, it is easy to observe that R2, · · · , Rk−1 form a basis for the row space. If k is
odd, then R2, · · · , Rk form a basis for the row space. As before, here we also use Ri to refer
to the corresponding row vector of MK. It follows that r − rankZ2(MK) = k− rankZ2(MK′) =
k− (k− 2) = 2 if k is even; otherwise r− rankZ2(MK) = k− rankZ2(MK′) = k− (k− 1) = 1.
The proof is completed. 
Corollary 3.8. Let K be a knot diagram on T2 which satisfies [K] = p[m] + q[l] ∈ pi1(T
2), then
• if gcd(p, q) is even, GK is connected if and only if there exists a disk D in T
2 such that K ⊂ D;
• if gcd(p, q) is odd, GK is connected if and only if there exists an annulus A in T
2 such that
K ⊂ A.
Proof. We divide the proof into two cases.
• If gcd(p, q) is even, according to Proposition 3.7 we know that rankZ2(MK) = r− 2. On
the other hand, Proposition 2.4 tells us that GK is connected if and only if rankZ2(MK) =
c, which follows that r − 2 = c. Denote all the regions by R1, · · · , Rr, then we have
c− 2c+
r
∑
i=1
χ(Ri) = χ(T
2) = 0, where χ(Ri) and χ(T
2) denote the Euler characteristic
of Ri and T
2 respectively. Therefore
r
∑
i=1
χ(Ri) = c = r− 2. There are two possibilities:
(1) Two regions, say R1 and R2, have Euler characteristic zero and all other regions
have Euler characteristic one. Then R1 and R2 are both homeomorphic to an open
annulus. Due to the Euler characteristic reason, it is not difficult to observe that
T2 \ (R1 ∪ R2) is disconnected. This contradicts with the fact that K is connected.
(2) One region, say R1, has Euler characteristic minus one and all other regions have
Euler characteristic one. Then R1 is either homeomorphic to a 2-sphere with three
disks removed or a torus with one disk removed. The first case also contradicts
with the fact K is connected. Therefore R1 is homeomorphic to T
2 with a disk
moved. This disk is the disk desired.
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Conversely, if K is bounded in a disk, then it follows from Corollary 3.5 that each cross-
ing point is region crossing change admissible. Hence GK is connected.
• If gcd(p, q) is odd, in this case GK is connected if and only if c = r − 1. With the same
notations as above, now we have
r
∑
i=1
χ(Ri) = c = r− 1. The only possibility is one re-
gion R1 has Euler characteristic zero and all other regions have Euler characteristic one.
Hence R1 is homeomorphic to an open annulus and all other regions are homeomor-
phic to open disks. Note that the core of A represents a nontrivial homotopy element of
pi1(T
2), otherwise p = q = 0, which contradicts with the assumption that gcd(p, q) is an
odd integer. Now a small neighborhood of the complement of R1 provides the desired
annulus A.
Conversely, assume there exists an annulus A ⊂ T2 such that the knot diagram K ⊂
A. According to the assumption that gcd(p, q) is an odd integer, it suffices to show the
equation c = r − 1 holds. Notice that [K] 6= 0 ∈ pi1(A) and T
2 \ A is connected, since
gcd(p, q) is odd. Denote all the regions of T2 \ K by R1, R2, · · · , Rr such that Ri ⊂ A
(2 ≤ i ≤ r). It is not difficult to observe that each Ri (2 ≤ i ≤ r) is homeomorphic to an
open disk. Then we have
0 = c− 2c+
r
∑
i=1
χ(Ri) = −c+ 0+
r
∑
i=2
χ(Ri) = r− 1− c,
then we obtain the result desired.

4. THE MAIN RESULT
Theorem 3.4 is extremely useful for calculating rankZ2(MK) when the genus of the surface
is small or the homotopy class [K] ∈ pi1(Σg) is simple. However, if a minimal link diagram
L′ with [L′] = [L] ∈ pi1(Σg) is still very complicated, it is not an easy job to read rankZ2(ML)
directly from L′. The main aim of this section is to provide a method to calculate rankZ2(ML)
directly from the link diagram L. In particular, Theorem 3.4 tells us that r − rankZ2(ML) is a
homotopy invariant. We will find from the following theorem that actually it only depends on
the homology class of L.
Let L = K1 ∪ · · · ∪ Kn be a link diagram on Σg and {α1, · · · , α2g} a canonical basis of
H1(Σg,Z2). Assume each homology class [Ki] ∈ H1(Σg,Z2) can be written as [Ki] =
2g
∑
j=1
bijαj,
then we have a new matrix NL = (bij)n×2g. The following theorem extends the result of Corol-
lary 3.5 from S2 to Σg.
Theorem 4.1. For a given link diagram L = K1 ∪ · · · ∪ Kn on Σg, we have rankZ2(ML) = r − n−
1+ rankZ2(NL). Here r denotes the number of regions.
Before proving Theorem 4.1, we need two lemmas. For a given link diagram L on Σg, if
all the regions of L admits a checkerboard fashion coloring, i.e. each region is colored white
or black such that locally any two adjacent regions receive distinct colors, then we say L is 2-
colorable. For example, a meridian on T2 is not 2-colorable, since the unique region is adjacent
to itself.
Lemma 4.2. A link diagram L = K1 ∪ · · · ∪ Kn on Σg is 2-colorable if and only if
n
∑
i=1
[Ki] = 0 ∈
H1(Σg,Z2).
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Proof. Denote all the regions of L by R1, · · · , Rr. If
n
∑
i=1
[Ki] = 0 ∈ H1(Σg,Z2), then there exist
some regions, say R1, · · · , Rs, such that ∂R1∪ · · · ∪ ∂Rs = K1∪ · · · ∪Kn. Note that herewe count
with Z2-coefficient. However, locally one arc of L is adjacent to at most two regions, it follows
that if two regions are locally adjacent then only one of them belongs to the set {R1, · · · , Rs}.
Coloring regions R1, · · · , Rs white and all other regions black yields the 2-coloring desired.
Conversely, if L is 2-colorable, let us use R1, · · · , Rs to denote all the regions colored white.
If L has no crossing point, i.e. each Ki is a simple closed curve and Ki ∩ Kj = ∅ (1 ≤ i < j ≤ n),
then ∂R1 ∪ · · · ∪ ∂Rs = K1 ∪ · · · ∪ Kn. With a suitable choice of orientation for each Ki, we have
n
∑
i=1
[Ki] = 0 ∈ H1(Σg,Z), which follows that
n
∑
i=1
[Ki] = 0 ∈ H1(Σg,Z2). If the crossing number
of L is positive, choose a crossing point and smooth it such that the number of components of
L is preserved. Denote the new link diagram by L′ = K′1 ∪ · · · ∪ K
′
n, then we have
n
∑
i=1
[Ki] =
n
∑
i=1
[K′i ] ∈ H1(Σg,Z2). Notice that L is 2-colorable if and only if L
′ is 2-colorable. Continue this
process until there is no crossing points, according to the discussion above one concludes that
n
∑
i=1
[Ki] = 0 ∈ H1(Σg,Z2). 
Recall that there is a one-to-one correspondence between regions (crossing points) and row
(column) vectors of the incidence matrix. Similar as before, we will use the same symbol Ri (Ci)
to refer to a region (crossing point) and the corresponding row (column) vector.
Lemma 4.3. Let L = K1 ∪ · · · ∪ Kn be a link diagram on Σg and {R1, · · · , Rr} the set of all regions. If
s
∑
i=1
Ri = 0 (s < r), then there exists a sub-link L
′ such that L′ is 2-colorable. Conversely, if a sub-link of
L is 2-colorable then there exist some regions such that the sum of them is equal to the zero vector.
Proof. First notice that if
s
∑
i=1
Ri = 0 then
r
∑
i=s+1
Ri = 0, since
r
∑
i=1
Ri = 0. Dye the regions
R1, · · · , Rs white and dye Rs+1, · · · , Rr black. A key observation is, if two regions adjacent
to the same arc of Ki have different colors, then along Ki (1 ≤ i ≤ n), any pair of regions ad-
jacent to the same arc of Ki also have different colors. Consequently, if two regions on the two
sides of Ki (1 ≤ i ≤ n) have the same color then any pair of regions on the two sides of Ki also
have the same color. In order to see this, consider two regions, say R1 and R2, are adjacent to the
same arc of Ki. According to our coloring rule above, R1 and R2 are both colored white. Walk-
ing along Ki, when we meet the first crossing point the two new regions must have the same
color, since
s
∑
i=1
Ri = 0. Repeating this deduction until we come back to our beginning point,
one observes that if two regions located in the two sides of the same arc of Ki respectively, then
just like R1 and R2, they also have the same color. Figure 10 provides a diagrammatic sketch of
this deduction.
Without loss of generality, we assume K1, · · · ,Kt are those knot components which satisfy
that any two regions adjacent to the same arc of some Ki (1 ≤ i ≤ t) have different colors. Then
our coloring rule provides a checkerboard fashion coloring for the sub-link K1 ∪ · · · ∪ Kt.
Conversely, if a sub-link L′ is 2-colorable, notice that a region of L′ is a disjoint union of some
regions of L, then the sum of all white regions equals the zero vector. The proof is finished. 
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R2
R1
Ki
FIGURE 10. Coloring regions along Ki
Now we turn to the proof of Theorem 4.1.
Proof. The proof consists of two parts:
• r− rankZ2(ML) ≥ n+ 1− rankZ2(NL).
Assume n − rankZ2(NL) = k and {[Kk+1], · · · , [Kn]} is a basis for the row space of
NL. Here [Ki] is not only referred to the homology class of Ki in H1(Σg,Z2), but also the
corresponding row vector in NL. Then each [Ki] (1 ≤ i ≤ k) can be written as the sum of
some elements in {[Kk+1], · · · , [Kn]}. According to Lemma 4.2, now we have k different
2-colorable sub-links of L. Lemma 4.3 tells us that each one of these 2-colorable sub-
links gives rise to some regions whose sum is equal to zero. Let us write them down as
below
∑
Ri∈A1
Ri = 0, · · · , ∑
Ri∈Ak
Ri = 0,
here each Ai (1 ≤ i ≤ k) is a subset of {R1, · · · , Rr}. Together with
r
∑
i=1
Ri = 0, now we
have k+ 1 linearly dependent sets of row vectors. In order to prove r− rankZ2(ML) ≥
k+ 1, it suffices to show that the coefficients of these k+ 1 equalities are linearly inde-
pendent, i.e. any equality of these can not be derived from the rest k equalities.
Consider an arc of K1, denote the two regions adjacent to it by R1 and R2. According
to themethod of choosing regions discussed in Lemma 4.3, only one of R1, R2 belongs to
A1, and either R1 ∈ Ai, R2 ∈ Ai or R1 /∈ Ai, R2 /∈ Ai if i ≥ 2. It follows that any equality
of ∑
i∈A1
Ri = 0, · · · , ∑
i∈Ak
Ri = 0 can not be obtained from the others. Moreover, we
claim the last equality
r
∑
i=1
Ri = 0 also can not be derived from the first k equalities. For
example, assume R1 ∈ A1 but R2 /∈ A1, since either R1 ∈ Ai, R2 ∈ Ai or R1 /∈ Ai, R2 /∈
Ai for all 2 ≤ i ≤ k, one deduces that the first equality ∑
Ri∈A1
Ri = 0 can not be used
to obtain the equality
r
∑
i=1
Ri = 0. Analogously, one can prove a similar result for any
2 ≤ i ≤ k. Therefore we conclude that r− rankZ2(ML) ≥ k+ 1 = n+ 1− rankZ2(NL).
• r− rankZ2(ML) ≤ n+ 1− rankZ2(NL).
This time we assume r − rankZ2(ML) = k and denote a basis for the row space of
ML by Rk+1, · · · , Rr. Now each Ri (1 ≤ i ≤ k) can be written as a linear combination
of some elements in {Rk+1, · · · , Rr}. According to Lemma 4.3, these provides us with k
2-colorable sub-links, denoted by ∪Ki∈B1Ki, · · · ,∪Ki∈BkKi. Here Bi (1 ≤ i ≤ k) is a subset
of {K1, · · · ,Kn}. Together with Lemma 4.2, one obtains that
∑
i∈B1
[Ki] = 0, · · · , ∑
i∈Bk−1
[Ki] = 0.
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K1 K2
K4
K3
FIGURE 11. A 4-component link diagram on T2
The reasonwhywe drop the last equality is, the last equality ∑
i∈Bk
[Ki] = 0 can be obtained
from the first k − 1 equalities. Actually, the fact that Rk can be written as the sum of
some elements of {Rk+1, · · · , Rr} can be replaced by the fact that
r
∑
i=1
Ri = 0, since r −
rankZ2(ML) = k. However, the assumption of Lemma 4.3 requires the sum of a proper
subset of {R1, · · · , Rr} equals zero.
We next demonstrate that any one of ∑
i∈B1
[Ki] = 0, · · · , ∑
i∈Bk−1
[Ki] = 0 can not be
derived from the rest k − 2 equalities, which follows that n − rankZ2(NL) ≥ k − 1 =
r − rankZ2(ML)− 1. Suppose, to the contrary of the conclusion, that one equality can
be derived from some others. Without loss of generality, let us assume ∑
i∈B1
[Ki] + · · · +
∑
i∈Bj
[Ki] = 0 for some integer j ≤ k − 1. Recall that each equality ∑
i∈B1
[Ki] = 0 corre-
sponds to some regions, and the sum of them is equal to zero. According to our method
of choosing knot components (see the proof of Lemma 4.3), if we put all the regions
corresponding to ∑
i∈B1
[Ki] = 0, · · · , ∑
i∈Bj
[Ki] = 0 together, counted with multiplicity, it is
not difficult to observe that if two regions are adjacent then the number of times they
appear in this multiset have the same parity. It immediately follows that the multiplic-
ity of each Ri (1 ≤ i ≤ r) in this multiset has the same parity. However, we know that
R1 appears once in this multiset but Rk does not appear, which is a contradiction.

Example 4.4. We use one example to explain how to use Theorem 4.1 to calculate the number of
equivalence classes of link diagrams under region crossing changes. Consider the 4-component
link diagram on a torus, see Figure 11. The matrix NL has the form
NL =


1 0
1 0
0 1
0 1

,
hence rankZ2(NL) = 2. According to Theorem 4.1, we obtain rankZ2(ML) = 8− (4+ 1− 2) =
5. It follows that GL has 2
8−5 = 8 connected components.
Remark 4.5. We would like to remark that actually the example above comes from [6]. In that
article, Dasbach and Russell studied the number of equivalence classes, or equivalently, the
number of components of GL via the Tait graph TL (which is required to be connected there)
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and its dual graph T′L. A formula was given in [6] to calculate the number of components of
GL, which states that it equals 2
2g+dim ker(ϕ|P ). Here ϕ denotes a map from U⊥ to H1(Σg,Z2),
where U, a subspace of 2c, is generated by the row vectors of MTL , and P , a subspace of U
⊥,
is generated by some row vectors corresponding to knot components. The reader is referred
to [6] for more details. For this example, Dasbach and Russell showed that dim ker(ϕ|P) = 1,
therefore the result coincides with our result above.
Example 4.6. As another illustration, let us consider the knot diagram K in Figure 12, where
[K] = p[m] + 0[l] and p is an odd integer. Notice that this diagram does not admit a checker-
board fashion coloring, and there does not exist a Tait graph associated to K. Therefore the
formula mentioned above can not apply. Since p is odd, one observes that rankZ2(NL) = 1 and
hence rankZ2(ML) = p− (1+ 1− 1) = p− 1. It follows that GK is connected. Note that this
result also can be obtained from Corollary 3.8.
. . .
. . .
K
FIGURE 12. A knot diagram on T2
Corollary 4.7. Let K be a knot diagram on Σg such that the projection is a cellularly embedded 4-valent
graph, then GK is connected if and only if g = 0.
Proof. If Σg = S2, the results follows from Corollary 3.5. Conversely, if the projection of K
is cellularly embedded, then each region is homeomorphic to an open disk. It follows that
c− 2c+ r = 2− 2g. We know that GK is connected if and only if rankZ2(MK) = c. According
to Theorem 4.1, r− rankZ2(MK) = n+ 1− rankZ2(NK), which implies 2− 2g+ c− c = 1+ 1−
rankZ2(NK). Hence we conclude that GK is connected if and only if rankZ2(NK) = 2g. Since
the size of NK is 1× 2g, it follows that g = 0. 
5. THE ORIGINAL REGION CROSSING CHANGE REVISITED
In the end of this paper, let us go back to the original region crossing change, i.e. the (i, j)th
entry mij of the incidence matrix ML = (mij)r×c is equal to 1 if the crossing point Cj is on
the boundary of the region Ri, otherwise mij = 0. With this setting, Theorem 4.1 is not valid
anymore. Actually, Lemma 4.3 is no longer true. In order to see this, let us consider the knot di-
agram K depicted in Figure 12. But this time, p is allowed to run over all nonnegative integers.
Now the matrix MK has the following form
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MK =


1 1
1 1
1 1 1
1 1 1
. . .
. . .
. . .
1 1 1
1 1 1
1 1


p×(p−1)
.
Direct calculation shows that rankZ2(MK) = p − 2 = r − 2 if p is divisible by 3, otherwise
rankZ2(MK) = p − 1 = r − 1. In particular, if p is not a multiple of 3 then the graph GK is
connected, or equivalently speaking, each crossing point is region crossing change admissible.
However, we know that rankZ2(NK) = 0 if p is even, and rankZ2(NK) = 1 if p is odd. Hence
• r− rankZ2(MK) = 1 < 2 = 1+ 1− rankZ2(NK), if p = 2;
• r− rankZ2(MK) = 2 > 1 = 1+ 1− rankZ2(NK), if p = 3.
The relationship among rankZ2(MK), rankZ2(NK) and the number of regions seems a bit mys-
terious. We end this paper with a lower bound for rankZ2(ML), with respect to the original
region crossing change.
Proposition 5.1. Let L be a n-component link diagram on Σg, then rankZ2(ML) ≥ r− n− 1.
Proof. Σg can be constructed from a regular 4g-gon by identifying pairs of edges. For each pair
of edges needed to be identified, one can add some parallel curves outside of the polygon,
connecting the intersection points between L and these two edges. Now we obtain a new link
diagram L′ on the plane, which has the same number of components as L. See Figure 13 for an
example. On the left hand side we have a 3-component link diagram on Σ2 with 17 crossing
points, on the right hand side after adding some curves we obtain a 3-component link diagram
on the plane, which now has 29 crossing points. For simplicity, we only draw the projections
and ignore the crossing information.
R1
R1 R
′
1
R
′
2 R
′
3
R2
L L
′
FIGURE 13. From a link diagram on Σg to a link diagram on R
2
Let us use R1, · · · , Rr(L) and R
′
1, · · · , R
′
r(L′) to denote the regions of Σg \ L and R
2 \ L′ re-
spectively. Now the set {R′1, · · · , R
′
r(L′)} can be divided into the disjoint union of three subsets
{R′1, · · · , R
′
r(L′)} = A ∪ B ∪ C, where A includes the regions that have nonempty intersection
with the interior of the polygon except those which contain some vertices of the polygon, B
denotes the set of regions which contain some vertices of the polygon, and the rest regions
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constitute the subset C. Notice that the unique unbounded region belongs to the subset B and
each region of C is sharped as a rectangle. The following are two noteworthy facts:
• If a region of Lmeets the boundary of the polygon, but does not meet any vertex of the
polygon, then there exist a finite sequence of regions of L′ such that applying region
crossing change on them have the same effect. For example, in Figure 13 one observes
that applying region crossing change on R1 of L and R
′
1 ∪ R
′
2 ∪ R
′
3 of L
′ have the same
effect.
• Among the regions R1, · · · , Rr, there exists only one region which contains all the ver-
tices of the polygon. In Figure 13, we use R2 to denote it. Notice that applying region
crossing change on this region is equivalent to take region crossing change on all the
regions in B ∪ C.
The two observations above imply that after some elementary row transformations the matrix
ML′ has the form (
ML 0
∗ ∗
)
.
Since rankZ2(ML′) = r(L
′)− n− 1 (Proposition 2.5), it follows rankZ2(ML) ≥ r(L)− n− 1. 
Remark 5.2. In fact, the proof above also provides a upper bound for rankZ2(ML). A key
observation is, all the row vectors in ML′ corresponding to the regions in C are actually linearly
independent. This can be verified directly on the diagram, note that each region in C is a
rectangle. Then it follows that
rankZ2(ML) ≤ |A|+ |B| − n− 1.
Here |A| and |B| denote the cardinality of A and B respectively.
Remark 5.3. Proposition 5.1 provides a very rough lower bound for rankZ2(ML). Actually,
the difference between rankZ2(ML) and r − n − 1 could be arbitrarily large. Consider a link
diagram L on T2 such that the projection of L consists of n − 1 parallel meridians and one
longitude. Then one computes
rankZ2(ML)− (r− n− 1) = n− 2− (n− 1− n− 1) = n.
It is an interesting question to find a precise formula for rankZ2(ML).
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