In the past, perturbation theory has been formulated for the case that either a slowness model was perturbed and the effect of this perturbation on rays was determined, or for the case where the slowness was fixed and where estimates of the ray position were deformed towards the true ray. In this paper both problems are combined in a single perturbation theory. The theory also accommodates arbitrary perturbations to the endpoints of rays and leads to a simple linear differential equation for the ray perturbation. Expressions are derived for the second-order perturbation of the traveltime. This quantity describes the effect of the ray perturbation on the traveltime and of the bias in the traveltime due to the fact that the reference curve need not be a true ray. The second-order traveltime perturbation can be evaluated efficiently by a single integration along the reference curve. In contrast to formalisms using ray-centred coordinates, endpoints perturbations in an arbitrary direction are allowed. This is of importance in tomographic inversions which incorporate earthquake relocations. The cross-term between the slowness perturbations and the source relocations is derived explicitly. The fact that the reference curve does not need to be a true ray in the reference medium allows for an iterative application of ray perturbation theory. The use of the second-order traveltime perturbation allows one to correct for the bias in the traveltime due to the fact that the reference curve is not a ray. A proof is given that the equation for the ray perturbation is consistent with earlier results derived in ray-centred coordinates and the relation with the ray bending theory of Julian & Gubbins (1977) is established. For a fixed-slowness model and for fixed-ray endpoints the two theories are equivalent except at isolated points, this is illustrated with an analogy from classical mechanics. This difference, which results in superior numerical properties for the new algorithm, is illustrated by several numerical examples.
INTRODUCTION
Because of the widespread applicability of geometric ray theory, the calculation of accurate traveltimes and ray positions is very important in seismology. This pertains both to forward problems, such as in the computation of accurate ray geometrical Green's functions, and to inverse problems such as traveltime tomography. In these latter applications the ray paths are needed to determine the location of slowness anomalies in the inverted model. Accurate traveltimes are crucial for the calculation of the traveltime residuals, because it is this residual that generates changes to the slowness model.
A<&
Perturbation theory is a powerful tool both for computing the change in the ray position due to a change in slowness model (which we call 'ray perturbation theory'), for updating an estimate of a ray path in a fixed slowness model (which we call 'ray bending'), or for investigating the effect of endpoint perturbations of a ray (which we call 'paraxial ray theory'). Traditionally, slowness perturbations, ray bending and paraxial rays have been analysed separately. One either assumed the starting curve was a true ray in the reference medium (e.g. Farra & Madariaga 1987; Farra, Virieux & Madariaga 1989; Virieux 1991; Snieder & Sambridge 1992) or one kept the slowness fixed and updated the ray estimate (e.g. Pereyra, Lee & Keller 1980 ; Julian & Gubbins 1977; Farra 1992; Moser, Nolet & Snieder 1992) . In the paraxial ray theory one keeps the slowness fixed and assumes that the starting cutve is a true ray (cerveny, Molotkov & PSenEik 1977; Cerveny, Klimes & PSenfik 1984; cerveny & PSenEik 1979; Chapman 1985) .
Hitherto only Snieder & Sambridge (1992) have provided expressions for the traveltime perturbations that are correct to second order in changes in the slowness model using a Lagrangian formulation. Their paper will be referred to as SnSa. The second-order traveltime perturbation is especially important because it describes the bias in the traveltime due to the ray deflection. However, SnSa assumed that the reference curve was a true ray in the reference medium. Furthermore they used ray-centred coordinates in which it was assumed that the perturbations at the endpoint of the ray were perpendicular to the reference ray. This may be an undesirable restriction, for example in tomographic inversions where one wants to incorporate source relocations in an arbitrary direction. Also, suppose one knows the traveltime and ray position to a number of rays hitting the surface of the earth, and that one wants to compute the traveltime for a receiver at an intermediary position. Then one must be able to allow for endpoint perturbations of the ray that are not necessarily perpendicular to the reference ray. In this paper, the theory of SnSa is generalized to include arbitrary endpoint perturbations, whilst the requirement that the starting curve is a true ray in the reference medium is relaxed. This leads to expressions for the ray updates that are correct in first order, and expressions for the traveltime that are correct to second order. In particular, the cross terms between the slowness perturbation and the source relocation are derived explicitly.
The theory in this paper is based on a Lagrangian formalism. For the perturbation of the ray position there is no objective reason to prefer either a Hamiltonian or a Lagrangian formulation. The conciseness of the derivation of the ray perturbation in Hamiltonian ray perturbation theory (e.g. Chapman 1985; Farra & Madariaga 1987; Virieux 1991; Farra 1992 ) may appear to be attractive. However, one should realize that the traveltime is the Lagrangian for the equations of kinematic ray tracing. Therefore, when one wants to derive a perturbation theory for the traveltime one must consider perturbations of the Lagrangian. One may speculate whether the elegance of Hamiltonian ray perturbation theory has delayed the derivation of the second-order traveltime perturbation, because this quantity is equal to the second-order perturbation of the Lagrangian rather than the Hamiltonian. This paper is organized as follows. In Section 2 the parameterization of the ray is introduced and the equation of kinematic ray tracing is derived. In Section 3 the perturbation equation for the first-order ray deflection is derived. It is shown in Appendix B that the differential equation for the ray perturbation is self-adjoint when the endpoints of the ray are fixed. The first-and second-order expressions for the traveltime are derived in Section 4 where two alternative expressions are derived for the second-order traveltime perturbation. It is shown in Appendix A that the equation for the ray perturbation derived in this paper is consistent with the perturbation equation derived by SnSa. It then follows that ray bending and slowness perturbation can be combined in a single formalism using ray-centred coordinates. In Section 5 the relationship between the expressions derived in this paper and the bending equations of Julian & Gubbins (1977) is established. Some numerical tests demonstrating the improved numerical properties of the new algorithm are presented in Section 6.
THE RAY E Q U A T I O N
In this paper, the fractional arclength along the ray is used as independent parameter. That is, the independent parameter q ranges from q = 0 at the starting point of a ray to q = 1 at the endpoint of a ray. This parameterization is introduced by Julian & Gubbins (1977) . Fractional arclength as a parameterization is extremely useful for defining a simple and stable mapping from the reference curve to the perturbed curve. A differentiation with respect to q is denoted with a dot, e.g. E=dlj/dq. Since q is fractional arclength, an increment d q is proportional to an increment ds in arclength. The proportionally constant S is a scale factor relating the arclength s to the fractional arclength:
(1)
With this choice for q this quantity does not depend on q :
Taking the derivative of (1) leads to the condition
This expression, which is equivalent to (2), describes how the points r(q) are distributed along a curve as a function of q. Moving a point along the curve does not change the curve, therefore relation (3) is one of the infinitely many ways to constrain the distribution r(q) along the curve. Integration of (1) over the ray gives which implies that S is the total length of the ray The traveltime T is given by
where the medium slowness is denoted by u(r). The ray equation follows from the condition that the traveltime is stationary for perturbations in the ray position. The Euler-Lagrange equations for this variational problem take the form:
Using the fact that dS/dq =0, see (2), and using the definition (1) and the relation ( 3 ) the Euler-Lagrange eq. (6) may be simplified to give
Since the derivative of any function F(r) along the ray is given by the expression (7) can be written as (9) is nothing but the equation of kinematic ray tracing. It is important to note that this equation is derived here using the particular choice of the independent parameter q. In a minimization problem it is necessary to specify the coordinates of the endpoints in terms of the independent parameter. For example, when applying the principle of least action in classical mechanics one specifies the starting point and endpoint for fixed values of the independent parameter (time). In the minimization of the traveltime one prescribes the ray position for q = 0 and q = 1. Since the total arclength is not known a priori, this is a more logical choice for the independent parameter than the arclength s.
Note that the eq. (9) may admit more than one solution since S depends on i, and u depends on r.
In deriving (7), the condition (3) was used explicitly. However, expression (7) is a second-order differential equation which determines the ray r(q). By dotting (7) with i one obtains:
(10)
With the definition (1) one finds that the condition (3) is consistent with (10) and hence with the differential equation of the ray position. There is thus no need to specify the constraint (3) in addition to the system (7). This issue is discussed in more detail in Section 5 .
T H E P E R T U R B A T I O N E Q U A T I O N
Consider a reference medium with slowness uo(r). A curve ro(q) joins the points ro(0) and ro(l) in this medium. The length of this curve is denoted by S,). This curve is not necessarily a ray. Consider one or more of the following perturbations:
(1) the slowness is perturbed: u(r) = uo(r) + Eu,(r).
(11)
This type of perturbation is used in ray perturbation theory (e.g. Farra & Madariaga 1987; Farra et a/. 1989; Virieux 1991; Snieder & Sambridge 1992) .
(2) The curve ro(q) is not a true ray in the medium, but the ray eq. (9) is nearly satisfied. The residual of the ray equation is defined by:
The vector R, measures the residual of the ray tracing equation for the reference curve in the reference medium. This term is also present in the ray bending schemes developed by Julian & Gubbins (1977) and Moser et a/. (1992) .
( 3 ) One of both of the endpoints may be perturbed:
These terms allow paraxial rays to be incorporated in the theory.
In these expressions, the parameter E facilitates a systematic perturbation approach. For ray perturbation theory one only takes u , non-zero, for ray bending one assumes that only R, is non-zero and for two-point paraxial ray tracing one assumes that only the endpoints a and b are non-zero. However, there is no reason why the three types of perturbation can not be applied simultaneously. The aim of the theory is to find a perturbation to the reference curve that satisfies the ray eq. (9) to first order and the expression ( 5 ) for the traveltime to second order in E. To achieve this goal, write the perturbed curve as r = r,, + Er, + E2r2 + . . . (14) Inserting this in (1) one finds that the arclength S satisfies to second order:
Also, by inserting (14) in (11) and Taylor expanding one finds to second order that:
A double contraction is denoted by ":". All quantities should be evaluated on the reference curve r,)(q).
By inserting these perturbation expansions in (7) one finds the first-order deflection rl by considering the terms of order E in the resulting expression, this gives (17) where the vector R,(q) is defined by
This quantity depends only on the reference curve ro and the slowness perturbation u , , but not on the reference slowness uo. Note the presence of dyadic terms such as ioVuo in eq. (17). This equation constitutes a system of coupled second-order differential equations for the components of r , . The required boundary conditions follow by inserting the expansion (14) in (13a, b), this gives:
The terms R, and R, act as a forcing term in the differential eq. (17). The forcing terms are perpendicular to the reference curve. To see this, consider for an arbitrary function F ( r )
The right-hand side of this equation vanishes because rO satisfies (1) and (3), therefore:
The differential eq. (17) (1) and (3) To leading order, the constraint (22) therefore follows from the system (17). This implies that it is not necessary to specify expression (22) in addition to the system (17).
From a strict perturbation point of view, the constraint (22) is satisfied whenever the curve rl) satisfies (3). In many applications, one may want to apply the perturbation eq. (17) iteratively in which case the quantity ( r -r ) may not remain equal to zero because the order E terms in the right-hand side of (24) may accumulate. In practice this is no problem as it is trivial to verify if (3) is satisfied to the required accuracy. If this is not the case, one can simply resample the curve to ensure that the parameter q denotes the fractional length along the curve.
The self-adjointness of the differential operator (17) is important for work on non-linear tomography that is in progress. A proof of the self-adjointness of this operator is given in Appendix B.
T H E FIRST-A N D S E C O N D -O R D E R TRAVELTIME P E R T U R B A T I O N
For some applications it is useful to have explicit expressions for the first-and second-order traveltime perturbation. The first-order traveltime perturbation forms the basis of linearized traveltime tomography while the second-order traveltime perturbation describes the effect of ray bending on the traveltime. Since for most arrivals the ray is a curve of minimum traveltime, the effect of ray bending is systematic and the second-order traveltime perturbation quantifies the bias in the traveltime.
To obtain the traveltime, the quantity US is integrated over the independent variable q (eq. 5 ) . The perturbation expansion of the traveltime can be written as
With (15) and (16) one obtains to second order
The first two terms in the order E and E* contributions can be eliminated. Consider the following integral
Integrating by parts one obtains using (12)
This implies that
This expression is an extension of Fermat's theorem. Note that the boundary values of the function under consideration need not vanish, so that the endpoints of the ray can be allowed to be perturbed. This property is important for paraxial ray applications. The fact that the reference curve need not be a true ray is explicitly accounted for by the Rh term in the right-hand side.
When (26) is integrated over q to give the traveltime and (29) is used with E = r, the terms containing r, and i, in the order E contribution, spill over to the second-order contribution of the traveltime perturbation. This is crucial in linearized traveltime tomography where in general one uses a curve for evaluating the slowness integral which is not a ray. In a similar fashion, the r, and i, terms in (26) spill over to the order c3 terms when (26) is integrated over q and when (29) is used for E = r 2 . Note that second-order boundary terms containing r2 appear, but these vanish because of (19b). This implies that the second-order traveltime perturbation depends only on the first-order deflection rl and its derivatives. For this reason, the second-order deflection r2 is not considered further. It follows from (18) and an integration by parts that Using these relations, it follows by integrating (26) over q and using (29) The first-order traveltime perturbation (31a) contains the integral of the slowness perturbation along the reference curve, and the displacement of the endpoints of the curve projected on the reference curve. The second-order traveltime (31b) can be simplified further. Dot (17) on the left with r, and integrate over q :
The first term in this expression can be integrated by parts to give Furthermore, one finds using integration by parts that 
The integrals in the left-hand side of the eqs (33) and (34) can be eliminated from (32) by using these expressions.
Using (35) to eliminate one term -(rl -Vu,,)(r, -rO) in the integral in eq. (32), while retaining the other term -(rl -VuO)(rl . r,,), one obtains + S;(r,r,: VVu,)) dq = -r, -(R, + R,) dq
This expression can be used to write the integral for the second-order traveltime perturbation (31b) as a simple dot product of r, with the forcing terms R, and R , :
2so " s:, + * V~o ) ( r , * 6)) + 2u,(r, * to) ' (37) I : ,
The term 1/2S0[2ul(r, * ro)]:l denotes the non-linear cross term between the endpoint perturbations r, and the slowness perturbation u , at the endpoints.
Alternatively one can eliminate R, and R, from (37) using (36). This leads to an expression for the second-order traveltime perturbation that is explicitly quadratic in r, and
Once the deflection r, has been computed, expression (37) allows for an efficient evaluation of the second-order traveltime perturbation because it involves only one integration along the reference curve and an evaluation of known quantities at the endpoints of the reference curve.
T H E R E L A T I O N WITH T H E B E N D I N G SCHEME O F J U L I A N & G U B B I N S (1977)
It is interesting to compare the results of this paper with the equations for ray bending derived by Julian & Gubbins (1977) (hereafter referred to as JG). In their bending approach, the slowness was fixed, so to make the comparison in the following derivation, u , (and hence R,)
are set equal to zero, and the slowness is in this section denoted by u rather than uO.
Consider first the relation between the non-linear eq. (7) and expression (A2.1) of JG. With the definition (12) one can rewrite eq. (7) When the starting curve is a true ray, both quantities are equal to zero. It should be noted that Q, of JG is not equal to -( a . Rh) but that
This means that the third component of the system of J G is not equal to the z component of (7), but that it is equal to the constraint (3). As shown below (lo), the constraint (3) follows from the system (7) of this paper. Hence the J G system follows from eq. (7).
However, the reverse is not necessarily the case and (7) does not always follow from expression (A2.1) of JG. To see this consider the vector
If h = 0, then eq. (7) is satisfied. It is interesting to see to what extent eq. (A2.1) of J G leads to this result. Using (12) it follows from (40a, b) that (2 h) = (9 * h) = 0. This means that the JG system implies that h points in the z direction:
Eq. (7) therefore follows from the equations of JG when one can show from their equations that h = 0. To investigate this, dot (41) with k. Using (42) and (40c) one finds that
It follows from this equation that h = 0 whenever i ( = ( i .
a))
differs from zero. In other words, when the ray direction has a non-vanishing component in the z direction, the z component of (7) follows from eq. (A2.1) of J G . However, this is not the case at points where the ray runs parallel to the ( x , y ) plane. The difference between the equations of JG and (7) of this paper is that J G replaced the z component of (7) by the constraint (3). Their argument for this is that three components of (7) are not independent because (3) follows from these equations. This situation is similar to the mechanics of a point mass, where energy conservation follows from the equations of motion. To see this consider a point mass with coordinates (q, p ) in phase space that satisfy Hamilton's equations:
For every point in phase space, these equations determine the temporal behaviour of the particle in phase space, see and by adding the resulting equations one finds that for a Hamiltonian that does not depend explicitly on time that
This means that the eqs (44) can be combined to the new eq. (45) which states that energy is conserved. This relation maps out the trajectory in phase space, this trajectory is a line of constant energy. see Fig. l(a) . One can eliminate one of the equations of (44) in favour of the energy conservation law (45). This leads to the system
Usually this system suffices to describe the temporal behaviour of the particle in phase space. Eq. (46a) prescribes 4, whereas (46b) states that the particle moves along a trajectory of constant energy. As shown in Fig. l(b) this implies that p = -q/tan 4. ( 
47)
It therefore appears that the systems (44) and (46) are equivalent because the shape of the trajectory in Fig. l(b) determines the angle 4. The systems (44) and (46) are, however, not completely equivalent. At the turning point A in Fig. l(b) , @ = O and relation (47) breaks down. Geometrically one easily sees that at this point the prescription q = 0 is not sufficient to determine p , hence the motion of the particle is not completely determined by the relation (46) at point A. Also, solving (46) numerically near point A, can be expected to lead to numerical problems because of the ill-posedness of the employed equations at that point. The difference between the bending equations of J G and the equations presented in this paper applied to a bending problem is similar to the difference between the systems (44) and (46). This example shows that one can either use the equations of motion for a particle [or the three components of (7)], or that one can use the constraint which follows from the equations of motion in favour of one of the components of the equation of motion. JG have chosen for the latter option. The example from classical mechanics and the analysis of ray bending given in this section imply that these approaches are not equivalent when the path in phase space (or the ray direction) is parallel to one of the coordinate axis.
It is instructive to consider (7) and the corresponding equations of JG for a special example. Consider a medium where the slowness depends only on depth: IL = u ( z ) . Leaving out the y components, eq. (7) is given by
The corresponding equations of J G are given by A special solution of (49a, b) is given by i = 0. For this solution the eq. (49a, b) reduce to
This solution is clearly unphysical, for a medium where the slowness depends on depth only the rays must, at least at some points, have a non-zero component in the z direction, i.e. i can not vanish everywhere. Note that i = 0 is not a solution of the eqs (48a, b) because of the non-zero right-hand side of (48b). The substitution performed by JG has eliminated this term so that the right-hand side of the system (49a, b) vanishes. For this reason the equations of J G allow non-physical trivial solutions such as i = 0. It should also be noted that the system (50a, b) is redundant.
A similar situation exists for the perturbation eqs (A2.2) of JG and eq. (17) of this paper. For the analysis of the bending equations, rO should be identified with the vector ( x , y , z ) and r, with the vector (6, 7, 5 ) of J G . Making these identifications one can write the first equation of (A2.2) of J G after a considerable amount of algebra as
The second equation of (A2.2) leads to a similar result with % replaced by 9. The x and the y components of (17) are therefore identical with the first and second equation of (A2.2) of JG. As for the non-linear equation, the third equation of (A2.2) of J G is not equal to the z component of (17). In the notation of this paper the third equation of (A2.2) of JG is identical to (22), the first-order perturbation of the constraint equation. It is shown in (24) that to leading order the constraint (22) follows from the system (17). This implies that the eqs (A2.2) of J G follow from expression (17) of this paper.
It can be shown that the reverse is not always true, i.e.
that the z component of (17) follows from the bending equations of J G . It follows from (51) that
so that the vector g points in the z direction:
The z component of the perturbation eq. (17) follows from the system of J G when g = 0. Dotting (52) with r,,, and using (21), (I), ( 3 ) and (54) one obtains that
Using (12) this can be written as From a strict perturbation view this seems to imply that g is O ( E ) , so that to leading order, order g vanishes and the z component of (17) follows from the system of JG. However, this argument breaks down when i,, is small (of order E ) , in which case g is non-zero and the z component of (17) does not follow from the equations of JG. Note that the right-hand side of (56) may even be singular at points where the reference curve runs parallel to the ( x , y ) plane, i.e.
when i,, = 0. In that case the system of J G leads instead of the z component of (17) to a second-order differential equation containing a singularity. Since the singularity enters a second-order differential equation, the effects of this singularity may manifest themselves non-locally, that is at other points than only at the points where io vanishes.
As an example consider a reference curve in the i direction of length SO:
Let the reference slowness increase linearly with depth:
u,,= LY + yz. Let us ignore the y direction. Eq. (17) leads with (12) to the system:
LYZ, -2yx, = Siy.
XI =o.
The perturbation eqs (A2.2) of J G are for this example: Note that the eqs (59a, b) have the solution i, = 0, i, = 0. This means that the curve is not updated in the z direction in the JG system! Such an update is clearly required to deform the reference curve (57) towards a true ray in the medium. As with the eqs (48a, b), the solution i, = 0 does not satisfy the system (%a, b) because of the inhomogeneous right-hand side of (58b). An additional complication of the JG equations (59a, b) arises when one perturbs the endpoints of the ray in such a way that zl(q = 0) # zl(q = 1). Such an endpoint perturbation is incompatible with the solution i, = 0 which follows from (59a, b).
NUMERICAL EXAMPLES
In this section examples of the numerical solution of perturbation eqs (17) in 2-D continuous media are given, for the case where the slowness is fixed and the ray estimate is updated. The numerical solution is obtained by sampling the ray estimate at discrete points. The first and second derivatives r, and r, are expressed as simple centred differences.
For the examples that follow, a constant sample interval Aq was used along the ray but this is not required. Constraints (3) merely state that equal intervals in q have equal length, they d o not imply that the ray must be sampled at equal q. Indeed a number of authors have suggested varying the sampling along the ray to account for variables such as velocity gradients.
The components of r, at the sampling points can be ordered in a large vector x. The right-hand side of (17) evaluated at the sampling points can be ordered in a corresponding vector y, and eq. (17) can be written in a discrete form:
(60) D is a banded matrix; in two dimensions for ray paths with N, points it has dimensions 2(N, -2 ) by 2(Np -2 ) and bandwidth 7. In three dimensions it has dimensions 3(Np -2 ) by 3(N, -2 ) and bandwidth 11. Since D is a banded matrix, eq. (60) can be solved for the ray perturbations x by conventional algorithms for such matrices. Since a single application of (17), or equivalently (60), may not be sufficiently accurate, the entire process may be repeated until convergence is reached. An important point about perturbation methods is that calculation of the coefficients at all points along the ray can proceed in parallel and thus the algorithm is ideal for vector processors. Such a vectorization of the calculation of a single ray is not possible for most shooting algorithms. There are many straightforward extensions to the basic algorithm that allow important functions such as the calculation of amplitudes, the inclusion of interfaces etc. JG (1977) and Pereyra (1992) discuss some of these.
Equations (17) involve spatial derivatives of slowness up to order 2 and it is appropriate to use a slowness representation that is spatially continuous up to and including its second derivatives. Bicubic spline interpolation of a regular mesh (deBoor 1978) satisfies these continuity conditions and will be used throughout this work. However, there are a number of implementation issues in making it a satisfactory tool for ray tracing using eqs (17). First, to avoid the computational expense of having the velocity at a point be influenced by values at all mesh points in the model, we adopt an approximation due to M. Smith described in Kendall & Thomson (1989) . This has the effect of localizing the interpolation to the patch of mesh points immediately surrounding the point at which the velocity and derivatives are required. Secondly, care must be taken to avoid interpolations that result in unrealistically large second derivatives, a problem that will be discussed further below.
The model shown in Fig. 2 is used for all ray tracing in this paper, and consists of a homogeneous background with superimposed randomly distributed inhomogeneities. These inhomogeneities possess a circularly symmetric exponential autocorrelation function of the form
where a is the correlation length and x and y are spatial coordinates. The model used has an average slowness of 0.27s km-' with standard deviation 0.02s km-I, while the correlation length a is 2.5 km. (For more details of the method for creating these models see Ikelle, Yung & Daube 1992 ). The slowness model contains large gradients which give rise to severe ray bending. The examples given in this paper all involve ray tracing from various shotpoints on the left side of the model to a receiver array on the right-hand side giving a sufficient variety of ray paths to ensure that many complications such as multipathing and low-velocity zones are encountered.
During ray tracing, the instabilities in the method of J G referred to in Section 5 appear as near singularities of the matrix D. Hence it is instructive to compare the condition number of matrix D with the equivalent matrix of J G (matrix C of JG, page 101). This comparison is given in Fig.   3 where it is seen that the method of this paper produces between two and four orders of magnitude improvement in condition number compared t o the method of J G . It is also noticeable from the figure that this method produces a much more consistent condition number that is not near-singular for any receiver position. One consequence of this improved conditioning is that it is possible to use single precision for the matrix calculations in the new method while double precision is required for the JG equations.
This improved conditioning is accompanied by an improved speed of convergence. In Fig. 4 we show the number of iterations required before the change in traveltime between iterations was less than 1 millisecond for the two methods. In all but two cases the new method converged as well or better than the JG equations and equally importantly, the number of failures (rays that did not reach the convergence criterion within nine iterations) was 10 for the JG equations compared to only one for eqs (17). When Figs 3 and 4 are compared it is noticeable that poor matrix conditioning can be correlated with poor convergence properties. In applications where speed is important, the number of iterations performed should be kept to a minimum and therefore it is encouraging to note that even in this model which contains quite severe velocity gradients, 1 millisecond accuracy was reached within a single iteration by 50 per cent of rays. The nine iterations required for convergence by some rays is unacceptable for many applications but this can be improved significantly by scaling down (or damping) the perturbations x that exceed some pre-assigned maximum length. For instance, limiting the change in ray path length to 0.5 km results in 95 per cent of the rays converging within three iterations. The result given in Section 2 that the solution of eq. (17) satisfies to leading order the linearized versions of the constraint ( 3 ) is now verified numerically. It should be noted that the linearized constraint (22) holds only to leading order in E . This means that deviations of the constraint ( 3 ) may accumulate in the course of an iterative application of (17). First we define a function rn to measure the deviation of (i -r) from zero:
The dimensionless scalar rn, is the component of r in the i direction as a fraction of lil. This function should vanish if the constraint ( 3 ) is to be satisfied. In Fig. 5 and eqs (17) (*). The ray paths used are those described in the caption to Fig. 3 . Note that since an extra iteration is always required to determine whether a ray has converged, the 'correct' traveltime is reached in one less iteration than is shown here. rn along a ray as a function of receiver depth is plotted for the two methods. Numerical tests showed that when using rays stored in single precision, even an ideal ray has a rms misfit of no better than a value approached by many of the rays in Fig. 5 . It is apparent that solving eqs (17) works as well or better than the JG equations almost everywhere, even though eqs (17) d o not involve the constraints explicitly. Comparing Figs 3 and 5 , it is noticeable that regions of large misfit correspond to those poor conditioning. It seems that not only d o poorly conditioned matrices result in large and erratic ray perturbations, but they also produce rays that d o not properly satisfy the original parametric constraints. If this is the case, then it is necessary to resample the ray between iterations. In Fig. 6 the function rn at the first and final iteration of ray tracing are compared and it is encouraging to note that at most depths the misfit is substantially lower at the final iteration than at the first. In the main we found very little difference in ray tracing accuracy and speed whether resampling was included in the calculation or not.
We now turn to a comparison of the results of the new Receiver Depth Figure 6 . The misfit at the first and last iteration to the solution of eqs (17). From numerical considerations a figure of no better than can be expected using single precision arithmetic. Receiver Depth Figure 7 . A comparison of the traveltimes for rays produced by shooting ( + ) and bending ( X ). Also shown is the Fermat time calculated using a straight line ray path between source and receiver.
bending ray tracer with those of a shooting algorithm. In common with many other such algorithms, the shooting program performed two-point ray tracing in 2-D media by adjusting the take-off angle of rays until the rays reach the desired receivers. The velocity interpolation method used for the shooting involved a division of the model into triangular regions within which the velocity gradient is constant and the ray paths are circles. Since this differs from the spline interpolation used for bending, even in ideal circumstances we would not expect precisely the same results from both methods. The comparison is, however, useful in understanding some of the effects described above. Figure 2 shows the ray paths for the two methods and according to Fermat's principle (31a) the first-order traveltime perturbation is the integral of the slowness perturbation along the straight reference ray.) Turning first to the ray paths shown in Fig. 2 . These correspond to attempts by both two-point ray traces to trace rays from a source at 5.8 km depth to receivers between depths of 0.25 and 39.75 km at 0.25 km intervals. Any gaps in the ray distribution at the receivers is due t o an inability of an algorithm to converge.
One of the important features influencing the ray shape is the high-velocity region 2 km to the right of the source, the focusing effects of which are very similar in both methods. Near receivers in the depth range 0.25 to 1.0 km there are two high-velocity regions that result in multipathing. The shooting method has resulted in different rays through the topmost high-velocity region than the bending method. It is possible to spot this problem with bending by using different starting guesses at the ray. As an example Fig. 8 shows two rays to the same receiver near the top of the model produced using both a straight line (as was used for all rays in Fig. 2 ) and a circular concave-up starting ray. The latter ray is the one determined by shooting.
There are some differences between the two methods in the region of 4-6 km where the shooting programme has some difficulty in finding rays. This is an indication that it is particularly difficult t o refract energy into this region. Again at 8 km there are differences but here the bending method has failed to converge. There appears no easy way to explain these discrepancies since there appears no direct correlation with matrix conditioning, convergence, or even any obvious feature in the model.
The traveltimes shown in Fig. 7 agree well between the two methods, usually t o within 5ms. The most obvious difference between the two curves is in the triplicated region for rays reaching shallow receivers. Again there are small 7.5 10.0 Figure 8. Two rays between the same source and receiver resulting from straight line and circular starting guesses differences at 4-6 km and 8 km depths but considering that two different interpolation methods are involved, the agreement is encouraging. Both methods give significant improvements to those times calculated using the straightline ray path. Note that the Fermat times are always larger than the traveltimes from shooting and bending, this reflects the fact that for a first arrival the ray is a curve of minimum traveltime.
So far all the terms in eqs (17) have been included in the bending calculations. Motivated by both speed and numerical concerns the possibility of excluding various terms from the calculation was examined. Spline interpolations, especially ones that agree exactly with the input data at mesh points, are prone t o produce large second derivatives and therefore the question arises as t o whether secondderivative terms can be excluded from the calculation. In Fig. 9 the condition numbers of matrix D are shown when the second derivatives of slowness in eq. (17) are both included and excluded. Although the matrix conditioning is much more consistent, and on average better, when second-order terms are excluded, there are disadvantages in doing so. In Fig. 10 we show the number of iterations required to reach 2 millisecond traveltime convergence for a suite of rays, again both including and excluding the second derivatives. Two problems are evident. In several regions the rays fail to converge within nine iterations while for others they reached convergence after only one iteration, indicating that they never moved away from the starting guess. Both these effects are explained by noting that excluding the second derivatives causes the ray perturbations x to be small with the result that some rays never move significantly from the starting guess and others fail to reach the true ray in the prescribed number of iterations. When tracing rays using all terms in eqs (17) and 40 points per ray, an IBM RS6000 work station was able to compute an average of about 150 iterations per second. In a 2-D implementation on a scalar machine about 50 per cent of the CPU time for ray tracing was spent on spline look-up routines. In three dimensions an even larger proportion will be spent calculating velocities. Therefore, different parameterizations of the slowness may be more appropriate. Using this it is possible to compute on current scalar machines as many as 150 rays per second. For very accurate ray tracing in complicated media more iterations per successful ray will be required with a consequent reduction in ray tracing speed. O n larger vector and parallel processors speed of 1000's of rays per second may be possible.
DISCUSSION
The derivations in this paper show that slowness perturbation and ray-bending methods can be integrated in a simple way in a single formalism. In hindsight this is not surprising. Suppose one has a scheme for updating a ray estimate for a fixed slowness model. It is then immaterial whether one keeps the slowness fixed or whether one changes the slowness too. This is reflected by the fact that R, and R, depend in the same way on the slowness, see (12) and (18). However, the derivation of an expression for the second-order traveltime for the case that the reference curve is not a true ray is not trivial. For the first-order perturbation of the ray position, the effects of the slowness perturbation and the fact that the reference curve is not a true ray are simply additive, see the right-hand side of the perturbation eq. (17). However, for the second-order traveltime perturbation this is not the case.
To see this, consider the term r, 7 (R, + R,) in expression (37) for the second-order traveltime perturbation. This term leads to a cross-term between R, and R, because r, itself depends linearly on the sum R, + R,. This implies that for the second-order traveltime perturbation the effects of the slowness perturbation and the fact that the reference curve is not a true ray are not additive.
Combining the effects of slowness perturbations and the effects that the reference curve is not a true ray in the reference medium in a single formalism has important advantages. First, in some applications the true ray in the reference medium is not known, or can only be computed at great expense. The formalism of this paper accepts a starting curve which is not a ray in the reference medium and deforms it towards a ray in the perturbed medium. Second, if one sets up ray perturbation theory assuming that the reference curve is a ray in the reference medium, then either the employed perturbation theory is sufficiently accurate for the desired application or it is not. In the latter case one cannot use ray perturbation theory. However, when the reference curve need not be a ray in the reference model, one can apply ray perturbation theory iteratively. If a single application of ray perturbation theory does not give sufficiently accurate estimates of the ray position and/or the traveltime, one can always use the updated ray estimate by applying ray perturbation theory again. Third, the second-order expressions (37) and (38) for the traveltime are valid when the reference curve it not a ray. This means that the ensuing bias in the traveltime can be accounted for. This can be a powerful ingredient in tomographic inversions because it allows one to correct explicitly for the bias in the traveltime due to the fact that the curves used in the tomographic inversions are not true rays in the current model.
The representation of eq. (17) (1992) . In the expression derived by SnSa the bending term was absent since they assumed that the starting curve was a ray in the reference medium. In expression (C22) of Moser et al. (1992) the slowness was assumed to be fixed, and hence the terms containing u , were absent. It is shown in SnSa that eq. (A24) leads to a first-order ray deflection which leads in turn to an expression for the traveltime perturbation that is correct to second order. In the derivation of Moser et al. (1992) , their eq. (C22) was derived from the minimization of the second-order traveltime perturbation. The derivation in Appendix A shows the consistency between relation (17) and the existing relations for ray bending and ray perturbations in ray-centred coordinates.
In the scheme presented here the endpoints of the ray can be perturbed in any direction. This is for example important in tomographic inversions where one also accounts for source relocations. These type of endpoint perturbations were not allowed in the ray perturbation scheme of SnSa and Moser et al. (1992) who used ray-centred coordinates. The price one pays for allowing general endpoint perturbations is that the perturbation equation derived in this paper has three components whereas in ray-centred coordinates one only has t o handle two components. However, in the examples shown in this paper, solving the linear system of equations for the ray perturbation constituted only 20 per cent of the total CPU time.
The comparison with the scheme of JG shows that if one has ensured that the perturbation equations imply the constraint (3), it is better to solve the perturbation equations only rather than eliminating one of the perturbation equations in favour of the constraint. The presence of a constraint forms an essential ingredient of ray perturbation theory since one is free to prescribe how points on the reference curve are mapped onto the perturbed curve. This property is exploited further by Snieder & Sambridge (1993) who show that existing ray perturbation schemes can be derived from a single master equation by prescribing a specific mapping from the reference curve to the perturbed curve.
In this appendix the summation convention is used over the subscripts which are used to label the unit vectors Ql and q2.
In the original expression (17) the three components of rl are coupled. One would expect this is also the case when using a representation of the equation in ray-centred coordinates, i.e. that the differential equations for 9 and the qi are coupled.
In ray-centred coordinates one usually uses the arclength so along the reference curve as independent parameter. This entails a simple rescaling of the independent parameter:
('43)
In this appendix a dot is used to denote a differentiation with respect to the arclength along the reference curve: F=dF/ds,,. In this notation the vector i,, is of unit length because ds,, = Idr,,l. The fact that (ro. r,,) = 1 implies that the constraint (3) is satisfied for the vector ro(s). When the arclength along the unperturbed curve is used as independent parameter, eq. 
('46)
One is completely free to rotate the vectors 4; around the reference curve. Let the rate of rotation of these unit vectors with the parameter so be denoted by Q:
(q, * q/) = Q E i / .
('47)
In this expression E;, is the Levi-Civita tensor: E , = E~~ = 0, E~~= -E~~ = 1. The rotation of these vectors and the relation with the Frenet equation is shown in detail in SnSa.
The system (i0, q, , Cj2) forms a complete orthonormal basis, hence any vector can be written as E = ( E -ro)io + ( E -Gi)Cji.
Using this and the expressions (A6) and (A7) it follows that q; = QEj/ij/ -(3, * r())r().
i, = (4, -QEijqj)qi -qi(qi -r())r() + ii,) + qr,,.
(AS) (A9)
A differentiation of the expansion (A2) gives with (As):
Since the reference curve satisfies (3), the vector r,, is orthogonal to the direction r,, of the reference curve. This implies that ro can be expanded in the $: q , and q2. Note that the displacement 9 along the reference ray does not enter the terms multiplying the 4,. However, the terms multiplying 9 and may lead to a dependence of the qi on q. One can show that this coupling vanishes, because the terms multiplying q and are of higher order in One can use ( '421) This implies that the influence of 7 on the differential equation for the transverse displacements q i is of higher order in E and can thus be ignored. Using this, one obtains differential equations for the qi by dotting (A16) with the 4,. For the right-hand side of (A16) one can use (A5) and ( A l ) to give Qi * R/, = 4; * (VU,) -uO&).
(A221 Similarly, using (A13) one can rewrite (A5) to leading order as Using these relations, the projection of (A16) on qj gives
APPENDIX B: THE SELF-ADJOINTNESS O F THE DIFFERENTIAL OPERATOR (17)
The differential operator in the left-hand side of (17) acting on a vector function f can, after a rearrangement of terms, be written as:
The self-adjointness of this operator is investigated for solutions with Dirichlet boundary conditions:
032)
i.e. for rays with fixed endpoints. The first term on the right-hand side of (17) is in Sturm-Liouville form, with the boundary conditions (B2) this term is self-adjoint (e.g. Butkov 1968 ). The second term on the right-hand side of (Bl) describes the multiplication with a symmetric matrix. The issue of the self-adjointness of L therefore reduces to the properties of the last two terms in (Bl). Let these terms be described by the differential operator The remaining q integrations can be simplified using (12). The fact that the right-hand side of (12) vanishes to leading order in E makes it possible to eliminate the Vu,, terms in (B6) with (12). Using an integration by parts with the boundary conditions (B2) this gives to leading order in E where in the last equality it was used that (ro -f) does not depend on q. Inserting (B7) and the corresponding equation for g in (B6) leads to the self-adjointness of the operator M :
which implies that the differential operator in (17) is self-adjoint. It should be noted that the self-adjointness of L holds only to leading order in E , because in the derivation of (B8) eq. (12) was used with the O ( E ) term ignored. Furthermore, expression (22) was used, this equation holds only to leading order in E . Observe also that the operator M consists of a combination of terms containing rl and r, in (17). This implies that the operators multiplying r, and r, in (17) are not self-adjoint individually.
