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approaches, namely Non‐temporal  and Temporal ones, of  collaborative positioning  to  combine 
































the  output  positions  from  Wi‐Fi  data.  This  approach  does  not  require  installing  additional 
infrastructures and is compatible with the standard Bluetooth protocol, which is generally supported 
by smartphones. 










between  two devices  from  the  Bluetooth  inquiry  process. Wi‐Fi  and  Bluetooth  position  outputs 















Works on smartphone‐based positioning  in an  indoor environment  involve various kinds of 
technologies such as GPS, camera, Personal Dead Reckoning, Bluetooth, Wi‐Fi, etc. Among them, Wi‐











scanned  RSS/RSSI  values  to  the  locations.  For  learning  techniques,  the  well‐known  K‐Nearest 
Neighbors (KNN) and its alternatives are among the most popular ones [12–14]. In [15], the authors 
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experiment with a wide range of KNN parameters to get a set of models. An ensemble result of the 
generated KNN models has  a mean distance  error of  around  6 m. Besides KNN‐based  learning 










[21] proposes a Bayesian approach  for dealing with device heterogeneity‐related  issues  in  indoor 
positioning. 
Given  the  efficiency  of  the Wi‐Fi‐based  positioning,  the  outputs  from  the  system  are  often 
considered a data source for integrating with other positioning techniques. In [22], the authors build 
a distribution  of possible points  given  a Wi‐Fi measurement. The distribution  is  assumed  to  be 
Gaussian. The center is calculated from a fingerprinting approach. The distribution is then used to 
correct the output of an inertial‐sensor‐based system. A more complex fusion approach is introduced 












































approaches  rely  on  statistical  models  without  directly  dealing  with  the  signal  propagation 
complexity. The feature space is the RSS feature vector, and the target is the device’s position. Signal 
filtering can be added to boost the position accuracy. 
Ensemble methods  for  improving  learning models  are  a well‐known  approach  in machine 
learning.  For Wi‐Fi  fingerprinting‐based  positioning,  Torres‐Sospedra  et  al.  in  [15]  propose  an 
ensemble framework based on KNN models. The authors vary a set of parameters and then combine 
all the generated models to have a more stable performance. These parameters include the number 
𝐾   of  considered  neighbors,  the  distance/similarity  measure  of  signal  feature  vector,  the  data 
representation, and the method of filtering out weak signals. However, because all the models are 
derived from the KNN model, their learning capability can be highly correlated. Thus, it may lead to 










phase. The KNN model  is well‐known  for working with Wi‐Fi  fingerprinting data. Both Random 
Forest  and Extreme Gradient Boost models  are  tree‐based methods  that have good performance 
against various types of data. The two additional learning models are added to make the following 






















access points within the collected data. With 𝐷  access points, namely  𝐴𝑃 ,  𝐴𝑃 ,...,  𝐴𝑃 , the feature 
vector has exactly 𝐷  dimensions. Assume at time  𝑡, there is a complete scan cycle at point  𝑃. Each 
scan cycle is then used to create a fixed‐length feature vector  𝑟 where each value  𝑟   is the RSS value 
of the access point 𝐴𝑃   if it appears in the scan. In the other case, the  𝑟   takes the minimum value 
𝑀𝐼𝑁 , which is selected to be lower than any other scanned RSS values that appear in the data. The 
selection of 𝑀𝐼𝑁   could affect several types of  learning models, such as KNN‐based ones. More 
specifically,  the KNN models use  the distance metrics  for comparing  the  similarity between  two 














dimensions,  each  corresponding  to  an  appeared  access  point,  an  additional  𝐷   features  𝑠
𝑠 , 𝑠 , . . . , 𝑠   is added to the standard  𝑟 𝑟 , 𝑟 , . . . , 𝑟 . The value of  𝑠   is defined as: 
𝑠 𝐼𝑁𝐹  if 𝑟  is one of two highest values of r,
0  otherwise.
  (1)
Then, the new feature vector  𝑞  is a combination of  𝑟  and  𝑠: 
𝑞 𝑟 , 𝑟 , . . . , 𝑟 , 𝑠 , 𝑠 , . . . , 𝑠 .  (2)
The purpose of using  𝐼𝑁𝐹   instead of a simple value constant 1 is to allow the combined vector 
𝑞  to work with several types of distance metrics. By selecting an appropriate value of  𝐼𝑁𝐹 , it is 
possible to put more weight into the difference in  𝑠  rather than the difference in  𝑟. 
The resulting vector length is double the standard one’s. The number of strongest access points 
can be selected as an adjustable parameter. Normally, a value of 2 or 3 is chosen for effective splitting 




overcome  the  hardware‐dependent  issue,  including  mean  normalization,  application  of  linear 
transformations, and usage of signal‐calibration free approaches. Roughly speaking, most methods 
rely on a linear correlation of RSS values for different devices. The calibration‐free approaches can be 




difference  for  every  pair  of  access  points. Other  than  that,  the  RSS  values  is  transformed  into 
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logarithm space. More specifically, from the standard raw features  𝑟 with 𝐷  dimensions, the HLF 
is a vector  ℎ  which has a size of  𝐷 𝐷 1 /2. The explicit values of  ℎ  are given as: 
ℎ diff 𝑟 , 𝑟 , … , diff 𝑟 , 𝑟 , diff 𝑟 , 𝑟 , … , diff 𝑟 , 𝑟 , … , diff 𝑟 , 𝑟 ,  (3)
where the different operations between two RSS values  𝑟   and  𝑟   is given by: 







with  𝑟  being the maximum RSS value. 
When there are hundreds of access points available in the environment, the transformation in 
Equation (3) results in thousands of dimensions in the feature spaces. Thus, collecting enough data 
for  training  the  HLF  features  could  be  problematic.  Therefore,  applying  a  further  dimension 
reduction operator to get a suitable feature representation from the generated HLF features could be 





𝑆 𝑋 ,𝑃 , 𝑋 ,𝑃 , . . . , 𝑋 ,𝑃 ,  (5)
with  𝑋   being  the correspondent 𝑁‐dimensional vector and  𝑃   the position of  the  𝑖   sample  for 












distance  between  two  feature vectors.  For  an  input  𝑋 ,  the  standard KNN  algorithm  finds  𝐾 
samples in  𝑆, which have the smallest distances to 𝑋 . Assume the list of 𝐾  samples is: 
nearest 𝑋 ,𝑑 𝑋 ,𝑌 , 𝑋 ,𝑌 , . . . , 𝑋 ,𝑌 ,  (6)
then the corresponding  𝑃   is computed as the centroid of all 𝑃   in the above list. Parameter 𝐾 
defines how many nearest samples in the feature space are taken for computing  𝑃 . A small value 
of 𝐾  tends  to make  to model overfitting. For example, with 𝐾 1,  𝑃   is  the position with  the 
nearest sample  in  the  training set  𝑆. When  𝐾  increases, more nearest  samples are  taken  into  the 
computation, thus making the output more robust. However, if there are only a few samples,  𝑃  
may fluctuate between them. In the specific task of Wi‐Fi fingerprinting, 𝐾  is usually chosen from in 
the range of  1, 10 . 
There  are  some  variants  of  the  KNN model.  The most  popular  one  is  the weighted‐KNN 
approach, in which  𝑃   is calculated by a weighted sum of average of  𝑃 . The specific weight is a 
function, which is computed from the similarity between  𝑋   and 𝑋 . 
3.2.2. Random Forest Model 











splitting criteria that can split the tree samples 𝑋 ,𝑋   and  𝑋 . 
Table 1. An example dataset with raw RSS feature for 3 access points. 
Samples  𝑨𝑷𝟏  𝑨𝑷𝟐  𝑨𝑷𝟑 
𝑋   −50 dBm  −70 dBm  −75 dBm 
𝑋   −65 dBm  −80 dBm  −52 dBm 
𝑋   −70 dBm  −65 dBm  −76 dBm 
𝑋   −50 dBm  −70 dBm  −75 dBm 
 
Figure 1. A decision tree with two internal and three leaf nodes for splitting  𝑋 ,  𝑋 ,  𝑋   in Table 1. 
Given a training data set, there are several well‐known methods for building a decision tree such 
as ID3 [40] or CART [41]. Because the building decision tree process always seeks for an optimal way 
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gradient based on features values. Therefore, at each splitting step, the built tree can choose the right 
ways  to  split  the  feature  space. The model  is also  included with other  techniques  for preventing 
overfitting such as a random subset of features or early stopping criteria. 
4. Using Bluetooth Data to Improve Wi‐Fi Positioning 
Wi‐Fi  and  Bluetooth  are  two  data  streams  which  provide  different  information  that  can 
contribute to the derivation of the users’ position. In the case of multiple users, the distance from one 






cycle,  the  device  sends  its  identifiers  (MAC  addresses)  of  the  found  access  points  and  the 
corresponding RSS values. Each Wi‐Fi scan cycle takes a few seconds and is dependent on the device 
itself as well as the number of access points. The second type is the Bluetooth scanned information, 
which also  includes  the Bluetooth MAC addresses of visible devices and  the  corresponding RSS 
values. On the server, the data from Wi‐Fi and Bluetooth scans give different ways to calculate the 
users’ positions. 
Figure 2  illustrates  the principle of our approach with an example context  that  involves  two 
users, namely  𝑖  and  𝑗. The two users’ devices keep gathering information on Wi‐Fi access points and 
Bluetooth devices in the environment and sending them to the server. Once the server receives the 
data,  it will  store  it  as  events  associated with  either Wi‐Fi or Bluetooth  typed  labels. The  figure 
illustrates three events: two Wi‐Fi scans and a Bluetooth scan. Assume that the real positions of users 
𝑖   and  𝑗   at  time  𝑡   are  denoted  as  𝑥 , , 𝑦 ,   and  𝑥 , ,𝑦 , ,  respectively,  the  real 
distance between the two users is denoted as  𝑑 , . 
At time  𝑡 ,  the position of user  𝑖  can be estimated from the Wi‐Fi scan information device  𝑖, 
and  is denoted  as  𝑥 , 𝑦 .  Similarly,  at  time  𝑡 , when  the Wi‐Fi  information  from device  𝑗   is 
available when it completes a scan, we can estimate the position of user  𝑗, which results in  𝑥 ,𝑦 . 
Besides that, the Bluetooth scan information when available can lead to an estimated relative distance 
between these two users. At time  𝑡 , if device  𝑖  is found by device  𝑗 with its Bluetooth scan process, 
we  can  also make  an  estimation  𝑙   of  the  relative distance  real distance  𝑑 , ,  based  on  the 
corresponding RSS value. 
Alternatively, we can estimate  𝑑 ,   differently by using the output position from the Wi‐Fi 
information for the two users. As the true value  𝑑 ,   is unknown, our task is looking for ways to 
minimize  the  difference  between  the  values  estimated  independently  from  the  two  sources. 
However,  this Wi‐Fi  information  is  generally  not  available  in  a  synchronous manner with  the 
Bluetooth  information.  In  the  current  example,  it  is  available  at  times  𝑡   and  𝑡 ,  but not  𝑡 . To 









devices’ position at each  timestamp. For minimizing  the new error  function, a particle‐based 
approximation is carried out. 










𝑡  to  𝑡 Δ𝑡  are considered as if they happened at the same time. Given a pair of users  𝑖  and  𝑗, one 
can assume that there exists both Wi‐Fi data and Bluetooth data within the time frame from  𝑡  to  𝑡
Δ𝑡. Let 𝑤  and 𝑤   be the Wi‐Fi scan information from the two users, and  𝑟𝑠𝑠   be the RSS value of 
the  Bluetooth  scan.  In  this  Non‐temporal  approach,  we  remove  the  time  variable  𝑡   from  the 
parameters.  The  likelihood  function with  the  two  users’  positions  𝑥 ,𝑦   and  𝑥 ,𝑦 ,  and  the 
parameters  𝑃 𝑥 , 𝑦 , 𝑥 ,𝑦 |𝑤 ,𝑤 , 𝑟𝑠𝑠   are created by decomposing the function into three separate 
components: 
𝑃 𝑥 ,𝑦 , 𝑥 ,𝑦 |𝑤 ,𝑤 , 𝑟𝑠𝑠 𝑃 𝑥 ,𝑦 |𝑤 𝑃 𝑥 ,𝑦 |𝑤 𝑃 𝑥 ,𝑦 , 𝑥 ,𝑦 |𝑟𝑠𝑠 ,  (7)
where  𝑃 𝑥 ,𝑦 |𝑤   and  𝑃 𝑥 ,𝑦 |𝑤   are the error estimations from Wi‐Fi data of users  𝑖  and  𝑗, 
respectively, and 𝑃 𝑥 ,𝑦 , 𝑥 ,𝑦 |𝑟𝑠𝑠   is the error from the Bluetooth data. 
Let  𝑥 ,𝑦   be the computed position from the scan 𝑤 . By assuming that the distribution of the 
real position  𝑥 ,𝑦   is a 2D Gaussian around the estimated position  𝑥 ,𝑦 , then  𝑃 𝑥 ,𝑦 |𝑤   is 
determined by: 
𝑃 𝑥 ,𝑦 |𝑤
√
𝑒 . (8)
Similarly,  𝑃 𝑥 ,𝑦 |𝑤   can also be determined given the estimated position  𝑥 ,𝑦   from the 
Wi‐Fi positioning model: 
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𝑃 𝑥 ,𝑦 |𝑤
√
𝑒 . (9)
To estimate the Bluetooth part of the estimated likelihood, we first calculate  𝑙   from  𝑟𝑠𝑠   by 
using the LDPL model: 
𝑙 𝑙 10 . (10)
where  𝑟𝑠𝑠   is the RSS value at distance  𝑙 , and  𝑛  is the path‐loss exponent. The three values  𝑟𝑠𝑠 , 
𝑛, and  𝑙   are known constant parameters. The value of  𝑙   is the estimation of the real distance  𝑑 , 
which comes directly from the real positions of users  𝑖  and  𝑗, that are  𝑥 ,𝑦   and  𝑥 ,𝑦 : 
𝑑 𝑥 𝑥 𝑦 𝑦 . (11)
One can assume that  𝑙   has a Gaussian distribution around  𝑑 , then the Bluetooth likelihood 
can be estimated by another Gaussian kernel: 




where  𝛿   is a constant characterizing the reliability of the LDPL on the RSS Bluetooth signal. 
From Equations (8)–(10), the likelihood function in Equation (7) can be rewritten as: 
𝑃 𝑥 ,𝑦 , 𝑥 ,𝑦 |𝑤 ,𝑤 , 𝑟𝑠𝑠 𝐶 𝑒 ,  (13)
where  𝐶  is a constant, and  𝑔  is a function of  𝑥 , 𝑦 , 𝑥 ,𝑦 , that is: 
𝑔
𝑥 𝑥 𝑦 𝑦 𝑥 𝑥 𝑦 𝑦
2𝛿




Figure 3 illustrates of the symmetric properties  𝑔. The pair of positions  𝑥 , 𝑦   and  𝑥 ,𝑦   can 
be used for finding the minimum value of  𝑔 𝑥 ,𝑦 , 𝑥 ,𝑦 . It also shows the symmetric property of 
𝑔. The value of  𝑔 𝑥 ,𝑦 , 𝑥 ,𝑦   is equal to  𝑔 𝑥 ,𝑦 , 𝑥 ,𝑦   if  𝑟  is equal to  𝑟   and  𝑟   is equal to  𝑟 . 
For  a  fast  computation  of  the minimum  value  of  𝑔 ,  two  constraints  can  be  used  based  on  its 
symmetric property. The first constraint is that the four points  𝑥 ,𝑦 ,  𝑥 ,𝑦 ,  𝑥 , 𝑦 , and  𝑥 ,𝑦  
are aligned. The second constraint is that the distance between  𝑥 ,𝑦   and  𝑥 ,𝑦   and the distance 
between  𝑥 ,𝑦   and  𝑥 ,𝑦   are equal. 
 
Figure 3. Several ways for evaluating  𝑔  by using its symmetric property. 
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The  function  is  then  rewritten  as  a  function of  the distance  𝑟  between  𝑥 ,𝑦   and  𝑥 , 𝑦 , 


















considered  as  a  sequence  of  points.  The  new  likelihood  function would  take  all  the  points  as 
parameters. 
We first construct the likelihood function  𝐹, which is a more complete form of  𝑃  that is based 
on three probability functions. A motion model 𝑀  is used to establish the relationship between the 
positions at time indices  𝜏  and  𝜏 1 when a user moves. Two functions 𝑊  and 𝐵  are defined as 
the probability distributions of the Wi‐Fi scan results and the distance based on Bluetooth RSS values 
from each pair of devices, respectively. 
Assume that there are 𝑁  users to track in  𝑇  time indices. The time component is added to the 





the current position to the previous one, or 𝑀 𝑥 , 𝑦 |𝑥 ,𝑦 . The moving component for  𝑇  time 
indices for each user  𝑖  is then calculated by: 
𝐹 𝑀 𝑥 ,𝑦 𝑥 ,𝑦 .  (16)
For each user  𝑖, assume that 𝐾 within  𝑇  time indices corresponds to the Wi‐Fi scan records. 
Denote the timestamps for Wi‐Fi events as  𝑢 ,  𝑢 ,...,  𝑢 , then for each  𝑢 , the corresponding Wi‐Fi 
scan information is denoted as 𝑤 . The function 𝑊  is used to estimate the likelihood probability 
𝑊 𝑥 ,𝑦 𝑤 . Then,  the Wi‐Fi component  𝐹   of user  𝑖  is established  from all  the 𝐾  available 
Wi‐Fi scans: 
𝐹 𝑊 𝑥 , 𝑦 𝑤 .  (17)
The Bluetooth evolves for a pair of users  𝑖  and  𝑗. Suppose that there are  𝐿  Bluetooth data that 
arrive at timestamps  𝑣 ,  𝑣 ,...,  𝑣 , it is possible to chain the error function over the  𝐿  timestamps as 
follows: 
𝐹 𝐵 𝑥 ,𝑦 , 𝑥 ,𝑦 𝑟𝑠𝑠 .  (18)
By joining the three functions, the total likelihood function  𝐹  could be rewritten as: 
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𝐹 𝐹 𝐹 𝐹 .  (19)
At  this step, one could select  the explicit  form of 𝑀, 𝑊  and 𝐵  and process  them  to  find  the 
maximum value of  𝐹. The number of parameters in  𝐹  needing to be determined totally depends on 
the number of users and the tracking time. As  𝐹  includes a motion model 𝑀, particle‐filter‐based 
approximation  is  a natural way  to  find  the maximum value of  𝐹 .  In  addition,  the particle  filter 
process would be more flexible than writing down 𝑊  and 𝐵  in explicit forms. 
4.3.1. Motion Model 
For user  𝑖  at  time  𝑡,  there  is a  set  𝑆   of particles, which  represents  the position probability 
distribution.  For  motion  model  𝑀 ,  without  additional  information  from  inertial  sensors,  the 
movement of the user could take random values as moving speed  𝑣  and heading direction  ℎ. While 
there is no constraint on the value of  ℎ, the moving speed  𝑣  should be suitable with a typical indoor 
movement.  In  our  specific  implementation, we  generate  the moving  speed  based  on  a  normal 
distribution around a mean speed value. This mean value is determined statistically according to the 
walking action in an indoor environment. The heading is generated with a uniform distribution in 
the range  0, 2𝜋 . An additional wall‐cross checking step is added for removing bad particles. Figure 
4 depicts an example of the motion model 𝑀  for generating new particles. The black center dot is the 
initial  particle.  The  wall  boundaries  are  represented  with  black  lines.  New  particles  are  then 







With  the particle‐filter‐based approximation,  the  likelihoods  𝐹   and  𝐹   given by Wi‐Fi and 
Bluetooth components can be transformed into an observation model. The score for a specific particle 
𝑝 ∈ 𝑆   is calculated by: 
𝑠𝑐𝑜𝑟𝑒 𝑝 𝑠𝑐𝑜𝑟𝑒 𝑝 𝑠𝑐𝑜𝑟𝑒 𝑝 ,  (20)
where  𝑠𝑐𝑜𝑟𝑒 𝑝   and  𝑠𝑐𝑜𝑟𝑒 𝑝   are the Wi‐Fi and Bluetooth components, respectively. 
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4.3.3. Wi‐Fi Scoring Component Based on Classification 
If  there  exists  a Wi‐Fi  scan  𝑤   at  time  𝑡 ,  then  𝑠𝑐𝑜𝑟𝑒 𝑝   is  computed  by  using  a  local 







ones whose centers are  𝐶 ,  𝐶 ,...,  𝐶 . To compute the coordinates of the centers, a K‐means clustering 
approach  is  used  on  all  the  appeared  positions  using  the  available  fingerprinting  data. Nearby 
positions are grouped into separated clusters. The center position of each cluster is the average of all 
the points  that belong  to each group. Figure 5  illustrates  three centers with  their boundaries. The 
boundaries are then used to transform the positions into appropriate indices. A 2D point  𝑥,𝑦   can 
be assigned to label  𝑑  if the center  𝐶   is the nearest center to  𝑥,𝑦 . With this mapping, it is possible 
to transform the Wi‐Fi fingerprinting model from a standard regression problem into a classification 
problem  [16]. Assume  the  training  samples  in  the  fingerprinting database have  the  form  〈𝑟𝑠𝑠,𝑃〉 
where  𝑟𝑠𝑠  is the RSS vector and  𝑃  is the coordinates where the RSS is collected. The target value  𝑃 
can be mapped to one of the labels from 1 to 𝐷, by assigning  𝑃  to the nearest center among  𝐶 ,  𝐶 ,..., 
𝐶 , as shown in Figure 5. 
In the prediction step, let  𝑝𝑟𝑜𝑏 𝑎 ,𝑎 , … , 𝑎   be the probability of the predicted output of 
𝑤  belonging to the clusters, then  𝑠𝑐𝑜𝑟𝑒 𝑝   can be computed as: 
𝑠𝑐𝑜𝑟𝑒 𝑝  𝑠𝑐𝑜𝑟𝑒 𝑝 ,  (21)
where  𝑠𝑐𝑜𝑟𝑒 𝑝   is a scaled‐value  from  𝑝𝑟𝑜𝑏 , with  respect  to  the maximum distance  𝑑   and 
minimum distance  𝑑 , corresponding to all the available particles: 
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Figure 6. Scoring function for particles (gray dots) with two centers  𝐶   and  𝐶 . The maximum and 
minimum distances are used to scale the observation probability. 
4.3.4. Observation Model from Bluetooth 
Similarly,  𝑠𝑐𝑜𝑟𝑒 𝑝   can be calculated if there is a Bluetooth scan involving user  𝑖  around time 
𝑡. Without a loss of generality, we assume that the available Bluetooth scan is  𝑟𝑠𝑠 , which specifies 
the RSS value of device  𝑖 measured by device  𝑗. The update rule for  𝑠𝑐𝑜𝑟𝑒 𝑝   is defined as: 




where the subscript  𝑘  indicates the need to calculate repeatedly for each  𝑝 , ∈ 𝑆 . The  likelihood 
𝐵 𝑝 ,𝑝 , 𝑟𝑠𝑠   is computed by using a similar process as the computation of the likelihood  𝑃   in 
the Non‐temporal approach. Using Equation (12), the likelihood 𝐵  can be rewritten as a function of 
distance  𝑑  between  two particles  𝑝   and  𝑝 ,   and distance  𝑙  derived  from  𝑟𝑠𝑠   using  the LDPL 




To  evaluate  the  performance  of  the  two  proposed  approaches,  an  experiment  in  an  office 
environment that includes two floors is set up. All recordings follow one common trajectory, which 
is composed of the corridors, office rooms and stairs located in two consecutive floors. This trajectory 
is  defined  by  several  checkpoints. The  path  is  illustrated  in  Figure  7.  The  length  of  the  path  is 
approximately 200 m, which usually takes about 300 s of walking at an average speed. 
Different scenarios are designed in such a way that the additional Bluetooth scanning data can 
provide  useful  information  for  smoothing  the Wi‐Fi  positioning  output.  Each  of  them  involves 





















determined. From Equation (10), it is mandatory to find the appropriate  𝑙   and corresponding RSS 








The  distance  𝑙   of  0 m  has  the  highest  RSS  value  and  the  lowest  standard  deviation.  The 
decrement pattern becomes more stable for the distance from 2 m to 10 m. Beyond the range of 10 m, 
the RSS value starts to be less predictable and packages are dropped. This explains why the mean 
distances at 15 m and 20 m are higher than at the 10 m. With this consideration, we selected  𝑙 2 m 
and  𝑟𝑠𝑠  58 dBm. 
To estimate the distance error, the two selected parameters  𝑙   and  𝑟𝑠𝑠   are substituted into the 
model in Equation (10) to compute the distance from the RSS value. The cumulative distance error 
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Table 3 gives an overview of  the collected Wi‐Fi database. A time threshold of 5 s  is used  to 
group RSS values into one complete fingerprint scan. There are around 400 fingerprints in six training 
files. The number of completed Wi‐Fi scans per user’s walks varies between 50 and 100. Besides, the 




























strength  from  – 90  dBm  to  – 55  dBm.  In a multiple‐device  context,  this variation may affect  the 
performance of fingerprinting models. To reduce the effect of device diversity, we first filter out the 







within  stairs,  the  target  position  is  treated  as  a  2.5D  coordinate.  For  a  triplet  𝑥,𝑦, 𝑧 ,  the  𝑧 
component  is normalized  to  receive  only  one  of  three  values:  0,  0.5,  and  1. The  values  0  and  1 
represent the points in the eighth and ninth floors, respectively, while the value 0.5 indicates that the 
user  is  somewhere  on  the  stairs.  The  distance  error  between  the  target  point  𝑝
𝑥 , 𝑦 , 𝑧   and the output position  𝑝 𝑥,𝑦, 𝑧   is calculated by: 
𝑑𝑖𝑠𝑡 𝑝 , 𝑝 𝑥 𝑥 𝑦 𝑦 𝑘 𝑧 𝑧 ,  (24)
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The  performance  of  the  two  preprocessing  feature  approaches  is  shown  in  Figure  11.  The 
standard raw features result in a mean distance error of 4.21 m while the mean normalized one has a 
mean error of 3.61 m. The former has a standard deviation of 2.65 m and the latter of 2.53 m. There is 
a  slight  improvement  by  changing  from  the  raw  features  to  the  preprocessed  one.  In  terms  of 
maximum distance error, both approaches suffer from large errors that exceed 10 m. Compared with 




























































































































2  1  3.7 ± 2.0  2.4 ± 1.6  35.1  2.2 ± 1.5  40.5 
2  2  3.4 ± 2.4  3.2 ± 2.3  5.9  2.5 ± 2.0  26.5 
3  1  4.0 ± 2.4  3.5 ± 2.2  12.5  2.1 ± 1.8  47.5 
3  2  3.4 ± 2.4  3.1 ± 2.2  9.8  2.4 ± 2.0  30.4 
3  3  3.6 ± 2.1  3.1 ± 2.2  13.9  2.2 ± 1.9  38.9 
4  1  3.8 ± 2.6  3.6 ± 2.6  5.3  2.8 ± 2.0  26.3 














is a  slight  improvement by using  the Non‐temporal one. Across all  the devices and  scenarios,  the 
average improvement is around 0.5 m in mean distance error. The appearance of Device 4 with high 
distance  error  clearly  affects  the  performance  of  the  other  two  devices.  The  Temporal  approach 
provides more  stable  improvement  compared  to  the Wi‐Fi  only  by outperforming  the  two other 
approaches in all scenarios. The highest improvement is with Device 1 in one‐group and Device 3 in 








kept  in  a  range of  5–10 m.  Similar  results  for  the  three‐user  case  can be  seen  for  the Wi‐Fi  only 
approach. Both new Devices 2 and 4 have larger distance errors than the two others. Devices 1 and 3 






















1  1  3.7 ± 2.1  2.6 ± 1.6  2.2 ± 1.6 
1  3  3.7 ± 1.8  2.3 ± 1.6  2.2 ± 1.5 
2  1  3.8 ± 2.8  3.9 ± 2.6  2.9 ± 2.2 












1  1  3.8 ± 2.1  3.0 ± 2.2  2.2 ± 2.1 
1  3  3.5 ± 2.3  3.3 ± 2.1  2.0 ± 1.7 
1  4  4.8 ± 2.9  4.3 ± 2.2  2.2 ± 1.7 
2  1  3.0 ± 2.1  2.8 ± 1.9  2.3 ± 1.7 
2  3  3.4 ± 2.6  3.3 ± 2.3  2.8 ± 2.4 
2  4  3.9 ± 2.6  3.3 ± 2.3  2.1 ± 1.8 
3  1  3.3 ± 2.4  3.0 ± 2.4  2.2 ± 1.9 
3  3  3.5 ± 2.0  2.7 ± 1.9  2.1 ± 1.7 












1  1  3.1 ± 1.9  3.5 ± 2.3  1.9 ± 1.5 
1  3  5.0 ± 3.6  4.3 ± 3.2  4.6 ± 3.1 
1  4  3.5 ± 2.6  3.0 ± 2.3  2.4 ± 1.8 
1  1  3.5 ± 2.6  3.3 ± 2.4  2.3 ± 1.6 
2  3  3.2 ± 2.3  2.6 ± 1.7  2.7 ± 2.0 
2  4  4.2 ± 2.5  3.5 ± 2.2  3.2 ± 2.7 
2  1  3.5 ± 2.2  3.9 ± 2.3  1.7 ± 1.6 
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5.0 m,  respectively. Besides  the Bluetooth  information,  employing map  information  and moving 
model constraints also help to reduce noisy output from the standard Wi‐Fi fingerprinting model. 


















































scanning data  is  introduced. The Wi‐Fi data  is used  as  a  raw positioning output, which  is  then 
improved  using  the  relative  distance  from  Bluetooth  inquiry  RSS  values.  Two  combination 




standard Wi‐Fi  fingerprinting  model.  From  the  testing  results,  while  the  Non‐temporal  is  only 
applicable in some specific scenarios, the Temporal approach outperforms the Wi‐Fi fingerprinting 




remaining  issues on  the  technical aspects, such as  the communication between  the users and  the 
server, energy impacts on the smartphones, and signal inference between multiple devices. For the 
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