function of defocus, as shown in Fig. 1b (see Supplementary Fig. 2 for sensitivity to fit area). The residual wavefront aberration was 24 mλ root-mean-square (r.m.s.; see Supplementary Fig. 5 for experimentally retrieved aberration coefficients). Simulations using the fitted residual aberrations resulted in photometric ratios that agreed well with experimental values. We found a photometric ratio of 85%, in contrast to the values of ~75% in focus reported by Franke et al. 1 , which we attribute to aberrations present in their experiment. To assess the influence of aberrations, we experimentally engineered PSFs with small amounts of astigmatism, coma or spherical aberration. Photometric ratios obtained from these experiments matched those obtained from simulations with added aberrations (Fig. 1c) . The maximum value of the photometric ratio in focus, overall shape and values strongly depended on the aberrations, which resulted in curves that were broadened, flattened or made asymmetrical. The amounts of added aberrations used here still represent a lens that is referred to as diffraction limited (the Maréchal diffraction limit is 72 mλ ), indicating that these aberration levels and combinations thereof are seen in typical setups. We estimated the effects of these small aberrations on the expected axialposition error by carrying out a comparison to an aberration-corrected calibration and found errors between ± 100 and ± 200 nm over an 800-nm dynamic range ( Supplementary Fig. 6 ). Sample-induced refractive index mismatch, caused by, for example, the use of an oil-immersion objective in a watery enviroment, leads to spherical aberration but also nonspherical components 4 on the same order as what we simulated here. In Fig. 1d we show the axial estimation error for seven noncorrected systems from different vendors and labs (details in the Supplementary Methods), which we found to be on the order of ± 50 to ± 100 nm. We measured the aberrations in these systems via through-focus bead acquisition (see Supplementary Fig. 7 for details on the individual wavefront errors). We then calculated the axial estimation error as the difference between the calibrated aberration-free photometric-ratio-based position estimate and the simulated estimate with aberrations equaling the experimentally determined microscope aberrations. We conclude that in order for the photometric ratio to be converted to a viable, accurate depth map, the optical aberrations must be known to a very high degree (wavefront uncertainty < 10 mλ results in axial uncertainty < 20 nm).
reporting summary
Further information on research design is available in the Nature Research Reporting Summary linked to this article.
data availability
The data are available for download at https://doi.org/10.4121/uuid:557b6445-5d40-402a-b214-93d7c6415195. Reply to 'Impact of optical aberrations on axial position determination by photometry' Franke and van de Linde reply -Gaussian fitting is a widely used and fundamental tool in single-molecule localization microscopy (SMLM), but the extraction of intensity from experimental data can be challenging 1 . We appreciate the thorough work of Rieger and colleagues in proposing the principal role of small optical aberrations, present in any state-of-the-art microscope, in the model mismatch between commonly used Gaussian point-spread function (PSF) fitting for SMLM and the experimental PSF, even in focus 2 . In our original paper 1 , the simulated emission profile of an emitter was based on the experimental examination of a 'spot' , as there is no obvious distinction between the tail of the spot and the continuum of the detector. We agree that any aperturebased concept will not be able to capture the total number of photons arriving on the detector, as the probability of detecting photons far away from the molecule's center of mass is not zero (Supplementary Fig. 1 ). Moreover, in an experimental situationthat is, in the presence of potentially inhomogeneous background-one cannot distinguish between singular photons arriving micrometers away from their respective centers of origin and those from other emitting objects. Nevertheless, we have observed that TRABI enables accurate determination of the photon number along an increased axial range from the most relevant part of this pattern (i.e., the spot), in contrast to Gaussian fitting 1 . In our original work we derived the full width at half-maximum (FWHM) from single-molecule measurements and used a radius exceeding 1.86 × FWHM for experimental data ( Supplementary Fig. 1 ). Expansion of the aperture for an isolated emitter might result in the capture of more than 95% of the detected photons, but intensity estimation will be impaired by typical single-molecule densities in real experiments owing to overlapping apertures. The marginal fraction of intensity from peripheral photons, which do not 
Nanoruler length (nm) contribute to the spot, might cease to be extractable and come to constitute part of the background. As shown by Rieger and colleagues, fitting of a full vectorial PSF model to experimental bead data is superior to Gaussian fitting and yields different photon numbers than photometry. The actual TRABI approach was not used in their study, as the background was determined in the periphery of nonblinking individual beads, thus resembling aperture photometry 1, 2 . Certainly, the practical implication-for example, the use of the vectorial fit to gain axial informationwould be of great interest, as was shown in a similar manner by fitting of cubic spline interpolated PSF models 3 . For 3D TRABI imaging, the determination of the totally detected photon distribution of a fluorophore is not compulsory. The method instead relies on the determination of intensities in two differently sized apertures, which can both be smaller than the spot size. This also applies to intensity-based biplane imaging, where the intensity ratio is measured from two 1 or more 4 apertures per image plane.
To further quantify the performance of TRABI, we imaged an 80-nm 3D DNA origami PAINT nanoruler across a large field of view with calibrated TRABI (Fig. 1 , Supplementary Methods) 5 . We were able to successfully resolve the 3D orientation of the nanoruler (Fig. 1b) with an axial localization precision of 32.1 nm (Fig. 1c) .
Using the x-y distance and the axial height ( Fig. 1d) , we determined that the nanoruler length was 80.1 ± 15.9 nm (mean ± s.d.) (Fig. 1e) , which is in excellent agreement with the theoretical value. We obtained similar values with intensity-based biplane imaging with increased precision ( Supplementary Fig. 2 ). Finally, we monitored the nanoruler length and z position across the entire field of view (Fig. 1f ). The results demonstrate no significant effect of fielddependent aberrations on our measurements, albeit in a relatively small observed axial range limited by the nanoruler itself. Undoubtedly, in explorations of samples at greater depths, possible aberrations could have a greater effect on the spot shape and thus introduce greater errors. Such effects of aberrations are also relevant to a wide range of 3D SMLM methods 6 . Nevertheless, high-quality measurements of axial position are still possible with TRABI, especially measurements of relative positions. We validated these results with classical biplane imaging and obtained similar results ( Supplementary  Figs. 3 and 4) , thus demonstrating that in our setup aberrations do not affect TRABI more than they affect other methods. However, the overall quality of any 3D method will benefit from correction for aberrations 6 , although it might be worth considering whether aberrations could also be advantageously exploited, as recently demonstrated 3 .
reporting summary
Code availability
TRABI version 1.2 runs in ImageJ and is available from http://bcp.phys.strath.ac.uk/ photophysics/super-resolution/software/.
CRISPR-SURF: discovering regulatory elements by deconvolution of CRISPR tiling screen data
To the Editor -Tiling screens that use CRISPR-Cas technologies provide a powerful approach for the mapping of regulatory elements to phenotypes of interest [1] [2] [3] [4] [5] [6] . Here we present CRISPR screening uncharacterized region function (CRISPR-SURF), a deconvolution framework that can be used to identify functional regulatory regions in the genome from data generated by CRISPR-Cas nuclease, CRISPR interference (CRISPRi), or CRISPR activation (CRISPRa) tiling screens. CRISPR-SURF can be run as a stand-alone command line utility (https://github.com/ pinellolab/CRISPR-SURF) or as a web application (http://crisprsurf.pinellolab.org/) (Supplementary Note 1).
The methodology underlying the CRISPR-SURF framework leverages the concept that single guide RNAs (sgRNAs) represent a functional readout for base pairs within the perturbation range. This range depends on the CRISPR screening approach used: CRISPR-Cas nucleases introduce insertion and deletion (indel) mutations of varying lengths (typically < 30 bp, although potentially varying with cell type), whereas CRISPRi and CRISPRa strategies may remodel chromatin structure across hundreds of nucleotides. Importantly, each CRISPR technology offers its own advantage: CRISPRi and CRISPRa strategies increase the likelihood of detecting regulatory elements, given their larger perturbation ranges, whereas CRISPR-Cas nucleases provide higher resolution on the boundaries of regulatory elements, given their sharper perturbation windows. Because each sgRNA perturbs variable-size regions around its target site, the sgRNA data from CRISPR tiling screens can be seen as imprecise measurements of an underlying genomic regulatory signal. To address this variable, we model these imprecise measurements by means of a convolution operation that accounts for the perturbation profiles associated with different CRISPR technologies.
CRISPR-SURF deconvolves tiling screen data to find the genomic regulatory signal that best explains the observed sgRNA scores given the perturbation profile and sgRNA spacing (Fig. 1) . The CRISPR-SURF framework accounts for overlapping perturbation profiles between neighboring sgRNAs and leverages shared information to infer the underlying genomic regulatory signal even from noisy measurements. The exact sgRNA targeting coordinates are also taken into account, thus allowing for location-dependent statistical tests with a power that reflects the local density of sgRNAs in a region. This enables CRISPR-SURF to estimate perturbationspecific and position-specific statistical power for CRISPR tiling screens (Supplementary Note 2).
We evaluated the performance of CRISPR-SURF by using three published CRISPR tiling screens spanning CRISPR- The exact sample size (n) for each experimental group/condition, given as a discrete number and unit of measurement An indication of whether measurements were taken from distinct samples or whether the same sample was measured repeatedly
The statistical test(s) used AND whether they are one-or two-sided
Only common tests should be described solely by name; describe more complex techniques in the Methods section.
A description of all covariates tested A description of any assumptions or corrections, such as tests of normality and adjustment for multiple comparisons A full description of the statistics including central tendency (e.g. means) or other basic estimates (e.g. regression coefficient) AND variation (e.g. standard deviation) or associated estimates of uncertainty (e.g. confidence intervals)
For null hypothesis testing, the test statistic (e.g. F, t, r) with confidence intervals, effect sizes, degrees of freedom and P value noted The number of independent field of views (see below) was chosen to contain a sufficient number of spots to generate a statistically reasonable sample size. Since only one population of relevant sample types is expected (pure sample), we set this "threshold" to n>100.
Data exclusions No exclusion, but selection. Because the sample also contained DNA-PAINT based fiducial markers, the nanorulers were manually selected.
In case of single plane TRABI, fewer spots were selected due to inferior axial resolution capability. The selection criteria were pre-established. The sample should display a "two-spot" phenotype, as published in the original work on the DNA origami for super-resolution.
Replication
Three different fields of view were collected, displayed data compiles all independent measurements. The displayed data in the manuscript consist of all three independent field of views, but all FOVs independently support the conclusions made, therefore replication was successful.
Randomization No randomization, one DNA origami sample
Blinding
Blinding was not relevant since there was only one sample type.
Behavioural & social sciences study design
All studies must disclose on these points even when the disclosure is negative. 
Study description

Briefly describe the study type including whether data are quantitative, qualitative, or mixed-methods (e.g. qualitative cross-sectional, quantitative experimental, mixed-methods case study).
Research sample
Ecological, evolutionary & environmental sciences study design
Study description
Access and import/export
Describe the efforts you have made to access habitats and to collect and import/export your samples in a responsible manner and in compliance with local, national and international laws, noting any permits that were obtained (give the name of the issuing authority, the date of issue, and any identifying information).
Disturbance
Describe any disturbance caused by the study and how it was minimized.
Reporting for specific materials, systems and methods 
ChIP-seq Data deposition
Confirm that both raw and final processed data have been deposited in a public database such as GEO.
Confirm that you have deposited or provided access to graph files (e.g. BED files) for the called peaks.
Data access links
May remain private before publication. 
Flow Cytometry Plots
Confirm that:
The axis labels state the marker and fluorochrome used (e.g. CD4-FITC).
The axis scales are clearly visible. Include numbers along axes only for bottom left plot of group (a 'group' is an analysis of identical markers).
All plots are contour plots with outliers or pseudocolor plots.
A numerical value for number of cells or percentage (with statistics) is provided.
Methodology Sample preparation
Describe the sample preparation, detailing the biological source of the cells and any tissue processing steps used.
Instrument
Identify the instrument used for data collection, specifying make and model number. 
Gating strategy
Describe the gating strategy used for all relevant experiments, specifying the preliminary FSC/SSC gates of the starting cell population, indicating where boundaries between "positive" and "negative" staining cell populations are defined.
Tick this box to confirm that a figure exemplifying the gating strategy is provided in the Supplementary Information. 
Magnetic resonance imaging
Area of acquisition
State whether a whole brain scan was used OR define the area of acquisition, describing how the region was determined.
