Abstract. We consider the asymptotic behavior of the solution to the wave equation with time-dependent damping and analytic nonlinearity. Our main goal is to prove the convergence of a global solution to an equilibrium as time goes to infinity by means of a suitable Lojasiewicz-Simon type inequality. A generalization and examples of applications will be given at the end of the paper.
Introduction
In this paper, we are concerned some classes of nonlinear abstract damped wave equations, whose prototype is the usual wave equation in a bounded open domain R N , N ≥ 1,
in Ω; u(0, x) = u 1 (x) in Ω.
(1.1)
where h, f are suitably given. This problem has been already investigated by many authors. Concerning the damping h, different assumptions are alternatively made: on-off( [1] , [7] ), increasing( [12] ), bounded or constant( [13] , [14] , [2] , [3] ), integrally positive( [1] , [11] ), etc. In particular, on-off dampers are suitable to describe a wide variety of communication network models, as well as systems where a control depending on time is necessary.
In the earlier papers, When h(t) is a constant, there has been some results about the asymptotics for the equations, such as M. Jendoubi [8] , A. Haraux and M. Jendoubi [2] , [3] . Moreover, convergence to an equilibrium has been established in many case, when the damping term Q = g(u), which is linear or nonlinear without being dependent on time. Especially, in the paper [16] , the authors considered the general form. The key point is that all these papers used an inequality, socalled Lojasiewicz-Simon inequality, to obtain their results. However, it must assume the nonlinearity f (s) is analytic with respect to s.
When the nonlinearity f ≡ 0, the papers [7] , [10] have obtained the energy inequalities by doing research to the damping term Q = g(t,u) in detail. In [10] where Q = ρ(t)g(u), the author give a classification of the behaviors of the damping near the origin and at the infinity, and introduce some auxiliary functions to determine the rate of decay of the energy functional. However, In [9] where Q = g(t,u), assumes growth conditions at infinity. Very interesting results in the special case f ≡ 0, and damping of type on-off can be found in [7] , also when the term h(t)u is replaced by h(t)g(u), where g is a nonlinear function with linear growth(see also [9] ). In addition, A logarithmic decay estimate is proved in [15] when the term h(t)u is replaced by (1 + t) θ a(x)g(u), with a bounded and positive on a subdomain of Ω and g possibly having superlinear growth at infinity.
In [11] , the author shows that, if f has linear growth and h is integrally positive, then any solution u of problem (1.1) converges to 0 in the norm ▽ u L 2 + u t L 2 if and only if h(s)ds. In this paper we prove global stability for problem (1.1) when h is integrally positive, and also f satisfies sign condition and regularity assumption. This result is interesting because h does not need to satisfy any other condition, and no growth condition on f is required. However our result is only applicable to strong solution and the condition of the trajectory of the solution is bounded in W 2,p (Ω)×W 1,p (Ω), with p >
Preliminaries
Let us begin with the following definition and assumptions. Remark. We emphasize the fact that the function h may vanish somewhere but not on any interval according to this definition. In addition, we can easily get that there exist a constant κ > 0 such that h(t) > κ for almost every t ∈ R.
Definition 2. Assume there is a sequence (J n ) n≥1 of disjoint open intervals in (0, +∞), J n = (a n , b n ), where a 1 = 0, b n = a n+1 and a n → +∞, if h:
we call h(t) is in the positive-negative case.
Remark. Notice that this kind of intermitting damping may change sign at the discontinuous points. If all the discontinuous points h(b n ) = 0, we call this damping is in on-off case.
For the nonlinearity f , we note that the sign of f looks quite important. Indeed, it is well known that solutions ofü + h(t)u − ∆(u) = u 3 , h(t) ≥ 0, may blow up in finite time( see [6] , [17] ).
Assumption 1 (Sign assumption). Assume f satisfies sf (s) ≤ 0, ∀s ∈ R From the sign assumption, we can easily have
For each solution u of problem (1.1), we define its energy by
where F (u) u 0 f (s)ds. In addition, we denote
If there is no need to specify u, we simplify E u (t), e u (t) by E(t), e(t) respectively.
Finally, we use the letter C below to denote corresponding constants, and also denote
which is often referred to as the natural energy space.
which is clearly a closed subspace of H 2 (Ω) × H 1 (Ω). In our setting before we will obtain the following results. The proof is an adaptation to the one given therein and is thus omitted.
T ∈ D, Then problem (1.1) has a unique solution (u, u t )
T , and we have
And there exists a constant C > 0 such that
Remark. For the proof of this proposition, one can refer to [18] . In [18] , the authors proved these results for problem (1.1) without the damping term. But the method of proving our results here is similar.
Proposition 2. For any solution (u, u t )
T of problem (1.1) we have
which is non-positive if h ≥ 0.
Main result
Now we can state our first fundamental results.
Theorem 1.
Assume h is integrally positive and f satisfies Assumption 1 and 2. Let (u, u t ) T be a solution of problem (1.1) with (u 0 , u 1 ) T ∈ D, and there exists p ≥ 2 such that its trajectory is precompact in
if N ≤ 6 and p > N if N > 6. Then there exists a equilibrium (ϕ, 0), with ϕ in the set
And there exists θ = θ(ϕ) ∈ (0, 1 2 ] such that
Remark. In fact, we can consider f (x, s) which is analytic in s, uniformly with respect to x
Before our proof of theorem 1, let us give some Lemmas.
Proof.
Step 1 By Proposition in section 2, there exists E ∞ ≥ 0 such that
We want to show that L = 0, so let us assume by contradiction that L > 0.
First, It is easy for us to get a important formula:
Next, we must distinguish two cases.
Since h is integrally positive, there exists δ > 0 such that
Thus, (3.6) and (3.7) imply
which is impossible obviously.
by Proposition 1 in section 2, (3.4) and (3.8) implies that there exist two sequences (t n ) n and (t n ) n such that
• t n → +∞, as n → ∞;
, ∀t ∈ (t n , t n ). By proposition 1, there exists K > 0 such that
By integrating (3.9) over (t n , t n ) we get
By (3.5) and (3.10) we get
) and h is integrally positive, i.e. there exists δ > 0 such that
and a contradiction arises. Furthermore, we obtain
Step 2 In this step we will proof L = 0. By (3.13), there exists T > 0 such that
By (3.5) and (3.14), we get
Above all, we can conclude that L = 0.
Remark. In proving the previous result actually we can also know lim t→∞ e u (t) = E ∞ .
For the proof of the main theorem, we have to use the following generalization of the Lojasiewicz-Simon inequality established in [4] , see also [5] for a previous variant. Lemma 2. Under Assumption 2, and let ϕ ∈ , then there exist θ ∈ (0,
To estimate the rate of decay of the difference between a solution and equilibrium, we have to use the following Lemma from [3] .
where C and α are two constants. Then • if 1 < α, then we have, with β =
Now let us begin our proof of theorem 1:
Proof of Theorem 1.
Step 1
Let us also define the ω − limit set of (u 0 , u 1 ) ∈ H by
where u is the global solution of (1). Then we have
• ω(u 0 , u 1 ) is nonempty, compact and connected set;
• e u (t) is constant over ω(u 0 , u 1 ).
We note that ω − limit set is a subset of the set of stationary solutions.
Step 2 Without loss of generality, we assume h(t) > κ for all t ∈ R. Now let ε < κ be a positive real number, and we define the Lyapounov functional
for all t > 0. We note that H makes sense as a consequence of our assumption on the trajectory.
Estimation on H ′ (t) We can easily have:
Using the ε-Young inequality in the term Ω (△u + f (u))u t dx, we find
The caculation is formal, but can be rigorously justified by using our assumption on the trajectory. Moreover, we note that u ∈ W 2,p (Ω) ֒→ L ∞ (Ω). Then by the regularity assumption on f we know f ′ (u) and
with continuous embedding and then we obtain
By lemma 1, we know lim u t L 2 = 0 and then there exists T 1 > 0 such that for all t > T 1
When N > 6, we have
In both cases, by choosing ε small enough there exists C > 0, which is independent on t, such that for all t > T 1
and H(t) ≥ 0.
Then H is non-increasing on [T 1 , +∞), and so that H(t) has a limit at infinity.
Since (ϕ, 0) ∈ ω(u 0 , u 1 ), there exists (t n ) n≥1 : t n → ∞, such that
Moreover, we also get 
Estimation on [H(t) − e ϕ ]

1−θ
Let θ ∈ (0, 1 2 ] be as in Lemma 2, then by using Holder's inequality we get
Thanks to Young's inequality we have
Note that 2(1 −θ) > 1 and
, and by (3.2) we know there exists
Step 3 Since H has a limits at infinity and By (3.22), we have for all σ > 0, σ ≪ δ there exists N > 0 such that t N ≥ T 2 and
Then by Lemma 2 and (3.26) we have for all t ∈ [t N , t)
Since we know
by (3.21) and (3.31) we have
Assuming t < ∞, we have
By (3.27), (3.28) and (3.34), we have
which contradicts (3.30). Therefor t = ∞.
Then by (3.34) we have
which implies the convergence of u in H 1 . Since the assumption on trajectory, we have
Step 4 By (3.31), (3.32) and (3.33), we have
We can then apply Lemma 3. We have to distinguish 2 cases: 33) over (t, ∞) , t ≥ T we get
Furthermore, we have
By (3.38) and (3.39) we get
By Lemma 3, we have for all t ≥ T H(t) − e ϕ ≤ Cexp(−Ct).
By integrating (3.33) over (t, ∞), t ≥ T we get
for t ≥ T . By (3.40) and (3.41), and let C a little bigger, then we get
The theorem is completely proved.
Using the same method, we can get another convergence to equilibrium theorem. Theorem 2. Assume f satisfies Assumption 1 and 2, h is in the positive-negative case. Let (u, u t )
T be a solution of problem (1), and there exists p ≥ 2 such that its trajectory is precompact in
if N ≤ 6 and p > N if N > 6. Then there exists a equilibrium ψ in the set
And there exists θ = θ(ψ) ∈ (0, 1 2 ] such that
Remark. Although our results derive the decay rates, we still don't know whether the rates are optimal.
Generalization and applications
Abstract damped wave equation.
Let Ω be a bounded open in R N , N ≥ 1 and let us consider the following evolution problem: for some a > 0.
We assume the problem (4.1) is variational, i.e. there exists a realvalued functional F such that F (0) = 0 and F ′ (u)(ω) = f (u), ω V ′ ,V for any u, ω ∈ V . Moreover we assume
In addition, f satisfies the assumption 2 in section 2.
Finally, we assume h is integrally positive or in the positive-negative case.
For each solution u of problem (4.1), we define its energy by
In addition, we denote
Accordingly, we also have Proposition 3. For any solution u of problem (4.1) we have
, which is non-positive; Under these hypotheses, we have the following result: We refer to [5] for the proof of Lemma 5. in Ω; u(0, x) = u 1 (x) in Ω.
(4.8)
Here f satisfies Assumption 1 and 2, and g are nonlinear functions subject to the following assumption.
(g-1) g ∈ C 1 (R), g is monotone increasing, and such that 0 < m 1 ≤ g ′ (s) ≤ m 2 < ∞ for all s ∈ R. In this case Theorem 1 can be easily generalized as follows.
Remark. As we know, the time-dependent damping defined in definition 2 may vanish in some interval. However due to the boundary dissipation, we can also get the convergence of the solutions. This case will be studied deeply in [20] .
Lemma 6. Let ψ is an an equilibrium to problem (4.13), then there exist θ ∈ (0, 1 2 ] and δ > 0 such that ∀u ∈ H 2 , u − ψ H 2 < δ,
The proof of Theorem 4 is the same as Theorem 1 and 2, but we have to use the generalized Lojasiewicz-Simon inequality(Lemma 6) established in [19] .
