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Abstract
We performed ab initio studies of the electronic excitation spectra of the ferro-
magnetic, Mott-insulator YTiO3 using density functional theory (DFT) and time-
dependent density functional theory (TDDFT). In the ground state description, we
included a Hubbard U to account for the strong correlations present within the d
states on the cation. The excitation spectra was calculated using TDDFT linear
response formalism in both the optical limit and the limit of large wavevector transfer.
In order to identify the local d -d transitions in the response, we also computed the
density response of YTiO3 using a novel technique where the basis included Wannier
functions generated for the Ti and Y sites. Also, we describe the first implementation
of the all-electron Kohn-Sham density functional equations in a periodic system using
multi-wavelets and fast integral equations using MADNESS (multiresolution adaptive
numerical environment for scientific simulation; http://code.google.com/p/m-a-d-n-
e-s-s). This implementation is highlighted by the real space lattice sums involved in
the application of the Coulomb and bound state Helmlholtz integral operators.
vii
Contents
List of Figures x
1 Introduction 1
1.1 Density Functional Theory . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1.2 Hohenberg-Kohn theorems . . . . . . . . . . . . . . . . . . . . 1
1.1.3 Kohn-Sham scheme . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Time-dependent Density Functional Theory . . . . . . . . . . . . . . 5
1.2.1 Runge-Gross theorem . . . . . . . . . . . . . . . . . . . . . . . 5
1.2.2 Linear response within TDDFT . . . . . . . . . . . . . . . . . 5
1.3 Wannier functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.3.1 Linear response with TDDFT using Wannier basis . . . . . . . 12
2 Low energy excitations in YTiO3 15
2.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.2 Ground state . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.3 Response . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.3.1 Optical limit of YTiO3 . . . . . . . . . . . . . . . . . . . . . . 23
2.3.2 Wannier basis . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.3.3 Larger Q with YTiO3 . . . . . . . . . . . . . . . . . . . . . . . 33
viii
3 MADNESS: Multiresolution ADaptive Numerical Environment for
Scientific Simulation 37
3.1 Mathematical background . . . . . . . . . . . . . . . . . . . . . . . . 37
3.1.1 Scaling functions . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.1.2 Wavelets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.1.3 Non-standard operators in MADNESS . . . . . . . . . . . . . 42
4 Periodic DFT solver in MADNESS 46
4.1 Electronic structure for periodic systems . . . . . . . . . . . . . . . . 46
4.1.1 Kohn-Sham equations for crystalline systems . . . . . . . . . . 47
4.1.2 Hartree-Fock exchange . . . . . . . . . . . . . . . . . . . . . . 48
4.1.3 Orbital update . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.1.4 Coulomb and BSH Operators . . . . . . . . . . . . . . . . . . 51
4.1.5 Lattice Sum . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.1.6 Smoothed nuclear potential . . . . . . . . . . . . . . . . . . . 55
4.1.7 Summary of the algorithm . . . . . . . . . . . . . . . . . . . . 56
4.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.2.1 Model LiF structure . . . . . . . . . . . . . . . . . . . . . . . 57





2.1 YTiO3 crystal structure is a distorted perovskite. The Ti atoms are
blue, and the Y and O atoms are yellow and red, respectively. YTiO3
has an orthorhomic unit cell where the space group is Pbnm. Because
of GdFeO3 and Jahn-Teller distortions, the unit cell consist of 4 formula
units. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2 YTiO3 band structure and DOS calculated within the local density
approximation (LDA). LDA predicts YTiO3 to be metallic. . . . . . . 18
2.3 YTiO3 partial DOS calculated with LDA. The bands in the -8 to -4
eV range are primarily due to the O p states. The set of bands at Ef
are Ti t2g states. The Ti eg states are above 2 eV. . . . . . . . . . . 19
2.4 YTiO3 band structure and DOS calculated with GGA+U with U =
4.8 eV. GGA+U gives a band gap of 1.1 eV. . . . . . . . . . . . . . . 20
2.5 YTiO3 partial DOS calculated with GGA+U with U = 4.8 eV. The
occupied spin up states in the very narrow band just below the Ef
are associated with the single unpaired t2g electrons on the Ti sites.
Above the gap, the states which lie between 1.0 eV and 2.5 eV are the
unoccupied t2g states on the Ti sites. The bands which lie above 3.2
eV are empty states which are a hybridized mixture of Ti d, Y d, and
O p states. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
x
2.6 YTiO3 partial DOS computed with GGA+U with U = 4.2 eV, 5.2 eV,
6.2 eV. There is shift upwards in the d bands above the Fermi level.
Moreover this shift appears to be proportional to the value of U. . . 22
2.7 Calculation of the dieletric function compared with experiment done
by Kovaleva, et. al. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.8 Isosurface plot of occupied and unoccupied Ti d orbitals from the t2g
subspace. The energy subspace used in the construction of the Wannier
functions is from -2 eV to 6.25 eV. The orbitals used for the projections
are Ti d and Y d. This figure illustrates the symmetry of the Wannier
functions to be t2g-like in that the lobes face away from the neighboring
oxygens. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.9 Band structure of of the downfolded Hamiltonian where we have
included the all of the d states from the Y, the t2g states from the
Ti, and the eg states from the Ti. The energy range for the Ti t2g
states is -2 to 2.5 eV. The energy range for the hybridized Y d / Ti eg
states is 2.5 to 6.5 eV. . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.10 (a) χKS and (b) χ computed from both the Bloch basis and the Wannier
basis for small q. The Im χKS has remarkable agreement between the
Bloch basis and the Wannier basis. The Re χKS computed with the
Wannier basis shows a lineshape that strongly resembles the lineshape
of Re χKS computed with the Bloch basis. However, there is a rigid
shift between the two curves.The Im χ computed with the Wannier
basis is off by orders of magnitudes in the optical regime. The physics
in the optical limit is more long ranged. Therefore, not providing
an adequate description of all of the important ”screening channels”
within the Wannier function basis will lead to unphysical results in χ
for small q. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
xi
2.11 The predominant e-h pair involved in the low energy 1.8 eV peak is a
pair in which the pair was created by a t2g electron on a given Ti site
transfer to an occupied t2g on a neighboring Ti site. . . . . . . . . . . 30
2.12 Kohn-Sham response as calculated by TDDFT at |q| = 0.3 Åusing the
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−1. At
this large q, screening has been reduced to a minimal amount and the
mapping of imaginary parts of χKS and χ becomes more one-to-one.
Our technique of computing the response in a local basis becomes more
tenable in this limit of large q. . . . . . . . . . . . . . . . . . . . . . . 35
xii
4.1 Fourier transform of Gaussians with different length scales. The most
diffuse Gaussians in real space have only the G = 0 component in
Fourier space and must be excluded when solving Poisson’s equation.
The black line represents the Fourier harmonics of the periodic charge
density. In the figure, we show the harmonics of the nuclear charge
density which do not decay with higher wavevector. . . . . . . . . . . 54
4.2 Comparison of the smoothed nuclear potential and the Coulomb 1/r
potential. The model potential is in red. The 1/r is in black dashed. . 56
4.3 Resulting eigen-spectrum of model LiF crystal. Eigenvalues are in
atomic units. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.4 Resulting eigen-spectrum of LDA calculation LiF crystal. Eigenvalues
are in atomic units. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.5 Resulting eigen-spectrum of HF calculation LiF crystal. Eigenvalues




1.1 Density Functional Theory
1.1.1 Background
The many-body problem is far too intractable to solve directly due to the number of
electrons involved and the interaction between the particles via the two-body Coulomb
interaction.

















One can clearly see that if the external potential, v(r) in eq. 1.1 is known, we can, in
principle, calculate the many-body wavefunction, Ψ (r, r2, r3, · · · , rN). From Ψ, we
can then calculate the electronic density
n (r) = N
∫
dr2dr3 · · · drN |Ψ (r, r2, r3, · · · , rN)|2 . (1.2)
1
In essence, there exists a mapping from the external potential to the electronic
density:
v(r) −→ Ψ (r, r2, r3, · · · , rN) −→ n (r) . (1.3)
For a non-degenerate paramagnetic, ground state, Hohenberg and Kohn showed
that the mapping between an external potential v(r) and the many-body wavefunc-
tion, Ψ (r, r2, r3, · · · , rN) is invertible up to an constant shift in the potential [28].
Moreover, they showed that the mapping between the many-body wavefunction,
Ψ0 (r, r2, r3, · · · , rN), and the electronic density, n(r) is also invertible. Combining
these two bijective mappings, we see that there is a one-to-one mapping between the
v(r) and n(r) up to a constant shift, V0. This mapping tells us the ground state
many-body wavefunction, Ψ0 (r, r2, r3, · · · , rN), and subsequently any ground state






In particular, the ground state energy is a unique functional of the electronic
density:
E [n] = T [n] + V [n] +W [n] (1.5)
This energy functional can be decomposed into two parts:
1. A problem-specific part where the external potential, v(r). is specified. This
functional has the form of
∫
drv(r)n(r).
2. A universal functional, F [n], that is independent of v(r). F [n] includes the
kinetic energy functional, T [n], and the two-electron interaction functional,
W [n].
2
Thus the functional for the ground state energy can be written as:
E [n] = F [n] +
∫
drv (r)n (r) . (1.6)
The second Hohenberg and Kohn tells us that this energy functional obeys the
Rayleigh-Ritz variational principle; therefore, it is possible to minimize eq. 1.6 with
repect to n to compute the ground state energy, EGS.
1.1.3 Kohn-Sham scheme
In practice, one does not usually minimize eq. 1.6 with respect to the density. Rather,
most practitioners employ the Kohn-Sham scheme for computing the ground state
density [30]. If one uses an auxillary system of non-interacting single-particle states
that collectively yield the exact electronic density, n(r), the universal functional, F [n]
can be partitioned for this auxillary system as
F [n] = Ts [n] + J [n] + Exc [n] . (1.7)
Ts [n] represents the kinetic energy of the non-interacting auxillary system. Due
to the fact that the Kohn-Sham system is non-interacting, Ts [n] can be computed as















The Exc [n] energy functional captures all of the exchange and correlation effects
including the kinetic energy effects in the interacting electronic system.
3
Taking functional derivatives of eq. 1.7 with respect to n(r), we can construct a






φj(r) = εjφj(r). (1.10)
Our effective potential has the form:
vks(r) = vext(r) + vh(r) + vxc(r) (1.11)
vext(r) is the external potential of the system.
The Hartree potential, vh(r), is the functional derivative of J [n] with respect to











The exchange-correlation potential, vxc(r), is the functional derivative of Exc [n]












1.2 Time-dependent Density Functional Theory
1.2.1 Runge-Gross theorem
Runge and Gross developed a theorem that is the time-dependent equivalent of the
Hohenberg-Kohn theorem. The theorem states that two different time-dependent
densities, n(r, t) and n′(r, t) evolving from a common initial state Ψ(t0) under the
influence of two different time-dependent external potentials, vext(r, t) and v
′
ext(r, t)
must be different if vext and v
′
ext differ by more than a purely time-dependent function
c(t). A restriction on the external potentials is that both are Taylor expandable
around the t0. Simply stated: there exists a one-to-one mapping between a given
external potential vext(r, t) and an associated electronic density, n(r, t) up to a purely
time-dependent function [48]. The Runge-Gross theorem forms the basis for time-
dependent density functional theory (TDDFT).
Runge and Gross also developed a KS-like scheme for time-dependent electronic
densities. Indeed, the problem of finding the time-dependent electronic density,
n(r, t), can be solved by employing an auxillary system of non-interacting time-
dependent single-particle states, φi(r, t), that has the same density as the physical
system. These single-particles states interact via a local potential, vks[n](r, t). In




|φi(r, t)|2 . (1.15)








∇2 + vks[n](r, t)
)
φj(r, t) = εjφj(r, t). (1.16)
1.2.2 Linear response within TDDFT
One particular application of TDDFT is an exact reformulation of linear response
theory in terms of the time-dependent density, n(r, t). If we write the time-dependent
5
density as a functional of the time-dependent external potential, vext(r, t), and then
make a Taylor expansion around the vext(r, t) that corresponds to the ground state
density, n0(r), we get:








+ · · · . (1.17)
We can also write the time-dependent electronic density of the non-interacting
auxillary system as a functional of the single-particle Kohn-Sham potential; Expand-
ing this functional around vks(r) that corresponds to the ground state density of the
auxillary system, we arrive at








+ · · · . (1.18)
TDDFT allows us to equate these two quantities; therefore we can write the rela-
tionship between the two first-order functional derivatives, ∂n [vext] (r, t)/∂vext(r
′, t′),
and ∂n [vks] (r, t)/∂vks(r
′, t′). Writing these derivatives as χ (r, r′; t− t′) and χ0 (r, r′; t− t′),
respectively, and after doing a bit a algebra, we can relate χ (r, r′; t− t′) and
χ0 (r, r′; t− t′) with the following integral equation [46]:











′; t−t′) is the non-local many-body exchange-correlation kernel that contains
all of the many-body effects beyond the random phase approximation (RPA) [43].
More formally, fxc(r, r
′, ω) is defined as the functional derivative of the time-
dependent exchange-correlation potential, vxc(r, t), i.e.
6
fxc(r, r
′; t− t′) = ∂vxc(r, t)
∂n(r′, t′)
. (1.20)
In summary using the formalism of TDDFT, we can, in principle, compute the
exact density reponse, χ, from non-interacting density response, χks; however, we
must note that this exactness is predicated on have the correct ground state density,
i.e. the exact exchange-correlation potential,vxc[n](r), and the exact time-dependent
exchange-correlation kernel, fxc(r, r
′;ω). Unfortunately, we have neither; therefore,
we rely on approximations of both vxc and fxc.
We would like to write the TDDFT linear response equations for a crystalline
system. For the infinite periodic crystal, we can make use of the discrete translational
symmetry, i.e.
χ (r + R, r′ + R;ω) = χ (r, r′;ω) , (1.21)
and expand χ (r, r′;ω) and χ0 (r, r′;ω) as a double Fourier series in terms of
momentum transfer vectors, q + G and q + G′. We can transform the integral
equation 1.19 into the following matrix equation:

























∣∣ ei(G+q)·r|j′,k + q〉 〈j′,k + q ∣∣∣ e−i(G′+q)·r|j,k〉 . (1.23)
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χ0GG′(q;ω) is an exact mapping of the ground state electronic structure, in that it
represents an aggregation of all single particle transitions from state |j,k〉 to |j′,k + q〉
where each transition is encoded by the energy difference in the two states. In fact,
if we focus on the imaginary part of χ0GG′(q;ω), we recover the joint density of states
(JDOS) modulated by the matrix elements
〈
j,k
∣∣ ei(G+q)·r|j′,k + q〉.






via eq. 1.24 as the inversion process. The reason for this term is that solving eq. 1.24















Two components outside of χ0GG′(q;ω) are involved in the inversion process. The
first are the crystal local fields (CLFE) which represent the contribution to χ0GG′(q;ω)
deriving from the lattice potential. These are manifested as the off-diagonal elements
to χ0GG′(q;ω). The second component is f
xc
G1,G2
(q, ω) which can be both non-local
(nonzero off-diagonal elements) and time-dependent. Without the CLFE and the
non-locality of fxc, solving eq. 1.24 would result in solving a scalar equation rather
than a matrix equation. In this case, we get
χ(q, ω) =
χ0(q, ω)
1− [v(q) + fxc(q, ω)]χ0(q, ω)
. (1.25)
From the vantage point of the scalar response (no CLFE and fxc is strictly local) in
eq. 1.25, we can gain clear insight into the relationship between χ0 and χ. Depending
on q and ω, single-particle features found in the non-interacting density response may
or may not ”survive” the inversion process due to screening processes that manifest
in the denominator of eq. 1.25. Collective features such as plasmons found in the χ,
do not appear in the χ0 but manifest themselves as a pole in eq. 1.25. If we include
CLFE and allow for fxc to be non-local, certain features, such as excitons, might
8
appear in χ0GG′(q;ω) as single-particle features, but will be shifted lower in energy
due to the an electron-hole interaction found in fxcG1,G2(q, ω).
The non-interacting density response χ0GG′ , contains an exact mapping to the
electronic structure of a crystalline system in that it maps single particle excitations
to pairs of electronic states. Because of the straightforward mapping between the
inclusion of electronic states and their corresponding features in χ0GG′ , by excluding
these electronic states in χ0GG′ , we can note which features are affected by the
exclusion. In this way, we can identify which bands correspond to which features in
the spectra of χ0GG′ . However, in systems where the relevant physics is controlled by
a few localized electrons at the Fermi level (i.e. transition metal oxides), we would like
to have the ability to describe single-particle (and eventually collective) excitations
in χ using the language of localized excitations on a lattice using a local basis.
1.3 Wannier functions
In order to provide an analysis of the ”chemistry” involved in the density response, it
is desirable to provide a physically relevant reduced Hamiltonian where the relevant
basis functions are localized, i.e. Wannier functions [54]. This is the essence of the so
called downfolded Hamiltonian.
The formal definition of Wannier function (WF) is that the WF is the Fourier








Wannier functions form an orthonormal basis for a given crystalline system, such
that
∫
w∗m(r−R)wn(r−T)dr = δmnδRT. (1.27)
9
Wannier functions also have the property that if translated by lattice vector R,
the translated Wannier function maps into another Wannier function
wTn (r−R) = wT−Rn (r). (1.28)
Wannier functions are non-unique. Due to the arbitrary phase factor in the Bloch
orbitals, there is not a unique transformation between Bloch orbitals and Wannier
orbitals in the case of an isolated band. In fact, we are free to choose a gauge, φn(k),









for a single band. Moreover, because the electronic energy functional is invariant
to rotations among the occupied orbitals in an insulator, there is a gauge freedom
associated with constructing Wannier functions from an isolated band complex in
an insulator. Therefore, we can write a general expression for the transformation of













Marzari and Vanderbilt have developed a scheme to optimize these arbitrary
degrees of freedom so that they produce maximally-localized Wannier functions
(MLWF) [39]. Specifically, they implement a procedure that minimizes the second
moment around the center of the WF. However, it has been shown that with a good
initial guess one can forgo the minimization procedure for transition metal oxides
[33].
The usual procedure when constructing a set of Wannier functions begins by
proposing an atomic-like trial orbital that has the correct symmetry [2]. In our case
the trial orbitals were the local orbitals generated from the APW+lo method. These
10
atomiclike orbitals are then projected on the subspace of bands of our downfolded
Hilbert space ∣∣∣W̃nk〉 = ∑
i
|ψik〉 〈ψik | gn〉 . (1.31)
In our case, ψik(r) are the second variational wavefunctions which were obtained from
self-consistent second variational secular equation.











∣∣∣ W̃n′k〉 . (1.33)
Finally, to obtain the orthonormalized WF in real space, one employs a Bloch
sum, i.e.




One difficulty with generating a Wannier orbital on a site in a distorted
environment such as the Ti cation in YTiO3, is that the coordinate system of the
local environment of a particular site is not in alignment with the global coordinate
system of the crystal. In many cases, the difference between these two environments
is not a mere simple rotation. A simple remedy for this problem is to find a unitary
transformation that will transform the trial atomic-like functions so that they are in
alignment to the local environment. We use the case of generating 3d orbitals on a Ti
site within the compound, YTiO3, as an example. If we construct the density matrix
at each Ti site within the Hilbert space of the 3d orbitals, and then diagonalize this
matrix, the set of eigenvectors gives us a unitary transformation which allows us to
11
transform the trial atomic orbitals into the local coordinate system. More specifically,






The bloch states are denoted by ψik(r), where i is the band index, and k is the
Bloch wavevector. For a given site α and angular momentum l, we can sandwich this













The matrix of eigenvectors gives a unitary transformation that rotates the local
orbitals, g
(α,l)
m (r), to the local coordinate system.
1.3.1 Linear response with TDDFT using Wannier basis
We would like to compute the density response using the exact formulation of TDDFT
where we use Wannier functions as the basis. Following Hanke and Sham’s derivation
of time-dependent screened Hartree Fock ([25], [27], [26], and [53]), we write the non-
interacting density response in the GG′ basis in terms of the non-interacting density




Aλ (q + G)×
χ̃0λλ′(q, ω)A
∗
λ′ (q + G
′) . (1.37)
λ and λ′ are compound indices for particle-hole pairs. In more detail, they are
composed of a Wannier function index, n, for an occupied state, another Wannier
function index, n′ for an unoccupied state, and a translation T between the occupied
and unoccupied Wannier functions. The coefficients, Aλ and Aλ′ are amplitudes
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for creating and destroying particle-hole pairs represented by λ and λ′, respectively.
These amplitudes are given by
Aλ(q + G) =
〈
W 0n
∣∣ e−i(q+G)·r|WTn′〉 . (1.38)
Likewise, the interacting density response function, χGG′ , can be expressed in




Aλ (q + G)×
χ̃λλ′(q, ω)A
∗
λ′ (q + G
′) . (1.39)
χ̃0λλ′(q, ω) and χ̃λλ′(q, ω) are related by the integral equation


















GG′(q, ω)Aλ′(q + G
′). (1.42)
We can the visualize the right hand side of eq. 1.39 as the product of three
probability amplitudes at a given wavevector transfer, q, and a given energy, ω:
the probability amplitude of the particle-hole pair, λ′ being created, this particle-hole
pair, λ′ propagating into particle-hole pair, λ, and the amplitude associated with
the destruction of particle-hole pair, λ. Using eqs. 1.37, 1.39, and 1.40, facilitates
the analysis of the density response in terms of a localized particle-hole basis. This
13




Low energy excitations in YTiO3
2.1 Background
Since the discovery of high-temperature superconductivity in the cuprates by Bednorz
and Meuller [9], there has been much interest in materials have have strong electron
correlation. Many of these compounds are transition metal oxides (TMO) which have
a perovskite structure where the transition metal ion is surrounded by an octohedron
of oxygens. YTiO3 is an example of one of these compounds. Though many of these
TMO’s are Mott insulators (MI) with antiferromagnetic order, YTiO3 is one of the
rare MI which has a ferromagnetic ground state.
YTiO3 has the crystal structure of a distorted perovskite where the lattice
constants are given by a = 5.327, b = 5.618, and c = 7.591 Å. The space group
used was Pbnm[37]. Electronically, YTiO3 has a formal electronic configuration of
d1. YTiO3 is ferromagnetically ordered below a critical temperature of Tc = 30 K.
Like many other perovskite TMO’s, YTiO3 is exhibits a GdFeO3-type distortion which
is characterized by a tilting of the TiO6 octohedra in such a way as to quadruple the
unit cell. This distortion along with a slight d -type Jahn-Teller distortion plays a role
in the electronic structure by lowering the symmetry of the TiO6 octohedron away





Figure 2.1: YTiO3 crystal structure is a distorted perovskite. The Ti atoms
are blue, and the Y and O atoms are yellow and red, respectively. YTiO3 has an
orthorhomic unit cell where the space group is Pbnm. Because of GdFeO3 and Jahn-
Teller distortions, the unit cell consist of 4 formula units.
the fivefold degeneracy of the d electrons on the transition metal is broken due to the
local crystal field effects produced by the surrounding octohedron of oxygens. This
splitting results into two distinct groupings of d electronic states. The first grouping
is referred to as the t2g electrons. The orbitals associated with the t2g complex are xy,
yz, and xz. These orbitals are characterized by having their lobes point away from
the neighboring oxygens. Due to this orientation, there is minimal overlap with the
p electrons on the neighboring oxygens; consequently, these states tend to be lower
in energy. In contrast, the lobes of the eg states, x
2 − y2 and 3z2 − r2, point towards
the neighboring oxygens; these states tend to be higher in energy. However, due to
the added GdFeO3 and Jahn-Teller distortions, the degeneracy of the the t2g and eg
is lifted. In fact, using model Hartree-Fock calculations, Solovyev [50] found that this
symmetry lowering due to the crystal distortion, forced the lowest t2g orbital on the
Ti atom to split away from the other two t2g levels by a 109 meV gap.
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2.2 Ground state
The density functional theory (DFT) calculations were carried out using the Elk
package. The method used was the augmented plane waves with local orbitals
(APW+lo). APW methods partition the unit cell into two regions. The spherical
region surrounding each atom is known as the muffin-tin. The region in between
the muffin-tins is known as the interstitial region. Inside the muffin-tins, functions
are represented as a combination of a radial mesh and real spherical harmonics. In
the interstitial region, functions are represented by plane waves. This distinction
becomes important in two areas of this chapter. When analyzing the l -content of
both the band structure and the density of states, we project the Bloch states of
the system onto different real harmonics within the muffin-tins. Hence, for states
that have a lot of ”local” content near the atoms, i.e. p, d, and f electrons, we
are able to resolve the l -content quite successfully. The other situation, where this
partitioning of space becomes important is in the generation of the Wannier functions.
In generating Wannier functions, we use a trial orbital, gn(r), on which to project
the Bloch states that are to be included in the downfolded Hilbert space. Currently,
within the APW+lo scheme of Elk, we use the local orbitals which only have support
inside the muffin-tin.
We computed the ground state within the local density approximation (LDA) [45].
We then computed the band structure, total density of states 2.2, and the partial
density of states 2.3 where we have decomposed the density of states according to
the l -content. In 2.2, the electronic states are found to be in three different energy
ranges. The bands in the range of 4-8 eV below the Fermi level are dominated by
states that have O p character. The states around the Fermi level, are the t2g states
associated with the Ti sites. In systems where the value of the kinetic energy is
comparable with the energy of the single-cite Coulomb interaction, LDA is know to
predict the wrong ground state; as expected, LDA predicts the YTiO3 ground state
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Figure 2.2: YTiO3 band structure and DOS calculated within the local density
approximation (LDA). LDA predicts YTiO3 to be metallic.
employed the generalized gradient approximation with the additon of the Hubbard U
(GGA+U) [44] [4] as the exchange-correlation functional. The addition of a Hubbard
U onto the Ti sites, penalizes the double occupancy of electronic states with d-like
angular momentum character. Figure 2.6 shows the effect of adding the U. There is
shift upwards in the d bands above the Fermi level. Moreover this shift appears to
be proportional to the value of U. As already seen in the case of LDA where we do
not add a U term, we see that the electronic structure results in a metal.
Refering to Fig. 2.4, as with LDA, we notice in the energy window around the
Fermi level (Ef = 0) clear separation between different band complexes. The lowest























Figure 2.3: YTiO3 partial DOS calculated with LDA. The bands in the -8 to -4 eV
range are primarily due to the O p states. The set of bands at Ef are Ti t2g states.
The Ti eg states are above 2 eV.
-7.2 eV and 3.7 eV. The bands have shifted higher in energy by 0.8 eV, and the
bandwidth is 3.5 eV as opposed to the 4 eV in the case of LDA. Since the hybridization
between the O p and the Ti d is small, we attribute this narrowing of the bandwidth
to the GGA portion of the functional used rather than that of the U. The next three
band complexes are dominated by states with mostly Ti d character. The occupied
spin up states in the very narrow band just below the Ef are associated with the
single unpaired t2g electrons on the Ti sites. Above the gap, the states which lie
between 1.0 eV and 2.5 eV are the unoccupied t2g states on the Ti sites. The bands
which lie above 3.2 eV are empty states which are a hybridized mixture of Ti d, Y
d, and O p states.
However, with regard to the partial DOS of the Ti 3d states, we note that it has
been found by both resonant inverse photoemission spectroscopy and by dynamical
mean-field theory (DMFT) calculations, that rather than having double peaks in
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Figure 2.4: YTiO3 band structure and DOS calculated with GGA+U with U =
4.8 eV. GGA+U gives a band gap of 1.1 eV.
3.3 eV above the Fermi level [6]. Although, it should be noted that this single,
broad feature is found in the quasiparticle density of states rather than the single-
particle density of states presented in Figs. 2.4 and 2.5. Nonetheless, the spectrum
of the unoccupied states is crucial for the study of the density response, and that
going beyond a GGA+U description of the exchange-correlation effects, i.e. GW




























Figure 2.5: YTiO3 partial DOS calculated with GGA+U with U = 4.8 eV. The
occupied spin up states in the very narrow band just below the Ef are associated with
the single unpaired t2g electrons on the Ti sites. Above the gap, the states which lie
between 1.0 eV and 2.5 eV are the unoccupied t2g states on the Ti sites. The bands
which lie above 3.2 eV are empty states which are a hybridized mixture of Ti d, Y
d, and O p states.
2.3 Response
Within the framework of time-dependent density functional theory (TDDFT),
discussed in 1.2.2, we studied the density response of YTiO3 in two limits. In the
optical limit (q→ 0), we compute the interacting density response function, χ(q, ω),
within the random phase approximation, i.e. fxc = 0. From the interacting density





From which we compare our results with the measurements of the optical response
done by Kovaleva, et al. [31]. We then compute the density response function in

































Figure 2.6: YTiO3 partial DOS computed with GGA+U with U = 4.2 eV, 5.2 eV,
6.2 eV. There is shift upwards in the d bands above the Fermi level. Moreover this
shift appears to be proportional to the value of U.
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we include only d-like Wannier functions centered on the Ti and Y sites. In this
treatment, we analyze the low energy excitations using an atomic-like picture.
We also perform a study of the density response in the atomic limit, i.e. in the
limit of large r. In this limit, we study the interacting density response, using both
the Bloch representation and the Wannier function representation.
2.3.1 Optical limit of YTiO3
In figure 2.7, we compare our results with the experimental data of Kovaleva, et.
al. To model damping processes that go beyond the RPA level of theory, we smooth
the data with a Gaussian that has a variance of σ2 = 0.25 eV. Even though we get
relatively good agreement with the experimental data, it’s difficult to draw many
conclusions based on this agreement due to the fact that both the theoretical and
experiment results lack any strong features.
In their paper, Kovaleva, et. al., perform a peak analysis which results in the
assignment of peaks which are centered at 2.0, 2.9, and 3.7 eV. In figure 2.12, we
show results for our undamped calculation. We show features at 1.8, 3.44, and 4.23
eV. Two of the peaks seem to correspond to each other: 2.0 (1.8) eV and 3.7 (3.44)
eV; however, our calculation doesn’t show any strong feature at or around 2.9 eV.
Kovaleva assigns this peak to offsite high-spin (HS)transition d1i d
1
j → d2i d0j in which
a valence electron is transferred to a neighboring Ti where the destination site has
two occupied t2g orbitals with parallel spins. As to the lowest lying feature at 2.0 eV,
the author speculates that the feature may be induced by other mechanisms such as
a weakly dipole-allowed p − d transition or spin-polaron excitation. However, if we
look at the partial density of states in figure 2.5, we see that there is one occupied
d electron per Ti site within the t2g complex. The first available unoccupied states
above the gap are two empty Ti t2g states. The energy difference between these two
sets of states is 1.9 eV, which corresponds to the energy of our first peak in the optical




























Figure 2.7: Calculation of the dieletric function compared with experiment done
by Kovaleva, et. al.
the Ti eg states. The difference in energy between these two sets of states is 3.5 eV,
which corresponds to our second peak. Similarly, from the partial DOS, we speculate
that the feature at 4.23 eV is a p− d charger-transfer process from the occupied O p
orbitals to the unoccupied Ti t2g orbitals.
2.3.2 Wannier basis
Due to the strongly localized correlations of the transition metal oxides, there has
been a renewed interest in describing these materials with a localized, atomic-like
basis. Wannier functions have been recently used in the implementation of Hubbard-
like models for calculating the matrix elements of these models [8], [7], [49], [3] and
[32]. Previous work in calculating and interpreting the spectra of neutral excitations
with a local basis can be found in [53], [1], [35], and [34]. Within the low energy regime
of electronic excitations, we leverage Wannier functions to elucidate the “chemistry”
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associated with certain features in the spectra, i.e. d−d processes. However, it should
be noted that our technique is not restricted to d− d processes.
We computed the linear response in the Wanner function basis using the formalism
presented in 1.3. The Wannier functions were generated by projecting the Bloch states
within the energy regime of -2 eV to 6.25 eV onto a set of localized atomic-like orbitals
that possess the desired angular momentum symmetry. In our case, the orbitals used
in this projection are the local orbitals provided in the Elk APW+lo method. After
orthonormalization, we integrate over the crystal momentum k, to produce a set of
Wannier functions that have the desired symmetry, i.e. dxy, dx2−y2 , pz, etc., and span
desired subspace.
In the case of YTiO3, we generated Wannier functions for the occupied and
unoccupied t2g states for the Ti atoms. We also generated Wannier functions for
a set of hybridized bands whose angular momentum content includes Ti eg states
and Y d states. A unique feature of YTiO3 is the presence of a GdFeO3 distortion.
The distortion tilts and rotates the TiO6 octohedra such that the local coordinate
system of the TiO6 environment and the global coordinate system are no longer in
alignment. Consequently, the local orbitals which are to be used in the Wannier
function generation do not have the desired alignment to the local environment.
Therefore, to generate Wannier functions with the correct alignment, we projected
the density matrix into a local 5×5 space of d orbitals and then diagonalized this 5×5
matrix to find the natural orbitals. We used the following transformation matrices(in
the basis of real spherical harmonics xy, yz, 3z2 − r2, xz, and x2 − y2) to transform
the local orbitals on the four Ti sites in the unit cell:

−0.12116 −0.67267 0.32103 0.62543 0.19650
−0.61937 0.29389 0.02426 0.37882 −0.62122
−0.00301 0.08821 −0.84777 0.44126 0.28070
0.31329 0.65687 0.40753 0.46450 0.29756




−0.12116 −0.67267 0.32103 0.62543 0.62543
0.61937 −0.29389 −0.02426 −0.37882 −0.37882
0.00301 −0.08821 0.84777 −0.44126 −0.44126
0.31329 0.65687 0.40753 0.46450 0.46450
0.70961 −0.14797 −0.10753 0.23424 0.23424


0.12116 −0.67267 0.32103 −0.62543 −0.62543
0.61937 0.29389 0.02426 −0.37882 −0.37882
−0.00301 −0.08821 0.84777 0.44126 0.44126
0.31329 −0.65687 −0.40753 0.46450 0.46450
−0.70961 −0.14797 −0.10753 −0.23424 −0.23424


0.12116 −0.67267 0.32103 −0.62543 −0.62543
−0.61937 −0.29389 −0.02426 0.37882 0.37882
0.00301 0.08821 −0.84777 −0.44126 −0.44126
0.31329 −0.65687 −0.40753 0.46450 0.46450
0.70961 0.14797 0.10753 0.23424 0.23424

Here are the associated transformations for the four Y atoms:

0.72216 −0.22593 −0.00000 −0.00000 −0.00000
0.00000 −0.00000 0.40482 −0.91439 −0.91439
−0.14926 −0.97379 −0.00000 −0.00000 −0.00000
−0.00000 0.00000 −0.91439 −0.40482 −0.40482




0.72216 −0.22593 −0.00000 −0.00000 −0.00000
0.00000 −0.00000 0.40482 −0.91439 −0.91439
−0.14926 −0.97379 −0.00000 −0.00000 −0.00000
−0.00000 0.00000 −0.91439 −0.40482 −0.40482
−0.67543 −0.02636 −0.00000 0.00000 0.00000


−0.72216 0.22593 −0.00000 −0.00000 −0.00000
−0.00000 0.00000 0.40482 −0.91439 −0.91439
−0.14926 −0.97379 0.00000 0.00000 0.00000
−0.00000 0.00000 0.91439 0.40482 0.40482
−0.67543 −0.02636 0.00000 −0.00000 −0.00000


−0.72216 0.22593 −0.00000 −0.00000 −0.00000
−0.00000 0.00000 0.40482 −0.91439 −0.91439
−0.14926 −0.97379 0.00000 0.00000 0.00000
−0.00000 0.00000 0.91439 0.40482 0.40482
−0.67543 −0.02636 0.00000 −0.00000 −0.00000

Figures 2.8a, 2.8b, and 2.8c show both occupied and unoccupied Wannier functions
generated for the Ti sites. From both the occupied and unoccupied orbitals, we see
that there is a small amount of hybridization with the p orbitals on the O sites. We
also see that the orbitals for both the occupied and unoccupied are ordered. The
figures shown are the orbitals for a given unit cell. Figure 2.9 shows the original
bandstructure and the bandstructure computed with the Wannier orbitals. These
sets of Wannier functions describe this Hilbert subspace very well.
After generating the Wannier functions from the ground state, we were then
able to compute the response functions using the local basis formulation of TDDFT.
Computing the density response in the local basis allows us to filter which Wannier
functions should be included in the calculation. By including and/or excluding certain
channels in the calculation of χKS and subsequently χ, we can probe the origin
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(a) t2g occupied orbital (b) t2g unoccupied (c) t2g unoccupied
Figure 2.8: Isosurface plot of occupied and unoccupied Ti d orbitals from the t2g
subspace. The energy subspace used in the construction of the Wannier functions is
from -2 eV to 6.25 eV. The orbitals used for the projections are Ti d and Y d. This
figure illustrates the symmetry of the Wannier functions to be t2g-like in that the
lobes face away from the neighboring oxygens.
of different features in the Im χKS and χ and describe these features in terms of
transitions from one Wannier orbital to another Wannier orbital. In this way, we
can focus on both onsite and offsite d-d processes, p-d charge transfer properties,
etc. As seen in Figs. 2.10a and 2.10b, computing χ for small q in the Wannier
basis, leads to unphysical results. Figure 2.10b shows that the results for Im χ in
the Wannier basis is off by orders of magnitude. This, however, is to be expected for
the smaller q regime. During the ”inversion” process, i.e. solving Eq. 1.24 for χ,
the features of χKS undergo a renormalization process via screening and crystal local
fields. The other electrons in the macro-crystal which have not been included in our
reduced Hilbert space, are heavily involved in this screening process. If we haven’t
provided an adequate description of these ”screening” electrons with χKS, we will get
unphysical resuts like those in Fig. 2.10b.
We begin analyzing the low energy features in the small q regime using Wannier
functions. Within the Ti t2g sector of the electronic structure, we anticipate that
the two dominant channels for optical transitions are those depicted in Figs. 2.11a
and 2.11b. In Fig. 2.11a, we depict the situation where an electron on a Ti site in
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Figure 2.9: Band structure of of the downfolded Hamiltonian where we have
included the all of the d states from the Y, the t2g states from the Ti, and the
eg states from the Ti. The energy range for the Ti t2g states is -2 to 2.5 eV. The





























































(b) Imaginary part of χ
Figure 2.10: (a) χKS and (b) χ computed from both the Bloch basis and the Wannier
basis for small q. The Im χKS has remarkable agreement between the Bloch basis and
the Wannier basis. The Re χKS computed with the Wannier basis shows a lineshape
that strongly resembles the lineshape of Re χKS computed with the Bloch basis.
However, there is a rigid shift between the two curves.The Im χ computed with the
Wannier basis is off by orders of magnitudes in the optical regime. The physics in the
optical limit is more long ranged. Therefore, not providing an adequate description
of all of the important ”screening channels” within the Wannier function basis will
lead to unphysical results in χ for small q.
!"#$# !"#%#
(a) e-h pair A
!"#$# !"#%#
(b) e-h pair B
Figure 2.11: The predominant e-h pair involved in the low energy 1.8 eV peak is a
pair in which the pair was created by a t2g electron on a given Ti site transfer to an








































Figure 2.12: Kohn-Sham response as calculated by TDDFT at |q| = 0.3 Åusing
the Bloch basis and the Wannier basis. The calculation with the Wannier basis only






















Figure 2.13: The inclusion of shells of nearest neighoring Ti atoms saturate the





















Y d and Ti eg
Y d
Figure 2.14: χKS including Wannier channels where the initial states are Ti t2g
states and the final states are Y d only, and Y d states plus offsite Ti eg states. Both
plots include more than 4 shells of neighbors.
neighboring Ti site. We label this electron-hole pair as A. In Fig. 2.11b, we depict
the situation where the electron in the occupied t2g orbital transitions to the higher
unoccupied t2g orbital of the nearest neighboring Ti site. We label this electron-hole
pair as B. χ̃sλλ′(q;ω) (Eq. 1.37) describes the probability amplitude of an electron-
hole pair with index λ′ propagating to an electron-hole pair with index λ in the non-
interacting environment. Figure 2.12 shows that the dominant process of electron-hole
propagation for the feature at 1.8 eV is A-A. Figure 2.13 illustrates that transitions
to second and third nearest neighbors for the A-A electron-hole pair contribute very
little to the physics in this regime.
As for the feature at 3.4 eV in Im χKS, the picture gets murkier. One would
expect from inspecting the partial DOS in figure 2.5 that the eg states on the Ti sites
might play a large role in the physics at this energy scale. However, from the partial
DOS, we can also see that in the energy range of 2.5 eV to 6 eV that there are strong
elements of Y d-content and O p-content in these states. In fact, it appears that
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the number of the Y d states are about equal with the number of Ti d states in this
range. In figure 2.14, we show the Im χKS where we only include the final states of
character, Ti eg and Y d. The initial states are the occupied t2g states on the Ti sites.
We’ve included more than 4 shells of nearest neighbors in this study. From figure
2.14, we conclude that the physics of the feature at 3.4 eV in the optical spectra is
predominantly that of offsite d − d transitions where the initial states are on the Ti
sites, but the final states are primarily located on the Y sites.
2.3.3 Larger Q with YTiO3
We also studied the linear response of YTiO3 for large values of q. As q gets larger,
the physic being probed is at finer length scale. When examining d-d excitations,
dipole selections come in to play in the limit of smaller q by forbidding ∆l = 0
transitions onsite. However, as larger values of q are probed, the physics drifts from




∣∣ eiq·r|φβ〉 = 〈φα ∣∣ 1 + iq · r− (q · r)2 + · · · |φβ〉 (2.2)
because of dipole selection rules, the only allowed transitions at small q are d-d
offsite transitions or those that exist because the d states in question have hybridized
with p states on the O sites.
In figure 2.15, we show Im χ and Im χKS, for a range of q-vectors along the
crystallographic a direction. In Im χKS, we see that at q = 1.4Å
−1, there is a striking
feature at 2 eV; however, in Im χ, this feature has been renormalized by screening
and CLFE. The result is that the 2 eV feature has been diminished by an order of
magnitude and shifted to a higher energy of 2.4 eV. We have previously determined
that the 2 eV feature was the result of an offsite Ti-d to Ti-d transition. Moreover,
we expect that the onsite Ti d − d contribution would increase as a function of |q|.
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Figure 2.15: The imaginary parts of χKS and χ for larger q vectors. In Im χ, the
feature at 2 eV grows as a function of q.











|q| = 0.3 Å-1 Bloch
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|q| = 6.5 Å-1
Figure 2.16: The Ti t2g onsite contribution to χKS for different values of q. The
onsite contribution to the feature at 2 eV increases as a function of q. The reason is
that for larger values of q, the relevant matrix elements have moved from a forbidden























t2g empty state #1




















t2g empty state #1
t2g empty state #2
Figure 2.17: Imaginary parts of χKS and χ at a large q vector of 4.5 Å
−1. At
this large q, screening has been reduced to a minimal amount and the mapping of
imaginary parts of χKS and χ becomes more one-to-one. Our technique of computing
the response in a local basis becomes more tenable in this limit of large q.
some sort of resonant regime between the offsite Ti d− d transitions at small q and
the onsite Ti d−d transitions at large q. Unfortunately, the magnitude of this feature
drops by a factor of 10 during the inversion process.
We show in figure 2.16 that as the wavevector q grows, the once dipole forbidden
onsite d-d contribution to the 2 eV peak in Im χKS (and subsequently in Im χ for
large q) grows as well until finally in the atomic limit, it becomes the dominant
contribution. At q = 0.3Å−1, the onsite t2g-t2g component is nearly zero as expected
from the dipole selection rules. This onsite contribution begins to take effect in the
intermediate wavevector regime where q is 1.5 Å−1. Finally, for the large q of 6.5
Å−1, we see that the onsite t2g-t2g contribution begins to saturate the 2 eV feature in
Im χKS.
Within the RPA, the integral equation connecting χ and χKS takes the form:
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χ = χKS + χKSvχ (2.3)
.
In the limit of large q within RPA, the mapping between χ and χKS becomes
exact, i.e. χ = χKS. In this regime where screening is minimal, the technique of
computing the linear response within a Wannier function framework allows to probe
the more physically relevant χ. In figure 2.17, we show that for very large q, the
feature at 2 eV in Im χ is dominated by the e-h hole pair where the occupied Ti t2g








In a computational environment, we are faced with the choice of using a uniform grid
or a non-uniform grid. The benefits of a uniform grid is that the implementation is
straightforward and simple; another benefit is that the matrix elements of operators
in many cases can be computed analytically. However, a downside to using a uniform
grid is that in many physically relevant systems, functions (which are to be represented
numerically on this grid) are highly non-uniform in that relevant details of these
functions appear at many different length scales, and if we were to use a uniform
grid to represent these functions, we would be forced to choose a grid in which the
finest length scale could be resolved. This choice is at the very least computationally
inefficient, but even worse may prove to be intractable. Within electronic structure
calculations, a global basis, i.e. a basis which uses the same bases functions throughout
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the entire domain, such as plane waves, has a difficult time representing central
features of the system, such as the core electron orbitals. The central theme of
multiresolution is to be able to provide basis functions for a range of different length
scales. In doing so, regions with high spectral content and fine detail can be localized
in their own volume achieving logarithmic convergence, while smooth areas can be
represented with polynomials with spectral convergence.
Internally, the MADNESS domain is a D-dimensional unit hypercube that
employs a non-uniform grid divided into a collection of boxes. Each box contains
an orthonormal polynomial basis that has support only in that box. Within each
dimension of the domain, each box can be subdivided into two half-intervals such
that each half-interval will employ its own set of orthonormal basis functions. This
process, known as refinement, continues until function becomes locally smooth. Each
time a box is divided into two boxes, the size of the two newly created boxes is divided
by 2, making the size in that given dimension equal to 2−n, where n is the refinement
level. The basis functions in each box are known as scaling functions.









φi(x) refers to the i-th Legendre polynomial rescaled to have support on the unit
interval and square normalized to unity. φnil(x) is a scaling function where the index
n indicates the level of refinement while the indicies l and i denote the box identifier
(also known as the translation) and the basis function, respectively. A function where
the domain is the unit interval can be approximated in terms of the scaling function











Using more formal language, V kn is defined as the function space which is spanned
by the set of all scaling functions which have order k and level n. In this way, V kn−1
is a subspace of V kn . Applying this principle recursively leads us to the relation
V k0 ⊂ V k1 ⊂ V k2 ⊂ · · · ⊂ V kn · · · . (3.3)
.
Since the scaling functions at the n− 1 level form a subspace in V kn , it is possible
to express scaling functions at coarser level in terms of the scaling functions at a
finer level. The two-scale relation, which relates the scaling functions from level 0 to















After introducing a few preliminary concepts, we can now discuss the wavelet basis.
At each level n, the orthogonal complement to V kn in V
k
n+1 can be defined as W
k
n , i.e.,





W kn is referred to as the wavelet space at level n, and by definition it is orthogonal
to V kn . Using the scaling functions from level 1, we can define an piecewise polynomial
basis, ψj(x), for the space, W
k
0 . These functions are known as wavelets.
One useful feature of the wavelets is that they are orthogonal to scaling functions





idx = 0, i = 0, 1, 2, · · · , k − 1 (3.6)
From the wavelets at level 0, we can then generate the wavelets at all other levels










i′l′(x)dx = δii′δll′δnn′ . (3.8)
One consequence of these properties stated above is that the wavelets are




i′l′(x)dx = δii′δll′δnn′ , n ≥ n′. (3.9)
We can also use a two-scale relation to relate the wavelets at level 0 to the scaling
























Equation 3.11 allows us to quickly change representations between the scaling
function representation and the wavelet representation. This change of basis can be
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done both accurately and efficiently because the two-scale matrix is orthogonal and
can be applied recursively.
To project a general function into the wavelet representation, we consider rewriting
expressions 3.3 and 3.5 as






1 + · · ·+W kn−1, (3.12)
where we can see that we can express a function, f(x) at level n by using scaling
functions for the coarsest level, i.e. to express the part of f(x) in V k0 , and then using
the wavelet basis functions to capture the parts of f(x) which belong to W k0 , W
k
1 ,
· · · , W kn−1.




















jl are the sum and difference coefficents for the scaling functions, φ
n
jl
and ψnjl wavelet j, translation l, and level n. In summary, a function in the space
of V kn can be expressed in the scaling function basis at level n, i.e. eq. 3.2, or in
the wavelet representation using eq. 3.13. One can switch representation by the fast
wavelet transform in eq. 3.11. For some operations, it will be advantageous to use the
scaling function representation, and for others the wavelet representation will prove
to be more efficient.
In order to generalize 3.2 and 3.13 to D dimensions, we replace all scaling
functions, φi(x), and all wavelets, ψi(x) with the D-dimensional tensor product of





3.1.3 Non-standard operators in MADNESS
Many electronic structure techniques implement the application of an integral
operator onto a function by transforming the convolution into a simple matrix-
vector multiply with the vector being the expansion coefficients of the function in
the underlying basis and the matrix elements being computed by sandwiching the
operator between two different basis functions. We implement convolutions in this
fashion as well; however, we use the non-standard (NS-form) form of the operator
rather than the standard form (S-form) [10].
The standard form of an operator would be the result of computing matrix
elements between the basis functions used in the wavelet representation of 3.13, i.e.
scaling functions at the coarsest level and wavelets at all other levels. An operator
of this form, would operate on a function in the wavelet representation, and the
result would be in the wavelet representation. The S-form of the operator explicitly
encodes the details of the interaction at all length scales, which leads to a matrix
representation with no special structure. The NS-form, on the other hand, partitions
the operator in such a way as to only encode interactions between basis functions at
the same level. In doing so, the matrix representation of the NS-form of a convolution
has a Toeplitz structure, which greatly reduces the memory requirements. The NS-
form acts on both scaling and wavelet coefficients of the function. The non-standard
form of the operator will be described.
We can write the projection of an operator T onto the scaling functions at level
n as
Tn = PnTPn, (3.14)
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where Pn is the projection operator which projects onto the scaling functions at
level n (i.e. onto the function space V kn ). We define Qn to be the projector onto






n−1, and due to orthogonality, PnQn =
QnPn = 0, we can write Pn as
Pn = Pn−1 +Qn−1. (3.15)
Using this substitution, we can write eq. 3.14 as
Tn = (Pn−1 +Qn−1)T (Pn−1 +Qn−1) (3.16)
Expanding eq. 3.16 and substituting eq. 3.15 recursively, we arrive at the following
expressions for Tn:
Tn = T0 +
n−1∑
j=0
(Aj +Bj + Cj) , (3.17)
where
An = Qn−1TQn−1,
Bn = Qn−1TPn−1, and
Cn = Pn−1TQn−1. (3.18)
This decomposition has effectively decoupled the different length scales during the
application of the operator Tn. An, Bn, and Cn are applied only to level n.


















Because we can write φnil(x) and φ
n
jm(y) in terms of the scaling functions at level






2−n(x− y + l −m)
)
φj(y)dxdy. (3.22)
At this point, we can take advantage of the translational symmetry of the operator
K(x−y), and set z = x−y, and rewrite φi(x)φj(y) as a correlation function, Φij(z) =∫ ∞
−∞





2−n(z + l −m)
)
Φij(z). (3.23)
The correlation functions Φij(z) have a range of [−1, 1]; however, in the ranges
[−1, 0] and [0, 1], they can be expressed using polynomials up the the order 2k − 1.





















































In summary for a convolution, we have reduced to computation of matrix elements
to a simple expansion of the convolution kernel, K(x− y), over the scaling functions
at the lowest level.
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Chapter 4
Periodic DFT solver in MADNESS
4.1 Electronic structure for periodic systems
We introduce an electronic structure solver for periodic systems using the multires-
olution framework of MADNESS. Previous work in electronic structure which have
employed wavelets and multiresolution have for the most part been restricted to using
single-component smooth wavelets [18] [38] [20] [5] [23] [36] [22] [21] [12] [13]. There
have been recent attempts in employing multiwavelets in electronic structure, but
have been limited in scope [42] [38]. The distinguising features of our approach are
as follows:
1. separated representation of integral operators
2. multiwavelets with disjoint support
3. the use of the non-standard (NS) form of integral operators
4. the reformulation of the Kohn-Sham equation into an integral equation that
can be iterated efficiently with the fast application of integral operators.
We begin by describing the single-particle approach for a periodic potential, and
how we adapt this approach for our computational framework. We then describe the
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integral equation formulation used in updating the single-particle orbitals. We then
give a discussion on the lattice sums involved with the application of integral operators
to periodic functions. The Coulomb operator is used in solving the Poisson equation
for the Hartree potential from the density; we apply the bound state Helmholtz (BSH)
operator to the orbitals when diagonalizing the single-particle Hamiltonian.
4.1.1 Kohn-Sham equations for crystalline systems
Within the Kohn-Sham scheme, the single particle eigenvalue equation for a




∇2 + V (r)
]
ψnk(r) = εnkψnk(r). (4.1)
V (r) is the one-particle effective Kohn-Sham potential that is constructed as the
sum of the nuclear, Hartree, and exchange-correlation potentials, i.e.
V (r) = Vn(r) + Vh[ρ](r) + Vxc[ρ](r). (4.2)
In the crystalline system, V (r) has the property of
V (r + R) = V (r). (4.3)
.










where n and k label the band index and wavevector, respectively.
The phase factor eik·r is a result of imposing Born von-Karman periodic boundary
conditions. The function unk(r) arises due to the periodicity of the nuclear charge
density from the ions in the Bravais lattice; therefore, unk(r) has the periodicity of
the Bravais lattice, i.e.
unk(r + R) = unk(r). (4.6)
For practical computation purposes, we restrict our computation to the unit cell.
Due to this constraint, we make unk(r) to be the central objects in the computation





(∇+ ik)2 + V (r)
]
unk(r) = εnkunk(r). (4.7)




∇2 + ˜V (k)(r)
]






˜V (k)(r) = V (r) +
k2
2
− ik · ∇. (4.9)
.
4.1.2 Hartree-Fock exchange
DFT-LDA and DFT-GGA have enjoyed much success within the solid state commu-
nity since their inception. However, in strongly correlated materials where the ground
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state is insulating, these functionals, either severely underestimate the band gap, or
in some cases, they predict a metallic ground state. Recently, hybrid functionals,
which mix in a fraction of nonlocal Hartree-Fock exchange, have been know to
produce ground states with more realistic band gaps in strongly correlated insulating
compounds [11] [19] [17]. A desired feature for MADNESS is the inclusion of HF




















A key question to the implementation of HF exchange in extended systems is: what
are the convergence properties of 4.10 in a periodic system? For a metallic system
at zero temperature, it has been shown that ρ(r, r′) decays like |r− r′|−2 because of
a discontinuity in the k integral in 4.11. For an insulating system, Cloizeaux proved
that for zero temperature, the density matrix decays exponentially [16] [15], i.e.
ρ(r, r′) ∝ e−γ|r−r′|. (4.12)
Furthermore, it is generally accepted that the constant, γ, is a function of the
energy gap, εgap.
A computational issue with computing the Hartree-Fock exchange is that because
of an integrable divergence at the Γ-point, one has to employ a very dense k-mesh
when integrating over the Brillioun zone. One method of side-stepping this divergence
is to use a truncated Coulomb potential [52]. Another successful technique is to add
and subtract an auxillary function, such that the integration can be divided into a
piece which can be computed analytically and another piece which can be computed
using a much coarser k-mesh [24] [51]. In this thesis, we restrict our attention to
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a prototype method in which we truncate the Coulomb potential and use only the
Γ-point in the calculation.
4.1.3 Orbital update
Due to the large number of basis functions, we want to avoid constructing an explicit
matrix representation for eq. 4.9. Therefore, to update our orbitals, we transform our
eigenvalue equation into an appropriate integral equation that will ensure convergence
to the lowest eigenstate. Following Kalos, we rewrite 4.9 into the Lippman-Schwinger
integral formulation [29]:










The energy shift, α
(k)
n , has been introduced to account for the fact that crystalline
eigenvalues can be positive. Gµ(r− r′) is the bound state Helmoltz Green’s function




Gµ(r− r′) = δ(r− r′). (4.14)












Eq. 4.13 takes the form of the fixed point iteration
x̄(n+1) = Ax̄(n), (4.17)
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where x̄ is some arbitrary vector and A is a positive definite square matrix.
Iterating 4.17 will force x̄ to converge to the eigenvector of A which corresponds
to the largest eigenvalue of A. The same pattern holds true for the integral eq. 4.13.
This iteration gives us a recipe for computing the eigenvectors of the single-particle
Hamiltonian without having to construct an explicit matrix representation of Ĥ
(k)
ks .
In order to compute the single-particle wavefunctions for states with higher
energies, the above recipe will fail because the iteration of 4.13 of all wavefunctions,
unk(r), will cause all wavefunctions to collapse to the wavefunction with the lowest
eigenvalue. Therefore, in order to solve for the nth state at each value of k, all states
with eigenvalues lower than the that of the nth state must be projected out of the nth
prior to the iteration of 4.13.
4.1.4 Coulomb and BSH Operators
During the iteration of the Kohn-Sham scheme to compute the ground state density,
n(r), we make use of two integral operators. The Coulomb operator, 1/ |r− r′|, arises
from the necessity to solve Poisson’s equation,
−∇2Vh(r) = 4πρ(r), (4.18)







The other integral operator arises from the orbital update eq. 4.13, where we make












and using the appropriate quadrature for the integral over s, the Coulomb and








where cn = e
−µ2e−2sn+sn and ωn = e
e2sn .
Using eq. 4.21 allows us to adjust the accuracy of both the Coulomb and BSH
operators in a controlled way. Indeed, we enhance both the short-ranged and
long-ranged regimes of the Coulomb operator by using a different combination of
Gaussians. Furthermore, in a simulation domain which has orthogonal axes, eq. 4.21

















This allows us to apply the operator as three one-dimensional operators rather
than one three-dimensional operator.
4.1.5 Lattice Sum
When computing the electronic potential within a periodic system, the contributions

















|r− r′ + R|
. (4.24)
Since we use a real-space code, the sums over R are all done in real space. Because
the integral extends over an infinite range, the lattice sum for Vh(r) and Vn(r) do not
converge when computed individually; however, if we focus on the average values of
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both lattice sums, we note that the average value of the electronic and nuclear charge
densities must cancel exactly. As a consequence, the integral of the combined charge
densities (electronic and nuclear) converges to a finite value. If we were using a plane
wave expansion, we could discount the average values by not including the G = 0
Fourier component of the sum, but the question is how do we implement this strategy
in real space?
If we express the contribution of Vn(r) to Veff (r) in terms of a nuclear charge
distribution rather than a potential such that the electronic charge density, ρe(r), and
the nuclear charge density, ρn(r) are treated on the same footing, then we can ensure
that the average value of the total charge density, i.e. ρn(r)+ρe(r) is zero. More clearly,
we can compute the combined nuclear-electronic potential, Vn+h(r) ≡ Vn(r) + Vh(r),










|r− r′ + R|
(4.25)
It is possible to analyze the convolution of the Coulomb operator with the total
charge density in Fourier space. Using the Gaussian decomposition in eq. 4.21, eq.
4.19 can be approximated as sum of convolutions of the charge density, ρ(r), with
































Figure 4.1: Fourier transform of Gaussians with different length scales. The most
diffuse Gaussians in real space have only the G = 0 component in Fourier space
and must be excluded when solving Poisson’s equation. The black line represents the
Fourier harmonics of the periodic charge density. In the figure, we show the harmonics
of the nuclear charge density which do not decay with higher wavevector.
where ρg is the g
th Fourier component of the electronic density. The final result,













If we look closer at 4.26, we notice that different length scales are represented by
Gaussians having different exponents ωm and ωn in the sum. Figure 4.1 illustrates
different Gaussians overlapping the Fourier harmonics, ρg, of the charge density.
Using this figure, we can visualize the convolutions of the charge density with with
different Gaussians along a given direction. The real space Gaussians with the
smallest exponents correspond to the long tail of the 1/r potential. The corresponding
Gaussian in Fourier space (Fig. 4.1) has a very sharp decay. When convolved with
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the periodic charge density, ρ(r), these Gaussians overlap only the G = 0 harmonic
of ρG (Fig. 4.1), and therefore, can be excluded from eq. 4.26.






where ε is the error tolerance. Our approach to the removing the G = 0 component
of the convolutions is to truncate eq. 4.26 by only including Gaussians with ωn > ωmin.
For the lattice sum involved in applying the BSH operator to a given orbital (eq.
4.13), the situation is nearly identical to that of the Coulomb operator. The exception
is that rather than discarding the Gaussians with G = 0 only Fourier components,
we include them in the integral but only as constants.
4.1.6 Smoothed nuclear potential
When representing nuclei where the nuclei are away from dyadic points, many levels
of refinement are needed for the potential and the single-particle orbitals in order to
guarantee the precision needed. Moreover, if the singularity of the nuclear potential
were to coincide with the Gauss-Legendre quadrature point, this would create a
numerical instability.
With this in consideration, we replace the nuclear 1/r with the smoothed model
















From perturbation theory, it was determined that the smoothing parameter, c, is

















Figure 4.2: Comparison of the smoothed nuclear potential and the Coulomb 1/r
potential. The model potential is in red. The 1/r is in black dashed.









are zero. This means that the error incurred in using this modified potential
are mostly second order. Figure 4.2 illustrates a comparison of the smooth nuclear
potential and the Coulomb 1/r potential.
4.1.7 Summary of the algorithm
1. Generate initial Bloch basis from LCAO Gaussian basis set.
2. Generate initial guess of electronic density, ρ(r), from known atomic densities.
3. Construct LDA Hamiltonian,Ĥlda, using ρ(r) in the LCAO basis.
4. Diagonalize Ĥlda to construct the initial guesses for orbitals.
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1. From orbitals, construct electronic density, ρ(r).
2. Apply nuclear, Hartree, and exchange-correlation potentials (or, in the case of
Hartree Fock, the HF exchange operator) to the density and/or orbitals.
3. Update orbitals according to eq. 4.13.
4. Use Krylov nonlinear solver to mix the orbitals with a linear combination of
previous orbitals.
5. Use step restriction / dampening.
6. Orthonormalize new orbitals.
4.2 Results
We tested our periodic electronic structure solver on a two LiF systems. The tests
were performed within certain constraints. Both systems are known to be insulators;
therefore, it was not necessary to include empty states for smoothing occupation
numbers. The systems were computed using the spin-restricted constraint. The use
of symmetry has not been implemented. In each test, we compare the eigen-spectrum.
The results of our calculations were compared to Crystal and Elk. Crystal is an
electronic structure package which uses linear combination of atomic orbitals (LCAO)
for the basis [47]. The atomic orbitals are expressed using the Gaussian basis sets
found in [14] and [41]. Elk, as previously discussed, uses the APW + lo formalism.
Both codes are all-electron solvers.
4.2.1 Model LiF structure
The earliest test performed was on a model crystal of lithium flouride (LiF). The
model crystal structure has a simple cubic unit cell consisting of a Li ion at the origin
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Figure 4.3: Resulting eigen-spectrum of model LiF crystal. Eigenvalues are in
atomic units.
5.0 a.u. (2.656 Å). We used a (2, 2, 2) Monkhorst-Pack grid for integrations over the
Brillioun zone [40]. In this test, we compared the results from MADNESS to Crystal.
The eigenvalues were shifted to have the same energy in the highest occupied orbital of
the k-point (1/2,1/2,1/2). At a first glance, we notice that we get the correct pattern
of degeneracies. The eigenvalues of the core states agree to 3 digits. One state where
we consistently disagree for all k-points is the eigenvalue labeled as n = 1. There is
a discrepancy of 3 milliHartrees. There is also a discrepancy in the highest occupied
states for k-points (0,0,0), (0,0,1/2), and (0,1/2,1/2).
4.2.2 Realistic LiF structure
The next test performed was using the realistic crystal structure of LiF. LiF has a
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Figure 4.4: Resulting eigen-spectrum of LDA calculation LiF crystal. Eigenvalues
are in atomic units.
interlaced. In the primitive unit cell, there are two atoms: a Li atom at fractional
coordinate (0, 0, 0) and a F atom at fractional coordiate (1/2, 1/2, 1/2). Since our
code can only accomodate a simple cubic unit cell, we used the conventional unit cell
in our calculation with 8 atoms in the unit cell. The lattice constant used was 7.6
a.u. (4.02 Å). We run two Γ-point calculations with this structure. The first is an
LDA calculation; the second is a HF calculation.
In the LDA results, the results from MADNESS agree with the results from Elk
and Crystal within a fraction of a percent. In most of the eigenvalues, the MADNESS
results agree to the 3rd decimal place. However, it is interesting to note that in
states 4-7, we only have 2 digits of agreement. these states are in the same energy
neighborhood (-0.097 Hartree) as the discrepancy in the model LiF calculation (-0.073
Hartree).
The next test was a Γ-point HF calculation for this crystal. The results from
MADNESS were compared with results from Crystal. Overall, the agreeement is
59
worse for the HF case than the LDA case. This could be due to having different
truncation critera when implementing the lattice sum for the HF exchange. The core
states, 0-3, show the best agreement. However, this is not surprising because states
that deep in energy are essentially atomic-like. Again, the largest errors come from
states where the eigenvalues are in the same energy region as in the previous tests
(-0.063 Hartree).
Figure 4.5: Resulting eigen-spectrum of HF calculation LiF crystal. Eigenvalues
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