Factors that cause heterogeneity in crash data are often unknown to researchers and failure to accommodate such heterogeneity in statistical models can undermine the validity of empirical results. A recently proposed finite mixture for the negative binomial regression model has shown a potential advantage in addressing the unobserved heterogeneity as well as providing useful information about features of the population under study. Despite its usefulness, however, no study has been found to examine the performance of this finite mixture under various conditions of sample sizes and sample-mean values that are common in crash data analysis. This study investigated the bias associated with the Bayesian summary statistics (posterior mean and median) of dispersion parameters in the two-component finite mixture of negative binomial regression models. A simulation study was conducted using various sample sizes under different sample-mean values. Two prior specifications (non-informative and weakly-informative) on the dispersion parameter were also compared. The results showed that the posterior mean using the non-informative prior exhibited a high bias for the dispersion parameter and should be avoided when the dataset contains less than 2,000 observations (even for high sample values). The posterior median showed much better bias properties, particularly at small sample sizes and small sample means. However, as the sample size increases, the posterior median using the noninformative prior also began to exhibit an upward bias trend. In such cases, the posterior mean or median with the weakly-informative prior provided smaller bias. Based on simulation results, guidelines about the choice of priors and the summary statistics to use are presented for different sample sizes and sample mean values.
INTRODUCTION
Over-dispersion caused by unobserved heterogeneity in crash data is a serious problem and has been addressed in a variety of ways within the negative binomial (NB) modeling framework (Hauer, 2001; Heydecker and Wu, 2001; Miaou and Lord, 2003; Geedipally et al., 2009; Anastasopoulos and Mannering, 2009 ). However, the true factors that affect heterogeneity are often unknown to researchers and failure to accommodate such heterogeneity in the model can undermine the validity of the empirical results. Recently, a finite mixture approach has been proposed as an alternative to address the unobserved heterogeneity problem in vehicle crash data (Park and Lord, 2009 ). This approach provided useful information on features of the population. A similar approach by Malyshkina et al. (2009) also demonstrated the usefulness of two-state Markov switching models in terms of goodness-of-fit and the capability of capturing unobserved heterogeneity. The finite mixture regression model rests on the assumption that there are a finite number of unobservable categories of observations and the heterogeneity arises from different values of regression coefficients caused by missing variables (Frühwirth-Schnatter, 2006) . It is a flexible semi-parametric model that allows one to capture heterogeneity through usually a small number of simple regression models such as Poisson or NB regression models. It has several known advantages over the standard NB regression model. First, it can effectively account for unobserved heterogeneity without imposing strong distributional assumptions on the mixing variable (for example, a continuous Gamma distribution assumed in NB model). Laird (1978) and Heckman and Singer (1984) showed that finite mixture models can provide good numerical approximations even if the underlying mixing distribution is continuous (Cameron and Trivedi, 1997) . Second, it allows the vector of regression coefficients to vary from component to component. Most of the traditional models constrain the coefficients to be fixed across observations. Washington et al. (2003) noted that it could lead to inconsistent and biased parameter estimates when the coefficients actually vary across observations. In this context, Anastasopoulos and Mannering (2009) recently applied random-parameter count models to vehicle crash data by employing a normal error term in the coefficients to allow them to vary. The finite mixture regression model is different from the random-parameter models in that the parameter heterogeneity is approximated by a finite number of support points and their probability masses without making a distributional assumption on the regression coefficients or mixing variable. The finite mixture model allows the data to determine the true relationships by choosing a finite number of unobserved latent components.
Given the potential advantages of finite mixture models in describing the heterogeneity in crash data, there is a need to conduct further research on characterizing their performance, preferably within the Bayesian framework. From an application-oriented point of view, it is important to know what sample size is necessary at minimum in order to guarantee the unbiased or biasreduced estimates of model parameters. Another factor closely related to this problem concerns sample-mean values. Within the standard NB modeling framework, several researchers have found that the dispersion parameter in the NB model is significantly influenced by sample sizes and sample-mean values (Maher and Summersgill, 1996; Lord, 2006; Park and Lord, 2008; Lord and Miranda-Moreno, 2008) . This is true for both the Frequentist and Bayesian estimates although the estimate from the latter was found more robust when the data are characterized by small sample size and small sample-mean value. However, within the finite mixture models, the necessary sample size may depend on the data at hand -that is, the sample size need not be large for well-separated data, but it can be huge for a poorly-separated case. Therefore, rather than searching for the minimum sample size, it would be better to focus on the bias and variability properties of an estimator we choose. If we adopt a Bayesian method and use its posterior summary statistics (i.e. posterior mean or median) for making posterior inference, it is important to obtain consistent posterior mean or median estimates of model parameters under repeated random sampling. Up until now no studies have analyzed the performance of the posterior summary statistics in the finite mixture regression models under various conditions of sample sizes and sample-mean values.
In this respect, the objective of this study is to investigate the potential bias and the variability in parameter estimates in the finite mixture models using various combinations of sample sizes under different sample-mean values. Specifically, we mainly investigated the bias associated with the posterior mean and median of dispersion parameters in the two-component finite mixture of negative binomial regression models (termed as a FMNB-2). This is because the FMNB-2 model was considered more useful and parsimonious than the finite mixture of Poisson regression models (termed as a FMP-K models; K represents the number of components). The FMP-K models often produce too many components (Van Duijn and Böckenholt, 1995) , making it difficult to apply. For this purpose, a Monte Carlo simulation is conducted using various sample sizes under different sample-mean values. In addition, two different prior specifications for the dispersion parameters are investigated: non-informative and weakly-informative gamma priors. The results are compared in terms of the magnitude of the bias introduced by various sample sizes and sample-mean values. This paper is divided into four sections. The first section describes a brief background on finite mixture regression models and the Bayesian estimation method. The second section provides two hypothetical examples to illustrate the disadvantage of using the standard NB models when the data were actually drawn from two components Poisson or NB distribution. In the third section, a Monte Carlo simulation study is carried out on the FMNB-2 model for different scenarios. Finally, the last section summarizes the results and concludes with a brief guideline about the choice of priors and posterior summary statistics.
BACKGROUND
This section gives some background on finite mixture regression models and estimation of their parameters. For more details, the reader is referred to Park and Lord (2009) and the references therein.
Finite Mixture Regression Models
The random vector ' y y y N ) , , , ( 2 1 = y is said to arise from a finite mixture distribution, if the probability density function ) (y p has the following form: 
It can be readily seen that unless all the components have the same mean ) (
, the variance is always greater than the mean.
For the FMNB-K regression model, it is assumed that the marginal distribution of i y follows a mixture of negative binomial distributions,
. In this case, even if all the components have the same mean, the variance of i y is always greater than the mean. When k φ in each component goes to infinity, the FMNB-K model is reduced to the FMP-K model. Thus, the FMNB-K models allow for additional heterogeneity within components not captured by the explanatory variables. If additional heterogeneity is present within components, the Poisson mixture model is a misspecification. A ramification of such additional heterogeneity is that the standard errors are underestimated (Cameron and Trivedi, 1998) .
Parameter Estimation Method
The estimation of finite mixture models can be done using either maximum likelihood with the EM algorithm or a Bayesian framework coupled with data augmentation and Gibbs sampling techniques. We adopted the second approach. Among many advantages of using a Bayesian method, the most appropriate one for this study is that we can simply choose the best posterior summary statistic that minimizes the bias. This obviates an additional correction process.
The algorithm for the data augmentation and Gibbs sampling consists of three steps: first, the data are augmented with a latent random variable and Gibbs sampling, see Dempster et al. (1977) and Diebolt & Robert (1994) . In the second step, prior distributions have to be defined for each component parameter. For example, for the FMNB-K regression model, it is assumed that the parameters The optimal number of components (K) is usually determined in two ways. One approach is to fit a series of models with a fixed number of components, and then the best model is selected based on various model selection criteria such as information-based criteria or a Bayes factor via marginal likelihood. Another approach is to treat K as an unknown parameter and to estimate it within the modeling process. While the second approach appears more appealing, there are some issues with regard to prior selection for K and the sensitivity of its posterior distribution (Aitkin, 2001; Jasra et al, 2005) . For this study, we adopted the first approach since the number of components is pre-specified.
HYPOTHETICAL EXAMPLES
The purpose of this section is to illustrate the appropriateness of the mixture model specifications when the data were actually drawn from a two components Poisson or NB distribution. Working with the hypothetical examples is effective in illustrating the theoretical aspects of the finite mixture models in that we can generate and analyze a random sample with known characteristics. We will show how effectively the finite mixture regression models can capture the sub-populations, and thereby emphasize the disadvantage of using the standard NB regression model in such situations.
Example 1
A dataset is drawn from a two-component finite mixture of Poisson regression models. This example is meant to show how poor the prediction capability of the standard NB model will be because of model misspecification. Since the standard NB model estimates a single set of regression coefficients, the interpretation of its estimates is misleading if the population is heterogeneous with respect to the impact of explanatory variables. For a comparison with FMP-2 model, the NB model was selected rather than the Poisson model because the latter does not accommodate the over-dispersion intrinsically.
For generating the FMP-2 random variates, two covariates, ) , , 1 (
, were introduced which are randomly generated from the standard normal distribution. The Poisson mean rates 1 , i μ and 2 , i μ were then constructed from the independent variables by assuming a log-linear relationship using known regression coefficients
This results in each component mean rate
Furthermore, a binary value (0 or 1) was generated with probability w from the ) , 1 ( w Binomial distribution for each site i and the values saved as i z . Then, the FMP-2 random variate i y can be generated from
. In this manner, five hundred random variates were generated ( 500 = N ). The assumed true values for parameters are given in Table 1 and the histograms of the generated count data are shown in Figure 1 . The data appear to be highly dispersed and resemble empirical crash frequency plots which are likely to be encountered by highway safety analysts. The sample mean and variance were 3.14 and 27.54, respectively.
In the initial assessment, we first fitted the standard NB regression model using the maximum likelihood method and checked the quality of the fit using the Pearson close to 1, we conclude that the model's goodness-of-fit is satisfactory. For this dataset, the Pearson 2 X statistic was 1.09. It seems that the NB model produced a very satisfactory goodness-of-fit and addressed the over-dispersion. However, the NB regression model is in fact misspecified and any inference or prediction from this model can be misleading because it totally ignores the existence of different coefficients.
We then fitted the data with FMP-2 and NB regression models using the Bayesian methodology. For FMP-2 model estimation, the non-informative prior specifications were used for each model parameter: i.e., the prior for the weight distribution w was defined as , and a non-informative ) 01 . 0 , 01 . 0 ( Γ prior was used for the dispersion parameter. A total of 5,000 MCMC iterations was run without thinning, and half the iterations were discarded. From the remaining 2,500 samples, the posterior means, and standard deviations were calculated. Table 1 summarizes the estimated parameters and computed values of model comparison criteria for each model. Five model comparison criteria are log-likelihood (LL), Akaike Information Criterion (AIC), Bayesian information criterion (BIC), Deviance information criterion (DIC), and the log of marginal likelihood (log(ML)). The log-likelihood and the information criteria were evaluated at the posterior mean of the parameters in the model. The marginal likelihood was approximated by the Laplace-Metropolis estimator introduced by Lewis and Raftery (1997) . As a rule of thumb, a difference greater than 10 between information-based criteria (AIC, BIC, or DIC) indicates very strong evidence in favor of the model with the lower value, while a difference greater than 5 between log-marginal likelihoods is strong evidence for the model with the higher value (Kass and Raftery, 1995; Spiegelhalter et al., 2002; Burnham and Anderson, 2004) . For this dataset, as shown in the table, the coefficients estimated from the FMP-2 model are close to the true values and, as expected, all model selection criteria support the choice of FMP-2 model. The NB model, by nature, does not explain the heterogeneous impact of the covariates. Figure 1 visualizes the goodness-of-fit between generated frequencies and predicted frequencies from each model. The NB model is showing a poor predictive capability, especially at the smaller numbers of counts. This resulted from the fact that the NB model was not able to consider the population heterogeneity by completely ignoring the discrete nature of the data generation process.
<Insert Table 1 Example 2 This is another example to show how well a two-component finite mixture of negative binomial regression (FMNB-2) model can replicate the data as compared to the standard NB model or FMP-2 model, when the data were originally generated from a FMNB-2 distribution. As in Example 1, this example is meant to show the poor prediction capability of other models because of model misspecification. The results of this example will support the idea of using the FMNB-2 model when the data are suspected to belong to different components and each component exhibits over-dispersion. Note that the FMP-2 model can accommodate the population heterogeneity, but cannot handle the extra-variation within components.
Generating FMNB-2 random variates is very similar to the generation of FMP-2 random variates, except that the negative binomial distribution is used for a component model. The μ are constructed in the same manner as in Example 1. Then, with probability w , the binary value ( i z ) is generated from the ) , 1 ( w Binomial distribution for each site i, and then the FMNB-2 random variates are generated from
. For this exercise, a sample size 500 = N was used. The assumed values for parameters are shown in Table 2 , and the histograms of the generated count data are shown in Figure 2 . The sample mean and sample variance were 2.84 and 28.85, respectively.
The initial check of the goodness-of-fit of the NB model was carried out with the ) /( 2 p N X − statistic. For this dataset, it was around 1.19 which indicates that the observations are a little over-dispersed with respect to the NB model. However, all the coefficients turned out to be significant at 5% level. Note that the negative binomial can also be over-dispersed. Hilbe (2007) suggests that if the Pearson 2 X statistic is greater than 1.25 for moderate sized models and 1.05 for large number of observations, a correction for over-dispersion may be warranted. It is obvious in this case that the correction is required and the source of over-dispersion is the population heterogeneity. Thus, the finite mixture model is a good option among others.
For FMNB-2 model estimation, the prior specifications for the weight distribution and the regression coefficients are the same as in Example 1. As prior for the dispersion parameter k φ , the non-informative ) 01 . 0 , 01 . 0 ( Γ was used. Table 2 displays the posterior means of parameters and computed values of model comparison criteria for each model. The coefficients estimated from the FMNB-2 model are close to the true values except for the dispersion parameters, and all model selection criteria support the FMNB-2 model. Apparently, the FMP-2 model depicts the true regression parameters quite well. However, because of model misspecification, it could not account for the additional heterogeneity present within components. Such heterogeneity resulted in the underestimation of the standard deviation of the parameters. As shown in the table, the standard deviations for each parameter of FMP-2 model are consistently lower than those of FMNB-2 model. This is typical of the standard Poisson regression model when the overdispersion is not accounted for. A comparison of the goodness-of-fit of the three models is provided in Figure 2 . It is clear from the figure that the predicted frequencies from the standard NB model do not fit the data very well, especially for smaller counts. As the number of counts increases, the difference between the models becomes minimal because the very low probabilities are usually assigned to high counts.
<Insert Table 2 here>
On the other hand, the posterior mean of 2 φ for the smaller-mean component is by no means close to the true value, and its standard deviation is also very large. This is because the posterior distribution included implausibly large values of 2 φ during the sampling process, which rendered its posterior skewed with a long right tail. One probable reason for this is attributable to the use of a non-informative gamma prior with an extremely large variance. The posterior mean from such skewed distribution is biased and its use as a posterior summary statistic is not a good option. The posterior medians for 1 φ and 2 φ were 3.893 and 12.715, respectively. In contrast, the maximum likelihood estimates for 1 φ and 2 φ were 5.103 and 32.676, respectively. Van Dongen (2006) noted that if the posterior is skewed, the mean or median of the posterior will not necessarily be close to the maximum likelihood estimates even if a non-informative prior is used. This prompts the suggestion that different prior specifications should be considered on the dispersion parameter so that its posterior distribution is less skewed and the posterior mean or median is less biased. In the next section, we will investigate the bias and variability associated with the estimates of dispersion parameters using both non-informative and weakly-informative priors under various combinations of sample sizes and sample-mean values.
<Insert Figure 2 here> MONTE CARLO SIMULATION
In the previous section, we have shown the usefulness of finite mixture of regression models for accommodating the population heterogeneity with a single random sample -that is, the results were evaluated with only one simulated dataset under a specific condition. It is believed that repeating the sampling would produce estimates more clustered around the true values. This point is illustrated by means of a Monte Carlo simulation. As we already observed, the posterior mean of the dispersion parameters in FMNB-2 model is biased upwards, and hence the objective of the simulation is primarily to investigate the bias associated with the estimates of dispersion parameters in the FMNB-2 models. To this end, the simulation is carried out under the various sample sizes under different sample-mean categories. In addition, since the prior specification for the dispersion parameter has a potential influence on the posterior summary statistics, the results from non-informative and weakly-informative prior specifications are compared in terms of the magnitude of the bias introduced by various sample sizes and sample-mean values.
Simulation Design
We first designed the simulation scenarios for generating FMNB-2 random variates. The regression parameters ( k β ), mixing proportions ( k w ), and dispersion parameters ( k φ ) were controlled in order to generate three sample-mean categories: high mean ) 5 ( > y , moderate mean ) 5 1 ( < < y , and low mean ) 1 ( < y . To allow for a high level of heterogeneity the highermean component (Component 1) was combined with a lower φ value, and the smaller-mean component (Component 2) was combined with a higher φ value. Note that to appreciate the sensitivities with respect to different φ and w values, it is necessary to test with more combinations of their values. However, since the number of combinations can be prohibitive, the simulation was limited to the one provided in Table 3 . It is also desirable to work with more realistic values for the regression parameters assumed in each component model. However, since the main focus of the simulation was to investigate the bias associated with the estimates of dispersion parameters in the FMNB-2 model, we took the same values for the covariates used in Example 2, except for the intercept. This was based on the fact that we assumed the results would not be affected much by different values for the regression parameters.
<Insert Table 3 here> Second, two prior specifications for the dispersion parameter are compared. The first one is a non-informative gamma prior:
. This is by far the most common prior within the standard NB model (e.g., Miaou and Lord, 2003) . This prior has a spike near zero with a mean=1 and a large variance of 100. However, the automatic assignment of such flat or wide priors can be problematic in some cases (Van Dongen, 2006; Lord and Miranda-Moreno, 2008) , so the prior specification should be done with great care. The extremely large variance can create problems especially when the sample size is small or sample mean is low. Recently, less vague priors have been proposed to analyze crash data Oh, 2006, Miranda-Moreno et al., 2008) . Not to mention, in the FMNB-2 model, it is difficult to assign informative priors on each component model because such information is rarely available. Therefore, as a comparative purpose, we introduced a weakly-informative gamma prior:
, and investigated its performance in terms of the bias. This prior also has a mode near zero, but it has a mean=5 and a much reduced variance of 50. This prior was suggested in this paper with the hope of reducing the implausibly large values of k φ in the posterior samples, and improving the behavior of the posterior distribution of k φ . Also, it is unlikely that this prior will prevent the chain from exploring the plausible space of k φ since the prior variance is still large. Within the standard NB model, Lord and Miranda-Moreno (2008) found that the priors with very small mean and
) often generated extremely small values for the dispersion parameter, which resulted in a significant underestimation of the true value.
Based on the above-described simulation scenarios, the FMNB-2 random variable generation process was replicated 100 times for each category, and then for each of the datasets, Bayesian estimation was carried out using 2,500 draws after a burn-in of 2,500 draws. The prior specifications for the weight distribution and the regression parameters were the same as in Example 2. A special consideration was also taken during the simulation to prevent the label switching which is caused by the invariance of a finite mixture distribution to relabeling the components. According to Frühwirth-Schnatter (2006) , finding identifiability constraints is not trivial in finite mixture regression models. After trying with several datasets from each mean value category, the order constraint on the weight parameters (i.e., 2 1 w w > ) was found to be appropriate for the moderate and small mean value scenarios. For the high mean scenario, the constraint on the intercepts (i.e., 
<Insert Figure 3 here>
For the high sample-mean value scenario, the bias is negligible for the higher-mean component (component 1) unless the sample size is too small (about 300 = N ) for both priors. The bias is more significant in the smaller-mean component (component 2). This is particularly true if we choose the posterior mean as a summary statistic with the non-informative prior. For the noninformative prior case, there is an upward-bias trend for both posterior mean and median in component 2. It is evident that the posterior median has much better bias properties than the posterior mean. On the other hand, for the weakly-informative prior case, there is a slightly upward-bias for the posterior mean, but the bias appears to be small. For the posterior median, there is a downward-bias in component 2 when the sample size is less than 1,000, but as the sample size increases this trend disappears and the bias becomes negligible. We can see that even though the prior information is weak, it introduces a bias in posterior median for the smaller mean value component when the sample size is small or moderate. Table 4 provides mean squared errors (MSE) for each case. Because of the reduced variance in the weakly-informative prior case, its posterior mean and median perform better than those for the non-informative prior case. In sum, for the high mean value scenario, if we use the non-informative prior, the choice of posterior mean should be avoided in terms of bias and MSE. The bias risks for other cases seem to be minimal. However, as the sample size becomes larger (more than 000 , 1 = N ), the posterior median with a weakly-informative prior is preferred.
<Insert Table 4 here>
Many empirical crash data fall in the moderate sample-mean value scenario. The bias trends for this scenario are similar to the high mean value scenario, but the upward or downward trends are more pronounced, especially for the smaller-mean component. Furthermore, it requires higher sample sizes than the high mean value scenario to obtain the similar amount of bias for components 1 and 2 (about 500 = N ). Obviously the posterior mean with the non-informative prior is not an option. It is interesting to notice that up to 000 , 1 = N , the bias for the posterior median with the non-informative prior is at its minimum, but as the sample size increases significantly larger (i.e. 000 , 2 = N ), it starts to exhibit the upward bias trend (for component 2). A similar tendency is also observed in the posterior mean with a weakly-informative prior. On the other hand, the posterior median with the weakly-informative prior is consistently lower than the true value up to sample size 000 , 2 = N . The MSE information is provided in Table 4 . Even though there is a downward bias in the posterior mean and median when a weakly-informative prior is used, because of the reduced variability in the estimates they are performing better than the posterior median with the non-informative prior in all sample sizes.
For small sample-mean value scenario, a much larger sample size was necessary to examine the bias properties. When the sample size was below 500, the parameter estimates were very unstable and many generated datasets showed the label switching problem even with the order constraints. Figure 5 shows the bias trends for the small-mean values. The sample size starts from 500 = N with a five-hundred step. For the non-informative prior case, the posterior mean exhibits a high upward bias for component 1, not to mention for component 2. The posterior median seems to be working fine for both components after 500 , 1 = N , but as the sample size grows the upward bias trend becomes noticeable especially for component 2. For the weaklyinformative prior case, the dispersion parameter for component 2 is consistently underestimated for both posterior mean and median. This tendency was already observed in the moderate sample-mean value scenario. We can infer from this result that the weakly-informative prior is exercising much influence when the component mean value is low and its sample size is small. It is pulling down the posterior mean toward the prior mean which is 5, which deteriorates the bias properties of posterior mean or median. However, in terms of MSE (Table 4) , in spite of the significant underestimation, the summary statistics for the weakly-informative prior perform better than those of the non-informative prior in most sample sizes.
SUMMARY AND CONCLUSION
This study showed using two hypothetical examples that the standard NB regression model was not a viable option if the source of the over-dispersion is due to population heterogeneity. The FMP-2 could not handle the extra-variation within components which may often be the case in crash data. In both cases, the interpretation of the model parameters was misleading and the FMNB-2 model was a good candidate model. The simulation study conducted on the FMNB-2 model showed that the posterior mean using the non-informative prior exhibited a high bias for the dispersion parameter especially, in the smaller-mean value component. The posterior median, instead, has much better bias properties than the posterior mean, particularly at small sample sizes and small sample means. However, as the sample size increases significantly for both small to moderate mean value scenarios, the posterior median using the non-informative prior also began to exhibit the upward bias trend. This is because as the sample size increases the posterior median is getting closer to the posterior mean which exhibits the upward bias. The use of the weakly-informative prior had the advantage of reducing the variability in the estimates for the posterior mean and median, but it tended to underestimate the true value by pulling the estimates toward its prior mean. As the sample-mean value decreases this tendency was more pronounced.
Based on the results of this study, we suggest guidelines about the selection of priors and the corresponding summary statistics to use in terms of their bias properties. The guidelines are tabulated in Table 5 for different sample sizes and sample mean values. As indicated in the introduction, since the necessary sample size in FMNB-2 model greatly depends on the current dataset, the sample size ranges suggested in Table 5 are for a relatively well-separated data. The minimum sample sizes in each sample mean range (i.e. 300 = N for high mean, 500 = N for moderate mean, and 500 , 1 = N for small mean) was basically determined by the bias associated with the dispersion parameters, but they also minimize the biases in the regression coefficients and the mixing proportions. The bias trends in the regression coefficients and the mixing proportions were not provided in this paper due to space constraints, but they were generally negligible as compared to the bias associated with the dispersion parameters.
In terms of future study on this topic, similar simulations may be performed for the recently proposed two-state Markov switching models or random parameter models and the results could then be compared with those found in this study. Although some guidelines for the development and application of finite mixture models were provided in this study, these guidelines are based on the results based from a limited combination of simulation design values. To fully understand the bias properties, larger scale simulation studies may be required. If the upward bias in the posterior mean using a non-informative prior is still observed, this could potentially limit the use of finite mixture models. Therefore, further methodological work to better understand and minimize this upward bias for the dispersion parameter may be necessary.
<Insert Table 5 here> and 2,000 100 ~ 1,000 (one-hundred step) and 2,000 500 ~ 3,500 (five-hundred step) and 5,000 
