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The primary aim of this paper is to show that a functional equation in E”, 
W(t, s) x(s) ds 
with piecewise continuous m x m kernel W(t, s) satisfying, for T, 0, p all positive, 
W(t+T,s+T)=W(I,s), f, s real, 
11 W(f, s))( GSLe-p(‘+“, t 2 s, 
admits, for each /I cp, a decomposition ~(t)=xr(t)+x~(f), applicable to a wide 
class of solutions x(f) for t B 0, where, for some B = S(B), 1) xp( I) 1 < Be-“‘, I 2 0, 
and xr(t) is a linear combination of “Floquet-type” solutions having the form 
I@p(t), 4 integer > 0, /, E @, Re(L) > -p, 
p(t) being a continuous n-vector function such that p(r + T) = P(I). The theorem is 
proved by converting the above equation to a linear recursion equation of con- 
volution type Cz= -m Q,xk+, = 0 in Li[O, T] and studying this equation by trans- 
form methods. In the process a secondary objective of this paper, examination of 
some general properties of equations of the form xrY Sol- Qtxt+, =O within the 
same transform framework, is realized. C?’ 1987 Academic Press, Inc. 
1. STATEMENT OF PRINCIPAL RESULTS 
The present work developed, originally, in a supporting role in connec- 
tion with the stability of certain frequency-adaptive disturbance rejection 
procedures for linear control systems [lOI wherein small variations in the 
estimate, 9(t), of the period, T, of the incoming disturbance were seen to 
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satisfy an equation of the type studied here with m (see Theorem 1) equal 
to 1. The specific question of interest concerned whether or not the 
asymptotic stability of such a system can be decided on the basis of 
knowledge of “Floquet-type” solutions 
Pe”‘p( t) (1.1) 
of the system, where q is a nonnegative integer, A is a complex number, and 
p(t) is a continuous T-periodic function. This is an important question for 
applications because such solutions are the easiest to identify by com- 
putational procedures. The question is answered in the affirmative by 
THEOREM 1. Consider the vector functional equation in Em, 
(1.2) 
where W(t, s) is a piecewise continuous m x m matrix function which satisfies 
/I W(t, s) II < Qe-““-“‘, t2s> -co, (1.3) 
for positive numbers a, u and is periodic in the sense that 
W(t+T,s+T)= W(t,s) (1.4) 
for a certain minimal positive period T. Then, given any real v < p, a solution 
x(t) of (1.2) corresponding to an initial “history” 
4 --Sk o<s< co, 
with 
11 x( -s) 1) bm < Ze”‘, 0~s<co, (1.5) 
for some positive .Z, can be written, for each j? < u, as 
x(t) =+(t) + xp(t), (1.6) 
where xF(t) is a finite linear combination of Floquet-type solutions Pe”‘p(t), 
as described earlier, with Re(l) > - p and 
II x,dt) II <Be-@, t 2 0, (1.7) 
where B is a positive number, 
B= B,,(P) jOm e-p’ IIx( -s)l12 ds]‘l’. 
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In particular, since fi may be taken to be positive, 
lim Ilx(t)ll=O 
t-cc 
for all solutions x(t) as described if and only if Re(A) < 0 for all Floquet-type 
solutions. 
Remarks. The condition (1.5), or something similar, is necessary to 
ensure the convergence of the integral in (1.2). It is trivially satisfied, of 
course, if x( -s) = 0 when s > s0 for some positive sO, normally the case in 
applications. 
Theorem 1 is proved as an application of another result, Theorem 2, 
which concerns linear recursion equations of convolution type, i.e., with 
constant coefficients. To set the stage for this result, let X be a Banach 
space with norm 11 II and 
x={xkl -oo<k<oo) 
a sequence of vectors in X having exponentially bounded growth as k tends 
to -co, i.e., there exist positive numbers M, y such that 
11 xk I/ A’ d Mrk~ k=O, -1, -2, -3 ,.... (1.8) 
Suppose, further, that Qk, k = 0, -1, -2, -3,... are bounded operators on 
X such that 
(1.9) 
k=-m 
for some p with 0 < p < y, Defining the operator valued functions Q(z) by 
Q(Z)= f QkZk, 
k=-m 
(1.10) 




is an analytic X-valued function for I z I < y. We let D be a circle of radius d 
centered at 0 with y > d> p and we let C be a similar circle of radius c > d, 
both circles oriented positively. Using certain results about the 
“z-transforms” Q(z), c-(z), which we will develop in Sections 2 and 3, we 
are able to prove 
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THEOREM 2. Let the sequence {xk 1 --co < k < co } satisfy the convolution 
equation 
kc!, QkXk+j=@ j= 1, 2, 3 ,..., (1.12) 
with xk E X satisfying (1.8) for k 6 0. Let Q, be nonsingular and assume that 
Q(z) is “regular” in the sense that its singular points &j, where Q(t)-’ does 
not exist as a bounded operator on X, have no cluster points in 15 1 > p and be 
such that the null space of Q(c) is finite dimensional in each case. Let D, as 
described above, be situated so as not to pass through any singular point < of 
Q(z) and let C be selected so that c> I[! for all singular points < of Q(z). 
Then, given any a, c > a > p, and S a positively oriented circle of radius o 
centered at 0, we may assume without loss of generality that d < a and we 
have, for k = 1, 2, 3 ,..., 
1 
Xk=G c I 
zk ‘Q(z)-’ q(z) dz 
.y 
zk- ’ Q(z) ~’ q(z) dz 
= Xk,F + xk,d (1.13) 
(1.14) 
As a consequence we have, for some N = N(a) > 0, 
k = 1, 2, 3 ,..,, (1.15) 
and 
Xk,F = 1 ResLzk-‘Q(z)p’ q(z)lls=i, (1.16) 
< = Z(C,S) 
where Z(C, S) is the set of singular points of Q(Z) between C and S. Zf 
Q(z))’ has a pole of order v( at [, then the residue (1.16) is a linear com- 
bination of solutions of (1.12) having-the form 
xk = k”ikp, k = 1, 2, 3 ,..., (1.17) 
where ,u is an integer, 0 < p < vy, and p is a nonzero vector in X. As a con- 
sequence, tf p < 1 and a is selected so that 1 > o > p, then 
lim 11 xk 11 = 0 (1.18) 
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for all solutions {xk} of (1.12) satisfying (1.8) just in case all of the singular 
points < of Q(Z) satisfy 1 c ( < 1. 
Remark. A theorem of Atkinson (see the original paper [23 or the 
treatment by Kato in [S]) shows that Q(z), with Q, nonsingular, is regular 
as defined if the operators Qk are compact for k = - 1, -2, -3,.... 
In Section 2 we develop the machinery necessary to prove Theorem 2, 
but in a slightly more general setting, allowing equations of the form 
,=t, Qkxk+j=O. 
In Section 3 we prove Theorem 2 and some other results for linear 
equations of “unilateral” type, where the above sum extends from -cc to 
0. Theorem 1 is proved in Section 4. 
The transform analysis provides rather explicit formulae for solutions of 
(1.12) and explicit characterization of the solutions of that equation which 
have the form ( 1.17). These results immediately yield comparably explicit 
characterization of the solutions of (1.2) in particular, the solutions of 
Floquet type. 
Theorem 1 extends to a class of functional equations involving an infinite 
delay results already known (see, e.g., [6]) for linear functional equations 
with a finite delay time. It will be seen that modification of our results to 
cover equations of differential-delay type is quite straightforward. In Sec- 
tion 5 we describe, following work in [l] and [4], a modification of the 
methods used in [7] which provides alternate proofs of Theorems 1 and 2. 
This approach is more general in some sense, and more standard than the 
transform approach, as it is more closely related to the usual methods 
employed for evolution equations. 
2. A TRANSFORM THEORY FOR LINEAR RECURSION EQUATIONS 
Here, as indicated earlier, we take a somewhat more general point of 
view than what is minimally required in order to prove Theorem 2. Let X 
be a Banach space as in Section 1 and let us consider sequences 
x={xkl -co<k<co} 
of vectors in X having exponentially bounded growth as k tends to infinity 
in both directions; there are positive numbers M+, M-, y +, y -, with 
y+ 2y-, such that 
It xk 11 < hf+ (y + Jk, k = 1, 2, 3 ,..., 
It xk 11 < M-(y-)k, k=O, -1, -2, -3 ,.... 
(2-l 1 
(2.2) 
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Along with such sequences of vectors we consider sequences 
Q={Q,I -co<k<coj 
of bounded operators Q k : X-+ X which satisfy inequalities 
(2.3) 
2 IlQk II (P+)~<G 
k=l 
,_zl, IIt& 11 (P- lk (=,2,, ilQ-k I$-&)-~ 
(2.4) 
where p+, pP are positive numbers with 
p+ >y+ >y- >p- >o. (2.5) 
From this it is clear that the convolution product defined by 
k=- cc 
is convergent for every integer 1 and we may consider the equation 
where 
f={fkl -m<k<a} 
is also a sequence in X with certain properties to be discussed subsequently. 
In agreement with standard usage we define the “z-transform,” or dis- 
crete Laplace transform, of x by 
1 
f xkz- k (-5+(X, z)), Izl >Y+ 
5(x, z) = 
k=l 
(2.7) 
When x = (xk} is clear from the context we will simply write t(z). Clearly 
t(z) is analytic for 1 z 1 > y + and for I z I < y-. In certain instances r(z), as 
defined in one of these regions, is an analytic continuation of 5(z) as 
defined in the other. The most basic example, for X= E’, concerns the 
sequence 
Xk =Ik- I, -co<k<co, 
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where I is a nonzero complex number. Here 
Y + =y- = 121 
and we see that for IzI > I,%( 
ecZ,=;+;+;+ ... =; & =L ( > Z Z-I 
while for Iz( < (11 
1 2 z* C(z)= -12-p’-2- ... = 
We will see as we proceed that those cases wherein l+(z) and 5 - (z), as 
defined by (2.7), are analytic continuations of each other, correspond, if 
Q * x = 0, to rather particular solutions of that equation. 
The z-transform is readily inverted by taking Ct and C- to be circles 









(2.8) -- __ 27ci C- Zk+l ’ k=O, -1, ,.... -2 
If we set 
c=c+-c 
and use Cauchy’s theorem, we see that 
x~=$-.j/(z)z’-‘dz, -co<k<ca (2.9) 
For Q as in (2.3)-(2.5) we define a variety of “discrete Fourier transform” 
Q(z) = f Q,czk, 
k=--m 
analytic for p - < 1 z I < p +. There exists, as one would expect, an important 
relationship between Q(z), 5(z) and the z-transform d(z) off when Q, x 
and f satisfy (2.6). In order to explain this relationship we need to 
introduce a certain decomposition which we will call the “internal-exter- 
nal” decomposition. 
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Let D = D + -D ~ be a contour similar to C described above, D+ and 
D - having radii d + and dp ( cd+), respectively. Let h be a complex- 
valued function defined and square integrable on D. Let 
h(l) 4 &)=‘J - 
2ni D z-i ’ 
IzJ >d+, IzI <d-, 
7i(~)=&-./~E, dp < IzJ <d+, (2.11) 
which we call the exterior and interior functions (relative to the particular 
contour D) associated with h, respectively, analytic in the exterior of D and 
the interior of D. From familiar results for Fourier series it is easy to see 
that if 6,, 6, are contours of the same sort as D, lying a distance E in the 
exterior, interior, respectively, of D, then as E --) 0 the functions 
converge in the L*[O, 27~) norm (z = 1 z) e”, 0 < 0 < 211) to functions fi, & in 
that space (we may also write fi, KeL2(D) unambiguously) such that 
h=I;+i% (2.12) 
We refer to /? ID and z ID as the external and internal parts of h, respec- 
tively. This defines a decomposition of L*(D), 
L*(D) = t’(D) + z*(D) (2.13) 
and the (nonorthogonal, in general) projections-they are readily seen to 
be that-j, p defined by 
P(h) = t$ P(h) = 5, 
mapping L*(D) onto L*(D), z”(D), respectively, may be shown to be 
bounded and, clearly, 
B+B=I on L*(D). (2.14) 
If h is analytic in the exterior of D with square integrable limiting values 
on D and if h = fi relative to D, then we will say that h is an external 
function, or, simply, that h is external, relative to D. Internal functions are 
defined in a similar manner. Thus for external functions 
h(z)=(f’h)(z)=&. JDs 
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for z exterior to D while for internal functions 
h(z) = @h)(z) =& ID E 
for z in the interior of D. If C lies exterior to D and h is exterior relative to 
D, then it is also exterior relative to C. If h is exterior relative to C and 
analytic in the exterior of D, then h is also exterior relative to D. If h is 
external relative to D then h(z) is the z-transform of the sequence hk 
defined, for z exterior to D, by 
h, =$-.- h(z)z’-‘dz. 
D 
Similar considerations apply to functions internal relative to D. 
PROPOSITION 3. Let x, Q, as described at the beginning of this section, 
have transforms r(z), Q(Z) and let b(z) be the discrete Laplace transform of 
Q * x. Then 
&)=rn (2.15) 
relative to any contour D = D+ -D- with 
,o+>d+>y+, p- <d- <y-. (2.16) 
Remark. In other words, the “z-transform,” d(z), of the convolution 
Q * x is the external function, relative to D as described, corresponding to 
the ordinary product Q(Z) (l(z) of the discrete Fourier transform of 
Q= {Q,} and th e d iscrete Laplace transform, or “z-transform,” r(z), of the 
sequence x = { xk}. 
We first state and prove a corollary of this proposition. 
COROLLARY 4. For each E >O we can find M+(E), M-(E) such that 
Proof. Let E > 0 be selected and let D, as in Proposition 3, be chosen so 
that y++~>d+>y+, y--~<d-<yy. Let C=C+-C- with 
c+=y++&, c-=y--&. 
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Then (2.9) (2.10) give 
Since the integral over CP vanishes for Z= 1,2, 3,..., and the integral over 
C+ vanishes for I= 0, -1, -2, -3 ,..., the estimates follow immediately. 
Proof of Proposition 3. We will compute the coefkients y,, 
--oo < 1< co, of the expansion of the function 
1(z) = m (2.17) 
computed relative to D. To this end, let C= C+ - C- be such that the 
radii, c + and c-, of C+ and C, respectively, satisfy 
p+ >c+ >di, p-cc- <d-. (2.18) 
Then 
yl(z)z’-‘dz= --&j j Q(l) 5(l) djzl- 1 dz 
C D Z-i 
For zECand [ED, 
zI- 1 





On Df, letting m = j- k, 
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(2.20) 
Substituting (2.20) into the integral for y: in (2.19) we have 
tn= --m 
,=f, Qkxk+m) j-+ f?-’ dc 
= ,,fe,Qkxk+,. 
A similar computation on DP gives 
Y/- = f Qkxk+r 
k= -cc 
and then 
Y,=Y:+Y,= f QkXk+,=@*X),=d,. 
j= -m 
Then since 4(z) and r](z), given by (2.17), are both external functions 
relative to q, (2.15) follows and the proof is complete. 
Proposition 3 tells us, given Q and x, a fairly elegant way to compute 
f = Q * x. Now let us reverse the process. Let us suppose that the sequence 
f = (fk E X 1 --oo < k < co } has z-transform 4(z) external relative to D. 
What may we then say about those sequences x = { xk E X I --co < k < 00 } 
such that Q * x = f? We have 
THEOREM 5. Assume Q(Z) has isolated singularities. Let C lie in the 
exterior of D with no singularity of Q(Z) lying on D. Let f have z-transform 
d(z) external relative to D. Let Q(Z), the discrete Fourier transform of 
{Q/c EL(X, x) 1 - oo <kc m} be analytic for pP < 121 <p+ and let the 
radii of C+, C-, D+, D- satisfy (2.16), (2.18). Let e(z) be an arbitrary 
function internal relative to C. Then the sequence {xk E X 1 --oo <k < co } 
with z-transform 
(2.21) 
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defined for z exterior to D, satisfies 
Q*x=f: 
Moreover, the function 
QW’W) - Qxl (2.22) 
is internal relative to D and thus, also, 
,,)=&~~Q([)~l(mir,+z~)d[; (2.23) 
where G) denotes the internal part of Q(z) l(z) relative to C. 
Proof: For w in the exterior of C, the external part of Q(w) t(w) is 
Q~)=~~cQ(z~S(:)dz (from (2.21)) 
= -~~~~~~Q(~)~‘(‘(‘j+:ii))didz 
Now 
Because l/(w - z) and Q(Z) are holomorphic in the interior of C, 




Icl(z) -dx=O (2.24) 
2ni CW-z 
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because l/(w - z) is holomorphic in the interior of C and tj is internal 
relative to C. Thus 
and this implies Q * x = f as required. 
Now let w lie in the interior of D. Since 1+5 is internal relative to C and 4 
is external relative to D. 
(2.25) 
Now, using the formula (2.21) for c(z), still for w in the interior of D, 
1 
%i * I 
Q(i)-‘(ILK) + 4(l)) 4 
c--w . 
(2.26) 
Combining (2.25) with (2.26) we have 
from which we conclude that (2.22) is internal relative to D, as required for 
the theorem. Then the formula (2.21) for r( z immediately gives the result ) 
(2.23), for, if Q(r)-l(ll/(i) - G)) is internal relative to D, 
for z exterior to D. This completes the proof. 
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The formula (2.23) is, in fact, valid for all t(z) corresponding to 
solutions x of Q * x = J: Indeed we have 
THEOREM 6. Let x be any solution of Q * x = f, so that m= 4(z), 
where 4(z) is analytic for IzJ > y+ and IzI < y- and Q(z) is analytic for 
P- < IZI <p+, with the inequalities (2.5) applying. Let D and C be selected 
so that (2.16), (2.18) are valid, with no singularity of Q(Z) occurring on D. 
Then the formula (2.23) remains valid with z) denoting the internal 
part of Q(Z) t(z) relative to C. 
Proof: From Corollary 4 we see that t(z) is also analytic for IzI > y+ 
and for IzI <y-. 
LetK=K+-K- besuchthaty->k->d- andd+>k+>y+.Then 
& 
I 
Q(z)-' d(z) dz 
D w-z 
Now the Cauchy formula gives, for z lying between C and K, 
(2.27) 
(2.28) 
and then, for w exterior to D, 
&. 
s 
QW14(z)dz =i Q(z)-’ 
D w-z f hi D w-z 
Q(l) t(l) 4 
i-z + Q(z) 5(z) dzv 1 (2.29) 
where we have solved for SK in (2.28) and changed l-z to z-i in the 
denominator of its integrand before substituting into (2.27) to get (2.29). 
Now, by definition, 
i s Q(z)-' -1 -- f 2xi D w-z 2ni C Q(C) 5(1) 4 dz 5-Z 
z-1 Em),, 
I 2zi D w-z 
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where m denotes here the internal function relative to C. Since w is exterior 
to D 
and therefore 
QW’W) +rn) dz 
9 w-z 
as claimed, and the proof is complete. 
Some interesting results devolve from Eq. (2.23) which deserve a few 
paragraphs’ notice. We define 
(fiDc)(w)=&jD 





Q(z)-’ d(z) dz 
=T& w-z 
1 QW1?$%b 
=%i D s 9 w-z 
where &$j is the external part of Q(z) t(z) relative to any contour K 
with the properties described earlier, and, as noted earlier, Qm is the 
internal part of Q(z) t(z) relative to C. When Q(Z)-’ is holomorphic on C 
and on K and on the annular regions between them, which includes D, 
both - and - can be interpreted relative to the contour D over which the 
integration is performed. We will assume this to be the case for purposes of 
defining ilD and riD as above. Thus pfD and liD are defined entirely with 
reference to the contour D. 
Now let C, unrelated to C in the previous paragraph except that we con- 
tinue to assume (2.16), (2.18) hold, be a contour exterior to D, still of the 
same general type; C- C+ - C. Assuming no singularity of Q(Z) lies on 
C either, we can define fi, and I?, for the contour C. Then we have 
PROPOSITION 7. For w exterior to C 
(&Y2rDt)(w) = (ifDt)(w). 
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Remark. Then also, quite clearly 
for 
((I- ifm- if,Mw) = ((I- if, -&I + if,)mJ) 
= ((I- &+3(w) = u&5)(w) 
Proof of Proposition 7. Let 
S(C) = Qz 
relative to D. Then let 
(2.30) 
(2.31) 
for z exterior to D. Then for w between C and D, relative to C, 
= 0 + Q(w) v(w). (2.32) 
Since Q(W) q(w) is holomorphic on C, we conclude that it is internal 
relative to C. Then, for z exterior to C, 
= (using (2.30), (2.31)) 
since ‘1, being external relative to D, is also external relative to C. This 
completes the proof of Proposition 7. 
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Letting C tend D, we conclude that both fiD and fi, are projections. We 
may think of fi, as extracting, in view of Theorem 5 (taking $(z) = 
Q(z) 5(~))~ a “h omo g eneous” part of r(z) in the sense that 
Q-)=0 
and thus the sequence 1, whose z-transform is (o,<)(z) satisties 
Q*.Z-,= 0. Correspondingly, i?, extracts an “inhomogeneous” part, 1 
(n,<)(z), of r(z), for which 
and the sequence f, whose z-transform is (ai,<) satisfies Q * x = f: 
Proposition 7 shows that, as the contour D expands, the homogeneous part 
grows larger in the sense that the range of fi, includes that of fi, when C 
is exterior of D. Whether or not nc and fi, are different, or agree, respec- 
tively, depends on whether or not there are singular points of Q(Z) between 
the two contours. Thus, as we should expect, there is an intrinsic 
relationship between solutions of Q * x = 0 and singular points of Q(Z). 
To distinguish the concept of homogeneous olutions as developed here 
from the more restricted one to be developed presently, we will refer to 
solutions x of Q * x = 0, which means (Q * x)~ = 0 for -cc < j < cc or 
equivalently, that 
GZG=O (2.33) 
for the z-transform, 5, of x, as completely homogeneous solutions. If 
Eq. (2.33) is true for an appropriate contour D, for z on that contour 
Q(z) &I = Qml +&is= Qa). 
Now, for z in the interior of D, 
and thus Q(Z) t(z), initially defined only for p - < ) z 1 < y - and 
Y+ < IZI <p+, which includes D, must, as a consequence of the identity 
theorem, have the analytic continuation 
throughout the interior of D and thus, in fact, Q(z) c(z) is holomorphic for 
p-- < IZI <p+. Since l(z) is holomorphic for ) z I <y- and for 1 z I > y +, 
which intersects p - < 1 z I < p + in two open annuli, we can summarize in 
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THEOREM 8. The sequence x is a completely homogeneous solution, i.e., 
(Q * x), = 0 for -GO < j< 00, if and only if t&z) E Q(Z) r(z) is extendable 
as a holomorphic function to p - < 1 z 1 < p+. Zf the set of singularities of Q(z) 
has a connected complement, then (cf (2.7)) t+(z) and r-(z), holomorphic, 
respectively, in 1 z ( > y + and 1 z 1 < y-; are each analytic continuations of the 
function Q(Z))’ tc/(z) and h ence analytic continuations of each other. 
3. UNILATERAL EQUATIONS AND THE PROOF OF THEOREM 2 
Unilateral equations are equations of the form Q * x = f wherein 
Q={Q,I -m<k<co} 
has the additional property that 
Qk =O, k>O, 
and thus the equation takes the form 
,=Em Qkxk+j=fi* (3.1) 
We will say that x is a unilateral solution if this equation is valid for 
j= 1, 2, 3,... (if t rue for all j x is a complete solution, if the distinction needs 
to be made; up to the present we have referred to compiete solutions 
merely as solutions). We will say that x is a unilateral homogeneous 
solution, or just that it is unilaterally homogeneous, if fj = 0 for j = 1,2, 3,.... 
For unilateral equations the natural problem is the initial history 
problem wherein we assume that for k = 0, -1, -2, -3,..., xk is given a 
priori. Ordinarily we accept any such sequence, call it x-, for which t-(z) 
(cf. (2.7)) is holomorphic for 1 z 1 < y -, without being concerned about the 
values of (Q * x)~ for j < 0. The sequence x is continued for k = 1, 2, 3,..., by 
enforcing (3.1) for a given f + , i.e., (J;- 1 j = 1, 2, 3 ,... 1, for j > 0; to ensure 
this continuability we ~sume that Q, is nonsin~Z~r. The problem, then, is 
to characterize the continuation sequence 
x+ = {xk 1 k = 1, 2, 3,...) 
in termsofx-,f+, and Q. The following theorem does just that, in terms 
of the transforms of those sequences. 
THEOREM 9. Let xP = {xk 1 --OD <k c 0) with z transform 
<-(z)= t XkZCk 
k=--03 
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be holomorphic for 1 z 1 < y - and let 
(b+(z)= f fkZCk 
k=l 
be holomorphic for 1 z ) > y +. Assuming 
Q(Z) = i QkZk, 
k= -00 
Q, nonsingular, is holomorphic for 1 z 1 > p -, 0 < p - < y -, the z-transform 
r(z) of the unilateral solution x of Q * x = f with initial history x- is such 
that the transform of 
is given by 
x+=(.$1 l<k<a} 
where D+ and D- with radii d+ and d- are selected so that d+ > y+ and 
Q(z) is nonsingular for I z I > d+ while p- < d- < y -, and the formula (2.23) 
is validfor IzI >d+. 
Proof: First, we construct the solution in the unilaterally homogeneous 
case wherein fk = 0, k = 1,2, 3 ,.... Let D- have radius d- as indicated and 
let us define 
Since Q, is nonsingular, there is a positive number r such that Q(z) is 
nonsingular for I z I > r. Let C = C+ - C- be such that c+ > r and 
y- > c- > pd. Let 
and let us compute, for w exterior to C, 
1 
I 
Q(z) 5-b) dz -- 
2ni cm w-z . (3.3) 
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Q(i) 5-(i) 4 =- 
27ci D- W-i 
and therefore, still for 1 w 1 > c+, 
since the integrand Q(z) 5 ~ (z)/w - z is holomorphic on and between D - 
and C-. It follows that (G)a)+ = 0 , i.e., that 
(Q * 40)/t = 0, k = 1) 2, 3 )...) 
and we conclude that x0, of which to(z) is the z-transform, is a unilateral 
solution of the homogeneous equation. 
Now iffk =O, k = 0, -1, -2 ,..., then its z transform is, for I z I > y +, 
&)=4’(z)= f fkZPk, 
k=l 
and 4(z) = &(z) vanishes identically for I z 1 < y -. Taking D+ to have 
radius d+ large enough so that no singularities of Q(z) lie in the set 
I z I 2 d+ and selecting d- so that no singularities of Q(Z) are on D-, in the 
formula 
Q(i)-’ 4(i) 4 
Z-i 
the integral over D- vanishes because 4(i) = 0 there and thus 
c#m=&JD+ Q(i)-' d(i) 4 1 s Q(l)-' 4+(i) 4 =- Z-i 271i D+ Z-i 
for all z exterior to D. For I zI cd- we must have to(z) 3 0 because 
Q(c) ~ ’ 4 + (c)/(z - [) is holomorphic for I z ) 2 d +, and we conclude, apply- 
ing Theorem 5, that t,(z) is the z-transform of a sequence x1 such that 
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xc = (0) and Q * x = jI Then x=x,, +x4 must be the unique unilateral 
solution of Q * x = f with the given initial history x- and, clearly, r+(z) = 
t,‘(z) + &!$ (z) satisfies (3.2). 
The foregoing development of a transform theory for Q * x = f contains, 
we believe, notions and results which may prove interesting and useful in a 
number of different connections. For us here, the main point is to be able 
to supply the 
Proof of Theorem 2. We start with the formula (3.2) which, specialized 
to unilaterally homogeneous olutions, gives, with D in the statement of 
Theorem 2 taking the place of D -, 
the radius, d, of D satisfying p ~ < d < y ~. 
Next we let C be a circular contour of radius c > d, positively oriented 
and centered at z=O. Since Q0 is nonsingular, we may suppose c chosen 
large enough so that all singular points of Q(z) lie in the region 1 z 1 < c. 
Then, from (2.9), the coefficient vectors xk, k = 1, 2, 3,..., of x+ are given by 
xk =$&+(z)z’-‘dz 
- Xk.F + xk,o. 
Then, in view of the formula (3.4), we have (1.13) with q(z) as described in 
(1.14). The estimate (1.15) is then immediate since IzI =Q on S and 
15 + (z) I is bounded on S. The formula ( 1.16) is an immediate consequence 
of the calculus of residues, of course. 
Let 5 be a singular point of Q(z) lying between C and S. We assume that 
Q(z))’ has a pole of order v at the point c so that, with Q,(z) holomorphic 
near [, 
Q(z)-l=Q,,(z)+%+ . . . +L 
(z-0”’ 
If we let r, be a small circle, centered at < and containing no other singular 
points of Q(Z) in its interior or on r, itself, then the residue of 
Zk-l(+(Z)=Zk-- Q(z)-’ q(z) at z = i is 
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1 
ri =z I zk - ‘Q(z) - ’ q(z) dz r, 
d 




+ ... +@-I)! J+((k-l)...(k-v+l)~k-2q([)+ ... +yq(Y--)(~)) 
^ 1 
Q-,q(l)+Q-zq’(O+ ... + Q--Y 
(v-l)!4 
-t ... +(k-l)...(k-v+l)rk-Y~ (E-1 ). q(C) . (3.5) 
From this it is clear that the solution sequence xk,F is a linear combination 
of the form ( 1.17). With this the proof of Theorem 2 is complete and, with 
it as a tool, we may now turn to the proof of Theorem 1 which was the 
original motivation of this paper. 
4. PROOF OF THEOREM 1 
With x(t), ?V(t, S) as in the statement of the theorem, for t 2 0 we have 






= W( t, s) x(s) ds + WC s) 4s) 4 
(i- 1 )T -cc 
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where j is the largest integer such that (j- 1) T < t. For I= 1,2, 3,..., we 
define 
x,(~)=x((I-l)T+t), TE [0, T]. (4.1) 
Then,witht=(j-l)T+t,s=(Z-l)T+a,z,aE[O,T], 
Xj(T) - ’ W((j-l)T+T,(j-l)T+a)Xj(a)da 
j-l 
- 1 JlW((j-l)T+r,(I-I)T+ri)x,(o)dc~=O. (4.2) 
I=-& 0 
Using the periodicity relation (1.4), we have 
W((j- l)T+z, (/- l)T+a)= w(T, (l-j)T+cr)- wlmj(T, a) 
and (4.2) becomes 
X,(T) - w,(T, 0) X,(O) da - 2 [’ wk(T, CT) Xk+j(G) do = 0. (4.3) 
kc-K 0 
If we now define the operators P,, P,, k = -1, -2, -3 ,..., for 
x E L;CO, Tl, by 
(P,x)(T) =X(T) - JOT Wo(z, a) X((T) da, 
(P/P)(T) = ~ joT wk(T, 0) x(o) do, 
it is classical [S] that PO is bounded and boundedly invertible while the 
operators P,, k = -1, -2, -3,..., are all compact. Multiplying by (PO)-‘, 
we see that, with Pk = (PO)-‘Pk, Q, = Z, 
kc+m QkXk+, (=(Q *x)~)=O, j= 1, 2, 3 ,... (4.4) 
is the expression of (4.3) as a linear recursion equation in the Hilbert space 
L;[O, T]. From (1.3) it may be seen that (1.9) is true for 
and (1.8) is true with 
and 
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thus, if P > v, p < y and, as required for Theorem 2, (4.4), with Qk, xk 
defined as above, converges for ( z I > p while (1.11) converges for 1 z 1 < y. 
From the definition of the operators P,, k = -1, -2, -3,..., and the boun- 
dedness of (PO)- ‘, the operators Qk, k = - 1, -2, -3,..., are all compact. 
Therefore 
where 
Q(z) = z+ Ql(Z), 
Q,(z)= c’ Qkzk, 
k= --m 
being uniformly convergent in any region 1 ZJ > p + 6, 6 > 0, is compact. 
The theorem of Atkinson [2, S] then applies to show that Q(z) is “regular” 
in the sense described in the statement of Theorem 2. Thus Theorem 2 
applies and gives the continuation sequence x+ = {xk I k = 1,2, 3,...} in the 
form (1.13. With c as in the statement of Theorem 2, we then have (1.15) 
for p < 0, i.e., with ePgT = G‘, for p < p, as claimed in Theorem 1. The con- 
tinuity of x,(t) with respect to t and the Euclidean estimate (1.7) then 
follow with use of (1.2). 
We turn our attention next to 
Xk,F = c Res(Q(z)- ’ q(z)zk ‘) I ;=< 
(EZ(C,S) 
as already discussed in the previous section, where we have noted that the 
contribution to Xk,F from each singular point [ must take the form (3.5). 
Setting e’* = {, it remains only to show that when the .x~,~ E Li[O, T] are 
taken to be the successive segments of a function x,,.(t), consistent with 
(4.1), the solution forms shown in (1.17) for the recursion equation corres- 
pond to solutions of (1.2) having the Floquet structure in (1.1). We have 
already struggled hard enough with poles of Q(z) ~~ ’ of higher multiplicity 
in Section 3; let us be content here with a simple pole, leaving it to the 
more dedicated among us to verify the details in the other cases. 
We consider, then, a solution of the form 
xk,( = ik ‘p, 
where p E Lj?,,[O, r] with 
Q(OP=O. (4.5) 
Let B(t), 0 < p < T, be the functional representation of p. Then (1.18) 
becomes (cf. (4.13)) 
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It is evident that d(z) is continuous on (0, 7). Now 
while 
It follows, therefore, that if we define, for t= (j- l)T+z 
x;(t) = [j- ‘p(z), j= 1, 2, 3 )... 
the resulting m-vector function of t is continuous with respect to 1. If we 
now let 
p(z) = CAT@(T), TE co, u, 
and then let (cf. (4.1)), 
P(f) = P((j- 1) T+ t) = p(r), 
we have 
and 
P(t) = P(t + T) 
therefore has the formed claimed in Theorem 1 for vg = 1. With this we will 
regard the proof of that theorem to be complete. 
5. ALTERNATE PROOFS OF THEOREMS 1 AND 2 
We will begin this section by providing an alternate proof of Theorem 2, 
following methods described in [6] and [7]. Unless indicated otherwise, 
all symbols used agree with those introduced in the earlier sections of this 
66 DAVID L. RUSSELL 
paper. In particular, X is the Banach space introduced prior to the 
statement of Theorem 2 in Section 1 and p > 0 is as in (1.9) ff. We define 
xp=({xk} Ix,EX,k=O,-1, -2 )... ); 
XP becomes a Banach space with the norm defined by 
where, as we have indicated, {x) denotes a general element, i.e., sequence, 
in X0. 
In X, we consider the first order linear recursion equation 
{x2)+, =s(x)I, l=O, 1,2 ,...) 
where S is the operator on X,, 
(5.1) 
s: c++ IY> 
such that y, = .?+ + i , k = -1, -2, -3 ,..., and 
Yo = - x- Qkxk,,, (5.3) 
(5.2) 
in agreement with (1.12). 
From the property (1.9) of the operators Qk: X-r X it is clear that S is a 
bounded operator. Indeed, if we let 
we have, using the Schwarz inequality, 
II = t;l IlQk II ~k+lllxk+l II p-“-l 
IL= --a, k=-x 
d B, II 1x1 IL 
while 
1 




Clearly we may write 
S=U+R, (5.4) 
where 
R: {x> + (0, y-1, Y-D...} = (0, xo, x-w}, 
(5.5) 
u: {x} -+ (yo, 0,o )... }. 
Evidently 
II UII G B,, II R II 6 P. (5.6) 
PROPOSITION 10. rf each of the operators Qk: X+ X is compact, 
k = - 1, -2,..., then the operator U: X, -+ Xp is likewise compact. 
Proof: Let U,: X, + X, be defined by 
U,: {xo, x-1, x-,,...) -+ {Q/A+,, 0, O,...}, k= -1, -2, -3 ,.... 
Then clearly, 
U{x}= 2 Q 
k=-m 
kXk+l =( ,zm uk) ix> (5.7) 
and since for O-K K< K+ L, 
II 
k= iii-, Qkxk+, 
we see that the series representation (5.7) converges in the uniform 
operator topology. Since each partial sum c;A _ K U, is compact of the Qk 
are compact, a familiar result shows that U is also compact, completing the 
proof of the proposition. 
PROPOSITION 11. Let /I > p. Then we can write 
S= U, + R,, 
where U, has finite dimensional range and 
Proof. Since U is compact we can find an operator U, with finite 
dimensional range such that 11 U - U, 11 G/?-p. Then we define R, = 
R + U - U, to obtain the result. 
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Results due to Gokhberg and Krein [4] and Ambrosetti [l] may be 
cited at this point, as in [6], to establish that any points pV of the spec- 
trum, a(S), lying outside the disc of radius /I, centered at 0, in the complex 
plane must necessarily be isolated point spectra of S with corresponding 
finite dimensional eigenspace, i.e., null space of pLyI-- S. (In fact, for this 
result /I may be replaced by the spectral radius of RD.) Since this is true for 
all /? > p, taking C to be a circle, centered at the origin, enclosing all of 
o(S) in its interior, and taking C to be a circle of radius c > p not meeting 
any eigenvalue of S, the operator calculus [3] gives, for I= 0, 1, 2,..., 
=s;+s;. 
Then we have, much as before, 
14, = w-4 + wd = b4.F + b>l,w 
Bounding the second integral in (5.8) gives, for I= 0, 1,2,..., 
(5.8) 
II xk + ,,,, 11; p 2k d N,a2’ 
k= z 
from which (cf. (1.15)) there results immediately the inequality 
II x/s II 6 Nd l=O, 1,2, 3 ).... 
On the other hand, the sequence (x}~,~ consists of a finite sum of solutions 
having the form ( 1.17). Indeed, 
{x}I.F=CRes(~‘(~Z--S)~’ {xHl,=,,~ 
the (finite) sum being taken over the singular points, pL,, of PZ- S in the 
interior of C - C. 
Let us suppose that pV is a simple pole of (pZ- S) ~’ and {x} lies in the 
null space of pVZ- S. The corresponding eigensolution is 
S’{x} = dE,“{X), 
where E,” is the projection 
E,,, = & j<-, W- S) - ’ 4, 
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C, being a small circle with center py which excludes other singular points 
of PI-S. Now (pyZ-S) {x} =0 means 
-1 
pvXk =Xk+lr k= -1, -2, -3 ,4x0 = - ,..., 1 QkXk+l. (5.9) 
k= -m 
Repeatedly substituting the first formula of (5.9) into the second, we have 
/~Qh,bo =~v I+ 
( 
2 Qkd x,=0 
k= -0~ 
and, since pLy # 0, we conclude that 
Q(A) -xo = 0 
so that solutions found in this way have the same form as those developed 
earlier in Section 4. Higher order poles of (PZ - S) ~ ’ can be analyzed in the 
same way and will be found to correspond, as in Section 4 again, to higher 
order poles of Q(p). At this point we will regard Theorem 2 as proved via 
this route. 
To obtain the proof of Theorem 1 it is only necessary to cast the 
functional equation 
x(t)=[f W( t, s) x(s) ds 
-a, 
(5.10) 
in the framework of Eq. ( 1.12). Assuming W(t, s) satislies (1.3), we form the 
Hilbert space X, consisting of locally square integrable functions x: 
( -co, 0] + E” such that 
(5.11) 
Taking p = e”‘, functions XE X, may be identified with sequences 
{xk I k=O, -1, - 2 ,... } of functions in L2[0, T], namely, 
x&)=x((k- l)T+s), k = 0, -1, -2,... (5.12) 
and the norm )I {x} lip is then equivalent to (5.11). 
In X, we may identify the equation (1.2) with the first order partial dif- 
ferential equation 
ax( t, s) ax( t, s) 
at =7&--y t>o, -al<s~O, (5.13) 
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and the boundary condition 
x(t, 0) = ?‘” W( t, t + s) x( t, s) ds; (5.14) 
-00 
solutions x of (1.2) and, using the same symbol, of (5.13), (5.14) being 
related by 
x( t + s) = x( t, s), (5.15) 
respectively. Solutions of (5.13), (5.14) are obtained in the strict sense if 
x(0, s) and i3x(O, s)/& both lie in X,. However, the evolution operator 
T(t, r) for which 
46 . ) = T(t, z) X(? .), O<z<t, (5.16) 
may be shown, for each r > 0, to extend boundedly to all of X, and to be 
strongly continuous in t for t > r, so that “generalized solutions” 
x( t, . ) = T( t, 0) x(0, . ) (5.17) 
are defined for all initial data x(0, ) in X,, The evolution operator T( t, r) 
may also be seen to have the property 
T(t+T,z+T)=T(t,z). 
This, with (5.17), gives 
x((Z+ 1)T,~)=T((Z+1)T,lT)x(lT,~)=T(T,O)x(lT,~) (5.18) 
and we see that, identifying the sequence {x) of (5.1) with the sequence, in 
L2[0, T], of T-segment functions, as in (5.12), (5.18) is the same as the 
system (5.1) if S is defined by 
SC{x>,= (T(T,Ob). (5.19) 
If we write S: {x} -+ { y} as in (5.2) we see immediately that y, = xk + , , 
k= -1, -2, -3 ,..., as in (5.2) ff., and, from (5.1), (5.2), (5.19), that for 
r E CO, Tl, 
ye(t) = j; W(r, s)(Sx)(s - T) ds + ; I” W? s) x(s) ds 
k= POD (k-l)T 
= j; W(r, s) y,(s) ds + 2 j’*’ ‘jT W(z, s) x(s) ds 
k=-m kT 
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which we write as 
Thus, with Qk = -(Z-P,)-’ PR, k= -1, -2, -3 ,..., we have (5.3) and 
we may proceed as indicated earlier. The P,, and hence the Qk, 
k = -1, -2, -3 ,..., are compact if x(~)E En for each t, as assumed, i.e., if 
the state, pointwise, is finite dimensional. 
The author wishes to thank Professor Jack K. Hale for bringing references [l, 4, 6, 71 to 
his attention and for supplying invaluable advice concerning the development of this paper. 
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