To understand how function emerges from ensembles of neurons and their interactions, we need a rigorous interplay of theoretical work and experimental approaches capable of listening to the activity of neurons. This synergy of theory and neurophysiology is beautifully illustrated in recent work by Rasch et al. [1] . These authors took a courageous approach using computational models to describe the activity in a local 5 x 5 mm patch of neocortex with an impressive set of 35,000 neurons and w4 million synapses. They focused on primary visual cortex, one of the most studied parts of cortex and the first stage in the hierarchical cascade of processes that convert the retinal input into our visual perceptions. The Logothetis lab used multiple microwire electrodes to measure the activity of neurons in primary visual cortex of anesthetized monkeys while the monkeys watched a natural scene movie. The authors then 'presented' the same movie to their model to explore its fidelity and quantitatively compare the computational output and the neurophysiological one.
To compare the circuit in silico and in vivo, one must consider what aspects of the complex neuronal ensemble responses one aims to explain. Instead of trying to predict the detailed spiking activity of every single neuron as done in many other studies (for example [2, 3] ), Rasch et al. [1] defined a 'firing regime' that is characterized by several properties of the neuronal responses. These properties included the firing rate, distribution of interspike intervals, variability in spike counts over time, degree of burst firing and degree of synchronization in the network. The authors use these inter-related properties to define the state of the network.
Another important aspect that the theorist must consider when thinking about such network models is the large number of parameters that arise as a consequence of the complexity in the circuitry. The modeler needs to make decisions about the number and type of neurons, their distribution and connectivity, the type of ionic channels they are embedded with and their corresponding characteristics. Some of these decisions may be constrained by experimental data; others may require more guesswork. Parameters are our enemies. It is extremely difficult from a computational viewpoint to systematically characterize the whole parameter space. For convex optimization problems, one can tune and optimize each parameter separately, but it is often difficult to assess whether the problem at hand is convex or not. In high-dimensional spaces, the curse of dimensionality makes itself evident. Rasch et al. [1] start by approximating parameters by intelligent estimation based on existing data taken from the literature. Remarkably, without tuning parameters, the model does not perform too badly and the computational circuit is a reasonable approximation to the empirically defined firing regime.
Rasch et al.
[1] went on to turn knobs here and there to examine the sensitivity and robustness of the model to different variables and assumptions. By tuning parameters, the authors were able significantly to improve the fit to the experimental data and, more importantly, along the way, they discovered specific knobs that are more relevant to influence the model output. Specifically, key parameters included the relative synaptic weights of excitatory to inhibitory neurons [4] and the relative weighting of the patchy long-range connections (which were reduced to avoid pathologic oscillatory behavior). The model was also quite sensitive to certain channel conductance parameters, specifically NMDA, and surprisingly GABA B with its relatively slow dynamics. Many modelers have actually ignored this conductance in more complex and detailed simulation studies [5] , and Rasch et al. [1] contend that it might improve the fit to obtain realistic firing rates by providing longer lasting and non-linear qualities to the firing rates of the inhibitory cell component.
In the same way that all roads lead to Rome, there may be multiple different ways to build a network with similar output properties. In a landmark study, Prinz and colleagues [6] , and subsequently several other groups, showed that different combinations of intrinsic neuronal properties as well as connectivity patterns can lead to the same properties at the network level. In a similar vein, Rasch et al. [1] discovered robustness in the output to a large number of knobs and parameters in their model. In other words, quite distinct combinations of parameters can lead to the same firing regime.
How well does the model approximate the statistical fingerprint or firing regime of primary visual cortex? Rasch et al. [1] elegantly evaluated the answer to this question by comparing the differences between the model results and the experimental data to the variability across recordings from the same electrodes, across different repetitions of the movie stimulus or across recordings from different individual monkeys. Neurophysiological recordings in cortex typically show a significant degree of variability across repetitions, neurons and monkeys; much has been written and discussed about this variability (for example [7, 8] ). The difference between the best model and the neurophysiological responses was about as large as the difference between different physiological recordings in response to the same movie (in terms of the firing regime). In other words, given two sets of data describing the ten statistical properties that defined the firing regime, it would be difficult to discriminate which one came from the model and which one came from the monkey.
In addition to the importance of this work to characterizing and understanding the principles underlying the behavior of complex neuronal circuits, computational models of this sort can also help understand abnormal patterns of activity in cortex. One example of this type of effort is the ongoing effort to understand epilepsy through computational models. Neuronal synchrony occurs readily in densely interconnected model networks [5, 9, 10] . Because synchronous neuronal firing is so easily produced, many authors have examined this as evidence of pathology or even representations of seizures in computational models [5, 11, 12] . Likely to avoid this pathologic behavior, Rasch et al. [1] imposed a strong constraint on the modeled system: it must reproduce the sparse and at times irregular firing behavior of the experimental (albeit anesthetized) animal preparation. Rasch et al. [1] allude in their comments to an important limitation to this approach: given this form of optimization into the 'computational advantageous regime', it is not clear that the model could subsequently reproduce long range oscillatory behavior similar to the alpha rhythm in the resting awake state. Thus, in addition to helping us characterize the firing regimes of cortex and the mechanisms by which neuronal circuits lead to these regimes, the type of computational modeling used by Rasch et al. [1] can help us translate this understanding to investigate conditions of clinical relevance.
The instructive work of Rasch et al. [1] highlights many of the key challenges ahead. What is the 'appropriate' level of abstraction to build models in neuroscience? Should we build models with many parameters to take into account ever more realistic aspects of the biology [13] or should we consider 'toy models' that aim to extract the key principles of neuronal networks [14] ? Should we aim to predict the spike timing of every neuron with millisecond precision or rather to characterize more global aspects of the network behavior? To take a simple analogy, the accuracy in predicting how an object moves may benefit from considering a model that includes friction, object shape, object material and how/when/where forces are applied among other variables. However, a single parameter model that ignores many of these variables and assumes point masses (force = mass x acceleration) may take us a long way towards generalization and understanding. The theoretical physicist Richard Feynman famously wrote: ''What I cannot create, I do not understand.'' Similarly, theoretical efforts and computational models constitute essential requirements to understand the function of complex circuits of neurons. Stay tuned, plenty of exciting theoretical and computational work ahead.
