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Abstract
In this paper, an approximate version of the Barndorff-Nielsen and Shephard model,
driven by a Brownian motion and a Le´vy subordinator, is formulated. The first-exit
time of the log-return process for this model is analyzed. It is shown that with certain
probability, the first-exit time process of the log-return is decomposable into the sum
of the first exit time of the Brownian motion with drift, and the first exit time of a
Le´vy subordinator with drift. Subsequently, the probability density functions of the first
exit time of some specific Le´vy subordinators, connected to stationary, self-decomposable
variance processes, are studied. Analytical expressions of the probability density function
of the first-exit time of three such Le´vy subordinators are obtained in terms of various
special functions. The results are implemented to empirical S&P 500 dataset.
Key Words: Le´vy process, Subordinator, Self-decomposability, First-exit time, Laplace
transform.
1 Introduction
The time required for a stochastic process, starting at a given initial state, to reach a threshold
for the first time is referred to as the first-exit time or the first hitting time. It is typically very
useful in determining expected lifetime of mechanical devices. The first-exit time processes
are very useful for understanding various financial sectors, especially the insurance industry
and investment firms. The first-exit time processes arise naturally in the studies of various
disciplines. For example, this is used in [41] to model the death probability density function
for a decaying stochastic process that represents either the end of functionality for a machine,
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or a zero health state for an organism. The paper [21] provides an expanded first-exit time
density function that expresses the human death distribution. The first-exit time analysis of
a two-dimensional symmetric stable process is discussed in detail in the paper [13]. This is
further developed in [23, 45] where the first-exit time process of an inverse Gaussian Le´vy
process is considered. The one-dimensional distribution function of the first-exit time process
is obtained. The first-exit time analysis related to a geophysical data is provided in [15]. The
paper [31], provides generalized notions and analysis methods for the exit-time of random
walks on graphs.
The first-exit time process of the standard Brownian motion is well-studied in the litera-
ture (see [2]). The paper [25] studies the first-exit time of Brownian motion for a parabolic
domain. In [14], the Fokker-Planck equation is solved for the Brownian motion with drift, in
the presence of a fixed initial point and elastic boundaries. An explicit expression is obtained
for the density of the first-exit time. The paper [19] studies the first-exit time problem for the
solutions of some stochastic differential equation for bounded or unbounded intervals. Studies
in [28, 43, 44] discuss the first-exit time process for strictly increasing Le´vy processes. In the
pioneering paper [22], the authors study the first-exit-time to flat boundaries for a double
exponential jump diffusion process. The related stochastic process consists of a continuous
Brownian motion-driven part, and a jump part with jump sizes satisfy a double exponen-
tial distribution. In general, with the help of a fluctuation identity, the paper [1] provides,
a generic link between a number of known identities for the first-exit time and overshoot
above/below a fixed level of a Le´vy process. In [30], a class of increasing Le´vy processes
perturbed by an independent Brownian motion is considered, and the problem of determin-
ing the distribution of the first-exit time is addressed. The first-exit time analysis of the
Ornstein-Uhlenbeck (OU) process to a boundary is a long-standing problem with no known
closed-form solution for the general case. In [27] a general mean-reverting process is con-
sidered to investigate the long-and short-time asymptotics using a combination of Hopf-Cole
and Laplace transform techniques.
Many problems in finance are related to the first-exit time processes. A deeper under-
standing of such processes leads to a wiser estimation of fluctuations in the market. In
[42], the first-exit time distributions of stock price returns in different time windows are
analyzed. The probability distribution obtained by such analysis is compared with those
obtained from different models for stock market evolution. The paper [18] shows that for
continuous time transformations, independent of the Brownian motion, analytical results for
the double-barrier problem can be obtained via the Laplace transform of the time change.
The analysis provides a power series representation for the resulting first-exit time probabili-
ties. In [26], explicit analytical characterizations are provided for the first-exit time densities
for the Cox-Ingersoll-Ross (CIR) and OU diffusions. Such characterizations are obtained in
terms of the relevant Sturm-Liouville eigenfunction expansions. In [48], a doubly skewed
CIR process is studied. A modified spectral expansion is used to obtain the first-exit time
distribution of a doubly skewed CIR process. A detailed study of the first-exit times of dif-
fusion processes and their applications to finance is provided in [24]. The studies in [33, 34]
discuss the first-exit time analysis related to some financial processes from a data-science
and sequential hypothesis testing perspective. In [8], the authors provide a solution to the
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optimal stopping problem of a Brownian motion subject to the constraint that the stopping
time’s distribution is a given measure consisting of finitely many atoms. The distribution
constraints lead to an application in mathematical finance to model-free super-hedging with
an outlook on volatility.
Some analytically tractable formulas are available for the density of the first-exit time
process (see [45]). However, in general, an explicit expression for the density of the first-exit
time process for a financial model is mostly unknown. In this paper, we analyze the first-exit
time processes in connection to the Barndorff-Nielsen and Shephard (BN-S) model, a popu-
larly used stochastic volatility model for financial analysis. In this paper we provide various
analytical formulas related the distribution of the first-exit time processes in connection to
an approximate version of the BN-S model. For this study we use various properties of the
Laplace transform and their relations to special functions. In particular, the first-exit time
processes for some well-known self-decomposable Le´vy subordinators are analyzed.
The organization of the paper is as follows. In Section 2, a description of the BN-S model
is provided. An approximation of the BN-S model is formulated based on the stationary,
self-decomposable distributions of the variance process. In Section 3, the first-exit time
for a combination of Brownian motion and Le´vy subordinator is analyzed. In Section 4,
the first-exit time distribution is studied in connection to various self-decomposable Le´vy
subordinators. It is shown that the analysis is related to the first-exit time analysis of the
log-return for the approximation of the BN-S model presented in Section 2. In Section 5 some
numerical results are provided based on S&P 500 close price dataset for a period of ten years.
Finally, a brief conclusion is provided in Section 6.
2 Barndorff-Nielsen and Shephard model, self-decomposability,
and an approximation
Financial time series of different assets share many common features which are successfully
captured by the stochastic model introduced in various works of Ole Barndorff-Nielsen and
Neil Shephard. The model is known in modern literature as the Barndorff-Nielsen and Shep-
hard (BN-S) model (see [4, 6, 7]). This model is revised and refined in various recent works in
literature such as [36, 37]. This model is successfully implemented in the commodity markets
as well (see [39, 46]). Recently, this model is improved using various machine-learning driven
algorithms (see [38, 40]).
For the BN-S model, a frictionless financial market is considered where a risk-less asset
with constant interest rate r, and a stock, are traded up to a fixed horizon date T . It is
assumed that the price process of the stock S = (St)t≥0 is defined on some filtered probability
space (Ω,F , (Ft)0≤t≤T ,P) and is given by:
St = S0 exp(Xt), (2.1)
where the log-return Xt is given by
dXt = (µ1 + β1σ
2
t ) dt+ σt dWt + ρ dZλt, (2.2)
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with the variance process
dσ2t = −λσ2t dt+ dZλt, σ20 > 0, (2.3)
where the parameters µ1, β1 ∈ R with λ > 0 and ρ < 0. In (2.2) and (2.3), Wt and Zt
are Brownian motion and Le´vy subordinator, respectively. The Le´vy subordinator Z is
referred to as the background driving Le´vy process (BDLP). Also W and Z are assumed to
be independent and (Ft) is assumed to be the usual augmentation of the filtration generated
by the pair (W,Z). Without loss of generality, we assume W0 = Z0 = 0.
We assume Z satisfies the assumptions as described in [29]. It follows that the cumulant
transform κ(θ) = logE[eθZ1 ], where it exists, takes the form κ(θ) =
∫
R+(e
θx − 1)w(x) dx,
where w(x) is the Le´vy density for Z. It is shown in [29] (Theorem 3.2) that there exists
an equivalent martingale measure (EMM) Q, under which equations (2.2) and (2.3) can be
written as:
dXt = bt dt+ σt dWt + ρ dZλt, with bt = (r − λκ(ρ)− 1
2
σ2t ), (2.4)
dσ2t = −λσ2t dt+ dZλt, σ20 > 0, (2.5)
where Wt and Zt are Brownian motion and Le´vy process respectively with respect to Q. For
the rest of this paper we assume that the risk-neutral dynamics (with respect to Q) of the
stock price is given by (2.1), (2.4) and (2.5). It is trivial to show that the solution of (2.5) is
given by
σ2t = e
−λtσ20 +
∫ t
0
e−λ(t−s) dZλs. (2.6)
From (2.6), the positivity of the process σ2t is obvious. In fact, σ
2
t is bounded below by the
deterministic function e−λtσ20. In addition, the instantaneous variance of log-return Xt is
given by (σ2t + ρ
2λVar[Z1]) dt. Consequently, the continuous realized variance in the interval
[0, T ], denoted as σ2R, is given by σ
2
R =
1
T
∫ T
0 σ
2
t dt+ρ
2λVar[Z1]. Therefore, by (2.6) we obtain
σ2R =
1
T
(
λ−1(1− e−λT )σ20 + λ−1
∫ T
0
(
1− e−λ(T−s)
)
dZλs
)
+ ρ2λVar[Z1]. (2.7)
We state some results for the analysis of the variance process σ2t , when the process is
stationary and self-decomposable. The results are motivated by [16, 17, 20]. The pricing
formulas for various derivatives are dependent on the variance process.
Definition 2.1. The distribution of a random variable X is said to be self-decomposable if
for any constant c, 0 < c < 1, there exists an independent random variable X(c), such that
X
d
= cX +X(c), where
d
= stands for the equality in the distribution.
For self-decomposable laws the associated densities are unimodal (see [12, 35]). It is
proved in [5, 47] that, if X is self-decomposable then there exists a stationary stochastic
process {σ2(t)}t≥0, and a Le´vy process {Zt}t≥0, independent of σ20, such that σ2t d=X for all
t ≥ 0 and
σ2t = exp(−λt)σ20 +
∫ t
0
exp (−λ(t− s)) dZλs, for all λ > 0.
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Conversely, if {σ2t }t≥0, is a stationary stochastic process and {Zt}t≥0 is a Le´vy process inde-
pendent of σ20, such that {σ2t } and {Zt} satisfy
dσ2t = −λσ2t dt+ dZλt, σ20 > 0,
for all λ > 0, then σ2t is self-decomposable.
It is clear from [35] (Theorem 17.5(ii)) that for any self-decomposable law D there exists
a Le´vy process Z such that the process of OU type driven by Z has invariant distribution
given by D. The following theorem (see [16, 17, 37]) gives the relation between the Le´vy
densities of such process generated by σ2t and Z in (2.5).
Theorem 2.2. A random variable X has law in L if and only if X has a representation of
the form X =
∫∞
0 e
−t dZt, where Zt is a Le´vy process. In this case the Le´vy measure U and
W of X and Z1 are related by U(dx) =
∫∞
0 W (e
t dx) dt. In addition, if u(x), the Le´vy density
of U is differentiable, then the Le´vy measure W has a density w, and u and w are related by
w(x) = −u(x)− xu′(x). (2.8)
There are many known self-decomposable distributions, such as inverse Gaussian (IG),
Gamma, positive tempered stable (PTS), etc.
Consequently, if the stationary distribution of σ2t is given by IG(δ1, γ) law, with the Le´vy
density u(x) = 1√
2pi
δ1x
−3/2 exp(−γ2x/2), x > 0, then by (2.8), the Le´vy density of Z1 is given
by w(x) = δ1
2
√
2pi
x−
3
2 (1 +γ2x)e−
1
2
γ2x, x > 0. Alternatively, if the stationary distribution of σ2t
is given by gamma law Γ(ν, α), where the Le´vy density of Γ(ν, α) is given by u(x) = νx−1e−αx,
x > 0, then by (2.8) we obtain w(x) = ναe−αx, x > 0.
A three-parameter self-decomposable process is positive tempered stable (PTS) process
(see [10, 11]). It is denoted as PTS(κ, δ, γ), where β > 0, 0 < γ < 1, and k ≥ 0. For
PTS(κ, δ, γ) process the Le´vy density is simple and is given by (see [16, 17])
u(x) = βk−2γ
γ
Γ(γ)Γ(1− γ)x
−γ−1 exp
(
−1
2
k2x
)
, x > 0.
If the stationary distribution of σ2t is given by PTS(κ, δ, γ) law, then by (2.8) we obtain that
the Le´vy density of Z1 is given by
w(x) =
βk−2γγx−γ−1e
−k2x
2
Γ(γ)Γ(1− γ)
(
γ +
k2x
2
)
, x > 0.
In the above discussions we find that the distribution of Z is analytically tractable when
the stationary distribution of σ2t in (2.5) is given by a stationary, self-decomposable distribu-
tion. We denote (as σ2t is stationary),
σ = EQ(σ21), (2.9)
and
µ = r − λκ(ρ)− 1
2
σ2. (2.10)
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We approximate for (2.4) by
dXt = µdt+ σ dWt + ρ dZλt. (2.11)
We refer to (2.1), (2.11), and (2.5), as an approximation of the BN-S model (2.1), (2.4), and
(2.5). For most of the empirical financial data µ ≤ 0.
We write Xt = µt + σWt + ρZt, with µ ∈ R, σ > 0, and ρ < 0, t > 0. For financial
applications µ ≤ 0. For the subsequent sections we develop a general procedure to compute
the first-exit time of the stochastic process Xt.
3 First-exit time for a combination of Brownian motion and
Le´vy subordinator
In this section, we develop a couple of results related to the first-exit time analysis of log-
return processes of the form (2.11). At first, we develop the result related to the first-exit
time of a simpler process Wt + Yt, where Y is a Le´vy subordinator, with W0 = Y0 = 0. If X1
and X2 are independent random variables, we denote X1 |= X2.
Theorem 3.1. For a Brownian motion Wt and a Le´vy subordinator Yt, and a, b > 0,
inf{τ > 0 : Wτ + Yτ ≥ a+ b} = inf{t > 0 : Wt ≥ a}+ inf{α > 0 : Yα ≥ b}, (3.1)
with probability
P =
∫ ∞
0
∫ ∞
0
∫ ∞
−∞
P1(; t, α)P2(; t, α) d dt dα, (3.2)
where
P1(; t, α) =
∫ ∞
−∞
e
−τ2
2α√
2piα
∫ ∞
max(a,a−−τ)
e
−s2
2t√
2pit
ds
 dτ, (3.3)
and
P2(; t, α) =
∫ ∞
0
fYt(β)
(∫ ∞
max(max(b,b+−β),0)
fYα(s)ds
)
dβ, (3.4)
where the probability density function of Yt is given by fYt(·).
Proof. We consider the set A = {t > 0 : Wt ≥ a}, where Wt is a standard Brownian motion.
In addition, we consider another set B = {α > 0 : Yα ≥ b}, where Yt is a Le´vy subordinator.
Clearly, the first-exit time of a combination of Wt and Yt, in the sense that its value is more
than a+ b, is given by
inf(A+B) = inf{τ > 0 : Wτ + Yτ ≥ a+ b}
= inf{t+ α > 0 : Wt+α + Yt+α ≥ a+ b, t > 0, α > 0}.
For a fixed  ∈ R, we define
P1(; t, α) = P (Wt+α ≥ a− ,Wt ≥ a), (3.5)
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P2(; t, α) = P (Yt+α ≥ b+ , Yα ≥ b). (3.6)
We proceed to compute P1(; t, α) and P2(; t, α). We observe,
P1(; t, α) = P (Wt+α ≥ a− ,Wt ≥ a)
= P (Wt+α −Wt ≥ a− −Wt,Wt ≥ a)
= P (Wt ≥ a− − (Wt+α −Wt),Wt ≥ a)
= P (Wt ≥ max(a, a− − χ)) , χ ∼ N (0, α), χ |= Wt
=
∫ ∞
−∞
e
−τ2
2α√
2piα
∫ ∞
max(a,a−−τ)
e
−s2
2t√
2pit
ds
 dτ.
On the other hand,
P2(; t, α) = P (Yt+α ≥ b+ , Yα ≥ b)
= P (Yt+α − Yα ≥ b+ − Yα, Yα ≥ b)
= P (Yα ≥ b+ − (Yt+α − Yα), Yα ≥ b)
= P (Yα ≥ max(b, b+ − η)), η ∼ the distribution of Yt, η |= Yα.
As the probability density function of Yt is given by fYt(·), therefore we obtain
P2(; t, α) =
∫ ∞
0
fYt(β)
(∫ ∞
max(max(b,b+−β),0)
fYα(s)ds
)
dβ.
Clearly, {t > 0 : Wt ≥ a}+{α > 0 : Yα ≥ b} = {t+α > 0 : Wt+α+Yt+α ≥ a+b, t > 0, α > 0},
with probability P , where P is given by (3.2), and P1(; t, α) and P2(; t, α) are obtained by
(3.3) and (3.4), respectively. Consequently, inf(A+B) = inf(A)+inf(B). Hence the theorem
is proved.
Next, we generalize the result in Theorem 3.1 for the log-return stochastic process (2.11) in
the approximation of the BN-S model. In the BN-S model ρ < 0 is assumed in order to incor-
porate the leverage effect of the market. Typically in a derivative market, a significant fluctu-
ation always corresponds to a “big-downward-movement” of the asset prices. Consequently,
for the next theorem we focus on the first-exit time corresponding to a “downward-movement”
of the log-return process (2.11). For the following theorem we assume W0 = Z0 = 0.
Theorem 3.2. For a Brownian motion Wt and a Le´vy subordinator Zt, if µ ∈ R, σ > 0,
ρ < 0, and a, b > 0, then
inf{τ > 0 : µτ + σWτ + ρZτ ≤ −a− b}
= inf{t1 > 0 : µt1 + σWt1 ≤ −a}+ inf{t2 > 0 : µt2 + ρZt2 ≤ −b}, (3.7)
with probability
P =
∫ ∞
0
∫ ∞
0
(∫ ∞
−∞
P1(; t, α)P2(; t, α) d
)
dt dα, (3.8)
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where
P1(; t, α) =
∫ ∞
−∞
e
−τ2
2t2√
2pit2
∫ min( (−a−µt1)σ , (−a−)σ −τ−µ(t1+t2)2σ )
−∞
e
−s2
2t1√
2pit1
ds
 dτ, (3.9)
and
P2(; t1, t2) =
∫ ∞
0
fZt1 (β)
(∫ ∞
max
(
max
(
(b−µt2)
ρ
,
(b+)
ρ
−β−µ(t2+t1)
2ρ
)
,0
) fZt2 (s)ds
)
dβ, (3.10)
where the probability density function of Zt is given by fZt(·).
Proof. For fixed  ∈ R, we define and compute the following joint probabilities. At first, we
compute, for a > 0:
P1(; t1, t2) = P (Wt1+t2 +
µ(t1 + t2)
2σ
≤ −a
σ
− 
σ
,Wt1 +
µt1
σ
≤ −a
σ
)
= P (Wt1+t2 −Wt1 +
µt1
2σ
≤ −a
σ
− 
σ
−Wt1 −
µt2
2σ
,Wt1 +
µt1
σ
≤ −a
σ
)
= P (Wt1 +
µt1
2σ
≤ −a
σ
− 
σ
− (Wt1+t2 −Wt1)−
µt2
2σ
,Wt1 +
µt1
σ
≤ −a
σ
)
= P
(
Wt1 ≤
(−a− )
σ
− (Wt1+t2 −Wt1)−
µt2
2σ
− µt1
2σ
,Wt1 ≤
−a
σ
− µt1
σ
)
= P
(
Wt1 ≤ min
(
(−a− µt1)
σ
,
(−a− )
σ
− χ− µ(t1 + t2)
2σ
))
, χ ∼ N (0, t2), χ |= Wt!
=
∫ ∞
−∞
e
−τ2
2t2√
2pit2
∫ min( (−a−µt1)σ , (−a−)σ −τ−µ(t1+t2)2σ )
−∞
e
−s2
2t1√
2pit1
ds
 dτ.
With ρ < 0, we compute for b > 0,
P2(; t1, t2) = P (Zt1+t2 +
µ(t1 + t2)
2ρ
≥ −b
ρ
+

ρ
, Zt2 +
µt2
ρ
≥ −b
ρ
)
= P (Zt1+t2 +
µ(t1 + t2)
2ρ
− Zt2 ≥
−b
ρ
+

ρ
− Zt2 , Zt2 +
µt2
ρ
≥ −b
ρ
)
= P
(
Zt2 ≥
(−b+ )
ρ
− ((Zt1+t2 − Zt2) +
µ(t2 + t1)
2ρ
), Zt2 ≥
−b
ρ
− µt2
ρ
)
= P
(
Zt2 ≥ max
(
(−b− µt2)
ρ
,
(−b+ )
ρ
− η − µ(t2 + t1)
2ρ
))
,
where η ∼ the distribution of Zt1 . Since η |= Zt2 , therefore we obtain (3.10). For a, b > 0, we
define a set
A = {τ > 0 : µτ + σWτ + ρZτ ≤ −a− b}
= {t1 + t2 > 0 : µ(t1 + t2) + σWt1+t2 + ρZt1+t2 ≤ −a− b, t1 > 0, t2 > 0}.
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Consequently, we obtain
A = {t1 + t2 > 0 : µ(t1 + t2) + σWt1+t2 + ρZt1+t2 ≤ −a− b}
= {t1 > 0 : µt1 + σWt1 ≤ −a}+ {t2 > 0 : µt2 + ρZt2 ≤ −b},
with probability P given by (3.8). Consequently,
inf A = inf{t1 > 0 : µt1 + σWt1 ≤ −a}+ inf{t2 > 0 : µt2 + ρZt2 ≤ −b}.
This proves (3.7).
The purpose of Theorem 3.1 and Theorem 3.2 is to decompose the first-exit time process
of a linear combination of Brownian motion and Le´vy subordinator into the individual first-
exit time processes of the Brownian motion and a Le´vy subordinator. However, as observed
in both of the theorems, such decomposition holds only with certain probability.
Remark 3.3. It is well known (see [2, 23]) that for the process Gt = inf{s > 0 : Ws + γs ≥
δ1t}, with γ, δ1 > 0, known as the inverse Gaussian (IG) process, Gt follows IG(δ1t, γ)
distribution. As the process Ws + γs is continuous, we also have Gt = inf{s > 0 : Ws + γs =
δ1t}. The distribution IG(δ1, γ) is concentrated on R+ and has probability density:
p(x) =
1√
2pi
δ1e
δ1γx−3/2 exp
(
−δ
2
1x
−1 + γ2x
2
)
, γ, δ1 > 0.
Consequently, for Theorem 3.2 with µ < 0 and a > 0, the first term on the right hand side of
(3.7) has the distribution inf{t1 > 0 : µt1 + σWt1 ≤ −a} d= inf{t1 > 0 : −µt1 + σWt1 ≥ a} ∼
IG
(
a
σ ,
−µ
σ
)
.
The case is not the same if the Brownian motion does not have any drift term. In that
case, it is known (see [3]) that inf{s > 0 : σWs ≥ a}, with a > 0, satisfies a Le´vy distribution
with the probability density function
a
σ
√
2pix3
exp
(
− a
2
2σ2x
)
, x > 0.
Consequently, for Theorem 3.1, the first term on the right hand side of (3.1), i.e., inf{t >
0 : Wt ≥ a} = inf{t > 0 : Wt = a}, with a > 0, has the probability density function
a√
2pix3
exp
(
− a22x
)
, x > 0. Similar result holds for the first term on the right hand side of
(3.7) in Theorem 3.2 with µ = 0.
Note that, for the case when µ = 0 and a > 0, inf{s > 0 : σWs ≤ −a} = inf{s > 0 :
σWs = −a} d= inf{s > 0 : σWs = a} = inf{s > 0 : σWs ≥ a}.
We note that for Theorem 3.1, if a, b ≤ 0, then (3.1) is trivially satisfied. Similarly, for
Theorem 3.2, if a, b ≤ 0, then (3.7) is trivially satisfied. As W0 = Z0 = 0, therefore all the
related first-exit times are zero in those cases.
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4 First-exit time distribution for some self-decomposable pro-
cesses
Consider the log-return dynamics Xt given by (2.11), in the approximation of the BN-S
model (2.1), (2.11), and (2.5). In Theorem 3.2, it is shown that with certain probability,
the first-exit time process inf{t > 0 : Xt ≤ −a − b}, is decomposable into the sum of
the first exit time of two processes- (1) the Brownian motion with drift, and (2) a Le´vy
subordinator with drift. We denote three stochastic processes: Aa+b = inf{t > 0 : Xt ≤
−a − b} = inf{t > 0 : µt + σWt + ρZt ≤ −a − b}, Ba = inf{t > 0 : µt + σWt ≤ −a}, and
Cb = inf{t > 0 : µt + ρZt ≤ −b}, with ρ < 0, and a, b > 0. In these expressions σ and
µ are given by (2.9) and (2.10), respectively. Thus, σ > 0. Also, in general, for financial
applications µ ≤ 0. With these notations, from Theorem 3.2 we obtain that Aa+b = Ba+Cb.
The probability density function of the process B, with µ ≤ 0, is discussed in Remark 3.3.
In this section we discuss the probability density function of the process C for some special
cases. Accordingly, with probability P given by (3.8), the probability density function of the
process A is equal to the convolution of the probability density functions of the processes B
and C.
The goal of this section is to analyze the first-exit time distribution for the Le´vy subordina-
tor in the decompositions provided in Theorem 3.1 and Theorem 3.2. For simplicity we assume
µ = 0. We consider the distribution of the corresponding process Cb = inf{s > 0 : Zs ≥ −bρ },
for three self-decomposable distributions. As b > 0 and ρ < 0, in general, C can be written
as the stochastic process Tt = inf{s > 0 : Zs ≥ t}, t > 0.
In Subsection 4.1, we describe some results related to special functions and Laplace trans-
forms that are implemented for the subsequent analysis. Subsections 4.2, 4.3, and 4.4, deal
with various analysis of Tt in relation to Gamma, IG, and PTS subordinators, respectively.
4.1 Laplace transform and some relevant special functions
At first, we describe some special functions necessary for the development of the rest of this
paper.
• MacRobert E-function is denoted as
E(m; a1 : n; bj : x) = E(a1, · · · , am : b1, · · · , bn : x).
For m ≥ n+ 1, with |x| < 1, MacRobert E-function is defined as
m∑
i=1
∏m
j=1 ∗˜Γ(aj − ai)Γ(ai)xai∏n
k=1 Γ(bk − ai) n+1
F˜m−1
[
ai, ai − b1 + 1, · · · , ai − bn + 1;
ai − a1 + 1, · · · , ∗˜, · · · , ai − am + 1;(−1)
m+nx
]
.
For m ≤ n+ 1, with |x| > 1, MacRobert E-function is defined as∏m
i=1 Γ(ai)∏n
j=1 Γ(bj)
mF˜n
[
a1, · · · , am;
b1, · · · , bn;
−1
x
]
.
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For n = 0, the notation E(· :: ·) is used. The ∗˜ denotes that the term containing aj−ai
corresponding to j = i is omitted. Here mF˜n[·] is generalized hypergeometric functions,
defined as
mF˜n
[
a1, · · · , am;
b1, · · · , bn; x
]
=
∞∑
n=0
(a1)1 · · · (am)nxn
(b1)1 · · · (bn)nn! ,
where (·)n is the Pochhammer symbol.
• Gauss hypergeometric function 2F1 (a, b, c;x) is defined as
2F1 (a, b, c;x) =
∞∑
n=0
(a)n(b)nx
n
(c)nn!
,
where (·)n is the Pochhammer symbol, c 6= 0,−1,−2, . . . ;, and |x| ≤ 1. For x ∈ C,
with |x| ≥ 1, the series can be analytically continued along any path in the complex
plane that avoids the branch points 1 and infinity. An integral representation of the
hypergeometric function is given by 2F1 (a, b, c;x) =
Γ(c)
∫ 1
0 t
b−1(1−t) c−b−1(1−xt) −adt
Γ(b)Γ(c−b) .
• Modified Bessel functions are solutions of the modified Bessel equation. The modified
Bessel function of the first kind is defined by Iν(z) = i
−νJν(iz), with ν ∈ R, and Jν(·)
is the Bessel function of the first kind.
• Upper incomplete gamma function is given by
Γ(a, x) =
∫ ∞
x
ta−1e−tdt.
For x > 0, Γ(a, x) converges for all real a. In particular, Γ(0, x) is the exponential
integral
∫∞
x t
−1e−t dt.
Next, we describe some results related to the Laplace transform. For t ≥ 0, and s ∈ C, we
denote the Laplace transform of f(t) by L(f(t)) = F (s), where f(t) is piecewise continuous
function on every finite interval in [0,∞) satisfying |f(t)| < Meat, for some M > 0 and for
all t ∈ [0,∞). The Laplace transform and the inverse Laplace transform are related by:
F (s) =
∫ ∞
0
f(t)e−st dt,
and
f(t) =
1
2pii
∫ x0+i∞
x0−i∞
est F (s)ds,
for some x0 ∈ R, where x0 is greater than the real part of all singularities of F (s), and F (s) is
bounded on the line Re(s) = x0 in the complex-plane. We list some useful properties related
to the Laplace transform. The following result is elementary and can be found in [32].
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Lemma 4.1. The following results hold: (1) L−1 (aF (as− b)) = e bta f( ta), with a > 0, b ∈ R;
(2) L−1
(
−dF (s)ds
)
= tf(t); (3) L−1
(
F (s)
s
)
=
∫ t
0 f(u)du; (4) L−1 (sF (s)− f(0)) = df(t)dt .
The following results provide various relations between the Laplace transform and special
functions. These results can be found in [32].
Lemma 4.2. The following results hold.
(1) L
(
t
−3
2
∫∞
0 ue
−u2
4t f(u)du
)
= 2(
√
pi)F (
√
s).
(2) L−1
(
e
a
s
s
)
= I0(2
√
at), where I0(x) is the modified Bessel function of the first kind, and
Re(s) > 0.
(3) L−1
(
e−a
√
s
)
= ae
−a2
4t
2
√
pit
3
2
, Re(a2) > 0, Re(s) > 0.
(4) L (Γ(v, at)) = Γ(v)s [1− (1 + sa)−v], where Γ(v, at) is upper incomplete gamma function,
and Re(ν) > 0, Re(s) > −Re(a).
(5) L (erf(√at)) = √a
s
√
s+a
, where erf(x) = 2√
pi
∫ x
0 e
−t2 dt, Re(s) > max(0,−Re(a)).
(6) L−1
(
1√
s+a
)
= e
−at√
pit
, Re(s) > −Re(a).
(7) L−1
(√
s+a
s
)
= e
−at√
pit
+
√
a erf[
√
at], Re(s) > max(0,−Re(a)).
(8) L−1
(
sc−1e−(bs)
1
m
)
= m
1
2+mc
(2pi)
m+1
2 bc
∑
i,−i
1
iE
(
c, c+ 1m , . . . , c+
m−1
m ::
beipi
mmt
)
, where E(· :
· : ·) is the MacRobert E-function, Re(s) > 0,Re(c) > 0,Re(b) > 0,m = 2, 3, . . . . In
the above expression
∑
i,−i denotes that in expression following the summation sign, i
is to be replaced by −i and two expressions are to be added.
In the two-dimension, for x ∈ R, let F (x, s) = ∫∞0 f(x, t)e −stdt, be the Laplace transform
of function f(x, t) with respect to the t variable. Note that, for a subordinator Xt, with
probability density function fXt(·), and Le´vy measure piX , the Le´vy-Khinchin representation
gives (see[9]) ∫ ∞
0
e −ztfXs(t)dt = e
−sψX(z) (4.1)
where ψX(·) is the Laplace exponent of X and is given by ψX(z) =
∫∞
0 (1 − e−zu)piX(du),
where piX is the Le´vy measure of X. The following result can be found in [9].
Theorem 4.3. The Le´vy density w(x) and Le´vy measure piX(t,∞) of the subordinator X
(with piX(t,∞) =
∫∞
t w(x)dx) satisfy L(piX(t,∞)) = ψX(s)s , where ψX(s) is the Laplace
exponent of the subordinator X.
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The following results are proved in [45].
Theorem 4.4. Let X = {Xt}t>0 be a subordinator with the probability density function
p(x, t). Suppose p(x, t) admits continuous partial derivatives. Let Tt = inf{τ > 0 : Xτ ≥ t},
for t > 0, represents the first-exit time process of X. Denote the probability density function
of Tt by ht(·) = h(·, t). Then,
L(h(x, t)) = ψX(s)e
−xψX(s)
s
, (4.2)
where ψX(·) is the Laplace exponent of the subordinator X.
Theorem 4.5. Denote the q-th moment of the first-exit time of the subordinator X by
Mq(x, t). Then,
L(Mq(x, t)) = qΓ(1 + q)
s(ψX(s))q
. (4.3)
4.2 Gamma subordinators
Let Xt be a Gamma subordinator with Le´vy density given by wX(x) =
νe−αx
x , x > 0, with
ν, α > 0. In this case, the Laplace exponent of X is given by ψX(s) = ν ln
(
1 + sα
)
(see
[16, 29]).
Theorem 4.6. For xν = n+1, n = 0, 1, 2, . . . , the probability density function of the first-exit
time of X is given by
h(x, t) =
∫ t
0
e−uααxc (ν(−u)νx2F1 (−νx,−νx, 1− νx; 1) + νuνx)
(xν − 1)! du, (4.4)
where 2F1 (−νx,−νx, 1− νx; 1) is the hypergeometric function.
Proof. By Theorem 4.4, the Laplace transform of probability density of the first-exit time of
Gamma subordinator is given as
L(h(x, t)) = ln(1 +
s
α)
ν
s(1 + sα)
xν
=
K(x, s)
s
,
where K(x, s) = F (x, s)G(x, s), with F (x, s) = ν ln(1 + sα),and G(x, s) =
1
(1+ s
α
)xν . Then
L(h(x, t)) = K(x,s)s . Let the inverse Laplace transforms for F (x, s) and G(x, s) be f(x, t) and
g(x, t), respectively.
Note that L−1(ln(1 + s)) = − e−tt , (see [32]). Using Lemma 4.1(1), we obtain,
f(x, t) = −νe
−tα
t
.
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For xν = n + 1, where n is a non-negative integer, L−1
(
− 1(s+1)xν
)
= t
xν−1e−t
(xν−1)! . Hence, by
using Lemma 4.1(2), we obtain g(x, t) = α
xνtxν−1e−tα
(xν−1)! . Consequently, by standard convolution
procedure, we obtain
k(x, t) =
∫ t
0
f(x, τ)g(x, t− τ)dτ =
∫ t
0
−νe
−τααxν(t− τ)xν−1e−α(t−τ)
(xν − 1)! dτ
=
e−tααxν [ν(−t)νx2F1 (−νx,−νx, 1− νx; 1) + νtνx]
(xν − 1)! .
Hence, with the application of Lemma 4.1(3), we obtain (4.4).
The next result provides the first and the second order moment of the first-exit time of
Gamma subordinator.
Theorem 4.7. The first order moment (mean) and the second order moment of the first-exit
time of Gamma subordinator Xt is given by
m(x, t) =
t∫
0
∞∫
0
αe−λα(λα)u−1 du dλ
νΓ(u)
, (4.5)
and
t(x, t) =
t∫
0
∞∫
0
4λe−λα(λα)u−1 du dλ
ν2Γ(u)
, (4.6)
respectively.
Proof. Using Theorem 4.5, we obtain the Laplace transform of the q-th moment of the first-
exit time of the Gamma subordinator as qΓ(1+q)s(ψX(s))q . Consequently, the Laplace transform of
the first order moment of the first-exit time of the Gamma subordinator is given by
M(x, s) =
Γ(2)
sν ln(1 + sα)
.
We observe that L−1
(
Γ(2)
ln(s)
)
=
∫∞
0
Γ(2)tu−1
Γ(u) du. Consequently, using Lemma 4.1(1), we obtain
L−1
(
Γ(2)
ν ln(1 + sα)
)
=
∫ ∞
0
αΓ(2)e−tα(tα)u−1
νΓ(u)
du.
Therefore, L−1(M(x, s)) can be computed using Lemma 4.1(3) as (4.5). Once again, by
Theorem 4.5, the Laplace transform of second order moment of the first-exit time of the
Gamma subordinator is given by
T (x, s) =
2Γ(3)
s(ν ln(1 + sα))
2
.
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Observing −d ln(1+
s
α
)−1
ds =
1
α(ln(1+ s
α
))2
, we obtain by Lemma 4.1(2),
L−1
(
1
α(ν ln(1 + sα))
2
)
= t
∫ ∞
0
αΓ(2)e−tα(tα)u−1
ν2Γ(u)
du.
Thus we obian (4.6).
We conclude this subsection by considering the case when the subordinator Z, given by
(2.5), is related to the Gamma subordinator in the BN-S model. As observed in Section 2, if
the stationary distribution of σ2t is given by gamma law Γ(ν, α), then the Le´vy density of Z1
is given by w(x) = ναe−αx, x > 0.
Theorem 4.8. The probability density function of the first-exit time of a subordinator Z
with Le´vy density w(x) = ναe−αx, is given by
h(x, t) = νe−xνI0
(
2
√
xναt
)
e−αt,
where I0(·) is the modified Bessel function of the first kind.
Proof. For this case, the Le´vy measure of Z is given by piZ(t,∞) =
∫∞
t ναe
−αxdx = ναe−αt.
Using Theorem 4.3, we obtain ψZ(s)s =
ν
s+α . Consequently, ψZ(s) =
νs
s+α . The Laplace
transform of the probability density function of the first-exit time of Z is given by H(x, s) =
νe
−xνs
s+α
s+α . Consequently, the probability density function of the first-exit time of Z is given by
h(x, t) = L−1(H(x, s)), where
H(x, s) =
νe
−xνs
s+α
s+ α
=
νe−xν(1−
α
s+α
)
s+ α
=
νe−xνe
xνα
s+α
s+ α
.
Using Lemma 4.2(2), we obtain h(x, t) = νe−xνI0
(
2
√
xναt
)
e−αt.
4.3 Inverse Gaussian subordinators
The first-exit time of IG processes are described in [45]. In this subsection we consider the
subordinator Z, given by (2.5), that is related to the IG subordinator in the BN-S model.
As observed in Section 2, if the stationary distribution of σ2t is given by IG(δ1, γ) law, then
the Le´vy density of Z1 is given by w(x) =
δ1
2
√
2pi
x−
3
2 (1 + γ2x)e−
1
2
γ2x, x > 0, and δ1, γ > 0.
For the results in Subsections 4.3 and 4.4, we define the convolution of two functions
p(x, t) and q(x, t) by
p(x, t) ∗ q(x, t) =
∫ t
0
p(x, τ)q(x, t− τ)dτ.
Consequently, for three functions p(x, t), q(x, t), and r(x, t),
(p(x, t) ∗ q(x, t)) ∗ r(x, t) =
∫ t
0
∫ u
0
p(x, τ)q(x, u− τ)r(x, t− u) dτ du.
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Theorem 4.9. The probability density function of the first-exit time of a subordinator Z with
Le´vy density w(x) = δ1
2
√
2pi
x−
3
2 (1 + γ2x)e−
1
2
γ2x, is given by h(x, t) = (p(x, t) ∗ q(x, t)) ∗ r(x, t),
where
p(x, t) =
−δ1γ erf(γ
√
t√
2
)
2
+
δ1γ
2
+
Γ(−12 ,
γ2t
2 )δ1γ
4
√
pi
, (4.7)
q(x, t) =
e
−xγ2δ1
2
√
2 e
−tγ2
2 t
−3
2
2
√
pi
∫ ∞
0
ue
−u2
4t
(
I ′0
(
2
√
xγ2δ1
2
√
2
u
)(√
xγ2δ1
2
√
2u
)
+ δ(u)
)
du, (4.8)
where δ(·) is the Dirac delta function, I0(·) is the modified Bessel function of the first kind,
and
r(x, t) =
xδ1γ
6e
−γ2t
2 e
xδ1γ
2 e
−δ21x2γ4
32t
8
√
pi(2t)
3
2
. (4.9)
Proof. We obtain the Le´vy measure for Z as
piZ(t,∞) =
∫ ∞
t
w(x)dx =
∫ ∞
t
δ1x
−3
2 e
−γ2x
2 + δ1(γ
2)x
−1
2 e
−γ2x
2
2
√
2pi
dx
=
−δ1γ erf(γ
√
t√
2
)
2
+
δ1γ
2
+
Γ(−12 ,
γ2t
2 )δ1γ
4
√
pi
.
Using Theorem 4.3, Lemma 4.2(4), and Lemma 4.2(5) we obtain,
L(piZ(t,∞)) = ψZ(s)
s
=
δ1γ
2s
− δ1γ
2
2
√
2s(
√
s+ γ
2
2 )
−
δ1γ[1−
√
(1 + 2s
γ2
)]
2s
. (4.10)
Consequently, by Theorem 4.4, we obtain that the Laplace transform of the probability
density function of the first-exit time of Z is given by
H(x, s) =
δ1γ
2s
− δ1γ
2
2
√
2s(
√
s+ γ
2
2 )
−
δ1γ[1−
√
(1 + 2s
γ2
)]
2s
 e−x
 δ1γ
2
− δ1γ2
2
√
2
√
s+
γ2
2
−
δ1γ[1−
√
(1+ 2s
γ2
)]
2

= P (x, s)Q(x, s)R(x, s),
where
P (x, s) =
δ1γ
2s
− δ1γ
2
2
√
2s
√
s+ γ
2
2
−
δ1γ[1−
√
(1 + 2s
γ2
)]
2s
,
Q(x, s) = exp
−xγδ1
2
+
xγ2δ1
2
√
2
√
s+ γ
2
2
,
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and
R(x, s) = exp
xδ1γ
2
−
xδ1γ
√
(1 + 2s
γ2
)
2
.
We denote the inverse Laplace transforms of P (x, s), Q(x, s), and R(x, s) by p(x, t), q(x, t),
and r(x, t), respectively.
We have p(x, t) = L−1
(
δ1γ
2s − δ1γ
2
2
√
2s(
√
s+ γ
2
2
)
− δ1γ[1−
√
(1+ 2s
γ2
)]
2s
)
. From this, comparing with
(4.10), we note that p(x, t) = L−1(ψZ(s)s ). Hence p(x, t) is given by (4.7).
Next, we compute q(x, t) using Lemma 4.2(2), Lemma 4.2(1), and Lemma 4.1(4). Lemma
4.2(2) gives L−1
(
e
a
s
s
)
= I0(2
√
at).
With L(s) = e
a
s
s , we find l(t) = L−1(L(s)) = I0(2
√
at). We notice I0(0) = 1. Con-
sequently, using Lemma 4.1(4), we have L−1(sL(S) − l(0)) = l′(t). Hence, we obtain,
L−1(eas )−L−1(1) = I ′0(2
√
at)(
√
a
t ), and thus L−1(e
a
s ) = I ′0(2
√
at)(
√
a
t ) + δ(t), where δ(·) is
the Dirac delta-function.
Using Lemma 4.2(1), we obtain L−1(eas−1/2) = t
−3
2
2
√
pi
∫∞
0 ue
−u2
4t (I ′0(2
√
au)(
√
a
u) + δ(u))du.
Therefore,
q(x, t) =
e
−xγ2δ1
2
√
2 e
−tγ2
2 t
−3
2
2
√
pi
∫ ∞
0
ue
−u2
4t
(
I ′0
(
2
√
xγ2δ1
2
√
2
u
)(√
xγ2δ1
2
√
2u
)
+ δ(u)
)
du.
Finally,
r(x, t) = L−1(R(x, s)) = L−1
exδ1γ2 e−xδ1γ
√
(1+ 2s
γ2
)
2
 .
Using Lemma 4.2(3), we obtain L−1(exδ1γ2 e−xδ1γ
√
s
2 ) = e
xδ1γ
2 (xδ1γ)e
−δ21x2γ2
16t
4
√
pit
3
2
. Consequently,
using Lemma 4.1(1), we obtain (4.9).
Finally, if h(x, t) is the probability density function of the first-exit time of Z, then
h(x, t) = L−1(H(x, s)) = L−1(P (x, s)Q(x, s)R(x, s)) = (p(x, t) ∗ q(x, t)) ∗ r(x, t).
4.4 Positive tempered stable subordinators
Let Xt be a positive tempered stable (PTS) subordinator with Le´vy density given by
u(x) = βk−2γ
γ
Γ(γ)Γ(1− γ)x
−γ−1 exp
(
−1
2
k2x
)
, x > 0,
with β > 0, 0 < γ < 1, and k ≥ 0.
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Theorem 4.10. The probability density function of the first-exit time of X is given by
h(x, t) = p(x, t) ∗ q(x, t), where
p(x, t) = aΓ
(
−γ, k
2t
2
)
, (4.11)
where a = βγ2γΓ(γ)Γ(1−γ) , and
q(x, t) =
e−xaΓ(−γ)e((−xa)Γ(−γ))
1
γ )t
( 1γ )
γ+2
2γ
(2pi)
γ+1
2γ
∑
i,−i
1
i
E
(
1, 1 + γ, . . . , 2− γ :: ((
2
k2
)γ(−xa)Γ(−γ)) 1γ eipi
γ
−1
γ t
)
.
(4.12)
In (4.12), E(· : · : ·) is the MacRobert E-function, and ∑i,−i denotes that in expression
following the summation sign, i is to be replaced by −i and two expressions are to be added.
Proof. We have
piX(t) =
∫ ∞
t
u(x)dx =
∫ ∞
t
βk−2γγx−γ−1e
−k2x
2
Γ(γ)Γ(1− γ) dx =
βγΓ(−γ, k2t2 )
Γ(γ)Γ(1− γ)2γ .
We compute L(piX(t)) using Theorem 4.3 to obtain the Laplace exponent of density function
of X as
ψX(s) =
βγΓ(−γ)[1− (1 + 2s
k2
)γ ]
Γ(γ)Γ(1− γ)2γ .
Now using Theorem 4.4, we obtain the Laplace transform of the probability density function
of the first-exit time of X as
H(x, s) = L(h(x, t)) =
(
aΓ(−γ)[1− (1 + 2s
k2
)γ ]
s
)
e−axΓ(−γ)[1−(1+
2s
k2
)γ ],
where a = βγΓ(γ)Γ(1−γ)2γ . To compute h(x, t), the probability density function of the first-exit
time of X, we find
p(x, t) = L−1
(
aΓ(−γ)[1− (1 + 2s
k2
)γ ]
s
)
,
and
q(x, t) = L−1
(
e−axΓ(−γ)[1−(1+
2s
k2
)γ ]
)
,
and use the convolution result. By using Lemma 4.2(4), we obtain, the expression of p(x, t)
as (4.11).
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Next, compute q(x, t). Denote Q(x, s) = exp
(−axΓ(−γ)[1− (1 + 2s
k2
)γ ]
)
. We observe
Q(x, s) = e−xaΓ(−γ) exp
(
−
(
(−xaΓ(−γ)) 1γ + 2s
k2
(−xaΓ(−γ)) 1γ
)γ)
= e−xaΓ(−γ) exp
(
−
(
(−xaΓ(−γ)) 1γ + s
(
−xa
(
2
k2
)γ
Γ(−γ)
) 1
γ
)γ)
.
Hence, by using Lemma 4.2(8) and Lemma 4.1(1), we obtain the expression of q(x, t) as
(4.12).
We conclude this subsection by considering a subordinator Z related to the PTS subor-
dinator in the BN-S model. If the stationary distribution of σ2t is given by PTS(κ, δ, γ) law,
then that the Le´vy density of Z1 is given by
w(x) =
βk−2γγx−γ−1e
−k2x
2
Γ(γ)Γ(1− γ)
(
γ +
k2x
2
)
, x > 0, β > 0, 0 < γ < 1, k ≥ 0. (4.13)
As in the previous sections, Z is the subordinator given by (2.5).
Theorem 4.11. The probability density function of the first-exit time of a subordinator Z,
with Le´vy density (4.13), is given by h(x, t) = (p(x, t) ∗ q(x, t)) ∗ r(x, t), where
p(x, t) = a
(
γΓ(−γ, k
2t
2
) + Γ(1− γ, k
2t
2
)
)
, (4.14)
where a = βγ2γΓ(γ)Γ(1−γ) , and
q(x, t) =
e−xaγΓ(−γ)e((−xaγ)Γ(−γ))
1
γ )t
( 1γ )
γ+2
2γ
(2pi)
γ+1
2γ
∑
i,−i
1
i
E
(
1, 1 + γ, . . . , 2− γ :: ((
2
k2
)γ(−xaγ)Γ(−γ)) 1γ eipi
γ
−1
γ t
)
,
(4.15)
r(x, t) =
e−xaΓ(1−γ)e((−xa)Γ(1−γ))
1
γ−1 )t (
1
γ−1)
γ+1
2γ−2
(2pi)
γ
2γ−2
∑
i,−i
1
i
E
1, γ, . . . , 3− γ :: (( 2γ2 )γ−1(−xa)Γ(1− γ)) 1γ−1 eipi
(γ − 1) −1γ−1 t
 .
(4.16)
In (4.15) and (4.16), E(· : · : ·) is the MacRobert E-function, and ∑i,−i denotes that in
expression following the summation sign, i is to be replaced by −i and two expressions are to
be added.
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Proof. We obtain piZ(t,∞) as
piZ(t,∞) =
∫ ∞
t
w(x)dx =
∫ ∞
t
βk−2γγx−γ−1e
−k2x
2
Γ(γ)Γ(1− γ) (γ +
k2x
2
) dx
=
βγ
2γΓ(γ)Γ(1− γ)
(
Γ(−γ, k
2t
2
)γ + Γ(1− γ, k
2t
2
)
)
.
We use Theorem 4.3 to obtain
ψZ(s)
s
=
βγ
2γΓ(γ)Γ(1− γ)
(
γΓ(−γ)
s
(1− (1 + 2s
k2
)γ) +
Γ(1− γ)
s
(1− (1 + 2s
k2
)γ−1)
)
.
Consequently,
ψZ(s) = a
(
γΓ(−γ)(1− (1 + 2s
k2
)γ) + Γ(1− γ)(1− (1 + 2s
k2
)γ−1)
)
,
where a = βγ2γΓ(γ)Γ(1−γ) . Using Theorem 4.4, we obtain the Laplace transform of the proba-
bility density function of the first-exit time of Z as
H(x, s) = L(h(x, t)) = P (x, s)Q(x, s)R(x, s),
where
P (x, s) = a
(
γΓ(−γ)
s
− γΓ(−γ)
s
(1 +
2s
k2
)γ +
Γ(1− γ)
s
− Γ(1− γ)
s
(1 +
2s
k2
)γ−1
)
,
Q(x, s) = exp
(
−xa
(
γΓ(−γ)(1− (1 + 2s
k2
)γ)
))
,
and
R(x, s) = exp
(
−xa
(
Γ(1− γ)(1− (1 + 2s
k2
)γ−1
))
.
We denote the inverse Laplace transform for P (x, s), Q(x, s), and R(x, s), by p(x, t), q(x, t),
and r(x, t), respectively. Using Lemma 4.2(4), we obtain L−1(γΓ(−γ)s (1 − (1 + 2sk2 )γ) =
γΓ(−γ, k2t2 ). Also, using Lemma 4.2(4), we obtain L−1(Γ(1−γ)s − Γ(1−γ)s (1 + 2sk2 )γ−1) =
Γ(1− γ, k2t2 ). Hence, we obtain p(x, t) as given by (4.14).
Next, we observe that Q(x, s) can be written as:
Q(x, s) = e−xaγΓ(−γ) exp
(
−
(
(−xaγΓ(−γ)) 1γ + 2s
k2
(−xaγΓ(−γ)) 1γ
)γ)
= e−xaγΓ(−γ) exp
(
−
(
(−xaγΓ(−γ)) 1γ + s
(
−xaγ
(
2
k2
)γ
Γ(−γ)
) 1
γ
)γ)
.
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Hence by using Lemma 4.2(8) and Lemma 4.1(1), we obtain (4.15). Finally, we observe that
R(x, s) can be written as
R(x, s) = e−xaΓ(1−γ) exp
(
−
(
(−xaΓ(1− γ)) 1γ−1 + 2s
k2
(−xaΓ(1− γ)) 1γ−1
)γ−1)
= e−xaΓ(1−γ) exp
−
(−xaΓ(1− γ)) 1γ−1 + s(−xa( 2
k2
)γ−1
Γ(1− γ)
) 1
γ−1
γ−1
 .
Hence by using Lemma 4.2(8) and Lemma 4.1(1), we obtain (4.16). Finally, by convolution
theorem, we obtain the probability density function of the first-exit time of Z as h(x, t) =
L−1(H(x, s)) = (p(x, t) ∗ q(x, t)) ∗ r(x, t).
5 Numerical results
For this section, we use the S&P 500 daily close price dataset for the period May 11, 2010 to
May 8, 2020. Table 1 summarizes some features of this empirical dataset.
Table 1: Properties of the empirical dataset.
S&P 500 daily close price
Mean 2027.003
Median 2036.709
Maximum 3386.149
Minimum 1022.580
Figure 1 shows a line plot of the empirical dataset. The log-return process for the cor-
responding dataset is shown in Figure 2. Figure 3 and Figure 4 show the histograms of the
S&P 500 daily close price, and corresponding log-returns respectively.
For the empirical dataset we consider the log-return process Xt, with X0 = 0. For the
first-exit time process of the log-return, inf{s > 0 : Xs ≥ t}, we consider the associated first-
exit time processes of the Brownian motion inf{s > 0 : Ws = t}, and the Le´vy subordinator
inf{s > 0 : Zs ≥ t}. In the plots in Figure 5, we provide the histograms corresponding to
the first-exit time of Xt for the empirical dataset for various values of t. In the plots of
Figure 6, we use Remark 3.3 to plot the probability density functions of inf{s > 0 : Ws = t},
for t = 1, 2, 3, 4. Finally, we use Gamma-type subordinators described in Section 4.2 with
Le´vy density w(x) = ναe−αx. After finding appropriate parameter values, in the plots of
Figure 7, we use Theorem 4.8 to plot the probability density functions of inf{s > 0 : Zs ≥ t},
for t = 1, 2, 3, 4. From these figures, it is clear that for the time duration when there is
no big fluctuation of the empirical dataset, inf{s > 0 : Ws = t} plays the dominant role
in determining the distribution of inf{s > 0 : Xs ≥ t}. However, for the time duration
of big fluctuation of the empirical dataset, inf{s > 0 : Zs ≥ t} plays the dominant role in
determining the distribution of inf{s > 0 : Xs ≥ t}.
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Figure 1: S&P 500 daily close price from May, 2010 -May, 2020.
Figure 2: S&P 500 log-returns from May, 2010 -May, 2020.
Figure 3: Histogram for the S&P 500 daily close price.
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Figure 4: Histogram for the log-return.
Figure 5: Histograms corresponding to inf{s > 0 : Xs ≥ t}, for (left to right) t = 1, 2, 3, 4.
23
Figure 6: Probability density functions of inf{s > 0 : Ws = t}, for (left to right) t = 1, 2, 3, 4.
Figure 7: Probability density functions of inf{s > 0 : Zs ≥ t}, for (left to right) t = 1, 2, 3, 4.
6 Conclusion
It is shown in this paper that an analytically tractable expression can be obtained for the
probability density function of the first-exit time process of an approximate BN-S process.
For the financial data, the density function of the first-exit time of the corresponding log-
return process provides an important insight. In particular, such density function facilitates
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the understanding of a “crash-like” future fluctuation of the market. In addition, this analysis
has two-fold advantages. Firstly, based on the insight from the probability density function
of the first-exit time process, the empirical data analysis for the future market is improved.
Secondly, and more importantly, this provides a concrete way to improve existing stochastic
models. For example, most of the existing financial models suffer from the lack of long-
range dependence problem. An understanding of the density function of the first-exit time
of stochastic models driven by a general Le´vy process can contribute positively to mitigate
this issue.
In the numerical results, we show various plots in support of the theoretical analysis
provided in this paper. However, the analysis is dependent on the accurate estimation of
model parameters for the empirical dataset. At present, we are implementing various machine
learning based calibration techniques to improve the estimates of the parameter values for
the empirical dataset. In effect, this may significantly improve the numerical results. These
concepts, along with their connection to the first-exit time analysis, will be developed in a
sequel of this paper.
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