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Abstract
In acousto-electric tomography the goal is to reconstruct the electric conductivity in a
domain from electrostatic boundary measurements of corresponding currents and voltages,
while the domain is penetrated by a time-dependent acoustic wave. We explicitly model the
phenomena, and we propose a complete inversion framework for acousto-electric tomogra-
phy in two steps: First the interior power density is obtained from boundary measurements
by solving a linear, ill-posed problem; second the interior conductivity is reconstructed from
the power density by solving a non-linear, fairly well-posed problem. We perform numer-
ical experiments on synthetic data with realistically chosen parameters. We investigate
how feasibility of reconstructing the electrical conductivity from boundary measurements
depends on the acousto-electric coupling constant and measurement noise. Our findings
are positive, and indicate that AET is indeed feasible for interesting applications in for
example medical imaging. Finally, we consider a limited angle setup and show that the
conductivity is well reconstructed near the measurement boundary.
Keywords: acousto-electric tomography, electrical impedance tomography, hybrid data
tomography, coupled physics imaging, inverse problems, medical imaging
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1 Introduction
In a variety of applications in imaging science it is important to reliably image the electrical
conductivity in some domain. In medical imaging, for instance, the electric conductivity distri-
bution in the human body carries information about the health condition of the patient, i.e.,
location of tumours, lung function and brain function, and hence an image of the conductivity
is very useful for medical imaging [20]. In other application domains such as Electrical Brain
Stimulation it is important to have an accurate estimate of the brain’s conductivity in order to
compute the current density generated from the exterior. Electrical Impedance Tomography
(EIT) is a fairly novel technology for medical imaging that aims at reconstructing a 3D image
of a body’s electrical conductivity from surface measurements of current and voltages through
electrodes at the surface of the body. However, it is well-known that the inverse problem in
EIT is notoriously ill-posed thus giving rise to low resolution images [11]. In recent years new
ideas have been proposed that are often referred to as hybrid imaging. Broadly speaking, the
idea of hybrid imaging is to utilize and control two separate, but coupled, physical phenomenon
to obtain some extra information that makes the reconstruction problem more well-posed. One
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such method that has been subject to extensive research interest is acousto-electric tomography
(AET) [36,37]. In AET, one perturbs the electrical conductivity of the object by acoustic waves
while conducting EIT-measurements. The so-called acousto-electric effect allows one to recover
first the internal electric power density and second the conductivity distribution. AET has
not yet matured as a technology; it is questionable whether the measurable signals are strong
enough for reconstruction purpose. The main goal of this paper is to clarify, using realistic
models and parameters in a computational study, the feasibility of AET.
To formulate the problem mathematically we assume that the object of interest occupies
some bounded domain Ω ⊂ Rd, d = 2, 3, with smooth boundary ∂Ω. The object Ω has the
unknown electric conductivity σ ∈ L∞+ (Ω) (bounded from above and below by positive con-
stants). Through electrodes attached to the boundary, the normal current flux f is controlled,
and consequently an interior electric potential u is generated. When no interior sources or
sinks of charge are present inside Ω, the potential is characterized by the generalized Laplace
equation {
−∇ · (σ(x)∇u(x)) = 0, x ∈ Ω,
σ(x)∂νu(x) = f(x), x ∈ ∂Ω.
(1.1)
Here ν denotes the outward unit normal vector to the boundary ∂Ω. We require that f ∈
L2(∂Ω) = {v ∈ L2(∂Ω) :
∫
∂Ω
v ds = 0}. Then (1.1) has a solution, and if we ground the
potential by assuming g = u|∂Ω ∈ L2(∂Ω), u ∈ H1(Ω) is uniquely determined. In EIT the aim
is to reconstruct σ from several measurements of g = u|∂Ω corresponding to a set of different
input currents f.
In AET the object is, in addition to the EIT measurement setup, penetrated by an acoustic
wave that is generated by some source in the exterior of the body. Let p denote the acoustic
wave and S the source function. We model p by the scalar wave equation{
(∂2t − c2(x)∆)p(x, t) = S(x, t), (x, t) ∈ Rd × R+,
p(x, 0) = ∂tp(x, 0) = 0, x ∈ Rd
(1.2)
equipped with reasonable decay conditions. The sound speed c and the source S is considered
fully known, and in that case p is also known. When the acoustic wave travels through a
material, the material is compressed and expanded. This results in a localized, time dependent
change in the electrical conductivity, known as the acousto-electric effect. We denote the
acoustically perturbed conductivity by σp(x, t). A reasonable, yet simple model for σp is the
following [3]:
σp(x, t) = σ(x)(1 + ηp(x, t)). (1.3)
Here, η ≥ 0 is the acousto-electric coupling parameter. We assume throughout that η is a
known constant.
Figure 1 illustrates the acousto-electric effect. The source S(x, t) is situated outside the
disk-shaped domain Ω and generates an acoustic wave. As the wave propagates through the
domain, the conductivity is perturbed; an instantaneous image of the perturbed conductivity
is seen to the right.
The perturbation of σ gives rise to a perturbation of the electric potential. We denote by
up(x, t) this potential that for fixed t ∈ R+ solves the equation{
−∇ · (σp(x, t)∇up(x, t)) = 0, x ∈ Ω,
σp(x, t)∂νup(x, t) = f(x), x ∈ ∂Ω
(1.4)
(again with the convention up|∂Ω ∈ L2(∂Ω).) The time-dependent perturbed electric measure-
ment is now gp = up|∂Ω, for t ∈ [0, T ] for some sufficiently large T.
In AET several boundary currents f and wave sources S are used, and the inverse problem
is then to reconstruct the conductivity σ from measurements of the corresponding voltages
g(x), gp(x, t), x ∈ ∂Ω, t ∈ [0, T ].
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Figure 1: Right: the phantom conductivity σ. Left: The perturbed conductivity σp.
The typical approach to AET consists of two steps: First the interior electric power density
H(x) = σ(x)|∇u(x)|2
is reconstructed from the boundary measurements. Second, the conductivity σ is obtained from
H; this is the quantitative step. In most literature on AET the first step is overlooked, and only
the second step is considered. A novelty in this paper is that we, based on a carefully designed
computational approach, consider both steps. We will see that the first step can be approached
through a fairly ill-posed linear integral equation, while the second step can be approached as a
(regularized) non-linear optimization problem. By numerical experiments we will demonstrate
that AET is a feasible method for approximating the electrical conductivity in a body, for values
of the electrical coupling constant in a range of values relevant for applications.
The feasibility of AET is critically linked to the magnitude of η, or rather the ratio of η
and the level of precision in the electrical measurements. This is due to the electrical noise
remaining at the scale of the electrical signal, while the power-difference – used to derive the
power density – will scale with η. We explore the significance of this in Sections 3 and 4, when
we model the noise and perform numerical experiments.
There is a vast literature on the mathematical and computational aspects of AET. The
fundamental modelling originates from [4]. In [24,25] idealistic wave modelling was considered
and an inversion scheme using the spherical Radon transform was derived. The reconstruction
problem was considered in [10] using an optimal control approach. Several different lineariza-
tion methods were compared in [19] giving rise to the analysis of artefacts in [6]. A numerical
reconstruction method based on the Levenberg-Marquardt iteration was developed in [7] and
methods using an explicit least squares optimization approach are found in [1, 2, 30]; the lim-
ited angle problem was considered in [21]. See also, e.g., [5, 29], for the case of anisotropic
conductivities.
The outline of the paper is as follows: In Section 2 we discuss the modelling of the inverse
problem, explain the two step inversion procedure and it’s numerical implementation. In Section
3 the careful choice of physical parameters for the computational phantom is described, and
noise modelling is considered. Numerical experiments are carried out in Section 4 before the
conclusion is drawn in Section 5.
3
2 Inversion procedure and discretization
In this section we outline the procedure for the two-step inversion. Assuming knowledge of
the acoustic fields, we first propose a spectral discretization combined with a regularized least
squares method that approximates H(x). Next, we solve for σ(x) using a slightly improved
version of the method described in [1].
2.1 Step 1: From boundary measurements to power density
Multiplying (1.1) and (1.4) with up and u, respectively, we obtain by integrating by parts the
time series
I(t) = (f, gp − g)L2(∂Ω)
=
∫
∂Ω
f(x) (gp(x, t)− g(x)) dS = −η
∫
Ω
p(x, t)σ(x)∇u(x) · ∇up(x, t) dx. (2.1)
Physically, I(t) measures at time t the change in the required total electric power for maintaining
the current flux f at ∂Ω under the acoustic perturbation. Figure 2 illustrates how I may behave
as the acoustic wave travels through an object. Under the assumption that ηp is small, the
approximation up ≈ u is good (first order in η) and this yields the linear approximation
I(t) ≈ −η
∫
Ω
p(x, t)σ|∇u(x)|2 dx = −η
∫
Ω
p(x, t)H(x) dx. (2.2)
Allowing the source to be placed at different positions, denoted by S = Sj , j = 1, . . . , NS ,
results in different corresponding acoustic fields pj . In addition, allowing different boundary
currents f = fi, i = 1, . . . , Nf , gives rise to different boundary potentials denoted by g = gi
and gpj = gi,j , and correspondingly, different time series Ii,j . The first step in the reconstruction
method in then to solve for Hi the system of integral equations
Ii,j(t) = −η
∫
Ω
pj(x, t)Hi(x) dx, 1 ≤ i ≤ Nf , 1 ≤ j ≤ NS , t ∈ [0, T ]. (2.3)
The waves pj generally possess some degree of smoothness. As a consequence (2.3) constitutes
a system of Fredholm integral equations of the first kind that is in general ill-posed; the degree
of ill-posedness and general solvability depends on the exact smooothness of kernel pj of the
integral operators, see for example [23], but some regularization must be employed. The above
formulation emphasizes the key role of the acoustic field in the reconstruction of Hi(x). Ideally,
the fields {pj(·, t)}j should form a complete set in L2(Ω) for H to be determined from (2.3).
We expect H to be a fairly smooth field (in particular away from singularities in σ) and
therefore we propose to represent H(x) by finite linear combinations of smooth, global (on Ω)
basis functions, i.e. we approximate the integrals in (2.3) by a spectral quadrature method.
For a smooth domain Ω ⊂ R2, let ϕn be solutions to the Neumann eigenvalue problem
−∆ϕn = λnϕn in Ω, ∂νϕn = 0 on ∂Ω. (2.4)
It is well-known, see e.g. [14], that the set of (normalized) eigenfunctions are smooth and
constitute an orthonormal basis for L2(Ω). For some simple geometries, analytical expressions
for the eigenfunctions are known, and we will exploit that in the computational experiments
below. In the general case there exists effective methods for computing them [31]. We represent
Hi(x) in the form
Hi(x) =
∞∑
n=1
Hˆi,nϕn(x), (2.5)
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Figure 2: The top image contains the graph of the function I(t) for the phantom seen in Figure
1 corresponding to a particular propagating wave and the boundary condition f(x, y) = x. The
red vertical lines mark times corresponding to the three instant wave positions seen in the plots
below.
where Hˆi,n = (Hi, ϕn)L2(Ω), and then reconstruct the coefficients Hi,n from (2.3).
We compute Ii,j at discrete times t
k ≡ kT/Nt, k = 1, 2, . . . , Nt. Substituting (2.5) into (2.3)
and truncating the series at n = Nϕ gives
Iki,j ≈ −η
Nϕ∑
n=1
Hˆi,n
∫
Ω
pj(x, t
k)ϕn(x)dx = η
Nϕ∑
n=1
Hˆi,nw
k
j,n (2.6)
with the quadrature weights
wkn,j = −
∫
Ω
pj(x, t
k)ϕn(x)dx. (2.7)
Thus by introducing
Hˆi = [Hˆi,1, ..., Hˆi,Nϕ ]
T ∈ RNϕ , (2.8)
Ii = [I
1
i,1, ..., I
Nt
i,1 , ..., I
1
i,NS , ..., I
Nt
Nf ,NS
]T ∈ RNfNSNt , (2.9)
K =

w11,1 w
1
2,1 . . . w
1
Nϕ,1
...
. . .
wNt1,1 w
Nt
2,1 . . . w
Nt
Nϕ,1
w11,2 w
1
2,2 . . . w
1
Nϕ,2
...
. . .
wNt1,NS w
Nt
2,NS
. . . wNtNϕ,NS

∈ RNSNt×Nϕ (2.10)
we obtain the linear system
ηKHˆi = Ii, for 1 ≤ i ≤ Nf . (2.11)
Depending on the number of measurements available, this system might be a square, under-
or overdetermined system of equations. It is well-known that a discretized Fredholm equation
inherits the ill-posedness of its continuous counterpart, and results in a ill-conditioned linear
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system. Hence, we propose a regularized least squares approach to approximate a solution
of (2.11): As a regularization term, we use ‖∇Hi(x)‖L2(Ω), a choice that is known to impose
smoothness [17]. Integration by parts yields a simple expression, where the eigenvalues appears
as weights on the coefficients:
‖∇Hi(x)‖2L2(Ω) = −
∫
Ω
∆Hi(x)Hi(x)dx =
Nϕ∑
n=1
λnHˆ
2
i,n.
The discrete, regularized least squares problem now takes the form
Hˆi = minHˆ∈RNϕ ‖ηKHˆ − Ii‖22 + β
Nϕ∑
n=1
λnHˆ
2
i,n (2.12)
where β is a regularization parameter that must be tuned to achieve a suitable solution to (2.12)
2.2 Step 2: From H to σ
The problem of reconstructing σ from the interior power density data Hˆ has been explored in
a variety of scenarios, see for example [4,6,16,19,25]. We approach this problem by minimizing
the functional
min
σ
J (σ) =
Nf∑
i=1
‖Hi(σ)− zi‖L1(Ω) + β|σ|TV, (2.13)
where zi(x) =
∑Nϕ
n=1 Hˆi,nϕn(x) is the reconstructed data from step 1. The L
1 data-fidelity
terms depends on the assumptions on the regularity of σ. In particular, if σ has discontinu-
ities, standard regularity theory only guarantees L1-regularity of H; with L1+ε-regularity for
sufficiently small discontinuities, see [1].
For reconstruction we use the algorithm described in [1]. That is, we consider the following
weighted quadratic problem arising from a linearization of (2.13),
Jσ,κ′(κ) =
1
2
Nf∑
i=1
∫
Ω
wi(σ, κ
′)|H ′i(σ)[κ]− zi,σ|2 dx+
β
2
∫
Ω
w0(σ, κ
′)|∇(σ + κ)|2 dx, (2.14)
where zi,σ = zi −Hi(σ) and the weights are
wi(σ, κ
′) = |H ′i(σ)[κ′]− zi,σ|−1 , for 1 ≤ i ≤ Nf , w0(σ, κ′) = |∇(σ + κ′)|−1 ,
with | · | ≡
√| · |2 + 2.
To solve (2.13) we initialize κ′ as zero, compute the weights wi, and successively do partial
minimization of (2.14) to update κ′ and thus the weights. After a few rounds of this we update
σ := σ + κ′ and restart the process.
As a small modification to the algorithm presented in [1] we have a slight smoothing on
the step. Inspired by [7, 21] we lift the step to a slightly higher regularity using the map E∗α,β ,
where Eα,β : H
1
α,β(Ω)→ L2(Ω) is the embedding map and H1α,β(Ω) is the Sobolev space H1(Ω)
equipped with the inner product (u, v)α,β = α(u, v)L2(Ω) + β(∇u,∇v)L2(Ω). The chosen values
are throughout α = 1, β = 10−3.
3 Model parameters, phantom and noise
In this section we describe the parameters and phantom we use in our numerical experiments.
We also briefly discuss our choice of noise model. Furthermore, we give a detailed description
of the modeling and numerical simulation of the acoustic sources and fields, and the electrical
potential and measurements.
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3.1 Parameters
We assume a domain Ω = {x ∈ R2 : |x| < R} with R = 0.1 m.
Electrical conductivity and boundary current density
Many authors have reported results on the electrical conductivity of human tissue, and from
[9, 18, 22] one infers that the electrical conductivity differs by a factor in the range 5 to 15
between healthy and cancerous breast tissue and experimental values for σ are reported to lie
in the range 0.01 to 1 S/m, see, e.g., [8,12,18,22]. In our experiments, we choose a high contrast
conductivity phantom taking values in the range 0.1 to 1.5 S/m and a low contrast conductivity
phantom with values in the range 0.1 to 0.3 S/m. Figure 3 shows the phantoms we choose for
the numerical experiments. They include both smooth and discontinuous inclusions of different
sizes, and the non-convex kite shaped inclusion. They differ in that the contrast between the
background and the inclusions is much lower in the second phantom.
Further, the maximum allowed input current is fmax = 1 mA [12]. We enforce this by
requiring that ∫
∂Ω
f+ds ≤ fmax, where f+(x) = max{f(x), 0}.
Acousto-electric coupling and acoustic pressure
The value of the acousto-electric coupling constant η is of great importance, since it determines
how much we can perturb the conductivity, and hence the potential by the acoustic pressure.
It is known that in general, a very small change in the conductivity takes place. In [26], η in a
rabbit heart is found to be approximately 0.041 MPa−1, i.e., η ≈ 4.1× 10−8 Pa−1, while in [33],
values η in 0.9% NaCl solution is reported to be of the magnitude 10−9 Pa−1. We could not find
measured values of η for breast tissue, but the mentioned values indicates a range of interest.
We thus perform our numerical experiments for η in the range 10−7 to 10−9 Pa−1.
We choose the maximal amplitude of the acoustic pressure p to be pmax = 1.5 MPa, in
accordance with clinical standards [13], and assume a constant wave speed of c0 = 1500 m/s [13].
Each of the point sources constituting the transducer excites one period of sine-wave with
a frequency of approximately 20 kHz. We use 9 different transducer positions, equidistantly
spaced around the boundary of the lower half of Ω, and at each position we point the wave in
three different directions. In Table 1, we summarize our parameter choices.
3.2 Noise modelling
Modelling the noise in AET there are a myriad of potential sources of stochasticity including,
but not limited to, the exactness of the applied boundary current, the precision of boundary
Parameter Symbol Values(s) Unit
Conductivity σ 0.1− 1.5 S/m
Boundary current amplitude fmax 1× 10−3 A
Acousto-electric coupling constant η {10−7, 10−8, 10−9} Pa−1
Max. acoustic pressure pmax 1.5× 106 Pa
Acoustic wave speed c0 1500 m/s
Domain radius R 0.1 m
Noise level δ {0, 10−2, 10−1} %
Table 1: Tabel
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Figure 3: Left: the high contrast phantom. Right: The low contrast version of the same
phantom.
potential measurements, the knowledge of the wave (could be related to precision of trans-
ducer positions, transducer timing, modelling limitations, wave speed, etc.) and exactness of
timestamps for measurements etc.
It is beyond the scope of this article to take everything into account here, so we will here
only consider noise in the time-dependent boundary measurements gki,j(x) = gi,j(x, t
k), which
transmits to become noise in the power signal Iki,j . We apply relative additive noise as follows:
We initialize a random vector ε ∼ N (0, I) on the mesh boundary nodes, where gki,j lives; let
ε : ∂Ω → R be the corresponding finite element function. We then compute a normalization
constant Cki,j = ‖gki.j‖L2(∂Ω)/‖ε‖L2(∂Ω) and denote ε˜ki,j = Cki,jε. Let δ denote the noise level,
then
I˜ki,j = I
k
i,j + δ(fi, ε˜
k
i,j)L2(∂Ω), (3.1)
where each ε˜ki,j is constructed from a unique realization of ε.
We stress the point that the first term in (3.1), Iki,j , scales with the coupling constant,
Iki,j ∼ O(η), and the second term is independent of η and scales with the noise level δ. Hence
the ratio η/δ, i.e., the ratio of the coupling constant and the noise level, is expected to be
crucial to the solvability of the problem. If the noise level δ is fixed and η decreases by a factor
10, the effective noise level seen in the measurement I˜ki,j increases by a factor 10. In Section 4,
we will see how this dependence manifests itself in numerical experiments. For noise levels we
consider δ = 0%, 10−2% and 10−1%. These scales of noise are based on the observed levels in
the experimental studies [15,28].
3.3 Simulation of the forward problem
Acoustic field and source terms
We simulate the acoustic field on a square finite difference grid containing Ω. k-Wave is a
Matlab package that uses a k−space pseudospectral method to effectively and accurately
solve the wave equation. To avoid the problem of having to prescribe boundary conditions on
the finite computational domain, k-Wave uses a so-called perfectly matched layer that absorbs
the wave at the domain boundary. For the source terms Sj of our acoustic field, we use a
simplified transducer model. We model the action of the transducer as a linear array of Np
time dependent volume point sources. We assign to the k-Wave source function a discrete set
of Np grid points on a line segment(see Figure 1) in the domain(a source mask), and the tone
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burst parameters, so that it emits one period of a sine wave at each mask point. Further, we
use the steering functionality to delay the individual point source signals and orient the wave
in various directions. See the k-Wave manual [35] for further details and explanations on this,
and on how k-Wave solves the wave equation.
We simulate acoustic fields with the above parameters on a 350 × 350 square finite differ-
ence grid of size 31 cm × 31 cm. In each position, the transducer consists of 41 grid points
on a straight line segment with a direction tangential to ∂Ω, and centered at coordinates
(RS cos(θ`), RS sin(θ`)), where RS = 10.6 cm and θ` = pi+ `
pi
10 , 1 ≤ ` ≤ 9. In addition, we focus
the acoustic wave in three different steering angles 0.35pi , 0 and −0.35pi, where the wave at angle
0 is directed radially inwards. The tone burst frequency is 19.2 kHz and lasts for one period. This
gives NS = 27 acoustic fields in total. We sample the waves at Nt = 154 equidistant times in
the range 0 to 1.8×10−4 s. The acoustic fields {pj(x, tk) : 1 ≤ j ≤ NS = 27, 1 ≤ k ≤ Nt = 154}
are then interpolated on a triangulated mesh with 6311 nodes.
Electric potential measurements
The electric potentials are computed by solving the PDE (1.1) using the open source computing
framework FEniCS [27]. A triangulated mesh Ωh approximating Ω is produced using the
program gmsh and loaded into the FEniCS framework. The true phantom conductivity σ and
the acoustic fields pj are projected to σh and ph,j in a P1 FEM-basis on Ωh, Vh. Picking p
among ph,j all the perturbed conductivities σh,j ≡ σph,j are computed on Ωh according to (1.3).
Using FEniCS to solve the PDE (1.1) over Vh we get uh,i and uh,i,j , corresponding to σh and
σh,j , where 1 ≤ i ≤ Nf . The number of boundary conditions is Nf = 3 with
f1(x, y) = x, f2(x, y) = y, and f3(x, y) =
x+ y√
2
.
We then compute the measurement functions Ikh,i,j on the polygonal boundary ∂Ωh according
to the expression (2.1) using gh,i = uh,i|∂Ωh and gkh,i,j ≡ gh,i,j(x, tk), where gh,i,j = uh,i,j |∂Ωh ,
corresponding to f = fi and p = ph,j . For the limited angle experiments we use the boundary
conditions f˜i(θ) = χ(−pi,0)(θ) sin(2iθ), i = 1, 2, 3, where 0 ≤ θ < 2pi is the polar coordinate angle
for the point on the disc boundary.
The measurements Iki,j are computed using FEniCS [27] by solving (1.1) and (1.4) and
computing the inner product on the left hand side in (2.1) on the mesh boundary. Noise is
then added according to (3.1) by generating normally distributed random coefficients for a P1
function and computing the boundary inner product.
4 Validation of the numerical method and feasibility of
AET
In this section we put the above theory and numerical methods to work on the measurements
generated by the phantoms in Section 3. We first demonstrate that we can reconstruct the
power density, and then apply our method to simulated measurements for a range of parameters
and measurement noise levels. We are especially interested in how the reconstruction quality
depends on the magnitude of the acousto-electric coupling parameter and the noise level.
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4.1 Reconstructing the power density
In the case of Ω = {x ∈ R2, |x| < R}, analytical expressions for the eigenfunctions can be found
by separation of variables [34]. The functions
ϕcm,n(r, θ) = Wm,nJm(rj
′
m,n/R) cos(mθ), m ≥ 0, n ≥ 1, 0 ≤ r ≤ R, 0 ≤ θ ≤ 2pi, (4.1)
ϕsm,n(r, θ) = Wm,nJm(rj
′
m,n/R) sin(mθ), m, n ≥ 1, 0 ≤ r ≤ R, 0 ≤ θ ≤ 2pi, (4.2)
Wm,n =

(
R
√
pi|J0(j′m,n)|
)−1
, for m = 0,
√
2
(
R
√
pi
(
1−
(
m
j′m,n
)2)
|Jm(j′m,n)|
)−1
, for m ≥ 1, (4.3)
expressed here in polar coordinates, both solve (2.4) with eigenvalue λm,n = (j
′
m,n/R)
2, for
(m,n) ∈ N0 × N. The multiplicity of λm,n is 1 for m = 0 and 2 for m ≥ 1. Here Jm is the
Bessel function of the first kind and order m, and j′m,n is the n’th zero of J
′
m(z). Expanding
Hi(x) we have
Hi(x) =
M∑
m=0
N∑
n=1
(
Hˆci,m,nϕ
c
m,n + Hˆ
s
i,m,nϕ
s
m,n
)
, (4.4)
where Hˆci,m,n and Hˆ
s
i,m,n are the coefficients associated with ϕ
c
m,n and ϕ
s
m,n, respectively. The
quadrature weights are given by
akj,m,n =
∫
Ω
pj(x, t
k)ϕcm,n(x) dx, b
k
j,m,n =
∫
Ω
pj(x, t
k)ϕsm,n(x) dx, (4.5)
and equation (2.6) takes the form
Iki,j ≈ −η
M∑
m=0
N∑
n=1
(
Hˆci,m,na
k
j,m,n + Hˆ
s
i,m,nb
k
j,m,n
)
.
We set M = 24 and N = 25 in (4.4), and hence use Nϕ = N + 2NM = 1225 basis functions to
represent our reconstructed H. The matrix K is formed according to (2.10), and the weights
in equation (2.7) is calculated using a P1-quadrature in FEniCS. The matrix K has NSNt =
154× 27 = 4158 rows and Nϕ = 1225 columns. Figure 4 shows a semi-log plot of the singular
values of K, showing a exponential decay. This behaviour certainly underpin the need for a
regularization when when approximately solving (2.11).
Figure 5(a) shows the true Hi computed from the high contrast phantom, with boundary
conditions f2(x, y) = y. The regularization parameter in the least-squares problem was chosen
optimally by computing the regularization-error curve and picking the minimum error choice.
This was done to ensure comparability of reconstruction quality. Note the spike-like features
around the edges of the inclusions. In Figure 5(b), we see the direct projection of Hi on the
basis functions as in (4.4), i.e., the best possible representation. We see that the smooth basis
functions capture the smoother features of Hi, but that the amplitude in the spike-like regions
are diminished. Figure 5(c) shows the reconstruction of Hi from Ii,j with no noise. Notably,
it captures the main features seen in the projection very well. In Figure 5(d), 0.01% noise is
added to the measurements. While the finer details of Hi are lost, most of the coarser features
of Hi are still clearly present in the reconstruction. In Figure 5(e) 0.1% noise is added to the
measurements and we clearly see the diminishing returns due to the signal to noise ratio. In
general, our ability to reconstruct Hi strongly depends on K, and hence on the acoustic fields.
4.2 Reconstructing the electrical conductivity
As observed in Section 3.2, when η is small then it is difficult to separate the signal and the
noise. To examine this correspondence systematically, we run our full inversion method on data
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Figure 4: Plot of (n, log(µ)), where µn is the n’th singular value of K.
(a) Directly computed H (b) Projected H
(c) Reconstructed H with
δ = 0%, η = 10−8
(d) Reconstructed H with
δ = 0.01%, η = 10−8
(e) Reconstructed H with
δ = 0.1%, η = 10−8
Figure 5: Power density data, boundary condition f(x, y) = y
obtained by perturbing our phantoms using three different values of η, and three different noise
levels.
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Figure 6 shows reconstructions of the high contrast phantom, for η = 10−7 Pa−1, 10−8 Pa−1
and 10−9 Pa−1 and noise levels 0%, 0.01% and 0.1%. The figure is organized such that η is
decreasing from left to right, while the noise is increasing from top to bottom. In the first
column, the reconstructions capture the features of the phantom quite well. The convex kite
inclusion is clearly reconstructed, but the edges of the small square inclusion are smoothed
out. The peak values of the inclusions are are slightly lower than in the phantoms. In the
second column, with η = 10−8 Pa−1, the situation is the same, except for the reconstruction
with 0.1% noise. Here, the shapes of the inclusions are severely blurred, and the small square is
almost invisible. The same is true in rightmost column (η = 10−9 Pa−1), but with 0.1% noise
the inclusions are barely visible. Last, we note that in the case of 0% noise, the small, square
inclusion is better reconstructed when η decreases. This is most likely due to the fact that the
error in the linearization leading to equation (2.3) decreases with η.
Figure 7 shows reconstructions of the low frequency phantom in Figure 3, again with η =
10−7 Pa−1, 10−8 Pa−1 and 10−9 Pa−1 and noise levels 0%, 0.01% and 0.1%. In the leftmost
column, with η = 10−7 Pa−1, we see that the noisefree and 0.01% noise measurements yield
good reconstructions both with respect to inclusion shapes and amplitudes. In particular,
the square is quite well reconstructed. However, with 0.1% noise, the quality has already
deteriorated quite a bit, and the reconstructions appears to be more blurred and contaminated
by noise. The same is true in the center column; smallest inclusion is barely visible in the
reconstruction with η = 10−8 and 0.1% noise. With 0.1% noise for η = 10−9 Pa−1, we have
clearly reached a limit with respect to the size of η and the noise level.
Also, note the diagonal pattern in both figures. From the consideration in Section 3.2,
reconstructions, where the ratio η/δ is constant, are expected to be of similar quality. This is
observed by comparing, e.g., the reconstruction with η = 10−8 Pa−1 and 0.1% noise and the
reconstruction with η = 10−9 Pa−1 and 0.01% noise.
Figure 8 shows reconstruction from a limited angle situation, where the induced currents
are supported on the lower half of the boundary, and measurements are taken on the same part
of the boundary. Such a situation could easily occur when one does not have access to the full
boundary of the object. In the experiments we use η = 10−8 Pa−1 and noise levels 0%, 0.01%
and 0.1%. Parts of the inclusions are visible, but the amplitude is substantially diminished.
Furthermore, the observation from [21], that objects closer to the measurement boundary are
better reconstructed in the case of limited angle measurements, is also observed here. The
small, quadratic inclusion is better reconstructed than the kite and the Gaussian.
5 Conclusions and further work
In this paper we have introduced a complete inversion framework for AET, motivated by an
ambition to investigate if AET can provide a modality for stable imaging of the electrical
conductivity in realistic, relevant situations. We tested our inversion method on simulated
data, with satisfactory results. Further, the results from the numerical investigations in Section
4 indicates that the answer to the questions regarding feasibility of AET depends critically on
the acousto-electric coupling constant and on the noise level. In producing our simulated data,
we sought to use values of both η and δ in a range that can realistic in applications. It then
appears (as a stroke of luck) that this indeed works. Had the noise been slightly higher or η
slightly lower, we would have seen very little.
Even though we have striven to make our simulated data realistic, there are still a number of
things that are idealized in our approach. Most notably, the assumption that we have accurate
knowledge of the internal pressure field. It remains to do a more detailed investigation of the
situation where a more realistic acoustic model is used and uncertainties in the acoustic fields
is modeled. Also, the assumption that the constant acousto-electric coupling parameter η is
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(a) (0%, 10−7 Pa−1) (b) (0%, 10−8 Pa−1) (c) (0%, 10−9 Pa−1)
(d) (0.01%, 10−7 Pa−1) (e) (0.01%, 10−8 Pa−1) (f) (0.01%, 10−9 Pa−1)
(g) (0.1%, 10−7 Pa−1) (h) (0.1%, 10−8 Pa−1) (i) (0.1%, 10−9 Pa−1)
Figure 6: Mixed high contrast phantom reconstructions. Each is marked with its corresponding
(δ, η) values.
known seems to be impractical. Also, the situation of limited boundary measurements should
be studied further, and a complete electrode model [32] can be introduced.
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