Thus the aim of this paper is to explain how the Verlinde formula for the WZW-models (hence for the space of generalized theta functions) can be derived from the factorization rules, at least in the SU(n) case. As the title indicates, the paper has three parts. In the first one, which is probably the most involved technically, we fix a simple Lie algebra g ; following [T-U-Y] we associate a vector space V C ( P, λ) to a Riemann surface C and a finite number of points of C
Introduction
The Verlinde formula computes the dimension of certain vector spaces, the spaces of conformal blocks, which are the basic objects of a particular kind of quantum field theories, the so-called Rational Conformal Field Theories (RCFT).
These spaces appear as spaces of global multiform sections of some flat vector bundles on the moduli space of curves with marked points, so that their dimension is simply the rank of the corresponding vector bundles. The computation relies on the behaviour of these bundles under degeneration of the Riemann surface, often referred to as the factorization rules. Verlinde's derivation from the formula [V] rested on a conjecture which does not seem to be proved yet in this very general framework.
The Verlinde formula has attracted a great deal of attention from the mathematicians when it was realized that for some particular RCFT's associated to a compact Lie group G (the WZW-models), the spaces of conformal blocks had a nice interpretation as spaces of generalized theta functions, that is sections of a determinant bundle (or its tensor powers) over the moduli space of G-bundles on a Riemann surface. This interpretation has been worked out rigorously for SU (n) in [B-L] , and for the general case in [F] , while the factorization rules for these models have been established in [T-U-Y] and also in [F] . However there seems to be some confusion among mathematicians as to whether this work implies the explicit Verlinde formula for the spaces of generalized theta functions or not -perhaps because of a few misprints and inadequate references in some of the above quoted papers.
each of which is attached a representation of g . The main novelty here is a more concrete interpretation of this space (prop. 2.3) which gives a simple expression in the case C = P 1 -an essential ingredient of the Verlinde formula. In the second part we develop the formalism of the fusion rings, an elegant way of encoding the factorization rules; this gives an explicit formula for the dimension of V C ( P, λ) in terms of the characters of the fusion ring. In the third part we apply this formalism to the special case considered in part I; this leads to the fusion ring R ℓ (g) of representations of level ≤ ℓ . We show following [F] how one can determine the characters of R ℓ (g) when g is sl(n, C) or sp(n, C) (Faltings handles all the classical algebras and G 2 , but there seems to be no proof for the other exceptional algebras). Putting things together we obtain in these cases the Verlinde formula for the dimension of V C ( P, λ) .
I have tried to make the paper as self-contained as possible, and in particular not to assume that the reader is an expert in Kac-Moody algebras; however some familiarity with classical Lie theory will certainly help. I would like to mention the preprint [S] which contains (among other things) results related to our Parts II and III -though with a slightly different point of view. Part I: the spaces V C ( P, λ)
Affine Lie algebras
(1.1) Throughout this paper we fix a simple complex Lie algebra g , and a Cartan subalgebra h ⊂ g . I refer e.g. to [Bo] for the definition of the root system R(g, h) ⊂ h * , and of the coroot H α ∈ h associated to a root α . We have a decomposition g = h ⊕ α∈R(g,h) g α . We also fix a basis (α 1 , . . . , α r ) of the root system, which provides us with a partition of the roots into positive and negative ones.
The weight lattice P ⊂ h * is the group of linear forms λ ∈ h * such that λ(H α ) ∈ Z for all roots α . A weight λ is dominant if λ(H α ) ≥ 0 for all positive roots α ; we denote by P + the set of dominant weights. To each dominant weight λ is associated a simple g-module V λ , unique up to isomorphism, containing a highest weight vector v λ with weight λ (this means that v λ is annihilated by g α for α > 0
and that H v λ = λ(H)v λ for all H in h ). The map λ → [V λ ] is a bijection of P + onto the set of isomorphism classes of finite-dimensional simple g-modules.
( 1.2) The normalized Killing form ( | ) on g is the unique g-invariant nondegenerate symmetric form on g satisfying (H β | H β ) = 2 for every long root β . We'll denote by the same symbol the non-degenerate form induced on h and the inverse form on h * . We will use these normalized forms throughout the paper.
(1.3) Let θ be the highest root of R(g, h) , and H θ the corresponding coroot.
Following [Bo] we choose elements X θ in g θ and X −θ in g −θ satisfying
These elements span a Lie subalgebra s of g , isomorphic to sl 2 , which will play an important role in this paper.
(1.4) The affine Lie algebra g associated to g is a central extension of
the bracket of two elements of g ⊗ C((z)) being given by
We denote by g + and g − the subspaces
that we have a decomposition
By the formula for the Lie bracket, each summand is actually a Lie subalgebra of g .
(1.5) We fix an integer ℓ > 0 (the level); we are interested in the irreducible representations of g which are of level ℓ , i.e. such that the central element c of g acts as multiplication by ℓ . Let P ℓ be the set of dominant weights λ of g such that λ(H θ ) ≤ ℓ . The fundamental result of the representation theory of g (see e.g. [K] ) asserts that the reasonable representations of level ℓ are classified by P ℓ .
More precisely, for each λ ∈ P ℓ , there exists a simple g-module H λ of level ℓ , characterized up to isomorphism by the following property:
The subspace of H λ annihilated by g + is isomorphic as a g-module to V λ .
In the sequel we will identify V λ to the subspace of H λ annihilated by g + .
(1.6) We will need a few more technical details about the g-module H λ .
Let us first recall its construction. Let p be the Lie subalgebra g ⊕ Cc ⊕ g + of g . We extend the representation of g on V λ by letting g + act trivially and c as ℓ Id V λ ; we denote by
Let us identify V λ to the submodule 1 ⊗ V λ of V λ . With the notation of (1.3), the submodule Z λ is generated by the element (
, exerc. 12.12); this element is annihilated by g + (see remark (3.6) below).
(1.7) An important observation (which plays a crucial role in conformal field theory) is that the representation theory of g is essentially independent of the choice of the local coordinate z . Let u = u(z) be an element of
, which extends to an automorphism γ u of g (given by γ u (X ⊗ f ) = X ⊗ f •u ). Let λ ∈ P ℓ ; since γ u preserves g + and is the identity on g , the representation π λ • γ u is irreducible, and the subspace annihilated by g + is exactly V λ . Therefore the representation π λ • γ u is isomorphic to π λ . In other words, there is a canonical linear automorphism
(1.8) Let a be a Lie algebra, V a a-module. The space of coinvariants of V , denoted by [V] a , is the largest quotient of V on which a acts trivially, that is the quotient of V by the subspace spanned by the vectors Xv for X ∈ a , v ∈ V .
This is also V/U + (a)V , where U + (a) is the augmentation ideal of U(a) .
Let V and W two a-modules. Using the canonical anti-involution σ of U(a) (characterized by σ(X) = −X for any X in a ) we can consider V as a right U(a)-module. Then the space of coinvariants [V ⊗ W] a is the tensor product V ⊗ U(a) W : they are both equal to the quotient of V ⊗ W by the subspace spanned by the elements Xv ⊗ w + v ⊗ Xw ( X ∈ a , v ∈ V , w ∈ W ).
2.
The spaces V C ( P, λ) (2.1) Let C be a smooth, connected, projective curve over C . For each affine open set U ⊂ X , we denote by O(U) the ring of algebraic functions on U , and by g(U) the Lie algebra g ⊗ O(U) .
We want to associate a vector space to the data of C , a finite subset P = {P 1 , . . . , P p } of C , and an element λ i of P ℓ attached to each P i . In order to do this we consider the g-module H λ := H λ 1 ⊗ . . . ⊗ H λ p . We choose a local coordinate z i at each P i , and denote by f P i the Laurent series at P i of an element f ∈ O(C P) . This defines for each i a ring homomorphism O(C P) −→ C((z)) , hence a Lie algebra homomorphism g(C P) −→ g ⊗ C((z)) . We define an action of g(C P) on H λ by the formula
(that this is indeed a Lie algebra action follows from the residue formula, which gives
. Using the notation of (1.8), we put
where C is considered as a trivial g(C P)-module. Of course V † C ( P, λ) is the dual of V C ( P, λ) . By (1.7) these spaces do not depend -up to a canonical isomorphismon the choice of the local coordinates z 1 , . . . , z p . On the other hand it is important to keep in mind that they depend on the Lie algebra g and the integer ℓ , though neither of these appear in the notation.
Though this will play no role in the sequel, I would like to mention that these spaces have a natural interpretation in the framework of algebraic geometry. Let me restrict for simplicity to the case g = sl r (C) . Then the space V †
, where SU C (r) is the moduli space of semi-stable vector bundles on C with trivial determinant on C and L the determinant line bundle (see [B-L] , and [F] for the case of an arbitrary simple Lie algebra). A similar interpretation for V † C ( P, λ) has been worked out by C. Pauly in terms of moduli spaces of parabolic vector bundles. PROPOSITION 2.3 .− Let P = {P 1 , . . . , P p } , Q = {Q 1 , . . . , Q q } be two finite nonempty subsets of C , without common point; let λ 1 , . . . , λ p ; µ 1 , . . . , µ q be elements of
The case Q = {Q} , µ = 0 gives: COROLLARY 2.4 .− Let Q ∈ C P . There is a canonical isomorphism
Apply cor. 2.4, then the proposition inverting the role of P and Q .
(2.6) If λ = (0, . . . , 0) , cor. 2 shows that V C ( P, λ) is canonically isomorphic
, and in particular independent of P . It follows that the space [H 0 ] g(C Q) is independent of Q up to a canonical isomorphism; we'll denote it by V C (∅) . Note that with this convention cor. 1 still holds in the case P = ∅ . I believe that the expression for V C ( P, λ) given by cor. 2.5 is more flexible than the original definition. For instance we are going to use it below to get a more explicit expression in the case C = P 1 . Also an easy proof of the "factorization
2.2.6) can be given in this set-up.
(2.7) Let me finish with an easy result which we will need later on. For each λ ∈ P + , the dual V * λ is a simple g-module; let us denote by λ * its highest weight.
The map λ → λ * is an involution of P + , which is actually the restriction of a Z-linear involution of P (the experts have already recognized the automorphism −w 0 , where w 0 is the element of biggest length in the Weyl group). This involution also induces an invoIution of the root system which preserves the root system, its basis, and therefore the longest root θ . An important consequence is that P ℓ is preserved by the involution λ → λ * .
There is a natural isomorphism
(This isomorphism is canonical once certain choices (a "Chevalley basis") have been done for the Lie algebra g .)
There exists an automorphism σ of g such that for each finite-dimensional representation ρ : g −→ End(V) , ρ• σ is isomorphic to the dual representation ( [Bo] , ch. VIII, § 7, n o 6, remarque 1). The automorphism σ extends to an automorphismσ of g , which preserves the decomposition
Let λ ∈ P ℓ , and let π λ : g −→ End(H λ ) be the corresponding representation.
The representation π λ •σ is simple, the subspace of H λ annihilated by g + is V λ , on which g acts by the representation ρ λ • σ ; therefore π λ •σ is isomorphic to π λ * . In other words, there exists for each λ ∈ P ℓ a C-linear isomorphism
Proof of Proposition 2.3
Put Q = Q q , µ = µ q , U = C P , and
soning by induction on q it will be enough to prove that the inclusion
(3.1) Let me first explain the action of g(U Q) on H ⊗ H µ . We choose a local coordinate z at Q . As before, the map X ⊗ f → X ⊗ f Q defines a Lie algebra
Applying again the Residue formula we see that the action of g(U Q) on H λ given by formula (2.2) extends to an action of g(U Q) , which is of level −ℓ in the sense that the central element c acts as multiplication by −ℓ . On the other hand ε extends by construction to a homomorphism g(U Q) −→ g through which g(U Q) acts on H µ with level ℓ , hence the action on H ⊗ H µ is of level 0 and therefore factors through g(U Q) .
Besides the fact that it is of level −ℓ , the only property we will use of the action of g(U Q) on H is the following:
. (This is because X −θ is a nilpotent element of g , while every element of g + is locally nilpotent in the integrable modules H λ i .) (3.2) We first check that the map H ⊗ V µ ֒−→ H ⊗ H µ is equivariant with respect to g(U) . This amounts to prove that the inclusion V µ ֒−→ H µ is equivariant. But V µ is the subspace of H µ annihilated by g + (1.5), so an element X ⊗ f of g(U) acts on H µ as the element f (Q)X of g , hence our assertion. Therefore the inclusion induces a linear map
(3.3) We prove that the statement is true when we replace the simple module H µ by the module V µ (1.6). Let us observe first that by (1.7), the statement is independent of the choice of the local coordinate z at Q . We choose z so that z −1 ∈ O(U Q) (this is possible as soon as P = ∅ ). From the decomposition
where we have identified the Lie algebra n≥1 g z −n with its image g − in g . Note that both summands can be viewed as Lie subalgebras of g(U Q) . Let us consider first the coinvariants under g − . By (
gives the required isomorphism.
(3.4) Let Z µ be the kernel of the canonical surjection V µ → H µ ; we have an exact sequence
so we want to prove that the image of
where v µ is a highest weight vector and k = ℓ − µ(H θ ) + 1 (1.6); moreover this vector is annihilated
There exists a nonzero rational number α p,q such that
mutes with X , so one has in U( g)
Since v µ is annihilated by g + and by X θ , one has [H, X]v µ = 2Xv µ and
This proves the lemma in the case q = 1 ; the general case follows at once by induction on q .
Remark 3.6 .− The same method gives the vanishing of YX
We fix a coordinate t on P 1 .
PROPOSITION 4.1 .− Let P 1 , . . . , P p be distinct points of P 1 , with coordinates t 1 , . . . , t p , and let λ 1 , . . . , λ p be elements of P ℓ . Let T be the endomorphism of
The space V P 1 ( P, λ) is canonically isomorphic to the largest quotient of V λ on which g and T ℓ+1 act trivially. The space V †
We apply cor. 2.5 with Q = ∞ (so that the local coordinate z at Q is t −1 ). This gives an isomorphism of
) is the sum of g and g − ; it follows from (1.6) that the U(g(A 1 ))-module H 0 is generated by the highest weight vector v 0 , with the relations g v 0 = 0
is canonically isomorphic to V λ /(gV λ + Im T ℓ+1 ) , where T (= X θ ⊗ t) is the endomorphism of V λ given by the above formula. The description of V † P 1 ( P, λ) follows by duality.
When p = 3 , one can describe the space V P 1 (a, b, c; λ, µ, ν) (or its dual) in a more concrete way. Let us first consider the case when g = sl 2 . We denote by E the standard 2-dimensional representation of g . We will identify P ℓ with the set of integers p with 0 ≤ p ≤ ℓ (by associating to such an integer the representation S p E ). By prop. 2, V † P 1 (a, b, c; p, q, r) is the space of linear forms The first assertion is an immediate consequence of the Clebsch-Gordan formula. When the space Hom g (S p E ⊗ S q E ⊗ S r E, C) is nonzero, a generator G is obtained as follows: the dual of S p E ⊗ S q E ⊗ S r E is the space of polynomial maps F(u, v, w) (u, v, w ∈ E) which are homogeneous of degree p in u , q in v and r in w ; then the polynomial G(u, v, w) = ϕ(v, w) n−p ϕ(w, u) n−q ϕ(u, v) n−r , where ϕ is any non-zero alternate form on E , is clearly g-invariant. It remains to make explicit the action of T on the dual of
This dual can also be seen as the space P p,q,r of (non homogeneous) polynomials P(x, y, z) of degree ≤ p in x , ≤ q in y and ≤ r in t : the correspondence is obtained by choosing a basis (e 0 , e 1 ) of E and putting P(x, y, z) = F(e 0 + xe 1 , e 0 + ye 1 , e 0 + ze 1 ) . In particular, the polynomial corresponding to G is (up to a constant) Q(x, y, z)
Choose the basis so that X θ e 0 = e 1 ; then the action of X θ ⊗ 1 ⊗ 1 (resp. 1 ⊗ X θ ⊗ 1 , resp. 1 ⊗ 1 ⊗ X θ ) on P p,q,r is the derivation with respect to x (resp. y , resp. z ). Therefore T acts as the operator a 
Following the (unpleasant) practice of the physicists, we'll say that an irreducible representation of sl 2 has spin i if it is isomorphic to S 2i E ; so the spin is a half-integer. Let λ ∈ P ℓ ; as a s -module, V λ breaks as a direct sum of isotypic components V
The two assertions are of course equivalent; let us prove b). By prop. 4.1, all we have to do is to express the condition ϕ• T ℓ+1 for a g-invariant linear form
λ , and similarly for V µ and V ν . The
are stable under s and T , so we have to express that the restriction ϕ pqr of ϕ to any of these subspaces vanishes on Im T ℓ+1 . By the above lemma this is automatically satisfied if p + q + r ≤ ℓ , while it imposes ϕ pqr = 0 when p + q + r > ℓ , hence the proposition.
Let me mention an easy consequence (which of course can also be proved directly): COROLLARY 4.4 .− One has
(4.5) Let me now recall one of the essential results of [T-U-Y], the factorization rules for the spaces V C ( P, λ) . In this paper we'll be only interested in the dimension of these spaces, so I will formulate the factorization rules in these terms. According to [T-U-Y] the dimension of V C ( P, λ) depends only on the genus g of C and of the set of weights λ = (λ 1 , . . . , λ p ) ; let us denote it by N g ( λ) . One has
and, if µ = (µ 1 , . . . , µ q ) is another set of weights and h , k non-negative integers
Part II: Fusion rings
Fusion rules and fusion rings
(5.1) Let I be a finite set, with an involution λ → λ * . We'll denote by N (I) the free commutative monoid generated by I , that is the set of sums α∈I n α α with n α ∈ N ; we shall always identify I to a subset of N (I) . The involution of I extends by linearity to an involution x → x * of N (I) . 
DEFINITION .− A fusion rule on I is a map
where P is an arbitrary subset of P 1 with p elements. Then N is a (nondegenerate) fusion rule on P ℓ : the condition (F 0) and the non-degeneracy condition follows from cor. 4.4, (F 1) from prop. 2.8, and (F 2) is a particular case (h = k = 0) of the factorization rules (4.5).
b) Let R be a commutative ring, endowed with an involutive ring homomorphism x → x * and a Z-linear form t : R → Z ; suppose that the bilinear form (x, y) → t(xy * ) is symmetric and admits an orthonormal basis I (over Z ) containing 1 . Define a map N :
N is a (non-degenerate) fusion rule on I . For the condition on t implies in particular t(x * ) = t(x) and t(1) = 1 , hence (F 0) and (F 1 
for all elements n α α of N (I) . One has t(αβ * ) = δ αβ for α , β in I .
Let us apply (F 2) with x = y = 0 . Using (F 0) and (F 1) we get λ∈I N(λ) 2 = 1 . This means that there exists an element ε of I such that
Then (F 2) (with y = 0 ) implies N(x + ε) = N(x) for all x ∈ N (I) . Now let us apply (F 2) with x = α , y = α * ; we obtain (using (F 1))
If N(α + λ) = 0 for all λ ∈ I , one deduces from (F 2) N(α + x) = 0 for all x ∈ N (I) , which contradicts the non-degeneracy hypothesis. Therefore the above inequality implies
Let us define a multiplication law on Z (I) by putting
and extending by bilinearity. This law is commutative; for α , β , γ in I , one has acording to (F 2)
so that the multiplication is associative. One gets similarly, by induction on s ,
for α 1 , . . . , α s in I . Moreover one deduces from (5.4)
Condition (F 1) implies that the involution x → x * is a ring homomorphism.
Let t : Z (I)
−→ Z be the linear form n α α → n ε . One gets from (3)
which is the required formula for N . Then (5.4) translates as t(αβ * ) = δ αβ .
DEFINITION .− The ring Z (I) with the multiplication given by (5.5) is called the fusion ring associated to N .
We will denote it by F N or simply F .
Remark 5.7 .− Most of the above still holds when one replaces (F 1) by the weaker condition (F 1 ′ ) : One has N(α * ) = N(α) and N(α * + β * ) = N(α + β) for α, β ∈ I , the only difference being that the involution is not necessarily a ring homomorphism -in fact this property is equivalent to (F 1).
(5.8) A consequence of prop. 5.3 is that the bilinear form (x, y) → t(xy)
defines an isomorphism of F onto the F -module Hom Z (F , Z) (this implies that F is a Gorenstein Z-algebra). There is a canonical element Tr in Hom Z (F , Z) , 
for x in N (I) and g ≥ 1 . Then one has, for g ≥ 1 and α 1 , . . . , α p ∈ I
By induction on g one gets
the last equality follows from (5.8).
Remark 5.10 .− Using formula (5.2), it follows that the sequence (N g ) satisfies the following rule, which generalizes (F 2) : N (compare with (4.5) ).
Diagonalization of the fusion rules
To go further we need some information on the structure of the ring F . We have already observed that F carries a symmetric, positive definite bilinear form < | > defined by < x | y >= t(xy * ) , for which I is an orthonormal basis. The fact that * is a ring homomorphism implies < xy | z >=< x | y * z > for all x, y, z in F .
The existence of this form imposes strong restrictions on the ring F . (Recall that an extension K of Q is called totally real (resp. totally
We first observe that the ring F is reduced: for x ∈ F , the relation x 2 = 0 implies < xx * | xx * >= 0 , hence xx * = 0 , which in turn implies < x | x >= 0 and finally x = 0 . Since a reduced finite-dimensional Q-algebra is a product of fields, we get the decomposition F Q = K i . This decomposition is canonical (each factor corresponds to an indecomposable idempotent of F Q ), so it is preserved by the involution: each factor K i is either preserved by σ , or mapped isomorphically onto another factor K j . In the second case F Q contains a product of fields K × K , with the involution interchanging the two factors. Then the set of elements xx * for x ∈ K × K is the diagonal K ⊂ K × K , a Q-vector space on which t can take arbitrary values, contradicting the positivity assumption. Now let K be one of the K i 's, and let σ denote the induced involution.
Applying the same argument to the R-algebra K ⊗ Q R we find that it is of the form R r 1 × C r 2 , with σ preserving each factor; since the induced involution on each factor is R-linear, there is no choice but the identity on the real factors and the complex conjugation on the complex ones. In particular, the fixed subfield K σ of σ is totally real and K σ ⊗ Q R is isomorphic to R r 1 +r 2 . If we are not in case a), K σ is strictly smaller than K ; counting degrees we get
hence r 1 = 0 , and we are in case b).
Let S be the set of characters (i.e. algebra homomorphisms) of F into C ; we can view S as the spectrum of the C-algebra F C := F ⊗ C . In the sequel we'll use prop. 6.1 only through the following weaker corollary:
The assertion a) follows immediately from the proposition. We have seen in the proof of the proposition that F R is isomorphic as an algebra with involution to R p × C q , with the involution acting trivially on the real factors and by conjugation on the complex factors; this is equivalent to b).
Clearly an explicit knowledge of the isomorphism F C −→ C S (that is, of the characters χ : F → C ) will allow us to perform any computation we need to in the ring F . As an example: PROPOSITION 6.3 .− In the situation of prop. 5.9, one has
Let x ∈ F ; the corresponding element of C S is (χ(x)) χ∈S . In the standard basis of C S , the matrix of m x is the diagonal matrix with entries (χ(x)) χ∈S , so we have Tr(x) = χ∈S χ(x) . Then the result follows from prop. 5.9.
(6.4) One can obviously play for a while around these formulas; let me give a sample, also to make a link with the notation of the mathematical physicists. Let α ∈ I ; the matrix of the multiplication m α in the basis I is N α = (N Part III: The fusion ring R ℓ (g)
7.
The rings R(g) and R ℓ (g) (7.1) Recall that the representation ring R(g) is the Grothendieck ring of finite-dimensional representations of g , with the multiplicative structure defined by the tensor product of representations. It is a free Z-module with basis the isomorphism classes of irreducible representations (i.e. the [V λ ] for λ ∈ P + ) with the rule
We are interested in an analogue of R(g) for the level ℓ representations of g . However it is not clear how to define the multiplicative structure in terms of the affine algebra g : taking tensor products does not work, since the tensor product of two representations of level ℓ has level 2ℓ . Instead we will follow another route, which can be expressed purely in ordinary Lie theory terms.
We have associated to the Lie algebra g and the integer ℓ a fusion rule (example 5.2 a), defined by the formula N( λ i ) = dim V P 1 ( P, λ) . We denote by R ℓ (g) the corresponding fusion ring, and call it the fusion ring of g at level ℓ . We can consider R ℓ (g) as the free Z-module with basis the isomorphism classes [V λ ] for λ ∈ P ℓ . The product in R ℓ (g) is given by [V λ 
One can make this more explicit as follows. Consider the Lie subalgebra s of g spanned by H θ , X θ , X −θ (1.3); as in (4.3) we denote by V (p) the isotypic component of spin p of a s-module V .
for all triples {p, q, r} such that p + q + r > ℓ .
By prop. 4.3, for each ν ∈ P ℓ , N(λ + µ + ν * ) is the dimension of the space of
ν ) * for p + q + r > ℓ ; this space is canonically isomorphic to the space H ν λµ of glinear maps u :
ν , that is such that u annihilates the isotypic component of spin r of V
. This is equivalent by duality to the statement of the proposition.
has a component of spin r if and only if r ≤ p + q . Therefore the condition p + q + r ≤ ℓ is always realized, so [V λ 
Then the same argument shows that one has to remove the V ν 's with ν(H θ ) = ℓ + 2 or ℓ + 1 , and the V ν 's with ν(H θ ) = ℓ which intersect non-trivially V
Though R ℓ (g) appears as a subgroup of R(g) , it is obviously not a subring.
We will see, however, that there is a natural way to look at R ℓ (g) as a quotient ring of R(g) .
(8.1) We will need a few classical facts about root systems, all of which can be found in [Bo] . For each root α , the equation λ(H α ) = 0 (or equivalently (λ | α) = 0 ) defines a hyperplane in the real vector space P ⊗ R , called the wall associated to α .
The chambers of the root system are the connected components of the complement of the walls. The chambers are fundamental domains for the action of the Weyl group W on P ⊗ R .
To the basis (α 1 , . . . , α r ) of the root system is associated a chamber C , defined by the conditions λ(H α i ) ≥ 0 . By definition the set P + of dominant weights is P ∩ C . Since C is a fundamental domain, every element of P can be written wλ + with w ∈ W , λ + ∈ P + ; the weight λ + is uniquely determined, and so is w if λ does not belong to a wall. Let us denote as usual by ρ the half sum of the positive roots; it is characterized by the equality ρ(H α i ) = 1 for each simple root α i . Therefore the weights which belong to the interior of C are the weights λ + ρ for λ ∈ P + .
For studying the representation ring R ℓ (g) we need to consider a closely parallel situation where the role of W is played by an infinite Coxeter group, the affine Weyl group W ℓ . Let h ∨ := ρ(H θ ) + 1 1 . Then W ℓ is the group of motions of P ⊗ R generated by W and the translation x → x + (ℓ + h ∨ )θ . Since each long root is conjugate to θ under W , the group W ℓ is the semi-direct product of W by the lattice (ℓ + h ∨ )Q lg , where Q lg is the sublattice of P spanned by the long roots.
The affine walls of P ⊗ R are the affine hyperplanes (λ | α) = (ℓ + h ∨ )n for each root α and each n ∈ Z . The connected components of the complement are called alcoves; each alcove is a fundamental domain for the action of W ℓ on P ⊗ R . The alcove A contained in C and containing 0 is defined by the inequalities λ(H α i ) ≥ 0 for each basis root α i and λ(H θ ) ≤ ℓ + h ∨ . We see as above that the weights which belong to the interior of A are the λ + ρ for λ ∈ P ℓ .
Let Z[P] be the group ring of P ; following [Bo] 
which associate to [V λ ] the class of e λ+ρ , are bijective.
Let us define a linear map ψ : Z[P] −→ R(g) in the following way: let λ ∈ P .
By the above remarks, if λ does not lie on a wall, there exist w ∈ W and λ + ∈ P + , uniquely determined, such that λ = w(λ + + ρ) . We put
Then ψ factors through ψ : Z[P] W −→ R(g) , which is easily seen to be the inverse of ϕ . The same construction applies identically to define the inverse of ϕ ℓ .
By the lemma there is a unique Z-linear map
Observe that such an element satisfies λ(H α ) = 0 for some root α , hence 2e λ = e λ − ε(s α )e s α (λ) .
where p is the quotient map, is commutative. From the lemma (and its proof) we get the following expression for π :
9. The spectrum of R ℓ (g) (9.1) To understand the fusion ring R ℓ (g) we need to know its spectrum. Let us first consider the ring R(g) ; it is convenient to introduce the simply-connected group G whose Lie algebra is g , and the maximal torus T ⊂ G with Lie algebra h . Any finite-dimensional representation of g can be (and will be) considered as a G-module. Any element λ of P defines a character e λ of T , by the formula e λ (exp H) = exp λ(H) ; this defines an isomorphism of P onto the character group of T , which extends to an isomorphism of the group algebra C[P] onto the ring of algebraic functions on T . We will identify Z[P] to a subring of C[P] , so that the notation e λ for the character associated to λ is coherent with the one we used before.
(9.2) Each element t of T defines a character Tr * (t) of R(g) , which
associates to the class of a g-module V the number Tr V (t) . There is an explicit way of computing this character, the Weyl formula. Let me first introduce the antisymmetrization operator J : C[P] → C[P] , defined by the formula J(e µ ) = w∈W ε(w)e wµ ; one has J(e ρ ) = e ρ α>0
(1 − e −α ) ( [Bo] , ch. VI, § 3, prop. 2). An element t of T is called regular if e α (t) = 1 for each root α , or equivalently if wt = t for each w ∈ W , w = 1 . Let t be a regular element of T ; one has J(e ρ )(t) = 0 and Tr V λ (t) = J(e λ+ρ )(t)
J(e ρ )(t) .
(9.3) We denote by T ℓ the subgroup of elements t ∈ T such that e α (t) = 1 for each element α of (ℓ + h ∨ )Q lg , and by T reg ℓ the subset of regular elements in T ℓ . The finite group T ℓ will play for R ℓ (g) the role of T for R(g) .
Lemma 9.3.− a) For t ∈ T reg ℓ , the character Tr * (t) factors through π : R(g) → R ℓ (g) . where j t associates to the class of e µ ∈ Z[P] the complex number J(e µ )(t)
The kernel of π corresponds through ϕ to the kernel of p (8.3), which is the subspace of Z[P] W spanned by the elements e µ+α − e µ , for µ ∈ P , α ∈ (ℓ + h ∨ )Q lg , and e µ for µ in some affine wall. The elements of the first type are killed by j t because t is chosen so that e α (t) = 1 for α ∈ (ℓ + h ∨ )Q lg ; if µ belongs to an affine wall, 2e µ is of the first type (see the footnote to (8.1)), so one has 2j t (e µ ) = 0 and therefore j t (e µ ) = 0 . This proves a). ∨ lg is identified with the dual lattice of Q lg , that is the set of elements λ in P ⊗ Q such that (λ | β) ∈ Z for each long root β . Because of the normalization this is equivalent to λ(H β ) ∈ Z ; since the H β 's are the short roots of the dual system, and therefore span the coroot lattice Q ∨ , the dual lattice of Q lg is P . In the same way Q ∨ is identified with the dual lattice Q lg of P . This proves b).
c) The isomorphism P/(ℓ + h ∨ )Q lg ∼ −→ T ℓ is of course compatible with the action of W . Now the orbits of W in P/(ℓ + h ∨ )Q lg are in one-to-one correspondence with the orbits of W ℓ in P , and we have seen that those are parametrized by the elements of P which lie in the affine alcove; moreover the orbits where W acts freely correspond to the weights which lie in the interior of the alcove, that is which are of the form λ + ρ for λ ∈ P ℓ . This gives c).
