Immediate-early genes (IEGs) exhibit a rapid, transient transcription response to neuronal activation. Fluorescently labeled mRNA transcripts appear as bright intranuclear transcription foci (INF), which have been used as an all-or-nothing indicator of recent neuronal activity; however, it would be useful to know whether INF fluorescence can be used effectively to assess relative activations within a neural population. We quantified the Homer1a (H1a) response of hippocampal neurons to systematically varied numbers of exposures to the same places by inducing male Long-Evans rats to run laps around a track. Previous studies reveal relatively stable firing rates across laps on a familiar track. A strong linear trend (r 2 > 0.9) in INF intensity was observed between 1 and 25 laps, after which INF intensity declined as a consequence of dispersion related to the greater elapsed time. When the integrated fluorescence of the entire nucleus was considered instead, the linear relationship extended to 50 laps. However, there was only an approximate doubling of H1a detected for this 50-fold variation in total spiking. Thus, the intranuclear H1a RNA fluorescent signal does provide a relative measure of how many times a set of neurons was activated over a~10 min period, but the dynamic range and hence signal-to-noise ratios are poor. This low dynamic range may reflect previously reported reductions in the IEG response during repeated episodes of behavior over longer time scales. It remains to be determined how well the H1a signal reflects relative firing rates within a population of neurons in response to a single, discrete behavioral event.
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| INTRODUCTION
Immediate-early genes (IEGs) are upregulated in CaMK-II expressing neurons in response to increased firing (Link et al., 1995; Lyford et al., 1995; Morgan & Curran, 1989; Vazdarjanova et al., 2006) . Electrotranscriptional coupling is the process, largely mediated by Ca 2+ fluxes (Adams & Dudek, 2005) , which converts neuronal activity into a rapid molecular cascade, triggering transcription of IEGs. Following fluorescent in situ hybridization (FISH), the IEG RNA appears as two (or sometimes one) bright, intranuclear transcription foci (INF) (Guzowski, McNaughton, Barnes, & Worley, 1999) or focus. INFs may correspond to 45-100 nm diameter transcription factories composed of RNA polymerases and transcription factors, in which RNA transcription is initiated (Iborra, Pombo, Jackson, & Cook, 1996; Wansink et al., 1993) or they may correspond to separate nearby zones where transcription elongation takes place (Ghamari et al., 2013) . Regardless of the exact correspondence, it is plausible that IEG INFs may increase in size and intensity in response to cumulative neuronal activation, as more RNA molecules accumulate; however, it would be useful to know how linear and how strong the relationship between spiking and INF intensity is, because this will determine whether IEG fluorescence can be used effectively to assess relative activation within a neural population.
Optimistically, the electro-transcriptional relationship might be linear:
where M is the number of transcripts, n is the number of spikes (or possibly bursts of spikes), M 0 is the prestimulation number (possibly resulting from previous activity), and k is a constant reflecting the probability of a new cycle of transcription following a spike (or burst). Ideally, for use as a robust proxy for neural activation, there would be a high gain relationship between spikes and cycles of transcription. Of course, many factors, such as changes in cAMP response element-binding protein (CREB) availability, saturation of available RNA polymerases, diffusion and posttranscriptional modification of primary transcripts, and stearic hindrances within transcription factories might affect both the gain and linearity of the spike versus transcription function. Earlier models of transcription factories indicated a limited number of RNA polymerases per factory (Carter, Eskiw, & Cook, 2008; Iborra et al., 1996; Martin & Pombo, 2003) , and a cycle of transcription can be quite lengthy. For example, the typical latency to observe an increase in the IEG Homer1a (H1a) following a discrete stimulus is about 20 min. This might result in a low limit on the number of H1a transcripts that could be initiated by a single, variable burst of spikes; however, more recent studies (Cisse et al., 2013) suggest that transcription factories are dynamically assembled at the time of induction, meaning that RNAP availability may not be rate limiting. Therefore, one cannot currently estimate a priori the extent to which IEG transcription versus spiking rate stoichiometry might be limited.
Previous reports (Penner et al., 2011; Witharana et al., 2016) have shown that INF intensities are variable and log-normally distributed within populations of hippocampal neurons, and INF intensities of a subfraction of hippocampal neurons increased with cumulative environmental exposure, or extensive area exploration.
Log-normality of INF intensity might reflect log-normal distributions of firing rates during spatial behavior (Barnes, McNaughton, Mizumori, Leonard, & Lin, 1990; Mizuseki & Buzsaki, 2013) ; however, log-normality might also reflect variability of the hybridization and intensification procedures used for detection. Our goal was to quantify the stoichiometry of IEG RNA fluorescence and the total number of spikes within a brief time window. Repetitive track running in a familiar environment elicits repeated and reasonably consistent activation of the same place cells on each lap (Lee, Yoganarasimha, Rao, & Knierim, 2004; Maurer, Cowen, Burke, Barnes, & McNaughton, 2006 ) and therefore provides a suitable protocol to produce linearly increasing numbers of total spiking events for comparison with the total IEG fluorescence. We chose H1a as the test case because its transcript length (Bottai et al., 2002) results in a slower onset time of its appearance and slower decay, which would minimize loss of accumulated signal over the time (about 10 min) needed to run 50 laps.
| METHODS AND MATERIALS

| Subjects
Adult male Long-Evans rats (n = 22) were handled daily and food restricted to 85% of ad libitum body weight. Animal handling and care
procedures were approved by the University of Lethbridge Animal
Welfare Committee, as outlined by the Canadian Council on Animal Care.
| Experimental design
Rats were trained to run in one direction (clockwise) for food reward (crushed Froot Loops and cheese snacks) at a fixed location on a 90 cm diameter circular track placed on the floor (Figure 1 ). The training room contained various distal cues including posters, an electrophysiology rig, and other visible cues that were not changed during training or testing. At the start of each training session, rats were transported from their colony housing rooms (in temporary housing cages identical to their colony home cages) to a darkened room next to the experimental room, where they spent 2-3 hr in quiet acclimatization. Each rat was trained with the lights on in the experimental room for about 10 min/day over consecutive days until their running speed reached a criterion of 20 laps or more in under 5 min. On test day, rats were moved to the familiar darkened antechamber as was done during training and again rested for 2-3 hr prior to lap running, to minimize the residual H1a mRNA induced by prior behavior and transportation in the home cage. Rats were randomly pre-assigned a running condition between 1 and 25 laps. Higher speed rats were preassigned to run 30 or 50 laps. Previous studies (Ekstrom, Meltzer, McNaughton, & Barnes, 2001) 
| Quick-freeze extractions
At sacrifice, rats were placed in a tightly sealed chamber containing 5% isoflurane for a minimum of 40 s until fully anaesthetized.
Between 0.4 to 0.8 mL of sodium pentobarbital (Euthansol) was injected intracardially to arrest cardiac activity and rats were then decapitated with a guillotine. Following rapid brain extraction and skull removal (the entire procedure occurred in <1 min for each sample), the brains were submerged for 2 min in a metal container of −50 C liquid 2-methylbutane surrounded by a slurry of dry ice in 70% ethanol. Frozen brains were then wrapped in aluminum foil, labeled, and stored in Falcon tubes at −80 C until cryosectioning.
| Cryosectioning
Brains were removed from −80 C storage, and hemispheres were separated with a razor blade after removing the cerebellum. 
| Fluorescent in situ hybridization
Slides containing hippocampal sections representing −2.64 mm to −4.68 mm from bregma were selected to represent all lap conditions.
Standard FISH was performed more than 3 days to detect H1a INF.
Detailed methods of the FISH used here have been previously described (Guzowski et al., 1999; Vazdarjanova & Guzowski, 2004) with the difference that in this study, H1a was detected by a tyramide signal amplification (TSA ) and fluorescein-tyramide labeling was performed via horseradish peroxidase conjugation. Timeline of experimental procedure on testing day. Each rat rested in a dark antechamber for a minimal of 2 hr prior to first exposure to the familiar running track in a separate, well-lit room. Each rat ran a fixed number of laps (randomly assigned except for the 30 and 50 lap groups, which were selected for their more consistent track running) and rested for a minimum of 27 min in the same dark antechamber prior to immediate sacrifice and brain extraction. Pilot studies using MECS indicate that H1a fluorescence decays minimally more than 10 min. Therefore, the variation in total time because of differences in number of laps is expected to have minimal effect on the results
Aldrich, St. Louis, MI), and coverslipped with VectaShield Mounting
Media for Fluorescence (Vector Labs, Burlingame, CA).
2.6 | Image acquisition 2.6.1 | NanoZoomer whole slide scanning
To capture large brain areas, we first used a digital slide scanner, NanoZoomer Digital Pathology RS (Model C10730, Hamamatsu Photonics K.K., Japan), equipped with a specialized fluorescence illumination optics module. The NanoZoomer Digital Pathology scanner is a high-speed and high-resolution digital imaging system that captures whole-slide digital images by using time-delayed integration (TDI )
technology. This TDI technology permits the synchronization of the sensor signal with the movement of a microscopic that is being scanned and uses a triple-chip TDI camera that accurately reproduces sample colors (red, green, and blue) channels to produce a single RGB image. In addition, the NanoZoomer can scan in tricolor fluorescence using three CCD sensors with a full multiband filter system, which Whole slide images were acquired at ×4 exposure for all three color channels (~18 ms effective photon collection) and ×40 magnification.
Regions of interest (ROI; CA3 and CA1) were manually cropped into subimages by outlining with NDPToolkit image cropping software (Hamamatsu Photonics K.K., Japan), in reference to the Rat Brain Atlas (Paxinos & Watson, 2007) . Subsections of CA1 were selected from the proximal two-third of CA1 along the proximodistal axis in relation to CA3. Uncompressed images were stored in the Hamamatsu proprietary format, NanoZoomer Digital Pathology Image (NDPI).
| Estimation of active neural population in NanoZoomer images
Although many neurophysiological studies have shown that the num- however, to bring the results more into alignment with physiology, we adopted the following method for estimating neuronal numbers, which relies on a pixel-based cell count method. To determine the neuronal pixel intensity range and also to reduce glial contamination, a sampling exercise was conducted. Blind counters (blind to animal or test group) manually segmented and classified 347 neuronal nuclei and 34 glial nuclei (i.e., the glial fraction from the stratum pyramidale ROIs was~0.10) from randomly selected CA1 and CA3 subimages.
We then computed the distributions of blue (DAPI stained) pixel intensities within nuclei of either cell class (Figure 2 ). We also estimated from these manually segmented nuclei the mean nuclear image area in pixels (3,013.58). Based on these sample distributions of pixel intensities, we then set upper and lower boundaries for included blue pixels within each ROI (blue{15,85}). This would eliminate~57% of glial pixels and~6% of neuronal pixels, resulting in a glial contamination of <5%. No further correction was made. We then estimated the number of neurons included by dividing the number of included pixels by the mean nuclear image area (in pixels). The proportion of activated neurons was estimated by dividing the INF count by 2 (assuming 2 foci per activated neuron) and then dividing the result by the estimated number of neurons. The resulting percentage of H1a + neurons (Table 1) is somewhat lower than that of previously published neurophysiological and IEG activation data (e.g., Guzowski et al., 1999; Maurer et al., 2006) , possibly as a consequence of assuming 2 foci per activated neuron (there may be monoallelic expression and often only one of 2 foci appear in a given single plane image).
| Laser confocal microscopy
After acquisition of digital images by NanoZoomer scanning, Z-stacks of 0.20 μm optical sections of the same slides were acquired using a Based on the distributions, a threshold was set at minimum of 15 and maximum of 85, which accounted for 94% of the neuronal pixels, but eliminated 57% of glial pixels sampled, leaving a potential glia contamination of <5% automated nuclear segmentation was not achievable from the NanoZoomer images because they were only single plane images. 
Confocal images
Optical z-stacks were saved as 24-bit TIFF stacks using ImageJ software (NIH). Image stacks were then processed through automated 3D
INF quantification using software plug-ins developed for ImageJ. The automated quantification program assumed that each intranuclear FISH signal (intranuclear focus) possessed a central, bright peak of intensity (P i ) as a single pixel or group of adjacent pixels. This local maximum and its adjacently connected pixels in 3D space must meet or exceed two intensity threshold criteria: minimum green intensity (T i ) and the minimum blue (DAPI) background intensity (B i ) (Du & Zhang, 2011) . T i was set relatively low so as to capture as many INFs as possible, even the faint objects, and was verified to be consistent with human evaluations during prior threshold testing. If the local maximum and adjacently connected pixels were below T i , then this object was discarded as noise. The B i value ensured that the putative INF signal was co-localized with DAPI staining and was indeed within a neuronal nucleus. For each z-stack, a corresponding Excel file was generated, which listed the location of each detected intranuclear focus according to the x-, y-, and z-coordinates of the local maximum were also computed. For confocal images, the following thresholds were used and held constant across all z-stacks analyzed: minimum volume = 15 px at 0.32 μm/pixel, minimum green intensity (T i ) = 35, and minimum blue intensity (B i ) = 15. Analyses were restricted to only the FISH signal in the median 20% of an image stack to eliminate samples from partial or damaged cells. The same thresholds were maintained for CA1 and CA3 stacks.
| INF-independent analysis (nuclear segmentation)
Secondary pixel intensity analysis was performed on the confocal images to compare INF characterization with within-nuclear-boundary (INF independent) intensity values. INF-independent analysis required the delineation of DAPI-stained neuronal nuclear boundaries, and total green pixel (H1a) intensity within this boundary was cumulatively measured. At the time this study was performed, our software required z-stack (multi-plane) data for accurate segmentation, so only confocal images were included in the INF-independent analyses because our NanoZoomer images were single-plane images. As outlined in the previous section, INF-based analyses required strict pixel connectivity adherence around a local intensity maximum, and all pixels considered in the INF must exceed both T i and B i . However, we observed that for higher lap groups, the INFs seemed to diffuse from the peak intensity origin and no longer met the threshold or connectivity requirements of the INF-dependent algorithm.
The first step of the INF-independent approach was the application of object segmentation to delineate nuclear (DAPI-stained) boundaries.
Color TIFF images were separated into blue and green channels. The blue channel image was used for nuclear segmentation via FARSIGHT (Al-Kofahi et al., 2011; Bjornsson et al., 2008; Mesina et al., 2016; Roysam et al., 2008) to segregate all individual neurons in CA1 and CA3.
After segmentation, integrated intensity of H1a signal within seg- 
| Estimated neuronal activation proportions
For the NanoZoomer data set, total INFs detected were summed and then divided by an estimate of the total neurons within each region of CA1 and CA3 sampled by applying the pixel-based neuronal count method as outlined in the methods (data shown in Table 1 Based on many neurophysiological studies, this estimated activation proportion was not expected to increase or decrease dramatically over laps and in our data there was indeed no systematic trend. This method of approximation, however, is subject to two sources of potential error:
elimination of some true neuronal nuclei in the glia cut-off, and underestimation of true activation by dividing by 2 when some cells may exhibit monoallelic expression (one INF only). Presumably although, this error would apply to all groups analyzed. The purpose of the analysis was to determine whether the number of activated neurons changed across lap numbers. As it did not, it is of no consequence to the overall conclusion whether there was a relatively small error in the estimates of absolute numbers of neurons.
| INF-independent analysis (nuclear segmentation)
Although INF-based characterization was useful for analyzing the integrated intensity of transcription foci in lap Groups 1-25, visual examination of both NanoZoomer and confocal images showed that the INF boundaries were not as well defined in animals that ran 30 or 50 laps when compared to the restricted foci from animals that ran fewer laps (Figure 3) . These diffuse signals were not accurately characterized by the INF-based method, because of the nature of the boundary detection algorithm. Thus, samples of confocal images were analyzed using an INF-independent analysis (FARSIGHT) which required the detection and segmentation of neuronal nuclear boundaries (marked by DAPI signal), and then the intensities of all green pixels within these nuclear zones (whether diffuse or bound to punctate INFs) were summed. Each nucleus that could be delineated by the segmentation showed a corresponding integrated green value which represented the amount of diffuse but detectable H1a RNA signal within that particular cell. Subjects were pooled within lap groups and the corresponding sums of green pixels were then analyzed and median nuclear signals were calculated.
Linear regression tests were performed on the distribution medians, but now included 30 and 50 lap animals (whereas these two lap groups were excluded from regression tests in the INF-based analyses). In this INF-independent intensity measurement, both CA1 and CA3 median intensities increased linearly up to 50 laps. Regression test results are reported in the legend of Figure 5 . The total number of neurons sampled is listed in Table 2 . spiking activity. It should be emphasized that the methods for estimating total neuronal numbers are approximate. The intensity ranges of neurons and glia overlap to some degree, and it may be the case that some neurons exhibit only a single intranuclear transcription focus because of monoallelic expression; however, neither error would affect the overall conclusion concerning the low increase in expression over laps, as these errors would apply equally to all groups.
The main purpose of this study was to determine whether IEG fluorescence can be used as a reliable proxy for individual neuronal spikes (or spike bursts) at the level of individual neurons, which would make it an invaluable tool for the study of experience-dependent changes in neural coding dynamics on a large scale. We conclude that, at least for H1a, this is generally not the case when the spike-inducing stimulation or behavior is repeated multiple times within a short time window. On average, there was only a threefold change in fluorescent signal between the home cage and MECS conditions, and at best a twofold increase in median fluorescence signal (by any method of analysis) more than a 50-fold repetition of the spike inducing behavior. Given the degree of error expected in the quantification process, we propose the conservative conclusion that this very low signal-to-noise ratio appears to preclude accurate estimates of exact spike rate differences within a given population of neurons between experimental conditions, unless the sample size and/or the spike rate differences are very large.
Why is the dynamic range of the H1a signal so low? According to the "transcription factory" model, each transcription factory contains only a small number (4-30) of RNA polymerase complexes (Rieder, Trajanoski, & McNally, 2012) , some of which will likely be occupied transcribing other genes. This would provide an upper limit on the number of copies of H1a mRNA that could be produced. Even if the transcription factory concept is not correct (Cisse et al., 2013; Zhao et al., 2014) , the increase in median H1a transcriptional activity per lap depends (at least) on the availability RNA polymerases, which might tion that the largest rate of change in median expression was between the home cage condition and the first lap, which coincides with previous reports that one lap is sufficient to induce distinct IEG activation (Miyashita, Kubik, Haghighi, Steward, & Guzowski, 2009) . We compared the slope between home cage and 1 lap to the slope over all lap groups (without including the home cage). On average, over all analysis methods and regions, the ratio of slopes was 54 (AE 43 SD). This may reflect a condition in which ongoing H1a transcription in the population is very low during rest, but, once initiated following the first lap, there is very little remaining capacity for new initiation.
Alternatively, the low gain of the transcriptional response in this study may reflect a dramatic decrease in electro-transcriptional coupling as the number of exposures of the animal to a cell's place field increases.
Such a decrease has been shown previously over a longer time scale (Guzowski et al., 2006) . The cause of this decrease is unknown. It could be intrinsic to the transcription induction process itself, or it might reflect rapid habituation of neuronal modulatory processes, which might play a role in coupling transcription to spiking. If such a hypothetical fast habituation of permissive modulatory responses is the explanation, then it remains possible that the log-normal distribution of IEG integrated intensities may indeed reflect the log-normal distribution of spiking activity in the hippocampal population on a single trial. This question can only be addressed by directly correlating differential spiking rates in a population of neurons with the corresponding level of IEG expression, which would be technically challenging, but not impossible. 
