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Abstract
Overlay networks relying on traditional multicast routing approaches use only a single path
between a sender and a receiver. This path is selected based on latency, with the goal of
achieving fast delivery. Content is routed through links with low latency, ignoring slower links
of the network which remain unused. With the increasing size of content on the Internet, this
leads to congestion, messages are dropped and have to be retransmitted.
A multicast multipath congestion-avoidance routing scheme which uses multiple bottleneck-
disjoint paths between senders and receivers was developed, as was a linear programming model
of the network to distribute messages intelligently across these paths according to two goals:
minimum network usage and load-balancing. The former aims to use as few links as possible
to perform routing, while the latter spreads messages across as many links as possible, evenly
distributing the traffic. Another technique, called message splitting, was also used. This allows
nodes to send a single copy of a message with multiple receivers, which will then be duplicated
by a node closer to the receivers and sent along separate paths only when required.
The model considers all of the messages in the network and is a global optimisation. Nev-
ertheless, it can be solved quickly for large networks and workloads, with the cost of routing
remaining almost entirely the cost of finding multiple paths between senders and receivers. The
Gurobi linear programming solver was used to find solutions to the model. This routing ap-
proach was implemented in the NS-3 network simulator. The work is presented as a messaging
middleware scheme, which can be applied to any overlay messaging network.
6
Acknowledgements
I would like to thank the following people:
• My supervisor, Alexander Wolf, for guidance and inspiration.
• My second supervisor, Peter Pietzuch, for insightful ideas.
• Antonio Carzaniga and Paolo Costa for helpful discussions and advice.
• WolframWiesemann for invaluable discussions on modelling and also for patiently helping
me with CPLEX and Gurobi.
• The Computing Support Group for letting me use their servers to run my experiments.
• My friends for allowing me to stay motivated while having fun.
• My girlfriend for being very supportive and patient, especially during the later stages of
my PhD.
• My family for their unconditional support throughout my PhD.
7
Contents
Declaration of Originality 2
Copyright Declaration 4
Abstract 6
Acknowledgements 7
1 Introduction 15
1.1 Problem Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.2 Messaging Middleware . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
1.3 State of the Art . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
1.3.1 Messaging Middleware . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
1.3.2 Multipath Routing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
1.3.3 Traffic Engineering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
1.4 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
1.5 Preview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
8
CONTENTS 9
2 Background 32
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.2 Messaging Middleware . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.3 Content-Based Networking . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
2.4 Congestion Control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
2.5 Multipath Routing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
2.6 Traffic Engineering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
2.7 Bandwidth Reservation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
2.8 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3 Multipath Message Splitting Models 60
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
3.2 Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
3.3 Definitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
3.4 Goals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
3.5 Path Ranking Techniques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
3.5.1 Capacity Ranking . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
3.5.2 Latency Ranking (Bottleneck-Disjoint) . . . . . . . . . . . . . . . . . . . 74
3.5.3 Latency Ranking (Path Rejecting) . . . . . . . . . . . . . . . . . . . . . 76
3.6 Model Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
3.6.1 Optimal Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
3.6.2 Suboptimal Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
CONTENTS 10
3.6.3 Undelivered Messages Model . . . . . . . . . . . . . . . . . . . . . . . . . 83
3.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
4 A Generative Demonstration of the Models 86
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
4.2 Demonstration Process . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
4.3 Demonstration Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
4.4 Traditional Overlay Routing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
4.5 CAMPR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
4.5.1 Required k . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
4.5.2 Solution Time . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
4.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
5 Network Simulation 114
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
5.2 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
5.3 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
5.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
6 Conclusion 122
6.1 Summary of Thesis Achievements . . . . . . . . . . . . . . . . . . . . . . . . . . 124
6.2 Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
6.3 Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
6.4 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
6.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
Bibliography 130
A Model Generator 142
11
List of Tables
2.1 Feature comparison of the protocols discussed in Sections 2.5, 2.6 and 2.7 . . . . 51
4.1 Parameters used and the ranges of their values . . . . . . . . . . . . . . . . . . . 90
5.1 Parameters used and the ranges of their values . . . . . . . . . . . . . . . . . . . 121
12
List of Figures
1.1 Messages going from node 1 to node 5 at a rate of 10Mbits per second. . . . . . 17
1.2 Message splitting occurs at node two. . . . . . . . . . . . . . . . . . . . . . . . . 23
3.1 Model generation workflow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
3.2 Example topology with capacities of links shown. Node 1 sends a flow of 30
messages to node 7. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
3.3 Two delivery graphs (k = 2) from node 1 to node 7. . . . . . . . . . . . . . . . . 66
3.4 Delivery graph (k = 1) from node 1 to nodes 6 and 7. . . . . . . . . . . . . . . . 66
3.5 Delivery graph (k = 2) from node 1 to nodes 6 and 7. . . . . . . . . . . . . . . . 67
3.6 Example topology with capacities of links shown. Node 1 sends a flow of 30
messages to node 7. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
3.7 Delivery graphs (k = 1) from node 1 to nodes 6 and 7 and from node 2 to node 6. 69
3.8 Delivery graph (k = 2) from node 1 to nodes 6 and 7. . . . . . . . . . . . . . . . 70
4.1 Undelivered messages for 100 nodes and 5000 messages . . . . . . . . . . . . . . 94
4.2 Undelivered messages for 100 nodes and 10000 messages . . . . . . . . . . . . . 95
4.3 Undelivered messages for 200 nodes and 10000 messages . . . . . . . . . . . . . 96
4.4 Undelivered messages for 300 nodes and 10000 messages . . . . . . . . . . . . . 97
13
4.5 Undelivered messages for 400 nodes and 10000 messages . . . . . . . . . . . . . 98
4.6 Undelivered messages for 500 nodes and 10000 messages . . . . . . . . . . . . . 99
4.7 Undelivered messages for 1000 nodes and 10000 messages . . . . . . . . . . . . . 100
4.8 The required k to find a solution for 100 nodes and 1000 messages . . . . . . . . 103
4.9 The required k to find a solution for 100 nodes and 4000 messages . . . . . . . . 104
4.10 The required k to find a solution for 200 nodes and 4000 messages . . . . . . . . 104
4.11 The required k to find a solution for 200 nodes and 10000 messages . . . . . . . 105
4.12 The required k to find a solution for 300 nodes and 10000 messages . . . . . . . 105
4.13 The required k to find a solution for 400 nodes and 10000 messages . . . . . . . 106
4.14 The required k to find a solution for 500 nodes and 10000 messages . . . . . . . 106
4.15 The required k to find a solution for 1000 nodes and 10000 messages . . . . . . . 107
4.16 The required time to find a solution for 100 nodes and 1000 messages . . . . . . 108
4.17 The required time to find a solution for 100 nodes and 4000 messages . . . . . . 109
4.18 The required time to find a solution for 200 nodes and 4000 messages . . . . . . 109
4.19 The required time to find a solution for 200 nodes and 10000 messages . . . . . 110
4.20 The required time to find a solution for 300 nodes and 10000 messages . . . . . 110
4.21 The required time to find a solution for 400 nodes and 10000 messages . . . . . 111
4.22 The required time to find a solution for 500 nodes and 10000 messages . . . . . 111
4.23 The required time to find a solution for 1000 nodes and 10000 messages . . . . . 112
5.1 Two delivery graphs with the message headers shown at nodes 4, 7, 8 and 11 . . 118
5.2 Forwarding table for the situation shown in Figure 5.1 . . . . . . . . . . . . . . 118
14
Chapter 1
Introduction
1.1 Problem Statement
The problem addressed in this work is how to avoid congestion faced in overlay networks. These
types of networks usually use a single path between a sender and a receiver. Traditional routing
approaches in overlay networks select paths based on latency, trying to achieve fast delivery.
The chosen path between a sender and a receiver is the path with the least latency. This greedy
approach to path selection can cause a build up of packets at nodes connected to low-latency
links as many packets will be routed through them. These nodes may not have the processing
power to deal with so many packets and will end up dropping them. This results in possibly
multiple retransmissions until enough resources are available to process the packets.
When packets are routed through the same node at the same time a collision occurs. As net-
work activity increases, the number of collisions increase, causing latency as well as reliability
problems. Applications using TCP will have their transmission rates limited once many colli-
sions are detected. However, typical applications which use UDP will not be rate-limited and
packet loss will not be detected. As messages are sent into the network without restriction, not
only will the application experience packet loss, but also the whole network will be affected.
15
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Users which are using different applications (even those using TCP), will also experience poor
performance caused by the congestion.
As IP-layer multicast is done over UDP, applications which rely on this communication pattern
need to be careful not to overload the network. Some applications use an application layer
multicast which is implemented over TCP, but this typically does not provide the potential for
reducing congestion that IP-layer multicast provides. When applications which use IP-layer
multicast send a message addressed to multiple receivers, it is sent only once, and intermediate
nodes propagate the message to the appropriate nodes. However, in application layer multicast,
this optimisation is not performed, requiring the sender to send the message individually to
each receiver, as a series of unicasts.
Another potential problem with this type of multicast is that because it relies on TCP, receivers
will acknowledge the receipt of messages or signal their loss. This type of traffic can cause
further collisions, and even if it all reaches the sender, the sender can be overwhelmed by the
processing required, being left unable to send new messages.
Therefore, when timely delivery is important, the typical application layer multicast approach
is not used. For example, the popular chat application, Skype, relies on UDP for sending me-
dia traffic [BFS09]. In general, real-time multimedia applications, such as video conferencing
generate a large amount of multicast traffic, which has a high priority, yet it has to compete
evenly with traffic with lower priority. Other types of popular multimedia applications, such
as streaming video and music, also generate large amounts of traffic, but this is typically not
multicast traffic. As real-time traffic requires timely delivery, typically TCP cannot be used
[Per05]. Therefore, applications which generate this type of traffic do not have the congestion
control provided by TCP. As the use of real-time applications with no congestion control in-
creases, there is concern among the Internet standards community about the disruption that
can potentially occur [Per05].
Another risk leading to dropped packets is that a fast link may not necessarily have the corre-
spondingly large capacity required to handle the large amounts of traffic which will be routed
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Figure 1.1: Messages going from node 1 to node 5 at a rate of 10Mbits per second.
through it using the traditional path selection technique used in overlay networks, where paths
are selected based on latency without considering capacity. This means that messages are not
delivered in the quickest way possible, which was the reason for picking the paths in this way
to begin with. In this work, a ‘message’ refers to an overlay message, which can be made up
of one or more packets. Similarly, a ‘flow’ is made up of one or more messages. When talking
about the underlying network, usually packets are referred to, while the term ‘message’ is used
when referring to the application layer.
An illustration of this is presented in Figure 1.1. The links are labelled with their capacities in
MBits and their latencies in milliseconds. Suppose that node 1 wants to send messages to node
5 at a rate of ten Mbits per second. In a typical overlay network, this traffic would be routed
via the path 1 → 2 → 4 → 5 because this is the fastest path by latency. However, the edge
2→ 4 has only five MBits of capacity and therefore packets will be dropped and retransmitted.
Congestion control schemes have been proposed to deal with this problem, usually by slowing
down the rate of transmission. They measure available bandwidth or simply use dropped
packets as a signalling mechanism that congestion has occurred [LBS+08, ZDA06, PB03]. To the
best of my knowledge there is no accurate and inexpensive way to measure available bandwidth
in a network and relying on crude congestion detection mechanisms using dropped packets e.g.,
[EJLW01], is undesirable. A different routing approach in which packets are routed around
congested nodes instead of dropped and retransmitted is proposed. They go through nodes
which have the most resources available.
This is combined with another way of alleviating congestion: using multiple paths to route
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messages to their destinations. Using a set of paths between a sender and a receiver, Senders
are allowed to split the flow of messages they want to send across the set of paths. This technique
is called multipath routing and it has been shown to increase throughput [BO07, WWK+07].
Having multiple paths provides more network resources for sending a flow of messages and is
less likely to result in congestion. This should allow messages to be delivered more quickly than
in the traditional routing approach as there is no rate limiting and there is less strain placed
on the network as retransmission of dropped packets is avoided. In the work, this technique is
referred to as path splitting.
Referring back to Figure 1.1, path splitting can be taken advantage of by splitting the traffic
from node one across two paths in order to avoid dropping packets. In this case the traffic can
be split in half across the paths 1 → 2 → 4 → 5 and 1 → 2 → 3 → 5. By sending only five
MBits per second across the link 2 → 4, overloading it and dropping packets is avoided. This
also allows node three to be used to process half of the traffic.
1.2 Messaging Middleware
With the spread of the Internet, enterprise systems are becoming increasingly complex and
heterogeneous, frequently spanning across different geographical areas [JBB12]. These systems
produce large amounts of data and have many diverse sets of producers and consumers of
information. This information needs to be aggregated, handled uniformly, and distributed
according to the increasing demands of applications. This is a crucial part of today’s enterprise
systems.
Message-oriented middleware allows applications to communicate without knowledge of each
other: messages are simply exchanged between producers and consumers, or publishers and sub-
scribers, with the messaging middleware serving simply as a bus between applications [ASD09].
These systems provide a communication layer between the applications, abstracting away de-
tails related to operating systems and different networks. This allows developers to develop
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applications across multiple operating systems and network protocols without being concerned
with specific details related to integration [SS12]. The diversity which needs to be handled by
messaging middleware systems brings huge challenges with respect to guaranteeing a uniform
level of quality-of-service across different applications running in different networks.
Modern business-critical systems depend on robust messaging middleware. If messages are lost,
delivered late or not processed properly, there is real, economic impact [Kra09]. As a single
message can represent a large transaction, reliability is crucial and missing messages is not an
option. This type of systems are heavily used in commercial as well as scientific data centres
for high-performance computing [SYD13]. Sensor systems also rely on messaging middleware
for message delivery. This kind of data is also very time sensitive as the validity of data is time
dependent and messages delays can have catastrophic consequences [YKK+09].
Messaging middleware systems frequently follow a publish-subscribe model, providing many-to-
many communication. This decoupling of publishers and subscribers allows for greater flexibil-
ity in terms of interoperability between applications, as well as path reconfiguration in changing
network conditions [KKY+10]. This is also matches the increasing decoupling of geographically
distributed enterprise systems. The distance between systems means that messages have to
travel over long paths with increased risk of congestion and packet loss due to the increased
number of nodes and links which are traversed [YKK+09].
There are various different messaging middleware systems, suitable for different environments,
but a common feature among them is that they are implemented at the application layer and
they rely on the layers underneath to handle routing and network congestion. As congestion is
not proactively avoided, other measures are taken by the users of these types of systems, such
as replication to provide backup in case of dropped packets and failures. Despite the increased
risk of delays occuring, as compared to a local network, little concern is given to attacking this
problem directly. Delays due to congestion are expected and measures are taken to mitigate
their impact rather than eliminate their cause. These are costs that could be avoided if the
root of the problem is considered.
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Messaging middleware is becoming important not just in the business environment, but on a
global scale as well. With the increasing amount of sensors in the world, the data which needs
to be managed by messaging middleware will increase. Smart homes, smart grids, various
types of environmental and disaster monitoring are all areas which are generating large-scale
producers and consumers of information and messaging middleware is crucial in managing this
data and meeting the demands of publishers and subscribers.
1.3 State of the Art
To the best of my knowledge there is no single protocol or model which combines all the features
of the protocol. In this section, work from various fields related to this work is described. This
is discussed in more detail in the next chapter.
1.3.1 Messaging Middleware
The most closely related area is messaging middleware systems. These are frequently based on
the publish-subscribe communication model and are used as a way for heterogeneous enterprise
applications to communicate without worrying about different protocols, formats and other inte-
gration issues. Some messaging middlewares provide guarantees for different levels of quality-of-
service [WBW11, ASD09, O’H07, KKY+10, YKK+09]. Some of them take into account conges-
tion [WBW11, ASD09, SM12, KKY+10, YKK+09], but usually only latency is considered. Some
messaging middlewares use a service-oriented architecture [GE09, HZZ+09, JSK+11]. This is a
design pattern in which independent software components are used to provide functionality, for
example a messaging layer, to applications as a service. Some messaging middleware systems
use multipath routing [WBW11, KKY+10, YKK+09], but not in the same way that it is used
in CAMPR (Congestion Avoidance through MultiPath Routing), described in more detail in
Sections 1.3 and 1.4. Instead of splitting traffic across multiple paths, they simply replicate the
traffic across multiple paths, as a way to improve resiliency.
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Another type of messaging middleware is content-based networking. These type of systems are
relevant because they also provide a publish-subscribe communication pattern. As the demand
for content becomes greater, content-delivery networks and peer-to-peer systems have been
applying content-based functionality in their overlay networks. These services also rely on the
routing and congestion control schemes provided by the underlying network architecture, but
recently approaches which consider routing and how to deal with congestion in the context of
a content-based network have emerged [CGMP13].
Much of the work done in this field is based on the work done by Alexander Wolf and Antonio
Carzaniga [CW01, CRW06, CRW09]. There have been many variations of routing messages
in a network based on their content. The main theme among these protocols, implemented
at the application layer, is to match the content of a message to the subscriptions of users in
the network. A notable example is content-centric networking, being worked on by researchers
from the Palo Alto Research Center [JMSGLA07]. Some of these protocols are discussed in the
next chapter.
1.3.2 Multipath Routing
Another field related to this work is multipath routing. This refers to the technique where a
sender will divide the messages they are sending along multiple paths going to a receiver. Usu-
ally these protocols are not multicast protocols and simply deal with sender-receiver pairs. In
this work, this multipath technique is used and combined with an overlay multicast. Sometimes
multipath routing refers to duplicating the messages across multiple paths for more reliability,
but this is not done in this work.
There are various ways that multipath routing protocols select the multiple paths used for
routing. Sometimes the paths are fully disjoint [MFC08, IN02, BO07], not disjoint [WWK+07,
IUY06, XJT09, MP09] and sometimes they are bottleneck-disjoint [NZ01]. In this approach,
bottleneck-disjoint paths are paths which may share common links (i.e., they may not be
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disjoint), but they may not share a bottleneck link. The bottleneck link of a path is defined
as the link with the least capacity in the path. The bottleneck-disjoint path selection method
was found to be the most effective and is the one used in this work.
There are also different techniques used to rank the available paths between senders and re-
ceivers. Distributed [WWK+07, XJT09, MP09] and centralised [MFC08, IUY06, IN02, BO07]
approaches to multipath routing have been proposed. The distributed approaches do not as-
sume global knowledge of the network, however the solutions of these approaches are not as
accurate as a global solution. The approach taken in CAMPR is a centralised one. Some of
the multipath routing approaches treat the problem of distributing traffic across multiple paths
as an optimisation problem [IUY06, IN02, BO07, XJT09]. They represent the problem as a
mathematical model. This is the approach taken in this work.
1.3.3 Traffic Engineering
Another closely related field is traffic engineering. The work in this field looks at how to make
the most of available network resources, and the techniques in this field are used by ISPs. One
of the main goals of the work in this field is to find a way to load-balance traffic and minimise
congestion. This is also one of the goals of this work. Traffic engineering solutions also have
distributed approaches and the load-balancing problem is treated as an optimisation problem
[AMG05, EJLW01, HBCR07, KKDC05].
The field of bandwidth reservation was also looked at, a technique used to manage network
resources in order to provide a quality of service (QoS) to applications such that user demands
are met. This technique can be used in conjunction with traffic engineering. It is frequently
used in mobile ad hoc networks, but sometimes in stationary networks as well, which is the
context in which it is discussed [ABIS06, SKY11]. Multipath routing is also sometimes used
in bandwidth reservation approaches [SWW+04, ER04]. The goal is to efficiently use network
resources in order to allow the maximum amount of traffic.
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Figure 1.2: Message splitting occurs at node two.
The multipath routing, traffic engineering and bandwidth reservation approaches do not take
into account message splitting – when a node can send a single copy of a message subscribed to
by multiple receivers, which will be duplicated by a node closer to the receivers and sent along
separate paths only when needed.
An example of message splitting is depicted in Figure 1.2. In this case node one wants to send
thirty messages meant to be received by nodes three and four. In a traditional overlay network,
node one would send the thirty messages twice, but using message splitting, node one sends
the thirty messages only once. At node two, message splitting occurs and the thirty messages
are sent out twice, going to nodes three and four. By splitting messages close to their receivers,
network resources are saved. Message splitting is formally defined in Section 3.3.
How to do multipath routing taking into account all of the senders in the network which are
sending messages to multiple receivers is the problem solved. This means considering how the
network resources are shared between all the senders. This requires global knowledge of the
available resources in the network. This is a fair assumption as some of the centralised multipath
routing approaches presented make similar assumptions [MFC08, IUY06, IN02, BO07].
Different levels of knowledge of the network allow for different things. For example, UDP
requires no knowledge of the network load or capacity. Once a packet is sent using UDP, there
are no guarantees that it will be delivered and no delivery acknowledgements. The sender does
not know if the receiver has received the data or if resending is required. The receiver may not
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be able to receive packets at the sending rate and may be flooded by packets, having to drop
the ones it cannot handle. In a sense, the receiver is assumed to be infinitely fast as the sender
has no knowledge of the receiver’s speed.
TCP provides reliable delivery, the endpoints are more aware of the load and receivers are not
assumed to be infinitely fast. Senders attempt to prevent overflow caused by sending packets
too quickly through flow control. Messages are acknowledged and receivers send requests for
dropped packets to be resent. Senders have indirect knowledge of congestion in the network,
which they can gauge through the delays of acknowledgements from receivers. When the
sender detects congestion it will slow down its sending rate to match the receiving rate. When
congestion occurs, the only way to alleviate it is to throttle the sending rate. At the receiver,
TCP passes packets up to the application layer in order. This may cause packets which have
been received out of order to be retransmitted, if buffer space runs out. In general, there is
more communication between senders and receivers about the network state as compared to
UDP.
Multipath TCP has as much knowledge of the network as TCP, but it is also aware of multiple
paths provided by the routing protocol, rather than just a single path as in TCP. Multipath
TCP acts as glue between multiple TCP connections joined to act as one: if congestion is
detected on a path, the sending rate can be reduced on this path and increased on another, less-
congested path (unacknowledged data is sent along another path). There is indirect knowledge
of congestion along the multiple paths. Multipath TCP also provides in-order delivery and this
makes the protocol more complicated than TCP, as well as requiring more control traffic. This
is still a greedy approach and all of the traffic in the network is not considered.
In CAMPR, there is knowledge of all of the traffic in the network and this allows for more
optimisation than with the other protocols. A major difference is that in addition to being a
multipath protocol, CAMPR is also a multicast protocol. When determining the paths along
which to route messages, all of the network traffic is considered and paths which have enough
capacity are selected. For simplicity, a centralised approach was chosen. This is a first step
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towards a more distributed approach, which would require more control traffic to distribute the
information which is assumed to be globally available. In a real protocol, there could be a node
which collects network information (link capacities and message loads), generates and solves a
model representing this, and sends out the relevant parts of this solution to the corresponding
nodes.
CAMPR is a congestion avoidance scheme at the overlay level. Overlay networks are easy
to deploy as the underlying network does not need to be changed. They also allow for the
realisation of services which are not or cannot be supported at lower levels of the network.
IP level multicast exists however it requires support from the network and it is not widely
deployed. IP level multicast does not provide congestion avoidance.
At the lower levels, UDP can support multicast, but it does not do anything to avoid or alleviate
congestion. TCP has only local path knowledge and does not avoid congestion, but slows down
traffic once congestion has occured. Multipath TCP uses multiple paths, which are given to it
by the routing protocol, however, these paths are not chosen because they meet traffic demands
(i.e., the paths may not have enough capacity and packets will be dropped). Neither TCP nor
multipath TCP support multicast. The overlay layer is appealing because there is a global view
of the network traffic.
1.4 Contributions
The main contributions are summarised:
• A model generator for a multipath, multicast, message splitting routing protocol
• A path selection technique which can be used in any routing protocol
• A general model which can be applied to any overlay messaging network
• A simulation of CAMPR which uses the solutions from the models to perform routing
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The main contribution is a model generator used to generate a model of a multicast protocol
which allows for message splitting and path splitting. Hereafter, the approach is referred to as
CAMPR (Congestion Avoidance through MultiPath Routing). To the best of my knowledge
this is the first protocol to combine these features.
The model generator takes a network topology and a message workload and generates a mathe-
matical model which represents the given state of the network including the available resources
in the network. The available resources are represented as constraints which must be met as-
suming that all of the messages are to be delivered in the given topology. Bottleneck-disjoint
paths from the senders to the receivers are computed and used to build up the delivery graphs
(the set of paths from a sender to the receivers) for each message flow. This information is
also used in the model. To the best of my knowledge this is the first such model that considers
message splitting and path splitting.
The model is used to find a routing approach which results in a message flow distribution which
is meant to avoid dropping packets given the resources in the network. The model is solved
with a linear programming solver and the solution tells us how to route the given workload of
messages. This means knowing how to distribute message flows across delivery trees such that
all traffic fits within the capacity of the network. The solution can be used to construct the
forwarding tables in a routing protocol and message traffic can be split accordingly.
This novel routing scheme is presented in the context of messaging middleware however, it can
be applied to general overlay networks. The bottleneck-disjoint path selection technique in
particular is completely independent from the nature of the protocol. The model could be used
for any overlay network with path splitting and message splitting.
A simulation of CAMPR was also implemented in a modified version of NS-3 which allows users
to use topologies from BRITE.1 In this simulation, the paths calculated were used to generate
the models and routing was performed according to the solutions to these models.
1http://www.nsnam.org/wiki/index.php/BRITE_integration_with_ns-3
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1.5 Preview
A small preview of the rest of this thesis is given. Starting with the next chapter, related work
in the area of messaging middleware (Section 2.2) is discussed. Work done on protocols in the
field of content-based networking (Section 2.3) is also looked at. Several different techniques
used to deal with congestion (Section 2.4) are discussed. First, congestion control schemes
applied in overlay networks are discussed, including a technique called backpressure – a hop-
by-hop feedback mechanism for signalling short-term congestion. These schemes mostly rely on
measuring available bandwidth in links and using rate limiting to slow down packet transmission
as a way to alleviate congestion. This should be avoided as there is no reliable and inexpensive
way to measure available bandwidth. Slowing down sending rates should also be avoided.
Backpressure is one technique used to deal with congestion. When congestion is detected
nodes send feedback back to the senders and the senders slow down their sending rates. This
approach adds extra control traffic, requires nodes to maintain extra state and does not always
improve network performance. Congestion control schemes do not prevent dropped packets.
In fact a problem with current congestion control schemes occurs when packets are dropped
due to congestion and a node signals multiple senders for retransmission. This will usually
result in dropped packets again as they will be retransmitted simultaneously. Expensive packet
retransmissions should be avoided.
One way of increasing the available capacity for a message flow is to split it across multiple
paths. For example two paths can be calculated between a sender-receiver pair and the sender
can split their message flow evenly across the two paths. This technique is called multipath
routing and the principles of this type of routing are applied to this work, splitting message
flows across multiple delivery graphs. Multipath routing has been shown to increase throughput
[BO07, WWK+07]. In fact multipath routing can also be combined with a congestion control
scheme, but a different approach is taken.
Many different schemes have been proposed which make different decisions regarding the dis-
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tribution of traffic across multiple paths. Another aspect of multipath routing is how to select
the multiple paths. The approach taken with regards to path selection is to use bottleneck-
disjoint paths. From experimental results, this proved to be the most effective path-selection
technique. Work done in this area is looked at in the context of routing in the application layer
with standard TCP running on each overlay path (Section 2.5).
Then the field of traffic engineering (Section 2.6) is looked at. This field has similar goals to the
goals of this work: reducing or avoiding congestion and load-balancing traffic. These techniques
are commonly used by ISPs in order to make the most of the network bandwidth they have
available for their users. Specifically, traffic engineering approaches where multipath routing
was used are looked at. The approaches in this field are similar to the approach of this work,in
that they treat this as an optimisation problem.
Some techniques used in the field of bandwidth reservation (Section 2.7) are discussed. Work
in this area aims to efficiently allocate network resources such that the demands of applications
in the network are met and a certain quality of service is provided. A few approaches where
multipath routing is used to achieve this are looked at. The goals of methods in this field are
similar to ours: to make the most of network resources in order to support a greater traffic
load.
The context of this work is a store-and-forward network in which multiple senders (publish-
ers) send messages to multiple receivers (subscribers). Each message may have many or no
subscribers. Messages are to be received as quickly as possible, and as efficiently as possible,
without overloading the network. Some assumptions are made in order to make this a tractable
problem, such as complete knowledge of the topology, which is common in non-distributed
schemes. Complete knowledge of the messages in the network is also assumed: which nodes
are publishers and which are subscribers. This assumption is common in publish-subscribe
networks.
The approach taken is to represent the state of the network, publishers, subscribers and the
messages as a mathematical model which can be solved using optimisation software. The
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solution of the model describes how to route messages. In this work, this means how much of
each message flow to send down which delivery graph; how to split the message flows. From
this forwarding tables can be constructed. The generation of the model involves calculating
(possibly multiple) paths between all the senders and receivers.
An example using a small topology and message workload are provided in order to illustrate how
the approach works in Section 3.2. This is used to give the reader an intuitive understanding
of some of the features of the protocol, such as message splitting and path splitting without
getting bogged down in details. The running example has three parts of increasing complexity:
a one sender and one receiver scenario, a one sender and multiple receivers scenario and lastly,
a multiple senders and multiple receivers scenario. The concepts presented informally in the
example are then formally defined in Section 3.3.
The goals of this approach are discussed in Section 3.4. The overall goals are maximum flow
and minimum latency. This can be described as routing as many messages as possible from
senders to receivers as quickly as possible. This is to be done on a global scale, for all the
senders and receivers in the network.
These two goals often have different solutions. Achieving maximum flow is attempted through
two different subgoals. One is to minimise network usage, sending messages using as few links
as possible. The other subgoal is load-balancing. In the load-balancing approach, messages are
spread evenly across as many links as possible. The minimum latency goal implies using fast
links to route messages. This is treated as a secondary goal, using paths with enough capacity
for a particular flow of messages over a faster path.
The path selection and path ranking techniques used are discussed in Section 3.5. Path ranking
refers to selecting k paths for a sender-receiver pair from all available paths. At first, an early
attempt at ranking paths according to their capacities is discussed. Then, the latency ranking
approach which does not take capacity into account is looked at. Even though capacity is
not taken into account when ranking the paths, the selected paths are bottleneck-disjoint
with respect to capacity. Finally, another attempted approach which was again using latency
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ranking, but subsequent paths are accepted only if they have a greater capacity is looked at.
The bottleneck-disjoint approach was the most successful.
The mathematical models which are generated using the state of the network and the selected
paths are defined in Section 3.6. There are models for two goals: minimum network usage and
load-balancing. At first the optimal models are discussed so that the reader knows the ideal
goals to be achieved. These models are intractable so they could not be compared directly
against the suboptimal models. After this, the suboptimal models are discussed, which are
the ones actually used. A model which was used to count the number of undelivered messages
using a traditional overlay routing approach which has no path splitting is also discussed. This
model was used to show that congestion occurs when using a single path between senders and
receivers.
The evaluation framework used is discussed. This includes the evaluation process (Section 4.2),
the various parameters explored and the environment used (Section 4.3). Results from the
two suboptimal models discussed previously (minimum usage and load-balancing goals) are
presented, showing how many paths it takes to find a feasible routing solution given a message
workload and topology. Graphs from these models are included, showing the time taken to find
these solutions.
Graphs using the model which is meant to represent traditional overlay routing are presented
in Section 4.4. These graphs show the number of undelivered messages with different message
workloads. As a large parameter space was explored, only a subset of the graphs is presented
and analysed.
The implementation of a simulation of CAMPR is described, showing that multipath routing
can be performed according to the solutions of the models using path splitting and message
splitting in Section 4.5. The models do not take into account time, so this was done to verify
that their solutions can be used to actually build a routing protocol and distribute message
workloads appropriately.
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The routing process is explained, including how message splitting and path splitting are imple-
mented, as well as how the solutions of the models were used to construct the forwarding table
in Section 5.2. Simulations were run with various parameters for both the minimum usage and
the load-balancing goals, discussed in Section 5.3. This simulation can also be used to make a
prototype of CAMPR with minimal changes, however, this is left as future work.
Finally, areas in which this work can possibly be applied are discussed in Section 6.2. As the
core routing process is not directly tied to any particular network or protocol, so it can be
applied to other fields as well. The limitations and scalability of CAMPR are discussed in
(Section 6.3) and possible routes for future work are discussed in (Section 6.4).
Chapter 2
Background
2.1 Introduction
In this chapter, related work in the fields of messaging middleware, content-based networks,
congestion control, multipath routing, traffic engineering and bandwidth reservation are dis-
cussed, as research carried out in these fields aims to solve similar problems. This work ex-
plores some problems faced in these fields: congestion, dropped packets, network utilisation
and load-balancing. As CAMPR combines ideas from these fields into a multicast multipath
congestion-avoidance routing scheme with message splitting, some unique challenges are also
faced.
2.2 Messaging Middleware
The popular messaging middleware Tibco [Bro11] provides a multicast message delivery service,
but this relies on IP layer multicast, i.e., the network must be multicast-enabled. Tibco also
provides traditional message delivery, where delivered messages are acknowledged and if not
delivered, the sender attempts to resend them. However, in the multicast message delivery
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service, there is no message receipt acknowledgment, so a network failure or dropped message
due to congestion can cause many undelivered messages, which will go undetected.
In [GE09] a messaging middleware that is meant to satisfy the needs of real-time enterprise
applications is presented. This relies on the publish-subscribe paradigm. There is an event
queue for publishing applications and an event queue for subscribing applications. The queues
represent activities controlled by the scheduler. There are two types of schedulers, Weighted Fair
Share (WFS) and Earliest Deadline First (EDF). The WFS scheduler allows an administrator
to set different rates to the different queues, and offers more flexibility than EDF, but it is non-
trivial to find the settings which will lead to a desired performance level. The EDF scheduler
attempts to minimise the maximum lateness and can find this without configuration. This
is implemented in Java and experiments measuring end-to-end latency and throughput are
performed. The focus of the work is on low latency, but perhaps this could be improved if
congestion avoidance and the underlying paths chosen for sending messages were considered.
A QoS-aware publish-subscribe message-oriented middleware is presented in [WBW11]. This
system uses mirror brokers to provide redundancy in case of faults in the network. This middle-
ware also performs overlay multipath routing. Rather than distribute traffic across the multiple
paths, they are used for redundancy. Similar to CAMPR, traffic is allocated in such a way as
to avoid overloading brokers. Source-routing is used and end-to-end delay measurements are
performed and used as the basis for the overlay routes. The goal is to maximise delivery rate.
This system supports criticality levels and a maximum delay for each topic.
The authors state that service degradation typically occurs when traffic increases and brokers’
processing rates are exceeded. If congestion causes a path to no longer satisfy QoS requirements,
a new path is calculated. In this sense, the protocol is a reactive one, waiting for packets to
be dropped. The authors do not discuss this, but typically in approaches which use only delay
to determine paths, some oscillation between the choice of paths occurs. The authors mention
that in the future they will create a model which also takes into account the brokers’ capacities.
In [ASD09], a self-healing messaging middleware is discussed. This publish-subscribe messaging
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middleware uses a hierarchy of topics to organise messages. The system can detect faults, which
include network faults, congestion, security vulnerabilities and others, and recover from them
automatically by using a new instance of the system. The system also learns from these faults,
constantly improving, adapting and tuning itself so that it can prevent or better react to future
faults. This is an interesting idea and distinguishes this work from other middleware messaging
systems.
In some sense it is a reactive system, relying on faults to improve itself, however, it also
proactively tries to minimise future faults. The system provides QoS, with some of the QoS
metrics being latency and loss rate. Redundant publishers are used to increase resiliency. The
system probes the network to measure loss rate and packet delay and when an anomaly is
detected, the probing rate is increased. When loss is detected, relay brokers are used between
the nodes experiencing the loss. The authors state that through these probes a view of the
entire network is maintained and that this messaging middleware scales up to tens of nodes
In [ETR+13], messaging middleware’s performance is evaluated in virtualised environments,
such as the cloud computing service provided by Amazon. This paper cites work published
in 2010 which also evaluates Amazon’s cloud service, observing unstable network throughput.
In this paper, the authors set up a testbed with similar hardware to Amazon’s in order to
measure the performance difference of the messaging middleware due to the cloud network. The
messaging middleware compared uses TCP. The results indicate current messaging middleware
systems need to become more efficient to overcome the overhead incurred by cloud networks.
Cloud service providers are deploying high-speed networks to try to solve the current latency
issues, but perhaps messaging middleware also needs to be adapted to this context.
A middleware system to deal with congestion faced in cluster computing is discussed in [SM12].
This is a centralised approach and is implemented in Java. This system relies on code mobility
to minimise the amount of communication required. This is an interesting idea, and various
problem sizes have been evaluated, but the system is only tested on clusters of up to 11 nodes.
As the number of nodes increase, the communication overhead increases.
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A global event notification middleware called Herald is presented in [CJT01]. In this system
events are data provided by publishers for a set of subscribers at some point in time. This data
is not interpreted by Herald, nor are filtering or complex subscriptions supported. In-order
delivery is also not guaranteed. This work focuses on scalability issues and aims to be resilient
like the Internet, functioning even when parts of the network are down. This is done through
a federated approach. The design approach is having a simple base layer which is very scalable
and multiple higher-level layers which provide additional functionality.
A goal of this work is to be scalable in the number of subscribers and publishers, subscriptions,
delivery rates and federated domains. Another goal is automatic adaptation to load patterns
and changing resource availability. The authors note that overlay networks are an effective way
to distribute content to many interested parties and therefore dynamically generated overlay
network is used between Herald nodes for even distribution from publishers to subscribers.
Multicast-style overlay communication is used to prevent the same data being transmitted over
a network link multiple times. Load-balancing is done reactively. When too much traffic occurs
at a machine in the system, some or all of this traffic is shifted to another machine. The
authors point out that the system must be able to support rapid changes in load due to sudden
popularity increase.
The publish-subscribe middleware, Proxy, used in CERN is described in [SYD13]. Proxy re-
placed a middleware system which was not able to keep up with the increasing demands of
the data intensive applications used at CERN. This low-latency system is written in C++ and
uses CORBA (Common Object Request Broker Architecture)1. Each subscriber has a sepa-
rate message queue so that slow consumers do not block other clients. The system is made of
up of 26 servers and has been deployed since 2009. The API from the previous middleware
was not allowed to change and so Proxy wastes about 50% of CPU time performing unneeded
serialisation and deserialisation.
The Advanced Message Queuing Protocol (AMQP) is described in [O’H07]. This is an open
1http://www.corba.org/
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topic-based publish-subscribe messaging protocol and implementations from different providers
are interoperable. This came from the need for an open standard for messaging middleware
systems after the author was continuously faced with solving the same problems. It is common
for large organisations such as banks to develop their own messaging middleware systems, but
as there was no standard, these systems come and go. The AMQP middleware can work
on different network transports including TCP and UDP and messages of unlimited size are
supported. Different message priorities and QoS levels are also supported. Network flow control
is done by receivers who ‘issue credit’ to links to avoid receiving too many messages [ASB10].
There are several implementations available, and one particular implementation of this protocol
called Apache Qpid is described in [Kra09]. This supports direct addressing, publish-subscribe
topic-based addressing and XML-based addressing. The article mentions that although in
theory, implementations from different vendors should be interoperable, in practice they support
different versions of the standard and have different options, so it is best to use brokers and
clients from the same vendor.
The Apache Qpid system is benchmarked in [SMN+08] for various numbers of publishers,
subscribers, message sizes and addressing types (called Exchange types) as well as a stock
market simulation. The authors mention that the centralised design of AMQP is a significant
bottleneck to the scalability of the system. As the number of consumers increase, the achievable
message rate decreases for all Exchange types and the CPU utilisation at brokers is a bottleneck.
The authors advocate the need for distributed brokers to alleviate the performance bottlenecks.
A cloud-based messaging middleware called Cloudqueue is presented in [SS12]. The authors
claim that existing middleware systems are insufficient to support applications in the Internet
of Things. This messaging middleware is based on the Apache Hadoop project2. This project
provides a simple way to process large data sets across clusters of computers. The authors
claim that Cloudqueue is more scalable than traditional messaging middleware systems and
provides higher throughput. It also provides cross-data-center messaging and handles node
2http://hadoop.apache.org/
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failures. Cloudqueue relies on the distributed filesystem provided by Hadoop to provide a
message persistance layer. The authors compare their work to ActiveMQ, an implementation
of AMQP. In the results shown, Cloudqueue provides better throughput and reacts better to
node failures.
A service-oriented messaging middleware is described in [HZZ+09]. Service-oriented architec-
ture is an architecture design pattern in which independent software components are used
to provide functionality to applications as a service. This messaging middleware provides a
messaging service layer between heterogeneous enterprise applications, guaranteeing reliable
messaging. It is divided into three parts: a message processing handler, which is responsible
for messaging sending and receiving, a common service, which handles routing, and a privacy
layer, for encryption and description of messages. This system supports different priorities for
messages. A mobile e-commerce use case is presented. A user uses their mobile phone to pay
for an electronic document and a third-party company is responsible for providing reliable fund
transfers. The authors claim that in this case, the mobile operator, document provider and
payment handling company can all use their messaging middleware as it is service-oriented, and
that a traditional messaging middleware system would not be suitable as it does not provide
cross-enterprise application integration.
Another service-oriented messaging middleware is presented in [JSK+11]. This system is called
the National e-Governance Service Delivery Gateway (NSDG) and is used for messaging be-
tween government departments in India. Services have been integrated at the national, state
and local government levels. Using this middleware has given the government great flexibility
in integrating its heterogeneous services. Before the introduction of this middleware, there
was a tight coupling of the systems involved and many different communication protocols were
being used. Among louser coupling, other benefits include authentication between services,
nationwide interoperability, prevention of data loss and transaction management with logging
and auditing. The middleware only reads the part of messages that it needs for routing and
authentication, while the message bodies are read by the appropriate service. The authors
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claim that this middleware can scale up to 1000 messages per second with an average payload
of 60 KB.
A method for verifying publish-subscribe messaging middleware is discussed in [JBB12]. This is
done by representing the messaging middleware system as a finite state machine and verifying
its constraints through model checking. The work checks that delivery guarantees are met as
well as reconfiguration of the system after failures. Things like loops in routing tables are also
checked for, to ensure that messages do not go through brokers through which they have already
gone through. This works for cases where there are few brokers, or where the system can be
broken down into smaller sub-systems, otherwise there are too many states to represent. The
number of topics can lead to state explosion as well. As the current model does not consider
time, the dynamic joining and leaving of publishers and subscribers cannot be modelled.
A publish-subscribe messaging middleware called Harmony is presented in [KKY+10, YKK+09].
It is QoS-aware and is targeted at wide-area networks. This messaging middleware supports
performance requirements such as throughput and latency per message topic. This work eval-
uates the system using three different path selection techniques:
Proactive best-path Periodically search for the lowest latency path by probing paths.
Reactive QoS-aware Search for a better path when a latency constraint is violated.
Multipath Send topics across multiple paths.
Note that the multipath routing used in Harmony is used for reliability. Traffic is not distributed
across multiple paths as in CAMPR, but is duplicated across them, sending the same data in
parallel. Harmony aims to prevent QoS violations occuring due to delays caused by congestion
through this duplication. The paths are ranked by latency and the two shortest paths are used
for the multipath path selection technique.
Harmony uses a custom data transport layer called Tempore, which uses UDP multicast if
available, otherwise unicast is used. The benefits with respect to end-to-end delay and message
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loss, and the costs with respect to traffic are discussed. The authors wanted to identify which
path selection technique is suitable for which network conditions. Harmony was deployed in
a wide-area air surveillance data distribution system and smart electric grids and was tested
on a 5-node network testbed. Using multiple paths typically showed smaller end-to-end delay
as compared to the other path selection techniques, but at the increased cost of more traffic,
as the messages are duplicated. This technique also gives the least message loss. When the
link delays in the network are quite variable, the reactive QoS-aware path selection technique
is suitable, while the multipath technique is more suitable if packet loss is an issue.
2.3 Content-Based Networking
Content-based networks are another type of messaging middleware. In content-based net-
works, messages are routed according to their content rather than explicit addresses. As in
traditional messaging middleware, the communication pattern in content-based networks is
publish-subscribe. This sections discusses work done in this field.
Researchers from Palo Alto Research Center (PARC) argue that in the future an “Assurable
Global Network” (AGN) will replace the Internet and this AGN will be “a secure content-centric
network.”[JMSGLA07] They describe some properties of this type of network: [JMSGLA07]
Mappings This network will store mappings between names and data items and users will
be able to retrieve the data item through a name query. Only the producer and those
authorised by the producer will be able to change the mapping between names and data.
Attributes The data in the network will have attributes such as associated security keys or
the type of data. Type information will allow the network to prioritise based on type.
Replication The data will be replicated across the network for resiliency and efficiency.
Integrity All data inside the network will be immutable, versioned and signed by its producer.
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Since the data itself will be signed, it is not trusted based on the channel it arrived on.
This means the data could be authenticated and delivered by anyone in the network.
Security Since the network will determine where information should flow on its own (admin-
istrators will not be able to input control information into the network) there will be no
way to manipulate information flow accidentally or maliciously. There would be no need
for so many layers of management infrastructure, for example DNS, which is a security
risk as it is unauthenticated.
Feedback The network will collect feedback about the data in its nodes. For example if a
malicious node sends “bad” information in response to a query and the receiver of the
data detects this, this information will flow back along the path it came from, informing
nodes along the way that the malicious node should be excluded from transmitting any
further information.
This team proposes deploying this AGN as an overlay on existing IP networks, but wants to
eventually replace them with a native routing layer. They have a basic 3 year plan of how to
do this: [JMSGLA07]
1. Develop the routing and key distribution protocols for use in the content-centric network;
2. Deploy a testbed with applications running on top of the content-centric network and
seek out users of the testbed;
3. Gather feedback from use of the testbed and iteratively improve its design and algorithms
based on this feedback.
Lately there has been progress on this protocol described in [JST+09]. A homepage has been
created for Project CCNx3 where the specification, documentation and implementation is avail-
able. There are two types of messages in the protocol: Interest and Data messages. They
3http://www.ccnx.org
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are transmitted as efficient binary representations of XML. A comparison of the CCN stack
versus the TCP stack is shown by downloading a file to multiple sinks. As the number of sinks
increased TCP’s download time increased linearly, but CCN’s time remained constant.
To show that conversation-style communication (such as that done in IP networks) can still
be done in this type of network, the team has implemented Voice over IP (VoIP) for this type
of network: Voice over Content-Centric Networking (VoCCN). This is described in [JSB+09].
Beyond emulating VoIP, this application can route calls to all destinations where they are likely
to be answered.
Subbiah et al. propose a content-based network that works on top of multicast, however issues of
scalability are mentioned and no concrete implementation or benchmarks are provided [SU01].
However they do mention the need for a “Content Broker.”
In [CCK+08] Cho et al. discuss applications of content-oriented networking. The paradigm
shift towards content delivery is mentioned, citing peer-to-peer networks as an example where
users are not interested in the source of the data but only the data itself. The inconsistency
between the Internet architecture and its use is mentioned, and Cho et al. propose rebuilding
the Internet to reflect its usage style more closely. Performance improvements and increased
flexibility are mentioned as advantages of a content-oriented network. The closest source to a
request that satisfies it can respond with the data, and also content-oriented networks allow
for an easier implementation of multicast. The main advantage presented is that users of a
content-oriented network have greater data accessibility and do not have to spend a lot of time
searching for the information they need. They mention that they have started work on this
network architecture.
In [BMVV05] Baldoni et al. propose an architecture that allows for a publish/subscribe system
as an overlay with a novel multicast primitive which is more efficient than the standard unicast
primitives used in such networks. They associate a key with each node in the overlay network
and perform, routing based on this key. Multiple keys can be bound to the same node and
the algorithm for the multicast primitive relies on this. The benchmarks provided do show an
2.3. Content-Based Networking 42
improvement with respect to the number of hops required to deliver messages over traditional
unicast.
In [DGD05] Duan et al. discuss the design of network protocols in regards to traffic push or
pull and how this relates to unwanted traffic. They compare the sender-push and receiver-pull
traffic delivery models. They cite SMTP as an example of the sender-push model and HTTP
and FTP as examples of the receiver-pull model. The general conclusion is that receiver-pull is
preferred because it puts the receiver in control of the data they receive and when they receive
it. Also the data will be exactly what the person wants and they are more likely to trust it if
they themselves expressed interest in it. This prevents unwanted traffic such as spam.
In [SL04] Song et al. discuss a new system called “CBRBrain” to perform content-based routing
over the Internet backbone. This is contrasted with peer-to-peer networks where each member
of the network acts as a router. Several disadvantages of doing routing at the edges of a network
(as in P2P networks) are presented:
Not all hosts are equal however all hosts have to perform the same functions despite widely
differing computing power and available bandwidth;
Dynamic topology of end hosts frequently changes and this has a high maintenance overhead
for routers;
Selfish hosts can deny relaying data to other hosts to save bandwidth and thus act as choke-
points.
The CBRBrain system basically relies on pure routers and separates hosts from routing, finding
the desired content on behalf of users and then connecting them anonymously or giving them
enough information so that they can connect to each other. As the network is made up of
pure routers, the topology rarely changes and selfish hosts are not a problem since they are not
doing any routing themselves.
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In [CCP08] Castelli et al. propose a system called HyperCBR that would allow large scaled
content-based routing. They argue that most content-based networks are based on a tree-
shaped overlay network, with content subscriptions being broadcast; such an approach does
not scale. Their method involves routing subscriptions and events on different partitions of
the network space, which is divided into a multi-dimensional grid. For example, in a two-
dimensional grid, subscriptions could be routed on the rows and events on the columns. They
apply their implementation to content-based search in peer-to-peer networks and content-based
publish/subscribe. Benchmarks were performed against Siena4 and show that HyperCBR out-
performs it, not just in very large scale networks, but also in smaller networks with less than
1000 nodes.
This same team of researchers have developed a model of the cost of content-based communica-
tion described in [CCP07]. They claim the model approximates simulations for networks with
over 100, 000 nodes to within 3% and in most scenarios to below 1%. This allows researchers
to not have to wait for results from simulations and can instead test their protocols based on
the model.
In [RFH+01] Ratnasamy et al. describe a scalable content-addressable network (CAN). They
propose applying the idea of hash tables to all of the data on the Internet, citing peer-to-peer
networks as an example of networks that could be improved by this technique. Each node of
the CAN will store a zone of the entire hash table and requests to insert, delete and lookup
data are routed towards the node whose zone contains the hash key of the data. The authors
cite routing with over 260, 000 nodes with less than twice the IP path latency and are currently
building a file sharing application that will use CAN.
In [JF08] Jerzak et al. propose the use of Bloom filters for routing. They implement their
algorithm on top of the publish/subscribe platform Siena. Bloom filters are used to determine
whether a message matches a predicate. The idea behind Bloom filters is that an array of m
bits can be used to represent n elements. There are k hash functions which take an element
4http://www.inf.unisi.ch/carzaniga/siena/index.html
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and produce a hash of index positions. Adding an element means setting the k bits of the
array indexed by the hash of the element. Bloom filters can result in false positives (but not
in false negatives), but the implementation presented produces an acceptable false positive
rate. False positives would occur when elements have the same k hashes. To check whether a
predicate matches a message, pass the message to the k hash functions and check that the bits
of the array at all the indices of the hash have been set. If any of the positions in the array
are 0 then the message does not match that predicate. Another optimisation proposed is to
eliminate content-based addressing at all but the incoming router or directly at the publisher.
For a different predicate matching algorithm see [Bit06]. The implementation has been made
available as XSiena.5
In [EEM04] Eliassen et al. investigate how content-based networks could be used to deliver
streaming video while providing receivers with fine-grained control over the videos they can
subscribe to. Video publishers send data for every frame of the video thus allowing users to
receive only the parts of the video in which they are interested.
A content-based routing (CBR) protocol made by modifying the Siena pub/sub system is
described in [BBQV07]. The brokers are organised such that those with similar interests are
close together. The overlay organises itself when subscriptions change taking network latency
into account. So it induces topology changes rather than reacting to them. This is evaluated
using J-Sim6 and various distributions of events (publications and subscriptions). This protocol
provides up to 33% reduced event transmission cost (in terms of hops to subscribers) compared
to default Siena routing.
In [VBB03] Beraldi et al. describe a self-organising overlay for CBR which groups brokers
with similar interests together. The CBR protocol described here uses Siena and has some
interesting characteristics. A measure of similarity between subscriptions is defined, called
associativity. The subscriptions hosted on brokers are called zones and on a new subscription
the zone increases, and on an unsubscribe event it shrinks. Associativity between brokers is the
5http://wwwse.inf.tu-dresden.de/xsiena
6http://sites.google.com/site/jsimofficial
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overlap between their zones. A broker’s overall associativity is the sum of the associativities
with each of its neighbours. When a broker receives a new subscription, this is an opportunity
for it to increase its associativity by connecting to a new neighbour (and disconnecting from an
old one if necessary to maintain an acyclic network). If a broker’s zone decreases, this process
is applied to one of its neighbours.
The protocols described in this section are slightly different from CAMPR, in the sense that
subscriptions are not treated as queries for content sent over the network. An exception is
PARC’s content-centric networking protocol. The other protocols more closely resemble RSS
usage patterns, whereas the protocol we are building is used in a way that is similar to a Google
search query. Nevertheless, the fundamentals are still the same, messages are matched at each
node to users’ subscriptions expressed as predicates. That is the forwarding is unchanged,
however the way forwarding tables are constructed, the routing, is different. Just like traditional
networks, these types of networks also face congestion problems. Some schemes that attempt
to alleviate congestion in networks are now disussed.
2.4 Congestion Control
Multicast congestion control in overlay networks is a simpler problem than congestion control
in general. This is because in overlay networks multicast is performed by using the unicast
services provided by the network. This amounts to congestion control between adjacent nodes
in the overlay network. It has been shown in [UKB02] that overlay multicast congestion control
schemes outperform end-to-end multicast congestion control schemes. The throughput does
not decrease as the number of receivers increase. In this section, congestion control in overlay
networks and a particular technique called backpressure are looked at.
The crudest way of determining congestion in a network is to measure packet loss. As an
upgrade to this method, various tools have been developed for measuring the capacity and
available bandwidth of links [PMDC03]. These tools usually rely on some form of probing
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packets, which can be expensive. Some routing protocols rely on this type of information to
determine how congested a network is [LBS+08, ZDA06].
One particular congestion control protocol presented in [PB03] also uses this type of informa-
tion. This protocol was implemented within the Gryphon pub/sub system.7 This protocol does
not use packet loss to detect congestion. It adjusts the sending rate to that of the slowest link
or broker in the network. Note that it does not adjust rates based on the slowest subscribing
application, because this could potentially be slowing down the network maliciously. The proto-
col uses feedback from publishers to subscribers. The paper shows a scenario in which the lack
of congestion control causes subscribers to stop receiving messages because of queue overflow.
The broker which experienced the overflow asks the publishers for retransmission, but many
of the retransmitted packets are also lost. To solve this, the protocol has two types of con-
gestion control: limiting the publishing rate and limiting the rate at which subscribers request
retransmission of lost packets. Both types were added as extensions to Gryphon’s guaranteed
delivery service. The protocol was evaluated by simulating network failures by disconnecting
brokers and simulating congestion by limiting the available bandwidth on links. Results show
that queues remain small while the protocol prevents congestion from building up.
Central to these types of schemes is having an accurate method of measuring the available
bandwidth of links. The problem with using available bandwidth as a congestion metric is that
it is expensive to calculate and worse, most methods are inaccurate. Another problem with
using this metric is that less powerful nodes attached to fast links will get lots of traffic routed
through them and as a result may become overwhelmed. The lack of processing power at nodes
is something that bandwidth or capacity measurement techniques cannot take into account and
so, if this is the only metric used, congestion can still occur at these nodes.
Backpressure is another type of congestion control used in overlay networks. It is a hop-by-hop
mechanism which provides feedback when links become congested to notify senders to slow
down or stop transmission. Some protocols have been proposed making use of this type of
7http://www.research.ibm.com/distributedmessaging/gryphon.html
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congestion control [NT99]. Backpressure can also be combined with an end-to-end congestion
control scheme [ZT10].
In [KGL00] Karol et al. describe a protocol that uses backpressure to prevent networks from
dropping packets at congested times. These types of networks often have deadlocks and live-
locks. The authors prove that their protocol is deadlock- and livelock-free. They define the
following terms:
deadlock-free A network is deadlock-free when there are arbitrary packets in its buffers and
these are guaranteed to be delivered in a finite time if no new packets arrive.
livelock-free A network is livelock-free if when arbitrary packets arrive into the network, and
there are packets in its buffers, all packets are guaranteed to be delivered in a finite time.
The technique used in the protocol is called selective backpressure. When the network is not
congested, all packets at a sender are eligible to be sent and can be selected by the scheduling
algorithm. When the receiver’s buffer fills up, this protocol restricts the set of packets that are
eligible to be sent This is done by the receiver sending transmit feedback back to the sender.
This allows the protocol to work with other protocols because the original packets do not have
to be modified.
Basically there are classes of packets that may be sent out to a particular destination. Nodes
maintain tables of the level of traffic they are allowed to sent to a particular node. A packet
may be sent to a destination if the level of the packet is not less than the level stored for that
destination. This level may change from hop to hop as the packet travels through the network
because when a node receives a packet for a particular destination, the packet’s level becomes
that which the node has stored for that destination or one plus the most recent transmit
feedback value received (whichever is greater). Thus a packet’s class can be changed as it flows
through the network.
The technique described here works on a hop-by-hop basis. It is based on buffer availability at
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the receiver, not on available link capacity. The buffer is divided into the classes corresponding
to the levels. There are D levels where D is the maximum hops a packet may travel through the
network. The idea is that the transmit feedback value sent by receivers is determined by buffer
availability. The transmit feedback value is j where j is the highest buffer number (or level)
that has enough room to store a packet with the maximum packet size used in the protocol. If
such a buffer level doesn’t exist a transmit feedback value of zero is sent.
This technique deals with short-term congestion overflows and deadlocks. The authors suggest
combining their approach with a end-to-end congestion control scheme to solve this.
In [ZT10] Zolfaghari et al. describe a hybrid end-to-end and backpressure approach to congestion
control. Congestion control algorithms are classified according to where the control decision is
made. Backpressure is a hop-by-hop mechanism. It reacts to congestion on a short term time
scale. In end-to-end congestion control algorithms, the source decides how to act. Congestion
information is fed back through the network (this can be explicit or implicit).
[ZT10] lists some of the disadvantages of backpressure-based networks:
• lack of fairness
• unnecessary spread of backpressure feedback to more than one hop in the reverse direction
• possibility of deadlocks
Another problem mentioned was that when using backpressure networks, you need to maintain
state at each intermediate node for each flow and this does not scale.
The protocol designed in [ZT10] was meant for connectionless networks. The backpressure in
this protocol handles short-term congestion from traffic bursts while the end-to-end congestion
control handles the longer term behaviour of the network. The algorithms work independently
and the backpressure mechanism does not interfere with the end-to-end scheme.
[ZT10] states that to evaluate congestion two things are necessary:
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• For each link, there must be a way to observe the congestion on an ongoing basis
• A way to transfer this information to sessions (series of packets) traversing the link
The algorithm does this in an interesting way, instead of using local information available to
the routers such as queue length, sessions are designed such that they communicate their rate
to the links in their paths. This information is used to estimate the flow at each link.
When arcs are added to the network, their capacity is calculated. This remains constant.
When messages are generated, their size is known and this is the only thing affecting the
residual capacities of the links. Therefore a source will know the amount of flow it has to send
through the network. A source can maintain the amount of flow it has sent through a particular
path (perhaps until acknowledgment is received from the destination of the message) and use
this to figure out the path to send a message. The source assumes that it is the only user of
the link and therefore no actual measuring of flow is needed as it’s already known, it just needs
to be transmitted through the network.
Noureddine et al. provide an analysis of backpressure schemes used in LANs in [NT99]. They
split the schemes into three components: congestion detection, notification and control actions.
Nodes must monitor the network and determine when congestion has occurred and also when
it has ended. When a node is congested or is no longer congested it must notify other nodes.
The paper mentions three types of notification schemes. In a simple scheme the flows involved
in the congestion are not distinguished. In a class-of-service-based scheme nodes notify others
about the class of the congested buffer, so that only this class is affected. In a destination
address-based scheme the MAC address of the destination for the flow is communicated to
other nodes. The control action considered here is the stopping and resuming of transmission
until an explicit cancellation message is received.
[NT99] mentions some of the disadvantages of the flow-control performed by TCP such as unfair
bias against bursty sources and expensive timer-based congestion detection. Backpressure can
be used to avoid these, but also some scenarios are identified in which backpressure degrades
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the performance of the network. The authors argue that flows need to be distinguished and
this calls for the MAC address backpressure technique described above. This also needs to be
combined with the traffic class information so that different traffic classes do not slow each
other down.
The problem with backpressure schemes are that they require significant overhead. Nodes
need to maintain state for each receiver of each flow. Backpressure also adds unnecessary
control traffic and sometimes does not improve network performance. Another factor is that
backpressure is difficult to implement in such a way that it will never cause deadlocks or livelocks
[KGL00]. Another problem with current congestion control schemes occurs when packets are
dropped due to congestion and a node signals multiple senders for retransmission. This will
usually result in dropped packets again as they will be retransmitted simultaneously.
For these reasons, other ways of attacking the congestion problem were looked at. One technique
used to increase throughput is sending messages along multiple paths between a source and a
destination. Some work done in this field is now looked at. In Table 2.1 a summary of the
features discussed in the following sections is presented. This compares protocols for multipath
routing, traffic engineering and bandwidth reservation with CAMPR.
2.5 Multipath Routing
Current overlay routing protocols calculate a single shortest path between source and destina-
tion pairs. Paths with fast links will be used disproportionately more than the buffer space
along those paths allows. Available network resources for a message flow are constrained only
to those available along the shortest path. This leads to congestion and a decrease in through-
put. Note that much of the early work done in the field of multipath routing tends to focus on
reliability and error recovery, thus the term multipath routing in that context tends to mean
using multiple paths to send the same data for increased redundancy, rather than splitting the
data across multiple paths to increase throughput or avoid congestion. In this section, multi-
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Distributed Load-balance Min. Usage Disjoint Paths Msg. Splitting
[WWK+07] X
[MFC08] X
[IUY06] X
[IN02] X X
[BO07] X X
[XJT09] X
[MP09] X
[NZ01] X X
[AMG05] X X
[EJLW01] X X
[HBCR07] X
[KKDC05] X X
[ER04] X
[SWW+04] X X
[ABIS06] X
[SKY11]
[ABKM01] X
[HWJ05] X
[LG01] X X
CAMPR X X X X
Table 2.1: Feature comparison of the protocols discussed in Sections 2.5, 2.6 and 2.7
path routing as used in overlay networks, to divide rather than replicate traffic across multiple
paths is focused on.
A way to overcome this is to allow for messages to be split across multiple paths from a sender
to a receiver – multipath routing. This technique can alleviate congestion by providing more
resources for a message flow, thus increasing throughput. It has been shown in [HSH+06] that
a multipath approach can be combined with a congestion control scheme to achieve greater
throughput than that possible through a single-path approach. Much work has been done on
multipath routing and various protocols have been proposed. In [OIM09] it has been shown that
generating many alternative paths can be efficiently done. An improved protocol is presented
in [CER12] which also allows for link failures.
This type of routing in the context of the application layer is talked about. There is also
work on multipath TCP, but this field deals with other problems which are not relevant to this
work. For example, in order delivery and deployment issues. Splitting traffic across multiple
overlay paths, with standard TCP running on each overlay path is focused on. To the best of
my knowledge there are no multipath routing protocols that deal with message splitting (see
definition 3.3).
A distributed approach to multipath routing is presented in [WWK+07]. This uses a heuristic
to iteratively select paths and control the sending rates along the selected paths. This approach
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has a different goal from most approaches: it aims to maximise the sending rate of sources rather
than minimum network usage or load-balancing. Sources probe paths for available bandwidth
and accordingly decrease or increase their sending rates. Source nodes use local information
to do this, so the algorithm is distributed. Due to complexity, two randomised methods for
selecting paths are used. In the first method, sources randomly choose k paths. No knowledge
of the network is required for this method. In the second method, paths are chosen with a
probability proportional to the available bandwidth in the path. If demand requirements are
not met, paths are iteratively reselected until the requirements are met.
In [MFC08] a routing protocol which uses the Ford-Fulkerson algorithm is proposed. This
protocol calculates disjoint paths between source and destination pairs, ranks them according
to length and then distributes traffic among them in a round-robin fashion. As network load
increases, less end-to-end delay is observed using multiple paths versus using single paths. This
approach is then combined with a congestion detection mechanism in [MCM09].
An interesting approach to multipath routing is presented in [LBHO05]. The algorithm pre-
sented has similar computational complexity to Dijkstra’s algorithm. All paths between source-
destination pairs are computed and then packets are routed with a certain probability across
these paths. The algorithm computes the next-hop probabilities. This approach partitions
the network to reduce complexity. Nodes work with incomplete topology information to make
routing decisions. The authors argued that by partitioning the network into components which
are well connected, this does not reduce the quality of the routing as compared to protocols
which have full knowledge of the topology.
In [IUY06] a multipath routing idea is presented which allocates paths in a similar way to
this work. The path distribution problem is treated as an optimisation problem. A model is
generated and a solver is used to allocate bandwidth according to two goals: link usage and
allocating bandwidth fairly. The work is evaluated on small topologies, the largest one has only
24 nodes. The model used with CAMPR scales to larger networks. This work also uses link
bandwidth to constrain the model variables.
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A model similar to one of the original optimal models is presented in [IN02]. This paper
mentions the fact that these models are very slow to solve, even for tiny networks. Also the
models do not accurately portray the network state, as rounding and truncating has to be
performed, leading to errors in flow allocation. The authors propose a heuristic approach
which approximates the solution of the models. This was one of the problems faced with initial
models. See Section 3.6.1 for more details.
In [BO07] it has been shown that treating the multipath routing problem as an optimisation
problem can give more efficient results than a heuristic approach. A distributed approach to
multipath routing is presented in [XJT09] which also uses an optimisation technique. In this
approach nodes can make routing decisions locally without knowledge of the entire network
topology. This approach is evaluated on topologies up to 200 nodes. Another distributed
approach is shown in [MP09]. In this work shortest paths are ranked according to available
capacity in the links. Using this approach in CAMPR, the results were not very good. See
Section 3.5 for more details on path selection.
The multipath routing scheme presented in [NZ01] uses a hybrid approach for traffic allocation.
Paths are selected based on global information, but traffic is divided among them using only
local information about available bandwidths in the paths. Although traffic is split among
paths differently, the idea to use bottleneck-disjoint paths in CAMPR comes from this paper.
For more about the path selection technique see Section 3.5.
In [ABKM01] a resilient overlay network (RON) is described. The focus of this work is on
reliability. RON probes and monitors paths, checking their quality, considering latency, packet
loss rate, and available throughput. A link-state routing protocol is used to disseminate this
information. The authors claim that RON can usually route around failures using just one
intermediate hop. The secondary goal of RON is to integrate path selection closely with appli-
cations. This allows RON to use application-observed throughput to select paths. Applications
can choose a single metric to influence path selection: latency, packet loss or throughput. RON
does not try to select optimal paths with respect to throughput, but instead tries to avoid paths
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of low throughput. The authors claim that is because available bandwidth is unpredictable and
changes too quickly. However, the main focus of RON is on routing around outages and recov-
ering from failures. Most of the experiments evaluate how quickly RON can recover and route
around failures.
Some of the authors of [ABKM01] further evaluate multipath routing in [ASB03] using the
RON testbed, however the focus of this work is also on reliability when network failures occur.
The multipath routing described here is simply for increased redundancy, routing the same
content across multiple paths. This is different to the approach used in CAMPR, which focuses
on avoiding congestion by splitting content across several paths.
A topology-aware overlay network is described in [HWJ05]. The focus of this work is overlay
node placement such that overlay paths can provide the best performance through paths which
are disjoint with respect to the underlying network. This overlay node placement is an oﬄine
process, using path diversity and latency as metrics for node selection. The authors focus on
recovering from path outages and routing around network failures. Although the focus of this
work is different from CAMPR, the authors identify an important concept which is applicable
to CAMPR as well: the effectiveness of the overlay paths depends on how disjoint they are.
This was felt to be a critical issue in CAMPR and bottleneck-disjoint paths were chosen to
provide more bandwidth for routing.
In [LG01] a multipath routing protocol for ad hoc networks is presented. This protocol is called
Split Multipath Routing (SMR) and it uses maximally disjoint paths to route traffic. Similar to
the path selection technique of CAMPR, one of these path is the latency-shortest path. SMR
limits the number of selected paths to two. The authors mention that due to packet reordering
issues SMR does not work with TCP. This is used in ad-hoc networks where connectivity changes
frequently and is an on-demand process. The focus is again on recovering from path failure
rather than congestion avoidance and the two types of path selection techniques evaluated
reflect this. The techniques are generating a new pair of paths when either of the existing
paths disconnects and generating a new pair of paths only when both of the existing paths
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disconnect. According to the results shown, the latter scheme is more effective.
Now, another field which uses multipath routing, traffic engineering is looked at.
2.6 Traffic Engineering
Another field in which multipath routing is frequently used is traffic engineering. Now, some
of the work done on multipath routing in this context is looked at. Usually the goal of these
schemes is similar to the goal of this work, reducing or avoiding congestion and load-balancing.
In [AMG05] a routing algorithm similar to ours is presented. This algorithm calculates all
possible delivery graphs between a sender and its set of receivers, ranking them according to
their bottleneck residual bandwidth. The algorithm tries to avoid bottleneck links, although
in a different way from CAMPR. Once all delivery graphs are calculated, the number of times
a link appears in the delivery graphs is counted. Past a certain threshold, a link is considered
to be a probable bottleneck. The links’ residual bandwidths are monitored and past a certain
threshold they become bottlenecks which are avoided when splitting traffic across delivery
graphs. This algorithm also uses a modelling approach to routing. The authors claim that the
algorithm finds the minimum number of paths required to satisfy the bandwidth requirements.
Finding the minimum number of paths is the objective function of the model. The algorithm is
evaluated by measuring the number of admitted requests. This algorithm relies on measuring
available bandwidth, which cannot be done cheaply and accurately. This approach also leads
to oscillations in path selection with the changing residual bandwidth.
The traffic engineering approach presented in [EJLW01] also performs multipath routing using
optimisation to balance load across the paths. This technique uses probe packets to monitor
congestion in the network. The measure used for congestion is packet delay and packet loss.
The paper states that available bandwidth would be a better metric, but it is too difficult to
measure accurately. Probe packets are sent from senders to receivers and then from receivers
2.6. Traffic Engineering 56
back to senders. Intermediate nodes do not participate in the measurement. Statistics are
collected and the load is shifted accordingly. The authors claim that according to Internet
measures, aggregate traffic on links is relatively stable in five minute intervals. This is an
online process, however it is reactive in the sense that it waits for packets to be dropped before
reallocating traffic. The authors assume that paths between senders are receivers have already
been calculated. This approach was simulated using the model on very small topologies and
there is no implementation.
A similar approach is presented in [HBCR07]. This approach focuses more on the throughput
of users, but it does try to achieve both goals, low congestion and high aggregate utility. The
paper claims that just maximising user utility is not a good goal in the long term, and that
the joint goal makes the network more stable. The model presented is constrained by the link
capacities, and the approach is to limit sending rate once this is reached. The authors point
out that bottlenecks in the paths are what matters. This model is also tested on very small
topologies. There is no implementation, but one of the design goals of the authors is to make
deployment feasible by requiring changes to as few routers as possible. This dual approach to
maximise throughput and minimise congestion is rare in the traffic engineering world.
A distributed online traffic engineering approach is presented in [KKDC05]. This approach
also performs multipath routing. Its path splitting approach was borrowed from the work in
[EJLW01]. Like most traffic engineering schemes, this one also aims to minimise the maximum
usage of links. The k-shortest paths are calculated oﬄine between every sender-receiver pair.
These are ranked according to propagation delay. The paths selected are not link disjoint and
are rarely recomputed. Each sender probes the paths available to it to measure their utilisation.
If probe packets are dropped, the sender increases its estimation of the path utilisation and the
load is balanced accordingly. This protocol was compared against the online protocol presented
in [EJLW01] and the authors claim that it is more effective at load-balancing.
The common approach of most of the work described in this and the previous section is to
model the network and the demands placed on it by the users as an optimisation model which
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can be solved by a linear programming solver. One approach is to describe the optimal model
and then create heuristics that aim to estimate the solution to this model because solving the
optimal model is intractable. Another approach is to find ways to simplify the optimal model
making it tractable. The latter approach was taken in CAMPR, discussed in detail in the next
chapter.
2.7 Bandwidth Reservation
In this section, bandwidth reservation techniques are discussed. The field of bandwidth reser-
vation also aims to make the most of network resources in order to meet user demands. This
QoS technique can be used in conjunction with traffic engineering and multipath routing.
A bandwidth reservation protocol which uses multipath routing is presented in [ER04]. The
work is presented in the context of providing traffic guarantees to users of a VPN. This paper
takes a modelling approach to determine bandwidth allocation. The model is different from
most in that both outgoing and incoming traffic are represented in the model. This model
assigns a value between 0 and 1 to each edge, representing the fraction of traffic to be routed
through the edge. Each edge is represented in the model and therefore it can only be solved for
very small topologies. The paper shows experiments with topologies of up to 100 nodes. The
authors argue that since VPN connections are established for long periods of time, it is worth
spending time to calculate the bandwidth allocation. This paper shows that it is advantageous
to use multipath routing over single path routing.
Another multipath bandwidth reservation scheme is presented in [SWW+04]. This work is in
the context of ad hoc networks where bandwidth is constrained. As there are no fixed link
connections, the bandwidths considered are related to the nodes. This bandwidth reservation
approach splits bandwidth requests into smaller requests among multiple paths. As in CAMPR,
this approach prefers selecting disjoint paths. Traffic is distributed among the selected paths
in proportion to the available bandwidth. The problem is not treated as an optimisation
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problem. The approach is simulated with up to 50 mobile nodes and is compared to a single
path approach. By splitting the bandwidth requests into smaller requests, the probability of
successfully being able to reserve the requested bandwidth increases. The authors mention that
with more than 30 nodes, there are not enough resources for multipath routing.
A dynamic bandwidth reservation technique is discussed in [ABIS06]. The approach used is to
estimate future traffic demands based on previous traffic measurements. The scheme attempts
to minimise the amount of excess bandwidth reserved while at the same time minimising the risk
of congestion occurring by reserving just the right amount of bandwidth required by users. The
authors mention that in some cases it is possible to know in advance the required bandwidth
and cite on-demand video as an example. Experiments are performed on a topology of less
than 20 nodes and results show how close the bandwidth reservations based on the predicted
traffic demands are to actual traffic demands.
A heuristic approach to bandwidth reservation is discussed in [SKY11]. The algorithm tries to
iteratively reserve network resources for all the requests by attempting to reserve bandwidth
for some of the requests, updating the available bandwidth and repeating with the remaining
requests. If an iteration does not allow for any new reservations, then the algorithm stops and
any remaining requests cannot be satisfied. This algorithm takes into account a time limit for
each request and tries to minimise the total time needed to complete transfers. The algorithm
runs in polynomial time. It is compared against a first come first serve approach in which
reservations are attempted in the order in which they are received, and a largest bandwidth
first approach in which reservations are attempted in decreasing order of required bandwidth.
2.8 Summary
In this chapter, the foundations of this work were described. Some fields related to this work
were looked at: messaging middleware, content-based networking, congestion control schemes,
multipath routing, traffic engineering and bandwidth reservation. Similar problems are faced in
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these fields, but these problems were brought together into a multicast multipath congestion-
avoidance routing scheme with message splitting. This context creates new challenges which
were attempted to be dealt with by modelling the network and looking at them as an optimi-
sation problem. In the next chapter, the modelling approach is described in detail.
Chapter 3
Multipath Message Splitting Models
3.1 Introduction
Congestion-avoidance routing was approached as an optimisation problem. The state of the
network, publishers, subscribers and the messages were represented as a mathematical model
which can be solved using optimisation software. The solution to this model describes how to
construct forwarding tables. In this chapter, the process of generating a model from these inputs
is described. Doing this involved finding shortest paths from senders to receivers. Different ways
of doing this was experimented with. Finally, the various models used to attempt to accurately
model the routing protocol are formally described.
The context of interest is a store-and-forward network in which multiple senders (publishers)
send messages to multiple receivers (subscribers). Each message may have many or no sub-
scribers. The goal is to optimised the routing of the messages through the network. This means
that receivers are to receive the messages to which they are subscribed as quickly as possible.
This implies no dropped packets causing retransmissions, no rate-limiting and sending messages
along the shortest paths, for various definitions of shortest. These things are done by efficiently
using network resources in order to avoid overloading the network. If network resources are
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greedily used in a local manner, this leads to global inefficiency causing dropped packets and
an overall decrease in throughput.
To avoid this messages must be distributed along paths which have the resources to handle
them; to optimally distribute network resources to serve the demands imposed by the users.
Doing this optimally on a network-wide scale is intractable, and some assumptions must be
made, even to approximate an optimal solution.
Even a suboptimal solution to this problem takes time to calculate. The calculation time is
assumed to be slower than the rate of publications, therefore the solution presented is an off-
line solution. However, this solution works well for long-running flows (subscriptions), which
are not uncommon in publish-subscribe systems. Every message in the network is not reacted
to. This means that capacity is taken into account, but residual capacity is not. The oﬄine
solution still reacts faster than current Internet routing which can take several hours, and for
small networks or message loads may even be used as a real time solution.
Standard traffic engineering approaches to balancing load across the network are also slow to
react to changes. As discussed in the previous chapter, there are indeed online solutions to this
type of problem, however, they usually have other assumptions, such as relatively stable traffic
volume. They sometimes assume that paths between senders and recievers have already been
calculated and rarely change. These approaches also sometimes assume that available band-
width can be accurately measured through probing or simply by measuring dropped packets,
and rely on this as a metric to determine congestion. They do not lead to globally optimal solu-
tions, but instead rely on using heuristics to give a local solution. They also usually have much
simpler routing assumptions, such as no message splitting, no path splitting and no multicast.
Complete knowledge of the topology of the network is assumed. This is not a distributed
scheme and it aims to optimise traffic globally. This is a common assumption in non-distributed
schemes. Global knowledge of all messages in the network is also assumed. This means that
it is known who is publishing a message and who its subscribers are. This type of assumption
is also common in traffic engineering. In publish-subscribe systems, all nodes are aware of the
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Figure 3.1: Model generation workflow
subscriptions in the network anyway. The only difference is knowledge of the publishers, so this
assumption is not unreasonable. The approach to achieving these goals is now described.
3.2 Approach
The approach taken to achieve the goals discussed in the previous section is not described.
As mentioned previously, this was cast as an optimisation problem. The state of the network,
senders, receivers and the messages are represented as a mathematical model which can be
solved using optimisation software. The state of the network includes things such as the topol-
ogy and the latency and capacity of its links. The solution to this model describes how to
construct forwarding tables.
In [BO07] it is shown that treating the multipath routing problem as an optimisation problem
can give results which are closer to the optimal solution than those given by a heuristic approach.
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Before treating this as an optimisation problem, MATLAB1 was used to attempt to calculate
solutions to these problems, but this proved to be too slow to be of any practical use. For
these reasons a linear programming model and a linear programming solver were chosen over a
heuristic approach.
Relying on a model also has disadvantages when compared to a heuristic approach. The obvious
overhead is that the network state needs to be modelled and also a model solver needs to solve
the resulting model. This overhead does not exist in a heuristic approach, which is more
suitable to an on-demand routing solution, especially in networks with frequently changing
traffic patterns. There may also be no solution to the model if there is insufficient bandwidth
in the network. The model solver does not give a next best or almost feasible solution, but
using a heuristic approach, perhaps a more elastic solution can be obtained, even in the case
of insufficient resources. A heuristic approach can be more flexible, albeit further from the
optimal solution.
An overview of the steps involved in generating a model to represent a given network state
and workload are now given. For a start, assume there is a topology, message workload and
senders and receivers for these messages. As it is not essential to know the details of these
parts of the process when discussing the model, the generation of these things is discussed in
more detail in the next chapter. They are included in the workflow diagram shown Figure 3.1
for completeness. The workflow used in this approach is now described.
A technique that can be used to increase throughput is to split traffic between a sender and a
receiver along multiple paths [BO07, WWK+07]. This technique, discussed in the last chapter,
is called multipath routing. Splitting traffic in this way can also be used to reduce congestion,
as more resources become available for a given flow of messages. Less traffic has to be sent
along a given path as all paths share the burden of the flow.
For this type of routing to be effective, flows have to be split carefully so as not to overload the
network. Depending on the goal, different splitting schemes have to be used. Different ways to
1http://www.mathworks.com/products/matlab/
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split flows across paths were experimented with. For a sender sending a message to multiple
receivers, there are multiple paths going to each receiver. The paths from a sender to a receiver
are the k-shortest paths. The shortest-path algorithm used and the various ways paths were
ranked are discussed in Section 3.5. One set of paths from sender to receivers is the delivery
graph. There are multiple delivery graphs across which the message flows can be split.
Once the delivery graphs have been constructed for all the flows in the network this information
is given to the model generator. This outputs a model which can be solved by optimisation
software. In this case the Gurobi2 solver was used as it is free for academic use. However the
generated model can also be solved by CPLEX3. Originally, CPLEX was used for an earlier
version of the model which took a long time to solve. Gurobi was preferred because it could
solve this model faster. However, the present model is solved very quickly, so either solver could
be used with negligible difference.
The pipeline of generating delivery graphs from a workload and then generating a model and
solving it works iteratively. At first, k = 1, which means one delivery graph per flow. If no
solution is found to the model generated from this, k is incremented, generating two delivery
graphs per flow, and generate a new model. This process continues until a solution is found
or until k reaches one hundred. At this point, it is considered that there is no solution. If a
solution exists, it describes for each flow, how many messages of it to send down which of its
delivery graphs. There are different models with different goals for distributing flows across
delivery graphs. The models are described in detail in Section 3.6.
Something that is unique to CAMPR is message splitting. This allows a node which has
received a single copy of a message to copy this message to outgoing buffers and send it to
multiple neighbouring nodes. This reduces traffic in the network, leading to less congestion
and greater throughput. Message splitting complicates routing decisions as splitting has to be
done at the right time in order to reap the benefits of this feature. This is something else that
is taken into account in the model of the network and to the best of my knowledge this is the
2http://www.gurobi.com
3http://www-01.ibm.com/software/integration/optimization/cplex-optimizer/
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to node 7.
first model to do so.
An example is now used to illustrate CAMPR. In Figure 3.2 a small topology consisting of seven
nodes is shown. The labels on the edges are the capacities of the links. Node one wants to send a
flow consisting of thirty messages to node seven. The latencies are not shown, but it is assumed
that the latency-shortest path (k = 1) between the nodes one and seven is 1→ 2→ 3→ 7. In
this case there is only one sender and one receiver, so the entire delivery graph of the flow of
messages from node one consists of just one path. The flow of thirty messages cannot fit in the
link 2→ 3.
In traditional overlay routing, the flow would be sent along this path despite there not being
enough capacity. Packets would be dropped and then retransmitted. Despite this being the
latency-fastest path, the retransmission of packets will delay the delivery to the destination. In
CAMPR multiple paths between senders and receivers are used, giving more capacity for flows.
As the flow cannot fit along the latency-fastest path, another path (k = 2) is requested. The
bottleneck link in the first path is 2→ 3 and will therefore be avoided in subsequent paths.
Assume the second latency-shortest path is 1 → 2 → 4 → 7. The flow fits entirely along this
path and therefore no further paths will be requested. The two delivery graphs are shown in
Figure 3.3. The model generated using these delivery graphs has a solution. In this case the
first path found will remain unused. There will be no path splitting or message splitting. This
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Figure 3.4: Delivery graph (k = 1) from node 1 to nodes 6 and 7.
is a minimum network usage solution. As few nodes as possible are used for routing the flow.
An alternative to this is to use path splitting. Suppose the flow is divided across the two
delivery graphs such that fifteen messages go along the first path and fifteen messages go along
the second path. In this case the two delivery graphs overlap at link 1 → 2 so all of the flow
will be sent to node two. Once node two is reached, the path splitting begins. At this point
fifteen messages are sent via node three and the remaining fifteen messages of the flow are send
via node four. This is a load-balancing solution. Load is evenly distributed across the delivery
graphs such that the maximum amount of flow sent along any link is minimised.
A more complicated example is now discussed. As before, there is one publisher, node one.
However this time there are two receivers, nodes six and seven. Both subscribers want to receive
the thirty messages published by node one. This time two paths are generated per k. The first
path going to node seven will be as before, 1 → 2 → 3 → 7. The first path going to node six
will be 1→ 2→ 4→ 6. This delivery graph is shown in Figure 3.4.
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As before, another delivery graph needs to be requested as the flow does not fit through link
2 → 3. Assume that for the second delivery graph the same path is calculated from node one
to node seven as before, 1 → 2 → 4 → 7. The bottleneck link in the path between node one
and node six is 4 → 6; however in CAMPR, if a bottleneck link is attached to a sender or a
receiver, it is not ignored it in subsequent paths. This is to prevent the possibility of running
out of paths and making the destination unreachable. Indeed, in this topology, if link 4 → 6
was avoided in subsequent paths, there would be no paths left going to node six. Assume the
second path going to node six is 1→ 5→ 4→ 6. The second delivery graph is shown in Figure
3.5.
As before, one alternative is to use the minimum amount of network resources by using only
the second delivery graph. This alternative has no path splitting. One way to route in this
case would be to send all the messages to node four via node two. Once node four is reached,
message splitting is used. Node four duplicates the thirty messages and sends them to nodes
six and seven. This saves bandwidth as node one only has to send thirty messages instead of
sixty to satisfy both receivers.
Another alternative is the load-balancing solution. Assume the flow is split in half as before
across the two delivery graphs. In the first delivery graph fifteen messages would be sent to
node two and then they would be split going via nodes three and four to the receivers. In the
second delivery graph, in order to load-balance, the fifteen messages will be sent to node four
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via node five because links 1→ 2 and 2→ 4 are already being used in the first delivery graph.
The messages would be split at node four.
An example with two senders shown in Figure 3.6 is now considered. The topology is the same
as before, with node one sending thirty messages to nodes six and seven, but now node two
also sends twenty messages to node six. Note that the capacity of link 4→ 6 has been changed
to fifty to make this a feasible example.
Node one and its receivers have the same delivery graph as in the previous example. For node
two, assume the latency-fastest path is 2→ 4→ 6. These delivery graphs are shown in Figure
3.7. In this case the flow from node two fits along the delivery graph. However, the delivery
graph of node one must also be taken into account, which overlaps at link 2 → 4. Given the
current workload fifty messages would need to be sent through a link with only forty capacity.
Therefore using these delivery graphs is not feasible in this case and a second set of delivery
graphs must be generated.
The second delivery graph for node one is the same as before. The delivery graph for node two
is 2 → 5 → 4 → 6. These delivery graphs are shown in Figure 3.8. Given these two delivery
graphs the flows can be routed. The minimum usage solution again would be for both senders
to send all of their messages along the second delivery graphs. In this case node one would
send all of its messages to node four via node two and the messages would be split at node four.
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Figure 3.7: Delivery graphs (k = 1) from node 1 to nodes 6 and 7 and from node 2 to node 6.
Note that node one cannot send the messages via node five because the link 5 → 4 is shared
with node two’s delivery graph and both flows cannot fit along this link.
In the load-balancing case, node one would split its flow in half as before. In the first delivery
graph, the fifteen messages would be split at node two. In the second delivery graph, the fifteen
messages would be sent via node five and split at node four. Node two would also split its flow
in half, sending ten messages down each delivery graph.
Hopefully the examples presented in this section have made the concepts clearer. In practice the
topologies are much larger, there are more senders and receivers and more flows. However, the
approach presented through the small examples can be generalised to the larger topologies and
workloads. In the next section, some terms used informally to explain CAMPR are formally
defined.
3.3 Definitions
Some terms used in the previous section and in the rest of this thesis are now formally defined.
These definitions assume the context of a graph G = (N,E) with nodes N and edges E of
the form l = (n1, n2) where n1, n2 ∈ N . A path is a sequence of nodes p = (n1, ..., nm) where
ni ∈ N, ∀i : 1, ..,m such that (ni, ni+1) ∈ E, ∀i : 1, ...,m− 1. The capacity of an edge e ∈ E is
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Figure 3.8: Delivery graph (k = 2) from node 1 to nodes 6 and 7.
ce. There is a set of messages M .
Definition 3.1 (Flow) A flow f is the set of messages m1, ...,mn ∈ M which are sent from
the same sender s ∈ N to the same set of receivers Rf ∈ N . Flow f has size n. Each message
has the same size. In sending a flow to its receivers, it may be split (at the message level) across
multiple delivery graphs.
Definition 3.2 (Delivery Graph) The set of paths from a sender to the receiver(s) of a flow
is a possible delivery graph of that flow. This is generated by finding the shortest path from the
sender to each of the receivers and then combining these paths. For a set of paths P = p1, ..., pn
made up of the sets of nodes Np1 , ..., Npn, a delivery graph Df of a flow f consists of all the
unique nodes in Npi , ∀i1, ..., n. A single node may be part of multiple paths in the delivery graph.
The delivery graph is rooted at the sender and the leaves are the receivers. There are no loops
in the delivery graph, but as paths contained in it may overlap, it is a directed acyclic graph.
There are k such delivery graphs for each flow. These delivery graphs are then used to generate
a model representing the network state.
Definition 3.3 (Message splitting) Message splitting refers to the ability of a node n ∈ N
receiving or publishing a message m ∈ M to duplicate m and send it to any amount of its
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neighbours, even though it has received or published only a single copy of m. When the message
is sent out to more that one node it is considered split. This saves network resources by requiring
less capacity. Splitting as close as possible to the receivers may require the least capacity, but
when considering all the messages in the network, this may not be optimal or even feasible.
Definition 3.4 (Path splitting) A publisher publishing flow f of size n may choose to divide
this flow into at most n parts, as this is how many messages are in f , and send each part along
a different path to its receivers.
3.4 Goals
The different goals to be achieved with CAMPR are now discussed. To give a more intuitive
explanation, the goals can be described from the highest level as being maximum flow and
minimum latency. The first goal can be roughly defined as routing as much as possible from
one node to another node. However, in this case it is actually a multicast maximum flow; there
are multiple receivers per sender.
The second goal is to route messages along the fastest links from senders to receivers. The other
thing taken into account is achieving these goals not just for one sender without considering
how this affects the other senders, but finding a global solution, taking into account all of the
senders and receivers in the network. These goals are at odds with each other and often the
best solution for each goal is different. Achieving a good balance of throughput and latency
without sacrificing too much of either is a compromise. The meaning of these goals is now
refined.
The goal of maximum flow can seem to be maximising the senders’ sending rates however
this greedy approach actually does not lead to good solutions globally. The way this goal is
approached is with the sub-goals of load-balancing load across the network and minimising
network usage. These goals are specialisations of the goal of just finding a feasible routing
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solution given a topology, senders and receivers and a message workload. A feasible solution
might be neither load-balancing nor minimum usage.
The load-balancing goal means that for a given sender with a set of receivers and a set of k
delivery graphs, the maximum amount of flow sent along each delivery graph is minimised. This
implies spreading the flow as much as possible across the k delivery graphs. This is calculated
globally, taking into account every sender and its receivers. The point of this goal is to avoid
overloading any routers or links in the network by spreading load as evenly as possible. This
is the most common goal used in traffic engineering schemes as it is important for ISPs to
maximise throughput while requiring the least capacity possible in their networks.
The minimum usage goal means minimising overall network usage. This goal implies the
opposite of the load-balancing goal. Load is distributed across as few delivery graphs as possible,
while still fitting in the capacity of those delivery graphs, i.e., being a feasible solution. This
goal is not common in traffic engineering as it is more user-oriented rather than ISP oriented.
This implies that more load may be placed on individual links or routers using this goal.
The other overall goal is minimum latency. This is treated this as a secondary goal, with
maximum flow being more important. If a latency-fast path does not have enough capacity to
satisfy a demand, it would be rejected in favor of a latency-slower path with enough capacity.
Nevertheless, this is still consider as the speed of delivering messages is also important. Indeed,
sometimes receiving messages too late may be as bad as not receiving them at all. Therefore
a balance must be reached between meeting capacity requirements and the speed of the paths.
This goal can be further refined into objectives such as minimum hop and minimum cost.
These goals cover the most important objectives in delivering messages within a network. There
might be other possible goals, but maximum flow and minimum latency are considered in this
work. Meeting these goals comes down to selecting appropriate paths for message delivery.
The other aspect is how to distribute messages across the selected paths for delivery. Both of
these aspects must consider all senders and receivers and all messages in the network. Different
attempts for selecting shortest paths for generating the delivery graphs are now discussed.
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3.5 Path Ranking Techniques
The algorithm described in [dQVMdS00] was used to determine the shortest paths between
senders and receivers. This algorithm has good time and space complexity, but the shortest-
paths algorithm is independent of the model used and as better algorithms become available
they can easily be swapped in. The algorithm runs in O(km) time after the shortest paths tree
from the source node has been calculated and O(kn+m) space, where k is the number of paths,
m is the number of arcs in the graph and n is the number of nodes in the graph. Experiments
were carried out with different ways to rank paths. There are now described.
3.5.1 Capacity Ranking
The first attempt was ranking paths according to capacity along the path. The shortest path
was the path with the most capacity. This means that the weight of each edge e is 1/ce.
Originally it was thought that this would be the best way to avoid congestion. However, after
running some experiments, by generating models for several topologies and workloads using
this path ranking technique and looking at the actual paths selected, as well as the solutions
(or lack of) to the models, this method of sorting paths turned out to be not very good as
latency-slow, roundabout paths were usually selected. Also using this method, subsequent
paths were not as useful in solving the model as they were backing off from the path with the
most capacity. Although subsequent paths may have been latency-faster, this was not actually
considered when trying to find a solution.
To compare this against a standard latency-shortest paths method of routing, another model
which keeps track of the number of undelivered messages was created. This model can use just
one path per sender-receiver pair as in traditional overlay routing. Messages that cannot fit
along a path are considered dropped. As the protocol can perform message splitting, a dropped
message cannot simply be counted as one single undelivered message, as it may be split further
along and be expected by many receivers. The model therefore counts the undelivered messages
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at receivers. This is usually greater than the number of sent messages. See Section 3.6.3 for
the model description.
3.5.2 Latency Ranking (Bottleneck-Disjoint)
Results from the undelivered messages model for various topologies and workloads showed
that when using a single latency-shortest path between senders and receivers, the number of
undelivered messages was not significant. Therefore it was decided to change the path ranking
technique to be based on latency, but to allow more than one path per sender-receiver pair as
an attempt to avoid dropping messages altogether. This method ranks paths only by latency,
which means that the algorithm does not consider capacity when selecting subsequent paths. A
subsequent path selected this way may have more or less capacity than the previously selected
path. However this method does select bottleneck-disjoint paths with respect to capacity.
The pseudocode for this algorithm is shown in Algorithm 1. As in [dQVMdS00], the graph
is represented by the set of nodes N and the set of arcs A (A ⊆ N × N ). Let pix for a
node x ∈ N denote the shortest distance from the source node s to x. Let di,j represent
the distance between nodes i and j. Node ni represents the i
th node n in a path p. Let
I(x) = {(i, x)|(i, x) ∈ A} denote the set of incoming arcs to node x (the set of arcs whose head
node is x). Let T (x) = {i ∈ N|(i, x) ∈ I(x)} denote the set of tail nodes for arcs in I(x).
Let B(p) denote the set of bottleneck arcs in path p. Primes are used to mark nodes and x(k)
′
denotes node x with k primes. This means that x(0)
′
≡ x, ∀x ∈ N . In the algorithm, xh denotes
the primed node xh with no primes, xˆh−1 denotes the tail node of the arc of path p whose head
node is xh, and xˆh−1 can be a primed node as well as xh. For finding the initial shortest paths
tree, Dijkstra’s algorithm was used.
Definition 3.5 (Bottleneck) For a path p made up of links Lp = {l1, ..., ln} where li ∈ E, ∀i :
1, ..., n, the bottleneck is the link li with minimum capacity cli. Multiple bottlenecks may exist
in a path, these are called Bp = {b1, ..., bm} where bi ∈ Lp, ∀i : 1, ...,m.
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begin
determine a shortest paths tree of (N ,A)
p1 ← shortest path from s to t in shortest paths tree
k ← 1
p← p1
while there is an alternative to p and k < K do
foreach b ∈ B(p) do
remove b from (N ,A)
end
determine nh, the first node of p such that nh has more than a single incoming arc
if n′h /∈ N then
add n′h to (N ,A)
T (nh)← T (nh)− {nˆh−1}
I(nh)← I(nh)− {(nˆh−1, nh)}
pin′
h
← min{pix + dx,nh |(x, nh) ∈ I(nh)}
ni ← nh+1
else
ni ← the first node following nh ∈ p such that n
′
i /∈ N
end
foreach nj ∈ {ni, ..., t
(k−1)′} do
add n′h to (N ,A)
T (nj)← T (nj)− {nˆj−1} ∪ {n
′
j−1}
I(nj)← I(nj)− {(nˆj−1, nj)} ∪ {(n
′
j−1,nj
)}
end
p← shortest path from s to t(k)
′
∈ (N ,A)
B(p)← bottleneck links in p
k ← k + 1
end
end
Algorithm 1: Calculation of K-shortest bottleneck-disjoint paths from sender s to receiver
t (adapted from [dQVMdS00], but with added bottleneck disjoint path selection)
Definition 3.6 (Bottleneck-disjoint paths) For a set of paths p1, ..., pn from a sender s ∈
N to a receiver r ∈ N with bottleneck links Bp1 , ..., Bpn and bsi bottleneck links in path i where
bsi = |Bpi |, the paths are bottleneck-disjoint if bi ∈ Bpj , then bi /∈ Lpk where ∀i : 1, ..., bsj, ∀j :
1, ..., n, ∀k : j+1, ..., n. This means that bottleneck-disjoint paths are disjoint with respect to all
bottleneck links. Note that a bottleneck link from a future path may be a part of a previous path.
For example when calculating the first path, bottlenecks from successor paths may be a part of
this path, as it is not known in advance what they will be. However in this case, they will not
be bottlenecks in the first path, because if they were they would not be a part of the subsequent
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paths.
Having many paths available for routing is not very important if these paths have a large
overlap. Subsequent paths will not be very useful towards finding a solution to the model. In
the initial testing stages (ranking paths according to capacity) subsequent paths would only
differ by a few nodes at most. After this, a disjoint path selection technique was used and
results using this showed that making the paths disjoint reduces the number of required paths
to route messages as more capacity is available.
An improvement to this is to make sure the paths are bottleneck-disjoint, not just as disjoint as
possible. This idea came from the work presented in [NZ01]. Having completely disjoint paths
means that each subsequent path is further and further away from the fastest path, i.e., slower.
Bottleneck-disjoint paths allow for increased capacity with fewer paths while still maintaining
speed along these paths. When a path is found, the bottleneck is determined and this edge is
removed from the graph. Subsequent paths cannot contain this link.
3.5.3 Latency Ranking (Path Rejecting)
There were experiments with a modification to this path selection method which also ranks
paths by latency, but only accepts subsequent paths if their bottleneck link has more capacity.
This means that if a bottleneck link with less capacity is encountered in a candidate path, this
path will be rejected and the next candidate path will be determined. This method does not
remove any edges from the graph, but it has stricter requirements of the candidate paths. In
other words the subsequent paths can only improve the odds of a solution being found to the
model.
Models for various topologies and message workloads were generated using this path rejecting
technique, but ranking paths using this path selection technique actually turned out to be sig-
nificantly slower than the bottleneck-disjoint approach. Many more paths had to be considered
and rejected by the shortest-paths algorithm until acceptable paths were found. This approach
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did manage to find acceptable solutions with fewer delivery graphs, howewer there was only a
slight difference when compared to the bottleneck-disjoint approach and these delivery graphs
took much longer to calculate.
As the overall number of paths that the algorithm can look at is limited due to memory
restrictions, in some cases where the bottleneck-disjoint paths method lead to a solution, this
way of selecting paths leads to no solution. A combination of the two approaches which lead
to similar results as the path-rejecting approach was also tried. For this reason, ranking paths
simply by latency and choosing bottleneck-disjoint paths with respect to capacity leads to
better performance as finding paths is significantly faster without losing much in terms of the
required number of paths per message until a solution is found.
3.6 Model Description
The models used are now formally described. First, the optimal model and then the suboptimal
models are looked at. Originally the approximated solution was to be compared against an
optimal model. The optimal model considers all possible paths and all possible ways of splitting
flows along those paths. The paths are chosen by the model solver. In a sense the optimal model
starts with infinite k and has freedom to use any number of paths and splitting combinations
for each flow. The optimal model was intractable and therefore a direct comparison against
the suboptimal model could not be made. Still, the optimal model is described as it gives an
accurate depiction of the ideal strived for with the suboptimal model.
The difference is that paths are not globally considered in the suboptimal model, but instead
preselected by a shortest-path algorithm. The model can only determine ways to split flows
across these predetermined paths. Path selection is not done by the model solver in this case.
As only these local paths are considered, the optimal path selection and splitting might be
missed by the suboptimal model leading to greater network usage when compared to the ideal
routing.
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The actual paths themselves are not a part of the model. What is important is which nodes are
in each delivery graph. These sets of nodes are numbered for each flow. For each flow f ∈ F
there are 1, ..., nf delivery graphs. For the set of messages M and nodes V the variables used
in the model are as follows:
xijfm ∈ {0, 1} xijfm = 1 when node i sends message m ∈ {1, ..., σf} of flow f to node j
σf the number of messages in flow f
βv the aggregate incoming capacity at node v ∈ V
3.6.1 Optimal Models
The optimal versions of these models are now described. It should be noted that there were
several other optimal models before the one described below. These other versions had a few
shortcuts in an attempt at tractability. However these shortcuts made the models a less accurate
representation of the protocol, and despite the shortcuts finding a (feasible) solution, still took
far too long. Therefore only the following optimal models are included, representing the ideal
which strived for with the suboptimal models.
The first constraint is to ensure that all receivers receive all messages of all flows to which they
are subscribed:
∑
m∈{1,...,σf}
∑
j∈V
xijfm ≥ σf |j|
∀i ∈ V, j is subscribed to f,
∀f ∈ F
Here, |j| represents the number of subscribers j subscribed to flow f .
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Nodes can only send messages of flows if they receive those messages or if they create them:
xjkfm ≤
∑
i∈V
i 6=j
xijfm
∀j, k ∈ V, j is not publisher of f,
∀f ∈ F, ∀m ∈ {1, ..., σf}
This is necessary in order to prevent nodes from sending messages which they do not have.
The amount of flow sent to a node cannot exceed it’s incoming aggregate capacity:
∑
i∈V
i 6=j
∑
f∈F
∑
m∈{1,...,σf}
xijfm ≤ βj
This constraint says that for a node j, the sum of the sizes of all of the flows which go through
it cannot it exceed the given space it has βj.
The goal is to minimise usage:
∑
i,j∈V
i 6=j
∑
f∈F
∑
m∈{1,...,σf}
xijfm
This is the summation of all of the xijfm variables, or all of the message traffic which is required
for all receivers to receive the messages they want to receive.
In the case of the load-balancing model there is an additional constraint:
∑
i∈V
i 6=j
∑
f∈F
∑
m∈{1,...,σf}
xijfm ≤ y
The goal in this model is simply to minimize y. By expressing the goal indirectly using y and
together with this constraint, the model solver is forced to spread the traffic load as evenly as
possible across the given network bandwidth.
In the next section, the suboptimal models which try to approximate the optimal models are
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discussed.
3.6.2 Suboptimal Models
The suboptimal versions of these models are now described. Along with the constraints, exam-
ples from actual generated models are provided to illustrate how the constraints are converted
into a linear programming model which the solver can solve. These models are quite large and
therefore only a small portion is shown here. Note that in the generated models constraints
can only be expressed as inequalities, and variables can only be on one side of the inequality.
Also, the first variable in the constraints has an extra plus sign before it, but this is simply to
allow the model generator code to be cleaner and does not change the result.
The code for the model generator is show in Appendix A. For brevity, this does not include the
path-finding code, but the pseudocode for this is discussed in Section 3.5.2. This code reads in
files containing the topology, message workload and some other configuration parameters such
as the seed to use for random publisher placement and network bandwidth capacities. This is
explained in more detail in the next chapter.
The new variables introduced in the suboptimal models are listed below. Note that the variable
xijfm has been replaced with xfi as described below. This new variable is no longer binary; it
is discrete and can have any value from 0 up to σf . The variables σf and βv are still used to
mean the same as they did in the optimal model.
xfi the amount of flow f ∈ F sent along delivery graph i
γi the number of nodes in delivery graph i
The values of xfi are restricted based on the aggregate incoming capacity of the nodes. Typically
a node will have multiple message flows going through it as it will be part of multiple delivery
graphs. The total number of messages sent through a node cannot exceed its aggregate incoming
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capacity, therefore the amount of flow f sent along delivery graph i is restricted according to
the following constraints:
∑
f∈F
∑
i=1,...,nf
v is part of delivery graph i
xfi ≤ βv ∀v ∈ V
These constraints prevent nodes from receiving too many packets and dropping them. An
example from the generated model for 300 nodes and 10000 flows is shown below. In this case
the link capacities have been set to 40 MBits and the aggregate link capacity at the node to
which this constraint corresponds is 240 MBits. There are 300 of these type of constraints in
this generated model, one for each node.
+ x_1_1 + x_1_2 + x_1_4 + x_1_5 + x_4_2 + x_4_4 + x_6_5 + x_7_1 + x_7_2 +
x_7_4 + x_7_5 + x_8_1 + x_8_2 + x_8_3 + · · · + x_9933_5 + x_9944_1 +
x_9962_1 + x_9968_1 + x_9973_1 + x_9976_1 + x_9982_1 + x_9989_1 <= 240
Also the amount of a message flow sent cannot contain more messages than are in that flow.
This is why xfi is restricted as follows:
xfi ≥ 0 ∀f ∈ F, i = 1, ..., nf
∑
i=1,...,nf
xfi = σf ∀f ∈ F
The bounds say that all of the messages in a flow must be sent and that no more of a flow
may be sent along a delivery graph than the number of messages in that flow. In the generated
model these two constraints are merged into one. Some of these constraints from the generated
model for 300 nodes and 10000 flows are shown below. In this case there is one message per
flow and k = 5.
+ x_1_1 + x_1_2 + x_1_3 + x_1_4 + x_1_5 >= 1
+ x_2_1 + x_2_2 + x_2_3 + x_2_4 + x_2_5 >= 1
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+ x_3_1 + x_3_2 + x_3_3 + x_3_4 + x_3_5 >= 1
...
+ x_9998_1 + x_9998_2 + x_9998_3 + x_9998_4 + x_9998_5 >= 1
+ x_9999_1 + x_9999_2 + x_9999_3 + x_9999_4 + x_9999_5 >= 1
+ x_10000_1 + x_10000_2 + x_10000_3 + x_10000_4 + x_10000_5 >= 1
Given these constraints and bounds, two different goals are optimised for. One of the minimi-
sation goals is to minimise network usage:
∑
f∈F
∑
i=1,...,nf
σfγixfi
This minimisation expression will seek to miminise the overall traffic sent over the entire net-
work. A portion of the minimisation goal from the generated model for 100 nodes and 5000
flows is shown below. The constant σfγi is precomputed by the model generator and then
output as a single number before the xfi variable. Note that a flow may not have a delivery
graph for every k as can be seen here in the case of flow number 5000. Here, flow number 5000
has only a single delivery graph (when k = 1 in this case). In this case γi will be 0.
Minimize + 24 x_1_1 + 29 x_1_2 + 25 x_1_3 + 23 x_1_4 + 29 x_1_5 + 22 x_1_6 +
18 x_1_7 + 15 x_1_8 + 16 x_1_9 + 11 x_1_10 + 13 x_2_1 + 9 x_2_2 + 10 x_2_3 +
5 x_2_4 + 6 x_2_5 + 8 x_2_6 + 9 x_2_7 + 8 x_2_8 + 10 x_2_9 + 10 x_2_10 + · · · +
3 x_5000_1 + 0 x_5000_2 + 0 x_5000_3 + 0 x_5000_4 + 0 x_5000_5 + 0 x_5000_6 +
0 x_5000_7 + 0 x_5000_8 + 0 x_5000_9 + 0 x_5000_10
The other goal is to balance network usage. For this goal, an additional constraint is added to
the model:
∑
f∈F
∑
i=1,...,nf
v is part of delivery graph i
xfi ≤ y ∀v ∈ V
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An example from the generated model for 100 nodes and 5000 flows is shown below. For
compactness, the whole constraint is not presented. In this generated model there are 100 of
these type of constraints, one for each node.
+ x_1_2 + x_20_2 + x_23_1 + x_44_1 + x_183_1 + x_191_3 + x_201_1 + x_202_1 +
x_344_1 + x_353_1 + x_362_3 + · · · + x_4758_2 + x_4760_1 + x_4772_1 + x_4790_1 +
x_4803_2 + x_4808_2 + x_4928_1 + x_4970_3 - y <= 0
Then the goal is simply to minimize y. This means minimising the maximum number of
messages sent to any one node.
These models are generated starting with k = 1. If one delivery graph per flow does not give
enough capacity, k is incremented and a new model is generated until a solution can be found.
Once a solution is found it describes how much of each flow to send down each delivery graph.
The forwarding tables can be constructed from this information.
Note that flows refer to groups of messages from the same sender to the same set of receivers.
This concept exists only in the model and is used to determine how to distribute a group of
messages across its delivery graphs. Once a solution to the model has been found (i.e., the path
each message will take has been determined), each message is treated individually, without
regard to the flow that it belongs to. Therefore, after this chapter the concept of flows is
ignored and the focus is on individual messages.
3.6.3 Undelivered Messages Model
The model used to count the number of undelivered messages in a workload is now discussed.
This was used to model a standard latency-shortest path approach to routing, in order to see
how many messages would be dropped. Therefore, multiple delivery graphs per flow are not
allowed. However, this model is not allowed to use message splitting for a more fair comparison.
Messages that do not fit in a delivery graph are considered to be dropped. As the delivery graphs
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do not need to be numbered for each flow, Gf is used to mean the delivery graph of flow f . The
variables σf and βv mean the same as they did in the suboptimal model described previously.
However, the variable xfi from the suboptimal model now has a different meaning. It is still
discrete and can have any value from 0 up to σf , but it now represents the amount of flow f
that reaches node i. The set Rf is used to represent the nodes which are receivers of flow f .
In this model, a new variable, dfr is used to represent the number of undelivered messages of
flow f at receiver r ∈ R. Like xfi, this variable is discrete and can have any value from 0 up to
σf . The constraints of the model are now described.
The first constraint says that no more of a flow may be sent to a node than the number of
messages in that flow.
0 ≤ xfi ≤ σf ∀f ∈ F
Next, a node is allowed to receive only up to as much of a flow as its predecessor in the delivery
graph has of that flow.
xfj ≤ xfi ∀f ∈ F, ∀(i, j) ∈ Gf
A node can only receive as much of a flow as it has room for.
∑
f∈F
xfi ≤ βi ∀i ∈ V
The last constraint states that the number of undelivered messages of a flow at a receiver is
the number of messages in that flow minus the received messages of that flow.
dfr ≥ σf − xfr ∀f ∈ F, ∀r ∈ Rf
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The goal in this model is to minimize the number of undelivered messages at the receivers.
∑
f∈F
∑
r∈Rf
dfr
Note that dropped messages cannot simply be counted because message splitting has to be
taken into account. If a message is lost en route to a receiver and it is counted as one dropped
message, this does not take into account message splitting which may occur further along the
path to the receiver. Therefore the number of lost messages needs to be counted at the receivers.
3.7 Summary
In this chapter, the stage was set for the routing problem to be solved and the approach to solv-
ing it was described. The approach of casting it as an optimisation problem was discussed and
terms used to talk about this problem and in describing its solution were defined. What it means
to solve this problem and what is expected from the solution was also discussed. The different
shortest-path ranking approaches used in creating delivery graphs were explained. Finally the
different models used in CAMPR were defined. In the next chapter, some demonstrations of
the models used in CAMPR are looked at.
Chapter 4
A Generative Demonstration of the
Models
4.1 Introduction
In this chapter, a demonstration of the models discussed in the previous chapter is presented.
As discussed in Section 3.6, the optimal models presented in the last chapter are intractable
and therefore the suboptimal models were used to show the behaviour of CAMPR. The process
of carrying out the demonstrations as well as the environment used and the various parameters
explored during the demonstration are described. Graphs showing the results from the models
are presented and analysed. The claim to be shown through the demonstration is now discussed.
It is typical in overlay networks to route traffic using a single path between a sender and a
receiver. Referring back to the scenario described in Section 1.1 (Figure 1.1), it can be seen
that this results in inefficient use of network resources. Packets are dropped and have to be
retransmitted. Retransmissions may cause further drops, slowing down message delivery and
wasting network resources which could have been put to better use.
To make the best use of network resources, message flows should be allowed to use more of the
86
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capacity available in the network so that time wasted retransmitting dropped packets can be
avoided. Network resources should be used more efficiently by using path splitting and message
splitting. These techniques are modelled and it is claimed that using a linear programming
solver, a solution to this model can be found and used to create routing tables for a routing
protocol which performs message splitting and path splitting. This would support more traffic
than a traditional overlay routing approach using the same network resources.
In a traditional overlay routing approach, there is no path splitting. A single path is used to
deliver each flow; there is no further selection of paths or avoiding of bottlenecks, etc. Paths
are selected based on latency: the path with the least latency is the shortest path. However,
when comparing, message splitting can occur in the traditional approach.
For comparison purposes, it is assumed that messages that cannot fit in the capacity along
this path are dropped and retransmitted. Supporting a bigger workload means that for a
given topology, more messages can be routed without any drops. To test this, the undelivered
messages model presented in the last chapter was used. This was tested with the same message
workloads used to test CAMPR.
A routing approach which supports bigger workloads has some drawbacks compared to the tra-
ditional overlay routing approach. One drawback is the time taken to find paths (to construct
forwarding tables) which provide more capacity for a flow. In CAMPR, multiple bottleneck-
disjoint paths are calculated between senders and receivers. This takes longer than the tradi-
tional single-path latency-shortest path approach.
How a flow can be split across these paths also has to be considered. On top of that, mes-
sage splitting can occur as a way to save bandwidth. Finding a routing solution which takes
advantage of these things takes longer than the simpler traditional single-path approach.
Of course, a more complicated problem is solved, so it takes longer because more computational
power is required. Note that in a traditional overlay routing approach the time lost waiting for
message retransmissions is lost at the endpoints, by the receivers themselves. This can vary by
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the size of the flow to which a receiver is subscribed, the position of the receiver in the network
and many other factors. In general, it can vary wildly by receiver.
In this approach, time is taken to calculate the forwarding tables but all receivers wait an equal
amount of time for this to happen. Also in an actual implementation, the computation of
the forwarding tables would not happen at the endpoints. So the extra computational power
required at the receivers does not differ from the traditional approach.
4.2 Demonstration Process
To determine if the goals were achievable, a framework through which models could be generated
with different parameters was created. This was presented in Figure 3.1. The main idea behind
the framework is to allow the accurate recreation of specific network configurations, so that
the effectiveness of CAMPR can be determined without actually implementing a prototype
and deploying it on a network testbed. The framework for generating forwarding tables is now
described.
First, the BRITE [MLMB01] topology generator is used to generate a topology. BRITE assigns
latency to links, but capacities are also assigned to the links in this work. Latency is used as
the weight of the edges, so the shortest path between two nodes is the path with the least
latency. The model uses aggregate link capacity at a node to determine whether a message
can be sent to it or not. For example if a node has three incoming links, each with capacity
10 Mbps, then the space available for receiving messages at this node becomes 30. This means
that 30 messages can be sent to this node. The capacity values presented in Table 4.1 were
used.
At first, the Siena Synthetic Benchmark Generator (SSBG) was used to generate publish/sub-
scribe workloads. These workloads are sets of messages and subscriptions generated according
to a specific distribution and attribute space for the number of nodes in the topology. The at-
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tribute space is the number of words which exist in the workload from which subscriptions and
messages can be formed. The subscription size of nodes can also be set. The subscription size
in conjunction with the attribute space determine the popularity of messages. For example a
small attribute space with a large subscription size will lead to most messages being received by
most receivers. A large attribute space with a small subscription size will lead to the opposite.
This tool was used to evaluate the Siena Fast Forwarding (SFF) algorithm [CW03]. As the
SFF algorithm is meant to be used for forwarding in content-based networks, SSBG produces
content-based workloads. At first, SSBG was modified to produce simpler workloads, which
could be fed in to SFF in order to determine which messages get routed to which subscribers.
However, using SSBG in conjunction with SFF did not allow for precise tweaking of some pa-
rameters in the workloads, so a separate workload generator was written. Using this generator,
the average popularity of messages could be set without having to deal with attribute spaces and
subscription sizes to achieve an approximate popularity as before. Also workload generation
became a one-step process, there was no more matching of messages to subscriptions involved.
The output was in the same format as that produced by SFF. This allowed the replacement of
SSBG and SFF with the new workload generator.
4.3 Demonstration Parameters
The parameters used in the demonstration are now described. As it was not known in advance
which parameters will lead to interesting results, a large parameter space was explored in an
attempt to recreate various different network scenarios. Some of the parameters in Table 4.1
were chosen because they were used in [CRW09].
Message workloads which are lists of receivers per message were generated. For simplicity each
message is the same size. The size used is 1, but the solution can be used as a ratio mapped
to any size. Different message popularities were used to simulate light and heavy workloads.
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Parameter Range
Popularity (% receivers) 5, 25, 45, 65, 85
Workload size (number of messages) 1000, 2000, 3000, 4000, 5000, 10000
Link capacity (Mbits) 20, 30, 40, 50, 60
Topology size (number of nodes) 100, 200, 300, 400, 500, 1000
Table 4.1: Parameters used and the ranges of their values
The popularity of a workload is the average percent of receivers which are subscribed to its
messages. For example the messages in a workload with 25% popularity will be subscribed to
by 25% of the receivers in the topology.
In the topology, 75% of the nodes were receivers and 10% were senders as this is the approach
taken in [CRW09]. A node can be both a sender and a receiver, or neither, serving only as a
transit node. The number of receivers per message is uniformly distributed. Popularities of 5%,
25%, 45%, 65% and 85% were used as shown in Table 4.1. Realistically there would probably
never be content that has 85% popularity in a network, but this is just to simulate a worst-case
scenario.
The size of a workload is the number of messages in it. Various sizes of workloads were used:
1000, 2000, 3000, 4000, 5000 and 10000 messages, as shown in Table 4.1. This is the number of
messages before any splitting occurs. In the workloads, 75% of the nodes act as receivers, so for
example if the popularity of a 10000 message workload is 85% and there are 1000 nodes, then
the number of total messages expected to be delivered is .75 * 1000 * .85 * 10000 = 6375000
messages. Note that the workloads do not have timing information stating when each message
is published. As these workloads represent the worst case, all of the messages are sent at the
same time.
Different link capacities are assigned to the topology. As shown in Table 4.1, 20, 30, 40, 50,
and 60 Mbits are used for the capacities. Using a capacity of just 10 Mbits lead to no solution
in almost all cases and therefore this case is ignored as the results are not interesting.
The BRITE topology generator was used to generate topologies using the default parameters.
Topologies with 100, 200, 300, 400, 500 and 1000 nodes were used as show in Table 4.1.
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Generating models for topologies beyond these sizes is possible, but it takes prohibitively long
so 1000 nodes is the largest topology used.
A particular parameter set (popularity, workload size, link capacity and number of nodes) is
ran ten times using ten different seeds. Ten runs were used because this produced results with a
negligible variance. The seeds determine which nodes are the publishers of messages. Different
placement of the publishers in the network may affect the solution. Ten runs are done to avoid
having a solution where the publisher placement happened to be lucky, leading to a trivial
solution. Depending on the placement of publishers, more paths may be required to find a
feasible solution. This also means that the time taken to find a solution differs depending on
the seed.
Each parameter set starts with one path (i.e., k = 1) per sender-receiver pair in each delivery
graph to generate the model. This first path is the latency-shortest path found by the shortest-
path algorithm used. If the model cannot be solved using this (because of there being not
enough capacity using a single path), k is incremented to find more paths to add to the delivery
graphs and generate a new model using the new delivery graphs. Consequent paths found will
be bottleneck-disjoint with respect to capacity and will have a higher latency, but may contain
more link capacity. This process is repeated until a solution is found, or until k reaches one
hundred. At this point it is considered that there is no solution for that particular parameter
set. This number was chosen in the interest of time, as almost all of the models can be solved
with less than 10 delivery graphs (k = 10).
The models were run on a computer with an Intel Xeon X5650 CPU with 32GB of RAM. This
CPU has 24 cores clocked at 2.67GHz. Although there was access to many cores, there was not
much benefit from them in terms of speed. Although the model solver does scale to multiple
cores, the code for finding paths between nodes is run only on a single core.
The path-finding accounts for about 99% of the runtime and therefore similar results would
have been achieved using only a single-core machine. However, having many cores and lots of
memory did allow for multiple instances of the model generator to be run in parallel. As many
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different parameters are explored, this saved a lot of time.
In the next sections, some of the graphs generated are shown. First, the traditional overlay
routing approach showing undelivered messages is looked at, followed by CAMPR, showing the
required number of paths to route the messages without dropping them.
4.4 Traditional Overlay Routing
In this section, some of the graphs which were generated using a traditional overlay routing
approach are shown. As mentioned previously this means no path splitting; only a single path
between sender-receiver pairs. In solving the models representing traditional overlay routing,
k = 1 is the maximum, so that a single delivery graph per message flow is used.
The graphs show the percentage of undelivered messages for different popularity levels, link
capacities, topology sizes and workload sizes. The graphs show the percent of undelivered
messages as well as the absolute number of undelivered messages. The lines correspond to
the percent shown on the left scale and the bars correspond to the absolute number shown
on the right scale. The way these are counted at the receivers, instead of at the point where
the message is dropped as this would not be the actual number of unreceived messages due to
message splitting is discussed in Section 3.6.3.
In the traditional approach, the same message workloads that were used to test CAMPR are
used. The same ten seeds to position the publishers within the network are also used. The
only difference from the CAMPR models is that there is no path splitting in these models.
However, for comparison purposes message splitting is allowed in this approach. The variance
of the results is negligible and therefore not shown.
The models have been generated ten times with different seeds for each data point, but there
might be a slight discrepancy going across topology sizes. The reason is that workloads for a
certain topology with a certain popularity are not subsets of those for a larger topology with the
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same popularity. For example, a workload of 1000 messages for 100 nodes and 5% popularity
might not be contained in the workload of 1000 messages for 200 nodes and 5% popularity. The
reason for this is to be able to maintain the same distribution across workloads when increasing
the number of nodes.
Going across the number of messages, the workloads are contained in the larger workloads.
For example the workload of 1000 messages for 100 nodes and 5% popularity is completely
contained in the workload of 2000 messages for 100 nodes and 5% popularity. Going across
popularity levels the workloads are also contained. For example the workload of 1000 messages
for 100 nodes and 5% popularity is contained in the workload of 1000 messages for 100 nodes
and 25% popularity. In this case there may be a slight difference in the receivers of messages.
The larger workloads will have the receivers of multiple messages from smaller workloads
mapped onto a single message. For example if in a smaller workload message 1 is received
by nodes 1, 2 and 3 and message 2 is received by nodes 4, 5 and 6, in the larger workload
it may be the case that message 1 is received by nodes 1, 2, 3, 4, 5 and 6 and message 2 is
received by receivers of messages 3 and 4 in the smaller workload. However it may also be the
case that message 1 is received by nodes 1, 2, 3, 4 and 5 and message 2 is received by node 6
and more of the receivers for the following messages in the smaller workload (those of message
3 and onwards).
What this means is that for example in the case of the 5% and 25% popularity workloads the
receivers of every set of 5 messages from the 5% workload may not be cleanly mapped onto a
single message in the 25% workload. The important thing is that the average desired popularity
is maintained.
For a given topology, as the number of messages increases the percentage of undelivered mes-
sages increases as more load is placed on the network. In a topology of 100 nodes, going from
5000 messages (Figure 4.1) to 10000 messages (Figure 4.2), it can be seen that the number of
undelivered messages increases for all capacity sizes and popularity rates.
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Figure 4.1: Undelivered messages for 100 nodes and 5000 messages
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Figure 4.2: Undelivered messages for 100 nodes and 10000 messages
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Figure 4.3: Undelivered messages for 200 nodes and 10000 messages
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Figure 4.4: Undelivered messages for 300 nodes and 10000 messages
4.4. Traditional Overlay Routing 98
0
0.2
0.4
0.6
0.8
1
1.2
1.4
5 25 45 65 85
0
2
4
6
8
10
12
14
16
U
n
d
el
iv
er
ed
M
es
sa
ge
s
(%
)
U
n
d
el
iv
er
ed
M
es
sa
ge
s
(T
h
ou
sa
n
d
s)
Popularity
400 Nodes, 10000 Messages
Mbits
20
30
40
50
60
20
30
40
50
60
Figure 4.5: Undelivered messages for 400 nodes and 10000 messages
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Figure 4.6: Undelivered messages for 500 nodes and 10000 messages
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Figure 4.7: Undelivered messages for 1000 nodes and 10000 messages
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For example in Figure 4.1, when the link capacity is 20 MBits It can be seen that for popularity
65% about 6500 messages are undelivered and for popularity 85% about 8800 messages are
undelivered, but in Figure 4.2 the values for these parameters increase to about 22000 and
27500 messages respectively.
Within the same topology and the same message workload, when the link capacity is increased,
the number of undelivered messages decreases. For example, in Figure 4.3 for popularity 85% it
can be seen that for link capacity 20 MBits there are about 23000 undelivered messages (about
1.8%), but with link capacity 30 MBits, this decreases to about 16000 undelivered messages
(about 1.25%).
Within the same topology and the same message workload, by increasing the popularity rate,
the number of messages is increased, therefore increasing the number of undelivered messages.
In Figure 4.4, for link capacity 30 MBits, at 45% popularity there are just over 4000 undelivered
messages (about 0.4%), but at 65% popularity there are about 7500 undelivered messages
(about 0.5%).
For a given message load, as the number of nodes increases the percentage of undelivered
messages decreases as the algorithm has more paths to choose from along which to send the
messages. Going from 400 nodes (Figure 4.5) to 500 nodes (Figure 4.6) to 1000 nodes (Figure
4.7) it can be seen that the number of undelivered messages drops.
Note that these graphs do not take into account time. The percentages of undelivered message
shown is at one instant, in a “clean” network state. This is the best case. If the same workloads
were to be run multiple times in quick succession, taking into account the “leftovers” from the
previous run, there would be more undelivered messages as there would be less and less available
network capacity for successive runs. In the traditional approach this buildup of undelivered
messages gets worse over time as more and more resources are wasted on dropped messages.
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4.5 CAMPR
In this section, some of the graphs which were generated using CAMPR are shown. This
includes path-splitting and message splitting. The model generator is allowed to run until k
reaches 100 and if at this point a solution has still not been found, this set of parameters is
considered to have no solution and the next set of parameters are used. A feasible solution
means that the messages fit within the capacity of the delivery graphs. The graphs show the
number of required delivery graphs (the value of k) until a feasible routing solution is found.
Relating back to the graphs of the previous section, this means routing without overloading
the network capacity and therefore not having undelivered messages. Graphs showing the time
taken until a solution is found for the corresponding parameters are also included. The variance
of the results is negligible and therefore not shown.
4.5.1 Required k
The graphs showing the required k to find a solution have five bars per popularity value. These
bars represents the different values in MBits used for link capacities: 20, 30, 40, 50 and 60
respectively.
If the link capacity is constant (i.e., looking at just one color across different popularity values
within a graph, for example in Figure 4.8), the required k does not change much. When
the popularity of messages increases, each message needs to be sent to more subscribers, but
because of message-splitting this does not increase the number of paths required by much.
If the popularity of messages is constant (i.e., looking at just one popularity value across
different link capacity values within a graph, for example in Figure 4.9), it can be seen that
the required k decreases as link capacity increase. This is also expected as messages need to
be split over fewer delivery graphs when each graph can hold more data.
If the number of nodes is constant, when looking at different numbers of messages sent (Figures
4.5. CAMPR 103
  0
  1
  2
  3
  4
  5
  6
5 25 45 65 85
k
Popularity (% receivers per message)
100 nodes, 1000 messages
Figure 4.8: The required k to find a solution for 100 nodes and 1000 messages
4.10 and 4.11), it can be seen that the required k does not increase very much. This means that
CAMPR can support large message workloads without requiring many more delivery graphs to
be calculated. Of course, the number does increase as there is simply more data in the network.
If the number of messages is constant, when looking at different topology sizes (Figures 4.12,
4.13, 4.14 and 4.15) it can be seen that the required k decreases as topologies become larger.
This is expected as the algorithm has more available paths along which it can choose to send
messages.
Overall the graphs show that a feasible solution can be found with a few k for large workloads.
Keep in mind that the listed message numbers are the messages published, before any splitting
is done on them. For example in the case of 200 nodes, 4000 messages and 45% popularity,
the total number of messages to be delivered is .75 ∗ 200 ∗ .45 ∗ 4000 = 270000 messages to be
delivered. The .75 is the percentage of nodes that are receivers. In this case 45% will receive
the messages. For this topology and workload size, a solution can be found with about 5 or
4.5. CAMPR 104
  0
  1
  2
  3
  4
  5
  6
  7
  8
  9
  10
  11
  12
  13
  14
5 25 45 65 85
k
Popularity (% receivers per message)
100 nodes, 4000 messages
Figure 4.9: The required k to find a solution for 100 nodes and 4000 messages
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Figure 4.10: The required k to find a solution for 200 nodes and 4000 messages
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Figure 4.11: The required k to find a solution for 200 nodes and 10000 messages
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Figure 4.12: The required k to find a solution for 300 nodes and 10000 messages
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Figure 4.13: The required k to find a solution for 400 nodes and 10000 messages
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Figure 4.14: The required k to find a solution for 500 nodes and 10000 messages
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Figure 4.15: The required k to find a solution for 1000 nodes and 10000 messages
fewer k for all link capacities and popularities.
4.5.2 Solution Time
The corresponding graphs showing the time required to calculate the solutions are included.
This includes the time to calculate the required paths given a topology and a workload, the
time to generate a model given these paths and the time to solve the model. In most cases the
time to calculate the required paths is over 99% of the total runtime so this may be considered
to be the only cost.
Nevertheless, as two different models are generated, the different times taken to solve the
minimum-usage model and the load-balancing model are shown separately. The graphs are
organised in the same way as the graphs showing the required k in the previous section, however
for each pair of link capacity and popularity value, there are two bars representing the time
required for the minimum-usage model and the load-balancing model respectively. The models
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Figure 4.16: The required time to find a solution for 100 nodes and 1000 messages
just distribute messages differently over the delivery graphs and as expected there is not a big
difference in the time required.
As the number of nodes increases the time required quickly increases. This is expected as it
is just based on the cost of finding paths. However as the number of messages increase within
one topology the time required does not change much. This is due to message splitting. Even
when the number of messages increase the number of required paths to deliver them does not
increase very much.
In Figure 4.16 it can be seen that for a network of 100 nodes, message popularity 65% and 20
MBit link capacity, both the minimum-usage model and the load-balancing model require just
over six seconds to solve. For the same message popularity, increasing the link capacity to 60
MBits, results in a solution time of around two seconds for both models. This happens because
fewer paths are required to find a solution when the capacity is greater.
Also when message popularity increases, the solution times do not change much because of
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Figure 4.17: The required time to find a solution for 100 nodes and 4000 messages
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Figure 4.18: The required time to find a solution for 200 nodes and 4000 messages
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Figure 4.19: The required time to find a solution for 200 nodes and 10000 messages
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Figure 4.20: The required time to find a solution for 300 nodes and 10000 messages
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Figure 4.21: The required time to find a solution for 400 nodes and 10000 messages
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Figure 4.22: The required time to find a solution for 500 nodes and 10000 messages
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Figure 4.23: The required time to find a solution for 1000 nodes and 10000 messages
message splitting, which allows a single copy of a message to be sent to multiple receivers and
copied when necessary, saving network resources.
When the number of messages in a topology of the same size increases (Figure 4.17), it can be
seen that times to find solutions do not change so much, this is again due to message splitting.
This can also be seen when going from 4000 to 10000 messages in the 200 nodes topology
(Figures 4.18 and 4.19).
However, with the same message workload, increasing the number of nodes in the topology
from 100 to 200 (Figures 4.17 and 4.18) causes the solution time to increase as finding paths
takes more time. This same increase in solution time can be seen when going from 300 to 400
nodes (Figures 4.20 and 4.21) and from 500 to 1000 nodes (Figures 4.22 and 4.23).
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4.6 Summary
In this chapter, the demonstration of the models representing traditional overlay routing and
CAMPR were discussed. The environment and the parameter space explored were described.
Graphs showing the number of undelivered messages using a traditional overlay routing ap-
proach were analysed. There was also analysis of the number of delivery graphs required to
find a feasible multipath routing solution and how long finding this solution took. The results
show that compared to a traditional single-path overlay routing approach CAMPR utilised
network resources more efficiently, routing with fewer message drops. A simulation of CAMPR
implemented in NS-3, which uses the solutions from the models to perform multicast routing
with message splitting and path splitting according to the minimum usage and load-balancing
goals is discussed next.
Chapter 5
Network Simulation
5.1 Introduction
As the models discussed in Section 3.6 do not take into account time, it was necessary to see
if their solutions can be applied to a real routing protocol. In particular, it was necessary to
test if the solutions from the CAMPR models can be used to allocate traffic and route it using
path splitting and message splitting. To test if the solutions of the models can be used to build
a routing protocol, a simulation using the solutions to perform routing was constructed. The
simulation is a proof of concept implementation and shows that even though time is not taken
into account in the models, when it does becomes a factor, the solutions from the models can
still be used to construct forwarding tables and perform routing.
A discrete-event network simulator called NS-31 was used. This allowed for a network to
be simulated without the need for a network testbed. Using NS-3, experiments under the
same network conditions using the same parameters could be repeated easily. This would
have been difficult to do with PlanetLab2. Also with NS-3, different topologies created with
BRITE could be used, instead of having to use different physical network topologies. PlanetLab
1http://www.nsnam.org
2http://www.planet-lab.org
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is a deployment environment rather than an experimental environment. Although this is a
simulation, the implementation would not differ much from an actual prototype. Indeed this is
a step towards a full implementation, which could be deployed on PlanetLab, but before this
simulation needs to be done to test correctness. The simulation allowed for experiments to be
run on a single machine rather than having to use a network testbed and collect results from
multiple machines.
As the simulations were run on a single machine, one global forwarding table, which all nodes
in the experiments refer to when forwarding messages, was used. This is the main difference
between the simulation and a prototype. To make a prototype, the relevant parts of the global
forwarding table would simply need to be distributed to the appropriate nodes.
The forwarding tables used in the prototype of CAMPR could potentially be bigger than those
used in a traditional overlay routing approach as multiple paths between senders and receivers
have to be stored. A traditional routing approach would also not need a model or model solver
because only one delivery graph per message is used; there is no selection process.
However, even in the traditional approach, publishers can send their publications to multiple
next hop nodes. This is not too different from the case when path splitting occurs in CAMPR.
In a traditional routing approach, if the multiple next nodes are not adjacent to the publisher,
a copy of the message will be sent by the publisher for each of the multiple nodes as there is
no message splitting.
In this chapter, the implementation of the simulation and the results of simulating each ap-
proach are discussed.
5.2 Implementation
A modified version of the NS-3 simulator was used to simulate CAMPR. This allowed topologies
generated by the BRITE topology generator to be used in NS-3. This version of NS-3 also uses
5.2. Implementation 116
a modified version of the BRITE. The output format of BRITE has been slightly altered to
allow compatibility with NS-3.
In the simulations, UDP was used, however, in a prototype of CAMPR, TCP would be used
for the implementation. Using UDP sockets allowed the number of undelivered messages to be
calculated more easily, as they will not be retransmitted as when using TCP. However there
is nothing specific to CAMPR that ties it to either UDP or TCP. In a UDP socket, when the
traffic exceeds the link capacity, it is dropped. The NS-3 FlowMonitor class can keep track
of these dropped messages, but undelivered messages need to be tracked as well and as the
FlowMonitor class has no knowledge of subscriptions.
Before the simulation starts, the solution of the model representing the network state to be
simulated has to be read in. The model solution was used to determine which messages use
which paths. After this, the bottleneck-disjoint paths calculated by the model generator are
read in. Besides the paths information, this is also used to determine the publishers and
subscribers of the messages as the message workload passed in to the model generator is not
read in.
Information such as the publisher, subscribers, delivery graph and how to distribute a mes-
sage across its delivery graph is stored in the MulticastMessage class. A hash table of
MulticastMessage objects acts as a global forwarding table and is used to lookup next hops
each time a message is forwarded.
Finally, a BRITE configuration file which is passed to the BriteTopologyHelper class and from
there to BRITE is read in. This is used for BRITE settings such as how many nodes to have in
the topology, node placement, etc. The default settings were used here, the same as those used
when generating the models. The BRITE topology returned by the BriteTopologyHelper
class is read in, setting the link capacities in the same way as they are assigned by the model
generator.
UDP sockets are created on these links and pointers to them are stored. These are then used
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when forwarding messages. A callback function is attached to each socket and is called whenever
a message is received on that socket. NS-3 sockets are based on BSD sockets, however unlike
BSD sockets, NS-3 sockets are asynchronous. Interaction between sockets and applications in
NS-3 is non-blocking.
As a discrete event simulator, NS-3 allows scheduling of events at specific times in a simulation
using the Simulator::Schedule function. Once the Simulator::Run function is called, the
scheduled events occur at the specified times in the simulation. The maximum amount of traffic
at one time is to be simulated, as this is the worst case scenario, which the models represent.
Therefore, all of the messages should be published at the same time in the simulation. For
all of the messages in the workload, a publishing event is scheduled at the beginning of the
simulation, and this event is bound to the publishers. Once the simulation starts, all of the
messages are published.
A publisher may send a message to multiple next hops and this becomes a separate message
for each next hop in NS-3. It is this initial publishing of messages where path splitting could
occur in the simulations of CAMPR. Once all the message transmissions have been scheduled,
the simulation is started.
Apart from the publication of messages, which is scheduled beforehand, the other message
transmissions are triggered when a message is received. For this, the event-based design of
NS-3 was relied on. When a message is received in a socket, the callback function on the
socket is called. This function extracts the message header, using the contained data to look
up the next hop nodes in the forwarding table. The message header is updated to reflect the
progress along the message’s delivery graph and forwarding to the appropriate unique nodes is
performed using those nodes’ sockets.
A custom message header was created in a MulticastHeader class by extending NS-3’s Header
class and editing NS-3’s build scripts to link in the class. In addition to the header’s own
functions, functions for serialization and deserialization and a few other functions from the
base Header class had to be implemented. The message number is stored, as well as how far
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Figure 5.1: Two delivery graphs with the message headers shown at nodes 4, 7, 8 and 11
Forwarding Table
Delivery Graph Next Hop Path
1
2
2 4 8
2 4 9
3
3 6 10
3 6 11
2
2
2 5 8
2 5 9
3
3 7 10
3 7 11
Figure 5.2: Forwarding table for the situation shown in Figure 5.1
along it is in the current path from the sender to the receiver.
The current progress along the path does not need to be sent in the message header, but this
allows for a faster lookup in the forwarding table. When a message is received, the header is
extracted and the information is used to look up the next hops along the path. The necessary
fields are then updated and the message is forwarded to the required nodes.
Figure 5.1 shows a small topology which will be used to illustrate the forwarding process.
Assume that node 1 will send a message (call this message 1) to nodes 8, 9, 10 and 11 along
two delivery graphs. Assume that this message will be divided evenly among the delivery
graphs. In the model solution, this situation would be represented by the variables x 1 1 =
0.5 and x 1 2 = 0.5. Meaning that half of message 1 will be sent down delivery graph 1
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and the other half of message 1 will be sent down delivery graph 2. The first delivery graph
is shown in a thicker line and the second delivery graph is shown in a dotted line. The two
delivery graphs overlap at links 1→ 2 and 1→ 3.
The associated forwarding table is show in Figure 5.2. The paths are calculated from the
sender to each receiver. This information is stored with message 1. The forwarding table is
divided into delivery graphs and then further into the next hop node from the publisher. This
is because in NS-3 when publishing messages, a message needs to be created for each next hop
of a publisher. Another reason for this is to reduce the lookup time in the forwarding table
when forwarding messages.
The message header contains the message number, the next hop node from the publisher,
the node to which the message will be forwarded and the index of this node in the forwarding
table. The delivery graph number is stored with the message, but is not included in the message
header. At each hop this header is extracted and the forwarding table is used to look up the
next hops.
Figure 5.1 shows the message header at several nodes. At node 4 the message header contains
the values {1, 2, 4, 1}. Meaning that this is message 1, the next hop node from the publisher is
node 2, the current node is node 4, and its index in the paths is 1. Note that the paths also
contain the next hop node from the publisher and the message header starts off at index 0.
Node 4 will extract this header and look up delivery graph 1, next hop 2 and index 1 in the
paths stored in the forwarding table to find out that it should forward this message to nodes 8
and 9.
There are multiple unique next hops, meaning that message splitting will occur at this node.
The path index will be incremented to 2 and two messages will be created, one with the header’s
current node set to 8 and one with the header’s current node set to 9. The first two fields of
the message header will not change.
The header in the message received at node 8 can be seen in Figure 5.1. Note that the header
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of the message sent along delivery graph 2 will be the same at node 8. Once node 8 extracts
the header of the message it will check the forwarding table and realise that it is the last node
in the path, therefore a subscriber. The message headers are also shown for delivery graph 2
at nodes 7 and 11.
Note that there may be paths with the same next hop, but only a single copy of messages is
forwaded to unique nodes. Message are copied only when the next hop nodes are different. This
is the implementation of message splitting. Readers may be wondering about the case when
two or more paths have a different next hop node, but they intersect later on. In this case, the
part of the path before the intersection could be eliminated for all but one of the paths, and
message splitting could be used at the intersection.
However, due to the shortest paths algorithm used, this case does not occur. The shortest
paths are determined by starting at the leaves of the shortest-paths tree and the candidate
paths converge towards this tree as the root is approached. Any overlap among the selected
paths will start at the root and they do not intersect later on.
After the simulation ends, clean up is performed, statistics are collected from the FlowMonitor
class and the number of undelivered messages is counted. This needs to take into account the
possibility of path splitting. When a message is distributed across multiple delivery graphs, if
a subscriber is missing any of the pieces of a message, this message will be considered to be
undelivered. Now the results are discussed.
5.3 Simulation Results
In this section, the results of simulating CAMPR are discussed. The two goals of CAMPR
are minimum usage and load-balancing. Table 5.1 shows the parameters used for both the
minimum usage and the load-balancing simulations. Note that the 5000 message workload was
only used with the 100 node topology, while the other workloads were used for all the topologies.
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Parameter Range
Popularity (% receivers) 5, 25, 45, 65, 85
Workload size (number of messages) 5000, 10000
Link capacity (Mbits) 20, 30, 40, 50, 60
Topology size (number of nodes) 100, 200, 300, 400, 500, 1000
Table 5.1: Parameters used and the ranges of their values
These are the same parameters as those used in Section 4.4. Also, the same seeds were used to
determine which nodes are the publishers when running these simulations.
For the minimum usage goal there were no undelivered messages. There were no solutions of
the minimum usage models which used multiple delivery graphs per message (only a single
path was used in all cases). This is expected as the minimum usage goal aims to minimise
network usage, i.e., the amount of nodes used to route a publication. For the load-balancing
goal there were also no undelivered messages. However, routing according to the solutions of
the load-balancing models do use multiple delivery graphs per message as the goal is to spread
the load as evenly as possible.
5.4 Summary
In this chapter, it was shown that the solutions from the CAMPR models can be used to perform
routing with path splitting and message splitting. A simulation of CAMPR was created, but
this can be used to create a prototype of the routing protocol as well. For this simulation, UDP
sockets were used between nodes. This allowed for easy checking of undelivered messages, as
dropped packets were not retransmitted, but for a prototype TCP sockets would be used.
Chapter 6
Conclusion
A method for avoiding congestion faced in overlay networks was presented. Selecting a single
latency-shortest path between a sender and receiver was avoided because this greedy approach
to path selection can cause a build up of packets at nodes connected to low-latency links, as
many packets will be routed through them. As these nodes may not have enough processing
power to process so many packets, they may end up dropping them, causing retransmissions
and delaying delivery.
One way of dealing with this problem is through congestion control. These schemes measure
available bandwidth or check for dropped packets to detect congestion. Measuring available
bandwidth cannot be done accurately and cheaply and dropping packets was to be avoided. In
the routing approach, congestion was avoided by routing messages through nodes which have
available resources.
Senders were allowed to split messages across several paths going to a sender. This multipath
routing scheme has been shown to increase throughput [BO07, WWK+07]. Using multiple
paths meant that there were more network resources available for sending a flow of messages,
reducing congestion. This was done to avoid rate limiting and having to retransmit dropped
packets.
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Multipath routing protocols also split message flows across multiple paths, but a somewhat
unique approach was used for path selection. Paths were ranked by latency, but from these
paths, those which are bottleneck-disjoint with respect to capacity were selected. This increased
the capacity available to a message flow while still maintaining speed along the paths.
The multipath routing protocols mostly deal with sender-receiver pairs and are not multicast
like CAMPR. There are centralised and distributed approaches. A centralised approach was
used, assuming global knowledge of the network. Global solutions are more accurate, but a
distributed solution is also attractive for cases when it is infeasible to acquire global knowledge
of the network. A distributed solution is one possible area of future work.
Another related field is traffic engineering which is a technique used by ISPs to make the most
of network resources. In this field there are also distributed and centralised approaches, but
the main goal is to load-balance traffic and minimise congestion as in this work. As multipath
routing approaches, traffic engineering schemes are often cast into optimisation problems, which
is the approach taken in this work.
The field of bandwidth reservation is also related because it attempts to use network resources
efficiently by allocating requests for traffic such that certain QoS is provided to applications.
This is a similar goal to that of this work. Approaches in this field use multipath routing and
can also be used together with traffic engineering.
A unique characteristic of this approach, not seen in combination with the work done in mul-
tipath routing and traffic engineering, is message splitting. This saves network resources by
having nodes duplicate messages they have received as close as possible to the receivers. The
problem considered was the optimising of multipath routing taking into account all of the
senders in the network, sending messages to multiple receivers and taking advantage of message
splitting. This global solution required global knowledge of the network, but many approaches
in multipath routing and traffic engineering make similar assumptions so this is a reasonable
assumption.
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6.1 Summary of Thesis Achievements
A model of a multicast messaging middleware which allows message splitting and path splitting
was presented. The model generator created takes a network topology and a message workload
and generates a model of this, representing the state of the network including the available
resources of the network. The generator computes bottleneck-disjoint paths from the senders
to the receivers and then uses these paths to build the delivery graphs for each message flow.
To the best of my knowledge this is the first such model that considers message splitting and
path splitting.
When solved, the model finds a routing approach which results in a message flow distribution
that avoids dropping messages with the given resources in the network. This solution can be
used to construct forwarding tables and route and split messages accordingly. The routing
scheme presented along with the bottleneck-disjoint path selection technique can be applied to
any overlay network. In fact, the model can be used to model any multicast network with path
splitting and message splitting.
6.2 Applications
The routing approach can be applied to any type of network. Only the sources and destinations
of the messages and the topology need to be input to the model generator and a corresponding
model will be generated, allowing for creating of the forwarding tables.
As global knowledge of the network has been assumed, this approach will only work for small
networks or for networks in which similar assumptions can be made. One example is a data
centre, where a centralised approach is appropriate. In small networks this approach can be
used in semi real-time to make routing decisions. As the time to calculate paths increases with
the size of the network, in larger networks the routing decisions have to be made oﬄine.
Another possibility is to make an estimate of the global state of the network and present this
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to the model generator. This will not result in as good a solution as if complete knowledge
was available, but it might still be useful. Some multipath routing approaches looked at use
a hybrid approach. The available paths among which traffic can be split are determined using
global knowledge, but the distribution decisions are made using local knowledge.
6.3 Limitations
The main limitation of this work is the fact that global knowledge of the network is required.
This assumption was made in order to be able to generate an accurate model of the network
including all of the messages. This centralised approach leads to the best results possible for
the given topology and message load, but assuming global knowledge is often unrealistic in real
networks. This was just the first step in this approach to avoiding congestion.
The fact that the model is computed for the entire network leads to another limitation. Gen-
erating the model requires computation of the delivery graphs of all the messages. Only after
all of the paths have been calculated, can the forwarding tables of nodes in the network begin
to be constructed. It would be better to be able to compute the delivery graphs of messages
independently of each other. This would allow messages to be sent in real-time as they appear
in the network instead of having to wait for the delivery graphs of the all the messages to be
calculated as in the current oﬄine approach.
Based on the approach described so far, heuristics that approximate the current solution can
be created. A possible way is to keep track of the popularity of specific content in messages
flowing through nodes as in a tag cloud and use this to predict capacity requirements. A node
which publishes popular content will be expected to generate a lot of outgoing traffic while a
node subscribed to popular content to receive a lot of traffic. A node which sees many messages
containing some particular content flowing through it may detect this as popular content and
signal to the network that a path split should be done with that node being the bottleneck
node which to avoid in the new path. By anticipating traffic patterns in this way, congestion
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may be alleviated without having full knowledge of the network.
The scalability of this approach is limited by the path-finding algorithm which accounts for
about 99% of the time taken to find a routing solution given a network and a message workload.
As this is a polynomial algorithm, the current approach becomes quite slow when there are 1000
nodes, as can be seen in Section 4.5.2. Experiments were run using workloads with up to 10000
messages, but this approach could scale to more messages. The limiting factor is the number
of nodes in the network rather than the number of messages. As can be seen from the graphs
showing solution times, the number of messages does not have much effect on the time taken
to find a solution. Note that, for this approach the path finding was not performed in parallel.
If the path finding were to be parallelised and distributed, scalability could be increased.
6.4 Future Work
There are several paths that can be explored in the future. The most immediate one is to develop
a distributed version of the models, allowing a solution to be generated without having complete
knowledge of the network. This could lead to an on-line solution with real-time updates to
forwarding tables, dynamically adapting to user subscriptions and network conditions. If global
knowledge of the network is no longer assumed, the solution will become less accurate, but some
measures can be taken to improve the efficiency of the routing.
One technique which has been shown to improve network throughput is network coding. This
is a technique for data delivery in networks in which intermediate nodes along the path from
source to destination are allowed to perform operations on the packets in addition to just
relaying them. Several packets can be encoded together and when delivered, the receiver can
use the messages it has received so far to decode the message. This works well in a publish-
subscribe context as messages with the same or similar content can be encoded and users with
matching subscriptions will have previous messages containing this content, allowing them to
decode the new messages.
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The encoding of messages can be as simple as XOR-ing them together as in [KRH+08] or more
complicated such as computing a linear combination of chunks of the messages and sending
the coefficients as well as in [BA09]. Previously encoded messages can also be encoded. In any
case, the encoding and decoding processes need to be cheap and scale with the size of messages.
It might be the case that a node does not have enough information to decode a particular
message. In this case it needs to seek the missing messages, starting by asking nodes near to
it. Users with similar interests tend to be close together in a network, so this is also suitable
for a publish-subscribe-based network.
A possible way to prevent this is to keep track of which messages have been sent to neighbours
and only encoded messages in such a way that neighbours can decoded them. This can also be
used to make forwarding decisions, picking neighbours which are known to be able to decode
the message. However, these kind of decisions should not delay the sending of messages. If
there is no suitable encoding to be made, the plain unencoded message should be sent.
As in [KRH+08], small and large messages can be kept track of, and messages with similar
sizes can be encoded to save the most bandwidth. This paper also showed that there is a much
higher throughput gain when using UDP than when using TCP. This is because the congestion
control of TCP matches the input rate of a node to its output rate. Therefore in TCP senders
back off to prevent packet dropping. With UDP this does not happen. Another interesting
point is that without network coding, network fairness and efficiency are conflicting goals, but
with network coding increasing fairness increases the throughput achieved in the network.
Another area that can be explored is adding features to the model itself. This can include
a goal which is a combination of the two current goals, minimum usage and load-balancing.
These goals can be combined with a weight assigned to each, allowing the user to tweak the
optimisation to their specific needs. Another possibility is adding priorities to the traffic, by
assigning a weight to each flow. This may be done manually by the user or perhaps the user
can specify, for example, that smaller flow are to be favoured over larger ones and the model
generator can assign suitable weights to the flows.
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6.5 Summary
Motivations for a congestion-avoiding messaging middleware were given and work done in the
area of messaging middleware was reviewed. Additionally, work done in the related field of
content-based networking was also reviewed.
Techniques such as backpressure, used in congestion control schemes in overlay networks, were
looked at. These techniques use rate limiting to slow down the transmission of packets once
congestion has been detected. As congestion was to be avoided altogether, work done in the
field of multipath routing, a technique in which a message flow is split across multiple paths
from sender to receiver, thus increasing the capacity to the message flow, was looked at.
The principles of multipath routing were applied to this work, message flows were split across
multiple delivery graphs. Furthermore, a bottleneck-disjoint technique was used to select paths
across which to distribute traffic.
Work done in traffic engineering was also discussed because it has a similar goal to this work,
avoiding congestion and load-balancing network traffic. The routing decision was cast as an
optimisation problem, an approach frequently used in this field.
The field of bandwidth reservation - a technique for managing network resources such that a
certain QoS is provided to user applications, was also looked at. This can be used in conjunction
with traffic engineering and multipath routing. Heuristic approaches are frequently used to
make the bandwidth reservations.
In this work, multiple senders (publishers) send messages to multiple receivers (subscribers) in
the context of a store-and-forward network. There may be many or no subscribers for each
message. The aim was to optimise global routing, avoiding congestion and overloading the
network. Some assumptions needed to be made to make this a tractable problem: complete
knowledge of the topology and the messages in the network. These assumptions are common
in publish-subscribe networks.
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The state of the network, publishers, subscribers and messages were represented as a mathe-
matical model, using an optimisation solver to solve it. The solution of the model describes how
to split message flows across their delivery graphs. This information can be used to construct
the forwarding tables in a routing protocol. Generating the model involved calculating possibly
multiple paths between all the senders and receivers, which accounted for almost all of the time
required for model generation.
A small topology was used as an example to informally describe how the approach works in
scenarios of increasing complexity and then formally defined the concepts. The overall goals
of maximum flow and minimum latency were pursued. Maximum flow has the subgoals of
minimising network usage, using as few links as possible and load-balancing, evenly distributing
messages across as many links as possible. The goal of minimum latency was treated as a
secondary goal. Delivery graphs with enough capacity for a particular message flow were used
over a faster delivery graph.
Different path selection techniques attempted were discussed as well as why eventually the
capacity based bottleneck-disjoint approach was chosen. The mathematical models generated
using the selected paths and the state of the network were defined. This included the minimum
network usage model and the load-balancing model along with the optimal versions of these.
Solving the optimal models is intractable, but they were defined them so that the reader
understands what was aimed for. A model which counts the number of undelivered messages
when using a traditional overlay routing approach was also defined.
The evaluation framework used was described, including the evaluation process, the parameter
space explored and the environment used. Results from the minimum usage and load-balancing
models were presented, showing how many paths it took to find a feasible routing solution given
a message workload and a topology. Results showing the time taken to find these solutions
were also included. In addition, results from the traditional overlay routing model showing the
number of undelivered messages for various workloads and topologies were presented. Only a
subset of the graphs was included as the parameter space explored is quite large.
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The implementation of a simulation of CAMPR was explained, showing that multipath routing
can be performed according to the solutions of the models using path splitting and message
splitting. The implementation of message splitting and path splitting were described, as well
as how the forwarding table is constructed. The simulation was implemented to verify that the
models can be in a real routing protocol, as the models do not take into account time. With
minimal changes it can be used to create a prototype of CAMPR.
An overview of the work was provided, discussing the contributions and possible areas in which
it can be applied. The limitations of the work were also discussed, mainly the fact that it
requires global network knowledge and is an oﬄine approach. Possible avenues for future work
such as distributing the model in order to find quicker solutions and introducing network coding
to further increase throughput were also discussed.
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Appendix A
Model Generator
#include <l im i t s>
#include <set>
#include <map>
#include <queue>
#include <s t r i ng>
#include <vector>
#include <fstream>
#include <iostream>
#include <algorithm>
#include <sstream>
#include <math . h>
#include ”kpaths . hh”
using namespace std ;
map<int , Msg> msgs ; /∗ msg ID −> msg ∗/
vector<tbNode> nodes ;
/∗ note t h a t t h e path i n c l u d e s t h e s r c and d e s t ∗/
map < int , map < int , v ec tor < vector<int> > > > paths ;
double pub l i s h e r s d e c ima l ;
int num nodes ;
int num msgs ;
void s e t node s ( const char∗ topology ) {
i f s t r e am top ( topology ) ;
s t r i n g l i n e ;
int node num , node num2 ;
set<int> tmp nodes ;
map<int , vector<int> > neighbours ;
/∗ s k i p over header ∗/
g e t l i n e ( top , l i n e ) ;
g e t l i n e ( top , l i n e ) ;
while ( g e t l i n e ( top , l i n e ) ) {
s t r ing s t r eam ss ( l i n e ) ;
s s >> node num ;
tmp nodes . i n s e r t ( node num ) ;
s s >> node num2 ;
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tmp nodes . i n s e r t ( node num2 ) ;
i f ( node num != node num2 )
neighbours [ node num ] . push back ( node num2 ) ;
}
vector<tbNode > : : i t e r a t o r i t ;
set<int > : : i t e r a t o r s i t ;
for ( i t = nodes . begin ( ) , s i t = tmp nodes . begin ( ) ;
i t != nodes . end ( ) , s i t != tmp nodes . end ( ) ;
++i t , ++s i t ) {
tbNode n ;
/∗
∗ BRITE nodes are numbered from 0
∗ bu t t h e s f f o u t nodes are numbered from 1
∗ we use t h e s f f conven t i on
∗/
n . id = ∗ s i t ;
/∗ g e t random number d i s t r i b u t e d acco rd ing to power law wi th −1.1 exponent ∗/
n . ou t g o i n g l i n k s = neighbours [∗ s i t ] ;
nodes . push back (n ) ;
}
}
void set pubsub ( const char∗ s f f o u t , int seed , int bu f s i z e , const char∗ bandwidth ) {
/∗ read in t h e s u b s c r i b e r s ∗/
i f s t r e am s f f ( s f f o u t ) ;
s t r i n g l i n e ;
int node num ;
vector<tbNode > : : i t e r a t o r n i t ;
int msg num = 1 ;
while ( g e t l i n e ( s f f , l i n e ) ) {
s t r ing s t r eam ss ( l i n e ) ;
while ( s s >> node num) {
msgs [ msg num ] . s ub s c r i b e r s . push back ( node num ) ;
msgs [ msg num ] . s i z e = 1 ;
msgs [ msg num ] . bunched = fa l se ;
}
msg num++;
}
vector<tbNode > : : i t e r a t o r d i t ;
set<int > : : i t e r a t o r sub i t ;
o f stream bw( bandwidth ) ;
vector<int > : : i t e r a t o r n i t ;
for ( d i t=nodes . begin ( ) ; d i t != nodes . end ( ) ; ++d i t ) {
dit−>b u f f e r s i z e = ( bu f s i z e ∗ dit−>ou t go i n g l i n k s . s i z e ( ) ) ;
for ( n i t = dit−>ou t go i n g l i n k s . begin ( ) ; n i t != dit−>ou t go i n g l i n k s . end ( ) ; ++n i t ) {
bw << dit−>id − 1 << ” ” << ∗ n i t − 1 << ” ” << dit−>b u f f e r s i z e << endl ;
}
}
bw. c l o s e ( ) ;
srand ( seed ) ;
int num publ i shers = nodes . s i z e ( ) ∗ pub l i s h e r s d e c ima l ;
/∗
∗ note t h a t t h i s v e c t o r c on t a i n s t h e INDECES o f t h e random pu b l i s h e r s , not
∗ t h e i r a c t u a l node numbers ( i . e . t h i s s t a r t s from 0 whereas nodes are
∗ numbered from 1)
∗/
vector<int> r and pub l i sh e r s ;
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int rand pub ;
for ( int i = 0 ; i < num publ i shers ; i++) {
rand pub = rand ( ) % nodes . s i z e ( ) ;
/∗ make sure we g e t unique p u b l i s h e r s ∗/
while ( f i nd ( r and pub l i sh e r s . begin ( ) , r and pub l i sh e r s . end ( ) , rand pub ) != rand pub l i sh e r s . end ( ) )
rand pub = rand ( ) % nodes . s i z e ( ) ;
r and pub l i sh e r s . push back ( rand pub ) ;
}
/∗ s e t each message to be p u b l i s h e d by a random node ∗/
map<int , Msg> : : i t e r a t o r mit ;
int n ind = 0 ;
for (mit = msgs . begin ( ) ; mit != msgs . end ( ) ; ++mit ) {
i f ( n ind == rand pub l i sh e r s . s i z e ( ) − 1)
n ind = 0 ;
mit−>second . pub l i sh e r = rand pub l i sh e r s [ n ind ] + 1 ;
nodes [ r and pub l i sh e r s [ n ind ] ] . pub l i c a t i on s . push back (mit−> f i r s t ) ;
n ind++;
}
/∗ s e t t h e dec ima l b u f f e r s i z e s ∗/
vector<tbNode > : : i t e r a t o r d i t 2 ;
for ( d i t2=nodes . begin ( ) ; d i t 2 != nodes . end ( ) ; ++di t2 ) {
dit2−>bu f f e r s i z e d e c ima l = 1 .0 / dit2−>b u f f e r s i z e ;
}
}
void combine messages ( ) {
map<int , Msg> : : i t e r a t o r mit , mit2 , mit3 ;
for (mit = msgs . begin ( ) ; mit != msgs . end ( ) ; ++mit ) {
mit3 = ++mit ;
−−mit ;
for ( mit2 = mit3 ; mit2 != msgs . end ( ) ; ++mit2 ) {
i f (mit−>second . pub l i sh e r == mit2−>second . pub l i sh e r &&
mit−>second . s ub s c r i b e r s == mit2−>second . s ub s c r i b e r s ) {
mit−>second . s i z e++;
/∗ t h e message t h a t i s made o f sma l l e r ones has bunched = f a l s e ∗/
mit2−>second . bunched = true ;
}
}
}
}
void g e t t r e e s ( const char∗ delays , int r e q t r e e s ) {
i n i t i a l i s e ( de lays ) ;
/∗
∗ c u r r e n t l y when we r e q u e s t 3 t r e e s ,
∗ t h e f i r s t t r e e w i l l have t h e s h o r t e s t pa t h s f o r a l l r e c e i v e r s
∗ t h e 2nd t r e e w i l l have t h e 2nd s h o r t e s t pa t h s f o r a l l r e c e i v e r s
∗ and so on
∗/
map<int , Msg> : : i t e r a t o r mit ;
vector<int > : : i t e r a t o r s i t ;
vector< vector<int> > : : i t e r a t o r s e l f i t ;
for (mit = msgs . begin ( ) ; mit != msgs . end ( ) ; ++mit ) {
i f ( ! mit−>second . bunched && mit−>second . s ub s c r i b e r s . s i z e ( ) > 0) {
mit−>second . t r e e s . r e s i z e ( r e q t r e e s ) ;
for ( s i t = mit−>second . s ub s c r i b e r s . begin ( ) ; s i t != mit−>second . s ub s c r i b e r s . end ( ) ; ++s i t ) {
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/∗
∗ i f t h e p u b l i s h e r and s u b s c r i b e r are t h e same node
∗ t h i s node i s a l r e a d y pa r t o f t h e t r e e
∗/
i f (mit−>second . pub l i sh e r != ∗ s i t ) {
bool i s c a l c u l a t e d = fa l se ;
bool i s c on t a i n ed = fa l se ;
/∗ i f t h i s pa th i s a l r e a d y s t o r e d then j u s t copy i t ∗/
i f ( paths [ mit−>second . pub l i sh e r ] [ ∗ s i t ] . s i z e ( ) != 0) {
for ( int i = 0 ; i < r e q t r e e s ; i++)
mit−>second . t r e e s [ i ] = paths [ mit−>second . pub l i sh e r ] [ ∗ s i t ] [ i ] ;
i s c a l c u l a t e d = true ;
}
else {
/∗ e l s e check i f t h i s pa th i s con ta ined ∗/
/∗
∗ l o o k in a l l pa t h s s t a r t i n g from t h i s source to any d e s t
∗ i f any k pa th s to any d e s t con ta in t h i s d e s t
∗ t r un c a t e t h o s e pa th s so t h a t t h ey end a t t h i s d e s t
∗/
int index ;
vector<int> po s i t i o n s ;
map< int , v ec tor < vector<int> > > : : i t e r a t o r i ;
vec tor <vector <int > > : : i t e r a t o r j ;
vector<int > : : i t e r a t o r p i ;
for ( i = paths [ mit−>second . pub l i sh e r ] . begin ( ) ; i != paths [ mit−>second . pub l i sh e r ] . end ( ) ; i++) {
po s i t i o n s . c l e a r ( ) ;
for ( j = i−>second . begin ( ) ; j != i−>second . end ( ) ; j++) {
index = d i s t ance ( j−>begin ( ) , f i nd ( j−>begin ( ) , j−>end ( ) , ∗ s i t ) ) ;
i f ( index < j−>s i z e ( ) ) {
po s i t i o n s . push back ( index ) ;
i f ( p o s i t i o n s . s i z e ( ) == r e q t r e e s ) {
int k c t r = 0 ;
paths [ mit−>second . pub l i sh e r ] [ ∗ s i t ] . r e s i z e ( r e q t r e e s ) ;
for ( p i = po s i t i o n s . begin ( ) , j = i −> second . begin ( ) ;
p i != po s i t i o n s . end ( ) , j != i −> second . end ( ) ; ++p i , ++j ) {
paths [ mit−>second . pub l i sh e r ] [ ∗ s i t ] [ k c t r ] . a s s i gn ( j−>begin ( ) , j−>begin ( ) + ∗ p i + 1 ) ;
k c t r++;
}
i s c on t a i n ed = true ;
goto conta ined ;
}
}
}
}
}
conta ined :
i f ( ! i s c a l c u l a t e d && ! i s c on t a i n ed ) {
ge t paths (&msgs , &(mit−> f i r s t ) , mit−>second . pub l i sh e r − 1 , ∗ s i t − 1 , r e q t r e e s , &paths , &nodes ) ;
}
}
/∗ e l s e we are bo th s u b s c r i b e r and p u b l i s h e r so we add o u r s e l v e s to our t r e e s ∗/
else {
for ( s e l f i t = msgs [ mit−> f i r s t ] . t r e e s . begin ( ) ; s e l f i t != msgs [ mit−> f i r s t ] . t r e e s . end ( ) ; ++s e l f i t ) {
s e l f i t −>push back (∗ s i t ) ;
}
i f (msgs [ mit−> f i r s t ] . t r e e s . s i z e ( ) == 0) {
vector<int> tmp ;
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msgs [ mit−> f i r s t ] . t r e e s . push back (tmp ) ;
msgs [ mit−> f i r s t ] . t r e e s [ 0 ] . push back (∗ s i t ) ;
}
}
}
}
}
/∗ f i l l ou t t r e e s ∗/
vector<int > : : i t e r a t o r s i t ;
for (mit = msgs . begin ( ) ; mit != msgs . end ( ) ; ++mit ) {
i f ( ! mit−>second . bunched && mit−>second . s ub s c r i b e r s . s i z e ( ) > 0) {
for ( s i t = mit−>second . s ub s c r i b e r s . begin ( ) ; s i t != mit−>second . s ub s c r i b e r s . end ( ) ; ++s i t ) {
i f (∗ s i t != mit−>second . pub l i sh e r ) {
for ( int path = 0 ; path < paths [ mit−>second . pub l i sh e r ] [ ∗ s i t ] . s i z e ( ) ; ++path ) {
i f ( paths [ mit−>second . pub l i sh e r ] [ ∗ s i t ] [ path ] . s i z e ( ) == 0) {
paths [ mit−>second . pub l i sh e r ] [ ∗ s i t ] [ path ] = paths [ mit−>second . pub l i sh e r ] [ ∗ s i t ] [ path − 1 ] ;
mit−>second . t r e e s [ path ] = paths [ mit−>second . pub l i sh e r ] [ ∗ s i t ] [ path − 1 ] ;
}
}
}
}
}
}
}
bool generate subopt imal mode l ( const char ∗ mu model , const char∗ lb model ) {
ofstream fout (mu model ) ;
o f stream fout2 ( lb model ) ;
i f ( ! f out . i s open ( ) | | ! f out2 . i s open ( ) ) {
c e r r << ”Error : unable to c r ea t e opt im i sa t i on model f i l e s . ” << endl ;
return fa l se ;
}
map<int , Msg> : : i t e r a t o r mit ;
vector< vector <int> > : : i t e r a t o r t i t ;
vector<tbNode > : : i t e r a t o r n i t ;
/∗ remove d u p l i c a t e s from t r e e s ∗/
for (mit = msgs . begin ( ) ; mit != msgs . end ( ) ; ++mit ) {
for ( t i t = mit−>second . t r e e s . begin ( ) ; t i t != mit−>second . t r e e s . end ( ) ; ++t i t ) {
std : : s o r t ( t i t−>begin ( ) , t i t−>end ( ) ) ;
t i t−>e ra s e ( std : : unique ( t i t−>begin ( ) , t i t−>end ( ) ) , t i t−>end ( ) ) ;
}
}
int t r e e u s ag e = 0 ; /∗ s i z e o f bunched m ∗ number o f nodes in t r e e o f m ∗/
int t c t r ;
f out << ”Minimize” ;
fout2 << ”Minimize y” ;
for (mit = msgs . begin ( ) ; mit != msgs . end ( ) ; ++mit ) {
i f ( ! ( mit−>second . bunched ) && mit−>second . s ub s c r i b e r s . s i z e ( ) > 0) {
t c t r = 1 ;
for ( t i t = mit−>second . t r e e s . begin ( ) ; t i t != mit−>second . t r e e s . end ( ) ; ++t i t ) {
t r e e u s ag e = mit−>second . s i z e ∗ t i t−>s i z e ( ) ;
f out << ” + ” << t r e e u s ag e << ” x” << ” ” << mit−> f i r s t << ” ” << t c t r ;
t c t r++;
}
}
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}
f out << endl << endl << ” Subject To” << endl << endl ;
fout2 << endl << endl << ” Subject To” << endl << endl ;
for (mit = msgs . begin ( ) ; mit != msgs . end ( ) ; ++mit ) {
i f ( ! ( mit−>second . bunched ) && mit−>second . s ub s c r i b e r s . s i z e ( ) > 0) {
t c t r = 1 ;
for ( t i t = mit−>second . t r e e s . begin ( ) ; t i t != mit−>second . t r e e s . end ( ) ; ++t i t ) {
f out << ” + x ” << mit−> f i r s t << ” ” << t c t r ;
fout2 << ” + x ” << mit−> f i r s t << ” ” << t c t r ;
t c t r++;
}
f out << ” >= ” << mit−>second . s i z e << endl ;
fout2 << ” >= ” << mit−>second . s i z e << endl ;
}
}
f out << endl ;
fout2 << endl ;
bool i s i n t r e e ;
for ( n i t = nodes . begin ( ) ; n i t != nodes . end ( ) ; ++n i t ) {
i s i n t r e e = fa l se ;
for (mit = msgs . begin ( ) ; mit != msgs . end ( ) ; ++mit ) {
i f ( ! ( mit−>second . bunched ) && mit−>second . s ub s c r i b e r s . s i z e ( ) > 0) {
t c t r = 1 ;
for ( t i t = mit−>second . t r e e s . begin ( ) ; t i t != mit−>second . t r e e s . end ( ) ; ++t i t ) {
i f ( f i nd ( t i t−>begin ( ) , t i t−>end ( ) , n it−>id ) != t i t−>end ( ) ) {
f out << ” + ” << ” x ” << mit−> f i r s t << ” ” << t c t r ;
fout2 << ” + ” << ” x ” << mit−> f i r s t << ” ” << t c t r ;
i s i n t r e e = true ;
}
t c t r++;
}
}
}
i f ( i s i n t r e e ) {
f out << ” <= ” << nit−>b u f f e r s i z e << endl ;
fout2 << ” <= ” << nit−>b u f f e r s i z e << endl ;
}
}
/∗ c o n s t r a i n t on l y f o r l oad b a l an c i n g g oa l ∗/
f out2 << endl ;
bool i s i n t r e e 2 ;
for ( n i t = nodes . begin ( ) ; n i t != nodes . end ( ) ; ++n i t ) {
i s i n t r e e 2 = fa l se ;
for (mit = msgs . begin ( ) ; mit != msgs . end ( ) ; ++mit ) {
i f ( ! ( mit−>second . bunched ) && mit−>second . s ub s c r i b e r s . s i z e ( ) > 0) {
t c t r = 1 ;
for ( t i t = mit−>second . t r e e s . begin ( ) ; t i t !=
mit−>second . t r e e s . end ( ) ; ++t i t ) {
i f ( f i nd ( t i t−>begin ( ) , t i t−>end ( ) , n it−>id ) != t i t−>end ( ) ) {
f out2 << ” + ” << ” x ” << mit−> f i r s t << ” ” << t c t r ;
i s i n t r e e 2 = true ;
}
t c t r++;
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}
}
}
i f ( i s i n t r e e 2 )
fout2 << ” − y <= 0” << endl ;
}
f out << endl << endl << ”Bounds” << endl ; ;
f out2 << endl << endl << ”Bounds” << endl ; ;
for (mit = msgs . begin ( ) ; mit != msgs . end ( ) ; ++mit ) {
i f ( ! ( mit−>second . bunched ) && mit−>second . s ub s c r i b e r s . s i z e ( ) > 0) {
t c t r = 1 ;
for ( t i t = mit−>second . t r e e s . begin ( ) ; t i t != mit−>second . t r e e s . end ( ) ; ++t i t ) {
f out << ”0 <= x ” << mit−> f i r s t << ” ” << t c t r << ” <= ” << mit−>second . s i z e << endl ;
fout2 << ”0 <= x ” << mit−> f i r s t << ” ” << t c t r << ” <= ” << mit−>second . s i z e << endl ;
t c t r++;
}
}
}
vector<int > : : i t e r a t o r s i t ;
cout << ” begin paths output \n\n\n” ;
for (mit = msgs . begin ( ) ; mit != msgs . end ( ) ; ++mit ) {
i f ( ! mit−>second . bunched && mit−>second . s ub s c r i b e r s . s i z e ( ) > 0) {
cout << ”message ” << mit−> f i r s t << endl ;
for ( s i t = mit−>second . s ub s c r i b e r s . begin ( ) ; s i t != mit−>second . s ub s c r i b e r s . end ( ) ; ++s i t ) {
for ( int path = 0 ; path < paths [ mit−>second . pub l i sh e r ] [ ∗ s i t ] . s i z e ( ) ; ++path ) {
cout << ” t r e e ” << path << endl ;
for ( int hop = 0 ; hop < paths [ mit−>second . pub l i sh e r ] [ ∗ s i t ] [ path ] . s i z e ( ) ; ++hop )
cout << paths [ mit−>second . pub l i sh e r ] [ ∗ s i t ] [ path ] [ hop ] − 1 << ” ” ;
cout << endl ;
}
}
}
}
f out << endl << ”End” << endl ;
fout2 << endl << ”End” << endl ;
return true ;
}
int main ( int argc , char∗∗ argv ) {
i f ( argc != 16) {
cout << ”Usage\n\ t ” << argv [ 0 ] << ” <topo logy loops> <s f f o u t > ”
”<number o f t r e e s> <so model mu> <topo logy no loops> ”
”<so model lb> <o model mu> <o model lb> <seed> ”
”<pub l i she r s dec ima l> <num nodes> <num msgs> ”
”<t r e e s ou t> <bu f f e r s i z e > <ass igned bandwidth>” << endl ;
return 1 ;
}
pub l i s h e r s d e c ima l = ato f ( argv [ 1 0 ] ) ;
num nodes = a to i ( argv [ 1 1 ] ) ;
num msgs = a to i ( argv [ 1 2 ] ) ;
s e t node s ( argv [ 1 ] ) ;
set pubsub ( argv [ 2 ] , a t o i ( argv [ 9 ] ) , a t o i ( argv [ 1 4 ] ) , argv [ 1 5 ] ) ;
combine messages ( ) ;
g e t t r e e s ( argv [ 5 ] , a t o i ( argv [ 3 ] ) ) ;
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bool i s s u c c e s s = generate subopt imal mode l ( argv [ 4 ] , argv [ 6 ] ) ;
map<int , Msg> : : i t e r a t o r m it ;
vector< vector<int> > : : i t e r a t o r t s i t ;
vector<int > : : i t e r a t o r t i t ;
o f stream fout ( argv [ 1 3 ] ) ;
int t c t r = 1 ;
for ( m it = msgs . begin ( ) ; m it != msgs . end ( ) ; ++m it ) {
t c t r = 1 ;
for ( t s i t = m it−>second . t r e e s . begin ( ) ; t s i t != m it−>second . t r e e s . end ( ) ; ++t s i t ) {
f out << m it−> f i r s t << ” ” << t c t r << ” ” ;
fout << t s i t −>s i z e ( ) << endl ;
t c t r++;
}
}
return i s s u c c e s s ? EXIT SUCCESS : EXIT FAILURE ;
}
