In a recent paper [6] , we introduced a classes of derived equivalences called almost ν-stable derived equivalences. The crucial property is that an almost ν-stable derived equivalence always induces a stable equivalence of Morita type, which generalizes a well-known result of Rickard: derived-equivalent self-injective algebras are stably equivalent of Morita type. In this paper, we shall consider the compositions of almost ν-stable derived equivalences and their quasi-inverses, which are called iterated almost ν-stable derived equivalences. We give a sufficient and necessary condition for a derived equivalence to be an iterated almost ν-stable derived equivalence, and give an explicit construction of the stable equivalence functor induced by an iterated almost ν-stable derived equivalence. As a consequence, we get some new sufficient conditions for a derived equivalence between general finite-dimensional algebras to induce a stable equivalence of Morita type.
Introduction
In [6] , we introduced a class of derived equivalences called almost ν-stable derived equivalences. The crucial property is that an almost ν-stable derived equivalence always induces a stable equivalence of Morita type, which generalizes a classical result of Rickard ([13, Corollary 5.5] ). This also gives a sufficient condition for a derived equivalence between general finite-dimensional algebras to induce a stable equivalence of Morita type. Note that many homological dimensions, such as global dimension, finitistic dimension, and representation dimension, are not invariant under derived equivalences in general. But they are all preserved by stable equivalences of Morita type. So, this also helps us to compare the homological dimensions of derived-equivalent algebras.
Let us first recall the definition of almost ν-stable derived equivalences. Let integers i. The category of complexes over C is denoted by C (C ). The homotopy category of complexes over C is denoted by K (C ). When C is an abelian category, the derived category of complexes over C is denoted by D(C ). The full subcategory of K (C ) and D(C ) consisting of bounded complexes over C is denoted by K b (C ) and D b (C ), respectively. As usual, for a given algebra A, we simply write K b (A) and D b (A) for K b (A-mod) and D b (A-mod), respectively.
It is well-known that, for an algebra A, K b (A) and D b (A) are triangulated categories. For basic results on triangulated categories, we refer to Happel's book [4] . Throughout this paper, we use X • [n] to denote the complex obtained by shifting X • to the left by n degree.
Let A be an algebra. A homomorphism f : X −→ Y of A-modules is called a radical map if, for any module Z and homomorphisms h : Z −→ X and g : Y −→ Z, the composition h f g is not an isomorphism. A complex over A-mod is called a radical complex if all its differential maps are radical maps. Every complex over A-mod is isomorphic in the homotopy category K (A) to a radical complex. It is easy to see that if two radical complexes X • and Y • are isomorphic in K (A), then X • and Y • are isomorphic in C (A).
Two algebras A and B are said to be derived-equivalent if their derived categories D b (A) and D b (B) are equivalent as triangulated categories. In [12] , Rickard proved that two algebras are derived-equivalent if and only if there is a complex T • in K b (A-proj) satisfying The following lemma is useful in our later proof. For the convenience of the reader, we provide a proof.
Lemma 2.1. Let C and D be two additive categories, and let F :
Proof. We use induction on the number of non-zero terms of X • . If X • has only one non-zero term, then it is obvious. Assume that X • has more than one non-zero terms. Without loss of generality, we suppose that X • is the following complex 0
Applying F, we get a distinguished triangle in K b (D ):
Thus, by definition, we have
This finishes the proof.
be a derived equivalence between two algebras A and B. F induces an equivalence F : K b (A-proj) −→ K b (B-proj). So, for a bounded complex of projective A-modules, we can use the above lemma to calculate its image under F.
Characterizations of iterated almost ν-stable derived equivalences
In this section, we shall give a proof of our main result Theorem 1.1, which characterizes iterated almost ν-stable derived equivalences in terms of tilting complexes. In case that the algebras are finite-dimensional algebras over a field, we shall give several other characterizations of iterated almost ν-stable derived equivalences. For this purpose, we need some lemmas.
Let A be an algebra, and let A E be the direct sum of all those non-isomorphic indecomposable projective A-modules P with ν i A P being projective-injective for all i 0. The A-module A E is unique up to isomorphism, and is called the maximal ν-stable A-module. If A Q is a projective A-module such that add( A Q) = add(ν A Q), then clearly A Q ∈ add( A E). Throughout this paper, we use ν A -Stp to denote the category add( A E). Recall that for a bounded complex X • over A, we use X ± to denote the A-module i =0 X i . (
Proof. Clearly, we have (1) ⇒ (2). It remains to show that (2) implies (1). Now we assume (2) holds. Let
Similarly, we can show that F −1 ( BĒ ) is isomorphic to a complex in K b (ν A -Stp) and the lemma is proved.
The following lemma is useful in the proof of Theorem 1.1. (1) A P ± ∈ ν A -Stp and BP ± ∈ ν B -Stp; (2) B Q ± ∈ ν B -Stp and CQ ± ∈ ν C -Stp, then we have A T ± ∈ ν A -Stp and CT ± ∈ ν C -Stp.
Proof. We only need to show thatT ± ∈ ν C -Stp, the other statement follows by symmetry. By definition,
Furthermore, since the complexT • is a radical complex, it follows thatT i is a direct summand of Z i for integers i, and consequentlyT ± ∈ ν C -Stp.
Finally, we have the following lemma which is crucial in the proof of our main result. 
Since P • is a radical complex, the term P i is a direct summand of Z i for all i, and consequently P • has the desired property.
We are now in the position to give a proof of our main result.
Proof of Theorem 1.1. Assume that F is an iterated almost ν-stable derived equivalence. Let
is an almost ν-stable derived equivalence. Then by Lemma 3.3, we have add( A T ± ) = add(ν A T ± ) and add( BT ± ) = add(ν BT ± ). Conversely, assume that add( A T ± ) = add(ν A T ± ) and add( BT ± ) = add(ν BT ± ). By Lemma 3.4, there is an almost ν-stable derived equivalence G :
such that the tilting complex P • associated to FG has the property that P i = 0 for all i > 0 and P i ∈ ν C -Stp for all i < 0. By Lemma 3.1, we have add( i<0 P i ) = add( i<0 ν C P i ). LetP • be the tilting complex associated to G −1 F −1 . By Lemma 3.3, we have add( BP ± ) = add(ν BP ± ). Since P i = 0 for all i > 0, by [6, Lemma 2.1], we haveP i = 0 for all i < 0. Hence FG is an almost ν-stable derived equivalence. Thus, F ≃ (FG)G −1 is an iterated almost ν-stable derived equivalence.
Remark: (1) Theorem 1.1 gives us a method to determine whether a derived equivalence is iterated almost ν-stable or not by checking the terms of the involved tilting complexes.
(2) Let P be a projective A-module. The condition add( A P) = add(ν A P) is equivalent to say that P is projective-injective and add(top(P)) = add(soc(P)). As an application of Theorem 1.1, we have the following corollary. 
, then the following hold: Now we work with finite-dimensional algebras over a field. In this case, we get several other characterizations of iterated almost ν-stable derived equivalences, which is the following theorem. (1) The functor F is an iterated almost ν-stable derived equivalence.
to a simple B-module.
(5) For each indecomposable projective A-module P ∈ ν A -Stp, the following conditions are satisfied:
Proof. It follows from Theorem 1.1 and Lemma 3.1 that the statements (1), (2) and (3) are equivalent. Note that for any simple module S over a basic algebra Λ, the dimension of S as an End Λ (S)-space is 1. In this proof, let A E and BĒ be the maximal ν-stable A-module and B-module, respectively.
is one-dimensional over the division ring End A (top(P)). Note that T • is a radical complex. It follows that P is not a direct summand of T ± and the multiplicity of P as a direct summand of T 0 is 1.
) is isomorphic to an indecomposable B-module X . By condition (b), we can assume that T • P is the only indecomposable direct summand of T • such that P is a direct summand of its degree zero term. Suppose thatP is the indecomposable projective B-module corresponding to the direct summand T • P . Then
This implies that X only contains top(P) as composition factors. If X is not a simple B-module, then there is a nonzero map X −→ soc(X ) −→ X in End B (X ) which is not an isomorphism. This contradicts to the fact that
to a B-module X . By Lemma 3.2, the complex
If B X is not simple, then there is a short exact sequence 0
are isomorphic to A-modules U and V , respectively. Thus, we get a distinguished triangle
in D b (A) by applying F −1 to the distinguished triangleŪ −→ X −→V −→Ū [1] . Applying Hom D b (A) (A, −) to the above triangle, we get an exact sequence 0 −→ U −→ top(P) −→ V −→ 0 with non-zero A-modules U and V . This contradicts to the fact that top(P) is a simple A-module. Hence F(top(P)) ≃ X is a simple B-module.
we get Hom A (T i , top(P)) = 0 for all i = 0 and for all indecomposable projective A-module P not in ν A -Stp.
follows by assumption that F(top(Q)) is a semi-simple B-module. Suppose thatQ is a projective cover of F(top(Q))
, and suppose that B B ≃Q ⊕W . SinceT • is a radical complex in B-proj, we have Remark: (1) By Theorem 3.6 (5), we see that if we consider finite-dimensional algebras over a field, then we can determine whether a derived equivalence F is iterated almost ν-stable or not by checking the terms of the tilting complex associated to F, and we do not need to check the terms of the tilting complex associated to F −1 , which is needed in Theorem 1.1.
(2) It is interesting to know whether Theorem 3.6 holds for general Artin algebras. Note that the only problem is the step "(4) ⇒ (3)", where the method in the proof of [1, Theorem 2.1] does not work for general Artin algebras.
As a consequence, we have the following corollary. We end this section by using a simple example to illustrate Theorem 3.6 and Corollary 3.7. Example: Let k be a field, and let A and B be finite-dimensional k-algebras given by quivers with relations in Fig. 1 and Fig. 2 , respectively. Let P(i) denote the indecomposable projective A-module corresponding to the vertex i. Then there is a tilting complex of A-modules
with P(1) in degree zero. One can check that End K b (A-proj) (T • ) is isomorphic to B, and that ν A -Stp = add(P(2) ⊕ P (3)). Hence the tilting complex satisfies the condition (5) in Theorem 3.6. Therefore, the complex T • induces an iterated almost ν-stable derived equivalence (actually even an almost ν-stable derived equivalence) between A and B. By Corollary 3.7, the algebras A and B are stably equivalent of Morita type.
The stable equivalence functor
In this section, we will give a description of the stable equivalence functor induced by an iterated almost ν-stable derived equivalence. Let A be an Artin algebra, and let A E be a maximal ν-stable A-module. Then by definition ν A -Stp = add( A E). We use A-mod ν to denote the quotient category of A-mod modulo morphisms factorizing through modules in ν A -Stp. The Hom-space in A-mod ν is denoted by Hom 
obtained by composing the natural embedding from A-mod to D b (A) and the quotient functor from
For the definition and basic properties of Verdier quotient, we refer to [11, Chapter 2].
Since
Keeping this notation, we have a proposition, which can be viewed as a generalization of a well-known result of Rickard [14, Theorem 2.1]
is fully faithful. Moreover, the functor Σ is an equivalence if and only if A is self-injective.
with this property will be denoted by 
It follows that gβ = 0, and therefore g factorizes through α. Hence we can form the following commutative diagram in D b (A) with rows being distinguished triangles. 
Since the embedding of A-mod into D b (A) is fully faithful, the morphism f is given by a morphism in A-mod. Hence the functor Σ ′ is full, and therefore Σ is a full functor.
Suppose that f : X −→ Y is a morphism in A-mod such that Σ ′ ( f ) = 0. That is, the morphisms X 
Then by Octahedral Axiom, we can form the following commutative
where E • 1 and E • 2 are in K b (ν A -Stp), and con(g) is the mapping cone of g. From the vertical distinguished triangle on the right side, we see that the mapping cone con(h) of h is isomorphic in
All the terms of con(h) in non-zero degrees are in ν A -Stp and P ⊕ X is a direct summand of the 0-degree term of con(h). Hence P is isomorphic to a complex in K b (ν A -Stp) which is impossible since P is projective and is not in ν A -Stp. This finishes the proof. 
Remark: In the above proposition, suppose that P is a projective-injective A-module, if we replace A-mod
of additive functors is commutative up to isomorphism. Moreover, the functor φ F also induces an equivalence between the stable module categories A-mod and B-mod.
Before we give the construction of φ F , we give the following lemma, which generalizes [6, Lemma 2.2] and will be used in the construction of φ F .
Lemma 4.2. Let A be an arbitrary ring, and let A-Mod be the category of all left (not necessarily finitely generated) A-modules. Suppose X • is a complex over A-Mod bounded above and Y • is a complex over A-Mod bounded below. If there is an integer m such that X i is projective for all i > m and Y j is injective for all
Proof. Without loss of generality, we can assume that m = 0. For simplicity, we write K for K (A-Mod) and D for D(A-Mod). Also, the Hom-spaces Hom K (−, −) and Hom D (−, −) will be denoted by K (−, −) and
First, we show that, for each A-module Z, the induced map
is monic. Indeed, applying K (−, Z [1] ) and D (−, Z [1] ) to the distinguished triangle
we get a commutative diagram with exact rows. Next, we show that the map
we get a commutative diagram with exact rows.
Again by [6, Lemma 2.2], the left two vertical maps are isomorphisms. By the above discussion, we see that
we get a commutative diagram
Lemma 4.3. For each A-module X , the complex F(X ) is isomorphic in
D b (B) to a radical complexT • X with T ± X ∈ ν B -Stp. Moreover, the complexT • X
of this form is unique up to isomorphism in C b (B). In particular, if X is a projective (respectively, injective) module, thenT
Proof. By the proof of Theorem 1.1, we see that
for two almost ν-stable derived equivalences
. For each A-module X , by [6, Lemma 3.2] and the definition of almost ν-stable derived equivalences, we see that
. By [6, Lemma 3.1] and the definition of almost ν-stable derived equivalences, the complex
to the mapping cone con(α) of a chain map α from U • to V • . Now it is clear that all the terms of con(α) in non-zero degrees are in ν B -Stp. Taking a radical complexT • X which is isomorphic to con(α) in
. By Lemma 4.2, they are isomorphic in K b (B). Since both W • andT • X are radical complexes, they are also isomorphic in C b (B).
Since all the complexes in add(T • ) and add(ν BT • ) have the desired form, the last statement follows by the uniqueness ofT • X .
In the following, without loss of generality, we fix for each A-module X a complexT • X defined in Lemma 4.3 and assume that F(X ) =T • X for all A-modules X . Let X and Y be two A-modules. There is a natural isomorphism
sending f to F( f ). By Lemma 4.2, there is a natural isomorphism
induced by the localization functor from
. It is easy to see that there is a natural map 
is commutative up to isomorphism. Indeed, one can check that the isomorphismT Stp) with s and t the canonical maps is a natural map, and this gives rise to an isomorphism from the functor FΣ to the functor Σφ F .
For an Artin algebra, in the following theorem, we denote by A-mod the quotient category of A-mod modulo morphisms factorizing through injective modules. 
is uniquely (up to isomorphism) determined by the commutative diagram (♣). Moreover, if F
. We also denote it by G. Then by the above commutative diagram of additive functors, the functor Σφ G φ F is isomorphic to the functor GFΣ, which is isomorphic to Σ. By Proposition 4.1, the functor Σ is a fully faithful embedding. Hence φ G φ F is isomorphic to 1 A-mod ν . By symmetry, the functor φ F φ G is also isomorphic to 1 B-mod ν . Hence φ F is an equivalence, and (1) is proved. By the construction of φ F , it follows from Lemma 4.3 that φ F sends projective modules to projective modules, and sends injective modules to injective modules. Moreover, the modules in ν A -Stp and ν B -Stp are all projective-injective. Thus, the statements (2) and (3) follow.
(4) If φ : A-mod ν −→ B-mod ν is a functor such that Σφ ≃ FΣ, then the functor Σφ is isomorphic to Σφ F .
Hence φ ≃ φ F since Σ is fully faithful. The rest of (4) follows similarly.
Remark: (1) It follows from the definition of iterated almost ν-stable derived equivalences and [6, Theorem 3.7] that every iterated almost ν-stable derived equivalence induces an equivalence between the stable module categories, however, the proof of Theorem 4.4 presented here is not based on the earlier result [6, Thoerem 3.7] , and is completely different from the proof there. Moreover, Theorem 4.4 is more general than [6, Theorem 3.7] since we get an equivalence between A-mod ν and B-mod ν which is not obtained in [6, Theorem 3.7] .
(2) In case that F is an almost ν-stable derived equivalence, it follows by definition that the stable equivalence from A-mod to B-mod induced by the functor φ F coincides with the stable functorF considered in [10] .
Constructions of iterated almost ν-stable derived equivalences
In this section, we shall give some constructions of iterated almost ν-stable derived equivalences.
Let us recall from [2] the definition of approximations. Let C be a category, and let D be a full subcategory of C , and X an object in C . A morphism f :
By Theorem 1.1, to get an iterated almost ν-stable derived equivalence, we only need to construct a derived equivalence with the involved tilting complexes satisfying the conditions in Theorem 1.1. Let A be an algebra, and let P, Q be two projective A-modules satisfying the following two conditions:
For each positive integer r, we can form the following complex:
where f 1 : P −1 −→ A is a right add( A P)-approximation of A, and f i+1 :
where g 1 is a left add( A Q)-approximation of A, and g i+1 is a left add( A Q)-approximation of Coker(g i ) for i = 1, 2, · · · , s − 1. Since Hom A (P, Q) = 0, connecting the two complexes together, we get a complex
where A is in degree zero. We denote this complex by T • P,Q , and let 
, and
We first show that Hom
Then we have the following commutative diagram 
. For simplicity, we list some subcomplexes of T • :
Note that there is a distinguished triangle in K b (A-proj)
Applying F, we get a distinguished triangle in K b (B-proj):
Hence F(R • ) is isomorphic to a complex of the following form:
withŪ in degree 0. Next we have a distinguished triangle
Applying F, we see that F(A) is isomorphic to a complexT • of the form
whereŪ is in degree zero. Note thatT • is a tilting complex associated to
, we have add( BP ) = add(ν BP ) and add( BQ ) = add(ν BQ ). Thus, we have add( A T ± ) = add(ν A T ± ) and add( BT ± ) = add(ν BT ± ). By Theorem 1.1, the statement (2) follows.
To illustrate Proposition 5.1, we give an example. Let A be the finite-dimensional k-algebra given by the quiver
with relations α ′ α = ββ ′ = αβ = βγ = β ′ α ′ = γ ′ β ′ = β ′ β − γγ ′ = 0. We use P i to denote the indecomposable projective A-module corresponding to the vertex i for i = 1, 2, 3, 4. The Loewy structure of the projective Amodules can be listed as follows. The following proposition shows how we can construct iterated almost ν-stable derived equivalences inductively. is almost ν-stable for all i. By Theorem 4.4, we have φ F ≃ φ F 1 φ F 2 · · · φ F n . By the remark after Theorem 4.4, we know that φ F i coincides with theF i considered in [6] for all i. Thus, the statements (1) follows from [6, Corollary 1.3] . The proof of (2) is similar to that of [6, Proposition 6.2] .
Let us recall from [7] the definition of Φ-Auslander-Yoneda algebras. A subset Φ of the set of natural numbers N is called admissible provided that: (1) 0 ∈ Φ; (2) If i + j + k ∈ Φ for i, j, k ∈ Φ, then i + j ∈ Φ implies that j + k ∈ Φ. For instance, the sets N, {0, 1, · · · , n} are admissible subsets of N. Suppose that Φ be an admissible subset of N. Let A be an Artin algebra, and let X be an A-module. Now we consider the Yoneda algebra Ext Proof. Using the result [7, Theorem 3.4], the proof is similar to that of Proposition 5.2 (1).
