We study a least squares estimator b θT for the Ornstein-Uhlenbeck process, dXt = θXtdt + σdB . We prove the strong consistence of b θT (the almost surely convergence of b θT to the true parameter θ). We also obtain the rate of this convergence when 1/2 ≤ H < 3/4, applying a central limit theorem for multiple Wiener integrals. This least squares estimator can be used to study other more simulation friendly estimators such as the estimatorθT defined by (4.1).
Introduction
The Ornstein-Uhlenbeck process X t driven by a certain type of noise Z t is described by the Langevin equation
If the parameter θ is unknown and if the process (X t , 0 ≤ t ≤ T ) can be observed continuously, then an important problem is to estimate the parameter θ based on the (single path) observation (X t , 0 ≤ t ≤ T ). When Z t is the standard Brownian motion, this problem has been extensively studied (see for example [9] , [10] and the references therein). The most popular approaches are either the maximum likelihood estimators or the least squares estimators, and in this case they coincide. Other type of noise processes have also been studied. For example, when Z t is an α-stable process maximum likelihood estimators do not exist and other approaches are proposed in [5] and [6] . where α H = H(2H − 1). Let S be the space of smooth and cylindrical random variables of the form
where f ∈ C ∞ b (R n ) (f and all its partial derivatives are bounded). For a random variable F of the form (2.3) we define its Malliavin derivative as the H-valued random variable
(B H (ϕ 1 ), . . . , B H (ϕ n ))ϕ i .
By iteration, one can define the mth derivative D m F , which is an element of L 2 (Ω; H ⊗m ), for every m ≥ 2. For m ≥ 1, D m,2 denotes the closure of S with respect to the norm · m,2 , defined by the relation
Let δ be the adjoint of the operator D, also called the divergence operator. A random element u ∈ L 2 (Ω, H) belongs to the domain of δ, denoted Dom(δ), if and only if it verifies
for any F ∈ D 1,2 , where c u is a constant depending only on u. If u ∈ Dom(δ), then the random variable δ(u) is defined by the duality relationship
which holds for every F ∈ D 1,2 . The divergence operator δ is also called the Skorohod integral because in the case of the Brownian motion it coincides with the anticipating stochastic integral introduced by Skorohod in [15] . We will make use of the notation δ(u) = T 0
For every n ≥ 1, let H n be the nth Wiener chaos of B, that is, the closed linear subspace of L 2 (Ω, A, P ) generated by the random variables {H n B H (h) , h ∈ H, h H = 1}, where H n is the nth Hermite polynomial. The mapping I n (h ⊗n ) = n!H n B H (h) provides a linear isometry between the symmetric tensor product H ⊙n and H n . For H = 1 2 , I n coincides with the multiple Itô stochastic integral. On the other hand, I n (h ⊗n ) coincides with the iterated divergence δ n (h ⊗n ). We will make use of the following central limit theorem for multiple stochastic integrals (see [12] ). Theorem 2.1 Let {F n , n ≥ 1} be a sequence of random variables in the pth Wiener chaos, p ≥ 2, such that lim n→∞ E(F 2 n ) = σ 2 . Then the following conditions are equivalent:
2 ) as n tends to infinity.
(ii) DF n 2 H converges in L 2 to a constant as n tends to infinity.
Remark. In [12] it is proved that (i) is equivalent to the fact that DF n 2 H converges in L 2 to pσ 2 as n tends to infinity. If we assume (ii), the limit of DF n 2 H must be equal to pσ 2 because
3 Asymptotic behavior of the least square estimator
Consider Equation (1.1) driven by a fractional Brownian motion B H with Hurst parameter H ≥ 1 2 . Suppose that X 0 = 0 and θ > 0. The solution is given by 
Proof Using the relation between the divergence integral and the path-wise Riemann-Stieltjes integral (see Theorem 3.12 and Equation (3.6) of [3] ) we can write
As a consequence, we obtain
On the other hand,
The next theorem establishes the strong consistency of this estimator.
almost surely, as T tends to infinity.
In order to prove this theorem we make use of the following technical result.
almost surely and in L 2 , as T tends to infinity.
Proof
For every t ≥ 0 define
where
is Gaussian, stationary and ergodic. For H = 1 2 this is well-known and for H > 1 2 this is proved in [2] . Then, the ergodic theorem implies that
as T tends to infinity, almost surely and in L 2 . This implies that
as T tends to infinity, almost surely and in
and (3.6) follows from Lemma 5.1.
Proof of Theorem 3.2
In the case H = 1 2 , taking into account that the process t 0 X s dB s , t ≥ 0 is a martingale with quadratic variation t 0 X 2 s ds it follows that θ T → θ almost surely, as T tends to infinity. Now let H > 1/2. From Lemma 5.2 we deduce that almost surely
It is easy to check that this convergence also holds in L 2 . Then we conclude the proof using Lemma 3.3, (3.8), and
The next theorem provides the convergence in distribution to a Gaussian law of the fluctuations in the almost sure convergence (3.5).
as T tends to infinity, where
Proof
We have
11) where F T is the double stochastic integral
From Lemma 3.3 we know that
t dt converges almost surely and in L 2 , as T tends to infinity to σ 2 θ −2H HΓ(2H). Then, it suffices to show that F T converges in law as T tends to infinity to a centered normal distribution. In order to show this convergence we will apply Theorem 2.1 to a given sequence of random variables in the second chaos F T k , where T k ↑ ∞ as k tends to infinity. To simplify we assume that T = 1, 2, . . . . The proof then follows from the following facts:
as T tends to infinity.
(ii) DF T 2 H converges in L 2 to a constant as T tends to infinity.
Step 1: Proof of (i) Suppose first that H = 1 2 . In this case, by the isometry of the Itô integral we obtain
which implies that
This implies the desired result because
. In this case, by the isometry property of the double stochastic integral I 2 , the variance of F T is given by
By Lemma 5.3 in the Appendix we obtain that
Step 2: Proof of (ii) For s ≤ T we have
Suppose first that H = 1 2 . In this case,
T .
We already know from (3.6) that A
as T tends to infinity. The third term can be written as
2θ a T tends to infinity. Finally we can show that
In fact, we have
T )
2 ) = 8σ 
We have to prove that DF T 2 H converges to a constant in L 2 as T tends to infinity. In fact,
For the term C
T , since X t is Gaussian we can write
which converges to 0 as T tends to infinity when H < 
2 converges to 0 as T tends to infinity. In the same way we can prove that E |C
converges to zero as T tends to infinity, for i = 2, 3 when H < 3/4. By triangular inequality, we see that
Taking into account that
we conclude the proof of (ii). This completes the proof of the theorem.
If one replaces the Itô type integral in (1.2) by the path-wise RiemannStieltjes integral, then we can obtain the following estimator
which converges to zero in L 2 as T tends to infinity from Lemma 3.3 and (3.8).
An alternative estimator
Suppose in this section that H > 1 2 . We introduce the following estimator
From (3.6), we see thatθ T converges to θ almost surely as T → ∞. Theorem 3.4 allows us to derive the rate of convergence in the approximation of θ by θ T .
as T tends to infinity, where σ H is defined in (3.10) .
Proof From Equation (3.2), we have
where o(
) denotes a random variable H T such that √ T H T converges to zero almost surely as T tends to infinity. Therefore,
On the other hand, we can write
where θ * T is a random point between θ and θ T . From Theorem 3.4 we obtain the following convergence in law as T tends to infinity:
Finally, from the decomposition
, and using (4.3) and (4.4) we deduce the desired convergence.
Appendix
In the sequel we present some calculations used in the paper.
Proof
We can write, by the change-of-variables u − s = x,
Integrating first in the variable u and using that (2H − 1)Γ(2H − 1) = Γ(2H) we conclude the proof. 
The covariance of the process is Y t is, using Lemma 5.1 to compute Var(ξ),
Then the result lemma from Theorem 3.1 of Pickands [14] .
Lemma 5.3 Let I T given by (3.14) . When 
Taking the derivative with respect to T we have
Making the change of variable T − u 2 = x 1 , T − u 1 = x 2 , and T − s 1 = x 3 yields
As a consequence,
and this integral is finite. Indeed, we can decompose this integral into the integrals in the six disjoint regions {x σ(1) < x σ(2) < x σ(3) }, where σ runs over all permutations of the indices {1, 2, 3}. In the case x 1 < x 3 < x 2 making the change of variables x 1 = a, x 3 − x 1 = b, and x 2 − x 3 = c, we obtain
which is finite because H < 
The integral in (5.3) can be simplified as follows. First we make the change of variables y → w, where w = y − x, and we obtain
Integrating in x we get
Therefore,
and we obtain
Making the change-of-variables z − w = x yields
Substituting the equality (w + x) for some constant C θ,H > 0.
Let us assume that s < t. We can write using (2. It is easy to see that B
T is bounded by C θ,H e −θ|t−s| . The second term can be estimated as follows This proves (5.6). The inequality (5.7) can be proved in a similar way (see also [2] ).
