We give sound and complete axiomatizations for XPath with data tests by 'equality' or 'inequality', and containing the single 'child' axis. This data-aware logic predicts over data trees, which are tree-like structures whose every node contains a label from a finite alphabet and a data value from an infinite domain. The language allows us to compare data values of two nodes but cannot access the data values themselves (i.e. there is no comparison by constants). Our axioms are in the style of equational logic, extending the axiomatization of data-oblivious XPath, by B. ten Cate, T. Litak and M. Marx. We axiomatize the full logic with tests by 'equality' and 'inequality', and also a simpler fragment with 'equality' tests only. Our axiomatizations apply both to node expressions and path expressions. The proof of completeness relies on a novel normal form theorem for XPath with data tests.
Introduction
XML (eXtensible Markup Language) is the most successful language for data exchange on the web. It meets the requirements of a flexible, generic and platform-independent language. An XML document is a hierarchical structure that can be abstracted as a data tree, where nodes have labels (such as LastName) from a finite domain, and data values (such as Smith) from an infinite domain. For some tasks, data values can be disregarded (for instance, checking whether a given XML document conforms to a schema specification). But many applications require data-aware query languages, that is, languages with the ability of comparing data values. Indeed, the possibility to perform joins in queries or comparing for equality of data values is a very common and necessary feature in database query languages.
XPath is the most widely used query language for XML documents; it is an open standard and constitutes a World Wide Web Consortium (W3C) Recommendation [10] . XPath has syntactic operators or 'axes' to navigate the tree using the 'child', 'parent', 'sibling', etc. accessibility relations, and can make tests on intermediate nodes. Core-XPath [16] is the fragment of XPath 1.0 containing only the navigational behavior of XPath, i.e. without any reference to the data in the queries.
Core-XPath can be seen as a modal language, such as those used in software verification, like Linear Temporal Logic (LTL) [6] or Propositional Dynamic Logic (PDL) [17] . XPath has been already investigated from a 'modal' point of view. In [21] this perspective is illustrated by showing how some results on Core-XPath fragments can be derived from classical results in modal logic. In particular, when the only accessibility relation is 'child', Core-XPath has many similarities with basic modal logic (BML). First, in the absence of data, an XML document just becomes a tree whose every node has a label from a finite domain; this is a special kind of Kripke models, when labels are represented as propositional letters. Second, any property expressed in BML can be translated to Core-XPath and vice versa. There are also some differences: Core-XPath may express not only properties ϕ on nodes, called node expressions, but also on paths, called path expressions. When α is a path expression, its truth is evaluated on pairs of nodes instead of on individual nodes, as BML does. In a nutshell, α is true at (x, y) if the path from x to y (which is unique, since our models are trees) satisfies the condition expressed by α.
The formal syntax and semantics of Core-XPath will be given later in full detail, but let us now give a glimpse of it. If α is a path expression, in Core-XPath we can write α , a node expression saying that there is a descendant y of x such that (x, y) satisfies α (see Figure 1 (a)). Imagine that α simply expresses "go to child; ϕ holds; end of path". Then the node expression α is translated as ♦φ in BML, whereφ is the recursive translation of ϕ to the BML language. For illustrating a more complex path expression, suppose that the path expression β expresses "go to child; ϕ holds; go to child; ψ holds; end of path". Then the node expression β is translated to the language of BML as ♦(φ∧♦ψ). Core-XPath generalizes the 'diamond' ♦ operator of BML to complex diamonds α , where α describes a property on a path. Conversely, any formula ♦ϕ of BML can be straightforwardly translated to Core-XPath as α , where α expresses "go to child; ϕ holds; end of path".
By the (finite) tree model property of BML, the validity of a formula with respect to the class of all Kripke models is equivalent to the validity in the class of (finite) tree-shaped Kripke models. Since there are truth-preserving translations to and from Core-XPath, it is not surprising that there exist axiomatizations of the node expressions fragment of Core-XPath with 'child' as the only accessibility operator. Interestingly, there are also axiomatizations of the path expressions fragment of it. Even more, there are also axiomatizations of all single axis fragments of Core-XPath (those where the only accessibility relation is the one of 'child', 'descendant', 'sibling', etc.), and also for the full Core-XPath language [22] .
Core-Data-XPath [8] -here called XPath = -is the extension of Core-XPath with (in)equality tests between attributes of elements in an XML document. The resemblance with modal languages is now more distant, since the models of XPath = cannot be represented by Kripke models. A first attempt to represent a data tree as a Kripke model, would be to let any data value v in the data tree correspond to a propositional letter p v in the Kripke model [1] . However, this would be unfair: in BML, p v is a licit formula expressing "the value is v" but this kind of construction is not permitted in XPath = . Indeed, XPath = can only compare data values by equality or inequality at the end of paths, but it cannot compare the data value of a node with a constant. The rationale of this feature is twofold: on the one hand, it remains a finitary language; on the other, its semantics are invariant over renaming of data values. XPath = augments Core-XPath expressivity with 'data-aware diamonds' of the form α = β and α = β . The former is true at x if there are descendants y and z of x such that α is true at (x, y) and β is true at (x, z), and y and z have the same data value (see Figure 1 (b) ). The latter is true at x if there are y and z as before but such that y and z have distinct data values (see Figure 1 (c) ). Observe that ¬ α = β expresses that all pairs of paths satisfying α and β respectively, starting in x, end up in nodes with different data values, while α = β expresses that there is a pair of paths satisfying α and β respectively which end up in nodes with different data value. One can see that α = β is not expressible in terms of Boolean combinations of expressions of the form · = · .
Whilst the model theory of XPath = was recently investigated both for the node expressions fragment [12, 13] and for the path expressions fragment, [3, 2] , no research has been carried out for the proof theory of it.
Studying a complete axiomatization has applications in static analysis of queries, such as optimization through query rewriting, and it gives us an alternative method for solving the validity problem, which is undecidable for the full logic Core-Data-XPath [15] , but it is decidable when the only axis present in the language is 'child', and in fact, also when adding 'descendant' [11] (and also for other fragments).
Contributions
We give sound and complete axiomatizations for XPath = with 'child' as the only axis. We extend the axiomatization of Core-XPath given in [22] with the needed axioms to obtain all validities of Core-Data-XPath. Our axiomatizations will be equational: all axioms are of the form ϕ ≡ ψ for node expressions ϕ and ψ or of the form α ≡ β for path expressions α and β, and inference rules will be the standard of equational logic. We show that an equivalence ϕ ≡ ψ is derivable in the axiomatic system if and only if for any data tree, and any node x in it, either ϕ and ψ are true at x or both are false at x. We also present a similar result for path expressions: an equivalence α ≡ β is derivable if and only if for any data tree, and any pair of nodes (x, y) in it, either α and β are true at (x, y) or both are false at (x, y). Our completeness proof relies in a normal form theorem for expressions of XPath = with 'child' axis, and a construction of a canonical model for any consistent formula in normal form inspired in [14] .
We proceed gradually. To warm up, we first show an axiomatization for the fragment of XPath = with all Boolean operators, with data-aware diamonds of the form α = β , but keeping out those of the form α = β . This fragment is still interesting since it allows us to express the join query constructor. Then we give the axiomatization for the full XPath = with 'child' axis, whose proof is more involved but uses some ideas from the simpler case.
Related Work
As we mentioned before, there exist axiomatizations for navigational fragments of XPath with different axes [22] . Axiomatizations of other fragments of Core-XPath have been investigated in [7] , and extensions with XPath 2.0 features have been addressed in [23] . We found only a few attempts of axiomatizing modal logics with some notion of data value.
A logical framework to reason about data organization is investigated in [4] . They introduce reference structures as the model to represent data storage, and a propositional labeled modal language to talk about such structures. Both together model memory configurations, i.e., they allow storing data files, and retrieving information about other cells' content and location of files. A sentence m A is read as "memory cell m stores sentence A". Then, data is represented by mean of sentences: for instance, if data c i represents a number N , c i is the sentence "this is a number N " (same for other sorts of data). This representation is quite different from our approach. Nevertheless, according to our knowledge this is one of the first attempts on axiomatizing data-aware logics, by introducing a Hilbert-style axiomatization.
Tree Query Language (TQL) is a formalism based on ambient logic designed to make queries of semi-structured data. It allows checking schema properties, extracting tags satisfying a property and also recursive queries. The TQL data model is information trees, and the notation to talk about information trees is called info-terms. In [9] an axiomatization for info-terms is given in terms of a minimal congruence. This axiomatization is sound and complete with respect to the information tree semantics. This is more related with our approach in the sense that we consider data values as an equivalence relation.
The most closely related work is [5] , where an axiomatization for a very simple fragment of XPath, named DataGL, was given. Following our informal description of XPath = , DataGL allows for constructions of the form α = β and α = β , where α represents the empty path and β is a path of the form 'go to descendant; ϕ holds; end of path'. In particular, they introduce a sound and complete sequent calculus for this logic and derive a PSPACE-complete complexity bound for the validity problem.
Organization
In §2 we give the formal syntax and semantics of XPath = with 'child' axis, called XPath = (↓). As we already mentioned, we also study a special syntactical fragment, called XPath = (↓) − , whose all data-aware diamonds are of the form α = β , and keeps out those of the form α = β . In §3 we give a sound and complete axiomatic system for XPath = (↓) − : in §3.1 we state the needed axioms, an extension of those introduced in [22] ; in §3.2 we define the normal forms for XPath = (↓) − (these are not an extension of those defined in [22] ) and state the corresponding normal form theorem; in §3.3 we show the completeness result, whose more complex part lays in proving that any node expression in normal form is satisfiable in a canonical model (whose construction is given in §3.3.1 and the corresponding verification is given in §3.3.2). In §4 we extend the previous axioms to get a sound and complete axiomatic system for XPath = (↓). We follow the same route as for XPath = (↓) − : axioms ( §4.1), normal form ( §4.2) and canonical model ( §4.3). Those proofs requiring highly technical arguments were deferred to Appendices A and B. Finally, in §5 we close with some final remarks and future lines of research.
Preliminaries
Syntax of XPath = (↓). We work with a simplification of XPath, stripped of its syntactic sugar and with the only axis being the 'child' relation, notated ↓. We consider fragments of XPath that correspond to the navigational part of XPath 1.0 with data equality and inequality. XPath = (↓) is a two-sorted language, with path expressions (that we write α, β, γ) expressing properties of paths, and node expressions (that we write ϕ, ψ, ρ), expressing properties of nodes.
The language Downward XPath, notated XPath = (↓) is defined by mutual recursion as follows:
where A is a finite set of labels.
Other Boolean operators, such as ∨, →, are defined as usual. We define the node expression true as , the node expression false as ¬true and the path expression ⊥ as [¬ ] .
We notate XPath = (↓) − to the syntactic fragment which does not use the last rule α = β . An XPath = (↓)-formula [resp. XPath = (↓) − -formula] is either a node expression or a path expression of XPath = (↓) [resp. XPath = (↓) − ].
We write dd to denote the downward depth [13] of an XPath = (↓)-expression, which measures 'how deep' such expression can see, an it is defined as follows:
where a ∈ A, λ denotes the empty string, ϕ, ψ are node expressions of XPath = (↓), α, β are path expressions of XPath = (↓), and * ∈ {=, =}.
Data trees. We introduce data trees, the structures in which we interpret XPath = (↓)-formulas. Usually, a data tree is defined as a tree whose every node contains a label from a finite alphabet A and a data value from an infinite domain. An example of a data tree is depicted in Figure 2 (a). Our logical language, whose formal semantics is defined below,
Figure 2: (a) A data tree. Nodes are tagged with ( , n) meaning that its label is and its data-value is n. (b) Our view of data tree: a node-labeled tree and a partition over its nodes.
will be able to compare the data value of two nodes by equality or inequality but it will not be able to compare against a concrete value. Hence we will work with an abstraction of the usual definition of data tree: instead of having data values in each node of the tree, we have an equivalence relation between the nodes or, equivalently, a partition. We identify two nodes with the same data value as being related by the equivalence relation, or belonging to the same equivalence class in the partition -see Figure 2 (b). While this is not the classical view of a data tree, it is more convenient for our purposes, and it is equivalent, as far as the semantics of our logical language concerns. Definition 1. Let A be a finite set of labels, a data tree T is a pair (T, π), where T is a tree (i.e. a connected acyclic graph such that every node has exactly one parent, except the root, which has no parent) whose nodes are labeled with elements from A, and π is a partition over the nodes of T . We use T indistinctly to denote the set of nodes of T or the structure of the labeled tree. Given two nodes x, y ∈ T we write x→y if y is a child of x and x i →y (for i ≥ 1) as a short for
Observe that in particular x→y iff x 1 →y. We denote with [x] π the class of x in the partition π, and with label(x) ∈ A the node's label. We say that T , x is a pointed data tree, and T , x, y is a two-pointed data tree.
Semantics of XPath = (↓). Let us introduce the semantics of XPath = (↓)-formulas. Let T = (T, π) be a data tree. We define the semantics of XPath = (↓) on T (notated as [[ . ]] T ) as follows:
Let T , x be a pointed data tree and ϕ a node expression, we write T , x |= ϕ to denote x ∈ [[ϕ]] T , and we say that T , x satisfies ϕ or that ϕ is true at T , x. Let T , x, y be a twopointed data tree and α a path expression, we write T , x, y |= α to denote (x, y) ∈ [[α]] T , and we say that T , x, y satisfies α or that α is true at T , x, y. We say that a node expression ϕ is satisfiable in a data tree T if T , r |= ϕ, where r is the root of T . We say that ϕ is satisfiable if it is satisfiable in some data tree T .
Example 2. Consider the data tree of Figure 2 with root x.
is true at x because there is a path of length 1, and there is a path of length 2 (with labels a in the second node and b in the third one) ending in nodes with the same data value.
2.
= ↓↓ is false at x because there are no paths of length 2 ending in nodes with the same data value as x.
3. ¬ ↓↓ = ↓↓ is true at x because all paths of length 2 end in nodes with the same data value.
↓[a]↓[b]
= is false at x because no path of length 2 with labels a in the second node and b in the third node, end in a node with the same data value as x.
is true at x because x has a child with label a, verifying ↓[b] , and with the same data value as x.
We say that two node expressions ϕ, ψ of XPath = (↓) are equivalent (notation:
T for all data trees T . Similarly, path expressions α, β of XPath = (↓) are equivalent (notation:
Let T , x, y and T , x , y be two-pointed data trees, we say that T , x ≡ T , x [resp. T , x ≡ − T , x ] iff for all node expression ϕ of XPath = (↓) [resp. XPath = (↓) − ] we have T , x |= ϕ iff T , x |= ϕ, and we say that T , x, y ≡ T , x , y [resp. T , x, y ≡ − T , x , y ] iff for all path expression α of XPath = (↓) [resp. XPath = (↓) − ] T , x, y |= α iff T , x , y |= α.
Let T = (T, π) be a data tree, let x ∈ T , and let X be the set of x and all its descendants in T , i.e. X = {x} ∪ {y ∈ T | (∃i ≥ 1) x i →y}. We define T x as the data tree (T X, π X), that is, the data tree that consists of the subtree of T that is hanging from x, maintaining the partition of that portion.
The logic XPath = (↓) is local in the same way as the basic modal logic:
Proposition 3. Let (T , π) be a data tree. Then
• If y, z are descendants of x in T , then T , y, z ≡ T x, y, z.
Inference rules. An XPath = (↓) node equivalence is an expression of the form ϕ ≡ ψ, where ϕ, ψ are node expressions of XPath = (↓). An XPath = (↓) path equivalence is an expression of the form α ≡ β, where α, β are path expressions. An axiom is either a node equivalence or a path equivalence. For P, Q both path expressions or both node expressions, we say that P ≡ Q is derivable (or also that P is provably equivalent to Q) from a given set of axioms Σ (notation Σ P ≡ Q) if it can be obtained from them using the standard rules of equational logic:
4. If P ≡ Q and R is obtained from R by replacing some occurrences of P by Q, then R ≡ R .
We notate ϕ ≤ ψ when ϕ ∨ ψ ≡ ψ, and α ≤ β when α ∪ β ≡ β.
Definition 4 (Consistent Node expressions). Let Σ be a set of axioms. We say that a node expression [resp. path expression] P of XPath = (↓) is Σ-consistent if Σ P ≡ false [resp. Σ P ≡ ⊥]. We define Con Σ as the set of Σ-consistent node expressions.
Completeness of XPath
= (↓) −
Axiomatization
In Table 1 we list the axioms for the fragment XPath = (↓) − . This list includes all the axioms from [22] for the logic Core-XPath with single axis 'child' (second, third and fourth blocks) and adds the new axioms for data-aware diamonds of the form α = β (last block). Also, remember that in our data trees each node satisfies exactly one label. We add two axioms to handle this issue (first block). This is unessential for our development, and could be dropped to axiomatize XPath = (↓) over data trees whose every node is tagged with multiple labels, with minor changes to the definitions of normal forms. Let XP − be the set of all instantiations of the axioms of Table 1 for a fixed alphabet A. In the scope of this section we will often say that a node expression is consistent meaning that it is XP − -consistent.
Observe that in [22, Table 3 ] there is an axiom α ∪ β ≡ α ∨ β , not present in our axiomatization because it is derivable (is a consequence of our axioms):
In this article, sometimes we use Axioms EqAx1, EqAx2 and EqAx5 without explicitly mention them. We omit such steps in order to make the proofs more readable.
The following syntactic equivalences will be useful for the next sections:
Fact 5. As seen in Der1 and Der2 of [22, Table 6 ], we have the following:
As a consequence of these two equivalences and the Huntington's equation NdAx1, we can derive all the axioms of Boolean algebras from the axioms in XP − [19, 18] . In what follows, we will often use the Boolean properties without explicitly referencing them.
It is not difficult to see that the axioms XP − are sound for XPath = (↓) − : Proposition 6 (Soundness).
For any node expressions ϕ and ψ of XPath
2. For any path expressions α and β of XPath = (↓) − such that XP − α ≡ β, we have |= α ≡ β.
Proof. Equational rules are valid because we have compositional semantics, and the proof that all the axioms from Table 1 are sound is straightforward.
Axioms for labels

LbAx1
true
Path axiom schemes for predicates
Path axiom schemes for idempotent semirings
Node axiom schemes
Node axiom schemes for equality 
Normal forms
When working in Core-XPath, the only diamond in the language is the modal diamond of the form α , where α is a path expression. In the absence of data-aware diamonds any node expression [ϕ]↓β is equivalent to ϕ ∧ ↓[ β ] . Hence when the only axis is 'child', the only path expressions that we need are of the form ↓[ · ], of length 1, and hence the only diamonds that we need are of the form ↓[ψ] , which in the basic modal logic is written simply as ♦ψ. This rewriting of path expressions is carried out in [22] , and so normal forms have somewhat the same flavour as in the basic modal logic.
When data shows up, this rewriting is no longer possible: the node expression α = β checks if there are nodes with equal data value at the end of paths α and β. So these paths cannot be compressed as before. Our normal forms will take into account path expressions of arbitrary length, and this makes our definition more involved than the one in [22] . We introduce them in this section for the language XPath = (↓) − . This definition will be extended to the general logic XPath = (↓) in §4.2.
We define the sets P − n and N − n , that contain the path and node expressions of XPath = (↓) − , respectively, in normal form at level n: Definition 7 (Normal form for XPath = (↓) − ).
Observe that we define normal forms by mutual recursion among three kinds of sets: P − n , D − n and N − n (for some n), which are sets of path expressions, data-aware diamonds, and node expressions, respectively. They consist of expressions that can look forward up to a certain downward depth. The subindex n indicates which maximum downward depth we are exploring, both in path and node expressions. Base cases are the simplest expressions of each kind (depth 0). New path expressions are constructed by using node and path expressions ψ and β from a previous level of their respective type, and exploring one more step using ↓. Data-aware diamond expressions are auxiliary expressions consisting of equalities between two path expressions of the same level. Finally, node expressions in normal form at some level n are formed of consistent conjunctions of positive and negative data-aware diamond expressions of level n. Notice that at each level i, each conjunction in N − i has one conjunct of the form a with a ∈ A which provides a label for the present node. Finally, let us remark that it would suffice that N − 0 contains formulas of the form a, for a ∈ A. In fact, such formulas are of the form a ∧ = (containing the tautology = ) only for technical reasons.
Example 8. Let us see some examples of expressions in normal form. We consider only two labels a and b, and ignore redundancies (if we put α = β , we do not write β = α ). First, we construct the sets P − 1 and D
An example of a node expression in normal form at level 1, i.e. a node expression in
The following Lemmas (9, 10 and 11) are very intuitive and their proofs are straightforward.
Lemma 9. Let ψ ∈ N − n and α, β ∈ P − n . Let T , x be a pointed data tree, such that T , x |= ψ and T , x |= α = β . Then α = β is a conjunct of ψ.
Proof. A The case when n = 0 follows from definition of P − 0 and N − 0 . If n > 0, since α, β ∈ P − n , by definition of D − n , we have α = β ∈ D − n . Because ψ ∈ N − n , either α = β or its negation is a conjunct of ψ. Suppose that the latter occurs, then T , x |= ¬ α = β , and, by hypothesis, T , x |= α = β , which is a contradiction.
Proof. Since α ∈ P − n , then either α = or α is of the form
we are done, as = is always a conjunct of ψ by consistency. Else, since α = α ∈ D − n , α = α or its negation is a conjunct of ψ. By Axiom PrAx1, the latter case is not possible, because ↓[ψ]α is consistent. Then α = α is a conjunct of ψ.
Lemma 11. For every pair of distinct elements ϕ, ψ ∈ N − n , ϕ ∧ ψ is inconsistent.
Proof. If n = 0, then ϕ = a ∧ = and ψ = b ∧ = , with a, b ∈ A and a = b. Then by Axiom LbAx2, we have XP − ϕ ∧ ψ ≡ false, i.e., ϕ ∧ ψ is inconsistent. Let ϕ and ψ be distinct normal forms of degree n > 0, then we have two possibilities:
• If ϕ and ψ differ in the conjunct of the form a with a ∈ A, then we use an argument similar to the one used for the base case.
• If not, then there is σ ∈ D − n such that, without loss of generality, σ is a conjunct of ϕ and ¬σ is a conjunct of ψ. Therefore, because ϕ∧ψ contains σ ∧¬σ as a sub-expression, we have XP − ϕ ∧ ψ ≡ false, i.e., it is inconsistent. This concludes the proof.
Lemma 12. Let α, β be path expressions of P − n . If there is a data tree T and nodes x, y ∈ T such that T , x, y |= α and T , x, y |= β, then α = β.
. By definition of the semantics of XPath = (↓) − , i = j since T , x, y |= α and T , x, y |= β. By Lemma 11 plus Proposition 6, ψ k = ρ k for all k = 1, . . . , i. Then we conclude that α = β.
Lemma 14 states that expressions in any P − n or N − n are provably equivalent to the union or disyunction, respectively, of expressions in higher levels of P − n or N − n ; in other words, normal forms are increasingly expressive.
Proof. Take
It can be seen that XP − a ∧ ϕ ≡ ψ.
Proof. It suffices to show it for m = n + 1. Let A be the set of all
One can prove that
It is easier to prove a result over expressions in normal form than over the general case, as we can rely on the particular structure of those expressions. However, these proofs would be of little use if expressions in normal form only represented a small subset of all possible expressions. That is not really the case: with Lemma 16 and Corollary 17, we will prove that all node expressions (and also all path expressions) are derivably equivalent to a disjunction of expressions in normal form.
Example 15. As a simple example of these equivalences, take the language with only three labels a,b, and c, and consider the node expression ϕ = ¬a.
For a slightly more complex example, related with Example 8, take the language with only the labels a and b, and consider the node expression
where
and
Lemma 16. If ϕ is a consistent node expression of XPath
If ↓α is a consistent path expression of
Proof. Observe that it suffices to show the result with the hypothesis dd(ϕ) = n and dd(α) = n (instead of ≤ n) by Lemma 14. For an XPath = (↓) formula (node or path expression) F , let us define g(F ) as the number of tests in F (i.e. the number of subformulas in ϕ of the form [ψ] for some node expression ψ) plus the number of unions in F (i.e. the number of occurrences of ∪ ), plus the number of ↓ in F . We show the following statement by induction in the lexicographic ordering of f(F ) = (dd(F ), g(F )):
Let F be a consistent formula such that dd(F ) = n. If F = ϕ is a node expression then
For one of the base cases, suppose f(P ) = (0, m). Suppose F = ϕ is a node expression such that dd(ϕ) = 0. Then ϕ is essentially a propositional formula, and the result is immediate. If dd(↓α) = 0, it is trivial, since dd(↓α) > 0. For the other base cases, suppose f(P ) = (n, 0). If P is a node expression, it is essentially a propositional formula, and the result is straightforward. If P = ↓α is such that g(↓α) = 0 it is trivial, since g(↓α) > 0. For the induction, suppose f(F ) = (n + 1, m). Suppose F = ϕ is a node expression. All Boolean cases are straightforward. Suppose ϕ = ↓[ψ]α = ↓[ρ]β has downward depth n + 1, where α is the empty string or starts with ↓, and the same for β. Suppose that both α and β start with ↓ (the argument is simpler if one of them is the empty string). Since
n and finite path expressions (α k ) k , (β ) ∈ P − n . By Axioms EqAx3, EqAx2, PrAx3, and both parts of both parts of ISAx6, we obtain Suppose F = ↓α is a node expression. Without loss of generality we may assume (from both parts of Axiom ISAx5 and Der21 of [22, Table 6 ]) that α is either a union, or of the form [ϕ]β, for β the empty string or starting with ↓. The former case is straightforward by definition of f and the associativity of ∪. For the latter, dd(β), dd(ϕ) ≤ n, and by inductive hypothesis we have XP − ϕ ≡ i ϕ i for finite node expressions (ϕ i ) i ∈ N − n , and, in case β is not the empty string, XP − β ≡ j β j for finite path expressions (β j ) j ∈ P − n . By Axioms PrAx3 and both parts of ISAx6, we conclude
Corollary 17. If α is a consistent path expression of XPath
Proof. One can see that α is provably equivalent to [
, where each β i starts with ↓ or is . The result follows from Lemma 16.
Completeness for node and path expressions
In this section we show that for node expressions ϕ and ψ of XPath = (↓) − , the equivalence ϕ ≡ ψ is derivable from the axioms of Table 1 if and only if ϕ is XPath = (↓) − -semantically equivalent to ψ. We also show the same result for path expressions of XPath = (↓) − .
Theorem 18. For any node expressions ϕ and ψ of XPath
Proof. The soundness follows from Proposition 6. For completeness, suppose |= ϕ ≡ ψ.
Suppose that ϕ is consistent and ψ is not. On the one hand, by Lemma 16, there is n such that ϕ is provably equivalent to 1≤i≤k ϕ i , for ϕ i ∈ N − n . In particular ϕ 1 is consistent and by Lemma 20, to be proven next, ϕ 1 (and hence ϕ) is satisfiable. On the other hand, by Proposition 6, ψ is unsatisfiable, and this contradicts the fact that |= ϕ ≡ ψ. This shows that if ϕ is consistent then so is ψ. Symmetrically, one can show that if ψ is consistent, then so is ϕ. Therefore, either ϕ and ψ are consistent or ϕ and ψ are inconsistent. In the latter case, we trivially have XP − ϕ ≡ ψ.
In case ϕ and ψ are consistent, by Lemma 16, there is n and node expressions ϕ and ψ which are disjunctions of node expressions in N − n such that XP − ϕ ≡ ϕ and XP − ψ ≡ ψ . Suppose that ϕ contains a disjunct ϕ which is not a disjunct of ψ . By Lemma 20, ϕ is satisfiable in some data tree T . By Lemma 11, for any disjunct ψ of ψ we have that ϕ ∧ ψ is inconsistent, and by Proposition 6, unsatisfiable. Hence ψ is not satisfiable in T , and so |= ϕ ≡ ψ, a contradiction. The case when ψ contains a disjunct which is not a disjunct of ϕ is analogous.
Then ϕ and ψ are identical, modulo reordering of disjunctions, and so XP − ϕ ≡ ψ which implies XP − ϕ ≡ ψ.
Theorem 19. For any path expressions α and β of XPath
Proof. The soundness follows from Proposition 6. For completeness, suppose |= α ≡ β.
Suppose that α is consistent and β is not. On the one hand, by Corollary 17, α is provably equivalent to 1≤i≤k [ϕ i ]α i , with α i ∈ P − n and ϕ i ∈ N − n . In particular, [ϕ 1 ]α 1 is consistent and α 1 = α 1 is a conjunct of ϕ 1 . By Lemma 20, the node expression ϕ 1 , and hence the path expression [ϕ 1 ]α 1 , and so α, is satisfiable. On the other hand, by Proposition 6, β is unsatisfiable, and this contradicts the fact that |= α ≡ β. This shows that if α is consistent then so is β. Symmetrically, one can show that if β is consistent, then so is α. Therefore, either α and β are consistent or α and β are inconsistent. In the latter case, we trivially have
Suppose both α and β are consistent. By Corollary 17 we have that there is n and path expressions α 1 . . . α k , β 1 . . . β in P − n and node expressions ϕ 1 . . .
. . k and β j = β j is a conjunct of ψ j for j = 1 . . . . Hence by Lemma 20 any α i and any β j is satisfiable.
Suppose
for some i. Since ϕ i ∈ N − n , by Lemma 20,  there is a data tree T = (T, π) with root r such that T , r |= ϕ i . Since α i = α i is a conjunct of ϕ i , we have that there is y ∈ T such that T , r, y |= α i .
Let us see that T , r, y |= [ψ j ]β j for any j ≤ . Fix any j. By (1), we have that ϕ i = ψ j or α i = β j . In the first case, T , r, y |= [ψ j ]β j follows from Lemma 11 and Proposition 6 (in particular T , r |= ψ j ). If ϕ i = ψ j , we have α i = β j and T , r, y |= [ψ j ]β j follows from Lemma 12. This, together with Proposition 6, contradicts the fact that |= α ≡ β. Hence for any i there is j such that [ϕ i ]α i = [ψ j ]β j . Analogously one can show that for any j there is i such
Then i≤k [ϕ i ]α i and j≤ [ψ j ]β j are identical, modulo reordering of unions, and so
All we need to complete the argument is to prove the following result, whose proof resides in the rest of the section.
Lemma 20. Any node expression ϕ ∈ N − n is satisfiable.
Canonical model
For every ϕ ∈ N − n we construct, recursively in n, a data tree
If ϕ ∈ N − 0 and ϕ = a ∧ = with a ∈ A, define the data tree T ϕ = (T ϕ , π ϕ ) where T ϕ is a tree which consists of the single node x with label a, and π ϕ = {{x}}.
Let ϕ ∈ N − n+1 . To define the rooted data tree T ϕ = (T ϕ , π ϕ , r ϕ ) we first examine the types of 'diamonds' occurring as conjuncts in ϕ. Consider the following sets:
Each pair (ψ, α) ∈ V will force a witness for = ↓[ψ]α (and also, from EqAx2, for ↓[ψ]α = ; we will usually avoid these observations of symmetry), and each quadruple (ψ, α, ρ, β) ∈ U will force two witnesses for ↓[ψ]α = ↓[ρ]β . All these witnesses will be data trees, which will be tied together with a single root r ϕ to form T ϕ . The partition π ϕ will be defined so that a) each witness preserves its partition and b) ϕ is satisfiable in T ϕ . Rule 1. Witnesses for v = (ψ, α) ∈ V . We define a data tree T v = (T v , π v ). By inductive hypothesis, there exists a tree T ψ such that ψ is satisfiable in that tree. Then, by Lemma 37 (take γ i = for all i), there exist T ψ = ( T ψ , π ψ ) with root r ψ and a node x such that
π ψ for all y such that there is β ∈ P − n with (ψ, β) ∈ V, and T ψ , r ψ , y |= β, Define T v as T ψ , and x v as x. See Figure 3 .
The partition π v is the one of T ψ , and T ψ is the one of Lemma 37.
Rule 2. Witnesses for u = (ψ, α, ρ, β) ∈ U . We define data trees
. By inductive hypothesis, there exist trees T ψ = (T ψ , π ψ ) (with root r ψ ) and T ρ = (T ρ , π ρ ) (with root r ρ ) such that ψ is satisfiable in T ψ and ρ is satisfiable in T ρ .
Then, by Lemma 37 (take γ i = ↓[ρ]β for all i), there exist T ψ = ( T ψ , π ψ ) with root r ψ and a node x such that:
Then it follows that ↓[ρ]β = ↓[ψ]µ j is a conjunct of ϕ for all j = 1, . . . , r. And so, by Lemma 37, there exist a tree T ρ = ( T ρ , π ρ ) with root r ρ and a node y such that
for all z such that there is δ ∈ P − n and j = 1, . . . , r with T ρ , r ρ , z |= δ and
as r ρ and y u = y. Without loss of generality, we assume that
In other words, the rooted data tree (T u 1 , π u T u 1 , r u 1 ) is just a copy of ( T ψ , π ψ , r ψ ), with a special node named x u which satisfies T u 1 , π u , r u 1 , x u |= α. Analogously, the pointed data tree (T u 2 , π u T u 2 , r u 2 ) is a copy of ( T ρ , π ρ , r ρ ), with a special node named y u which satisfies T u 2 , π u , r u 2 , y u |= β. Notice that the equivalence class ∼ induced by π u (defined over the disjoint sets T u 1 and Figure 4 : The data trees
The partition π u 1 is the one of T ψ , and the partition π u 2 is the one of T ρ . Furthermore, π u 1 and π u 2 are disjoint except that the equivalence class of x u is merged with the equivalence class of y u .
The rooted data tree (T ϕ , π ϕ , r ϕ ) Now define T ϕ as the tree which consists of a root r ϕ , with label a ∈ A if a is a conjunct of ϕ, and with children
We assume that the nodes of all such trees are pairwise disjoint. Define π ϕ over T ϕ by
In other words, T ϕ has a root, named r ϕ , and children (r v ) v∈V , (r u 1 ) u∈U , (r u 2 ) u∈U . Each of these children is the root of its corresponding tree inside T ϕ as defined above, i.e. for each v ∈ V, r v is the root of T v , and for each u ∈ U, r u i is the root of T u i (i = 1, 2). All these subtrees are disjoint, and π ϕ is defined as the disjoint union of partitions π v for v ∈ V, and all π u for u ∈ U, with the exception that we put into the same class the nodes r ϕ and (x v ) v∈V . See Figure 5 .
The data tree T ϕ , with root r ϕ , when V = {v 1 , . . . , v m } and U = {u 1 , . . . , u k }. Nodes r ϕ , x v 1 , . . . , x vm are in the same equivalence class, and for each i nodes x u i and y u i are in the same equivalence class.
The following fact follows easily by construction:
Fact 21. The partition restricted to the trees T v for v ∈ V and the partition restricted to the trees T u 1 and T u 2 for u ∈ U remains unchanged. More formally:
, and π ϕ T u 2 = π u 2 . We conclude from Proposition 3 and the construction that:
Fact 22. The validity of a formula in a children of r ϕ is preserved in T ϕ . More formally:
2. For each u ∈ U, i ∈ {1, 2} and x, y ∈ T u i we have
Verification
We check that ϕ is satisfiable in T ϕ . Since ϕ ∈ N − n+1 is a conjunction as in Definition 7, it is enough to prove that each conjunct of ϕ holds in our model. If label a is a conjunct of ϕ, then it is clear that it is satisfied in r ϕ by construction. Note that we have four kind of conjuncts left to analyze:
We also know on the one hand that T u 1 , π u 1 , r u 1 |= ψ and T u 2 , π u 2 , r u 2 |= ρ, and on the other hand that
α is a conjunct of ϕ. Aiming for a contradiction, suppose that
Then there is a successor z of r ϕ in which ψ holds, and by construction plus Lemma 11, z is the root of some copy of a data tree T ψ . Moreover, there is x ∈ T ψ such that T ϕ , z, x |= α, with [x] π ϕ = [r ϕ ] π ϕ . In addition to this, (ψ, α) ∈ V and so, by Rule 1,
β is a conjunct of ϕ. Aiming for a contradiction, suppose that
Then there are successors z 1 and z 2 of r ϕ in which ψ and ρ holds, respectively. Also, by construction and Lemma 11, z 1 and z 2 are the roots of some copies of data trees T ψ and T ρ . Moreover, there are descendants w 1 and
We now have two cases to analyze:
• ψ = ρ: because of Lemma 11, the trees are also different. There are two possibilities to consider:
-One possibility is that [w 1 ] π ϕ = [w 2 ] π ϕ because Rule 2 was applied (see Figure 6 (a) ). Then there is u = (ψ, α , ρ, β ) ∈ U (the symmetric case is analogous). In this case we have T u 1 , π u 1 , r u 1 , x u |= α and T u 2 , π u 2 , r u 2 , y u |= β , where
which is a contradiction by Remark 38.
-The other possibility is that [w 1 ] π ϕ = [w 2 ] π ϕ because Rule 1 was applied twice (see Figure 6 (b) ). Then there exist
Then, by Rule 1, (ψ, α) and (ρ, β) belong to V which gives a contradiction because of the consistency of ϕ plus Axiom EqAx6.
• ψ = ρ: because ψ and ρ are the same formula, it can be the case that T ψ and T ρ are the same tree (if they are different, we can apply the argument of previous item). Then we have T ψ , π ψ , r ψ |= α = β , and as a consequence α = β has to be a conjunct of ψ (Lemma 9). Then, by Axiom EqAx5, Der12 from [22, Table  6 ] and Axiom EqAx7 plus Der21 from [22, Table 6 ], (ψ, α ) ∈ V for all α ∈ P − n . And also (ψ, α , ρ , β ) ∈ U for all α , β ∈ P − n , ρ ∈ N − n . This gives a contradiction by construction because in this case it wouldn't be a copy of a tree T ψ .
Figure 6: Nodes w 1 and w 2 are in the same equivalence class because (a) Rule 2 was applied via u = (ψ, α , ρ, β ) ∈ U, or (b) Rule 1 was applied twice via
4 Completeness of XPath = (↓)
Axiomatization
In this section we introduce additional axioms to handle inequalities. Axioms in Table 2 , extend those from Table 1 to conform a complete axiomatic system for the full logic XPath = (↓). Let XP be the set of all instantiations of the axioms from Table 1 plus the ones from  Table 2 . In the scope of this section we will often say that a node expression is consistent meaning that it is XP-consistent.
In this article, sometimes we use Axioms NeqAx1 and NeqAx3 without explicitly mentioning them. We omit such steps in order to make the proofs more readable.
It is not difficult to see that the axioms XP are sound for XPath = (↓):
Proposition 23 (Soundness).
Node axiom schemes for inequality 
Normal forms
We define the sets P n and N n , that contain the path and node expressions of XPath = (↓), respectively, in normal form at level n:
Definition 24 (Normal form for XPath = (↓)).
Normal forms are built using the same idea from §3.2, but considering also data-aware diamonds with inequalities. Again, let us remark that it would suffice that N 0 contains formulas of the form a, for a ∈ A.
In fact, such formulas are of the form a ∧ = ∧ ¬ = (containing the tautologies = and ¬ = for technical reasons). For instance, considering again two labels a and b, let us define ψ and θ, the node expressions conforming N 0 :
Then we construct the sets P 1 and D 1 :
An example of a node expression in normal form at level 1, i.e. a node expression in N 1 , is
Analogous of Lemmas 9, 10 and 11 hold in this case, with the same proofs given for the case of XPath = (↓) − :
Lemma 25. Let ψ ∈ N n and α, α ∈ P n . Let T , u be a pointed data tree, such that T , u |= ψ and T , u |= α * α . Then α * α is a conjunct of ψ ( * should be replaced evenly by = or =).
Lemma 26. Let ψ ∈ N n and α ∈ P n . If ↓[ψ]α is consistent then α = α is a conjunct of ψ.
Lemma 27. For every pair of distinct elements ϕ, ψ ∈ N n , ϕ ∧ ψ is inconsistent.
We omit the proofs of the following Lemma and Corollary since they are analogous to the ones for XP − (Lemma 16 and Corollary 17):
Lemma 28. If ϕ is a consistent node expression of XPath = (↓) such that dd(ϕ) ≤ n, then XP ϕ ≡ 1≤i≤k ψ i for some (ψ i ) 1≤i≤k ∈ N n . If ↓α is a consistent path expression of XPath = (↓) such that dd(↓α) ≤ n, then XP ↓α ≡ 1≤i≤k α i for some (α i ) 1≤i≤k ∈ P n .
Corollary 29. If α is a consistent path expression of XPath = (↓) such that dd(α) ≤ n, then XP α ≡ 1≤i≤k [ψ i ]α i for some (ψ i ) 1≤i≤k ∈ N n and (α i ) 1≤i≤k ∈ P n . Furthermore, for all i, [ϕ i ]α i is consistent and hence α i = α i is a conjunct of ϕ i .
Completeness for node and path expressions
In this section we show that for node expressions ϕ and ψ of XPath = (↓), the equivalence ϕ ≡ ψ is derivable from the axioms of Table 1 plus Table 2 if and only if ϕ is XPath = (↓)-semantically equivalent to ψ. We also show the same result for path expressions of XPath = (↓). Lemma 32. Any node expression ϕ ∈ N n is satisfiable.
The proof of this lemma in the rest of the section.
Canonical model
For every ϕ ∈ N n we construct, recursively in n, a data tree T ϕ = (T ϕ , π ϕ ) such that ϕ is satisfiable in T ϕ .
If ϕ ∈ N 0 and ϕ = a ∧ = ∧ ¬ = with a ∈ A, define the data tree T ϕ = (T ϕ , π ϕ ) where T ϕ is a tree which consists of the single node x with label a, and π ϕ = {{x}}.
Let ϕ ∈ N n+1 . To define the rooted data tree T ϕ = (T ϕ , π ϕ , r ϕ ) we first classify pairs (ψ, α) with ψ ∈ N n and α ∈ P n in four disjoint cases depending on the conjuncts of ϕ:
The main idea of the following construction is to observe that the consistency of ϕ determines that pairs in the sets defined before cannot "interact" in any way. We mean that there are many types of (possibly negated) data-aware diamonds (¬) ↓[ψ]α * ↓[ρ]β , for * ∈ {=, =} (regarding to which of the four sets (ψ, α) and (ρ, β) belongs to) that cannot be conjuncts of ϕ (see §4.3.2 for more details). In order to construct the model, we isolate the type of data-aware diamonds that need to be forced and we force them carefully to avoid interference with other data-aware diamonds. Lemma 43 is key to be able to force witnesses for some data-aware diamonds without ruining others. Now we define some special sets of quadruples (ψ, α, ρ, β) with ψ, ρ ∈ N n , α, β ∈ P n :
• U is the set of quadruples (ψ, α, ρ, β) such that one of the following holds:
• Z is the set of all quadruples (ψ, α, ρ, β) such that (ψ, α), (ρ, β) ∈ V ¬=, = , and
Each pair v 1 = (ψ, α) ∈ V =, = will force a witness for the conjunct = ↓[ψ]α and a witness for the conjunct = ↓[ψ]α (and also, from EqAx2 and NeqAx1, for ↓[ψ]α = and ↓[ψ]α = . We will omit these observations of symmetry from now on). Each pair v 2 = (ψ, α) ∈ V =,¬ = will force a witness for the conjunct = ↓[ψ]α . Each pair v 3 = (ψ, α) ∈ V ¬=, = will force a witness for the conjunct = ↓[ψ]α (a pair v 4 = (ψ, α) ∈ V ¬=,¬ = means that there is not a path of the form ↓ [ψ]α so it will not force any witnesses). Each quadruple u = (ψ, α, ρ, β) ∈ U will force two witnesses for the conjunct ↓[ψ]α = ↓[ρ]β . All these witnesses will be data trees, which will be tied together with a single root r ϕ to form T ϕ . The partition π ϕ will be defined so that a) each witness preserves its partition and b) ϕ is satisfiable in T ϕ . Now we construct T ϕ :
We define data trees T
2 ). By Lemma 45, there exist T ψ = ( T ψ , π ψ ) with root r ψ and a node x such that:
• T ψ , r ψ |= ψ,
• T ψ , r ψ , x |= α,
π ψ for all y such that there is β ∈ P n with (ψ, β) ∈ V =,¬ = and T ψ , r ψ , y |= β,
π ψ for all z such that there is γ ∈ P n with (ψ, γ) ∈ V ¬=, = and T ψ , r ψ , z |= γ. 1 ) is just a copy of ( T ψ , π ψ , r ψ ) with a special node named x v 1 and (T
2 ) is just a copy of (T ψ , π ψ ) disjoint with (T
See Figure 7 (a).
Rule 2. Witnesses for v
We define a data tree T v 2 = (T v 2 , π v 2 ). By inductive hypothesis, there exists T ψ = (T ψ , π ψ ), with root r ψ such that T ψ , r ψ |= ψ. Define T v 2 as T ψ , π v 2 as π ψ , and r v 2 as r ψ . In other words, the rooted data tree (T v 2 , π v 2 , r v 2 ) is just a copy of (T ψ , π ψ , r ψ ). See Figure 7 (b).
Rule 3. Witnesses for v
We define a data tree T v 3 = (T v 3 , π v 3 ). By inductive hypothesis, there exists T ψ = (T ψ , π ψ ), with root r ψ such that T ψ , r ψ |= ψ. Define T v 3 as T ψ , π v 3 as π ψ , and r v 3 as r ψ . In other words, the rooted data tree (T v 3 , π v 3 , r v 3 ) is just a copy of (T ψ , π ψ , r ψ ). See Figure 7 (c).
Rule 4. Witnesses for u = (ψ, α, ρ, β) ∈ U. We define data trees T u 1 = (T u 1 , π u 1 ) and T u 2 = (T u 2 , π u 2 ). By inductive hypothesis, there exist trees T ψ = (T ψ , π ψ ) (with root r ψ ) and T ρ = (T ρ , π ρ ) (with root r ρ ) such that T ψ , r ψ |= ψ and T ρ , r ρ |= ρ. Now, in order to consider the information given by U and its interaction with Z, we are going to split U into two different subsets:
• U 1 is the set of (ψ, α, ρ, β) ∈ U for which there are γ, δ ∈ P n such that:
-γ = α is a conjunct of ψ, -δ = β is a conjunct of ρ.
as π ρ , r u 2 as r ρ . Without loss of generality, we assume that T u 1 and T u 2 are disjoint. In other words, the rooted data tree (T u 1 , π u 1 , r u 1 ) is just a copy of (T ψ , π ψ , r ψ ) and the pointed data tree (T u 2 , π u 2 , r u 2 ) is a copy of (T ρ , π ρ , r ρ ) See Figure 7 (d). For u = (ψ, α, ρ, β) ∈ U 2 , by Lemma 43 (take γ i = ↓[ρ]β for all i), there exist T ψ = ( T ψ , π ψ ) with root r ψ and a node x such that:
π ψ for all y such that there is γ ∈ P n with T ψ , r ψ , y |= γ and
is a conjunct of ϕ.
Define T u 1 as T ψ , π u 1 as π ψ , r u 1 as r ψ and x u = x ∈ T u 1 . Now let
Then it follows that ↓[ρ]β = ↓[ψ]µ j is a conjunct of ϕ for all j = 1, . . . , r. And so, by Lemma 43, there exist a tree T ρ = ( T ρ , π ρ ) with root r ρ and a node y such that
• T ρ , r ρ , y |= β,
π ρ for all z such that there is δ ∈ P n and j = 1, . . . , r with T ρ , r ρ , z |= δ and
Define T u 2 as T ρ , π u 2 as π ρ , r u 2 as r ρ and y u = y. Without loss of generality, we assume that T u 1 and T u 2 are disjoint. In other words, the rooted data tree (T u 1 , π u 1 , r u 1 ) is just a copy of ( T ψ , π ψ , r ψ ), with a special node named x u . Analogously, the pointed data tree (T u 2 , π u 2 , r u 2 ) is a copy of ( T ρ , π ρ , r ρ ), with a special node named y u . See Figure 7 (e).
See Figure 8 . As a first step we define π ϕ over T ϕ by
It is important to notice that, up to here, it is clear that the tree hanging from each child of the root preserves its partition. In order to consider the information given by Z, we are going to split V ¬=, = into two subsets:
Then we classify the elements of V ¬=, = according to the following equivalence relation:
Observe that this relation is reflexive by Axiom NeqAx7, it is symmetric and it is transitive by Lemma 46.
We name the equivalence classes A 1 , . . . , A m . We define π ϕ over T ϕ taking into account the information given by V =, = , V =,¬ = and Z:
where • M = {x | there exists (ψ, α) ∈ V =,¬ = such that there is a child z of r ϕ such that if we call T = (T, π) to the tree hanging from z, then T , z |= ψ and T , z, x |= α} • L i = {x | there exists (ψ, α) ∈ A i such that there is a child z of r ϕ such that if we call T = (T, π) to the tree hanging from z, then T , z |= ψ and T , z, x |= α} for all i = 1, ..., m
The following remark follows from Rule 1, Lemma 39 and Lemma 47:
Remark 33. The set unions defined in (2) are disjoint:
It is important to notice that, due to Rule 1, plus Lemma 39, Remark 33 and Lemma 49, up to here, the tree hanging from each child of the root still preserves its partition.
In the previous "gluing", we forced our model to satisfy all diamonds of the form
β that need to be forced (more details in §4.3.2). Finally, define π ϕ over T ϕ by
In other words, T ϕ has a root, named r ϕ , and children
Each of these children is the root of its corresponding tree inside T ϕ as defined above. All these subtrees are disjoint, and π ϕ is defined as the disjoint union of the partitions with the exception that we put into the same class:
• the nodes r ϕ , (x v 1 ) v 1 ∈V =, = and every node satisfying the node expression
• a witness for ↓[ψ]α and a witness for
• every pair of nodes x and y satisfying the node expressions ↓[ψ]α and ↓[ρ]β respectively if (ψ, α, ρ, β) ∈ Z.
In the previous gluing, we forced our model to satisfy all diamonds of the form ↓[ψ]α = ↓[ρ]β that need to be forced (more details in §4.3.2).
The following fact is key to prove, in §4.3.2, that ϕ is satisfiable in T :
Fact 34. The partition restricted to the trees T
2 for v 1 ∈ V =, = , the partition restricted to the trees T v 2 for v 2 ∈ V =,¬ = , the partition restricted to the trees T v 3 for v 3 ∈ V ¬=, = and the partition restricted to the trees T u 1 and T u 2 for u ∈ U remains unchanged. More formally:
1. For each v 1 = (ψ, α) ∈ V =, = and i ∈ {1, 2}, we have π ϕ T
4. For each u = (ψ, α, ρ, β) ∈ U and i ∈ {1, 2}, we have π ϕ T u i = π u i .
Proof. We give a guide for the proof and we leave the details to the reader: If we think we have three kind of "gluings", root kind, Z kind and U 2 kind, then the way in which two nodes can be glued together is by a sequence of these gluings (See two examples in Figure 9 ).
(a) (b) Figure 9 : In (a), nodes x and y were glued together by a sequence of the form root-root-Z; in (b), nodes x and y were glued together by a sequence of the form Z-Z-U 2 .
We give a list of the ingredients for the complete proof.
• We have already observed that the same assertions hold if we change π ϕ for π ϕ so we are only interested in sequences that involve some gluing of kind U 2 .
• By the way in which we have chosen x v 1 and Lemma 39, we can't have a sequence involving a root kind gluing followed by a Z kind one (or vice versa).
• The fact that x v 1 and x u (or y u ) are always in different subtrees together with Remark 50 and the consistency of ϕ plus Axiom NeqAx5, tells us that we can't have a sequence involving a root kind gluing followed by a U 2 kind one (or vice versa).
• By Lemma 47 plus Lemma 46, we can reduce sequences with two consecutive Z kind gluings to sequences that not have two consecutive Z kind gluings.
• Since we use new subtrees for each u ∈ U 2 , we can't have sequences with two consecutive U 2 kind gluings.
• By Lemma 51, we can't have sequences that alternate a Z kind gluing with a U 2 kind gluing.
• One can think that the gluing of the classes [x u ] π ϕ and [y u ] π ϕ is made one at a time since they are finite.
All this together proves the result.
We conclude from Proposition 3 and the construction that:
Fact 35. The validity of a formula in a children of r ϕ is preserved in T ϕ , π ϕ . More formally:
1. For each v 1 ∈ V =, = , i ∈ {1, 2} and x, y ∈ T
4. For each u ∈ U, i ∈ {1, 2} and x, y ∈ T u i we have
Verification
We check that T ϕ , r ϕ |= ϕ. Since ϕ ∈ N n+1 is a conjunction as in Definition 24, it is enough to prove that each conjunct of ϕ holds in our model. If label a is a conjunct of ϕ, then it is clear that it is satisfied in r ϕ by construction. Note that we have eight kind of conjuncts left to analyze:
α is a conjunct of ϕ. Then there are two possibilities, (ψ, α) ∈ V =, = or (ψ, α) ∈ V =,¬ = .
• In the first case, by Rule 1 and construction, there is
We also know by construction that T
• In the second case, ↓[ψ]α is consistent. Then, by construction plus Lemma 26, there is x ∈ T ϕ such that
α is a conjunct of ϕ. Then there are two possibilities, (ψ, α) ∈ V =, = or (ψ, α) ∈ V ¬=, = .
• In the first case, by Rule 1 plus Lemmas 26, 39 and 40, there is x ∈ T ϕ such that T
2 , z |= β for some (ψ, β) ∈ V =,¬ = . We also know by construction that T • In the second case, by Rule 3 plus Lemma 26, there is x ∈ T ϕ such that T v 3 , π v 3 , r v 3 , x |= α. We also know by construction that T v 3 , π v 3 , r v 3 |= ψ. In order to conclude from Fact 35 that T ϕ , π ϕ , r ϕ |= = ↓[ψ]α , it only remains to observe that [r ϕ ] π ϕ = [x] π ϕ (the proof of this follows the same idea than the previous case).
Suppose
β is a conjunct of ϕ. By the consistency of ϕ plus Axiom NeqAx5, neither (ψ, α) or (ρ, β) can be in V ¬=,¬ = . By the consistency of ϕ plus Axiom NeqAx5, it can't be the case that one of them belongs to V =,¬ = and the other one to V ¬=, = .
Then there are five possibilities to consider:
• If (ψ, α) ∈ V =, = and (ρ, β) ∈ V =, = , by construction, there is
Since the same happens with (ρ, β), we can conclude from Fact 35 that
• If (ψ, α) ∈ V =, = and (ρ, β) ∈ V =,¬ = , by construction, there is
• If (ψ, α) ∈ V =, = and (ρ, β) ∈ V ¬=, = , by the consistency of ϕ plus Axiom NeqAx5, (ψ, α, ρ, β) ∈ U. Then, by construction, there are
the assertion is straightforward and if u ∈ U 1 there were such nodes already with the partition π ϕ ). Then, we conclude from Fact 35
• If (ψ, α) ∈ V =,¬ = and (ρ, β) ∈ V =,¬ = , by Rule 2 plus Lemma 26, there are x ∈ T v 2 (with v 2 = (ψ, α)) and y ∈ T v 2 (with
π ϕ and so, we conclude from Fact 35 that
• If (ψ, α) ∈ V ¬=, = and (ρ, β) ∈ V ¬=, = , then (ψ, α, ρ, β) = u ∈ U or (ψ, α, ρ, β) = z ∈ Z. In the first case, the proof is exactly the same given for the case that (ψ, α) ∈ V =, = and (ρ, β) ∈ V ¬=, = . In the other case, by Rule 3 plus Lemma 26, there are x ∈ T v 3 (with v 3 = (ψ, α)), y ∈ T v 3 (with v 3 = (ρ, β)) such that
π ϕ because of the way in which we have defined the partition π ϕ . Then we conclude from Fact 35 that
β is a conjunct of ϕ. By the consistency of ϕ plus Axiom NeqAx5, neither (ψ, α) or (ρ, β) can be in V ¬=,¬ = . By the consistency of ϕ plus Axiom NeqAx7, it can't be the case that they both belong to V =,¬ = . Then there are five possibilities to consider:
• If (ψ, α) ∈ V =, = and (ρ, β) ∈ V =, = , by items 1 and 2, there exist
• If (ψ, α) ∈ V =, = and (ρ, β) ∈ V =,¬ = , or (ψ, α) ∈ V =, = and (ρ, β) ∈ V ¬=, = or (ψ, α) ∈ V =,¬ = and (ρ, β) ∈ V ¬=, = , the proof is analogous to the previous one.
• If (ψ, α) = v 3 ∈ V ¬=, = and (ρ, β) = v 3 ∈ V ¬=, = .
-In case (ψ, α) = (ρ, β): If α = α is a conjunct of ψ (if β = β is a conjunct of ρ, the proof is analogous), by Lemma 26, Rule 3 and Fact 34 there exist
Suppose then that ¬ α = α is a conjunct of ψ and ¬ β = β is a conjunct of ρ. Then, as before, there exist 
Suppose then that ¬ α = α is a conjunct of ψ. Then, as before, there exist
To conclude the proof, it only remains to observe that, in this case, [x] π ϕ = [z] π ϕ (for an idea to prove this see Idea 54). Then we conclude from Fact 35 that
Then there is a successor z of r ϕ in which ψ holds, and, by construction plus Lemma 27, z is the root of some copy of the tree T ψ , i.e. z = r ψ (it might be T ψ and r ψ but, in that case, the argument is the same). Moreover, there is
If the latter occurs, by construction of T ϕ plus Lemma 44 and Lemma 27, we have that ¬ α = α is a conjunct of ψ which is a contradiction. In the former, observe that [x] π ϕ = [r ϕ ] π ϕ (for an idea to prove this see Idea 55) which is a contradiction.
6. Suppose ¬ = ↓[ψ]α is a conjunct of ϕ. Aiming for a contradiction, suppose that T ϕ , π ϕ , r ϕ |= = ↓[ψ]α . Then there is a successor z of r ϕ in which ψ holds, and by construction and Lemma 27, z is the root of some copy of the tree T ψ , i.e. z = r ψ (it might be T ψ and r ψ but, in that case, the argument is the same). Moreover, there is
α is a conjunct of ϕ, the only remaining possibility is that (ψ, α) ∈ V ¬=,¬ = but this is a contradiction by construction plus Lemma 44 and Lemma 27.
β is a conjunct of ϕ. By the consistency of ϕ plus Axiom NeqAx6, it can't be the case that both (ψ, α), • If (ψ, α) ∈ V =,¬ = and (ρ, β) ∈ V ¬=, = , then, by items 5 and 6, we have the result.
• If (ψ, α) ∈ V =, = and (ρ, β) ∈ V ¬=, = or (ψ, α), (ρ, β) ∈ V ¬=, = . In order to conclude that
for an idea to prove this see Idea 56).
β is a conjunct of ϕ. By the consistency of ϕ plus Axiom NeqAx6, it can't be the case that they are one from V =, = and the other from V =,¬ = , neither one from V =, = and the other from V ¬=, = , one from V =,¬ = and the other from V ¬=, = or both from V =, = . In case (ψ, α) ∈ V ¬=,¬ = (if (ρ, β) ∈ V ¬=,¬ = , the proof is analogous), suppose that T ϕ , π ϕ , r ϕ |= ↓[ψ]α = ↓[ρ]β . In particular, there is a successor z of r ϕ and a descendant w such that T ϕ , π ϕ , z, w |= [ψ]α. But this is a contradiction by construction plus Lemma 44 and Lemma 27. We then have two remaining cases to analyze:
• If (ψ, α), (ρ, β) ∈ V =,¬ = , by item 6, we have the result.
• If (ψ, α), (ρ, β) ∈ V ¬=, = , by the consistency of ϕ plus Axiom NeqAx5, (ψ, α, ρ, β) ∈ Z and the result follows immediately from the construction of the model.
Conclusions
The addition of an equivalence relation on top of a tree-like Kripke model, and the ability of the modal language to compare if two nodes at the end of path expressions are in the same or in different equivalence classes has proven to change remarkably the canonical model construction of the basic modal logic. When the language has only comparisons by 'equality', the situation is somewhat simpler, based on the fact that 'equality' is a transitive relation. Also notice that while "all pairs of paths with certain properties end in different equivalence classes"
is expressible when tests by equality are present, "all pairs of paths with certain properties end in the same equivalence classes"
is only expressible when tests by inequality are also present. Both properties are universal. However, in the construction of the canonical model, (3) is compatible with adding many disjoint copies of subtrees with disjoint partitions, while (4) is not. The axiomatization for the fragment containing both the operators of 'equality' and 'inequality' proved to be much more involved than the one containing only 'equality', as witnessed by the large amount of axioms reflecting the intricate relationships between both binary operators.
In this research we have considered XPath = (↓) over arbitrary data trees. Although in the database community it may make no sense to consider infinite data trees (an XML document is always finite), we allow for that possibility. Furthermore, XPath = (↓) is also suitable for reasoning about (finite or infinite) data graphs, as it is done in [20, 1] . In either of the alternatives (finite vs. infinite data trees vs. data graphs) it can be shown that XPath = (↓) is also axiomatizable by the system given in this paper -notice there are no specific axioms of an underlying tree topology. Since our construction of canonical models gives us a recursively bounded finite data tree, we conclude:
Corollary 36 (Bounded tree model property). There is a primitive recursive function f such that any satisfiable node or path expression ϕ of XPath = (↓) of size n over the class of finite/arbitrary data trees/data graphs is satisfiable in a data tree of size at most f (n).
This already shows that the satisfiability problem of XPath = (↓) is decidable over any of the classes of models stated above. Of course, this result -at least for XPath = (↓) over finite data trees-is not new, as mentioned in the introduction [11] . However, the canonical model construction may gives us new insight to obtain sequent calculus axiomatizations, as done in [5] , which might be useful for obtaining alternative proofs of complexity for the satisfiability problem of fragments or extensions of XPath = (↓).
On the applications side, the axioms may help to define effective rewrite rules for query optimization in XPath = (↓).
The study of XPath with 'descendant' instead of 'child' axis seems to be much harder. This question, or the addition of other axis such as 'parent' or 'sibling' (in the case of ordered trees), constitute future lines of research.
Lemma 37. Let ψ 0 ∈ N − n , α, β 1 , . . . , β m ∈ P − n . Suppose that there exists a tree T ψ 0 = (T ψ 0 , π ψ 0 ) with root r ψ 0 such that T ψ 0 , r ψ 0 |= ψ 0 and for all i = 1, . . . , m there exists
Then there exists a tree T ψ 0 = ( T ψ 0 , π ψ 0 ) with root r ψ 0 and a node x such that:
• T ψ 0 , r ψ 0 , x |= α, and
for all y such that T ψ 0 , r ψ 0 , y |= β i for some i = 1, . . . , m.
, that is α = , then it suffices to take T ψ 0 = T ψ 0 and x = r ψ 0 . We only need to show that then ¬ = β i is a conjunct of ψ 0 for all i. Indeed, assuming instead that = β i is a conjunct of ψ 0 for some i, we have
which is a contradiction with our assumption that
we are going to modify the tree T ψ 0 = (T ψ 0 , π ψ 0 ). From the consistency of γ i = ↓[ψ 0 ]α for some i, by Lemma 10, Axiom EqAx2 and EqAx5, we conclude that α = α is a conjunct of ψ 0 . Hence there is z ∈ T ψ 0 such that T ψ 0 , r ψ , z |= α. Call p the parent node of z and define T ψ 0 as T ψ 0 T x , where we define T x as T ψ 0 z, and the root of T x is a child x of p. Define π ψ 0 as π ψ 0 π z ; observe that the data values of T x differ from all those of the rest of T ψ 0 (see Figure 10 ). We are going to check that this new tree satisfies ψ 0 at its root. We will prove by induction that x j , the j-th ancestor of x (namely x j j →x, and we let x 0 := x), satisfies T ψ 0 , x j |= ψ j 0 −j .
This will prove both that T ψ 0 , r ψ 0 |= ψ 0 and that T ψ 0 , r ψ 0 , x |= α. For the base case j = 0, the result is straightforward from Proposition 3: T x is a copy of T ψ 0 z, with z satisfying ψ j 0 . For the inductive case, assume the result holds for x 0 , . . . , x j . We want to see that it holds for x j+1 . To do this, we are going to check that every conjunct of ψ j 0 −j−1 is satisfied at x j+1 :
• If the conjunct is a label, it is clear that x j+1 has that label in T ψ 0 , as it has not been changed by the construction.
• If the conjunct is of the form µ 1 = µ 2 , then it must still hold in T ψ 0 by inductive hypothesis plus the fact that our construction did not remove nodes.
• If the conjunct is of the form ¬ µ 1 = µ 2 , we observe that, by inductive hypothesis plus the fact that the data classes of nodes in T x are disjoint with those of the rest of T ψ 0 , then µ 1 = µ 2 can only be true in x j+1 if there are witnesses y 1 , y 2 in the same equivalence class in the new subtree T x such that T ψ 0 , x j+1 , y 1 |= µ 1 and T ψ 0 , x j+1 , y 2 |= µ 2 . In that case, we have that
, and that T ψ 0 , x 0 , y 1 |=μ 1 , T ψ 0 , x 0 , y 2 |=μ 2 . Therefore, by Lemma 9, μ 1 =μ 2 is a conjunct of ψ j 0 , and then T ψ 0 , z |= μ 1 =μ 2 , a contradiction with our assump-
To conclude the proof, we only need to check that [x]
for all y such that
. . , j 0 , then the result follows immediately from construction. Otherwise, l 0 ≥ j 0 and ρ l = ψ l for all l = 1, . . . , j 0 and so, by hypothesis, there exists
is a conjunct of ψ j 0 , from which our desired property follows immediately since we have proven that T ψ 0 , x |= ψ j 0 . Aiming for a contradiction, suppose instead that = ↓[
, and then we have
But then we have a contradiction with our hypothesis that
With the notation and hypothesis of §3.3.1:
Proof. The result is immediate from Rule 2: If neither of the conditions is satisfied, then µ = µ j for some j = 1, ..., r and so
µ is a conjunct of ϕ which is a contradiction.
B Missing proofs from Section 4.3
We prove here some technical lemmas that will simplify many proofs:
is consistent, then ¬ α * β is a conjunct of ψ ( * should be replaced evenly by = or =).
Proof. Let us first prove the case in which we replace * by =.
Suppose that
Aiming for a contradiction, suppose that α = β is a conjunct of ψ. Then
which is a contradiction. Then α = β is a conjunct of ψ. For the case in which * is replaced by =, the proof is similar but instead of Axiom NeqAx8 we use Axiom EqAx7 and instead of Axiom NeqAx7 we use Axiom NeqAx5.
is consistent, then α * β is a conjunct of ψ ( * should be replaced evenly by = or =).
Aiming for a contradiction, suppose that ¬ α = β is a conjunct of ψ. Also, since ↓[ψ]α is consistent (by EqAx5), then by Lemma 26 α = α is a conjunct of ψ. Then
which is a contradiction. Then α = β is a conjunct of ψ. For the case in which * is replaced by =, the proof is similar but using Axiom NeqAx10 instead of Axiom NeqAx9.
Proof. Aiming for a contradiction, suppose that
γ is consistent and both ¬ α = α and α = γ are conjuncts of ψ. Let us prove some facts that will be useful in the rest of the proof:
1. The following derivation:
In particular, we have that γ = γ is a conjunct of ψ (by Lemma 26).
2. From the second line of Item 1, we have that ↓[ψ] is consistent, and by Der13 from [22] , ψ is consistent.
3. Aiming for a contradiction, let us suppose that γ = γ is a conjunct of ψ. Then
which is a contradiction. Then ¬ γ = γ is a conjunct of ψ.
4. Because ψ is consistent (Item 2), by the previous item plus Axiom NeqAx7, ¬ α = γ is a conjunct of ψ.
Then we have
which is contradiction, from the assumption that α = γ was a conjunct of ψ. Therefore, ¬ α = γ is a conjunct of ψ.
Lemma 42. Let γ ∈ P n , ψ i ∈ N n−i for i = 1, . . . , i 0 , α, β ∈ P n−i 0 such that
is consistent and ¬ α = α is a conjunct of ψ i 0 . Then ¬ α = β is a conjunct of ψ i 0 ( * should be replaced evenly by = or =).
Proof. Let us start with the case in which we replace * by =. Aiming for a contradiction,
β is consistent and both ¬ α = α and α = β are conjuncts of ψ i 0 . Let us prove some facts that will be useful in the rest of the proof:
In particular, by Der13 [22] , we have that ↓[ψ i 0 ]β is consistent and so β = β is a conjunct of ψ i 0 (by Lemma 26).
2. From the second line of Item 1, we have that
is consistent, and then, by Der13 from [22] , ψ i 0 is consistent.
3. Aiming for a contradiction, let us suppose that β = β is a conjunct of ψ i 0 . Then
which is a contradiction. Then ¬ β = β is a conjunct of ψ i 0 .
4. Because ψ i 0 is consistent (Item 2), by the previous Item plus Axiom NeqAx7, ¬ α = β is a conjunct of ψ i 0 .
which is contradiction, from the assumption that α = β was a conjunct of ψ i 0 . Therefore, ¬ α = β is a conjunct of ψ i 0 .
For the case in which we replace * by =, use Axiom NeqAx11 plus Der21 [22] .
The following lemma is key to the proof of the completeness result in §4.3.
Lemma 43. Let ψ 0 ∈ N n , α, β 1 , . . . , β m ∈ P n . Suppose that there exists a tree T ψ 0 = (T ψ 0 , π ψ 0 ) with root r ψ 0 such that T ψ 0 , r ψ 0 |= ψ 0 and for all i = 1, . . . , m there exists
. . , j 0 and let
In case k 0 = 0, by Lemma 42, ¬ α = β i is a conjunct of ψ 0 for all i = 1, . . . , m. Then T ψ 0 = (T ψ 0 , π ψ 0 ) satisfies the desired properties.
Otherwise, by consistency, there are z , x ∈ T ψ 0 such that
. Let p be the parent of z (k 0 > 0). As we did in the proof of Lemma 37, we define T ψ 0 by adding a new child z of p and a data tree T = (T, π) hanging from z. This tree T is a copy of T ψ 0 z, and we call x to the companion of x . π ψ 0 is defined as π ψ 0 with the exception that the class of x is new (the classes of the other nodes of T are merged with the classes of their companions) (see Figure 11 ).
We first prove by induction that z j , the j-th ancestor of z (namely z j j →z, and we let
This will prove both that T ψ 0 , r ψ 0 |= ψ 0 and that T ψ 0 , r ψ 0 , x |= α. By Proposition 3, it is straightforward from the construction that ψ k 0 is satisfied at z (the companion of z ) which proves the base case. For the inductive case, assume the result holds for z 0 , . . . , z j . We want to see that it holds for z j+1 . To do this, we are going to check that every conjunct of ψ k 0 −j−1 is satisfied at z j+1 :
• If the conjunct is a label, it is clear that z j+1 has that label in T ψ 0 , as it has not been changed by the construction.
• If the conjunct is of the form µ 1 = µ 2 or µ 1 = µ 2 , then it must still hold in T ψ 0 by inductive hypothesis and the fact that our construction did not remove nodes.
• If the conjunct is of the form ¬ µ 1 = µ 2 , we observe that, by inductive hypothesis plus the way in which we have constructed T ψ 0 , we have that: If T ψ 0 , z j+1 |= µ 1 = µ 2 then T ψ 0 , z j+1 |= µ 1 = µ 2 (For a complete proof of this assertion, one can use arguments similar to the ones used in Lemma 37) which is a contradiction with the fact that
• If the conjunct is of the form ¬ µ 1 = µ 2 , by inductive hypothesis plus the way in which we have constructed T ψ 0 , µ 1 = µ 2 can only be true in z j+1 if there are witnesses y 1 , y 2 in distinct equivalence classes such that T ψ 0 , z j+1 , y 1 |= µ 1 , T ψ 0 , z j+1 , y 2 |= µ 2 and at least one of them is in the new subtree T . In that case, without loss of generality, we have that
is also a conjunct of ψ k 0 −j−1 . If the latter occurs, we have a contradiction by the previous item. If
Then, by construction, the class of y 1 in T ψ 0 is equal to the class of its companion and so we can assume that y 1 ∈ T . Analogously we can assume that y 2 ∈ T but, as we have already said, by inductive hypothesis plus the way in which we have constructed T ψ 0 , µ 1 = µ 2 cannot be satisfied at z j+1 by witnesses y 1 , y 2 if neither of them is in the new subtree T .
. . , k 0 , then the result follows immediately from construction. If not, by hypothesis, there exists γ i ∈ P n+1 such that
is a conjunct of ψ k 0 . This together with the fact that the class of x is disjoint with the part of T ψ 0 outside of T , shows that [x]
if y is such that T ψ 0 , r ψ 0 , y |= β i , which concludes the proof.
It might be useful for the reader to note the differences between Lemmas 43 and 37 since this is one of the ways in which the completeness result is more complicated for XPath than for XPath = (↓) − . Then main differences between those two lemmas are:
• In Lemma 43, if we would replicate the subtree hanging from a witness of α then, due to the fact that we are working with the complete fragment (with inequality tests also), we wouldn't be able to prove that each ancestor of that node satisfies the desired formulas. So we were forced to find that minimum k 0 that tells us which subtree we should replicate.
• In Lemma 37, we can use new data for every new node since, again, we are not working with inequality tests. But when it comes to the complete fragment, we need to be more careful in the way we define the partition in T ψ 0 changing only the class of the new witness of α .
With the notation and hypothesis of §4.3.1:
Proof. Aiming for a contradiction, suppose that α = α is a conjunct of ψ and there exists
We are going to prove that this is a contradiction. Let * be = or =, then
and this concludes the proof.
Lemma 45. Let v 1 = (ψ, α) ∈ V =, = . Then there exist T ψ = ( T ψ , π ψ ) with root r ψ and a node x such that:
π ψ for all z such that there is γ ∈ P n with (ψ, γ) ∈ V ¬=, = and T ψ , r ψ , z |= γ.
Proof. We first analyze the case that there exists β ∈ P n such that (ψ, β) ∈ V =,¬ = . Then, by Lemmas 39 and 40, the result is immediate from the fact that we are assuming there is a tree T ψ satisfying ψ at its root. The idea is that by inductive hypothesis, there exists T ψ = (T ψ , π ψ ) satisfying ψ at is root. Then, Lemma 39 guarantees that every witness of some β as described before belongs to the same class in π ψ and that every witness of some γ as described before doesn't belong to this class. Finally, Lemma 40 shows the existence of the desired node x.
To conclude the proof, suppose that (ψ, β) ∈ V =,¬ = for all β ∈ P n . Then the result follows from Lemma 43. As a particular case of Lemma 47, we have:
Remark 48. Let (θ, δ), (θ, δ ) ∈ V ¬=, = . Suppose that (θ, δ), (θ, δ ) ∈ V ¬=, = and δ = δ is a conjunct of θ. Then (θ, δ, θ, δ ) ∈ Z.
Proof. Use Axiom NeqAx8 plus Der21 [22] and Axiom NeqAx7.
The following lemma shows that the gluing made in π ϕ doesn't change the partition in the trees hanging from each child of the root:
Lemma 49. Let ψ, θ 0 , . . . , θ m ∈ N n , α, β, δ 0 , δ 0 , . . . , δ m , δ m ∈ P n , x, x , y, y ∈ T ψ , x 0 , y 0 ∈ T θ 0 , . . . , x m , y m ∈ T θm such that:
• Warning: For ρ ∈ N n , we are using the notation T ρ = (T ρ , π ρ ) with root r ρ to denote any tree in which ρ is satisfiable.
Proof. Observe that, by Lemma 47 plus Lemma 46, (ψ, α, ψ, β) ∈ Z. Then, by Axiom NeqAx7 plus Lemma 39, ¬ α = β is a conjunct of ψ and so [x] π ψ = [y] π ψ .
The following Remark and Lemma are key to prove that π ϕ preserves the partition at the tree hanging from each child of the root. for all x such that T u 1 , r u 1 , x |= µ.
Proof. The result is immediate from Rule 4: If neither of the conditions is satisfied, then µ = µ j for some j = 1, ..., r and so ↓[ρ]δ = ↓[ψ]µ is a conjunct of ϕ which is a contradiction.
Lemma 51. Let ψ, θ 0 , . . . , θ m ∈ N n , α, β, δ 0 , δ 0 , . . . , δ m , δ m ∈ P n , x, x , y, y ∈ T ψ , x 0 , y 0 ∈ T θ 0 , . . . , x m , y m ∈ T θm . The following conditions cannot be satisfied all at the same time:
• Warning: For ρ ∈ N n , we are using the notation T ρ = (T ρ , π ρ ) with root r ρ to denote any tree in which ρ is satisfiable. Proof. We are going to prove this recursively in m:
• Case m = 0 (see Figure 14 (a)):
Since (ψ, β, θ 0 , δ 0 ) ∈ U 2 , (ψ, α, θ 0 , δ 0 ) ∈ Z and δ 0 = δ 0 is a conjunct of θ 0 , we have that ¬ α = β is a conjunct of ψ. But, on the other hand, by Remark 50, we know that ↓[ψ]β = ↓[θ 0 ]δ 0 is a conjunct of ϕ which implies, by Lemma 40, that α = β is a conjunct of ψ, a contradiction. • If m = 1 (see Figure 14 (b)):
By Remark 50, ↓[θ 0 ]δ 0 = ↓[θ 1 ]δ 1 is a conjunct of ϕ and then, by Axiom NeqAx7, (θ 0 , δ 0 , θ 1 , δ 1 ) ∈ Z. This gives a contradiction with the fact that (θ 0 , δ 0 , θ 1 , δ 1 ) ∈ U 2 plus the fact that δ 0 = δ 0 is a conjunct of θ 0 and δ 1 = δ 1 is a conjunct of θ 1 .
• This concludes the proof.
Idea 52. Thinking in terms of sequences as in the proof of Fact 34, one only has to observe that:
for all z ∈ T v 1 2 that was glued to the root via a root kind gluing.
• By the same arguments given in the proof of Fact 34, we can't have a sequence involving a root kind gluing followed by a Z kind one (or vice versa) and we can't have a sequence involving a root kind gluing followed by a U 2 kind one (or vice versa) either.
Idea 53. Thinking in terms of sequences as in the proof of Fact 34, one only has to observe that:
• [x] π v 3 = [y] π v 3 for all y ∈ T v 3 that was glued to the root via a root kind gluing.
•
for all y ∈ T v 3 that was glued to the root via a root kind gluing.
• x and z can not be glued together by a sequence of all Z kind gluings because of the consistency of ϕ plus Lemmas 47 and 46.
• x and z can not be glued together by a sequence that begins or ends with a U 2 kind gluing because we use new subtrees for that kind of gluings.
• By the same arguments given in the proof of Fact 34, we can reduce sequences with two consecutive Z kind gluings to sequences that not have two consecutive Z kind gluings.
• By the same arguments given in the proof of Fact 34, we can't have sequences with two consecutive U 2 kind gluings.
• One can prove that x and z are not glued together by a sequence that alternates Z kind gluings and U 2 kind gluings (starting and ending with Z) by induction with arguments similar to the ones used in Lemma 51.
Idea 54. Thinking in terms of sequences as in the proof of Fact 34, one only has to observe that:
for all y ∈ T u 1 that was glued to the root via a root kind gluing.
• x and z can not be glued together by a sequence that begins with a U 2 kind gluing because we use new subtrees for that kind of gluings.
• x and z can not be glued together by a sequence that begins with a Z kind gluing because of the consistency of ϕ plus Axiom NeqAx7 and Lemma 41.
Idea 55. Thinking in terms of sequences as in the proof of Fact 34, one only has to observe that:
• [x] π ψ = [y] π ψ for all y ∈ T ψ that was glued to the root via a root kind gluing.
Idea 56. Thinking in terms of sequences as in the proof of Fact 34, one only has to observe that:
• In case ψ = ρ, by consistency of ϕ plus Axiom EqAx7 and Der21 [22] , ¬ α = β is a conjunct of ψ.
• x and y can not be glued together by a sequence of all Z kind gluings because of the consistency of ϕ plus Lemmas 47 and 46.
• By Lemma 39 plus construction of T ϕ , [y] π ρ = [z] π ρ for all z ∈ T ρ that was glued to the root via a root kind gluing.
• One can prove that x and y are not glued together by a sequence that alternates Z kind gluings and U 2 kind gluings (neither starting with Z or with U 2 ) by induction with arguments similar to the ones used in Lemma 51.
