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The aim of this paper is to present a unified development of 
the elements of regression theory. This paper deals with linear 
regression only. For a discussion of non-linear regression reference 
may be made to Williams (8), Chapter 4. 
In this chapter a definition is given for the linear regression 
model, and an attempt is made to provide a connection between this 
model and multivariate distributions. In the second chapter the 
appropriate parts of least squares theory are developed in a manner 
applicable to the subsequent statistical estimation and testing of 
parameters in the regression model. In Chapter III we show that cer-
tain "best" statistical estimates of the parameters in the regression 
model are formally identical with the least squares estimates obtained in 
Chapter II. In Chapter IV, invoking the assumption of normality of dis-
tribution of errors, the fundamental tests on the regression parameters 
are formally developed. Chapter V contains the algorithms necessary 
for obtaining both the estimates and tests of hypotheses described in 
the preceding two chapters. 
Definition 1. We shall say that we have a regression model in case 
there are N random variables X1,..0, xN which are representable as linear 
combinations of p 1 unknown quantities p o , 	Pp, plus random 
errors c...I C N 
x = po + 
 
z p. g 















or in the form x = 	+ e 
z = [zo V.0 2.13 
zo, zi,..., z variable x generically as a function of the variables 
(This auto- 
and e. 
We observe that, while x and E are random vectors, the so-called 
structural vectors z0' 	zp  are nonrandom. 
Certain minimal assumptions are usually made regarding this model. 
Once and for all we make the following assumptions: 
(a) Ec = 0 for p. 	N 
(b) The structural vectors are linearly independent.1 
matically requires N > p.) 
We shall in the sequel add one or two additional restrictions. 
2 
where the z are known constants. This is essentially the definition 
1  
given by Scheffej (6), page 1i, for the mathematical model used in both 
analysis of variance and regression analYsis. 
We shall denote this model in the equivalent form 
x = p c) zo + p i zi +... 	zp e 
where 
We shall also occasionally write (1.1a) to represent the random 
IThis assumption is non-restrictive. if the. structural vectors 
are linearly dependent, the problem can be reduced to one where they are 
linearly independent. This conversion, however, is nonunique. See Scbeffe 
(6), Chapter 1, for a discussion of this problem. 
f(x„ zi,...„zp ) 
fOCI Z ..0 11 1 OD 
Lco f(x' z 	z ) dx' 1' p 
The range of applicability of the regression model as defined above 
covers such matters as testing the equality of means of several approxi-
mately normal populatiOns or testing the significance of factors in 
various experimental designs (in which the structural vectors, or con- 
trollable vectors, indicate frequently merely the presence or absence of 
a factor at some "level"). We shall not discuss the nature and classifi-
cation of the areas of application here. Reference can be made to 
Scheffe (6), Chapter 1, Fraser (3), Chgpter 9, and other standard works. 
Although it is not always the case, it is frequently convenient, 
or consistent with the practical circumstancea,to conceive of the random 
variable x as being determined to within £ by the condition of knowing 
the values zi; 	zp of p other random variables. From this point 
of view x is a variable whose conditional mean is some function of the 
zi. 
Following Cramgr (2) we define below the notions of a regression 
surface and a mean square regression plane. 
Let x,z1,..., zp be p +1 random variables with continuous joint 
probability density function f(x, z i,..., zp). Consider the conditional 
density function 
and the conditional mean value of x 
f 
OD 
-2(XIZI...Zp) : 	_co lif (X I Z11 . 6. y Zp ) dx 
df
OD 	f(x1 z1,... 1 zp) dx 
(1. 2) 
111(Z ,... y Z ) 
03 	 1 




The locus of points (x*, 	...,zp) in Euclidean (p + 1)-space, given 
by the relation 
x* = m( z 	zp) 
is defined as the regression surface for the mean of the random variable 
x. If x* is linear in the real variables zi/ then the equations in the 
regression model (1.1) correspond to representations of obServations 
x, on the random variable x, as the conditional mean 
	
B + 	z +.-+P z 0 
PP 
plus an error term c whose expected value Must be zero. 
Again, let x, z1,..., z have a distribution with finite second 
order moments. A mean square regression plane for x with respect to 
Zi,...,zp is that set of points 6i, zi,...zp) in (p+ 1)-space satisfying 
the linear condition 
A 
X 	p o + z1+-0 +13 z P 
where p o ... P p are values of a o ... - ap such that the integral 
- a - a z -...- a z ) 2 
0 	11 	pp 
is a minimum. In such a case is said to be a best linear estimate  




 +...+ a z 
PP 
of zi,...,zp, it is one for which the expected value of the square of 
the difference between x and the linear estimate is least. 
If we suppose 	xN are random variables whose expected devia- 
tion from the mean square regression plane is zero, the regression model 
again is appropriate, although the interpretation is not quite the same 
5 
as the interpretation just given above; for, in 'general, the conditional 
expectation of x need not be equal to the value on the_mean square regres-
sion plane. 
Next l _ve show that under very general conditions the mean square 
regression plane exists uniquely, and we establish the fact that, if 
the regression surface is linear, it coincides with the mean square 
regression plane. 
Definition 2. The random variables x1" x'12 are said to have a 
liOnsingular distribution in case their covariance matrix (a id where 
aij = E(xi - Elci )(xj - EX ) 
is nonsingular. 
Lonna: If a= ( a id is the covariance matrix of a nonsingular 
distribution, then a is positive definite. 
[ (7. 




a a 	a (3.E(x -EX )(x---Ex.) 1 Jii.Jj 
1=1 j=1 
n n 
:E:: .(x -Ex ) (x -Ex • clP = iJii 	j 	j‘ 
i=1 j=1 I i- 
2 
Since 2-- a (x
i 
 -Ex.) 	is nonnegative, equality holds if and only if 
1 
= 0 i. 
1=1 
 
except on a set of probability measure zero. Then for j = 	n, 




Proof: Write g( a 02 . . 0, a p) = E( -a0 - 
1=1 
g( a) -7. E f x - Ex + -a )(z - Ez ) EX - a — 	a Ez 
i 
1=1 
except on a set of probability measure zero. Then 
ai jr(xi - Exi) (Xj - Exj ) dP 7. 0 
1=1 
Therefore, a a.= 0. Since a is nonsingular 
T 	T -1 	-1 a = a cra = 0 cr = 
Thus 
aTcra = 0 
for every a , with equality holding if and only if 
a =0 
Therefore a is positive definite. 
Theorem 1. If x, zi,...,zp have a nonsingular distribution, then 
a mean square regression plane for x with respect to z i,... 1 z exists 
uniquely. 
i=1 
Since g.> 0, clearly it is bounded below and hence has a greatest 
lower bound. 
Clearly g is continuous in the vector a =( a
0 , "" 
ap  ). We shall 
now show that 
lim g(a) = 00  
1 lal He 
11 wherellaH 2 = aTa 2 a norm. In fact 
6 
a aij + (110
2 
g( a ) 	E(ti - Eu) 2 + (Eu) 2 = 
2 
- Et) + E a 
i=0 
= x - ao, ui = zi 	= 1„...„p). So 
go a ) =Ea - Eu) 	ELu 2  
it0 j=0 
where aii = E(Si - .Eui)(uj -Eui ). Therefore 
g(a )7- a (crij) a +)
2 
By hypothesis 'ij) is nonsingular. Hence, applying the lemma, 
(01j) is positive definite. Applying an orthogonal transformation, 
g( 	yT dy + (Eu,) 2 
where d is diagonal with characteristic roots (positive) in the diagonal. 
Also, 11Y1[ - = l l a I l. Now as I 'al 1 4 c° , either I ial I 4 00,, or I a o l 
while 	ai) remain bounded. In the first case g(a ) -10 00 , since 
g( a )= 	dy (Eu) 2 > dmin y y 	11a112 
In the second case Et = Ex - a o - 
a o  becomes unbounded and Ex - 
and therefore in this case g 00 . 
Ez, becomes unbounded since 











Let B = gib g( a ). It is obvious that B< 	. Let S = { a : g( a) S B+E} 
a 
where ,0 < E < co . The set S is bounded, for if it were not, we 
could take a sequence of points ( a (n ) 3 in S such that 
um H a (n) I I = 	00 
n-co 
But this implies that lim g ( a (n) ) 	co , which contradicts the fact 
n co 
that g( a) B+ 	. Thus we can enclose S in a closed interval 
I= { a : ais a i < bi 3. 
Since g is a continuous function on a bounded closed set I, g takes 
on its greatest lower bound at some point in I; and that greatest lower 
bound is obviously B, since I contains S I and S contains points for which 
g is arbitrarily close to B. Hence g reaches an absolute minimum at some 
point of continuity. 
It follows, since g is differentiable everywhere, that its first 
partial derivatives must vanish. It will be shown that these partial 
derivatives vanish for only one value of a and hence the point where 
the derivatives vanish is the point at which g is a minimum. Call this 
point (3 ( p 0 ... p p ) Thus 
.ag—o„ 	-2E(x 	o - zi ) =0 
= 
i=1 
-2Ezi(x - R o aai 
0, i 	1; se. ,p 
j=am 
ilE (zi - Ezi)(x - El 
11 E (Eti)(x - Mc+ 
or 
E fzi(x - Ex+ 
since 
j=1 
(Ezi ) (Ex - Ex+ 	
Eei 
=1 
That is, p is such that 
Ez ) = 0 
•Ez - 
a 
jz) 	::. 0 
= 0, i = 
- m r0 - 0 
9 
where pi is such that 
„ i = 1 1 ... lp 




mi = Ezi , i 	p 
- El)(zi 	Ezi), i = 11 ...„p 
aii= E(zi - Ezi)(z i 	Ezi)„ i e 1 , oso 9P , j = 1,...)P 




[ 011 	alp 
see a lp 
CTO = 	 2 
 a 
crpl ' ° ° app 
Yl 	 0 




FT 	= (Yr .. YP ) 	alpir,.] =0„.... yp) 




 Or a° ° Op 
a10 all alp 




Since 	is positive definite, equality holds if and only if r = 0. 
However, r = 0 if and only if y = O. Thus yTay > 0, with yTa y = 0 if 
and only if T = 0. Therefore a is positive definite. 
This implies that a o = al3 has a unique solution. We have proved. 
that if x, z1,...,zp have a nonsingular distribution, there exists a unique 
mean square regression plane for x with respect to z i,...,zp; and moreover 
we have found the equations 
ap = ao 
m0 	.m 
i=1 
for the 130 , 131,m, pp which explicitly describe the mean square regres-
sion plane. 
Definition 2. The plane of closest fit to a surface y 
is the plane = 	 and for which E[f(x1 ,...,xn) - 	is 
a minimum. 
11 
Theorem 2. The mean square regression plane, x A  c p 0 4. p izi+ 	p p zp, 
is the plane of closest fit to the regression surface, x*: m(z i,...z ), 
when the latter exists. 
Proof: Suppose m(zi,...„zp) exists. Let 
p (311 	Z = 	m(z) 	m(zi,...,zp ) 
Then 
E(x - p - p Tz)2. = E[x - m(z) + m(z) - p 0 - pT 
= E x - m(z)1 2 + 2E [x - m(z) m(z) - 13 0 - pTzIE 




16: f2(z) m(z) - Po - 	
OD 
Xf(XIZ)dX m(z)p°f(x[z) dx dz 
-oo 	 -co 
-co 
Here 	
- po - pTzi[m(z) - ri( 	dz 	0 
re we have written f(x,z) 
	
z) f2(z), P2(z) being the marginal probability 
density function of z. 
Therefore 




f2(z) m(z) - p o  13T]1.2c - m(z)] f (xlz) 	dz 
a) - 	- 	 -co 
co 
E[x - m(z) m(z) - p o 13T zi 
=fa) [x-m(z)im(z) - po - pTz.] f(x,z) dx dz -oo 
12 
Since E(x - m( z)) 2 is independent of p o , 	p p  E(x - p - p
Tz) 2 
1 
and E(m(z) - p o - pT z) 2 are minimized by the same choice of P o y es*, P p . 
Thus the mean square regression plane is the plane of closest fit; to the 
regression surface for the mean of x. 
Corollarz. If the regression surface is a plane, it is the mean 
square regression plane. 
Proof: Suppose m(z) = Po + p rz, where p 
Then E( p0+ Tz  a 




p (i. 0, ...,p) —  




The statistical problems in regression theory arise in connection 
with the estimation of and testing hypotheses concerning the parameters 
pol 	 in the regression model as it was defined in Chapter I. 
Of course the heart of the estimation problem is to obtain estimates with 
more or less optimum properties. We withhold further discussion of such 
desirable prpperties until Chapter III. 
In the present chapter the Vector matrix 
[X, zl Iette, 
of the regression model (1.10 is viewed as a set of N points or obser-
vations (xii , 	-z4). The problem posed is to find, among all 
linear functions, 
Po P1 1 . "46 	p 
that one, x = b0 + b1 z14....fhp zp , which minimizes the „sum of Squares of the 
differences between xp and f3 0+ pi 	P p 	for P=1,21 ...„N. The 
fundamental theorem of this chapter states that, if z0 , zl , o, are 






where H = zTz and B = zTx.  
14. 
It is interesting to note that this theorem is really a corollary to 
Theorem 1 in Chapter I. The proof follows immediately if the joint dis-
tribution of random variables x, z1„...,zp is defined so that amass of 1/N 




). One merely has to 
carry out the details of taking expected values to obtain (2.1). 
We prefer, however, to give a different proof - one which involves 
the orthogonal transformations which are important to the subsequent sub-
ject of statistical tests. The proof requires no calculus theory. 
Definition 1. We shall call 
x = z 	+ e 
an equivalent form of the model (1.1) in case 
z' = z a , 	a-1 13 
For a fixed set of p i it is clear that the equivalent forms of the 
model (1.1) all have the same E Te. 
Theorem 1. Corresponding to any model 
x= z + e 
where {zi }are linearly independent, is a completely orthogonal equivalent  
form 
x= z* 13 4E+ E 
where (z * z = 0 for i j 
[ and z* = z a, a = 1 a01 a 02°°' a 0P 
o 1 	a 12° ° ° alp 
O 0 	1 .. a . 	. ° 2p 
O 0 	0 ... 1 
. 	 . 
15 
Proof: 
Let z ' = 
We make a preliminary orthofionalization: 
z a' where 	a' = -- 1 - 73. - z2... - zp 
0 	1 	0 ... 	0 
0 0 1 ... 0 . • • • 	• 	• 
6 6 6 ... 	1 
Thenz p.o = z p.o  = 1 
z 1 = zµ - 7i , i = 1, .. "p1 
(z' o • z' i ) = Sz ttlo z'J1 = 	= 	- Si ) = SZI1 	ni = 
Thus z' o is orthogonal for each z' i , i = 1,,..,p. 
For the vectors z' 1 ...z' p , we consider the Gram-Schmidt process des-
cribed by Murdoch (5). 
= z' 1 




z* , k 
* z*.) 
We shall show by induction that (z*i -z*j ) = 0 -for i # j. 
(z' 2 .z'1) (z* 	 Ez" 	 z'j) 
z 1 2 2 (11 . z , 1) 
(' 2. 
=(z13..z12) 	/ Z I 
	z'1 )
(z' 1 ° 	= 0 
Now, assume that, for 	m, j s  m, i A i, (z*i ° ziti ) = 0. 
Then, for i s m, 






( z*. • z*) 
Z' 
 
) = 0 	k = 1,... lp (z*o • 
k]) 
(z'm+1 • z*k) 
ok) 
(z*o • z*m+1)= (z*0  • Lz'mtl  
3.6 
(z'• z*) 
(z i ° z' m+1) 	
+1 
z* ) (z*i
• z*)= 0 
•  
Let z * - z'0. We shall show, also by induction, that o  
(z*o • z*1) = (z' o . 	= 0 . 
Now assume that for k = 1,... 0m, (z*o . z*k) = 0. Then 




















1 see r 





 •z*k) = 











(z/6k-1 °z*k-1 )  
0 ,.. 	 1 	000 0 • 
• • • • 
0 	... 	0 	 . DO' 1 
z* = 	z' 	a(2) ... 	a(p)--1"- 	z a' 




one's along the diagonal. Therefore a is a triangular matrix with one's 
along the diagonal. 
Finally we remark that, in order for the z*i to be well-defined for 
all i = 1,2,...p, it must be the case that (z* i -z*i) = 0. Clearly 
(z*o .zto) rz. N > 0. Also, if (zill .z*1) 22 0, then 	z*). I: 0 and thus 
the vector (ze o ,z' 1,••.,z'2) would be linearly dependent, contrary to 
assumption. Further, let z*i , i > 1, be the first vector in the set 
such that (z*oz*) 0 (subsequent vectors would not be defined). Then 
0 m, z* = z' -.1k linear combination of z' 	z' 
1' • ' i-l ° 
Again, this is a contradiction of the independence of the vectors z' ,z' ,...,z e • 
Corollary. H = zTz is nonsingular. 
T 
Proof: H ( a -1 )T z*T z* a -1 
— 
z**= (z*0 -z*0 ) (z*1.z*0 ) (z*p .z*0 ) (z*o -z*o) 0 0 
(z*o .z*1) (z*1 •z*1) (z*,.z*„) ,0 .z* 410- 	 0 
' 
_(z*o.z* ) (z*1 •z481) ) (z*p ) 0 0 ...(z* -t* P 	P - 
But for each (z*1 oz*i) .> 0. Therefore, z*Tz is nonsingular. H is the 
product of three nonsingular matrices and hence nonsingular. 
H is in fact positive definite. In a later chapter, we shall consider 
this fact and some of its consequences. At present we need only the 
nonsingularity of H. 
        
18 
  
Theorem 2. Suppose for each p the model x* z* (3*+ E is the com-
pletely orthogonal equivalent of the model x zi3 e where z* a  z a . 
Then p* = B* uniquely minimizes eT c if and only if 13 =Br- aB* uniquely 
minimizes S T E 
Proof: In fact for each 13 we have p = ap *. So E TC 
(x-z*p*)
T 
 (x- 	)=( ) (x-zap *) 	(x-z 13) T (x - z 13 ) . Hence if 
(3* - Art* minimizes c T e, p -B must also minimize c T e and vice versa. 
Since z*01 ...,z*
P 
 are p + 1 linearly independent vectors in an N- 
dimensional space, there exist N - p - 1 vectors ri p + 2 • • 11 B which are 
linearly independent of the z*i and of each other, The Gram-Schmidt pro-




          
          
A s 
       
  
ti,  *p+ .2° ti*p+2) 
      
        
           
and consider the linear model 
         
y = Ax = Az* p * + 	where b A e . 
   




           
           
AAT 
.. • ' 
• 
( *le 
(1 * . 14 )i (z4 -z* N N 0 0 
0 0 • 
Proof: - (A e ) 1I(A )= eire AT Ae . 
  
{ 
1, a ... 9 
= 9 1 ... 9 
6 o ... 1 
(zta  • r1 *H) 
(z40 .z40) (t *N•1 *N)2 
( ,1 41.17 • ti *Id 
( 1  • i *N) 
= 1 




T 	 = eTle = eT E 
Since 
it is trivial that they reach a minimum simultaneously. 
Theorem 4. bTb reaches aminimWn when and only when 
ftlei .b*.,= Yi+1  
( z*i.Z4 
 
, 	 = Op1S000,1) 
 




(z* •z* ) 2 • o 
zi T 
(z* ,e* P P 
• 
• 
n *NT  
n*N° n*Of 
[z 
	z*I01 Az* Is 
Since the t*
i and1*j 
 are orthogonal 
Thus 









   
 
b= y - Az* p*. 
Y1 : (z*o ez*0)2 P4lo 







1 	2 	 2 
- (i* oz* p* ; - (z*p •z*p) 2 p*p] 
0 0 ' 
2 yp+,2+.•.+.y N  
This is clearly minimized when and only when 
Yi +1 
(z*. z* ) 1° i 
Corollary. eTe reaches a minimum when and only when 
13*i = 












(z*0  -z*o ) 2 












(z* • x) 
Yi + 1 - 
kz*o  z* 12 
T 	is minimized when and only when 
= 0,0410 .0 
*5_ = b i - 	
+1  
P  (z* .z* i ) 2 
i 	I) 
x ) 
(z*i , z*i) 
Since eTe = sTb $ e Te is minimized when and only when 
p* b* i (z1. ° Z*0 
Theorem 5. B = as* is the unique solution to the normal equations 
HB = G 
Proof: Consider the system of equations 
HB = G 
where 
_ T H-zz, G=zTx 
That is, 
T 	T 
a zB z x 
This system of equations is equivalent to 
0 
( a -1 ) T z*T z* a-1 B=( a-1)T(z*) T x 
-1 T . 








Now, from the corollary to Theorems 3 and 4, it is seen that 
(z*i oz*i ) b*i = 	x) 
or 
z*T z*B* = z*-T x 
Hence B = 	is a solution to KB = G. However, since H is nonsingular, 
there is a unique solution. Therefore, B= aB* is the unique solution to 
BB = G. 
22 
23 
Theorem 6. If in the models 
x= zp +E9 
where 3 is a parameter vector, the vectors z i are linearly independent, 
then the unique 3 which minimizes e TE and thus provides the best fitting 
plane in the sense, of least squares is p =ES, which satisfies uniquely the 
normal equations AB = G. 
Proof: By Theorem 1, there exists a completely orthogonal equivalent 
linear model. 
x = p4 E 
By the corollary to Theorems 3 and 4, eTe is uniquely minimized by the 
solution B* to the equivalent normal equations 
li*B* = G* 
By Theorem 2 ETE is also uniquely minimized by B = at*. By Theorem 5 
B= aB* is the unique solution of the normal equations BB = G. Thus, E T C 
is uniquely minimized by the unique solution of the normal equations 
BB = G 
In the next chapter it will be shown th t if we return to the statis-
tical regression model (1.1), where E are random variables, and the p 
are unknown parameters, then the problem of finding unbiased minimum vari-
ance linear estimates of the p i formally reduces to solving the normal 
equationsI BB = G, above. 
211. 
CHAPTER III 
STATISTICAL ESTIMATION OF THE PARAMETERS IN THE REGRESSION MODEL 
In the last chapter we determined a plane for approximating a "dependent" 
variable Tao a linear function of p "independent" variables Zla°°°szp 9 
which was "best-fitting" to a set of N observed points (x 111 z111 ,... 1 zilp) in 
the sense of least squares -- that is, in the sense of giving a "prediction" 
formula 
A 
2C=. b t b o 
.1=1 
A 
such that 	 - lc)
2 
 was the least that could be obtained for any 
uml 
set of coefficients.— 
In this chapter we shall revert to the statistical model,described in 
Chapter I as the regression models and show that the optimal estimation of 
the parameters po , 	 Pp in that model, from a given set of statis- 
tical data (the random and structural vectors), turns out to be formally 
identical with solving the normal equations in the least squares problem of 
Chapter II. In addition certain useful formulas will be derived. Recall 
the regression model (1.1b) 
x= z(3 + e 
Defining the expected value of a matrix as the matrix of expected values, 
in the regression model the random vector x had the property Ex = zi3 y 
25 
where z was a matrix of structural, nonrandom vectors and p was a vector 
of unknown parameters. We might bonceive of the model arising from a samp-
ling from the conditional distribution of x, given various sets of values 
of the vector (2 1,..., p), where we are assuming that the regression sur-
face for the mean of x is linear; or we might conceive of the e as random 
deviations of the random observations x from the mean square regression 
plane of x on zi,...,zp at the various points (z 0.2 .40zpp),where the regres-
sion plane is defined by the unknown parameters p i . 
Lemma 1. For a random vector x and a nonrandom matrix A, Eax = ABX. 





= AEx E(Ax) = 
lemma 2. If K, L are matrices of nonrandom numbers and A is a 
matrix of random variables, then 
E(KdI.) =K(FA)L 
Proof: If K = (khi), A = j),L = ( t ilt) 




E(KAL) = E 	khi ail 
i 	j 
= 	i 
kiu (Eaii ) 
Lemma 3. Let x' be a random vector. Let x= x' - Ex'. If x = Ay, 





 ) AT  
Proof: 
xiT = (Ay)(Ay)T  = AyyT A
T 







) = A(lyyT) A
T 
Theorem 1. If x = zp -1-e where E e =0, and if B is the solution 
to the normal equations HB = G0hen EB = p ; i.e., the solutions B of the 
normal equations are unbiased estimates of p . 
Proof: The solution of HB = G is B = H -1 G. 




 xy = zT  Ex 




z = 1513 
Therefore 
EB = H
-1  Hp = p 






Theorem 2. The covariance matrix of the solution vector B of the 
normal equations is 
E(B - EB)(B - EB)
T 








B - KB = 1 G - EH 1 G = H-1 (G - EG) 
, 
E(B - EB)(B - EB)
T 
= EH 1 (G - EG)(G - EG)
T (H-1 )T 
 
- 
=H-1 E(G-EG)(G-EG)T(H- 1 )T 	
1 
= H E(G-EG)(G-EG)T H-1 1 
since H and H -1 are symmetric. Now 
G - FAG = zTx - EzT  x vr. zT (x - EX) 
, 














E(x - tk) (x - 	E ec T 
E(G - EG)(G-EG) T = zT EecT z 
E(B - EB)(B - EB) T  =H zT E E T zH-1  
Corollary 1. If the E are uncorrelated with E c 
2 




then the covariance matrix of the b
i 
is 




Proof: Since the E are uncorrelated, for p p v 
Bee =Ee cv  =0 . 
28 
  
E EE T = (Ee E p, V ) 
  
[bo 
B= 	• = H-1G, where H zT  z and G = zT  x 
by 
the solution vector of the normal equations. Then 
E(B EB)(B - EB) T = H-1 zT E ec 
Therefore 
	
E(B - EB)(H EB)T = 	zT 
2 
Corollary 2. If the e are uncorrelated with common variance a 
then the covariance matrix of the b is 












E(B-EB)(B-1B) T. = H-1ZT( 0 24 E 1 0.2E-1 zTlill 
a2 E-1 zTzE-1 It 2E-1EE-1= 02E-1 
Theore_ Markov . Consider the regression model 
x = z13 + E 
where E e =0 and E ee = cr2I 	 be = p 0 %. 4. .+13 Zsp any linear 







is an unbiased estimate of .112 and.1 is linear in the random variables 
xi ,x2,..., XN * Furthermore, in the class of all such linear unbiased. 
estimates of 1,1 has minimum variance. 
zo 
Proof: Write = : ...i [ 
z 
P . Then 1 = i'T p , = -iT B 
	
= EETB = 1-TES = 	 , 
by Theorem 1. Thus x = 7133 is an unbiased estimate of Tc.' =.1 T . Also, 
A "T 	-T -1 	,-T -1 x= z B=z H G='-kz11 ziT. x, 
from which it is clear that x is a linear function of x 1,..., x.N . 
Following the proof of Scheffe (6), p. 11, we shall now show that 1'c 
has minimum variance in the class of unbiased linear estimates of 1. 
Since Sc\ is an unbiased linear estimate of 16, there exists at least 
one vector a in N.-dimensional space such that 
E(aTx) = 	. 
Consider such a vector a. Recall from Chapter II the orthogonal transform 
of z obtained by the Gram-Schmidt method: 
z* = z 
Normalizing the vectors of this , matrix, we obtain 
w =z* =zai, 
30 
where y is a diagonal matrix with (z*.z*
I
) in the i
th 
diagonal position. 
Consider the vector 
= we , 
where 
eT = aT w 
Clearly 
a* = wc = 	y vTa) 
a linear combination of the vector z z 	z 	Now 0' l Y p' 
a*T w=cw T  w— _ c 
since ww = I. But cT  = aT  w, and therefore 
, T 
( a*  - aT; w = 0. 
It follows that 
(a4T aT)  z =0 
Next 
(3.1) 
E(aTx) E( a*Tx) + E ( a-a*) Tx m E(a*Tx) + (a-a-*) T zp 
T 
However, since (a-a*) z = 0, 
E(aTx) = E(a*Tx) = ic 
Now we shall show that a* is the only vector lying in the vector' space 
generated by l zp such that Ea*Tx = x . Let E( a*Tx)= 5c.' be a 
linear estimate with a* zd'o Write d = aye, so that a* = zd. Then 
)Tx = (a* - a*)T Ex = (a* - c(*) T 
31 
= (zd-zd' )T  zp = (d-O T zTz p = (d-d' ) T Hp 
'Since this is true regardless of the values of p l (d-dg)
T H = O. Since 
H is nonsingular, d-d' = O. Thus a* - a* =0. 
From equation (3.1) it is evident that a* and a -:a*  a* are orthogonal, 
since a* is a linear combination of the zi . It is well-known that the 
representation of a as the SUM of two vectors, one lying in a subspace 
and the other orthogonal to it, is unique. The vector a* is called the 
orthogonal projection of a onto the space generated by z0,z11 ...pz . We 
have thus shown that there exists one and only one unbiased linear estimate 
a*Tx, of x such that a* lies in the subspace spanned by [zi 3 and also 
we have shown that the projection of every unbiased linear estimate of 
onto this subspace is therefore necessarily a*. 
It is evident that a*Tx = 	For 
lc = ( zE 3t ) T x 
where -1 z is a vector lying in the space of (zi 3 . As we have already 
seen 	is unbiased. Therefore, from the uniqueness property above, 
z* = zH z. 
We shall now show that, in the class of unbiased linear estimates 
of x, x = a* x has minimum variance. Note that 
•  aTa = a* a* + a*T (' a - ) + (a-a*) T  a + ( a- a*) T ( a- a*) 
However 
( a - as) T a* = a -)T z d = 0 
32 
Therefore 
aTa = 	a* + (a - a*)T (a - aA) 
The variance of aTx is E(aTX - EaTx) (aTx - aFX)T . Now 
aTx - Ea T  x = aT  (x - Ex) = aa(x - z p) =aT'e 
T 	EaT ee T a = aT(E eT) a 8, X 
Since EEE
T_ 
- a -1-9 
T 	 2, 	,( var k a x):= a 2 aTa = a
2 a*Ta*+ 2(a-a41.) 
=var (a*
T  x) + (a-a*)T  (a-a*) 
Thus var (a*Tx) var (Jx) with equality if and only if a = a*. Hence 
a*Tx is the unique unbiased linear estimate of -Sew-1th minimum variance. 
Theorem 4. If in the linear model 
zp +c 
the E are N(0, a 2) and independent, then the maximum likelihood estimates 
1-t 
of p are the solutions to BB = G. 
Proof: The method of maximum likelihood consists in choosing those 
values of the parameters p c) , 	pp which will maximize the so-called 
likelihood functiOn, i.e., the joint density function in this case of the 
e . (See Cramer (2), Chapter 33, for optiMal characteristics of maximum 




b g. 4 
i 1 
i=0 
But, under the hypotheses, this density function is 






which is clearly maximized when Se 2 is minimized. However, we have 
already seen in Chapter II that Se 2 is uniquely minimized by B = H-1G. 







ILL z i1 
 
Theorem 5. In the regression model the sum ofitquares' of'residuals is 











eTe =(x-6B)T(x-zB) = xTx - xTzB - BTzTx - BTzTzB 
= xTx - A  - BTG  - BTHB = xTx - 2BTG - BTHM 






TESTING HYPOTHESES =ANALYSIS OF VARIANCE 
In the last chapte5 in- the Gauss-Markov theorem, it was shown that 
if in the regression model 
x = z p + e 
= 0, E c e = 2 b WV , where 0 is the Kronecker delta, if 'V  
314- 
= rO a linear function of the 
p v then of all the unbiased 
-;1 
estimates of 7, linear in 31)1 the one of minimum variance is 
x = where 33 = H 
i=1 
For the purpose of constructing tests of hypotheses and making use of 
extant normal theory, in addition to the hypotheses stated in the Gass-
Markov theorem, we now impose a further hypothesis on the regression models 
we assume that the e are normal random variables. Thus E is N(0, cs 2) 
and independent for p 	N. 
The pertinent distributions, normal, chi-square, t, and F, are developed 
in the appendix. 
The general problem we wish to solve.is haw to test the hypothesis 
for any r. 
H0 	r+1 .0 00 
dip =  0 
 
    
t 1 
	a(r)= 
1 a - i41) 1.+2 *** ar+l lp 
0 	1 	 .0 
p 
1 
Recall in the completely orthogonal equivalent model 
35 















Theorem 1. For any r = 0, 1 1 . 1 p-1 
Pr +1 ="*"" PP 
	if and only if 
Pr +l m• • i3* = ° 
that 
Write 
p (r)= prt 11. 	13 '(r) = 
L3p : 
Clearly, from (4.1), 
O(r) .1., 13(0 p*(r); 
whence it follows that p (r) = 0 if and only if f3*(r) = 0, since a (r) is 
nonsingular. 
Note that from Theorem 1, Chapter III, 
 
EB* = (3 
 
where B* is the solution of R*B* = G*. 
 
   
Since the e are N(0, a2), the x o, = a are 
xl 
Theorem 2. If x at ; 
*NJ 
is a vector of N(mP. 0.
2
) independent vari- 




( 27 a 2) 2 exp 
4 -co 
(A-1 t -m) T(A- )TAA71(1 ( 4m)T( 1) 1T.A.°'1 ( TI 	= 
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N( 
	p i zp,i , u) variables. 
i=0 
Before making the orthogonal transformation y = Ax, defined in 
Chapter Ii, we shall prove the following fundamental theorem. 
abler, and y = Ax, where A = (ao ) is orthogonal, then the y p, are 
N E a p,v  m v a2 independent variables. 
C=1 
Proof: The joint distribution of the x p, is 




S = f_ 	 exp - 
a
g 
The distribution of the yµ is 
G(y)=- Pi 	A s y3 =P tU: 1A-1y3 = F(A-ly) 
We make the change of variable rl =A . Then 
-N 2 exp -(A-1 1 _10T - -1_
1/2 OA 	.(2 a 2 	 A ri M 	a. 2 det A 1 I d 
-o 
Since A is orthogonal, CAI = ± 1 and 
= (TI _Am).T 	-Am) 
2 









Thus the yy are N 	a v m v , a 	independent. 
) 
( 
Corollary 1. If the 	are N(0, a
2
) independent and y = Ax, where 
A is orthogonal, then the y y are N(0, a
2
) independent. 
Proof: Let m = 0, and apply theorem 2. 
Corollary 2. In the regression model 
x= z * 
if the vector x is transformed orthogonally by y Ax, then writing 
= Ac, the b y are N(0 , a 2) independent. 
Proof: Corollary 1 is applied to b =AC. 
Corollary 3. If x =z*pde+ e and y = Ax, where A is orthogonal, 
then 
Ey 	= p*i  (z*i  . z* ) 2 for i = 
Foy = 0, 	 for 	p, =p + 2, m y N 
Proof: y z Ax z A( t* 
From Chapter II, 








        
Az* a * (z * .z* ) 2 
0 	0 	 0 	4,6,11 
0 	(z*1.z*1) 2 ••• 




























     
     
        
Thus 
P*0 ( z* .z* 
6 






yi + 1 	*1. 	.z*i
)2  = 0 ,1,9**411) 
„„11 = p + 22 .., 1 N . 
Since Eo = 0, 
Ey
11_1 =3 *i(z*i .z*i)ki = 0,1 1 ... lp 
4Srp, 	0 
  
     
     
0 1 1,...,p Yi  = 3 * ( z* .z* ) ± 
Under general hypothesis Under Ho 
Now we write 
By T heorem 1 Ho is equivalent to P 4f r+1 = •••=*p = 0, and since 
(z*i .z*0 > 0, Ho is equivalent to Y r+1 •••=Yp = 0° 
Writing '1 = yvt . [ 
. 	
s C = 	Coo • • • C Pl. _ .  . Tp qo ... clap 
Clearly y = cp . Thus we arrive at the situation where we have N normal 
independent variables y p, with comraon variance such that 
EYr +1 = r Yr 







Y o  
0 
0 
Regarding the general problem of testing a hypothesis concerning a 
set of parameters: 
Let f(x; 9) denote the family of Joint probability density functions 
of a vector x depending on a vector e of parameters, where e lies in a 
parameter space Q • Let the composite hypothesis to be tested be 
39 
o. 
0 	(z*P •z 
         
         
         
         
    
Ho : e e w 
    
  
against the alternative that 
    
    
ee - w 
    
  
Let C be a critical region of points in the sample space such that, if an 
observed sample is drawn from this region, the decision is made to reject 
Ho (accept H1). It is agreed that the size of the critical region will be 
fixed by what chance of Type I error (rejecting Ho when it is true) the 
experimenter is willing to tolerate. This we may require 
  
    
jr f(x; 0) dx e 	for every eew 
    
  
that is, the probability of rejecting Ho when it is true shall not exceed 
a fixed eo A desirable feature of any test of given ,size is to make it as 
powerful as possible - that is, of all tests of given size, we should like 
to choose one which gives greatest assurance that the Type II error (accept-
ing Ho when it is false) will be least in some sense. 
The likelihood ratio method for determining a critical region runs 
briefly as outlined. below. For a discussion of the optimal character of 
tests based on this parameter, reference is made to Wald (7). 
Let f(x; e) = max f(34 0) 
S ew 
  
   
A 
f(x; 0) = max f(x; o) 
    
    
S ew 




Obviously x > 1, since w is contained in S2 , and therefore the maxi-
mum over w cannot be greater than the maximum over Q. 
  
         
         
         
         
         
I.1 
Define C(k) = 	k3 for k > 1. We then try to choose the 
largest value of k so that under H
o 
P0 {C.003< E 
We shall call this value of k, if it exists, Xel and write the critical 
region 
C = C( Xe ) 	(x)> X, 3 
In the present instance we shall without difficulty be able to find 
the critical value X e . The region Q is the collection of all vectors 
[ 9 = -. 	0 





The region w is the subset of 0 where 
Yr +1 = ° • • = Yp = 
The likelihood function relative to the distribution of y is 





Yp,2 1 2 
1L=P42 
   
  
i=1 








a log f = Y1+1 °Y i  0 1 	i = 0,./.../P ayi 	a2 
a log 
Q 	g a2 (Q2)2 / 	i= 	







= N 1 4. 	1 
4, 
Thus 	f(x; 9) 1 	, the exponential reducing to e -1 . 
N 	N/2 
2rre E yp, 2
i 
Similarly, the maximum likelihood estimates over w are 
N/2 
1  2TrE yp,2 p, =r+2 















Thus the maximum likelihood estimates over C2 are y i - yi+1 
	











C(k)c: tx: X(x) > k 3 .-..- 
i = 0,.. ,r 
1 






to form Table 2. 









Now under Ho the statistic  
> (k2iN 1) !eV Fk ••• 
µ=P2 
p-r and N-p-1 degrees of freedom (see Appendix). It is thus an easy matter 
to determine FoI and therefore Xe such that under Ho (When 0 eu) 
Pe (x) 	=P [Fp-r 1N-p-1 	Fo = E 
This testing procedure is summarized in Table I, which may be condensed 
This statistic is then compared with critical values from standard F 
tables, such as those given by Fraser (3) or Mood (k). 
Table 1 may be translated into terms of the original regression prob-
lem. Table lA gives the results. It may be condensed into Table 2A. 
Table 1 
Analysis of Variance Table in Terms 



























2 	2 a + yo 
. 
0.2 + 	yr2 
2 
cr 	Yo . 
9 
0.2 + yr2 
Yr + 1 
ip 
2 




 - -  
r-I 
2 Y .r 41- 2 
r2 
Y P 
2 + 2 
. 	ir +1 








 [L 02 a 2 
- 	2 N-T-1 
Total Syµ2 N . , 
Table 2 
Condensed  Analysis of Variance 
Table in Terms of Orthonormal Variables 
Source 




af Freedom 	of Squares 
(DF) 	(MS) 
Expected Value of MS 
General Ho ' 
Toy ... y ir 
r+1 








a2  t ,y, _ 2 










N E y4 2 
11 '1342 
N_,,p_, N 	2 Y a2 a 2 __E..- 
N-p-1 
II '13 +2 
Total SyP, 2 N 






and reject Ho if this exceeds the critical value given in the F Tables. 
Table lA 
















=p4i(z*.r .z*.i.) 2 
b* 2( z* 0 z* ) 0 	o 	o 
_ 







/ b* 2  k z* . Zit' ) 0 	0 	o - - 
b*2(zi 	0 z* ) r 	r r  
a 24-13 * 2( z* . z* ) o 	0 	0 
alt p* ( z* 0 z* ) 
p 	r 
2 
cr 	-Fp * 2( z* .z* ) o 	o 	0 
c 2+ p* e( z* . z* .1 
r 	r 	r' 
y 	(z-* 	( z* 	. z* 	̀ 
7' 1- Fr+1 -14-1 - r+1 
yp=pyvvvx.p ) 
	
 * 	. * 	) 
r+1 zrtl zr+1 - 
 - 








bri.1(zrtl .zr.t.1 ) 
2 (z* b* 	.z* ) 
P P 	P 
:r:+13 *2 ( 	* 	) z* 	.z `r#1 r+1 	/41  
. 
2,-




Error -p -1 a 2 a 2 
S( 	- 351 















Expected Value of MS 
General Ho 
r +1 





r +1 r+ 1 r+ 1 i=0 1,01 3=0 
-r 
b*g* 
a2 P1.2(zf. 1) 
p -r i=r+1 i- + 	p-r 








t. r+12 .00  
1=0 
Total 
S(x i7 i 
To test H 	
+1 	r P 
..*=R* 	0, compute 
0 r r  





i= 1 1= 1 
S(x 
and compare with 
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From the Tables we see that the "sources" yr+1."•" Yp are nonsignificant 
if and only if p r + 1 , • . •S' Pp are nonsignificant. This corresponds 
roughly to the statement that 
Pr +1 = "* =Pp = 
if and only if 
'r+1= .0.= = 0 . 
Theorem 3. The sum of sum of squares of error is 
	
SSE = 8(xp, 	)2= Yp, 2 
1  =1)+2 
where y = Ax, 	defined above. 
Proof: From Theorem 5 2 Chapter III, we have 
SSE = S 
2 
 
b g. 1 I 
  
=0 
) T(Ax) =xTATx = 	Ax = xTx = 0_ 2 
" 




, -1 ,T, T 	T, -1,T T T 	T 
ka B; kz* x; =Bka 	zx=BG big. 
Therefore 
2 SSE = 
11 =1)+2 
Theorem 4. The expected value of the sum of squares of error is 
SSE (N-p-1) a 2 , and hence 	 71 is unbiased estimate of a
2 . 




The procedure for computing yi2 == b*i2(z4i . ) will be discussed 
in the next chapter. First s however, we shall consider the problem of 
testing whether a linear combination of the p i is equal to a hypothetical 
value s A o . 
Let A = j3T X ., L= BT X where A  is a constant vector. Then 
= E(B il ) = (3T= A 
E(L-EL) 2 = (13
'I 	i3T x ) T(B iTx - pir ) = 	p 	R) = cr2xTE...1 
L is a linear combin tion of theb i and hence of the y s -which are 
normal. Therefore s L is normal (See Appendix). In fact 
L = BT X = (a B*) = 	t aT  
linear combination of y1„nousyip 1 
Thus 	L -A 	N( ► 9 1) variable s independent of S 	YP 2 
a(XT H-1X)i p=pi2 
SSE Hence, since --;--, is chi-square with N-p-1 degrees of freedom, the 
statistic 
Yµ  2 T'µ2 = (N-p-1) 02 C =p 2 	1  =13 +2 E(SSE)= E 
L - A 0 
TH-1 x.) i 
SSE 1 i 
LN -1 .1 
L A 0 
cy( x TH-1 
[
SSE  
02 (N .13 _1) 
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is a tvariable with N-p-1 degrees of freedom under the hypothesis that 
A = A 	It may be compared with critical values from the tables, 
In the special case where A = p i all Xj = 0 except X j = 1. In 
this case the statistic above becomes 
bi p io 
SSE 
where H-1 = 
tributed by 
C = (cif), which under the hypothesis that p i = Rio is dis-
the t distribution with N-p-1 degrees of freedom. 
B en 	b 
b 
bo 
it is clear that no difficulty is 
the original model., 
involved in recovering solutions for 
CHAPTER V 
COMPUTATIONAL PROCEDURES 
In this chapter we shall develop comput tional procedure (b 
essentially on the elimination method of Gauss) which render the appli-
cation of the estimation 	testing methods of the lagt two c ,.tern 
routine. 
It is e Jest to begin the algoritsw using the data for the preen 
liminarily orthogonalized model, rather than the original model. Thus 
we have x = z' 13 , + E /there 	= [zos z' 1 9.0., p] . The normal equa- 
tions for this model are 
H'B° = G' 9 
where 
N ; 	[ H 	[- 	 NT . 9 G° = 	. 
O : h 	
g_ 
or ve may write the normal equation 
hb = gs 80 . 
Since the solution to 	G for the original model 
52 
So we begin by forming the matrices 
SZUi  8x 




1 Vj S zvi 
gi 	 s zia 	x11 =- .Sztaxil 
pxl 
h = (hid) and g = (gi) 
where 
Sz Sx 
Also„ (z' i oxi) = S(zo. 71.) (x11 	3) = szp,ixp, 	P 
Thus an alternate definition of g is g = z 2130. 
The whole of the procedure is contained in the elimination method 
for solving the system of equations 
hb = g = Ig 
where we also construct the inverse of h by performing on I those same 
transformations which reduce h to I. This can be done since the linear 
independence of the z i implies that h is nonsingular. The things we 
wish - to exhibit in, the sequence of tableaux., whiCh form the reduction of 
h to I, are listed below: 
(a) The regression estimates for a sequence of p fittings where the 
kth fitting requires the least squares estimation of 	 Pk using 
only the first k + 1 vectors z o „ 
(b) The corresponding inverse matrices; 
T 	T T a H =azza = 
Equality can hold if and only if 






)2 > 0 
z
i 	
= Oe However, since the 
zi a1 = 0 if and only if a=0. ThUe 
(c) The transformation a* which connects the model 
x = ze 	+E 
to the completely orthogonal model 
x = z* f3*  + E 
where z = z' a*„ 13* =(a*)•-1 13 being previously defined; 
   
(d) The inner products (z*i.z*I) which appear in the analysis 
of variance tables in Chapter IV: and 
(e) The estimates bill. (i = 1„...pP) which also occur in the 
analysis of variance tables. 
We shall need the two following theorems: 
Theorem 1. The matrix h is positive definite. 
[
Proof: Let a = a1  be an arbitrary vector. Then 
a Ha > 0 and aTHa = 0 if and only if a = 0. Hence H is positive 
definite. 
Definition 1. The Gundelfinger determinants of the matrix h are 




= . 	i'liik 
kl "*) bkk 
LE 	0** 
k =1,2,...,p. (5.1) 
Theorem R. The Gcndelfinger determinanta of h are greater than 
zero. 
Proof: We aply the Gru-Scbmidt process de cribed in Chapter II to 
the vectors 	 These vectors are related to the orthogonal 
vectors z*19 ...z% by 
where 




0 	0 1 






k 	ak 	ra a Cie
T 	a °1 ' 
= 
where h*k  is a diagonal m trix with (z*1-00 in the ith diagonal 
position (i = 	k). Hence 
I hk I =4k 1 I hilt I I a 	I I h*k I 
That is 
Ihk1= Ih*k I = cz*1  oz*1  ) ...  
: 
0 	..  k AS 
o z *k) 
• 
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But-according to Theorem 1, Chapter II, 	 > 0 for each,i = 11 ...„p. 
Thus Ihk1 > 0. 
The calculations which reduce h to I are schematized in the .following 
sequence of tableaux, which,- as we shall prove, yield all the information 
required above. The starting, or zero, Ableau is the p x (2p + 1) matrix 
T(®) = 113,54,I] 
For k = 10..,p T(k) is obtained from T(k-1) by performing on T (k-1) the 
elementary row tr qsformations which reduce the kth column to a. unit 
vector With unity in the•cth position.' As we .hall show below, these 
transformations will not require the interchange of rows. The final 
result will be 
(P) T 	= [1,171 2 c] 
where c F h-1. 
Before setting down a description of the schematization„ we shall 
prove that the above rule does not fail. The only way it can fail at 
Some stage, soy the (k-1) 04 where t might be 1„2,•or p, is for the pivot 
elemont ha-1) to be zero. In that cope it would be impossible to diVide 
by that element to obtain unity in that position. 
(k 
Theorem 3. h 
-1)
kk 	is not equal to zero. 
Proof: Suppose 
h(k-1) = 
0. In that case, we would have, as the 













where h,(1) is obtained, by elementary row transformations from 
• 
h = [h]-1 0.
0 0 
 h :jt k 
Obviously the determinant of 4 k-1) 	lobes. But 
u(k-1) 
"k 
where P is nonsingular. Also, hk is nonsingular since I hki is a Gundel-
finger determinant. Since the product of nonsingular' matricesis non-
singular, hik-1) is nonsingular. Thus the supposition that hfrk" = 0 
(-1) 	0. leads to a contradiction. Hence for every k, k = 	'°° 'P ' hkk 
The Gaussian tableaux are exhibited in lbNae3. For the kth fit- 
ting 
1 = k 666 9 
1 
is the identity matrix to which hk IS reduced,. 
Corresponding to the full regression model 
x Z g 	+ c 
where all points of the structural vectors z o,„ zl,„„.ep are use we 
define for k = 11 2, ..., 
= z°(k) 	fi,e(k)-1, e(k) 	 (5.2) 
Where z(k)_=z z' 	 p k 	'P 
j  ° (k) = [3.61 . 
_Corresponding  to each of these models, k = 	- 1, are normal equations, 
P; 
Table 3 
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1 . 0 h1W1 ... hg) 
[ 
,(k) 
0 • • 0 1 	h.- ..xl 4,  kia '000 "k+p 
(k) 	(k) 
0 - ... 0 	h. s.41,k41 6 ° . mk+1,p 




0  • 
ckl 	5 ° 0 ckk 
ckia1  
	






hk b(k) = g(k)„ b° 0 = 7 , k = 	- 1 	(5.3) 
where hk was defined in (5.1) as the k x k matrix in the upper lefthand 
corner of h, and g(k) consists of the first k components of the vector g. 
Consider again 'the kth tableau 
Clearly, the solution to (5.3) is 
b(k).= 
Since the elementary transformations which reduced hk to 	transformed Ik 
to 
[ 	
1 ( c 	... 1k) 	c (k) 1 lk . ck = 
ck is the inverse of hk. Thus the successive tableaux display (a) and (b). 
Next, let us prove the following lemma. 
Leuma. For i = 1,2 9 ..., k-19 
k-1 







hij hjk ' 	= 
j=1 
iteititifre to (c), we shall now prove the following theorem. 
Theorem Ito The orthogonal vectors z*
o
p ...z* formed by the Gram- 









h (k-I) zg 




h11 	6.4 h1pk-1 
H = 
h (k-1) _ 
.(k-1) 	k = 
_ 	. 2 
( 5 010 
_hk-1 2 1 I.hkp k-1_ 
 
     




x xi [HkT 






Thus for i= 	 k - 1 
6o 
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h (11-1)  jm 	z j 
k-1 




Then, for Et k, say m < k 








i . [z t 
in 
j=] 
k-1) (e l:o va)) _ M-1 141, 1 ( Vil Z t j ) 
J=1 
(z vcz gi) i 
Applying the lemma 
(? *k° *m) = hkm Nun - 
Also, for in still less than k, 
( cil] -Vm) = ( z"ko z 'm) 
(m-1) 	- 




ik (zii .z !m) = hkm  
(z*i  az'm  ) 
(z* -z* 	z 	= 
(A-31 °z em) 
(z*k ez*i ) 
(z*jaziki) 
= 0 
since (Fil1:v*) = 0, for i 4 j • Thus to show that z* = CI. we consider 
the two 'Systems of equations 




0 = (z' i az*i 




    
62 
0 = ( e l:4 rc [z 'k 
k-1 (k-1) h 	z' 
A 
for i = 	k-1 
These simplify to 
k -1 
hij 
ajk = hik = 	k-1 
(k-1) = 
"ik hik i = 1.92y 	k-1 
The two systema of equations have the same unique solution, i.e., 
a 	h OK1). 	, ask jk 	) 3 	 k-1 
Therefore 
z*k = Vt''k  z' 
We now resolveAtestiOn (d) 
If A is a positive definite k x k matrix with inverse c and 
if Ageij is the matrix obtained from A. by deleting the ith raw and jth column, 
then 
[ilk 
-akk 	" ak,k-1 (A*Ick)  kk 	 ak-1,k 
Proof: The inverse element c may be written in the form 




k-1 ji-k -1 	A 
1 A*ki jk l Ask' 3k 
Time 
ckk akk 
(-1) 1.4-J aki aak 1°IckoJil  
lAlkk I 
IA I may be exploded by minors 
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i+J I Attkoiii 
Aiikk I 
is an inverse element of Alck . Time 
akk Eakl'ak,k-1 3 (A*kk)-1 ekk 
,1  Theorem 	(zitemil 
41c) 
Proofl By Theorem 4 
z'k j 
  
hki 	hkk -hk-l yk 
1 
(k-1) 
--- hal  
or, using the notation in (5A) 
Rtk_i) Ts, 3] 
Hence 
64. 
(zok.zipo 	[4k-1) 	"k(1) 
= Eiftk-1 T g 
[
II 	rik,73.) 
H hkk 1 
4k-1Y EkT4-k-i) _ Kk_1]7 E.k+hkk 
n.. 
hkk 2gk- 	 "k 	
(K-1) 
 
However, by the "lemma to. Theorem 4 5, 
HkT [(k-11T e 
Hence 
) = kkic iticT 31 1 
irk 
We now appl.y the lemma to the matrix hk to obtain 
1  T -1 
enac) 	bkk 	11 Irk 
It is thus' clear that 
1 (z*k oz*k)„..  
(76t) c kk 
Relative to (e). we h ve 
Theorem 6. Let 
x z*(k) B*(k) + (k) 
65 
be the completely orthogonal model corresponding to the first k+ 1 vectors 
zo„zi„..., z.k . Then 
[ 
	
B*(k)= (rito. x0 *0•2 *o) 	
bac) 
(ziy x))(z* oz 
' 
k k) bitk 
(k) 
and furthermore b* k = 
The theorem thus states th t tbe first k 4 1 estimates 1,410:"..„ b*Ic 
 obtained for the orthogonal equivalent of the pth fitting are the same as 
those obtained for the orthogonal equivalent of the lower order (kth) fit-
ting. Also the theorem shows us where it is in the succession of tableaux 
that we find the b*i „ which are required in the analysis of variance tables 
of Chapter IV. 
Proof: From analogy with the development in Chapter II, we see that 
the least squares estimates of 13*0 2 1311 2•00, Pk are 
(z*i(g) .° ) 
b* 	(k) 	  
(z*(k)ez*i(k)) 
However, since z*i depends only on zo„...zi„ for i < k 
z*1(k) = zai 	b
(i-1) 
- z' 	z* 
A 
(z*i. x) 
Hence b* (k) = 	 b*i 
(z*i-z*i) 
We have, for k = 1,2,..., 
z*(k) = 44101 z°(k) 
66 
and hence 













 , for k 	 By the same 
reasoning blip = bp . We :now wish to achieve final simplification of the 
analysis of variance table, T le ?A s when no need exists for breaking 
down the sum of squares, Sm20 ,into.individnal independent components, 
yi2 = 
consider the rth fitting when the first r 1 vectors 
are employed in the model: 
Z0, 	r 
= z(r) B (r) +g (r) 
Its set of normal equations we write as B r B(r) = G(r). Its orthogonal 
equivalent we write 
x = z* (r) 13 *(r) 	c(r) 
with the corresponding normal equations 
b* (r) 	
(r) .x) 
(z*i (r) ° z*1 (r 
, 	= Oyly000r 
As a-consequence of the above theorem, we see that 
b*(r)g* (r) = b* (Oki 
67 
Also, as a corollary to Theorem 3 s Chspter II, the sum of these products 
is invariant for equivalent models Write 
(SSR)r -=± b1(r) g( r) 
i=0 
the redaction in sum of squares_effected by 
thus he 
fitting of order r. We 
E 	= ( SSR)r  
i=0 





as the reduction effected by the pth ,fitting,,we obtain by subtraction, 
Corollary..  (SSR)9 (SSR) r . Thus Table 2A can be 
  
written in the form of Table 2B. 
The F statistic for testing 'whetherp r* f...= pp rs 0 becomes 
ysss)p (ass)rj/(p -r) 
tsx2 (ssR)p ]Aig-p-1) 
which under Ho has the F distribution with (pr) and (N-p-l) degrees of 
freedom. 








Expected Value of MS Source Sum of Squares 
(SS) 
2 	2 






















Condensed Analysis of Variance Table in Terms of Original Weights 
69 
Now let us illustrate the theory by a numerical example, Woltz,  
Reid, and Colwell (9) analyzed the regression. of nicotine on certain 
minerals in tobacco leaf. Some of their desswe given in Table 4.. This 
problem was also considered by Anderson and Bancroft (1). 
From the table the total sum of squares is 
Sx2 = 103.9112 
The means are 
= 1.9968 
= 2.2752 
72 = .7464 
= 3.4800 
74 = 2.2936 
The initial data for the Gaussian elimination procedure are 
(z'1°z' 1) = 1.6500 hll 
h12 = ( z2 1°V2) = 0 ° 3349 
h13 = (z' i .z 3) = 1.4496 
hu = (z° 1 °z°4) = 1.4496 
12^^ = (z' 2  ezu 2  ) = 002054 4=  
h23 = (z' 2.z 3) = 0.1270 
1324 = (z' 20z'4) =-0. 7 
h33 = (z , 3 -z , 3) = 5.6306 
1134 = (z 37 14) =-3.0010 
111414 = (zq44ze14) = 7. 42 
Table 1. 
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1.86 0.93 1.42 
2.77 0.74 0.97 
2.0k 0.82 1.53 
2.16 0.75 2.32 
2.50 4.63 2.04 
2.07 0.63 2.38 
2.74 0.62 2.70 
2.15 0.76 2.24 
2.06 0.:: 1.90 
2.72 0.66 1.70 
2.16 0.87 2.74 
0.72 . 1.80 
2.16 0.62 2.25 
1.82 0.80 3.00 
2.74 0.60 3.43 
2.32 0.79 2.76 
2.38 0.76 2.92 
2.32 0.69 2.76 
2.54 
0.71 2.73 
2.06 0.82 2.15 
2.08 0.74 2.22 
2033 0.90 2.68 
2.23 0.72 2.25 
2.44 0.70 1.91 
Percent e of Nicotine 
Percentage of Nitrogen 
e of Phomphorus 




z2 Percent 4„1-, 
z4 Percentage of Potaaaiu 
O 1.256 -10.3 0 	-0.994 
1 	1.2,7 -1.636 	-1.301 
o 4.154 -2.744 	0.906 
o -2.744 7.116 	0,576 
[ 
	
0.906 1.477I 0 	0 
1.477 7.278 	0 	0 
-1.126 -1.218 	1 	0 
0.320 1.636 	0 	1 
0 
(Continued) 
The tableaux are given in the table beloir. 
Table 5 
The Gaiassian T leaux for the 
71 
TObacco Leaf Problem 











1.650 -0.335 1.450 0.019 
-0.335 0.205 -0.127 -0.229 
1.450 -0.127 5.631 -3.001 
0.019 0.229 -3.001 7.484 
[i i -0.203 0.879 0.012 
O 0.137 0.167 -0.225 
O o,167 4.357 -3.018 
o -0.225 -3.018 7.484 
1 0 0 
0 1 0 
0 0 1 
0 0 o 
[.6061 0 0 
0.203 1 0 
-0,879 0 1 









Table. 5 (Continued) 
Successive Reductions of H Successive 
Fittings 
Successive Inverses 
(3) 1 1 0 0 0.423 0.748 1.21] 1.807 -0.271  0 
(3) 2  0 1 0 -0.832 -1.567 1.807 7.635 -0.293 0 
(3)3 0 0 1 -0.661 0.218 -0.271 -0.293 0.241 0 
(3)4 0 0 0 	5,303 0.027 -0.423 0.831 0.661 	1 
. _ 
( 44 1 0 0 	0 0.746 1.245 1.741 -0.324 -0.080 
(4) 2 0 1 0 	0 -1.563 1.741 7,.765 -0.188 	0.157 
(4) 3 0 0 1 	0 0.222 0.324 0.190 0.324 	0.125 





 = (z 	x) = 2.0753 
g2 = (z'2° x) = -0.5999 
g3 = (e 3 - x) = 2.5121 
g4 = (z' 4. x) = -0.2596 
Some of the results are given below: 
b1  = 0 7466 




h4 = 0.0050 
In the orthogonal case, we hkve 
Also ; we h ve 






The sum of squares Assignable to error is S = 1.190. 
We wish to test whether p i = 0 at the 50% level. First ; we perform 
( ) b*1 = b1  - 1.2578 





(3) = 0 2182 
b*4 = b4(4) = 0.00502 
c11= c 
(1)= - 0.60606 
11 
(2)_ 
01422 = c22 - 7.278 




()_ 0.1:;58 ©4'144 = clot —
t-tests on the individual bi° The t ratios are b 
 
For 
b0, t = 19.3 
b t = 2.74 
b2 t = -2a30 
b
32 
t = 1.59 
b t = Q..0474 
At the 5% level for 20 degrees of freedom t = 2.086. Thus p c , p i , and p 2 
test to be significantly different from zero, while 13 3 and P 4 do not. It 
remains in doubt whether the hypothesis that both P3 and P4 are zero is 
acceptable, toward this end we shall test whether Pril =°°• = 134 = 0 at 
the 5% level. 
The F-statistic is 
in the following table. 
4 
b*i g*i /(h-r)  









For Testing Ho 
pk rz 0 
0 
P2 = P3 = i34.=-- 0 
p3 p4 = o  
While the 
Critical Value is 
F5,20 2.7109 




F220 r- 3°4925  








It this appears that the dat do not strongly support the inclusion 
of the third and fourth vectors in the regression model. 
In the thirdqine of the above table the anomalous situation arises 
in which we appear to have no grounds (on the basis of the F-test) for 
rejecting the hypothesis that 
132 = 133 = P4 = 
However, in a t test P2 alone tested to be significantly different from 
zero. This test should. be given precedence. The low F value in the 
other test is explained by the fact that 
(42) )2 	(b(3) )2 (410 )2 /7., 
; 4 3) 	4) 	3 c 	c4 ( 





Which is approximately equal to 	 , since the contributions 
SSE/20 
	
( 143) ) 2 	(144) ) 2 
) c3?) 	c44 
were so amall, and hence Fir less than t
2
. 
Finally, if we stop with the second fitting without proceeding to the 
third and fourth, we would obtain a different Eigz. (the old SSE with 
(b3(3))2 	4  (3)) 2- (b( 4)) ? 
2 
"pooled" into it) and a different set of test L. 
c3p) 	944/0 
In fact it is easy to see from the bracketed solutions in Tableau. Number 2 
that b12) and 42) individually and together test out to be significantly 
different from zero. 
76 
There are questions in regression analysis which the above procedure 
leaves unanswered. One of these is bow, out of p predictor variables, we 
can select a set of k which are "better" than any other set of k. Of 
course it could be done by considering the regression models for all com-
binations of k of the p variables and calculating as above the reduction 
in the sum of square which would be effected for- each such regression 
model; but this is a laboriousand tite consuming process. .An efficient 




TEE NORMAL AND. DISTRIBUTIONS 
Appended here is a brief development of those distributions which are 
needed in making the tests discussed in the body of this paper. These dis- 
tributions are all concerned with et tistics which are based on samples 
from a normal distribution; th t is based on independent random variables 
each of which is distributed by the same normal distribution law. 
A. random variable X is said to be normally distributed in case for 
each real xs, 
exp 	 - 	I dx° 
x 	 2 
F(x) =P iX x}:: 	
ao 
-co 
where m and a are parameters, -co < m < OD, a > O. The mean of such a 
variable is m and its variance a2. For brevity we say X is N(m 0 a 2). In 
case X is B(0,1) we say that X is standard normal. 
It is well-known (see Cradr (2) ) that distribution is uniquely 
determined by its characteristic functiony vhich is defined as the Fourier 
integral, Eel" . For instance, the characteristic function of the normal 
variable is 
itX Ee 1 






2 21 dx 
a2 t2 :} 
wammix■adf.s.., 
2 
Another important class of distributions is the class of gamma dis- 
tributions. A random variable is said to have a gamma distribution in 
case 
F(x) = P 	.< x} = 09 X < 0 
1 	.-,/a -1 = 	f x 	
• 
dir„ x> 0 
r ( a) 13 a 
where a >0 and p >0 are parameters. The characteristic function of a 
gamma variable is 
EeitX = (1 	i t) 
We shall now derive the so-called chi-spare distribution; that is, the 
distribition of a sum of squares of independent N(0,1) variables. 
First„ let X be a N(0,1) variable, and consider Y The The dis-
tribution function of Y is F(y) = PtY< y} = 14X 2< yl. This is clearly 
zero for y < Q. For y > 0 
7( y) = p[ I x 1 y2 ) 




y2 r 	exp 	2s2 
✓ 
x2 ) dx 
2 
dx 
Make the transformation y'=, x 2 to obtain 
1 F(y) 	 
(Itj 
joy 
7 2 -f 
1 
y r 
e - dy 
Thus Y = X2 is clearly 
• 	
variable with a = 29 p 2. Also such a 
variable Y has a characteristic function (1-2it) 2 a 
Now let Xl„...„Ik be N(091) d independent. Clearly Y i = Xi2 
(i = 1,2,...,k) are all distributed as the square of a N(0,1) variable X. 




	+7( = x,_ 2+ 0 . 0 + xk 
It can be easily shown that the characteristic function of a gum of 
independent random variables is the product of their separate Char-
acteristic functions. Hence the characteristic function of T' is 
(1 - 2it) 2 
However, since this is the characteristic fUnction of a,ganda variable 
with a — 	and p= 2, it follows that the sum of squares of k indepen- 
dent N(0,1) variables has,a gamma distribution with a = .2_ , p = 2. 
Such a distribution is called a chi-square distribution with k degrees 
of freedom. 
Now suppose we have k+ 1 independent 11(0,1) variables Y, 
Let Z =E Yi
2 The random variable Z is clearly a chi-square variable 
.1=.1 
with k degrees of freedoms We define the random variable 
1 
T= k2 Y 	  
Z7 Ills-- i I
2 
1 	k =1 
In the body of this paper, we saw that such a random variable is important 
in testing hypotheses on certain parameters whose estimates are normally 
distributed, with unknown variances. The distribution of this statistic, 
the so-called t-statistic, is derived as follows: 






- k r(g) 
Z > 0 
k - 1 	2 z 
z exP (-Y - 
e
2 
(y, k/2 	, k 
2 r k 
1 e 
81 
Since Y and Z are independent, their joint density fUnction is the 
following : 
(1) (y,z) 7-7 0, z< 
Hence 
I 
P(t) = P. [z> 0, Y< (I) t I 
z 1 
f olf(02-t 	-1 472+ ) - 1 ( 1 y" 	1 	 -A7 4Y dz g 2 	e 
.2kfl r )10 	o 2 
By making a change of variable, t' = ( 11) 2 y, interdhanging the order 







t' 2),-„27- dt' 
This is the t-distribution with k degrees of freedan. 
Another distribution, used in the body of this per to test hypo-
theses on regression weights, is the F-distribution. It is essentially 
the distribution of the ratio of two independent chi-square variables. 
This distribution is derived as follows: 
82 
Let Xm Yr .. Yu be m n independent B(0,1) variables. 
0 
Then X = 	Xi2 and Y = 	are independent chi-square variables 
.41 
j =1 
with m and n ,degrees of freedom respectively. Thus, the joint density 
function of X, Y is 
s -1 n -1 _ 2E2 
i 2 y2 e 
2 
 9(x2Y) 	  
r a () 
p(x,y) = 0 	otherwise. 
Then the distribution of U = 	is y 
F(u) P tO < X, 0< Y X < uY 3 
	  (ice 
	
mtn 	 fo x 	Y 	e dx dy 
or making the substitution t Lc and interchanging the order of inte-
gration, 
t+1 
F(u) m+n 	 f f C)) -1 dy dt 72- m 	n 0 0 
2 	r (-g) r (2) 
However, since 
m+n 	(ttl)Y 	m+D. (Twin% 
1 	
2 






F(u) = ' (77277  
r(f) r()  
dt 
then 
Then the variable 
= 
has the distribution 
m4n 
r !'(-27-) 	r r 7 
P 	F} = OF) =  t 
r (Z) mfn dt 
(t+1) 
whereupon, making the change of variable vm.-- 
In 
G(F) 
r' ( m+u ) m 11;# F 
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