Abstract: In this paper, we develop bound-preserving discontinuous Galerkin (DG) methods for the coupled system of compressible miscible displacement problems. We consider the problem with two components and the (volumetric) concentration of the ith component of the fluid mixture, c i , should be between 0 and 1. However, c i does not satisfy the maximum principle. Therefore, the numerical techniques introduced in (X. Zhang and C.-W. Shu, Journal of Computational Physics, 229 (2010), 3091-3120) cannot be applied directly. The main idea is to apply the positivity-preserving techniques to both c 1 and c 2 , respectively and enforce c 1 + c 2 = 1 simultaneously to obtain physically relevant approximations. By doing so, we have to treat the time derivative of the pressure dp/dt as a source in the concentration equation. Moreover, c (2010), 3091-3120) cannot be applied. Therefore, another limiter will be introduced. Numerical experiments will be given to demonstrate the accuracy in L ∞ -norm and good performance of the numerical technique.
Introduction
Numerical modeling of miscible displacements in porous media is important and interesting in oil recovery and environmental pollution problem. The miscible displacement problem is described by a coupled system of nonlinear partial differential equations. The need for accurate solutions to the coupled equations challenges numerical analysts to design new methods. In this paper, we study the per unit time), and the concentration of interested species measured in amount of species per unit volume of the fluid mixture, respectively. φ and κ are the porosity and the permeability of the rock, respectively. µ is the concentration-dependent viscosity. q is the external volumetric flow rate, andc is the concentration of the fluid in the external flow.c must be specified at points where injection (q > 0) takes place, and is assumed to be equal to c at production points (q < 0). The diffusion coefficient D arises from two aspects: molecular diffusion, which is rather small for field-scale problems, and dispersion, which is velocity-dependent, in the petroleum engineering literature. Its form is
where E, a 2 × 2 matrix, represents the orthogonal projection along the velocity vector and is given by E = (e ij (u)) = u i u j |u| 2 , u = (u 1 where n is the outer normal of the boundary ∂Ω. Moreover, the initial solutions are given as c(x, y, 0) = c 0 (x, y), p(x, y, 0) = p 0 (x, y), (x, y) ∈ Ω.
The miscible displacement problem in porous media was first introduced in [9, 10] , in which the mixed finite element methods were presented. Later, the compressible problem was studied in [11] and the optimal order estimates in L 2 and almost optimal order estimates in L ∞ were given in [5] .
Subsequently, many new methods were introduced to solve the compressible miscible displacements, such as finite difference method [43, 44, 45] , characteristics collocation method [21] , splitting positive definite mixed element method [35] and H 1 -Galerkin mixed method [3] . Besides the above, in [30] , an accurate and efficient simulator is developed for problems with wells. Later, the authors introduced an Eulerian-Lagrangian localized adjoint method (ELLAM) to solve the transport partial differential equation for concentration, while a mixed finite element method (MFEM) to solve the pressure equation [29] . Recently, discontinuous Galerkin (DG) methods became more popular in solving compressible miscible displacement problem in porous media [6, 7, 36, 38, 15, 37] . Some special numerical techniques were introduced to control jumps of numerical approximations as well as the nonlinearality of the convection term. Moreover, the superconvergence results based on the DG methods were also proved in [39, 40] . Besides the above, there were also significant works discussing the discontinuous Galerkin methods for incompressible miscible displacements, see e.g. [1, 16, 19, 23, 26, 27, 31] and for general porous media flow, see e.g. [2, 13, 12, 28] and the references therein. However, to the best knowledge of the authors, no previous works focused on the bound-preserving techniques. In many numerical simulations, the approximations of c can be placed out of the interval [0, 1] . Especially for problems with large gradients, the value of d(c) might be negative, leading to ill-posedness of the problem, and the numerical approximations will blow up. We will use numerical experiments to demonstrate this point in Section 4. In this paper, we will discuss the bound-preserving technique for compressible problems. However, the idea can be extended to incompressible flows with some minor changes.
The DG method gained even greater popularity for good stability, high order accuracy, and flexibility on h-p adaptivity and on complex geometry. Physically bound-preserving high-order numerical methods for conservation laws have been actively studied in the last few years. Most cases, the DG schemes were coupled with suitable trouble cell indicators to avoid the order deterioration in regions where the solutions are smooth while maintaining physical solutions near shocks, e.g. [8, 18] . In 2010, the genuinely maximum-principle-satisfying high order DG and finite volume schemes were constructed in [46] by Zhang and Shu. Subsequently, this technique has been successfully extended to compressible Euler equations without or with source terms [47, 48] , shallow water equations [32] , and hyperbolic equations with δ-singularities [41] . The basic idea is to take the test function to be 1 in each cell to obtain an equation of the numerical cell average of the target variable, say r, and prove the cell average,r, is within the desired bounds. Then we can apply the bound-preserving limiter to the numerical approximation and construct a new onẽ
If the problem has only one lower bound zero, the technique is also called positivity-preserving technique. Thanks to the limiter, the whole algorithm were proved to be L 1 stable [42, 22] for some complicated systems. Moreover, the technique does not rely on the trouble cell detector and the limiter keeps the high-order accuracy in regions with smooth solutions for scalar equations [46] . For convectiondiffusion equations, in [49] , the authors applied the same idea to construct genuinely second-order maximum-principle-satisfying DG methods on unstructured meshes. Subsequently, the ideas have been extended to semilinear parabolic equations with blow-up solutions [17] and chemotaxis models [20] by using the LDG methods. Recently, the flux limiter [34, 33] and third-order maximum-preserving direct DG method [4] were also introduced. In this paper, we will extend the ideas in [46, 49] and construct second-order bound-preserving DG methods. However, there are significant differences from previous techniques. First of all, most of the problems in [46, 49] satisfy maximum principles while the concentration c in (1.1) does not. Therefore, we will split the whole algorithm into two parts.
We first rewrite the system into a conservative form and treat p t as another source in the equation of concentration to obtain the positivity of c by the positivity-preserving technique [47, 48] . Then we choose a consistent flux pair (see Definition 2.1) in the concentration and pressure equations to obtain the positivity of 1 − c. More precisely, in our analysis, instead of solving c and p, we rewrite (1.1)
into a system of c and c 2 = 1 − c and enforce c + c 2 = 1 by choosing a consistent flux pair. Secondly, to apply the positivity-preserving technique, we need to numerically approximate the conservative variable r = φc instead of c. By doing so, the upper bound of r is not a constant and the limiter (1.4) may fail to work, since such a θ may not exist. Therefore, we will introduce another limiter to obtain physically relevant numerical approximations. Before we finish the introduction, we would like to point out the main difference between the proposed scheme and the TVD-like schemes. For TVD schemes, the numerical approximations are only first-order accurate at the local extrema. In this paper, our scheme is second-order accurate in L ∞ -norm. In Section 4, we will construct analytical solutions to demonstrate the accuracy. To the best knowledge of the authors, this is the first analytical solution available.
The paper is organized as follows. In Section 2, we present the DG scheme. The bound-preserving techniques will be given in Sections 3. Analytical solutions will be constructed and some numerical results will be given to demonstrate the good performance of the bound-preserving DG method in Section 4. We will end in Section 5 with concluding remarks and remarks for future works.
The DG scheme
We first explain the notations that will be used in this section. We consider rectangular meshes only and the techniques for triangular meshes will be discussed in the future. Let 0 = = 2π be the grid points in x and y directions, respectively.
) and J j = (y j− ). Let K ij = I i × J j be a partition of Ω and denote
For simplicity, we use K to denote the cell. We use Γ for all the cell interfaces, and
For any e ∈ Γ, denote |e| to be the length of e. Moreover, we define n e = n x = (1, 0) if e is parallel to the y-axis while n e = n y = (0, 1) if e is parallel to the x-axis. Further more, we denote ∂Ω + = {e ∈ ∂Ω : n e = n}, where n is the unit outer normal of ∂Ω, and ∂Ω − = ∂Ω \ ∂Ω + . The mesh sizes in the x and y directions are given as ∆x i = x i+ 1 2
and ∆y j = y j+ , respectively. For simplicity, we assume uniform meshes and denote ∆x = ∆x i and ∆y = ∆y j . However, this assumption is not essential. Following [49] , we use second-order DG scheme. The finite element space is chosen as
where Q 1 (K) denotes the space of tensor product of linear polynomials in K. Given v ∈ W h , we denote v
to be the traces of v on the four edges of K ij , respectively, and use
as the jump and average of v at the cell interfaces, respectively. For simplicity, for any e ∈ ∂Ω − , we define v − | e = 0. Similarly, for any e ∈ ∂Ω + , we define v + | e = 0.
To construct the DG scheme, we first rewrite the system (1.1) into a conservative form
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where a(c) = µ(c) κ and z 1 is the compressibility factor of first component of the fluid mixture. Before constructing the bound-preserving DG scheme, we would like to demonstrate the following main points that are quite different from most of the previous works.
1. Approximate r = φc directly instead of c. Due to the existence of φ in the time derivative in (2.3), we cannot simply take the test function to be 1 to extract the cell averages of c.
2. Treat p t as a source in (2.3). We will first solve p t in (2.1) and then use the positivity-preserving technique introduced in [47, 48] to construct positive numerical approximations of r.
3. Choose a consistent flux pair for (2.1) and (2.3). In Section 3.1, we will suitably choose the numerical fluxes and prover <φ, wherer andφ are the cell averages of r and φ, respectively. . Approximate φ by a piecewise linear approximation. We denote Φ ∈ W h to be an interpolation of φ such that in each cell K, Φ = φ at the four corners, and we denote this interpolation operator to be I 1 . It is easy to see that Φ is a globally continuous function on Ω and define
, y j+ 1 2 ). Since Φ is a second-order approximation of φ, the usage of Φ will not kill the accuracy. We also use p, c, u as the numerical approximations, then the DG scheme is to find p, r ∈ W h and
where
Remark 2.1. In (2.4)-(2.6), the usage ofd(r) instead of d(c) is required by the positivity-preserving technique. In the proof of Theorems 3.2 and 3.4, we will subtract (2.4) from (2.6) to obtain a new source similar to the one in (2.6). If we use d(c) in (2.4), then the source in (2.6) should be changed to cΦz 1 p t .
In (2.4)-(2.6),p,û and uc are the numerical fluxes. We use alternating fluxes for the diffusion terms, and for any e ∈ Γ 0û
and on ∂Ω, we takê
For the convection term, we use
Here α andα are two positive constants to be chosen by the bound-preserving technique.
Before we complete this subsection, we would like to introduce the following definition that will be used in the bound-preserving technique.
Definition 2.1. We say two fluxes uc,û are consistent if uc =û by taking c = 1 in Ω.
The numerical flux pair ( uc,û) given in (2.7) and (2.8) are consistent, and this is required by the bound-preserving technique.
Remark 2.2. There are plenty of flux pairs can be used following the procedures introduced in the next subsection. The proofs are basically the same with some minor changes, so we only list some of them below without more details.
•
•û =
3 Bound-preserving technique
One space dimension
In this subsection, we consider Euler forward time discretization and apply the bound-preserving technique to construct physically relevant numerical approximations in one space dimension.
Define the finite element space to be
Then DG scheme is the following: find p, u, r ∈ V h such that for any ξ, η, ζ
For simplicity, we use o j for the numerical approximation o in I j , and the cell average isō j for o = u, p, c, r. Moreover, we use o n to represent the solution o at time level n. Take ζ = 1 in I j in (3.3) for j = 2, · · · , N − 1 to obtain the equation satisfied byr,
with λ = ∆t ∆x being the ratio of the time and space mesh sizes,α being another parameter that will be chosen by the positivity-preserving technique, andcq − rz 1 p t being the cell average ofcq − rz 1 p t .
We will prove that if ∆t is sufficiently small, then H c j , H d j and H s j are all positive, and the results are given in the following three lemmas. For simplicity of presentation, if the denominator in a fraction is zero, then the value of the fraction is defined as ∞. Let us consider H c j first.
Proof. It is easy to check
− αλ c
Therefore, H c j (r, u, c) > 0, if α and λ satisfy condition (3.5).
Now, we proceed to analyze H d j . Following the same analysis in [49] with some minor changes, we can show the following lemma.
Proof. Notice that c is a linear function in each cell, then
Therefore,
Next, we proceed to study H s j . We use Gaussian quadrature with two points to approximate the cell average of the source. The quadrature points on I j are denoted as x i j , i = 1, 2. Also, we denote w i as the corresponding weights on the interval [− 
Proof. The cell average of the source is approximated by the Gaussian quadrature, then
Clearly
6 . Therefore
Now we study the cells near ∂Ω. > 0 under conditions (3.7) and α > u
Similarly, suppose r n N > 0 (c n N > 0), thenr n+1 N > 0 under conditions (3.7) and
Based on the above lemmas, we can state the following theorem.
Theorem 3.1. Consider the DG scheme (3.1)-(3.3) with Euler forward time discretization. Suppose r n > 0 (c n > 0), and the parameters α andα are taken to be
Proof. For j = 0 and N , the results was proved in Lemma 3.4. For j = 1, 2, · · · , N − 1, by (3.4), we only need H c j , H d j and H s j to be positive, which follow directly from Lemmas 3.1-3.3, respectively.
The above theorem guarantees the positivity ofr n+1 . However, we still need to showr n+1 ≤Φ, and the result is given below.
Theorem 3.2. Suppose the conditions in Theorem 3.1 are satisfied. Moreover, we assume 0 ≤ r n ≤ Φ and the flux pair ( uc,û) are consistent, then 0 ≤r n+1 ≤Φ, under another condition
where p M was given in (3.8).
Proof. Since the fluxes uc andû are consistent, then uc + uc 2 =û, where c 2 = 1 − c. Take ξ = ζ in (3.1), and subtract (3.3) from (3.1) to obtain > 0 under the conditions given in this theorem, which further impliesr n+1 <Φ.
With Theorems 3.2, the numerical cell averager n we constructed is between 0 andΦ. However, the numerical approximation r n may be negative or larger than Φ. Therefore, we also need to apply some limiter to r n and the procedure is given below. For simplicity, we drop the superscript n in all the numerical approximations.
1. Set up a small number ǫ = 10 −13 .
2. Ifr ≤ ǫ, take r =r. Ifr 2 ≤ ǫ, take r = Φ −r 2 . Then skip the following steps. and user
to construct a new approximation, also denoted as r.
4. Apply the previous step for r 2 = Φ − r and construct a new approximation r.
Remark 3.1. The above algorithm keeps the second-order accuracy. In step 3, we assume r −r
Remark 3.2. For an n-component fluid (n ≥ 3), we denote the concentration of the i'th component to be c i , and let r i = φc i . Follow the same analysis in Theorem 3.2, we can showr i ≥ 0, i = 1, · · · , n and n i=1r i =Φ. However, the limiter is not easy to construct. We will work on this in the future.
Remark 3.3. The extension to high-order schemes is not straightforward as demonstrated in [49] .
Recently, Chen [4] introduced the third-order maximum-principle preserving direct DG methods for convection-diffusion equations which can be applied to this problem. Another approach is to applied the flux limiter [34, 33] . However, the accuracy was demonstrated by numerical experiments only.
High order time discretizations
All the previous analyses are based on first-order Euler forward time discretization. We can also use strong stability preserving (SSP) high-order time discretizations to solve the ODE system w t = Lw.
More details of these time discretizations can be found in [25, 24, 14] . In this paper, we use the third-order SSP Runge-Kutta method [25] w (1) = w n + ∆tL(w n ),
10)
and the third order SSP multi-step method [24] w n+1 = 16 27 (w n + 3∆tL(w n )) + 11 27 w n−3 + 12 11 ∆tL(w n−3 ) . Since an SSP time discretization is a convex combination of Euler forward and the algorithm is to construct positive r and Φ − r, hence by using the limiter designed in section 3.1, the numerical solution obtained from the full scheme is also physically relevant.
Remark 3.4.
We can also applied the second-order explicit SSP Runge-Kutta methods [25] . For implicit time integration, it is not easy to prove that the numerical cell averages are physically relevant as demonstrated in Theorems 3.1 and 3.2, since the fluxes are coupled together. We will continue this in the future.
Two space dimensions
In this section, we apply the bound-preserving technique to the DG scheme in two space dimensions.
We consider Euler-forward time discretization only, and the high-order ones were discussed in Section 3.2. For simplicity of presentation, we only discuss the techniques for cells away from ∂Ω, while the boundary cells can be analyzed following the same lines. We use o ij for the numerical approximation o in K ij and the cell average isō ij . Moreover, we use o n to represent the solution o at time level n.
In (2.6), we take ζ = 1 in K ij to obtain the equation satisfied by the cell average of r,
where .
Based on the above,
Following the same proof in Lemma 3.1 with some minor changes, we have Lemma 3.5. Suppose r n > 0 (c n > 0) and the parameter α is taken to be α > max where
,j±
,j,β , B 2 = min
,j+
. For H d x and H d y , the analyses are similar.
Proof. We only prove for H d x . Moreover, we simplify the subscript of the point value in a Gaussian quadrature, and denote c
. Likewise for the others. Notice the fact that, c is linear along each axis. Therefore,
, c y
.
We also use 2-point Gaussian quadratures to approximate the integral, then
∆y c
, where
Since D 11 > 0, then we only need to consider the terms on the second line in the last step. Firstly, if we takeα
,β > 0 and τ + i+ ,β
We want all the A ′ i s to be positive, and only prove for A 1 , since the other three can be analyzed by the same lines. It is easy to check that
Therefore, by taking
For H s , the result is similar to Lemma 3.3, so we skip the proof and state the result below. where
Based on the above three lemmas, we can state the following theorem. > 0 under the conditions (3.14), (3.16) , (3.18) and (3.19) .
Following the same proof in Theorem 3.2 with some minor changes, we have the following one. 
where p M was given in (3.20).
With Theorem 3.4, we can construct physically relevant numerical cell averagesr n . However, the numerical approximation r n may be negative or larger than Φ. Therefore, we also need to apply limiters to r n and the procedure is given in the following steps. For simplicity, we drop the superscript n in all the numerical approximations 1. Set up a small number ǫ = 10 −13 .
2. Ifr < ǫ, we take r =r. IfΦ −r < ǫ, we take r = Φ −Φ +r. Then skip the following steps.
3. Compute m j = min (x,y)∈K ij r(x, y). If m j < 0, then define the four corners of K ij to be x ℓ ,
then the values of the modified r at the corners are given as
Finally, we user(x i ) to construct a new approximation, also denoted as r.
Remark 3.5. The algorithm above can be applied to triangular meshes, but the finite element space should be different. In general, we require Φ, the projection of φ, to be continuous. For rectangular meshes, there are four degrees of freedom (DOF) to be determined, and we have to use Q 1 polynomials.
For triangular meshes, only three DOFs available, hence P 1 polynomials is necessary. Besides the above, the proof for triangular meshes is also different. Following [49] , the integral of the fluxes in (3.12) can be written as ∂K D∇c · nds = ∂K ∇c · (Dn)ds = ∂K ∂c ∂ν ds, where K is a cell in the partition, n is the outer normal of the boundary ∂K and ν = Dn. For P 1 element, the directional derivative ∂c ∂ν is a constant along the direction ν in each cell. Notice the fact that c x and c y are constants in this section. Therefore, we can follow the analysis in this paper to estimate ∂c ∂ν and obtain positive numerical cell averagesr.
Numerical example
In this section, we provide numerical examples to illustrate the accuracy and capability of the method.
The time discretization is given as the third-order SSP Runge-Kutta method [14] .
One space dimension
In this subsection, we consider problem in one space dimension on the computational domain [0, 2π]. If not otherwise stated, we choose N = 80. In the first example, we would like to construct an analytical solution and test the accuracy of the bound-preserving DG scheme. The source parameters q andc are taken as
Moreover, we also choose other parameters as
It is easy to see that the exact solutions are
We choose ∆t = 0.05∆x 2 and compute up to T = 1. We take γ = 10 −5 such that the exact solution c is very close to 0 for t > 0. Therefore, the bound-preserving limiter enact frequently. We compute the L ∞ -norm of the error between the numerical and exact solutions of c, and the results are given in the bound-preserving limiter. Therefore, the bound-preserving technique does not kill the accuracy. This is quite different from the TVD-like schemes, which has only first order accuracy in L ∞ -norm.
Next, we test the effect of the bound-preserving limiter and solve the following example. Other parameters are chosen as
In this example, we use ∆t = 0.01∆x 2 and compute up to T = 0.1. Since we take D(u) = 0, the diffusion term cannot provide any stability to the numerical scheme. In the numerical experiments, we consider γ = 1, 2, 3, 4 and apply the bound-preserving limiters. The numerical approximations of c are given in the left panel of Figure 1 . From the figure, we can observe that the larger the γ, the larger the gradient in the numerical approximation. Next, we take γ = 10 to test the effect of the bound-preserving limiter. In the right panel of Figure 1 , the green and red curves are the numerical solutions obtained with and without bound-preserving technique, respectively. It is easy to see that, with the special technique, the green curve is not oscillatory and the numerical approximation lies between 0 and 1. This example clearly demonstrate that our algorithm can also be applied to problems with the present of vacuum.
In the previous two examples, the numerical solutions with and without bound-preserving limiters look similar. However, in the following example, we can observe significant differences. Finally, we consider the necessity of the bound-preserving limiter Example 4.3. We choose the initial condition as
Other parameters are chosen as
We compute up to T = 1. with ∆t = 0.001∆x 2 to reduce the time error. We solve the problem with the bound-preserving limiter and the result is given in Figure 2 . We can see that the numerical approximation lies between 0 and 1. Moreover, we also solve the problem without the bound-preserving limiter and the numerical approximation blows up at t ≈ 0.19. This is because, near x = 1, the gradient of c is large, which further yields strong oscillations in the numerical approximations. Therefore, the value of d(c) = 1 − 0.9c might be small or even negative, leading to ill-posed problems. We also choose a smaller time step, say ∆t = 0.0001∆x 2 , and the numerical approximations blow up at t ≈ 0.106.
Two space dimensions
In this subsection, we consider (1.1) subject to boundary condition (1. The source parameters q andc are taken as q(x, y, t) = 2e −2t ,c = 1 2 e −2γt 1 2 sin 2 (x) cos 2 (y) + 1 2 cos 2 (x) sin 2 (y) − cos(x) cos(y) + 1 .
Moreover, we also choose other parameters as z 1 = z 2 = 1, φ(x, y) = κ(x, y) = µ(c) = 1, D(u) = γ 0 0 γ .
It is easy to see that the exact solutions are c(x, y, t) = 1 2 (1 − e −2γt cos(x) cos(y)), p(x, y, t) = e −2t (cos(x) cos(y) − 1).
We choose ∆t = 0.02 min{∆x 2 , ∆y 2 } with final time T = 0.01. We take γ = 10 −3 such that the exact solution c is very close to 0 for t > 0. We compute the L ∞ -norm of the error between the numerical and exact solution, and results are given in Table 2 . We can observe second-order accuracy of the DG scheme with and without bound-preserving limiter. Therefore, the limiter does not kill the accuracy.
Example 4.5. We choose the initial condition as c(x, y, 0) = 1, 0 < x < 1, 0 < y < 1 0, otherwise , p(x, y, 0) = 5, 0 < x < 1, 0 < y < 1 0, otherwise . The injection well is located at (2π, 2π) withc = 1 while the production well is located at (0, 0).
We choose ∆t = 0.01 min{∆x 2 , ∆y 2 } and compute the numerical approximation of c at t=1, 10
and 100. The results are given in Figure 4 . We can observe that all the numerical approximations are between 0 and 1. Therefore, the bound-preserving technique also works for the 2D problems. Figure 4 : Example 4.6: Numerical approximations of c at t = 1 (left) t = 10 (middle) t = 100 (right) with N x = N y = 50 and bound-preserving limiter.
Concluding remarks
In this paper, we apply DG methods to compressible miscible displacement problem in porous media.
The bound-preserving technique has been applied to the problems in one and two space dimensions. In the future, we will apply the technique to triangular meshes and consider multi-species fluid mixtures.
