With the emergence of Semi-structured data format (such as XML) 
IntroductIon
The rapid expansion of information technologies has considerably increased the quantity of available data through electronic documents. The volume of all this information is so large that comprehension of this information is a difficult problem to tackle.
context: data Warehousing and document Warehousing
OLAP (On-Line Analytical Processing) systems (Codd et al., 1993) , with the use of multidimensional databases, enable decision makers to gains insight into enterprise performance through fast and interactive access to different views of data organised in a multidimensional way (Colliat, 1996) . Multidimensional databases, also called data marts (Kimball, 1996) , organise data warehouse data within multidimensional structures in order to facilitate their analysis (see Figure 1 ).
Multidimensional modelling (Kimball, 1996) represents data as points within a multidimensional space with the "cube" or "hypercube" metaphor. This user-oriented approach incorporates structures as well as data in the cube representation. For example, in Figure 2 , the number of keywords used in a scientific publication is analysed according to three analysis axes: the authors, the dates and the keywords of these publications. A "slice" of the cube has been extracted and is represented as a table on the right hand side of Figure 2 .
In order to design multidimensional databases, multidimensional structures were created to represent the concepts of analysis subjects, namely facts, and analysis axes, namely dimensions (Kimball, 1996) . Facts are groupings of analysis indicators called measures. Dimensions are composed of parameters hierarchically organised that model the different levels of detail of an analysis axis. A parameter may be associated to complementary information represented by weak attributes (e.g. the name of the month associated to its number in a dimension modelling time). The Figure 3 illustrates through a star schema (Kimball, 1996) the multidimensional structures of the cube representation displayed in Figure 2 . Graphic notations come from (Ravat et al., 2008) Multidimensional modelling (Kimball, 1996) represents data as points within a multidimensional space with the "cube" or "hypercube" metaphor. This user-oriented approach incorporates structures as well as data in the cube representation. For example, in Figure 2 , the number of keywords used in a scientific publication is analysed according to three analysis axes: the authors, the dates and the keywords of these publications. A "slice" of the cube has been extracted and is represented as a table on the right hand side of and are inspired by (Golfarelli et al., 1998) . Fact and dimension concepts will be presented in more details hereinafter.
According to a recent survey (Tseng et al., 2006) , decision support systems have only excavated the surface layers of the task. Multidimensional analysis based multidimensional analysis of numerical data is nowadays a well mastered technique (Sullivan, 2001) . These multidimensional databases are built on transactional data extracted from corporate operational information systems. But only 20% of information system data is transactional and may be easily processed (Tseng et al., 2006) . The remaining 80%, i.e. documents, remain out of reach of OLAP systems due to the lack of adapted tools for processing non numeric data such as textual data.
OLAP systems provide powerful tools, but within a rigid framework inherited from databases. Textual data, less structured than transactional data is harder to handle. Recently XML 1 technology has provided a vast framework for sharing and spreading documents throughout corporate information systems or over the Web. The XML language allows data storage in an auto-descriptive format with the use of a grammar to specify its structure: DTD (Document Type Definition) or XSchema 2 . Slowly, semi-structured documents started to be integrated within data warehouses and the term document warehousing emerged (Sullivan, 2001) , with tools such as Xyleme 3 . Consequently, structured or semi-structured documents are becoming a conceivable data source for OLAP systems.
Nowadays, the OLAP environment rests on a quantitative analysis of factual data, for example, the number of products sold or the number of times a keyword is used in a document (see Mothe et al., 2003 for a detailed example). We whish to go further by providing a more complete environment. Systems should not be limited to quantitative analysis but should also include qualitative analyses. However, quantitative data must be correctly handled within OLAP systems. These systems aggregate analysis data with the use of aggregation functions. For example, the total number of times a keyword was used in a document during each year is obtained by summing each individual number of times that the keyword was used by each author. The aggregation is done through a Sum aggregation function. The problem is that quantitative data is generally non additive and non numeric, thus standard aggregation functions (e.g. Sum or AverAge) cannot operate. In (Park et al., 2005) , the authors suggest the use of adapted aggregation functions and in (Ravat et al., 2007) we defined such a function. In the rest of this paper, throughout our examples, we shall According to a recent survey (Tseng et al., 2006) , decision support systems have only excavated the surface layers of the task. Multidimensional analysis based multidimensional analysis of numerical data is nowadays a well mastered technique (Sullivan, 2001) . These multidimensional databases are built on transactional data extracted from corporate operational information systems. But only 20% of information system data is transactional and may be easily processed (Tseng et al., 2006) . The remaining 80%, i.e. documents, remain out of reach of OLAP systems due to the lack of adapted tools for processing non numeric data such as textual data. OLAP systems provide powerful tools, but within a rigid framework inherited from databases. Textual data, less structured than transactional data is harder to handle. Recently XML 1 technology has provided a vast framework for sharing and spreading documents throughout corporate information systems or over the Web. The XML language allows data storage in an auto-descriptive format with the use of a grammar to specify its structure: DTD (Document Type Definition) or XSchema 2 . Slowly, semi-structured documents started to be integrated within data warehouses and the term document warehousing emerged (Sullivan, 2001) , with tools such as Xyleme 3 . Consequently, structured or semi-structured documents are becoming a conceivable data source for OLAP systems. Nowadays, the OLAP environment rests on a quantitative analysis of factual data, for example, the number of products sold or the number of times a keyword is used in a document (see Mothe et al., 2003 for a detailed example). We whish to go further by providing a more complete environment. Systems should not be limited to quantitative analysis but should also include qualitative analyses. However, quantitative data must be correctly handled within OLAP systems. These systems aggregate analysis data with the use of aggregation functions. For example, the total number of times a keyword was used in a document during each year is obtained by summing each individual number of times that the keyword was used by each author. The aggregation is done through a SUM aggregation function. The problem is that quantitative data is generally non additive and non numeric, thus standard aggregation functions (e.g. SUM or AVERAGE) cannot operate. In (Park et al., 2005) , the authors suggest the use of adapted aggregation functions and in (Ravat et al., 2007) we defined such a function. In the rest of this paper, throughout our examples, we shall use a simple textual based aggregation function: TOP_KEYWORDS (Park et al., 2005) . In order to provide more detailed analysis capacities decision support systems should be able to provide the usage of nearly all 100% of corporate information system data. Documents or (Park et al., 2005) .
In order to provide more detailed analysis capacities decision support systems should be able to provide the usage of nearly all 100% of corporate information system data. Documents or Web data could be directly integrated within analysis processes. Not taking into account these data sources would inevitably lead to the omission of relevant information during an important decision-making process or the inclusion of irrelevant information and thus producing inaccurate analyses (Tseng et al., 2006) . Going beyond Fankhauser et al., 2003 writings, we believe that XML technology allows considering the integration of documents within an OLAP system. As a consequence, the key problem rests on the multidimensional analysis of documents. The actual OLAP environment does not deal with the analysis of textual data. Besides, textual data have a structure and a content that could be handled with adapted analysis means. The analysis of textual documents allows a user to gain a global vision of a document collection. Looking for information that does not exist within a document collection would represent a loss of time for the user. The opposite could be crucial in terms of decision making.
related Works
We consider two types of XML documents (Fuhr & Großjohann, 2001 ):
• Data-centric XML documents are raw data documents, mainly used by applications to exchange data (as in e-business application strategies). In this category, one may find lists and logs such as: invoices, orders, spreadsheets, or even "dumps" of databases. These documents are very structured and are similar to database content.
• Document-centric XML documents also known as text-rich documents are the traditional paper documents, e.g. scientific articles, e-books, website pages. These documents are mainly composed of textual data and do not have an obvious structure.
We divide related works into three categories:
• Integrating XML data within data warehouses; • Warehousing XML data directly; • Integrating documents within OLAP analysis.
The first category presents the integration of XML data within a data warehouse. (Golfarelli et al., 2001 and Pokorný, 2001) propose to integrate XML data from the description of their structure with a DTD. (Vrdoljak et al., 2003 and Vrdoljak et al., 2006) suggest creating a multidimensional schema from the XSchema structure definition of the XML documents. (Niemi et al., 2002) assembles XML data cubes on the fly from user queries. (Zhang et al., 2003) proposes a method for creating a data warehouse on XML data. An alternative to integrating XML data within a warehouse consists in using federations. This is the case when warehousing the XML data within the data warehouse may not be taken into consideration, i.e. in case of legal constraints (such as rights on data) or physical constraints (when data change too rapidly for an efficient warehouse refreshing process). In this federation context, the authors of (Jensen et al., 2001; Pedersen et al., 2002 and Yin et al., 2004) describe an application that first splits queries between two warehousing systems (one for the traditional data, one for the XML data) and second federates the results of processed queries.
The second category represents warehousing of complex data in XML format. Due to the complexity of this data type the solution is to physically integrate them within a native XML warehouse. Two research fields have been developed.
The first is centred on adapting the XML query language (XQuery 4 ) for analytics, i.e. easing the expression of multidimensional queries with this language. Notably with: the addition of a grouping operator (Beyer et al., 2005 and Bordawerkar et al., 2005) ; the adaptation of the Cube operator (Gray et al., 1996) to XML data (Wiwatwattana et al., 2007) ; and the aggregation of XML data with the use of its structure (Wang et al., 2005) .
The second field is centred on creating XML warehouses. In (Nassis et al., 2004) , the authors propose a special xFACT structure that allows the definition of a document warehouse (Sullivan, 2001 ) using XML format with complex factual data. In (Boussaid et al., 2006) , the authors describe a design process as well as a framework for an XML warehouse. They offer the multidimensional analysis of complex data but only within a numerical context (i.e. all indicators or measures are numeric). In (Khrouf et al., 2004) , the authors describe a document warehouse, where documents are regrouped by structure similarity. A user may run multidimensional analyses on document structures but still with numerical indicators (e.g. a number of structures).
The third category concerns the addition of documents within the OLAP framework and is divided into three subcategories:
Firstly, by associating numerical analysis to information retrieval techniques, the authors of (Pérez et al., 2005 and Peréz et al., 2007) propose to enrich a multidimensional analysis. They offer to return to the user documents which are relevant to the context of the ongoing analysis. As a consequence, the decision maker has available complementary information concerning the current analysis. However, there is no analysis of the documents, the user must read all the relevant documents in order to take advantage of them.
Secondly, four works suggested the use of the OLAP environment for the analysis of document collections. In (McCabe et al., 2000) and (Mothe et al., 2003) , the authors suggest the use of multidimensional analyses to gain a global vision of document collections with the analysis of the use of keywords within the documents. With this, the user may specify information retrieval queries more precisely by an optimised use of the keywords. In (Keith et al., 2005) and (Tseng et al., 2006) , the authors suggest the use of the OLAP environment for building cooccurence matrices. With these four propositions, document contents are analysed according to a keyword dimension (results are similar to the table presented in Figure  2 ). Textual data (the content of documents) are modelled through analysis axes but not subjects of analysis. Analysis indicators (or measures) are always numeric (the number of times a keyword is used…). Thus, only quantitative analyses and not qualitative analyses are expressed.
Thirdly, with the direct analysis of the documents. In (Khrouf et al., 2004) , the authors allow the multidimensional analysis of document structures. Finally, in (Park et al., 2005) , the authors use the xFACT structure (Nassis et al., 2004) and introduce the concept of multidimensional analysis of XML documents with the use of text mining techniques. In a complementary manner, we introduced an aggregation function for keywords through the use of a "pseudo-average" function (Ravat et al., 2007) . This function aggregates a set of keywords into a smaller and more general set, thus reducing the final number of keywords.
These advanced propositions are limited: 1) apart from the two last propositions, textual data is not analysed and systems use mainly numeric measures to go round the problem; 2) the rare textual analyses rests on keywords whereas contents and structure are ignored; 3) document structures are almost systematically ignored; and 4) there exists no framework for the specification of non numeric indicators.
objectives and contributions
The major objective of this work is to go beyond the analysis capacities of numeric indicators and to provide an enriched OLAP framework that associates the actual quantitative analysis capa-bilities to new qualitative analysis possibilities. However, the analysis of textual data is not as reliable as the analysis of numerical data.
By multidimensional analysis of documents, we mean the multidimensional analysis of textual data sources (i.e. documents) in an OLAP environment. In order to be compatible with the rigid environment inherited from data warehouses, we consider structured or semi-structured documents. For example, XML documents that represent the proceedings of scientific conferences, the diagnoses of patient files from a hospital information system, quality control reports…
We propose an extension of a constellation model described in (Ravat et al., 2008) , allowing the specification of textual measures. Contrarily to (Park et al., 2005) , we whish to specify a formal framework for textual measures in order to facilitate multidimensional analysis specification. We also revise the previously proposed dimension categories (Tseng et al., 2006) , in order to take into account the dimension that characterises document structures. Modelling document structures allows a greater flexibility for analysis specifications on textual data.
This chapter is structured as follows: the second section defines our multidimensional model, where we introduce the concept of textual measure as well as the concept of a structure dimension. The third section presents the logical level of our proposition while the fourth section describes the analysis of textual data within the framework.
concEptuAl MultIdIMEnsIonAl ModEl
Current multidimensional models are limited for the analysis of textual data. Nevertheless, actual star or constellation schemas (Kimball, 1996) are widely used. As a consequence, we propose to extend a constellation model specified in (Ravat et al., 2008) in order to allow the conceptual modelling of analyses of document collections.
By document collection we mean a set of documents homogeneous in structure corresponding to an analysis requirement. These collections are supposed to be accessible through a document warehouse (Sullivan, 2001) . We invite the reader to consult recent surveys (Torlone, 2003; Abello et al., 2006 and Ravat et al., 2008) for an overview of multidimensional modelling.
Due to the rigid environment inherited from data warehouses, we consider the document collections to be composed of structured or semistructured documents, e.g. scientific articles stored in XML format. Moreover, the specification of dimensions over the structure of documents requires a collection that is homogeneous in structure.
Formal Definition
A textual constellation schema is used for modelling an analysis of document contents where this content is modelled as a subject of analysis.
Definition. A textual constellation schema CT is defined by
, where:
CT D is a function that associates each fact to its linked dimensions.
Note that a textual star schema is a constellation where F CT is a singleton (F CT = {F 1 }). The notation 2 D represents the power set of the set D.
where: • m is the measure; • F AGG = {f 1 ,…f x } is a set of aggregation functions compatible with the additvity of the measure, f i ∈(Sum, Avg, mAx…).
Measures may be additive, semi-additive or even non-additive (Kimball, 1996) , (Horner et al., 2004) .
where:
} is a set of attributes (parameters and weak attributes);
} is a set of hierarchies that represent the organisation of the attributes, A D of the dimension;
} is a set of instances of the dimension. , ∀H∈H D and end with the generic parameter of highest granularity (All). Note that the parameter All is never displayed in graphical representations as it tends to confuse users (Malinowski et al., 2006) .
Definition. A hierarchy H is defined by

different types of Measures
To answer to the specificities of document collections, we define an extension of the classical concept of measure. In this way, we distinguish two types of measures: numerical measures and textual measures.
A numerical measure is a measure exclusively composed of numerical data. It is either:
• Additive: All traditional aggregation functions may be used (Sum, AverAge, miNimum, mAximum); • Semi-additive: Thus representing instant measures (stock levels, temperature values…) where only limited aggregation functions may be used (the Sum aggregation function is not compatible).
For a measure M = (m, F AGG ), F AGG allows the specification of a list of compatible aggregation function. Note that a non-additive measure is never considered numerical in our framework.
A textual measure is a measure where data is both non numeric and non additive. The content of a textual measure may be a word, a set of words, a structured text such as paragraph or even a whole document. We distinguish two types of textual measures:
• A raw textual measure: is a measure whose content corresponds to the complete content of a document or a fragment of a document (e.g. the full textual content of an XML article bereft of all XML tags that structure it); • An elaborated textual measure is a measure whose content comes from a raw textual measure and passed through a certain amount of pre-processing. For example, a textual measure composed of keywords is an elaborated textual measure. This type of measure could be obtained from a raw textual measure where stop words would have been removed and only the most significant keywords relative to the context of the document would have been preserved with algorithms such as those presented in ( Baeza-Yates & Ribeiro-Neto, 1999) .
With a non additive measure, only generic aggregation functions may be used (e.g. CouNT and LiST). However, in (Park et al., 2005) , the authors suggest the use of aggregation functions inspired from text mining techniques, such as Top _ KeyWorDS that returns the n major keywords of a text and SummAry that generates the summary of a textual fragment. More recently, we have proposed a new function, Avg _ KW (Ravat et al., 2007) that exclusively operates on textual measures composed of keywords and that combines several keywords into a more general keyword according to a "pseudo-average" function.
Note that other types of measures could be considered, such as geographic measures (Han et al., 1998) , but they are out of the scope of this paper.
special data requires special dimensions
When designing OLAP analyses from document data, the authors of (Tseng et al., 2006) Note that although category dimensions may be seen as complementary dimensions their roles are not the same. Category dimensions partition documents according to an existing categorisation hierarchy or ontology based on the document content. Complementary dimensions are more "complementary meta-data" dimensions. They do not partition documents according to content but rather to auxiliary meta-data.
However, notice also that ordinary dimensions (Tseng et al., 2006) are scarcely used in our model because the document content is modelled through our textual measures. Moreover, these dimensions are not well suited, as in (Mothe et al., 2003) , this type of dimension is very delicate to implement, as it requires a large amount of pre-processing as well as being "non-strict" dimensions (Malinowski et al., 2006) . This is due to the fact that considering document contents as a measure has never been addressed before.
Structure dimensions are constructed from extracted document structures (i.e. the common DTD or XSchema of the analysed document collection). Each parameter of this dimension models the different levels of granularity of a same document. That is, the set of text that will be used by the specific textual aggregation functions. Structure dimensions model both the generic structure (i.e. section, subsection, paragraph…) and the specific structure with the use of attributes such as Section_Type, Paragraph_Type… For example, introduction and conclusion are section types whereas definition and theorem (…) are paragraph types. The specific structure is extracted from the XML tags that determine the different elements within the XML document.
Complementary dimensions represent all classic dimensions that one may come across within a standard OLAP framework (e.g. customer or product dimensions).
Application
In order to analyse the activities of a research unit, a decision maker analyses the content of a document collection that are composed of scientific articles. These articles have a header with a common structure and have a certain amount of meta-data. Amongst these meta-data, one may find: the name of the authors, their affiliations (institute, country…), the date of publication of the article, a list of keywords…
The articles are also characterised by an organisation of their content according to the hierarchical structure of the XML data:
• A generic structure. The articles are composed of paragraphs grouped into subsections, themselves grouped into sections. Regarding sections, they are regrouped into articles.
• A specific structure. This structure may be seen as a description of the generic elements of the generic structure. Thus, types of sections: introduction, conclusion… and types of paragraphs: definition, example, theorem…
The elements that compose the generic and the specific structure are extracted from the documents by an analysis of the XML tags that divide document contents. This is done in a semi-automatic way in order to solve possible conflicts.
The textual star schema corresponding to this analysis of scientific publications is presented in Figure 4 . This schema has the advantage of completing the one presented in the introduction of this document (see Figure 3) . The new schema conclusion are section types whereas definition and theorem (…) are paragraph types. The specific structure is extracted from the XML tags that determine the different elements within the XML document. Complementary dimensions represent all classic dimensions that one may come across within a standard OLAP framework (e.g. customer or product dimensions).
In order to analyse the activities of a research unit, a decision maker analyses the content of a document collection that are composed of scientific articles. These articles have a header with a common structure and have a certain amount of meta-data. Amongst these meta-data, one may find: the name of the authors, their affiliations (institute, country…), the date of publication of the article, a list of keywords… The articles are also characterised by an organisation of their content according to the hierarchical structure of the XML data:
A generic structure. The articles are composed of paragraphs grouped into subsections, themselves grouped into sections. Regarding sections, they are regrouped into articles. A specific structure. This structure may be seen as a description of the generic elements of the generic structure. Thus, types of sections: introduction, conclusion… and types of paragraphs: definition, example, theorem… The elements that compose the generic and the specific structure are extracted from the documents by an analysis of the XML tags that divide document contents. This is done in a semi-automatic way in order to solve possible conflicts. The textual star schema corresponding to this analysis of scientific publications is presented in Figure 4 . This schema has the advantage of completing the one presented in the introduction of this document (see Figure 3) . The new schema provides the possibility of analysing the meta-data and the keywords of the documents as in the four previous propositions (McCabe et al., 2000 , Mothe et al., 2003 , Keith et al., 2005 and Tseng et al., 2006 . Moreover, this schema allows the analysis of the contents of the documents with the use of the document structure. Compared to the example presented in introduction, a raw textual measure has been added to the fact ARTICLES as well as a new dimension STRUCTURE. Note that, in this example, the three other dimensions are meta-data dimensions. Mothe et al., 2003 , Keith et al., 2005 and Tseng et al., 2006 . Moreover, this schema allows the analysis of the contents of the documents with the use of the document structure. Compared to the example presented in introduction, a raw textual measure has been added to the fact ARTICLES as well as a new dimension STRUCTURE. Note that, in this example, the three other dimensions are meta-data dimensions.
The dimension STRUCTURE is composed of parameters that model the generic and specific structure of the document collection. Each parameter represents a specific granularity of the measure Text (paragraphs, subsections, sections).
logIcAl ModEl: MultIdIMEnsIonAl logIcAl ModEl
Underneath the conceptual framework based on textual constellations previously presented, the logical level of the environment is based on an extension of R-OLAP (Relational OLAP) technology (Kimball, 1996) . The architecture is presented in Figure 5 . It is composed of two storage spaces: a multidimensional database (1) and a XML data storage space (2). In the multidimensional database, each dimension is represented by a relational table and fact table(s) acts as a central pivot hosting foreign keys pointing towards the different dimension tables (Kimball, 1996) . XML documents are stored separately in a document warehouse (large XML objects in a relational database which we consider to be accessed as XML files). These documents are linked to the factual data with an XPath expression. In our example, there is an XPath expression for each paragraph.
Tables are built from either document data (ordinary, meta-data dimensions and measure data) or complementary data (category and complementary dimensions). The structure dimension is built from the internal structure of the articles. This structure is extracted by scanning the DTD of the XML documents. Each text fragment is associated to its source document with an XPath expression that designates the position of the element within the document. The system uses XQuery expressions to select and return document fragments. For example "article/section[@Id=1]/paragraph" .
Documents
DIMENSION
Figure 5. Logical representation of a textual star schema
designates all the paragraphs of the first sections (sections whose id is equal to 1) of all articles.
Note that if the Id attribute does not exist, it is possible to replace it with the number of the element (here a section). This is possible due to the fact that, at a same level, XML elements are sequentially ordered.
In case of storage space problems it is possible not to duplicate the document textual contents within the fact table. In this case, only an XPath expression is stored to access to the textual data within the XML storage space. Nevertheless, this approach has the drawback of increasing the system disk I/O load. A solution is the use of adapted materialised views but with a control over their size, as we are in a case where storage space is a problem. This solution would at least reduce the system processing time of the aggregation process.
In order to implement "non-covering" hierarchies (Malinowski et al., 2006) , we use virtual values at the logical level. Thus, an article without any subsection would have a unique "dummy" subsection within every section. This is an interesting solution to handle section introduction paragraphs that are usually before the first subsection of a section.
dAtA ExAMplE
The Figure 6 presents a small dataset of a star textual schema (note that not all multidimensional data are represented).
Multidimensional Analysis of textual data
Multidimensional OLAP analyses present analysed subject data according to different detail levels (also called granularity levels). The process aggregates data according to the select level with the use of aggregation functions such as Sum, miN, mAx, AverAge… In Table 1 , a decision maker wishes to analyse the number of theorems by month and by author (1). In order to obtain a more global vision, the decision maker aggregates monthly Figure 6 Data example data into yearly data (2). He thus projects an aggregated value of theorems (the total number) for each pair (author, year).
MULTIDIMENSIONAL DATABASE XML DOCUMENTS
Aggregating textual data
The analysis of textual measures requires specific aggregation means. Current aggregation functions do not have the capacity to take as input textual data. Within the standard OLAP environment, only generic aggregation functions Count and Identity (also called List) may be employed on data that are non numeric and non additive. Along with the two generic aggregation functions (Count and List), we suggest the use of the following aggregation functions:
• Summary: A function that generates the summary of a textual measure (Park et al., 2005) .
• Top_Keyword: A function that returns the n major keywords of a textual measure (Park et al., 2005) .
• Avg_Kw: A function that tries to aggregate keywords into an "average" keyword. More precisely, this function aggregates sets of keywords into more general keywords with a controlled loss of semantic (Ravat et al., 2007) .
Within the examples, in the rest of this document, we shall use the Top _ KeyWorD aggregation function. This function takes as input a fragment of text and returns the n major keywords of the fragment (stopwords excluded). In our examples, we shall limit ourselves to the two major keywords (n = 2).
Contrarily to numeric measure analysis, the analysis of textual measures may cruelly lack precision. Indeed, aggregation functions that operate on text are not as robust as basic functions such as sum or average. To compensate this problem, the STRUCTURE dimension provides flexibility during multidimensional analyses. With this dimension, the user may easily change the level of detail used by the aggregation function, thus overcoming the lack of precision that may occur when analysing textual data with a greater flexibility in the specification of analyses.
Analysis Example
In order to ease comprehensiveness, we shall use throughout this example a pseudo query language for the specification of analyses. The language allows the specification of an analysis subject; the elements to be placed within the column and line headers; the level of granularity (with the use of the structure dimension); and possibly a restriction on the content with the use of the specific structure (e.g. with the use of Paragraph_Type and Section_Type parameters of the STRUCTURE dimension). The results are viewed within a multidimensional table (mTable), adapted for displaying textual data (see Table 1 for an example with numerical data and Figure  7 for a textual data example). 
s t r i c t i o n : S T R U C T U R E .T y p e _ Sec='introduction'
The restitution interface is a multidimensional table (mTable) (Gyssens et al., 1997 and Ravat et al., 2008) . In this table, during the analysis of textual measures, each cell that has a result is in fact a hypertext link to a Web page that has the detailed list of the aggregated elements. Contrarily to the system presented in (Tseng et al., 2006) , where the interface returns the complete text, the displayed list of elements use XPath expression to access only the fragments corresponding to the designated granularity (a section in our case and not the whole article).
Definition.
A multidimensional table T (mTable for short) is a matrix of lines×columns cells, with each cell defined as c ij = (R, Lk) where:
• R is an aggregated result; • Lk is a hypertext link.
The link Lk leads to a Web page that contains the aggregated result of the linked cell as well as a list of elements that were used to generate the aggregation. Each source element is listed as an XPath expression that links the element to the corresponding fragment of text of the document. Example. In 2006, Au1 has published at least two articles (see Figure 7) : ARTICLE12 and ARTICLE23. The major keywords of both introductions of these articles are OLAP and Query: c Au1,2006 =(R={OLAP, Query}, Lk Au1,2006 ). Note that the XPath expressions are specified at the granularity level selected within the STRUCTURE dimension. For instance, in our example, the introduction of the document corresponds to all the paragraphs that compose the section whose type is introduction.
Another example is the list of all theorems written by an author during a year. This analysis is expressed by the following expression: The selection of all the theorems of an article is done by applying a restriction on the type of paragraph (Type_Par). The granularity level is the complete document; this is specified by the Document parameter of the STRUCTURE dimension. As a consequence, the aggregation function shall regroup the elements to be aggregated for each article. Had the user selected the CouNT aggregation function, he would have obtained, for each cell of the multidimensional table, a number corresponding to the number of theorems per article (see Table 1 (2)).
conclusIon
In this document we have proposed to extend previous works on the multidimensional analysis of documents in order to obtain extended analysis capacities in the OLAP environment.
We have adapted a constellation model (Ravat et al., 2008) ; by the addition of textual measures as well as a specific dimension that represents the structure of documents. This dimension provides more flexibility to the user in order to have a better reliability during the aggregation of textual data. The dimension also allows the specification of complex analyses that rest on specific elements of a document collection. Besides, the model supports multiple analyses with a constellation schema. In order to return to the user understandable results, we have adapted a multidimensional table. This table allows the display of fragments of the documents corresponding to the data sources from which originate the aggregations that are displayed within the table.
This aim of this proposition is to provide extended analysis capabilities to a decision maker. Textual data that pass through information systems are under-exploited due to the lack of management from actual systems. We think an adapted OLAP environment will provide new analysis perspectives for the decision making process.
We are currently finishing the extension of a prototype (GraphicOLAPSQL) based on the RDBMS Oracle 10g2 and a client Java interface. Documents are stored in large XML objects within an XML database. Queries are expressed with a graphic manipulation of the conceptual elements presented within a textual star or constellation schema (see Ravat et al., 2008 for more details on the graphic query language and the associated prototype GraphicOLAPSQL).
Several future works are considered. Firstly, throughout our examples we have used a multidimensional table as a restitution interface for textual data analysis. This tabular structure is well adapted to the restitution of numerical analysis data, but when it comes to non numerical data such as text, the display may easily be overloaded. Thus, we whish to investigate on the use of more adapted restitution interfaces for textual data. Secondly, as documents do not only contain text, but also graphs, figures or even references, we whish to adapt the environment for all types of contents 
