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1. INTRODUCTION 
1.1 Object and Scope 
Wave propagation problems in linearly elastic, homogeneous, 
anisotropic media have attracted increased interest in recent years. 
Aside from the inherent interest in the subject as part of theoretical 
mechanics, results of investigations in this area have sufficient practical 
engineering .applications to motivate further explorations of the math-
ematical and co~putational difficulties involved. In the past, the effects 
of anisotropy were often neglected as being of secondary importance in 
the dynamics of elastic media. However, when detailed computations are 
carried out for wave propagation in isotropic media using large digital 
computers and involving massive arithmetic effort:. it would seem that 
more attention should be given to what are possibly significant effects of 
anisotropy. 
Several theoretical investigations have been stimulated by the 
development of ultrasonic techniques for the measurement of the dynamic 
elastic constants in. pure crystals, where anisotropy plays a fundamental 
role. These techniques were based on the availability of the necessary 
electronic equipment to excite and detect mechanical vibrations of high 
frequency which enabled experimental researchers to observe the 
characteristics of propagatt-on-qf disturbances with wave lengths very 
small in comparison with the dim~nsions of the source and specimen. In 
theoretical seismology, increased attention has been given to studies 
concerning the effects of a possible continental anisotropy in the 
propagation of seismic waves, in particular the Rayleigh surface waves. 
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Seismic waves are also of great interest in earthquake engineering. 
Specifically, the effect of anisotropy on strong ground-motion records 
requires further exploration. The propagation of waves in piezoelectric 
crystals, the dynamic behavior of composite materials, and a variety of 
problems in solid state physics and geophysics fall into the range of 
applications where an increased knowledge of dynamics of anisotropic 
materials is desirable. 
The object of the present study is to provide analytical and 
computational techniques to obtain solutions for the transmission of 
waves from a point force in a linearly elastic, homogeneous, anisotropic 
medium. Two types of problems have been undertaken. The first concerns 
the two-dimensional problem of a line force applied to the surface or 
in the interior of an orthotropic material, i.e. a material which has at 
each point three orthogonal planes of elastic symmetry. The boundary 
plane is taken parallel to one of the symmetry planes and the applied 
load is a step function in time. The stresses are determined directly 
as functions of a complex variable while the displacements require the 
evaluation of a simple quadrature. The second type of problems considered 
in this study concerns a step force applied to the surface of a 
transversely isotropic material. Transverse isotropy is a special case 
of anisotropy in which there is at every point of the medium one axis 
of elastic symmetry while all directions perpendicular to that axis are 
equivalent. The dynamic response given by the three displacements in a 
cylindrical coordinate system requires the calculation of a simple 
quadrature in the complex plane. 
3 
1.2 Previous Related Studies 
Investigations concerning anisotropic wave propagation can be traced 
back to the resea·rch work on crystal optics at the end of the last century 
which laid down the foundation for a qualitative understanding of the 
effects of anisotropy on elastic waves propagating in a solid medium. 
Rigorous theoretical developments awaited the availability of ultrasonic 
techniques which occured several decades later and spurred a renewed 
interest in the subject. 
The basic principles of the theory of elastic wave propagation in 
* anisotropic media can be found in the monographs by Hearmon [15J , 
Fedorov [13J, Musgrave [25J, Auld [3J, and Chadwick and Smith [8J. 
Recent advances of elastic waves at crystalline interfaces were discussed 
by Musgrave [26J who also included a list of original contributions to 
various specialized problems. Kraut [19J examined the problem of a 
vertical line force on the surface of a transversely isotropic material, 
De [lOJ discussed the Rayleigh wave contribution to the displacements 
produced by a suddenly applied force at the surface, while Payton [34, 35J 
gave the solutions for suddenly applied point force and for time dependent 
line load in an unbounded transversely isotropic medium. In all these 
solutions the method of analysis is based on the classical multiple 
transform techniques, with the attendant computational difficulties. 
A different approach was followed by Sveklo [44J who examined the 
two-dimensional problem of an instantaneous pulse in an anisotropic 
medium by employing the Smirnov-Sobolev method of complex solutions, which 
* Numbers in brackets refer to entries in the List of References. 
4 
was initially applied for isotropic solids [39, 40J. Sveklo used the 
same approach to solve the problem of a force applied on the surface of 
a half-space (Lamb's problem) [45J. The anisotropy of the material was 
defined by three elastic constants. The same type of material was used 
by the same author to examine dynamic problems with mixed boundary 
conditions [46J. Reflected and refracted waves at the interface of two 
anis~tropic media with three elastic constants were examined by Osipov 
[27J who also in a number of other publications covered topics such as 
the behavior of the wave propagation velocities in materials with four 
elastic constants [28J, the application of the Smirnov-Sobolev method to 
formulate solutions for anisotropic materials [29,30J, the examination 
of the Rayleigh type waves [31J, and some cases of mapping of the wave 
fields on the complex plane [32J. A number of errors have been noted in 
Osipov's work; some of them were recognized and corrected by the author 
himself in later publications. Lamb's problem in anisotropic media was 
also examined by Budaev [5, 6, 7J in terms of certain dimensionless 
quantities derived from the elastic constants. 
1.3 Method of Solution 
Two-dimensional wave propagation problems in homogeneous elastic 
anisotropic bodies require the solution of a system of two partial 
differential equations. The Smirnov-Sobolev method of self-similar 
potentials utilizes some important results of complex analysis to derive 
the solutions as analytic functions of a complex variable. The complex 
variable is determined from an equation which describes the general 
solution of the equations of motion in terms of the characteristic 
5 
surfaces. 
Yetz Reference Room 
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BI06 C.E. Building 
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A gi ven set of boundary condi ti ons whi ch are ·homogeneous functi ons 
of the x, y and t variables provides the necessary equations to determine 
the analytic functions or potentials mentioned previously. The real part 
of the complex solutions constitutes the answer to a problem because the 
real part of the complex stresses and/or displacements represents the 
prescribed boundary conditions. 
The anisotropy of the medium in the two-dimensional problems is 
defined by four elastic constants. The applied load is given as a line 
force parallel to the elastic direction so that the conditions of plane 
strain are satisfied. When the medium is unbounded, two types of waves 
propagate from the source of disturbance. The first type is called 
quasi-longitudinal and the second quasi-transverse in analogy with the 
isotropic case. The existence of a plane boundary introduces reflected, 
surface and head waves. 
The solution of the three-dimensional equations of motion for a 
transversely isotropic medium is reduced, by the technique of rotational 
superposition described in Chapter 3, to the solution of equations of 
motion for a plane strain problem and an antiplane problem. Both of 
these cases are treated in Chapter 2. Thus, the simplicity of the method 
of self-similar potentials is preserved in developing three-dimensional 
solutions. 
The study is organized as follows. Chapter 2 briefly explains the 
Smirnov-Sobolev method as it is applicable to anisotropic materials of a 
certain kind and gives the solutions to a variety of two-dimensional 
problems. Chapter 3 explains the technique of rotational superposition 
6 
and presents the solution of certain axisymmetric and non-axisymmetric 
problems in the form of the displacements. The often intricate mapping 
of the wave fields in the complex domain defined by a four-sheeted 
Riemann surface is the subject of Chapter 4. In Chapter 5 numerical 
results are discussed together with some of the techniques required 
to overcome inherent computational difficulties. A summary of the study, 
conclusions and recommendations for further research are given as 
Chapter 6. 
1.4 Notation 
The symbols used in this study are defined in the text where they 
first appear. For convenient reference, those most frequently used are 
listed below. 
a, b, c, d, e 
A, B, C, D, E 
c .. (i, j = 1, 2, ... 6) lJ 
C (K=1,2,3) 
K 
elastic parameters of orthotropic 
and transversely isotropic materials 
the five material cases according to 
the configuration of the quasi-
transverse wave front 
curves on the complex domain which 
separate the regions of mapping the 
quasi-longitudinal and the quasi-
transverse wave field 
points in the wave fields which map 
on the branch points 001 and 002 
elastic constants of a general 
anisotropic material 
contours of integration in the three-
dimensional problems 
normal strain in the X-direction 
FS-H 
G (e ) 
K K 
HS-V 
HS-IH 
L (e), H (e) 
K K 
n 
K 
Q(e ) 
K 
r 
R(e) 
-R (e), R(e) 
K 
S (e) 
K 
t 
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weighting functions 
magnitudes of horizontal and vertical 
forces 
the plane strain problem of a 
horizontal step force in the full-
space 
function defined in Eq. (3.25) 
the plane strain problem of a vertical 
step force on the surface of a half-
space 
the plane strain problem of a 
horizontal step force in the interior 
of a hal f-space 
quantities involving the elastic 
parameters, defined in Eq. (2.10) 
functions defined in Eq. (2.24) 
unit vector normal to the tangent 
at the wave front 
quantities involving the elastic 
parameters, defined in Eq. (2.10) 
and (C.10) 
function defined in Eq. (2.20) 
the radial coordinate in the 
cylindrical system 
Rayleigh function in anisotropic 
media defined in Eq. (2.28) 
functions defined in Eqs. (2.47) 
and (2.48) 
the four sheets of the como1ete 
Riemann surface . 
function defined in Eq. (2.24) 
the time variable 
u , u , Uy r W 
x, y, z 
x, Y, Z 
a. , S 
K K 
* ~* 1* 2* -1* -3* S, S, S , S , S , S 
y 
8 
arrival times of the wave fronts 
the times of the beginning of the 
mapping of the two wave fields in 
the complex domain 
displacement components of the plane 
strain and the antiplane problems 
(an asterisk indicates the complex 
quantities) 
complex displacements at the free 
surface (y = 0) 
displacement components in the three-
dimensional problems (an asterisk 
indicates the complex quantities) 
displacement components of the plane 
strain and the antiplane problems 
as used to develop the three-
dimensional solutions 
angular quantity (= w - wo) 
the cartesian coordinate system 
coordinates of a point in the (x, y) 
plane 
a cartesian coordinate system rotated 
by Wo about the y = Y axis 
the y-coordinate of the point where 
the force is applied in the interior 
of the half-space 
the angular quantities shown in Fig. 2 
values of the quantity SK corresponding 
to various values of e (see Table 1) 
K 
= xR/YR 
shear strains 
a value of Y such that the point 
(xR' YR) is located inside the sector 
formed from the cusps and the origin 
r 
0 
0 (K = 1 , 2, 3) K 
0' (K = 
K 
1 , 2, 3) 
b" b,' (K = 1,2, K K 3) 
E , sK K 
E x' 
E y' E z' E r , E w 
E K' Z K 
n 
nl ' n2' 
, 
n' n1 ' 2 
* 1* 2* n, n , n 
e 
1* 2* * ** -1* -2* -* e , e , e, e , e , e , e 
K 
A (e) 
K 
(K=1,2,3) 
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any value of y that is not r 
c 
function defined by Eqs. (2.16) 
and (2.31) 
= ao /ae 
K K 
functions equivalent to oK' o~, 
as used for the three-dimensional 
problems 
real and imaginary parts of e 
K 
normal strains 
real and imaginary parts of A (e ) 
K K 
dimensionless coordinate (= y/t) 
values of n at the crossings of 
the wave fronts with the n-axis 
points on the n-axis which correspond 
to various values of e according to 
conditions given in Chapter 4 
complex parameter 
real values of e corresponding to 
cusps and nodes (double points) of 
the quasi-transverse wave front 
(see Table 1) 
the branch points on the Riemann 
surface 
index referring to the quasi-
longitudinal wave (K=l), the quasi-
transverse wave (K=2) or the shear 
wave in the antiplane problem (K=3) 
function defined in Eqs. (2.19) and 
(2.32) 
dimensionless coordinate (= x/t) 
values of ~ at the crossings of the 
wave fronts with the ~-axis 
~Ol 
II(e) 
p 
(J 
x' 
(J y 
* 
(JxO 
(J 
r' 
(J , (J 
w 
2 
L: 
K=l 
L: X' Iy 
* L: 
Y 
lxy' TXZ' 
* 
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y 
T yz 
. the ~-coordinate of a node located on 
the ~-axi s . 
function defined in Eq. (2.27) 
mass density of the material 
normal stresses in the b'lo-
dimensional problems (an asterisk) 
indicates the complex quantities) 
complex normal stress at the free 
surface (y=O) 
normal stresses in the cylindrical 
coordinate system 
summa ti on symbo 1 
normal stresses for plane strain 
problems as used to develop the 
three-dimensional solutions 
complex self-similar fictitious 
nomal stress 
shear stresses of the plane strain 
and the antiplane problem (an 
asterisk indicates the complex 
quantities) 
shear stresses in the cylindrical 
coordinate system 
shear stresses of the plane strain 
and antiplane problems as used to 
develop the three-dimensional solutions 
T complex self-similar fictitious 
xy shear stresses 
u variable used in Chapter 3 (= rcusW) 
functions defined in Eqs. (4.9) 
and (4912) 
functions defined in Eqs. (4.4) and 
(4.11) 
¢ (e), ¢I(e) 
K K 
w 
n (8), n .(8) 
K KJ 
11 
the angular coordinate in the 
cylindrical system 
self-similar potential functions 
12 
2. TVJO-DIMENSIONAL WAVE PROPAGATION PROBLE~1S 
IN ANISOTROPIC MATERIALS 
2.1 Generalized Hooke's Law 
In continuous media the stresses and strains at a point are completely 
expressed by the corresponding tensors. Each component of the stress 
tensor can be written as a function of the components of the strain tensor. 
Under the assumptions that the deformation takes place at a fixed 
temperature, and that the initial unstrained state is also unstressed, the 
linear parts of these functional relations bet\'Ieen stresses and strains 
comprise a system of equations known as the generalized Hooke's law. 
In a cartesian coordinate system, where the engineering notation for 
the stresses and strains is used, the generalized Hookeis law can be 
written in the form [43J 
Ox = cllEx+c12Ey+c13Ez+c14Yyz+c15Yzx+c16YXY 
0y = c21Ex+c22Ey+c23Ez+c24Yyz+c25Yzx+c26Yxy 
~z = c41Ex+c42Ey+c43Ez+c44Yyz+c45Yzx+c46Yxy 
LZX = C51 EX +C52Ey +c53EZ +c54Y yz +c55Y zx +c56Y xy 
Lxy = C61 EX +C62Ey +c63EZ +c64Y yz +c65Y zx +c66Y xy 
The coefficients cij (i, j = 1, 2, ... 6) are the elastic constants or 
moduli of the material. In homogeneous materials they are independent 
(2. 1 ) 
of the system coordinates. Moreover, the existence of a quadratic strain 
energy function imposes the symmetry conditions 
13 
c .. = c .. (i, j = 1,2, ... 6) lJ Jl 
In the most general case of anisotropic materials, the number of 
independent coefficients required to determine the elastic behavior is 
* 
(2.2) 
twenty-one. The existence of axes or planes of elastic symmetry together 
with an appropriate orientation of the coordinate system such that some 
or all of the coordinate axes are parallel to the symmetry axes or planes 
causes a reduction of the number of constants required to describe the 
material. The highest degree of elastic symmetry is exhibited by 
isotropic media, which require only two elastic constants. A discussion 
of the method used to obtain the necessary constraint equations among 
the constants c .. , which must hold whenever various degrees of elastic lJ 
symmetry are present, can be found in Love [21, §105J and Voigt [49J. 
2.2 Plane Strain Problems 
The solution of dynamic problems in anisotropic materials with 
triclinic symmetry, i.e. involving all twenty-one elastic constants, 
presents formidable computational difficulties, mostly as a result of the 
large number of parameters involved. However, great insight into the 
effects of anisotropy can be gained by the study of materials which 
possess higher degrees of symmetry. 
2.2.1 Orthotropic Materials 
Consider an elastic anisotropic medium which at each point has three 
mutually perpendicular planes of elastic symmetry. These may be taken 
* ' This number is based on the energy approach of Green. See Love [21J for 
a discussion of the controversy between the followers of Green1s approach 
and the lIatomic ll modelers who advocated the "rari-constant ll theory using 
fewer constants. 
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parallel to the axes of an orthogonal coordinate system. In this system 
it can be shown that the following coefficients vanish 
(2.3) 
The remaining nine constants characterize an important class of anisotropic 
materials most widely known as orthotropic. When the conditions of plane 
strain are fulfilled, i.e. 
u = y = y = 0 
z yz zx (2.4) 
the stress-strain relations (2.1) are written in the simple form 
0" = cllEx+c12Ey x 
0" = c12Ex+c22Ey y (2.5) 
T C66Yxy ~ 
The other stresses are 
T = T = 0 yz zx 
(2.6) 
Equations (2.5) involve four independent elastic constants and determine 
* the plane strain problem of orthotropic materials in the x-y coordinates. 
In the dynamic problems of this study, it is convenient to use a new set 
of parameters, indicated by the letters a, b, c and d which are defined as 
* The elastic constants c13 and c23 are not in any way involved in the 
solution of the plane proBlem and are required only for determining the 
stress 0z normal to the plane of deformation(x, y). 
cll a =-p , 
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(2.7) 
where p is the mass density of the material. These parameters have units 
of velocity to the second power [L2/T2] and are subject to the conditions 
a > 0, b > 0, d > 0, ab-(c-d)2>0 
stemming from the requirement of a positive definite strain energy 
function. 
It has been observed that for all known media the constraints 
a > d and b > d 
(2.8) 
(2.9) 
although not necessary for the positive definite character of the strain 
* energy, seem to be satisfied. 
The following quantities involving the elastic parameters will 
appear frequently throughout this study and require an early definition 
* 
L = ab + d2_c2 
Kl = ab - (c-d)2 
K2 = ab - (c+d)2 
Nl = (a-d) (b-d) - c2 
N2 = b(a-d) - c2 
This is reminiscent of the better known fact that values of Poisson1s 
ratio in the range (0, -1) do not violate the condition for a positive 
definite strain energy, but are never observed in isotropic materials. 
(2.10a) 
N = a(b-d) - c2 3 
N4 = d2(b_d)2 - Kl K2 
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M = (b+d) Nl-d(a-b) (b-d) = bN,+d [(b-d)2 - c2] 
(2. 1 Db) 
It will be seen later that the range of values assumed by certain 
of these quantities greatly influences the procedure for computation of 
the wave fields, even requiring separation into different cases or sub-
classes of orthotropic materials. 
2.2.2 The Equations of Motion 
The consideration of the equilibrium of an infinitesimal element in 
the two-dimensional space and the application of the linearized strain-
displacement formulas 
au 
s =~ 
x dX 
au 
s =---Y.. 
y ay 
au au 
y =~+_-y 
xy ay ax 
(2.11) 
in the stress-strain relations (2.5), results in the equations of motion 
expressed in terms of the displacements 
82 32 82 82 u
x 
ux uv Ux a -- +d--+ c ----oL.= __ 
ax2 8y2 ax oy 8t2 
82 82u a2 82 c~+ d.-:.JL+ b~=~ 
axay 8X2 ay2 at2 
(2.12) 
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-The displacement vector u (u
x
' uy) can be decomposed by Helmholtz's 
formula [37J 
- -u = grad ¢ + curl w (2.13) 
into a sum of two vectors. The first vector represents the irrotational 
or longitudinal part given from a scalar potential function ¢, while the 
second is formed from a vector potential function ~, satisfying the 
condition div ~ = 0, and represents the equivoluminal or tranverse part 
of U, Equation (2.13) applied to two-dimensional wave propagation problems 
is equivalent to the following two relations 
_ a¢ alj; 
u - ---y ay ax (2.14) 
where w stands for the z-component of the vector ~. 
Direct application of these last expressions to the equations of 
motion (2.12) leads to a system of equations in terms of the potentials 
¢ and W, i.e. 
It should be noted that the equations are coupled, unlike the isotropic 
case where the same process leads to two equations each involving only one 
of the potentials. The physical meaning is that, in general, each of the 
two solutions occurring in anisotropic media includes both irrotational 
and equivoluminal components in the displacement vector. 
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2.3 The Method of Self-Similar Potentials 
The method of self-similar potentials or functionally invariable 
solutions is a powerful technique developed by the Soviet mathematicians 
v. I. Smirnov and S. L. Sobolev [39, 40] to solve the equations of motion 
in problems of two-dimensional elasticity with initial or boundary 
conditions given as homogeneous functions of the spatial and time variables. 
An extended description of the method with applications to certain contact 
problems is given by Thompson and Robinson [47]. The application of the 
same method in solving dynamic problems in a three-dimensional space is 
given by Johnson and Robinson [18] and Farewell and Robinson [12], while 
Seyyedian and Robinson [38] solved the problem of the buried dislocation 
pulse in a layered half space by a combination of self-similar solutions. 
In all these cases the medium was considered to be isotropic. 
The following sections present a brief exposition of the method of 
self-similar potentials as applied to solve dynamic problems-in homogeneous, 
linearly elastic, anisotropic bodies. 
2.3.1 The Solution of the Equations of Motion 
The general solution of the partial differential equations of motion 
(2.15) for an initial disturbance concentrated at the origin of the y~O 
half space can be written in the form 
o = t-xe -YA (e ) = 0 
KKK K 
(K = 1, 2) (2.16) 
which defines the characteristic surfaces through the origin in terms of 
a parameter e. Here A (e ) is an analytic function to be determined 
KKK 
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later. This form is chosen because it yields a simple expression for e 
K 
on the y=O plane where the boundary conditions must be satisfied. On this 
plane e =tjx, i.e. the parameter is uniquely determined for every point 
K 
and is the same for each solution of the wave equations. A more detailed 
discussion of Eq. (2.16) is given in Chapter 4 in conjunction with the 
mapping of the x, y, t space into the complex plane. 
The parametrization of the characteristic surfaces by the quantity 
e implies that any analytical functions of e must satisfy the equations 
K K 
of motion. Let ~ (e ) and ~ (e ) be two functions with continuous first, 
KKK K 
second and third derivatives. Using the expressions provided in 
Appendix A and substituting ~ = ~ (e ) and ~ = ~ (e ) in Eq. (2.15), one 
KKK K 
arrives at the equivalent system 
-e [ae2 + (c+d) A2(e ) - 1J ~I (e ) -
K K . KKK K 
-A (e ) [(a-c)e2 + dA 2(e) lJ ~I(e ) = 0 
KKK KKK K 
(2.17) 
-A (e ) [(c+d)e2 + bA2(e ) - lJ ~I(e ) + 
KKK KKK K 
+e [de2 + (b-c) A2(e ) - lJ ~I (e ) = 0 
KKK KKK 
where ~I (e ) and ~I (e ) denote first derivatives with respect to e. The 
K KK K K 
condition for the system to possess a non-vanishing solution is 
F(e A) = bdA4 (e ) - (b+d-Le2 )A2 (e ) + 
K' KKK KKK 
+ (1-ae2 ) (1-de2 ) = 0 
K K 
(2.18) 
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The solution of this biquadratic equation defines the function 
A (8 ) as 
K K 
(2.19) 
where 
(2.20) 
The complete representation of A (8 ) on a four-sheeted Riemann surface 
K K 
can be found in Appendix B. There exist four different types of Riemann 
surfaces denoted by I, II, III and IV according to the location of the 
branch points on the complex domain. Once the sign of the outside radical 
is fixed (see Chapter 4), the two distinct values of A (8 ) define by Eq. 
K K 
(2.16) the variable 8 as the parameter of the characteristic surfaces. 
K 
Under these conditions the real and imaginary parts of any analytic functions 
ip (8:) and '¥ (8 ) give solutions to the equations of motion. If in a 
KKK K 
given domain the 8 as function of x, y and t assumes real values, then any 
K 
arbitrary real functions of 8 with continuous derivatives up to the third 
K 
order will also be solutions of Eq. (2.15) 
The importance of the method of self-similar potentials lies in the 
simplicity of the determination of the analytic functions ip (8 ) and 
K K 
'¥ (8). In the class of problems undertaken by this study, four of these 
K K 
functions are required to determine the solution. However, the homogeneous 
system (2.17) provides a value for the quotient 
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'PICe) 
K K 
,¥I(e ) 
K K 
As a result, the four functions 'Pl (e·l ), '¥l (el ), 'P2( e2) and '1' 2( 82) are 
not independent but for each value of the index K only one of the two 
functions 'PI (e ), '¥' (e ) needs to be determined; the other can immediately KKK K 
be obtained by use of Eq. (2.17). The complex solutions of the 
Smirnov-Sobolev method must contain both of these functions for each of 
the two wave fields since 'P1(e ) is associated with the longitudinal 
K K 
component and '¥~(eK) is associated with the transverse component of the 
displacement vector. It turns out, however, to be simpler to pursue the 
solution in terms of new functions Q (e ) hereafter referred to as 
K K 
II potentials. II Either of the two relations in Eq. (2.17) can be used 
to define these potentials; the first of the two has been chosen. Thus, 
'P1(e) K K 
= 
A (e ) K K [(a-c) e
2 + dA2(e ) KKK - 1 ] 
\}f I (e ) K K 
= Q (e ) (K=l, 2) = 
e [ae2 + (c+d) A2(e ) - 1] K K K K K K 
The ratio of the functions 'PI (e ) and '1" (8 ) is a measure of how KKK K 
(2.21 ) 
close the solution comes to a pure longitudinal wave in the anisotropic 
media. In the case of isotropic materials (Appendix G) the denominator 
of the second fraction in Eq. (2.21) becomes zero for K=l while the 
denominator of the first fraction vanishes for K=2. The longitudinal wave 
is, then, described by 'P,(e l ) and the transverse wave by '¥2(e2) while 
\}fi(e,) = 'P2(e2) = o. 
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2.3.2 The Determination of the Self-Similar Potentials 
For given initial or boundary conditions, the determination of the 
solution of a particular wave propagation problem requires the calculation 
of the potentials n (e). The methods of complex analysis are extremely 
K K 
useful at this point. The real boundary tractions, given as homogeneous 
functions of space and time, can be expressed as analytic functions in the 
half-space y~O by means of the Schwartz integral formula [9J: 
co 
T * ( e ) = - J- JT ( t;; , t ) d t;; 
17f t;;-x (2.22) 
-0::> 
* where T indicates the real traction and T the complex traction as a 
function of the complex parameter e which assumes real values t/x on the 
boundary y=O plane. The final result is given in terms of complex functions 
where the real and imaginary parts correspond respectively to the real and 
* imaginary parts of the complex boundary conditions given by T . 
It can easily be verified that the complex valued displacements and 
stresses (indicated by an asterisk) can be written as follows 
[ 
2 eK ] u: = ddt K:' [ce))e) [e2-.f-A~(e)]QK(e) de 
u* = - 2- [~ J;~2+A2(e)] [ae2 + dA2(e) - 1] Q (e) de] y at K=l KKK 
o 
* a
2 [2 eK ] a
x
/ p = ~ L JA (e)L (e) n
K 
(e) de 
atL K=l K K 
o 
(2.23) 
* a
2 [2 eK ] 
ay / p = -2 _L JA (e) S (e) n (e) de at K-l KKK 
o 
* a2 [ 2 eK Txy/ P = -2 L JeMK (e) nK (e) de] 
at K=l 0 
where 
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SK(e) = [e2+A~(e)] [b[ae2+dA~(e) - 1J - c(c-d)e2 ] 
M (e) = d[e2+A 2(e)] [ae2+(d-c)A2(e} - 1] KKK 
The self-similarity of the potentials implies that the boundary 
(2.24) 
tractions are homogeneous functions of the space and time variables of 
order n=-2. The generalization of the method to obtain solutions for a 
problem where the given tractions are homogeneous functions of order n is 
only a matter of a simple n-fo1d differentiation (for n positive) ors 
n-fold integration (for n negative) with respect to t (see reference [47], 
section 2.8). On the y=O boundary plane only the tractions 0y and Lxy 
are applied. The complex serf-similar tractions on the same plane are 
given by a double integration with respect to t of the corresponding 
expressions in Eq. (2.23), i.e. 
e 
2 K 
* 1..y /p = 1.. fA (e) S (e) Q (e) de K=l K K K 0 
eK 
* 
2 
Txy /p = 1.. leM (e) Q (e) de 
K=l o K K 
This system of equations is solved, after the integral is removed by a 
differentiation with respect to e, to give the expressions for the 
potentials in terms of the self-similar tractions 
(2.25) 
2L'r 
*1 . *,. 
Q, (e) eM2(e) (Ly./P) - A2(6) S2(e) (TXY /p) = 
nee) (2.26) 
*' *' 
Q2( e) = 
-eM,(e) (L ~ / p) + A] (e) s] (e) (T
xy /p) 
nee) 
where 
n( e) = e [A 1 ( e) S 1 ( 8) t12 ( e) - 1.2 ( e) S 2 ( e) t'l ( e ) J = 
= cde [A1{e)-A2(e)J [e
2+A1
2(e)J [e2+A2
2{e)J R(e) (2.27) 
and 
(2.28) 
Here R(e) is the equivalent of the Ray'eigh function for anisotropic media. 
2.4 The Antiplane Problem 
A general definition and the treatment of a variety of antiplane 
problems can be found in reference [23J. In this study, a special case of 
antiplane problems is considered, where all the non-vanishing displacement 
and stress components are parallel to the normal to the plane (x, y) and 
are functions of x, y, and t [18J. In such a case, points lying in planes 
parallel to (x, y) before deformation cease to do so after deformation. 
The development of solutions for transversely isotropic materials, presented 
in the next chapter, requires the formal solution to this kind of problem. 
The equation of motion is written 
a2u a2u a2u 
e_·_z+d __ z= __ z 
ax2 ay2 at2 
(2.29) 
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where the elastic parameters e and d are defined from the stress-strain 
relations 
TZX = pey = zx 
au
z pe ax 
au 
pdyyz 
z 
Tyz = = pd -ay 
The displacement Uz is only a function of x, y and t. It is not 
difficult to show that the characteristic surfaces in this case are 
defined by the equation 
where 
The solution is given in terms of a displacement function 
(2.30) 
(2.31 ) 
(2.32) 
and in the case of self-similar tractions is expressed by the relations 
t 83 
u/=J [Iw*'(e)de]dT 
o 0 
TZX*/p - - e J~w*'(e) de (2.33) 
o 
Ty//P - - d f13(e) w *' (e) de 
o 
For a given boundary traction the third of Eqs. (2.33) determines the 
displacement function w (8) on the boundary_ The complete solution is 
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gi ven by Eq. (2.33). 
2.5 Wave Propagation in a Half-Space Resulting from the Sudden Application 
of a Line Force on the Surface 
The determination of the potentials for two-dimensional problems in 
anisotropic materials follows the same seC')uence of steps used to determine 
the potentials in isotropic materials [47, Chapter 2J. Only a brief 
outline will be given here. The magnitudes of the vertical and horizontal 
forces are denoted by Fv and Fh. 
2.5.1 The Vertical Surface Force 
The complex tractions obtained from the boundary conditions can be 
written in the form 
*' 
_ F v 
L (e) = y in 
(2.34) 
*' TXY (e) = 0 
which determine, by means of Eq. (2.26) the potentials 
Fv [ae2 + (d-c) A~(e) - 1J 
= 
- inpc [Al(e) - A2(e)J [e
2+A1
2(e)J R(e) Q l (e) 
(2.35) 
Fv [ae2 + (d-c) A~(e) - 1] 
Q2(e) = irrpc [Al(e) _ A2(e)] [e2 + A~(e)] R(e) 
The solution for a step vertical line force is then given by the following 
expressions 
* F v 2 [ 
0" =-.- I 
x 17fb K=l . 
d A (e ) [l-bA~ (e)] ] 
+ <5' [~ (~ ) -A3 (~)] R( e ) 
KKK -K K K 
(c-d)2 e 2 A (e ) A23 (e) J 
+ KKK -K K 
OI[A (e )-A3 (e )] R(e ) 
KKK -K K K 
* F 2 [ e (a e2_ 1) (Kl e
2 
-b- c+d) ] V KK  
T xy = i 7fb ~ 1 0 I [ A ( e ) - A3 ( e ) ] R (e ) 
K- KKK -K K K 
where 
aO 
0 1 = _K = - X-YA I (e ) 
K ae K K 
K 
and A~ is the derivative of the function AK(e
K
) with respect to eK 
(see Eq. (4.3)). 
2.5.2 The Horizontal Surface Force 
(2.36) 
(2.37) 
In a similar manner, the complex boundary tractions for the horizontal 
surface force are 
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*' L (e) = 0 y 
*1 Fh-T (e) = -. 
xy 171" 
(2.38) 
which determine the potentials 
Fh A2(e) [b{ae2+dA~(e) - 1} - c(c-d) e2J 
S"2 (e) = -:-. --:- ---------~-::--------
1 171"pcd e [Al(e) - A2(e)] [e2+A~(e)] R(e) 
(2.39) 
Fh Al(e) [b{ae2+dA~(e) - 1} - c(c-d) e2] 
i7l"pcd e [Al(e)-A2(e)] [e2+A~(e)] R(e) 
The displacement and stress field for a horizontal line force in the form 
or a step function in time applied at the origin is given by the following 
* Fh 2 
cr =--. L 
X 171" K= 1 
* . Fh 2 lr e A (e ) A3- (e) (K, e2 - b-C+d)J ' _ KKK -K K K 
cry -:--i7l" ~l o· [A (e )-A3 (e )] R(e ) K- KKK -K K K 
(2.40) 
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2.6 Reflection of Waves from a Plane Boundary 
When a disturbance generated by a source in the interior of a half-
space reaches the free surface the conditions imposed by the presence of 
the boundary must be fulfilled. The result is the creation of reflected 
and surface waves. Prior to the arrival of the incident waves, the motion 
of the body is not affected by the presence of the free surface; i.e. the 
displacements and stresses are identical with the solution in an unbounded 
medium. Upon arrival of each incident wave at the surface, two reflected 
waves appear and their effect on the solution is represented by 
corresponding potentials which must be determined. 
Since the characteristic surfaces of the quasi-longitudinal and 
quasi-transverse incident waves must pass through point x=Q, y=y~where 
the force is applied, they can be expressed by the equations 
8 = t-xe - (y-yO) A (e ) = 0 (K=l, 2) KKK K (2.41) 
In the Smirnov-Sobolev procedure it is essential to parametrize the 
characteristic surfaces of the reflected waves in a way that each incident 
and its two reflected waves are given by the same value of the parameter on 
the free surface y=O. Thus, if K=l in Eqs. (2.41) denotes the quasi-
longitudinal wave, the characteristic surfaces for the reflected quasi-
longitudinal wave are 
(2.42) 
and the surfaces for the reflected quasi-transverse are 
(2.43) 
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Similarly, the reflected quasi-longitudinal and quasi-transverse waves 
produced by an incident quasi-transverse wave are expressed respectively 
by 
(2.44) 
(2.45) 
It can be shown that the conditions of a free-traction boundary 
(i.e., 0y=O, Lxy=O on y=O) provide the necessary equations to determine 
the reflected potentials. Straightforward algebraic work leads to the 
following expressions 
Al(e) + A2(e) 
= Al(e) - A2(e) Ql(e) 
2 Al(e) [e2+A~(e)] Rl(e) 
Q'2(e) = 2 2 Ql(e) 
c [Al(e)-A2(e)] [e +A2(e)] R(e) (2.46) 
-A,(e)+A2(e) R(e) 
A,(e)-A2(e) Rf8T Q2(e) 
where 
(2.47) 
and 
(2.48) 
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The double-indexed reflected potentials are related to the incident 
potentials having the same first index while the second index indicates 
the type of wave, i.e. K=l refers to quasi-longitudinal and K=2 to 
quasi-transverse waves. For example, Q12(e) indicates the potential of 
the reflected quasi-transverse wave caused from an incident quasi-
longitudinal wave. The displacements and stresses for self-similar 
potential problems can be written 
2 [ eK 
u: = ddt:: J c e \ ( e) [ e 2 + A; ( e )] Q K ( e) de + 
K-l 0 
* 
2 
+ I 
j=l 
ox/p d2 2 [ 
= at2 K:' 
e . 
e I AK(e) L (e) Q (e) de + KK 
Q 
2 KJ I Aj(e) Lj(e) QKj(e) de] + I j=l 0 
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2 e 
* E [ J AK (e) S (e) Q (e) Oy/p 
= at2 de + _, KK K-
0 
(2.49) 
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* 3
2 2 [ !Ker"K (e) TXY/P :: 3t2 E n (e) de -K::l K 0 
e 
2 ~ ~~j(e) nKj(e) de ] - E j=l 0 
The above equations simplify considerably for points on the surface, where 
and (2.50) 
It is not difficult to show that for a force parallel to the y-axis the 
incident potentials are 
1 
(2.51) 
1 
and for a force parallel to the x-axis 
Fh ae2+dA~(e) - 1 n~ ( e) = - -~-!.-- -~------",-------=-----...",.---
2inpcd e [Ai(e) - A~(e)J (1-ae2) [e2+A~(e)J 
(2.52) 
I F. 
n~(e) = _.....;.n~ 
2inpcd 
Therefore, the general solution to a line force applied at x=O, y=O parallel 
to the positive x or y axis and varying as a step function in time can be 
determined from Eqs. (2.49) by integrating once with respect to time. In 
this way, all the functions involved are determined completely. 
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2.7 Surface Displacements and Stresses 
The examination of the dynamic response of a point located on the 
free surface y=O, due to a disturbance in the interior of a half space is 
greatly simplified by the relations in Eq. (2.50). After some algebraic 
manipulations, the surface displacements and stresses for a step force 
where 
*(H)_ *(H)_ 
(J - T -0 yO xy 
U;~)(8) = (K182-b-c+d) [ae2+d~~_K(e)-l] + 
+c(Kle2-b) A~_K(e) - c(ae 2-l) 
(-2.54 ) 
(2.55) 
and 
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u(H)(e) = a(K e2-b+d) [de2+b~2(e)-lJ + 
GK 1 K 
+ d(Kl e
2
-b-2c+d) [ae2+dA3:K(e) - 1] + c(K1e
2
-b-2c+d) -
- c(c-d) (Kl e
2
-b) A~(e)-cd(Kl e2-b-c) A~_K(e) 
o· = -x + Y AI(e) K 0 K K 
When the force is perpendicular to the surface the expressions for the 
surface displacements are 
u v = _ V E *( ) F 2 [ 
xO i 1Tpdb K=l 
where 
(2.56) 
(2.57) 
(2.59) 
(2.60) 
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The stresses are 
where 
*(v) 
O"xO 
*(v) = T*(V) = 0 
O"YO xy 
U *K( v ) (8 ) = b (d [a 8 2 +dA 2 (e ) - 1] + c [1- dA 2 (8 )]] x 
0" KKK KKK 
X [(K18
2
-b) A2(e ) - ae2+1] + 
KKK K 
+ 82 (K1 e
2
-b-c+d) [ cd(a82-1 )-ad [d82+bA 23 (8)-
KK K -K K 
1] + c2 ] 
(2.61 ) 
(2.62) 
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3. THE POINT FORCE IN A TRANSVERSELY 
ISOTROPIC HALF SPACE 
3. 1 General Remarks 
Anisotropic materials possessing an axis of elastic symmetry at 
each point such that all directions perpendicular to that axis are 
equivalent are called transversely isotropic. The propagation of transient 
disturbances in media of this type is a subject of both mathematical and 
geophysical interest. Highly compressed sedimentary material where the 
vertical compression induces significantly different properties in that 
direction can be modeled as transversely isotropic. Of particular 
importance in seismology and earthquake engineering are composite media 
ha vi ng di fferent i sotropi c 1 ayers. L~hen the thi ckness of i ndi vi dua 1 
layers is small compared vJi.th wave-length, many of the characteristics 
of elastic wave propagation are similar to those of transversely isotropic 
media. Backus [4] has given conditions under which the homogeneous, 
transversely isotropic medium can indeed be the long-wave equivalent of a 
layered isotropic medium made of just two homogeneous, isotropic materials. 
The high degree of symmetry exhibited by transversely isotropic 
materials reduces the number of independent elastic constants required 
to define its behavior to five [2l,§105]. The same number of constants is 
also required by hexagonal crystals which have an axis of elastic syrrmetry 
of order six. Hence, II trans verse i sotropyll and II hexagonal aeo 1 otropy" 
are used interchangeably. 
Very few solutions for any but trivial problems are available in the 
literature even for isotropic materials in a three-dimensional space. This 
study utilitizes the method of rotational superposition of plane and anti-
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plane problems to obtain solutions for the problem of a suddenly applied 
point force on the surface of a transversely isotropic half-space. The 
axis of elastic symmetry is taken perpendicular to the free surface. The 
case of the subsurface load, although not treated here, can be obtained 
by utilizing- the same technique on the two-dimensional solutions for the 
point force in the interior of the half-space given at the end of 
Chapter 2. 
3.2 Equations of Motion 
Consider a cylindrical coordinate system (r, w, y) where the y-axis 
is parallel to the axis of elastic symmetry. The stress-strain relations 
for a transversely isotropic material can be written as 
(5 = cll sr + c13 Sw + c12 Sy r 
(5 = c13 sr + cll Sw + c12 Sy w 
(5 = c12 (s +s ) + c22 s y r w y (3. 1 ) 
y.y = c66 Yry 
1. = /'" Y Yt::t:: yw 00 yw 
(c _c ) 11 13 Y T = 2 rw rw 
The equations of equilibrium for the medium are 
d(5 dT dT (5 -(5 -.r.+l~+~+ r w+Z =0 
ar r away r r 
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aT ao aT 2T ~+l~+..J.JE.+~+z =0 
ar r away r w 
aT aT ao T -.ll...+l~+-Y...+-EL+z =0 
ar r away r y 
where Z ,Z and Zy are the body forces. The application of the usual 
r w 
small strain, small rotation strain-displacement relations 
aU r au au 
€ 
-- Y = -.!:. + ---=:l. r ar ry ay ar 
u 1 au au 1 au 
€ 
=-1:.+_~ y =~+_---1. w r r aw yw ay r aw 
au au au u 1 r w w 
€y = ....:..1... y =--+---
ay rw r aw ar r 
(3.2) 
(3.3) 
to Eqs. (3.1) and (3.2) results in the following equations of motion in 
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In addition to the elastic parameters defined by Eq. (2.7) a further 
constant lIe" is often introduced, 
e = (3.5) 
Solutions will be given in terms of the five elastic parameters a, b, c, 
d and e which must satisfy the conditions 
2 
a>O, b>O, d>O, e>O, b(a-e) - (c-d) >0 
These are equivalent to the requirement that the strain energy be 
positive. 
3.3 The Method of Rotational Superposition 
(3.6) 
The application of the method of rotational superposition to solve 
certain three-dimensional wave propagation problems in isotropic materials 
can be found in references [12, 18, 47J. Some repetition of the basic 
principles cannot be avoided in applying the method to anisotropic materials. 
Consider the half space of Fig. 1, where (X, Y) defines the plane 
of deformation for the plane strain and antiplane problems, and (x, y) is 
the reference plane for the coordinate angle w. If UX' Uy denote the 
displacements of the plane problem and Uz the displacement of the antiplane 
problem, their contribution to the three dimensional displacements at 
point P (r,w,y) can be expressed by the relations 
u = 
r Ux [rcos (wO-w) , Y, tJ cos (wO-w) -
- U , z [rcos (wO-w), Y, tJ sin (wO-w) 
u = Ux [rcos (wO-w), Y, tJ sin (wO-w) + w 
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+ Uz [rcos (000-00), Y" t] cos (000-00) 
uy = Uy [rcos (000-00), Y, t] 
(3.7) 
The superposition of the effects of all plane and antiplane problems at 
different angular orientations 000 multiplied by weighting functions fl(wo) 
and f2(ooO) which are going to be defined later, results in a three-
dimensional wave field for isotropic materials [18]. The same principle 
applied in the present case gives the expressions 
7T 
ur = £> [rcos (000- 00 ) , Y, t] cos (000-00 ) fl (000) dooO -
-l~z [rcos (ooO-w) , Y, t] sin (000-00) f2 (000) dooO 
u = l~x [rcos (ooO~oo),Sl y" t] sin (ooO-oo) fl (000) dooO + 00 
+ I~z [rcos (000- 00 ) , Y, t] cos (000-00) f2 (000) dooO 
u = Juy [rcos (000- 00 ), Y, t] fl (000) dooO y 
0 
Straightforward application of these displacements to the equations of 
motion (3.4) shows that the latter are satisfied if 
and 
(3.8) 
(3.9a) 
(3.9b) 
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These are the equations of motion for the plane strain and antiplane 
problems. Consequently, the rotational superposition of plane solutions 
results in a three-dimensional field which satisfies the equations of 
motion and thus, by uniqueness, is the solution. It is interesting 
to see what happens to stresses under this operation. By use of Eqs. (3.1), 
(3.3) and (3.8) it is not difficult to arrive at the expressions 
a = 
w 
(3.10) 
By virtue of the relations between stresses, strains and displace-
ments in the two-dimensional case, these equations can be rewritten 
~ ~ 
a r = ~EX f 1(wO) dwO - (c11 -c13 ) ~ EX sin2(wo-w) f 1(wO) dwO -
o ~ 0 
- tf TXZ sin 2(wO-w) f 2(wO) dwO 
~ ~ 
aw = ~:X f 1(wO) dwO - (c11 -c13 ) if EX cos2(wO-w) f 1(wO) dwO + 
+ ~TXZ sin 2(wO-w) f 2(wO) dwO 
o 
~ 
° = y ~EV f1(wO) dwO (3.11) 
o ~ 
T = J T XV cos (wO-w) fl (wO) dwO -ry 
o ~ J:vz sin(wO-w) f 2(wO) dwO 
l = [TXV sin(wO-w) f, (wO) dwO + yw 
:IT 
+ ~TVZ cos(wO-w) f 2(wO) dwO 
o ~ 
c11 -c13 J f,(wO) dwO + l = 2 EX sin 2(wO-w) rw 
~ 0 
+ JTXZ cos 2(wO-w) f 2(wO) dwO 
0 
Here, ~X' ~v' TXV ' TXL~ TyZ denote the stresses and EX the strain in the 
X-direction of the two-dimensional problems. It can be seen that 0y' 
land l are formed by a rotational superposition of the two-dimensional 
ry yw 
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stresses, while the remaining stresses involve additional terms. This is 
a very important observation because the three quantities cry' Try' Tyw 
must be specified on the boundary to define the three-dimensional problem. 
Thus, by inversion of the three integral equations involved, the two-
dimensional quantities can be determined. 
The rotational superposition of plane strain and antiplane problems 
in anisotropic media must be differentiated from the same method as 
applied in the case of isotropy. There, the medium for each contributing 
plane or antiplane solution is the same and the superposition of the wave 
fields is a natural consequence. On the contrary, the solutions that have 
been superimposed in this study correspond to two quite different materials. 
It is a remarkable fact that the rotational superposition of the plane 
displacement fields leads to expressions for the stresses cry' Try' and Tyw 
which can be solved easily to define the two-dimensional problems. 
3.4 Axisymmetric Problems 
A three-dimensional axisymmetric problem can be solved by a rotational 
superposition of the solution of a unique plane strain problem [12,18J. 
The determination of the plane problem is simplified by observing that 
the two-dimensional field must be symmetric. Here, the weighting functions 
are taken as 
fl(wO) = 1 
f 2(wO) = a 
(3.12) 
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After introduction of the new variable W = w - wO' the displacements and 
stresses are rewritten as 
'IT 
ur {Ux [rcosW, Y, t] cosW d\~ 
o 
u = 0 
w 
7T 
uy = (Uy [rcosW, Y, t] dW 
07T 
cr r = r (LX [rcosW, Y, tJ -
~ 
- (c ll -c13 ) EX [rcosW, Y, tJ sin
2W) dW 
cr w = 1 rL X [rcosW, Y, t] - (cll -cl3 ) EX [rcosH, Y, t]cos2w) dW 
° = y ~:Y [rcosW, Y,t] dW 
o 
7T 
Try = J T XY [rcos~/, Y, t] cosl~ dl~ 
o 
T = T = 0 
rw Yw 
(3.13) 
An especially convenient form of the boundary tractions 0y and TryOn the 
y=O plane can be obtained by using the transformation v=rcos\tl: 
r 
0y (r, 0, t) = 2 r Ly(V, 0, t) du 
IT? 
'0 v'r--u'" (3.14) 
Try (r, 0, t) - 2 Jr 0, t) vdv - r T XY (v, Ir 2 2 0 r -v 
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These are integral equations of the Abel type [14J. Their solutions are 
Ly(X, 0, t) 1 a ! t) udu =;ax Gy(u,O, /x2_u2 0 
X 2 
T XY (X, 0, t) 1 a 1 0, t) u du = 'IT X ax Try ( u , 
0 /X2_u2 
(3.15) 
which give the boundary tractions of the plane strain problem in terms 
of those of the original three-dimensional problem. The methods of 
Chapter 2 are now applicable to solve the two-dimensional problem. The 
final three-dimensional case is found by integrating this solution as in 
Eq. (3. 13). 
3.4.1 The Vertical Point Force 
Consider a transversely isotropic half-space subjected to a normal 
stress GO applied over a circular region expanding in time. The speed of 
expansion is a and the center coincides with the origin of the coordinate 
system. The boundary conditions can be written 
G = 
-GO for r < at 1 y 
= 0 for r > at J 0 ~w < 2'IT (3.16) y=O 
Tyr = t = 0 for o < r < 00 yw 
and correspond to a loading with a total vertical force V = 'ITa2t 2GO = 
2 2 Fvt where Fv = 'ITa GO. By means of Eqs. (3.15) the plane strain problem is 
defined by the conditions on the y=O plane 
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for 
for Ixl > at (3.17) 
TXY = 0 for - co<X< + co 
The complex tractions can be obtained by Eq. (2.22), or in this particular 
case, by inspection, i.e. 
* T xy = 0 
The determination of the potentials from Eqs. (2.26) requires the 
derivatives of these functions with respect to e, i.e. 
*1 
TXY = 0 
By a limiting process where a ~ 0 while Fv remains constant, the 
prescribed conditions yield the potentials 
F e [ae2 + (d-c) A~(e)-lJ Il, (e) = .,,2: c [>-, (e) _ >-2(e)] [e2+>-~(e)] R(e) 
Fv@ [ae2 + (d-c) Ai(e) - lJ 
n2{e) = - --2-- 2 2 
TI pc [Al(e) - A2(e)J [e +A2(e)J R{e) 
(3.18) 
(3.19) 
(3.20) 
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The complex displacements of the two-dimensional problem of a step force 
of magnitude Fv can be written from Eqs. (2.23) by differentiating twice 
with respect to time and multiplying by a factor of 1/2. Thus, 
U * = _ ~ 2 s; AK(SK) [aS~+(d-C) A~_£SK) - 1J 
X 2 2 K= 1 ~ I [ A ( e ) - A 3 ( e ) ] R (e ) 7Tp KKK ""'KK K 
* F v Uy = - 2 27T pb 
2 e (ae2-l) [(d-c)e2+bA23 (e) - 1] 2: KKK -K K 
K=l ~' [A (e ) - A3 (e)] R(e ) KKK -K K K 
(3.21 ) 
In the three dimensional problems the expressions ~ and AI' , 
K K 
equivalent to the two-dimensional·o and 0' are written 
K K 
D. :: t - rcosH e - YA (e ) = 0 (3.22) KKK K 
8,' = - rcosW - YA1(e ) (3.23) KKK 
The displacement field can be obtained from Eqs. (3.21) and (3.13). A 
change of the variable of integration from W to e results in the 
K 
following expressions 
* 
F 2 J e
2 A (e ) [ae2+(d-c) A~ (e ) - 1] 
v KKK K -K K de ur = -- 2: G (e ) [A (e ) - A3 (e )] R(e ) 27T 2P K=l K KKK K -K K K CK 
* U = 0 
w 
* 
F 2 J e (ae
2
-1) [(d-c) e 2+bA~ (e) -1] 
= 
v L KKK -K K de uY 2 GK(eK) [AK(eK) - A3_K(e K)] R(eK) 27T pb K=l K 
CK 
where 
2 2 2 k G (e ) = re sinW = [r e - [t-YA (e )] ]2 KKK KKK 
(3.24) 
(3.25) 
and C are the contours of integration on the complex plane. The stresses 
K 
can be determined in a similar manner but will not be given here. 
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3.5 Certain Non-axisymmetric Problems 
The solutions of certain dynamic problems which do not exhibit axial 
symnetry can be formed by a rotational superposition of solutions for 
both plane and antiplane problems. The plane strain problem is assumed 
to be antisymmetric about the y axis, while the antiplane problem is 
symmetric. Use of the weighting functions fl(wO) = coswO and f2(wO) = 
sinwO' and the change of variable W = w-wO in Eqs. (3.8) and (3.11) leads to 
7f 7f 
ur / cOSw = r Ux cos2WdW - J Uz sin2WdN 
o 7f a 7f 
Uw / sinw = - 1 Ux sin2Wdl~ + J Uz cos 2WdW 
7fO 0 
Uy / cOSw = J Uy cos\~dW 
a 7f 
I (7f Or / cOSw = ~xcosWdW + (c11 -c13 ) J ExSin2wcosWdW-o 0 
-J"r xz s i n2\~cosI4d~J 
o 7f 
Ow / cOSw = [~x cosWdW - (cll -c13) {EX cos311dH + 
+ I; xz s i n2WcosWdl·J 
O7f 
0y / cOSw = J ~y cosWdW 
o 7f 7f 
Tyr / cOSw = J TyX cos 2WdW - J TyZ sin2WdW 
o 7f 0 7f 
Tyw / sinw = - ! TyX sin2HdW + 1 TyZ cos2Wdl~ 
7f 0 
Trw / sinw = - (cll -c13) 1 EX sin211cosWdW + 
7f 0 
+ ~Txz cosW(cos 2W-sin2W) dW 
o 
(3.26) 
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The three integral equations which express the tractions 0y' Tyr and Tyw 
can be transformed by using the new variable u=r cosW and the condition 
TXY = - TyZ = T to the following expressions on the y=O plane 
0y(r,O,t) r 2 r Ly(U, 0, t) udu - -cOSw r 
.10 Ir2_u2 
Tyr(r,O,t) TYw(r,O,t) r 
= 2 I T(u,O,t) du - -cosw sinw 1r2_u2 a 
(3.27) 
The relation between the stresses TXY and TyZ which produces the second 
of Eqs. (3.27) holds true for the problems of this study (see next 
secti on). 
are given 
The boundary tractions of the plane and antiplane problems 
from the solution of Eq. (3.27) as 
X 
2 
- 1 a J 0y(u,O,t) ~y(X,O,t) - nX ax cOSw u du 
T(X,O, t) 
o 
= 1-1- j XTyr (U,0,t) udu = n ax cOSw ~ 
IX'""-u'" 
X 
= _ 1 ~I Tyw(U,O,t) udu_ 
n ax sinw ~ 
a IX ..... u ... 
3.5.1 The Tangential Point Force 
The same procedure is used as in section 3.4.1. The horizontal 
Fh 
traction TO = ---2 acts over an expanded circular area r ~ at resulting 
(3.28) 
na 2 
in a total horizontal force Fht The boundary conditions can be written 
on the y=O plane as 
50 
cr = 0 y for o <. r < 001 
T = 
-TOCOSW } I o '< W .< 21f yr for r < at ( (3.29) T = TOsinw y=O yw 
I 
0 1 Tyr = T = for r > at ! Yw , 
The self-similar tractions of the plane strain problem are given from 
Eqs. (3.28). Following the same steps as in section 3.4.1 the solution for 
a step horizontal force of magnitude Fh can be written 
where 
2 e A (e ) [e2+A2(e )] ~ (e ) U * C KKK KKK K K X =-"2 L /).1 
st l ( e ) 
K=l K 
A2(e) 52(e) 
n(e) 
(3.30) 
(3.31) 
It is not difficult to show that the solution of the antip1ane problem is 
given by 
(3.32) 
where 
(3.33) 
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and 
~I = - rcosW - YA 1 (6 ) 3 3 3 
Here, A3(63) is given by Eq. (2.32) while 
_ 63 A3 ( 63) = - .; e/ d -1 2)~ (e - 63 
Direct substitution of Eqs. (3.30) and (3.32) to Eqs. (3.26) with a 
change of the variable of integration from W to e yields 
K 
(3.34) 
(3.35) 
u / coSw = - 2: K K -K K K K_ X * Fh [ 2 1 A (e ) A3 (6) [t-YA (e )]2 
r 2 2 d r2 K -1 C e G (e ) [ A ( e ) - A 3 ( e ) ] R ( e . ) 
7r P - KKK KKK -K K . K 
(3.36) 
2 1 e A3 (e) [ae2+(d-c) A2(e ) - lJ 
K -K KKK K 
x 
x [t-YA (e )J de 
KKK 
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where 
(3.37) 
The contours of integration Cl , C2 and C3 are traced on the complex plane 
in a manner to be described in Chapter 5. 
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4. THE REPRESENTATION OF THE WAVE FIELDS ONTO THE 
COMPLEX PLANES. GEOMETRY OF THE WAVE FRONTS 
4.1 General Remarks 
The numerical computation of the dynamic response of an anisotropic 
medium caused by an applied step force requires the evaluation of the 
real part of the complex displacements and stresses given in the preceding 
two chapters. In the process, the need arises for an accurate represen-
tation of the physical space on the complex domain composed of a four-
sheeted Riemann surface (Appendix B). The present chapter attempts to 
clarify the regions on this surface which represent the quasi-longitudinal 
and quasi-transverse wave fields. The discussion concerns the solutions 
of the two-dimensional wave propagation problems which form the basis 
for developing the transversely isotropic solutions. 
The correspondence between points of the (x, y) space and the 
complex domain is given by Eqs. (2.16) which parametrize the characteristic 
surfaces of the solutions to the wave equations by means of the complex 
variable 8. The major difference from the isotropic case is caused by 
K 
the behavior of the multi-valued function A (8 ) which, in turn, depends 
K K 
upon certain inequalities among the elastic parameters. In has been found 
convenient to separate orthotropic materials into a number of 
different cases, which greatly facilitates the total exposition. 
No real conceptual difficulties are introduced by anisotropy in 
wave propagation problems. The system of partial differential equations 
that describe the motion has two solutions corresponding to two types 
of propagating waves. The wave associated with the largervelocity is 
IInearlyll longitudinal while the wave which travels with the smaller velocity 
54 
is "nearlyll transverse with the displacement vector polarized in the plane 
of deformation. It is only along preferential directions, such as the 
axes of material symmetry, that the wave equations uncouple, thus 
producing purely longitudinal and purely transverse displacements. 
4.2 The Geometry of the Wave Fronts 
A peculiarity of wave propagation in anisotropic media is the 
existence, if certain relations are satisfied by the elastic parameters, 
of quasi-transverse wave fronts not strictly convex but with double points 
and cusps. This fact has been established from analytical investigations 
as well as from experimental observations [1, 25]. 
Consider the dimensionless form of Eq. (2.16) in the self-similar 
coordinate system ~ = x/t, n = y/t 
o 
K 
- ~e - nA (e ) = 0 
KKK 
The (~, n) coordinates of the wave fronts at any time can be obtained 
by eliminating the parameter e from Eqs. (4.1) and from 
K 
where 
and 
0' 
K 
= 
A I (e ) 
K K 
dO 
K 
de 
K 
= -~ -nA'(e ) = 0 
K K 
e ljJ (e ) 
= KKK 
2bdA (e ) 
K K 
ljJ (e ) = - L + (_l)K 
K K 
(4. 1 ) 
(4.2) 
(4.3) 
(4.4) 
These functions are sufficiently involved to discourage any attempt to 
express the general equation of the wave fronts in the form f(~, n) = O. 
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Instead, the curves will be traced in terms of the parameter 8 • 
K 
Let a be the angle that the normal vector n to the tangent plane 
K K 
at point P (~p' np) makes with the positive n-axis (Fig. 2), and SK 
the angle that the ray OP makes with the same axis. The following 
relations can be easily verified 
8 
tana = K (4.5) 
K A ( 8 ) 
. K K 
tans = -A I (8 ) (4.6) 
K K K 
The half plane n > 0 will be represented on the upper half of the complex 
plane lme > o. 
K -
It is important to note that this choice in the 
mapping determines a corresponding choice of the sign of the outside 
radical of the function A (8). This is equivalent to selecting the 
K K 
two sheets of the four-sheeted Riemann surface on which the functions 
giving the solution will be defined. In this study, sheets 51 and 52 
are chosen to represent the domain of the complex solutions. The 
index K will assume the values 1 or 2 according to which sheet of the 
Riemann surface contains the argument of the functions under consideration. 
Let 5, indicate initially that complex domain of the quasi-
longitudinal wave which possesses a branch cut between points ~ lira-
on the real axis of 8, (Fig. 3). Every point along the sides of the 
branch cut is the image of all points lying on a half plane tangent to 
the wave front. Thus, the functions that express the complex solutions 
remain constant on these half planes which are chosen in such a way that 
they do not cross each other in each of the n ~ 0 or n 2 0 half planes. 
Consequently, the same expressions that give the solution for every 
point inside the wave front can be used to give the solution for points 
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outside the wave front provided that the continuation is taken al~ng the 
previously mentioned half tangent planes [41, § 53J. The mapping of the 
space outside the quasi-longitudinal wave front on the branch cut 
(- 11 la, lira) is given in Fig. 3. No point located in the region 
I n I > /b has a representation on the complex plane. Similar 
remarks can be made for the quasi-transverse wave field although the 
presence of cusps needs some extended analysis. Any further discussion 
will concentrate on the s ~ 0, n ~ 0 quarter plane since the indicated 
symmetry makes the remain ing quarter planes equi va 1 ent. 
The parametric variation of the angles a (e ) and S (e ) can be 
KKK K 
examined by means of Eqs. (4.5) and (4.6) and the derivatives of the 
tangents with respect to e ; i.e. 
K 
(tans )1 = 
K 
o (e ) 
K K 
where 
= b + d + (_l)K 
IQ(e ) 
K 
o (e ) = ~ (e )~ (e ) + 2bde A 2 (e )l/J 1 (6 ) = 
KKK KKK KKK K K 
and 
8bdc2Nl eK ~I (e) = (_l)K 
K K ;Q3 (e ) 
K 
Consider also the followi~g expressions 
(4.7) 
(4.8) 
(4.9) 
(4.10) 
(4.11) 
<pI(8 ) - -
K K 
0 1 (8 ) 
K K 
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(-1)K.8bdc2N18; 
/03 (8 ) 
K 
(4.12) 
(4.13) 
An examination of the behavior of a l and Sl in the interval 0 ~ 81 ~ lila-
leads to the conclusion that both angles vary continuously and' are 
monotonically increasing in the interval (0, 7f/2) [30]. Therefore, the 
shape of the quasi-longitudinal wave front is always a strictly convex, 
closed curve. 
A complete analysis of the variation of the angles a2 and S2 
associated with the quasi-transverse wave is given in Appendix C. Table 1 
presents a summary of this investigation. It can be seen that the 
orthotropic materials under consideration can be separated into five 
distinct cases, indicated by the letters A, B, C, 0 and E, according to 
the existence or nonexistence of cuspidal edges and the orientation of 
the cusps relative to the coordinate axes [Table 1]. The inequalities 
involving the elastic parameters associated with each material case are 
not always compatible with the conditions whi'ch accompany each of the 
four types of complex planes I, II, III or IV (see Appendix B). An 
examination of the range of validity of each inequality results in the 
fo 11 owi ng tab 1 e . 
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Materi a 1 Case Compatible Complex Plane 
A I , II, III, IV 
B I 
C II 
0 II, III 
E I I, IV 
In this chapter and the next, a given material will be classified by a 
letter indicating the material case followed by a Roman numeral 
indicating the type of the complex plane. For example, material A-IV 
has elastic parameters that satisfy the conditions associated with 
material case A and type of complex plane IV, i.e. Nl < 0, N2 > 0, N3 > 0, 
N4 > 0, K2 > 0, M > 0. 
4.3 The Representation of the Wave Fields 
It has been mentioned that the functions determining the complex 
solutions for the two types of propagating waves will be defined on the 
sheets S, and S2 of the Riemann surface. In anisotropic materials, each 
sheet does not, in general, exclusively represent the field of a single 
type of wave. A careful examination is needed to define the areas on each 
sheet that correspond to the wave field of the quasi-longitudinal or the 
quasi-transverse type of disturbance. Before proceeding any further on 
this subject, it is useful to consider briefly Eq. (4.1) written in an 
equivalent form where the radicals of function A (e) have been K K 
eli mi na ted, i. e . , 
59 
[bd~4 + L~2n2 + adn4J 84 - 2~(2bd~2 + Ln2) 83 _ 
K K 
4 2 2 2 2 2 
- [(a + d)n + (b + d)~ n - 6bd~ - Ln ] 8 + 
K 
+ 2s[(b + d)n 2 - 2bd]8 + [n4 - (b + d)n 2 + bd] ~ 0 
K 
This equation, in general, possesses four roots in 8 for every 
K 
point (s,n). When the point is located in the interior of both wave 
(4.14) 
fronts, the roots form two pairs of complex conjugate numbers. The 
value of 8 for each pair which represents the solution must be located 
K 
in the appropriate section of the complex plane in agreement with the 
mapping convention. The existence of real roots for 8 is 
K 
equivalent to saying that real tangents can be drawn from the given 
point to the wave front. In accordance with the method of the preceding 
section for continuing the solution along half tangent planes, the real 
roots must be chosen appropriately. Any point located outside both wave 
fronts has four real roots for 8 while any point between the two wave 
K 
fronts has two real roots for 8. Consider now points located inside the 
K 
triangularly shaped area of a cusped quasi-transverse wave front 
(Fig. 4). It can be seen that four real tangents can be drawn to the 
wave front indicating the existence of four real roots 8 of Eq. (4.14). 
K 
The solution is represented now by the two real roots which are associated 
with the half tangent planes in the chosen direction. One interpretation 
of this fact is that there are no roots associated with the quasi-
longitudinal wave. In other words, the inside of the cusped region is a 
I!hole ll in the quasi-longitudinal wave. 
The correpsondence between points of the wave fields and points 
on sheets 51 and 52 of the Riemann surface is expressed by Eq. (4.1). 
Let 
e = e: + i~ 
KKK 
A (e ) = E + iZ 
KKK K 
60 
then, the following expressions can be obtained 
Z 
~ = K e: Z - ~K E K K K 
~K 
n - Z E e: - ~K K K K 
(4. 15) 
(4.16) 
These will be used in the next sections to discuss each type of complex 
Riemann surface separately. 
4.3.1 Type I Riemann Surface 
A typical configuration of the complex domain of Type I is given 
by two sheets of the Riemann surface shown in Fig. 5. The branch cut 
(-lila, lila) of the Sl sheet represents the quasi-longitudinal wave front 
and the branch cut (-11M, 1 lid) represents the quasi-transverse wave front. 
Sheets S1 and S0 are interconnected along branch cuts parallel to the 
I ~ 
imaginary e
K 
- axis from points ~ 801 and ~ 802 to ~ 00 (Appendix B). 
Let e assume real values not located on the branch cuts. Then, 
K 
from Eqs. (4.15) and (4.16) it can be seen that 
e: 
K 
n = 0 (4.17) 
i.e. as e varies from lira (or 11M) to infinity, the corresponding points 
K 
of the wave field lie on the ~-axis from the intersection with the wave 
front ~ = ra (or ~ = Id) to the origin. For purely imaginary values of 
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8 (i.e. 8 = is ) the function A (8 ) can be written 
KKK K K 
. _ [b+d+LS~ + (~l)K IQ( i sK) J 1/2 
AK (1 SK) - 2bd (4.18) 
where 
(4.19) 
The polynomial Q (is) does not have any real roots in s and as a result 
K K 
remains always real and positive in the range of S. It is obvious from 
K 
Eq. (4. 19) tha t 
(4.20) 
Then, from Eq. (4.18) it can be seen that A (is) is a real quantity. 
K K 
Equations (4.16) now can be written 
~ = 0 
1 
n = E ( 4.21 ) 
K 
It is not difficult to show that A (is) is a monotonically increased 
K K 
function of s. Therefore, every point along the imaginary 8 axis in 
K K 
the interval (0, 00) corresponds to a single point on the n-axis which lies 
in the interval defined from the intersection with the wave front (i.e. 
n = If) for the quasi-longitudinal and n = Id for the quasi-transverse) and 
the origin (~= 0, n= 0). 
It is interesting to examine what points of the wave fields 
correspond to the sides of the branch cut from 802 to infinity. Direct 
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application of Eqs. (4.16) yields the curves shown in Fig. 6 for an 
A-I material and Fig. 7 for a B-1 material. The branch point G02 is the 
image of point A02 while the point at infinity of the complex plane 
corresponds to the origin of the (~, n) plane. These curves and their 
images in Fig. 5 are plotted with lines of the same type for easy 
recognition. 
Imagine now that the quasi-longitudinal effect at a given point 
can be determined by a sequence of values of the parameter 81 which 
forms a path on the Sl sheet. When the path encounters a branch cut, 
the continuation of the functions require a transfer from sheet Sl to 
S2. Therefore, the curves traced on the ~-n plane separate the regions 
of the wave fields which are mapped onto different sheets of the Riemann 
surface. It should be noticed, however, that the sections of the curves 
located outside the quasi-transverse wave front (see Fig. 7) do not have 
any effect on the quasi-transverse wave field, since that region either 
does not have a representation or is mapped on the real axis of the 
S2 sheet (see section 4.2). 
4.3.2 Type II Riemann Surface 
Four of the five material cases satisfy conditions of the elastic 
parameters that are in agreement with the inequalities associated with 
the existence of the Type II Riemann surface. The study of the Riemann 
surface wi 11 be separated in two parts according to whether the 
quantity N2 is positive or negative. This has a direct effect on 
whether the branch points eO are located on the S2 or the $, sheet 
(Appendix B). 
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4.3.2.1 The Condition N2 > 0 
The complete configuration of branch cuts in the case under 
examination is given in Fig. 8. For all real values of e the discussion 
K 
in section 4.3.1 is directly applicable. Every point of the region inside 
the wave front is represented, in general, by a complex value of e . 
K 
Particular attention will be given to purely imaginary values e = is , 
K K 
specifically the part of the imaginary axis (0, s02) which lies between 
the origin and the branch point 802 = iS02 on each of the sheets 51 and 52' 
In that range of values of s the polynominal Q (is) is a real positive 
K K 
quantity, smaller in magnitude than (b+d+Ls2)2. It becomes zero at 
K 
SK = s02' The number of local extrema, determined from the expression 
depends on whether M is positive or negative. 
Let M<O. Then Q (is) has one local maximum at s =0 and is 
K K 
(4.18) 
monotonically decreasing. The calculation of the derivative of A (is) 
K K 
with respect to s gives the expression 
K 
\A/here 
-
1); (s ) 
K K 
(4.19) 
(4.20) 
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Since the Type II complex plane satisfies the conditions K2 < 0, Nl < ° 
(Table B.l), it can be immediately seen that ~l(sl) > 0, i .eD Al(i sl ) is a 
monotonically increasing function. r1oreover, 
( 4.21 ) 
For N3 < 0 (i.e. material case D), ¢2(s2) is negative in (0, s02). As 
a result, A2(i s2 ) is monotonically decreasing. The sides of the branch 
cuts on the imaginary axis are the images of the closed curves through 
the origin (see Fig. 9). Each side of the branch cut and the corresponding 
curves in Fig. 9 are plotted with the same type of line. 
The foregoing considerations lead to the following interpretations. 
Every point of the interval (0, s02) of the imaginary axis of sheet Sl 
corresponds to a single point of the interval (~ A02 ) of the n-axis 
(Figs. 8 and 9). The points of the quasi-longitudinal wave field between 
n=A02 and n=/d have a representation on the interval (s02' 0) of the 
imaginary axis of sheet S2" It was mentioned in section 4.3 that there 
are no values on the complex plane to represent a quasi-longitudinal wave 
field contained in the triangularly shaped area of the quasi-transverse 
* wave front. Let n denote the n-coordinate of the double point of the 
* quasi-transverse wave front and 8 the corresponding value of parameter 82 
* (see Table 1). Then, every point of the interval (/(f, n ) of the quasi-
transverse wave field has a double representation on the real axis of the 
* * S2 sheet in the intervals (0, 8 ) and (0, -8). It can be seen from 
Eqs. (4.15) and (4.16) that every point of the n-axis in the interval 
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* (n , 0) requires A (e ) to be a real quantity. The complex values of e 
KKK
for which A (e ) becomes real form a curve on the sheet 52. In fact 
K K 
there are two such curves, denoted as Ae and Be in Fig. 8, which emanate 
* * respectively from points -e and e. The continuity of the wave fields 
makes the curve Ae represent points of the quasi-longitudinal wave which 
* lie on the interval (n , 0) when this interval is considered as the limit 
of the ~ > 0 half plane. For the quasi-transverse wave the same limit 
yields the curve Be. In effect, curves Ae and Be represent the boundaries 
in the complex domain which separate the regions of mapping the quasi-
longitudinal and quasi-transverse wave fields. 
When condition N3 > 0 is satisfied (i.e. material case A) the 
function ~2(s2) (Eq. 4.20) changes sign from positive to negative at a 
point located inside the interval (0, s02). This point can be determined 
as the root of the equation ~2(s2) = o. The elimination of the radical 
transforms this equation to 
(4.22) 
The product of the squares of the two roots in s2 is written as 
[L(b-d) + MJ [L(b-d) .. MJ (4.23) 
') 
4abd L K,K2 
and is a negative quantity under the existing values of M, K2 and N3" The 
positive real root in s2 is 
(4.24) 
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* 
which can be shown to satisfy ~2 < ~02' Consequently, A2(i~2) is 
* monotonically increasing in the interval (0, ~2) and monotonically 
* * * * decreasing in (~2' ~02)' If e2 = i~2' and ~ is the point which is mapped 
* * by e2 in the complex domain, the interval (n , 0) of the ~-axis has a 
double representation shown by curves Ce and De' depending on whether 
it is considered as the limit of positive or negative values of~. The 
curves Ce and De on the Riemann surface (Fig. 8) separate the regions of 
mapping the two types of wave fields (Fig. 10). 
The case M > 0 is now examined. In this case a second local 
extremum of the function Q(i~K) exists in the interval (0, ~02) at point 
where ~KO < ~02· However, the general behavior of AK(i~K) is not altered 
and the separation of the regions of the complex domain corresponding to 
the quasi-longitudinal and quasi-transverse wave fields is similar to the 
case N3 > 0, M < 0 which was discussed in this section. The inequalities 
M > 0 and N3 < 0 cannot be simultaneously satisfied. 
4.3.2.2 The Condition N2 < 0 
The branching of the Riemann surface in this case is given in Fig. 11. 
The branch cut (-1 / ~ 1 / fa) of the Sl sheet represents the ,quasi-
longitudinal wave front while the branch cuts (-801 , 8 01 ) of the S2 sheet 
and (801 ,1 / Id), (-801 , -1 / Id) of the Sl sheet represent the quasi-
transverse wave front. Equations (4.15) and (4.16) are employed again to 
show that real values of el in the intervals (1 / ~ 1 / /dO and (801 ,00 ) 
represent points of the quasi-longitudinal wave field in the sections 
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(la, ltd) and (~Ol' 0) of the ~-axis (Fig. 12). There is no representation 
of this wave field for points of the ~-axis between ~= /(f and ~ = ~Ol. 
Correspondingly, real values of 82 in the interval (801 ,00) of the S2 
sheet are the images of points (~Ol' 0) of the quasi-transverse wave field. 
On the Riemann surface, the interval (~Ol' Icf) of the ~-axis has a double 
representation which includes the upper side of the branch cut (801 , 1 / Id) 
on the sheet Sl and the section (801 , 8~) of sheet S2. Here, 8~ is the 
point on the S2 plane corresponding to that half tangent plane which passes 
through (~ = /cf, n = 0) and which is not parallel to the n-axis. 
For purely imaginary values on sheets Sl and S2 the discussion 
is analogous to that given for the case N2 > O. The separation of the 
complex domain for either N3 > 0 or N3 < 0 is given in Fig. 11 while the 
corresponding wave fields for material cases C-II and E-II are shown in 
Fi gs. 12 and 13. 
4.3.3 Type III Riemann Surface 
Figure 14 shows the two sheets of the Type III Riemann surface. 
For real values of 8 the discussion in section 4.3.1 is directly 
K 
applicable. Let 801 = iSOl and 802 = iS02 be the branch points on the 
imaginary 8
K
-axis. They represent the images of paints AOl and A02 
of the wave fields (Figs. 15, 16). Each side of the branch cut 
(801 , 802 ) corresponds to a curve connecting points AOl and A02 " The side 
of the branch cut drawn with a dashed line (Fig. 14) corresponds to the 
curve which is plotted with the same type of dashed line between points 
AOl and A02 (Figs. 15, 16). It can be shown that in the intervals 
-(0, s02) and (sOl' 00) of sheet Sl the function ~l(sl) is positive, thus 
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making Al(i sl ) a real monotonically increasing function. In the same 
intervals of sheet 52' when N3 > 0, the function ¢2(s2) possesses two real 
roots as a solution to Eq. (4.22): 
and [ 
/ 2 I k 2* -M+L -c N lad i 2 
S = 1 1 
K, K2 I 
...J 
(4.25) 
1 * 2* 1 * 1 * 2* 2* where s < s The points e = is and e = is are the images of 
1* 2* points nand n of the n-axis which define a section with a double 
representation on the complex domain. The curves Ae and Be (Fig. 14) 
map the section (nl*, n2*) of the quasi-longitudinal wave field when this 
section is taken as the limit of positive ~ values (curve Ae) or 
negative ~ values (curve Be). For the quasi-transverse wave field curve 
Ae maps the section (nl*, n2*) when it is taken as the limit of negative 
~ values and curve Be maps the same section as the limit of positive ~ 
values. The region enclosed by Ae and Be on the S2 sheet (Fig. 14) maps 
part of the quasi-longitudinal wave field. 
It is not difficult to verify the following correspondence between 
sections of the n-axis of the wave fields and intervals on the Riemann 
surface (see Figs. 14 and 15). 
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Wave Field Interval on n-axis Image on Riemann Surface Sheet" 
(/1), A02 ) (0, s02) Sl 
(A02 ' 
1* 
n ) 1* (s02' s ) S2 
( 1 * 2* Curve Ae 52 Quasi-Longitudinal n , n ) 
( 2* A01 ) 
2* 
sOl) S2 n , (s , 
(A01 '0) (sOl' ee) Sl 
1* (flo n ) 1* (0, s ) S2 
Quasi-Transverse 1* (n , 2* n ) Curve Be 52 
( 2* 0) 2* 52 n , (s ,(0) 
Th2 case N~ < 0 (i.e. materiJl case D-III) provides one real root of 
J 
Eq. (4.22) which is larger in absolute value than sal. Curves C
e 
and De 
of Fig. 14 are now the boundaries of the regions of mapping the two types 
of Wqve fields which are shown in Fig. 16. 
4.3.4 Type IV Riemann Surface 
The branch points ~eOl and ~002 in this case are located on the real 
eK axis (Fig. 17). When condition N2 > 0 is satisfied it can be shown 
that the quasi-longitudinal wave field is mapped entirely on the 51 sheet 
and the quasi-transverse entirely on the 52 sheet (see Fig. 18). The 
same thing-holds true when N2 < a except for point located on and inside 
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the triangularly shaped area of the quasi-transverse wave adjacent to 
the ~-axis which is mapped on the branch cut (801 , 1 / Id) of the $, sheet 
(see Figs. 19 and 20). 
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5. NUMERICAL METHODS AND RESULTS 
5.1 General Remarks 
The expressions for the displacements and stresses given in 
Chapters 2 and 3 determine the dynamic response in an anisotropic medium 
as functions of the complex parameter e. As time increases, the value 
K 
of e for a given point traces a path on the Riemann surface. A 
K 
particular value of e on this path determines the dynamic solution at the 
K 
corresponding time. The stresses are evaluated by direct substitution 
of e in the given expressions, while the displacements involve a 
K 
quadrature in e . 
K 
The result of these operations is, in general, a complex 
quantity the real part of which represents the answer sought. 
The principal objectives of this chapter are: 
a) to focus attention on certain numerical problems which 
appear in the solution of anisotropic wave propagation 
problems by the method of self-similar potentials and to 
explain the techniques which have been used to overcome 
them; and 
b) to provide numerical results in the form of time histories 
of displacements and stresses for the specific dynamic 
problems solved in this study and to discuss the most 
characteristic variations arising from different classes 
of anisotropy as compared to the isotropic case. 
Two-dimensional problems are treated first in the various anisotropic 
media. The elastic constants and density that were used to obtain 
numerical results were taken from references [2, 17J. The paths of e on 
K 
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sheets Sl and S2 of the Riemann surface are shown for typical points, in 
particular those located inside the sector formed from the cusps· and the 
origin. Subsequently, the numerical techniques that are applicable in 
obtaining the displacements for a sudden application of a point force in 
transversely isotropic materials are discussed to the extent that they 
differ from the two-dimensional case. 
The contributions of the quasi-longitudinal and the quasi-transverse 
wave fields at points not near the wave fronts are quantities of opposite 
sign. Their superposition often turns out to involve small differences 
of large quantities. Therefore, in order to avoid erroneous final 
results, the quantities corresponding to individual waves must often be 
calculated much more accurately than might at first be thought necessary. 
5.2 Two-Dimensional Problems 
The discussion of the two-dimensional case concentrates solely on 
the plain strain problems in orthotropic materials excluding the much 
simpler antiplane problem which is briefly mentioned in section 5.3.2. 
The methodology presented in the next three sections not only applies to 
all the two-dimensional problems of this study, but also forms the core 
of the three-dimensional case. 
5.2.1 The Determination of eK 
The determination of the complex parameter e as a function of the 
K 
point coordinates (x, y) and the time variable t, given implicitly by 
Eq. (2.16), requires the solution of a complete fourth degree equation 
(see Eq. (4.14)). It is convenient to use a numerical procedure for this 
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calculation. 
As time increases, the given point will first have a representation 
on the Riemann surface when the tangent parallel to the horizontal axis 
passes through the point. The corresponding value of e is zero. 
K 
Consider 
now that at time tn the value of the parameter is known and given by 
en. A numerical solution of the differential equation 
K 
aeK _ 1 = 1 
at - - cS' (e) -x -+-y-A-=-' -r-( e--r-) 
KKK K 
(5. 1 ) 
yields the new value e:+l at time tn+l = tn+~t. A predictor-corrector 
iterative method is used to solve this equation. The number of iterations 
required to achieve a certain number of identical significant digits in 
th d . d d h t d 1 f n+ 1 . . t . f d . d . e pre 1cte an t e correc e va ue 0 e 1S a crl erlon or eCl lng 
K 
what value of time interval 6t should be used. For example, when con-
vergence is not attained after a preset maximum number of iterations, it 
is an indication that the rate of change of e is very large and it is 
K 
convenient to reduce the time interval. It is reduced by a factor of 2 
in the program. On the other hand, if the convergence criterion is 
satisfied in less than a preset minimum number of iterations, the rate of 
change of e is very small and the time interval is increased by a factor 
K 
of 2. In this process, in order to avoid excessively large time intervals, 
an upper limit of 6t is imposed. However, if e is approaching a singular 
K 
point, 6t would assume values smaller than any preset lower limit. In 
the neighborhood of such a singularity the values of e are obtained by a 
K 
modified method to be explained in the next section. 
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Since the evaluation of en+l depends on the previously calculated 
K 
value en, the errors of approximation accumulate causing an increasing 
K 
drift of the calculated values from the exact ones. To eliminate this 
effect, the use of the Newton-Raphson method [36J with a higher 
convergence criterion is employed at selected time instances. Thus, the 
desired values e are evaluated with better accuracy and the accumtilation 
K 
of erro~ is canceled. 
The combined use of the predictor-corrector and the Newton-Raphson 
iterative methods provides a very efficient technique for the numerical 
solution of Eq. (2.16). Direct application of only the latter method 
could fail to converge or even might converge to the wrong value if the 
initial guess was not good enough. The predictor-corrector method 
provides a fast means of obtaining a sufficiently good approximation in 
addition to the criterion for an approaching singularity. 
Particular care should be exercised in the computation of the 
numerical value of the function A (e). The double radical expression of 
K K 
Eq. (2.19) is calculated in two steps. In the first step, the value of 
the square root of the polynomial Q(e ) is computed by means of a special 
K 
routine as shown in Appendix D.l. Since the term (_l)K assumes a definite 
value on each of sheets Sl and S2 of the Riemann surface, every value of 
e yields a unique value for the expression under the outside radical on 
K 
the right hand side of Eq. (2.19). In the second step, the calculation of 
the square root of this last quantity is now straightforward (see Appendix 
D. 2) • 
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5.2.2 The Behavior Near the Wave Fronts 
In Chapter 4 it has been mentioned that the condition satisfied by 
points on the wave fronts can be expressed by the equation 
Ol(e )=-X-YAI(e )=0 
K KO K KO 
(5.2) 
where e
KO 
is the value of the parameter e
K 
corresponding to point (x, y) 
on the wave front at time to. The differential equation (5.1) becomes 
singular at this point. At times very close to to the rate of change of 
e is very 1 arge. 
K 
As a result, the time interval 6t required for con-
vergence in the predictor-corrector method becomes very small. In such a 
case it is convenient to use a modified version of the method to obtain a 
better approximation of the predicted value by taking account of the 
behavior of Eq. (5.1) at points near the wave fronts. 
Consider the power series expansion of the function o· (8 ) about 
K K 
the value eKO' i.e.: 
0'(8) = ol(e ) 
KKK KO 
+ ... (5.3) 
Since o· (e 0) = 0 it can be rewritten as follow~: 
K K' 
<5 1 (e ) = (e - e ) -yA II ( e ) _ (e _ e: ) \I K KO _ 1 [
A"' (8 ) 
K \ K K KO K KO K KO.1 2! ... j (5.4) 
Equation (5.1) can now be integrated between to and t to give 
(5.5) 
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This last equation suggests that for points near the wave fronts the 
change of the parameter 8 can be closely approximated as being 
K 
proportional to the square root of the change of time. Based on this 
result, the right part of Eq. (5.1) can be expressed approximately as a 
linear function in time divided by the term It-to' which gives rise to the 
singularity at t=tO. The evaluation of the integral of this quant"ity is a 
simple matter (see Appendix 0.3) and provides a very good first estimate 
of 8. There is need for only a small number of subsequent iterations to 
K 
determine 8 to the desired level of accuracy. 
K ' 
The application of the Newton-Raphson method at points near the 
wave fronts is also ineffective. The reason is the existence of a double 
root of the equation 8(8 ) = 0 at 8 0' which makes it almost impossible to KKK 
8 (en.) 
apply the correction term - K( n) to go from iteration to iteration. The 8 I 8.0 
K K 
problem can be bypassed by seeking the root of a new function 
8 (e ) 
9(8 K) = 8~(eK) since 8KO is a single root of g(8 ) [36, section 8.6J. K 
5.2.3 The Description of the Paths of 8K 
Let the coordinates (xR' YR) define a point on the x~O, y~O quarter 
plane for which displacements and stresses are to be found. From the 
discussion of Chapter 4 it becomes obvious that, for a given material, the 
path of the complex variable 8 traced on the complex domain as time 
K x 
- o'R increases depends entirely on the ratio Y=YR" Let tp denote the arrival 
time of the quasi-longitudinal wave and ts the arrival time of the inside 
convex part of the quasi-transverse wave front. For points inside the 
sector formed from the cusps and the origin, tsl indicates the arrival time 
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of the external, concave part of the quasi-transverse wave front between 
the two cusps and ts2 the arrival time of the section between one of the 
cusps and the double point B~E of the same front (Fig. 4). Consider 
now the tangents, parallel to the x-axis at the intersection of each wave 
front wi th the pos i ti ve axi s. Let tpo = YR / Ib and tso = YR / Id be the 
corresponding times that these tangents pass through point (xR' YR). It 
is always true that t 0 < t <t,< t 2<t and t O<t . P - P s- s-s s-s 
Since different values of Y correspond to points with different 
locations relative to the cusps (Fig. 7), the shape of the curves that 
represent the paths of e varies accordingly. A number of such curves is 
K 
shown in Figs. 21-27 for different material cases and different values of 
y. It is of interest to observe that for values of Y corresponding to 
points inside the sector included between the cusps and the origin and 
for times after the arrival of the first wave, the complex value of e 
K 
which represents the quasi-longitudinal wave field eventually approaches 
a real value as time approaches tsl (Figs. 22, 25, 27). Moreover, at times 
after ts2 the parameter e
K 
assumes complex values again. It is not 
difficult to show that at these two instants Eq. (5.1) is singular while 
at times just before tsl or just after ts2 the behavior is as described 
in section 5.2.2. The conclusion that seems to suggest itself is that 
the boundary of the triangularly shaped area of the cusped front is not 
only part of the quasi-transverse wave front but is also a front of the 
quasi-longitudinal wave. The enclosed area does not experience any 
disturbances of the quasi-longitudinal type. 
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5.2.4 The Computation of Displacements and Stresses 
Selected time histories of displacements and stresses are given 
for the following two-dimensional problems (Fig. 28): 
a) Horizontal load in a full-space (FS-H) 
b) Vertical load on the surface of a half-space (HS-V) 
c) Horizontal load in the interior of a half-space (HS-IH) 
The load consists of a suddenly applied line force. It is instructive to 
include in certain cases the displacements for the impulsive application 
the load. At every time t the corresponding value of the parameter n 
en on the path described is substituted in a straightforward manner to 
K 
calculate the values of the stresses for the suddenly applied force and 
the two displacements for the impulsive load. The displacements for the 
suddenly applied force are found by performing a quadrature along a path 
with end points e =0 and e =en. Any path between these two points can be 
KKK 
used provided the conditions for the Cauchy-Goursat theorem [9J are 
fulfilled. However, it is convenient to use the path that e traces on 
K 
of 
the complex domain as time increases. Then, the displacements at time tn+l 
are computed from the values at time tn and the contribution of the integral 
between values en and en+l . The latter may be obtained by use of any 
K K 
numerical integration scheme. In the present study satisfactory answers 
have been found from the application of the trapezoidal rule of integration. 
This may be due to the fact that the time interval, which in effect sets 
the integration interval, has been proportioned in accordance with the 
rate of change of e (and all functions of e ) with time. 
K K 
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All results are plotted against the dimensionless quantity tits. 
It can be seen that in all cases -the displacement in the direction of 
the suddenly applied force is not bounded. The displacement in the 
direction perpendicular to the loading, as well as the stresses, 
asymptotically approach constant values for large times. For the vertical 
force on the surface of the half space these constant values are in 
agreement with the static solutions of reference [20J. Solutions to 
dynamic problems in isotropic materials can be obtained from the expressions 
of Chapter 2 by imposing the conditions of Appendix G. For sufficiently 
large values of the ratio (tits) the dynamic quantities are, as expected, 
in agreement with the static solutions of references [21,22, 24J. 
The basic features of the dynamic response at a point of an 
orthotropic material can best be exemplified by considering the full 
space problem where the effects from the head and Rayleigh waves are absent. 
Let rc indicate any value of Y such that the corresponding point en-
counters the concave part of the cuspidal front and let rO be any other 
value of Y. Consider also an anisotropic medium of the classes A-II, 8-1 
or C-II. The time histories for points with Y=0.5, Y=O.8 and y=lO are 
given in Figs. 29 to 33. Whenever y=r O' the arrival of each of the two 
* wave fronts is clearly apparent from the resulting singularities in the 
diagrams of stresses as well as in the diagrams of the displacements 
caused by the impulsive load. When y=r there are four such singularities 
c 
corresponding to the four encounters with sections of the wave fronts. 
While the point under consideration is inside the triangularly shaped 
* In the diagrams of the time histories of the displacements and stresses, 
these singularities are denoted by an arrow. 
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area or 1I1acuna" of the quasi-transverse wave front no elastic vibrations 
are experienced, as can be seen from the vanishing of the stresses 
(Figs. 31b and 33b) and the displacements for the impulsive load 
(Figs. 3lc and 33c). The effect on the displacements for the step force 
is best described as "zero change II shown as the flat part of the response 
in Figs. 3la and 33a. The comparison of the time histories for the same 
value of Y but for different materials shows that any differences occur 
for tits < 1. It is interesting to point out the rapid change in the 
response before the arrival of the quasi-transverse wave shown in 
Figs. 30b and 30c. Such a change could be confused with the arrival of 
the second wave front, but it is merely caused by the nearness to the 
singularity at the cusp. If the response is parametrically examined in 
terms of Y it can be seen that this change becomes more pronounced as Y 
increases and eventually evolves into the two singularities that correspond 
to the encounter of the boundary of the 1 acuna, v/hi ch was di scussed 
previously. All classes of plane strain orthotropic media with cuspidal 
fronts exhibit this kind of behavior in the time histories of the stresses. 
On the other hand, the dynamic response of materials with strictly convex 
fronts (Fig. 29) is very similar to the response observed in isotropic media. 
The half space solutions where the load is applied on the surface are 
presented in Figs. 34-38 for the same classes of orthotropic materials as 
in the previous problem (i.e. A-II, 8-I and C-II). Displacements and 
stresses are given for points with y= 0.8, y= 2.2 and Y= 10.0. It is a 
well known fact that the presence of a free boundary causes the generation 
of head waves and surface (Rayleigh) waves which may influence the dynamic 
response depending on the location of the point. The head wave regions for 
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materials with strictly convex fronts are defined in exactly the same way 
as in the case of isotropy. The presence of cusps alters the geometry of 
these regions as can be shown by the shaded areas in Fig. 39. It is 
interesting to remark that for materials in the classes C-II, E-II and 
E-IV, which have lacunas crossed by the x-axis, there exists a leading and 
a trailing wave front (Fig. 39(b)). This is a result of the absence of 
any quasi-longitudinal type disturbances in the section of the y = 0 plane 
contained inside the lacuna of the quasi-transverse wave front, thus making 
the existence of head wave disturbances unnecessary. The effect of the 
Rayleigh waves becomes quite noticeable, as expected, for points close to 
the free surface (i.eo .r:,....,. , "" .... ,.,,, ".,., .. "'.,. "'+:"Il" I V f I a J ~c va, ut:.;) v J I J. 
Fig. 38 by the rapid change in the response just after the arrival of the 
quasi-transverse wave. 
The time histories of the surface displacements uxO ' uyO and the 
surface stress axe for the third problem of a subsurface horizontal force 
are given in Figs. 40-44. In this case, a head wave is present in order 
to satisfy boundary conditions on the free surface prior to the arrival of 
the reflected quasi-transverse and after the passage of the reflected 
quasi-longitudinal wave. Here, both of these two reflected waves are 
generated after an incident quasi-transverse wave encounters the y = 0 
plane. The presence of cusps in the incident wave front will, of course, 
complicate the geometry of the head wave regions. However, any con-
tribution that may affect the response is included automatically in the 
general solutions by the Smirnov-Sobolev method and consequently in the 
given time histories. The effect of the Rayleigh waves becomes more 
pronounced at points sufficiently far from the origin (Fig. 44). 
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5.3 Three-Dimensional Problems 
The numerical solution of the problem of the sudden application of a 
point force on the surface of a transversely isotropic medium incorporates 
the same techniques used for the two-dimensional plane strain problems, 
up to the point that the path of e is defined on the Riemann surface. In 
K 
order to show how the antiplane problem is treated, the more complicated 
case of a tangential force will be considered instead of the simpler 
axisymmetric case of a normal force. 
5.3.1 The Contours of Integration CK 
The formal solution of the dynamic Cerruti problem for a transversely 
isotropic medium is given by Eqs. (3.36) which were derived from Eqs. 
(3.26) by changing the variable of integration from W to e. As W varies 
K 
in the closed interval (O,TI) the variable e assumes complex values which 
K 
satisfy Eq. (3.22). These values trace a contour on the Riemann surface 
along which the integration indicated by Eq. (3.36) must be performed. The 
end points of the contour are determined as the solutions of Eq. (3.22) 
for values W = 0 and W = TI. Every value of e on the contour C determines 
K K 
the contribution to the three-dimensional wave field of a two-dimensional 
wave field located at the corresponding angular position W. The numerical 
computation of the values e on contours C is performed in exactly the same 
K K 
way as in two-dimensional problems since for every value of W an 
equivalent x may be taken as x = rCDS W. 
5.3.2 The Numerical Treatment of the Three-Dimensional Solutions 
The considerations of the previous section suggest that the approach 
to be followed in the numerical treatment of the three-dimensional 
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solutions may be divided into three steps. 
In the first step, the paths of 8 for the plane strain and antiplane 
K 
problems at the angular position W=Q are determined as time increases. 
The numerical solution of Eq. (3.22) is required to achieve this task for 
the plane strain problem. However, the complex parameter 83, which 
defines the contribution of the antiplane problem, can be explicitly 
expressed as a function of x, y and t, i.e. 
8 - tx + y 1€7d l(x2 + ~d)/e~t2 3 - 2 (x2 + ey /d) 
The sign of the y-term is chosen to correspond with the mapping of the 
* y ~ 0 half plane to the Im83 ~ 0 complex plane. 
(5.6) 
In the second step, the effect of the rotational superposition on 
the displacement field at every value of time is found by' performing the 
quadratures along the contours C (K=l, 2, 3). It is important to 
K 
determine whether the contours Cl and C2 are composed of sections that lie 
entirely on a single sheet of the Riemann surface or not. The reason is 
that in the numerical computation of the quadratures it is often convenient 
by use of the Cauchy-Goursat theorem [9] to deform the actual contour into 
a number of straight line segments. Contour C3 lies entirely on the 83-
complex plane. Notice also that the singularity of the integrand 
expressions of Eqs. (3.36) at 8 = Q must be avoided by the deformed 
K 
contours. 
Finally in the third step, a numerical integration scheme is used 
to perform the quadratures over suitably deformed contours eKe The 
* The 83-complex plane has a branch cut determined from the function A3(83) 
(see Eq. (2.32)). In this study it is taken along the real axis 
connecting branch points ~ 1 /~. 
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displacements are calculated by adding the contributions of the quasi-
longitudinal wave (contour Cl),the quasi-transverse wave (contour C2) 
and the shear wave of the antiplane problem (contour C3). In this 
study Simpson's rule is used except fo~ a short segment at each end of 
the contour. There, the singularities introduced by the function G (e ) 
K K 
require special consideration, which is the subject of the next section. 
5.3.3 The Behavior at the Ends of the Contours CK 
Let the function G (e ) (see Eq. (3.25)) be written in the form 
K K 
~ 
G (e ) = ere -t + Y A (e )] 
KKK K K 
~ 
ere + t-y A (e )] 
KKK 
(5.7) 
The first radical in the product contains the left-hand side of Eq. (3.22) 
for W = 0 and the second radical contains the same expression for W = TI. 
That is, the ends of the contour C are the zeros of the function G (e ). 
KKK
If e1 indicate the initial point of the contour it is not difficult to 
K 
show that a power series expansion about e1 transforms Eq. (5.7) to the 
K 
expression 
(5.8) 
- 1 
where G (e ) 1 o. As a result, the integrands of Eqs. (3.36) can be 
K K 
1 ~ 
written in terms of the radical (e -e )2 which behaves nonanalytically at 
K K 
e1 and a function which is analytic at e1 . The latter can be approximated 
K K 
by its linear part and integrated as shown in sections 4.1 and 4.2 of 
Appendix D to obtain an integration\formula. This formula is used for 
the numerical computation of the quadrature along a small section at the 
ends of the contours. 
85 
If the particular value of the time variable corresponds to the 
passage of one of the wave fronts at the point under consideration, then 
it can be shown that the function G (e ) can be written as 
K K 
G (e ) = (e -e~) G*(e ) 
KKK K K 
where G*(e1 ) ~ O. The same procedure as previously is used to develop 
K K 
the integration formula given in Appendix 0.4.3. 
5.3.4 Sample Problems 
The methodology described in section 5.3.2 has been used to 
calculate the time histories of the displacements u , u ,u when the 
r W y 
applied load consists of a suddenly applied tangential point force at 
the origin. The wave-front pattern generated for a transversely 
* isotropic material of class 8-1 is shown in Fig. 45. Sample dynamic 
** responses for various values of Y in transversely isotropic media of 
classes 8-1 and A-I are given in Figs. 46-48. 
The arrival of the quasi-longitudinal wave results in a step 
discontinuity of the radial and vertical displacements while the 
(5.9) 
circumferential displacement behaves continuously starting from a value 
of zero. A similar step discontinuity in the radial and vertical 
displacements appears also upon the arrival of the quasi-transverse 
wave front, while the arrival of the shear type (antiplane) wave results 
in a step discontinuity of the circumferencial displacement. At large 
*Transversely isotropic materials are designated in this study by the class 
which characterizes the corresponding plane-strain orthotropic material. 
** In three-dimensional problems Y=rR/YR' where (rR' wR' YR) are the 
cylindrical coordinates of the pOlnt under consfderation. 
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times the displacements approach the static solutions found in reference 
[48]. When the conditions of Appendix G are applied, the time histories 
of the displacements correspond to the solutions for an isotropic material. 
These solutions at large times approach the static solutions of reference 
[24]. 
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6. SUMft1ARY, CONCLUSIONS AND RECOMMENDATIONS 
FOR FURTHER STUDY 
6. 1 Summary 
The method of self-similar potentials or functional invariant 
solutions was used in this study to obtain solutions for certain two- and 
three-dimensional wave propagation problens in anisotropic media. The 
solutions were expressed in terms of analytic functions which were 
determined from the given boundary conditions in a straightforward manner. 
In the process only simple algebraic operations were required, a distinct 
advantage over alternative methods employing the more complicated 
The two-dimensional cases solved wave propagation problems for the 
sudden application of a line force in an orthotropic medium under plane 
strain conditions. Each of the propagating waves was parametrized by a 
complex variable which was used as the argument of a corresponding potential 
function. Thus, the problem of reflection was easily handled by forming a 
system of linear simultaneous equations, equal in number to the boundary 
conditions, and solving for the unknown potentials. Any singularities in 
the wave fields could be inferred from the examination of the singularities 
of the associated potential functions. 
Solutions of appropriately defined two-dimensional problems were 
superimposed in a rotational manner to obtain the wave field in transversely 
isotropic media. The displacements for the axisymmetric problem of a normal 
force and the non-axisymmetric problem of a tangential force on the y = 0 
surface were given in the form of simple quadratures. The technique of 
rotational superposition made it possible to solve these three-dimensional 
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problems with little additional difficulty than the two-dimensional cases. 
The correct representation of the wave fields in the complex domain 
proved to be extremely important in the nJmerical treatment of the 
solutions and, therefore, was thoroughly examined. It was shown that wave 
fields in plane strain othotropic materials can be mapped onto four 
different types of Riemann surfaces. In the numerical calculation of the 
displacements and stresses efficient techniques were used to locate the 
existing singularities. The quadratures of the displacements in 
transversely isotropic media were performed by using Simpson's rule except 
for small segments at the end points of the integration contours. There, 
the dominant nonanalytic behavior was taken into account by employing 
special integration formulas. 
6.2 Conclusions 
The development of the solutions, the discussion of the mapping and 
the presentation of the results lead to the following conclusions: 
1) The method of the self-similar potentials can also be used 
to provide a straightforward approach in the solution of wave 
propagation problems in certain anisotropic materials. 
Isotropy can be treated as a special case; however, the 
computational effort to develop the more general anisotropic 
solution is significantly larger. Of particular importance 
is the fact that the quasi-longitudinal and quasi-transverse 
wave fields are mapped, in general, in regions which do not 
lie on a single sheet of the Riemann surface. 
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2) Under certain conditions on the elastic parameters the quasi-
transverse wave front poss~sses cusps and double point~ which 
form triangularly shaped lacunas. Elastic stresses do not 
exist for points inside the lacunas except when the lacuna is in 
a head wave region. In a sense, then, the sections of the 
quasi-transverse wave front which form the boundary of the 
lacunas can also be thought of as being part of a quasi-
longitudinal wave front even though they are moving out at 
quasi-transverse speeds. As a result, points which are located 
so that they experience four encounters with various sections 
of the wave fronts present four singularities in the stress 
field. At all other point locations only two such encounters 
occur. However, rapid changes in the stress responses are 
observed which are affected to a varying degree by the nearness 
to any of the cusps. The behavior of materials with no cusps 
in the wave fronts is very similar to the isotropic case. 
3) The solutions of the half-space problems demonstrate the 
existence of head wave regions which, in the case of materials 
with cusps in the fronts, are somewhat different than those in 
isotropic materials. In certain cases there exists a trailing 
as well as a leading head wave front in contrast to a single 
front which is formed when the quasi-transverse wave does not 
have cusps. 
4) The extension of the method of rotational superposition permits 
wave propagation problems in transversely isotropic media to be 
treated almost as easily as any of the two-dimensional problems. 
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It should be emphasized that in this case solutions for two 
different materials are superposed to obtain the displacement 
field in a transversely isotropic medium. 
6.3 Recommendations for Further Study 
The solutions which have been developed in this study can be used 
directly for a more detailed examination of the dynamic behavior of 
anisotropic media. For example, a parametric study of the time histories 
where the elastic constants vary continuously may make possible the 
recognition of the characteristics, if any exist, in the response that 
may be associated with the conditions for the initial formation of the 
cusps. 
A more general time variation of the applied force in the two-
dimensional problems can be constructed by use of a convolution integral. 
In such a process solutions for different magnitudes of an impulsive load 
are superposed at different times. In seismology and in fracture 
mechanics the problem of an expanding dislocation in the interior of a 
half-space is of great importance and can be solved for anisotropic 
materials by the methodology of Chapter 2. 
Another interesting application concerns the development of 
solutions for two bonded half-spaces each representing a different 
anisotropic material. The generated reflected and refracted waves are 
associated with potentials which can be easily determined from the 
boundary conditions. The solution to this problem may be the first step 
in formulating a more general layered anisotropic space. 
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A challenging question is posed as to whether a modified Smirnov-
Sobolev method could be developed to solve the problems worked out in 
this study for a more general anisotropic material. 
In transversely isotropic media the problems of a point force, a 
double force with moment or a point dislocation in the interior of a 
half space can be obtained from the solutions of Chapters 2 and 3 with 
little additional effort. The case of two bonded transversely isotropic 
half-spaces can also be treated by the technique of rotational super-
position. However, the latter may require some modification before it 
can be applied to more general types of anisotropy than the hexagonal 
symmetry. This point still needs further exploration. 
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APPENDIX A 
THE DERIVATIVES OF e 
K 
The first and second derivatives of e with respect to x, y and t 
K 
can be obtained from Eq. (2.16) by following the rules of differentiation 
for implicit functions [42J. They are given by the following expressions 
ae e 
--K _ K 
ax - 81 
~e 
--'5.= 
ay 
K 
A (e ) 
K K 
0 1 
K 
as 
--':5: = 
at - 6' 
K 
d 
2 e 1 '"\ (e A (e ) 1 K a KKK 
Clxay = 8' as <5 I J 
KKK 
where 0' is given by Eq. (2.37). 
K 
Let f(e ) and f' (e ) denote any analytic function of e and its 
KKK
(A.l ) 
(A.2) 
derivative with respect to the same variable. The first, second and third 
derivatives of f(e ) with respect to x, y and tare 
K 
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af(e) A (e ) 
__ K_= K K 
8 1 
K 
ay fl (e ) K (A. 3) 
af(e ) 
_~K_= 
at 
a2f(e ) e 2 
K = _1 _a_[_K_ f' (e ) ] 
ax2 8 I ae 8 I K 
KKK 
(A.4) 
a2f( e ) 
K =_1 _a_[_l fl(e)] 
at2 8 1 ae 8' K 
KKK 
(A. 5) 
where p+q+r=3 
In the case of the reflected waves the same formulas can be used. The 
only differences are that A (e ) must be replaced by -A (e ), which 
KKK K 
indicates a reflected wave as opposed to an incident wave (see Eqs. 2.40 to 
2.44) and that e must be replaced bye., which is the parameter associated 
K KJ 
with the reflected wave. 
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APPENDIX B 
THE DEFINITION OF THE FUNCTION A (e) 
K 
The complete definition of the multi-valued function A (e) is of 
K 
extreme importance in the solution of wave propagation problems in 
orthotropic media by the method of self-similar potentials. The solution 
of the algebraic biquadratic equation (2.18) yields the four values 
A (e) = [b+d-Le2 - /Qre)] ~ 
1 2bd· 
( ) = [b+d-Le
2 
+ lQI3I] ~ A2 e 2bd 
(B.l ) 
2 --
() = _[,b+d-Le +/Q(e)]~ A4 e 2bd 
which correspond respectively to the four sheets Sl' S2' S3 and S4 of a 
Riemann surface as the domain of definition of the function AK(e) [llJ. 
The four sheets are connected along branch cuts in a manner to be described 
later. Since the ends of the branch cuts are the singular points of the 
function A (e) which are common to more than one branch, it is necessary 
K 
to determine first the position of these branch points on the Riemann 
surface. Their values are found by considering the following system of two 
equations [16J: 
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F(e, A ) = 0 
K 
(B.2a) 
dF(e, A ) 
__ ~K_= 0 
dA (B.2b) 
K 
where F (e,.A ) is given by Eq. (2.18). 
K 
Equation (B.2b) can be written as 
A [1.2 - b+d-Le2 J = 0 K K 2bd (B.3) 
2 b+d-Le2 If AK r o then AK = 2bd and back-substitution to (B.2a) results in 
Q(e) = 0 (B.4) 
The polynomial Q (e) (see Eq. 2.20) has in general four roots which assume 
real, imaginary or complex values depending on whether or not certain 
inequalities among the elastic parameters are satisfied. The results of 
this investigation are summarized in Table B.l where it can be seen that 
there exist four different cases denoted by I, II, III and IV. 
The choice of the branch cuts for each of these cases is shown in 
Fig. B.1. Each of the four sheets of the Riemann surface has the same 
1 branch cuts for the function [Q(e )J~. These branch cuts connect sheets 
K 
Sl to S2 and 53 to 54· 
The remaining branch points are defined by the condition A = O. 
K 
Direct substitution into Eq. (B.2a) yields the values 
e = + 8 = + 1 lid 
- D -
(B.5a) 
(B.5b) 
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The location of these points on the Riemann surface depends on whether the 
quantity N2 is positive or negative. It can be shown that when N2 > a the 
branch points 8A are located on sheets 51 and 53 while 80 are on sheets 
52 and 54· The choice of the branch cuts in this case is shown in 
Fig. B.2 (a)., The branch cut (-8A, 8A) connects sheet 51 to 53 while 
(-80, 8D) connects sheet 52 to 54· When N2 < 0, both pairs ~ 8A and + 80 
are singular points common to 51 and 53 sheets. Figure B.2 (b) shows the 
selection of the branch cuts for the case N2 < o. Again the branch cuts 
(-801 , -80),(-8A, 8A) and (80 , 801 ) connect sheet 51 to 53 while the branch 
cut (-801 , 801 ) connects sheet 52 to 540 It must be noted here that N2 < 0 
is not compatible with the inequalities associated with cases I and III 
(Table B.l). When N2 < 0, there are always two real branch points ~ 801 
satisfying the condition 1801 I 2:.. Il/ldl· 
The complete Riemann surface is given in Figs. B.3 and B.4 for two 
distinct cases. The construction and interconnection of the four sheets 
for the remaining cases is made in a similar way. Only sheets 51 and 52 
are required to represent the mapping of the wave fields as discussed in 
Chapter 4. 
The important behavior of A (e) for values of e on the real axis of 
K 
the Ime > a half complex plane will now be considered. It is easy to 
see that 
(B.6a) 
(B.6b) 
(B.6c) 
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2" 
A (+ l/Ia) = [ d ( a -d) + c J ~ 2 - abd (B.6d) 
In the interval l/Ia< IReel < l/Id, Al(e) is imaginary and A2(e) is real. 
For any values with IReel ~ l/Id the behavior depends on whether N2 is 
positive or negative. 
When N2 > 0 
(B.7a) 
which is imaginary and 
(B.7b) 
For larger values of Ree, both A, (e) and A2(e) remain imaginary unless a 
real branch point 801 is encountered, in which case they become complex. 
When N2 < 0 
(B.8a) 
and 
(B.8b) 
which is a real quantity. The existence of at least one real branch 
point on the positive real axis is necessary if the inequality N? < 0 is 
'-
to hold. For any values of e in the interval l//di ~ IReel ~ 801 , both 
Al(e) and A2(e) are real. For larger values they become complex. In 
Fig. B.5 the graphical representation of the real values of 1..1 (e) and 
A2(e) is shown for real values of e in the indicated intervals. 
Conditions of 
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TABLE B.l 
THE ROOTS OF THE POLYNOMIAL Q (e) 
Elastic Parameters Type of Roots 
Nl > 0 Four complex (in conj uga te pa irs) 
Nl < 0 
K2 > 0 
Note 1. The 
e = + 
K2 < 0 Two real + two imagi nary 
M < 0 Four imaginary 
M > 0 Four rea 1 
roots of Q (e) are qiven by 
= + r M -/-4bdC2N1 J 1/2 
- L Kl K2 
the values 
Case of Cut 
Complex Plane 
two I 
II 
III 
IV 
eOl represent the real values in case II, the largest in absolute value 
of the imaginary part in case III, and the smaller in absolute value in 
case IV. 
Note 2. It can be shown that for real roots 
1 < 2 2 eOl < 802 cr-
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CASE I 
CASE ]I 
F==========-~e~o_I __________ ~~ __________ ~eco=I========~~Ree 
CASE m 
CASE .TIL 
~ ____ -_ecO=2=======-»e_O_1 ____ ~~ ________ ecO=I=======»e-02----_+~Ree 
FIG. B.1 THE BRANCH CUTS OF [Q (e)J'/2 
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FIG. B.2 THE BRANCH POINTS GA AND Go' AND THE CORRESPONDING BRANCH CUTS 
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-90' 
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I , 
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FIG. B.4 THE COMPLETE TYPE II RIEMANN SURFACE FOR N2 < 0 (SECTIONS 
T" T2, T 3' AND T4 INDICATE THE INTERCONNECTION OF THE 
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APPENDIX C 
THE PARAMETRIC EXAr~INATION OF THE GEOMETRY OF THE 
QUASI-TRANSVERSE WAVE FRONT 
The quasi-transverse wave front is parametrized by real values of 8 in 
K 
the following intervals 
(C.la) 
(C.lb) 
where 82 represents values on the S2 sheet and 81 values on the Sl sheet 
of the Riemann surface. The two cases will be examined separately and 
only for the positive values of 8 . 
K 
C. 1 The Condition N2 > 0 
It can be seen that 
~ (l/Id) = 2bd(a-d) > 0 
2 N2 
while from Eqs. (4.12) 
for N, > 0 
I 
for 
(C. 2 r 
(C.3) 
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As a result ~2(82) is positive throughout the interval (0, l/Id) and thus, 
u2 increases monotonically in the interval (0, n/2). It can be seen also 
that 
i.e. S2 varies continuously in the interval (0, n/2). Since 1- 2(8 2 ) 
varies monotonically in the specified interval, the behavior of 62 depends 
directly on the function ~2(82) which at the ends of the interval 
(0, l//d) assumes the values 
2bN3 ~ (0) = - -2 b-d 
2 ~J (1 / Id) = _ 2 bd (a - d ) < ° 
2 N2 
v/hile for every value of 82 in the same interval 
8bdc2N182 ~I (8 ) = --~
2 2 [Q3(82)] ~ 
It can be seen from Eqs. (C.4) and (C.5) that for Nl > ° or Nl < ° and 
(C.4) 
(C.5) 
N3 > ° the function ~2(82) remains negative throughout the interval while 
for Nl < 0, N3 < ° changes from positive to negative at 
(C.6) 
Us i n9 the equa ti ons of sect; on 4.2 the fo 11 ou; n!; v111 ues can be found. 
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(C.7) 
Let 
(c. B) 
which becomes zero at 
(c.g) 
For 8 = l/ldthe function F(8) becomes the quantity N4(see Eq. (2.10)). 
Let first N3 be positive. In this case D2(82) remains negative in 
the interval (0, l/Id) provided one of the following three cases holds 
(C.10) 
As a result, the angle 62 increases monotonically in the interval (0, ~/2) 
and the quasi-transverse wave front is a strictly convex curve. 
If conditions Nl > 0 and N5 > 0 are satisfied, then D2(82) has two 
roots in the interval (0, 1/1d) denoted by 81* and 82*. The values of 
these roots can be conveniently evaluated by using a numerical solution. 
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It is not difficult to see then that, if el* < 82* the function 02(e2) 
is negative in the interval (0, el *), positive in the interval (8'*, e2*) 
and negative in the interval (e2*, l/Ia). Therefore, the angle S2 increases 
monotonically from 0 to sl* (i.e. the value of s2 which corresponds to el *), 
decreases monotonically from Sl* to S2* and increases monotonically from 
S2* to n/2. The quasi-transverse wave front in this case possesses cusps 
in each quarter plane. 
Consider now N3 < 0 which implies N, < O. In such a case 
* 02(e2) changes from positive to negative values at a point e which is the 
root of D2(8 2) in the specified interval. The angle S2 decreases 
* * monotonically from 0 to a negative value -s corresponding to 8 and then 
* increases monotonically from -s to n/2. It becomes zero for a value 
** 8 = e~ (Eq. C.6) which is the root of function ~2(e2)' Thus, the 
quasi-transverse wave front has cusps located adjacent to the n-axis. 
C.2 The Condition N2 < 0 
The functions will be examined in the interval (0, 80,) of the 52 
sheet and (801 , ,/Id) of the 51 sheet. The index of each function indicates 
the appropriate sheet with the corresponding interval. It can be seen that 
¢ (l//d) = 2bd(a-d) < 0 
1 N2 
¢1(801 ) = - 00 
¢2(0) = 2b > 0 
¢2(801 ) = + 00 
(C.ll) 
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while 
and 
Therefore, a 2 increases monotonically from a to ~/2 for a continuous 
change of 8
K 
from a to 801 on 52 sheet and from 801 to l/laron 51 sheet. 
Consider the following quantities 
while 
In addition 
2bN3 
1J;2 (0) = - b-d 
and 
= - 00 
1 2 Dl (l/Ia') = - d [1J; (1/10)] < a 
(C.12) 
(C.13) 
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while 
and 
Let N3 > O. Then functions ~2(62) and °2(6 2) are negative, ~1(61) is 
-* positive and °1(61) changes from positive to negative at a root 6. The 
angle 62 increases monotonically from 0 to TI/2, continues to increase 
-* -* monotonically from TI/2 to 6 corresponding to the value 6 and then 
decreases monotonically from that value to TI/2. The quasi-transverse 
wave front has cusps adjacent to the ~-axis. 
When N3 < 0 the behavior of~(61) and °1(61) is not altered. 
However, ~2(62) and °2(62) change from positive to negative values at 
-2* -1* the root 6 = 6~ (see Eq. (C.6)) for ~2(62) and at 6 for °2(62). As 
a result the angle 62 decreases monotonically from 0 to a negative value 
-1 * -1 * -1 * - 3* TI 
-6 (corresponding to 6 ), increases monotonically from -6 to 6 (>~) 
-2* TI passing through 62 = 0 at 6 and 62 = ~ at 801 , and then 
. -3* -* decreases monotonically from 6 (corresponding to 6 ) to a value of 
TI/2 at 61 = -1I1d. The quasi-transverse wave front possesses cusps 
adjacent to both ~ and n axi s. A summary of thi s i nvesti gati on is 
given in Table 1. 
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APPENDIX 0 
NUMERICAL TECHNIQUES 
0.1 The Square Root of Q (e
K
) 
The polynomial Q (e
K
) given in Eq. (2.20) can be written in the 
form 
(D. 1 ) 
where + 801 and ~ 802 are its four roots. Let 
e +8 = 
i 1>12 
K 01 r 12 e 
(0.2) 
e -9 = r 21 
i 1>21 
K 02 e 
The square root of Q(e) is then qiven by the exoression 
q ( e ) = [Q( e )] 1/2 = + Ij(j( (e _ 8 ) 1/2 (e + 8 ) 1 /2 
K K' - 12K 01 K 01 x 
(0.3) 
where 
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and 
(0.4) 
The range of the arguments ¢ll' ¢12' ¢21' ¢22' depends on the relative 
position of the roots ~eOl and'~e02and is different for each of the 
four types of Riemann surface. The sign in Eq. (0.3) is fixed for each 
case in such a manner as to yield a positive value of q(e ) for e = O. 
K K 
Figure 0.1 shows the polar rays and arguments to determine q(e ) on a 
K 
complex plane with the branch cuts of a Type II Riemann surface. Note 
that in this particular case K2 < 0, therefore, I KlK2 = i 11K1K2j· In 
accordance with the previously mentioned condition, Eq. (0.3) must be 
chosen with the minus sign. 
0.2 The Square Root of A (e) 
K K 
For every value of the variable e , the quantity 
K 
A (e ) 
K K 
= 2bd 
assumes values in a complex domain S A
K
• 
The function q(e ) is given 
K 
Appendix 0.1. The complex domain SA~ has a branch cut along the real 
A axis from point 0 to infinity. It is convenient to choose this 
K 
branch cut in such a way that for all values of eK in the upper half 
(0.5) 
in 
S sheet (i.e. Ime > 0) the values of A (e ) lie on a single sheet of 
K K - K K 
the SA domain. It turns out that for certain cases the branch cut may 
K 
most conveniently be taken along the positive real ~K axis while in the 
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remaining cases it is to be taken along the negative real A axis of the 
K 
domain SA. Once this choice has been made appropriately, the evaluation 
K 
of the functi on 
A (e ) = IA (e )" 
KKK K 
is a simple matter. The sign in Eq. (D.6) has been fixed from the 
mapping procedure which is presented in Chapter 4. 
0.3 The Evaluation of e near the Wave Fronts 
K 
(0.6) 
In section 5.2.2 it has been shown that for points near the wave 
fronts the rate of change of e with time is very large. The increased 
K 
curvature of the surface that is formed from the values of the right hand 
side of Eq. (5.1) in this range of values of e calls for a more accurate 
. K 
evaluation of the predicted value in the predictor-corrector iterative 
method than the one obtained from the utilization of the trapezoidal rule. 
This is achieved by using an integration formula which is obtained as 
follows. 
From the discussion of section 5.2.2 it can be written that 
e -e - ~ I t-t-K KU U (D.7) 
Using this equation as well as Eq. (5.3) the differential equation 
given in Eq. (5.1) can be expressed approximately as 
ae ~tK; 1 [A (8 )+(t-tO) B(e )] o I~ K K 
- 0 
(0.8) 
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The result of the integration of Eq. (0.8) between tm = to '4' in llt and t
m
+1 = 
to+(m+l)llt is written by the integration formula [33, Appendix AJ 
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K 
= 1M (9
m 
[2(1+m) [(rn+1) 1/2 - m1/2J- ~ [rm+1 )3/2_m3/2J] + 
+ 9m+1 [H(m+1)3/2 - m3/2 ]_2m[(rn+l)l/2 - ml/2J] ) (0.9) 
Here, m is an integer and 
g = I t -to A I (e ) ;; A( e )+B( e ) (t -to) m m· KKK K m 
(0.10) 
where e is the known value at time t . 
K m 
The procedure to be followed in applying the predictor-corrector 
method in its modified form is now briefly explained. Let the known value 
of eK at time tm be written as eK, m' A first approximation at time tm+l 
is given by 
where lle l K, m is obtained from Eq. (0.9) and g~, g~+l are given by Eq. 
(0.10). Subsequent iterations yield 
en = e + llSn K,m+l K,m K,m 
(0.11) 
(0.12) 
n 
where ll6 m is evaluated from the integration formula given in Eq. (0.9) 
K, 
and 
n 1 g . = It -t cS I (e ) g 
m m 0 K K,m = m 
(0.13) 
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At m=O the procedure requires special attention. It can be shown that 
i go = A(e KO ) = - (0.14) 128" (e ) K KO 
A first approximation of the value of e
K 
at tl can be obtained by 
integrating Eq. (5.1) written as 
ae A(e 0) 
_K = K 
at .; t-t o 
e 1 . = e +!1e 1 K,l KO K,O 
where 
(0.15) 
(0.16) 
(0.17) 
The second of Eq. (0.13) can now be used to obtain g~+l which when 
substituted in Eq. (0.9) together with the value from Eq. (0.14) yields a 
new value of !1e ,and so on. 
K 
The advantage of this numerical technique lies on the fact that it 
produces a very good first approximation resulting in very fast 
convergence. 
0.4 Integration Formulas for Points Near the Ends of the Contours CK 
Three integration formulas will be given. t~hich of these should be 
applied depends on whether the point under consideration lies on a wave 
front or not and on the nature of the singularity caused by the expression 
G (e). These are cases in which a standard numerical integration technique, 
K K 
such as Simpson's rule, cannot be directly applied. 
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0.4.1 First Integration Formula 
Consider the integrands of Eq. (3.36) which contain the function 
G (e ) in the denominator. Assume also that the end values of the contour 
K K 
C do not represent points on the wave fronts. Then, these integrands at 
K 
values of e very close to the ends of the contour C can be approximated by 
K K 
expressions of the form 
A +8 (e _en) F(e n) 
= n n K K = K 
/ e K - e KO /e K - e KO 
F (e ) 
K 
(0.18) 
r1 
where eKO represents the end of the contour and eK the beginning of the 
integration interval. The constants An and Bn are to be deter~ined. The 
contribution of the integral between values en and en+1 can now be written 
K K 
en+l 
K n I A +8 (e -e ) I = n n K K de = 1 K en Ie -e 0 
KKK 
(0.19) 
where 
The quantities A and B can be defined for each interval of 
n n 
integration from the relations 
(0.20) 
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0.4.2 Second Integration Formula 
This formula is used with the integrand expressions that contain the 
function G (e ) in the numerator. It is applicable for points not on the 
K K 
wave fronts. In this case the integrand is approximated by the expression 
F(e ) = [An+Bn(e -en)J Ie -e G = F(e ) Ie -e 0 KKK KKK K K (0.21) 
and the contribution of the integral between en and en+l is given by 
K K 
e n+1 
I = irK [A +B (e _en)] Ie -e de = 2 n n KKK KG K 
n eK 
= £ [A _(en_e )B J [(en+1_e )3/2_(e n_e )3/2J + 3 n K KG n K KG K KG 
(0.22) 
Here, the constants A and B can be determined by Eq. (0.20) for each 
n n 
interval of integration. 
0.4.3 Third Integration Formula 
Thi sis a vari ati on of the fi rst i ntegrati on formul a for poi nts on 
the wave fronts. In such a case the function G (e ) is expressed as in 
K K 
Eq. (5.9). The same integrands that were given by Eq. (D.18) can now 
be written as 
n 
F(e ) An+B n( eK-eK) F(e ) = = K (0.23) 
K e -e e -e K KG K KG 
The result of the integration between en and en+1 is 
K K 
n+1 
f, K A +B (e -e~) I = n n K K de = 3 n e -e G K K K 
eK 
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n n+l n 
= [An-Bn(e -e O)J [log(e -e O)-log(e -e O)J+B h KKK K . K K n (0.24) 
where h = en+1_e , and A ,B are determined by Eq. (0.20). 
K K n n 
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FIG. D.1 THE ARGUMENTS FOR THE DEFINITION OF q=[Q(e ) Jl / 2 ON THE TYPE II RIEMANN SURFACE - - -- K--
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APPENDIX E 
THE VELOCITIES OF THE WAVES 
In anisotropic media the normal n to the tangent plane at a point 
K 
P of the wave front is not parallel to the ray at the same point 
(Fig. 2). The normal n defines the velocity vector while the ray 
K 
defines the path of energy flux. In orthotropic materials the two 
directions coincide only along the axes of elastic symmetry. 
Let I and m be the direction cosines of the vector n. The 
K 
-equation which determines the wave velocities u 
K 
associated with n 
is given from the determinant [21, §208] 
= 0 
which results in the biquadratic equation 
4 2 2 2 22 22222 
u -[(a+d)l +(b+d)m ] u +(al +dm ) (dl +bm )-c l m =0 
K K 
The solution can be written as 
K 
(E.l ) 
(E.2) 
(E.3) 
Every point P of the wave fronts is uniquely determined by a real value of 
the parameter e. By Eq. (E.3) this value determines the magnitude of 
K 
the velocity of propagation of the corresponding wave in the direction 
specified by ii . 
K 
Intr~nsversely isO'tropjc media the velocities associated with the 
, .. , 
~ " It 
.', ~ 
187 
vector ~ which has direction cosines l, m and n are given by the 
determinant 
2 
Yl' - v Y12 Y13 
2 
Y12 Y22 - u Y23 0 = 
2 
Y13 Y23 Y33 - v 
where 
Y13 = (a-e) In 
When the vector N lies in the (x, y) plane (i.e. n = 0), Eq. (E.5) is 
equivalent to Eq. (E.3) which gives the velocities of the quasi-
longitudinal and quasi-transverse wave, and to the equation 
which determines the velocity of the third wave. 
(E.4) 
(E.5) 
(E.6) 
Ketz Reference Room 
Civil Eng1ne~ring Dep~tment 
: '8106 C .. E,' Building 
"D1 varsity.· of IllluQ,li 
"*DIim iWJno1a·Il.IOl. 
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APPENDIX F 
SPECIAL RELATIONS 
In the development of the solutions of the present study, the 
algebraic work may be reduced by the observation that certain functions 
can be written in equivalent forms which are more convenient to 
manipulate. Some bf these relations are given here: 
~~(e)+~~(e). = (b+d-Le2)/bd 
~~(e)-~~(e) = -V1TI6T/bd 
~~(e) ~~(e) = (1-ae2) (1-de2)/bd 
[ae2+d~~(e)-1] [ae2+d~~_K(e)-1] = c2e2(ae2_1)/b 
[ a e 2 + d~; ( e ) - 1] [ de 2 + b ~ ~ ( e ) - 1] = c 2 e 2 ~ ~ ( e ) 
[d~2 (e)-l] [ae2+d~23 (e)-l] = e2[ad{de2+b~2(e)-1}-c2]/b 
K -K K 
d[ae2+b~2(e)-1] [de2+b~2(e)_1] = 
K K 
= (b-d) (1-ae2) [de2+b~2(e)-1] + bc2e2~2(e) 
. K K 
K K = L2 - 4abd2 1 2 
L (b+d) - M = 2bd (a+d) 
L (b-d) + M = 2bN3 
L (b-d) - M = 2d [deb-d) + C2] 
( F. 1 ) 
(F.2) 
(F.3) 
(F.4) 
(F.5) 
(F.6) 
(F. 7) 
(F. 8) 
(F.9) 
(F.1D) 
(F.ll) 
(F.12) 
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The 1 ength of OP (Fi g. 2) is. gi yen by the expressi on 
(F.13) (OP) = ---------
K 
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APPENDIX G 
ISOTROPY AS A SPECIAL CASE 
An anisotropic material of the class considered in this study 
which has elastic parameters satisfying the conditions 
a=b 
c:a-d 
e=d 
-" 
forms the special case of isotropy. Let A and ~ be the Lame constants. 
Then, it is not difficult to see that 
A = p(a-2d) 
~ = pd 
Whenever Eqs. (G.l) hold, the expressions of Chapters 2 and 3 yield the 
solutions to dynamic problems for an isotropic material with constants 
(G.l ) 
(G.2) 
defined by Eq. (G.2). It is useful to give some of the expressions 
which were used to develop the anisotropic solutions in their simplified 
form for isotropy, i.e. 
Kl = 4d (a-d) 
K =M=N =0 2 1 
where 
L = 2ad 
Q (e) = (a_d)2 
A (e) = (a-1 - e2)~ 1 
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12k A2(e) = A3(e) = (d- - e ,)2 
A2{e)_A2(e) = _ (a-d) 
. 1 . 2 ad 
ae2+dAi(e)-1 = - (a_d)(a-1_e 2) 
de 2+bAi(e)-1 = - (a-d)e2 
ae2+dA~(e) -1 = (a-d)e2 
de2+bA~(e) -1 = (a-d) (d-1 _ e2) 
[A1(e)-A2(e)] R(e) = d(a-d) (a-1 - e2~ Rr(e) 
is the Rayleigh function for isotropic media. 
(G.3) 
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