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1. INTRODUCTION 
For given ordinary linear boundary value problems, abbreviated hereafter 
by bvp, the algorithm considered will (in principle) be able to verify unique 
solvability, and if so, compute in a stable manner bounding functions, whose 
order of convergence may be prescribed. Here computation in a stable 
manner means: 
(1) in the absence of rounding errors, uniform stability with respect o 
the parameters of computation, and 
(2) control of the influence of rounding errors independent of the 
parameters. 
As an illustration of (2) consider 
-y” + uy = 1, Yw=Y(l)=o, (1.1) 
which for any a E IR with a # -n2?r2, possesses exactly one solution. To 
compute an approximation, the usual difference quations 
C-vi-1 + 2Yj-Yj+*)/h2 + OYj= l3 
j= I(l)n - 1, yo=yn=O, h= l/n, (1.2) 
consistent of second order, may be used. For a > -n2 (and h < h,(a) small 
enough) this problem is inverse monotone. If a > a, > --7~ the solution is 
stably computable, since in every equation the number of arithmetic 
operations is limited, independent of h, and therefore there exists a K not less 
than the maximum modulus of the residual (including rounding) such that 
I Yj -YCxjl G KR(aO) for j= l(l)n - 1, 
* This paper is an abbreviated version of the author’s Habilitations-Schrift. 
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where R(a,) can be obtained by classical methods. In contrast compare the 
computation of yf by y = vr, with $2 the not sparse inverse matrix to (1.2). 
This involves a number of operations which are not bounded for h + 0 and, 
therefore, the rounding error might grow indefinitely. 
The question of stability, according to all definitions given in the literature 
(e.g., 15, 6, 9, 1311, seems to be open for (1.2) with a < -R*. Between eigen- 
values the algorithm proposed in this paper will accomplish a stable 
computation, in the sense defined above, where convergent bounds of 
arbitrary order are obtained. 
To the author’s knowledge, satisfactory algorithms for bvp’s exist only in 
the inverse-monotone case where, under the above conditions, there always 
exists exactly one solution. Reference [ 141 seems to be the only one where 
an algorithm is given to compute bounds converging faster than the second 
order. 
2. A GENERALIZATION OF HERMITE-BIRKHOFF INTERPOLATION 
Let P” be the linear space of polynomials with degree at most n. Let g, 
denote any element of P-i satisfying n conditions of type 
gyqx& = g(yxJ, k = l(l)n, pk E (0, l,..., n - I), (2.1) 
where the xk are not necessarily distinct. Hermite-Birkhoff (HB) inter- 
polation by polynomials replaces g E C”[a, b] by g, and yields an estimate 
for (g-g,) (k), k=O(l)n- 1, a<x<b. 
As is well known, the HB-interpolation problem is not uniquely solvable 
for every linearly independent set of n conditions (2.1). For instance no 
polynomial of second degree can satisfy g(-I) = 0, g’(0) = 0, g(l) = 1, but 
for the choice of g’(-1) =g’(O) =g’(l) = 0 there are infinitely many 
solutions. 
If the solution of (2.1) is known for the special right-hand sides 
p?)(x,) = 6,, (Kronecker symbol), p, E P-l, 
then the p, necessarily are unique and g, = Cz=i g’“v’(x,)p,(x). Subse- 
quently the p, will be called “basis functions.” Instead of (2.1), linear 
combinations of such expressions will be admitted here. More precisely, let 
R,(f) := Rkf: x,) := “to %f(“kk), (2.2) 
with ukv E R, pk E {0, l,..., n - 11, x, E [a, b] fixed. Consider 
R&d = Rk(g), k = l(l)n, with g E C”[u, b] given. (2.3) 
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The task will be to exclude the cases which do not possess a unique solution 
g, for some g and to give an estimate for 
Kg - dkxJ,b := ayt& I(&) - &Wk’ 0 k = O(l)n - 1. (2.4) 
Here the symbol := means, that the left-hand side of the equation is defined 
by the right. 
Let 
then (2.3) is equivalent o 
Y := g-g,; P-5) 
Y (n) _ (nf -g 3 a<x<b, R,(y)=O, k= l(l)n (2.6) 
because of g, E P”-‘. 
The decision on unique solvability and the estimate both follow from the 
Green’s function for the bvp (2.6). Let the elements D,, of the matrix D = 
(D,,) be defined by 
for ,U = l(l)n, r= l(l)n. (2.7) 
THEOREM 1. There is exactly one g, in (2.3) and there exist constants 
K, = K,(M, n, a, b, all”, p,, x,), independent of g and g, (for instance, those 
in (2.1 l)), with 
if and only if det(D) # 0. 
Proof. In the candidate for the Green’s function of (2.6), 
r(x r) = sign(x - 0 (x - O”- ’ 
n-1 
3 2 (n - l)! + x a,+1(<) (x ;,ay 9 
(2.9) 
r=O 
the functions a,(r) are uniquely determined if and only if det(D) # 0, where 
D is independent of r. From the boundary conditions in (2.6) determining 
the a,, there follow the estimates 
la,631 < C = C(M n, a, h apu, pp, r,) 
for (E [a,b], r= l(l)n. (2.10) 
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These yield bounds for akI-,,axk in (2.9) and the theorem is proved because 
(2.11) 
Remark. Equation (2.6) admits the shift x^ :=x-a of variables. 
Therefore, Kk does not depend separately on a and b but only on b - a. 
According to the task stated subsequently to (2.3), the constants in (2.8) 
have to be computed for each set R,. Two strategies may be helpful in 
reducing cases to already solved ones: 
(1) an affrne mapping of [a, b] onto an interval contained therein, and 
(2) if (2.6) can be split into bvp’s of lower order, to deduce Kk in (2.8) 
from the constants Kk in these auxiliary problems. 
Concerning (1): On [a, 61, a grid a =x0 <x, < a.. <x, = b is 
introduced. By use of 
2 = xi + (x - a) hi, hi = (Xi+, - xi)/@ - a), (2.12) 
[a, b] is transformed into (xi, xi+ r] in an afftne manner. If conditions (2.3) 
are transformed likewise, there results the problem of approximating (x) by 
g,i on [x~,x~+~]. With 
9($) := g(i) - g,,(g)? xi<2<X*+lV (2.13) 
(2.6) is replaced by the bvp 
y^““(.?) = g’“‘(A?), Rk( y, ; Xi + (xu - U) hi) = 0, k= l(l)n. (2.14) 
THEOREM 2. If (2.8) is true, the solution of (2.14) satisj7es 
ll(g -gsJ(k)lIxr.xi+l G hYvkKk II d”)IIx(,x~+,~ k = O(l)n - 1. (2.15) 
The proof is executed by use of an afine transformation of [xi, xi+ ,] into 
[a, b] and an application of (2.8). U 
In a <x < b a function g,(x) and its derivatives are defined by 
s:k’(X) = g::‘(x), q<x<xg+,; 
gik’(x,) takes any value between g$-,(x,) (2.16) 
and g’f’(x,) s 7 k=O(l)n. 
This function is not necessarily continuous; therefore, in general, it is neither 
a polynomial nor a spline function. The following corollary to Theorem 2 is 
obvious. 
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COROLLARY 2.1. If Theorem 2 holds, then there follows 
Kg -gsYk)Ila,t, Q h”-kKk IIg”%,to with h = mpx hi, (2.17) 
where g~k’(xi) is defined in (2.16). 
If Theorem 1 holds, by use of 
Rk(d = 8ku, k= l(l)n, v= l(l)n, (2.18) 
basis functions p, E P”- ’ are uniquely defined and 
g,(x) := y- R”( .d P”(X), 
“Yl 
a<x<b, (2.19) 
solves (2.3) because Rk( g,) = xi= i R,(p,) R,(g) = Rk( g). Then the approx- 
imation problem, corresponding to (2.14), is solved by 
g,,(i) := $, ‘“(g; Xi + (X, - a) hi) ~,((a - xi)/hi + a) hpl’ 
for xi < .? ,< xi+, (2.20) 
(compare with second definition in (2.2)), where the approximation on the 
shorter interval uses the same basis functions, multiplied by hpu, and the 
independent variables are subjected to an afline transformation. The basis 
functions therefore are to be computed only once irrespective of the step 
sizes and the positions of the grid points. This is advantageous for 
applications. Even for the polynomial approximation (2.3) this would not 
hold if the operators in (2.3) contain derivatives of mixed orders. 
Concerning (2): If constants K, are available for a bvp (2.6), then 
constants for the bvp, generated by repeated applications of its operator, can 
be given according to: 
THEOREM 3. If (2.8) holds for the solution of (2.6), then the solution of 
the bvp 
Y (kn) - (kn) -g 7 R,( y”“‘) = 0, i=O(l)k- 1, ,u= l(l)n, (2.21) 
satisfies 
IIY (in+P)l(a,b < K,K;-‘-’ 1) g(kn)Ila,b 
for i=O(l)k- 1, p=O(l)n- 1. (2.22) 
Proof. The proof is by induction. The function u :=y((k-‘)n) is the 
solution of u(“) = ytkn), R,(v) = 0, P = l( 1)n. 
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According to the assumption, there follows 
((YWl)ntrc) IL = lI~(“)lla,~ G K, II g(k”)llo,~v 
,a = O(l)n - 1, (2.23) 
in the special case i = k - 1 of (2.22). The function u :=Y((~-““’ satisfies 
u(n) = y(“‘), R,(u) = 0, whence there follows, with (2.8) and with (2.22) for 
any fixed i, 
Ily((i-lMtr) Lb = II fwlo,b ap II Plla,b 
Q K&-‘II dkn)lla,p 1 
Remark. A corresponding theorem is true if the operators in (2.21) do 
not correspond to the same bvp (2.6), as is exhibited by the proof. 
THEOREM 4. A combination of Theorem 3 and Corollary 2.1 yields 
ll(g -gs)(in+u)l(a,b Q h(k-i)n-“KH K;-‘-I 1) g(k”)(Ja,b 
i=O(l)k- 1, p=O(l)n- 1. (2.24) 
Now a special case of (2.3) will be considered. This is of interest mainly 
because of its usefulness with respect o a numerical procedure of arbitrary 
order for solving ordinary linear bvp’s, to be discussed in Section 3. Let 
M= 1, n = 2m + 2 even, a=x,=O, b=xl= 1; 
a -1 3 kO- p,=k-2ifkiseven; 
a - 0, k0 pk=k- 1 ifkisodd; 
(2.25) 
akl = 1 - akO. 
In this special case the sequence p, in (2.18) starts with 
pi(x) = x, pz(x) = 1 - x, p3(x) = (x3 -x)/6, etc. (2.26) 
Because of the symmetry in the bvp, there follows p*,(x) =~~~-r(l -x), 
v E N; therefore, only the p, with v odd have to be considered. With 
p- , := 0, the function pzvt, may be computed by use of the recursive 
relation 
--P;‘,+,(x) +pz,-l(X) = 0 for 04x< 1, 
P*v+ I(O) = 0, P2v+lU) = 6”03 VE No. 
(2.27) 
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From this it is easy to deduce 
P2”+1(2x - 1) = 22”+%*“+I(X)/(2V + l)!, &x<l, 
with b, representing the Bernoulli polynomials [8, 191. 
For m = 0, the bvp y” = g”, y(O) = y( 1) = 0 is solved by 
Y(x)=JX(x- lw(5)dr+~‘x(~- l)g”(r)G 
0 x 
From this there follow 
II Y 110.1 < II d’llOJ/~~ II Y’ Ilo. G II g” llo,1/2; (2.28) 
therefore K, = % and K, = f are the constants in the estimates for this special 
case of (2.8). 
With 
g,,(x) := “CO $” [ g’2”‘(xj+d Pzv+l (q 
J 
+ g’2”‘(xj) P2” t 1 (“t;,“) ] 1 for xj<x<xj+,, (2.29) 
there follows from Theorem 4, with n = 2, 
IKS -&mPIlo,l~ w2)2m+2-p II g(2m+2)l10.,~ 
,u = O(1) 2m - 1, (2.30) 
for h := max hj. Here, K, has been increased by a factor of 2 in order to 
avoid the distinction between the cases of even and of odd orders of differen- 
tiation. 
The functions g12,k’, k = O(l)m are continuous in 0 <x < 1, where 
derivatives at grid points have to be taken as one-sided limits if necessary. At 
all grid points, there holds 
gg’(xj) = gt2yXj), k=O(l)m. (2.3 1) 
For k > 2m + 2 the derivatives giz vanish identically for 0 <x Q 1. One- 
sided derivatives of g,, of odd order are not necessarily equal, as is shown 
by means of simple examples. 
An application of (2.30) to the basis functions yields 
IIP2”+*llo,l G 2-*“, II Pi”, 1110,l G rzu+ 13 VE N. (2.32) 
106 H.SPREUER 
A sharper estimate, asymptotically even an arbitrarily sharp estimate, may 
be deduced from a suitable Fourier expansion, 
Theorems l-4 may be generalized to the case of the approximation of 
functions of several independent variables on rectangular domains. This 
procedure needs only successive applications of the statement in one 
dimension and the triangle inequality. These theorems are not given, 
however, since they involve lengthy expressions. 
The method of Section 2 may also be used to derive theorems on approx- 
imation, where the class of approximating functions no longer consists of the 
polynomials so far considered, but of other given functions. Then the 
differential equation in (2.6) is to be replaced. Although the proofs are 
similar to those in this section, this greater generality will not be considered 
here because the basis functions would no longer follow the simple transfor- 
mation law in (2.20) but, rather require a separate calculation for each 
interval and each step size. 
From estimate (2.30), in the limit m -+ co, under certain conditions, the 
existence of exactly one entire holomorphic function may be deduced. Its 
even-order derivatives interpolate given values at two given points such that 
all the derivatives on the interval between these two points are uniformly 
bounded or grow at most geometrically. 
The special case (2.25) of the Hermite-Birkhoff approximation will be 
used to obtain a numerical procedure for ordinary linear bvp’s. This 
computes everywhere, in a stable manner (in Section 1) defined bounds 
converging with arbitrary order 2m, if these problems are uniquely solvable 
at all. In dependency on the coefficients in the differential equation and the 
boundary conditions, there may exist cases without unique solution. For 
such cases computation in a stable manner may not be possible uniformly 
with respect o these coeflicients. 
First of all, in Section 3 the special case of system (3.1) with side 
condition (3.2) will be considered. Later this condition will be dropped in 
Section 4 and finally in Section 5 the general case of an ordinary linear bvp 
will be reduced to that of Section 4. 
3. LINEAR bvp OF SECOND ORDER WITH A SIDE CONDITION 
Now consider the linear bvp 
N 
-Y:’ + x a,,ih =f,, Y,(O) = Qr, Y,(l) =& 
with 
(3.1) 
a,/, f, E Czm[O, 11, r= I(l)N, m E N fixed 
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with the side condition 
a- rr 6 la,,1 > -4, ,k* 
r= l(l)N, o<x< 1. (3.2) 
I#r 
A method of stable computation of bounds with distance of order O(hzm) 
will be presented for arbitrary m E N and an equally spaced grid X,j =jh, j = 
0( I )n, h = I/n. To keep the size of the formulas as small as possible, the 
case of N= 1 will be worked out in detail and, for the more general case, 
only the necessary changes will be discussed. Therefore, the problem 
considered will be 
Q(Y) := -Y” + 4x)v =f(x>, JJo=a, Y(l)=P, (3.3) 
a,fE C2m[0,1], mE N fixed, a>-4. (3.4) 
Derivatives of the differential equation will be needed. By use of the 
definitions 
so(x) := a(x), b,(x) := 0, f,(x) :=&f(x), (3.5 1 
the differentiation of (3.3) and the elimination of y” yields 
4’ (2k+ 2, = a2&) y + bZk(x) Y’ -f2k, k=O(l)m- 1, (3.6) 
where azk, bIk, f2k are to be computed by use of a recursion, according to 
ak=a;-, +b,-,a, 
b, = a k-l+&-,; 
fi=.fL, +f&--l for k= 1(1)2m-2. 
As a candidate for solving (3.6) approximately, the expression 
z(x) z2 5 p 
V=O i 
X-X. 
z2v,j+lP2v+1 ( ) 
+z20,jP2u+I pt;wxz 
(3.7) 
08) 
in xj<xsxj+,, j=O(l)n- 1. 
will be used with h = l/n, xi =jh, where the coefficients z2u,j are free. This is 
similar to (2.29), however, the coefficients zzV,j are not the derivatives of a 
function; therefore, (2.30) cannot be applied. Subsequently when there occur 
derivatives of z(x) at grid points, they are always to be interpreted as one 
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sided. One-sided derivatives of even order at these points yield identical 
values according to (2.31). 
Although the condition of continuity of the first derivative at gridpoints 
will be imposed on the coefftcients in (3.8), the first derivatives at these 
points will now be defined as onesided or their arithmetic mean: 
f- hh-‘[ 
“TQ 
~2,,~P;“+,~~~--z,“,,P;“+,t~~l~ 
j=O, 
Zlj := Pj(Z) := ( 
j f’ h2’-‘[Z2v.j+l -z2v,j-lI ~iu+l(Oh 
I= (3.9) 
j= I(l)n - 1, 
+ h2”-‘[z2v,nP;v+,(l)--Z2v.n-,P;u+~(0)l~ 
“YO 
j= n. 
In the case m = 0, excluded here, according to (3.1), these expressions look 
like one-sided or central difference quotients because pi = 1. 
If the condition 
‘2k+t.j= a2k,j Oj Z + b2k,jZlj-.fh.j~ 
j= O(l)n, k=O(l)m- 1 withb,=O (3.10) 
is imposed on the coefficients in (3.8) the result satisfies (3.6) at grid points. 
The continuity of the first derivative in 0 < x ( 1 is guaranteed by 
lim z’(x) = &no z’(x), x+x] - 0 
j= l(l)n - 1, (3.1 la) 
while at x = 0 and x = 1 the function should satisfy the respective boundary 
conditions 
Z QQ = a, Z - P* On (3.1 lb) 
The number of equations imposed on the (n + l)(m + 1) free coefficients in 
(3.8), and n + 1 symbols z,, in (3.9), is now: (n + 1)m due to (3.10) and 
n + 1 due to each one of the equations (3.9), (3.11). 
The number of unknowns is large; however, in every equation, many of 
the coefficients are absent. Therefore an iterative procedure may be 
attempted. In order to enhance the region of convergence, the coefficients Z2j 
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in (3.1 la) will be eliminated by means of (3.10). Following a division by h, 
(3.11) becomes 
zoo = a; 
(-l/h2 + ao,j- l/6) zo,j- I+ (z/h2 + 4aoj/6) Zoj 
+ (-l/h’ + ao,j+ l/6) Zo,j+ 1 
= q 
“e2 
p2[(z 
2u,j-l + z2",j+l) P;“+,(O)- 2z2u,jPiv+l(1)l 
(3.12) 
+ dVO,j-1 +4&j +h,j+ll~ for j= l(l)n - 1, 
ZO” = P* 
In the case m = 1, (3.12) is decoupled from (3.9), (3.10), and then (3.12) is 
identical with the ordinary difference method, except that the terms uy and f 
are replaced by weighted means over three gridpoints. By use of a Taylor 
expansion, it is seen that this deviation from the ordinary difference method 
yields only terms of the order O(h2). However, this should be compared with 
the case of unequally spaced gridpoints, subsequently discussed in this 
section. 
LEMMA 1. Consider the linear system 
n n 
x C&lWl= c UklW[ + q, k = l(l)n, 
I=1 I=1 
where the coeflcients are subject to the following conditions 
(3.13) 
d kk := Ckk > 0, d,, := - ) Ck,\r 
k f 1 implies (dk,) is an A4 matrix. (3.14) 
It is assumed that there exist numbers a^,,, elk,, B,, Gk such that 
ek, < - tckli for kf 1; a^,,> (akl(, l= l(l)% 
o<&k<Ckk, ci,>,Ia,I, 8,>0, (3.15) 
and 
k= l(l)n. (3.16) 
Then the following are true 
(A) Equation (3.13) has exactly one solution; 
(B) this solution is bounded by SJ,,: ( wkl Q Gk; 
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(C) if any of the ak, are transferred, to the left-hand side, the resulting 
matrix (dk, - (akl( rkJ is also an M matrix [ 151, where rkl = 0 or 1 
arbitrarily; 
(D) inequality (3.16) implies the existence of a q E (0, 1) with 
(3.17) 
If the w, on the left-hand side of (3.13) are assigned an iteration index p + 1 
and the ones on the right-hand side an index j, the following error estimate 
holds : 
Iwlp’- wkl <qpm~x{]w~)- w,]/G,} Gk, k= l(l)n (3.18) 
with any starting values wp). 
ProoJ: Let b,, := ak, - (1 - 6,,) ckl, k, I = l(l)n with 6,, the Kronecker 
symbol, and s,, defined accordingly: then there holds 6,, > ] b,,). 
Concerning (A): Assume, the homogeneous problem, corresponding to 
(3.13), has a solution (#i ,..., W,) # 0. Then for a suitable k there follows 
0 ( m?x ( P?, I/G, = 1 Wk ]/Gk =: a. 
Then the kth equation of the homogeneous ystem (3.13) implies the con- 
tradiction 
Concerning (B): If (3.13) has a solution (w,,..., w,) not in agreement 
with (B), then there exists an a > 1 with ) w,] < a$,, I= I(l)n and ( wk] = aGk 
for some k. This implies the contradiction 
Concerning (C): The matrix (tk, - a^,,) is off-diagonally antitone, and it 
admits the positive test vetor (G1,..., a,,); see [3] or [ 171. According to the 
conditions on the coefficients, the same is true for (dk, - Jak,( rkl). 
Concerning (D): The result is established by mathematical induction. 
Trivially, with the abbreviations 
Mk := )wp - w,I/$, M := max Mk , 
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there holds 
for any starting vector (WY),..., w:“). This is (3.18) for p = 0. Equation 
(3.18) for p fixed implies 
F’ d,, 1 wy+l) - wII < 
‘I 
2 ck,(wp+‘) - wl) = 5’ ak,(wjP) - wr) 
1 I I 7 
I 
14 < ““ikf~ d,,G,. 
1 
Since (d,J is an M matrix by assumption, there follows (3.18) for p + 1. a 
This lemma will be applied in Theorem 5 to discuss the solvability of 
(3.12), (3.9), (3.10), and the speed of convergence of the iterative procedure 
defined by attaching an index p to the right-hand side with the exception of 
the expression with v = 0 in (3.9), and otherwise p + 1. This iterative 
procedure is therefore a combination of Gauss elimination, Gauss-Seidel, 
and Jacobi iteration. 
For brevity let 
A *= 2 + q/4, 1 * A, := 1 + 2A,, A, := (4 -t 2A ,)/3 
A, := 3, 
(3.19) 
Ym:=llY 
(Zm+Z)II 2-2m-1 
A, := max(A,, A,, ,2b}, A6=j. 
THEOREM 5. (a) The linear system of equations (3.9), (3.10), (3.12) 
has exactly one solution for sufficiently small h. 
(b) The system satisfies the estimates 
\zoj-y(xj)l<jh(l -jh)3Ymh2”<~Ymh2” 
IZ~j-Y:rn(xj)I <A~Yrnh~~, with y:,(xJ according to (3.9), 
IZ 2u,j-Y(2”‘(Xj)l < b(4 +A,) Ymh2m, u = l(l)m, j= O(l)n, 
for h < ho := min(h*, [A,b(4 + A2)]-‘, [A,b(4 + A2)]-“2, 
PW,)-“31. (3.20) 
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(c) The iterative procedure described above converges to the solution 
of (3.9), (3.10), (3.12) tfh is su$kiently small, and converges untformly with 
respect o h and the starting values. More precisely, depending on m, and on 
a, f and their derivatives, h has to be chosen so small that there holds, with 
A, defined in (3.19), h < min{h,, AcZ}, and the starting values should 
satisfy, with some arbitrary large but j?xed I? E R +, 
ZOj (O’ = U (Xj), with u E {u E C’[O, I], u(O) = a, 
41) f/t IIU”IlO,* ,<Q (3.21) 
I$‘1 d, for vf 0. 
The function u may be chosen arbitrarily otherwise; therefore, this iterative 
procedure is uniformly stable with respect to adequate starting values and 
with respect o h = l/n, where m isJixed and (m + 2)(n + 1) is the number of 
equations. 
(d) If m is fixed, the convergence with h -+ 0 in (c) becomes arbitrarily 
fast. More precisely, with K = K(a, f, m, K) defined in (3.37) independent of 
h, q, there holds 
i 
IZ $‘-z,,]<q*K,for y=O, 1, 
with q = A, h”*. (3.22) 
IZ (P) _ 2v.j zzV,,] ( qp-‘ASK, for v = l(l)m, 
(e) If the computation of the iteration steps is executed with a fuced 
number of digits, the deviation of the machine result from the solution of 
(3.9), (3.10), (3.12) may be estimated a posteriori uniform& with respect o 
n; therefore it may be verified whether or not the number of digits was 
sufJicient. Therefore, it is computable stably in the sense of Section 1. 
Proof: Since the estimate given by (B) in Lemma 1 will yield more infor- 
mation if it is not immediately applied to z,, but instead to the difference of 
zVj and y,, a system will be considered which is equivalent with (3.9), 
(3.10), (3.12) or the pertinent iterative form, with unknowns 
6Z 2u.j := Z2v,j -Y(2”)(Jj)V v= O(l)m, 
dZ,j := zlj -Ysm,l,j~ for j= O(l)n, 
(3.23) 
where ysm,l,j is constructed analogously to (3.9). Therefore (3.9) still holds 
with zuj replaced by 6z,; i.e., 
b, = Pj(SZ). (3.24) 
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Inserting (3.8) at grid points in the (in the case of k > 1 differentiated) 
differential equation (3.3) gave rise to (3.10). Therefore, these equations are 
satisfied exactly by y for k = 0, however, not any more by y,, for k > 1, for 
then there appears the first derivative and y’(xj) ~y~~,,,~ usually. According 
to (2.30), the error induced may be estimated by 
IY sm,l,j-Y’l& Ymh2m+‘v Y, defined in (3.19). (3.25) 
Therefore, instead of (3.10) there holds 
6Z 2k+2,jEa2k,jbZOj + b2k,jdZlj + @,bYmh*“+‘, 
where I@,(< 1, O,,=O, b,j=O, k=O(l)m- l,j=O(l)n. 
(3.26) 
Due to (2.30), (3.25) and the continuity of y’, the difference of the one-sided 
first derivatives in grid points may be estimated by 
I x&F+o Am - lim yi,( < iYmhzm+‘. (3.27) J x-Lx,- 0
Instead of (3.12), the following system will now be considered: 
6z,, = 0. 
(-l/h* + ao,j- l/6) 6Zo,j- 1 + (2/h’ + 4aoJ6) SZoj 
+ (-l/h2 + ao.j+ 46) ku+ 1 
(3.28a) 
= f’ h2”-2[(BZ2v,j-l + 6z2~,j+,)P~~+,(o)-2Gz2~,jP~~+~(1)l 
v=2 
+ 2t!lojYmh2m =: gj for j= l(l)n - 1, 
with I&Jojj < 1. (3.28b) 
6z,, = 0. (3.28~) 
This system was derived from (3.12) and (3.26) for the case k = 0. Since 
6zoo and azon are known and equal to zero, it seems appropriate to drop 
these terms in (3.24), (3.26), (3.28b), and to omit (3.28a), (3.28~) altogether 
without splitting for instance (3.28b), into separate cases. 
Lemma 1 will now be applied to the system (3.24), (3.26), (3.28b). To do 
this, it has to be shown that 
(I) the system of equations (3.24), (3.26), (3.28b), taken as a special 
case of (3.13), satisfies (3.14), and that 
(II) in this special case of (3.13) a system of numbers exists which 
satisfies (3.15), (3.16). The numbers chosen in (3.15) will be called related 
or corresponding to the expressions without the superscript in (3.13). 
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Concerning (I): From each equation in (3.24), (3.26) in the left-hand 
side, there arises only a 1 in the main diagonal. If there holds 
O<h<h*, where (h*)-* := max{:, c/6}, (3.29) 
the coefficients in the left-hand side of (3.28b) satisfy the sign condition 
(3.14). For this application of Lemma 1, therefore, the more special 
condition ck, < 0 for k # 1 there would be sufficient. Positive values c,, for 
k # 1 in Lemma 1 are admitted with regard to (3.1). Under condition (3.29) 
on h, the coefficients in the left-hand side in (3..28b) form an M matrix, as is 
shown by the positive test vector 
Gj :=jh( 1 -jh). (3.30) 
Because of its special structure, then the whole matrix of coeffkients in the 
left-hand side in (3.24), (3.26), (3.28b) is an M matrix. 
Concerning (II): In the process of replacing (3.13) by (3.16) inequalities 
(3.15) are satisfied, if the coeffkients in the left-hand side in (3.28b) are 
related to 2/h* - 16/6 in the main diagonal, -h-* - 4/6 in the first off 
diagonals, and zero otherwise. The variables, related to the Sz, and 
corresponding to the transition from wk to Gk, here are denoted by 
,, 
Zvj := d*jh(l -jh) for v = 0, 
d, for v= 1, d, for v> 2; (3.31) 
(3.24) contains the expressions (a~,,,+ r - 6z,-,,- ,)/(2h). Since an immediate 
application of Lemma 1 yields coeffkients proportional to h-*, equivalent 
expressions will be derived first. These, however, will be used only in the 
proof of Theorem 5 and not in the numerical execution of the iteration 
procedure. The equations (3.28), (3.4), and Lemma 1 imply 
I6zo,l CM1 --$I m/ax Igjl =.M -.lh) I gje I. (3.32) 
From (3.28), (3.32), there follow 
l(dz o,j+ I - 2 dzo, + ~zo,j-Jh21 < (1 + a/4) I g,* I, 
I(‘zo, -~Zoo)/hI < (1 -h) Igj*l < I gj*l, 
and therefore 
I@ o,k+ 1- ~zo,)lh I
= h i (~zo,j+l - 2 62, + a~,,,- ,)/h* + (dz,, - dz,,)/h 
j=* 
GA* I&*L k=O(l)n - 1. 
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This shows 
(62 0,kt 1 - 6zOk)/h = @kA 1 gj* 7 
with (OkI < 1, k=O(l)n - 1, (3.33) 
to be true, where the unknown 0, and j* still depend on h. Now the 
expressions with v = 0 in the sums in (3.24) are replaced by means of (3.33). 
Therefore, Eqs. (3.24) may be related to 
4 >A, ;t h2”-24d 2-2”+1 
ue2 
2 
+ + h2”-‘2d22-2”+‘. 
“51 
Since (3.19) yields Ia 2k,jJ < b/(jh(l -jh)), (b2k,jl < b, the inequality 
d, > b(d, + d, + Ymh2*+‘) 
can be chosen to correspond to (3.26) for j = l( 1)n - 1. Since expressions 
with zoo = 0, zon = 0 are canceled already, this correspondence to (3.26) is 
also possible for j = 0, j = n. 
Equation (3.28b) will be related to 
((-l/h’-:)(j-l)h(l-((j-l)h)+(2/h2-16/6)jh(l-jh) 
+ (-l/h2 - ;)(j + 1) h(1 - (j + l)h)] do 
=: ajdo > F h2”-22-2v+3d2 + 2ymh2”, 
If52 
(3.34) 
where (3.31) and 0 <jh( 1 -jh) < l/4 imply the validity of Aj > 2 - 
(4 + 2 + $) = 1. Then for (3.34) 
(3.35) 
with positive numbers do, d,, is sufftcient. Now the (m + 2)(n + 1) - 2 
inequalities needed here, according to Lemma 1, consist of only three 
dzflerent inequalities, for whom there are sufftcient 
do > h’A,d, + 2Y,,,hzm, 
d, > hA,d, + 2A, Y,,,hzm, 
d, > b(d, + d, + Y,,, hzm + ‘). 
(3.36) 
For h < ho in (3.20) these inequalities are satisfied by do = 3Y,,,hzm, d, = 
A, Ymhzm, d2 = b(4 + AZ) Y,,,h”“, as is seen immediately. Now from 
Lemma 1, (3.23), (3.31) there follow the statements (a), (b) in Theorem 5. 
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Concerning the statements (c) and (d): Together with the disposal of the 
starting values in (3.21), the already shown estimate (3.20) implies that the 
following expression is bounded independent of h 
K(a,f, m,R) := s,u,h, ~~x~ld$‘-~~jll(jh(l -@))9 
(0) 
Izl,j - Zl,jJ, IZ~~’ - Z”jl h”*}* 
Since it was shown already that Lemma 1 is ap.plicable to the system (3.24), 
(3.26), (3.28b), its conclusion (C) holds; i.e. if further terms are taken to the 
left-hand side, the matrix in (C) will be an M matrix. Corresponding to the 
iteration procedure, the homogeneous ystem to be considered in (D) is 
(3.38) 
As is easily seen, this is satisfied by do = d, = 1, d, = h-l”, q = A, h”‘, if 
h < h,, where ho is defined in Theorem 5. Now the related system satisfies 
(3.17), and from (3.18) with K in (3.37) as the maximum in (3.18) there 
follow (c) and (d). 
Concerning (e): Lemma 1 permits bounding of the difference between the 
solution of (3.9), (3.10), (3.12) and an iterate, as will be shown now. The 
residual has to be evaluated by means of interval arithmetic, see [ 121. The 
number of expressions to be computed per equation does not depend on n. 
Let d be the maximal modulus of the residuals in (3.9), (3.10), (3.12). 
Corresponding to the computation a related system 
do > h*A, d2 + a, 
d, > 2h-‘do + h&d, + a, 
d,>b(d,+d,)+a, 
(3.39) 
may be taken, which is satisfied by 
do=2d, d,=(4h-‘+4bA,+2)a, dp(4bh-‘+4b+4b2As+2)d, 
(3.40) 
for h < min{ [A,(4b + 4b2A, + 2)1-l, [A,(86 + 4b2A, + 2)]-‘, h*}, 
as is easily seen. Therefore, these do, d, , d, are bounds for the difference 
between a computed approximation and a solution of (3.9), (3.10), (3.12). 
Now it is shown that the solution of this system is stably computable in the 
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sense of Section 1. If the deviation is within the accepted tolerance, both the 
number of digits and the number of iterations are sufficient. 
Remark. If the error in the starting values is bounded uniformly with 
respect to h, then for h sufficiently small, a few steps of this iteration 
procedure are sufficient in order to compute the solution of (3.9), (3.10) 
(3.12) with arbitrary accuracy, where the computation time for every step of 
the iteration is comparable to that for the ordinary difference method with 
the same stepsize. Here however, there will follow a uniform approxiation of 
y by z with an arbitrarily higher order 2m, compare (3.45). It is not 
surprising that the iterates converge so fast, since every step of the iteration 
in (3.12) is identical with the ordinary method of finite differences for z$“” 
except correction terms of the second order, and, therefore, the solution is 
correct to an order of at least O(h2). A second step of the iteration acts 
correspondingly on zlj and z*“,~ for v > 1. In practice, however, it may be 
cheaper to work with a larger stepsize and to have a larger number of 
iterations instead. 
Remark. K in (3.37) was shown to be uniformly bounded with respect o 
n = l/h, but not with respect o the order 2m. A uniform boundedness with 
respect to m does not hold in general, since the moduli of the derivatives 
may grow arbitrarily fast with the order. Therefore, in suitable cases a 
procedure with lower order may work better than one with higher order if the 
stepsize is fixed. Descriptions of the method of iterated deferred corrections, 
for instance [ 16, 181, sometimes mention that thus approximations of 
variable order may always be computed on the same grid, i.e., without 
altering the stepsize; however, in the literature known to the author this 
problem is not mentioned. If, depending on the procedure and the problem 
defined by sufficiently smooth functions, the stepsize is sufficiently small and 
rounding errors are negligible, better results always will be obtained by use 
of the procedure of higher order. 
Equations (3.10) are explicit with respect o .zzk,j for k 2 1. By elimination 
of these variables a system for only z,,~, zlj is obtained with a seven-diagonal 
matrix. A first step towards these eliminations was done already, when 
(3.10) with k = 0 was inserted into (3.11) in order to increase the domain of 
convergence. Since in the case of systems, this procedure seems to be inferior 
to the procedure of mixed iterations, it is not discussed any further, 
LEMMA 2. Let s(x) E C[O, 1 ] with 
(a> s(O) > a, $1) >P, 
and for every x E (0, l), one of the following cases must hold: 
(b 1) there exists s”(x) such that -s” + as -f > 0, 
(b2) s’(x + 0), s’(x - 0) exist with s’(x + 0) - s’(x - 0) < 0. 
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Then for every x E [0, 11, there holds s(x) >y(x), where y is the solution of 
(3.3), (3.4). 
Proof: If the statement is false, then, because of S, y E C[O, 11, there 
exists an a’ E R + with 
u(x) := s(x) + qx + i)(j - x) - y > 0, in O,<x,< I, (3.41) 
where the equality sign holds for at least one x,, E (0, 1). Therefore, in case 
(b2) an a(~,,, S) > 0 can be found with 
--E>u’(xo+O)-u’(xo-0) 
= (u(x, + h) - 2u(x,) + u(x,, - h))/h + o(h). 
For h sufficiently small then o(h) < E and, together with @(x0) = 0, a 
contradiction with respect to (3.41) is reached. If instead, (bl) holds in x,,, 
then --u” + au > 0 follows, contradicting u(x,,) = 0 and u”(xO) > 0. a 
Now the approximation to the solution of (3.3), (3.4) which has been 
obtained by use of (3.8), with the coefficients zvj stably computable 
uniformly with respect o n, according to Theorem 5, will be discussed. 
THEOREM 6. The trial function (3.8), with z,, according to (3.9), (3.10), 
(3.12), is an everywhere defined approximation of order O(hzm) for the 
solution y of (3.3), (3.4) if h < h, in (3.20). If (3.8) is inserted into the 
drerentiai equation the residual vanishes like O(h2m); therefore, this approx- 
imation may be transferred into two-sided bounds, over 0 <x < 1, that 
coincide at x = 0, x = 1, by use of correction terms of the order O(hzm) 
having the shape of parabolas. 
Proof. With y,, according to (2.29) as the approximation of the solution 
y of (3.3), (3.4), there follows 
I z(X) -Ytx)l G I z(x) -Ysm(x)l + I YsmCx) -Y(x)l* 
Here (2.30) states 1) Y,,(X) --y(x)]/ < h2m+2Y,,J2, while there follows 
immediately from the definition of z and ysm 
Z(X) -Y,,(X) = “to [ (z2u.j -Yy”‘) h2”P2y+ 1 (xj+i- “) 
+ (Z2u,j+ 1 -Yj:V:) h2”P2u+ 1 
for xj <x Q xi+ 1. (3.42) 
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By means of (3.20), (2.32), this admits the estimate 
/z(x) - y,,(x)( < Y, h2m(3/2 + b(4 + A,)/3) =: I?, h*“. 
This bound is independent of x, therefore there follows 
11 y - z I( < [I?, + hi Y,,,/2] h2m =: K, hzm. (3.43) 
If Y::, 9 at grid points, is interpreted as the one-sided limit, two differentiations 
of (3.42) yield an estimate of structure 
I( y” - z” (I < K, hZm. (3.44) 
Then the residual generated by inserting z into the bvp (3.3) is bounded by 
I-z” + az -fl < (K, + CK,) h2m =: Kh*“‘. 
By use of 
i, := z(x) - (-1)/x( 1 - x) Kh** for f=l,2, (3.45) 
the inverse monotonicity of (3.3), (3.4) implies 
32<Y<4 with Ii, - f,( < 2Kh*“x(l - x) < $KhZm. a (3.46) 
If numerically calculated zUj do not exactly satisfy their defining 
equations, the cusps induced may be bounded by use of constants sj, R, 
which are calculated by means of interval arithmetic 
rc, < lim z’ - lim z’ < Cj, 
X+Xj+ 0 X'xj- 0 
for j= l(l)n - 1. 
Let d := max{O, maxi Cj} and 5 := min{O, mini&j} and R > R, 4 < &. 
Between the grid points, z(x) is differentiable up to any order. Define the 
maximum of residuals as 
ii := max{m;ax x-Gm~-rj+,(-t” + az -f), 0}, 
I 
and correspondingly & with min instead of max. Let 
D:=max{la-a,l,IP-PHI], 
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where aM, & are the machine numbers approximating a,/?. Let 
for xj-i <x<xj, 
for xj < x < xi+, , 
(3.47) 
b otherwise, 
and k, := CJz: kj. 
THEOREM 7. The solution y(x) of (3.3), (3.4) is bounded by 
\ 
sl(x) := z(x) + xh,(x) + x(x - 1)[2D -R + (2h + l/h)@ + D 
> Y(X) > z(x)+ &(x) 
-x(1-x)[20+6(2h+ l/h)K]-D. (3.48) 
Here, the contribution of the distance of the bounds which is not caused by 
the rounding errors goes to zero like O(h’“), and these bounds are stably 
computable. 
Proof. With x = xk, k = 1 (I)n - 1 an interior grid point, there hold 
s:(Xk+O)-S’l(Xk-O)=Z’(Xk+O)-Z’(Xk-O)-k<O 
and s,(O) > a, s,(l) >P, in x0 = 0, x, = 1, respectively, between the grid 
points, (3.4) implies 
-sy + as, -f> 0. 
By use of Lemma 2, there follows the first part of the inequality (3.48). The 
second part follows analogously. 
It has already been shown that the contribution to the distance which is 
not generated by the rounding errors vanishes like O(hzm). Since the number 
of expressions, whose evaluation is required, does not depend on h, the 
bounds are stably computable (see Section 1). 1 
Remark. The function k, may be described as a “festoon,” in a vertical 
(x, y) plane with the points of suspension (xj, h/4),j = l( 1)n - 1. Therefore, 
both the bounding functions in (3.48) originate from the superposition of the 
approximation z involving discontinuities of the slope and a constant 
multiple of the festoon k,, where k, is chosen large enough, so that all 
discontinuities in the upper bound can point in an upward directon only, and 
only downward in the case of the lower bound. Finally, the superposition of 
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the parabolas results in a one sided residual. In the case of main interest in 
Section 4, the boundary values a and /3 are only 0 or 1, and D = 0 is 
omitted. Then y, s,, s,, respectively, may be interpreted as the midrib and 
the two borders of a holly leaf, respectively. 
In the case of candidate (3.8), an equidistant stepsize was used. If the 
stepsize hj between grid points may vary, Eqs. (3.9), (3.12) are somewhat 
less handy, but the procedure may be applied in the same manner. With 
h := max Izj it can be shown that again (3.36), (3.38) are possible cases of 
(3.16), satisfying (3.15); this corresponds to the special case of (3.13) 
(3.14). Therefore Lemma 1 is applicable and again there hold the estimates 
(3.20). This is somewhat surprising, since the expressions containing z~,~. 
without a, then form the ordinary second-order difference quotient, that 
approximates y” only to first order. However, it is easily verified for the case 
of m = 1, that the splitting of the functions uy and f at the gridpoints in 
(3.12) induces the second order of consistency even in the nonequidistant 
case. The relation (3.12) with m = 1; i.e., 
Z o. = a, Zen = PT 
2h7J~_'l~"(hj-, + hj)-l[-hjZO,j-1 + (hj_1 + hj)ZOj-hj-,ZO,j+Ij 
+ 3-1(hj-* + hj)-l[hj-l(uO,j-lzO,j-~ -fo,j-1) (3.49) 
+ h.i(aO,j+lzO,j+l -fO.j+l) + 2(hj-l + hj)("OjzOj-f,j)l =O, 
j= l(l)n- 1, 
is therefore an improvement of the ordinary difference method with none- 
quidistant stepsizes. Theorem 6 remains valid, too, where, however, the 
festoon in part (b) should be adapted to the requirements of the individual 
cusps. 
Now, the necessary changes for the treatment of system (3.1), (3.2) will be 
considered. As is shown by simple examples, (3.2) is not sufficient for (3.1) 
to be inverse monotone. The system corresponding to the transition from (3) 
to (7) in [3], with the 2N equations 
-y:’ + urry, + G (-4 Yl,, + 6 Yr) =fr 12 
N 
-Y:‘+ N + %Yr+N f -s (-a,: Y, + a, Yl,,) = 3-r ‘z (3.50) 
Y,(O) = a, = -yr+N(0)y Y,(l) =P, = -Y,+,(l), 
r= l(l)N, a,: := (a,, + la,,l)/2, a, = a,, - 4) 5 
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is identical with (3.1) if the substitution yr+N = --y,, r = l(l)N is introduced. 
Therefore, every solution of (3.1) is a solution of (3.50) as well, if yrtN := 
--y, is defined. The system (3.50) with the side condition (3.2) is inverse 
monotone, as is easily shown (just as in [ 171) by means of the positive test 
function 
u r+N = u, = (x + i)($ -x), r = l(1)N 
(compare also [I]). With 
g,(x) :=f,(x) - 5 %,(a,(1 - 4 +PA, 
I=1 
the operator inequality corresponding to (3.50) implies the validity of the 
bounds 
I~,-~,(~-x)-~~xI~x~~-x)~~~II~~II (3.5 1) 
for the solution of (3.50) and, therefore, also for the solution of (3.1). By use 
of the trial function 
zr(x) = 2 h2” zr,2v,j+ 1 PZu+ 1 
x - xi 
v=o [ ( 1 
+z r,Zu,jPZv+l p+;Iwx) ] h 
for jh=xj(X<Xj+l =(j+ 1)h forj=O(l)n- 1 (3.52) 
analogously to (3.9), (3.10), (3.12), the systems of equations for the coef- 
ficients z,,~, now bearing the additional index r, will be established. 
Substitution of (3.10) with k = 0 into (3.11) leads to a system where the 
unknowns, corresponding to the zo, in (3.12), now form a block tridiagonal 
system with edge length A? The proof of Theorem 5 holds true literally here, 
too, with the exception of the additional index r and the number of 
equations. It is done by reducing to systems (3.36), (3.38) and then by 
choosing the related expressions independent of the index r, where for the 
computation of the residual, however, (3.50) instead of (3.1) has to be used, 
with zr+,+, := -z,, r = l( 1)N. The extension of Lemma 2 to the inverse- 
monotone system (3.50) is straightforward. K > 2 := max{ I?, -&} and R as 
the maximum of the moduli of the residuals are selected in th; candidate 
analogous to (3.48) 
s,,(x) = z(x) + Kk, +x(1 -x)[2D + R + (2h + l/h)K] + D. 
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The inequality s,, >y, for I = l( 1) 2N, analogous to (3.48), already contains 
the two-sided bounds, just as in (3.48), with JJ~+~= -y, and s,, := -s~+~., 
for r= l(1)N. 
4. THE LINEAR bvp OF SECOND ORDER 
WITHOUT SIDE CONDITIONS 
Now restrictive conditions (3.2) or (3.4) will be dropped altogether. It is 
natural that (3.1) and (3.3) then also will admit cases without a solution. 
The procedure to be described will be able to detect these cases, but there 
remains always a finite “neighborhood” of the really unsolvable cases which 
is ruled out as unsolvable by the procedure. With increased computational 
work, this neighborhood can be made as small as desired. This is not 
surprising, since unsolvable cases have arbitrarily ill-conditioned neighbors. 
For brevity, only the case of N = 1 will be considered in detail but with more 
general boundary conditions 
-Y” + a> Y =f(x), (4.la) 
a,,y(O)+a,~y(l)+a,,y’(O)+a,,y’(l)=P,, 
A = 1,2, u,fE Czm[O, 11. (4.lb) 
Problem (4.1) does not seem to be immediately suitable in order to obtain 
a uniformly stably computable approximation and bounds of a given order 
of convergence. Instead, for a fixed number of sufficiently small subdomains 
of the interval 0 < x < 1, the general solution of differential equation (4.1 a) 
is computed approximately. This can be done as has already been explained, 
including the computation of bounds, for the first derivative at the endpoints 
of these subdomains. 
Let 
G,c:= hi= l(l)k,x,=o,x,= l,xi<xi+l/ (4.2) 
be a fixed but not necessarily equidistant grid. The subintervals [xi, xi+ 1 ] 
should be so small that h, := xi+ 1 - xi satisfies 
u(x) > -4/h; in [x~,x~+~],x~+~ -xi=hi. (4.3) 
With this side condition, the operator 
P(Y) := -y” + u(x) y, xj<x<xi+,, 
:= Y(X), x=xi2xi+[, 
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is inverse monotone in x, <x < xI+i since, by use of the affine transfor- 
mation R := (x - x,)/h,, the operator can be reduced to the structure of (3.3) 
(3.4). Therefore, each one of the auxiliary problems 
P(yJ=O for xi<x<xxi+i, 
P(Y&J) = 19 
P(y,,,)=O for xi(x <xi+,, 1 
/ 
i=O(l)k- 1, (4.4) 
W&i+ 1)) = 1, 
P(Y,,**) =fW, xi < x < xl+ I¶ 
P(y,,,J = 0 for x = 4, xi+ L, 
possesses exactly one solution, with Y,, and ylli linearly independent because 
of the definition of the operator P for x = xi, x,+ i. Then, 
Y := YiYIi + yliY*li +Yllli, for xi<x<xj+,,i=O(l)k- 1, (4.5) 
is the general solution of the differential equation in (4.1), on the interval 
Xi(X~Xi+l. If jlr = yr+ i and the conditions 
Yi-lY~,l-l(xJ + Y,(Y;r,i-,(x,)-Y;,(x,))--y,+lY;,,(x,) 
=Y’,,&J -Ylr*.i-I(-%)~ i= l(l)k- 1, (4.6a) 
are satisfied (possibly with free constants yO, yJ, y is twice continuously 
differentiable and a solution of (4.1a). In terms of yO, yk the boundary 
conditions (4.1 b) are as follows: 
al,yO + %.I?, + a,.&O~;O(o) +hY;IO(") +YiI,O(")) 
+ a,,l(~k-,~;,k-,(l) + YkY;I,k-I@) +yiiI,k-dl)) =@A 
for A = 1, 2. (4.6b) 
There is a one-to-one correspondance between unique solvability of (4.6) and 
(4.1). Then y in (4.5) with coefficients defined by (4.6) is the solution of 
(4.1). In the special case of a ,2 = aI2 = azl = ad1 =0, the matrix of (4.6) 
obviously has tridiagonal form. 
For a nonnumerical consideration aturally the method of patching would 
not have been necessary since for a fixed i. the solution of (4.4) is defined by 
the differential equation, not only in [xlO, xip+ i], but everywhere in 0 < x < 1. 
Then, a decision on the unique solvability of (4.1) would require only the 
consideration of the two equations (4.lb) for the two unknowns yiO, yt,. Here, 
however, a more cumbersome approach has been chosen, since auxiliary 
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problems (4.4) can be stably solved with the methods developed earlier, as 
will now be shown, Equations (4.4) are transformed by use of an affine 
stretching of [xi, xi+,] to 0 < 2 < 1. According to (3.46), there will be 
computed functions uEll, uEi2 bounding j& (the transformed yEi, 
E = I, II, III): 
G,, <y^,[ < UIEil and rYEi, - v^,, < 2Khzm.?( 1 - a). (4.7a) 
Then the distance between bounds, for the first derivatives in (4.4) is 
1-g (%iL(X) - h(X)) / 
< 2Kh2m;, for x = xi, x = xi+ [. 
t 
(4.7b) 
Here, h is the stepsize used in the computation of bounds for the transformed 
auxiliary problems while the fixed h,, preferably chosen as large as possible, 
has to satisfy only (4.3). Therefore these bounds for the first derivatives 
converge like O(h2m). 
Now the generally unknown coefficients y’ in (4.6) are enclosed by 
computable intervals. With the shorthand notation 
instead of (4.6), here the following system of interval equations has to be 
solved :
Yi-I vI,i-I.i + YitvII,i-l,i- viii) -Yi+I v*lii 
= ‘IIIii - ‘lIl,i- l,i for i= l(l)k- 1, 
adO + a2A 75 + adO ho0 + yI ho0 + ~IIIoo) 
(4.9) 
+ adh C.k-l,k + Yk hl,k-l,k + h,I,k-l,k> =L A= 1,2. 
If (4.9) is interpreted as a set of systems of equations with real coefficients, 
then in unfavorable cases there obviously occurs a contamination by 
“neighboring” problems with a singular matrix. In (4.9) a distinction is not 
possible between the one system (4.6), equivalent o (4.1), and the additional 
systems due to the employed intervals. Therefore nothing can be said on 
insolvability or nonunique solvability of (4.1), if (4.9) is not uniquely 
solvable. The system of interval equations has to be solved by means of 
interval arithmetic. This generally leads to a further coarsening and 
overestimation of the set of insolvable cases. 
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However, it is important to observe (i) that the number of interval 
equations (4.9) and, therefore, the number of interval-arithmetical operations 
which are required in the process of solving this system are fixed indepen- 
dently of the number of auxiliary equations and the stepsizes h used to 
compute the solution of (4.4); and (ii) that the interval-valued coefficients in 
(4.9) converge like O(hzm) to limits which are real numbers, representing the 
(unknown) coefficients in (4.6). If (4.6) has exactly one solution, there exists 
such a small maximum span of the coefficient intervals in (4.9) and such a 
large number of digits that the evaluation of (4.9) by use of interval 
arithmetic is also possible, and the computed intervals converge towards the 
solution of (4.6) like O(hzm). If with G, fixed, computations are executed 
with different stepsizes in the auxiliary problems, then the resulting intervals 
should be intersected yielding the best possible information. 
Now, the problem of a stable computation of bounds for the solution of 
(4.1) converging with an arbitrary order, has been solved by a reduction to 
the stable computation of bounds for a fixed number of auxiliary problems 
(4.4) and the solution of a linear system with a fixed number of equations 
which, in the case of a nonsingular coefficient matrix, is stable and preserves 
the order of convergence. 
If a computation yields intervals [yJ for y,, then the existence and 
uniqueness of the solution y of (4.1) is established and there holds 
[Yillv Ii29 %,,I + ~Yl+ll[~III*~ llill 
+ [v*m, vI*li*l 3Y in x,<x<x,+,. (4.10) 
This is true since the computations can be executed only if the set of coef- 
ficient matrices in (4.9) consists of nonsingular matrices only; the matrix in 
(4.6) belongs to this set. 
Remark. Obviously this treatment is not restricted to the two point 
boundary condition (4.lb). If, alternatively, the boundary condition is 
prescribed as 
2 GJo.4 Y(X,) + zalrl Y’(-4 = PA 
o=l 7=1 
1=1,2, x,,x,E[O,I]given, (4.11) 
then the grid G, in (4.2) has to be chosen such that all of the points x,,,x, 
belong to the grid points xI E G,. If some of these x, are not machine 
numbers, the pertinent error can be bounded in the process of calculating the 
residuals in the auxiliary problems and the inverse transformation. 
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The treatment of 
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(4.12a) 
for A= 1,2, X,,X,E [O, 11, r= l(l>n, (4.12b) 
now needs no further consideration but results in a larger system of 
equations. In the often occuring case of boundary conditions of the first, the 
second, or the third kind, the matrix of such systems has a block tridiagonal 
structure, where the length of the blocks is N. 
Now consider the case of a homogenous bvp with the coefficients 
depending continuously on an eigenparameter 1. It was mentioned already 
that for 1 fixed the computability of yi guarantees the uniqueness and 
existence of solution, i.e., this 1 cannot be an eigenvalue, while in the case of 
noncomputable yi no decision about 1 being an eigenvalue is possible. Since 
the fundamental system depends continuously on the parameter 2, ] 111, this 
also holds true for the determinant of the linear system of algebraic 
equations which is generated by inserting the fundamental system into the 
boundary conditions. If 1 is fixed, bounds for the elements of the determinant 
which are convergent like O(h*“$ are computable. If between two special 
values 1, and x2, the determinant as evaluated by means of interval 
arithmetic changes sign, this also holds true for the determinant depending 
on the unknown exact fundamental system. Therefore, the existence of an 
eigenvalue between 2, and 1, is demonstrated. Then 2, and 1, are bounds for 
an eigenvalue. It should be noted, that this presupposes an algebraic 
multiplicity of odd order of the zero of the determinant belonging to the 
eigenvalue under investigation. 
5. GENERAL ORDINARY BOUNDARY VALUE PROBLEMS 
The bvp’s considered so far contain only differential equations (resp., 
systems of differential equations) of second order without first derivatives, 
while the boundary conditions in (4.12) admit no further generalization 
without abandoning the linearity or isolated pivots. Since in (4.12), there was 
no condition that at least two of the x, should be different, initial value 
problems are admitted, too. 
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Now, it will be shown that the general (explicit) linear bvp 
for mk E N, k= l(l)n, 
k.= l(l)n, X, E [0, I] fixed, 
may be transformed into a system (4.12) without affecting the existence or 
the nonexistence of solutions. The following construction is unnecessarily 
complicated in special cases, but it is always applicable. The substitution 
UkO :== Uk 
Uk.r + 1 ‘= &I 
for lu=O(l)m,-2 
transforms (5.1) into a system of first-order differential equations, denoted 
now by (*), whose side condition (**) from (5.lb) contains no derivatives. If 
this system is differentiated once and first derivatives again eliminated by 
(*), a system of differential equations with structure (4.12a) is obtained. 
Since for this system of second order the conditions (**) are no longer 
adequate, these will be augmented arbitrarily by (*) for x = 0. The resulting 
system with structure (4.12) will be denoted as (***). 
It is obvious that every solution of (5.1) solves (***), too, and the method 
described is applicable to (***) (at least in principle). However, it has to be 
excluded that (5.1) does not possess solutions while (***) is solvable 
uniquely, or that (5.1) possess exactly one solution but the corresponding 
system (***) has infinitely many. For this purpose, a restriction to the 
corresponding homogeneous problem is sufficient. This equivalence of 
solvability can be deduced via a fundamental system. 
6. NUMERICAL ASPECTS 
Now, for the method described in Section 4, an implementation will be 
sketched and an example will be given to demonstrate numerical eficiency. 
If in the noninverse-monotone case to be considered unique solvability 
cannot be guaranteed, the program sends a message and discontinues the 
treatment of this example. The complete result for a computation of bounds 
consists of functions, e.g., in (3.48), which are determined for all x in [0, l] 
by giving the values of certain constants. Here, however, the distance of the 
bounds at x = 4 will be used since this is more direct information. It should 
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be mentioned, however, that the bounding functions, independently of the 
employed stepsizes, may be computed for any other x E [0, 11. If this value 
of x is not a machine number, it should be enclosed by an interval of 
machine numbers (as small as possible); the corresponding interval 
evaluation will yield a certain coarsening. 
In view of the fast convergence of procedures of higher order, double 
precision (about 18 decimal places) was used in the verification of the depen- 
dence on the stepsize as forecast by the theory. Since the triplex compiler of 
the UNIVAC 1108 at the computer center of the University of Karlsruhe can 
handle only single precision (about 8 decimal places), the “Langzahl- 
arithmetik” [ IO] (’ i.e., subroutines employing “long numbers” with arbitrary 
many digits) had to be used. Since there a conversion from (single- or 
double-precision) reals to Langzahlen and vice versa is implemented only in 
combination with input/output, computation of bounds was divided into two 
programs. 
As was mentioned in Section 3, cusps in the approximation z(x) in (3.8) 
cannot be avoided, if a coefficient cannot be computed exactly, e.g., if this is 
not a machine number. These finitely many cusps and the residuals in the 
differential equation generated by z have to be evaluated by means of 
interval arithmetic, according to the theory. A calculation of the residual for 
all values of the independent variable x in 0 <x < 1 can be accomplished in 
finitely many operations of computation if this is not executed separately for 
each value of x, but rather simultaneously for all x in small subintervals, by 
use of the familiar methods of interval mathematics, compare [4] or [ 121. 
The result of this procedure is valid for all x in a subinterval; however, it 
generally involves a coarsening. This may be kept arbitrarily small by an 
appropriate computational effort. Here, the residual was computed only at a 
fixed number [ of gridpoints. By varying c, a sufficiently large < for an 
individual example was found. Consequently, the cusps, too, were evaluated 
only with double precision. These are the only two weak points in the 
numerical treatment of computing the bounds. With correspondingly extra 
coding and computing effort the relevance of these points would disappear. 
The functions needed for correction of the residual and the cusps yield upper 
and lower bounds of the first derivative at the endpoints of the domains of 
the auxiliary problems. These intervals, together with the approximation, are 
transferred to the second program and in the input process, these data are 
transformed to triplex Langzahlen. The second program computes the 
solution of (4.9). 
Both of these programs are written in ALGOL and are available to the 
reader upon request. On computers like the Univac 1108, the second 
program should be run in conjunction with [IO]. Otherwise procedure coding 
has to be reworked for rounded-arithmetic operations for Langzahlen or, if 
this cannot be done, for single precision. 
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Due to the size of this paper, only one numerical example will be given 
here: 
-y” + (-30x - 10 + 5 sin 27rx)y 
= (n’ - 30x - 10 + 5 sin 27rx) sin 7rx, 
-y’(O) = --71, y’( 1) = -a. 
The right-hand side is chosen such that y = sin xx is a solution. This bvp is 
not inverse monotone since the boundary values, and as is easily seen, the 
right side in the differential equation, are less than zero. However, the 
solution is positive. The differences of the bounds at x = f, which were 
computed with a subdivision into four subintervals, are listed in the Table I 
showing dependency on the stepsizes and on the order of the procedure. 
Table II lists the quotients of successive differences of bounds of the same 
order. These are asymptotically forecast in the theory by the powers of 2 
listed in the first line of Table II. Obviously the departure from monotonicity 
in the last column is caused by rounding errors. 
It may be interesting also to compare the required computation times in 
seconds which are Iisted in the following table for the 12 cases of Table I. 
Order 2m 
Stepsize h 2 6 10 
l/4 0.912 2.01 3.09 
l/8 1.27 3.22 5.81 
l/16 1.97 5.46 9.04 
l/32 3.48 9.56 18.4 
Table I for this example shows in the first column (procedure of second 
order): a change of h = l/16 to h = l/32 results in a diminuation of the span 
by a factor almost equal to 4. One may reasonably assume that each further 
bisection will continue to result in a reduction by a factor of 4, if the 
calculation is executed with a sufficient number of digits. If this first column 
is extrapolated to the order of magnitude of 4.57,0-,2 then 17 further 
bisections were needed because of 4.57,0_12/1.18,,-,1, - 17.3. Since the 
computation time is nearly doubled with every bisection, the procedure of 
second order, for the same span of bounds, would require about 2l’ X 
3.48 set N 450,000 sec. An application of the procedure of 10th order, for 
the same accuracy needs only 18.4 set, i.e., it is about 25,000 times faster 
than the one with the order 2. 
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TABLE I 
Difference of Upper and Lower Bounds in x = : 
Stepsize h 2 
Order 2m 
6 
- 
10 
l/4 
a 1.34,, 2 6.60,, 
l/8 3.55 2.31,, a 7.47,” I) 
l/l6 4.98,,-, 3.77,,-, 7.89,, I, 
l/32 1.18,,-, 6.01,, 8 4.57,, 12 
’ Here, bounds could not be computed since, due to coarse bounds for the derivatives at the 
endpoints of the auxiliary problems, there occurred a singular matrix or the interval-arithmetic 
evaluation of (4.9) caused the breakdown due to an overestimation. The latter seems also to 
be the reason for the relatively large difference in the case of h = $ and order 2, and the large 
quotient 7.1. 
TABLE II 
Quotients of Successive Values of Differences 
for Fixed-order 2m (Theoretical and Computed) 
Order 2m 
22 = 4 2” = 64 2’O = 1024 
- 58.0 885. 
7.1 61.2 950. 
4.2 62.8 17.3 
Here, only varying orders of the same procedure have been compared. A 
comparison with other procedures is not given, since this is unreasonable 
unless bounds are computed. To enable such a comparison in principle, e.g., 
with the frequently used method of ordinary differences, it should be 
mentioned that for order two here, also, iterations are not involved in the 
computation of the coefficients and that (3.12) then is practically identical 
with the ordinary difference method, which is applied three times in order to 
get the general solution on each subinterval. 
As a review, the steps required in a computation of bounds of the solution 
in (4.1) are listed here: 
(1) Subdivision of [O, l] into k subintervals [x,,x,+,] so that a(x) hf 2 
-4 is satisfied everywhere, with xi + , - xI = h, . 
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(2) An atTine transformation of the subintervals (appearing in the 
auxiliary problems) to [0, 11. The transformed problems will now be called 
VP). 
(3) A computation of bounds for the solution of (TP) by: 
(3.1) The choice of an equidistant grid on [0, l] and an iterative 
computation of the coefficients in the candidate (3.8) for (TP), compare 
(3.9), (3.10) and (3.12). The iterative procedure just mentioned has been 
described prior to Theorem 5. The quality of the computed solution of (3.9), 
(3.10), (3.12), which still contains errors due to rounding and truncation, can 
be estimated conservatively by use of (3.39). 
(3.2) A computation of bounds for the cusps of (3.8) at the gridpoints 
as induced by the errors in (3.1) and a computation of the bounds for the 
residual in the differential equation as caused by the finite order of approx- 
imation and the numerical errors mentioned before. Subsequent o z, the 
correcting functions in (3.48) will be added, whose coefficients are defined as 
constant bounds for the cusps and the residual. Now, bounds s for the 
solution of (TP) are obtained. 
(3.3) From the bounds in (3.2), for (TP), which coincide at x = 0 and 
x = 1, there follow in (4.7a) bounds for the first derivatives of the solution of 
(TV 
(4) A composition of the 3k auxiliary problems (4.4) by solving the 
linear system with interval-valued coefficients (4.9). If (4) can be executed, 
(4.9) does not contain a singular system and (4.1) has exactly one solution 
which is bounded by the left-hand side in (4.10) and computed in (3) and 
(4). 
Remark. If the interval valued function in (4.10) is illustrated by a strip 
of functions in 0 < x < 1, then exactly all those functions are not excluded 
from uniquely solving (4.1) which belong to the class C’[O, I] and are 
contained in this strip. 
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