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Quantum mechanics is a highly successful fundamental theory which has passed every ex-
perimental test to date. Yet standard quantum mechanics fails to provide an adequate description
of measurement processes, which has long been rationalized with operationalist and positivist philo-
sophical arguments but is nevertheless a serious shortfall in a fundamental theory. In this dissertation
we introduce quantum mechanics with a discussion of the measurement problem. We then review
the de Broglie-Bohm pilot-wave formulation, a nonlocal hidden-variables theory where the state of
a quantum system is described by a configuration (independent of measurements) in addition to
the wave function, and we apply it to fundamental problems concerning black holes and the early
universe.
In de Broglie-Bohm theory, general initial conditions allow for deviations from the statistical
predictions of standard quantum mechanics. We review how the Born rule can be understood as the
result of an equilibration process for systems with sufficient mixing before proceeding to study the
implications of quantum nonequilibrium in various physical contexts.
In this work we show that small perturbations to a system are themselves insufficient to
drive relaxation to quantum equilibrium even over very long timescales. This has implications
for the potential survival of nonequilibrium in relic particles, and renders it unlikely that field
perturbations can be driven to equilibrium by small corrections to the Bunch-Davies vacuum during
inflation, allowing for the possible detection of imprints of nonequilibrium in the cosmic microwave
background. Using a simple model we also demonstrate how quantum nonequilibrium can propagate
nonlocally through entanglement, providing a mechanism for information flow from black holes. This
opens up a possible path to the resolution of the black hole information paradox by allowing for
information to be released in hidden variable degrees of freedom during black hole evaporation.
Finally, we consider whether features in the angular power spectrum of temperature anisotropies
ii
in the cosmic microwave background radiation could arise from quantum nonequilibrium initial
conditions. Preliminary results indicate that this approach can provide a natural explanation for
the power deficit anomaly at large angular scales, as well as oscillatory features in the same regime.
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1.1 Historical development of quantum mechanics
Quantum mechanics is a fundamental physical theory which describes the laws of nature at
the smallest length scales. Along with relativity, it was one of the great scientific revolutions at the
beginning of the twentieth century that upended the intuitive nineteenth-century classical picture
of the world, where space and time were conceptually distinct entities and there was little notion
of an overlap between particles and waves. Quantum theory is generally considered to have begun
with Max Planck’s postulation of the spectral radiance of a black body, which was presented to the
German Physical Society in 1900. Planck’s model improved upon Wien’s description and introduced
an empirically derived Planck constant h. The physical picture implied by Planck’s law was one
where energy was distributed among oscillator modes of frequency ν in integer multiples of hν.
Albert Einstein used quantization to explain puzzling aspects of the photoelectric effect in
1905 [1]. The absorption by atoms of discrete packets of radiation whose energy was proportional
to the frequency explained why the intensity of incident light did not appear to affect the energy
with which electrons were ejected from the metal, while light of shorter wavelengths would cause the
electrons to be ejected with greater energies. Since diffraction and interference constituted powerful
evidence for the wave theory of light, while the quanta of Planck and Einstein resembled particles,
1
the concept of wave-particle duality emerged in this context.
Quantization was used for further successes such as Bohr’s model of the hydrogen atom [2]
and it was clear by the 1920s that an altogether new theory of physics at atomic and sub-atomic
scales was necessary. In his 1924 PhD thesis, Louis de Broglie published such a new theory of
dynamics where particles were guided by waves, an early version of his pilot-wave theory [3]. Other
quantum theories developed in the mid-1920s were the matrix mechanics of Bohr, Heisenberg and
Jordan [4–6] and Schrödinger’s wave mechanics [7, 8]. Schrödinger used his famous equation, now
known as the Schrödinger equation, to derive the energy levels of the electron in a hydrogen atom.




Ψ(r, t) = − ~
2
2m
∇2Ψ(r, t) + V (r, t)Ψ (1.1)
where Ψ was referred to as the wave function, an object which would describe the state of a quantum
system. The meaning and interpretation of the wave function became a matter of great debate that
continues to the present day.
The Fifth Solvay Conference in 1927 featured extensive discussions on pilot-wave theory,
as well as matrix mechanics and wave mechanics [9, 10]. The participants of the conference never
arrived at a consensus view regarding the formulation and interpretation of quantum theory, and
vigorous debate over the foundations continued into the 1930s, with the Einstein-Podolsky-Rosen
argument [11] and Schrödinger’s thought experiment involving a cat in a box [12] achieving partic-
ular prominence. An operationalist interpretation based largely on the views of Bohr and Heisen-
berg gradually took hold in the wider physics community, while opponents such as Einstein and
Schrödinger grappled with confounding questions. This is known as the ‘Copenhagen interpreta-
tion’ due to Bohr and Heisenberg’s collaboration at the Niels Bohr Institute in Copenhagen, and
remains the form in which quantum mechanics is predominantly used and taught today. Although
the Copenhagen interpretation lacks a canonical source enumerating its tenets, there is a broad
understanding of its positions regarding most key questions among physicists, and its widespread
use is generally justified by its operational simplicity and lack of conflict with experiments to date.
We now lay out the Copenhagen interpretation of quantum mechanics in Section 1.2.
2
1.2 Copenhagen interpretation
The Copenhagen interpretation is one of the most recognizable, as well as popular, forms in
which quantum mechanics is understood among physicists. In a survey of 33 researchers interested
in the foundations of quantum mechanics, carried out at a conference in Traunkirchen, Austria, the
Copenhagen interpretation was chosen as a personal favorite by 42% of the respondents [13]. It is
also the form in which quantum mechanics is most commonly introduced, typically to undergraduate
students. It is thus worth going over what may be considered the postulates of this interpretation.
We would like to reiterate that the following postulates were not listed as a canonical formu-
lation of quantum theory by Bohr, Heisenberg, or any of the other luminaries mentioned earlier in
this chapter. Rather, quantum mechanics as it was developed with the matrix approach of Heisen-
berg, Born, and Jordan under Bohr’s influence came to be loosely referred to as the ‘Copenhagen
school’. In fact the standard formulation below uses the Schrödinger picture rather than Heisenberg’s
time-evolving operators, while Schrödinger never reconciled with such an operationalist interpreta-
tion. Here it is also convenient to use Paul Dirac’s abstract bra-ket notation. Since most popular
quantum mechanics textbooks introduce the theory with these postulates and researchers outside of
the quantum foundations field generally use them as the working theory, they collectively deserve a
familiar name and Copenhagen is the established one.
1. The state of a quantum system is represented by a vector in a Hilbert space, |Ψ >, also known
as the wave function. All information regarding the state of the system is contained in the
wave function itself.
2. During ordinary (quantum) processes, the state Ψ is subject to a Hamiltonian Ĥ and evolves




|Ψ >= Ĥ|Ψ > . (1.2)
3. A measurement involves the interaction of a quantum system with a laboratory apparatus,
which can be treated as classical. The smooth evolution of the quantum state according to
the Schrödinger equation no longer applies.
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4. Physical observables are represented by Hermitian operators Â, which have real eigenvalues
ai and corresponding eigenstates |Φi >. These eigenvalues are the possible outcomes when
measurements of the observable are carried out.
5. For a measurement of observable Â on a quantum system with state |Ψ >, the probability of
obtaining outcome ai is given by | < Φi|Ψ > |2 and the wave function after the measurement
collapses to the eigenstate |Φi >.
6. It is considered physically meaningless to ask questions about the values of observables when
they are not being measured. For example, an electron with a spread-out wave function does
not have a definite position outside of the context of a position measurement.
The above statements would not be considered controversial by any practitioner of standard
Copenhagen quantum mechanics. The postulates dealing with measurement essentially necessitate
an operationalist interpretation, because a sharp distinction is drawn between ordinary processes
and ‘measurements’, and during the latter the quantum state is said to change in a non-unitary and
probabilistic manner. The natural questions raised by the presence of such axioms in a fundamental
theory can only be dismissed if agreement with experiment is seen as the sole measure of the theory’s
value, and such agreement is taken as not just proof of operational validity but the revelation of
fundamental truths about physical reality, or the lack of one. (For example, a quote attributed to
Bohr by Aage Petersen: “There is no quantum world. There is only an abstract quantum physical
description. It is wrong to think that the task of physics is to find out how nature is. Physics
concerns what we can say about nature.” [14].)
1.3 The measurement problem
The special status of measurements in the Copenhagen interpretation raises a littany of
questions. It is convenient to begin with a discussion of Schrödinger’s cat, the famous thought
experiment published by Schrödinger in 1935 [12] following suggestions given by Einstein in the two
men’s private correspondence. The Schrödinger’s cat scenario forces us to confront the fact that the
fundamental weirdness of quantum mechanics cannot be thought of as confined to the microscopic
realm, with a separate classical world of macroscopic objects operating by familiar and intuitive
rules.
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Schrödinger asked readers to consider a cat confined to a box which also contained a small
amount of radioactive material and a mechanism for releasing a deadly gas upon the first decay of a
radioactive atom. In a period of one hour, there would be a fifty-fifty chance that an atomic decay
had taken place. The atoms must then be in a quantum superposition of states with and states
without a decay, but did it then follow that the state of the cat was a superposition of “dead” and
“alive” configurations? Macroscopic objects like cats were never seen in superpositions of radically
different states such as dead and alive. If we were to carry out such an experiment and open the
box, we would see the cat lying either dead or alive. Did quantum mechanics predict that the cat
would be in a superposition until an observer looked into the box, or was the cat’s classical nature
sufficient to collapse the atomic wave function prior to the intervention of any observer?
Schrödinger’s question goes to the heart of the measurement problem, also illustrated by the
thought experiment ‘Wigner’s friend’. Eugene Wigner imagined a friend performing a measurement
on a quantum system in a superposition state, which would have two possible results with their
corresponding collapse states [15]. His friend would assign the quantum system a collapsed state
as soon as he saw the result of his measurement, but until Wigner knew the result, he would have
to assign a superposition state to the entire object of his observations (his friend and the quantum
system). To avoid a contradiction, one of the observers would have to be privileged over the other
for the purpose of assigning the ‘correct’ quantum state to the system, even though both observers
had correctly applied the rules of quantum mechanics.
The measurement problem is thus centered around the emergence of classical measurement
outcomes and the so-called collapse of the wave function. Note that wave function collapse is a
boon for the testability of quantum mechanics, since quantum systems are in known states after
post-measurement collapse. (For example, all particles in one wing of a Stern-Gerlach apparatus
are in the same spin state after the incoming beam is deflected by a magnetic field and split in two,
effectively “measuring” the spin component of each particle along the field direction. This wing can
be used as an ensemble of quantum particles with the same initial spin wave function to make and
verify statistical predictions for a future measurement.) However, when ‘measurement’ processes
are given special status in a fundamental theory, and acts of observation are said to cause drastic
changes to the system’s state without any model or account of the system-apparatus interaction,
this is simply incompatible with the theory’s completeness and consistency. Such is the case even
for an operationalist interpretation where the wave function is merely an effective calculational tool
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for describing the real world and the postulates of quantum mechanics simply describe how to use
and keep track of it - this may sidestep thorny philosophical questions but is also silent on eminently
physical questions. A formulation of quantum theory can only be considered complete and consistent
if it satisfactorily addresses the measurement problem.
We now briefly discuss quantum decoherence in this context, since one often encounters
the misconception that decoherence solves the measurement problem. Quantum decoherence is the
phenomenon by which a quantum system becomes entangled with its environment, so that its wave
function branches can no longer interfere with each other. For example, consider a spin-1/2 particle




(| ↑> +eiφ| ↓>).
Here φ is the relative phase factor between the two branches of the wave function and
it certainly has a physical role, since it affects probabilities of outcomes for spin measurements
along directions other than z. However, consider the interaction of this particle with a macroscopic
apparatus in such a manner that the two branches become coupled to states of the apparatus with
zero overlap. For example, if the apparatus started in the state |Ai >, we might then have the joint




(| ↑> |A↑ > +eiχ| ↓> |A↓ > .
Measurement is thought to be an example of such an interaction, since the final states of
the measuring apparatus corresponding to the quantum system’s branches (which an observer can
‘read’) have very little overlap. Now the relative phase factor χ between the two branches of |Ψf >,
in the combined Hilbert space, is of little consequence. There is no prospect of an experiment
involving the different branches of Ψf that brings χ into play. The density matrix of the spin-1/2
particle, obtained by tracing over the apparatus in the joint density matrix, is the same regardless
of the value of χ. Thus the quantum system suffers a loss of coherence upon interacting with a
classical environment.
However, decoherence merely replaces the question of when a quantum system’s wave func-
tion collapses with the unanswered question of when collapse occurs for the system-apparatus com-
bination. Even if the states of the measuring apparatus in branch are orthogonal and correspond to
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our classical intuitions, the fact remains that we observe only one of those states while decoherence
still leaves us with a superposition, albeit one where the branches are highly unlikely to ever interfere
with each other.
Thus, decoherence fails as a simple resolution of the measurement problem within the Copen-
hagen framework. It is clear that a significantly different formulation of quantum theory is needed
to exorcise the problem, and several have been proposed. We list some of them in the final section
of this chapter.
1.4 Formulations without a measurement problem
A clear split among the various formulations of quantum theory as a fundamental theory
(formulations that purport to answer all physical questions, at least in principle) is on the question
of wave function collapse, since there are essentially just two positions to be taken on it. The first
is that wave functions sometimes do evolve in non-unitary probabilistic fashion, i.e. wave function
collapse is a real phenomenon. The other is that true collapse does not occur, and the apparent
collapse of the wave function after measurements can be explained through other means.
Formulations in the first camp are known as objective-collapse theories, with the Ghirardi-
Rimini-Weber (GRW) theory [16] and the Penrose interpretation [17] being the most prominent
examples. In the GRW theory, wave function collapse occurs spontaneously but is extremely rare
for individual quantum particles. Macroscopic classical objects are modeled as aggregations of a
large number of particles all entangled with one another. With such a large number of particles
it is overwhelmingly likely that a collapse takes place, thus collapsing and localizing the entire
system. The Penrose interpretation takes a different approach, linking wave function collapse to the
gravitational effect of a system in Einstein’s general relativity reaching a threshold value.
In the second camp of theories without wave function collapse, two of the most well-known
members are the Many Worlds of Hugh Everett [18] and the previously mentioned pilot-wave theory.
The Many Worlds interpretation is unique in having just one postulate – the Schrödinger equation
for the evolution of the universal wave function. Every ‘branch’ of the wave function is interpreted
as a separate universe, thus ensuring that every quantum mechanical possibility is realized in some
timeline, and obviating the need for wave function collapse. In pilot-wave theory, a system is
described by a configuration in addition to the wave function and every measurement is ultimately
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a measurement of a configuration, such as the position of a pointer on a measuring device (more on
this in Chapter 2). As stated in Section 1.1, pilot-wave theory was first proposed by Louis de Broglie,
but its lukewarm reception at the Fifth Solvay Conference nearly caused de Broglie to abandon the
theory until David Bohm’s publications in 1952 [21,22] rejuvenated his convictions. To highlight de
Broglie’s original contributions and Bohm’s crucial role in its revival, pilot-wave theory is referred
to as de Broglie-Bohm theory, a term we will use henceforth.
In the quantum foundations community, debates on the merits and drawbacks of various
formulations continue to be waged and those details are beyond the scope of this dissertation. The
remainder of this thesis will be devoted to de Broglie-Bohm theory, to which we give a comprehensive
introduction in Chapter 2. Following a brief review in Chapter 3 of relevant results in the literature,




Review of de Broglie-Bohm theory
In this chapter we give an introduction to de Broglie-Bohm theory, covering the fundamentals
and the material required for later chapters. We use the formalism and symbol conventions in
ref. [19].
As stated in Chapter 1, de Broglie-Bohm theory is a formulation of quantum theory in which
the state of a system is completely described by a wave function ψ and an actual configuration q. The
wave function is an ontologically real complex-valued object in configuration space which evolves





as in standard quantum mechanics (here we set ~ = 1). The dynamics of the system configuration







Here j is the quantum probability current, obtained from the continuity equation obeyed by |ψ|2
∂|ψ|2
∂t
+ ∂qj = 0. (2.3)
The velocity field v for |ψ|2 can be found by comparing (2.3) with the standard form of a continuity
equation for a general flow F
∂F
∂t
+ ∂q(Fv) = 0
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giving v = j/|ψ|2. Thus in de Broglie-Bohm theory the system configurations are guided by the same
velocity field as |ψ|2. In general, the velocity field is dependent on the Hamiltonian of the system
and a procedure to determine the velocity field for an arbitrary Hamiltonian is given in ref. [20].
For a single nonrelativistic particle of mass m, the configuration q is simply the particle
position x(t). The wave function ψ is an object in 3-space, which is the configuration space of the
system. Let ψ = |ψ|eiS . If the Hamiltonian has the standard kinetic term and a potential V , we








∇2 + V (x)
)
ψ(x, t). (2.4)

















More generally, for a system of N particles in 3-space the configurations are the particle
positions xi(t), i = 1, 2, ..., N and the wave function ψ = ψ(xi, t) is an object in the 3N -dimensional













+ V (x1, ...,xN )
)







where S is the phase of the total wave function. The particle trajectories in configuration space are
thus orthogonal to the surfaces of constant phase.
The nonlocality of the theory is evident in the above multi-particle description, since the
guiding velocity at any time for one particle depends in general on the entire system configuration
at that time. Thus distant particles can directly influence each other if their wave function is not
10
separable – the phenomenon of quantum entanglement.
We will now examine an important connection between the phase of the wave function and
Hamilton’s principal function in classical mechanics.
2.1 Hamilton-Jacobi equation and quantum potential
In the Lagrangian formulation of classical mechanics, the configuration of a system is spec-
ified by generalized coordinates qi, which we will henceforth abbreviate as q for convenience. A





dt L(q, q̇, t). (2.9)
Hamilton’s principle stipulates that the action be stationary about an infinitesimal variation δq(t)















and a Hamiltonian H on the the phase space of coordinates and momenta
H = pq̇ − L (2.12)





, ṗ = −∂H
∂q
. (2.13)
These are respectively the Lagrangian and Hamiltonian formulations of classical mechanics.
However, the approach that is considered closest to quantum mechanics, and of particular relevance
to de Broglie-Bohm theory, is the Hamilton-Jacobi formulation. From equation (2.9) we define
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for trajectories that satisfy the Euler-Lagrange equation. Considering infinitesimal variations of








Equation (2.15) can be used to substitute ∂S/∂q for momenta p in the Hamiltonian. Equa-
tion (2.16) is known as the Hamilton-Jacobi equation, and its solution leads naturally to the con-
served quantities of the motion. The function S can also be thought of as the generating function
for a canonical transformation which yields new coordinates Q and P with trivial dynamics (i.e.
they remain constant in time and the Hamiltonian vanishes in these coordinates).
For a system of N particles with positions xi(t), with a Hamiltonian composed of the











+ V (x1, ...,xN ) = 0. (2.17)
We now demonstrate the connection with quantum mechanics, temporarily reintroducing
factors of ~ for clarity. The Schrödinger equation (2.7) can be broken up into its real and imaginary
parts using the polar form for the wave function ψ = |ψ|eiS/~, so that S is now the phase multiplied
by ~. This ensures that the S function has the same dimensions as Hamilton’s principal function.
We obtain two equations, one of which is simply the continuity equation for |ψ|2 discussed above
(its extension to the multi-particle case is trivial). The other equation involving the time-derivative






























This term Q was identified by David Bohm in his 1952 papers [21] [22] and defined to be the quantum
potential. The quantum potential has a direct dependence on only the wave function and not on
external factors. In the ‘classical limit’ ~→ 0, S obeys the classical Hamilton-Jacobi equation.
The quantum potential can be considered on the same footing as the classical potential V
in the context of particle trajectories, as can be seen from the following brief derivation where we







+ V +Q = 0.









∇S +∇(V +Q) = 0.






(mv) +∇(V +Q) = 0.
The operator ∂/∂t+(v.∇) is equivalent to taking the total time derivative along a trajectory,
as it captures the full time-dependence of a quantity varying with space and time. Thus along particle
trajectories we have the force-like equation
d
dt
(mv) = −∇(V +Q). (2.20)
As equation (2.20) demonstrates, the particle moves as if it is influenced by a quantum potential Q
in addition to the classical potential V . In theory (2.20) can be treated as the equation of motion
rather than the guidance equation, so that the dynamics becomes second-order, as was the choice
made by Bohm in refs. [21,22]. However in this dynamics the recovery of the predictions of standard
quantum mechanics from de Broglie-Bohm theory, which will be discussed in the next section and
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subsequent chapters, is not possible for sufficiently general initial conditions [23].
2.2 Born rule and quantum equilibrium
Thus far we have seen that the wave function ψ in de Broglie-Bohm theory obeys the
Schrödinger equation, and the system configuration q evolves according to the guidance equation.
However, quantum mechanics makes statistical predictions for measurements performed on an en-
semble of systems with the same wave function. In particular the Born rule dictates that |ψ|2 is
interpreted as a probability distribution.
For a theory where the state of a system is specified by the wave function and an actual
configuration, the initial wave function ψ(0) and the initial configuration q(0) must be considered
independent of each other. As such, there is no reason why the preparation of an ensemble of systems
with wave function ψ must imply a particular distribution for their configurations. However, if the
Born rule is to be satisfied at all times as a law of physics, it follows that the distribution of
configurations ρ(q, t) must match the Born distribution |ψ(q, t)|2 at any time t. For this to be the
case, it is sufficient that
ρ(q, 0) = |ψ(q, 0)|2, (2.21)
a restriction known as quantum equilibrium. Since the velocity field for the system configuration was
derived from the continuity equation for |ψ|2, the distribution ρ obeys the same continuity equation.
Thus the condition (2.21) is sufficient to ensure that the Born rule is satisfied at all future times.
The quantum equilibrium condition can be treated as one of the postulates of de Broglie-
Bohm theory in order to ensure perfect agreement with standard quantum mechanics, but doing
so is undesirable for a couple of reasons. First, it introduces an artificial restriction on logically
independent initial conditions, which renders a theory unattractive. We briefly comment on an
alternative approach to understanding the Born rule in pilot-wave theory. Beginning with ref. [24],
it has been argued that the Born rule is obtained for subsystems in a ‘typical’ universe (see also
ref. [25]). However, as noted in refs. [26, 27], this conclusion depends on defining ‘typicality’ (or
probability) with respect to the Born-rule measure |ψ|2 where ψ is the wave function for the whole
universe. Other choices, such as |ψ|4, yield different typical distributions for subsystems. Thus
quantum equilibrium for subsystems is indeed ‘typical’ (has unit measure) with respect to the global
Born-rule measure |ψ|2; but equally it is ‘untypical’ (has vanishing measure) with respect to a global
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non-Born-rule measure. In effect, in this alternative approach it is assumed that initial conditions
are chosen randomly with respect to |ψ|2. We see no reason to assume this. Pilot-wave dynamics
is a deterministic theory whose initial conditions are in principle arbitrary. The question of what
the initial conditions for our universe actually were, and in particular of whether subsystems were
initially in quantum equilibrium or not, is ultimately an empirical question that can be settled only
by cosmological or astrophysical observations [27–30].
Furthermore, relaxing the condition (2.21) opens up an opportunity to make the theory
distinguishable from standard quantum mechanics, assuming the overwhelming applicability of the
Born rule can be justified by other means. If this is feasible, we would have a theory with fewer
axioms and a dynamical explanation of one of the central postulates of quantum mechanics, which is
also testable in the appropriate regimes. Thus we will henceforth consider quantum nonequilibrium,
where in general ρ(0) 6= |ψ(0)|2, to be a part of de Broglie-Bohm theory.
The question to be immediately addressed is whether a nonlocal theory without any restric-
tions on initial conditions can still be consistent with the Born rule of standard quantum mechanics
and the apparent impossibility of superluminal signaling.
2.3 Quantum nonequilibrium and dynamical relaxation
The relaxation of general systems (subject to reasonable assumptions) towards quantum
equilibrium ρ = |ψ|2 will be demostrated in this section with a H-theorem analogous to those in
classical statistical mechanics. Ludwig Boltzmann first published the original H-theorem in 1872 as
a derivation of entropy increase in thermodynamics and a justification for the Maxwell-Boltzmann
distribution of kinetic energies among gas molecules [31]. Boltzmann defined a quantity H using the
distribution f(E) of molecular kinetic energies, and argued that under certain assumptions known
as molecular chaos, H would decrease until it reached its minimum possible value, which was for
the Maxwell-Boltzmann distribution.
The publication of the theorem sparked debate and discussion on the validity of the reasoning
and prompted a counter-argument in the form of Loschmidt’s paradox, which questioned how time-
reversible dynamics could produce general time-asymmetric results such as the H-theorem. Josef
Loschmidt pointed out that for any time-evolution of molecular states, its reverse was also permitted
under Newtonian physics, thus ensuring that each evolution leading to a decrease in H would have a
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valid counterpart where H increased [32]. Boltzmann accepted Loschmidt’s argument, but claimed
that the initial states required for such increases in H to occur were highly unlikely in practice,
requiring almost conspiratorial correlations among particle positions and velocities. However, since
such initial conditions were certainly possible in theory, Boltzmann’s H-theorem was shown to
depend on an assumption that systems started out in states of low entropy in addition to molecular
chaos. Other objections to Boltzmann’s theorem included the Poincaré recurrence of the initial
state, which would contradict the idea of purely decreasing H, albeit after extremely long times
(greater than the age of the universe) for macroscopic systems [32].
The process of entropy increase for a probability distribution over state space described by
Josiah Willard Gibbs in 1902 [33] is closer in relevance to our quantum mechanical H-theorem. The
distribution evolves in time according to Liouville’s equation, and the process is again time-reversible.
Gibbs’ H-function is defined by
H =
∫
dΩ p ln p (2.22)
where
∫
dΩ is an integral over the state space and p is the probability distribution. When individual
trajectories are sufficiently spread out and complex, an initially compact distribution travels all over
the allowed portion of state space and approaches an equilibrium distribution at the coarse-grained
level, though at infinite resolution the state space volume of the distribution is always conserved and
the trajectories can be reversed. This apparent equilibration process, or relaxation, corresponds to
a decreasing trend in time for the value of the coarse-grained Gibbs H-function, denoted by H̄. The
coarse-graining of the state space can be interpreted as the limits on the resolution one has access
to in the real world while studying ensembles of such systems. While H̄ is shown to decrease for
initial conditions without fine structure, the extent to which relaxation takes place depends on the
amount of mixing brought about by the trajectories.
We now demonstrate the analogous process for de Broglie-Bohm dynamics, recapitulating
the proof from ref. [34]. We consider a system with a large number of degrees of freedom - the
example used is a collection of N particles where N is large. The configuration of the system is
represented by a point q in the 3N -dimensional configuration space, specifying the positions of all the
particles. The wave function is represented by Ψ(q) and the probability density over configurations
by P (q). Our goal is to first prove that the equilibrium condition P = |Ψ|2 will be attained at the
coarse-grained level, following which we can show that single particles extracted from the collection
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and prepared in a state with wave function ψ will satisfy a distribution ρ = |ψ|2. Since all laboratory
experiments are performed on particles which are in reality part of large and complex interacting
systems, such a proof will suffice to explain the adherence of quantum experimental observations to
the Born rule.
The wave function of the complex system Ψ evolves according to the Schrödinger equation,
and the configuration obeys a guidance equation
dq
dt
= v(q, t) (2.23)
where v is the velocity field obtained from the continuity equation for |Ψ|2, as explained at the start
of Section 2. The distribution P also obeys an identical continuity equation with velocity field v.





Since P and |Ψ|2 obey the same continuity equations, the value of f is preserved along trajectories.
This can be visualized heuristically as two elements initially located at q0, one weighted by |Ψ(q0, 0)|2
and the other by P (q0, 0), both traveling to the same final positions qt and having the same final






+ (V.∇q)f = 0. (2.25)
We make use of this result to define a ‘subquantum’ H-function whose coarse-grained value obeys a
H-theorem.
In classical statistical mechanics, Gibbs’ H-function is as defined in equation (2.22). The
terms involved in the definition, the phase space volume element dΩ and the probability p, are both
preserved along system trajectories in Hamiltonian dynamics (Liouville’s theorem). We have already
seen that f is similarly preserved along trajectories in de Broglie-Bohm dynamics, indicating that
f will be the analog of p. Also, for a general probability distribution P , the infinitesimal number of
systems which occupy a configuration space volume element dΣ is given by PdΣ = |Ψ|2fdΣ. Since
this number must be preserved along trajectories, as is f , it follows that |Ψ|2dΣ is also preserved
along trajectories and is hence the analog of the phase space volume element dΩ. Thus we have the
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motivation to define the subquantum H-function
H =
∫
dΣ |Ψ|2 f lnf =
∫
dΣ P ln(P/|Ψ|2) (2.26)
whose exact value remains constant, as is the case for the classical Gibbs H-function. We now
introduce the notion of coarse-graining.
Let the configuration space be divided into small cells of volume δV , so that the coarse-











We have essentially defined distributions P̄ and |Ψ|2 which have constant values throughout each
cell, and whose value in a particular cell is given by averaging P and |Ψ|2 respectively over that cell.
We also define the quantity f̃ = P̄ /|Ψ|2. The coarse-grained H-function is thus given by
H̄ =
∫
dΣ P̄ ln(P̄ /|Ψ|2) =
∫
dΣ P̄ lnf̃ . (2.28)
We now show that this function decreases with time. A crucial assumption is that the initial
wave function and distribution lack microstructure, so that for adequately small δV we have
P̄ (0) = P (0), |Ψ|2(0) = |Ψ|2(0), H̄(0) = H(0). (2.29)
Now we see that
H̄(0)− H̄(t) =
∫
dΣ P̄ (0) lnf̃(0)−
∫
dΣ P̄ (t) lnf̃(t).
We have H̄(0) = H(0) from (2.29), and H(t) = H(0) since the fine-grained H remains preserved.
Also, the value of f̃ is constant in each cell. Using all of these relations and dropping the argument
t for function values at time t, we then have
H̄(0)− H̄ =
∫
dΣ P ln(f/f̃) =
∫
dΣ |Ψ|2 f ln(f/f̃). (2.30)
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Since f̃ is constant in each cell, we see that
∫
dΣ |Ψ|2(f̃ − f) =
∫
dΣ |Ψ|2 f̃ −
∫
dΣ |Ψ|2 f = 1− 1 = 0. (2.31)
Hence the left hand side of (2.31) can be added to the right hand side of equation (2.30), so that
H̄(0)− H̄ =
∫
dΣ |Ψ|2 (f ln(f/f̃) + f̃ − f).
It can be shown using elementary mathematical methods (specifically, the inequality u ≥ ln(1 + u))
that for any positive values f and f̃ , the expression f ln(f/f̃) + f̃ −f ≥ 0. Then we have shown that
H̄(0)− H̄(t) ≥ 0.
This means the coarse-grained H-function will continue to decrease until the distribution P acquires
so much fine structure that the assumption (2.29) is no longer valid. The minimum value of H
is zero, which occurs when P and |Ψ|2 are identical to each other. The exact H always remains
constant, so a value of zero is only possible when P (0) = |Ψ(0)|2. However, when the distributions
have become indistinguishable on the coarse-grained level so that P̄ = |Ψ|2, H̄ reaches its minimum
value of zero. We have only shown that H̄ decreases with time, so we have yet to address whether
H̄ drops to zero. Indeed this is not the case for all systems, as will be discussed in more detail
in Chapter 3. For now we just state that for sufficiently large and complex systems, H̄ → 0 so
that P̄ = |Ψ|2. Since the coarse-graining is often at the limiting scale which can be experimentally
probed, meaning that P̄ = |Ψ|2 implies P = |Ψ|2 for all practical purposes, we will henceforth refer
to the result as P = |Ψ|2.
We now briefly discuss why this means single systems prepared with wave function ψ follow
a distribution ρ = |ψ|2. A full treatment is given in [34], but the argument can be summarized
as follows. System preparation is usually carried out by extracting a single particle (or analagous
quantum system) from a complicated entity with a large number of degrees of freedom, of the kind
for which we have just shown P = |Ψ|2. The single system is then subject to an observation so that
the post-observation wave function is known to be ψ, the eigenstate corresponding to the observed
outcome. In de Broglie-Bohm theory, this process can be understood as the splitting of the wave
function into disjoint packets which will no longer interfere with each other, unless subjected to
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conspiratorial processes extremely difficult to realize in practice. A more detailed discussion of
measurements will be given in the next section.
Once the wave packets separate, the large collection of particles will be confined to a packet
where ψ factors out. The dynamics of the system under consideration will then depend on ψ alone,
while the condition P = |Ψ|2 in every packet guarantees that ρ = |ψ|2. Since every atom used in
laboratory experiments has a long history as part of immensely complex systems, we have good
reason to expect ρ = |ψ|2 in the lab.
2.4 Measurements in de Broglie-Bohm theory
As discussed in Chapter 1, the central flaw of the Copenhagen interpretation is its failure to
model measurements within the theory’s framework, instead elevating them to special status where
the standard rules of quantum system evolution go on hiatus. By contast, in de Broglie-Bohm theory,
measurements are modeled as specific interactions between system and measuring apparatus, where
the Schrödinger and guidance equations continue to hold. The apparent collapse of the wave function
and the Born probability rule for measurement outcomes are explained using a simple measurement
model, fleshed out below (we now treat ρ = |ψ|2 as justified).
As we previously saw in this chapter, the configuration of a quantum particle is identified
with its position. Every de Broglie-Bohm model of a quantum system needs such a continuous
‘hidden’ variable to provide the configuration space on which the guidance equation takes effect.
For measurements of the configuration variable itself, such as a particle position, we posit that the
values of the variables are straightforwardly accessible when we observe them. Although one of
course cannot directly ‘see’ electron positions using one’s eyes, what we mean is that for classical
objects which appear to be in particular locations, we are indeed looking at the aggregate effect of
localized system configurations, i.e. particle positions. In other words, our observations of the world,
which can ultimately be traced to our senses (primarily eyesight), involve direct observations of de
Broglie-Bohm system configurations such as the positions of the particles that constitute a pointer
needle on a scale, etc..
In our model of measurements, we will thus consider the ultimate outcome of a measurement
to be identifiable from the directly observable configuration of a ‘pointer apparatus’. For convenience
of writing and the reader’s ease of understanding, we will treat the system and the apparatus
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as particles moving in one dimension, though the model can be trivially extended to our three-
dimensional world.
Let the position of the system be denoted by xS and the position of the pointer apparatus
by xA. The initial wave function of the system is given by ψ0(xS), and the initial wave function
of the pointer is a sharply peaked function χ0(xA). Thus the pointer is initially localized around a
particular position, say q0, which is apparent to us when we observe it. Let the total wave function
of the system and apparatus at any time be denoted by Ψ(xS , xA, t).
Consider a measurement of an observable of the system ÔS , which has real non-degenerate
eigenvalues ak and corresonding eigenfunctions φk, so that ÔSφk(xS) = akφk(xS). The interaction
Hamiltonian corresponding to such a measurement is given by
Ĥint = g ÔS p̂A, (2.32)
where g is a suitably large coupling constant with the appropriate dimensions and p̂A = −i∂/∂xA is
the momentum of the pointer. The interaction takes place over a short period of time, during which
other terms in the Hamiltonian are negligible (hence the need for g to be large). This causes an
almost impulsive change to the position of the pointer and yields the outcome of the measurement,
where a particular value of ÔS is inferred from the new pointer position. Heuristically, this is
analogous to how the value of a measured quantity can be obtained from the deflection of a needle
on a calibrated measuring scale.
We now consider the case where the system’s initial wave function is an eigenstate of ÔS












For the initial wave function Ψ(0) = φk(xS)χ0(xA), the solution
Ψ(xS , xA, t) = φk(xA)χ0(xA − gakt) (2.34)






= −g ak χ′0(xA − gakt) φk(xS).
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Thus, after interaction time ∆t, the wave function of the system is still φk(xS) (as expected)
and the wave function of the pointer apparatus is χ0(xA − gak∆t). Since χ0(xA) was said to be
sharply peaked about position q0, the post-measurement pointer wave function is sharply peaked
about position qk = q0 + gak∆t. The change in the position of the pointer is proportional to the
eigenvalue ak, with clearly different final positions for different k as long as χ0 is sufficiently narrow
and g∆t sufficiently large. The result of the measurement, ak, is then readable from the final position
of the pointer. It is also clear that since the system and the pointer are in quantum equilibrium, the
result will be ak with a probability of 1, as one would expect from the measurement of an observable
on its eigenstate.
Consider now a general initial wave function ψ0. Since the set of eigenfunctions φk forms a




k |ck|2 = 1. From the linearity of the unitary
evolution brought about by the Schrödinger equation (2.33), the wave function at time t is then
Ψ(xA, xS , t) =
∑
k
ckφk(xS)χ0(xA − gakt). (2.35)
Once again, we consider time ∆t such that g∆t is sufficiently large to separate the packets centered
around the pointer positions qk = q0 + gak∆t for various k. The final wave function is then an
entangled superposition of disjoint packets in the two-dimensional configuration space (with coor-
dinates xS and xA). The actual configuration of the system and pointer lies within one of these
packets, and the pointer’s actual position is revealed upon observation, yielding a result ak. Since
the system and pointer are in quantum equilibrium throughout, the final probability distribution of
their actual configuration matches |Ψ|2 and in particular the probability that the pointer position
is in the vicinity of qk is |ck|2. Thus the probability of measuring outcome ak is given by |ck|2, in
accordance with the Born rule. Further, the disjoint packets are highly unlikely to interfere with
each other in the aftermath of the measurement, so that the evolution of xS is now only guided
by the wave packet containing the actual configuration. Since φk(xS) can be factored out in this
packet, we have an effective collapse of the system wave function to the eigenfunction corresponding
to the measurement outcome.
We briefly examine the evolution of the actual configuration, dictated by the guidance
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From the procedure laid out in the beginning of this chapter, i.e. obtaining the velocity field from







(For the system position xS , the evolution is trivial - there is no velocity field during the interaction.)
When the system wave function is an eigenfunction φk, the pointer moves with constant velocity
gak during the measurement interaction, ending at position qk as stated above. For other initial
system wave functions, the velocity of the pointer at any time (and hence also its final position)
depends on the position of the system xS . In the general case it is not possible to provide a simple
account of how the pointer reaches its ultimate position, but we know that the actual distribution
of the pointer’s final positions must match the marginal distribution implied by the Born rule since
the actual joint distribution obeys the same continuity equation as |Ψ|2.
Building on the previous section where we gave an argument for expecting ρ = |ψ|2 in
observations of laboratory systems, we have now provided a simple model of a measurement process
which reproduces the Born probabilities for measurement outcomes and the apparent collapse of the
wave function, without postulating them as axioms in conflict with Schrödinger evolution.
In the next chapter, we will study in detail the relaxation process for simple systems with
a focus on the conditions under which it proceeds to completion or saturates. For now we shift our
focus to quantum field theories in the de Broglie-Bohm formulation.
2.5 De Broglie-Bohm field theory
For simplicity, we describe here the pilot-wave theory of a massless and spinless real scalar
field. Let the field value at position x and time t be denoted by φ(x, t). The classical Lagrangian

















We then have the Hamiltonian density
H = πφ̇− L = 1
2





The classical Hamilton-Jacobi approach proceeds by defining Hamilton’s principal functional S[φ]
which takes as its argument the entire field configuration φ. We then make the identification π =
















The Euler-Lagrange equation for the classical field is
∂2φ
∂t2
−∇2φ = φ = 0. (2.42)
To quantize the field, we promote φ(x) and π(x) to operators and impose the commutation
relations
[φ̂(x), π̂(x′)] = iδ(x− x′); [φ̂(x), φ̂(x′)] = [π̂(x), π̂(x′)] = 0. (2.43)
For these commutation relations, we have the standard identification π̂(x) = −iδ/δφ(x) in the eigen-
basis of the operator φ̂(x). This is analogous to p̂ = −i∇ in the position basis for a particle. Hence
we see that the analog of the particle position in the field theory is the complete field configura-
tion (φ(x) for all x), which will serve as the de Broglie-Bohm configuration variable that evolves
according to the guidance equation.
The Hamiltonian in equation (2.40) becomes an operator which acts on a wave function Ψ,


















The normalization condition for the wave function is usually written as
∫
|Ψ|2Dφ = 1, where Dφ =∏
dφ(x) over all x.













We are looking for a velocity function (over the space of field configurations) that dictates the
evolution of the configuration variable φ(x, t) so as to ensure that an initial distribution over field
configurations obeys the same continuity equation as |Ψ|2. From equation (2.45), such a velocity







It is worth emphasizing that one should not confuse the field operators φ̂(x) with the con-
figuration variables φ(x), just as we would not confuse the position operator x̂ for a particle with
its actual position x. The field operators obey φ(x, t) = 0 (i.e. the Euler-Lagrange equation with
φ promoted to an operator) in the Heisenberg picture, whereas the field configuration is guided
according to equation (2.46). To find an equation of motion for the field analogous to (2.20), we













which is analogous to the total time derivative d/dt = ∂/∂t+(v.∇) along particle position trajectories



















We compare equation (2.47) with (2.20) noting that the functional derivative δ/δφ in the former
is analogous to the gradient ∇ in the latter. We also see from equation (2.41) that the term∫
d3x 12 (∇φ)
2 plays the role of the classical potential V in the particle case. Thus from the remaining
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Using functional calculus to simplify the second term, we then have
∂2φ
∂t2
−∇2φ = φ = −δQ
δφ
. (2.49)
This can be contrasted with equation (2.42) to see that the quantum potential term gives rise to the
difference in dynamics between the classical and quantum field theories. In the limit of vanishing
quantum potential, we recover the classical Hamilton-Jacobi and Euler-Lagrange equations.
We briefly examine this field theory from the point of view of relativity and Lorentz covari-
ance. Even though we began with a massless scalar field with a Lorentz-invariant Lagrangian density,
the quantum theory is clearly not Lorentz-covariant because, for instance, there is no reason that
the right-hand side of equation (2.49) must be Lorentz-invariant (in contrast to the d’Alembertian
operation on the field which appears on the left-hand side). This is not a surprise in general, because
the Schrödinger equation and corresponding picture do not treat space and time on an equal foot-
ing. Our formulation of the field theory in the Schrödinger picture has specified a preferred frame of
reference in which the field operators are time-independent and the Schrödinger equation applies as
is. Once again we note that as the quantum potential becomes negligibly small, we recover another
feature of the classical theory, Lorentz covariance.
It is also the case that the pilot-wave field theory is highly nonlocal. Just as the velocity
of a particle could depend on the instantaneous configuration of all particles in the system, making
the theory explicitly nonlocal, the field configuration evolves according to an equation which takes
into account the field values for all positions at any instant of time.
However, these features which conflict with relativity apply only to individual processes in
the theory and not to entire statistical ensembles. Expectation values of measurable quantities relat-
ing to the field continue to behave as objects which obey the appropriate Lorentz transformations. In
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the theory of particles, we cannot observe nonlocality at the ensemble level in quantum equilibrium
when the Born rule is satisfied – the same holds for the field theory.
We now proceed to break down the field into discrete Fourier modes within a volume V ,
defining Fourier coefficients φk for each mode k. Since the field is real, we have a constraint on the
coefficients φ−k = φ
∗







We now treat the Fourier coefficients as the degrees of freedom, restricting ourselves to half the






(qk1 + iqk2) (2.51)
where qkr is real for r = 1, 2. Each degree of freedom qkr now has a corresponding canonical










where k = |k|. This is clearly the Hamiltonian for a collection of two-dimensional harmonic oscilla-
tors, one associated with each mode k with degrees of freedom qkr, r = 1, 2. The oscillator for a
mode k has unit mass and angular frequency k for both degrees of freedom.







































Thus we see that a pilot-wave theory of a free massless scalar field can also be constructed
using the Fourier degrees of freedom, and moreover its Hamiltonian takes the familiar and convenient
form of a collection of harmonic oscillators. This connection between field modes and harmonic
oscillators will be further explored in Chapters 4 and 5 and serve as the motivation for studies on
systems composed of harmonic oscillators.
28
Chapter 3
Review of quantum relaxation
dynamics
In Chapter 2, we have seen that de Broglie-Bohm theory reproduces the predictions of stan-
dard quantum mechanics under quantum equilibrium conditions, and initial equilibrium conditions
are sufficient to guarantee equilibrium at all future times. We also described a mechanism of relax-




dq ρ ln(ρ/|ψ|2) (3.1)
on the configuration space (of configurations q) whose minimum value is 0 when ρ = |ψ|2. The coarse-
grained value of this function (H̄(t)) decreases with time when there is no fine-grained microstructure
in the initial conditions. This ensures that systems with nontrivial dynamics evolve in the direction
of equilibrium, but does not guarantee that equilibrium (H̄ ≈ 0) will be reached.
For a simple example of a system which does not relax, we consider a one-dimensional
harmonic oscillator whose initial wave function is an eigenstate and initial distribution is out of
equilibrium. As we saw in the previous chapter, the velocity field is proportional to the gradient of
the phase of the wave function. Since all eigenfunctions of the harmonic oscillator Hamiltonian are
real, and any eigenfunction picks up only a constant phase factor under its Schrödinger evolution,
the velocity field for this system is zero at all times. The initial distribution is frozen in place and no
relaxation (or dynamics) occurs. While this is an unrealistic fine-tuned scenario, it is an indication
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that systems with simple velocity fields can undergo insufficient mixing for relaxation to take place.
In this chapter we summarize the literature on quantum relaxation with a detailed dis-
cussion of [35], before proceeding to the new work in Chapter 4. In previous papers [36] and [37]
it has been shown that a choice of initial wave function as a superposition of a large number of
eigenstates produces efficient relaxation from initial nonequilibrium. On the other hand, ref. [38]
showed that some choices of initial wave function involving only the first four energy eigenstates of
a two-dimensional harmonic oscillator produced limited or negligible relaxation.
We are particularly interested in systems where relaxation is incomplete because this opens
up possibilities for initial quantum nonequilibrium in the early universe to have observable con-
sequences today. Although any system in the lab composed of normal matter is expected to have
relaxed during the long and complicated history of its constituent particles, quantum nonequilibrium
could have left its mark on the cosmic microwave background [28, 39] and could still exist among
relic particles that decoupled during the earliest stages of the universe [29].
For the former possibility, we consider a pre-inflationary cosmological epoch with a scalar
field in a quantum state which is a superposition of the ground (vacuum) state and a small number
of excited states, since during inflation the quantum state is considered to be the vacuum with very
small corrections. The natural question is whether initial nonequilibrium can still be present at the
time of transition to inflation. This is thus the motivation to study relaxation for wave functions
composed of a small number of energy eigenstates over long timescales.
3.1 Long-time relaxation in de Broglie-Bohm theory
The methodology in ref. [35], which studies relaxation in two-dimensional harmonic oscil-
lators with unit mass and angular frequency along both dimensions, is as follows. An initial wave
function ψ(0) is chosen as a superposition of M energy eigenstates, and initial phase factors for
each term in the superposition are set using a random number generator. The initial probability
distribution is taken to be the equilibrium density corresponding to the ground state, so that it
is always centered around the origin and narrower than the equilibrium distribution for the initial
superposition wave function. The evolution of this distribution is studied using numerical simula-
tions up to various final times, with the final distribution being compared with the corresponding
equilibrium distribution. The time intervals considered are integral numbers of harmonic oscillator
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periods, where the equilibrium distribution ρQT (t) = |ψ(t)|2 is the same as |ψ(0)|2 due to the pe-
riodicity of the wave function. The value of the coarse-grained H-function H̄(t) is calculated using
three different lattices of similar but non-identical coarse-graining lengths. This enables an estimate
for the uncertainty in H̄, since the distribution acquires fine-grained structure as it evolves and the
value of H̄ obtained can differ based on the precise choices of points sampled and the coarse-graining
lattice.
The naive approach of evolving the system forward in time, using an evenly spaced grid of
initial points, runs into difficulties because the final points at which values of the final distribution
are obtained may not sample the distribution well. To get around this, an evenly spaced grid of final
points is chosen and the trajectories are back-tracked to initial points at time t = 0. The preservation
of f = ρ/|ψ|2 along trajectories can then be used to calculate the values of the final distribution on
the grid, allowing for the distribution to be sampled more accurately.
The first example studied features an initial wave function with M = 25. After a time of
just five periods of the oscillator, the final distribution appears nearly indistinguishable from the
equilibrium distribution and the value of H̄ decreases from an initial value ' 1.26 to a final (mean
among lattices) value ' 0.01, with an uncertainty range that includes zero. The decay of H̄ is
approximately exponential in this time interval, with the plot from ref. [35] reproduced below.
This is not quite definitive evidence that the decay continues until H̄ = 0, since the distri-
bution has now acquired a lot of microstructure and it is impossible to say whether H̄ will continue
to decrease. However, the final distribution at t = 5 periods is already nearly indistinguishable from
the |ψ|2 distribution on a coarse-grained level. A wave function with 25 harmonic oscillator energy
eigenstates contains several nodes and points where the value of the velocity field is very high in
magnitude and rapidly changing in direction across the configuration space, for which correspond-
ingly small time-steps must be used in the trajectory evolution. The authors retain trajectories
whose precision in the final backtracked position for two different algorithm parameters is within
0.025 units, and discard the rest. However, with the available computational resources, the frac-
tion of inaccurate trajectories becomes too high for meaningful analysis beyond five periods of the
oscillators.
The next example studied features an initial wave function with M = 4. Since the velocity
field for this wave function is much more well-behaved, the trajectories can be tracked for longer
time intervals without losing precision. The authors evolve this system up to 50 periods of the
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Figure 3.1: Plots of H̄(t) for the initial wave function with 25 energy states. The three different
grids used by the authors yield the three H̄ curves, each given a different color. The dashed line
is a best fit to an exponential function of the form a exp[−b(t/2π)] + c, with the best fit values of
a, b and c dispayed above. The residue coefficient c is found to be comparable to the error in H̄.
(Reproduced from ref. [35].)
oscillator. The results are markedly different from the M = 25 case, with differences in structure
between the actual distribution and the equilibrium distribution clearly visible even at the end
of 50 periods. However, significant relaxation still occurs - the actual distribution changes from
being single-humped at t = 0 to double-humped (upon smoothing, since there is a great deal of
microstructure) at t = 50 periods, which is much closer to the common equilibrium distribution
|ψ|2 for those values of t. The value of H̄(t) decreases from an initial value of ' 0.5 to ' 0.07 by
about 20 periods, but remains steady within the margin of uncertainty afterwards. Once again an
exponential decay is a good fit to the plot of H̄(t), but with a significant residue coefficient, as shown
in the figure below.
While the extent of relaxation and its potential saturation can only be known with complete
certainty using simulations such as those described above, in practice they are highly computationally
intensive. The number of trajectories calculated for each lattice is 200, 000 − 250, 000, and the
computation slows down drastically when the trajectories pass through regions where the velocity
field is high and varies rapidly. Only one wave function each for M = 25 and M = 4, corresponding
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Figure 3.2: Plots of H̄(t) for the initial wave function with 4 energy states. The relaxation shows
clear signs of saturation after ∼ 20 periods. The exponential function fit to this data has a best
fit residue coefficient c = 0.07, significantly more than the uncertainty in H̄. (Reproduced from
ref. [35].)
to one set of phases each, has been studied due to this limitation. It is thus not feasible to gauge the
general behavior of such systems by tracking large numbers of trajectories that sample the support
of the distributions well. Instead, the authors investigate whether studying a much smaller number
of trajectories can tell us about the extent to which relaxation occurs. The focus is on two important
features of the trajectories linked to mixing behavior - the confinement (or lack thereof) of individual
trajectories and the separation of trajectories that start nearby.
For the previously studied M = 25 wave function, it is found that ten trajectories, starting
at ten selected initial points 1, travel all over the support of |ψ|2 during the evolution time of
five periods, showing little evidence of confinement to any sub-region. When small initial squares
centered around the above ten initial points are tracked, they yield scattered final points with no
indication of clustering. This is as one would intuitively expect for a case where relaxation appears
to be nearly complete.
By contrast, for the M = 4 wave function where the relaxation appears to saturate, tra-
1The initial points chosen are (1.5, 1.5), (1.5,−1.5, (−1.5, 1.5), (−1.5,−1.5), (0.5, 0.0), (0.0,−0.5), (−0.5, 0.0),
(0.0, 0.5), (0.25, 0.25) and (−0.25, 0.25).
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Figure 3.3: Trajectories for the initial wave function with 25 energy states, where relaxation was
nearly complete at t = 10π. In part (a) we see that the ten selected trajectories explore various
regions of the support of |ψ|2, with no indication of ‘forbidden zones’. In part (b) we see that all
ten small initial squares yield scattered final points at the end of five periods. (Reproduced from
ref. [35].)
jectories from the same ten initial points are confined to sub-regions of the support of |ψ|2 when
evolved up to 25 periods. Of the ten small initial squares, five yield scattered final points while the
remainder show clustering with the final points forming streaks, as shown below.
The authors go on to study other cases using this approach for M = 4, 9, 16 and 25 (i.e.
with various sets of initial phases) up to feasible final times. They also verify that for a case with
M = 4 which shows only a small amount of confinement, the H̄ function (for an initial ground state
distribution) decreases to a value indistinguishable from zero within 30 periods.
The key result established in this paper is the connection between confinement of represen-
tative trajectories and relaxation, which is a valuable tool for gauging whether systems relax when
a full evolution is impractical. Note that trajectories depend only on the wave function, not on the
initial distribution. The validity of making inferences regarding relaxation from studying trajectories
should hence be restricted to concluding that complete relaxation is unlikely to occur when trajec-
tory confinement is seen, even when the initial nonequilibrium distribution shares largely the same
support as |ψ|2. In Chapter 4 we make use of this approach to study a different question, namely
whether small perturbations to the ground state of a harmonic oscillator can produce relaxation
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Figure 3.4: Trajectories for the initial wave function with 4 energy states, where relaxation was
incomplete and had halted by t = 50π. In part (a) we see that the ten selected trajectories show
significant confinement, in contrast to Fig. 3.3. In part (b) we see that of the ten initial squares, five
yield scattered final points, one yields scattered points and a streak, and the remaining four yield
only clustered streaks. (Reproduced from ref. [35].)





In this chapter we consider the effect of small perturbations on quantum relaxation, in
particular over very long timescales (of order 103T ). This is of interest in its own right, as well as
for cosmological reasons.1
Consider a system with an unperturbed wave function ψ, which generates an unperturbed
velocity field q̇ and unperturbed trajectories q(t). The system might be subjected to small exter-
nal perturbations, which in a first approximation we may model as perturbations to the classical
potential of the system. The system will then have a perturbed wave function ψ′ which is close
to ψ, and a perturbed velocity field q̇′ which we expect to be close to q̇. Will the perturbed tra-
jectories q′(t) remain close to q(t)? One might expect that even a small difference in the velocity
field, acting over sufficiently long periods of time, would yield perturbed trajectories q′(t) which
deviate greatly from q(t). For example, one might consider a two-dimensional harmonic oscilla-
tor with configuration q = (q1, q2) whose unperturbed wave function is simply the ground state,
ψ(q1, q2, t) = φ0(q1)φ0(q2)e
−iE0t, where φ0(q1)φ0(q2) is a real Gaussian and E0 is the ground-state
energy. Because the phase S = Im lnψ is independent of position, the unperturbed velocity field
q̇ vanishes everywhere and all unperturbed trajectories are static. There can be no relaxation, nor
indeed any evolution at all of the unperturbed density ρ. Any initial nonequilibrium distribution
1This chapter consists of original work which was published as ref. [40].
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ρ(q1, q2, 0) 6= |φ0(q1)φ0(q2)|2 will remain the same. Now let us consider a perturbed wave function
ψ′ that differs from ψ by the addition of excited states φm(q1)φn(q2) with small amplitudes εmn. For
small εmn the perturbed velocity field q̇
′ will be small but generally non-zero. The question is: over
arbitrarily long times, will the perturbed trajectories q′(t) remain confined to small sub-regions of
the support of |φ0(q1)φ0(q2)|2 or will they wander over larger regions and possibly over the bulk of
the support of |φ0(q1)φ0(q2)|2? In the former case, there could be no relaxation even over arbitrarily
long times. In the latter case, relaxation could occur. Indeed, in the latter case it might seem
plausible that, no matter how small εmn may be, over sufficiently long timescales the perturbed
distribution ρ′(q1, q2, t) could approach |φ0(q1)φ0(q2)|2 to arbitrary accuracy (where |φ0(q1)φ0(q2)|2
coincides with equilibrium as εmn → 0). The question, then, is whether small perturbations are
generally ineffective for relaxation or whether they might conceivably drive systems to equilibrium
over sufficiently long times.
Cosmologically, the effect of perturbations over long timescales could be important for sev-
eral reasons. According to inflationary cosmology, the temperature anisotropies in the CMB were
seeded by primordial quantum fluctuations of a scalar field whose quantum state was approximately
a vacuum (the Bunch-Davies vacuum) [41–43]. It has been shown that de Broglie-Bohm trajectories
for field amplitudes in the Bunch-Davies vacuum are too trivial to allow relaxation [28, 39]. On
this basis it was concluded that, if quantum nonequilibrium existed at the beginning of inflation,
then it would persist throughout the inflationary phase and potentially leave an observable imprint
in the CMB today. However, strictly speaking this conclusion depends on the implicit assumption
that (unavoidable) small corrections to the Bunch-Davies vacuum can be neglected in the sense
that they will not generate relaxation during the inflationary era. Similarly, a cosmological sce-
nario has been developed according to which quantum relaxation occurred during a pre-inflationary
(radiation-dominated) phase [28, 30, 39, 44–46]. It was shown that during such a phase relaxation
proceeds efficiently at short wavelengths but is suppressed at long wavelengths, resulting in a distinc-
tive signature of quantum nonequilibrium at the beginning of inflation – which is then imprinted at
later times in the CMB.2 The resulting predictions for the CMB depend, however, on the assertion
that there will be no significant relaxation during inflation itself, an assertion which again depends
on the implicit assumption that small corrections to the Bunch-Davies vacuum may be ignored.
2Specifically, the signature amounts to a primordial power deficit at long wavelengths with a specific (inverse-
tangent) dependence on wavenumber k [30, 46]. A large-scale power deficit has in fact been reported in the Planck
data [48,75]. A detailed analysis with interesting if inconclusive results can be found in ref. [?].
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Finally, a scenario has also been developed according to which, for certain particles created in the
early universe, any nonequilibrium carried by them could conceivably survive (or partially survive)
to the present [29]. But such a scenario would fail if small perturbations caused the particles to relax
over very long timescales. Indeed, if small perturbations do cause relaxation over long timescales it
would be exceedingly difficult to have any hope at all of discovering relic nonequilibrium today.
As we saw in Section 2.5, a decoupled Fourier mode of a scalar field on Minkowski spacetime
has two degrees of freedom whose Hamiltonian is equivalent to that of a two-dimensional harmonic
oscillator. In the cosmological context we must of course consider expanding space, but the connec-
tion with harmonic oscillators still holds – for example the case of radiation-dominated expansion
is solved in ref. [44] and it is found that the evolution of a field mode has an exact correspondence
with the evolution of a two-dimensional harmonic oscillator up to a ‘retarded time’ (details to follow
in Chapter 6). Thus cosmological relaxation for a single field mode may be discussed in terms of
relaxation for a standard oscillator. By studying the effect of small perturbations on relaxation for
a simple two-dimensional harmonic oscillator, then, we may draw conclusions that have application
to cosmology.
Generally speaking, as argued in ref. [27], there is an inevitable empirical component to
reasoning in statistical mechanics. In the case of pilot-wave theory, from the observation of ap-
proximate equilibrium today – to present experimental accuracy, and for the systems that have been
probed so far – we may deduce that past conditions must have been such as to evolve to approximate
equilibrium today to the said accuracy and for the said systems. We may then focus our investiga-
tions on initial conditions that satisfy these basic criteria. Thus we may consider initial conditions
that evolve to nonequilibrium today, provided the nonequilibrium is either too small to have been
detected so far or occurs in exotic systems that have not yet been probed. Previous studies and
simulations have revealed a broad class of possibilities [28–30, 35–37, 39, 44–46, 50–53]. A question
studied in this paper is whether a scenario is possible in which the present approximate equilibrium
was brought about by past small perturbations only (acting over very long timescales). Our results
suggest that this is not possible. At the same time, our results make it more plausible that relic
nonequilibrium from early times could survive over cosmological timescales and possibly still exist
today.
It might be thought that our results perhaps follow trivially from the classical KAM theorem,
which concerns the effect of small perturbations on Hamiltonian systems. But in fact the KAM
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theorem is of no use here. Pilot-wave dynamics is very different from classical mechanics, in particular
because it is a first-order dynamics in configuration space not in phase space. Pilot-wave theory
can be rewritten in a Hamiltonian form but at the price of introducing (a) a constraint p = ∂qS
on the momenta p at some initial time t = 0 and (b) introducing an additional potential Q (the
‘quantum potential’) which depends on ψ and which is generally time-dependent. It has been shown
in ref. [23] that the requirement (a) renders the theory unstable, so the Hamiltonian reformulation is
not physically acceptable. Furthermore, even if one does base the dynamics on Hamilton’s equations
by artificially restricting the theory to the exact surface p = ∂qS in phase space, the standard KAM
theorem will not apply because the extra potential Q is time-dependent. Finally we note that, in
any case, the KAM theorem concerns the effect of small perturbations on trajectories in phase space
whereas our work concerns the effect of small perturbations on trajectories in configuration space.
To understand the effect of perturbations in this very different form of dynamics therefore
requires us to consider the matter afresh. Our approach employs numerical experiments to gather
evidence for our conclusion. A theoretical understanding of our results is left for future work.
In Section 4.1 we present our model of a two-dimensional harmonic oscillator. We shall
take ψ to be the ground state with small perturbations of amplitude εmn coming from the lowest
excited states φm(q1)φn(q2). In Section 4.2 we discuss our method, where two different techniques
are applied to infer the extent of relaxation in the long-time limit, using samples of trajectories
evolved over long times. In Section 4.3 we then study numerically the behaviour of a sample of
trajectories over very long timescales, in particular we consider how their behaviour changes as the
perturbations become smaller. As we shall see, for sufficiently small perturbations the trajectories
become highly confined, and neighboring trajectories are confined to almost the same regions, even
over very long timescales – from which we conclude (tentatively, given our numerical evidence)
that small perturbations do not cause relaxation. Cosmological implications are briefly discussed in
Section 4.4, where we draw our conclusions.
4.1 Oscillator model
The system under consideration is the standard two-dimensional harmonic oscillator. We
employ units such that ~ = m = ω = 1. The wave function at t = 0 is taken to be the ground state
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of the oscillator perturbed by a superposition of excited states:






Here N is a suitable normalization factor.
The θmn are randomly chosen initial phases taking values between 0 and 2π. The function
φm(qr) is the eigenfunction corresponding to the m














where Hm is the Hermite polynomial of order m. For an energy eigenstate φm(q1)φn(q2) of the
two-dimensional harmonic oscillator, the corresponding energy eigenvalue is Emn = (m+ n+ 1) (in
our units).
The parameters εmn take values between 0 and 1 and quantify the difference between the
initial wave function and the ground state. For εmn = 1, the initial wave function is an equally-
weighted superposition of the first four energy states, as studied in [35]. For small values of εmn,
the initial wave function can be thought of as the ground state with small perturbations.
Introducing the quantities αmn(t) = θmn − Emnt, the wave function at any time t is given
by






Note that this wave function is periodic with period T = 2π.




(r = 1, 2) (4.4)
where S = S(q1, q2, t) is the phase of the wave function ψ in equation (4.2). Equation (4.4) determines
our trajectories.
In most of our simulations, we shall for simplicity assume that εmn = ε, that is, we assume
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a ‘homogeneous’ perturbation. Our wave function at time t then reads
ψ(q1, q2, t) = N




We shall however verify with examples that similar results are obtained for unequal values of εmn,
so that this simplification is unimportant.
If the wave function is simply one of the energy eigenstates, as opposed to a superposition,
then the trajectories are stationary (since the eigenstates of the harmonic oscillator are purely real,
apart from an overall phase factor) and no relaxation occurs. However, a superposition of energy
eigenstates will usually generate non-trivial trajectories and some degree of relaxation. The question
is: if the perturbations are small, will significant relaxation still occur – at least over sufficiently
long timescales?
4.2 Method
As we have noted, our goal is to study the extent of relaxation for harmonic oscillator wave
functions of the form (8) consisting of the ground state with small perturbations from excited states.
We will be considering long timescales of order 1000 periods. It would be computationally intractable
to simulate the evolution of a complete non-equilibrium distribution ρ over such long times. For
example, previous simulations of relaxation were carried out for up to 50 periods only [35], which was
already computationally demanding. It is therefore not possible to calculate the time evolution H̄(t)
of the coarse-grained H-function, as would be required to quantify relaxation precisely. Instead,
for each initial wave function, we shall begin by examining a sample of ten individual trajectories
that start at the following points: (q1, q2) = (1.5, 1.5), (1.5, -1.5), (-1.5, 1.5), (-1.5, -1.5), (0.5, 0.0),
(0.0, -0.5), (-0.5, 0.0), (0.0, 0.5), (0.25, 0.25), and (0.25, -0.25). These points will be referred to as
points 1 through 10, respectively. For a given initial wave function, the number of trajectories that
travel over the main support of |ψ|2 (as opposed to remaining confined to a small sub-region) and
the degree to which they cover it may be used to draw preliminary inferences about the extent of
relaxation.
There is of course no sharp dividing line between trajectories that are confined and those
that are not, and we do not use a precise quantitative criterion. As in ref. [35] it will suffice to use
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our judgment in deciding how well the trajectories cover the space. The effectiveness of this method
– at least for present purposes – will become clear in what follows. The advantage, in particular, is
that we may deduce whether or not H̄(t) decays without actually having to calculate H̄(t) – which
would be completely intractable over the very long timescales considered here.
We shall also use another method, again inspired by ref. [35], to infer whether or not
relaxation to equilibrium occurs over very long timescales. We shall study trajectories starting from
neighbouring initial points to see whether or not they are confined to essentially the same sub-
regions. If they are so confined, this will constitute further evidence against relaxation. Examples
of a similar kind of correspondence were reported in Section 5 of ref. [35].
To plot a trajectory, we consider a particle starting at the required point and calculate its
position every hundredth of a period. We employ a Dormand-Prince adaptive time step algorithm
to solve the equation of motion (4) with the wave function (9). The algorithm has an upper bound
on the allowable error in each time step (denoted ABSTOL) which is used to choose the step size.
Our trajectories are accurate up to an absolute error of 0.01 in the final position. This is confirmed
by checking that the final positions with two consecutive values of ABSTOL are not separated by a
distance greater than 0.01.
4.3 Behaviour of trajectories over very long timescales
We now present numerical results for the behaviour of trajectories over very long timescales.
We first consider the previously-discussed case ε = 1 with four modes [35], though now over much
longer timescales. We are able to confirm that the behaviour found in [35] persists over timescales
about two orders of magnitude larger than were previously considered. We then examine how the
behaviour changes for smaller ε. Our results indicate that relaxation is suppressed for small ε.
We present evidence that small perturbations are unlikely to yield significant relaxation even over
arbitrarily long timescales.
4.3.1 Case ε = 1
We first consider the same four-mode wave function, with m, n in equation (9) summing from
0 to 1, that was investigated in [35].3 In that work the confinement of the trajectories was studied up
3The initial phases were θ00 = 0.5442, θ01 = 2.3099, θ10 = 5.6703, θ11 = 4.5333.
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to 25 periods. The results are displayed in figure 8 of [35] and show that certain trajectories remain
confined over 25 periods. (It was also found that the coarse-grained H-function seemed to saturate,
with a small residue indicating incomplete relaxation – caused by the confinement of a significant
fraction of the trajectories.) We have now found that, for this same case, the confinement persists all
the way up to 3000 periods. Initial points 1, 2, 3, 4 and 6 generate trajectories that wander over the
bulk of the support of the wave function, while initial points 5, 7, 8, 9 and 10 generate trajectories
that are confined to small sub-regions.
If a trajectory is found numerically to be confined to a sub-region over a given large time
interval, it is of course conceivable that over even larger times the trajectory could wander outside
of that region and possibly cover the bulk of the support of |ψ|2. However, this is unlikely in the
cases we have studied, for reasons that will be explained below.
To illustrate our results we may consider two specific trajectories, the first unconfined and
the second confined.
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An example of an unconfined trajectory is shown in Fig. 4.1 . The trajectory is plotted up
to 25, 100, 200, 500, 1000 and 3000 periods. Clearly, the trajectory wanders over the bulk of the
support of |ψ|2 . (For comparison, the distribution |ψ|2 is shown in Fig. 2.)
(a) 25T (b) 100T
(c) 200T (d) 500T
(e) 1000T (f) 3000T
Figure 4.1: One of the unconfined trajectories for the wave function with initial phases specified in
footnote 4, starting at the point (-1.5, 1.5). The six sub-figures are snapshots of the trajectory at
25, 100, 200, 500, 1000 and 3000 periods, as indicated below each.
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For comparison, the Born distribution is shown below in Fig. 4.2.
Figure 4.2: The equilibrium distribution |ψ|2 at the end of any integer number of periods.
The widths and heights of the trajectory in Fig. 4.1, calculated for the final times 25, 100,
200, 500, 1000, 2000 and 3000 periods, are shown in Fig. 4.3. The increasing range of the trajectory
is obvious.
Figure 4.3: The height (a) and the width (b) of the unconfined trajectory starting at (-1.5, 1.5).
The data points are for the final times 25, 100, 200, 500, 1000, 2000 and 3000 periods.
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An example of a confined trajectory is shown in Fig. 4.4. The trajectory is again plotted
up to 25, 100, 200, 500, 1000 and 3000 periods. The trajectory is clearly confined to a sub-region of
the support of |ψ|2 (compare Fig. 4.4 with Fig. 4.2).
(a) 25T (b) 100T
(c) 200T (d) 500T
(e) 1000T (f) 3000T
Figure 4.4: One of the confined trajectories for the same wave function as in Fig. 4.1, starting at
(-0.5, 0.0). The six sub-figures are snapshots of the trajectory at 25, 100, 200, 500, 1000 and 3000
periods, as indicated below each.
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Evidence for strict confinement comes from plotting the width and height of the trajectory
at the final times 25, 100, 200, 500, 1000, 2000 and 3000 periods. The results are shown in Fig. 4.5.
There is a quick saturation after the early increase, indicating a strict and indefinite confinement to
a sub-region (of the corresponding saturation width and height).
Figure 4.5: The height (a) and the width (b) of the confined trajectory starting at (-0.5, 0). The
data points are for the final times 25, 100, 200, 500, 1000, 2000 and 3000 periods.
To understand the overall behavior for ε = 1, we have calculated trajectories starting at the
same ten points 1-10 but for ten additional sets of randomly-generated initial phases θmn (hence a
total of 100 additional trajectories). For about half of the initial wave functions, the trajectories
are split more or less evenly between unconfined and confined (as was the case for the initial phases
given in footnote 4), while for the remaining initial wave functions we find that 7-8 trajectories are
unconfined and 2-3 are confined.
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4.3.2 Results for smaller ε
We wish to investigate how relaxation over very long timescales will be affected when ε is
made smaller. We hope to find behavior that is largely independent of the choice of initial phases. To
this end we generate trajectories with the same ten starting points 1-10 and for the same additional
ten sets of values of θmn as in Section 4, but now with ε = 0.5 and then again with ε = 0.25, 0.1
and 0.05. 4
For ε = 0.5, it was almost always the case (for almost all choices of initial phases) that
points 1-4 had largely unconfined trajectories while points 5-10 were confined to small sub-regions.
Examples of both types of trajectory are shown in Fig. 4.6.
(a) (b)
Figure 4.6: Part (a) shows the trajectory starting from (-1.5, 1.5) plotted at the end of 3000 periods,
for ε = 0.5, with the set of initial phases listed in footnote 5. The trajectory is largely unconfined,
though it does avoid a small central region. Part (b) shows the confined trajectory starting from
(-0.5, 0), plotted at the end of 3000 periods, for the same wave function.
4For the illustrative figures in this subsection, the initial phases were as follows: θ00 = 4.8157, θ01 = 1.486,
θ10 = 2.6226, θ11 = 3.8416.
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When ε is decreased to 0.25, a pattern begins to emerge. The initial points 1-4 orbit the
origin while remaining confined to outer annular regions. The trajectories travel over large distances
but leave a large empty space in the inner part of the support of |ψ|2, and so may be considered
confined. Points 5-10 are again confined to small sub-regions, as we saw for ε = 0.5. Examples of
both types of behaviour are shown in Fig. 4.7.
(a) (b)
Figure 4.7: Part (a) shows the trajectory starting from (1.5, 1.5) plotted at the end of 3000 periods,
for ε = 0.25, with the set of initial phases listed in footnote 5. The trajectory travels over a
large distance, but avoids a significant fraction of the support of |ψ|2. Part (b) shows the confined
trajectory starting from (-0.5, 0) also plotted at the end of 3000 periods, for the same wave function.
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It is found that the motion of the trajectory in Fig. 4.7(a) may be decomposed into a
quasi-oscillation confined to a small region together with an approximately uniform circular motion
around the origin. This is shown in Fig. 4.8.
(a) 25T (b) 100T
(c) 200T (d) 500T
(e) 1000T (f) 3000T
Figure 4.8: The trajectory in Fig. 4.7(a) plotted at times 25T , 100T , 200T , 500T , 1000T and 3000T .
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When ε is decreased even further, to 0.1 and then to 0.05, the general pattern of behaviour
found for ε = 0.25 continues to hold.
For ε = 0.1 the initial points 1-4 travel in ever narrower annular regions centered on the
origin and with support at the edges of the main support of |ψ|2, while points 5-10 are confined to
very small regions (Fig. 4.3.2).
(a) (b)
Figure 4.9: Part (a) shows the trajectory starting from (-1.5, 1.5) plotted at the end of 3000 periods,
for ε = 0.1, with the set of initial phases listed in footnote 5. The trajectory travels over a narrow
annular region centered on the origin. Part (b) shows the confined trajectory starting from (-0.5, 0)
plotted at the end of 3000 periods, for the same wave function. We expect that this trajectory will
also form a closed ring centered on the origin, after sufficiently long times.
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For ε = 0.05 the inner and outer trajectories are confined to an even greater degree. Exam-
ples are shown in Fig. 4.10.
(a) (b)
Figure 4.10: Part (a) shows the trajectory starting from (-1.5, 1.5) plotted at the end of 3000 periods,
for ε = 0.05, with the set of initial phases listed in footnote 5. The trajectory is confined to a narrow
region which will presumably form a ring over even longer timescales. Part (b) shows the highly
confined trajectory starting from (-0.5, 0) plotted at the end of 3000 periods, for the same wave
function.
For such small values of ε, the outer trajectories are confined to annular regions centered on
the origin - see for example Fig. 4.3.2(a). Close examination of the trajectories at intermediate times
shows that they are confined to small regions with a superposed mean angular drift (as observed
already in the example of Fig. 4.8, though with a somewhat narrower annular region). This is found
to occur for all four outer trajectories for all sets of initial phases. The rate of angular drift is roughly
the same for all the outer trajectories for a given set of initial phases – but it varies depending on
the choice of initial phases. While these trajectories travel over large distances, as far as relaxation
is concerned they are highly confined.
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The above results are not specific to a homogeneous perturbation with εmn = ε. To confirm
this, we may consider a specific inhomogeneous perturbation, for example with ε01 = 0.2, ε10 = 0.15
and ε11 = 0.1. Illustrative examples of the trajectories for such a wave function are displayed in Fig.
4.11. The general behaviour is found to be comparable to that seen for homogeneous perturbations.
(a) (b)
Figure 4.11: Part (a) shows the trajectory starting from (-1.5, 1.5) plotted at the end of 3000
periods, for ε01 = 0.2, ε10 = 0.15 and ε11 = 0.1, with the set of initial phases listed in footnote 5.
The trajectory exhibits similar behaviour to that seen in Fig. 9(a). Part (b) shows the confined
trajectory starting from (-0.5, 0) plotted at the end of 3000 periods, for the same wave function.
This is comparable to the expected behaviour in Fig. 9(b) over sufficiently long timescales.
If we take the trajectories we have calculated (for many different sets of phases) as repre-
sentative of the behaviour over very long timescales, we may draw a simple tentative conclusion. As
the perturbation in the initial wave function is made smaller, the extent to which the trajectories
explore the support of |ψ|2 becomes smaller. We then expect that, for smaller perturbations, the
extent of relaxation will be smaller (even in the long time limit). From our results, indeed, we may
reasonably conclude that the extent of relaxation at large times will vanish for ε→ 0.
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4.3.3 Small perturbations with two additional modes
So far, we have considered wave functions with the ground state perturbed by a superposition
of the |1, 0 >, |0, 1 > and |1, 1 > energy eigenstates of the two-dimensional harmonic oscillator.
However, the |2, 0 > and |0, 2 > states have the same energy as the |1, 1 > state and there is no
particular reason to assume that they will be less likely to be present in a perturbation than the
|1, 1 > state. In this section we discuss the results of the simulations for perturbations with all five
aforementioned excited states present, with the perturbation parameter ε = 0.1.
We find that the trajectories are slightly less confined than they tend to be without the two
newly added states (the annular regions are a bit thicker), but still do not come close to traveling over
the bulk of the support of |ψ|2. Thus we again find an absence of relaxation for small perturbations.
Examples are shown in Fig. 4.12.5
(a) (b)
Figure 4.12: Part (a) shows the trajectory starting from (1.5, 1.5) plotted at the end of 3000 periods,
for ε = 0.1 and the initial phases specified in footnote 6, when the first five excited states are included
in the perturbation. Part (b) shows the trajectory starting from (-0.5, 0) plotted at the end of 3000
periods, for the same wave function.
5For the trajectories in Fig. 12, the initial phases were θ00 = 4.2065, θ01 = 0.1803, θ02 = 2.0226, θ10 = 5.5521,
θ11 = 3.3361, θ20 = 2.6561.
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4.3.4 Confinement of neighboring trajectories
Despite the above results, it might be thought that relaxation could in principle still occur
if neighboring initial points generated trajectories covering different sub-regions, in such a way that
a small initial region explored the full support of |ψ|2. As further evidence that relaxation does
not occur, even over arbitrarily long timescales, we now show that in fact neighboring initial points
generate trajectories that cover essentially the same sub-region of the support of |ψ|2. As we shall see,
neighboring initial points can generate trajectories that diverge widely, but even so the trajectories
remain confined to the same sub-region. In such circumstances, relaxation cannot occur.
We consider ten small squares of edge 0.04 centered at the points 1-10 listed above, with
trajectories calculated for 13 initial points in each square.6 This process was repeated for three
different sets of phases. For these simulations we use the wave function with five homogeneous
perturbative modes added to the ground state (as in section 4.3.3).
We find that the trajectories for all the points inside a given square explore almost exactly
the same sub-region of the support of |ψ|2. This is illustrated in Fig. 4.13.7
(a) (b)
Figure 4.13: Two trajectories starting from neighboring initial points in the small square centered
at (1.5, 1.5), for the initial wave function with ε = 0.1 and the phases specified in footnote 8. The
trajectories cover almost exactly the same sub-region.
6For a square centered at the origin, the coordinates of the 13 points would be as follows: (−0.02, 0.02), (−0.02, 0.0),
(−0.02,−0.02), (0.0,−0.02), (0.02,−0.02), (0.02, 0.0), (0.02, 0.02), (0.0, 0.02), (−0.01, 0.01), (−0.01,−0.01),
(0.01,−0.01), (0.01, 0.01), (0.0, 0.0).
7For the trajectories displayed in Fig. 4.13, the initial phases used were θ00 = 1.2434, θ01 = 4.411, θ02 = 4.3749,
θ10 = 4.2427, θ11 = 1.5574, θ20 = 5.7796.
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In some cases, however, a trajectory starting from one of the points in a square covered only
a portion of the sub-region explored by its neighbors. An example is shown in Fig. 4.14.
(a) (b)
Figure 4.14: Two trajectories starting from neighboring initial points in the small square centered
at (0.5, 0.0), for the same wave function as in Fig. 14, at the end of 3000 periods. The trajectory in
part (a) covers the sub-region more or less densely, while the trajectory in part (b) leaves significant
empty spaces.
To ensure that our results are not specific to a homogeneous perturbation (with a common
value of ε), we have applied the same analysis for a wave function with the inhomogeneous pertur-
bation parameters ε01 = 0.11, ε02 = 0.12, ε10 = 0.13, ε11 = 0.14 and ε20 = 0.15. The results are
similar. An example is displayed in Fig. 4.15.8
(a) (b)
Figure 4.15: Two trajectories starting from neighboring initial points in the small square centered
at (0.25, 0.25), for the wave function with the perturbation amplitudes specified above and phases
given in footnote 9, at the end of 3000 periods. The trajectories once again explore almost exactly
the same sub-region.
8For the trajectories displayed in Fig. 15, the initial phases used were θ00 = 4.0857, θ01 = 0.2194, θ02 = 4.6059,
θ10 = 1.2201, θ11 = 0.439, θ20 = 4.0563.
56
It might be thought that the confinement of neighboring initial points to essentially the
same evolved sub-region arises simply from the trajectories remaining close to each other. This
is not always the case, however. Remarkably, some initial points within the same small square
can become temporarily far apart (within the sub-region) and then very close again – indicating
that a confinement mechanism is at play. For example, when two of the trajectories in Fig. 13
were compared, the maximum distance between the positions over 3000 periods was 1.47 - which is
roughly 15 percent of the diameter of the evolved sub-region. However, the distance between the
final positions was only 0.08, which is of the same order of magnitude as the distance between the
initial points.
4.4 Conclusion
Our numerical results provide evidence that small perturbations will not, in fact, cause sig-
nificant relaxation – not even over arbitrarily long timescales. In the examples we have studied, the
system trajectories are confined to sub-regions of the support of |ψ|2. Furthermore, neighboring ini-
tial points generate trajectories that are confined to essentially the same sub-regions. Such behavior
precludes relaxation.
We have restricted ourselves to the harmonic oscillator, which as explained earlier provides
a testing ground applicable to high-energy field theory in the early universe. In future work it would
be of interest to consider other systems, as well as to develop an analytical understanding of the
results (for which the methods of ref. [38] may prove useful). It has been suggested [38,50] that the
extent and rate of relaxation might be related to the Lyapunov exponents of the trajectories. In
the perturbative cases studied here the quantum relaxation is highly suppressed, while in the non-
perturbative cases studied elsewhere the relaxation is usually rapid and very efficient [35–37,50,51].
It would be interesting to evaluate Lyapunov exponents for these two extremes, as well as for
intermediate cases, in order to explore the suggested relation. We leave this as a topic for future
research.
One might question the extent to which our results for the two-dimensional oscillator can
be relevant to cosmology. In fact, the formalism of cosmological perturbation theory shows that, in
the relevant approximation, the effective Lagrangians of both scalar and tensor perturbations are
equivalent to the Lagrangian of a free scalar field [41–43]. While one may question the motivation
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for choosing a particular initial quantum state, it is standard at least in inflationary cosmology to
assume that the inflaton field is in the vacuum state. The Fourier modes are then unentangled and
we have in effect a collection of independent harmonic oscillators. Non-vacuum states are not usually
considered. An exception is ref. [54] which allows each mode to be in an arbitrary superposition
of excited states, although with no entanglement between the modes. It might seem more logical
to allow entangled states, but this will generally conflict with statistical homogeneity (which is
well known to imply a diagonal two-point correlation function [41–43]). In applying our results to
perturbations of the primordial vacuum, we are in effect considering small excitations of each mode
but with no entanglement between modes. This is certainly simpler and perhaps even cosmologically
preferred. In any case it makes our simulations tractable. In future work it would be interesting to
consider the possible effect of entanglement between modes but this would require simulations in at
least four dimensions.
From the point of view of a general understanding of relaxation, our results suggest that
in de Broglie-Bohm theory quantum equilibrium cannot be understood as arising from the effects
of small perturbations only, not even in the long-time limit. Since all systems we know of have a
long and violent astrophysical history (ultimately stretching back to the big bang), their current
obedience to the Born rule may nevertheless be understood in terms of the efficient relaxation found
in previous simulations (at least at the sub-Hubble wavelengths relevant to laboratory physics) for
wave functions with significant contributions from a range of energy states.
As regards cosmology, our results point to the following conclusions. Firstly, the implicit
assumption made in refs. [28, 30, 39, 44, 46, 52] is justified: small corrections to the Bunch-Davies
vacuum during inflation are unlikely to cause significant relaxation, and so the derived predictions
for the CMB still stand (for the assumed scenario with a pre-inflationary period). Secondly, relic
nonequilibrium particles from the early universe surviving to the present day remains a possibility
at least in principle (albeit a rather remote one for other reasons, as discussed in ref. [29]).
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Chapter 5
Information flow from black holes
with de Broglie-Bohm nonlocality
In this chapter, we discuss a possible resolution to the famous black hole information para-
dox using de Broglie-Bohm theory while also identifying Hawking radiation from black holes as a
candidate for detection of violations of the Born rule, which would constitute evidence in favor of
the pilot-wave picture.
5.1 Review of the black hole information paradox
We begin with a brief introduction to the paradox generated by Stephen Hawking’s 1976
analysis of black hole evaporation, where a closed system seemingly evolves from a pure state to a
mixed state in violation of the unitary evolution specified by quantum mechanics. This is commonly
referred to as the ”black hole information paradox”. In the literature there exists a multitude of
approaches to resolving or embracing the paradox, with views divided on the central question of
whether a pure state can evolve to a mixed state and whether that carries enormous implications
for the foundations of physics. A full review of the paradox and the suggested resolutions can be
found in ref. [55].
Hawking’s argument for the paradoxical evolution is based on successive steps of calculations
and reasoning, and is of course not a precise technical result because the true quantum theory of
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gravity is not known. However, the argument is sufficiently persuasive so as to not be easily dismissed
by invoking a yet unknown quantum theory of gravity which contains the resolution. It has thus
been one of the most active topics of research in theoretical physics.
To start with, we take for granted that black holes are formed from the gravitational collapse
of sufficiently massive stars in accordance with the classical description provided by general relativity.
The argument then considers Hawking radiation from the black hole, whose existence was proposed
by Hawking in 1974 [56]. The prediction of Hawking radiation stems solely from the application of
quantum field theory on a spacetime with an event horizon similar to that of a black hole, and does
not depend on the manner in which the Einstein field equations are used in a quantum mechanical
calculation. The Hawking radiation has a black body spectrum with an associated temperature
that is inversely proportional to the black hole mass. Thus, as the black hole loses energy through
radiation, its temperature increases and it radiates faster.
The next part of the argument tracks the evolution of the black hole event horizon through
the evaporation process. The stress-energy tensor term in the Einstein field equations is replaced
by its quantum expectation value and the backreaction of the black hole evolution on the spacetime
metric can then be calculated. This is of course a non-rigorous calculation, since there is no well-
defined theory underpinning this semiclassical approach. Still, there are good reasons to believe that
the central results of this calculation are valid, in particular the prediction that the spacetime is
described by a family of Schwarzschild solutions to Einstein’s field equations whose mass decreases
at a rate proportional to the inverse square of the mass itself. Of course, as the mass of the black
hole approaches the critical Planck mass, this approach must lose its predictive power.
To arrive at the paradox, we assume that the evaporation proceeds to completion, i.e. until
the black hole has completely evaporated and the spacetime no longer has an event horizon. This
is by no means uncontroversial, and is indeed one of the premises that is often rejected as a way
of escaping the paradox. However, even if the black hole evaporation stops as the quantum gravity
regime takes over, it is not clear whether all of the information contained in the original black hole
of arbitrarily large initial mass can be preserved, since the remnant would then need to have an
arbitrarily large number of internal states. We leave aside such objections for now and finish the
argument for pure-to-mixed evolution upon complete evaporation. Let the total initial state of the
universe – including the interior and the exterior of the black hole – be pure. In general, this state will
contain correlations between degrees of freedom across the event horizon. The state of the exterior,
60
obtained by tracing over the interior degrees of freedom, is then mixed. This is unsurprising, since
the mixed state only describes a subsystem of the total system which is in a pure state. However,
when black hole evaporation proceeds to completion, the state of the ‘exterior’ remains mixed, while
there is no longer any interior. The Hawking radiation is also in a mixed state, which is expected
to contain some information about the black hole’s mass but little else, thus rendering it impossible
that all the degrees of freedom are in a total pure state. Thus we have a loss of ‘information’ and
an evolution from an initial pure state to a final mixed state.
More formally, the initial pure state |Ψi〉 will be defined on an initial spacelike hypersurface
Σi. Once the black-hole horizon has formed and evaporation begins, the complete Hilbert space H
of quantum states may be written as a product
H = Hint ⊗Hext (5.1)
over interior and exterior degrees of freedom. On a hypersurface Σ that crosses the horizon, the
quantum state is still |Ψi〉 (in the Heisenberg picture). But in the exterior region we have a mixed
quantum state represented by a reduced density operator
ρ̂ext = Trint(|Ψi〉〈Ψi|) , (5.2)
obtained by tracing over the interior degrees of freedom. After the black hole has completely evapo-
rated, the mixed state ρ̂ext is the final state ρ̂f of the whole system (defined on a final hypersurface
Σf ). We then seem to have generated a time evolution from an initial pure state to a final mixed
state [57].
A naive objection one might encounter is that non-unitary evolution is already present in
standard quantum mechanics, where a measurement process carried out on an inital pure state
results in a post-measurement mixed state (which is then “collapsed” to the appropriate pure state
after acquisition of information about the measurement outcome). But as we have seen in Chapter
1, such a description of measurements is deeply unsatisfactory in a fundamental theory, which is
why it is rightly referred to as the ‘measurement problem’. The black hole evaporation argument
provides a separate mechanism for pure-to-mixed evolution which cannot be neutralized by simply
modifying the formalism of quantum mechanics to resolve the measurement problem.
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We now briefly examine a proposal where it is suggested that the information seemingly lost
in black hole evaporation can be recovered in hidden variable degrees of freedom, even if an initial
pure state does evolve to a mixed state [39, 58]. This line of thinking is motivated by an analogy
with classical statistical mechanics, where the thermal equilibration process for a system appears to
erase information about the system’s past state on a macroscopic level. Just as the appearance of a
black hole to an external observer is completely determined by a small number of parameters such
as mass, charge, and angular momentum, the macroscopic state of a system in equilibrium can be
completely described using a similarly small number of parameters (volume, temperature, amount
of substance, etc.). All statistical information about the system is contained in the equilibrium
partition function, which has no memory of how the equilibrium state was arrived at. However,
this is not a loss of information in the true sense, because the microscopic degrees of freedom have
simply been averaged over, or disregarded as inaccessible. When we know the complete state of the
equilibrium system down to the microscopic details, we can precisely retrodict the initial state of
the system without any loss of information.
Similarly, the conclusion that information is lost in the black hole evaporation scenario
is based on the premise that the quantum state (wave function) contains all extant information
about a quantum system. A pure-to-mixed evolution would then represent an irretrievable loss of
information. But if there exist hidden variables which are averaged over or otherwise incompletely
specified in the standard quantum description, information about the interior of the black hole can
be stored in such a way that a loss is avoided.
A hidden-variables theory, which must be nonlocal as per the implications of the experimen-
tal violation of Bell’s inequality, typically contains extra degrees of freedom which can be compressed
into the notation λ. For a wave function ψ there exists a corresponding distribution over hidden
variables χeq(λ) such that the experimental statistics predicted by quantum mechanics are repro-
duced and nonlocality is impossible to observe at the ensemble level. However, in principle there
can exist distributions χ(λ) 6= χeq(λ) which cause the Born rule to be violated and nonlocality to
become observable. In such a theory, an ‘equilibrium’ state with χ = χeq is a maximum entropy




dλ χ ln(χ/χeq). (5.3)
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This entropy function is clearly similar to the de Broglie-Bohm H-function defined in equation (2.26),
with the negative sign inserted so that Shv is zero and maximum for the equilibrium distribution.
Another concept of entropy in quantum mechanics, known as the von Neumann entropy,
arises from the lack of knowledge about a system in a mixed state. When a system has a density
operator ρ which can be written in terms of eigenvectors |j > as ρ =
∑
j ηj |j >< j|, the von





The von Neumann entropy is zero for a pure state, where ηj = δjk for some k, and maximum for
ηj = 1/N where N is the dimensionality of the Hilbert space.
In refs. [39, 58] it is conjectured that the increase in von Neumann entropy arising from
pure-to-mixed evolution during complete black hole evaporation can be offset by a corresponding
decrease in hidden-variable entropy, i.e. by evolution of the black hole exterior away from quantum
equilibrium during the same process. This is in particular possible if the black hole interior con-
tains nonequilibrium degrees of freedom which interact nonlocally across the event horizon through
quantum entanglement. Such a nonlocal interaction could have the effect of introducing quantum
nonequilibrium outside the black hole horizon, accessible to observers in the exterior. A schematic
illustration is provided in Fig. 5.1.
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Figure 5.1: Schematic mechanism for the nonlocal propagation of quantum nonequilibrium from the
interior of a black hole to the exterior region [39,58].
This is the proposed mechanism for the avoidance of black-hole information loss [39, 58].
Many details, however, remain to be studied. Presumably the form of the nonequilibrium distribution
for the external particles will depend on the nonequilibrium distribution that was initially present
in the interior, thereby providing a conduit for information flow from behind the horizon. While
such details have not yet been fleshed out, the proposal does have a clear qualitative implication:
Hawking radiation is predicted to contain particles in a state of quantum nonequilibrium. This
means that (some of) the radiated particles will violate the usual Born rule.
These ideas can be experimentally tested at least in principle. For example, should Hawking
radiation be observed from evaporating primordial black holes (which in some scenarios are assumed
to be a significant component of dark matter [59]), the detected radiation could be tested for vio-
lations of the Born rule. In particular, we could test the radiation for violations of Malus’ law for
single-photon polarisation probabilities [60] or simply test it for anomalies in two-slit interference
(as indicated in Figure 1). Alternatively, since the proposal suggests that we may expect to find
quantum nonequilibrium at the Planck scale, it can also be tested with inflationary cosmology [28].
The purpose of this work is to study the basic physics behind the proposed mechanism and
to show, through examples, exactly how an entangled state can act as a conduit for the nonlocal
propagation of quantum nonequilibrium. To illustrate the mechanism it will suffice to consider a
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simple and calculable model of low-energy entangled degrees of freedom. We show, both analytically
and numerically, that indeed an equilibrium system can be thrown out of equilibrium if it is entangled
with another equilibrium system that in turn interacts locally with a nonequilibrium system – that,
in other words, nonequilibrium can propagate nonlocally across the light cone, in just the fashion
required for the proposed solution to the black-hole information loss paradox.
In Section 5.1 we review some essential background in pilot-wave theory, in particular as
applied to a scalar field in curved spacetime. In Section 5.2 we present our model and show analyti-
cally that, for the case of an impulsive interaction, quantum nonequilibrium does indeed propagate
nonlocally. In Section 5.3 we study a similar system numerically and show how the results of the
simulation can be extended to field modes. In Section 5.4 we present our conclusions.1
5.2 Pilot-wave field theory on curved spacetime
The proper setting for a discussion of black-hole information loss is of course quantum field
theory on a curved spacetime background. We will not be using this formalism in the calculations
reported here, which are carried out for a simplified model in Minkowski spacetime. But even so
it is important to show the connection with a more complete model on curved spacetime. We may
restrict ourselves to a scalar field.
It is in fact straightforward to write down pilot-wave theory for a scalar field propagating
on a classical curved spacetime background [58]. Assuming as usual that the spacetime is globally
hyperbolic, it can be foliated (generally nonuniquely) by spacelike hypersurfaces Σ(t) labelled by a
global time parameter t. The spacetime line element dτ2 = (4)gµνdx
µdxν with 4-metric (4)gµν can
then be decomposed as [62,63]
dτ2 = (N2 −NiN i)dt2 − 2Nidxidt− gijdxidxj , (5.5)
where N is the lapse function, N i is the shift vector, and gij is the 3-metric on Σ(t). We may set
N i = 0 (provided the lines xi = const. do not meet singularities).
1In this chapter, the material from Section 5.1 to Section 5.4 consists of original work which was published as
ref. [61].
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− (4)g (4)gµν∂µφ∂νφ (5.6)
the canonical momentum density reads π = ∂L/∂φ̇ = (√g/N)φ̇ (where (4)g = det gµν and g =




























































where as usual Ψ = |Ψ| eiS [58].
The time derivative (5.10) of the field at a point xi on Σ(t) depends instantaneously (with
respect to t) on the field at distant points (x′)i 6= xi – provided Ψ is entangled with respect to
the field values at those points. Physical consistency is ensured if we assume that the theory is
constructed with a chosen preferred foliation (associated with some lapse function N(xi, t)) [82].
















= 0 . (5.11)
It follows that if P = |Ψ|2 holds at some initial time it will hold at all times.
For the purposes of the rest of this paper, it will suffice to consider (for simplicity) a scalar
field in Minkowski spacetime and to show how quantum nonequilibrium can propagate nonlocally
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across the lightcone. This suffices to illustrate the physical mechanism, and moreover provides us
with a more tractable model.
The connection between a decoupled field mode of wave number k on the one hand, and
a two-dimensional harmonic oscillator on the other, was introduced in Section 2.5 and revisited in
Chapter 3 and Chapter 4. The field mode has two degrees of freedom qk1 and qk2 whose Hamiltonian
is identical to that of a harmonic oscillator of unit mass and angular frequency k. If we now assume
that the decoupled wave function ψk(qk1, qk2, t) is further separable as ψk = ψk1(qk1, t)ψk2(qk2, t),
each of the degrees of freedom qkr behaves like the position of a one-dimensional harmonic oscillator
of unit mass and angular frequency k. In this way, one-dimensional harmonic oscillators can model
the degrees of freedom of a quantum field under particular conditions. This correspondence is used
extensively in our calculations below, which feature particles moving in one dimension. The results
are equally applicable to quantum field theory for decoupled field modes.
5.3 Nonlocal propagation of quantum nonequilibrium
We now study a simple model that illustrates the nonlocal propagation of quantum nonequi-
librium.
5.3.1 Model summary
The model involves a pair of entangled particles A and B, which are initially in quantum
equilibrium, and a third particle C, which is initially in nonequilibrium. We investigate whether an
interaction of B with C can pull A out of equilibrium, even when A does not interact directly with
B or C. The basic setup is illustrated in Fig. 5.2 below.
Figure 5.2: An illustration of the three-particle problem.
We first need to define the concept of nonequilibrium for a particle which is entangled
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with other particles. In such a case the particle is said to be in non-equilibrium if its marginal
distribution differs from the equilibrium marginal distribution (where the latter is found by taking
the squared-amplitude of the total wavefunction and integrating over the other degrees of freedom).
In our model, each particle has just one degree of freedom – the respective position on the
x-axis xA, xB and xC . This suffices to capture the essential features of the problem. The joint
wavefunction is denoted by Ψ(xA, xB , xC , t) = Re
iS (where it is useful to introduce the amplitude
and phase R and S, respectively). The initial wavefunction may be written as
Ψ0(xA, xB , xC) = ψ0(xA, xB)χ0(xC) = R0e
iS0 . (5.12)
The equilibrium marginal distribution of particle A is given by






dxB |Ψ(xA, xB , xC , t)|2. (5.13)
The joint probability distribution of all three particles is denoted by ρ(xA, xB , xC , t). The initial
joint distribution may be written as
ρ0(xA, xB , xC) = |ψ0(xA, xB)|2q0(xC). (5.14)







dxBρ(xA, xB , xC , t). (5.15)
Since particle C is initially in nonequilibrium, q0(xC) differs from |χ0(xC)|2.
We now need to pick a suitable interaction Hamiltonian. It is clear that if the Hamiltonian
generates a velocity field for A that is identically zero, the marginal distribution for A will not change
from its initial value, and A will hence stay in equilibrium. This can be avoided by including the
kinetic energy of particle A in the Hamiltonian.
We construct an example where the only interaction is between particles B and C, with
A evolving according to its free particle Hamiltonian HA = p
2
A/2m. In addition to their own free
particle Hamiltonians HB = p
2
B/2m and HC = p
2
C/2m, B and C have an interaction term HintBC .
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In order to proceed we first derive some useful general results.
The Born distribution |Ψ|2 obeys a continuity equation with velocity fields which we denote











(|Ψ|2vC) = 0. (5.17)
Integrating over xB and xC implies that the marginal for A satisfies
∂
∂t











The other terms vanish, because they become boundary terms with a factor of |Ψ|2, which vanishes
at both infinities.













(ρvC) = 0. (5.18)














We may then write
∂
∂t











Now, it would suffice to construct an example where the expression (5.19) has a non-zero
value after particles B and C interact, showing that the marginal distribution for particle A and
its equilibrium counterpart are in the process of diverging. However, for the simplest analytically
solvable cases, this quantity turns out to be zero immediately after the interaction. We therefore go
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one step further, finding a general expression for the second time derivative
∂2
∂t2





















, and taking the three particles to be of equal mass m, we have
∂2
∂t2
























We now need expressions for ∂(ρ − |Ψ|2)/∂t and ∂S/∂t. The former can be calculated from the
continuity equation and the latter from the Schrödinger equation. However rather than calculating
these quantities for a general Hamiltonian it is easier to take a specific example.
5.3.2 Case of an impulsive interaction Hamiltonian
To show particle A’s departure from quantum equilibrium, we proceed as follows. Consider
an impulsive interaction between B and C that acts at t = 0, causing an instantaneous change to the
joint state of the three particles. The dynamics due to the free Hamiltonian can be neglected during
this period. If the expression in equation (5.20) becomes non-zero after the impulsive interaction,
then we know that the marginal distribution ρA and its equilibrium counterpart ρ
eq
A cannot remain
identical. In other words, the dynamics of the marginal distribution for A and its equilibrium
counterpart are not the same, resulting in their divergence.
We now choose the following simple interaction between B and C:
HintBC = αxCpBδ(t). (5.21)
It is difficult to calculate (5.20) analytically, but if we treat α as a perturbative expansion parameter
then (5.20) can be shown to be non-zero to first order in α.
Let Ψ′(xA, xB , xC) = R
′eiS
′
denote the joint wave function of the three particles immedi-
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across t = 0 we readily find




Using this expession for Ψ′ to calculate R′ and S′ for later use, we find up to lowest order in α:








Similarly, integrating the continuity equations (5.17) and (5.18) across t = 0, we obtain the first-order
corrections to |Ψ|2 and ρ:








After the impulsive interaction at t = 0, the Hamiltonian is taken to be simply equal to
the free Hamiltonian for the three particles. We can now calculate the expressions ∂∂t (ρ− |Ψ|
2) and
∂S
∂t for this Hamiltonian
2, which follow from the continuity equations (5.17) and (5.18) and the
modified Hamilton-Jacobi equation (see (??)) respectively:
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∂t





























































2The de Broglie-Bohm velocity fields which appear in the continuity equation are very much dependent on the
Hamiltonian. A procedure for deriving the velocity fields for a general Hamiltonian was given by Struyve and
Valentini [20].
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Combining equation (5.20) with equations (5.27) and (5.28), we have all we need to show that the
marginal for particle A diverges from the equilibrium marginal after the impulsive interaction (for
a specific example). All we need to do is calculate the quantity ∂
2
∂t2 (ρA − ρ
eq
A ) immediately after the
impulsive interaction using expressions for R′, S′ and ρ′.
5.3.3 A numerical example
After close inspection of equations (5.20), (5.27) and (5.28), we choose the following initial























































Using these quantities in equations (22), (29) and (30), we have the result (up to first order in α)
∂2
∂t2






The first derivative ∂∂t (ρA − ρ
eq
A ) is identically zero, and f(xA) also integrates to zero. The latter is
as required for ρA and ρ
eq
A to remain normalized.
Taking values α = 0.025, d = 1 and m = 1 (in appropriate units), for illustration we may
plot the function f(xA) (see Fig. 5.3).
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Figure 5.3: A plot of the function f(xA) for α = 0.025, d = 1 and m = 1.
Thus we see that, for this example, the marginal at A does indeed evolve away from equi-
librium as claimed, even though there is no conventional interaction between A (which is initially in
equilibrium) and C (which is initially in nonequilibrium).
5.4 Simulations
In the preceding section, we gave an analytical example of our desired phenomenon. It is
useful to consider a numerical simulation of the effect, with a view to illustrating the divergence
between the marginal distribution for particle A and its equilibrium counterpart.
5.4.1 Setup
We simulate an instance of the three-particle problem with the following initial conditions.
The particles are harmonic oscillators with identical masses and frequencies (all set to unity). The
initial state of A and B is an equal superposition of the |01 > and |10 > states of the equivalent
two-dimensional harmonic oscillator, with a relative phase factor in order to avoid inconvenient
nodal lines. Particles A and B start in equilibrium, so their joint initial distribution is the Born
distribution corresponding to their initial wave function. The initial state of C is the ground state of
the harmonic oscillator, and its initial distribution is the same Gaussian shifted by two units to the
right. (In the equations below, φn(x) refers to energy eigenstates of the one-dimensional harmonic
oscillator, with φ0(x) being the ground state, φ1(x) the first excited state, and so on, where these
are all real functions.) Thus we have
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ψAB(xA, xB , 0) =
1√
2
[φ0(xA)φ1(xB) + iφ1(xA)φ0(xB)] ,







ψC(xC , 0) = φ0(xC),
ρC(xC , 0) = |φ0(xC − 2)|2.
The expression for ρAB(0) does not feature cross-terms because, as mentioned, φ0 and φ1 are real
functions.
The interaction Hamiltonian is the same as in equation (5.21).
Fig. 5.4 illustrates the initial conditions of the system just before the interaction takes place.
Figure 5.4: The initial conditions for the three-particle problem as used in our numerical simulation.
Particles A and B begin in equilibrium, so their initial distribution is simply |ψAB(0)|2.
The wave function immediately after the interaction, which we will denote by Ψ(0+), is
obtained by integrating the Schrödinger equation as Ψ(t) = e−iĤtΨ(0). Putting in the Hamiltonian
from equation (5.21) and expanding the exponential yields a Taylor series for Ψ(0+) which may then
be expressed in the closed form
Ψ(xA, xB , xC , 0+) =
1√
2
(φ0(xA)φ1(xB − αxC) + iφ1(xA)φ0(xB − αxC))φ0(xC). (5.30)
Using the continuity equation (5.18) for the actual distribution ρ and integrating across t = 0 we
obtain




|φ0(xA)φ1(xB − αxC)|2 + |φ1(xA)φ0(xB − αxC)|2
)
|φ0(xC − 2)|2. (5.31)
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It can be seen from equations (5.30) and (5.31) that particles B and C are now out of
equilibrium, while particle A is not (yet). Now it remains to evolve the particles under their Hamil-
tonian (a sum of three harmonic-oscillator Hamiltonians) and to see if the marginal distribution for
A diverges from its equilibrium counterpart.
In order to calculate the trajectories of the particles, we need an expression for the wave
function at any time t. It is difficult to obtain the exact wave function, which is given by the action of
the time evolution operator e−iĤt on the wave function immediately after the interaction (equation
(5.30)). However, since α is small, a good approximation for Ψ(0+) may be obtained by expanding






















We now rewrite this expansion as a superposition of eigenstates for the joint Hamiltonian of the
three particles. Each eigenstate is represented by φj(xA)φk(xB)φl(xC) and abbreviated as φjkl,
with j, k and l being non-negative integers. The energy eigenvalue corresponding to state φjkl is
Ejkl = j + k + l+
3
2 . The following results for the one-particle eigenstates can be verified using the



































We use these results to write each term in equation (34) as a sum of three-particle eigenstates with
the appropriate coefficients. Collecting terms involving the same eigenstates, the final expression for
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It can be seen that the norm of the above expression is equal to one, with corrections of
order α4.
Now that we have an expression for Ψ(0+) in terms of the eigenstates of the Hamiltonian,
we can find the approximate wave function at any time t by simply attaching the appropriate phase


























































The velocity field is proportional to the gradient of the overall phase of the wave function. We
use this to simulate the evolution of the system and obtain snapshots of the marginal distribution
for A, as well as its equilibrium counterpart, at various final times. The simulation follows the
backtracking method described in ref. [36] to find the values of ρ(t) and ρeq(t) = |Ψ(t)|2 on a fine
grid of uniformly-spaced points in the main support of the two distributions. The joint distribution
ρ is then integrated over the positions of particles B and C to obtain the marginal distribution ρA
for particle A. The equilibrium marginal distribution ρeqA remains constant throughout, always equal
to one half of the sum of the distributions corresponding to the ground and first excited states.
This last point follows entirely from the Schrödinger equation and is not affected by the presence of
quantum nonequilibrium. However, since A is entangled with B and C following the interaction, the
evolution of the actual marginal distribution ρA depends on the velocity field in the three-particle
configuration space. Since B and C are now out of equilibrium, this dependence causes particle A
to evolve away from equilibrium.
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5.4.2 Numerical results
As an illustrative example we choose α = 0.1, so that the calculations are accurate to order
α2 = 0.01 and the error is of order α3 = 0.001. The resulting marginal distributions for A, as well
as the corresponding equilibrium marginal distributions, are shown for various times in Fig. 5.5.
(a) t = 0+ (b) t = T/16
(c) t = T/8 (d) t = T/2
Figure 5.5: Snapshots of the marginal and equilibrium marginal distributions for particle A, with
the former in red and the latter in black, at the times 0+, T/16, T/8 and T/2. Here T = 2π refers
to one period of each oscillators.
As can be seen from Fig. 5.5, particle A is in equilibrium immediately after the interaction
but is subsequently pulled out of equilibrium. The difference between the actual and equilibrium
marginals for A peaks at about 0.03 in Fig. 5.5(d), which is about 10% of the value of the distribu-
tions and clearly of higher order than the expected error α3 = 0.001. By contrast, we find that the
normalization of the distributions is indeed accurate to within the expected error.
Thus we have demonstrated, through both analytical calculation and numerical simulation,
that a quantum particle can be pulled out of equilibrium if its entangled partner interacts with
another system that is already out of equilibrium.
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5.4.3 Extension to field modes
In the above simulation we considered three harmonic oscillators with masses and angular
frequencies set to unity. The results can be easily extended to (identical) oscillators with unit mass
and general angular frequency ω. We keep the mass set to unity because we are interested in the
analogy with a scalar field mode, which is equivalent to an oscillator of unit mass and angular
frequency ω = k.



























This can be compared with φn(x) with ω = 1, which is identical to φn(u) with u replaced by x
except for the missing normalization factor ω
1
4 .
Since we wish to extend our results to general oscillators, our simulation can be thought of
as occurring on a lattice of uA, uB and uC . The wave function immediately after the interaction
will be as in equation (5.33), with the understanding that the φjkl’s are the same functions as before
with xA, xB and xC replaced by uA, uB and uC . This wave function is not normalized with respect
to xA, xB and xC because it is missing a factor ω
1
4 for each particle. However, this does not affect
the phase S of the wave function, which is what determines the velocity field.
In our above simulation, each term in the wave function has a phase factor eiEjklt at time
t, with Ejkl = j + k + l+
3
2 being the energies of three oscillators of angular frequency 1. However,
when the angular frequency is ω, the energies are actually E′jkl = ω
(
j + k + l + 32
)
. Hence the phase
factor in each term of the wave function is really ω times the value of the previous corresponding
phase factor. To compensate for this we may work with the rescaled time variable t′ = ωt, so that
the phase factors are indeed eiEjklt
′
with Ejkl = j + k + l +
3
2 as before. As it turns out, this
transformation also allows us to use the same guidance equation as before.


















Our simulation is set up to solve the differential equation dudt =
∂S
∂u . However, if we replace t with







Thus, our simulation calculates the wave function at values of t′ and evolves the trajectories according
to the velocity field in terms of t′.
Now we need to find the analogous nonequilibrium distribution of particle C. In our simu-
lation, the nonequilibrium distribution now reads






This is the same as







which means that the corresponding nonequilibrium distribution for particle C is a Gaussian with the
same width as the ground state but with mean shifted by a distance d = 2√
ω
. The initial distributions
for particles A and B are of course their equilibrium distributions, given by the squared amplitude
of their initial wave functions. The overall initial distribution is again missing a factor of ω
1
2 for
each particle and hence is not normalized, but this is as it should be (if the wave function is missing
factors of ω
1
4 , the Born distribution corresponding to the wave function is missing factors of ω
1
2 ).
Thus, to conclude, a snapshot of our simulation at time t′ corresponds to real time t = t
′
ω .
The results in Fig. 5.5 can still be interpreted as indicating the difference between the marginal
distributions of particle A at various final times, with the understanding that T = 2πω is the period
of the oscillator. For example, Fig. 5.5(d) is a snapshot at t′ = π, which means the real time for the
oscillator corresponding to this snapshot is t = πω =
T
2 .
Hence, when α = 0.1, the percentage difference between the values of the marginal distri-
butions is about 10% near the peaks of the equilibrium marginal at t = T2 =
π
ω . This applies for the




We have shown by example, both analytically and numerically, that a system initially in
quantum equilibrium can evolve away from equilibrium if it is entangled with another equilibrium
system that is interacting locally with a third system that is initially out of equilibrium. In other
words, quantum nonequilibrium can propagate nonlocally across the light cone.
While our calculations strictly apply only to decoupled field modes on Minkowski spacetime,
the formalism of Section 5.1 shows how similar calculations can in principle be carried out on
a background curved spacetime, yielding the result that quantum nonequilibrium can propagate
nonlocally across an event horizon. While this effect is of interest in its own right, our motivation for
studying it comes from the proposal [39,58] that it could provide a mechanism whereby information
can escape from the interior of a black hole to the exterior, despite the usual limits associated with
standard causal horizons. As noted, this scenario requires there to be interior degrees of freedom
that are already out of quantum equilibrium – presumably owing to Planck-scale physics operating
near the singularity [28,65].
The results reported here provide a proof-of-concept for the scenario first proposed in refs.
[39,58]. The mechanism illustrated here provides a means whereby information can be transmitted
from the interior of a black hole to the exterior region. In principle, then, the mechanism provides
an alternative approach whereby we might attempt to avoid information loss in an evaporating black
hole. In practice, however, many questions remain unanswered.
Firstly, it remains to calculate how much information could reasonably escape to the exterior
during the lifetime of an evaporating black hole. In the examples studied here, for ease of calculation
we have resorted to perturbation theory, so that the effects are necessarily small. But there seems
to be no reason to expect them to remain small outside of the perturbative regime. How large the
effects can realistically be remains to be studied.
Secondly, the size of the effects will also depend on the magnitude of the nonequilibrium
that exists behind the black-hole horizon. To estimate this will require a detailed model of the
interior, and in particular of the expected Planck-scale effects close to the singularity. Recent
work in quantum gravity provides a model of the gravitational instability of the Born rule during
cosmological inflation [65]. How to extend such models to black-hole singularities is however a





In this chapter, we investigate the cosmic microwave background (CMB) for signatures
of a relaxation process from initial de Broglie-Bohm quantum nonequilibrium. We start with an
introduction to the standard ΛCDM model of cosmology supplemented by inflationary theory and
then consider quantum nonequilibrium for an analysis of the possible implications. Finally we apply
our analysis to data released by the Planck Collaboration, based on observations by the European
Space Agency’s Planck satellite.
6.1 Introduction to ΛCDM cosmology
The starting point of modern cosmology is the assumption that on the largest length scales,
the universe can be approximated for the purpose of physical description as spatially isotropic and
homogeneous. Isotropy refers to the indistinguishability of directions, i.e. the idea that the universe
looks the same in all directions. Homogeneity is the claim that every point in the universe can
be treated as the same. These assumptions are trivially not true for smaller length scales, but
are approximately true on the scales of galactic superclusters, i.e. ∼ 100 Mpc. Although the use
of these assumptions for analytical convenience predates the discovery of the cosmic microwave
background radiation (CMB), the fact that the temperature of the CMB is isotropic to about one
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part in 105 – at least from our point of observation – puts isotropy on solid ground. Homogeneity
is supported by observations of the number of galaxies as a function of radial distance from our
position, and moreover the Copernican principle dictates that we expect our location in the universe
to be unremarkable. Thus, if the universe appears isotropic from our vantage point, it is likely to
appear isotropic from any other point, which implies homogeneity.
We therefore write a spacetime line element in spherical polar coordinates ρ, θ and φ
ds2 = −dt2 + a2(t)
(
dρ2 + f2(ρ)(dθ2 + sin2θdφ2)
)
(6.1)
where f(ρ) has three allowed possibilities for consistency with the above assumptions and nonsin-
gularity at the origin. These are f(ρ) = sin(ρ), f(ρ) = ρ, and f(ρ) = sinh(ρ) [66] [67]. The time
coordinate t refers to the proper time measured by a comoving observer and is known as cosmological
time, while a(t) is an overall scaling for spatial distances known as the scale factor. (For example,
an expanding universe has a scale factor that is an increasing function of cosmological time.) For a
universe with a flat geometry (f(ρ) = ρ), the current value of the scale factor a0 is usually set to
1. The distance between two points in space given by the spatial part of the metric when a = 1 is
termed the comoving distance, which remains constant in time, while the actual distance including
the scale factor is known as the proper distance or physical distance. Since radiation and other field
perturbations are also stretched by the expansion of space, we use the terms comoving wavelength
and physical wavelength in a similar sense.
In each of the three cases we make the identification r = f(ρ) to arrive at the line element




+ r2(dθ2 + sin2θdφ2)
)
(6.2)
where the parameter k takes the values +1, 0 and −1 for the cases f(ρ) = sin(ρ), f(ρ) = ρ,
and f(ρ) = sinh(ρ) respectively. The value of k, known as the curvature parameter, specifies the
geometry of the local spatial slices at every point in the universe, with k = 1 for positively curved
(closed) slices, k = 0 for flat slices, and k = −1 for negatively curved (open) slices.






with the current value of the Hubble parameter sometimes referred to as the Hubble constant, H0.
By definition, the Hubble parameter is the ratio of the velocity with which distant galaxies appear
to recede to their distance from an observer. Observationally, this is known as Hubble’s law
v = H0D (6.4)
where D is the proper distance of the galaxy from the observer.
The cosmological horizon for an observer is the maximum proper distance from which light
could have reached the observer in the time that the universe has existed, i.e. the age of the universe,
usually denoted by t0 and estimated to be 13.8 billion years. While light travels at a constant speed
c, the horizon is not straightforwardly given by ct0 because the universe has been expanding. Objects
from which light has reached us are now at greater distances due to the expansion of the universe.







so that the horizon distance is given by cη0 where η0 = 1.48 × 1018 s is the value of the conformal
time today.
When the Einstein field equations are applied to the above model, with the universe pos-






















Here κ is a comoving quantity that determines the curvature of the universe (related to but not the
same as the curvature parameter k = +1, 0,−1). The physical curvature of the universe is given by
κ/a2.
From the first Friedmann equation (6.6), we identify H = ȧ/a and write the energy density
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Dividing by H2 and then defining the terms on the right-hand side as parameters that specify the












= Ωm + Ωr + ΩΛ + Ωk = 1. (6.8)
The current values of the respective parameters, which we attempt to constrain using observations,
are denoted by Ω0m, Ω0r, Ω0Λ, and Ω0k. Multiplying equation (6.8) by H









+ Ω0Λ + Ω0ka
−2. (6.9)
The energy density of matter varies with scale factor as a−3, since any volume scales as a3, giving
ρm = ρ0ma
−3. The energy density of radiation varies as a−4, accounting for the redshift of wave-
lengths with expansion, so we have ρr = ρ0ra
−4. The energy density associated with Λ is unaffected
by the scale factor, since the cosmological constant is by definition a uniform energy density asso-
ciated with every region of space, and from equation (6.8) we see that the curvature term varies as
a−2. We thus obtain
H2 = H20 (Ω0ma
−3 + Ω0ra
−4 + Ω0ka
−2 + Ω0Λ), (6.10)
an equation which can be numerically solved for the expansion history of the universe once H0
and the Ω0 parameters are determined to sufficient accuracy by observations. In the flat case where
k = 0, the solution for a matter-dominated universe gives a scale factor that goes as a(t) ∝ t2/3, while
a radiation-dominated universe has a scale factor that goes as a(t) ∝ t1/2. A universe dominated by
a positive cosmological constant expands exponentially.
In our universe, observations indicate that the current values of the parameters are Ω0r ∼
10−5 (almost indistinguishable from zero), Ω0m ' 0.3 and Ω0Λ ' 0.7 [69]. The universe is often
approximated as flat (Ω0k ∼ 0) even though the uncertainty on whether Ω0m + Ω0r + Ω0Λ = 1 is
∼ 2% [69]. The matter parameter is further subdivided into contributions from “normal” baryonic
matter and “dark matter”, where the latter’s presence is inferred from galactic rotation curves
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that diverge significantly from the expected curves based on the distribution of observable normal
matter. The most widely accepted dark matter models feature slowly moving or “cold” dark matter,
abbreviated as CDM. Thus, Ω0m = Ω0b + Ω0c where the former represents baryonic matter and the
latter dark matter. From current estimates, Ω0b ' 0.05 and Ω0c ' 0.25 [69].
Thus, in this model, the energy density of the universe has two significant contributions
besides normal matter – cold dark matter and the cosmological constant Λ, giving the model the
name ΛCDM by which it is commonly referred to.
6.2 Inflationary cosmology
Cosmic inflation is a theory of rapid exponential expansion of the universe during an epoch
which is believed to have lasted from ∼ 10−36 s to between 10−33 and 10−32 s and increased
the size of the universe by a factor of at least 1026, while cooling its temperature by a factor of
∼ 105. The theory was developed in the late 1970s and early 1980s by researchers including Alexei
Starobinsky [70], Alan Guth [71], and Andrei Linde [72] as a possible resolution of problems that
arose in the existing Big Bang picture of cosmology put together from general relativity, particle
physics, and observations.
First, there was the horizon problem of Big Bang cosmology – the apparent homogeneity
and isotropy of the observable universe on scales that should not have had time to equilibrate in
the early universe when the expansion is traced back using only standard matter and radiation
energy densities. Distant regions of the observable universe today should then not have been able to
interact in the early universe, and one would have to invoke fine-tuned initial conditions to explain
the homogeneity on such length scales in the absence of an equilibration mechanism. According to
inflation, today’s entire observable universe was contained within a Hubble volume shortly after the
Big Bang, which thus had time to homogenize before exponential expansion dramatically increased
the length scales.
Another open question in Big Bang cosmology was the flatness problem, arising from obser-
vations that indicated the near-flatness of the universe. The curvature parameter Ωk falls off with
scale factor a−2, while the matter and radiation parameters fall off faster as a−3 and a−4 respectively.
The fact that Ωk is currently so close to zero must mean that in a universe without inflation or some
other flattening mechanism, the curvature parameter takes values that appear unnaturally small
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when evolved back towards the Big Bang. The exponential expansion of space in inflation causes
the initial curvature to be stretched to very large length scales, thus ensuring that the observable
universe today appears very nearly flat.
A third problem which initially motivated Alan Guth to propose inflation was the lack of
observable magnetic monopoles, in contradiction with results from Grand Unified Theories (GUTs)
which had heavy but stable magnetic monopoles being produced in abundance at the high tem-
peratures in the early universe. Such relic particles would be plentiful today and their absence
requires explanation in the GUT picture (although proton decay, another key prediction of GUTs, is
also yet to be observed). Inflationary expansion reduces the predicted number density of magnetic
monopoles by a sufficiently large factor when the universe cools to a temperature below that required
to produce them.
There are several models of the inflationary epoch, with slow-roll inflation featuring an
‘inflaton’ field being one of the most commonly used [72] [73]. However, for our purposes it is suffi-
cient to consider the effects of inflationary expansion on quantum fluctuations in de Broglie-Bohm
nonequilibrium, without being particularly concerned about the physical process that generates it.
From here onwards, we will suppress factors of the speed of light c and the (reduced) Planck
constant ~. During inflation, the scale factor grows approximately exponentially, i.e. a(t) ∝ eHt
with H (and consequently the Hubble parameter) remaining nearly constant. The Hubble radius
stays nearly fixed at H−1 during this epoch while physical wavelengths of perturbation modes
grow exponentially as λphys = a(t)λ, where λ is the comoving wavelength. When the physical
wavelength of a mode becomes larger than the Hubble radius, interactions on those length scales
can no longer take place. These perturbations become ‘frozen in’ as part of the primordial spectrum
that subsequently seeds the emergence of large-scale structure after the end of inflation, when the
expansion of the universe transitions to regimes where the Hubble radius grows faster than physical
wavelengths. Observations of the cosmic microwave background, where such perturbations give rise
to anisotropies, can be used to verify the predictions of this basic model as well as test extensions
of it. In particular, since even very short initial wavelengths grow dramatically during inflationary
expansion and perturbations on those scales become frozen in, we can probe physics at very small
length scales in the early universe (including perhaps below the Planck scale lP ∼ 10−35 m) with
sufficiently precise measurements of the CMB [28].
For the remainder of this chapter, we will discuss the search for evidence of de Broglie-Bohm
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quantum relaxation from initial nonequilibrium using measurements of CMB anisotropies. We use
a simple scalar field model to demonstrate the relationship between primordial perturbations and
the observable CMB anisotropy coefficients, and then introduce nonequilibrium to see if potential
signatures of a relaxation process can be identified. The last part of the chapter describes the
ongoing analysis of data from the Planck Collaboration’s 2015 release as a test of our model.
Consider a scalar field φ evolving on an expanding flat spacetime with the line element






























∇2φ = 0. (6.13)
Using the standard Fourier transformation similar to that given in Section 2.5, we can rewrite the
above in terms of the field components φk. This is in turn split into degrees of freedom corresponding

















with the sum restricted to half the values of k whose Fourier coefficients are independent.
We define canonical momenta πkr =
∂L
∂q̇kr























































If we now focus on a decoupled mode k, such that the overall wave functional Ψ is of the
form Ψ = ψk(qk1, qk2, t)χ where χ has no dependence on degrees of freedom for mode k, then we
find that its dynamics are independent of the other modes. The mode’s effective wave function ψk


















Since a two-dimensional harmonic oscillator with mass m and angular frequency ω along












the effective Hamiltonian in equation (6.19) has the form of such a 2D oscillator with mass m = a3
and angular frequency ω = k/a. However, a = a(t) is a time-dependent function, so the analogy is
not a direct one.
As we saw in Section 6.1, during a radiation-dominated phase of expansion the scale factor
increases as a ∝ t1/2. For this case, equation (6.19) has been solved analytically in [44] where it is
shown that the evolution of such a system with a = ai at the initial time ti, up to final time t, is
equivalent to the evolution of a 2D harmonic oscillator with constant mass m0 = a
3
i and constant
angular frequency ω0 = k/ai up to a ‘retarded time’ tret which has a functional dependence on ai,
k, ti, and t.
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It is found that for modes in the super-Hubble regime, the retarded time function tret is
close to t itself for small elapsed times ∆t where t = ti + ∆t and ∆t/ti  1. But for large t,
tret is found to level off around tsat ' 3ti, which corresponds to ∆tsat = 2ti. Thus, even when
the true time interval is arbitrarily long, the equivalent 2D oscillator for a super-Hubble mode only
evolves for approximately one Hubble time H−1(ti) = 2ti. It follows that if the system is in initial
nonequilibrium such that the timescale of relaxation for the equivalent oscillator is greater than 2ti,
it is impossible for complete relaxation to take place. Making the assumption that the timescale
of relaxation for an oscillator is roughly of the same order as the time period of the oscillator, the
implications of this result are clear – during such an expansion of space, relaxation to equilibrium
will be suppressed for modes in the super-Hubble regime and some nonequilibrium will be ‘frozen
in’.
We now explore the possibility that such a relaxation-impeding mechanism played out during
a pre-inflationary epoch of radiation-dominated expansion. We consider a pre-inflationary phase with
small excitations to the vacuum, where modes in the short-wavelength regime undergo complete
relaxation while those in the super-Hubble regime do not. The resulting nonequilibrium is preserved
during inflation, since small corrections to the inflationary vacuum are insufficient to cause significant
relaxation even over long timescales, as we saw in Chapter 4. Hence we have incomplete relaxation
during the pre-inflationary era leaving its mark on the spectrum of primordial perturbations which
give rise to temperature anisotropies in the CMB. We are yet to construct a full model accounting for
the transition from pre-inflation to inflation, but it is reasonable to assume that the nonequilibrium
will survive such a transition. Showing this in full detail is left for future work.
6.3 CMB anisotropies and theoretical modeling
The cosmic microwave background is the relic radiation from an early epoch of the universe,
when photons first decoupled from matter and could travel freely instead of being scattered by
charged particles. The universe was too hot for neutral atoms to be stable until about 380,000
years after the Big Bang when it had sufficiently cooled due to expansion. This allowed protons and
electrons to form atoms of hydrogen – an epoch known somewhat misleadingly as recombination,
since there was no “recombining” involed. The charged particles which previously interacted with
and scattered photons were now bound together in neutral atoms, enabling photon propagation. The
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radiation from this epoch reaches us from all directions, with a nearly uniform temperature that
has cooled to ' 2.7 K with the subsequent expansion of the universe. The presence of background
electromagnetic radiation was a key prediction of Big Bang cosmology and its detection by Arno
Penzias and Robert Wilson in 1964 [74] served as an important corroboration of the theory.
The CMB thus presents us with a window into the deep history of the universe. Precision
measurements from successive satellite missions such as COBE, WMAP, and Planck demonstrated
that the spectrum of CMB radiation was a near-perfect fit to a black body spectrum, and full-sky
maps of anisotropies in the CMB were produced. We rely on the data from the Planck 2015 release
for our analysis.
The temperature of the CMB is a function of angular coordinates T (θ, φ), with the average
temperature denoted by T̄ . Defining ∆T (θ, φ) = T (θ, φ) − T̄ , the temperature anisotropy in the









The temperature of our sky T (θ, φ) is assumed to be a single realization of a theoretical probability
distribution P [T (θ, φ)] which is isotropic, i.e. P [T (θ+ δθ, φ+ δφ)] = P [T (θ, φ)] for arbitrary δθ and
δφ. This isotropy implies that the marginal distribution for the coefficients alm is independent of
m, and the expectation value for each alm is zero. We denote this marginal distribution by pl(alm),
since it only has a dependence on l. The variance of the distribution is by definition
Cl = 〈|alm|2〉 (6.22)
where the averaging is carried out over the values of alm weighted by the distribution pl. The Cl
values are collectively referred to as the angular power spectrum of the CMB.
Since m ranges from −l to l for each angular scale l, there are 2l + 1 values of alm for a
given l. The measured values of the coefficients alm can be treated as independent realizations of










Of course, this estimate of the true Cl is more accurate for larger values of l which have a better
sampling of the distribution. The expected relative error in the estimate, known as the cosmic








We now display in Fig. 6.1 the CMB angular power spectrum obtained from measurements
by the Planck satellite after removal of the foreground using the best available model, which was
published in the collaboration’s 2015 data release [48]. The quantity Dl = l(l + 1)Cl/2π is plotted
against l.
Figure 6.1: The temperature power spectrum of the cosmic microwave background from ref. [48].
The upper portion of the figure plots the coefficients Dl, while the lower portion plots the residuals
∆Dl with respect to the line of best fit (red) obtained using a ΛCDM cosmological model. Both Dl
and ∆Dl are marked using blue points and error bars are indicated.
We see from Fig. 6.1 that the data points lie remarkably close to the ΛCDM best-fit line
for l >∼ 40 up to the limit l = 2500. However, for l <∼ 40 the data show a clear bias towards
lying below the best-fit line. Although the low-l regime has higher cosmic variance, the bias towards
lower-than-expected vaues of Dl indicates a power deficit of 5 − 10%, significant at 2.5 − 3σ. This
was described by the Planck team in 2013 as the “most puzzling finding in an otherwise remarkably
consistent dataset” [75] and the anomaly persisted in the 2015 analysis.
We now seek to provide a persuasive explanation for the power deficit at large angular scales
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in the angular power spectrum of the CMB, with a mechanism featuring de Broglie-Bohm quantum
nonequilibrium. The CMB temperature anisotropies arise from inhomogeneities on the surface of
last scattering, which in turn can be traced to classical curvature perturbations Rk. The relationship





d3k T (k, l)RkYlm(k̂) (6.24)
where T (k, l) is the astrophysical transfer function that specifies how curvature perturbations gen-
erate temperature anisotropies.
Since ∆T (θ, φ) must be isotropic over the statistical ensemble, we have the ensemble-average
〈a∗l′m′alm〉 = δl′lδm′mCl. Also, since the spectrum of curvature perturbations Rk is statistically ho-












2〉 is the primordial power spectrum of curvature perturbations. For low l
(l ≤∼ 20), we have the approximation
T 2(k, l) = πH40 j2l (2k/H0) (6.26)
where jl is the spherical Bessel function of the first kind of order l. Since jl(x) peaks at ∼ l, the
angular scale l corresponds roughly to the length scale k ∼ H0l/2.
During the inflationary epoch, the curvature perturbations Rk are proportional to the infla-
tion field fluctuations φk with the factor that relates them remaining approximately fixed in time.
Taking the quantum state of the inflaton field to be the Bunch-Davies vacuum, the power spectrum
of inflaton perturbations turns out to be approximately constant for modes in the super-Hubble
regime (k/a H) and thus the primordial power spectrum of curvature perturbations predicted by
standard quantum theory is nearly scale-free, with some higher-order corrections. In cosmological








where As is an overall amplitude parameter, k∗ is a scale usually fixed at 0.05 Mpc
−1, and ns is
the spectral tilt (ns ≈ 1 for a nearly scale-free spectrum). In some later discussions we approximate
PQTR (k) as constant to simplify calculations for illustrative results.
As we saw in Section 6.2, the expansion of space impedes and suppresses relaxation to
quantum equilibrium for field perturbations of super-Hubble wavelengths. For initial nonequilibrium
conditions, we can expect the true power spectrum of field perturbations to be different from the
spectrum predicted by quantum theory. We now define a function ξ(k) that encapsulates this
nonequilibrium
〈|φk|2〉 = 〈|φk|2〉QT ξ(k) (6.28)
so that the relationship between the actual primordial power spectrum and its counterpart according
to quantum theory is
PR(k) = P
QT
R (k) ξ(k). (6.29)
The function ξ(k) is defined as the ‘primordial power deficit’. The precise form of ξ(k) is impossible to
predict with certainty since initial nonequilibrium conditions can take arbitrary forms, but with some
starting assumptions we can arrive at a rough predicted shape for ξ(k). In particular, refs. [44] and
[30] consider a two-dimensional harmonic oscillator in a superposition of several energy eigenstates
with an initial distribution whose width is narrower than that of the equilibrium distribution. This
is the equivalent oscillator for a field mode of any wave number k, but the final time tret up to which
it must be evolved depends on k, while the true time interval remains constant for all field modes.
The simulation is carried out to determine the ratio of actual width to equilibrium width at the final
time as a function of k and used to make a prediction for the shape of ξ(k), for which reason we will
also refer to it as the ‘width deficit’ in this context.
6.4 Review of previous work modeling the width deficit func-
tion
We now briefly summarize the results from refs. [44] and [30] that give us an indication
of what ξ(k) might look like. The parameters ai, ti, and tf are chosen as follows – ai = 10
−2,
ti = 10
−4, and tf = 10
−2. For these parameters, field perturbation modes with k < 10π remain
in the super-Hubble regime throughout while the scale factor increases as a ∝ t1/2. Each mode is
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taken to be decoupled and in a superposition of a total of M energy eigenstates. The initial wave
function of a mode can be written as






where Φk(q1)Φl(q2) are energy eigenstates of the ‘decoupled mode Hamiltonian’ at time ti in equation
(6.19) and θj are a collection of randomly generated initial phases. The notation Φn1(j)(q1)Φn2(j)(q2)
indicates that sequences of nonnegative integers n1(j) and n2(j) are used to specify which energy
states of the Hamiltonian are present in the superposition. In general, the superposition starts with
the ground state and proceeds sequentially.
The initial nonequilibrium distribution is chosen to be the distribution corresponding to the
ground state
ρ(q1, q2, ti) = |Φ0(q1)Φ0(q2)|2 (6.31)
so that the width of the initial distribution is clearly smaller than the initial equilibrium width.
The evolution of each mode is simulated using the corresponding equivalent standard 2D
oscillator of mass m = a3i and ω = k/ai, evolved up to the corresponding retarded time. The initial
wave function and distribution of the equivalent oscillator are similar to equations (6.30) and (6.31)
respectively, with the energy eigenstates of the field mode replaced by the energy eigenstates of the
standard 2D oscillator. The initial width deficit is thus the same for all values of k. For the above
parameter values, the retarded time as a function of k is plotted in Fig. 6.2.
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Figure 6.2: The retarded time as a function of k for ai = 10
−2, ti = 10
−4 tf = 10
−2.
Since real-world field mode systems are likely to be in mixed states rather than pure states,
we average the width deficit over several different choices of θj to plot ξ(k) for various values of the
number of modes M .
We first look at an illustrative example of relaxation suppresed by the expansion of space
for one initial wave function with M = 25. In Fig. 6.3, taken from ref. [44], we see plots of the initial
distribution and its equilibrium counterpart in the top row, followed by the two distributions at half
the mode reentry time (in real cosmological time t) in the middle row, and the final distributions in
the bottom row, all for the equivalent standard oscillator evolved up to the corresponding retarded
time in each case. (Rescaled coordinates q′1 and q
′
2, whose details are unimportant, are used for
the axes and all plots have been smoothed to remove fine structure.) It is clear from Fig. 6.3 that
relaxation has not proceeded to completion, and the actual distribution is clearly distinguishable
from the equilibrium distribution at the final time.
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Figure 6.3: For a field mode on expanding space, seen via its equivalent standard oscillator: the
smoothed actual distributions (left) and the smoothed Born distributions (right) at the initial time
(top row), an intermediate time (middle row), and the final time (bottom row). Note the clear
difference between the distributions even at the final time. (Reproduced from ref. [44].)
By contrast, when the standard oscillator is evolved as if there was no expansion so that
tret = t, we see the results in Fig. 6.4 (also from ref. [44]). The final distribution is now nearly iden-
tical to the equilibrium distribution, indicating that near-complete relaxation has occurred without
the impeding effect of expanding space. This is also borne out by calculations of H̄ for the final
distributions in Figs. 6.3 and 6.4.
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Figure 6.4: For a standard 2D oscillator, at the same real times as in Fig. 6.3: the smoothed actual
distributions (left) and the smoothed Born distributions (right) at the initial time (top row), the
intermediate time (middle row), and the final time (bottom row). The final distributions are nearly
indistinguishable, in contrast to Fig. 6.3. (Reproduced from ref. [44].)
We now display ξ(k) using width deficits averaged over several sets of phases for various
values of M . The first-order trend observed is ξ(k) increasing with k, steeply at low k and gradually
at high k, ultimately appearing to level off. The plots of ξ(k) for M = 4, 6, 9, 12, 16, 20, 25 and the
fiducial values of the other parameters is shown in Fig. 6.5.
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Figure 6.5: The width deficit ξ(k) using wave functions with M = 3, 4, 6, 9, 12. Each curve is
generated from averages of wave functions with the same value of M and different phase factors
(refer equation (6.30)). The other relevant parameters are ai = 10
−2, ti = 10
−4 and tf = 10
−2. The
curves for M = 9 and M = 12 cut off at lower values of k because a higher value of k corresponds
to a higher time evolved for the equivalent oscillator and the velocity field is more chaotic for larger
M , limiting accuracy for higher evolution times. The data for this figure was provided by Samuel
Colin from his numerical simulations.
The general shape of ξ(k) seen in Fig. 6.5 indicates that a first-order fitting function
should be increasing and asymptotically reach a peak value. Two such possible choices are shown
in equations (6.32) and (6.33) [30], the former using an inverse tangent function and the latter an


















In Fig. 6.6, we display ξ(k) for M = 4 and the same values of the other parameters, and
a fit using an inverse tangent function as in equation (6.32). This simple three-parameter fitting
function, with parameter values optimized for best fit, adequately tracks the first-order increasing
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trend in ξ over 100 data points from k = π to k = 100π.
Figure 6.6: ξ(k) for M = 4 and the other parameters as above, accompanied by the fitting function
ξfit(k) = arctan
(
0.083 kπ + 2.767
)
+ 1.041− π2 .
The inverse tangent fit using optimized values of the parameters also works well for other
values of M and tf . Moreover, several other initial nonequilibrium distributions with smaller initial
widths are also seen to yield first-order width deficit functions ξ(k) similar to equations (6.32) and
(6.33) [46], so the results of this section can be considered fairly robust. However, we note that ξ(k)
also features oscillations superimposed on the increasing trend, as can be seen from Figs. 6.5 and
6.6. We discuss these oscillations in the next section.
6.5 Oscillations in the width deficit function
It is worth investigating the oscillations in ξ(k) in some detail.1 Fig. 6.2 shows that the
retarded time displays some oscillatory behavior in its dependence on k for fixed ai, ti and tf . One
might then be led to think that the increases and decreases in the retarded time, which corresponds
to the duration up to which the equivalent oscillator is evolved, account for the oscillations in the
width deficit function. But on closer inspection that can be ruled out because the approximate
1The understanding of the oscillations is original work set to be published in ref. [76].
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‘frequency’ of retarded time oscillations in k space does not match with the corresponding frequency
in ξ(k). Looking at Fig. 6.6, the oscillations in ξ(k) take place on a scale of ∼ 10π in k-space, while
tret swings up and down on a scale of ∼ 5π.
The source of the oscillations in ξ(k) is better understood by looking at the ‘period number’
of the equivalent oscillator as a function of k. As stated in Section 6.2, the equivalent oscillator has
mass m = a3i and angular frequency ω = k/ai and is evolved up to time tret(k). Thus the number











When ξ is plotted against NT , the oscillations in ξ take place on a scale ∆NT ∼ 1. This is
also seen for other values of tf , where the scale of the oscillations in ξ changes in k-space but satisfies
∆NT ∼ 1. The implication is that the relaxation process, as one would expect, is not completely
smooth, and furthermore features oscillatory behavior on roughly the same timescale as the period
of the oscillator, superimposed on the approach towards equilibrium. We make use of this insight
by plotting ξ as a function of NT and fitting to an increasing function of NT similar to equations
(6.32) and (6.33), to which a sinusoidal oscillation with amplitude, frequency and phase parameters
is added. The frequency of the sinusoid should correspond to the scale ∆NT ∼ 1, and indeed we
obtain a close fit to the data as shown in Fig. 6.7.
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Figure 6.7: The width deficit ξ for M = 3 and the other parameters as above, accompanied by the
fitting function ξfit(k) = 0.9783 − 0.2566 exp(−0.2598NT ) + α cos(2πβNT + γ) where α = 0.0138,
β = 0.88 and γ = 1.4070. The frequency parameter β is expected to be 1 according to the analysis
above, but the oscillations in ξ(k) do not maintain a constant phase and thus the optimization
algorithm selects for slightly more spread-out oscillations in the fitting curve to minimize the R2
statistic.
We therefore have a functional form that works as a solid approximation for ξ(k). Though
we have fitted ξ as a function of NT in Fig. 6.7, in practice NT and k are almost linearly related, as
can be seen in Fig. 6.8.
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Figure 6.8: The number of periods NT for which the equivalent oscillator is evolved, as a function of
mode wave number k. The values of the relevant parameters are the same as above, i.e. ai = 10
−2,
ti = 10
−4 and tf = 10
−2.
Thus, the expectation for ξ(k) is that it features an increasing function of k, such as an
inverse tangent as in (6.32) or exponential as in (6.33), to which a sinusoidal oscillation is added.
6.6 Primordial spectrum with a power deficit
The next step is to insert this parametrized form for ξ(k) into equation (6.29) and calculate
the CMB angular power spectrum coefficients Cl, optimizing the parameters for best fit to the data
from the Planck 2015 release. The fit to the data in the low-l regime is of particular interest since we
are seeking to explain the power deficit at low l. Fig. 6.1 also features hints of oscillatory behavior
in the Cl spectrum at low l.
A more general form of the first-order inverse tangent fit with four parameters α, β, kc and
λ is used in ref. [49], where






















The constraints on the parameters are 0 < β < 2, α > 1/π, kc > 0 and λ > 0. This four-parameter
function allows for greater flexibility in the first-order increasing trend while still preserving the
overall shape and fixing the short-wavelength limit lim
k→∞
ξ(k) = 1. The number of parameters can be
reduced (e.g. by fixing λ = 1) if we find that the improvement in the fit to the data is insignificant
when a parameter is allowed to vary. We add a sinusoidal function of k which cuts off at an upper
limit k̄, since the oscillatory drift must eventually halt as relaxation reaches near-completion and this
is required to avoid oscillations at smaller angular scales which would be in conflict with observations.
Thus, our final ξ function is












ν1 cos(2πν2k + ν3) θ(k̄ − k)
(6.37)
where θ(x) is the Heaviside step function (0 when x < 0 and 1 when x > 0). This is plugged into







with ξ(k) from equation (6.37).
To get an approximate idea of how this shape of ξ(k) affects the spectrum of Cl values, we









coupled with treating the primordial power spectrum according to standard quantum theory as









j2l (2k/H0) ξ(k). (6.40)
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Making the substitution u = 2k/H0, equation (6.40) becomes
Cl
CQTl





j2l (u) ξ̃(u) (6.41)
where ξ̃(u) = ξ(2k/H0). Since ξ(k) is the sum of an inverse tangent function and a sinusoid, the
same is clearly true for ξ̃(u). From equation (6.37) we have












ν1 cos(2πν̃2u+ ν3) θ(ū− u)
(6.42)
where b(α, β) is the same as in equation (6.36), uc = 2kc/H0 (similarly for ū) and b̃ = bH0/2.
It is straightforward to calculate Cl/C
QT
l using equation (6.41) for sample functions ξ̃(u).
We find that the inverse tangent component of ξ̃(u) gives rise to an increasing trend (also inverse-





Figure 6.9: We consider a trial primordial power deficit function ξ̃(u) as in equation (6.42) with
α = 0.3, β = 0.5, uc = 2.0, λ = 1, a = 0.2, b = 0.3, and c = 0. We have not set a cutoff for the
sinusoid, since we are only calculating up to l = 20 anyway. The values of Cl/C
QT
l generated by the
inverse tangent portion of ξ are plotted against l in part (a), while the corresponding contribution
of the sinusoid part of ξ is shown in part (b). The sum of the two, which gives the values of Cl/C
QT
l
from the total ξ function, is displayed in part (c).
Fig. 6.9 shows that we are on the right track for a qualitative agreement with the Planck
2015 CTTl values for low l, where a power deficit of 5 − 10% with respect to the best fit curve is
observed along with hints of oscillatory behavior. Having thus set the stage for fitting our model to
the data, we now describe our method.
6.7 Method
Our cosmological model features eight parameters in the deficit function – α, β, kc, λ, ν1, ν2,
ν3 and k̄ – in addition to the standard ΛCDM parameters. If we treated the six ΛCDM parameters
as free, as in the Planck collaboration’s data analysis, we would have a total of 14 parameters to
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be optimized. However, this is computationally intensive and unnecessary in a preliminary analysis
focused on the oscillations, since ref. [49] found that the best-fit values of the ΛCDM parameters
were hardly affected by the inclusion of their deficit function. Thus, while it might be hoped that
a cosmological model with a modified primordial power spectrum could improve the fit to the data
and simultaneously resolve other puzzles such as the Hubble tension, it is unlikely that our current
project can do so. For this reason, we fix the values of the ΛCDM parameters at the best-fit values
found in the Planck analysis, while still considering those parameters as free when we check whether
our model has sufficiently the improved the fit to justify the inclusion of the new deficit parameters.
The parameter k̄ is also not treated as free to vary, since we know the approximate angular
scale at which the power deficit ceases to exist (l ∼ 30) and hence the corresponding scale in k-space.
For the inverse tangent portion of ξ(k), we begin with the atan2 function in Table II of ref. [49],
where λ = α = 1 (fixed), β = 0.504 and k−1c = 1.326 Gpc. These values of β and kc were arrived
at by carrying out a maximum likelihood estimation using the Planck TT coefficients and Hubble




− tan−1 ((1.326 Gpc k) + b(1.00, 0.504))
)
. (6.43)
We vary the remaining oscillation parameters c1, c2, and c3 in order to find the best fit for
our preliminary analysis, using only the Planck TT values at low l. Thus, the improvement to the
fit at low l must justify the inclusion of three additional free parameters.
Since the primordial power spectrum cannot be negative, the oscillations cannot cause ξ(k)
to dip below zero. An easy way to ensure this is by adopting the constraint ν1 < β, since ν1 is the
amplitude of the oscillation and β is the value of the monotonically increasing function ξ(1)(k) in
the long-wavelength limit k → 0. Thus here we restrict ourselves to the region of parameter space
ν1 ≤ 0.5. The frequency of the oscillation in k-space, ν2, has no constraints to begin with while ν3
is a phase parameter and so restricted to the branch 0 ≤ ν3 < 2π.
With these constraints on the parameters, we attempt to find best-fit values that minimize
the χ2 fitting statistic in the region 2 ≤ l ≤ 29 and compare the χ2 per degree of freedom (reduced-
χ2, or χ2ν) with that of the fit produced by equation (6.43). While this is not by any means the ideal
approach for comparing models vis-à-vis their explanatory power for the full Planck dataset, we are
currently using only a small part of the dataset and checking whether our model can pass a basic
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test. We are thus careful to not overstate the significance of our results.
The CMB angular power spectrum for a specification of all cosmological parameters is
calculated using a Python program which employs the NumCosmo package. We are thankful to
Sandro Vitenti for his guidance in this aspect of the work.
6.8 Results
We search the space of oscillation parameters ν1, ν2 and ν3 to look for regions where an
improvement in the fit to the observations for CTTl at low l is produced. As stated in Section 6.7,
we fix the ΛCDM parameters at the Planck values and the parameters in the inverse tangent part
of ξ(k) at the atan2 values from Table II of ref. [49]. The cutoff scale k̄ is fixed at 0.065Gpc−1
so that the oscillations are negligible outside the low-l domain. We estimate a starting point for
the amplitude and frequency of the oscillation based on the approximation of the transfer function
discussed in Section 6.6 and scan a wide region of the parameter space around this starting point,
with the phase allowed to vary throughout its domain 0 ≤ ν3 < 2π.
This search picks out a small region of parameter space where the closeness of the new fit
is sufficient to compensate for the inclusion of three additional parameters, producing a value of the
χ2ν statistic slightly smaller than that of the fit from equation (6.43), which has a similar value of χ
2
ν
to the power law spectrum in the Planck 2015 analysis at low l. Thus we find preliminary evidence
that including oscillations in the primordial power spectrum, in addition to a long-wavelength power
deficit, improves the fit to the Planck 2015 data at low l. However, there are important caveats to
this result, which we will discuss below in this section.
In Fig. 6 we display the values of Dl through the entire range 2 ≤ l ≤ 2500 for our spectrum
with oscillations in ξ(k), as well as the starting point with only the atan2 function. The values of
the ΛCDM parameters are the same in both plots and the values of the oscillation parameters are
chosen based on a coarse-grained exploration of the parameter space. Since optimization involves
calculation of the values of Dl for each point in parameter space, which is computationally intensive,
a fine-grained search of the parameter space is impractical with our resources. The plot in Fig. 6
is generated from values of the parameters which yielded the lowest χ2ν in our search, and those are




h = H0/(100 km s





As ΛCDM 2.1955× 10−9
ns ΛCDM 0.9655
τ ΛCDM 0.078







ν2 ξ(k) 0.165 Gpc
ν3 ξ(k) 5.719
Table 6.1: The values of the ΛCDM parameters as well as the newly introduced parameters in ξ(k)
for Fig. 6.
Figure 6.10: The CMB coefficients Dl for the primordial power spectrum with ξ(k) featuring oscil-
lations (red) and ξ(k) with only the atan2 function (blue). The relevant parameter values are listed
in Table 6.1. The values of the standard ΛCDM model parameters and the parameters in the inverse
tangent function are common to both plots, while the oscillation parameters are relevant only for
the red line (or in other words, the oscillation amplitude ν1 = 0 for the blue line).
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Fig. 7 plots values of Dl for both of these primordial spectra in the low-l region 2 ≤ l ≤ 29,
as well as the corresponding values for the Planck power law spectrum, and also the data points
and their corresponding error bars. We find that the spectrum with oscillations has a χ2 of 12.162,
giving a χ2ν of 0.715, while χ
2 with only the atan2 deficit is 14.622, yielding a χ2ν of 0.731. The
Planck spectrum has a χ2 of 16.126 and a χ2ν of 0.733.
Figure 6.11: The CMB coefficients Dl for our primordial power spectrum with oscillations (red
line), the starting point without oscillations (blue line), and the Planck power-law spectrum (yellow
line), along with the Planck 2015 observations (light blue points) in the low-l domain 2 ≤ l ≤ 29.
The oscillation parameters in ξ(k) were optimized to minimize the χ2 statistic in this region, as a
preliminary approach for comparing our model with data.
Thus, we have preliminary results indicating that a modified primordial spectrum with a
power deficit featuring an arctan function and oscillations can provide a marginally better fit to the
observations in the low-l region than a spectrum with the arctan deficit alone, and also the standard
power-law spectrum. The values for the amplitude and frequency of the oscillation picked out by
the fitting process are large and non-trivial, and χ2 appears to be relatively sharply picked around
the values in Table 6.1. However, the large value of oscillation amplitude also raises questions for
our proposed quantum nonequilibrium and relaxation mechanism. As stated in Section 5, the power
spectrum must remain positive for all k and hence we restrict the amplitude ν1 to be less than
or equal to β, the minimum value of the arctan component of ξ(k). But as can be seen in Table
1, ν1 = 0.5 is picked out as the value of best fit, reaching the largest allowed value. Such large
oscillations do not emerge straightforwardly from our studies of de Broglie-Bohm relaxation and
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perhaps require more specific scenarios.
A full comparison of our model with the standard ΛCDM model, and other models with
a power deficit, requires a likelihood analysis across all angular scales for temperature as well as
polarization data from the Planck release. We believe, based on our preliminary results, that such
an analysis is well motivated and we leave this for future work.
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