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Abstract
In this paper, we first introduce Lσ1 -(logL)σ2 conditions satisfied by
the variable kernels Ω(x, z) for 0 ≤ σ1 ≤ 1 and σ2 ≥ 0. Under these
new smoothness conditions, we will prove the boundedness properties of
singular integral operators TΩ, fractional integrals TΩ,α and parametric
Marcinkiewicz integrals µρ
Ω
with variable kernels on the Hardy spaces
Hp(Rn) and weak Hardy spaces WHp(Rn). Moreover, by using the in-
terpolation arguments, we can get some corresponding results for the
above integral operators with variable kernels on Hardy–Lorentz spaces
Hp,q(Rn) for all p < q <∞.
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1 Introduction and main results
Let Rn(n ≥ 2) be the n-dimensional Euclidean space and Sn−1 be the unit
sphere in Rn equipped with the normalized Lebesgue measure dσ. A function
Ω(x, z) defined on Rn × Rn is said to belong to L∞(Rn) × Lr(Sn−1), r ≥ 1, if
it satisfies the following conditions:
(i) for all λ > 0 and x, z ∈ Rn, Ω(x, λz) = Ω(x, z);
(ii)
∥∥Ω∥∥
L∞(Rn)×Lr(Sn−1) := supx∈Rn
(∫
Sn−1
|Ω(x, z′)|r dσ(z′))1/r <∞,
where z′ = z/|z| for any z ∈ Rn\{0}. Let Ω(x, z) ∈ L∞(Rn) × Lr(Sn−1)
satisfying the cancellation condition:∫
Sn−1
Ω(x, z′) dσ(z′) = 0 for any x ∈ Rn. (1.1)
∗E-mail address: wanghua@pku.edu.cn.
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Then the singular integral operator with variable kernel is defined by
TΩf(x) = P.V.
∫
Rn
Ω(x, x− y)
|x− y|n f(y) dy. (1.2)
In 1955, Caldero´n and Zygmund [2, 3] investigated the L2 boundedness of
singular integral operators with variable kernels. They found that these oper-
ators TΩ are closely related to the problem about second order elliptic partial
differential equations with variable coefficients. In [2], Caldero´n and Zygmund
proved the following theorem (see also [4]).
Theorem A. Suppose that Ω(x, z) ∈ L∞(Rn)×Lr(Sn−1) with r > 2(n− 1)/n,
and satisfies (1.1). Then there exists a constant C > 0 independent of f such
that ∥∥TΩ(f)∥∥L2 ≤ C∥∥f∥∥L2 .
For 0 < α < n and Ω(x, z) ∈ L∞(Rn) × Lr(Sn−1) with r ≥ 1. Then the
fractional integral operator with variable kernel is defined as follows:
TΩ,αf(x) =
∫
Rn
Ω(x, x − y)
|x − y|n−α f(y) dy. (1.3)
In 1971, Muckenhoupt and Wheeden [16] studied the Lp–Lq boundedness of
TΩ,α when 0 < α < n, and obtained the following result (here, and in what
follows we shall denote the conjugate exponent of p > 1 by p′ = p/(p− 1)):
Theorem B. Let 0 < α < n, 1 < p < n/α and 1/q = 1/p− α/n. Suppose that
Ω(x, z) ∈ L∞(Rn) × Lr(Sn−1) with r > p′, then there exists a constant C > 0
independent of f such that ∥∥TΩ,α(f)∥∥Lq ≤ C∥∥f∥∥Lp .
For 0 < ρ < n, in 1960, Ho¨rmander [11] defined the parametric Marcinkiewicz
integral operator µρΩ of higher dimension as follows.
µ˜ρΩ(f)(x) =
(∫ ∞
0
∣∣F˜ ρΩ,t(x)∣∣2 dtt2ρ+1
)1/2
,
where
F˜ ρΩ,t(x) =
∫
|x−y|≤t
Ω(x− y)
|x− y|n−ρ f(y) dy.
In this paper, we will consider the parametric Marcinkiewicz integral operator
with variable kernel which is given by the following expression
µρΩ(f)(x) =
(∫ ∞
0
∣∣F ρΩ,t(x)∣∣2 dtt2ρ+1
)1/2
, (1.4)
where
F ρΩ,t(x) =
∫
|x−y|≤t
Ω(x, x − y)
|x− y|n−ρ f(y) dy. (1.5)
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When ρ = 1, we shall denote µ1Ω simply by µΩ, which was first defined and
studied by Ding et al.in [6, 7] (for the convolution kernel case, see [18]).
Let 0 ≤ σ1 ≤ 1 and σ2 ≥ 0. We say that Ω(x, z) satisfies the Lσ1-(logL)σ2
condition, if there exists an absolute constant C > 0 such that
sup
x∈Rn
∣∣Ω(x, y′)− Ω(x, z′)∣∣ ≤ C∣∣y′ − z′∣∣σ1 · 1(
log 1|y′−z′|
)σ2 . (1.6)
holds uniformly in y′, z′ ∈ Sn−1. If σ1 = 0 and σ2 > 0, this new condition
reduces to the logarithmic type Lipschitz condition, which was introduced and
studied by Lee and Rim in [13], when the kernel Ω does not depend on the first
variable. If 0 < σ1 ≤ 1 and σ2 = 0, this new condition is just the Lipschitz
condition of order σ1, which is actually stronger than L
σ1-(logL)σ2 condition
assumed on the variable kernel Ω(x, z). In addition, it is obvious that if Ω(x, z)
satisfies (1.6) for some 0 ≤ σ1 ≤ 1 and σ2 ≥ 0, then Ω(x, z) is a bounded
function in Rn × Rn and Ω(x, z) ∈ L∞(Rn)× Lr(Sn−1) for any 1 ≤ r <∞.
The main purpose of this paper is to discuss the boundedness properties
of TΩ, TΩ,α and µ
ρ
Ω on the Hardy spaces H
p(Rn) and weak Hardy spaces
WHp(Rn), under the new Lσ1-(logL)σ2 condition (1.6) imposed on the vari-
able kernel Ω(x, z). We now formulate our main results as follows.
Theorem 1.1. Let n ≥ 2, n/(n+ 1) < p ≤ 1, and Ω(x, z) satisfy (1.1) and the
Lσ1-(logL)σ2 condition (1.6). Then TΩ is bounded from H
p(Rn) into Lp(Rn)
provided that σ1 and σ2 satisfy either of the following
(i) σ1 = n(1/p− 1) and σ2 > 1/p;
(ii) n(1/p− 1) < σ1 ≤ 1 and σ2 ≥ 0.
Theorem 1.2. Let 0 < α < n, n/(n+ 1) < p ≤ 1, 1/q = 1/p−α/n and Ω(x, z)
satisfy the Lσ1-(logL)σ2 condition (1.6). Then TΩ,α is bounded from H
p(Rn)
into Lq(Rn) provided that σ1 and σ2 satisfy either of the following
(i) σ1 = n(1/q − 1) + α and σ2 > 1/q;
(ii) n(1/q − 1) + α < σ1 ≤ 1 and σ2 ≥ 0.
Theorem 1.3. Let 1 ≤ ρ < n, n/(n+ 1) < p ≤ 1, and Ω(x, z) satisfy (1.1)
and the Lσ1-(logL)σ2 condition (1.6). Then µρΩ is bounded from H
p(Rn) into
Lp(Rn) provided that σ1 and σ2 satisfy either of the following
(i) σ1 = n(1/p− 1) and σ2 > 1/p;
(ii) n(1/p− 1) < σ1 ≤ 1 and σ2 ≥ 0.
Theorem 1.4. Let n ≥ 2, n/(n+ 1) < p ≤ 1, and Ω(x, z) satisfy (1.1) and
the Lσ1-(logL)σ2 condition (1.6). Then TΩ is bounded from WH
p(Rn) into
WLp(Rn) provided that σ1 and σ2 satisfy either of the following
(i) σ1 = n(1/p− 1) and σ2 > 2/p;
(ii) n(1/p− 1) < σ1 ≤ 1 and σ2 ≥ 0.
Theorem 1.5. Let 0 < α < n, n/(n+ 1) < p ≤ 1, 1/q = 1/p−α/n and Ω(x, z)
satisfy the Lσ1-(logL)σ2 condition (1.6). Then TΩ,α is bounded from WH
p(Rn)
into WLq(Rn) provided that σ1 and σ2 satisfy either of the following
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(i) σ1 = n(1/q − 1) + α and σ2 > 1/q +max{1, 1/q};
(ii) n(1/q − 1) + α < σ1 ≤ 1 and σ2 ≥ 0.
Theorem 1.6. Let 1 ≤ ρ < n, n/(n+ 1) < p ≤ 1, and Ω(x, z) satisfy (1.1)
and the Lσ1-(logL)σ2 condition (1.6). Then µρΩ is bounded from WH
p(Rn) into
WLp(Rn) provided that σ1 and σ2 satisfy either of the following
(i) σ1 = n(1/p− 1) and σ2 > 2/p;
(ii) n(1/p− 1) < σ1 ≤ 1 and σ2 ≥ 0.
It should be pointed out that for the special case of p = 1 and σ1 = 0,
Theorems 1.1–1.6 were already obtained by the author in [20].
2 Notations and preliminaries
For any 0 < p < ∞, we denote by Lp(Rn) the classical Lebesgue spaces of all
functions f satisfying
∥∥f∥∥
Lp
=
(∫
Rn
|f(x)|p dx
)1/p
<∞. (2.1)
When p =∞, L∞(Rn) will be defined as follows:∥∥f∥∥
L∞
= ess sup
x∈Rn
|f(x)| <∞. (2.2)
We also denote by WLp(Rn) the weak Lp spaces consisting of all measurable
functions f such that∥∥f∥∥
WLp
= sup
λ>0
λ ·
∣∣{x ∈ Rn : |f(x)| > λ}∣∣1/p <∞. (2.3)
As we know, for any 0 < p ≤ 1, the Hardy spaces Hp(Rn) can be defined in
terms of maximal functions. We write S (Rn) to denote the Schwartz space of
all rapidly decreasing smooth functions and S ′(Rn) to denote the space of all
tempered distributions, i.e., the topological dual of S (Rn). Let ϕ be a function
in S (Rn) satisfying
∫
Rn
ϕ(x) dx = 1. Set
ϕt(x) = t
−nϕ(x/t), t > 0, x ∈ Rn.
We will define the radial maximal function Mϕ(f) by
Mϕf(x) = sup
t>0
∣∣(ϕt ∗ f)(x)∣∣.
Then the Hardy spaces Hp(Rn) consist of those tempered distributions f ∈
S ′(Rn) for which Mϕ(f) ∈ Lp(Rn) with
∥∥f∥∥
Hp
=
∥∥Mϕ(f)∥∥Lp . For 0 < p ≤ 1,
one can characterize the Hardy spacesHp(Rn) in terms of atoms in the following
way (see [5] and [12]).
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Definition 2.1. Let 0 < p ≤ 1, 1 < q ≤ ∞, and the nonnegative integer s ≥
N = [n(1/p−1)], here [x] indicates the integer part of x. A real-valued function
a(x) is said to be a (p, q, s)-atom centered at x0 if the following conditions are
satisfied:
(a) a ∈ Lq(Rn) and is supported in a cube Q centered at x0;
(b) ‖a‖Lq ≤ |Q|1/q−1/p;
(c)
∫
Rn
a(x)xγ dx = 0 for every multi-index γ with |γ| ≤ s.
We will need the following atomic decomposition theorem for Hardy spaces
Hp(Rn) given in [5,12](For more details, the reader is referred to [15] and [19]).
Theorem 2.2. Let 0 < p ≤ 1 and 1 < q ≤ ∞. For each f ∈ Hp(Rn),
there exist a collection of (p, q, [n(1/p− 1)])-atoms {aj} and a sequence of real
numbers {λj} with
∑
j |λj |p ≤ C‖f‖pHp such that f =
∑
j λjaj both in the sense
of distributions and in the Hp norm. Moreover,
∥∥f∥∥
Hp
∼
(∑
j
|λj |p
)1/p
,
where the infimum is taken over all the above decompositions of f ∈ Hp(Rn)
into (p, q, [n(1/p− 1)])-atoms.
On the other hand, the weak Hp spaces have first appeared in the work of
Fefferman, Rivie`re and Sagher [8], which are the intermediate spaces between
two Hardy spaces through the real method of interpolation. The atomic decom-
position characterization of weak H1 space on Rn was given by Fefferman and
Soria in [9]. Later, Liu [14] established the weak Hp spaces on homogeneous
groups for the whole range 0 < p ≤ 1. The corresponding results related to Rn
can be found in [15]. Let 0 < p ≤ 1 and N = [n(1/p− 1)]. Define
AN =
{
ϕ ∈ S (Rn) : sup
x∈Rn
sup
|α|≤N+1
(1 + |x|)N+n+1∣∣Dαϕ(x)∣∣ ≤ 1},
where α = (α1, . . . , αn) ∈ (N ∪ {0})n, |α| = α1 + · · ·+ αn, and
Dαϕ =
∂|α|ϕ
∂xα11 · · · ∂xαnn
.
For any given f ∈ S ′(Rn), the grand maximal function of f is defined by
Gf(x) = sup
ϕ∈AN
sup
|y−x|<t
∣∣(ϕt ∗ f)(y)∣∣.
Then we can define the weak Hardy spaces WHp(Rn) by WHp(Rn) =
{
f ∈
S ′(Rn) : G(f) ∈ WLp(Rn)}. Moreover, we set ∥∥f∥∥
WHp
=
∥∥G(f)∥∥
WLp
. We
also need the following atomic decomposition theorem for weak Hardy spaces
WHp(Rn) given in [9, 14] (see also [15]).
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Theorem 2.3. Let 0 < p ≤ 1. For every f ∈ WHp(Rn), then there exists a
sequence of bounded measurable functions {fk}∞k=−∞ with the following proper-
ties:
(i) f =
∑∞
k=−∞ fk in the sense of distributions.
(ii) Each fk can be further decomposed into fk =
∑
i b
k
i , where {bki } satisfies
(a) Each bki is supported in a cube Q
k
i with
∑
i
∣∣Qki ∣∣ ≤ c2−kp, and∑i χQki (x) ≤
c. Here χE denotes the characteristic function of the set E and c ∼
∥∥f∥∥p
WHp
;
(b)
∥∥bki ∥∥L∞ ≤ C2k, where C > 0 is independent of i and k ;
(c)
∫
Rn
bki (x)x
γ dx = 0 for every i, k and every multi-index γ with |γ| ≤
[n(1/p− 1)].
Conversely, if f ∈ S ′(Rn) has a decomposition satisfying (i) and (ii), then
f ∈ WHp(Rn). Moreover, we have
∥∥f∥∥p
WHp
∼ c.
Throughout this paper, the letter C always denote a positive constant in-
dependent of the main parameters involved, but it may be different from line
to line. Moreover, we use A ∼ B to mean the equivalence of A and B; that
is, there exist two positive constants C1 and C2 independent of A, B such that
C1A ≤ B ≤ C2A.
3 Boundedness on the Hardy spaces Hp(Rn)
3.1 Proof of Theorem 1.1
Proof of Theorem 1.1. First we observe that for n/(n+ 1) < p ≤ 1, one has
[n(1/p−1)] = 0. Then in view of Theorem 2.2 and Theorem A, it suffices to show
that for any (p, 2, 0)-atom a, there exists a constant C > 0 independent of a such
that
∥∥TΩ(a)∥∥Lp ≤ C. Let a(x) be a (p, 2, 0)-atom with supp a ⊆ Q = Q(x0, rQ),
and let Q∗ = 2
√
nQ, where Q(x0, rQ) denotes the cube centered at x0 with side
length rQ, all cubes are assumed to have their sides parallel to the coordinate
axes and λQ denotes the cube concentric with Q whose side length is λ times
as long. Then we write∥∥TΩ(a)∥∥pLp = ∫
Rn
∣∣TΩ(a)(x)∣∣p dx = ∫
Q∗
∣∣TΩ(a)(x)∣∣p dx+ ∫
(Q∗)c
∣∣TΩ(a)(x)∣∣p dx
:= I1 + I2.
Since the condition (1.6) implies that Ω(x, z) is bounded and Ω(x, z) ∈ L∞(Rn)×
Lr(Sn−1) for any 1 < r < ∞, then by using Ho¨lder’s inequality with exponent
ν = 2/p, Theorem A and the size condition of atom a, we get
I1 ≤
(∫
Q∗
∣∣TΩ(a)(x)∣∣2 dx)p/2(∫
Q∗
1 dx
)1−p/2
≤ C ·
∥∥TΩ(a)∥∥pL2 |Q|1−p/2
≤ C · ‖a‖pL2|Q|1−p/2
≤ C. (3.1)
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Let us now turn to estimate the other term I2.By the vanishing moment condi-
tion of atom a, for any x ∈ (Q∗)c, we have∣∣TΩ(a)(x)∣∣ = ∣∣∣∣∫
Q
[
Ω(x, x − y)
|x− y|n −
Ω(x, x − x0)
|x− x0|n
]
a(y) dy
∣∣∣∣
≤ C
∫
Q
∣∣∣∣ 1|x− y|n − 1|x− x0|n
∣∣∣∣ ∣∣a(y)∣∣ dy
+
∫
Q
|Ω(x, x − y)− Ω(x, x − x0)|
|x− x0|n
∣∣a(y)∣∣ dy
= I+II.
For the term I, notice that when x ∈ (Q∗)c and y ∈ Q, then we have |x− y| ∼
|x − x0|. Hence, we apply the mean value theorem and the size condition of
atom a to obtain
I ≤ C
∫
Q
|y − x0|
|x− x0|n+1
∣∣a(y)∣∣ dy
≤ C · rQ|x− x0|n+1
∫
Q
∣∣a(y)∣∣ dy
≤ C · rQ|x− x0|n+1 · ‖a‖L
2|Q|1/2
≤ C · rQ|x− x0|n+1 · |Q|
1−1/p.
For the term II, in this case, we still have |x − y| ∼ |x − x0| if x ∈ (Q∗)c and
y ∈ Q. Thus ∣∣∣∣ x− y|x− y| − x− x0|x− x0|
∣∣∣∣ ≤ C · rQ|x− x0| . (3.2)
So by the condition (1.6) and the inequality (3.2), we deduce that for any
x ∈ (Q∗)c,∣∣∣Ω(x, x− y)− Ω(x, x− x0)∣∣∣ = ∣∣∣∣Ω(x, x− y|x− y|)− Ω(x, x− x0|x− x0|
)∣∣∣∣
≤
(
rQ
|x− x0|
)σ1
· C(
log |x−x0|rQ
)σ2 . (3.3)
Substituting the above inequality (3.3) into II and then using the size condition
of atom a, we obtain
II ≤
(
rQ
|x− x0|
)σ1
· C
|x− x0|n
(
log |x−x0|rQ
)σ2 ∫
Q
∣∣a(y)∣∣ dy
≤
(
rQ
|x− x0|
)σ1
· C
|x− x0|n
(
log |x−x0|rQ
)σ2 · ‖a‖L2|Q|1/2
≤ C · (rQ)
σ1
|x− x0|n+σ1
(
log |x−x0|rQ
)σ2 · |Q|1−1/p.
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Summarizing the above two estimates for I and II, we thus have
I2 ≤ C · (rQ)p|Q|p−1
∫
(Q∗)c
dx
|x− x0|p(n+1)
+ C · (rQ)pσ1 |Q|p−1
∫
(Q∗)c
dx
|x− x0|p(n+σ1)
(
log |x−x0|rQ
)pσ2
= III+IV.
If we rewrite the above two integrals in polar coordinates, then we can get
III ≤ C · (rQ)p+pn−n
∫
|y|≥(√n)rQ
dy
|y|p(n+1)
≤ C · (rQ)p+pn−n
∫ ∞
(
√
n)rQ
sn−1
sp(n+1)
ds
≤ C, (3.4)
where the last inequality holds since p > n/(n+ 1), and
IV ≤ C · (rQ)pσ1+pn−n
∞∑
ℓ=1
∫
(
√
n)ℓrQ≤|y|<(
√
n)ℓ+1rQ
dy
|y|p(n+σ1)( log |y|rQ )pσ2
≤ C · (rQ)pσ1+pn−n
∞∑
ℓ=1
1
(log
√
n · ℓ)pσ2
∫ (√n)ℓ+1rQ
(
√
n)ℓrQ
sn−1
sp(n+σ1)
ds.
Let us now consider the following two cases:
(i) p(n+ σ1) = n and pσ2 > 1. Then we have
IV ≤ C
∞∑
ℓ=1
log
√
n
(log
√
n · ℓ)pσ2
≤ C. (3.5)
(ii) p(n+ σ1) > n and σ2 ≥ 0. So we have
IV ≤ C · (rQ)pσ1+pn−n
∞∑
ℓ=1
1
(log
√
n · ℓ)pσ2 ·
[
1
(
√
n)ℓrQ
]p(n+σ1)−n ∫ (√n)ℓ+1rQ
(
√
n)ℓrQ
ds
s
≤ C · (rQ)pσ1+pn−n
∞∑
ℓ=1
log
√
n
(log
√
n · ℓ)pσ2 ·
[
1
(
√
n)ℓrQ
]p(n+σ1)−n
≤ C
∞∑
ℓ=1
[
1
(
√
n)p(n+σ1)−n
]ℓ
≤ C, (3.6)
where the last series is convergent since
(√
n
)p(n+σ1)−n
> 1. Combining the
inequality (3.1) with (3.4)–(3.6), we then complete the proof of Theorem 1.1.
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3.2 Proof of Theorem 1.2
Proof of Theorem 1.2. Observe that [n(1/p− 1)] = 0 by our assumptions. For
0 < α < n, we first choose p1 and q1 in such a way that 1 < p1 < n/α and
1/q1 = 1/p1 − α/n. Then by Theorem 2.2 and Theorem B, it suffices to verify
that for any (p, p1, 0)-atom a, there exists a constant C > 0 independent of a
such that
∥∥TΩ,α(a)∥∥Lq ≤ C. Let a(x) be a (p, p1, 0)-atom with supp a ⊆ Q =
Q(x0, rQ), and let Q
∗ = 2
√
nQ. One writes
∥∥TΩ,α(a)∥∥Lq = (∫
Rn
∣∣TΩ,α(a)(x)∣∣q dx)1/q
=
(∫
Q∗
∣∣TΩ,α(a)(x)∣∣q dx)1/q +
(∫
(Q∗)c
∣∣TΩ,α(a)(x)∣∣q dx
)1/q
:= J1 + J2.
Since the condition (1.6) implies that Ω(x, z) is bounded and Ω(x, z) ∈ L∞(Rn)×
Lr(Sn−1) for all r > p′1 > 1, notice also that q1 > q and 1/p − 1/q = 1/p1 −
1/q1 = α/n. Then by using Ho¨lder’s inequality with exponent ν = q1/q > 1,
Theorem B and the size condition of atom a, we obtain
J1 ≤
(∫
Q∗
∣∣TΩ,α(a)(x)∣∣q1 dx)1/q1 (∫
Q∗
1 dx
)(1−q/q1)·1/q
≤ C · ∥∥TΩ,α(a)∥∥Lq1 ∣∣Q∣∣1/q−1/q1
≤ C ·
∥∥a∥∥
Lp1
∣∣Q∣∣1/q−1/q1
≤ C ·
∣∣Q∣∣1/p1−1/p+1/q−1/q1
≤ C. (3.7)
Now let us consider the other term J2. By the vanishing moment condition of
atom a, for any x ∈ (Q∗)c, we have
∣∣TΩ,α(a)(x)∣∣ = ∣∣∣∣∫
Q
[
Ω(x, x− y)
|x− y|n−α −
Ω(x, x− x0)
|x− x0|n−α
]
a(y) dy
∣∣∣∣
≤ C
∫
Q
∣∣∣∣ 1|x− y|n−α − 1|x− x0|n−α
∣∣∣∣ ∣∣a(y)∣∣ dy
+
∫
Q
|Ω(x, x− y)− Ω(x, x− x0)|
|x− x0|n−α
∣∣a(y)∣∣ dy
= I+II.
For the term I, note that when x ∈ (Q∗)c and y ∈ Q, then we have |x − y| ∼
|x − x0|. Applying the mean value theorem and the size condition of atom a,
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we get
I ≤ C
∫
Q
|y − x0|
|x− x0|n−α+1
∣∣a(y)∣∣ dy
≤ C · rQ|x− x0|n−α+1
∫
Q
∣∣a(y)∣∣ dy
≤ C · rQ|x− x0|n−α+1 ·
∥∥a∥∥
Lp1
∣∣Q∣∣1/p′1
≤ C · rQ|x− x0|n−α+1 · |Q|
1−1/p.
For the term II, as above we know that |x−y| ∼ |x−x0| if x ∈ (Q∗)c and y ∈ Q.
Thus, it follows from the previous inequalities (3.2) and (3.3) that
II ≤
(
rQ
|x− x0|
)σ1
· C
|x− x0|n−α
(
log |x−x0|rQ
)σ2 ∫
Q
∣∣a(y)∣∣ dy
≤
(
rQ
|x− x0|
)σ1
· C
|x− x0|n−α
(
log |x−x0|rQ
)σ2 · ∥∥a∥∥Lp1 ∣∣Q∣∣1/p′1
≤
(
rQ
|x− x0|
)σ1
· C
|x− x0|n−α
(
log |x−x0|rQ
)σ2 · |Q|1−1/p.
Summing up the above two estimates for I and II, we thus obtain
J2 ≤ C · (rQ) · |Q|1−1/p
(∫
(Q∗)c
dx
|x− x0|q(n−α+1)
)1/q
+ C · (rQ)σ1 · |Q|1−1/p
(∫
(Q∗)c
dx
|x− x0|q(n−α+σ1)
(
log |x−x0|rQ
)qσ2
)1/q
= III+IV.
Observe that q > n/(n− α+ 1) when n/(n+ 1) < p ≤ 1 and 1/q = 1/p− α/n.
We then use the polar coordinates for integrals to obtain
III ≤ C · (rQ)n+1−n/p
(∫
|y|≥(√n)rQ
dy
|y|q(n−α+1)
)1/q
≤ C · (rQ)n+1−n/p
(∫ ∞
(
√
n)rQ
sn−1
sq(n−α+1)
ds
)1/q
≤ C. (3.8)
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and
IV ≤ C · (rQ)n+σ1−n/p
( ∞∑
ℓ=1
∫
(
√
n)ℓrQ≤|y|<(
√
n)ℓ+1rQ
dy
|y|q(n−α+σ1)( log |y|rQ )qσ2
)1/q
≤ C · (rQ)n+σ1−n/p
( ∞∑
ℓ=1
1
(log
√
n · ℓ)qσ2
∫ (√n)ℓ+1rQ
(
√
n)ℓrQ
sn−1
sq(n−α+σ1)
ds
)1/q
.
We now consider the following two cases:
(i) q(n− α+ σ1) = n and qσ2 > 1. Then we have n+ σ1 = n/p. Thus
IV ≤ C · (rQ)n+σ1−n/p
( ∞∑
ℓ=1
log
√
n
(log
√
n · ℓ)qσ2
)1/q
≤ C. (3.9)
(ii) q(n− α+ σ1) > n and σ2 ≥ 0.
IV ≤ C · (rQ)n+σ1−n/p
( ∞∑
ℓ=1
log
√
n
(log
√
n · ℓ)qσ2 ·
[
1
(
√
n)ℓrQ
]q(n−α+σ1)−n)1/q
≤ C · (rQ)n+σ1−n/p ·
(
1
rQ
)n−α+σ1−n/q( ∞∑
ℓ=1
[
1
(
√
n)q(n−α+σ1)−n
]ℓ)1/q
≤ C, (3.10)
where in the last inequality we have used the facts that
(√
n
)q(n−α+σ1)−n
> 1
and n/p = α + n/q. Therefore, by combining the inequality (3.7) with (3.8)–
(3.10), we then finish the proof of Theorem 1.2.
3.3 Proof of Theorem 1.3
In [20], we have already proved the following result, which will be used in the
proof of our main theorem.
Theorem 3.1. Suppose that 1 ≤ ρ < n, Ω(x, z) ∈ L∞(Rn)×Lr(Sn−1) with r >
2(n− 1)/n, and satisfies (1.1). Then there exists a constant C > 0 independent
of f such that ∥∥µρΩ(f)∥∥L2 ≤ C∥∥f∥∥L2 .
Proof of Theorem 1.3. Again, we have [n(1/p−1)] = 0 when n/(n+ 1) < p ≤ 1.
Arguing as in the proof of Theorem 1.1, by using Theorem 2.2 and Theorem
3.1, we only have to show that for any (p, 2, 0)-atom a, there exists a constant
11
C > 0 independent of a such that
∥∥µρΩ(a)∥∥Lp ≤ C. Let a(x) be a (p, 2, 0)-atom
with supp a ⊆ Q = Q(x0, rQ), and let Q∗ = 2
√
nQ. Then we have∥∥µρΩ(a)∥∥pLp = ∫
Rn
∣∣µρΩ(a)(x)∣∣p dx = ∫
Q∗
∣∣µρΩ(a)(x)∣∣p dx+ ∫
(Q∗)c
∣∣µρΩ(a)(x)∣∣p dx
:= K1 +K2.
Applying Ho¨lder’s inequality with exponent ν = 2/p, Theorem 3.1 and the size
condition of atom a, we get
K1 ≤
(∫
Q∗
∣∣µρΩ(a)(x)∣∣2 dx)p/2(∫
Q∗
1 dx
)1−p/2
≤ C · ∥∥µρΩ(a)∥∥pL2 |Q|1−p/2
≤ C · ‖a‖pL2|Q|1−p/2
≤ C.
Let us now turn to deal with the term K2. If for 1 ≤ ρ < n, we set
Kρ(x, z) = Ω(x, z)|z|n−ρ χ{|z|≤1}(z) and K
ρ
t (x, z) =
1
tn
· Kρ
(
x,
z
t
)
.
Then
µρΩ(a)(x) =
(∫ ∞
0
∣∣∣∣ ∫
Rn
Kρt (x, x− y)a(y) dy
∣∣∣∣2 dtt
)1/2
. (3.11)
For any x ∈ (Q∗)c, suppKρ(x, ·) ⊆ B(0, 1), the unit ball in Rn. Then using the
vanishing moment condition of atom a, we have∣∣∣∣ ∫
Rn
Kρt (x, x− y)a(y) dy
∣∣∣∣ = ∣∣∣∣ ∫
Q
[
Kρt (x, x − y)−Kρt (x, x − x0)
]
a(y) dy
∣∣∣∣
≤ C
tρ
·
∫
Q
∣∣∣∣ 1|x− y|n−ρ − 1|x− x0|n−ρ
∣∣∣∣∣∣a(y)∣∣ dy
+
1
tρ
·
∫
Q
|Ω(x, x− y)− Ω(x, x− x0)|
|x− x0|n−ρ
∣∣a(y)∣∣ dy
= I+II.
When x ∈ (Q∗)c and y ∈ Q, then |x − y| ∼ |x − x0|. Using the mean value
theorem and the size condition of atom a, we obtain
I ≤ C
tρ
·
∫
Q
|y − x0|
|x− x0|n−ρ+1
∣∣a(y)∣∣ dy
≤ C · rQ
tρ|x− x0|n−ρ+1
∫
Q
∣∣a(y)∣∣ dy
≤ C · rQ
tρ|x− x0|n−ρ+1 · ‖a‖L
2|Q|1/2
≤ C · rQ
tρ|x− x0|n−ρ+1 · |Q|
1−1/p.
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On the other hand, from the previous inequalities (3.2) and (3.3), it follows that
II ≤ C · (rQ)
σ1
tρ|x− x0|n−ρ+σ1
(
log |x−x0|rQ
)σ2 ∫
Q
∣∣a(y)∣∣ dy
≤ C · (rQ)
σ1
tρ|x− x0|n−ρ+σ1
(
log |x−x0|rQ
)σ2 · ‖a‖L2|Q|1/2
≤ C · (rQ)
σ1
tρ|x− x0|n−ρ+σ1
(
log |x−x0|rQ
)σ2 · |Q|1−1/p.
Recall that for any fixed x, suppKρ(x, ·) ⊆ {z ∈ Rn : |z| ≤ 1}, then for any
y ∈ Q and x ∈ (Q∗)c, we have
t ≥ |x− y| ≥ |x− x0| − |y − x0| ≥ |x− x0|
2
. (3.12)
Therefore∣∣µρΩ(a)(x)∣∣ ≤ C · |Q|1−1/p
[
rQ
|x− x0|n−ρ+1 +
(rQ)
σ1
|x− x0|n−ρ+σ1
(
log |x−x0|rQ
)σ2
]
×
(∫ ∞
|x−x0|
2
dt
t2ρ+1
)1/2
≤ C · |Q|1−1/p
[
rQ
|x− x0|n+1 +
(rQ)
σ1
|x− x0|n+σ1
(
log |x−x0|rQ
)σ2
]
.
The rest of the proof is exactly the same as that of Theorem 1.1, we can also
obtain
K2 ≤ C.
Summing up all the above estimates, we conclude the proof of Theorem 1.3.
4 Boundedness on the weak Hardy spaces WHp(Rn)
4.1 Proof of Theorem 1.4
Proof of Theorem 1.4. For any given λ > 0, we may choose k0 ∈ Z such that
2k0 ≤ λ < 2k0+1. For every f ∈ WHp(Rn), then by Theorem 2.3, we can write
f =
∞∑
k=−∞
fk =
k0∑
k=−∞
fk +
∞∑
k=k0+1
fk := F1 + F2,
where F1 =
∑k0
k=−∞ fk =
∑k0
k=−∞
∑
i b
k
i , F2 =
∑∞
k=k0+1
fk =
∑∞
k=k0+1
∑
i b
k
i
and {bki } satisfies (a)–(c) in Theorem 2.3. Then we have
λp ·
∣∣{x ∈ Rn : ∣∣TΩ(f)(x)∣∣ > λ}∣∣
≤ λp · ∣∣{x ∈ Rn : ∣∣TΩ(F1)(x)∣∣ > λ/2}∣∣+ λp · ∣∣{x ∈ Rn : ∣∣TΩ(F2)(x)∣∣ > λ/2}∣∣
:= I1 + I2.
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First we claim that the following inequality holds:∥∥F1∥∥L2 ≤ C · λ1−p/2∥∥f∥∥p/2WHp . (4.1)
In fact, since supp bki ⊆ Qki = Q
(
xki , r
k
i
)
and
∥∥bki ∥∥L∞ ≤ C2k by Theorem 2.3,
where Q
(
xki , r
k
i
)
denotes the cube centered at xki with side length r
k
i . Hence, it
follows from Minkowski’s inequality for integrals that
∥∥F1∥∥L2 ≤ k0∑
k=−∞
∥∥∥∑
i
bki
∥∥∥
L2
.
For each k ∈ Z, by using the bounded overlapping property of the cubes {Qki }
and the fact that 1− p/2 > 0, we thus obtain
∥∥∥∑
i
bki
∥∥∥
L2
≤ sup
i
∥∥bki ∥∥L∞
(∫
x∈∪iQki
1 dx
)1/2
≤ C · 2k
(∑
i
∣∣Qki ∣∣)1/2
≤ C · 2k(1−p/2)
∥∥f∥∥p/2
WHp
,
and
∥∥F1∥∥L2 ≤ C k0∑
k=−∞
2(k−k0)(1−p/2) · λ1−p/2
∥∥f∥∥p/2
WHp
= C · λ1−p/2∥∥f∥∥p/2
WHp
∞∑
k=0
(
1
2
)k(1−p/2)
≤ C · λ1−p/2∥∥f∥∥p/2
WHp
.
By the hypothesis, we know that TΩ is bounded on L
2(Rn) according to Theorem
A. This fact together with Chebyshev’s inequality and the inequality (4.1) yields
I1 ≤ λp · 4
λ2
∥∥TΩ(F1)∥∥2L2
≤ C · λp−2
∥∥F1∥∥2L2
≤ C
∥∥f∥∥p
WHp
.
Let us now turn our attention to the estimate of I2. Setting
Ak0 =
∞⋃
k=k0+1
⋃
i
Q˜ki ,
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where Q˜ki = Q
(
xki , τ
p(k−k0)/n(2
√
n)rki
)
and τ is a fixed positive number such
that 1 < τ < 2. Thus, we can further decompose I2 as
I2 ≤ λp ·
∣∣{x ∈ Ak0 : |TΩ(F2)(x)| > λ/2}∣∣+ λp · ∣∣{x ∈ (Ak0 )c : |TΩ(F2)(x)| > λ/2}∣∣
= I ′2 + I
′′
2 .
For the term I ′2, we can deduce that
I ′2 ≤ λp
∞∑
k=k0+1
∑
i
∣∣Q˜ki ∣∣
≤ C · λp
∞∑
k=k0+1
τp(k−k0)
∑
i
∣∣Qki ∣∣
≤ C∥∥f∥∥p
WHp
∞∑
k=k0+1
( τ
2
)p(k−k0)
= C
∥∥f∥∥p
WHp
∞∑
k=1
( τ
2
)pk
≤ C∥∥f∥∥p
WHp
.
On the other hand, it follows directly from Chebyshev’s inequality that
I ′′2 ≤ 2p
∫
(Ak0 )
c
∣∣TΩ(F2)(x)∣∣p dx
≤ 2p
∞∑
k=k0+1
∑
i
∫(
˜Qki
)c ∣∣TΩ(bki )(x)∣∣p dx.
Then, by the cancellation condition of bki ∈ L∞(Rn), we get∣∣TΩ(bki )(x)∣∣ =
∣∣∣∣∣
∫
Qki
[
Ω(x, x − y)
|x− y|n −
Ω(x, x − xki )
|x− xki |n
]
bki (y) dy
∣∣∣∣∣
≤ C
∫
Qki
∣∣∣∣ 1|x− y|n − 1|x− xki |n
∣∣∣∣ ∣∣bki (y)∣∣ dy
+
∫
Qki
|Ω(x, x − y)− Ω(x, x − xki )|
|x− xki |n
∣∣bki (y)∣∣ dy
= I+II.
Note that for any y ∈ Qki and x ∈
(
Q˜ki
)c
, then |x− y| ∼ |x− xki |. This estimate
together with the mean value theorem implies that
I ≤ C
∫
Qki
|y − xki |
|x− xki |n+1
∣∣bki (y)∣∣ dy
≤ C ·
∥∥bki ∥∥L∞ · (rki )n+1|x− xki |n+1 .
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For the term II, we still have |x − y| ∼ |x − xki |, when y ∈ Qki and x ∈
(
Q˜ki
)c
.
Then we can readily see that∣∣∣∣ x− y|x− y| − x− xki|x− xki |
∣∣∣∣ ≤ C · rki|x− xki | . (4.2)
Hence, by the condition (1.6) and the inequality (4.2), we deduce that for any
x ∈ (Q˜ki )c,∣∣∣Ω(x, x − y)− Ω(x, x − xki )∣∣∣ = ∣∣∣∣Ω(x, x− y|x− y|)− Ω(x, x− xki|x− xki |
)∣∣∣∣
≤
(
rki
|x− xki |
)σ1
· C(
log
|x−xki |
rki
)σ2 . (4.3)
So we have
II ≤ C ·
∥∥bki ∥∥L∞ · (rki )n+σ1|x− xki |n+σ1( log |x−xki |rki )σ2 .
Now denote τki,ℓ =
(
τp(k−k0)/n
√
n
)ℓ
rki and
Eki,ℓ =
{
x ∈ Rn : τki,ℓ ≤ |x− xki | < τki,ℓ+1
}
, ℓ = 1, 2, . . . .
Then we split the term I ′′2 by two parts,
I ′′2 ≤ C
∞∑
k=k0+1
∑
i
∥∥bki ∥∥pL∞(rki )p(n+1) ∫(˜Qki )c dx|x− xki |p(n+1)
+ C
∞∑
k=k0+1
∑
i
∥∥bki ∥∥pL∞(rki )p(n+σ1) ∞∑
ℓ=1
∫
Eki,ℓ
dx
|x− xki |p(n+σ1)
(
log
|x−xki |
rki
)pσ2
= III+IV.
Let us consider the term III. Rewriting the above integral in polar coordinates
and using the fact that p(n+ 1) > n, then we can get
III ≤ C
∞∑
k=k0+1
∑
i
∥∥bki ∥∥pL∞(rki )p(n+1) ∫|y|≥τp(k−k0)/n√nrki dy|y|p(n+1)
≤ C
∞∑
k=k0+1
∑
i
∥∥bki ∥∥pL∞(rki )p(n+1) ∫ ∞
τp(k−k0)/n
√
nrki
sn−1
sp(n+1)
ds
≤ C
∞∑
k=k0+1
∑
i
∥∥bki ∥∥pL∞(rki )n · [ 1τp(k−k0)/n
]p(n+1)−n
.
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Recall that
∥∥bki ∥∥L∞ ≤ C2k and ∑i ∣∣Qki ∣∣ ≤ C · 2−kp∥∥f∥∥pWHp . Then
III ≤ C
∞∑
k=k0+1
2kp ·
[
1
τp(k−k0)/n
]p(n+1)−n∑
i
∣∣Qki ∣∣
≤ C∥∥f∥∥p
WHp
∞∑
k=k0+1
[
1
τp(k−k0)/n
]p(n+1)−n
≤ C
∥∥f∥∥p
WHp
.
For the last term IV, we will also use the polar coordinates for integrals to
obtain
IV ≤ C
∞∑
k=k0+1
∑
i
∥∥bki ∥∥pL∞(rki )p(n+σ1) ∞∑
ℓ=1
∫
τki,ℓ≤|y|<τki,ℓ+1
dy
|y|p(n+σ1)( log |y|
rki
)pσ2
≤ C
∞∑
k=k0+1
∑
i
∥∥bki ∥∥pL∞(rki )p(n+σ1) ∞∑
ℓ=1
1[
(k − k0) log τ · ℓ
]pσ2 ∫ τki,ℓ+1
τki,ℓ
sn−1
sp(n+σ1)
ds.
Let us now consider the following two cases:
(i) p(n+ σ1) = n and pσ2 > 2 > 1.
IV ≤ C
∞∑
k=k0+1
∑
i
∥∥bki ∥∥pL∞(rki )n · (k − k0) log τ[(k − k0) log τ ]pσ2 ·
∞∑
ℓ=1
1
ℓpσ2
≤ C
∞∑
k=k0+1
2kp · (k − k0)
(k − k0)pσ2
∑
i
∣∣Qki ∣∣
≤ C∥∥f∥∥p
WHp
∞∑
k=k0+1
1
(k − k0)pσ2−1
≤ C
∥∥f∥∥p
WHp
,
where in the last inequality we have used the fact that pσ2 − 1 > 1.
(ii) p(n+ σ1) > n and σ2 ≥ 0. In this case, we have
IV ≤ C
∞∑
k=k0+1
∑
i
∥∥bki ∥∥pL∞(rki )n · (k − k0) log τ[(k − k0) log τ ]pσ2
×
∞∑
ℓ=1
1
ℓpσ2
[
1
τ ℓp(k−k0)/n
]p(n+σ1)−n
≤ C
∞∑
k=k0+1
∑
i
∥∥bki ∥∥pL∞(rki )n · 1(k − k0)pσ2−1
×
∞∑
ℓ=1
[
1
τ ℓp(k−k0)/n
]p(n+σ1)−n
.
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Letting ε = p[p(n+σ1)−n]n > 0. Since τ > 1, then we can easily see that
lim
ℓ→∞
ℓ2+ε
τ ℓε
= 0.
Thus, for any ℓ ∈ N+, there exists an absolute constant C > 0 such that
ℓ2+ε
τ ℓε
≤ C, ℓ = 1, 2, . . . .
Therefore,
IV ≤ C
∞∑
k=k0+1
∑
i
∥∥bki ∥∥pL∞(rki )n · 1(k − k0)pσ2−1
∞∑
ℓ=1
1
[(k − k0)ℓ]2+ε
≤ C
∞∑
k=k0+1
2kp · 1
(k − k0)pσ2+1+ε
∑
i
∣∣Qki ∣∣
≤ C∥∥f∥∥p
WHp
∞∑
k=k0+1
1
(k − k0)pσ2+1+ε
≤ C
∥∥f∥∥p
WHp
,
where the last inequality follows from the fact that pσ2+1+ ε > 1. Combining
the above estimates for I1 and I2, and then taking the supremum over all λ > 0,
we complete the proof of Theorem 1.4.
4.2 Proof of Theorem 1.5
Proof of Theorem 1.5. For any fixed λ > 0, we may choose k0 ∈ Z satisfying
2k0 ≤ ξ < 2k0+1, where we define ξ = λq/p
∥∥f∥∥1−q/p
WHp
. For every f ∈ WHp(Rn),
then in view of Theorem 2.3, we can write
f =
∞∑
k=−∞
fk =
k0∑
k=−∞
fk +
∞∑
k=k0+1
fk := F1 + F2,
where F1 =
∑k0
k=−∞ fk =
∑k0
k=−∞
∑
i b
k
i , F2 =
∑∞
k=k0+1
fk =
∑∞
k=k0+1
∑
i b
k
i
and {bki } satisfies (a)–(c) in Theorem 2.3. Then we have
λ · ∣∣{x ∈ Rn : ∣∣TΩ,α(f)(x)∣∣ > λ}∣∣1/q
≤ λ · ∣∣{x ∈ Rn : ∣∣TΩ,α(F1)(x)∣∣ > λ/2}∣∣1/q + λ · ∣∣{x ∈ Rn : ∣∣TΩ,α(F2)(x)∣∣ > λ/2}∣∣1/q
:= J1 + J2.
For 0 < α < n, we are able to choose p1 and q1 > p1 such that 1 < p1 < n/α
and 1/q1 = 1/p1−α/n. Similar to the proof of Theorem 1.4, we first claim that
the following inequality holds:∥∥F1∥∥Lp1 ≤ C · ξ1−p/p1∥∥f∥∥p/p1WHp . (4.4)
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Indeed, since supp bki ⊆ Qki = Q
(
xki , r
k
i
)
and
∥∥bki ∥∥L∞ ≤ C2k by Theorem 2.3,
then by using Minkowski’s inequality for integrals, we get
∥∥F1∥∥Lp1 ≤ k0∑
k=−∞
∥∥∥∑
i
bki
∥∥∥
Lp1
.
For each k ∈ Z, by using the finitely overlapping property of the cubes {Qki }
and the fact that 1− p/p1 > 0, we thus obtain
∥∥∥∑
i
bki
∥∥∥
Lp1
≤ sup
i
∥∥bki ∥∥L∞
(∫
x∈∪iQki
1 dx
)1/p1
≤ C · 2k
(∑
i
∣∣Qki ∣∣)1/p1
≤ C · 2k(1−p/p1)∥∥f∥∥p/p1
WHp
,
and
∥∥F1∥∥Lp1 ≤ C k0∑
k=−∞
2(k−k0)(1−p/p1) · ξ1−p/p1∥∥f∥∥p/p1
WHp
= C · ξ1−p/p1
∥∥f∥∥p/p1
WHp
∞∑
k=0
(
1
2
)k(1−p/p1)
≤ C · ξ1−p/p1
∥∥f∥∥p/p1
WHp
.
By our assumption, we know that TΩ,α is bounded from L
p1(Rn) to Lq1(Rn)
according to Theorem B. This fact along with Chebyshev’s inequality and the
inequality (4.4) implies that
J1 ≤ λ ·
( 2
λ
)q1/q(∥∥TΩ,α(F1)∥∥Lq1)q1/q
≤ C · λ1−q1/q
(∥∥F1∥∥Lp1)q1/q
≤ C · λ1−q1/qξ(1−p/p1)·q1/q∥∥f∥∥(pq1)/(p1q)
WHp
≤ C · λ1−q1/q
(
λq/p
∥∥f∥∥1−q/p
WHp
)(1−p/p1)·q1/q∥∥f∥∥(pq1)/(p1q)
WHp
.
Notice that 1/p− 1/q = 1/p1 − 1/q1 = α/n, then it is easy to check that
1− q1/q + q/p · (1− p/p1) · q1/q
=1− q1/q + q1 · (1/p− 1/p1)
=1− q1/q + q1 · (1/q − 1/q1)
=0
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and
(1− q/p)(1− p/p1) · q1/q + (pq1)/(p1q)
=(1− q/p)(1− p/p1) · q1/q − (1− p/p1) · q1/q + q1/q
=q/p · (p/p1 − 1) · q1/q + q1/q
=q1(1/q1 − 1/q) + q1/q
=1.
Hence
J1 ≤ C
∥∥f∥∥
WHp
.
We now turn our attention to the estimate of J2. Setting
Ak0 =
∞⋃
k=k0+1
⋃
i
Q˜ki ,
where Q˜ki = Q
(
xki , τ
p(k−k0)/n(2
√
n)rki
)
and τ is also a fixed positive number
such that 1 < τ < 2. Thus, we can further split J2 into two parts,
J2 ≤ λ ·
∣∣{x ∈ Ak0 : |TΩ,α(F2)(x)| > λ/2}∣∣1/q
+ λ ·
∣∣{x ∈ (Ak0)c : |TΩ,α(F2)(x)| > λ/2}∣∣1/q
= J ′2 + J
′′
2 .
For the term J ′2, we can see that
J ′2 ≤ λ
( ∞∑
k=k0+1
∑
i
∣∣Q˜ki ∣∣)1/q
≤ C · λ
( ∞∑
k=k0+1
τp(k−k0)
∑
i
∣∣Qki ∣∣)1/q
≤ C · λ · ξ−p/q∥∥f∥∥p/q
WHp
( ∞∑
k=k0+1
[ τ
2
]p(k−k0))1/q
≤ C · λ ·
(
λq/p
∥∥f∥∥1−q/p
WHp
)−p/q∥∥f∥∥p/q
WHp
= C
∥∥f∥∥
WHp
.
For the term J ′′2 , note that n/(n− α+ 1) < q ≤ n/(n− α) when n/(n+ 1) <
p ≤ 1 and 1/q = 1/p − α/n. For the case of q > 1, by using Chebyshev’s
inequality and Minkowski’s inequality for integrals, we have
J ′′2 ≤ 2
(∫
(Ak0 )
c
∣∣TΩ,α(F2)(x)∣∣q dx
)1/q
≤ 2
∞∑
k=k0+1
∑
i
(∫(
˜Qki
)c ∣∣TΩ,α(bki )(x)∣∣q dx
)1/q
.
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On the other hand, for the case of q ≤ 1, then by using Chebyshev’s inequality
and the well-known inequality (
∑
i µi)
q ≤∑i(µi)q, we conclude that
J ′′2 ≤ 2
(∫
(Ak0 )
c
∣∣TΩ,α(F2)(x)∣∣q dx
)1/q
≤ 2
( ∞∑
k=k0+1
∑
i
∫(
˜Qki
)c ∣∣TΩ,α(bki )(x)∣∣q dx
)1/q
.
Furthermore, by the cancellation condition of bki ∈ L∞(Rn), we get∣∣TΩ,α(bki )(x)∣∣ =
∣∣∣∣∣
∫
Qki
[
Ω(x, x− y)
|x− y|n−α −
Ω(x, x− xki )
|x− xki |n−α
]
bki (y) dy
∣∣∣∣∣
≤ C
∫
Qki
∣∣∣∣ 1|x− y|n−α − 1|x− xki |n−α
∣∣∣∣ ∣∣bki (y)∣∣ dy
+
∫
Qki
|Ω(x, x− y)− Ω(x, x− xki )|
|x− xki |n−α
∣∣bki (y)∣∣ dy
= I+II.
Let us consider the term I. Noting that if y ∈ Qki and x ∈
(
Q˜ki
)c
, then we have
|x− y| ∼ |x− xki |. Using the mean value theorem again, we obtain
I ≤ C
∫
Qki
|y − xki |
|x− xki |n−α+1
∣∣bki (y)∣∣ dy
≤ C ·
∥∥bki ∥∥L∞ · (rki )n+1|x− xki |n−α+1 .
For the other term II, we still have |x−y| ∼ |x−xki | for all i and k, when y ∈ Qki
and x ∈ (Q˜ki )c. Hence, it follows from the previous inequalities (4.2) and (4.3)
that
II ≤ C · ∥∥bki ∥∥L∞ · (rki )n+σ1|x− xki |n−α+σ1( log |x−xki |rki )σ2 .
We denote τki,ℓ =
(
τp(k−k0)/n
√
n
)ℓ
rki and
Eki,ℓ =
{
x ∈ Rn : τki,ℓ ≤ |x− xki | < τki,ℓ+1
}
, ℓ = 1, 2, . . . .
Consequently, for the case of q > 1, we have
J ′′2 ≤ C
∞∑
k=k0+1
∑
i
∥∥bki ∥∥L∞(rki )n+1
(∫(
˜Qki
)c dx|x− xki |q(n−α+1)
)1/q
+ C
∞∑
k=k0+1
∑
i
∥∥bki ∥∥L∞(rki )n+σ1
 ∞∑
ℓ=1
∫
Eki,ℓ
dx
|x− xki |q(n−α+σ1)
(
log
|x−xki |
rki
)qσ2
1/q
= III(1) + IV(1).
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Notice that q(n − α + 1) > n and 1/q = 1/p − α/n. We then use the polar
coordinates for integrals to obtain
III(1) ≤ C
∞∑
k=k0+1
∑
i
∥∥bki ∥∥L∞(rki )n+1
(∫
|y|≥τp(k−k0)/n√nrki
dy
|y|q(n−α+1)
)1/q
≤ C
∞∑
k=k0+1
∑
i
∥∥bki ∥∥L∞(rki )n+1
(∫ ∞
τp(k−k0)/n
√
nrki
sn−1
sq(n−α+1)
ds
)1/q
≤ C
∞∑
k=k0+1
∑
i
∥∥bki ∥∥L∞(rki )n+1 · [ 1τp(k−k0)/n · rki
]n−α+1−n/q
≤ C
∞∑
k=k0+1
2k ·
[
1
τp(k−k0)/n
]n−α+1−n/q∑
i
∣∣Qki ∣∣1/p.
Since 1/p ≥ 1, by using the well-known inequality ∑i(µi)1/p ≤ (∑i µi)1/p and∑
i
∣∣Qki ∣∣ ≤ C · 2−kp∥∥f∥∥pWHp , we have
III(1) ≤ C
∞∑
k=k0+1
2k ·
[
1
τp(k−k0)/n
]n−α+1−n/q(∑
i
∣∣Qki ∣∣
)1/p
≤ C
∥∥f∥∥
WHp
∞∑
k=k0+1
[
1
τp(k−k0)/n
]n−α+1−n/q
≤ C
∥∥f∥∥
WHp
.
In order to estimate the last term IV(1), we will use the polar coordinates for
integrals again to obtain
IV(1) ≤ C
∞∑
k=k0+1
∑
i
∥∥bki ∥∥L∞(rki )n+σ1
 ∞∑
ℓ=1
∫
τki,ℓ≤|y|<τki,ℓ+1
dy
|y|q(n−α+σ1)( log |y|
rki
)qσ2
1/q
≤ C
∞∑
k=k0+1
∑
i
∥∥bki ∥∥L∞(rki )n+σ1
( ∞∑
ℓ=1
1[
(k − k0) log τ · ℓ
]qσ2 ∫ τki,ℓ+1
τki,ℓ
sn−1
sq(n−α+σ1)
ds
)1/q
.
We are going to consider the following two cases:
(i) q(n − α + σ1) = n and σ2 > 1/q + 1. Then we know that n + σ1 =
n/p. Hence, by using the well-known inequality
∑
i(µi)
1/p ≤ (∑i µi)1/p and∑
i
∣∣Qki ∣∣ ≤ C · 2−kp∥∥f∥∥pWHp again, we have
IV(1) ≤ C
∞∑
k=k0+1
∑
i
∥∥bki ∥∥L∞(rki )n/p · [(k − k0) log τ ]1/q[(k − k0) log τ ]σ2
( ∞∑
ℓ=1
1
ℓqσ2
)1/q
≤ C
∞∑
k=k0+1
2k · (k − k0)
1/q
(k − k0)σ2
∑
i
∣∣Qki ∣∣1/p
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≤ C
∞∑
k=k0+1
2k · (k − k0)
1/q
(k − k0)σ2
(∑
i
∣∣Qki ∣∣
)1/p
≤ C∥∥f∥∥
WHp
∞∑
k=k0+1
1
(k − k0)σ2−1/q
≤ C∥∥f∥∥
WHp
.
(ii) q(n− α+ σ1) > n and σ2 ≥ 0. In this case, we have
IV(1) ≤ C
∞∑
k=k0+1
∑
i
∥∥bki ∥∥L∞(rki )n+σ1 · [(k − k0) log τ ]1/q[(k − k0) log τ ]σ2
×
( ∞∑
ℓ=1
1
ℓqσ2
[
1
τ ℓp(k−k0)/n · rki
]q(n−α+σ1)−n)1/q
≤ C
∞∑
k=k0+1
∑
i
∥∥bki ∥∥L∞(rki )α+n/q · 1(k − k0)σ2−1/q
×
( ∞∑
ℓ=1
[
1
τ ℓp(k−k0)/n
]q(n−α+σ1)−n)1/q
.
Letting ε′ = p[q(n−α+σ1)−n]n > 0. Since τ > 1, it is easy to verify that
lim
ℓ→∞
ℓq+1+ε
′
τ ℓε′
= 0.
Thus, for any ℓ ∈ N+, there exists an absolute constant C > 0 such that
ℓq+1+ε
′
τ ℓε′
≤ C, ℓ = 1, 2, . . . .
Therefore,
IV(1) ≤ C
∞∑
k=k0+1
∑
i
∥∥bki ∥∥L∞(rki )n/p · 1(k − k0)σ2−1/q
×
( ∞∑
ℓ=1
1
[(k − k0)ℓ]q+1+ε′
)1/q
≤ C
∞∑
k=k0+1
2k · 1
(k − k0)σ2+1+ε′/q
∑
i
∣∣Qki ∣∣1/p
≤ C
∥∥f∥∥
WHp
∞∑
k=k0+1
1
(k − k0)σ2+1+ε′/q
≤ C
∥∥f∥∥
WHp
,
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where the last inequality follows from our assumption that σ2 + 1 + ε
′/q > 1.
On the other hand, for the case of q ≤ 1, we have
J ′′2 ≤ C
( ∞∑
k=k0+1
∑
i
∥∥bki ∥∥qL∞(rki )q(n+1) ∫(˜Qki )c dx|x− xki |q(n−α+1)
)1/q
+ C
 ∞∑
k=k0+1
∑
i
∥∥bki ∥∥qL∞(rki )q(n+σ1) ∞∑
ℓ=1
∫
Eki,ℓ
dx
|x− xki |q(n−α+σ1)
(
log
|x−xki |
rki
)qσ2
1/q
= III(2) + IV(2).
For the term III(2), note that q(n−α+1) > n and n/q = n/p−α. Making use
of the polar coordinates for integrals, we find that
III(2) ≤ C
( ∞∑
k=k0+1
∑
i
∥∥bki ∥∥qL∞(rki )q(n+1) ∫|y|≥τp(k−k0)/n√nrki dy|y|q(n−α+1)
)1/q
≤ C
( ∞∑
k=k0+1
∑
i
∥∥bki ∥∥qL∞(rki )q(n+1) ∫ ∞
τp(k−k0)/n
√
nrki
sn−1
sq(n−α+1)
ds
)1/q
≤ C
( ∞∑
k=k0+1
∑
i
∥∥bki ∥∥qL∞(rki )q(n+1) · [ 1τp(k−k0)/n · rki
]q(n−α+1)−n)1/q
≤ C
( ∞∑
k=k0+1
2kq ·
[
1
τp(k−k0)/n
]q(n−α+1)−n∑
i
∣∣Qki ∣∣q/p
)1/q
.
Since q/p > 1, by using the well-known inequality
∑
i(µi)
q/p ≤ (∑i µi)q/p and∑
i
∣∣Qki ∣∣ ≤ C · 2−kp∥∥f∥∥pWHp , we have
III(2) ≤ C
 ∞∑
k=k0+1
2kq ·
[
1
τp(k−k0)/n
]q(n−α+1)−n [∑
i
∣∣Qki ∣∣
]q/p1/q
≤ C
( ∞∑
k=k0+1
∥∥f∥∥q
WHp
·
[
1
τp(k−k0)/n
]q(n−α+1)−n)1/q
≤ C
∥∥f∥∥
WHp
.
For the last term IV(2), we will use the polar coordinates for integrals again to
obtain
IV(2) ≤ C
 ∞∑
k=k0+1
∑
i
∥∥bki ∥∥qL∞(rki )q(n+σ1) ∞∑
ℓ=1
∫
τki,ℓ≤|y|<τki,ℓ+1
dy
|y|q(n−α+σ1)( log |y|
rki
)qσ2
1/q
≤ C
( ∞∑
k=k0+1
∑
i
∥∥bki ∥∥qL∞(rki )q(n+σ1) ∞∑
ℓ=1
1[
(k − k0) log τ · ℓ
]qσ2 ∫ τki,ℓ+1
τki,ℓ
sn−1
sq(n−α+σ1)
ds
)1/q
.
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We are going to discuss the following two cases:
(i) q(n − α + σ1) = n and qσ2 > 2 > 1. Then we know that n + σ1 =
n/p. Thus, by using the well-known inequality
∑
i(µi)
q/p ≤ (∑i µi)q/p and∑
i
∣∣Qki ∣∣ ≤ C · 2−kp∥∥f∥∥pWHp again, we get
IV(2) ≤ C
( ∞∑
k=k0+1
∑
i
∥∥bki ∥∥qL∞(rki )nq/p · [(k − k0) log τ ][(k − k0) log τ ]qσ2
∞∑
ℓ=1
1
ℓqσ2
)1/q
≤ C
( ∞∑
k=k0+1
2kq · (k − k0)
(k − k0)qσ2
∑
i
∣∣Qki ∣∣q/p
)1/q
≤ C
 ∞∑
k=k0+1
2kq · (k − k0)
(k − k0)qσ2
[∑
i
∣∣Qki ∣∣
]q/p1/q
≤ C
∥∥f∥∥
WHp
( ∞∑
k=k0+1
1
(k − k0)qσ2−1
)1/q
≤ C
∥∥f∥∥
WHp
.
(ii) q(n− α+ σ1) > n and σ2 ≥ 0. In the present situation, we have
IV(2) ≤ C
( ∞∑
k=k0+1
∑
i
∥∥bki ∥∥qL∞(rki )q(n+σ1) · [(k − k0) log τ ][(k − k0) log τ ]qσ2
×
∞∑
ℓ=1
1
ℓqσ2
[
1
τ ℓp(k−k0)/n · rki
]q(n−α+σ1)−n)1/q
≤ C
( ∞∑
k=k0+1
∑
i
∥∥bki ∥∥qL∞(rki )qα+n · 1(k − k0)qσ2−1
×
∞∑
ℓ=1
[
1
τ ℓp(k−k0)/n
]q(n−α+σ1)−n)1/q
.
Letting ε′′ = p[q(n−α+σ1)−n]n > 0. Since τ > 1, it is easy to see that
lim
ℓ→∞
ℓ2+ε
′′
τ ℓε′′
= 0.
Thus, for any ℓ ∈ N+, there exists an absolute constant C > 0 such that
ℓ2+ε
′′
τ ℓε′′
≤ C, ℓ = 1, 2, . . . .
Taking into account the facts that qα+n = nq/p and q/p > 1, we have eventually
25
obtain
IV(2) ≤ C
( ∞∑
k=k0+1
∑
i
∥∥bki ∥∥qL∞(rki )nq/p · 1(k − k0)qσ2−1
×
∞∑
ℓ=1
1
[(k − k0)ℓ]2+ε′′
)1/q
≤ C
( ∞∑
k=k0+1
2kq · 1
(k − k0)qσ2+1+ε′′
∑
i
∣∣Qki ∣∣q/p
)1/q
≤ C
 ∞∑
k=k0+1
2kq · 1
(k − k0)qσ2+1+ε′′
[∑
i
∣∣Qki ∣∣
]q/p1/q
≤ C∥∥f∥∥
WHp
( ∞∑
k=k0+1
1
(k − k0)qσ2+1+ε′′
)1/q
≤ C
∥∥f∥∥
WHp
,
where the last inequality is due to qσ2 + 1 + ε
′′ > 1. Collecting all the above
estimates and then taking the supremum over all λ > 0, we finish the proof of
Theorem 1.5.
4.3 Proof of Theorem 1.6
Proof of Theorem 1.6. Arguing as in the proof of Theorem 1.4, for any fixed λ >
0, we can choose k0 ∈ Z satisfying 2k0 ≤ λ < 2k0+1. For every f ∈ WHp(Rn),
then in view of Theorem 2.3, we may write
f =
∞∑
k=−∞
fk =
k0∑
k=−∞
fk +
∞∑
k=k0+1
fk := F1 + F2,
where F1 =
∑k0
k=−∞ fk =
∑k0
k=−∞
∑
i b
k
i , F2 =
∑∞
k=k0+1
fk =
∑∞
k=k0+1
∑
i b
k
i
and {bki } satisfies (a)–(c) in Theorem 2.3. Then we have
λp · ∣∣{x ∈ Rn : ∣∣µρΩ(f)(x)∣∣ > λ}∣∣
≤ λp · ∣∣{x ∈ Rn : ∣∣µρΩ(F1)(x)∣∣ > λ/2}∣∣+ λp · ∣∣{x ∈ Rn : ∣∣µρΩ(F2)(x)∣∣ > λ/2}∣∣
:= K1 +K2.
Applying Chebyshev’s inequality, Theorem 3.1 and the inequality (4.1), we get
K1 ≤ λp · 4
λ2
∥∥µρΩ(F1)∥∥2L2
≤ C · λp−2
∥∥F1∥∥2L2
≤ C
∥∥f∥∥p
WHp
.
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Let us now consider the other term K2. As before, we set
Ak0 =
∞⋃
k=k0+1
⋃
i
Q˜ki ,
where Q˜ki = Q
(
xki , τ
p(k−k0)/n(2
√
n)rki
)
and τ is an appropriately chosen number
such that 1 < τ < 2. Thus, we can further decompose K2 as
K2 ≤ λp ·
∣∣{x ∈ Ak0 : ∣∣µρΩ(F2)(x)∣∣ > λ/2}∣∣+ λp · ∣∣{x ∈ (Ak0)c : ∣∣µρΩ(F2)(x)∣∣ > λ/2}∣∣
= K ′2 +K
′′
2 .
By using the same procedure as in Theorem 1.4, we can also obtain
K ′2 ≤ C
∥∥f∥∥p
WHp
.
It remains to estimate the last term K ′′2 . We first apply Chebyshev’s inequality
to obtain
K ′′2 ≤ 2p
∫
(Ak0 )
c
∣∣µρΩ(F2)(x)∣∣p dx
≤ 2p
∞∑
k=k0+1
∑
i
∫(
˜Qki
)c ∣∣µρΩ(bki )(x)∣∣p dx.
As before, for 1 ≤ ρ < n, if we set
Kρ(x, z) = Ω(x, z)|z|n−ρ χ{|z|≤1}(z) and K
ρ
t (x, z) =
1
tn
· Kρ
(
x,
z
t
)
,
then
µρΩ
(
bki
)
(x) =
(∫ ∞
0
∣∣∣∣ ∫
Rn
Kρt (x, x − y)bki (y) dy
∣∣∣∣2 dtt
)1/2
. (4.5)
For any x ∈ (Q˜ki )c, suppKρ(x, ·) ⊆ B(0, 1), the unit ball in Rn. By the cancel-
lation condition of bki ∈ L∞(Rn), we can get∣∣∣∣ ∫
Rn
Kρt (x, x − y)bki (y) dy
∣∣∣∣ =
∣∣∣∣∣
∫
Qki
[
Kρt (x, x− y)−Kρt (x, x− xki )
]
bki (y) dy
∣∣∣∣∣
≤ C
tρ
·
∫
Qki
∣∣∣∣ 1|x− y|n−ρ − 1|x− xki |n−ρ
∣∣∣∣∣∣bki (y)∣∣ dy
+
1
tρ
·
∫
Qki
|Ω(x, x− y)− Ω(x, x− xki )|
|x− xki |n−ρ
∣∣bki (y)∣∣ dy
= I+II.
27
If y ∈ Qki and x ∈
(
Q˜ki
)c
, then we still have |x − y| ∼ |x − xki | for all i and k.
Again, we apply the mean value theorem to obtain
I ≤ C
tρ
∫
Qki
|y − xki |
|x− xki |n−ρ+1
∣∣bki (y)∣∣ dy
≤ C ·
∥∥bki ∥∥L∞ · (rki )n+1tρ|x− xki |n−ρ+1 .
In addition, it follows from the previous inequalities (4.2) and (4.3) that
II ≤ C ·
∥∥bki ∥∥L∞ · (rki )n+σ1
tρ|x− xki |n−ρ+σ1
(
log
|x−xki |
rki
)σ2 .
Recall that for any fixed x, suppKρ(x, ·) ⊆ {z ∈ Rn : |z| ≤ 1}. When y ∈ Qki
and x ∈ (Q˜ki )c, then a direct calculation shows that
t ≥ |x− y| ≥
∣∣x− xki ∣∣− ∣∣y − xki ∣∣ ≥ |x− xki |2 . (4.6)
Summarizing the above two estimates for I and II, for any x ∈ (Q˜ki )c, we have
∣∣µρΩ(bki )(x)∣∣ ≤ C · ∥∥bki ∥∥L∞
[
(rki )
n+1
|x− xki |n−ρ+1
+
(rki )
n+σ1
|x− xki |n−ρ+σ1
(
log
|x−xki |
rki
)σ2
]
×
(∫ ∞
|x−xk
i
|
2
dt
t2ρ+1
)1/2
≤ C · ∥∥bki ∥∥L∞
[
(rki )
n+1
|x− xki |n+1
+
(rki )
n+σ1
|x− xki |n+σ1
(
log
|x−xki |
rki
)σ2
]
.
Repeating the arguments used in the proof of Theorem 1.4, we can also prove
that
K ′′2 ≤ C
∥∥f∥∥p
WHp
.
Summing up all the above estimates and then taking the supremum over all
λ > 0, we conclude the proof of Theorem 1.6.
At the end of this section, we remark that for any function f , a straight-
forward computation shows that the radial maximal function of f is pointwise
dominated byM(f), whereM denotes the standard Hardy–Littlewood maximal
operator. Hence, by the weak type (1,1) estimate of M , it is easy to see that
the space L1(Rn) is continuously embedded as a subspace of WH1(Rn), and we
have ‖f‖WH1 ≤ C‖f‖L1 for any f ∈ L1(Rn). Therefore, as direct consequences
of Theorems 1.4–1.6, we immediately obtain the following result.
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Corollary 4.1. Let n ≥ 2 and Ω(x, z) satisfy (1.1) and the Lσ1-(logL)σ2 con-
dition (1.6). Then TΩ is bounded from L
1(Rn) into WL1(Rn) provided that σ1
and σ2 satisfy either of the following
(i) σ1 = 0 and σ2 > 2;
(ii) 0 < σ1 ≤ 1 and σ2 ≥ 0.
Corollary 4.2. Let 0 < α < n, 1/q = 1 − α/n and Ω(x, z) satisfy the Lσ1-
(logL)σ2 condition (1.6). Then TΩ,α is bounded from L
1(Rn) into WLq(Rn)
provided that σ1 and σ2 satisfy either of the following
(i) σ1 = 0 and σ2 > 1/q + 1;
(ii) 0 < σ1 ≤ 1 and σ2 ≥ 0.
Corollary 4.3. Let 1 ≤ ρ < n and Ω(x, z) satisfy (1.1) and the Lσ1-(logL)σ2
condition (1.6). Then µρΩ is bounded from L
1(Rn) into WL1(Rn) provided that
σ1 and σ2 satisfy either of the following
(i) σ1 = 0 and σ2 > 2;
(ii) 0 < σ1 ≤ 1 and σ2 ≥ 0.
It is worth pointing out that the conclusions (i) of Corollaries 4.1–4.3 were
also given by the author in [20].
5 Boundedness on the Hardy–Lorentz spaces Hp,q(Rn)
For 0 < p < ∞ and 0 < q ≤ ∞, the Lorentz space Lp,q(Rn) consists of those
measurable functions f with finite quasi-norm ‖f‖p,q given by
‖f‖Lp,q =

(
q
p
∫ ∞
0
[t1/pf∗(t)]q
dt
t
)1/q
, 0 < q <∞,
sup
t>0
[t1/pf∗(t)], q =∞.
where f∗ is the nonincreasing rearrangement of f on (0,∞). Note that, in
particular, Lp,p(Rn) = Lp(Rn) and Lp,∞(Rn) =WLp(Rn). For any 0 < p <∞
and p < q < ∞, from the theory of real interpolation, we have the following
result (see [1, 10]) (
Lp,p, Lp,∞
)
θ,q
= Lp,q, (5.1)
where 1/q = (1− θ)/p+ θ/∞ = (1− θ)/p and 0 < θ < 1.
Just as in the case of Hp(Rn), the Hardy–Lorentz spaces Hp,q(Rn) can
also be defined in terms of radial maximal functions for all 0 < p ≤ 1 and
0 < q ≤ ∞. Let ϕ be a function in S (Rn) satisfying ∫
Rn
ϕ(x) dx = 1 and define
the radial maximal function Mϕ(f) = supt>0
∣∣(ϕt ∗ f)(x)∣∣. Then the Hardy–
Lorentz space Hp,q(Rn) consists of those tempered distributions f ∈ S ′(Rn)
for which Mϕ(f) ∈ Lp,q(Rn) with
∥∥f∥∥
Hp,q
=
∥∥Mϕ(f)∥∥Lp,q . Moreover, for any
0 < p ≤ 1, we can see that Hp,p(Rn) = Hp(Rn) and Hp,∞(Rn) = WHp(Rn).
For more information about the properties and applications of Hardy–Lorentz
spaces, the reader is referred to [8, 17]. For all 0 < p ≤ 1 and p < q < ∞, we
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need the following interpolation result for the Hardy–Lorentz spaces Hp,q(Rn)
with the same first index p, which was shown by Abu-Shammala and Torchinsky
in [17]. (
Hp,p, Hp,∞
)
θ,q
= Hp,q, (5.2)
where 1/q = (1− θ)/p+ θ/∞ = (1− θ)/p and 0 < θ < 1. Therefore, using the
facts (5.1) and (5.2) mentioned above, together with the main theorems stated
in Section 1, we finally obtain
Theorem 5.1. Let n ≥ 2, n/(n+ 1) < p ≤ 1, and Ω(x, z) satisfy (1.1) and the
Lσ1-(logL)σ2 condition (1.6). Then for any p < q < ∞, TΩ is bounded from
Hp,q(Rn) into Lp,q(Rn) provided that σ1 and σ2 satisfy either of the following
(i) σ1 = n(1/p− 1) and σ2 > 2/p;
(ii) n(1/p− 1) < σ1 ≤ 1 and σ2 ≥ 0.
Theorem 5.2. Let 0 < α < n, n/(n+ 1) < p ≤ 1, 1/q = 1/p − α/n and
Ω(x, z) satisfy the Lσ1-(logL)σ2 condition (1.6). Then for any q < s <∞, TΩ,α
is bounded from Hp,s(Rn) into Lq,s(Rn) provided that σ1 and σ2 satisfy either
of the following
(i) σ1 = n(1/q − 1) + α and σ2 > 1/q +max{1, 1/q};
(ii) n(1/q − 1) + α < σ1 ≤ 1 and σ2 ≥ 0.
Theorem 5.3. Let 1 ≤ ρ < n, n/(n+ 1) < p ≤ 1, and Ω(x, z) satisfy (1.1) and
the Lσ1-(logL)σ2 condition (1.6). Then for any p < q <∞, µρΩ is bounded from
Hp,q(Rn) into Lp,q(Rn) provided that σ1 and σ2 satisfy either of the following
(i) σ1 = n(1/p− 1) and σ2 > 2/p;
(ii) n(1/p− 1) < σ1 ≤ 1 and σ2 ≥ 0.
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