This paper investigates multilevel initialization strategies for training very deep neural networks with a layer-parallel multigrid solver. The scheme is based on the continuous interpretation of the training problem as a problem of optimal control, in which neural networks are represented as discretizations of timedependent ordinary differential equations. A key goal is to develop a method able to intelligently initialize the network parameters for the very deep networks enabled by scalable layer-parallel training. To do this, we apply a refinement strategy across the time domain, that is equivalent to refining in the layer dimension. The resulting refinements create deep networks, with good initializations for the network parameters coming from the coarser trained networks. We investigate the effectiveness of such multilevel "nested iteration" strategies for network training, showing supporting numerical evidence of reduced run time for equivalent accuracy. In addition, we study whether the initialization strategies provide a regularizing effect on the overall training process and reduce sensitivity to hyperparameters and randomness in initial network parameters.
Introduction
We consider learning problems that are based on the continuous neural network formulation as in [12, 7] , and note that there has been considerable interest in related ODE-and PDE-inspired formulations as of late [26, 5, 6, 21, 23] . In this setting, the neural network is cast as a time-dependent ordinary differential equation (ODE) which describes the flow of data elements y k ∈ R n f , k = 1, . . . , s (the feature vectors) through the neural network as ∂ t u k (t) = F (u k (t), θ(t)) ∀t ∈ (0, T ) (1) u k (0) = L in y k .
Here, u k (t) ∈ R w describes the state of a neural network of width w, and θ(t) ∈ R p represents the network parameters (weights). L in maps the input feature vectors y k to the network dimension; the right-hand-side F then determines the flow of the data element through the network. F typically consists of an affine transformation that is parameterized by θ(t), and a nonlinear transformation that is applied element-wise using an activation function, i.e.
F (u k (t), θ(t)) = σ(W (θ(t))u k (t) + b(θ(t))),
where W (θ(t)) is a linear transformation, such as a convolution, applied to the state u k (t), b(θ(t)) is a bias added to the state, and σ : R → R denotes the nonlinear activation function applied componentwise, such as the ReLU activation σ(x) = max(x, 0). In contrast to traditional neural networks that transform the network state at prescribed layers, the continuous formulation prescribes the rate of change of the network state using an ODE parameterized by θ(t). This control function θ(t) is to be learned during training by solving a constrained optimization problem. For example, in supervised learning, the optimization problem aims to match the network output u k (T ) to a desired output c k ∈ R nc that is given from the training data set: Here, denotes a loss function that measures the distance of the network output at final time T to the desired output, and R denotes a regularization term, such as a Tikhonov regularization on θ(t) and/or its time derivative, that stabilizes the optimization problem numerically. Training is generally considered successful, if the network parameters θ(t) generalize well to new, previously unseen data, which is represented as a validation data set.
To solve the neural network flow numerically, classical time-integration schemes are applied that discretize the ODE in equation (1) on a given time-grid 0 = t 1 < · · · < t N = T , and solve the resulting equations one after another for each time step t i . In this scenario, each time-step is associated with one layer of a classical artificial neural network, leading to the traditional network propagation with u n k ≈ u k (t n ) and θ n ≈ θ(t n ) being the network state and weights at layer n, respectively. In fact, it has been observed that many state-of-the-art artificial neural networks can be interpreted as discrete time-integration schemes of the parametrized ODE in equation (1) (see e.g. [22] ). For example, an explicit Euler scheme to discretize (1) gives
which resembles the classical ResNet [16] with an additional time-step size h > 0. We note that h = 1 in the classical ResNet. The continuous network formulation opens the door for leveraging various optimization schemes and optimal control theory that has been developed for ODE and PDE constraints [20, 24, 3] . In particular, stability analysis of explicit time-integration schemes suggests favoring many-layer networks utilizing a small step size h in order to ensure a numerically stable network propagation. Networks based on numerical time-integration schemes can therefore easily involve hundreds or thousands of discrete layers (time-steps) [11, 7, 12] .
However, training such huge networks comes with both numerical and computational challenges. First of all, the serial nature of time evolution creates a barrier for parallel scalability. If network states are propagated through the network in a serial manner, as is done with classical training methods, an increase in the number of layers (i.e. more time steps, and smaller steps sizes) results in an equally larger time-to-solution. In order to address this serial bottleneck, a layer-parallel multigrid scheme has been developed in [11] to replace the serial forward and backward network propagation. In this scheme, the network layers are distributed onto multiple compute units, and an iterative multigrid method is applied to solve the network propagation equations inexactly in parallel, across the layers. This iterative scheme converges to the same solution as serial network propagation. The result is that runtimes remain nearly constant when the numbers of layers and compute resources are increased commensurately (weak scaling), and that runtimes can be significantly reduced for a fixed number of layers and increasing compute resources (strong scaling). The layer-parallel multigrid method will be summarized in Section 2.1.
In addition, many-layer networks increase the complexity of the underlying optimization problem. In particular, considering more and more layers and hence more and more network parameters creates highly nonconvex optimization landscapes which require proper initialization in order to be trained effectively. A number of schemes have been developed for initializing plain and residual neural networks. Commonly implemented techniques include Glorot [10] and He [15] ; however, this is still an active area of research, with new methods being proposed (e.g. [14, 17, 8] ).
In this paper, we investigate a multilevel network initialization strategy that successively increases the number of network layers during layer-parallel multigrid training. The first use of such a multilevel (or "cascadic") initialization strategy for an ODE network was done in the context of layer-serial training in [12] . Here, a sequence of increasingly deeper network training problems are solved, and each new deeper network is initialized with the interpolated learned parameters from the previous coarser network. We refer to this process as a "nested iteration", because of this terminology's long history. Nested iteration broadly describes a process (originally for numerical PDEs/ODEs) that starts by finding the solution for a relatively coarse problem representation, where the solution cost is relatively cheap. This coarse solution is then used as an inexpensive initial guess for the same problem, but at a finer resolution. Nested iteration was first discussed in a multigrid context at least in 1981 [13] , and the concept of nested iterations for solving numerical PDEs goes back at least to 1972 [19, 18] . Nested iteration is often called "full multigrid" in the multigrid context, and famously provides optimal O(n) solutions to some elliptic problems with n unknowns [4, 25] . Nested iter-ation, especially when only regions with large error are marked for refinement, can lead to remarkably efficient solvers [1, 9] . We will take advantage of this inherent efficiency to cheaply find good initializations for ODE networks, by successively refining the time grid of the ODE network, adding more and more time-grid levels to the multigrid hierarchy.
In this work, we put the nested iteration (or cascadic) initialization idea into the context of an iterative layer-parallel multigrid solver, which re-uses the coarser grid levels during multigrid cycling. We investigate two interpolation strategies (constant and linear) and their influence on the layer-parallel multigrid convergence and training performance. We further investigate the effect of multilevel initialization as a regularization force, with the desire that deep network training can become less sensitive towards hyperparameters and variation in network parameter initializations. In other words, the goal is that with a better initial guess for the network parameters, the training process becomes more robust and less sensitive.
Methods: Layer-Parallel Training and Nested Iteration

Layer-Parallel Training via Multigrid
In this section, we summarize the layer-parallel training approach as presented in [11] . For a full description of the multigrid training scheme, the reader is referred to the original paper, and references therein.
At the core of the layer-parallelization technique is a parallel multigrid algorithm that is applied to the discretized ODE network, replacing the serial forward (and backward) network propagation. Consider the discretized ODE network propagation to be written as
For example, one can choose Φ(u n , θ n ) = u n +hF (u n , θ n ), thus letting Φ denote the right hand side of (6) for a ResNet with step size h and h := t n+1 − t n on a uniform time grid. Classical sequential training solves (7) forward in time, starting from u 0 = L in y for either a general feature vector y, or for a batch of feature vectors y = {y k } k∈S⊂{1,...,s} , finally stopping at the network output u N . On the other hand, the layer-parallel multigrid scheme solves (7) by simultaneously computing all layers with an iterative nonlinear multigrid scheme (FAS, [4] ) applied to the network layer domain. This multigrid scheme essentially computes inexact forwardand backward-propagations in an iterative fashion, such that the process converges to the layer-serial solution. To compute these inexact propagations, a hierarchy of ever coarser layer-grid levels is created, which in turn accelerate convergence to the layer-serial solution on the finest level. A coarser level is created by assigning every c-th layer to the next coarser level, giving the step size h l := hc l at the l-th level, with level l = 0 being the finest. For each level, this assignment results in a partitioning of the layers into F -(fine-grid) and C-(coarse-grid) layers.
Each multigrid iteration then cycles through the different layer-grid levels while applying smoothing operations to update (improve) the network state at F -and C-layers, which can be updated in parallel in an alternating fashion. Each F -or C-layer smoothing operation consists of an application of the layer propagator Φ h l , using the step size h l of the current grid, to update the F -or C-layer states, see Figure 2 .1. Additionally, each coarse level has a correction term that involves the residual of states between successive layer-grid levels, which is a part of the FAS method. Typically, F CF -smoothing is applied on each grid level which refers to a sucessive application of F -smoothing, then C-smoothing, then F -smoothing again. Note that these smoothing operations are highly parallel as Fand C-point sweeps are applied locally on each layer interval and independently from each other. Serial propagation only occurs on the coarsest level, where the problem size is trivial.
At convergence, the layer-parallel multigrid solver reproduces the same network output as serial propagation (up to a tolerance). However it enables concurrency across the layers. This concurency creates a cross-over point in terms of computational resources, after which the layer-parallel multigrid approach provides speedup over the layer-serial computation.
The same layer-parallel multigrid strategy can be applied to parallelize both the forward propagation and the backpropagation to compute the gradient with respect to the network weights θ n . For the latter, the layer propagator at each grid level propagates partial derivatives of Φ h l with respect to u n and θ n backwards through the time domain (through the layers), again locally and in parallel.
The layer-parallel solvers could in principle be substituted for forward-and backpropagation in any gradientbased optimization scheme for solving (4) when training. One would only replace the sequential forward-and backpropagation with the layer-parallel multigrid iterations. However due to its iterative nature, the layerparallel scheme is very well suited for simultaneous optimization approaches that utilize inexact gradient information to update the network weights. In [11] , the simultaneous One-shot method is applied, which performs a fixed number of d multigrid iterations for the network state and its derivative, with d being as low as 2, before each update of the network weights. Therein, a deterministic optimization approach has been applied, involving second order Hessian information. However the use of this approach with stochastic optimization, e.g., stochastic gradient descent method (SGD), is possible, although not yet tested numerically.
Nested Iteration (Multilevel) Initialization of Deep Neural Networks
Our proposed answer for initializing deep networks is nested iteration, where a trained coarse network, with fewer time-steps, is interpolated to initialize a finer network, with more time-steps. Our nested iteration algorithm is depicted in Figure 2 .2 and Algorithm 1, with the following notation. Let the total number of nested iteration levels be L, where L = 0 is the finest level (i.e., largest network) and the superscript (l) denotes quantities on nested iteration level l, e.g., u (L−1) and θ (L−1) are the coarsest-level state and control (weights and biases) variables for all time steps (layers). Additionally, let {m (l) } be a set of size L containing level dependent optimization iteration counts, e.g., m (0) denotes the number of optimization iterations to carry out on the final, finest level 0. Line 5 of Algorithm 1 represents one optimization iteration of the layer-parallel training approach to update the current weights θ (l) , applying d inner layer-parallel multigrid iterations.
Finally, we define the interpolation operator P to interpolate the weights and biases θ (l) to the next finer level (l − 1). The interpolation here is a uniform refinement in time with refinement factor 2. That is, there are exactly twice as many time-steps on the finer grid (l − 1) as on the coarser grid (l). Thus, if L = 4 and the initial number of layers were 16, the final network would have 128 layers, as depicted in Figure 2 .2. We allow for two types of interpolation, piece-wise constant in time and linear in time, and thus define P as
for n = 0, . . . , N (l) with N (l) being the number of layers on nested iteration level l. 3: for l = L − 1, l > 0, l -=1 do 4:
parallel training 7: end for 8:
θ (l−1) = P (l) θ (l) Interpolate 9: end for 10: return θ (0)
Return finest level weights
The weights θ (L−1) on the coarsest nested iteration level are initialized according to the overall hyperparameters, e.g., zero weights for internal layers, and random weights from a certain distribution for the opening and closing layers. These strategies are discussed in the results Section 3. Additionally, the choice between linear and piece-wise constant interpolation now becomes another hyperparameter to choose. In our experiments, both strategies performed similarly, in terms of multigrid convergence and training and validation accuracy. Thus, we report results only for piece-wise constant interpolation in Section 3.
One key detail in Algorithm 1 is the choice of the number of inner layer-parallel multigrid iterations d. It has been observed numerically, that a small choice of d during early optimization iterations can lead to steep drops in the training and validation accuracy after the interpolation step in line 8. Rather than being related to the interpolation itself, we observed that the true cause of these steep drops were inaccurate multigrid solves which lead to big errors in the gradient, and thus poor updates to the weights. We therefore enforce more multigrid iterations immediately after interpolation, in particular we choose d = 10 for the first 3 optimization iterations after interpolation to the new grid level, and d = 2 after that (i.e. after i ≥ 3). In general, we recommend to apply enough multigrid iterations that ensure to drop the multigrid error below a relative error tolerance, such as guaranteeing a relative error drop of the multigrid residual of 4 orders of magnitude. It is important to note that this issue does not occur when using nested iteration with sequential training, as in [12] .
Other possible enhancements to the algorithm, such as refinement by other factors than 2 and other interpolation formulas are topics for future research.
Results
We use two machine learning problems to demonstrate the performance of the nested iteration algorithm:
1. "Peaks" example:
The first problem is referred to as "peaks", and suggested in [12] . The task is to classify particles as members of five distinct sets. We train on s = 5000 data points consisting of particle positions y k ∈ [−3, 3] 2 , while membership in the sets is defined by a vector of probabilities c k ∈ R 5 (unit vectors).
Indian Pines:
The second example is a hyperspectral image segmentation problem using the Indian Pines image data set [2] . The classification task for this problem is to assign each pixel of a 145 × 145 pixel image to one of 16 classes representing the type of landcover (e.g. corn, soy, etc...), based on 220 spectral reflectance bands representing portions of the electromagnetic spectrum. We choose s = 1000 pixels for training.
For both examples, we choose a ResNet architecture as in (6), with a ReLU activation function σ that is smoothed around zero. The linear transformations inside each layer consist of a dense matrix of network weights.
In order to provide a fair basis for comparison between the nested iteration and non-nested iteration training simulations we introduce a common "work unit." In all examples below, the work unit is defined as the average wall-clock run time for each iteration of the nonnested iteration on the fine grid. Thus the number of work units required for a non-nested iteration is equal to the number of optimization iterations. For the nested iteration, this rescaling of the run time provides a common basis for comparison to the non-nested iteration. In addition, the metric used for comparison below is the validation accuracy. This is measured by withholding a subset of the data from training and checking the performance of inference on those values. The percentage (ranging from 0% to 100%), of correctly classifying members of that data set is the validation accuracy.
Peaks Example
Two versions of the peaks problem are run with residual networks of width 5 and 8. For both the nested and non-nested cases, 16 processors are used for the inner layer-parallel solve. The nested iteration is run with a schedule starting with m (2) = 200 coarse steps, m (1) = 125 steps, and m (0) = 75 fine level steps. For non-nested iteration 188 optimization steps are taken (the number of steps was chosen so the run time of non-nested was nearly the same as nested iteration). The final simulation time for the peaks problem is set to T = 5.
A challenge facing neural networks usage is the range of parameters associated with both their design and training. In addition, due to the variability of the loss surface, the initial guess for the controls and state variables can have a dramatic impact on the quality of the training. The tables in Figure 3 show statistics for 12 independent training runs, for each of 4 sets of parameters, yielding a total of 48 uniquely trained neural networks. The parameters selected for this study were the initial magnitude of the randomly initialized weights denoted w i , and the Tikhonov regularization parameter denoted γ T . Based on a larger hyperparameter scan, we selected two values for each parameter that yield the greatest validation accuracy for nested iteration and non-nested iteration. As a result w i ∈ {0.0, 10 −6 } and γ T ∈ {10 −5 , 10 −7 }, yielding a total of four parameters.
The top table shows results for a network with width 5, while the bottom shows the results for width 8. In both cases, there are 64 residual layers, plus an opening and classification layer. The tables show that the nested iteration achieves better validation accuracy on average for both network configurations. In addition, there is less variation as measured by both the standard deviation and the range of extrema using nested iteration. We attribute this to the use of a sequence of coarse grid problems to define an improved initial guess for the fine grid. At the coarse level, because of the reduced parameter space, the variation seen in the objective surface is potentially not as large. When only the fine simulation is used in non-nested iteration, the likelihood that the training algorithm gets stuck in a local minima early in the process is likely increased. In effect, the nested iteration is behaving like a structural regularization approach for the objective surface. Figure 4 shows the validation accuracy of the peaks problem as a function of work units for the individual best runs of nested iteration and non-nested iteration. The non-nested iteration corresponds to a single red line. The three levels of the nested iteration are plotted in a sequence of colors that show the achievement for each level of the algorithm. Again this is a function of work units, so these levels are scaled relative to the cost of a single fine level optimization step (some variability may occur due to the use of a backtracking algorithm).
In both the top image (for width 5 residual networks) and the lower image (width 8), the nested iteration has clearly superior validation accuracy as compared to the non-nested iteration. Moreover, the accuracy achieved for any number of work units is larger with nested iteration.
Indian Pines Example
For the Indian Pines example, we use a residual neural network with width 220, that contains at the fine level 128 residual layers, plus opening and classification layers. For nested iteration, we use three levels with the coarsest having 32 residual layers. The final simulation time is T = 5. All runs were performed on 32 processors, implying the coarse grid contains 1 residual layer per processor. Figure 5 compares the validation accuracy of training with the non-nested algorithm to two nested iteration strategies. For all cases, the validation accuracy is plotted as a function of work units performed throughout the optimization solver. The first nested iteration strategy uses a schedule that performs m (2) = 200 optimization iterations on the coarse level, m (1) = 100 on the medium, and just m (0) = 50 iterations on the fine. This approach is designed to reduce the run time assuming that most of the work of training can be done on coarser levels. Note, as a result of not iterating on the fine grid as much, this may result in a lower achieved validation accuracy (indeed this is born out by the results). The top plot in the figure shows the non-nested iteration (red line), and the three different levels of the nested iteration (multiple colors). Considering only the coarse problem, it is clear that the nested iteration achieves higher validation accuracy in less computational time. This can be attributed to the much greater number of iterations taken. Where the increase in speed is a result of a shallower network. Moreover considering the entire run, the nested iteration has larger validation accuracy after just 25 work units.
The lower image shows a similar story. However, this time the schedule for the nested iteration uses m (2) = m (1) = m (0) = 200 optimization steps at each level.
Here again its clear that training for many steps on the coarse level yields rapid improvements. Overall, higher validation accuracy is still achieved in all cases for a fixed number of work units. Relative to the previous schedule (top image), the validation accuracy of this uniform schedule is improved, though at the cost of longer training times.
Conclusion
In this work, a nested iteration strategy for network initialization that enhances recent advances in layerparallel training methodologies is developed for ODE networks. This approach uses a training algorithm where a sequence of neural networks are successively trained for a geometrically increasing number of layers. Interpolation operators are defined that transfer the weights between the levels. Results presented for the Peaks and Indian Pines classification example problems show that nested iteration can achieve greater accuracy at less computational cost. An exciting additional benefit was observed for the peaks problem. In this case the nested iteration also provided a structural regularization effect that resulted in reduced variation over repeated runs in a hyperparameter sweep. A more thorough investigation of this result, and greater improvements to the nested iteration and layer-parallel algorithms are the subject of future work.
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