The global economy is a complex dynamical system, whose cyclical fluctuations can mainly be characterized by simultaneous recessions or expansions of major economies. Thus, the researches on the synchronization phenomenon are key to understanding and controlling the dynamics of the global economy. Based on a pairwise maximum entropy model, we analyze the business cycle synchronization of the G7 economic system. We obtain a pairwise-interaction network, which exhibits certain clustering structure and accounts for 45% of the entire structure of the interactions within the G7 system. We also find that the pairwise interactions become increasingly inadequate in capturing the synchronization as the size of economic system grows. Thus, higher-order interactions must be taken into account when investigating behaviors of large economic systems.
Global business cycle can be characterized by simultaneous recessions 7 or expansions of major economies; such dynamical similarity along business 8 cycles is also called business cycle synchronization in the economics liter-9 ature [3] . And there is quite an extensive literature in this research area.
10
Frankel and Rose presented empirical evidence that higher bilateral trade 11 between two economies is associated with more correlated business cycles [4] .
12
Imbs stressed the linkage between similarity in industrial structure and busi- of synchronization between economies, they did not, however, address the 17 synchronization of the overall economic system. 18 The key to understanding the mechanism of synchronization is to un-19 cover the interaction structure among economies [3] . The most common 20 way of estimating network structure of complex system is to characterize the 21 connection between elements by means of correlation coefficients. However,
22
recent researches have shown that such characterization does not accurately 23 estimate network structure due to significant indirect correlations [7, 8] . We 24 argue that a more effective and informative approach is to derive the network 25 of interaction based on the principle of maximum entropy.
26
The principle of maximum entropy as an inferential tool was originally in-27 troduced in statistical physics by Jaynes [9, 10, 11] 
49
The total number of data points of all members is 5,190 observations.
50
In order to apply a pairwise maximum entropy model, the data need to be 51 converted into a binary representation-recession or expansion, in this case.
52
To this end, we first calculate the average growth rate for each economy.
53
Suppose the available data of GDP for an economy last over N quarters, and 54 the growth rate in the ith quarter is r i , the average growth rate r can be 55 obtained from the following relation:
We then define recession and expansion: if growth rate is less than the average 57 growth rate, we define the state as recession and set the value of state variable 58 to 1; otherwise, we define the state as expansion and set the value of state 59 variable to 0.
60
The size of the system under consideration is limited by the data avail- can be denoted by a vector σ = (σ 1 , σ 2 , . . . , σ N ). Our goal is to calculate the 79 probability distribution p(σ) that maximizes Shannon entropy
with the following constrains:
where σ t i denotes the state of economy i at time t and T the total number of 84 observations. The probability distribution that satisfies the above conditions 85 is in the following form:
where Z is the partition function or normalization constant, and J ij and h i 87 are the adjustable parameters to meet the constraints. For a non-interacting 88 system, the probability distribution would factorize into independent single-89 economy probability distributions. Any deviation from a simple product of representation of the G7 system data, we find h's and J's in Eq. (4). The 118 algorithm incorporates l 1 -regularization to avoid the problem of over-fitting.
119
Since system size is sufficiently small in this case, we perform calculations 120 involving all 2 7 possible states of the system (as opposed to Monte Carlo 121 simulations). We terminate the algorithm when the parameter adjustment 122 becomes very small (e.g., in the order of 10 −5 ).
Results and discussion

124
The estimates of J's characterize pairwise interaction network of the G7 125 system (Fig. 1) . The results suggest that the network can be roughly divided 
137
While all these countries constitute the G7 economic network, the de-
138
grees at which they are embedded or integrated into this network vary.
139
We propose that such "embeddedness" of economy i be measured by (Fig. 2) ; recall that h measures how prone to recession an economy is.
147
Together, these patterns indicate that economies with a greater tendency to 148 grow tend to be the same ones as those with greater embeddedness-no at-149 tempt on implying any causality is made here. Finally, it is also worth-noting 150 that all h's are negative, i.e., all G7 economies in fact have a tendency to 151 grow.
152
To examine how effectively the pairwise maximum entropy model repro-
153
duces the empirical statistics of the G7 system, we make comparisons be- tween the empirical and predicted frequencies of different states. The results
155
are shown in Fig. 3 . We see that the predicted frequencies based on the well.
162
To systematically quantify the model's performance, we adopt the follow- I ≃ 45% for the G7 system. This means that 45% of the entire structure of 174 G7 system can be characterized by pairwise interactions.
175
The G7 system investigated here is only a subnetwork embedded in a 
Conclusions
203
In this paper, we investigate business cycle synchronization of the G7
204
system by means of a pairwise maximum entropy model. We find some 205 clustering structure in the interaction network between the G7 countries,
206
which more or less follows their geographical locations. We also find that
207
France is the most embedded economy, while the UK is the least so. 
