The spectrum of a variable coefficients Rayleigh beam with boundary feedback control is discussed in present paper. By using the asymptotic technique, the explicit asymptotic formula of eigenvalues of the closed loop system is given. With help of the result in [13] , it is concluded that the closed loop system is a Riesz system. As a result, the spectrum determined growth condition and exponential stability are deduced. In particular, a conjecture in [3] is completely settled.
Introduction
It is well known that the analysis of the eigenvalue problem of variable coefficient ordinary differential equation with parameter is usually difficult because explicit solution formula is hard to come by. However, in practice, we often have to consider this problem, for instance, non-homogeneous material in engineering and smart material etc, which lead to variable coefficient differential equations. In the present paper, we study one of the beam models-non-homogeneous Rayleigh beam model under the boundary feedback control, ¶ This work is supported by an RGC grant of code HKU 7133/02P. the motion governed by partial differential equation:
∂ 2 u ∂x 2 = 0, 0 < x < 1, t > 0, u(0, t) = ∂u ∂x (0, t) = 0, t > 0,
u(x, 0) = u 0 (x), ∂u ∂t (x, 0) = u 1 (x),
Here, u(t, x) is the transverse displacement and x, t stand respectively for the position and time, and ρ(x) > 0 is the mass density, EI(x) > 0 is the stiffness of the beam, I ρ (x) > 0 is the mass moment of inertia and α, β ≥ 0 are constant feedback gains that can be tuned.
Other details of this model can also be found in [1] .
This problem was treated firstly in [2] , in which the coefficients of the equation are constants and the exponential stability of the system was obtained under the condition α = 1, β ≥ 0. Recently, [3] consider the Riesz basis property of the same system. As a result, the system satisfies spectrum determined growth condition. In this paper, we assume that ρ(x), I ρ (x), EI(x) ∈ C 4 [0, 1], (1.2) and try to obtain the Riesz basis property and exponential stability of the system.
Here the main difficulty we encountered is to calculate asymptotic eigenvalues of the system. Although there is a suitly complete method to calculate asymptotic fundamental solution for instance see [10] , it seems that the eigenvalue problem led from Rayleigh beam is unfit this modality. To settle it, we employ the method of operator pencil used in [7] [9] and [8] to obtain the asymptotic expansion of the fundamental solutions of the eigenvalue boundary problem, and then use them to expand the characteristic determinant and obtain asymptotic expansions for the eigenvalues.
The rest of the paper is organized as follows. In §2 we convert system (1.1) into an evolution equation in an appropriate Hilbert space, then we prove that the evolutionary system associates a C 0 semigroup whose generator has compact resolvent. Therefore the eigenvalue problem leads the eigenvalue boundary problem of an variable coefficient ordinary differential equation. In order to solve the eigenvalue boundary problem, we shall use a space-scaling transformation to derive an equivalent boundary problem that is ready to expand asymptotically. In §3 an asymptotic distribution of the eigenvalues of the system is obtained via expanding the characteristic determinant. In the last section, further property of semigroup and exponential stability of the system are indicated and a conjecture in [3] is discussed and settled.
Basic State Space Setup and Eigenvalue Problem
We start our investigation by formulating the problem in the following Hilbert spaces:
endowed with norm
Easy to see that
where W and V are the dual spaces of W and V respectively. Now we define linear operators A, D ∈ L(W, W ) and B, C ∈ L(V, V ) by
Lax-Milgram Theorem [6, pp.92 ] says that A (resp. C) is a canonical isomorphism of W (resp. V ) onto W (resp. V ). With these operators, the equation (1.1) can be written into a variational equation
Then we can define a linear operator A on H by:
6)
A(f, g) := g, −C −1 (Af + αDg + βBg) , ∀ (f, g) ∈ D(A).
(2.7)
Thus, (2.5) can be formulated into an evolution equation in H as
(2.8) Lemma 2.1 Let A be defined by (2.6) and (2.7). Then A is a densely defined closed dissipative operator with 0 ∈ ρ(A), and so A generates a C 0 semigroup of contraction.
PROOF For any (f, g) ∈ D(A), we have
So
Re A(f, g), (f, g) = −α|g (1)| 2 − β|g(1)| 2 ≤ 0.
To show that 0 ∈ ρ(A), we let (y, z) ∈ H and consider the resolvent equation
So y = g and
Therefore, for any ψ ∈ W ,
Substituting g = y into the above equation yields 
From this we see that A −1 is compact.
PROOF The sufficiency is obvious. To prove the necessity, let (f, g) ∈ D(A) and
A(f, g) = (y, z) ∈ H. Then we have g = y ∈ W and
Since z ∈ V and C : V → V is an isomorphism, so we have 
Since EI ∈ C 4 [0, 1] (see. (1.2)), so we have f ∈ H 3 (0, 1) ∩ W . In particular,
.
Inserting g = y and z = −C −1 (Af + αDg + βBg) into the above yields
Again, for φ ∈ V with φ(1) = 1, we let ψ :=
x 0 φ(s)ds, and insert it into (2.10) and to conclude from (2.11) that EI(1)f (1) + αy (1) = 0.
Since g = y, the necessity is proven because
By Lemma 2.1, A −1 exists and is bounded on H. From The Sobolev Embedding
Theorem, A −1 is compact.
We are now in a position to investigate the eigenvalue problem of A. Let λ ∈ σ(A)
Then, ψ = λφ and φ satisfies
(2.12) Lemma 2.3 Let h 1 (x), h 2 (x) be two linearly independent solutions for the second order linear homogeneous differential equation
then we have
PROOF. Assume not, then the following system of linear equations in t 1 and t 2
So there exists a non-trivial solution, say c 1 c 2 . Let z := c 1 y 1 + c 2 y 2 , then z is a solution of the following initial problem:
By the uniqueness theorem, z ≡ 0 and so y 1 and y 2 are linearly dependent, which contradicts the assumption of the lemma.
PROOF. We go back to the eigenvalue equation (2.12) . Multiplyingφ, the conjugate of φ, on both side of the first equation in (2.12) and integrating from 0 to 1 with respect to x, we obtain
If Imλ = 0, then Reλ < 0 by (2.17). If Imλ = 0, then Reλ < 0 by (2.18) and the proof is completed.
To further simplify (2.12), we expand it to yield: 
If we replace λ by µ := hλ, then (2.22) changes to
which is equivalent to equation (2.19). In summary, we have the following result. 
Asymptotic Expressions of Eigenfrequencies
In this section, we shall obain asymptotic expansions for the eigenvalues of A. The main trick is to treat the fundamental solutions of (2.28) first, and then use them to expand the characteristic determinant of A and obtain the asymptotic eigen-frequency.
To begin, we use a standard technique of Naimark [10] and divide the complex plane into four sectors
and for each S k , we will pick ω 1 and ω 2 (both square roots of −1) so that
In particular, we will choose
in sector S 0 and re-shuffle them in each the remaining sectors so that (3.2) holds. Writing µ := ρω 1 for ρ in each sector S k , we have the following result on the fundamental solutions of (2.28) from [8, Theorem 3] (see also [7] ). 
ρ 3 e ρω s−2 y 0 (1)ω 3 s−2 + y 0 (1)ω s−2 1 , s = 3, 4.
(3.10)
PROOF. The proof is just a direct substitution of the fundamental solutions (3.4)-(3.5) into the boundary conditions and makes use of the fact that in (3.10),
Since the zeros of ∆(ρ) are the eigenvalues of (2. 
and obtain the following asymptotic expansion for it. 
12)
where γ := I ρ (1)EI(1)
3). Furthermore, the boundary problem (2.28) is strongly regular in the sense of [9, p.259] iff the following condition holds:
PROOF. In sector S 0 , with ω 1 := i, ω 2 := −i, we conclude that Since µ = hλ, so
Note that the set of eigenvalues in S 3 and S 4 are exactly the same as those in S 0 and S 2 , so all eigenvalues of A satisfy (3.30). The proof is then completed.
All the above discussions can be summarized into the following result on the spectrum of A.
Theorem 3.4 Let A be defined before. Then each λ ∈ σ(A) is an eigenvalue and is simple when |λ| is large enough, and has asymptotic expression given by (3.30 ).
4

Completeness of Generalized Eigenfunction System and Riesz basis
In this section we will discuss the completeness of the generalized eigenfunctions of A, which is necessary for discussing of Riesz basis property of system (2.8) . We begin with the following lemma. Thus
and f (x) satisfies the following equations: where G(x, ξ, λ) is the Green's function given by
, where M 1 is a constant which is independent of x, ξ ∈ [0.1]. From these, we obtain estimates for f (x) and its derivatives, for j = 0, 1, 2,
(4.13)
Eventually, we have the following estimate on the resolvent operator
where M 2 is some constant. So R(λ, A) ≤ M 2 |λ| 2 . The proof is then completed. PROOF. From Lemma 2.4, Theorem 3.3 and the conjugate property for eigenvalues, we obtain that there is no eigenvalue on the right complex half plan and ray Γ(π). Thus we can choose rays Γ(−π/4), Γ(π/4) and Γ(π) and estimates are also true on them. Easy to see that H has an orthogonal decomposition Corollary 4.2 are also true. According to the Theorem of Phragmén-Lindelöf (see [15] ), we see that R(λ, A * )Z is at most a polynomial of degree two in λ, that is,
Comparing coefficients, we see that
Therefore Z = 0 and Q ∞ = {0}.
To obtain the Riesz property of generalized eigenfunction system of A, we need the following result from [13] . Then the following assertions are true:
i) There exist two T (t)-invariant closed subspaces X 1 and X 2 such that σ(A| X 1 ) = σ 1 (A), σ(A| X 2 ) = σ 2 (A), and {E(λ k , A)X 2 } ∞ k=1 forms a Riesz basis of subspaces for X 2 . Furthermore,
iii) X has the topological direct sum decomposition Finally, Lemma 4.1 implies that X 1 = {0}. Therefore, the first assertion of Theorem 4.2 says that there is a sequence of generalized eigenfunctions of A that forms a Riesz basis for H. Since the spectrum determined growth condition is a direct consequence of the existence of a Riesz basis, the proof is completed.
As a consequence of Theorem 4.3, we have a stability result for system (2.8) . [2] , [3] . In this constant case, expression (3.17) then becomes (for k = ±1, ±2, . . .)
16)
with
and So the closer α to α * := √ γ 1 the larger the damping rate for the system (1.1) which is the conjecture made in [3] . However, we cannot achieve the largest damping rate by setting the control gain α = √ γ 1 because then ∆(ρ) in (3.12) will never be zero and the eigenvalue problem (2.12) is degenerate in the sense that there are no more eigenvalues except finite number at all (cf. [14] ).
