Numerical investigation of a source extraction technique based on an acoustic correction method  by Wang, Z.-K. et al.
Computers and Mathematics with Applications 55 (2008) 441–458
www.elsevier.com/locate/camwa
Numerical investigation of a source extraction technique based on an
acoustic correction method
Z.-K. Wang, G.S. Djambazov, C.-H. Lai∗, K.A. Pericleous
School of Computing and Mathematical Sciences, University of Greenwich, Old Royal Naval College, Greenwich, London, SE10 9LS, UK
Received 12 August 2004; accepted 26 August 2004
Abstract
An aerodynamic sound source extraction from a general flow field is applied to a number of model problems and to a problem of
engineering interest. The extraction technique is based on a variable decomposition, which results to an acoustic correction method,
of each of the flow variables into a dominant flow component and a perturbation component. The dominant flow component
is obtained with a general-purpose Computational Fluid Dynamics (CFD) code which uses a cell-centred finite volume method
to solve the Reynolds-averaged Navier–Stokes equations. The perturbations are calculated from a set of acoustic perturbation
equations with source terms extracted from unsteady CFD solutions at each time step via the use of a staggered dispersion-relation-
preserving (DRP) finite-difference scheme. Numerical experiments include (1) propagation of a 1-D acoustic pulse without mean
flow, (2) propagation of a 2-D acoustic pulse with/without mean flow, (3) reflection of an acoustic pulse from a flat plate with
mean flow, and (4) flow-induced noise generated by the an unsteady laminar flow past a 2-D cavity. The computational results
demonstrate the accuracy for model problems and illustrate the feasibility for more complex aeroacoustic problems of the source
extraction technique.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
Most practical problems in aeroacoustics involve generation and propagation of acoustic signals in a nonuniform
flow field. Due to high nonlinearity and unsteadiness of the governing equations of the flow described by
the Navier–Stokes equations, it is often not feasible to use analytical methods to solve aeroacoustic problems.
Computational aeroacoustics (CAA) provides an alternative method in the prediction and analysis of flow generated
sound. CAA may be defined as the employment of numerical techniques for the direct calculation of all aspects of
aerodynamic sound generation and propagation starting from the time-dependent governing equations [1]. With the
rapid increase in computational power and significant strides made in numerical algorithm development, the field of
CAA has seen rapid advances over the past decade.
One prediction strategy being adopted in CAA for aerodynamic sound simulation is the coupling of the near-
field solution of unsteady fluid flows and the far-field solution of the sound propagation/radiation. Such a coupling
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strategy has been adopted by many researchers for a range of aeroacoustic problems, and some good predictions
have been obtained. The near-field solution must identify the sources of sound, due to turbulence, the interaction
between vortex structures and embedded solid surface, etc. Once these sources have been identified and extracted,
an optimized high-order numerical scheme with minimized dissipation and dispersion features may be employed to
calculate the propagation of the sound. Nevertheless, the efficient and accurate evaluation of the near-field sound
sources still remains an open and challenging problem. Ever since Lighthill proposed the first aerodynamic sound
theory [2], most work in the computation of aeroacoustic problems is based on various acoustic analogies [2–4].
The modelling of acoustic sources adopts certain basic source types, including monopoles, dipoles and quadrupoles,
or their combinations, of which source strengths are known a priori, or these sources are directly calculated using
the Lighthill stress tensor. However, this approach can only be justified under certain idealized conditions. In many
situations the flow of interest is both unsteady and turbulent, and one needs to solve the full unsteady flow problem in
order to adequately describe the hydrodynamic field and determine the sources of sound.
Hardin and Pope [5] developed a two-step coupling approach for computational aeroacoustics. This approach splits
an acoustic problem into an incompressible flow problem and a perturbation problem, and does not allow the influence
of the perturbation problem on the mean flow. The formulation of this approach has been modified and expanded to
handle compressible and unsteady mean flows by Shen and Sorensen [6,7]. In addition, a few approaches of evaluating
the acoustic sources [8–12], by coupling a CFD solver with an acoustic solver, have been proposed for CAA. Despite
some differences in these methods, a common philosophy of variable decomposition is followed in the derivation of
these methods. A framework based on the same philosophy results in the acoustic correction method was proposed
in [13,15]. This leads to a set of equations for the perturbations known as the acoustic perturbation equations, in
which the right-hand side contains source terms that are related to the unsteady flow solution. The unsteady flow field
at each time step is obtained by solving the time-dependent Reynolds-averaged Navier–Stokes (RANS) equations,
or alternatively by using Large Eddy Simulations (LES) or Direct Numerical Simulations (DNS) in the near field.
DNS of the unsteady flows of high Reynolds number would have tremendous resolution requirements that are still far
exceeding existing computer capacity.
This paper examines the use of the acoustic perturbation equations for the calculation of acoustic perturbation
through extracting aerodynamic sound sources in unsteady flows. Three model problems with artificial signals being
introduced into the flow are used to validate the concept of the acoustic correction. The purpose of such experiments
is to ensure the propagation of sound signals using the numerical technique. In cases where sound signals are
generated by the fluid properties of the unsteady flow the authors postulate that the resulting sound signals may
still be propagated through the flow, and a numerical experiment is performed on a car-door cavity to validate the
postulation.
Section 2 describes the derivation of the acoustic perturbation equations and the extraction formulation of the
acoustic source terms. Section 3 briefly describes the numerical methods used for the computation of time-dependent
flow field and of the acoustic perturbations, as well as the coupling between the CFD solver and the acoustic solver.
Section 4 examines three acoustic model problems involving the propagation of an initial acoustic pulse with/without
mean flow and the flow-induced noise problem of a car-door cavity. Reference solutions for the first three model
problems are used to validate the acoustic correction method. Fourier transforms of time dependent pressure pulse
is used to compute the frequency spectrum in the case of the car-door cavity problem, and it is compared with
the frequency range obtained from other model problems as well as experimental results. Section 5 provides some
conclusions from these numerical investigations.
2. The acoustic correction method and source extraction
Let U be a vector variable, which consists of two different scales of magnitude u¯ + u and satisfies the nonlinear
equation
∂U
∂t
+ = {U }U ≡ ∂(u¯ + u)
∂t
+ = {u¯ + u} (u¯ + u) = 0, (1)
where = {U } is a non-linear operator depending on U . For three-dimensional Navier–Stokes equations in a Cartesian
coordinate system, u¯ and u are defined as
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u¯ =

ρ¯
v¯1
v¯2
v¯3
 , u =

ρ
v1
v2
v3
 ,
and the nonlinear operator = {u} represents the unsteady Navier–Stokes equations, in compact tensor notation where
repeated indices assume the summation convention
∂ρ
∂t
+ ∂(ρvi )
∂x j
= 0, (2a)
∂vi
∂t
+ v j ∂vi
∂x j
+ 1
ρ
∂p
∂xi
= 1
ρ
∂ fi
∂x j
(2b)
fi =
[
µ
(
∂vi
∂x j
+ ∂v j
∂xi
)
− 2
3
µδi j
∂vk
∂xk
]
. (2c)
Here ρ is the fluid density, p is pressure, and vi is the Cartesian velocity components in the Cartesian coordinate
direction xi . The variable fi represents the viscous term in the i th coordinate and δi j is the Kronecker delta.
Following the acoustic correction method introduced in [13,15], the term ∂(u¯+u)
∂t + = {u¯ + u} (u¯ + u) may be
expanded and rearranged to give
∂ρ
∂t
+ v¯ j ∂ρ
∂x j
+ ρ¯ ∂vi
∂x j
+
[
v j
∂(ρ¯ + ρ)
∂x j
+ ρ ∂(v¯ j + v j )
∂x j
]
= −
[
∂ρ¯
∂t
+ v¯ j ∂ρ¯
∂x j
+ ρ¯ ∂v¯ j
∂x j
]
, (3a)
∂vi
∂t
+ v¯ j ∂vi
∂x j
+ 1
ρ¯
∂P
∂xi
− 1
ρ¯
∂ fi
∂x j
+
[
ρ
ρ¯
∂(v¯i + vi )
∂t
+
(
v j + ρ
ρ¯
(v¯i + vi )
)
∂(v¯i + vi )
∂x j
]
= −
[
∂v¯i
∂t
+ v¯ j ∂v¯i
∂x j
+ 1
ρ¯
∂ P¯
∂xi
− 1
ρ¯
∂ f¯i
∂x j
]
. (3b)
It can be seen that Eq. (1) may be written as
∂(u¯ + u)
∂t
+ = {u¯ + u} (u¯ + u) ≡ ∂ u¯
∂t
+ = {u¯} u¯ + ∂u
∂t
+ E {u¯} u + K [∂t , u¯, u] , (4)
where = {u¯} and E {u¯} are operators depending on the knowledge of u¯ only and K [∂t , u¯, u] is a functional depending
on the knowledge of both u¯ and u as well as their derivatives. Here
E {u¯} u =
 v¯ j
∂ρ
∂x j
+ ρ¯ ∂v j
∂x j
v¯ j
∂vi
∂x j
+ 1
ρ¯
∂P
∂xi
− 1
ρ¯
∂ fi
∂x j
 , (5a)
K [∂t , u¯, u] =
 v j
∂ρ¯
∂x j
+ v j ∂ρ
∂x j
+ ρ ∂v¯ j
∂x j
+ ρ ∂v j
∂x j
ρ
ρ¯
∂v¯i
∂t
+ ρ
ρ¯
∂vi
∂t
+ v j ∂v¯i
∂x j
+ v j ∂vi
∂x j
+ ρv¯ j
ρ¯
∂v¯i
∂x j
+ ρv j
ρ¯
∂v¯i
∂x j
+ ρv¯ j
ρ¯
∂vi
∂x j
+ ρv j
ρ¯
∂vi
∂x j
 , (5b)
Mathematically, u¯ may be considered as the approximate solution of Eq. (1). From Eqs. (5a) and (5b), one can see
that E {u¯} u contains only derivatives of perturbation quantities, and the approximate flow quantities, u¯, as coefficients
of those derivatives. The functional K [∂t , u¯, u] contains products of the variables and derivatives of the approximate
flow quantities and the perturbation quantities. Eq. (4) suggests the use of two steps in the simulation [13,15], one
for the fluid dynamic field, u¯, and the other for the sound signals, u, based on accurately representing the “defect” at
every time step of the transient parabolic problem. In order to obtain u¯, one may solve numerically an approximate
model of Eq. (1), say
∂ u¯
∂t
+Ψ {u¯} u¯ = 0, (6)
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using a suitable CFD analysis package. Here Ψ{u¯} represents a nonlinear operator depending on the knowledge of
u¯, and Eq. (6) may stand for the RANS equations, a set of spatially filtered LES equations, or other fluid dynamic
models.
Let u¯(n) and u(n) be the solutions at the nth time step to Eq. (4) and δt be a temporal difference operator, which
includes the temporal truncation error and is general enough to represent a numerical method in commercial CFD
packages. One obtains the semidiscretized form
δt (u¯ + u)(n) + =
{
(u¯ + u)(n)
}
(u¯ + u)(n)
≡ δt u¯(n) + =
{
u¯(n)
}
u¯(n) + δtu(n) + E
{
u¯(n)
}
u(n) + K
[
∂t , u¯
(n), u(n)
]
. (7)
Following the defect concept adopted in [15] one can define the residue due to the unresolved quantities, u, at the nth
time step of Eq. (7) as
R(n) ≡ δt (u¯ + u)(n) + =
{
(u¯ + u)(n)
}
(u¯ + u)(n) −
[
δt u¯
(n) + =
{
u¯(n)
}
u¯(n)
]
= −
[
δt u¯
(n) + =
{
u¯(n)
}
u¯(n)
]
. (8)
Combining (7) and (8) leads to the nth time step reduced problem,
δtu
(n) + E
{
u¯(n)
}
u(n) + K
[
∂t , u¯
(n), u(n)
]
= −
[
δt u¯
(n) + =
{
u¯(n)
}
u¯(n)
]
. (9)
In essence, the right-hand side, δt u¯(n) + =
{
u¯(n)
}
u¯(n), of Eq. (9) is a nonzero quantity and the equation is a
semidiscretized representation of the acoustic perturbation equation in its most general form. The solution of Eq. (9)
gives the acoustic field u(n).
Since the perturbations are usually several orders of magnitude smaller than the dominant flow quantities,
K [∂t , u¯, u] may be considered negligible due to the reason that any feedback from the propagating waves to the
flow may be completely ignored. The problem described in Eq. (9) is thus linear, and is the semidiscretized form
of the Linearised Euler Equations for uniform flows. However, in some cases, for example, sonic boom production
and acoustic resonance, the problem is far from linear. In other words the solution of aeroacoustic problems may
involve nonlinear interactions between the aerodynamic and the acoustic field, in which K [∂t , u¯, u] should not be
omitted. For many aeroacoustic problems, instability wave analysis shows that the flow and acoustic mechanism are
only weakly nonlinear in nature [10]. In other words, the omission of K [∂t , u¯, u] does not usually affect the physical
and fluid dynamic properties of the problems. However, it should be noted that the functional K [∂t , u¯, u] contains
the shear refraction term, v j∂v¯i/∂x j , which may affect the short wave components in some calculations, and hence
merits further investigations on issues of truncating K [∂t , u¯, u].
On the other hand it is possible to neglect only the viscous perturbation terms in the functional K [∂t , u¯, u] of Eq.
(9). As pointed out by Hardin and Pope [5], Tam and Dong [16], and Morris et al. [10], the time-average properties
are the result of dissipative mechanics, whereas the large-scale fluctuations are essentially inviscid in nature. In other
words, the effect of viscosity on the propagation of acoustic waves, if any, is negligibly small within a considerably
long distance. This implies noise is so difficult to suppress. With the viscous perturbation terms being neglected, Eq.
(9) becomes a set of acoustic perturbation equations with source terms as defined in [17].
Since Eq. (9) is a set of acoustic perturbation equations, the right-hand side of Eq. (9) is the ‘acoustic sources’ and
is the unresolved quantities, known as the residue, at the nth time step. It is no doubt that aerodynamic sound sources
exist physically as certain flow properties encapsulated in the ‘acoustic sources’ and could be extracted from such
flow properties via suitable techniques. With this assumption, the acoustic sources may be obtained by computing
the residue defined in the right hand side of Eq. (9) using an appropriate approximation. It should be stated here that
this quantity is by no means a theoretically rigorous representation of the acoustic sources in the flow. The acoustic
sources should be regarded as nominal acoustic sources and provide a connection between the near flow field and the
far-field sound. In addition, it should also note that the residue is not the same as those used in measuring the magnitude
governing the termination of an iterative method for a linear system, which is approximated as−[δt u¯(n)+Ψ{u¯(n)}u¯(n)],
but due to the truncation of the perturbation part of the variable when the resolved part is substituted back to the
original mathematical model. In general, two types of acoustic sources can be identified in most aerodynamic noise
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problems. One of the two types arises from external excitation, such as a vibrating solid surface, which exerts unsteady
forces on the fluid and generates sound of a dipole type. The other type concerns sources generated by the flow, such
as vortex structures associated with shear layers, which generates sound of a quadruple type, or their interactions
with solid obstacles, which generate sound of monopole. The present source extraction automatically extracts various
kinds of aerodynamic sound sources (dipole, quadrupole, isolated or distributed) as they evolve and appear in the flow
field without knowing explicitly the location or making specific assumptions of the type of acoustic source. Hence the
technique becomes particularly suitable for aeroacoustic computations where the sound is generated by both compact
and distributed sound sources. Two other advantages of the present source extraction technique worth being mentioned
includes, (1) there is no Mach number limitation, and the technique is therefore suitable for both compressible and
incompressible flows, and (2) it is convenient in the actual implementation of the method because the source terms are
formulated in the primitive variables of the fluid motion. However, the disadvantage lies in that such extracted sources
might not necessarily the ‘pure’ sound sources. Numerical errors in calculating the unsteady flow field (e.g. due to
incomplete convergence of the numerical solution) are also inadvertently extracted to enter the right-hand side of the
acoustic equations. This problem might be avoided via certain filtering procedures, for example, by discarding on
grounds of frequency, or propagation speed.
It is still not very clear whether viscous dissipation contributes significantly to the generation of the aerodynamic
sound. In a general situation, the viscous terms involving the flow quantities in the right-hand side of Eq. (9) need to
be retained. In the present paper, the calculations for the model problems did not include any viscous terms, whereas
the calculations for the flow-induced noise from the car-door cavity included the viscous terms in the right-hand side
of Eq. (9).
3. The numerical procedures
Only brief outline of the numerical procedures are given of the unsteady flow algorithm and the acoustic correction
method.
3.1. The unsteady flow algorithm
Most commercially-available CFD codes, such as PHOENICS, FLUENT, and CFX, are capable of solving the
RANS equations for steady or unsteady flows. In the present paper, the inhouse, multiphysics, unstructured finite-
volume based software package, PHYSICA [14], is used to compute time-accurate unsteady flow fields. The package
may be used in the computations of compressible and incompressible flows. Although test cases considered in this
paper mainly involve incompressible flows, the fluid is assumed to be compressible in the CFD formulation.
The Navier–Stokes equations and continuity equation based on a Cartesian coordinate system may be written as
(without the body forces)
∂
∂t
(vi )+∇ ·
(
vi
⇀
v
)
= 1
ρ
∇ ·
[
µ
(
∂vi
∂x j
+ ∂v j
∂xi
)
i j −
(
p + 2
3
µ
∂v j
∂x j
)
ii
]
(10a)
∇ ·
(
ρ
⇀
v
)
= 0 (10b)
where
⇀
v is the velocity vector, i j denotes the unit vector in the x j -coordinate. Integrating Eq. (10a) and (10b) over a
control volume and applying the divergence theorem yields the relations,
∂
∂t
∫
V
vidV +
∫
S
vi
⇀
v ·⇀n dS =
∫
S
1
ρ
[
µ
(
∂vi
∂x j
+ ∂v j
∂xi
)
i j −
(
p + 2
3
µ
∂v j
∂x j
)
ii
]
·⇀n dS (11a)∫
V
ρ
⇀
v ·⇀n dS = 0 (11b)
where V is the control volume, S is the surface of the control volume and En is the unit outward normal to any face
of the control volume. The finite volume discretization for the transient, convection, and diffusion terms of Eqs. (11a)
and (11b) are described in detail in [18]. For each control volume the convection contributions from the adjacent
volumes and the diffusion contributions are assembled, a system of algebraic equations is obtained. In the present
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computation, the value of coefficients in the resulting discretization equations is evaluated at each face of the control
volume by means of a second-order QUICK scheme [19]. To achieve satisfaction of both the mass and momentum
conservation laws, the velocity and pressure field are corrected by using the SIMPLE algorithm proposed by Patankar
and Spalding [18]. Since a collocated grid arrangement is adopted in PHYSICA, velocity components at each control
volume face are calculated using the Rhie and Chow interpolation [20]. Based on the correction pressure the velocity
corrections are determined, and applied to the resulting system of algebraic equations for convective flux. A new
system of algebraic equations is then formed, which may be solved for each dependent variable using suitable iterative
solver. In the flow module of PHYSICA, the standard boundary conditions are used for inflow, solid wall, symmetry
and far-field boundaries.
3.2. Solutions of the acoustic correction equations
The general acoustic correction equation supports acoustic, entropy and vorticity waves. The propagation
characteristics of these waves (dispersion, dissipation, group and phase velocities, and isotropy or anisotropy) are
encoded in their dispersion relations, which relate the angular frequency of the waves to the wave numbers of the
spatial variables. If the fluctuation of the entropy is neglected, the following relation between the acoustic pressure
perturbation and the density perturbation approximately hold:
∂p
∂ρ
≈ p
ρ
≈ c2 (12)
where c is the speed of sound. Making using of the above relation, the acoustic perturbation equations for a nonuniform
mean flow may be written as below:
∂p
∂t
+ v¯ j ∂p
∂x j
+ ρ¯c2 ∂v j
∂x j
= R¯c (13a)
∂vi
∂t
+ v¯ j ∂vi
∂x j
+ 1
ρ¯
∂p
∂xi
= R¯m,i (13b)
[
R¯c
R¯m,i
]
=

−c2
(
∂ρ¯
∂t
+ v¯ j ∂ρ¯
∂x j
+ ρ¯ ∂v¯ j
∂x j
)
−
(
∂v¯i
∂t
+ v¯ j ∂v¯i
∂x j
+ 1
ρ¯
∂ p¯
∂xi
− 1
ρ¯
∂
∂x j
[
µ
(
∂v¯i
∂x j
+ ∂v¯ j
∂xi
)
− 2
3
µδi j
∂v¯k
∂xk
])
 . (13c)
If the temperature of the flow does not vary spatially and temporary, the isentropic relation of perfect gas,
∂ p¯/∂ρ¯ ≈ c2, may be used in Eq. (13c) which leads to
[
R¯c
R¯m,i
]
=
 −
(
∂ p¯
∂t
+ v¯ j ∂ p¯
∂x j
+ ρ¯c2 ∂v¯ j
∂x j
)
−
(
∂v¯i
∂t
+ v¯ j ∂v¯i
∂x j
+ 1
ρ¯
∂ p¯
∂xi
− 1
ρ¯
∂
∂x j
[
µ
(
∂v¯i
∂x j
+ ∂v¯ j
∂xi
)
− 2
3
µδi j
∂v¯k
∂xk
])
 . (13d)
For flows passing over solid boundaries the pressure fluctuations on the walls are important in the generation of
sound which cannot be neglected even when the flow is assumed to be incompressible. The isentropic relation allows
the pressure fluctuations on the walls to be extracted and included in the source term through the use of a simple
approximation which otherwise does not exist. If one begins with incompressible formulation the term R¯c in Eq.
(13c) becomes −ρ¯c2 ∂v¯ j
∂x j
, i.e. pressure fluctuations on walls are excluded. Hence even for incompressible flows Eq.
(13d) is recommended to be used in evaluating the source terms because the pressure fluctuations on the walls may
then be included. A numerical justification for the use of this approximation is given in Section 4.2 in the open cavity
example.
In order to capture the correct sound signal propagation, the dispersion relation of the finite difference scheme
should match as closely as possible the dispersion relation of the partial differential equations (PDE). This is equivalent
to requiring the effective wave number and angular frequency of the numerical scheme to be close approximations to
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those of the PDE system for a large range of resolution. Currently, many numerical schemes with minimal dispersion
and dissipation features exist [21–25]. Among these numerical schemes, the optimized dispersion-relation-preserving
(DRP) high-order finite difference scheme proposed first by Tam and Webb [21] is very popular in terms of accuracy
and efficiency. This is a set of finite difference schemes for the approximation of spatial derivatives and of temporal
integrations and for the artificial selective damping of under-resolved high frequencies. All of the coefficients involved
have been optimized with respect to accurate wave propagation over a large range of resolution. However, in the
original DRP scheme all variables are stored at the same locations. This leads to the need for defining ghost points
in immersed solid bodies in order to satisfy both the boundary conditions and the differential equations at the wall
boundaries. In the present numerical tests, the DRP with a staggered-grid implementation [26] is used to solve for the
acoustic signals.
As for the time derivative, it is approximated by a four-level finite difference developed in [26]. With the time
staggering of the velocity components, the propagation terms in Eq. (13a) and (13b) are evaluated at the middle of
each time step. These values can then be used to calculate the new pressure and velocities at the end of the time step
employing the integration as described in [26]. In order to suppress spurious high frequency waves, artificial selective
damping and corresponding damping coefficients [21] are used in the present computation. At artificial boundaries,
a set of radiation boundary conditions [21] are used so that out-going waves are not reflected into the computational
domain. To maintain the same higher-order differencing schemes at the solid surfaces as in the interior of the domain,
the following mirroring procedure is applied to every solid boundary face: symmetry of pressure and parallel velocity
values and antisymmetry of perpendicular velocity values. The implementation of the radiating boundary and wall
boundary conditions can be found in [21] and [26]. Since the numerical scheme described above is an explicit scheme,
the time step for the time-marching needs to meet the requirement of numerical stability.
3.3. The coupling procedure
Based on the CFD solver and the acoustic solver described above, the coupling procedure implemented in the
present work may be briefly summarized in the following steps:
(1) Solve the time-dependent Navier–Stokes equations, i.e. Eq. (10a) and (10b), using the CFD solver.
(2) Evaluate the acoustic sources, using Eq. (13d), on the CFD computational grid by using the solution of the
unsteady flow at each CFD time step. Currently, the spatial part of Eq. (13d) is calculated within the unsteady
flow-solution process, and the temporal part of Eq. (13d) is left to be determined in a short linking subroutine used
to couple the CFD solver and the acoustic solver.
(3) Map the extracted source terms onto the acoustic computational grid for the acoustic computation and put them
to the corresponding right-hand side of the Eq. (13a) and (13b).
(4) Solve the acoustic correction equation using the fully staggered method described above.
It should be noted that the acoustic domain is generally taken to be larger than the CFD domain, as this will be the
case in most real aeroacoustic computations. Uniform flow (or the free stream) conditions are then assumed outside
it. In addition, the computational grid and time-step sizes used for the calculations in the unsteady flow field and
the acoustic field are generally different due to the large disparity in acoustic and hydrodynamic length and time
scale requirements. In order to resolve the vortex structure of the flow field and extract sound sources as accurately
as possible, a fine grid is needed where shear layers and boundary layers present. Also the CFD computation may
be implicit, whilst the aeroacoustic computation is usually explicit. The acoustic grid is therefore relatively coarse
compared to the grid required in the CFD calculation, especially in the source region (or near field). In the coupling
method, the source terms (R¯c, R¯m,i ) and the dominant flow variables u¯ are determined from the unsteady solution
at each time step. Unsteady flow solutions are transferred onto the acoustic grid at each acoustic time-step. In the
acoustic calculations presented in Section 4, the mean flow quantities (i.e. velocity, density and pressure) and source
terms in Eq. (13a) and (13b) are evaluated via a weighted volume average procedure.
4. Test cases
In order to test the feasibility and validity of the source extraction and the coupling procedure described above,
some examples are considered in this paper. These examples include three model problems and an applied problem
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of engineering interest. The three model problems are the wave propagation of a 1-D and a 2-D acoustic pulse,
with/without uniform mean flow. The applied problem is an engineering application of flow-induced noise from a
low-speed laminar flow over a 2-D car-door cavity.
The model problems considered in this paper can be calculated by employing directly a dispersion-preserving
scheme through solving the linearized Euler equations because their sources are known a priori. In fact, reference
solutions of the propagation of the model problems are obtained by using only the acoustic solver described in
Section 3.2. However, it should be emphasized that the aim of the development of the source extraction technique
is not to solve model problems. In essence, for most practical simulations, it is nearly impossible to identify and locate
the acoustic sources due to complex unsteady flow field within complex geometrical configurations. Acoustic model
problems in this paper provide ideal tests to verify the feasibility and accuracy of the source extraction technique. The
authors postulate that any sound signals, whether it is introduced artificially into the flow or generated by the fluid
dynamics, in a flow problem can be propagated through the flow using the present technique, and the applied problem
is used to verify the postulation by comparing the results with suitable benchmark tests.
In the present investigation, the computational domains for unsteady flow calculation and acoustic calculation are
taken to be the same size. However, both computational domains may be different, and in that case acoustic domain is
usually taken to be larger. For the model problems, computational grids are all Cartesian and uniform. In the case of
the flow-induced car-door cavity problem, the grid used in the CFD solver is structured and stretched. Of course, the
computational grid for the CFD calculation may be also an unstructured grid depending on the problem considered
and the used CFD solver. The acoustic calculation is performed on a uniform Cartesian grid.
4.1. The model problems
Three examples are included in this section. These examples artificially introduce the CFD computational stage for
purely acoustic problems in order to test the algorithm and its implementation.
4.1.1. Wave propagation of a 1-D initial acoustic pulse without mean flow
First, a simple example of wave propagation of a 1-D acoustic pulse is investigated. An initial pressure pulse with a
peak at the origin, a known source, generates two acoustic waves, which propagate towards opposite directions along
the x-axis. The spatial distribution pressure pulse takes the following functional expression:
p(x, t) |t=0 =

A
(
1+ cos 2pi x
λ
)
, |x | < λ
2
0, |x | ≥ λ
2
(14)
where A is the amplitude of the pressure pulse, λ is the wavelength of the pressure pulse. The above expression is
introduced into the CFD code as the initial condition to obtain its propagation solution which represents the CFD
solution of the acoustic pulse. The expression is also used as the initial condition in the acoustic solver when the
coupling procedure is implemented. The exact solution for this problem is as follows:
p(x, t) = p(x − ct)+ p(x + ct) (15)
where c is the propagation speed of the pulse, i.e. ambient sound speed.
In the present calculation, A = 100 (Pa) and λ = 1.0 (m) are used. A symmetry condition is applied at
the origin so that only the right part is solved. The grid spacing 1x = 0.025 m is used in the CFD solver. The
corresponding grid spacing used in the acoustic solver is 1x = 0.05 m. This implies 20 grid points per wavelength,
to meet the requirements for the resolution of the pressure pulse. A discussion on the effect of the number of grid
points per wavelength and time-step size used in the acoustic solver on the computational results is given by authors
in [15]. Computational domain sizes are 12 m for the CFD solution, 14 m for the acoustic calculation. A time step,
1tCFD = 1tCAA = 58.75 µs, is used. Because a cell-centred finite volume CFD code is used, the face values of a
volume for the calculation of the source terms are obtained by the means of an interpolation formula. For this case, both
first-order (a geometric weighted average of adjacent two cell-centre values) and second-order interpolation (a three-
point formula involving three cell-centre’s values) are used in the calculations. Fig. 1 shows the pressure distributions
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Fig. 1. Pressure distribution along x-axis at 40th, 140th, 240th, 340th, 440th, 540th time steps with first-order interpolation.
Fig. 2. Pressure distribution along x-axis at 40th, 140th, 240th, 340th, 440th, 540th time steps with second-order interpolation.
at six time instants, corresponding to the 40th, 140th, 240th, 340th, 440th and 540th time steps. In this calculation,
the first-order interpolation was used. From Fig. 1, it can be seen that the CFD solution decays gradually with the
propagation of the pressure pulse. The acoustic correction method corrects this error, and the corrected pressure pulse
agrees well with the exact solution. The error in Fig. 1 represents the maximum difference between exact solution and
the computed correction solution. The maximum error is about 3.5% of the pulse peak value after the pulse’s peak
propagates about 11 wavelengths. Fig. 2 gives the pressure distributions using the second-order interpolation formula
at the same time instants as those in Fig. 1. Clearly, the maximum error decreases, and the corrected solutions are
improved further. The maximum error is about 1.4% of the pulse peak value after the pulse’s peak propagates about
11 wavelengths.
Note that in this example the decay in the strength of the pressure pulse is due to the dissipation of the numerical
schemes employed in the CFD package. This provides the evidence of using a CFD technique resulting in the decrease
in the strength of a sound pulse in the flow. The role of the source extraction technique is, in essence, to retrieve the
numerical truncation error due to the CFD numerical scheme.
4.1.2. Wave propagation of an initial 2-D acoustic pulse with/without mean flow
The wave propagation of a 2-D acoustic pulse, which is generated by an initial pressure disturbance introduced in
a static or a uniform mean flow (left to right) with Mach number of 0.5, is examined. For computation without a mean
flow, the expression for the spatial distribution of the pressure pulse is a 2-D version of the pulse used in the 1-D case
and is written as
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Fig. 3. Pressure distribution along y = 0.03125 m at 50th, 100th, 150th, 200th, 250th time steps for the acoustic pulse with no mean flow.
p(r, t)|t=0 =

A
(
1+ cos 2pi r
λ
)
, |r | < λ
2
0, |r | ≥ λ
2
(16)
where A = 100 (Pa), λ = 1.0 (m), r = √(x − x0)2 + (y − y0)2, x0 and y0 is the initial position of the pulse. For
computation with a mean flow, a Gaussian distribution pulse is used as follows:
p(r, t)|t=0 = A exp
[
− ln 2
α2
(r2)
]
(17)
where α determines the half-width of the Gaussian distribution, and is set to 0.5 in the present calculation. In the case
of zero mean flow, x0 = 0.0 and y0 = 0.0 was used. Only a quarter of the computational domain is needed due to
symmetry. For the case with a uniform mean flow, the initial location is placed at x0 = 5.5 m and y0 = 7.5 m, and
a full domain is considered. The grid spacing 1x = 1y = 0.0625 m is used in the CFD solver and the acoustic
solver in these computations. This implies that the number of points per wavelength is equal to 16. The time steps,
1tCFD = 31tCAA = 0.00019608 s, used in the unsteady flow and the acoustic calculations are different, and they
meet the requirements of numerical stability for the acoustic calculation. The number of grid cells for the case with
no mean flow is 108 × 108 cells and that for the case with uniform mean flow is 240 × 240 cells. Fig. 3 gives the
pressure distribution along y = 0.03125 m at several different time steps.
Note that again the CFD solution decays quickly as propagation time increases. Using the acoustic correction
method described above, the decaying CFD solution is complemented by the acoustic solution to form the corrected
results, which shows good agreement with the analytic solution. The role of the source extraction technique in both
cases is, in essence, to retrieve the numerical truncation error due to the CFD numerical scheme.
The corrected pressure contours computed at four time instants for the acoustic propagation of the pulse with
uniform mean flow of Mach number of 0.5 are shown in Fig. 5. The results display the expected propagation pattern:
the radius of the acoustic wave expands with increasing time while its centre is being convected downstream with
the mean flow. As shown in Figs. 3–5, the wave obtained by means of the source extraction method matches both
the amplitude and the propagation speed of the exact wave and the reference wave produced by using only the
acoustic solver. Note that small fluctuations in the low pressure region are also clearly seen in Figs. 4 and 5. This
can be explained by the fact that the values of the extracted source term from the unsteady flow solution also exhibit
fluctuations in the presence of the background flow. In other words, the extracted source is not as smooth as the
original source. These small fluctuations probably result from numerical errors.
4.1.3. Reflection of an acoustic pulse from an infinite flat plate with mean flow
To further examine the effectiveness of the source extraction technique for the situation of acoustic pulses
interacting with a solid wall, a model problem involving the reflection of a 2-D acoustic pulse is considered. The
acoustic pulse used in this reflection computation is the same as that given in Eq. (16). This case is used to test the
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Fig. 4. Pressure distribution along y = 7.46875 m at 75th and 300th time-steps for the acoustic pulse with mean flow of Mach number of 0.5.
Fig. 5. Instantaneous corrected pressure contours at four time instants for the acoustic pulse with mean flow of Mach number of 0.5.
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Fig. 6. Pressure distribution along y = 0.03125 m at the 75th, 150th, 225th, 300th time steps for reflection of the acoustic pulse by infinite flat
plate with mean flow.
Fig. 7. Pressure distribution along x = 5.0 m at two time steps for reflection of the acoustic pulse by infinite flat plate with mean flow. (a) At the
75th time step; (b) At the 300th time step.
source extraction method in the presence of a solid wall. The infinite flat plate is added as the lower boundary of the
domain.
An initial pressure pulse was generated at x0 = 3.9375 m and y0 = 1.50 m. The mean flow is of Mach
number 0.5. The grid spacing used in this calculation is the same as in the previous cases. The time steps,
1tCFD = 51tCAA = 0.00019608 s, are used in the CFD solver and the acoustic solver. The computational domain
contains 240× 144 cells. Fig. 6 gives the computed pressure along y = 0.03125 m at four time steps. The corrected
pressures are compared with the reference solutions obtained by using only the acoustic solver. Fig. 7 shows the
computed pressure along x = 5.0 m at two different time instants. The agreement is good. Small fluctuations can be
seen in the contours. Fig. 8 presents the corrected pressure contours associated with the acoustic pulse at four different
time instants. These plots show that the acoustic pulse reached the flat plate and was reflected off the wall creating a
double pulse pattern. The entire pulse has been translated downstream by the mean flow. The results are encouraging
and indicate the interference pattern of the incident and the reflected waves being captured successfully by the present
numerical method. This numerical test shows that the extracted source from the solutions of the unsteady flow field
reflects truly the original acoustic source.
4.2. A practical application
Investigations of the model problems have revealed the feasibility and usefulness of the source extraction technique
for identifying, evaluating, and propagating known acoustic signals with a background flow, a necessary condition for
the present acoustic correction method to be a viable numerical technique for practical applications. In practical
aeroacoustic problems where complex flows are involved, the generation, the motion and the structure of the acoustic
field is also complex. If the acoustic source cannot be evaluated effectively, one cannot compute the resulting acoustic
waves by using the acoustic correction method. For flow induced noise, in which the sound signal is not artificial,
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Fig. 8. Instantaneous computed correction pressure contours at four time instants for the case of reflection of the acoustic pulse by an infinite flat
plate with mean flow.
Fig. 9. Schematic representation of the cavity and the computational domain sizes.
the present technique requires to be able to recover not only the numerical truncation error, but also the sources of
sound due to the unsteady flow field. As a practical application of the source extraction method, the generation and
the near field radiation of aerodynamic sound emanating from a low-speed laminar flow over a 2-D car-door cavity
are simulated. The velocity of the free stream flow is 50.9 m/s. Fig. 9 shows a schematic diagram of the cavity with a
lip, which models a gap between the front and back doors of an automobile.
In this test case, grids used in both the calculation of the unsteady flow field and the calculation of the acoustic
field are significantly different. A stretching structured grid with total 35,900 cells is used for resolving the complex
structure of the unsteady flow field. A uniform Cartesian grid with total 30,770 cells is used in the acoustic solver.
Time-steps used in the CFD solver and in the acoustic solver are 0.12 µs and 1.5 µs, respectively. Due to the assumed
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Fig. 10. Instantaneous vorticity contour at t = 0.00260 s.
Fig. 11. Instantaneous acoustic perturbation pressure contours at t = 0.000297 s.
Fig. 12. Locations of the selected points for FFT analysis.
laminar flow over the cavity, the turbulence model module in the CFD package is turned off in the simulation of the
unsteady flow field. The calculation of the unsteady flow field demonstrates a periodic oscillating behaviour around the
cavity. Fig. 10 shows the instantaneous vorticity contours of the unsteady flow field at t = 0.0026 s. A self-sustained
free shear layer impinging on the downstream cavity edge can be observed. The instantaneous acoustic perturbation
pressure at t = 0.000297 s is presented in Fig. 11.
In addition, the frequency components of the self-sustained oscillation cavity flow are examined by producing
power spectrum of the time history of pressure or normal velocity component at five selected points (see Fig. 12) via
sampling 16384-point Fast Fourier Transform (FFT).
The power spectrums are calculated for the pressure history at (a) the upper corner of the trailing edge of the lip, (b)
the centre of the left vertical wall, (c) the centre of the cavity floor and (d) the centre of the right vertical wall inside
the cavity, and are represented in Fig. 13. Similarly, the power spectrums for the pressure and the normal velocity
component at the corner just upstream of the rear cavity edge are shown in Fig. 14(a) and (b), respectively.
It can be seen clearly from Fig. 13, there exist two spectral peaks with an obvious dominant frequency for
the unsteady car-door cavity flow. The frequencies correspond to the two peaks can be easily identified to be
approximately 1900 and 3375 Hz, respectively. However, it can also be seen clearly that the power spectrum at
the corner point just upstream of the rear cavity edge is quite different compared to the others. This spectrum shows
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(a) At the upper corner of the trailing edge of the lip. (b) At the centre of the left vertical wall.
(c) At the centre of the floor of the cavity. (d) At the centre of the right vertical wall.
Fig. 13. Power spectrums of the time history of the pressure at the selected points.
multiple peaks, especially for the pressure signal. Henderson [27] suggested that multiple discrete frequencies often
occur for cavity flows at the downstream of the cavity mouth. This is mainly attributed to the shear layer periodically
impinges at the rear corner part of the cavity, which causes unsteady mass exchange into and out of the cavity, and is
demonstrated in the time history of the pressure signal of the present test. The number of peaks in the spectral analysis
depends on the flow speed and the boundary layer thickness. These discrete frequencies may be associated with the
fluid dynamic oscillations and transverse cavity waves as well as other unknown origins. The present computational
result has a boundary layer thickness, at the location just upstream of the cavity lip, of 10% of the length of the cavity
base. The frequency corresponds to the maximum value of the spectrum is the same as the dominant frequency at the
other four points. As mentioned in the description of the problem specified in Category 6 of the third CAAWorkshop
on Benchmark Problems in [29], there are two edgetone frequencies occur between 0 and 2000 Hz and frequencies
associated with longitudinal cavity modes occur between 2000 and 4000 Hz. The computed frequencies above are
basically consistent with the description of the frequencies.
The validity of the results of the dominant frequency is also checked against the Helmholtz resonantor, which is an
air container with an open hole (or neck or port). A volume of air in and near the open hole vibrates because of the
‘springiness’ of the air inside. Since the apparatus has a shape topologically close to the car-door cavity considered in
the present computation, a comparison of the computed dominant frequency value with the value obtained from the
approximate formula for the Helmholtz-resonator is made. The resonant frequency for a typical Helmholtz-resonator
may be approximately calculated by the formula, f = (c/2pi)√A/(leffV ), where leff = l + lcor denotes the effective
length of the air in the neck, l is the geometric neck length (i.e. the length, D, in Fig. 9), lcor is the end correction on
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(a) Pressure spectrum. (b) Normal velocity spectrum.
Fig. 14. Power spectrums of the pressure and normal velocity signal at the corner just upstream of the rear cavity edge.
Table 1
|R¯(13.3)c | and |R¯(13.4)c |
Point R¯c
|R¯(13.3)c |(×105) |R¯(13.4)c |(×105)
c 270.34 279.153
d 561.30 570.165
e 1398528.8 1398933.549
the neck length, A is cross sectional area of the neck, V represents the volume of the inside cavity (i.e. the part under
the neck). For the determination of the effective length, some previous studies have given some empirical ways. One
popular way of calculating the effective length is given by leff = l + lcor = l + ηr , where r is the radius of the neck,
and η is an empirical coefficient which significantly depends on geometrical configuration and sizes. Although the
formula is for an idea situation and completely neglects the shear layer, it gives only an approximate indication of the
frequency of oscillation of the cavity. One coefficient, η = 1.45, for cylindrical cavity with centred, circular orifice
is mentioned by Kinsler et al. [28]. An approximate value based on the formula of the dominant resonant frequency
formula with η = 1.45 is 2635 (Hz). It must be pointed out that this is not a strict comparison due to the coefficient
unavailable currently for the car-door cavity considered. However, even so, this crude comparison shows that the
dominant frequency value obtained through the unsteady computation is a physically acceptable approximation.
Finally in computing the sound source, which is not due to the subgrid turbulence in this example, the interaction
of larger vortices and of pressure fluctuations on the walls are captured using Eq. (13d). The three components of the
source terms of Eq. (13d) are computed at the 240th acoustic time step and shown in Fig. 15. The source terms reflect
the significant contribution of noise due to the thickening of the boundary layer just downstream of the cavity mouth
confirmed by the acoustic pressure contour shown in Fig. 11.
The extracted acoustic source terms require the use of an approximation, detailed in Section 3.2, which leads to
Eq. (13d). As a comparison the term R¯c at t = 0.00252 s is calculated at points c, d, and e of Fig. 12 using Eqs.
(13c) and (13d), and it is anticipated that the absolute value of the latter one is larger than the former one. This would
highlight the fact that even for incompressible CFD calculations the pressure fluctuations on the walls cannot be
neglected. The absolute values of R¯c using Eq. (13c), denoted as |R¯(13.3)c | and of R¯c in Eq. (13d), denoted as |R¯(13.4)c |,
are calculated using a first-order difference approximation and presented in Table 1.
5. Conclusions
A general source extraction method is investigated for a number of initial value acoustic problems with known
analytical solutions or reference solutions, and is applied to the calculation of a flow-induced noise problem from a
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Fig. 15. The acoustic source terms computed using Eq. (13d) at 240th acoustic time step.
low-speed laminar car-door cavity flow. A new way of treating the acoustic source terms numerically with a set of
acoustic correction equations is derived and described in detail. This source extraction technique has no limitation
of Mach number of the flow, and may be used in complex flows. The acoustic sources are extracted from the time-
dependent solution of the unsteady flow field which is obtained by using standard CFD techniques. Widely available
CFD codes may be used as first step in the coupled fluid-acoustic approach, with the second step being a highly
accurate DRP-based scheme. Computational results for the model problems have revealed the feasibility and validity
of the source extraction technique. The applied problem reveals also its potential to practical aeroacoustic problems.
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However, further investigations of the source extraction technique, in conjunction with the coupling procedure
between a CFD solver and an acoustic solver, are necessary, in particular to identify any source contamination due to
numerical noise, i.e. numerical truncation, generated by the numerical scheme used in and the incomplete convergence
of the CFD calculations or other factors.
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