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From the Tachyon DBI Action
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The Tachyon-Dirac-Born-Infeld (TDBI) action captures some aspects of the dynamics of
non-BPS D-branes in type II string theory. We show that it can also be used to study the
classical interactions of BPS branes and antibranes. Our analysis sheds light on real time
D −D tachyon condensation, on the proposal that the tachyon field can be thought of as
an extra spatial dimension whose role is similar to the radial direction in holography, and
on A. Sen’s open string completeness conjecture.
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1. Introduction
Non-supersymmetric excitations of supersymmetric vacua in weakly coupled string
theory can be (roughly) divided into three classes:
(1) States whose energy remains finite as the string coupling gs → 0 correspond to fun-
damental string excitations. If the energy is of order one in string units, they can be
described in terms of vertex operators. When the energy in string units is large, the
typical states correspond to highly excited and/or long strings and other descriptions
may be more useful.
(2) States with energy of order 1/gs correspond to non-supersymmetric D-branes. Exam-
ples include non-BPS D-branes (see e.g. [1] for a review) and classical deformations of
BPS D-branes of the sort described in section 4 below. Such states can be studied to
leading order in gs by using classical open string theory. Gravitational back reaction
is subleading in gs, as for the states in point (1) above.
(3) States with energy of order 1/g2s correspond to deformations of the gravitational back-
ground. To study them one has to analyze the corresponding worldsheet CFT on the
sphere. Gravitational backreaction is a leading order effect and cannot be neglected.
Examples of such states are non-extremal Neveu-Schwarz (NS) fivebranes.
In this paper we will discuss the dynamics of certain non-supersymmetric D-brane systems.
Since these systems are in general unstable, their study is intimately tied to the problem
of time dependence in string theory, which is of much interest, e.g. in the context of early
universe cosmology. Two examples of such systems in which the time dependent dynamics
has been analyzed in some detail are:
(1) The rolling tachyon solution (reviewed in [1]), which corresponds to displacing the
tachyon on a non-BPS D-brane from the maximum of its potential, and studying its
subsequent time evolution.
(2) A D-brane moving in the gravitational potential of a stack of NS5-branes [2] (see also
[3-5]). In this case, the role of the tachyon is played by the distance of the D-brane
from the NS5-branes.
In both of these cases the relevant time dependent solution is a Wick rotated version of
a solvable worldsheet CFT in a Euclidean signature target space. One can use this CFT
to calculate physical observables, such as the stress tensor and the amplitude for closed
string production, to all orders in α′.
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An interesting outcome of the study of these solutions is the observation that some of
the exact results obtained from the worldsheet analysis are captured by an effective action
of the Dirac-Born-Infeld (DBI) type, which includes the tachyon [1]. This action has the
form1
S = −
∫
dp+1xV (T )
√
−detA , (1.1)
where (µ, ν = 0, 1, · · · , p)
Aµν = ηµν + ∂µT∂νT + ∂µy
I∂νy
I + 2πFµν , (1.2)
T is the tachyon field, the scalar fields yI , I = p+1, · · · , 9, parameterize the location of the
D-brane in the transverse directions, Fµν is the field strength of the worldvolume gauge
field, and we have omitted the worldvolume fermions and couplings to massless closed
string fields (we will comment on them in section 3). The tachyon potential V (T ) is given
by
V (T ) =
τp
cosh T√
2
(1.3)
for the non-BPS D-brane, whose tension is τp, and by
V (T ) = 2τpe
− T√
k (1.4)
for the case of a D-brane falling onto a stack of k NS5-branes. The coefficient of the
exponential in (1.4) can be modified by shifting T , but as we will see below, the choice in
(1.4) is natural.
For the non-BPSD-brane, the existence of an effective action that includes the tachyon
is at first sight surprising, since the tachyon has a string scale (negative) mass squared.
It was shown in [6] that this action can be thought of as describing small fluctuations
about the rolling tachyon background (or, more precisely, about the so called “half S-
brane”). This background plays a role similar to that of the solutions with constant brane
electromagnetic field and/or velocity that lead to the usual DBI action (see e.g. [7] for a
review).
For the D/NS system, (1.1) is the usual DBI action (since, as mentioned above, the
tachyon is a geometric mode). It is expected to provide a good description of D-brane
propagation in the vicinity of k NS5-branes2 for large k. However, it turns out to be
1 Here and below we set α′ = 1.
2 At least as long as the local string coupling remains small.
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useful for k of order one as well [2], for reasons similar to those described in the previous
paragraph.
Unlike (1.3), the potential (1.4) does not have a local maximum (which in the case
(1.3) corresponds to the non-BPS D-brane). To get a system that more closely resembles
the non-BPS D-brane, it is useful to compactify one of the directions transverse to the
NS5-branes on a circle [8]. This leads to the appearance of a local maximum of the energy
functional, corresponding to a D-brane localized across the circle from the NS5-branes.
The potential (1.4) is modified to
V (T ) =
τp
cosh T√
k
, (1.5)
where T parameterizes the location of the Dp-brane on the circle. T = 0 corresponds
to the local maximum (the antipodal configuration); τp is the tension of the D-brane in
that configuration. T → ±∞ corresponds to the D-brane approaching the fivebranes from
either side. The potential (1.5) reduces to (1.4) as T →∞.
Interestingly, the potential (1.5) is very similar, and for k = 2 (two NS5-branes)
identical, to that of the non-BPS brane system (1.3). We will utilize this analogy below,
by using the former to gain insight into the latter. The similarity of (1.3) and (1.5) as well
as other considerations [8,9] hint at a deeper relation between the two systems, but we will
not explore this relation further here.
The question that motivated this investigation is whether one can extend the under-
standing of the dynamics of the tachyon on non-BPS D-branes provided by the action
(1.1) – (1.5) to the D − D system, which has a (complex) tachyon in the D − D open
string sector. This system plays an important role in string theory realizations of inflation
(see e.g. [10]), holographic QCD [11,12], and supersymmetry breaking brane configurations
[13-17]. In all these applications it would be nice to have a better understanding of the
dynamics of the tachyon.
One may try to write actions analogous to (1.1), consisting of DBI actions for the
brane and antibrane, coupled via the tachyon, but such actions are not well understood,
and this approach has not met with much success. We will pursue a different route – start
from the well motivated action (1.1) for the non-BPS D-brane, and use the fact that it
describes BPS branes and antibranes as kinks and anti-kinks of the tachyon field. We will
see that this approach leads to a useful description of brane-antibrane dynamics, and in
particular incorporates the D −D tachyon.
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ForD-branes propagating in the vicinity of k NS5-branes the tachyon DBI action (1.1)
provides a reliable description of the D − D system at large k. For the brane-antibrane
system in critical string theory and for the D/NS system with k of order one it is expected
to provide a qualitative guide to the dynamics; the experience from the non-BPS brane
case leads one to expect that in some cases it may be quantitatively accurate as well.
One can also view the TDBI action as defining a (string inspired) model that ex-
hibits in a field theoretic context many of the non-trivial features normally associated with
classical open string theory. As such, it may be useful for constructing models of hybrid
inflation and other applications.
The plan of the rest of the paper is as follows. In section 2 we discuss some background
material. We review the rolling tachyon solution [1] of the TDBI action (1.1) – (1.3),
focusing on the stress tensor of the brane, closed string production, and A. Sen’s proposal
that this open string description is equivalent to the closed string picture at leading order
in gs. We then review the D/NS system, pointing out some of the similarities between
the two systems.
In section 3 we turn to a description of the BPS D-brane in terms of the TDBI action
(1.1). The BPS brane is a singular (i.e. zero width) kink of the tachyon field, and is usually
defined as a limit from non-singular configurations that have non-zero width but do not
solve the equations of motion (see e.g. [18]). We show that one can simplify this description
by thinking about the tachyon direction as an extra dimension of space [8], and viewing
the BPS D-brane as one that is extended in this direction. As a simple application, we
show that the low energy dynamics on the kink gives rise to the correct action for a BPS
D-brane.
The above description of the BPS D-brane leads to a natural question: what is the
dynamics of worldvolume fields that depend on the tachyon, and what is their interpre-
tation in the usual 9 + 1 dimensional spacetime? This is studied in section 4. We show
that such excitations do not give rise to new normalizable states on the D-brane. Instead
they can be interpreted from the 9 + 1 dimensional point of view as describing closed
string excitations with energy of order 1/gs that couple to the D-brane. The equations
of motion of the TDBI action can be thought of as describing the time evolution of these
closed strings, after they are created in the vicinity of the D-brane. We point out that the
resulting picture is in agreement with A. Sen’s open string completeness proposal.
In section 5 we move on to a discussion of the D−D system. We show that the results
of sections 3, 4 lead to a nice picture of the classical dynamics of the D−D tachyon. From
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the higher dimensional point of view, this tachyon can be thought of as localized at large
T . Its condensation has a simple geometric interpretation, which provides further support
for the open string completeness proposal.
In section 6 we discuss a related system, which shares some properties with the ones we
study. The system involves N D3-branes at large ’t Hooft coupling, with a D-string ending
on them. The D3-branes can be replaced by their near-horizon geometry, AdS5×S5. The
string is stretched in the radial direction of AdS5 and can be studied in a way similar to
the one used for the other systems. In this case the boundary theory is a standard gauge
theory, and some of the things we discuss for the other systems can be understood using
the AdS/CFT correspondence.
We conclude and discuss our results in section 7. Some technical details appear in the
appendices.
2. Tachyon dynamics on non-BPS D-branes
In this section we review some results on time dependent processes involving non-BPS
D-branes, focusing on aspects that will play a role in our subsequent discussion of non-
BPS excitations of BPS D-branes and D −D systems. In the first subsection we discuss
non-BPS branes in type II string theory on IR9,1 [1]. In the second we turn to D-branes
propagating in the vicinity of NS5-branes [2].
2.1. Rolling tachyon
Since the only field that is excited in these solutions is the tachyon, the Lagrangian
(1.1) simplifies:
S = −
∫
dp+1xV (T )
√
1 + ∂µT∂µT , (2.1)
with
V (T ) =
τp
coshαT
, (2.2)
where α = 1/
√
2 for the non-BPS D-brane, and α = 1/
√
k for the D/NS system.
The equation of motion of (2.1) has a solution of the form
sinhαT = Ccoshαt . (2.3)
This solution describes the tachyon climbing up the potential (2.2), reaching the minimal
value
sinhαT0 = C (2.4)
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at t = 0, and then rolling back to infinity at late times. The energy density of the solution
is given by
T00 =
τp
coshαT
(
1− T˙ 2
)− 1
2
=
τp√
1 + C2
< τp . (2.5)
Note that it is lower than that of the non-BPS D-brane, as expected.
The remaining non-vanishing components of the stress tensor are (i, j = 1, 2, · · · , p
run over the spatial coordinates along the D-brane)
Tij = −δij τp
coshαT
√
1− T˙ 2 = −δij τp
√
1 + C2
1 + C2cosh2αt
= P (t)δij . (2.6)
We see that the pressure P goes exponentially to zero at late times, in agreement with the
results of the full classical open string analysis [1].
As discussed in [8], the form of the effective action (1.1), (1.2) suggests that the
tachyon direction can be thought of as an additional spatial dimension in which the non-
BPS D-brane is localized. From this point of view, (2.3) describes the position of the brane
in T as a function of time. The potential (2.2) gives rise to a force that pulls the brane
towards large |T |. The motion of the brane under the influence of this force is analogous
to projectile motion in a gravitational potential – the brane comes in from large T , comes
to rest at T0 (2.4) at t = 0, and then accelerates back out to T → ∞. Its speed in the T
direction approaches that of light at large t.
The energy of the brane (2.5) is determined by its position at the turning point of the
trajectory (2.4). Thus, we can think of the tachyon direction as an analog of the radial
direction in holographic backgrounds – position in this direction is related to the energy
of the process. Later we will see other manifestations of this relation.
The rolling D-brane (2.3) is a time dependent source for closed strings, and one can
calculate the amplitude for the production of on-shell closed strings in this background.
Consider, for example, the case of a non-BPS D0-brane in type IIB string theory. It can
emit all left-right symmetric closed string modes, with arbitrary excitation level N = NL =
NR, and transverse momentum ~k.
For light closed string modes, such as the graviton and dilaton, one can calculate the
emission amplitude by coupling the TDBI action (1.1) to these fields and solving their
equations of motion in the time dependent background (2.3). For modes with arbitrary
excitation level N , one needs to perform the full worldsheet analysis. One finds [19] that
the energy emitted into a given mode is finite, and behaves at large N like
I(N) ∼ e−2pi
√
2N . (2.7)
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Since the high energy density of left-right symmetric closed string states with arbitrary
spatial momentum ~k goes like
ρ(N) ∼ N− 12 e2pi
√
2N , (2.8)
the total energy emitted into modes with mass smaller than some fixed large value M
behaves like ∑
N≤M2/4
N−
1
2 ∼M . (2.9)
One can similarly compute the typical momentum of the emitted closed strings, and find
that it goes like |~k| ∼ √M . Thus, their typical velocity is |~v| ∼M− 12 , so for large M they
move away from the D-brane very slowly.
While the energy emitted into closed strings is suppressed by a factor of gs (since the
energy of the non-BPS D-brane is of order 1/gs while that of the emitted closed strings
scales like g0s), it grows with the mass of the closed strings (see (2.9)). The calculations
leading to (2.9) are only valid for M that remains finite in the limit gs → 0, but it is
tempting to continue the results to energies of order 1/gs. One is led to a picture where
the non-BPS D0-brane decays into massive closed strings with mass τ0 ∼ 1/gs and small
velocities.
At first sight it may seem that the production of massive closed strings invalidates the
open string picture described by the rolling tachyon solution, but this is not the case. In
fact, the closed strings with mass of order 1/gs mentioned above are the D0-brane in the
rolling tachyon state. To leading order in gs, their time evolution is described by classical
open string theory, and is well approximated by the TDBI action. The production of
light closed strings, i.e. those with finite oscillator level N , can be calculated using the
techniques of [19]. It modifies the dynamics at a subleading order in gs.
In particular, one can interpret the stress-tensor (2.5), (2.6) as describing the heavy
closed strings that make up the D0-brane. From this perspective, the fact that the pressure
goes to zero at late times is due to their non-relativistic nature. This picture, known as
the open string completeness conjecture, is due to A. Sen, and is further discussed in [1]
and references therein. Note that it agrees with the classification of states mentioned in
the introduction.
We also note that the above discussion shows that despite the fact that the non-BPS
D0-brane has a string scale tachyon on its worldvolume, its lifetime is much longer than ls.
The D-brane with condensing tachyon can be replaced by a well localized massive closed
string state. This state expands slowly away from the location of the original D0-brane;
the timescale associated with this expansion diverges in the limit gs → 0.
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2.2. D-brane propagation in the vicinity of NS5-branes
As mentioned above, the action (2.1), (2.2) also describes the motion of a D-brane
in the vicinity of a stack of k NS5-branes, with one of the directions transverse to the
fivebranes compactified on a small circle [2,8]. The tachyon direction is now geometric,
parameterizing position on the circle. It also has a holographic interpretation in the context
of Little String Theory (LST) [20].
From the bulk point of view, the “rolling tachyon” solution (2.3) has in this case a
simple interpretation. It describes a D0-brane (say) thrown away from the fivebranes along
the circle. The D0-brane moves up to a maximal height (2.4) and then falls back onto the
fivebranes due to their gravitational pull.
The stress tensor corresponding to this solution is given again by (2.5), (2.6), and has
the property that the pressure goes to zero at late times. One can attempt to give it a
similar interpretation to the one discussed above for the case of non-BPS D-branes in flat
space. To this end one needs to compute the energy emission rate.
In this case, it is convenient to restrict the discussion to the region of large T , where
one can ignore the compactness of the circle, the potential V (T ) takes the form (1.4), and
the solution (2.3) is
αT = ln coshαt+ const . (2.10)
The reason is that this gives rise to a solvable worldsheet boundary CFT [2,3], which can be
analyzed for all k. The rate of emission into a given perturbative string state at oscillator
level N is given by [3,4] (compare to (2.7))
I(N) ∼ e−2pi
√
2k−1
k
N . (2.11)
The density of left-right symmetric perturbative string states is
ρ(N) ∼ N− 12 e2pi
√
2k−1
k
N . (2.12)
Combining the two leads again to (2.9). Thus, we conclude as there that the typical
states emitted by the rolling D-brane are very heavy. The velocities of these closed strings
transverse to the D-brane but along the fivebranes are again very small. The tachyon
DBI action describes the properties of these strings, e.g. their stress tensor (2.5), (2.6) to
leading order in gs.
So far we discussed the dynamics from the point of view of the bulk 9+1 dimensional
spacetime. To compare to the discussion of non-BPS D-branes in the previous subsection,
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one has to take a boundary perspective, of an observer that lives on the fivebranes. This
is the analog to the perspective of an observer that lives in IR9,1 in the previous case.
From that point of view, the direction along the circle is non-geometrical, rather like
the tachyon direction on a non-BPS D-brane, and the D0-brane moving in this direction
is localized in the 5 + 1 dimensional spacetime. The theory on the fivebranes is in this
case the LST of k NS5-branes (in type IIA string theory) and the D0-brane is a non-BPS
excitation in this theory.
Since much about the fivebrane theory is still not understood, it is difficult to perform
the analogs of the calculations of the previous subsection for that case. Assuming that
those calculations can be generalized to the present case in the most naive way, one can
argue that the emission rate (2.11) depends on the energy E of the “closed string” as
follows [4]:
ILST (E) ∼ e−pi
√
kE . (2.13)
The high energy density of states of LST is
ρLST (E) ∼ e2pi
√
kE . (2.14)
This density of states is non-perturbative; it is obtained from considerations based on
black hole thermodynamics. Assuming that the LST states that couple to the D-brane
are again “left-right symmetric” we conclude that we need to consider ILST (E)
√
ρLST (E)
summed over all energies [4]. As in the previous subsection, the exponentials in (2.13),
(2.14) cancel. To calculate the typical energy of the LST states emitted by the brane one
needs to evaluate the corrections to (2.13), (2.14), which are not known at present. One
expects this distribution of energies to be peaked around the energy of the D0-brane, as
before.
3. Tachyon DBI description of a BPS D-brane
In the previous section we saw that the TDBI action captures some aspects of the
dynamics of non-BPS D-branes. In this section we will see that it can be used to describe
BPS D-branes as well. The basic observation [1] is that since the potential (2.2) has
two vacua, at T → ±∞, one can attempt to construct a kink solution T = T (y), which
interpolates between the two vacua as a function of a spatial coordinate, y.
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Analyzing the equations of motion of (2.1) one finds that the kink has vanishing width,
i.e. the solution has the form
T (y) =
{−∞ y < y0
+∞ y > y0 . (3.1)
Clearly, this solution is singular, going from −∞ to +∞ instantaneously in y. In order
to study its properties, Sen [18] proposed to regularize (3.1) to a field configuration that
interpolates between the two vacua smoothly in y but does not solve the equations of
motion. As a parameter controlling the width of the kink is sent to zero, the kink becomes
more localized, and the violation of the equations of motion decreases. In the limit, one
finds the singular field configuration (3.1). Of course, physical features of the resulting
singular kink must not depend on the regularization.
The above description was used in [18] to demonstrate that the low energy effective
action on the kink is precisely the DBI action on a BPS D-brane. We will not review this
calculation here, since we will soon obtain the result in a simpler way. Here we note that
the fact that the kink solution (3.1) is singular suggests that we should not think of it as
a semiclassical lump, like one does for non-singular soliton solutions in other contexts.
In the D/NS system the two types of branes are identical, only differing in their
orientation in space [8]: the BPS D-brane wraps the “tachyon” circle, while the non-BPS
one is localized on it. It is natural to expect that this might be the case in flat 9 + 1
dimensional spacetime as well. Indeed, we will next show that this is a property of the
TDBI action (1.1), which describes both systems.
To do that, note that the action (1.1) with the potential (2.2) has a solution in which
the tachyon field T depends on a spatial coordinate, y, as follows:
sinhαT = A cosαy . (3.2)
This is a Euclidean version of the rolling tachyon solution (2.3), but its physical inter-
pretation is rather different. For A = 0 it describes a non-BPS D-brane stretched in y.
For generic A the brane traces a more general curve in the (y, T ) plane. As A → ∞ it
approaches a sequence of vertical lines stretched in the T direction, connected at large T
by brane segments that carry no energy, due to the vanishing of the potential as T → ±∞.
These vertical lines are localized in y, and correspond to (alternating) BPS D-branes and
antibranes.
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The solutions labeled by A, all of which have the same energy,3 have a natural in-
terpretation in the full open string theory – they correspond to the line of fixed points
obtained by adding to the worldsheet Lagrangian corresponding to a non-BPS D-brane
the marginal boundary perturbation4
δLws = λ cos
(
y√
2
)
. (3.3)
Varying λ corresponds to interpolating between Neumann and Dirichlet boundary condi-
tions for y, i.e. between a non-BPS D-brane stretched in y, and an array of BPS branes
and antibranes separated by δy = π/α =
√
2π, [21]. The former corresponds in terms of
(3.2) to A = 0; the latter to A→∞.
Thus, we see that the TDBI action provides a natural description of BPS D-branes.
The solution (3.2) suggests that the tachyon direction should be treated on the same footing
as spatial directions such as y. The tachyon potential (2.2) can be thought of e.g. as due
to a T -dependent dilaton. A BPS D-brane is one that is stretched in T , while a non-BPS
brane is localized in this direction, at the maximum of the potential, T = 0. Thus, the
two appear on the same footing, as expected from the D/NS system [2].
Another important point is that starting from the array of D and D-branes, which
corresponds to A → ∞ in (3.2), one can think of the line of solutions labeled by A as
corresponding to condensation of the D−D tachyon, which is exactly massless for a brane
and antibrane at the critical separation
√
2π. Thus, we see that the tachyon DBI action
provides a description of the D−D system that includes the tachyon, and gives a geometric
picture of its condensation. We will return to this issue in section 5.
The fact that BPS and non-BPS D-branes appear on the same footing as solutions of
the TDBI action (1.1) can be summarized as follows. Consider the action
S = −
∫
dp+1ξe−ΦV (T )
√
−det(Gab + 2πFab) , (3.4)
where ξa, a = 0, 1, · · · , p, are the worldvolume coordinates on the D-brane, the open string
metric is given by
Gab = gmn∂ax
m∂bx
n + ∂aT∂bT , (3.5)
3 To make the energy finite, it is convenient to compactify the y direction on a circle of radius
n/α, for some integer n.
4 Recall that α = 1/
√
2 for this case.
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and gmn(x) and Φ(x) are the spacetime metric and dilaton (we will mostly take them to
be trivial below). We have again suppressed terms involving the fermions on the brane.
The action (3.4) is invariant under reparametrizations ξa → fa(ξ). It describes a
p-brane propagating in a 10 + 1 dimensional spacetime with metric (m,n = 0, 1, · · · , 9)
ds2 = gmn(x)dx
mdxn + dT 2 . (3.6)
The non-BPS D-brane is obtained by choosing the “static gauge” xa = ξa, a = 0, 1, · · · , p.
The fields that enter the action (3.4) in this gauge are the worldvolume gauge field, trans-
verse scalars, and tachyon. Their action is given by (1.1), (1.2).
The BPS D-brane is obtained by choosing the static gauge xa = ξa, a = 0, 1, · · · , p−1,
T = ξp. Now, the tachyon direction is a coordinate along the brane; thus the p-brane gives
rise to a (p−1)-brane in the physical, 9+1 dimensional, spacetime. The fields that enter the
gauge fixed action are the transverse scalars and worldvolume gauge field. All these fields
depend on all worldvolume coordinates, including T , and the gauge field has a polarization
in the T direction, AT . Ignoring global issues, one can set AT = 0 by a T -dependent gauge
transformation, and we will assume below that this has been done. This leaves a residual
gauge symmetry of T -independent gauge transformations, which gives rise to spacetime
gauge invariance on the brane.
The above discussion is reminiscent of what happens in higher dimensional field theory
compactified on a circle. Indeed, as discussed in [8], for some purposes one can think of
the tachyon direction as being compact. Thus, to analyze the low energy dynamics of the
BPS D-brane one can take the fields to be independent of T . The bosonic part of the
action takes now the form
S = −
∫
dpxdTV (T )
√
−detA , (3.7)
where (µ, ν = 0, 1, · · · , p− 1)
Aµν = ηµν + ∂µy
I∂νy
I + 2πFµν . (3.8)
Since the fields are independent of T , one can integrate over it. Using the potential (1.3)
and defining
τBPSp−1 ≡
∫ ∞
−∞
dTV (T ) =
√
2πτp , (3.9)
12
one arrives at
S = −τBPSp−1
∫
dpx
√
−detA , (3.10)
the standard DBI action on a BPS D-brane, with the correct [1] relation between the
tensions of BPS and non-BPS D-branes (3.9).
It is easy to include the worldvolume fermions on the D-brane in the above discussion.
In type IIA string theory we define [1],
Πma = ∂ax
m − θΓm∂aθ, Gab = ηmnΠma Πnb ,
Fab = 2πFab −
[
θΓ11Γm∂aθ(∂bx
m − 1
2
θΓm∂bθ)− (a↔ b)
]
,
Aab = ∂aT∂bT + Fab + Gab .
(3.11)
Here θ is a single non–chiral Majorana spinor in ten dimensions and Γm are ten–dimensional
Dirac matrices. Then, the extension of the action (3.4) that includes the fermions is [18]
S = −
∫
dp+1ξV (T )
√
−detA+
∫
V (T )dT ∧
 ∑
q∈2Z+1
C(q)
 ∧ eF . (3.12)
In a flat background, which we are considering here, the differential forms C(q) are
C(q) =
1
q!
dxm1 ∧ . . . ∧ dxmq−1 ∧ θPqΓm1...mq−1dθ , (3.13)
where Pq is equal to Γ11 for q = 4k + 1 and to the unit matrix for q = 4k + 3.
As explained above, a non-BPS Dp-brane extended in the directions (x0, · · ·xp) is
obtained by fixing the static gauge xa = ξa, a = 0, 1, 2, · · · , p. Recall that the dimension
of the non-BPS D-brane, p, must be odd in the IIA case [1].
To describe a BPS D(p−1)-brane extended in (x0, x1, · · · , xp−1), we choose the static
gauge xa = ξa, a = 0, 1, 2, · · · , p − 1, T = ξp. Taking all the worldvolume fields to be
independent of T and integrating over it, as before, we arrive at the standard action for a
D(p− 1)–brane in IIA string theory [22],
S = −τBPSp−1
∫
dpx
√
−detA+ τBPSp−1
∫  ∑
q∈2Z+1
C(q)
 ∧ eF , Aµν = Fµν + Gµν . (3.14)
The tension τBPSp−1 is given by (3.9), as before.
The action (3.12) contains a thirty two component spinor θ, but for a BPS D-brane
some components of this spinor turn out to be non-dynamical. To see this, we expand
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(3.12) to quadratic order in the fermions θ and look at their kinetic terms. For vanishing
electromagnetic field, we find
Sferm =
∫
dp+1ξV (T )
√
−detGGab∂axmθΓm∂bθ
+
1
p!
∫
V (T )dT ∧ dxm1 ∧ . . . ∧ dxmp−1 ∧ θPpΓm1...mp−1dθ,
(3.15)
where Gab is given by (3.5). To describe a BPS brane, which is stretched in the T direction,
we partially fix the gauge T = ξp. Focusing on the massless modes, we further take the
coordinates xm and fermions θα to be independent of T . Integrating (3.15) over this
variable, we arrive at the quadratic action
Sferm = τ
BPS
p−1
∫
dpξ
√−detGGabθ(1 + PpΓ)γa∂bθ , (3.16)
where
Gab = ηmn∂ax
m∂bx
n, γa = ∂ax
mΓm, Γ =
1√−Gγ01...(p−1) . (3.17)
Notice that, depending on p, the matrix Γ squares to 1 or to −1. To arrive at equation
(3.16) we used the identity
1
p!
dξa1 . . . dξapγa1...ap−1∂apθ = d
pξ
√−detGGabΓγa∂bθ .
Since PpΓ in (3.16) squares to one and is traceless, half of its eigenvalues are +1 and
half are −1. Thus, only sixteen of the thirty two components of θ have a non-vanishing
kinetic term and are dynamical. Although we only looked at the quadratic approximation
(3.16), this property persists to all orders in the fields θ; it is a consequence of the local
κ-symmetry of the action [22,23].
The truncation of fermionic degrees of freedom from thirty two to sixteen, that hap-
pens for D-branes which are uniformly stretched in the tachyon direction, does not occur
for non-BPS D-branes, which are localized in T . Indeed, in that case the second line in
(3.15) gives a cubic coupling of two fermions and the tachyon, rather than a contribution
to the kinetic term of θ. The quadratic Lagrangian for the fermions comes from the first
line of (3.15) and is non-trivial for all thirty two components of θα.
The above discussion can be repeated for type IIB string theory. The dimension of
the non-BPS D-brane, p, is now even, and (3.11) is replaced by
Πma = ∂ax
m − θΓ̂m∂aθ, Gab = ηmnΠma Πnb ,
Fab = 2πFab −
[
θτ3Γ̂m∂aθ(∂bx
m − 1
2
θΓ̂m∂bθ)− (a↔ b)
]
,
Aab = ∂aT∂bT + Fab + Gab .
(3.18)
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Here θ consists of a pair of ten–dimensional Majorana–Weyl spinors:
θ =
(
θ1
θ2
)
, (3.19)
and the matrices entering (3.18) are defined by
Γ̂m =
(
Γm 0
0 Γm
)
, τ3 =
(
1 0
0 − 1
)
. (3.20)
The action (3.12) is replaced by
S =−
∫
dp+1ξV (T )
√−detA+
∫
V (T )dT ∧
( ∑
q−even
C(q)
)
∧ eF ,
C(q) =
1
q!
dxm1 ∧ . . . ∧ dxmq−1 ∧ θPqΓm1...mq−1dθ ,
(3.21)
where P4k = iσ2, P4k+2 = σ1. The rest of the discussion is the same as for the IIA case.
Another simple generalization is to the D/NS system, where the potential V (T )
is given by (1.5). Starting with the reparametrization invariant action (3.4), fixing the
static gauge corresponding to a BPS D-brane (i.e. one which is wrapped around the circle
transverse to the fivebranes), and taking the worldvolume fields on the D-brane to be
independent of T , leads to the action (3.10), with the tension of the BPS brane given by
the integral (3.9),
τBPSp−1 =
√
kπτp , (3.22)
in agreement with the exact result [8].
The reduction of the number of fermionic degrees of freedom due to κ-symmetry for a
brane stretched in the T direction occurs here as well. The D-branes used in the construc-
tion of [8] are BPS in 9+ 1 dimensions. Thus, a D-brane localized on the circle transverse
to the fivebranes has a sixteen component fermionic field living on its worldvolume, while
for a D-brane wrapping the circle the analog of the κ-symmetry discussed above eliminates
half of the fermions, and leaves a dynamical eight component spinor on the brane.
This agrees with spacetime expectations. It is well known from the Hanany-Witten
construction [24] that a D-brane ending on a stack of NS5-branes has the property that
the massless fields on it are the worldvolume gauge field and fields related to it by super-
symmetry. Since the D/NS system preserves eight supercharges, those fields form a vector
multiplet of N = 1 supersymmetry in 5+1 dimensions, reduced to the p-dimensional world-
volume of the D-brane. This multiplet contains an eight-component fermion, in agreement
with our discussion above.
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4. T -dependent dynamics on a BPS D-brane
In the previous section we saw that from the point of view of the TDBI action (3.4) a
BPS D-brane is one which is stretched in T . We also saw that taking all the fields living
on the D-brane to be independent of T leads to the usual, supersymmetric, DBI action on
the brane. The purpose of this section is to analyze the dynamics of field configurations
that depend on T .
The action (3.4) describes a number of fields on a BPS D-brane. We will focus for
simplicity on a single scalar field y(xµ, T ) that describes the position of the D-brane in
one of the transverse directions. It is easy to generalize the discussion to other fields, and
we will comment on that later.
Choosing the static gauge corresponding to the BPS D-brane in (3.4), and focusing
on the dynamics of y(xµ, T ), leads to the action
S = −
∫
dpxdTV (T )
√
1 + (∂µy)2 + (∂T y)2 , (4.1)
where V (T ) is given as before by (2.2). We are interested in solutions y(xµ, T ) which
satisfy the boundary conditions,
lim
T→±∞
y(xµ, T ) = 0 , (4.2)
corresponding to localized (in T ) perturbations of the BPS D-brane.
We divide our analysis of the dynamics of y into two parts. In subsection 4.1 we
discuss small fluctuations y(xµ, T ) described by the quadratic action
S = −1
2
∫
dpxdTV (T )
[
(∂µy)
2 + (∂T y)
2
]
(4.3)
obtained by expanding (4.1) to leading order in y. We will see that despite the fact that
the effective length of the T direction
∫
dTV (T ) is finite (see (3.9)), the equation of motion
of (4.3) does not have normalizable Kaluza-Klein type modes. Generic initial waveforms
move to large |T | and grow with time. Eventually, they enter the regime where the non-
linearities of the action (4.1) become important. In subsection 4.2 we study this regime by
a combination of analytic and numerical tools. In subsection 4.3 we interpret the results.
Subsection 4.4 contains some remarks on other modes of the TDBI action.
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4.1. Linear analysis
The Euler-Lagrange (EL) equation for the action (4.3) is
∂T [V (T )∂T y] + V (T )∂µ∂
µy = 0 . (4.4)
To look for normalizable modes, we separate variables,
y(xµ, T ) = φ(xµ)z(T ) . (4.5)
For a mode with mass m, one has
∂µ∂
µφ = m2φ ,
∂T [V (T )∂T z] +m
2V (T )z = 0 .
(4.6)
The equation for z(T ) on the second line of (4.6) is analyzed in appendix A.1, where it is
shown that it has no normalizable solutions. Potential divergences come from T → ±∞;
the only case for which the contributions of both regions are finite is m = 0, z(T ) = const,
which corresponds to the zero mode discussed in the previous section.
Since (4.6) does not give rise to normalizable modes, we go back to the EL equation
(4.4) and ask how generic perturbations of the BPS D-brane that are localized in T (and
thus satisfy the boundary conditions (4.2)) evolve in time. For simplicity we consider
the case with no dependence on the spatial coordinates along the D-brane, xi, so y =
y(t, T ). This analysis is applicable to a D0-brane, or the zero momentum mode on a
higher dimensional brane.
For any initial waveform y(0, T ), y˙(0, T ), one can in principle solve the EL equation
(4.4) and find y(t, T ) for later times. A generic waveform splits into two parts, which
move in the positive and negative T directions respectively, and reach in a finite time the
region where |T | is sufficiently large that we can replace coshαT in the potential (2.2) by
exp(α|T |). We will restrict the discussion to this region, which as we saw before, is the
interesting one for the normalizability analysis. Without loss of generality we will take T
to be positive.
In this region, the EL equation (4.4) takes the form:
y′′ − y¨ − αy′ = 0 . (4.7)
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Here prime denotes a derivative w.r.t. T , while dot stands for a time derivative. As is
familiar from studies of scalar fields in linear dilaton backgrounds (which is what the action
(4.3) describes for large T [2]), it is convenient to rescale y as follows:
y = eαT/2w . (4.8)
In terms of w, (4.7) takes the form
w′′ − w¨ −m2w = 0, m ≡ α
2
, (4.9)
a massive Klein-Gordon equation with mass α/2. The general solution of this equation is
described in appendix A.2. Here we present a qualitative picture that is sufficient for our
purposes.
The solution of (4.9) is a combination of left and right-moving waves. We are interested
in the right-moving one, which can be written as5
w(t, T ) =
∫ ∞
0
dpω(p)ei[pT−E(p)t] , (4.10)
where ω(p) is the Fourier transform of the initial waveform w(t = 0, T ), and
E(p) =
√
p2 +m2 . (4.11)
The different momentum components of (4.10) move to the right (i.e. in the positive T
direction) with different velocities, v(p) = p/E(p). The high momentum modes, p ≫ m,
propagate with a speed close to that of light. Thus, if we write the initial waveform w(0, T )
as
w(0, T ) = wlow(T ) + whigh(T ) , (4.12)
where whigh corresponds to momenta much higher than m and wlow corresponds to the
rest, at later times the high momentum part of the waveform has the (approximate) form
whigh(T − t), while the low momentum part lags behind and is more complicated.
5 One needs to take the real part of this expression, as usual.
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Fig. 1: Evolution of w(t, T ), (4.8), which satisfies the Klein-Gordon equation (4.9),
and y(t, T ), which satisfies the equation (4.7), presented at time t = 0, t = 10, and
t = 1000.
As time goes by, the different momentum components separate in space due to disper-
sion, with the highest momenta at the leading edge of the wave. As a result, the waveform
oscillates more and more rapidly in space. In fig. 1 we present numerical results on the
time evolution of a particular initial waveform, which illustrates the above discussion.
We see that w propagates to large T while roughly preserving its height; hence, y,
which is related to it by the rescaling (4.8) grows exponentially with T . Since the leading
edge of the waveform propagates with the speed of light in the T direction, the largest y
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along the waveform grows roughly like
ymax ∼ eαt/2 . (4.13)
Eventually the linear approximation breaks down, and one needs to take into account the
non-linearities of the action (4.1).
4.2. Nonlinear analysis
When the waveform y(t, T ) studied in the previous subsection increases beyond the
regime of validity of the linear approximation (4.7), we have to go back to the full TDBI
action (4.1),
S = −2τp
∫
dtdTe−αT
√
1− y˙2 + (y′)2 , (4.14)
where we assumed that αT ≫ 1 as before. The EL equation of (4.14),
∂T
[
e−αT y′√
1− y˙2 + (y′)2
]
= ∂t
[
e−αT y˙√
1− y˙2 + (y′)2
]
, (4.15)
is non-linear. Deviations from linearity are characterized by the function
F = 1− y˙2 + (y′)2. (4.16)
When F (t, T ) is close to one, (4.15) reduces to (4.7), but in general it is more complicated.
For localized perturbations which satisfy the boundary conditions (4.2), F is close to one
far from the center of the waveform, while close to the center it deviates from one by an
amount that grows with time. This is where the linear approximation breaks down for late
times.
A related problem was studied in [25,26], who considered the action (2.1) for the
tachyon on a non-BPS D-brane extended in a spatial direction y. For large T this action
takes the form
S = −2τp
∫
dtdye−αT
√
1 + (∂yT )2 − (∂tT )2 . (4.17)
The actions (4.14) and (4.17) are related by a change of variables6 from T to y. The form
(4.14) is more useful for expanding around a brane stretched in T (4.2), while (4.17) is
better for expanding around a brane stretched in y, such as those studied in [25,26].
6 This can be thought of as a special case of the discussion of the reparametrization invariant
action (3.4) in section 3.
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The authors of [25,26] found that generic initial configurations T (y, t = 0) = T0 +
δT (y), where T0 is constant and δT (y) is a small smooth y-dependent perturbation, lead
at late time to configurations for which the argument of the square root in (4.17),
P ≡ 1 + (∂yT )2 − (∂tT )2 , (4.18)
vanishes everywhere. For δT (y) = 0 this is indeed a property of the (exact) rolling tachyon
solution (2.10). For other initial conditions one finds more general (y-dependent) solutions
of (4.18).
The discussion of [25,26] cannot be applied to our case directly, due to the different
boundary conditions (4.2). Far from the center of the growing waveform y(t, T ) the linear
approximation (4.7) is good and the Jacobian of the change of variables from y to T , |y′|,
is singular. However, close to the center of the waveform this Jacobian is finite and the
two problems are locally similar. In particular, the two functions (4.16) and (4.18) are
simply related,
F = (y′)2P . (4.19)
Thus, it is natural to expect that in regions where y′ is finite, F (t, T ) approaches zero at
late times.
To see that this is plausible, consider the following toy problem. Start at t = 0 with
a D-brane which forms a straight line in the (T, y) plane,7
y(0, T ) = aT , (4.20)
and is at rest, y˙(0, T ) = 0. The equation of motion (4.15) can be solved exactly for this
case:
y(t, T ) = aT − 1 + a
2
aα
ln cosh
aαt√
1 + a2
. (4.21)
This solution has a simple interpretation. The exponential potential in (4.14) provides a
force in the positive T direction. Since the brane (4.20) is tilted, only the component of
the force transverse to the brane acts on it. This causes the brane to accelerate in the
transverse direction. Its velocity in this direction is given by
v(t) = tanh
aαt√
1 + a2
. (4.22)
7 Of course, such a D-brane does not satisfy the boundary conditions (4.2).
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At late times, t≫
√
1+a2
aα , (4.22) approaches the speed of light, (4.21) behaves like
y = aT −
√
1 + a2 t , (4.23)
and the function F (4.16) approaches zero.
Since y′ = a is finite, one can change coordinates from T to y, and consider (4.21) as a
solution of the tachyon DBI action (4.17). In fact, this configuration interpolates between
a BPS D-brane, which corresponds to a = 0, and the rolling tachyon solution (a→∞).
Going back to the evolution of waves y(t, T ) on a BPS D-brane in the non-linear
regime, the above discussion suggests the following qualitative picture. The exponential
potential in (4.14) provides a force on the perturbed brane towards large T . Under the
influence of this force the waveform y(t, T ) accelerates and at late time approaches the
speed of light in the (T, y) plane. The quantity F , defined in (4.16), approaches zero in
part of the core of the waveform, where the analysis of [25,26] applies.
To verify the above picture, we numerically solved the EL equation (4.15) for a few
typical initial conditions. We present the results in fig. 2. The numerical evolution breaks
down when F (4.16) becomes too small, but the qualitative features of the solution up to
that point can be seen to agree with expectations. It would of course be nice to understand
the behavior of the solutions of (4.15) better.
4.3. Boundary interpretation
In this and the previous sections we saw that the TDBI action leads to a description of
BPS D-branes in critical string theory in IR9,1 as objects extended in an extra dimension
labeled by T , and studied the dynamics associated with this dimension. In this subsection
we interpret the results in terms of the usual 9+ 1 dimensional spacetime of critical string
theory.
We saw that small perturbations which are localized in T and initially localized in y
very close to the D-brane, extend to larger y while moving to large T as time goes by. If
we suppress the T direction, the picture we have in 9 + 1 dimensions is the following. We
start with a BPS D-brane localized in y, add an energy of order 1/gs, initially localized
near the brane8 and evolve it in time. The brane emits two “jets” in the ±y directions,
which carry the excess energy, while remaining localized in all other transverse directions.
8 From the TDBI point of view, this energy is contained in the perturbation y(t, T ), which we
assume to be small but finite as gs → 0.
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Fig. 2: Evolution of y(t, T ), which satisfies equation (4.15), and the corresponding
F (t, T ) defined by (4.16), presented at time t = 0, t = 4, and t = 5.5. After time
t = 5.5 the numerical integration breaks down.
Each jet carries non-zero momentum py, also of order 1/gs; the total momentum depends
on the initial perturbation.9
At first sight the above picture seems puzzling: the mode we excited seems to be
an open string mode (since it is described by the TDBI action), but all such modes are
expected to be localized on the brane, whereas the mode we studied propagates to large
y at late times. In fact, generalizing the logic of section 2 to this case, it is not difficult to
understand what is going on.
9 The above picture is modified by gs effects, which lead to radiation of light closed string
modes, expanding the jets in the transverse directions at late times.
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We saw in section 4.1 that T -dependent perturbations y(t, T ) of the TDBI action do
not give normalizable states. Thus, they do not describe open string excitations. Rather,
starting with a particular initial waveform y(0, T ) corresponds to creating a non-trivial
closed string state with energy of order 1/gs. As discussed in the introduction, such states
are expected to be described by classical open string theory; in this case, the open string
description is in terms of the TDBI action.
As time goes by, the closed strings move away from the D-brane in the y direction.
Their motion, stress-energy distribution, etc, can be calculated from the TDBI action. The
fact that these closed strings form sharply defined jets which are moving out in y but are
localized in the other directions is directly related to the fact that their energy is of order
1/gs.
All this is in accord with the open string completeness proposal mentioned in section
2. The system analyzed here actually provides a sharper example of this proposal than
the original context in which it was made (the rolling tachyon system). There, the closed
strings described by the TDBI action remained localized near the location of the original
non-BPS brane, while here they move away from it. Thus, it is clear that the TDBI action
describes a closed string excitation of the BPS D-brane.
Our discussion also provides an illustration of the idea that one can think of the
tachyon direction in space as an analog of the holographic direction in gauge-gravity duality,
i.e. as a direction that encodes the energy of physical processes. Indeed, displacing a
localized waveform y(t, T ) by T → T + δT , changes its energy in the way familiar from
holography, with T →∞ corresponding to the infrared.
So far we discussed the interpretation of our TDBI analysis for non-BPS excitations of
BPS D-branes in critical string theory. As we saw earlier in the paper, this analysis is also
applicable to the D/NS system, which provides further support to the picture presented
in this subsection.
A BPS D-brane is obtained in this case by wrapping a D-brane around the circle
transverse to the fivebranes. The tachyon direction parameterizes position on this circle.
From the point of view of an observer living on the fivebranes, such a D-brane is a defect
which is localized in some of the directions in IR5. For example, in type IIB string theory
we can consider a D-string wrapping the circle, which looks like a pointlike defect in IR5.
Perturbing the shape of the D-string by turning on a non-vanishing y(0, T ) for one of
the transverse scalars can be thought of as exciting the defect by a background of “closed
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strings,” or modes in the boundary theory, that couple to it. The TDBI action describes
the dynamics of these modes as they move away from the defect.
This can be qualitatively understood as follows. A D-string ending on an NS5-brane
corresponds in 5 + 1 dimensional terms to a particle charged under the gauge field on the
worldvolume of the fivebrane. It can be described, following [27], as a spike solution of
the fivebrane gauge theory. Introducing a localized perturbation y(t, T ) corresponds in
this language to a deformation of the gauge field and transverse scalars on the fivebrane
worldvolume. These fields are the analogs of closed strings in 5 + 1 dimensional LST,
and their deformations are analogous to non-trivial closed string backgrounds. Thus we
see that in the D/NS system, TDBI perturbations localized in T indeed correspond to
“closed string” modes in the boundary theory.
The above description is only qualitative since IIB LST reduces to a gauge theory only
at low energies, while the region where the TDBI action is applicable corresponds to high
energies. In that regime one has to treat the D-string as an excitation of the full LST.
4.4. Other modes
In addition to translational modes, such as y (4.1), the TDBI action of a BPS D-brane
(3.12) describes other fields, such as the worldvolume gauge field Aµ. The T -independent
mode of Aµ(x
ν , T ) gives rise to the massless gauge field on the BPS brane, as explained in
section 3. For the T -dependent modes one can proceed as for the scalar y above.
For small Aµ one can expand the action and solve the Maxwell equations for a pertur-
bation localized in T . As usual, one can choose a gauge in which the equation of motion
for Aµ is the same as for the scalar modes, (4.7). Thus, electric and magnetic fields on
the brane tend to grow with time, and their location in T increases as well. For late times
one needs to take into account the non-linearities of the TDBI action. The analog of the
fact that the function F (4.16) approaches zero at late times for some values of T around
the core of the scalar waveform y(t, T ) is that the electric field approaches its critical value
there.
As for the scalar mode, one can think of the T -dependent gauge field as describing
a very massive closed string excitation created in the vicinity of the brane. Unlike the
situation there, as the electric and magnetic fields grow the excitation remains localized
near the brane in the transverse directions. This is similar to what happens for the rolling
tachyon background discussed in section 2.
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5. TDBI description of the D −D system
In this section we study the brane-antibrane system. In string theory, a parallel
Dp−Dp pair separated by a distance L along a spatial direction y has the property that
the lowest lying mode of a string stretched between the brane and the antibrane (the D−D
tachyon) is tachyonic when [28]
L < Lcr = π
√
2 . (5.1)
It is massive for L > Lcr and massless for L = Lcr. We will see that this is the case for the
TDBI description of these branes as well. We will also discuss the coupling of the tachyon
to other modes on the branes.
5.1. D −D tachyon
To describe the D−D tachyon using the TDBI action, we recall the discussion of the
brane configuration (3.2). We saw in section 3 that as the parameter A goes to infinity,
this configuration approaches a sequence of equidistant D and D-branes at the critical
distance, Lcr. These branes are stretched in the T direction, with opposite orientations for
branes and antibranes. Taking A to be finite corresponds in string theory to turning on a
non-zero expectation value of the (massless) D −D tachyon.
  cr
(a) (b) (c)
T
L L > L
  cr L < L
Fig. 3: The BPS D and D-branes depicted in (a) can be thought of as connected
at T =∞. This brane configuration can be continuously deformed into that of (b),
(c). For L > Lcr, (b), there is a force pushing it back to (a), while for L < Lcr,
(c), it is pushed away.
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Thus, we conclude that D − D tachyon condensation corresponds in the TDBI de-
scription to a process in which the brane and antibrane connect at large T . This process
may seem discontinuous, since it requires a brane and an antibrane which are a finite
distance apart to connect. In fact, one can view the D −D configuration as containing a
brane segment which connects the branes at T = ∞. The extra segment does not carry
energy due to the fact that the tension of the brane goes to zero at large T (see (3.4)). In
the process of tachyon condensation the brane is deformed as in fig. 3. It is a dynamical
question whether such a deformation increases the energy, in which case the corresponding
mode is massive, or decreases it (in which case it is tachyonic). We next show that the
answer depends on L, as in string theory.
Since in the TDBI description the D − D tachyon is localized at large T , to study
the onset of its condensation we can focus on this region, i.e. replace the full TDBI action
by (4.14) (or, equivalently, (4.17)). We start with a D and D-brane, which are stretched
in T and localized in y a distance L apart. To regularize the divergence in the energy
from T → −∞ we impose the constraint y(T = T0) = ±L/2, with the large and negative
constant T0 playing the role of a cutoff.
The regularized energy of the disconnected D −D pair (fig. 3(a)) is given by
Edisc = 2
∫ ∞
T0
dTe−αT =
2
α
e−αT0 . (5.2)
We would like to show that for L > Lcr = π/α, any small deformation of the branes of
the sort depicted in fig. 3(b) increases the energy, while for L < Lcr the energy can be
continuously decreased by such deformations (fig. 3(c)).
Consider first the case
L > Lcr =
π
α
, (5.3)
and examine a one parameter sequence of smooth static branes, which satisfy the boundary
conditions. One can, for example, take the parameter to be the maximal value of T reached
by the U-shaped D-brane. Suppose one can decrease the energy of the D −D pair by the
reconnection process of fig. 3(b). Then, we can choose the sequence of configurations
mentioned above such that the energy of the U-shaped brane continuously decreases when
the branes reconnect. As the maximal value of T decreases, eventually this energy must
increase again. E.g., for a brane that is stretched in the y direction at fixed T = T0, one
has (4.17)
Econn = Le
−αT0 , (5.4)
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which is larger than (5.2) in the regime under discussion (5.3). Thus, there must be
a configuration between the two extremes (5.2), (5.4), that minimizes the energy, and
therefore is a static solution of the equations of motion of (4.14), (4.17). However, the only
smooth static solution of these equations is the T →∞ limit of (3.2),
eαT = 2A cosαy , (5.5)
the hairpin solution of [29], which is irrelevant in the regime (5.3). Therefore, we conclude
that it must be that the initial assumption, that the energy can be continuously decreased
by the reconnection process of fig. 3(b) is incorrect, and in fact, the D −D configuration
of fig. 3(a) is a local minimum of the energy functional.
For L < Lcr, the same discussion leads to the opposite conclusion. Now, there is a
static solution of the equations of motion with the right boundary conditions, (5.5) with
A =
eαT0
2 cos αL
2
. (5.6)
Since this solution is unique, it is clear from the arguments above that it must be a local
minimum of the energy functional. This can be verified directly by computing its energy
Econn =
1
αA
tan
αL
2
=
2
α
e−αT0 sin
αL
2
, (5.7)
where in the last equality we used (5.6). Comparing (5.7) to (5.2), we see that the former
is smaller, as expected.
Thus, we conclude that the brane deformation of fig. 3 gives rise to massive modes for
L > Lcr, while for L < Lcr the lowest lying mode corresponding to such deformations is
tachyonic. This is in agreement with what one finds in string theory.
For L = Lcr the “tachyon” is massless. Its expectation value is related to the constant
A in (5.5), and the shape of the brane is depicted in fig. 4. To construct the low energy
effective action for it, one promotes this constant to a spacetime field,10 A = A(xµ).
Substituting the ansatz exp(αT ) = 2A(xµ) cosαy into the TDBI action (4.14), gives rise
to the following effective action for A(xµ):
S = −4τp
∫
dpxdT
Ae−αT√
4A2 − e2αT
√
1 +
(
∂µA
2αA2
)2
e2αT . (5.8)
10 It is natural to take A(xµ) to be independent of y since it represents a massless mode, but
this assumption can be justified by a more careful analysis.
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L
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Fig. 4: For L = Lcr, the deformation that takes the D−D pair (a) to a connected
brane with the shape (5.5), (b), is massless. The energy of the brane is independent
of the parameter A in (5.5).
For slowly varying A one can expand the square root in (5.8). The first two terms in the
derivative expansion are
S2 = −4τp
∫
dpxdT
[
Ae−αT√
4A2 − e2αT +
1
8α2
eαT (∂µA)
2
A3
√
4A2 − e2αT
]
. (5.9)
The second term in (5.9) is a kinetic term for A. The integral over T in it is convergent,
and can be evaluated, yielding
Sk = −πτp
2α3
∫
dpx
(∂µA)
2
A3
, (5.10)
where we took into account the factor of two in the integral over T coming from the two
arms of the hairpin.
It is convenient to define
Φ =
2
α
A−
1
2 , (5.11)
in terms of which one has (using (3.22))
Sk = −
τBPSp−1
2
∫
dpx∂µΦ∂
µΦ . (5.12)
The first term in (5.9) is a potential for A. It is divergent from T → −∞, due to the
infinite energy of the straight part of the hairpin in fig. 4(b), where the connected brane
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is essentially identical to the D − D pair of fig. 4(a). This divergence is due to the fact
that we restricted to the large T regime, and is absent in the full problem, in which the
potential exp(−αT ) is replaced by 1/(2coshαT ).
Since, in any case, we are only interested in the energy difference between the config-
urations of fig. 4(a) and (b), which is finite, we can subtract from (5.9) the energy of the
configuration of fig. 4(a). To avoid manipulating infinite quantities we can introduce the
cutoff T0 (as in the discussion around (5.2)), subtract the resulting finite expressions, and
send T0 → −∞. This gives rise to the potential
V (A) = −4τp
[∫ T1
−∞
dTe−αT
(
2A√
4A2 − e2αT − 1
)
−
∫ ∞
T1
dTe−αT
]
, (5.13)
where T1 is determined by exp(αT1) = 2A. The two integrals in (5.13) are convergent;
they can be calculated exactly and shown to cancel. Thus, the potential V (A) vanishes,
in agreement with the fact that A is a modulus for L = Lcr.
We see that the two derivative action for Φ (5.11) is just that for a free massless field,
(5.12). Expanding (5.8) to higher orders gives rise to higher derivative terms of the form
S = −τ
BPS
p−1
2
∫
dpx∂µΦ∂
µΦ
∞∑
n=0
an
(
∂µΦ∂
µΦ
Φ2
)n
, (5.14)
with calculable constants an; e.g., a0 = 1. Thus, the quadratic action (5.12) provides
a good description when expanding around a vacuum with non-zero 〈Φ〉, as in fig. 4(b).
However, as 〈Φ〉 → 0, i.e. as we approach the configuration of fig. 4(a), the range of validity
of (5.12) becomes smaller and smaller, and at the origin this action fails.
It is natural to ask how the scalar field Φ is related to the D −D tachyon in critical
string theory, which is also massless for L = Lcr. One obvious difference between the two
is that while the D −D tachyon is complex, the field Φ (5.11) is real. This is due to the
fact that we restricted the TDBI discussion to large values of the coordinate T . We will
see later that when we go back to the full problem, with the potential (2.2), we recover
the full complex tachyon field.
Another apparent difference between the D−D tachyon and Φ is the structure of their
effective actions. We saw that the effective Lagrangian of Φ, (5.14), contains high order
interactions, suppressed by the scale 〈Φ〉. For the tachyon, one expects similar interactions
to be suppressed by the scale ls; well below the string scale, we expect the tachyon field
to be free.
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If the scale 〈Φ〉 is large in string units, the corrections (5.14) to the free Lagrangian
for Φ are small at low energies and can be neglected. However, when that scale is well
below the string scale, we seem to have a disagreement between the two. Thus, we would
like to propose that the TDBI description is useful for large 〈Φ〉. When this vev decreases
below the string scale, α′ corrections to the TDBI action become important and the correct
description goes over to the one familiar from open string theory. We will return to this
relation below.
For L < Lcr the lowest lying D −D mode is tachyonic. This can be seen directly by
studying time-dependent solutions of the equations of motion of (4.17). An exact solution
of these equation is
T = at+
1− a2
α
ln cos
αy√
(1− a2) , (5.15)
which looks like a hairpin, with the two arms a distance
L =
π
α
√
1− a2 = Lcr
√
1− a2 (5.16)
apart. Since this distance is smaller than the critical one, (5.3), the hairpin is unstable to
tachyon condensation, or in the present language to the reconnection process of fig. 3(c).
The configuration (5.15) is a time dependent solution associated with this instability.
For a > 0 it describes a hairpin which approaches theD−D configuration of fig. 3(a) as
t→∞. One can think of this as a solution in which the D−D open string tachyon, which
is tachyonic in the regime (5.16), climbs up its inverted quadratic potential, approaching
the top as t → ∞. The solution with a < 0 (and the same L (5.16)) describes the time
reverse process.
To recapitulate, we find that the TDBI description of the D − D system contains a
mode, which we refer to as the D−D tachyon, which is tachyonic for L < Lcr, massless for
L = Lcr and massive for L > Lcr. The value of Lcr, (5.3), is equal to the one obtained in
string theory. In the large T limit, where the potential (2.2) is exponential, the tachyon has
an exactly flat potential for L = Lcr. Its condensation leads to the sequence of solutions
labeled by A (5.5).
In the above analysis, we have focused on the large positive T region, and found
that it contains a scalar field with L-dependent mass. In this region, one of the two real
components of the tachyon, as well as the gauge fields and translational modes on the
D and D-branes are frozen. In order to incorporate them into the discussion we need to
return to the full problem, with potential (2.2).
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In this case, there are two asymptotic regions, T → ±∞, each of which contains a
localized mode of the sort discussed above. These are the two components of the complex
D − D tachyon. The gauge fields and translational modes on the branes also become
normalizable. We will discuss them below.
In classical open string theory, the stability properties of the D − D tachyon are
directly related to those of the tachyon on a non-BPS D-brane (see e.g. [1,30]). Consider a
non-BPS D-brane wrapped around a circle of radius R labeled by y. The lowest non-zero
momentum mode of the open string tachyon on the brane has py = 1/R. Condensing it
corresponds on the worldsheet to adding the boundary interaction (compare to (3.3))
δLws = λ cos
( y
R
)
. (5.17)
For R >
√
2 this perturbation is relevant or, equivalently, tachyonic in spacetime. Thus, the
non-BPSD-brane is unstable to tachyon condensation whose endpoint is aD−D pair at the
distance πR. For R <
√
2 the situation is reversed: the perturbation (5.17) is irrelevant
on the worldsheet, i.e. massive in spacetime. The non-BPS D-brane is stable to this
perturbation, while the D−D pair at the distance πR is unstable to the corresponding D−
D tachyon condensation. For R =
√
2 the perturbation (5.17) becomes exactly marginal.
λ parameterizes a line of fixed points smoothly connecting the non-BPS brane and the
brane-antibrane pair, as discussed around eq. (3.3).
The TDBI analysis gives the same qualitative structure. The non-BPS D-brane is
stretched in y and localized at the origin in T . The tachyon field on it has the same mass
as in string theory; thus, its lowest momentum mode, which has py = 1/R, is tachyonic,
massless or massive in the same ranges of R as in the string theory analysis. In particular,
for R >
√
2, it grows exponentially with time, and approaches at late time a pair of branes
stretched in T a distance πR apart – the D and D-branes of the string theory analysis.
Similarly, for R <
√
2 the D − D configuration is unstable to the reconnection process
described above. It decays to the non-BPS D-brane configuration (if we fine-tune the zero
momentum tachyon on the non-BPS D-brane to zero).
In string theory, a D −D pair on a circle of radius R actually has an infinite number
of modes of the D − D tachyon labeled by the winding around the circle. These modes
have natural TDBI counterparts. In the covering space, the brane configuration looks like
an infinite array of alternating branes and antibranes separated by the distance πR. The
D − D tachyon described above corresponds to a mode that connects a D-brane to an
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adjacent D-brane. However, we can also consider modes for which a D-brane is connected
to a D-brane separated from it by n D−D pairs. Such a mode carries winding number n
around the circle. It is easy to see that it becomes massless at the same value of R as in
the full string theory analysis.
T
Fig. 5: Excitations of a D-brane winding around a circle give rise to TDBI analogs
of open strings that end on the brane and wind around the circle.
In string theory, similar winding strings give a tower of massive modes corresponding
to the light fields on a single D-brane, such as the translational modes, gauge fields and
fermions discussed in section 3. From the TDBI point of view, these modes correspond to
perturbations of a D-brane that winds n times around the circle as T varies between −∞
and ∞ (see fig. 5).
Another feature of the classical string theory analysis that is nicely realized in the
TDBI picture is the couplings of the tachyon to the massless fields on the brane and
antibrane. The couplings to the gauge fields on the branes will be discussed in the next
subsection. Here we comment on the coupling to the translational modes.
The mass of the tachyon depends on the separation between the brane and the an-
tibrane ∆y as follows:
m2 = −1
2
+
(
∆y
2π
)2
. (5.18)
This means that when the tachyon condenses, a potential is generated for the massless
scalar field that corresponds to the brane-antibrane separation. This potential, which is
due to the term proportional to (∆y)2|T |2 in the energy, pushes ∆y towards zero whenever
T 6= 0.
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yT
Fig. 6: D −D tachyon condensation (vertical arrows) leads to a potential for the
scalar field corresponding to the separation of the branes, pushing the separation
towards zero (horizontal arrows).
From the TDBI perspective, once the D and D-branes connect and form a single
connected brane (for L < Lcr), it is energetically advantageous for them to shrink both in
the T and the y directions (see fig. 6). This is a reflection of the fact that both the tachyon
and the relative translation modes condense in this process. Complete annihilation of the
branes corresponds to the shrinking of the brane of fig. 6 to a point. The last stage of
this process seems singular, but in fact is not. When the shrinking D-brane gets to the
regime where its energy is comparable to that of fundamental string states, the D-brane
description becomes unreliable, and is replaced by a perturbative string one.
At first sight, the above discussion seems inconsistent with the existence of the TDBI
solution (3.2). As explained above, this solution corresponds to a D −D pair on a circle
of circumference 2Lcr. The brane and antibrane are separated by the critical distance Lcr
and, for finite A, the tachyon condensate is non-zero. One can ask why there is in this
case no tadpole for the mode corresponding to the brane – antibrane separation.
From the string theory point of view, since the D−D pair is on a circle, there are now
two tachyon fields, TL and TR, corresponding to fundamental strings stretched between
the D and D-branes, to the left and to the right of one of them. The potential for the
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relative position mode ∆y is now11
V =
[
−1
2
+
(
∆y
2π
)2]
|TL|2 +
[
−1
2
+
(√
2− ∆y
2π
)2]
|TR|2 . (5.19)
Expanding around the critical separation,
∆y =
√
2π(1 + χ) , (5.20)
we find
V =
1
2
|TL|2
(
χ2 + 2χ
)
+
1
2
|TR|2
(
χ2 − 2χ) . (5.21)
For generic TL, TR, (5.21) gives rise to a tadpole for the relative separation χ, but for
TL = TR = T , (5.22)
this tadpole vanishes, and the relative separation modulus becomes massive. All this is in
agreement with the TDBI picture, as discussed in the next subsection.
5.2. Gauge fields
In section 3 we saw that the TDBI action (3.4) for a BPS D-brane, i.e. one which
is stretched in the T direction, gives rise to a massless gauge field, corresponding to the
constant (T independent) mode of the worldvolume gauge field Aa. Thus, for a D − D
pair it gives two gauge fields, on the brane and antibrane, respectively.
When the D−D tachyon discussed in the previous subsection is turned on, one expects
the difference between the D and D gauge fields, under which the tachyon is charged, to
become massive, with a mass proportional to the vev of the tachyon. The diagonal gauge
field should remain massless.
In order to describe this phenomenon, we start with the action (2.1) and potential
(2.2), and consider the static solution of its equation of motion, (3.2). As explained in
section 3, it describes a D−D pair at the critical distance (5.3), corresponding to A→∞
in (3.2), with a finite condensate of the D−D tachyon, which is massless in this case. This
condensate is labeled by A, which can be thought of as the zero mode of a massless scalar
field A(xµ).
11 Up to an overall multiplicative constant.
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In order to study the interaction between the tachyon and the gauge field, we need to
include the latter in the action (2.1). This is easily done by going back to the full action
(3.4), and fixing the static gauge. This leads to
S = −τp
∫
dydpx
1
cosh(αT )
√
(1 + T ′2)(1 + 2π2FµνFµν) + 4π2FµyFµy + ∂µT∂µT .
(5.23)
Plugging in the solution (3.2) with A = A(xµ), and expanding to quadratic order in ∂µA,
Fµν leads to
S = −τp
∫
dydpx[π2
√
1 + A2
1 +A2 cos2(αy)
FµνF
µν + 2π2
FµyF
µ
y√
1 +A2
+
1
2α2
∂µA∂
µA cos2(αy)√
1 + A2(1 +A2 cos2(αy))
] .
(5.24)
In the tachyon kinetic term (the second line of (5.24)), the integral over y can be performed,
yielding
ST = −τp
∫
dpx
π
α3
∂µA∂
µA
A2(1 + A2)
(
√
1 + A2 − 1) . (5.25)
For large A (i.e. for small deviations from the D−D configuration), (5.25) takes the form
Sk = −τp
∫
dpx
π
α3
∂µA∂
µA
A3
. (5.26)
Note that this is larger by a factor of two from our previous result (5.10). The reason for
the apparent discrepancy is that in (5.26) we are describing a perturbation that connects
the brane and antibrane both at large positive T (say to the left of the brane) and at large
negative T (to the right of it). In the notation of (5.19), we are turning on both TL and TR
(see (5.22)). On the other hand, in the derivation of (5.10) we focused on only one of these
perturbations, by restricting to large positive T . Thus, (5.10) and (5.26) in fact agree.
Defining
φ = 2
√
2πτp
Aα3
(5.27)
brings (5.26) to canonical form
Sk = −1
2
∫
dpx∂µφ∂
µφ . (5.28)
The first line of (5.24) gives rise to kinetic terms for the gauge fields. As A→∞, we expect
them to reduce to separate kinetic terms for the gauge fields on the brane and antibrane.
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To see that this is indeed the case, note that the second term (proportional to F 2µy) goes
to zero in this limit. To evaluate the first term we use the relation
lim
A→∞
√
1 + A2
1 + A2 cos2(αy)
= Lcr
[
δ(y − Lcr
2
) + δ(y +
Lcr
2
)
]
. (5.29)
Plugging this into (5.24) we find that the gauge kinetic term is given in this limit by
Sgk = −1
4
(2π)2τBPSp−1
∫
dpx
[(
F (L)µν
)2
+
(
F (R)µν
)2]
, (5.30)
where F
(L)
µν and F
(R)
µν are the gauge fields on the D-brane (localized at y = −Lcr/2) and
D-brane (localized at y = Lcr/2), respectively, and we used the relations (3.9), (3.22),
(5.3),
τBPSp−1 = τpLcr =
τpπ
α
. (5.31)
To analyze the action (5.24) for finite A, we choose the gauge Ay = 0, so the dynamical
fields are Aµ(x
ν , y). We also replace the field A(xµ), which parametrizes the tachyon (see
(5.27)) by its expectation value, for simplicity.
The resulting equations of motion for the gauge field are
√
1 + A2
1 + A2 cos2(αy)
∂µF
µν +
∂2yA
ν
√
1 + A2
= 0 . (5.32)
Separating variables,
Aµ(xν , y) = A˜
µ(xν)ψ(y) , (5.33)
and assuming that the gauge field A˜µ has mass m, ∂µF˜
µν = m2A˜ν , leads to an eigenvalue
equation for ψ(y):
ψ′′ = −m2 1 +A
2
1 + A2 cos2(αy)
ψ . (5.34)
One solution is ψ = const, which has m = 0. It corresponds to the diagonal gauge field on
the two D-branes, as can be seen by looking at the action (5.24). The second term in this
action, which involves (∂yAµ)
2, vanishes in this case. The first term is sharply peaked at
the locations of the brane and antibrane, due to (5.29), and corresponds to the sum of the
two gauge fields, A
(L)
µ + A
(R)
µ .
Note that the constant mode is massless for all values of A, in agreement with the
fact that the D − D tachyon φ (5.27) is uncharged under the diagonal gauge field. For
A =∞ (i.e. for vanishing tachyon condensate) the action of the massless mode, (5.24), is
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supported entirely at y = ±Lcr/2, the locations of the brane and antibrane, due to (5.29).
For finite A (i.e. finite tachyon condensate) the wavefunction of the massless mode spreads
out in y.
To analyze the eigenvalue equation (5.34) for non-zero m, it is convenient to restrict
to large A (small tachyon vev (5.27)). Defining µ2 = m2
√
1 + A2 ≃ m2A, and using (5.29),
(5.34) becomes:
ψ′′ = −µ2Lcr
[
δ(y − Lcr
2
) + δ(y +
Lcr
2
)
]
ψ . (5.35)
This differential equation, with periodic boundary conditions chosen such that (3.2) con-
tains a single D −D pair, describes a particle in a Dirac comb with period 2Lcr and zero
energy. This gives
µ2 =
4
L2cr
. (5.36)
The corresponding wavefunction, ψ1(y), is odd under y → −y.
Plugging back into the action (5.24) we conclude that the second term in the action
gives rise to a mass term for the relative U(1), A
(L)
µ −A(R)µ , of the form
Sm = −1
4
m2(2π)2τBPSp−1
∫
dpx
(
A(L)µ − A(R)µ
)2
, (5.37)
where
m2 =
4α2
π2A
=
α4φ2
2π2τBPSp−1
. (5.38)
The fact that the mass term (5.37) is proportional to φ2 is consistent with the fact that
φ is a component of a complex scalar field that is charged under the relative U(1) gauge
field. We can read off the charge of the scalar field by comparing to the standard field
theoretic analysis of the abelian Higgs model (see e.g. [31]). This leads to the conclusion
that the charge of φ under A
(L)
µ and A
(R)
µ is ±eφ,
eφ = α
2 . (5.39)
This can be compared to the string theoretic analysis of the tachyon, which gives [28]
eT = 1.
At first sight it appears that the TDBI result (5.39) is half of the string theory one
(recall that α = 1/
√
2 for the critical string). However, we would like to argue that it is in
fact consistent. The key point is that, as we discussed after eq. (5.14), the TDBI analysis
is valid for large values of the tachyon field, T ≫ 1 in string units. Thus, it is possible
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that the relation between the string theory tachyon and φ (5.27) is non-trivial. Our result
(5.39) suggests that the string theory tachyon T is related to (the complex field whose real
component is) φ as follows:
T ∝ φ2 . (5.40)
Later we will see that this identification is consistent with other facts as well.
For the D/NS system, (5.39) gives the suggestive result eφ = 1/k, i.e. the charge
of φ is 1/k that of a fundamental string. This may be related to the duality between
NS5-branes and Zk orbifolds, but we will leave a more detailed discussion to future work.
In the previous subsection we saw that in the presence of a non-zero tachyon conden-
sate, the relative translational mode χ, (5.20), also becomes massive. In appendix B, we
calculate its mass in the TDBI regime, and find that m2χ ∝ φ. This should be compared
to the small tachyon regime, T ≪ 1, where m2χ ∝ |T |2, (5.21).
5.3. Real time D −D dynamics and open-closed string duality
Combining the discussion of section 4 and this section leads to an appealing picture
of real time brane-antibrane dynamics described by the TDBI action.
Consider a D-brane and a D-brane separated by a distance L in the y direction,
as before. Both branes are stretched in the T direction, with opposite orientations, as
indicated in fig. 7(a). Imagine that a small perturbation of the scalar field y(xµ, T ) localized
in T is introduced on one of the branes (see fig. 7(b)). As we saw in section 4, such
a perturbation splits into two parts, which propagate to large positive and negative T
respectively, and grow in y in the process (see fig. 7(c)).
At some point, the perturbation propagating towards T →∞ (say) reaches the other
brane. The branes touch, and there is a finite probability that they reconnect, as indicated
in fig. 7(d). After the reconnection, the part of the branes that is localized entirely at large
T falls towards T →∞ under the influence of the potential (2.2), and disappears.
The remaining part looks like that discussed earlier in this section in the context of
D−D tachyon condensation. If the distance between the D and D branes is large, so that
the D−D tachyon is massive, it collapses back to the straight D−D configuration, (as in
the discussion of fig. 3(b)). On the other hand, for L < Lcr it eventually (after the brane
smoothes out and approaches the shape of fig. 3(c), corresponding to the tachyonic mode)
follows the type of trajectory discussed before in the context of tachyon condensation.
From the point of view of the discussion of section 4, the dynamical process described
above corresponds to an exchange of closed strings with energy of order 1/gs by the brane
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Fig. 7: The TDBI description of real time brane – antibrane interaction.
and antibrane. When the distance between the two D-branes is very large, this exchange
provides a small correction to the attraction between the branes due to exchange of light
closed strings (i.e. gravitational attraction). However, as the brane separation decreases
the effect grows, and for L < Lcr it leads to brane-antibrane annihilation.
From the point of view of the discussion of this section, the above dynamical process
is associated with D − D tachyon condensation. In particular, the reconnected brane of
fig. 7(d) was identified above with a configuration in which the D − D tachyon has a
non-zero expectation value.
The two descriptions of the dynamics are related to each other via (the TDBI version
of) open-closed string duality. The usual open-closed string duality relates tree level closed
string exchange between D-branes to a one loop amplitude involving open strings stretched
between the branes. The reason the relation is between closed string tree level and open
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string one loop is that the open and closed strings in question have energies that remain
finite in the limit gs → 0 (i.e. they are perturbative string states).
On the other hand, the closed strings that play a role in our discussion have energies
of order 1/gs. The exchange of such strings in the closed string channel is equivalent to
a classical open string effect – the condensation of the D − D tachyon. This is another
manifestation of Sen’s open string completeness proposal discussed above. It makes it clear
that this proposal can be thought of as a generalization of open-closed string duality to
energies or order 1/gs.
6. D1–D3 system
In the previous sections we have seen that the extra dimension of space labeled by T
plays an important role in the dynamics of non-BPS D-branes and D − D systems. Its
properties are very reminiscent of those of the holographic direction in bulk – boundary
duality.
We discussed two types of systems. The first is non-supersymmetric brane systems in
9 + 1 dimensional string theory. There, the “boundary” theory is the full ten dimensional
critical string theory, while the “bulk” theory is not well understood beyond the TDBI
approximation. The second involves D-branes in the background of NS5-branes. In this
case, the bulk theory is ten dimensional string theory in the near-horizon geometry of the
fivebranes, while the boundary theory is the 5+1 dimensional Little String Theory.12 This
theory reduces to standard field theory at low energies, but at high energies it is non-local
and is not well understood.
To gain further insight into different elements of our discussion, it might be useful to
study the analogous construction in a case where similar issues arise, but both the bulk
and the boundary theories are under control. In this subsection we discuss such a system.
Consider a stack of N D3-branes. At low energies, the dynamics on the D-branes
reduces to N = 4 supersymmetric Yang – Mills theory with gauge group U(N). At weak ’t
Hooft coupling λ, one can study it using standard tools of perturbative field theory, while
for large λ it is well described by IIB supergravity (or the corresponding string theory) on
AdS5 × S5 with a large radius of curvature R. This geometry plays the role of our bulk
geometry (e.g. (3.6)) for this case.
12 The compactness of one of the directions transverse to the fivebranes can be neglected at
large T .
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Consider further a D-string stretched in a direction orthogonal to the threebranes,
ending on them at a point in IR3. From the perspective of the U(N) gauge theory on the
D3-branes, this string describes a magnetic monopole, charged under a U(1) in U(N). It
preserves half of the supersymmetry of the theory, and can be thought of as an analog of the
BPS branes in our discussion. Like those branes, it is stretched in the radial (holographic)
direction.
At weak coupling, one can describe this monopole as a source of magnetic field, and
one of the scalar fields on the threebranes [27]. Introducing a localized perturbation of one
of the transverse scalar fields on the D-string corresponds in the gauge theory to a change
in the electromagnetic field around it, which can be induced for example by wiggling the
monopole. Such perturbations can be analyzed directly in gauge theory; they typically
propagate away from the monopole as time goes by.
Note that both the monopole and the perturbations around it have energy that goes
like 1/g2YM ; this is the analog of the fact that in our discussion in the previous sections,
we studied excitations with energy of order 1/gs. Here this is simply the statement that
they are classical gauge theory effects.
The direct analog of the discussion of the previous sections in this case is the D1 −
D3 system at strong coupling (i.e. large λ). Now the monopole corresponds to a D-
string stretched in the radial direction of AdS5. Localized excitations of the D-string
can be studied using its DBI action. Parameterizing the Poincare patch of AdS5 by the
boundary coordinates (x0, x1, x2, x3) and radial coordinate z, and considering z-dependent
fluctuations of the position of the string in the x1 direction, this action takes the form
S = −τBPS1 R2
∫
dtdz
z2
√
1− x˙21 + (x′1)2 . (6.1)
Here dot and prime denote derivatives w.r.t. t and z, respectively.
The action (6.1) is an analog of (4.14) for this case, and we can proceed as in section
4. Expanding (6.1) to quadratic order in x1 leads to the Klein-Gordon equation
−x¨1 + x′′1 −
2
z
x′1 = 0 , (6.2)
which is an analog of (4.7) for this case. The general solution of (6.2) has the form [32]
x1 = f(z − t)− zf ′(z − t) , (6.3)
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with f an arbitrary function of its argument. We see that small perturbations with finite
support move to large z (i.e. away from the boundary of AdS5), while growing in the
process. Eventually, the linear approximation (6.2) breaks down, and one has to go back
to the full non-linear EL equation of (6.1), like in our discussion in section 4.
The solution (6.3) is completely determined by the behavior of x1 at the boundary
z = 0, x1(z = 0, t) = f(−t). Thus the dynamics of the D-string can be recovered from the
trajectory of the monopole. Note also that in this case it is clear that the perturbation
(6.3), which grows with z, corresponds to the time-dependent gauge field around the
moving monopole. This is a manifestation of the open string completeness proposal – the
time-dependent profile of open string fields on a D-brane describes the evolution of closed
strings with energy of order 1/gs (the gauge fields in a strongly coupled gauge theory).
Brane profiles with growing x1(t, z) have also been encountered in computations of
the drag force on a moving quark [33,34]. In that case x1(t, 0) grows as well (while in ours
x1(t, 0) always remains small), but the qualitative interpretation of the “jets” of energy
moving away from the monopole (6.3) should be the same. The moving monopole produces
a directed flow of the plasma; the growth of x1(t, z) should be interpreted as propagation
of this flow away from the source. Since this growth occurs at large values of z, the flow
also expands in the x2 and x3 directions.
13
The D − D system discussed in section 5 corresponds in the D1 − D3 system to a
monopole – antimonopole pair. The system of a D-string and antistring separated by a
distance L has a higher energy than that of a single D-string connecting the monopole and
antimonopole for all L [35]. Thus, the reconnection discussed in section 5 always occurs.
This is natural since the D3-brane theory has no scale.
7. Discussion
The main point of this paper is that the tachyon Dirac-Born-Infeld action (3.4) pro-
vides a useful description of BPS and non-BPS D-brane dynamics in critical string theory.
It can be thought of as describing branes living in a 10 + 1 dimensional spacetime. BPS
branes are extended in the extra dimension, labeled by T , while non-BPS ones are localized
in it.
The action (3.4) reproduces many aspects of brane dynamics. For non-BPS branes
these include [1] the mass of the open string tachyon, some properties of the static classical
13 The authors of [33] use a nice analogy with waves behind a moving boat.
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solution (3.2), which is obtained by condensing the open string tachyon on the brane, and
the rolling tachyon solution (2.3). For BPS D-branes it reproduces the tension of the
brane, (3.9), the DBI action (3.7) describing the dynamics of the light modes, and their
coupling to light closed string modes.
The TDBI action is particularly useful for studying the D−D system. It incorporates
the D −D tachyon, and describes correctly many of its properties. For example, it gives
the correct value of the brane – antibrane separation, L, for which the tachyon becomes
massless, (5.1), and captures the interactions between the tachyon and the light fields
on the brane and antibrane. It also gives a nice geometric picture of D − D tachyon
condensation, as a process in which the brane and antibrane connect at large |T |, as in
figs. 3, 4, 7.
The description of D-brane dynamics in terms of the TDBI action also sheds light
on the open string completeness proposal of A. Sen [1]. It suggests that this proposal
should be thought of as a generalization of open-closed string duality to energies of order
1/gs. At those energies, the dynamics of closed strings (i.e. states that are not confined
to a D-brane) should have an open string description; the TDBI action provides such a
description for states that couple to the D-brane.
Some elements of the picture presented in this paper require further work. An impor-
tant question is the relation between the TDBI description of the tachyon, as a geometric
mode associated with deformations of the D−D system of the sort depicted in fig. 3, and
the standard description in terms of a complex field T with mass (5.18). We proposed
that the usual description is useful for small values of the tachyon, T ≪ 1, while the TDBI
one is more useful for T ≫ 1, a regime in which the standard description receives large
α′ corrections. Thus, the relation between the two descriptions is a kind of worldsheet
duality.
It is interesting to understand the relation between the tachyon field T and the mass-
less field φ, (5.27), which describes the D − D tachyon for L = Lcr. By comparing the
charges of T and φ under the U(1) gauge fields A(L)µ , A(R)µ , we proposed that T ∝ φ2,
(5.40). We would next like to offer another argument that supports this identification and
generalizes it to other values of L.
In section 5 we saw that for L < Lcr (L > Lcr) the lowest lying mode associated
with the reconnection process of fig. 3 is tachyonic (massive). Its mass can in principle
be computed by studying generalizations of the time-dependent solution (5.15) to other
energies. We have not constructed such solutions, but suppose this was done, and a
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generalization of the field φ (5.27) was identified. If this field is described by a massive
Klein-Gordon Lagrangian, one can deduce its scaling with T by comparing to the TDBI
Lagrangian (4.17).
This implies that φ must scale like14
φ ∼ e−αT2 (7.1)
as T →∞. Using (5.40) we conclude that the open string tachyon T scales like exp(−αT ).
The mass of T can then be read off (5.15), by matching the time dependence of the solution
to that expected for a Klein-Gordon field. This gives
m2T = −a2α2 = −α2 +
α4L2
π2
. (7.2)
For α = 1/
√
2, the case relevant for critical string theory, (7.2) agrees with the exact string
theory result (5.18). This provides independent evidence for the identification (5.40). To
further substantiate it, one would need to understand better the time-dependent solutions
for the configurations of fig. 3.
More generally, it would be interesting to understand the nature of the extra dimen-
sion, labeled by T , which plays an important role in our construction. As we discussed, this
dimension seems to play a similar role to that of the holographic direction in gauge-gravity
duality. Its emergence seems to be related to the excess energy above the supersymmetric
vacuum contained in the non-BPS D-brane and D −D systems that we study.
It would also be interesting to extend the discussion to closed strings. There are
many known vacua of string theory which have closed string tachyons, e.g. the type 0
theories described in [28]. It is natural to ask whether in this case too, the tachyon field
parameterizes an extra dimension associated with energy above the supersymmetric (type
II) vacuum.
The idea that adding energy to supersymmetric vacua may lead to the appearance of
additional spatial dimensions is reminiscent of [36], although there is no obvious relation
between that work and ours.
As mentioned in the introduction, D−D systems play an important role in many ap-
plications. An example is the Sakai-Sugimoto model of holographic QCD [11,12], which de-
scribes massless chiral fermions with strong interactions between the left and right handed
14 Note that this is indeed the case for (5.27), using (3.2).
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fermions, that resemble those of QCD and the Nambu-Jona-Lasinio model in different re-
gions of its parameter space. An outstanding problem is to add mass to these fermions.
This involves turning on an expectation value for the D−D tachyon on a D8−D8 brane
pair (see e.g. [37,38] for some recent discussions).
In the usual treatment of the Sakai-Sugimoto model, the eightbranes are described
by their DBI action in a curved background. Since, as we showed in section 3, the TDBI
action reduces to the DBI one for branes extended in T , all the successes of that treatment
carry over to our construction. However, since our model includes the D −D tachyon, it
should be possible in it to study the quark mass deformation.
Another application where our construction may be useful is brane-antibrane inflation.
In that context, the stage of the dynamics in which the D−D tachyon becomes light and
condenses is much less understood than the stage in which the branes approach each other
due to their gravitational attraction. Our construction provides a field theoretic model
which can be used to analyze the dynamics of this stage in more detail.
Another aspect of our work that might be interesting for inflation is the D − D
system in the background of k NS5-branes described above. In this case, the energy scale
associated with the dynamics is reduced by a factor of
√
k. For example, the distance at
which the D −D tachyon becomes tachyonic is given by Lcr = π
√
kls, (5.3). This might
be useful for lowering the scale of inflation.
Systems of D-branes and antibranes ending on NS5-branes are ubiquitous in brane
constructions of non-supersymmetric vacua of SQCD [13-17]. The process of reconnection
of the branes discussed in section 5 happens in such systems as the parameters of the brane
configuration are varied. Our results can be used to study such processes in more detail.
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Appendix A. Analysis of solutions of (4.1)
In this appendix we study the TDBI action for a single translational mode on a BPS
D-brane, (4.1). We start with a discussion of the linear regime, where one can approximate
this action by (4.3), and then move on to the full non-linear problem.
A.1. No normalizable modes
As discussed in section 4, for a mode with mass m, the T -dependent wavefunction
z(T ) (4.5) satisfies the Klein-Gordon equation (4.6). Finiteness of the energy density,
E = 1
2
∫
dTV (T )
[
(∂ty)
2 + (∂iy)
2 + (∂T y)
2
]
<∞ , (A.1)
requires the finiteness of ∫
dTV (T )(z′)2,
∫
dTV (T )z2 . (A.2)
Substituting the form of the potential (2.2), rewriting (4.6) in terms of the variable
x = sinh(αT ) , (A.3)
and imposing the finiteness of (A.2) leads to the eigenvalue problem:
(1 + x2)z′′ +
m2
α2
z = 0,
∫ ∞
−∞
dx
1 + x2
z2 <∞ . (A.4)
The general solution of (A.4) takes the form:
z = (1 + x2)
1
4
+s
[
c1F (−1
4
− s, 3
4
− s; 1
2
;
x2
x2 + 1
) +
c2x√
1 + x2
F (
1
4
− s, 5
4
− s; 3
2
;
x2
x2 + 1
)
]
,
(A.5)
where F is the hypergeometric function, c1, c2 are arbitrary constants, and
s =
1
4
√
1− 4m
2
α2
. (A.6)
For the integral in (A.4) to converge as x→ ±∞, one must have
F (−1
4
− s, 3
4
− s; 1
2
; 1) = 0 : s =
1
4
− n, n ∈ Z+ . (A.7)
Since s defined by (A.6) is non-negative, we conclude that the only normalizable mode is
the one with n = 0, s = 1
4
, which corresponds, according to (A.6), to a massless mode with
a constant wavefunction z(T ) =const. This is one of the modes discussed in section 3.
Note that for m2 > α2/4 the parameter s (A.6) becomes imaginary, and for large x
one has
zm ≈ c
√
xe2s lnx . (A.8)
The corresponding wavefunctions are delta-function normalizable. They give rise to the
continuum above a gap that is familiar from linear dilaton backgrounds (to which our
problem is closely related, as explained in the text).
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A.2. Solutions of the massive Klein – Gordon equation
In this subsection we will construct a general solution of (4.9) and discuss some of its
properties. We will be interested in configurations which initially have zero velocity (i.e.,
w˙(0, T ) = 0). The general solution of (4.9) with such initial condition has the form
w(t, T ) =
∫
dkφ(k)eikT cosωt =
1
2π
∫
dyw(0, y)
∫
dkeik(T−y) cosωt . (A.9)
Here we introduced φ(k), the Fourier transform of the initial waveform w(0, T ). The
frequency ω is defined by
ω2 = k2 +m2 . (A.10)
To simplify (A.9), we first assume that the point (t, T − y) belongs to the forward light
cone. In this case, it is convenient to introduce the variables γ, β, λ:
k = m sinhγ, λ2 = t2 − z2 > 0, T − y = λ sinhβ ,
and to use the standard integrals
1
m
∫
dkeikz+iωt =
∫
eimλcoshγcosh(γ − β)dγ = −π
2
coshβ H
(1)
1 (mλ) ,
1
m
∫
dkeikz−iωt =
∫
e−imλcoshγcosh(γ + β)dγ = −π
2
coshβ H
(2)
1 (mλ) .
(A.11)
Here H
(1)
1 (z) and H
(2)
1 (z) are Hankel functions. Substituting the integrals (A.11) into
(A.9), one finds that in the interior of the light cone w takes the form
t2 − (T − y)2 > 0 : w(t, T ) = −mt
4
∫
dyw(0, y)
J1(mλ)
λ
, (A.12)
where
J1(z) =
1
2
[
H
(1)
1 (z) +H
(2)
1 (z)
]
is a Bessel function.
If (t, T−y) is a space–like vector, then the parameter β should be introduced differently
(T − y = λcoshβ, t = λsinhβ), and, in accordance with expectations, we conclude that the
right–hand side of (A.9) vanishes,∫
dkeikz+iωt = m
∫
eimλsinhγcosh(γ − β)dγ ,∫
dkeikz−iωt = m
∫
e−imλsinhγcosh(γ + β)dγ = −
∫
dkeikz+iωt .
(A.13)
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To evaluate (A.9) on the light cone (where T − y = t), we differentiate that expression
with respect to m:
∂m
∫
dkeikt+iωt = mt
∫
idk√
k2 +m2
eikt+iωt = imt
∫ ∞
0
eiut
du
u
,
∂m
∫
dkeikt−iωt = −mt
∫
idk√
k2 +m2
eikt−iωt = −imt
∫ ∞
0
e−ivt
dv
v
,
∂m
∫
dkeikx cos(ωt)
∣∣∣∣
x=t
= −mtπ
2
.
(A.14)
Combining this with the result for m = 0 (which gives a δ-function), we find the value of
the integral at T − y = t:∫
dkeikx cos(ωt)
∣∣∣∣
x=t
= πδ(x− t)− m
2t
4
π .
Together with (A.12), this equation gives the most general solution of the Klein–Gordon
equation (4.9) with w˙(0, T ) = 0:
w(t, T ) =
1
2
w(0, T − t) + 1
2
w(0, T + t)− mt
4
∫
|T−y|<t
dyw(0, y)
J1(mλ)
λ
, (A.15)
where
λ2 = t2 − (T − y)2 . (A.16)
For any initial waveform with finite support, this solution has the following properties15:
1. At late times, w(t, T ) goes to zero at any given T . Indeed, assuming that w(0, y)
vanishes at |y| > y0, one can replace λ by t at times t≫ |T + y0|. This simplifies the
integral in (A.15):
w(t, T ) ∼ −m
4
J1(mt)
∫
dyw(0, y) ∼ − m
2
√
πmt
sin(mt)
∫
dyw(0, y)
and demonstrates that w(t, T ) goes to zero at late times.
2. For T ∼ t, the function w oscillates, and its periods in T become smaller as time goes
by. To show this, we look at the extrema of w. Their locations, T (t), obey an integral
equation which is obtained by differentiating (A.15) with respect to T :
T = T (t) :
1
2
w′(0, T − t)− mt
4
∂T
∫
dyw(0, y)
J1(mλ)
λ
θ(λ2) = 0 . (A.17)
15 We concentrate only on the part of the waveform which moves towards positive T . A second
part moves in the opposite direction, but it will not be important for our discussion.
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To extract qualitative properties of T (t), we take w(0, x) to be a rectangle of width 2a
(i.e. w(0, x) = θ(x+ a)− θ(x− a), see fig. 1). This allows us to evaluate the integral
in the last equation. The waveform has two sharp edges at T = t± a and a sequence
of additional extrema T (t). For T 6= t± a, equation (A.17) can be rewritten as
J1(mλ+)
λ+
θ(λ2+)−
J1(mλ−)
λ−
θ(λ2−) = 0, λ± =
√
t2 − (T ± a)2 . (A.18)
Since the function J1(mλ)λ goes to zero at large λ, the relation
λ2− = λ
2
+ + 2Ta
implies that the supports of the two terms in (A.18) become well-separated at late
times (λ− is large when λ+ is small and vice versa). Thus, local extrema of w corre-
spond to J1(mλ+) = 0 and to J1(mλ−) = 0. This gives the positions of the peaks in
terms of zeroes of the Bessel function:
Tn(t) = ±a+
√
t2 − c
2
n
m2
≈ ±a+ t− c
2
n
2m2t
, J1(cn) = 0 .
As time progresses, all peaks approach T0 = ±a+t, so the pulses are getting narrower.
The velocities of the peaks in the T direction, T˙n(t), approach the speed of light.
3. To determine the height of the peaks, we again assume that w(0, x) is a combination
of step-functions (w(0, x) = θ(x+ a)− θ(x− a)), and evaluate (A.15) at the locations
of the peaks:
w(t, Tn(t)) = −mt
4
∫ a
−a
dy
J1(mλn)
λn
θ(t− |Tn(t)− y|) . (A.19)
To simplify this expression, we make an approximation for λ at T = Tn(t):
λn ≡
[
t2 − (Tn(t)− y)2
]1/2 ≈ [t2 − (t+ a− cn
2m2t
− y)2
]1/2
≈
√
2t(y − a+ cn
2m2t
)
and define a new variable z ≡ 2t(y − a + cn
2m2t
). The contribution to the integral in
(A.19) comes from the region where λ2n > 0:
a > y > a− cn
2m2t
→ cn
m2
> z > 0 .
Rewriting (A.19) in terms of the variable z, we find the late time behavior of the
peaks:
w(t, Tn(t)) ∼ −m
8
∫ c2n/m2
0
dz
J1(m
√
z)√
z
. (A.20)
This calculation demonstrates that the peaks of w approach some finite height, leading
to exponential growth of the peaks of y (see (4.8), (4.13)). In particular, any initial
perturbation approaches a point where the derivatives of y become large and the linear
approximation (4.7) breaks down.
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Appendix B. Interaction between the D−D tachyon and the translational mode
We saw in section 5 that the massless scalar field corresponding to the distance between
a D-brane and a D-brane on a circle becomes massive when a non-zero tachyon vev is
turned on (see discussion at the end of subsection 5.1). In this appendix we determine its
mass in the TDBI approximation. To do this, we consider small fluctuations around the
profile (3.2):
sinhαT = A cosαy + f(xµ, y) . (B.1)
Substituting this into (4.1) and expanding to quadratic order in f , we arrive at the action
for f(xµ, y):16
S = − τp
2α2
∫
dp+1xdy
{
sin2 αy
(1 + A2)3/2
[
∂y
f
sinαy
]2
+
∂µf∂
µf√
1 + A2(1 + (A cosαy)2)
}
. (B.2)
Separating variables (f(xµ, y) = f̂(xµ)φ(y)) and defining the p + 1 dimensional mass m
(∂µ∂
µf̂ = m2f̂), the equation of motion for (B.2) reduces to
∂2yφ+ α
2φ+
m2(1 + A2)
1 + (A cosαy)2
φ = 0 . (B.3)
We are interested in solutions which are periodic in y: φ(y + 2piα ) = φ(y).
Equation (B.3) has two solutions that are massless for all values of A,
φ1(y) = cosαy , φ2(y) = sinαy , (B.4)
corresponding to shifts of A and y, respectively. It also describes a sequence of massive
modes. One of these modes becomes light as A→∞, where it corresponds to the distance
between the brane and antibrane. Our purpose here is to determine the mass of this mode
for large but finite A.
Near the locations of the branes the light mode is expected to behave as:
φ
(
y ∼ ± π
2α
)
∼ ± sin(αy) (B.5)
In particular, one has φ′( pi
2α
) = φ′(− pi
2α
) = 0 and φ( pi
2α
) = φ(− pi
2α
). Since equation (B.3)
and the boundary conditions (B.5) are invariant under y → −y, φ is an even function of
y, and φ′(0) = 0.
16 The easiest way to derive this action is to rewrite (B.1) as sinhαT = A cos[α(y − g(xµ, T ))],
find the quadratic action for g, and use the relation f = Agα sinαy.
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To make the formulas appearing below more compact, it is convenient to introduce a
shifted variable z = pi2 − αy, in terms of which (B.3) takes the form
∂2zφ+ φ+
m2(1 +A2)
α2(1 + (A sin z)2)
φ = 0 , φ′(0) = φ′(
π
2
) = 0 . (B.6)
Assuming that 1≫ m≫ 1/A, this equation can be simplified in two overlapping regions:
(A sin z)2 ≪ (mA)2 : ∂2zφ1 +
m2A2
α2(1 + (Az)2)
φ1 = 0 ,
(A sin z)2 ≫ 1 : ∂2zφ2 + φ2 +
m2φ2
sin2 z
= 0 .
(B.7)
The solution satisfying the boundary condition φ′1(0) = 0 can be expressed in terms of the
hypergeometric function:
φ1(z) = F (−1 + s
4
,−1− s
4
;
1
2
;−(Az)2) , s =
√
1− 4m
2
α2
. (B.8)
To match this with φ2(z), we need to evaluate φ1(z) at Az ≫ 1. Using formulae for
analytic continuation of the hypergeometric function, we find:
φ1(z) = (1 + A
2z2)
1+s
4 F
[
−1 + s
4
,
3− s
4
;
1
2
; 1− 1
1 + A2z2
]
= (Az)
1+s
2
{
Γ( 12)Γ(
s
2 )
Γ( s+34 )Γ(
s−1
4 )
[
1 +O(
1
A2z2
)
]
+
Γ( 12 )Γ(− s2)
Γ( 3−s4 )Γ(−1+s4 )
(Az)−s
[
1 +O(
1
A2z2
)
]}
≈ (s− 1)π
4
(Az)
1+s
2 + (Az)
1−s
2 .
(B.9)
At the last step we used the fact that s is close to one and kept only the leading terms in
the coefficients.
Turning to φ2, the general solution is again expressed in terms of hypergeometric
functions:
φ2(z) =c1 sin
1+s
2 zF
(
s− 1
4
,
3 + s
4
; 1 +
s
2
; sin2 z
)
+c2 sin
1−s
2 zF
(−s− 1
4
,
3− s
4
; 1− s
2
; sin2 z
)
.
(B.10)
Comparing to (B.9) leads to a relation between c1 and c2:
c2 =
4
π(s− 1)As c1 ≈
4
π(s− 1)Ac1. (B.11)
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The value of s is determined by imposing the boundary condition φ′2(
pi
2 ) = 0. Indeed, using
sin
1+s
2 zF
(
s− 1
4
,
3 + s
4
; 1 +
s
2
; sin2 z
)
= const +
Γ( 2+s2 )Γ(−12)
Γ( s−14 )Γ(
3+s
4 )
cos z +O(cos2 z) (B.12)
and its counterpart with s replaced by −s, we conclude that vanishing of φ′2(pi2 ) is equivalent
to the relation
c2 = −
Γ( 2+s2 )Γ(−12 )
Γ( s−1
4
)Γ( 3+s
4
)
Γ(−s−14 )Γ(
3−s
4 )
Γ( 2−s
2
)Γ(−1
2
)
c1 ≈ π(s− 1)
4
c1 (B.13)
Comparing this with (B.11), we find an expression for s:
s = 1− 4
π
√
A
. (B.14)
Using (B.8) we find the mass of the relative translational mode
m2 =
2α2
π
√
A
=
α3φ
π
(
2τBPSp−1
)− 1
2 . (B.15)
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