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With the rapid development in information technology industry, contemporary
data from various fields such as finance and gene expressions tend to be extremely
large, where the number of variables or parameters d can be much larger than the
sample size n. For example, one may wish to associate protein concentrations with
expression of genes, or to predict survival time by using gene expression data.To
solve this kind of high dimensionality problems, it is challenging to find important
variables out of thousands of predictors, with a number of observations usually
in tens or hundreds. In other words, it is becoming a major issue to investigate
the existence of complex relationships and dependencies in data, in the aim of
building a relevant model for inference. In fact, there are two fundamental goals
in statistical learning: identifying relevant predictors and ensuring high prediction
accuracy. The first goal, by means of variable selection, is of particular importance
Summary viii
when the true underlying model has a sparse representation. Discovering relevant
predictors can enhance the performance of the prediction for the fitted model.
Usually an estimate βˆ is considered desirable if it is consistent in terms of both
coefficient estimate and variable selection. Hence, before we try to estimate the
regression coefficients β, it is preferable that we have a set of useful predictors
in hand. The emphasis of our task in this thesis is to propose methods, in the
aim of identifying relevant predictors to ensure selection consistency, or screening
consistency in variable selection. The primary interest is on Orthogonal Matching
Pursuit (OMP) and Forward Regression (FR). Theoretical aspects of OMP and
FR are investigated in details in this thesis.
Furthermore, we have introduced a new penalized h-likelihood approach to
identify non-zero relevant fixed effects in the partial linear model setting. This
penalized h-likelihood incorporates variable selection procedures in the setting of
mean modeling via h-likelihood. A few advantages of this newly proposed method
are listed below. First of all, compared to the traditional marginal likelihood,
the h-likelihood avoids the messy integration for the random effects and hence is
convenient to use. In addition, h-likelihood plays an important role in inferences
for models having unobservable or unobserved random variables. Last but not
least, it has been demonstrated by simulation studies that the proposed penalty-
based method is able to identify zero regression coefficients in modeling the mean
structure and produces good fixed effects estimation results.
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With the rapid development in information technology industry, contemporary
data from various fields such as finance and gene expressions tend to be extremely
large, where the number of variables or parameters d can be much larger than the
sample size n. For example, one may wish to associate protein concentrations with
expression of genes, or to predict survival time by using gene expression data. To
solve this kind of high dimensionality problems, it is challenging to find important
variables out of thousands of predictors, with a number of observations usually in
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tens or hundreds. In other words, it is becoming a major issue to investigate the
existence of complex relationships and dependencies in data, in the aim of building
a relevant model for inference.
As described in Donoho (2000), our task is to find a needle in a haystack,
teasing the relevant information out of a vast pile of glut. Statistically, the aim
is to conduct variable selection, which is the technique of selecting a subset of
relevant features for building robust learning models, under small n and large d
situation. By removing most irrelevant and redundant variables from the data,
variable selection helps improve the performance of learning models in terms of
obtaining higher estimation accuracy of the model.
In regression analysis, the linear model has been commonly used to link a re-
sponse variable to explanatory variables for data analysis. The resulting ordinary
least squares estimates (LSE) have a closed form, which is easy to compute. How-
ever, LSE fails when the number of linear predictors d is greater than the sample
size n. Best subset selection is one of the standard techniques for improving the
performance of LSE. Best subset selection, such as Akaike’s information criterion
AIC and Byesian information criterion BIC, following either forward or backward
stepwise selection procedures to select variables. Among all the subset selection
procedures in the aim of selecting relevant variables, orthogonal matching pur-
suit (OMP), of which the selection consistency property was investigated in Zhang
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(2009), is of great interest to us. In fact, orthogonal matching pursuit is an itera-
tive greedy algorithm that selects at each step the column which is most correlated
with the current residuals. In addition, various shrinkage methods have gained a
lot of popularity during the past decades and Lasso (Tibshirani, 1996) has been the
most popularly used one among them. The development of these shrinkage meth-
ods is to make tradeoffs between bias and variances, to overcome the limitations
of LSE and best subset selection. In the content of variable selection, screening
approaches have also gained a lot of attention besides Lasso. Sure Independence
Screening (Fan and Lv, 2008) and Forward Regression (Wang, 2009) are popular
ones among screening approaches. When the predictor dimension is much larger
than the sample size, the story changes drastically in the sense that the conditions
for most of the Lasso type algorithms can not be satisfied. Therefore, to con-
duct model selection in high dimensional setup, variable screening is a reasonable
solution. Wang (2009) proposed forward regression (FR) method for ultrahigh di-
mensional variable screening. As one type of important greedy algorithms, FR’s
theoretical properties have been considered in the past literature.
All the above mentioned variable selection procedures only consider the fixed
effect estimates in the linear models. However, in real life, a lot of existing data
have both the fixed effects and random effects involved. For example, in the clinic
trials, several observations are taken for a period of time for one particular patient.
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After collecting the data needed for all the patients, it is natural to consider ran-
dom effects for each individual patient in the model setting since a common error
term for all the observations is not sufficient to capture the individual random-
ness. Moreover, random effects, which are not directly observable, are of interest
in themselves if inference is focused on each individual’s response. Therefore, to
solve the problem of the random effects and to get good estimates, hierarchical
generalized linear models (Lee and Nelder, 1996) are developed. HGLMs are based
on the idea of h-likelihood, a generalization of the classical likelihood to accommo-
date the random components coming through the model. It is preferable because
it avoids the integration part for the marginal likelihood, and uses the conditional
distribution instead.
1.2 Motivation
Motivated by the past literatures on variable selection, we are interested in
showing the consistency property of Forward Regression under proper condition-
s. We would like to restrict the technical conditions stated in Wang (2009) and
hence select one relevant predictor at each step until all the relevant predictors are
selected. A key component here is the stopping rule which depends on the noise
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structure. Meanwhile, we are also interested in the screening property of Orthog-
onal Matching Pursuit (Zhang, 2009) under proper conditions. Our theoretical
analysis reveals that orthogonal matching pursuit can identify all relevant predic-
tors within a finite number of steps, even if the predictor dimension is substantially
larger than the sample size. After screening, the recently proposed BIC of Chen
and Chen (2008) can be used to practically select the relevant predictors from the
models generated by orthogonal matching pursuit.
Inspired by the idea of hierarchical models, which is a popular way of dealing
with multilevel data by allowing both fixed and random effects at each level, we
would like to propose a method by adding a penalty term to the h-likelihood.
This method considers not only the fixed effects but also the random effects in the
linear model, and it produces good estimation results with the ability to identify
zero regression coefficients in joint models of mean-covariance structures for high
dimensional multilevel data.
1.3 Organization of thesis
This thesis consists four chapters and is organized as follows.
In this chapter 1, we have provided introduction to the background of this
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thesis. Basically, we are dealing with high dimensional data in the linear model
settings. The aim of this thesis is to achieve variable selection accuracy before we
do any prediction for the model.
In chapter 2, we show two main results of the thesis. Firstly, we show the
screening property of orthogonal matching pursuit(OMP) in variable selection un-
der proper conditions. In addition, we also show the consistency property of For-
ward Regression(FR) in variable selection under proper conditions.
In chapter 3, we provide an extension to variable selection in modeling of the
mean of partial linear models by adding a penalty term to the h-likelihood. On
top of that, some simulation studies are present to give the performance of the
proposed method.
In the last chapter, we make some summary and discuss the possible future
research directions.
7CHAPTER 2




There are two fundamental goals in statistical learning: identifying relevant
predictors and ensuring high prediction accuracy. The first goal, by means of
variable selection, is of particular importance when the true underlying model has a
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sparse representation. Discovering relevant predictors can enhance the performance
of the prediction for the fitted model. Usually an estimate βˆ is considered desirable
if it is consistent in terms of both coefficient estimate and variable selection. Hence,
before we try to estimate the regression coefficients β, it is preferable that we have
a set of useful predictors in hand. The emphasis of our task in this chapter is to
propose methods, in the aim of identifying relevant predictors to ensure selection
consistency, or screening consistency in variable selection. The primary interest is
on Orthogonal Matching Pursuit (Zhang, 2009) and Forward Regression (Wang,
2009).
Furthermore, discussion on the relationship between Forward Regression and
Orthogonal Matching Pursuit is listed below. Orthogonal Matching Pursuit is
based on the inner products between the current residual and the column vector.
On the other hand, the selection step used in Forward Regression differs from the
one used in Orthogonal Matching Pursuit in that it selects the predictor column Xi,
that will lead to the minimum residual error after orthogonalization. In addition,
it is important to realize that the OMP selection procedure does not select the
element that, after orthogonal projection of the signal onto the selected elements,
minimizes the residual norm.
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Let (Xi, yi) be the observation collected from the i
th subject (1 ≤ i ≤ n), where
yi ∈ R1 is the response and Xi = (Xi1, ..., Xid)T ∈ Rd is the high dimensional
predictor with d > n and cov(Xi) = Σ. Moreover, β = (β1, ..., βd)
T is the regression
coefficient. In matrix representation, the design matrix is X ∈ Rn×d and the
response vector is y ∈ Rn. Consider the linear regression model y = Xβ + ε.
Without loss of generality, we assume that the data are centered, that is, the
columns of X are orthonormal and yi’s are conditionally independent given the
design matrix X. Moreover, the error term  are independently and identically
distributed with mean zero and finite variance σ2. A model fitting procedure
produces the vector of coefficients βˆ = (βˆ1, ..., βˆd)
T .
2.2.1 Review of Penalized Approaches
In regression analysis, the linear model has been commonly used to link a re-
sponse variable to explanatory variables for data analysis. The resulting ordinary
least squares estimates (LSE) have a closed form, which is easy to compute. How-
ever, LSE fail when the number of linear predictors d is greater than the sample
size n. Therefore, various shrinkage methods have gained a lot of popularity during
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the past decades and Lasso (Tibshirani, 1996) has been the most popularly used
one among them.
The ordinary Least Squares estimates (LSE) are obtained by minimizing the
residual squared error
βˆLSE = argminβ{(Y − Xβ)T(Y − Xβ)}.
Though LSE are easy to compute, there are two main drawbacks pointed out by
Tibshirani (1996). Firstly, all the LSE are non-zero but only a subset of predictors
are relevant to exhibit the strongest effects. In other words, the interpretation is
poor. Secondly, since LSE often have low bias and large variance, the prediction
accuracy is bad. In fact, we can sacrifice a little bias to reduce the variance of the
predicted values, and hence the overall prediction accuracy can be improved sub-
stantially. On top of the drawbacks, LSE fail when the number of linear predictors
d is greater than the sample size n.
Best subset selection is one of the standard techniques for improving the per-
formance of LSE. Best subset selection, such as Akaike’s information criterion
AIC and Byesian information criterion BIC, following either forward or backward
stepwise selection procedures to select variables. Among all the subset selection
procedures in the aim of selecting relevant variables, Orthogonal matching pursuit
(Zhang, 2009), which is an iterative greedy algorithm that selects at each step the
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column which is most correlated with the current residuals, is of great interest to
us. The selected column is then added into the set of selected columns. Note that
the residuals after each step in the OMP algorithm are orthogonal to all the se-
lected columns of X, so no column is selected twice and the set of selected columns
grows at each step. A key component here is the stopping rule which depends
on the noise structure. Nevertheless, the stepwise best subset selection procedure
has been identified as extremely variable since changes in data may result in very
different models.
To overcome the limitations of LSE and best subset selection, various penal-
ization methods are proposed recently. They usually shrink estimates to make
trade-offs between bias and variance.The penalized estimates are obtained by min-
imizing the residual squared error plus a penalty term, i.e.




where λ ≥ 0 is a tuning parameter and pλ represents a penalty function.
Fan (1997) and Antoniadis (1997) both introduced the hard thresholding penal-
ty function
pλ(| β |) = λ2 − (| β | −λ)2I(| β |< λ).
The resulting thresholding estimator is given by
βˆHT = βˆLSEI(| βˆLSE |> λ).
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Frank and Friedman (1993) mentioned bridge regression with Lq penalty func-
tion λ | β |q, where q is a positive constant. There are two cases in this bridge
regression. When q ≤ 1, the Lq penalty functions lead to sparse solutions with
relatively large biases. On the other hand, when q > 1, the resulting penalized
estimates shrink the solution to reduce variability without sparsity enjoyed. Ridge
regression, which is a special case of bridge regression, uses the penalty function





under the condition that the design matrix is orthonormal, and γ being a positive
number. One point to note is that ridge regression does not set any coefficients to
0 and therefore does not give an easily interpretable model.
The most frequently employed one among various penalization methods is the
Least Absolute Shrinkage and Selection Operator (Lasso) Algorithm, which was
proposed by Tibshirani (1996). Under the linear regression model y = Xβ + ε, for
a given λ, the Lasso estimator of β is
βˆ = argminβ{(Y − Xβ)T(Y − Xβ) + λ‖β‖1},
where λ = 0 corresponds to the Least Squares Estimator (LSE) βˆLSE and‖β‖1 =∑
j |βj| is the L1 norm of β. This L1 penalty leads to a solution
βˆLasso = sgn(βˆLSE)(| βˆLSE | −λ
2
)+ for XTX = I,
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where (pi)+ = pi, pi > 0; 0, pi ≤ 0. Lasso does both continuous shrinkage and auto-
matic variable selection simultaneously based on the nature of the L1 penalty. Os-
bornel et al (2000) detected the conditions for the existence, uniqueness and number
of non-zero coefficients of the Lasso estimator and developed efficient algorithms
for calculating Lasso estimates and its covariance matrix. Consider the optimiza-
tion problem mentioned just now: the objective function f = (Y −Xβ)T (Y −Xβ)
is continuous and convex and the feasible region {β : ‖β‖1 ≤ λ} is compact, which
ensures the existence of βˆ;the assumption λ < λ0 implies any solution must lie on
the boundary of the feasible region; the strictly convexity leads to the uniqueness
of βˆ.
There are some good properties of Lasso that are attractive. First, as an
estimator of β, Lasso’s consistency was investigated in Knight and Fu (2000),
stating that Lasso is consistent for estimating β under appropriate conditions.
In addition, as variable selection becomes increasingly important in modern data
analysis, Lasso is much more appealing because of its sparse representation. Last
but not least, the entire Lasso solution paths can be computed by LARS algorithm,
which was proposed by Efron et al (2004), when the design matrix X is given.
On the other hand, when Lasso enjoys great computational advantages and
excellent performances, it has three main drawbacks at the same time. First of all,
Lasso can not handle collinearity problem. When the pairwise correlations among
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a group of variables are very high, Lasso tends to select only one variable from
the group and ignore the rest of the variables in that group. In addition, Lasso
is not suitable for general factor selection since it can only select individual input
variables. Thirdly, Lasso lacks the oracle property stated in Fan and Li (2001).
In fact, Fan and Li (2001) defined that a good penalty function should re-
turn an estimator with three properties. The first property is unbiasedness, which
means the resulting estimator has no over penalization for large parameter to avoid
unnecessary modeling biases. Furthermore, sparsity is another property that an
estimator enjoys. In other words, the resulting estimator automatically set insignif-
icant parameters to 0. Last but not least, continuity is the third property, meaning
that the resulting estimator is continuous in data in order to avoid instability in
model prediction.
Together with the idea of oracle property, Fan and Li (2001), proposed the
smoothly clipped absolute deviation penalty (SCAD)
p
′
λ(β) = λ{I(β ≤ λ) +
aλ− β
(a− 1)λI(β > λ)},
for some a > 2 and β > 0. The penalty function above is continuous and symmet-
ric, leaving large values of the parameter λ not excessively penalized. Under the
condition that the design matrix X is orthogonal, the resulting estimator is given
by
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βˆSCAD =

sgn(βˆLSE)(| βˆLSE | −λ)+, when | βˆLSE |≤ 2λ
{(a−1)βˆLSE−sgn(βˆLSE)aλ}
a−2 , when 2λ <| βˆLSE |< aλ
βˆLSE, when | βˆLSE |≥ aλ
This solution actually reduces the least significant variables to zero and hence
produces less complex and easier to implement models. Moreover, Fan and Li
(2001) showed that the SCAD penalty can perform as well as the oracle procedure.
In other word, the non-zero component is estimated as well as it would have been
if the correct model were known in advance. In addition, when a component of the
true parameter is 0, it is estimated as 0 with probability tending to one. In terms
of the two tuning parameters (λ, a), they can be searched by some criteria, such
as cross validation, general cross validation, and BIC. Fan and Li (2001) suggested
that choosing a = 3.7 works reasonably well. Furthermore, using the language of
Fan and Li (2001), we call δ an oracle procedure if βˆ(δ) has the following oracle
properties:
• It can identify the right subset model, {j : βˆj 6= 0} = A;
• It has the optimal estimation rate, √n(βˆ(δ)A−βA)→d N(0,Σ∗), where Σ∗
is the covariance matrix knowing the true subset model.
It has been shown that hard thresholding and the Lq penalty functions do not
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satisfy the three properties defined in Fan and Li (2001). Therefore, SCAD actually
improves these non-concave penalties in terms of the oracle properties. Fan and
Li (2001) established oracle properties for SCAD only for finite parameter cases.
Fan and Peng (2004) generalized the situations to diverging number of parameters,
where oracle properties can still be enjoyed.
Zou (2006) proposed an updated version of Lasso for simultaneous estimation
and variable selection, called adaptive Lasso, where adaptive weights are used for
penalizing different coefficients in the L1 penalty. The adaptive Lasso estimator of
β is




where w is a known weights vector. It has been shown if the weights are data-
dependent and cleverly chosen, the weighted Lasso can achieve the oracle proper-
ties, or in other words, it performs as well as if the true underlying model were
known in advance. Furthermore, the adaptive Lasso solution is continuous from
its definition, which makes the oracle procedure to be optimal. Last but not least,
the adaptive Lasso shrinkage results in a near-minimax-optimal estimator.
Zou and Hastie (2005) introduced elastic net, which is a regularization tech-
nique. The naive elastic net estimator can be obtained by minimizing (Y −
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where α = λ2
λ1+λ2
. From its definition, it is obvious that the elastic net is a convex
combination of Lasso and ridge regression. In fact, we have three scenarios to
consider. The first case is when α = 0. Then the naive elastic net becomes Lasso.
The second case is when α ∈ (0, 1). We need to consider a two-stage procedure for
this case: for each fixed λ2, we find the ridge regression coefficients in the first step,
and then perform Lasso in the following step. In consequence, a double amount of
shrinkage happens, and it brings unnecessary additional bias compared with pure
Lasso or ridge regression. To compromise the extra shrinkage, the naive elastic net
coefficients are rescaled by a constant(1 + λ2). The third case is when α = 1, and
then the naive elastic net is equivalent to ridge regression. In all, the elastic net
estimator for β is given
βˆEnet = sgn(βˆLSE)(| βˆLSE | −λ1
2
)+.
In a similar way to Lasso, elastic net does automatic variable selection and
continuous shrinkage at the same time. Moreover, elastic net tends to potentially
select all d variables and groups of correlated predictors. This solves the collinear-
ity problem for Lasso. On the other hand, elastic net lacks oracle property in
terms of variable selection consistency even though it performs pretty well in the
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prediction accuracy. This was pointed out and discussed in various papers, such
as Meinshausen and Buhlmann (2006); Leng, Lin and Wahba (2006); Zou (2006);
etc.
Zou and Zhang (2009) pointed out that the adaptive Lasso outperforms Lasso
in terms of achieving the oracle property even though the collinearity problem for
Lasso remains. On the other hand, as discussed in the previous paragraph, elastic
net can handle the collinearity problem for Lasso but does not enjoy the oracle
property . These two penalties improves Lasso in two different ways. Hence, Zou
and Zhang (2009) combined the adaptive lasso and elastic net and introduced a
better estimator that can handle the collinearity problem while enjoying the oracle
property at the same time. This improved estimator is called the adaptive elastic-
net, and has the following representation:
βˆAdapEnet = (1 +
λ2
n




2.2.2 Review of Screening Approaches
In the content of variable selection, screening approaches have also gained a
lot of attention besides the penalty approaches. When the predictor dimension
is much larger than the sample size, the story changes drastically in the sense
that the conditions for most of the Lasso type algorithms can not be satisfied.
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Therefore, to conduct model selection in high dimensional setup, variable screening
is a reasonable solution.
Sure Independence Screening, or in abbreviation SIS, which was proposed by
Fan and Lv (2008), gained popularity recently. Sure screening actually means a
property that all the important variables are selected after applying a variable
screening procedure with probability tending to 1. We would say a dimensionality
reduction method is desirable if it has the sure screening property. There are three
facts why sure screening is of great importance and usage. It was clearly stated in
Fan and Lv (2008) that the real difficulty in variable selection when dimension d
is larger than sample size n comes from three facts. First of all, the design matrix
X is rectangular, having more columns than rows. In this case, the matrix XTX
is huge in dimension and singular. The maximum spurious correlation between
a covariate and a response can be large due to the dimensionality and the fact
that an unimportant predictor can be highly correlated with the response variable
owing to the presence of important predictors associated with the predictor. In
addition, the population covariance matrix Σ may become ill conditioned as n
grows, and it makes variable selection difficult. Third, the minimum non-zero
absolute coefficient | βj | may decay with n and fall close to the noise level, say,
the order {log(d)/n}−1/2. Hence, in general, it becomes challenging to estimate
the sparse parameter vector β accurately when d n.
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To solve the above mentioned difficulties in variable selection, Fan and Lv
(2008) proposed a simple sure screening method using componentwise regression or
equivalently correlation learning, to reduce dimensionality from high to moderate
scale that is below sample size. Below is the description of the SIS method.
Let ω = (ω1, ..., ωd)
T be a d-vector that is obtained by componentwise regres-
sion,i.e.
ω = XTy,
where the n × d data matrix X is first standardized columnwise. For any given
γ ∈ (0, 1), we sort the d componentwise magnitudes of the vector ω in a descending
order and define a submodel
Mγ = {1 ≤ i ≤ d : | ωi | is among the first [γn] largest of all},
where [γn] denotes the integer part of γn. It shrinks the full model {1, 2, ..., d}
down to a submodel Mγ with size [γn] smaller than the sample size n. This
correlation learning ranks the importance of features according to their marginal
correlations with the response variable. Moreover, it is called the independence
screening because each feature is used independently as a predictor to decide the
usefulness for predicting the response variable. The computational cost of SIS is
of order O(nd).
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With dimension reduced accurately from high to below sample size, variable se-
lection can be improved on both speed and accuracy, and can then be accomplished
by a well-developed method such as SCAD, Lasso, or Adaptive Lasso, denoted by
SIS-SCAD, SIS-Lasso, or SIS-AdapLasso in short. Moreover, sure screening prop-
erty has been proven in Fan and Lv (2008). Intuitively, the core idea of SIS is
to select the variables by two stages. In the first stage, an easy-to-implement
method is used to remove the least important variables. In the second stage, a
more sophisticated and accurate method is applied to reduce the variables further.
Though SIS enjoys sure screening property and is easy to be applied, it has
several potential problems. First of all, if we have an important predictor jointly
correlated but marginally uncorrelated with the response variable, it is not selected
by SIS and thus can not be included in the estimated model. Second, similar to
Lasso, SIS can not handle the collinearity problem between predictors in terms of
variable selection. Third, when we have some unimportant predictors which are
highly correlated with the important predictors, these unimportant predictors an
have higher chance of being selected by SIS than other important predictors that
are relatively weakly related to the response variable. In all, these three potential
issues can be carefully treated when some extensions of SIS are proposed. In
particular, iterative SIS, or in short ISIS, is designed to overcome the weakness of
SIS.
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ISIS works in two steps. In the first step, a subset of k1 variables A1 =
{Xi1 , ..., Xik1} are selected by using an SIS-based model selection method such
as SIS-SCAD or SIS-Lasso methods. Now we have an n-vector of residuals from
regressing the response y over Xi1 , ..., Xik1 . In the second step, we treat those resid-
uals as the new response variable and repeat the previous step to the remaining
d − k1 variables. It returns a subset of k2 variables A2 = {Xj1 , ..., Xjk2}. Fitting
the residuals from the previous step on {X1, ..., Xd} A1 can significantly weaken
the prior selection of those unimportant variables that are highly correlated with
the response through their relations with Xi1 , ..., Xik1 . In addition, the second step
also makes those important variables which are missed out in the first step possi-
ble to be selected. Iteratively, we keep on doing the second step until we obtain l
disjoint subsets A1, ...,Al with the union A = ∪lj=1Aj has a size [γn].
If SIS is used to select only one variable at each iteration, i.e. | Ai |= 1, ISIS
is equivalent to orthogonal matching pursuit (OMP), or a greedy algorithm for
variable selection. This was discussed in Barron et al. (2008).
Another very popular yet classical variable screening method is Forward Regres-
sion, or in short, FR. As one type of important greedy algorithms, FR’s theoretical
properties have been investigated in Donoho and Stodden (2006) and Barron and
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Cohen (2008). However, FR’s screening consistency, under an ultra-high dimen-
sional setup, was not established by those pioneer researches. Therefore, the out-
standing performance of SIS stimulated Wang (2009) to investigate FR’s screening
consistency property under some technical conditions defined in this paper.
The four standard technical conditions are presented in the following.
Assumption 2.1. Technical Conditions
(C1) Normality assumption. Assume that both X and ε follow normal distributions.
(C2) Covariance matrix. λmin(A) and λmax(A) represent, respectively, the smallest
and largest eigenvalues of an arbitrary positive definite matrix A. We assume
that there exist two positive constant 0 < τmin < τmax < ∞, such that 2τmin <
λmin(Σ) ≤ λmax(Σ) < 2−1τmax.
(C3) Regression coefficients. We assume that ‖ β ‖≤ Cβ for some constant Cβ > 0,
where ‖ . ‖ denotes the standard L2 norm. Also assume βmin ≥ νβn−ξmin for some
ξmin > 0, with βmin = minj∈T | βj |.
(C4) Divergence speed of d and d0. We assume log(d) = O(n
ξ) and d0 = O(n
ξ0).
In other words, there exists constants ξ, ξmin, and ν, such that log(d) ≤ νnξ,
d0 ≤ νnξ0, and ξ + 6ξ0 + 12ξmin < 1.
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There are a few comments on those above four technical conditions. First of
all, the normality assumption has been popularly used in the past literature for
theory development. Second, the smallest and largest eigenvalues of the covariance
matrix Σ need to be properly bounded. This bounded condition together with the
normality assumption ensures the Sparse Riesz Condition(SRC) defined in Zhang
and Huang (2008). Third, the standard L2 norm of the regression coefficients β
is bounded above by some proper constant. This guarantees the signal-to-noise
ratio is convergent. Moreover, the minimum value of the nonzero βjs needs to
be bounded below. This constraint on the minimal size of the nonzero regression
coefficient ensures that relevant predictors can be correctly selected. Otherwise,
if some of the nonzero coefficients converge too fast, they can not be selected
consistently. Last but not least, log(d) is bounded above in the order of nξ for
some small constant ξ. This condition allow the predictor dimension d to diverge
to infinity at an exponential fast speed, which implies that the predictor dimension
can be substantially larger than the sample size n.
Under the assumption that the true model T exists, Wang (2009) introduced
the FR algorithm in the aim of discovering all relevant predictors consistently. The
main step of FR algorithm is the iterative forward regression part. Consider the
case where k−1 relevant predictors have been selected accordingly. Then the next
step is to construct a candidate model that include one more predictor that belongs
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to the full set but excluding the selected k−1 predictors, and calculate the residual
sum of squares based on the constructed candidate model. Repeat this step for
each predictor that belongs to the full set but excluding the selected k−1 predictors
and record all the residual sum of squares accordingly. Find the minimum value of
all recorded residual sum of squares and update the kth relevant predictor based
on the index of the corresponding minimum residual sum of squares. A detailed
algorithm in notations is presented as follows.
Algorithm 2.1. (The FR Algorithm )
(Step 1) (Initialization). Set S(0) = ∅.
(Step 2) (Forward Regression).
• (2.1) Evaluation. In the kth step (k ≥ 1), we are given S(k−1). Then, for





T{In − H˜(k−1)j }Y,
where H˜
(k−1)














matrix and In ∈ Rn×n is the identity matrix.
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• (2.2) Screening. We then find





and update S(k) = S(k−1) ∪ {ak} accordingly.
(Step 3) (Solution Path). Iterating Step 2 for n times, which leads a total of n
nested candidate models. We then collect those models by a solution path S =
{S(k) : 1 ≤ k ≤ n} with S(k) = {a1, ..., ak}.
Wang (2009) showed the theoretical proof that FR can identify all relevant
predictors consistently, even if the predictor dimension is considerably larger than
the sample size. In particular, if the dimension of the true model is finite, FR might
discover all relevant predictors within a finite number of steps. In other words,
sure screening property can be guaranteed under the four technical conditions.
Given the sure screening property, the recently proposed BIC criterion of Chen
and Chen (2008) can be used to practically select the best candidate from the
models generated by the FR algorithm. The resulting model is good in the sense
that many existing variable selection methods, such as Adaptive Lasso and SCAD,
can be applied directly to increase the estimation accuracy.
The extended Bayes information criteria (EBIC) proposed by Chen and Chen
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(2008) is suitable for large model spaces. It has the following form:
BIC(M) = log σˆ2(M) + n
−1 |M | (log n+ 2 log d),
where M is an arbitrary candidate model with | M |≤ n, σˆ2(M) = n−1RSS(M) =
n−1Y T{In − H(M)}Y and H(M) = X(M){XT(M)X(M)}−1XT(M). We then select the
best model Sˆ = S(mˆ), where mˆ = arg min
1≤m≤n
BIC(S(m)).
EBIC, which includes the original BIC as a special case, examines both the
number of unknown parameters and the complexity of the model space. In that
paper, model is defined to be identifiable if no model of comparable size other than
the true submodel can predict the response almost equally well. It has been shown
that EBIC is selection consistent under some mild conditions. It also handles
the heavy collinearity problem for the covariates. On top of that, EBIC is easy
to implement due to the fact the extended BIC family does not require a data
adaptive tuning parameter procedure.
Other screening approaches include Tournament Screening (TS). When P 
n, the Tournament Screening (TS) which posses the sure screening property was
introduced in Chen and Chen (2009) to reduce spurious correlation.
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2.3 Screening Consistency of OMP
Orthogonal matching pursuit (OMP) is an iterative greedy algorithm that se-
lects at each step the column which is most correlated with the current residuals.
The selected column is then added into the set of selected columns. Inspired by the
idea of Forward Regression algorithm in Wang (2009), we have shown that under
some proper conditions, OMP can enjoy the sure screening property in the linear
model setup.
2.3.1 Model Setup and Technical Conditions
Consider the linear regression model
y = Xβ + ε. (2.1)
Without loss of generality, we assume that the data are centered, that is, the
columns of X are orthonormal and yi’s are conditionally independent given the
design matrix X. Equivalently, E(Xij) = 0 and V ar(Xij) = 1. Moreover, the
error term  are independently and identically distributed with mean zero and
finite variance σ2.
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Before we show the main result for the screening property of OMP, four tech-
nical conditions are needed as follows.
Assumption 2.2. Technical Conditions
The assumptions are identical to Assumption 2.1 except that
(C2) Covariance matrix. λmin(A) and λmax(A) represent, respectively, the smallest
and largest eigenvalues of an arbitrary positive definite matrix A. We assume that
there exist a positive constant 1 < c <∞, such that c−1 < λmin(Σ) ≤ λmax(Σ) < c.
2.3.2 OMP Algorithm
Under the assumption that the true set T exists, our main objective is to
discover all relevant predictors consistently. To this end, we consider the following
OMP algorithm.
Algorithm 2.2. (The OMP Algorithm )
(Step 1) (Initialization). Set S(0) = ∅. Set the residual r0 = y.
(Step 2) (Forward Selection).
• (2.1) Evaluation. In the kth step (k ≥ 1), we are given S(k−1). Then, for
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every j ∈ F \ S(k−1), we compute
XTj rk−1
where rk−1 = (In−H(S(k−1)))y, H(S(k−1)) = X(S(k−1)){XT(S(k−1))X(S(k−1))}−1XT(S(k−1))
is the projection onto the linear space spanned by the elements of X(S(k−1))
and In ∈ Rn×n is the identity matrix.
• (2.2) Screening. We then find
ak = arg max
j∈F\S(k−1)
| XTj rk−1 |
and update S(k) = S(k−1) ∪ {ak} accordingly.
(Step 3) (Solution Path). Iterating Step 2 for n times, which leads a total of n
nested candidate models. We then collect those models by a solution path S =
{S(k) : 1 ≤ k ≤ n} with S(k) = {a1, ..., ak}.
2.3.3 Main Result
To prove Theorem 2.1, the following lemmas are needed. For convenience, we
define Σˆ = n−1XTX. Moreover, Σˆ(M) and Σ(M) are the submatrices of Σˆ and Σ
(corresponding to M), respectively.
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Lemma 2.1. If we have 1
c
< λmin(Σ) < λmax(Σ) < c, then eigenvalues of the
submatrix of Σ, i.e. Σ11, are also bounded. Suppose Σ11 contains m variables, i.e.
Σ11 is a m×m matrix. Moreover, with probability tending to one, we have
1
c
< λmin(Σˆ11) < λmax(Σˆ11) < c,
as long as m = O(n
1−ξ
3 ).
The proof of Lemma 2.1 can be found in Appendix A.1.1.
Lemma 2.2. Assume conditions (C1),(C2),(C4), and m = O(n
1−ξ
3 ). Then, with
probability tending to one, we have
τmin ≤ min|M |≤mλmin{Σˆ(M)} ≤ max|M |≤mλmax{Σˆ(M)} ≤ τmax.
Note that proof of Lemma 2.2 can be found in Wang (2009), with only slight
changes.
Before we establish our theorems, we follow Wang (2009)’s idea on screening
consistency of a solution path and define the solution path S to be screening
consistent, if
P (T ⊂ S(k) ∈ S for some 1 ≤ k ≤ n)→ 1.
Then OMP’s screening consistency can be formally established by the following
theorem.
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Theorem 2.1. Under model (2.1) and conditions (C1)-(C4), we have as n→∞
P (T ⊂ S([Knξ0+4ξmin ])))→ 1.






β ν is independent of n, the constants τmax,
τmin, Cβ, νβ, ν are defined in conditions (C2)-(C4), and [t] is the smallest integer
no less than t.
Theorem 2.1 proves that, within Knξ0+4ξmin steps, all relevant predictors will
be identified by the OMP algorithm. This number of steps is much smaller than
the sample size n under condition (C4). In particular, if the dimension of the true
model is finite with ξ0 = ξmin = 0, only a finite number of steps are needed to
discover the entire relevant variable set.
Furthermore, Theorem 2.1 provides a theoretical basis for OMP, which enables
us to empirically select the best model from S. On the other hand, the solution
path S contains a total of n nested models. To further select relevant variables
from the solution path S, the following BIC criterion (Chen and Chen, 2008) is
considered,
BIC(M) = log σˆ2(M) + n
−1 |M | (log n+ 2 log d) (2.2)
where M is an arbitrary candidate model with | M |≤ n, σˆ2(M) = n−1RSS(M) =
n−1Y T{In−H(M)}Y and H(M) = X(M){XT(M)X(M)}−1XT(M). We then select the best
model Sˆ = S(mˆ), where mˆ = arg min
1≤m≤n
BIC(S(m)). We typically do not expect Sˆ
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to be selection consistent (i.e. P (Sˆ = T )→ 1). However, we are able to show that
Sˆ is indeed screening consistent.
Theorem 2.2. Under model (2.1) and conditions (C1)-(C4), then as n→∞
P (T ⊂ Sˆ)→ 1.
Define kmin = min
1≤k≤n
{k : T ⊂ S(k)}. By Theorem 2.1, we know that, kmin
satisfies kmin ≤ Knξ0+4ξmin with probability tending to one. Therefore, our aim is
to prove that P (mˆ ≤ kmin)→ 0 as n→∞. Then the theorem conclusion follows.








A detailed proof can be found in Appendix A.2.2
In conclusion, we have shown the theoretical proof that OMP can identify all
relevant predictors consistently, even if the predictor dimension is considerably
larger than the sample size. In particular, if the dimension of the true model is
finite, OMP might discover all relevant predictors within a finite number of steps.
In other words, sure screening property can be guaranteed under the four technical
conditions. Given the sure screening property, the recently proposed BIC criterion
of Chen and Chen (2008) can be used to practically select the best candidate from
the models generated by the OMP algorithm. The resulting model is good in the
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sense that many existing variable selection methods, such as Adaptive Lasso and
SCAD, can be applied directly to increase the estimation accuracy.
2.4 Selection Consistency of Forward Regression
Motivated by the idea of Forward Regression in ultrahigh dimensional setup
proposed by Wang (2009), we are interested in investigating the selection consis-
tency of this FR. In other words, we try to impose some technical conditions on
the linear regression model to derive the theoretical selection consistency property
of FR. A key point to note here is the stopping rule which links the residual sum
of squares to the noise ratio so that the relevant predictors can be distinguished
from the random noises.
2.4.1 Model Setup and Technical Conditions
Again consider the linear regression model
y = Xβ + ε.
Without loss of generality, we assume that the data are centered, that is, the
columns of X are orthonormal and yi’s are conditionally independent given the
design matrix X. Equivalently, E(Xij) = 0 and V ar(Xij) = 1. Moreover, the
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error term  are independently and identically distributed with mean zero and
finite variance σ2.
To show the selection consistency of FR, three technical conditions are imposed
as follows.
Assumption 2.3. Technical Conditions
(C1) Normality assumption. Assume that both X and ε follow normal distributions.
(C5) Eigenvalues of 1
n
XTTXT need to be properly bounded with λmin and λmax. λmin
needs to be bounded away from zero.
(C6) max
j /∈T
‖ XTT (XTTXT )−1XT xj ‖2< c for some proper c ∈ (0, 1).
C1 is the same normality assumption as the condition imposed for the screening
consistent property of OMP. In addition, C5 is similar to the condition C2 imposed
for the screening consistent property of OMP. In fact, C5 provides lower and upper
bounds for the eigenvalues of 1
n
XTTXT . On the other hand, C6 which is a newly
imposed condition, gives a bound for the projection of irrelevant predictors on the
space spanned by the true set T . To be more specific, norm of the projection of
irrelevant predictors on the space spanned by the true set T needs to be within a
pre-set value.
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2.4.2 FR Algorithm
In fact, under the assumption that the true model T exists, our Proposed FR
algorithm, which is an updated version of Wang (2009), aims of discovering all
relevant predictors consistently in a stepwise manner.
Algorithm 2.3. (The Updated FR Algorithm )
(Step 1) (Initialization). Set S(0) = ∅.
(Step 2) (Forward Regression).
• (2.1) Evaluation. In the kth step (k ≥ 1), we are given S(k−1). Then, for
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matrix and In ∈ Rn×n is the identity matrix.
• (2.2) Selection. We then find





and update S(k) = S(k−1)∪{ak} accordingly. In addition, we update residual






where HS(k) = X(S(k)){XT(S(k))X(S(k))}−1XT(S(k)).
(Step 3) (Solution Path). Iterating Step 2 until we come to the stopping rule with
RSS
(k)
j ≤ σ2(n+ 2
√
nlog(n)).
The first two steps are identical to those in Wang (2009). In fact, the only
difference of our updated FR algorithm with that in Wang (2009) is we set a
stopping rule for the algorithm instead of screening the variables with repeating
step 2 n times. By this stopping rule, computational time can be shortened since
the algorithm stops as soon as all the relevant predictors are selected from the full
model.
2.4.3 Main Result
To prove Theorem 2.3, the following lemma is needed.
Lemma 2.3. Consider S(k) ⊂ T ⊂ {1, 2, ..., d}. Let β(S(k)) be the parameter esti-






‖ Xβ − y ‖22
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subject to that we have k relevant variables. Then
inf
α∈R,j∈T−S(k)
‖ Xβ + αxj − y ‖22 ≤ ‖ Xβ − y ‖22 −
λmin
| T − S(k) | ‖ Xβ
(S(k)) −Xβ ‖22 .
The detailed proof of Lemma 2.3 can be found in Appendix A.1.2.
Besides Lemma 2.3, the following result shown in Cai, Xu and Zhang (2009) is
useful in deriving the proof for Theorem 2.3. We define a bound set
B∞(η) = {ε : ‖ XT ε ‖∞≤ σ
√
2(1 + η)log d},
where ε is the noise vector, which follows a Gaussian distribution ε ∼ N(0, σ2In)
and η ≥ 0. The following result, which follows from standard probability calcula-
tions, shows that the Gaussian noise is essentially bounded with





Theorem 2.3. Let µ = max
j /∈T














selects a correct variable at each step until all the variables in T are selected.




logn/n) is the noise level, if there exists a target
coefficient βj that is smaller than O(σn
−1/2) in absolute value, then we can not
distinguish such a small coefficient from zero or noise with large probability.
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Or in other words, under the assumption of Theorem 2.3, it is possible to
identify all features correctly using the updated forward regression algorithm as
long as the target coefficients βj are larger than O(σn
−1/2).
The emphasis of Theorem 2.3 is to let Forward Regression identify all the
relevant variables before it stops, i.e. to recover exactly. Please refer to Appendix
A.2.3 for a detailed proof of Theorem 2.3.
In all, we have also provided the theoretical proof that forward regression is
variable selection consistent under some proper conditions. In other words, by
the time stopping rule is satisfied, all the relevant predictors are included in the
selected model with probability tending to one. Then estimation accuracy can be
improved a lot based on the reduced and correctly selected model.
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2.5 Numerical Analysis
2.5.1 Simulation Setup
For a reliable numerical comparison, we present the following three simulation
examples on both Forward Regression and OMP, to examine the finite perfor-
mances of the selection consistent property of Forward Regression and the screen-
ing consistent property of OMP. For each parameter setup, a total of N = 100
simulation replications are conducted.
Let Sˆ(k) = {j : βˆj(k) 6= 0} be the model selected in the kth simulation replica-
tions and the corresponding Average Model size = 100−1
∑
k | Sˆ(k) |. Recall T rep-
resents the true model, we evaluate the Coverage Probability = 100−1
∑
k I(Sˆ
(k) ⊃ T ),
which measures how likely all relevant variables will be discovered by one particular
method. This defined Coverage probability characterizes the screening property of
a particular method.
To characterize the capability of a method in producing sparse solutions, we
define









I(βˆj(k) = 0)× I(βj = 0)}
(2.4)
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To characterize the method’s underfitting effect, we further define









I(βˆj(k) = 0)× I(βj 6= 0)}
(2.5)
If all sparse solutions are correctly identified for all irrelevant predictors and no
sparse solution is mistakenly produced for all relevant variables, the true model is
perfectly identified, that is Sˆ(k) = T . To measure such a performance, we define the
Percentage of Correctly Fitted (%) = 100−1
∑
k I(Sˆ
(k) = T ), which characterizes
the selection consistency property of a particular method.
As we need to know which variables are truly relevant or irrelevant, we create
sparse regression vectors by setting βi = 0 for all i = 1, ..., d, except for a chosen set
T of coefficients, where βi are defined in advance for every 1 ≤ i ≤ d0. Moreover,
the noise vector (1, ..., n) is chosen i.i.d. N(0, 1). Note that all the simulation
runs are conducted in Matlab.
Example 1. (Independent Predictors) This is an example borrowed from Fan
and Lv (2008). Xi is generated independently according to a standard multi-
variate normal distribution. Thus, different predictors are mutually independent.
(n, d, d0) = (100, 5000, 8) with βj = (−1)Uj(4 logn
√
n+ | Zj |), where Uj is a binary
random variable with P (Uj) = 0.4 and Zj is a standard normal random variable.
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Example 2. (Autoregressive Correlation) Xi is generated from a multivari-
ate normal distribution with mean 0 and Cov(Xij1 , Xij2) = 0.5
|j1−j2|. This is
called an autoregressive type correlation structure. Such type of correlation struc-
ture might be useful if a natural order exists among the predictors. As a con-
sequence, the predictors with large distances in order are expected to be mutu-
ally independent approximately. This is an example from Tibshrani (1996) with
(n, d, d0) = (100, 5000, 3). In addition, the first, fourth, and seventh components
of β are set to be 3, 1.5 and 2, respectively.
Example 3. (Grouped Variables) Xi is generated by the following rule. Xij =√
3/20Z1 +
√





j ∈ {d0+1, ..., d0+5}, and Xij = x,j otherwise, where Z1 ∼ N(0, 1), Z2 ∼ N(0, 1),
and x,j ∼ N(0, 1) are independent. This creates within-group correlations of
ρij = 0.15 for i, j ∈ {1, ..., d0} and ρij = 0.95 for i, j ∈ {d0+1, ..., d0+5}. This exam-
ple presents an interesting scenario where a group of significant variables are mildly
correlated and simultaneously a group of insignificant variables are strongly corre-
lated. The settings are similar to those in Example 2. (n, d, d0) = (100, 5000, 3). In
addition, the three nonzero components of β are set to be 3, 1.5 and 2, respectively.
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2.5.2 Simulation Results for OMP Screening Consistent
Property
Finite sample performance of OMP screening consistent property is investigated
based on the above mentioned three examples in section 2.5.1. Simulation results
are presented in Table 2.1.
First of all, simulation results for the Independent Predictor Example are in
good performance in terms of screening selection consistency for OMP. In other
words, we have 100% Coverage Probability, which means all relevant variables
can be discovered by OMP method. In addition, 94% of correctly fitted means
that BIC selects the true set of variables correctly 94 times out of 100 simulation
replications. This result is not surprising since Zhang (2009) pointed out that
OMP can select features or variables consistently under a certain irrepresentable
condition. Furthermore, percentage of correct zeros and percentage of incorrect
zeros are 99.9% and 1.6% respectively. Last but not least, the average model size
is 7.94, which is slightly below d0 = 8.
Furthermore, simulation results for Autoregressive Correlation Example are
in very good performance in terms of screening selection consistency for OMP.
Both of the Coverage Probability and the Percentage of correctly fitted are 100
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%. Especially, 100% of correctly fitted means BIC selects the true set of variables
correctly 100 times out of 100 simulation replications. This is good news since
the number of nonzero βj d0 is 3, which is a very sparse representation given
d = 5000. On top of that, percentage of correct zeros and percentage of incorrect
zeros are 100% and 0% respectively. Last but not least, the average model size
is 3. Therefore, it seems that our OMP algorithm works pretty well under this
Autoregressive Correlation setup with a sparse representation of β.
Thirdly, simulation results for Grouped Variables Example are in worst perfor-
mance among all the three examples in terms of screening selection consistency for
OMP. However, the performance itself is not bad. Coverage Probability is 96%,
meaning that not all the relevant predictors can be discovered by OMP algorithm
in some of the simulation replications. In addition, 34% of correctly fitted means
that BIC selects the true set of variables correctly only 34 times out of 100 sim-
ulation replications. On top of that, percentage of correct zeros and percentage
of incorrect zeros are 95.9% and 2% respectively. Last but not least, the average
model size is 3.84.
Besides a summary of simulation results of OMP algorithm, three plots are pre-
sented in Figure 2.1. For each of the three examples, one particular plot of number
of variables included in the final model versus BIC is extracted for reference. These
graphs are not representable as a whole, however, they do provide trends of BIC
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casewise. Take BIC of Example 1 as an example. Please refer to Figure 2.1(a).
BIC decreases as the number of variables included in the model increases. BIC
reaches a local minimum when the number of variables included hits d0 = 8. After
that, BIC increases as the number of variables included in the model increases until
the number of variables gets near to the sample size. This is not surprising since
BIC decreases as the model complexity increases. Similar trends can be observed
for Example 2 and Example 3. Please refer to Figure 2.1(b) and 2.1(c).
One possible suggestion for OMP algorithm is that after the screening process
with n candidate models, we compare only n
2
BIC candidate models for minimum
BIC values. By doing so, computational time can be saved without loss of correct-
ness of screening consistent property of OMP.
In conclusion, finite simulation performances in terms of screening selection
consistency for OMP are good under all the three examples. Those performances
support our theories proposed in the previous section 2.3.3.
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(a) Example 1: X axis for number of pre-
dictors included in the model v.s. Y axis
for BIC
(b) Example 2: X axis for number of pre-
dictors included in the model v.s. Y axis
for BIC
(c) Example 3: X axis for number of pre-
dictors included in the model v.s. Y axis
for BIC
Figure 2.1 OMP Simulation Results: BIC Trends
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Coverage Percentage of Percentage of Percentage of Average
probability correct incorrect correctly model
d0 (%) zeros(%) zeros(%) fitted(%) size
IP 8 100 99.9 1.6 94 7.94
AC 3 100 100 0 100 3
GV 3 96 95.9 2 34 3.84
Table 2.1 Simulation Summary for OMP with (n,d)=(100,5000)
2.5.3 Simulation Results for FR Selection Consistent Prop-
erty
Finite sample performance of FR selection consistent property is investigated
based on the above mentioned three examples in section 2.5.1. Simulation results






First of all, simulation results for the Independent Predictor Example are in
good performance in terms of variable selection consistency for FR. In other words,
we have 100% Coverage Probability, which means all relevant variables can be
discovered by FR method with the prescribed stopping rule. In addition, 97% of
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correctly fitted means that with the prescribed stopping rule, FR recovers all the
relevant variables exactly and correctly 97 times out of 100 simulation replications.
Furthermore, percentage of correct zeros and percentage of incorrect zeros are
99.9% and 0% respectively, meaning that a few irrelevant predictors are selected
into the final model. Last but not least, the average model size is 8.04, which is
slightly above d0 = 8.
Furthermore, simulation results for Autoregressive Correlation Example are in
very good performance in terms of variable selection consistency for FR. Both of the
Coverage Probability and the Percentage of correctly fitted are 100 %. Especially,
100% of correctly fitted means FR selects the true set of variables exactly and
correctly 100 times out of 100 simulation replications. This is good news since
the number of nonzero βj d0 is 3, which is a very sparse representation given
d = 5000. On top of that, percentage of correct zeros and percentage of incorrect
zeros are 100% and 0% respectively. Last but not least, the average model size is
3. Therefore, it seems that our updated FR algorithm works pretty well under this
Autoregressive Correlation setup with a sparse representation of β.
Thirdly, simulation results for Grouped Variables Example are in worst per-
formance among all the three examples in terms of variable selection consistency
for FR. However, the performance itself is not bad. Coverage Probability is 94%,
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Coverage Percentage of Percentage of Percentage of Average
probability correct incorrect correctly model
d0 (%) zeros(%) zeros(%) fitted(%) size
IP 8 100 99.9 0 97 8.04
AC 3 100 100 0 100 3
GV 3 94 97.4 1.8 61 3.25
Table 2.2 Simulation Summary for FR with (n,d)=(100,5000)
meaning that not all the relevant predictors can be discovered by FR algorith-
m with the prescribed stopping rule, in some of the simulation replications. In
addition, 61% of correctly fitted means that FR selects the true set of variables
correctly 61 times out of 100 simulation replications. On top of that, percentage
of correct zeros and percentage of incorrect zeros are 97.4% and 1.8% respectively.
Last but not least, the average model size is 3.25.
In conclusion, finite simulation performances in terms of variable selection con-
sistency for FR are pretty good under all the three examples. Those performances
support our theories proposed in the previous section 2.4.3.
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2.6 Conclusion
To conclude, we have shown the theoretical proof that OMP can identify all
relevant predictors consistently, even if the predictor dimension is considerably
larger than the sample size. In particular, if the dimension of the true model is
finite, OMP might discover all relevant predictors within a finite number of steps.
In other words, sure screening property can be guaranteed under the four technical
conditions. Given the sure screening property, the recently proposed BIC criterion
of Chen and Chen (2008) can be used to practically select the best candidate from
the models generated by the OMP algorithm. The resulting model is good in the
sense that many existing variable selection methods, such as Adaptive Lasso and
SCAD, can be applied directly to increase the estimation accuracy.
Furthermore, discussion on the relationship between Forward Regression and
Orthogonal Matching Pursuit is listed below. Orthogonal Matching Pursuit is
based on the inner products between the current residual and the column vector.
On the other hand, the selection step used in Forward Regression differs from the
one used in Orthogonal Matching Pursuit in that it selects the predictor column Xi,
that will lead to the minimum residual error after orthogonalization. In addition,
it is important to realize that the OMP selection procedure does not select the
element that, after orthogonal projection of the signal onto the selected elements,
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minimizes the residual norm.
Meanwhile, we have also provided the theoretical proof that Forward Regression
algorithm is variable selection consistent under some proper conditions. In other
words, by the time stopping rule is satisfied, all the relevant predictors are included
in the selected model with probability tending to one. Then estimation accuracy





During the last two decades, longitudinal and repeated measurement data has
gained a lot of attention in the fields of biology, medicine, economics, and even
agriculture. With fast and rapid development of computers and modern technology,
many variables can be easily collected in a scientific study. As a result, we often
come across situations where too many variables are included in the full model at
the initial stage of modeling.
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So far we have been dealing with linear models with one normal error term in
the previous chapter. Those linear models usually have fixed effects in the linear
predictor of mean. In this section, we allow random effects in the mean structure.
The aim of this chapter is to introduce a new method which incorporates vari-
able selection procedures in the setting of mean modeling via h-likelihood. It will
be demonstrated by simulations, that the proposed penalty-based method pro-
duces good fixed effect estimation results and is able to identify zero regression
coefficients in modeling the mean structure.
3.2 Literature Review
3.2.1 Partial Linear models
Linear models have been widely used and employed in the literature. One ex-
tension of linear models, which was introduced by Nelder and Weddrburn (1972),
is generalized linear models (GLMs). GLMs allow the class of distributions to be
expanded from the normal distribution to that of one-parameter exponential fam-
ilies. In addition, GLMs generalize linear regression in the following two manners.
First of all, GLMs allow the linear model to be related to the response variable
via a link function, or equivalently a monotonic transform of the mean, rather
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than the mean itself. Second, GLMs allow the magnitude of the variance of each
measurement to be a function of its predicted value.
On the other hand, Laird and Ware (1982) proposes Linear mixed-effect models
(LME), which are widely used in the analysis of longitudinal and repeated mea-
surement data. Linear mixed-effect models have gained popular attention since
they take into consideration of the within-cluster and between-cluster variations
simultaneously. Vonesh and Chinchilli (1996) has investigated and applied statis-
tical estimation as well as inference for this class of LME models. However, it
seems that, model selection problem in LME models, is ignored. This disregarded
problem was noticed and pointed out by Vaida and Blanchard (2005), stating that
when the focus is on clusters instead of population, the traditional selection criteria
such as AIC and BIC are not appropriate. In the paper of Vaida and Blanchard
(2005), the conditional AIC is proposed, for mixed effects models with detailed
discussion on how to define degrees of freedom in the presence of random effects.
Furthermore, Pu and Niu (2006) studies the asymptotic behavior of the proposed
generalized information criterion method for selecting fixed effects.
Recently, Fan and Li (2012) develops a class of variable selection procedures for
both fixed effects and random effects in linear mixed effect models by incorporat-
ing the penalized profile likelihood method. By this regularization method, both
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fixed effects and random effects can be selected and estimated. There are two out-
standing aspects regarding Fan and Li (2012)’s method. First of all, the proposed
procedures can estimated the fixed effects and random effects in a separate way. Or
in other words, the fixed effects can be estimated without the random effects being
estimated and vice versa. In addition, the method works in the high-dimensional
setting by allowing dimension of random effect to grow exponentially with sample
size.
Combined with the idea of generalized linear models (GLM) and linear mixed-
effect models (LME), one extension, generalized linear mixed models (GLMM) is
developed. In the traditional GLMs, it is assumed that the observations are un-
correlated. To solve the constrained assumption, GLMMs allow for correlation
between observations, which often happens in the longitudinal data and clustered
designs. The advantages of GLMMs are presented as follows. First of all, GLMMs
allow random effects to be included in the linear predictor. As a result, the cor-
relations between observations can be explained through an explicit probability
model. Second, when the focus is on estimating the fixed effects on a particular
individual, GLMMs provide good subject-specific parameter estimates. However,
since GLMMs are also called multilevel models, it is generally more computational
intensive when fitting the model.
So far, all those GLMs and GLMMs are well established parametric regression
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models. A serious disadvantage of parametric modeling is that a parametric model
may be too restrictive in some applications. To overcome this restrictive assump-
tion difficulty in the parametric regression, nonparametric regression have gained
popular attention in the literature. There are many nonparametric and smoothing
methods, such as kernel smoothing, local polynomial fitting, penalized splines, and
etc. In this section, two often-used smoothing methods in estimating a nonpara-
metric model are described in the following paragraphs since they are used later
in simulations and applications.
The first type is called local linear kernel smoothing. The main idea of local
linear kernel smoothing is to locally approximate the function f linearly. Local
linear kernel smoothing uses Taylor expansion as a fundamental tool. In particular,
Taylor expansion states that any smooth function can be locally approximated by
a polynomial of some degree.
Suppose we have a simple nonparametric model
yi = f(ti) + i,
for i = 1, ..., n. Let t0 be an arbitrary fixed point where the function f is estimated.
Assume f(t) has a first order continuous derivative at t0. Then by Taylor expansion,
f(t) can be locally approximated by
f(t) ≈ f(t0) + (t− t0)f (1)(t0),
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in a neighborhood of t0 that allows the above expansion where f
(1)(t0) denotes the
first derivative of f(t) at t0.
Let α0 = f(t0) and α1 = f
(1)(t0). The local linear smoother is obtained by
fitting a data set locally with a linear function, to minimize the following weighted
least squares criterion:
Σni=1[yi − α0 − α1(t− t0)]2Kh(ti − t0).
where Kh(.) = K(./h)/h, which is obtained by re-scaling a kernel function K(.)
with a positive constant bandwidth h. The primary objective of the bandwidth h is
to specify the size of the local neighborhood [t0−h, t0+h] where the local fitting is
conducted. Moreover, the kernel function K(.) determines how observations within
the neighborhood contribute to the fit at t0. A detailed introduction of he kernel
function will be provided in the later paragraphs.
The local linear smoother ˆfh(t0) = αˆ0, can be simply expressed as
ˆfh(t0) =









i=1Kh(ti − t0)(ti − t0),
s2(t0) = Σ
n
i=1Kh(ti − t0)(ti − t0)2.
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A local linear smoother is often good enough for most problems if the kernel
function K(.) and the bandwidth h are adequately determined. Moreover, it enjoys
many good properties that the other linear smoothers may lack. Fan (1992,1993),
Fan and Gijbels (1996, chapter 2), and Hastie and Loader (1993) separately dis-
cussed those good properties in details.
The kernel function K(.) used in the local linear smoother is a symmetric prob-
ability density function. The kernel K(.) specifies how the observations contribute
to the local linear kernel fit at t0, whereas the bandwidth h specifies the size of the
local neighborhood [t0 − h, t0 + h]. Several widely-used kernel functions include:
• Uniform K(u) = 1
2
I{|u|≤1},
• Epanechnikov K(u) = 3
4
(1− u2)I{|u|≤1},
• Biweight K(u) = 15
16
(1− u2)2I{|u|≤1},






Suppose, for instance, the uniform kernel is used. All the ti’s within the neigh-
borhood [t0 − h, t0 + h] contribute equally, or equivalently, the weights are the
same, in the local linear kernel fit at t0; on the other hand, all the ti’s outside the
neighborhood [t0−h, t0+h] contribute nothing. Suppose, for another example, the
gaussian kernel is used. The contribution of the ti’s is determined by the distance
of ti from t0. In other words, smaller distance (t− t0) results in larger contribution,
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since the gaussian kernel is a bell-shaped curve, which peaks at the origin.
The second type of smoothing is called regression spline smoothing. In local
linear kernel smoothing introduced above, local neighborhoods were defined by
a bandwidth h and a fixed point t0. On the other hand, in regression spline
smoothing that will be introduced shortly, local neighborhoods are defined by a
group of locations, known as knots, for example,
τ0, τ1, ..., τK , τK+1,
in an interval [a, b] where a = τ0 < τ1 < ... < τk < τk+1 = b. Moreover, τi, i =
1, 2..., k are referred as interior knots or simple knots. Then local neighborhoods
are divided by these knots, i.e.,
[τi, τi+1), i = 0, 1, ..., k,
and within any two neighboring knots, a Taylor’s expansion up to some degree is
applicable.
A regression spline can be constructed in terms of truncated power basis. As
mentioned earlier, there are K knots τ1, ..., τK and the k-th degree truncated power
basis can be expressed as:
1, t, ..., tk, (t− τ1)k+, ..., (t− τK)k+,
where ak+ denotes power k of the positive part of a with a+ = max(0, a). In most
of the literature, it is called ”constant, linear, quadratic and cubic” truncated
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power basis when k = 0, 1, 2, and 3 correspondingly. For the purpose of this
chapter, cubic truncated power basis is used in subsequent sections of simulations
and applications.
We still consider the above mentioned simple nonparametric model
yi = f(ti) + i,
for i = 1, ..., n. It is with conventional purpose to denote the truncated basis as
Φp(t) = [1, t, ..., t
k, (t− τ1)k+, ..., (t− τK)k+]T ,
where p = K + k + 1 is the number of the basis functions involved. Then the
regression fit of the function f(t) in the nonparametric model can be expressed as
fˆp(t) = Φp(t)
T (XTX)−1XTy,
where y = (y1, ..., yn)
T and X = (Φp(t1), ...,Φp(tn))
T .
To sum up, parametric models are very useful for longitudinal data analysis
since they provide a clear and easy description of the relationship between the
response variable and its covariates. However, in most of data analysis, the para-
metric model does not fit the data well, resulting biased estimates. To overcome the
restricted assumptions on parametric forms, various nonparametric models such as
nonparametric mixed-effects models have been proposed for longitudinal data. See
for example Fan and Zhang (2000),Rice and Wu (2001), among others. There is
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always a tradeoff model assumptions and model complexity. Parametric models
are less robust against model assumptions, but they are efficient when the models
are corrected assigned. On the other hand, nonparametric models are more robust
against model assumptions but they are less efficient and more complex.
Semiparametric models come across in the need to compromise and remain
good features of both parametric and nonparametric models. In semiparametric
models, parametric component and nonparametric component are the two essential
components. More specifically, the parametric component is often used to model
important factors that effect the responses parametrically whereas the nonpara-
metric component is often used for less important and nuisance factors. Various
semiparametric models for longitudinal data include semiparametric population
mean models(Martinussen and Scheike,1999; Lin and Ying,2001; among others),
semiparametric mixed-effects models (Zeger and Diggle,1994; Zhang et al.,1998),
and semiparametric nonlinear mixed-effects models(Wu and Zhang,2002b). For
the purpose of this chapter, we restrict our attention to partially linear regression.
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3.2.2 H-likelihood
In longitudinal studies, there are two types of models, marginal models and con-
ditional models. By definition, marginal models are usually referred as population-
average models by ignoring the cluster random effects. In contrast, conditional
models are random-effect or subject-specific models. The main difference between
marginal and conditional models is whether the regression coefficients describe an
individual’s response or the marginal response to changing covariates. Or in other
words, changing covariates does not attempt to control for unobserved subject-
s’ random effects. Diggle, Liang and Zegern (1994) suggested the random-effect
model for inferences about individual responses and the marginal model and the
marginal model for inferences about margins.
The idea of h-likelihood was introduced by Lee and Nelder (1996). H-likelihood
is an extension of Fisher likelihood to models of GLMs with additional random
effects in the linear predictor. The concept of h-likelihood is for inferences for
unobserved random variables. In fact, h-likelihood is a special kind of extended
likelihood, where the random effect parameter is specified to satisfy certain con-
ditions as we shall talk more in details later. In the mean time, with the idea of
h-likelihood, hierarchical generalized linear models(HGLMs) was introduced as well
in Lee and Nelder (1996)’s paper. This class of hierarchical GLMs allows various





Gamma Inverse Gamma Log
Table 3.1 Conjugate HGLMs.
distributions of the random component. In addition, these distributions are conju-
gate to the distributions of the response y. Four conjugate HGLMs were introduced
in Lee and Nelder (1996), namely normal-normal, poisson-gamma, binomial-beta,
and gamma-inverse gamma. Please refer to Table 3.1 for reference. If we let y be
the response and u be the unobserved random component, v is the scale on which
the random effect u happens linearly in the linear predictor. In other words, u are
v are linked via some strictly monotonic function.
Consider the hierarchical model where y|v and v follow some arbitrary distribu-
tions listed in Table 3.1. The definition of h-likelihood, denoted by lh, is presented
in the following way:
lh = l(β, φ; y|v) + l(α; v), (3.1)
wherel(α; v) is the log likelihood function of v given parameter α, and l(β, φ; y|v)
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is that of y|v given parameter β and φ. One point to note is that the h-likelihood
is not a traditionally defined likelihood since the v are not directly observable. In
the traditional standard maximum likelihood estimation for models with random
effects, the method is based on the marginal likelihood as the objective function.
In this marginal likelihood approach, random effects v are integrated out and what
remain in the maximized function are the fixed effects β and dispersion parameter
φ. There are two disadvantages of the marginal likelihood approach. First of all,
the intractable integration of v is with obvious difficulty. In addition, random
effects are non-estimable after integration. In contrast, the h-likelihood approach
avoids such intractable integration. In fact, as clearly stated in Lee and Nelder
(1996), ”we can treat the h-likelihood as if it were an orthodox likelihood for the
fixed effects β and random effects v, where the v are regarded as fixed parameters
for realized but unobservable values of the random effects.” Furthermore, the h-
likelihood allows us to have a fixed effect estimator that is asymptotically efficient
as the marginal maximum likelihood estimator. Last but not least, the maximized
h-likelihood estimates are derived by solving the two equations simultaneously:
∂lh/∂β = 0;
∂lh/∂v = 0. (3.2)
People always expect an outstanding property of likelihood inference to be invariant
with respect to transformations. As for maximum h-likelihood estimates, estimates
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for random effects are invariant with respect to the transformation of the random
components of u.
Furthermore, Lee and Nelder (1996) mentioned adjusted profile h-likelihood,
which is defined in the following way:





where D(lh) = − ∂2lh∂v∂vT . It eliminates the nuisance effects v from the h-likelihood.
Moreover, the D(lh) part is often referred as the adjusted term for such elimina-
tion. In fact, this adjusted profile h-likelihood, which is used for the estimation
of dispersion components, acts as an approximation of the marginal likelihood,
without integrating v out.
There are a few outstanding contributions of Lee and Nelder (1996)’s publi-
cation. First of all, it widens the choice of random effect distributions in mixed
generalized linear models. In addition, it brings about the h-likelihood as a device
for estimation and prediction in hierarchical generalized linear models. Compared
to the traditional marginal likelihood, the h-likelihood avoids the messy integration
for the random effects and hence is convenient to use. Furthermore, maximized
h-likelihood estimates are obtained by iteratively solving equation 3.2. To con-
clude, the h-likelihood is used for inference about the fixed and random effects
given dispersion parameter φ.
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On the other hand, Lee and Nelder (2001) demonstrated the use of an adjusted
profile h-likelihood for inference about the dispersion components given fixed and
random effects. In this paper, the focus is on the joint modeling of the mean and
dispersion structure. Iterative weighted least squares (IWLS) algorithm is used for
estimations of both the fixed and random effects by the extended likelihood and
dispersion parameters by the adjusted profile likelihood. Later in Noh and Lee
(2007)’s paper, the algorithm was adjusted by replacing the extended likelihood to
the first order adjusted profile likelihood, as to estimate fixed effects in the mean
structure.
Lee and Nelder (2006) proposed a class of double hierarchical generalized lin-
ear models in which random effects can be specified for both the mean and dis-
persion. Compared with HGLMs, double hierarchical generalized linear models
allows heavy-tailed distributions to be present in the model. Random effects are
introduced in the dispersion model to solve heteroscedasticity between clusters.
Then h-likelihood is applied for statistical references and efficient algorithm, as the
synthesis of the inferential tool.
In conclusion, for both hierarchical generalized linear models(HGLMs) and
double hierarchical generalized linear models(DHGLMs), h-likelihood plays an im-
portant role in inferences for models having unobservable or unobserved random
variables. Furthermore, numerical studies have been investigated and shown that
3.3 Variable Selection via Penalized H-Likelihood 67
h-likelihood gives statistically efficient estimates for HGLMs as well as DHGLMs.
In addition, Noh and Lee (2004) have shown that the h-likelihood procedure out-
performs existing methods, including MCMC-type methods, in terms of bias. Last
but not least, compared to the traditional marginal likelihood, the h-likelihood
avoids the messy integration for the random effects and hence is convenient to use.
Therefore, the h-likelihood method is worth attention.
3.3 Variable Selection via Penalized H-Likelihood
3.3.1 Model Setup
Suppose that we have k independent groups and each group contains m sub-
jects. Let yij be the j
th subject of group i, where i = 1, ..., k and j = 1, ...,m.
Based on the idea of modeling the mean structure in the HGLM framework, we
consider a Partial Linear Model for modeling the conditional mean.
g(µij) = f(tij) + x
T
ijβ + vi,
where f(.) is an unknown smooth function in t, tij is an univariate explanatory
variable in [0, 1] for simplicity, g(.) is the canonical link function for the conditional
distribution of yij and xij is a p × 1 covariate vector with β as the associated
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coefficients. In matrix representation,
y = f(t) +Xβ + Zv + ε, (3.3)
We assume that conditional on random variables ui, yij is from an exponential
family with mean and variance
E(yij|ui) = µij;
V (yij|ui) = φV (µij).
We also assume that (XT , t)T and ε are independent. The random effects presented
in the mean model vi are linked to ui via the relationship vi = v(ui), where ui ∼
N(0, σ2u). This allows for the definition of h-likelihood given in Lee and Nelder
(1996). In this chapter, the identity link vi = ui is used and hence this canonical
scale corresponds to the case that the conditional distribution of the response y is
normal, i.e. yij ∼ N(µij, φ).
For simplicity, random effects are considered in the form of a random intercept
throughout this chapter. If a random intercept is not sufficient to represent the
variation exhibited in the data, then the model can be easily extended to a more
general form by considering a more complex random effects structure.
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j=1(yij − xTijβ − vi − f(tij))2 + Σki=1v2i
2σ2u
}.
Thus, the log of h-likelihood is


























For the purpose of this chapter, the first and second derivatives of lh(β, v) with
respect to β and v are derived and listed below.
5lh(β, v) = ∂lh(β, v)
∂β
= XT (y −Xβ − Zv − f(t));






= ZT (y −Xβ − Zv − f(t))− 1
σ2u
v;
3.3 Variable Selection via Penalized H-Likelihood 70
∂2lh(β, v)
∂v∂vT
= −ZTZ − 1
σ2u
I.
The maximum likelihood estimate for the random effects vˆ, is obtained by
setting ∂lh(β,v)
∂v
to zero. Then an approximated likelihood for the fixed effects can
be obtained by plugging the estimate vˆ in lh(β, v). In addition, the marginal
likelihood is approximated by the adjusted profile likelihood





where D(lh(β, v)) = −∂2lh(β,v)∂v∂vT .
Now the problem of how to estimate the smooth function f(t) rises. In this
chapter, we use two nonparametric approaches to estimate f(t) : local linear re-
gression technique and spline technique.
In the framework of penalized variable selection, we apply a penalty on the
approximated marginal likelihood so that
lp(β) = l(β)− n
p∑
j=1
Pλ(| βj |), (3.5)
where Pλ(.) is the penalty function with tuning parameter λ. Our aim is to max-
imize lp(β) and get the maximum likelihood estimates for the fixed effects β. We
will give a brief theoretical support on how to derive the estimation in the following
paragraphs.
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First of all, the L1 penalty functions are singular at the origin, and they do not
have continuous second order derivatives. However, they can be locally approx-
imated by a quadratic function as follows. Assume that we are given an initial
value β0 that is close to the maximizer of lh(β). If βj0 is very close to 0, then set
βˆj = 0. Otherwise they can be locally approximated by a quadratic function as












when βj 6= 0. In other words,
Pλ(| βj |) ≈ Pλ(| βj0 |) + 1
2
P ′λ(| βj0 |)
| βj0 | (β
2
j − β2j0),
for βj ≈ βj0. A drawback of this approximation is that once a coefficient is shrunk
to zero, it will stay at zero.
Furthermore, note the first two derivatives of the log h-likelihood function
lh(β, v) are continuous. Around a given point β0, the log h-likelihood function
can be approximated by
lh(β) ≈ lh(β0) + [∂lh(β0)
∂β
]T (β − β0) + 1
2
(β − β0)T [∂
2lh(β0)
∂β∂βT
](β − β0). (3.6)
Similarly, lp(β) can be locally approximated by the quadratic function
lp(β) = l(β0) +5l(β0)T (β − β0)




(β − β0)T 52 l(β0)(β − β0)− 1
2
nβTΣλ(β0)β + C, (3.7)




diag{P ′λ(| β10 |)/ | β10 |, ..., P ′λ(| βp0 |)/ | βp0 |}. The quadratic maximization
problem yields the solution iteratively by
β1 = β0 + {52l(β0)− nΣλ(β0)}−1{nΣλ(β0)β0 −5l(β0)}. (3.8)




− nP ′λ(| βˆj0 |)sgn(βˆj0) = 0,
for non-zero elements of βˆ0.
As stated in Fan and Li (2001), in the maximum likelihood estimation (MLE)
setting, with good initial value of β0, the one-step procedure can be as efficient as
the fully iterative procedure, when the Newton-Raphson algorithm is used. Thus,
if we have a good initial value for β, the very next iteration can be regarded as
a one-step procedure and the resulting estimator can be as efficient as the fully
iterative method. On the other hand, good initial values of β are not a must. In
fact, the estimators from the full models can be used as initial estimators, as long
as they are not overly parameterized.
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3.3.3 Variable Selection via the Adaptive Lasso Penalty
As mentioned in the literature review on penalized approaches in Chapter 2,
there are many penalized likelihood variable selection criteria available. In this
chapter, we focus on the Adaptive Lasso penalty, which was introduced by Zou
(2006). The form of the penalty function for Adaptive Lasso is given by
Pλ(| βj |) = λwj(| βj |),
where w is a known weights vector and λ is the tuning parameter satisfying λ > 0.
It has been shown if the weights are data-dependent and cleverly chosen, the
weighted Lasso can achieve the oracle properties, or in other words, it perform-
s as well as if the true underlying model were known in advance. This is the
main reason for our choice of penalty function. In addition, the Adaptive Lasso
is less complicated than the smoothly clipped absolute deviation (SCAD) penalty
introduced by Fan and Li (2001), and hence easier to implement.
For the choice of the data-dependent weights vector w, we use the hierarchical





As the sample size grows, the weights for zero-coefficient estimators get to infinity,
whereas the weights for nonzero-coefficients converge to a finite constant.
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A significant part of our proposed method is the process of variable selection by
choosing an appropriate penalty function. As a result, the choice of the tuning pa-
rameter λ in the penalty function becomes important. The most popular methods
for choosing such tuning parameters are K-fold cross-validation and generalized
cross-validation procedures in the literature. In fact, the consistency of selection of
various shrinkage methods relies on an appropriate choice of the tuning parameter-
s, and the method of generalized cross-validation (GCV) method has been widely
used in the past literature. Therefore, we adopt the traditional method, general-
ized cross-validation method, for the choice of the tuning parameter. In particular,
suppose we have the fitted Yˆ = HY for a linear method under squared error, then










Then we obtain the tuning parameter λ with the minimized GCV.
3.3.4 Computational Algorithm
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• Assume a partial linear model excluding variable selection. Express f(tij) in
a parametric way. For example, a cubic regression spline can be expressed










where the 5 knots τ1, ..., τ5 are percentiles of t, α0, ..., α8 are the associated
coefficients, and s = 3, r = 5 are the numbers corresponding to the cubic
regression spline representation.
• Initialize the fixed effects βˆ(0) = βˆhglm, where βˆhglm are the h-likelihood esti-















where αˆ = αˆhglm are the h-likelihood estimates.






Σmj=1[yij − xTijβˆ(0) − fˆ(tij)]
with σ2u = 0.2 and φ = 1.
(Step 2) (Loop).
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Σmj=1[yij − xTijβˆ(k) − fˆ(tij)]
• For the (k + 1)th iteration, set the estimator βˆ(k) from the kth iteration and
update β by
βˆ(k+1) = β(k) + {52l(β(k))− nΣλ(β(k))}−1{nΣλ(β(k))β(k) −5l(β(k))}
• For s = 1, ..., p, set βˆ(k+1) = 0 if βˆ(k+1) < cΣps=1 | βˆ(k+1) |, for a small cutoff
value c.
• Compute | βˆ(k+1)−βˆ(k)
βˆ(k)
| and compare to a small predetermined value c′. If
| βˆ(k+1)−βˆ(k)
βˆ(k)
| is smaller than c′, stop the loop.
3.4 Simulation Studies
To assess the finite sample performance of our proposed method, we conduct
several simulation studies. All simulations are conducted using R codes. Our
models have the form
yij = f(tij) + x
T
ijβ + vi + εij (3.9)
with vi ∼ N(0, σ2u) and εij ∼ N(0, φ). It has been assumed throughout this
chapter, σ2u = 0.2 and φ = 1. In addition, the distribution of the response yij
conditional on the random components vi is also assumed to be N(µij, φ) where
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µij = f(tij)+x
T
ijβ+vi. To form the covariates xij = (xij1, ..., xij10)
T for the model,
we draw random samples from a multivariate Normal distribution N(0,Σ), where
the covariance matrix Σ is assumed to have an AR(1) structure with σ2 = 1 and
ρ = 0.5. The choice of the correlation parameter ρ is fixed here since the choice of
the correlation has little impact on the resulting penalized estimates for β by trying
several values for ρ ∈ [0.1, 0.9]. Furthermore, tij are simulated from a uniform [0,1]
distribution. We do the simulation studies through several examples. For each of
the cases, we run a simulation study over 100 simulated datasets.
Furthermore, for the nonparametric part of the model, we use three different
functions for simulation purposes: f(t) = exp(0.1t), f(t) = sin(0.1pit) and f(t) =
t2. Both f(t) = exp(0.1t) and f(t) = t2 represent a nonlinear and increasing
function, whereas f(t) = sin(0.1pit) represents a nonlinear and non-monotonic
function.
In order to examine the finite sample performance of our proposed method, we
run simulations based on the following six examples.
Example 1. We generate a balanced dataset, such that there are 10 subjects
within each of a 100 groups. In other words, we have 100 clusters and 10 sub-
jects within each cluster, denoted by i = 1, ..., 100 and j = 1, ..., 10. The size
of the true model is d0 = 5 with the true values of the parameters is set to be
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β = (7.7, 4.6, 3.8, 2.9, 5.3, 0, 0, 0, 0, 0)T . In addition to the linear component, the
nonparametric component is f(t) = t2.
Example 2. Similar to Example 1 but with reduced number of within clus-
ter subjects. We generate a balanced dataset, such that there are 5 subjects
within each of a 100 groups. In other words, we have 100 clusters and 5 sub-
jects within each cluster, denoted by i = 1, ..., 100 and j = 1, ..., 5. The size
of the true model is d0 = 5 with the true values of the parameters is set to be
β = (7.7, 4.6, 3.8, 2.9, 5.3, 0, 0, 0, 0, 0)T . In addition to the linear component, the
nonparametric component is f(t) = t2.
Example 3. We generate a balanced dataset, such that there are 10 subjects
within each of a 100 groups. In other words, we have 100 clusters and 10 subjects
within each cluster, denoted by i = 1, ..., 100 and j = 1, ..., 10. The size of the
true model is d0 = 3 with the true values of the parameters is set to be β =
(2, 1, 3, 0, 0, 0, 0, 0, 0, 0)T . In addition to the linear component, the nonparametric
component is f(t) = exp(0.1t).
Example 4. Similar to Example 3 but with reduced number of within clus-
ter subjects. We generate a balanced dataset, such that there are 5 subjects
within each of a 100 groups. In other words, we have 100 clusters and 5 sub-
jects within each cluster, denoted by i = 1, ..., 100 and j = 1, ..., 5. The size
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of the true model is d0 = 3 with the true values of the parameters is set to be
β = (2, 1, 3, 0, 0, 0, 0, 0, 0, 0)T . In addition to the linear component, the nonpara-
metric component is f(t) = exp(0.1t).
Example 5. We generate a balanced dataset, such that there are 10 subjects
within each of a 100 groups. In other words, we have 100 clusters and 10 subjects
within each cluster, denoted by i = 1, ..., 100 and j = 1, ..., 10. The size of the
true model is d0 = 3 with the true values of the parameters is set to be β =
(2, 1, 3, 0, 0, 0, 0, 0, 0, 0)T . In addition to the linear component, the nonparametric
component is f(t) = sin(0.1pit).
Example 6. Similar to Example 5 but with reduced number of within clus-
ter subjects. We generate a balanced dataset, such that there are 5 subjects
within each of a 100 groups. In other words, we have 100 clusters and 5 sub-
jects within each cluster, denoted by i = 1, ..., 100 and j = 1, ..., 5. The size
of the true model is d0 = 3 with the true values of the parameters is set to be
β = (2, 1, 3, 0, 0, 0, 0, 0, 0, 0)T . In addition to the linear component, the nonpara-
metric component is f(t) = sin(0.1pit).
We simulate each random effect vi from a Normal distribution with 0 mean
and σ2u = 0.2. Moreover, we simulate tij from uniform distribution of [0, 1]. Then
we obtain the smoothing function f(t) by plugging in the values of tij. Once we
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have the random effects and the nonparametric part of f(t) , we can simulate the
response yij by computing its mean and variance through the model. In this case,
yij ∼ N(µij, φ), where µij = f(tij) + xTijβ + vi and φ = 1.
By default, we estimate the unknown smooth function f(t) by two methods, lo-
cal linear kernel smoothing method and cubic spine smoothing method. We denote
the estimates with respective to those two methods by PHKernel and PHSpline. In
addition, we also calculated the cubic spline smoothing method without the penal-
ty term, i.e. λ = 0, and denote the estimates algorithm by HSpline. However, due
to the computational complexity of local linear kernel smoothing method, we only
consider the comparison between local linear kernel smoothing method and cubic
spine smoothing method for example 1 and 2. For the rest of the four examples,
we only run the simulations in terms of HSpline and PHSpline.
Before we report the simulation performances of our proposed penalty based
procedure, several terms, which will be listed in the summary tables, are intro-
duced. First of all, let percentage of correctly fitted and percentage of overfitted
be the proportions of selected models that are correctly fitted and overfitted re-
spectively. In the case of overfitting, the columns ”1”, ”2”, and ”> 2” represent the
proportions of selected models including one, two, and more than two irrelevant
predictors, correspondingly.
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Under- Correctly Overfitted(%) Correct Incorrect
Example d0 fitted(%) fitted(%) 1 2 3 zeros(%) zeros(%)
1 5 0 100 0 0 0 100 0
2 5 0 94 2 2 0 98.8 0
3 3 0 74 14 8 4 93.3 0
4 3 0 69 16 10 5 84.4 0
5 3 0 71 20 2 7 93.1 0
6 3 0 64 21 6 9 88.3 0
Table 3.2 Simulation Summary of PHSpline for six examples.
Furthermore, in a similar way to that described in Chapter 2.5.1, to characterize
the capability of a method in producing sparse solutions, we define









I(βˆj(k) = 0)× I(βj = 0)}
(3.10)
To characterize the method’s underfitting effect, we further define









I(βˆj(k) = 0)× I(βj 6= 0)}
(3.11)
Table 3.2 presents a detailed summary of variable selection accuracy for all the
six examples provided above. Several key findings can be observed from Table 3.2.
First of all, all the six examples do not have the underfitting problem, which means
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all the relevant predictors can be discovered by the PHSpline method. Equivalently,
results of zeros for percent of incorrect zeros column double confirm the above
statement.
Furthermore, our proposed PHSpline method is in good performance in terms of
variable selection consistency for example 1, with 100% correctly fitted. Similarly,
simulation results of our proposed PHSpline method for example 2 provides a 94%
of correctly fitted, a 2% of overfitted with 1 irrelevant predictor included, and a
2% of overfitted with 2 irrelevant predictors included. The overall performance of
variable selection consistency for example 2 is good with a 98.8% of correct zeros.
Thirdly, when we have a more sparse representation for the fixed effects β with
smaller magnitudes, our proposed PHSpline tends to provide a little bit conserva-
tive results compared to example 1 and 2, in terms of variable selection accuracy.
In particular, simulation results of our proposed PHSpline method for example 3
provides a 74% of correctly fitted, a 14% of overfitted with 1 irrelevant predictor
included, a 8% of overfitted with 2 irrelevant predictors included, and a 4 % of
overfitted with more than 2 irrelavant predictors included. In fact, the overall
performance of variable selection consistency for example 3 is good with a 93.3%
of correct zeros. On the other hand, when the number of within cluster subjects
decreases from 10 to 5 in example 4, percent of correct zeros decreases to 84.4 %,
meaning that more irrelevant predictors are included in the model.
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Last but not least, similar trends can be observed for example 5 and 6 compared
to example 3 and 4. Example 5 returns a 71% of correctly fitted, a 20% of overfitted
with 1 irrelevant predictor included, a 2% of overfitted with 2 irrelevant predictors
included, and a 7 % of overfitted with more than 2 irrelavant predictors included.
On the other hand, example 6 returns a 64% of correctly fitted, a 21% of overfitted
with 1 irrelevant predictor included, a 6% of overfitted with 2 irrelevant predictors
included, and a 9 % of overfitted with more than 2 irrelavant predictors included.
As a result, the 71 % of correctly fitted for example 5 outperforms the 64 % of
correctly fitted for example 6, in terms of the variable selection consistency. Hence,
generally speaking, our proposed PHSpline method works better when the number
of within cluster subjects increases.
Besides the variable selection accuracy summarized in Table 3.2, prediction
accuracy for the fixed effects β for various examples is also with our interest. In
the following paragraphs, results of prediction accuracy for the fixed effects β are
discussed and interpreted, with Table 3.3 to Table 3.8 presented.
Table 3.3 summarizes simulation result over 100 replications for Example 1.
As we can see, both PHkernel and PHSpline can recover the relevant predictors
accurately. In addition, the estimates of the fixed effects for both PHkernel and
PHSpline are comparably making very little difference with the true values of β.
However, in terms of speed of the algorithm, PHSpline method is way fast than
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Coefficients Truth HSpline(s.e.) PHKernel(s.e) PHSpline(s.e)
β1 7.7 7.741(0.043) 7.724(0.139) 7.704(0.048)
β2 4.6 4.529(0.059) 4.562(0.179) 4.588(0.062)
β3 3.8 3.930(0.060) 3.830(0.200) 3.806(0.078)
β4 2.9 2.800(0.079) 2.878(0.177) 2.883(0.086)
β5 5.3 5.363(0.081) 5.311(0.144) 5.298(0.090)
β6 0 -0.031(0.048) 0(-) 0(-)
β7 0 -0.001(0.076) 0(-) 0(-)
β8 0 -0.040(0.109) 0(-) 0(-)
β9 0 -0.004(0.040) 0(-) 0(-)
β10 0 -0.001(0.063) 0(-) 0(-)
Table 3.3 Simulation result for Example 1.
PHKernel method, and hence PHSpline method is fast to implement. On the
other hand, HSpline method returns the h-likelihood estimates of the fixed effects,
without the penalty term. As we can observe from Table 3.3, HSpline method gives
non-zero estimates for all the β, resulting in bad variable selection performance
compared with PHSpline, which involves a penalty term. Furthermore, PHSpline
estimates tend to have relatively smaller standard deviations than those computed
in HSpline estimates. Therefore, PHSpline method outperforms the other two
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Coefficients Truth HSpline(s.e.) PHKernel(s.e) PHSpline(s.e)
β1 7.7 7.703(0.050)) 7.701(0.051) 7.685(0.067)
β2 4.6 4.604(0.064) 4.593(0.065) 4.608(0.108)
β3 3.8 3.792(0.075) 3.872(0.078) 3.778(0.115)
β4 2.9 2.909(0.078) 2.850(0.091) 2.891(0.125)
β5 5.3 5.295(0.079)) 5.308(0.087) 5.282(0.133)
β6 0 0.003(0.072) 0.005(0.083) 0.006(0.058)
β7 0 -0.003(0.061) 0(-) 0(-)
β8 0 0.001(0.058) 0(-) 0(-)
β9 0 -0.002(0.059) 0(-) 0(-)
β10 0 0.0004(0.042) 0(-) 0(-)
Table 3.4 Simulation result for Example 2.
methods by either variable selection accuracy or efficiency of the implementation
speed.
Simulation result over 100 replications for Example 2 is summarized in Table
3.4. Example 2 has a smaller number of within cluster subjects than that in Exam-
ple 1. In fact, similarly to the results obtained in Example 1, both PHKernel and
PHSpline methods return relatively good estimates of the fixed effects β in terms of
variable selection accuracy and prediction accuracy. In particular, both PHKernel
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Coefficients Truth HSpline(s.e.) PHSpline(s.e)
β1 2 2.001(0.045) 1.995(0.043)
β2 1 1.002(0.064) 0.995(0.061)
β3 3 2.994(0.075) 2.992(0.074)
β4 0 0.006(0.078) 0.005(0.043)
β5 0 0.004(0.079) 0.004(0.053)
β6 0 0.003(0.072) -0.004(0.060)
β7 0 -0.003(0.061) 0(-)
β8 0 0.001(0.058) 0(-)
β9 0 -0.002(0.059) 0.001(0.023)
β10 0 0.0004(0.042) 0(-)
Table 3.5 Simulation result for Example 3.
and PHSpline methods select one irrelevant covariate wrongly. In addition, the
estimates of the fixed effects for both PHkernel and PHSpline methods are compa-
rably making very little difference with the true values of β. On the other hand,
as we can observe from Table 3.4, HSpline method gives non-zero estimates for all
the β, resulting in bad variable selection performance compared with PHSpline.
Furthermore, PHSpline estimates tend to have relatively smaller standard devia-
tions than those computed in HSpline estimates. In fact, it is not surprising to see
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that both PHkernel and PHSpline methods include X6 as a relevant predictor in
the model. Or in an equivalent way, both PHkernel and PHSpline methods return
nonzero β6. The reason is that we have a AR(1) model, which means there is a
correlation of ρ = 0.5 between X5 and X6.
As we compare simulation results of Example 1 and Example 2, our proposed
PHSpline method tends to perform better when the number of within cluster
subjects increases. In addition, a similar conclusion can be drawn for PHkernel
method. Furthermore, both PHKernel and PHSpline methods works well when
the nonparametric component is f(t) = t2.
Table 3.5 and 3.6 present simulation results over 100 replications for Example
3 and 4. In these two examples, we have a more sparse representation in terms of
the fixed effects β than those in example 1 and 2. On top of that, the magnitudes
of the fixed effects β are set to be smaller than those in example 1 and 2. For
both of the results, PHSpline method outperforms HSpline method in terms of
variable selection performance in two ways. First of all, PHSpline method identifies
some of the irrelevant predictors accurately whereas HSpline method gives non-
zero estimates for all the β. Though PHSpline can not guarantee 100% selection
accuracy, it does improve the poor variable selection performance of HSpline by
adding a penalty term. Furthermore, PHSpline estimates tend to have relatively
smaller standard deviations than those computed in HSpline estimates. Therefore,
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Coefficients Truth HSpline(s.e.) PHSpline(s.e)
β1 2 1.930(0.120) 1.977(0.074)
β2 1 0.951(0.102) 0.997(0.100)
β3 3 2.943(0.089) 2.979(0.115)
β4 0 0.041(0.081) 0.012(0.106)
β5 0 -0.005(0.072) -0.009(0.104)
β6 0 0.011(0.096) 0.008(0.093)
β7 0 0.022(0.103) 0(-)
β8 0 -0.009(0.085) 0.011(0.088)
β9 0 0.008(0.084) 0(-)
β10 0 0.003(0.077) 0(-)
Table 3.6 Simulation result for Example 4.
PHSpline method performs better than HSpline method, even for the sparse fixed
effects β situation.
Similarly, simulation results over 100 replications for Example 5 and 6 are pre-
sented in Table 3.7 and 3.8. Again, we have a more sparse representation in terms
of the fixed effects β than those in example 1 and 2, with smaller magnitudes of the
fixed effects β. PHSpline method works pretty well in terms of variable selection
for example 5, even though it does not guarantee a 100% selection accuracy. On
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Coefficients Truth HSpline(s.e.) PHSpline(s.e)
β1 2 2.012(0.064) 1.999(0.046)
β2 1 0.988(0.055) 1.002(0.062)
β3 3 2.986(0.070) 3.000(0.067)
β4 0 0.003(0.048) 0(-)
β5 0 0.005(0.050) 0(-)
β6 0 0.010(0.062) 0.001(0.040)
β7 0 -0.007(0.079) -0.003(0.058)
β8 0 0.002(0.070) 0(-)
β9 0 0.006(0.061) 0(-)
β10 0 0.009(0.069) -0.001(0.014)
Table 3.7 Simulation result for Example 5.
the other hand, PHSpline method returns non-zero estimates for all the β, resulting
in poor variable selection performance for example 6, where the number of within
cluster subjects reduces to 5.
Overall, the simulation results show that our proposed penalized h-likelihood
approach performs good in terms of variable selection accuracy because of its ability
to recover the true zeros, especially when the number of within cluster subjects
are not too small. Generally, our proposed PHSpline method works better when
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Coefficients Truth HSpline(s.e.) PHSpline(s.e)
β1 2 1.990(0.063) 1.982(0.071)
β2 1 0.992(0.070) 0.984(0.096)
β3 3 2.973(0.089) 2.972(0.106)
β4 0 0.022(0.061) 0.017(0.085)
β5 0 0.019(0.072) -0.023(0.090)
β6 0 0.004(0.089) 0.019(0.079)
β7 0 -0.041(0.080) 0.002(0.078)
β8 0 0.031(0.067) 0.001(0.061)
β9 0 -0.014(0.071) 0.001(0.073)
β10 0 0.009(0.087) -0.001(0.015)
Table 3.8 Simulation result for Example 6.
the number of within cluster subjects increases. In addition, even when the true
model is sparse, our penalized estimator still does no worse than the h-likelihood
estimator in terms of estimation accuracy.
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3.5 Real Data Analysis
In this section, we illustrate our proposed h-likelihood method(Spline method)
for variable selection by two real world applications. One is on Framingham data
and the other one is on MACS data.
3.5.1 Framingham Data
The Framingham Heart Study is a long-term, ongoing cardiovascular study
conducted in the town of Framingham, Massachusetts. It is perhaps one of the
most well known long-term studies to identify the relationship between various risk
factors and diseases and to characterize the nature of chronic circulatory disease
progresses. A lot of useful information concerning heart disease was founded from
this longitudinal study. For example, the effects of exercise, diet, and aspirin
medication were found to be closely related to heart disease. The data on various
aspects have been continually collected every two years on individuals living in
Framingham, since 1948. In fact, the Framingham Heart Study is a joint project
held by the National Heart, Lung and Blood Institute of US, and Boston University.
A detailed summary of this study with related design and medical implication can
be found in Castelli et al. (1986).
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A subset of the above-mentioned data (Castelli et al.,1986) is used and inves-
tigated. It includes 384 women older than 50 at the study entry. For the purpose
of our analysis, a total number of 5 variables is presented in this data, namely
Baseline Age, Baseline BMI, Number of cigarettes per day, Cholesterol level, and
time. ”Cholesterol level”, which is the response variable, represents the cholesterol
level of a particular subject at a number of design time points when the measure
is taken. Furthermore, Baseline Age, Baseline BMI, and Number of cigarettes per
day are the three covariates of interests. ”Baseline Age” is a variable representing
the age of a subject at the study entry. ”Baseline BMI” is a body mass index,
which is a heuristic proxy for human body fat based on an individual’s weight and
height, measuring a subject’s height and weight ratio at the study entry. ”Number
of cigarettes per day” shows a subject’s smoking habit at the study entry. Last but
not least, ”time” represents different time points for a subject to take cholesterol
level measurements after entering the study, since it is required for all subjects to
have cholesterol measurements every two years.




















































































































































































































































































































































































































































Figure 3.1 Cholesterol Level for different time points
There are several points that can be observed from this data set. First of all, the
data is not balanced. Some individuals have missing observations. Second, choles-
terol levels increase linearly over time for most individuals. Please refer to Figure
3.1 for the trend. In addition, each subject has on average 5 observations, starting
from entry year for a period of 10 years with 2 years as an interval. Furthermore,
each subject has his/her own trajectory line with a possibly different intercept and
slope, implying two sources of variations: within and between subject variations.
Therefore, we consider the existence of random effects for each individual subject
in our proposed model.
Furthermore, marginal plot (Figure 3.1) suggests a strong nonlinear relationship
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between the response variable ”Cholesterol level” and ”time”. Consequently, a
semiparametric regression model with a nonparametric baseline f(t) is reasonable.
Otherwise, if ”time” t was to be treated as a parametric component, it would
influence the model selection accuracy as well as the estimation accuracy and
hence return a wrong model to us.
There are 384 women older than 50 at the study entry and 2304 observations
in total. We assume that the random effects vi ∼ N(0, σ2u). In order the employ
variable selection, we introduce some dummy variables, including three squares of
the original variables ”Baseline Age”, ”Baseline BMI”, and ”Number of cigarettes
per day” respectively, as well as three interaction terms by taking the cross prod-
uct of the corresponding two covariates accordingly. In a simpler representation,
we denote ”Baseline Age”, ”Baseline BMI”, ”Number of cigarettes per day” and
”time” to be X1, X2, X3, and t respectively. Hence, we have altogether nine co-
variates for variable selection. Moreover, the aim is to select relevant variables
from all those nine variables and estimate the fixed effects of the relevant variables
by applying a penalty to h-likelihood. In this section, we fit a semi-parametric
hierarchical generalized linear model in the following way:






+X1iX3iβ8 +X2iX3iβ9 + vi + eij (3.12)
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Coefficients Effect(SD) Z-test Value
β1 65.39(3.291) 19.86
β2 -27.63(6.538) -4.22







Table 3.9 Framingham data
where yij is the cholesterol level for all subjects i at time tij, the smooth function
f(t) is used to model the time effect, the coefficients β1, ..., β9 are used to model
the constant effects of the covariates, vi is the random effect for subject i, and eij
are the errors. The tuning parameter selected by generalized cross-validation is
λ = 0.9636095.
The estimated effects, standard deviations (SD) and approximate z-test values
of the three covariates ”Baseline Age”, ”Baseline BMI”, and ”Number of cigarettes
per day” are presented in Table 3.4. It is seen that, three effects are relevant
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Figure 3.2 The estimated nonparametric component f(t)
through our h-likelihood variable selection method, namely Baseline Age, Baseline
BMI, and Number of cigarettes per day. Moreover, all of these three effects are
significant, with Age and Smoking effects positive and BMI effect negative. These
results indicates that both residents’ age and smoking habit have positive impact on
cholesterol level, while residents’ BMI have a negative impact. This is reasonable
since it is expected that cholesterol levels among residents with nonsmoking habit,
higher BMI and younger ages are lower than those residents with smoking habit,
lower BMI and older ages.
Furthermore, the estimated f(t) is plotted in Figure 3.2. It depicts a nonlinear
curve, which fluctuates overall and suggests the appropriateness of treating time t
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as a nonparametric component.
3.5.2 MACS Data
A subset of HIV monitoring data from the Multi-center AIDS Cohort Study
(MACS) contains the HIV status of 283 homosexual men who were infected with
HIV during the period of year 1984 and 1991. A detailed summary of this study for
the related design, methods and medical implications can be found in Kaslow et al.
(1987). For the purpose of our analysis, a total number of 5 variables is presented
in this data, namely CD4, Smoking, Age, PreCD4 and time. ”CD4”, which is the
response variable, represents the CD4 cell percentage of a particular subject at
a number of design time points after HIV infection. Furthermore, Smoking, Age
and PreCD4 are the three covariates of interests. ”Smoking” is a binary variable,
taking the values of 0 or 1, depending on whether a subject is a nonsmoker or
smoker, respectively. ”Age” represents the age of a subject at the time of HIV
infection. ”PreCD4” represents the CD4 cell percentage level measurement just
prior to HIV infection. Note that all of these three covariates are subject-specific
and independent of time. Last but not least, ”time” represents different time points
for a subject to take CD4 cell percentage measurements after HIV infection, since
it is required for all subjects to have clinical visits semi-annually for taking CD4
cell percentage measurements and other clinical status.















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 3.4 CD4 percentage over time for some subjects
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There are a few points that can be observed from this data set. First of all, the
data is not balanced. It can be observed there are unequal number of measurements
and different measurement time points from different subjects, due to the fact that
many subjects frequently missed their scheduled visits. Second, CD4 percentage
follows a generally decreasing fashion over time for most individuals. Please refer to
Figure 3.3 for the trend. Furthermore, each subject has his/her own trajectory line
with a possibly different intercept and slope, implying two sources of variations:
within and between subject variations. Therefore, we consider the existence of
random effects for each individual subject in our proposed model.
There are 283 homosexual men(subjects) and 1817 measurements in total. We
assume that the random effects vi ∼ N(0, σ2u). In order to employ variable s-
election, we introduce some dummy variables, namely ”Square Age”, ”Square
PreCD4”, ”Smoking Age”,”Smoking PreCD4”, and ”Age PreCD4”. ”Square Age”
and ”Square PreCD4” are created by taking the squares of the original variables
”Age” and ”PreCD4”. ”Smoking Age”,”Smoking PreCD4”, and ”Age PreCD4”
are three interaction terms by taking the cross product of the corresponding two
covariates accordingly. In a simpler representation, we denote ”Smoking”, ”Age”,
”PreCD4” and ”time” to be X1, X2, X3, and t respectively. In this section, we fit
a semi-parametric hierarchical generalized linear model in the following way:
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Coefficients Effect SD Z-test Value
β1 1.628 0.675 2.414
β2 -0.429 0.037 11.66
β3 0.402 0.030 11.90
β4 0 (-) (-)
β5 0 (-) (-)
β6 0 (-) (-)
β7 0 (-) (-)
β8 0 (-) (-)
Table 3.10 MACS data





+X1iX2iβ6 +X1iX3iβ7 +X2iX3iβ8 + vi + eij (3.13)
where yij is the percentage of CD4 cells for all subjects i at time tij, the smooth
function f(t) is used to model the time effect, the coefficients β1, ..., β8 are used to
model the constant effects of the covariates, vi is the random effect for subject i,
and eij are the errors.
The estimated effects, standard deviations (SD) and approximate z-test values
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Figure 3.5 The estimated nonparametric component f(t)
of the three covariates ”Smoking”, ”Age”, and ”PreCD4” are presented in Table
3.5. It is seen that, three effects are relevant through our h-likelihood variable
selection method, namely Smoking, Age and PreCD4. Moreover, all of these three
effects are significant, with Smoking and PreCD4 effects positive and Age effect
negative. These results indicates that both patients’ smoking habit and CD4 per-
centage level before HIV infection have positive impact on CD4 percentage level
after HIV infection, while patients’Ages have a negative impact. This is reason-
able since it is expected that CD4 percentage levels among HIV-infected patients
with nonsmoking habit, older ages and lower PreCD4 percentage levels will decline
faster than those patients with smoking habit, younger ages and higher PreCD4
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percentage levels.
Furthermore, the estimated f(t) is plotted in Figure 3.4. It depicts a nonlinear
curve, which fluctuates overall and suggests the appropriateness of treating time t
as a nonparametric component.
3.6 Conclusion
To conclude, we have introduced a new penalized h-likelihood approach to i-
dentify non-zero relevant fixed effects in the partial linear model setting. This
penalized h-likelihood incorporates variable selection procedures in the setting of
mean modeling via h-likelihood. A few advantages of this newly proposed method
are listed below. First of all, compared to the traditional marginal likelihood, the
h-likelihood avoids the messy integration for the random effects and hence is con-
venient to use. In addition, h-likelihood plays an important role in inferences for
models having unobservable or unobserved random variables. Last but not least,
it has been demonstrated by simulation studies that the proposed penalty-based
method is able to identify zero regression coefficients in modeling the mean struc-
ture and produces good fixed effects estimation results. In the mean time, the
proposed penalized h-likelihood method is applied on two real-world data applica-




4.1 Conclusion and discussion
To conclude, there are two main focuses on this thesis. First of all, we have
shown the theoretical proof that OMP can identify all relevant predictors consis-
tently, even if the predictor dimension is considerably larger than the sample size.
In particular, if the dimension of the true model is finite, OMP might discover all
relevant predictors within a finite number of steps. In other words, sure screening
property can be guaranteed under the four technical conditions. Given the sure
screening property, the recently proposed BIC criterion of Chen and Chen (2008)
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can be used to practically select the best candidate from the models generated by
the OMP algorithm. The resulting model is good in the sense that many existing
variable selection methods, such as Adaptive Lasso and SCAD, can be applied
directly to increase the estimation accuracy.
Meanwhile, we have also provided the theoretical proof that FR is variable
selection consistent under some proper conditions. In other words, by the time
stopping rule is satisfied, all the relevant predictors are included in the selected
model with probability tending to one. Then estimation accuracy can be improved
a lot based on the reduced and correctly selected model.
In the second part of the thesis, we have introduced a new penalized h-likelihood
approach to identify non-zero relevant fixed effects in the partial linear model set-
ting. This penalized h-likelihood incorporates variable selection procedures in the
setting of mean modeling via h-likelihood. It has been demonstrated by simulation
studies that the proposed penalty-based method is able to identify zero regression
coefficients in modeling the mean structure and produces good fixed effects esti-
mation results. In fact, the penalized h-likelihood method is worth attention in
two ways. First of all, h-likelihood plays an important role in inferences for models
having unobservable or unobserved random variables, especially in the longitudi-
nal data analysis. In addition, compared to the traditional marginal likelihood,
the h-likelihood avoids the messy integration for the random effects and hence is
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convenient to use. Last but not least, the proposed penalized h-likelihood method
is applied on two real-world data applications.
4.2 Future research
In this thesis, we focused on using several approaches to identify zero coefficients
of the fixed effects in either linear models or partial linear models. For the partial
linear models, the proposed penalized h-likelihood approach can be extended for
more complicated circumstances. Suppose that we have k independent groups
and each group contains m subjects, same as the setting in Chapter 3. Let yij
be the jth subject of group i, where i = 1, ..., k and j = 1, ...,m. In Chapter 3,
our model assumes a simple one-component structure for the random effects, such
that only a random intercept is considered. For possible future research, we may
consider a Partial Linear Model for modeling the conditional mean with more than
one random effects and the extended multi-component random effects model is
straight-forward:




i + ...+ Zqv
(q)
i ,
where Zi are design matrices corresponding to the random effects vi, and g(.) is
the canonical link function for the conditional distribution of yij and xij is a p× 1
covariate vector with β as the associated coefficients.
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Future work including variance components estimates of the random effects,
study of penalized h-likelihood estimator’s theoretical and asymptotical property




A.1 Proof of Lemmas
A.1.1 Proof of Lemma 2.1
Let r = (r1, ..., r2)
T ∈ Rd be an arbitrary d-dimensional vector and r1 be the
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The argument is presented in the following. Suppose that the matrix Σ is positive
definite and has the partition as given by
 Σ11 Σ12
Σ21 Σ22
. Then the inverse of Σ
has the following form
Σ−1 =
 Σ−111 + Σ−111 Σ12Σ−122,1Σ21Σ−111 −Σ−111 Σ12Σ−122,1
−Σ−122,1Σ21Σ−111 Σ−122,1
 ,
where Σ22,1 = Σ22−Σ21Σ11Σ12. In fact, the above formula can be derived from the










0 Σ22 − Σ21Σ−111 Σ12
 ,










Moreover, the largest singular value is referred to the operator norm of the linear
operator (matrix) in a Hilbert space. If A is a p×n matrix of complex entries, then
its singular values S1 ≥ ... ≥ Sq ≥ 0, q = min(p, n) are defined as the square roots
of the q largest eigenvalues of the non-negative definite Hermitian matrix AA∗. If
A (n× n) is Hermitian, then let λ1 ≥ λ2 ≥ ... ≥ λn denote its eigenvalues.













 = TΣT ′. Then




≤ Smax(T )Smax(Σ)Smax(T ′)
= Smax(Σ)
< c, (A.1)
where Smax(T ) =
√
λmax(TT ′). This part has been proven in page 334 of the book
Spectral Analysis of Large Dimensional Random Matrices.




Σ−1 is positive definite. So is the sub-matrix of Σ−1, i.e. diagonal entries. Let






11 and C = A+B. We have that C is positive
definite. We want to prove A = Σ−111 is positive definite. We have B is also positive
definite because for any vector x,




11 x = α
′Σ−122,1α ≥,
since Σ−122,1 is positive definite. Therefore, for any vector β
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Now, the desired conclusion of Lemma 2.1 is implied by
P (max sup
‖r1‖=1
| r1T{Σˆ11 − Σ11}r1 |> ε)→ 0 (A.2)
where ε > 0 is an arbitrary positive number. The left-hand side of (A.2) is bounded
by
| r1T{Σˆ11 − Σ11}r1 | ≤
∑
j1,j2∈M
| rj1 | × | rj2 | × | σˆj1j2 − σj1j2 |
≤ max
1≤j1,j2≤d
| σˆj1j2 − σj1j2 |
∑
j1,j2∈M
| rj1 | × | rj2 |
= max
1≤j1,j2≤d




≤ |M | max
1≤j1,j2≤d
| σˆj1j2 − σj1j2 |
= m max
1≤j1,j2≤d
| σˆj1j2 − σj1j2 |,
where M is the set that contains m variables. Hence,
P (max sup
‖r1‖=1
| r1T{Σˆ11 − Σ11}r1 |> ε) ≤ P ( max
1≤j1,j2≤d












By lemma A3 in Bickel and Levina (2008), there exists constants C1 > 0 and
C2 > 0, such that P (| σˆj1j2 − σj1j2 |> ε) ≤ C1exp(−C2nε2).
≤ d2C1exp(−C2nε2m−2)
= C1((m+ 3)log d − C2nε2m−2)
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By Condition (C4), we have d ≤ νnξ. Therefore,
≤ C1exp((m+ 3)νnξ − C2ε2nm−2)
Since m = O(n
1−ξ
3 ), m+ 3 ≤ νmn 1−ξ3 for some constant νm ≥ 0.
≤ C1exp(νmn
1−ξ











A.1.2 Proof of Lemma 2.3
For all j ∈ S(k), we have ‖ Xβ + αxj − y ‖22 achieves the minimum at α = 0.
This implies that(Xβ(S















(k)) − y)T (Xβ −Xβ(S(k)))
= − ‖ Xβ(S(k)) −Xβ ‖22
+ (Xβ − y)T (Xβ −Xβ(S(k)))
= − ‖ Xβ(S(k)) −Xβ ‖22 .
The last quality follows from the definition of β and S(k) ⊂ T , which implies
(Xβ − y)T (Xβ −Xβ(S(k))) = 0. Now let s =| T − S(k) |, then the above equality
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leads to the following derivation for all η > 0:
s inf
j∈T−S(k)
‖ Xβ(S(k)) + η(βj − β(S
(k))






j ) xj − y ‖22























−2η ‖ Xβ(S(k)) −Xβ ‖22 .




‖ Xβ(S(k)) + η(βj − β(S
(k))
j ) xj − y ‖22 ≤ s ‖ Xβ(S
(k)) − y ‖22 −
‖ Xβ(S(k)) −Xβ ‖42∑
j∈T
(βj − β(S(k))j )2
≤ s ‖ Xβ(S(k)) − y ‖22
− λmin ‖ Xβ(S(k)) −Xβ ‖22 .
This completes the proof for the Lemma 2.3.
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A.2 Proof of Theorems
A.2.1 Proof of Theorem 2.1
Proof: For every k ≤ [Knξ0+4ξmin ], we have
Ω(k) = RSS(S(k))−RSS(S(k+1))

















T‖X(k)j ‖−2 and X(k)j = {In −H(S(k))}Xj. Note that ak+1 is






| XTj {In −H(S(k))}Y |2 .
In addition,
‖X(k)ak+1‖2 ≤ ‖Xak+1‖2 ≤ maxj ‖Xj‖
2.
By Lemma 2.1, max
j
‖Xj‖2/n ≤ τmax, with probability tending to one. Therefore,
‖X(k)ak+1‖2 ≤ nτmax,
with probability tending to one.
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where S∗k = T\S(k) 6= ∅ , ε = (ε1, ..., εn)T ∈ Rn. In what follows the two terms
involved in (A.5) will be carefully evaluated separately.









Q(S(k))X(T )β(T ) |2
= max
j∈S∗k
| XjTQT(S(k))Q(S(k))X(T )β(T ) |2
= max
j∈S∗k
| XjTQ(S(k))X(T )β(T ) |2
= max
j∈S∗k
| XjTQ(S(k))X(S∗k)β(S∗k) |2 . (A.6)
Note that
























| XTj Q(S(k))X(S∗k)β(S∗k) | . (A.7)








Recall that S∗k = T\S(k) 6= ∅. Then by conditions (C1)-(C3), and Lemma 2.1, we
have










≥ β2min ‖ Q(S(k))X(S∗k) ‖2
= β2min ‖ X(k)(S∗k) ‖
2
= β2min ‖ X(S∗k) ‖2
≥ nτminβ2min,
with probability tending to one. Applying this result back to (A.8) and also noting


















Step 2 [The second term in (A.5)].
| X(k)j
T{In −H(S(k))}ε |2 =| XjT{In −H(S(k))}T{In −H(S(k))}ε |2
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where m∗ = Knξ0+4ξmin . Note that XjTQ(M)ε is a normal random variable with
mean 0 and variance given by ‖ Q(M)Xj ‖2≤‖ Xj ‖2. Thus the right-hand side of
(A.10) can be bounded further by
max
j∈T





where χ21 stands for a chi-square random variable with one degree of freedom. By
condition (C1)-(C2) and Lemma 2.1, we know that n−1max
j∈T
‖ Xj ‖2≤ τmax with
probability tending to one. On the other hand, the total number of combinations
for j ∈ T and | M |≤ m∗ is no more than dm∗+2. Then we can proceed by using
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→ 0,




χ21 ≤ 2(m∗ + 2) log(d) with probability tending to 1
as d→∞. Then in conjunction with (C4), we have
max
j∈T




χ21 ≤ nτmax × 2(m∗ + 2) log(d)
≤ nτmax × 3Knξ0+4ξmin × νnξ
= nτmax × 3Kνnξ+ξ0+4ξmin , (A.11)
with probability tending to one. Combining (A.9) and (A.11) and putting them
back to (A.5), we can show














uniformly for every k ≤ Knξ0+4ξmin . Recall that K = 2τmaxτ−2minC2βν−4β ν. Under
condition (C4), we have




≥ 2× {1− 3Kν2τmaxτ−2minC2βν−4β nξ+2ξ0+8ξmin−2}
→ 2. (A.12)
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In contrast, under the assumption V ar(Yi) = 1, we have n
−1 ‖ Y ‖2→p 1. This
contradicts with the result of (A.12). Hence, it implies that it is impossible to have
S(k)∩T = ∅ for every 1 ≤ k ≤ Knξ0+4ξmin . Consequently, with probability tending
to one, all relevant predictors should be recovered within a total of Knξ0+4ξmin
steps. This completes the proof.
A.2.2 Proof of Theorem 2.2

































− 3n−1 log d, (A.14)
under the assumption d > n. By definition, we have σˆ2
(S(k+1))
≤ n−1 ‖ Y ‖2→p 1.










− 3n−1 log d
= log [1 +
RSS(S(k))−RSS(S(k+1))
2n
]− 3n−1 log d
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= log [1 +
Ω(k)
2n
]− 3n−1 log d, (A.15)
by the definition of Ω(k) = RSS(S(k)) − RSS(S(k+1)).In addtion, we use the fact
that log (1 + x) ≥ min{log 2, 0.5x} for any x > 0. Then the right-hand side of
(A.15) is
≥ min{log 2, Ω(k)
4n
} − 3n−1 log d
≥ min{log 2, 4−1K−1n−ξ0−4ξmin} − 3n−1 log d, (A.16)
according to (A.12). Moreover, the right-hand side of (A.16) is independent of k,
hence, it is a uniform lower bound for BIC(S(k)) − BIC(S(k+1)) with 1 ≤ k <
kmin. Thus, it suffices to show that the right-hand side of (A.16) is positive with
probability tending to one. To this end, we firstly note that
log 2− 3n−1 log d→ 0,
under condition (C4). Therefore, we can look at
4−1K−1n−ξ0−4ξmin − 3n−1 log d ≥ 4−1K−1n−ξ0−4ξmin − 3νnξ−1
= 4−1K−1n−ξ0−4ξmin(1− 12νKnξ+ξ0+4ξmin−1)
≥ 0,
with probability tending to one under condition (C4). This completes the proof.
A.2 Proof of Theorems 120
A.2.3 Proof of Theorem 2.3
Step 1 Let µ(T ) = max
j /∈T
‖ XTT (XTTXT )−1XTxj ‖1< 1. This condition ensures
that the algorithm chooses a relevant variable at the first step, i.e. S(1) ⊂ T . By
definition of µ(T ), there exists ν = XTTXT u ∈ R|T | such that
µ(T ) = max
j /∈T
‖ XTT (XTTXT )−1XT xj ‖1
= max
j /∈T




| uTXT xj |




| xTj XT u |
max
i∈T
| xTi XT u |
.
Therefore, if µ(T ) < 1, we can find u ∈ R|T | such that
max
j /∈T
| xTj XT u |< max
i∈T
| xTi XT u | .
Consider an arbitrary δn > 0, and βT such that
max
j /∈T
| xTj XT βT |< max
i∈T
| xTi XT βT | −2δn. (A.17)
Moreover, with probability larger than 1− η,
max
j






| xTj y | ≤ max
j /∈T
| xTj XTβT | + max
j /∈T
| xTj (y −XTβT ) |
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< max
i∈T
| xTi XTβT | − max
i∈T
| xTi (y −XTβT ) |
≤ max
i∈T
| xTi y | .
Therefore, we have proven
max
j /∈T
| xTj y | < max
i∈T
| xTi y | .
It guarantees that the algorithm chooses a relevant variable at the first step, i.e.
S(1) ⊂ T .
Step 2 We now proceed by induction on k to show that S(k+1) ⊂ T before
the process stops. Assume the claim is true after k steps for k ≥ 2. By induction
hypothesis, we have S(k) ⊂ T at the end of step k. Define
Ω(k) = RSS(S(k))−RSS(S(k+1))
=
| xTj {In −H(S(k))}Y |2
‖ x(k)j ‖2
,
where H(S(k)) = X(S(k)){XT(S(k))X(S(k))}−1XT(S(k)) is a projection matrix, X
(k)
j = {In−





























| xTj {In −H(S(k))}Y |2 .





















‖ XTT (XTTXT )−1XT xj ‖2< c < 1 implies min
j /∈T
‖ x(k)j ‖2> 1− c. From
Lemma 2.3, it implies
min
α,i∈T
‖ Xβ(S(k))+αxi−y ‖22 ≤ ‖ Xβ(S
(k))−y ‖22 −
λmin





| xTj {In −H(S(k))}Y |2 ≥ (max
j∈T
| (Xβ(S(k)) − y)Txj |)2
=‖ Xβ(S(k)) − y ‖22 − min
α,j∈T
‖ Xβ(S(k)) + αxj − y ‖22





| T − S(k) | ‖ β




| T − S(k) | ‖ βT\S(k) ‖
2
2
> λ2min | βmin |2










(1− µ)2 . (A.18)
On the other hand,
max
j /∈T
| (Xβ(S(k)) − y)Txj | = max
j /∈T
| (Xβ(S(k)) −Xβ +Xβ − y)Txj |
≤ max
j /∈T
| (Xβ(S(k)) −Xβ)Txj | + max
j /∈T
| (Xβ − y)Txj |
(A.19)
Part 1 of right hand side of equation A.19:
max
j /∈T
| (Xβ(S(k)) −Xβ)Txj | ≤ µ max
j∈T
| (Xβ(S(k)) −Xβ)Txj |
= µ max
j∈T
| (Xβ(S(k)) − y)Txj |
≤ µ max
j∈T
| xTj {In −H(S(k))}Y |
≤ µ max
j∈T
‖ xj ‖2‖ X ‖2‖ β(S(k)) − β ‖2




with probability larger than 1− η0 for η0 ≥ 0.
Part 2 of right hand side of equation A.19: max
j /∈T
| (Xβ−y)Txj | ≤ σ
√
2(1 + η)log d




for η ≥ 0. (Please refer to Cai, Xu and
Zhang (2009), see details in Appendix of the above mentioned paper.)
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, 1− η0), we have
max
j /∈T
| xTj {In −H(S(k))}Y |2 ≤ (µ λmaxσ
√
2log (2d0/η0)/λmin + σ
√
2(1 + η)log d)2
< (1− c)(2σ
√
2(1 + η)log d)2













with probability tending to 1 as n→∞. This completes the proof for the induction
part. Therefore, the algorithm selects a relevant variable at each step until the
algorithm stops.
Step 3 Stopping Rule: σ2(n + 2
√
n log n). Consider the Gaussian error ε ∼
N(0, σ2In), it satisfies










is a χ2n random variable. Then for any λ > 0,






(λ− log (1 + λ))}.
Please refer to Cai (2002), lemma 4 for a detailed proof. Hence,




n log n) = 1− P (X > (1 + λ)n)







(λ− log (1 + λ))},
where λ = 2
√




































} ≤ 1 for all n ≥ 2.




n log n. We have | βi |> 2 b2(1−µ)λmin . Suppose the algorithm
has run k steps for some k < d0 =| T |. We will verify that ‖ rk ‖2> b2 where
‖ rk ‖2 is the square root of the residual sum of squares RSS, and so Forward
Regression does not stop at the current step. Again let XT\S(k) denote the set of
unselected but correct variables and βT\S(k) be the corresponding coefficients. Note
that
‖ rk ‖2 =‖ (I −H(S(k)))Xβ + (I −H(S(k)))ε ‖2
≥‖ (I −H(S(k)))Xβ ‖2 − ‖ (I −H(S(k)))ε ‖2
≥‖ (I −H(S(k)))XT\S(k)βT\S(k) ‖2 − ‖ ε ‖2
≥ λmin ‖ βT\S(k) ‖2 − ‖ ε ‖2
>
2 b2
1− µ − b2.
> b2.
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Therefore, by all the three steps, the theorem is proved.
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