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Abstract 
We show that a regular graph G of order at least 6 whose complement c is bipartite has total 
chromatic number d(G) + 1 if and only if 
(i) G is not a complete graph, and 
(ii) G#K when n is even. 
As an aid in”‘;he proof of this, we also show that , for n>4, if the edges of a Hamiltonian path of 
Kzn are coloured with 2n- 1 colours, each edge receiving a different colour, then this can be 
extended to an edge-colouring of K,” with the same set of 2n- 1 colours. 
1. Introduction 
A total colouring of a graph G is a map q5:E(G)u V(G)-+??, where Vis a set of 
colours, such that no two incident or adjacent elements of E(G)u V(G) receive the 
same colour. The total chromatic number xT(G) of G is the least value of 1 W ) for which 
G has a total colouring. The maximum and minimum degrees of G are denoted by 
d(G) and 6(G), respectively. If G is regular the common degree of all vertices is denoted 
by d(G). 
In 1965, Behzad [3] (see also [19]) conjectured that for a simple graph G, 
d(G)+ 1 <xT(G)<d(G)+2. 
The lower bound is trivial but the upper bound in the general case has so far been 
intractable. If xT(G) = d (G) + 1 then G is type I and if xT(G) = A(G) + 2 then G is type 2. 
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The total chromatic number conjecture of Behzad and Vizing is known to be true for 
graphs G satisfying A(G)<4 or A(G)321 V(G)1 (see [17] and [13], respectively). Hind 
[15] showed that xr(G) d x’(G) + 2&o, where x’(G) and x(G) denote the chromatic 
index and the chromatic number of G, respectively. Further recent results may be 
found in [lo]. 
Let def(G)=C”,,,,,(A(G)-d&u)). A vertex colouring of a graph G is a map 
$: V(G) + % such that no two adjacent vertices receive the same colour. If G has 
a vertex colouring with A(G) + 1 colours such that the number of vertex colour classes 
of parity different from 1 V(G)lis at most def(G) then G is conformable. In a total 
colouring of G with A(G)+ 1 colours, for any colour which occurs on a set of vertices 
of parity different from 1 V(G)I, there is a vertex at which that colour does not occur 
(neither on the vertex itself nor on an edge incident with the vertex). It follows (see [S]) 
that if G is nonconformable then G is not type 1. 
The first objective of this paper is to prove the following theorem. 
Theorem 1.1. If G is regular, of even order 2n and, ifd(G) 3 n - 1, then G is conformable 
if and only if c has a l-factor. 
Chetwynd and Hilton [S] proposed the following total colouring conjecture for 
graphs satisfying A(G) > 1 [I V(G) I + 11. 
Conjecture T. Let G be a simple graph with A(G) 24 [I V(G) I+ 11. Then G is type 2 if 
and only if G contains a nonconformable subgraph H with A(H)= A(G). 
The complete bipartite graph K,,, with n even is conformable but is type 2 
and so this shows that the lower bound in Conjecture T cannot be lowered any 
further (although the idea of Conjecture T can be extended to bipartite graphs, 
see [lo]). Conjecture T has been proved by Hilton [12] in the case when 
A(G)=) V(G)1 - 1. It has also been proved by Chetwynd et al. [6] in the case 
when G is regular of odd order with d(G)bfi/3 I V(G) I. When I V(G)1 is odd 
and 6(G)>+\ V(G)\-A(G), Hilton and Zhao Cheng have proved [14] that a 
certain edge-colouring conjecture implies Conjecture T. The present authors [7] 
have proved Conjecture T if G is regular of even order and d(G)= I V(G)1 -3. 
The second theorem of this paper gives a new proof of this result, one that 
is valid under a much less-restrictive hypothesis. In fact, we prove the following 
theorem. 
Theorem 1.2. Let G be a regular simple graph of even order 2n>6 such that c is 
bipartite. Then G is of type 1 if and only if 
(i) G is not a complete graph, and 
(ii) G# K,,, when n is even. 
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An edge-colouring of a graph G is a map p: E(G) + V such that no two edges 
incident with the same vertex receive the same colour. 
As a tool in our proof of Theorem 1.2 we need the following theorem. 
Theorem 1.3. Let n 24 and let a Hamiltonian path in Kz, be edge-coloured so that each 
edge receives a difSerent colour. Then this partial edge-colouring can be extended to an 
edge-colouring of K2,, with the same set of 2n colours. 
This result was conjectured by Hartman [9], who obtained a proof of it when n + 3 
(mod4). A much more general result has been proved by Andersen and Mendelsohn 
[l]. They showed that, except in a small number of specified cases, if 2n- 1 edges in 
K2,, are each given different colours, then the partial edge-colouring can be extended 
to an edge-colouring of Kz,. Their result has a very long detailed proof, and at present 
this proof is being revised and rewritten in order to make it more presentable. The fact 
that their proof is unavailable at present is the reason for including the proof of 
Theorem 1.3 in this paper. 
2. Proof of Theorem 1.1 
If G is conformable then it has a vertex colouring with d(G)+ 1 colours with each 
colour class even. If the vertices of each colour class are paired off then consider the set 
of all such pairs. The edges joining each pair of vertices in this set form a l-factor of G. 
Now suppose that G has a l-factor joining vertices aibi (i= 1,2, . . . , n). In G colour 
ai and bi with colour Ci (i= 1,2, . . . , n). Then G is vertex-coloured with d(G)+ 13 n 
colours, each colour class being even (some being 0 if d(G)>n). Thus, G is conform- 
able. 
3. Some useful lemmas and notation 
The first is a theorem of Kdnig [16]. 
Lemma 3.1. A regular bipartite graph of degree d is the union of d edge-disjoint 
l-factors. 
The next lemma is very well known. 
Lemma 3.2. K *,, + 1 is type 1 and KZn is type 2. 
Next we have a corollary due to Nash-Williams [18] of a theorem of 
Ghouila-Houri [S]. 
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Lemma 3.3. Let n b 3, let D be a directed graph on n vertices, and let the in-degree d - (x) 
and out-degree d+(x) of each vertex x satisfy 
d-(x)>)n, d+(x)>)n. 
Then D contains a directed Hamiltonian cycle. 
We also need a result which is a special case of a theorem of Chetwynd and 
Hlggkvist [4], and also of a stronger theorem of Ash [2]. 
Lemma 3.4. Let B be a regular bipartite graph with 1 V(B)/ =4m and d(B)=m. Then 
either B contains a Hamiltonian cycle, or B consists of two disjoint copies of K,,,. 
Finally, we need two special labellings of regular bipartite graphs of orders 8 and 12. 
Lemma 3.5. Let B be a regular bipartite graph of order 8 with bipartition (A, D). Let 
1 <d(B)<3. Then we can label the vertices so that A= {a1,a2,a3,a4}, 
D={dI,dZ,d3,dd} and atd+E(B) and aidi+,$E(B) for 1 <i64, the subscripts being 
read modulo 4. 
Proof. The proof follows easily considering the cases d(B) = 1,2,3 separately. 0 
Lemma 3.6. Let B be a regular bipartite graph of order 12 with bipartition (A, D). Let 
1 <d(B)< 5. Then we can label the vertices so that A= {at, . . . , ae}, D= {d,, . . . ,d6} and 
aidtEE and aidi+l#E(B) for 1 <i<6, the subscripts being read modulo 6. 
Proof. This is a special case of a theorem of Hilton [ 111. 0 
The next lemma is needed in the proof of Theorem 1.3. It is of some independent 
interest. 
Lemma 3.7. Let n 3 3 be an odd integer, n = 2m + 1, and let K,,. have bipartition ( W, V), 
where W={wI ,..., w,] and V={u, ,..., v,}. Let wivi be coloured with colour i (1 <i < n) 
and, for 1 d id m, let the edges w2i v2i + 1 and Wzi+ lV2i be coloured with colour 1. Then 
this partial edge-colouring of K( W, V) can be extended to an edge-colouring of all of 
K( W, V) with colours 1, . . . , n. 
The partial edge-colouring is illustrated in Fig. 1. 
Proof. Let L be a symmetric idempotent (=diagonal) latin square of side n on 
symbols 1, . . . , n. These are well known to exist for all odd n. By applying the same 
permutation to the rows and columns, and by permuting the symbols, if necessary, we 
can arrange that cell (i, i) is occupied by i (1 < i < n) and cells (2i, 2i + 1) and (2i + 1, 2i) 
are occupied by i (1 did m). This is illustrated in Fig. 2. 
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NOW colour each edge WiUj of K( IV, I’) with colour k if k occurs in cell (i, j). This 
gives the desired edge-colouring of K( W, V). 0 
We note that a near l-factor of a graph of odd order is a set of independent edges 
which is incident with all but one of the vertices of the graph. 
4. Proof of Theorem 1.2 
Let G be a regular simple graph of even order 2n>6 such that G is bipartite. If 
G = Kz, then G is not conformable, and so is not type 1. It is well known that G is type 
2 in this case. If G= K,,, then G consists of two K,‘s; if n is even then it again follows 
that G is type 2. 
Now suppose that G is not complete, and that, if n is even, then G# K,,,. We shall 
show that G is type 1. Note that G is the union of two vertex-disjoint complete graphs 
(K,‘s), which we shall denote by A and D, and a regular bipartite graph B, of degree 
d(G)-n+ 1. Note also that since G is regular and not complete, G is regular with 
nonzero degree 2n - 1 -d(G). 
We consider two cases. 
Case 1: n is odd. 
Denote the vertices of A by aI,. . . , a, and the vertices of D by dr, . . . , d,. Since G has 
nonzero degree (and is regular), it follows by Kiinig’s theorem (Lemma 3.1) that 
G contains a l-factor. We may suppose therefore that, in G, ai and di are nonadjacent 
(i=1,2 ,..., n). 
Let FA,,FA2, . . . , FAn be edge-disjoint near l-factors of A such that, for 1 <ibn, 
FAi misses (i.e. does not contain an edge incident with) ai, and similarly let 
F,, , FD2, . . , FDn be edge-disjoint near l-factors of D such that, for 1 d i < n, FDi misses 
di. The existence of these near l-factors follows from Lemma 1.2. For 1 <i< n colour 
the two vertices ai,di and the edges of the two near l-factors FAi, FDi with colour ci* 
The bipartite graph B is regular of degree d(G) - n + 1 and so, by Kbnig’s theorem 
(Lemma l.l), B can be edge-coloured with d(G) - n + 1 colours c,+ 1, c,+ z, . . . , cd(@+ 1. 
Then the colouring described totally the colours G with the colours cl, c2, . . . , cd(G)+ 1, 
and so G is type 1. 
Case 2: n is even. 
Then na4. Since GZK,,,, the degree of B is nonzero. We shall suppose first that 
n > 8. We shall consider three subcases. 
Case 2a: ddi(3n-4). 
By K&rig’s theorem (Lemma l.l), B contains a l-factor, with we shall denote by F1. 
We may suppose that V(A)= { aI, . . . ,a,} and V(D)={d,, . . ,d,), where aid,EF, 
(i=l,...,n). 
Consider a d%ed graph D1 on the vertices dI, d2, . . . , d, as follows. For 1 <idn 
put in an edge didj if i<j<n, j#i and ai+i j d EC. Here and subsequently, subscripts 
are to be read mod n. Let d - (DI), d ’ (DI ) denote, respectively, the minimum in and out 
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degrees of the vertices of D1. Since G is regular of degree 2n - 1 -d and since an edge 
ai+ I di of G does not give rise to an edge in D1, it follows that 
min {d-(D,), d+(DI)j>2n- 1 -d-l =2n-d-2. 
But d <(3n-4)/2 and so 
min (d-(D,), df(D1)}b2n-(3n-4)/2-2=n/2. 
Therefore, by Lemma 3.3, D,-tains a Hamiltonian cycle. For 1 didn let 
d:E(dI,dz, . . . . d,} be such that did* is an edge in the Hamilton&cycle. Thus, the 
Hamiltonian cycle consists of the directed edges d, d:, d,dz, . , d,d$, in some order. 
Moreover, d:, dc, . . . , d,* are such that, for 1~ i < n, ui+ 1 d: is an edge in G, di #dF and 
(did* : 1 <i Q PI} forms a Hamiltonian cycle in D. Let F2 be the l-factor of G consisting 
of (ai+ld*:l<i<n}. 
For l<i<n-l,colouraiai+, with colour ci. Then by Theorem 1.3, since n 3 8, this 
partial edge-colouring can be extended to a complete edge colouring of A using only 
the colours ci, c2, . . , c, _ 1. Now for 1~ i < n - 1 remove the colour Ci from UiUi+ 1 and 
colour the vertex ai+ 1 with Ci. 
For 1 <i Q n - 1, colour did* with colour ci. Then by Theorem 1.3 again this can be 
extended to an edge colouring of D using only the colours ci, c2, . . . , c,_ i. NOW for 
1 <i<n- 1 remove the colour ci from did* and colour the vertex d* with Ci. 
For 1 < i<n- 1, colour the edge uidi with colour Ci. 
Next consider the path a,, u2, . . . , a “, d, ,..., d~.ThisliesinG,uld,*=u,+,d,*isinG, 
all vertices except a, and dz have been coloured but none of the edges have been 
coloured. Colour the vertices a, and d,* and colour the edges of this path with colours 
c, and cnfl so that no two adjacent edges have the same colour and the first and last 
edges are coloured with c, + 1. 
The edges of G that are as yet uncoloured all lie in B and form a regular bipartite 
graph of degree d-n and so by K&rig’s theorem (Lemma 3.1) can be coloured using 
only the colours c,+~,c,+~, .. . ,cd+i. 
Thus, G has been totally coloured using only ci, c2, . . , cd+ 1 and so G is of type 1. 
Case 2b: da$n. 
By Kiinig’s theorem (Lemma 3.1), G contains a l-factor, which we shall denote by 
F2. We may suppose this time that V(A) = {ai, . . . , a,), V(D) = {d:, . . , d,*} where, for 
1 <i<n, the edge ui+ IdT is in F2 (again, subscripts are to be taken modulo n). 
Now construct a directedgraph D2 on the vertices d:,df, . . . , d,* as follows. For 
l<i<n put in an edge dTd* if 16 j<n, j#i and uidj*EG. If d-(x),d+(x) denote, 
respectively, the in and out degrees of a vertex x of D2 then, since the degree of B is 
d - (n - 1) and since an edge uidTE G does not give rise to an edge in D2, it follows that 
min{d-(D,),d+(D,)}ad-(n-l)-l=d-n. 
Since d >3n/2 it follows that 
min{d-(D2),d+(D2)}>3n/2-n=n/2 
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and so the hypothesis of Lemma 3.3 is satisfied. Therefore, D2 contains a Hamiltonian - 
cycle. For ldi<rt let &{dF,dz,... ,d,*} be such that did,? is an edge in this 
Hamiltoni,an cy* Thus, the Hamiltonian cycle consists of the directed edges 
d,df, d,d;, . . . ,d,d,* in some order. Moreover, dl, . . . , d, are such that, for 1 <id II, 
aidi is an edge of G, di#dT and {did*: 1 <i<n} forms a Hamiltonian cycle in D. Let 
Fi be the l-factor of G consisting of {aidi: 1 <i<n}. 
The argument now proceeds as in case 2a, yielding a type 1 colouring of G. 
Case 2c: d=+(3n-2). 
In this case B is regular of degree d-(n- l)=f (3n-2)-(n- l)=$n. By Lemma 3.3 
either B has a Hamiltonian circuit or B consists of two copies of KniZ,+. 
Suppose first that B has a Hamiltonian circuit. Then we may suppose that 
V(A) = {a +.,a,& I’(D)={di,...,d,) and that the Hamiltonian cycle of B is 
ald,,dlaz,a2d2,dza3,..., ,, ,,, a d d,al. The proof now proceeds as in the case 
d<(3n-4)/2 except that, for 1 bidn, Ui+ldi~G and so 
min {d-(D,),d’(D,)j 32n-- 1 -d=2n- 1-(3n-2)/2=n/2. 
Thus, the hypothesis of Lemma 3.3 is satisfied and, proceeding as in case 2a, it follows 
that G is of type 1. 
Next suppose that B consists of two copies of Kn,2,n,2. As in case 2a, B contains 
a l-factor F,. We may suppose that V(A)= (a,, . . . , a,} and V(D)= {d,, . ,d,}, where 
aidiEF1 (i= 1, . . . ,n), and that one copy of Kn,2,nll is on the vertices 
al, ... >&I/Z, 1, ... , d d,,,. We construct the directed graph D1 as in case 2a. It contains 
the directed Hamiltonian cycle d, , d,,, + 1, dz, dn,2 +2, . . , dt,,Zl_3, d,_ 3, dcn,2j_2, 
d,, d,_ 1, d+, dcni2)_ 1, dn_2, dl. The proof now proceeds as in case 2a. 
Now suppose that II =4. Then Lemma 3.5 applies. For 1 d i <4, colour vertices 
ai,di+z and edges a. t+l”i+2r d.d. I z+l,%+3 d. 1+3 with ci (the subscripts here being read 
modulo 4), and colour the edges a, a3, a2a,,dld3,dzd, with cg. The remaining edges 
of G form a regular bipartite graph of degree d-4, and so may be edge-coloured with 
colours c 6, .,.,%+1. This is a total colouring of G with d+ 1 colours. 
Next suppose that n = 6. Then Lemma 3.6 applies. For i = 1,3,5, colour the follow- 
ing vertices and edges with Ci:ai+4,di+s, Uidi,a’ t+iai+z,ai+3@+5, d. d. d. d. I+I t+3, 1+2 ~+4; 
for i=2,4,6, colour the following vertices and edges with ci:ai+4,di+s,aidi, 
a. t+lai+2rai+3ai+5, d. d. d. d. 1+2 ,137 t+i ~+4; and colour the following edges with c,: 
u a a a a a d d d d d d (All subscripts here are to be read modulo 6.) The 1 4, 2 5, 3 6, 1 29 3 49 S 6, 
remaining edges of G form a regular bipartite graph of degree d - 6, and so may be 
edge-coloured with colours cs, . . . , cd+ 1. This is a total colouring of G with d+ 1 
colours. 
5. Proof of Theorem 1.3 
The proof is by induction on n. For the case n =4 we exhibit in Fig. 3 a matrix 
A corresponding to an edge-coloured K,. Let the vertices of the K8 be al, . . . , u8. Cell 
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Fig. 3 
(i,j) is filled with integer k if and only if edge aiUj is coloured ck. The cells corres- 
ponding to the Hamiltonian path with all different colours are indicated by 
shading. 
Now let n>5. Let the vertices of KZn be vi, . . . , u,, wl, . . . , w,, and suppose that the 
Hamiltonian path is u1,w1,u2,w2 ,..., w._2,~,_1,w,_1,v,,w, if n is odd and 
~l,w1,~2,w2,~~~~wn-l~~n-l, w,,v, if n is even. We may suppose that the edges are 
coloured ci , c2, . . . , cZn_ 1 in order going along the Hamiltonian path, starting with the 
edge ulwl. Let K(W) and K(V) be the K,‘s induced by {wl, . . . . w,,} and {al, . . . ,u,>, 
respectively, and let K( W, V) denote the K,,, with bipartition (W, V). 
We divide the induction step into two cases, one when n is even, the other when n is 
odd. 
Case 1: The induction step when n is even. 
Let n = 2m. At the outset, we make it clear that we cannot appeal to induction when 
n=6; instead, we modify the induction argument slightly, so as to make it self- 
contained. 
For 1 <i<m the edge Wzi_iW2i is coloured chi-2. For n=2m38 and l<i<m- 1 
we colour the edge W2i Wzi+ 1 with colour cbi. Then wl, ~2,. . , w2,,, is a Hamiltonian 
path in K(W) with edges coloured c2, c4, . . . , cdm _ 2 in order along the path, starting at 
wl. By induction, this partial edge-colouring of K(W) can be extended to an edge- 
colouring of all of K(W) with c2, c4, . . . , c~,,_~. For n = 6 we exhibit a suitable 
edge-colouring of K ( W) in matrix form in Fig. 4. Cell (i, j) is filled with integer k if and 
only if edge WiWj is coloured ck. The cells corresponding to the edges of the original 
Hamiltonian path are shaded. 
For n 3 6 we similarly extend the partial edge-colouring of K(V) to an edge- 
colouring of all of K ( V) with c2, c4, . . . , c4,,, _ 2 (for n 3 8 we can let UiVj have the same 
colour as Wi Wj). 
It is well known that an idempotent (= diagonal) latin square of side m exists for all 
m 22. Let L = {L(i, j): 1 d i, j <m} be such an idempotent latin square on symbols 
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c~,cS, . . . ,cZ,,-i, with L(i,i)=czi_i. Colour edge wivj with the symbol in cell L(i,j). 
Then edge wivi receives the colour czi- 1. 
Combining these edge-colourings of K( IV), K(V) and K( W, V) gives us the re- 
quired edge-colourings of K4,,, containing the original edge-coloured Hamiltonian 
path. 
Case 2: The induction step when n is odd. 
Let n=2m+ 1. In fact, when n = 5 we cannot use induction; instead, we modify the 
induction argument slightly, so as to make it self-contained. 
For n = 2m + 12 5 and 1~ i < m the edge w2i _ 1 W2i is coloured cqi_ 2. We introduce 
a further vertex we and let J(W) be the K2m+2 with vertex set {wO, wr, . . . , w~,,,+~}. We 
colour the edge wOwi with colour cl. 
For n 2 7 and 16 i < m we colour the edge wziwzi+ 1 with colour c4i. The edges of the 
Hamiltonian path w,,, wi, w2, . . . , w2,,,+ 1 are then coloured c1,c2, c4, . . . , c4,,, m order 
starting at wO. By induction, this partial edge-colouring of J( W) can be extended to an 
edge-colouring of J with ci, c2, c4, . . . ,c4,,,. In the corresponding edge-colouring of 
K(W), colour c1 is not present at wl. For n = 5 we can adapt the earlier colouring 
corresponding to Fig. 4. Replace w 6 by wO and permute the colours thus: 
(c2, c~,c~,c~,c~~) are replaced by (c2,c1,c6,cS,c4), respectively. This yields an 
edge-colouring of K(W) in which edges w1 w2 and w3 w4 are coloured c2 and c6, 
respectively, and colour c1 is not present at wl. 
Next, for n>5, consider K(V). Let ul=vl and, for l<i<m, let Uzi=U2i+l and 
Uzi+i=Ui. Then UziUzi+l=D2iU2i+1 is coloured cqi (1 < i < m). Note that in K(W), 
wziWzi+ 1 is also coloured cqi. Colour the edges of K( V) with colours ~1, ~2, ~4, . . . , ~4,,, 
in such a way that UiUj and WiWj receive the same colour (1 < i<j < 2m+ 1). Then 
colour ci is not present at u1 = ul. In each of K(W) and K(V) each of the colours 
cl,c2~~4, . . . ,c4m is missing from exactly one vertex, and, for 1~ i<2m+ 1, wi and 
Ui have the same colour missing. 
Now consider K( W, V). In this the edge, WiUi is coloured czi- 1 (16 i < 2m + 1). For 
2<i<2m+ 1, colour the edge wiui with colour cl (wl u1 is already coloured cl). By 
Lemma 3.7, this partial edge-colouring of K( W, V) can be extended to an edge- 
colouring of all of K( W, V) with colours cl, c3, . . . , c2,,,+ 1. 
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Finally, for 2<i<2m+ 1, replace the colour c1 on the edge WiUi by the colour 
amongst c2, c4, . . . , cbm which is missing in K(W) at Wi and in K(V) at Ui. Combining 
these edge-colourings of K( IV), K(V) and K( W, V) yields the required edge-colouring 
of K 4m+2. 
Theorem 1.3 now follows by induction on n. 
6. Some concluding remarks 
For the chromatic number x(G) and the edge-chromatic number (or chromatic 
index) x’(G), we have the following analogues of Theorem 1.2. The first, Theorem 6.1, 
is no more than an obvious remark. 
Theorem 6.1. Let G be a regular simple graph of even order 2n such that G is bipartite. 
Then 
x(G) = n 
unless G = K,,,. 
Proof. G contains a K,, so clearly X(G)> n. If G #K2,, to vertex colour G, take 
a l-factor F of G, and , for each edge of F, give the two vertices at each end of F the 
same colour. 0 
Theorem 6.2. Let G be a regular simple graph of even order 2n such that c is bipartite. 
Then 
x’(G)=d(G) 
unless G=K, n and n are odd. 
Proof. As in the proof of Theorem 1.2, we may take G as two K,‘s (A and D) together 
with a regular bipartite graph B of degree d(G) - n + 1 with bipartition (V(A), V(D)). If 
n is even we edge-colour A and D with n- 1 colours, and, using K&rig’s theorem 
(Lemma 3.1), edge colour B with a further d-n+ 1 colours. If n is odd and GZK,,,, 
we may suppose that V(A)={a, ,..., a,,}, V(D)={d, ,..., d,} and that 
F = (aidi: 1 <i<n} is a l-factor of B. We edge colour A and D with colours ci, . . . , c,, 
with Ci missing at ai and di. We then colour the edge aid; of B with ci. We finally colour 
the remaining edges of B with d-n colours, using Kbnig’s theorem (Lemma 3.1). 0 
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