There is some support for the hypothesis that the factor structure of schizophrenia symptoms is similar to the factor structure of schizotypal symptoms in nonschizophrenia populations. However, no studies to date have examined schizotypal symptoms in patients with personality disorders. In this study, confirmatory factor analyses were conducted to test the relative fit of several models of the factorial structure of schizotypal symptoms in patients diagnosed with personality disorders. The EQS: Structural Equations Program was used to analyze DSM-III symptoms of schizotypal personality disorder (SPD) based on structured clinical interviews with 213 patients meeting a diagnosis for at least one personality disorder. A subgroup of the total sample was also evaluated for DSM-III-R criteria (« = 143) to test competing models of the DSM-III-R symptoms of SPD. A three-factor model consisting of a cognitive-perceptual, interpersonal, and paranoid factor yielded the best fit to the data relative to the other models tested. These results suggest that the three-factor model of schizophrenia symptoms may not entirely correspond to the factors underlying milder schizotypal symptoms expressed in a clinical population. It is suggested that future research focus on both the similarities and the differences between SPD and schizophrenia.
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Phenomenological, genetic, biological, and psychophysiological studies have suggested a relationship between chronic schizophrenia and milder schizotypal traits. Such investigations are necessary in defining the boundaries of the schizophrenia spectrum, which has become crucial in studies of the genetics and pathophysiology of schizophrenia. One relevant question is whether schizotypal traits are on the milder end of a continuum with schizophrenia symptoms. If schizotypal traits are milder manifestations of schizophrenia symptoms but reflect the same underlying pathophysiological processes, the character of these traits might be similar in schizotypal personality disorder (SPD) and schizophrenia. Thus, they might have a similar correlational structure as revealed by factor analysis. While previous studies have explored the factor structure of schizotypal traits in nondinical populations, no studies have examined schizotypal symptoms in a clinical population, where psychopathology is presumably more severe. The purpose of this study is to examine the factor structure of clinically rated schizotypal symptoms in a personality-disordered population.
Initial theories regarding the structure of schizophrenia symptoms hypothesized two-dimensional models of symptoms (Strauss et al. 1974; Crow 1980; Andreasen and Olsen 1982) , reflecting behavioral excesses or positive symptoms such as hallucinations and behavioral deficits or negative symptoms such as flat affect. Many factor analytic studies investigating the factor structure of these symptoms have suggested a more complex three-factor model of schizophrenia symptoms (e.g., Bilder et al. 1985; Liddle 1987 ; Uddle and 502 SCHIZOPHRENIA BULLETIN Barnes 1990; Amdt et al. 1991) . The primary difference between these sets of models lies in the extraction of the third factor, typically labeled "disorganization," which includes symptoms such as formal thought disorder and bizarre behavior.
While studies of schizophrenia symptoms typically use clinical ratings of symptoms, previous investigations of schizotypal traits with nonclinical populations have used both self-report questionnaires and clinical ratings. The most consistent factor to emerge from exploratory and confirmatory factor analyses in the self-report studies has been described as "positive" schizotypy, consisting of psychotddike cognitive and perceptual experiences (Muntaner et al. 1988; Bentall et al. 1989; Hewitt and Claridge 1989; Raine and Allbutt 1989; Venables 1990; Kendler and Hewitt 1992; Raine et al. 1994 ). Another factor is composed of items reflecting "negative" or deficitlike characteristics (Muntaner et al. 1988; Bentall et al. 1989; Kendler and Hewitt 1992; Raine et al. 1994) . Some studies also find a third factor that can be described as cognitive disorganization (Bentall et al. 1989; Raine et al. 1994) , while others also report a factor of nonconformity (Muntaner et al. 1988; Bentall et al. 1989; Raine and Allbutt 1989; Kendler and Hewitt 1992) .
In addition to these studies based on questionnaires, other investigators have examined the factor structure of schizotypal traits based on structured interviews such as the Structured Interview for DSM-IH Personality Disorders (SIDP; Pfhol et al. 1982) . One study involved clinical ratings (i.e., SIDP ratings of DSM-II1 [American Psychiatric Association 1980] SPD criteria) of college students who had been selected based on high selfreport scores; 38 percent of their subjects met criteria for a personality disorder based on these interviews (Rosenberger and Miller 1989) . A principal-components analysis of SPD criteria revealed three factors: the first factor, labeled schizotypal behavior, consisted of inadequate rapport, odd speech, and social isolation; the second factor, interpersonal sensitivity, was marked by undue social anxiety /hypersensitivity, suspiciousness, and ideas of reference; and the third factor, labeled schizotypal thought, was composed of magical thinking and recurrent illusions. The schizotypal behavior factor seems to correspond to the negative symptoms of schizophrenia and the schizotypal thought factor seems comparable to the positive symptoms of schizophrenia. However, the interpersonal sensitivity factor does not clearly correspond to the disorganization factor frequently found in schizophrenia research but seems to be more reflective of paranoid symptoms, which have clearly loaded on the positive (reality distortion) factor in previous studies (e.g., liddle 1987). One reason for this mismatch may be the different types of items used in the factor analytic studies of schizophrenia symptoms versus SPD criteria, since the results of a factor analysis depend on the items used in the analysis.
While most of the research on symptoms in schizotypy involves either clinical ratings or self-report scales, a few studies have looked at both. In a study of twins, Kendler et al. (1991) found two independent dimensions ("positive" and "negative") of both clinically rated and self-rated schizotypy. The findings indicated that positive and negative dimensions of both clinically rated and self-rated schizotypy were correlated more highly in monozygotic twins than in dizygotic twins. A later article focused solely on self-report scales of schizotypy and found three distinct factors (positive trait schizotypy, nonconformity, and social schizotypy), all of which were influenced by genetic factors (Kendler and Hewitt 1992) .
In sum, studies investigating the factor structure of schizotypal traits in nonclinical populations show mixed findings in the number and characteristics of factors. Some studies have reported two-factor solutions consisting of a positivelike factor and a deficit factor, while other studies have found three factors. The goal of this study was to empirically assess four competing models (a null model positing no underlying structure; a unidimensional severity model; a two-factor model with a positive factor and a negative factor; and a three-factor model based on the previous empirical studies) of schizotypal symptoms in a sample of patients diagnosed with personality disorders. Furthermore, based on the findings concerning DSM-111 symptoms, the factor structure of DSM-IU-R (American Psychiatric Association 1987) SPD symptoms was also examined in a subgroup of the original sample who also were rated for DSM-HI-R personality disorder symptoms. To test competing models, confirmatory factor analysis was used because such analysis provides goodness-of-fit indices to assess the fit of each model to the actual data. This type of analysis, unlike exploratory factor analysis, is a more rigorous approach to the investigation of the underlying factor structure in that it requires specification of a priori models and allows for direct comparisons of the relative fit of alternative models (Harvey et al. 1992; Raine et al. 1994 ).
Methods
Subject Selection. All patients par-VOL22. NO. 3, 1996 503 ticipated in this study as part of an ongoing program in the psychobiology of mood and personality disorders. They were recruited from the outpatient and inpatient clinics of the Bronx Veterans Affairs Medical Center and Mount Sinai Hospital or were referred to the program by local practitioners. The sample consisted of 213 (144 male and 69 female) patients who granted informed consent before assessment. Mean age was 38.6 years (standard deviation [SD] = 11.4 years) with a range of 19 to 70 years. Note that subjects were selected based not on a family history of schizophrenia, but on clinical referrals.
Diagnostic/Psychological Assessment Diagnoses were selected for the patients, using the Schedule for Affective Disorders and Schizophrenia (SADS; Spitzer et al. 1978t> ) and the SIDP, by one or two experienced raters who assigned DSM-HI Axis I and Axis II diagnoses (K = 0.73 for SPD). When possible, one of the raters interviewed an informant close to the patient. SIDP items were scored according to standard procedures used with this instrument. Specifically, items were rated on a 5-point scale (0, 0.5,1.0,1.5, 2.0). Final consensus personality disorder diagnoses were determined in a meeting of all raters with an expert clinician, according to the criteria of the DSM-I11. Patients meeting Research Diagnostic Criteria (RDC; Spitzer et al. 1978a) or DSM-Ul Axis I criteria for schizophrenia or bipolar I disorders, or current substance abuse or current or past history of substance dependence were excluded from the study. Many patients did meet criteria for Axis I disorders in the present or past history, such as major depressive disorder (n = 144) and bipolar disorder (Type II, n = 35). All subjects met criteria for at least one personality disorder; the number of subjects meeting criteria for each personality disorder is shown in table 1. In addition, a subgroup of the total sample was evaluated for DSM-III-R criteria (n = 143; male = 74, female = 69).
Data Analysis. Four different models of the structure of DSM-III schizotypal symptoms were tested against one another; SIDP ratings for the eight DSM-Ul schizotypal symptoms were entered into each factor analysis. The first, a null model, assumed the complete absence of latent structure and, as a result, postulated zero correlations between all of the eight schizotypal symptoms. The next model, a unifactorial "severity" model, assumed that all eight traits were best described through a single underlying dimension. The "cognitive/perceptual" (positive or psychotidike) and "deficit-related" (Siever and Gunderson 1983; Widiger et al. 1986; Raine et al. 1994 ). The final three-factor model was based on the results of the exploratory analysis of Rosenberger and Miller (1989) described above, and the three factors are named "cognitive/perceptual," "interpersonal," and "paranoid." The two multifactor models are depicted in table 2.
To identify the best-fitting factor structure of the DSM-III SPD symr> toms, a confirmatory factor analysis (CFA) was used. an investigator constructs a measurement model (a hypothetical factor structure) and specifies how covariances between a group of variables should have been caused by latent variables (underlying factors). The EQS program estimates model parameters based on the measurement model and then, using maximum likelihood-based procedures, compares the estimated covariance matrix to the actual input covariance matrix. A measurement model producing a solution closely matching the input covariance matrix is a good fit to the data. The quality of the fit between estimated and solution models can be evaluated statistically with the chisquare test (Long 1983; Joreskog and Sorbom 1984) . The goal of a theoretical model is to explain as much as possible of the covariance present in the obtained data within the specifications of the model. In this instance, the null hypothesis is that all of the population covariance has been extracted from the covariance matrix by the prespecified measurement model. If the chi-square is statistically significant (e.g., p < 0.05), then the residual matrix still has significant covariance in it and one may conclude that the model being tested does not fit the data well (Gorsuch 1983) . If the chi-square is not statistically significant, then the null hypothesis is not rejected and the researcher may conclude that the prespecified model fits the observed data, leaving little covariance in the residual matrix. For large samples, a model may provide a good fit to observed data but will generate a statistically significant chi-square value (Bentler and Bonett 1980; Marsh et al. 1988 ). In such instances, chi-square contrasts and incremental fit indexes are used to assess the relative fits of competing models (Bender and Bonett 1980; Marsh et al. 1988 ).
The input data for tiiese analyses was a covariance matrix. To quantify the underlying latent traits, their variance was fixed to 1.0, while die factor loadings between the schizotypal symptoms and die latent traits were all free to vary. Covariance of the error terms of the measures was allowed to vary freely. The fit index used was die EQS Comparative Fit Index (CFI), which quantifies the proportionate improvement of each model against a completely nonfactorial (i.e., null) model. Since die SIDP items are ordinal and thus likely to be skewed, die Satorra-Bentier Scaled Statistic (Satorra and Bentler 1988) was used to calculate a corrected CFI; the Satorra-Bentier Scaled Statistic has been shown to be the most reliable test statistic for evaluating covariance structure models under various distributions and sample sizes (Byrne 1994) .
Results
CFA. Results of EQS analyses evaluating goodness-of-fit for each model are found in table 3. The first model estimated was the null model, which revealed a relatively large and significant chi-square (a "perfect" fit between model and data would generate a chirsquare of 0). Since a larger chi-square indicates a poorer fit, these data indicate tiiat a model assuming no latent structure underlying symptomatic severity fits the data poorly. The unidimensional model produced a substantially smaller chi-square relative to die null model, a CFI of 0.69, and a corrected CFI of 0.74. The two-factor model provided an even better fit to the data, with a smaller chi-square and a larger CFI. The three-factor model yielded a smaller chi-square value, a CFI of 0.89 and a corrected CFI of To determine whether the less restricted models provided a statistically significant improvement in fit to the data relative to the null model, the respective chi-square values of each were compared. Chi-square differences were calculated for the null model compared to the unifactorial model, and the unifactorial model was compared to both the two-factor and the three-factor models. Since the two-and three-factor models are not nested, they could not be compared to each other. The differences between chi-square values and degrees of freedom associated with each model were calculated and evaluated for statistical significance (Bentler and Bonett 1980) and are shown in the second part of table 3. The unifactorial model provided a significantly better fit to the observed data than the null model (p < 0.001). Next, the two-factor model improved significantly on the fit of the unifactorial model (p < 0.001). In turn, the threefactor model also improved significantly on the fit of the unifactorial model (p < 0.001). These data indicate that not only does the three-factor model describe the data well, it also improves significantly on the fit of a single-dimension * severity" model. Since the three-factor model fit the data significantly and also had a corrected CF1 of 0.90, the convention for a minimum fit of a suitable model, the three-factor model appears to be the best of the substantive models tested at describing the data.
Another CFA was conducted to examine the factor structure of DSM-IH-R SPD criteria from a subgroup of the original sample who also received ratings on the DSM-IH-R criteria. For these analyses, the ratings of the nine DSM-HI-R SPD symptoms were entered into each factor analysis. A previous study examining the factor structure of self-reported DSM-IIl-R SPD criteria in a nondinical sample also supported a three-factor model (Raine et al. 1994) . However, Raine's three-factor "disorganization" model was substantially different from our DSM-HI three-factor "paranoid" model. Therefore, a CFA was conducted to compare a DSM-111-R version of the paranoid model and the disorganization model, as shown in table 4. Testing the model developed by Raine required a modification in model parameters. Since in his model one of the items (suspiciousness) loads on more than one factor, the factor correlations had to be fixed to some value to avoid underidentification of the model. The analyses were done twice, once with the factor correlations fixed to zero and once with the correlations fixed to the exact values reported in Raine et al. (1994) : cognitive-perceptual and disorganization (r = 0.75), interpersonal and disorganization (r = 0.60), cognitiveperceptual and interpersonal (r = 0.37). The data presented in table 5 are from the analyses run with the factor correlations fixed to the values reported in Raine et al. (1994) . The fit for the model computed with the factor correlations fixed to zero was worse (CFI = 0.55; x 2 = 151.25, df = 23, p < 0.001).
As with the DSM-IU models, the unifactorial model had a smaller chisquare value than the null model, and the two-factor model improved on the unifactorial model significantly. The three-factor "disorganization" model was an even greater improvement on the unifactorial model, but the three-factor "paranoid" model produced the smallest chi-square and the greatest CFI.
To facilitate later testing of this model, the factor loadings for the DSM-1II-R paranoid model are presented in figure 1. Only social anxiety has a relatively weak loading.
Exploratory Factor Analysis. Since the uncorrected CFI of the paranoid model was less than 0.90 and one item (social anxiety) had a weak loading on the paranoid factor, an exploratory factor analysis was conducted to investigate the possibility of a four-factor model. Since we are aware of no previously published four-factor models for schizotypal symptoms, an exploratory analysis is the most appropriate tool for this preliminary step. Principal components analysis using a varimax rotation was conducted for the nine DSM-IIl-R SPD criteria. Four factors accounted for 74 percent of the variance with eigenvalues (percentages of variance in parentheses) for each of the four factors as follows: 2.88 (32%), 1.64 (18.3%), 1.15 (12.8%), and 0.97 (10.8%). After varimax rotation, the four derived factors were as follows (factor loadings in parentheses): Factor 1-odd behavior (0.83), odd speech (0.75), constricted affect (0.75), and no close friends (0.64); Factor 2-unusual perceptual experiences (0.86) and magical thinking (0.85); Factor 3-suspiciousness (0.88) and ideas of reference (0.79); Factor 4-social anxiety (0.93) and no dose friends (0.52).
Discussion
Results of CFA indicate that the interrelations of clinically rated SPD symptoms are best characterized by three factors (cognitive/perceptual, interpersonal, and paranoid) in a clinical sample of personality disordered patients. The three-factor model of Rosenberger and Miller (1989) appears to fit the data better than other models. While Rosenberger and Miller used a college sample, their sample was preselected based on high self-report schizotypy scores, indicating the presence of significant psychopathology. Taken together, these findings suggest that the structure of clinically rated SPD symptoms is consistent in populations exhibiting psychopathology, whether or not these populations are clinically defined.
However, the results of our factor analysis are at odds with those of a study using self-report ratings of VOL.22, NO. 3, 1996 507 DSM-III-R SPD criteria in a nonclinical sample (Raine et al. 1994 ). Raine's three-factor model consisted of a cognitive-perceptual factor, an interpersonal factor, and a disorganization factor. The disorganization model did not fit our data as well as the paranoid model did. In explaining these disparate findings, it should be noted that the disorganization model specifies that one item (suspiciousness) loads on two factors (cognitive/perceptual and interpersonal). Therefore, the correlations between factors must be fixed to some value in the CFA. We selected the values of Raine et al. on the basis of no other empirically validated correlation.
The incompatible findings may be attributable to other factors as well, such as the use of different measures, that is, self-report versus clinical ratings. This explanation seems particularly viable because the items comprising the factor of disorganization (odd speech, odd behavior) are usually rated through observations by the interviewer during clinical ratings, while they are self-rated in the self-report instruments. Almost by definition, these items are difficult to self-rate.
Another compelling explanation lies with the different samples involved. In both our investigation and the study conducted by Rosenberger and Miller (1989) , subjects were selected based on some prior evidence of psychopathology. Raine et al. (1994) had samples that consisted of unselected college and community volunteers. To further illustrate this point, Raine et al. (1994) found that the disorganization threefactor model fit his data even after removing the highest scorers on the self-report scales (i.e., the most pathological subjects). These findings suggest that the Raine configuration of the three-factor model may be most characteristic of self-reported schizotypy in nondinical samples.
In comparing our results with previous studies investigating the factor structure of schizophrenia symptoms, the cognitive/ perceptual factor seems comparable to the positive symptom factor found in studies of schizophrenia. The factor labeled paranoid includes items (i.e., ideas of reference, suspiciousness) similar to items usually incorporated in the positive factor of schizophrenia. Finally, the interpersonal factor seems to include components of both the deficitlike factor (i.e., constricted affect, no close friends) and the disorganization factor (i.e., odd speech, odd behavior) found in schizophrenia studies. There are a few possible explanations for these differences. One is the different items comprising the SPD symptoms and the schizophrenia symptoms; in other words, the results of a factor analysis are dependent on the items examined. For instance, the lack of a purely negative factor of SPD may be attributable to the lack of these types of symptoms (e.g., anhedonia, avolition, affective flattening) represented in the criteria for SPD (constricted and inappropriate affect are both included in one symptom). On the other hand, the factor analytic studies of the symptoms in schizophrenia use symptom ratings from scales that include a variety of negative symptoms, such as the Schedule for the Assessment of Negative Symptoms (SANS; Andreasen 1984) and the Positive and Negative Syndrome Scale (PANSS; Kay et al. 1987) . Thus, the results of this study may have been limited by the small number of items delineated in the DSM criteria for SPD.
The emergence of a paranoid factor in SPD may reflect an underlying difference in the expression of symptoms in a personality-disordered population versus schizophrenia. In schizophrenia, paranoia may be incorporated in the more florid symptoms of delusions and hallucinations, while for personality disordered patients, paranoid thinking may be a more salient and independent component of their symptomatology. It is also possible that these different dimensions reflect different pathophysiological mechanisms. These hypotheses require further investigation, including external validation of the symptom dimensions with neurocognitive and biological abnormalities.
A number of issues are worthy of discussion when considering the results of this study. First, one of the items, social anxiety, has a relatively weak loading (0.22) on the paranoid factor. It has been noted that items relating to social avoidance in SPD may be difficult to distinguish from the soda! difficulties seen in schizoid and avoidant individuals (Siever et al. 1995) . Therefore, the specificity of social anxiety for SPD may not be great. It has also been noted that excessive social anxiety is more common among the relatives of schizophrenia patients than among the relatives of patients with major depression, and it has been suggested that this symptom may be a marker of a genetic link between schizophrenia and SPD (Torgersen et al. 1993) . Since the subjects studied in our investigation were not identified as relatives of schizophrenia patients, the poor loading of social anxiety may have been influenced by the use of clinical SPD patients rather than subjects with a family history of schizophrenia. Furthermore, in an exploratory factor analysis used to investigate a possible four-factor model, social anxiety had a high loading on the fourth factors, which also included another item (no close friends) loading moderately on both the second and fourth factor. Thus, it may be that social anxiety is best represented by a fourth factor, which may include other items as well. This model should be further explored or confirmed with additional populations.
Another limitation of this study is the heterogeneity of the sample; that is, the sample consisted of patients with a variety of personality disorders, many of whom also had comorbid depression. This variety is somewhat unavoidable in a clinical sample because personality disorder patients often seek treatment in response to depression or anxiety. However, the results of this study cannot necessarily be generalized to schizotypal subjects with a family history of schizophrenia or nonclinical personality-disordered samples, although our results are consistent with a study involving a nondinical sample (Rosenberger and Miller 1989) .
In conclusion, based on CFA, the best-fitting model of the factor structure of the SPD criteria was described by three factors. The cognitive/perceptual factor corresponds to the positive factor of schizophrenia, and the interpersonal factor of SPD seems to represent a combination of the negative and disorganization factors of schizophrenia. However, the paranoid factor found in the SPD symptoms is somewhat inconsistent with the results of factor analytic studies of schizophrenia. Furthermore, the possibility of a four-factor model with a fourth factor represented primarily by social anxiety should be further investigated in future studies of both clinical and nondinical samples.
While much research has focused on the similarities between SPD and schizophrenia, it is equally important to establish the differences between the two disorders in order to understand the pathogenesis and etiology of schizophrenia. A next step in this line of research, in addition to replication of these findings with different clinical populations, would be to establish whether these different factors represent different underlying constructs that are associated with different biological and neurocognitive mechanisms.
