LORAL
The crucial problem in multiple target tracking is the hit-to-track data association. A hit is a received signal from a target or background clutter which provides positional information. If an incorrect hit is associated with a track, that track could diverge and prematurely terminate or cause other tracks to also diverge. Most methods for hit-to-track data association fall into two categories: multiple hypothesis tracking (MHT) and joint probabilistic data association (JPDA). Versions of MHT use all or some reasonable hits to update a track and delay the decision on which hit was correct. JPDA uses a weighted s u m of the reasonable hits to update a track. These weights are the probability that the hit originated from the target in track.
The computational load for the joint probabilities increases exponentially as the number of targets increases and therefore, is not an attractive algorithm when expecting to track many targets.
Reviewed here is the JPDA filter and two simple approximations of the joint probabilities which increase linearly in computational load as the number of targets increase. Then a new class of near optimal JPDA algorithns is introduced which run in polynomial time. The power of the polynomial is an input to the algorithm.
This algorithm bridges the gap in computational load and accuracy between the very fast simple approximations and the efficient optimal algorithms.
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Author's address: FSC, L O W , P.O. Box 9023, Boulder, 0018-9251/94/%4.00 @ 1994 IEEE There are two basic methods of hit-to-track data association in multiple target environments [1] [2] [3] [4] : multiple hypothesis tracking (h4HT) and joint probabilistic data association (JPDA). The MHT filter associates feasible hits to tracks and forms multiple hypotheses for track extension but delays making a hard temporal data association decision until more information at a later time makes the decision easier. When more information is available, the highly improbable hypotheses are pruned leaving tracks of actual targets. The JPDA filter updates a track with a weighted sum of feasible hits, thereby, not making a hard spatial association. The weights are the probabilities that those hits correctly extend the track. The weights are calculated by finding all of the possible hit-to-track combination sets, along with all possible sets of hit-to-track associations which include track misses, and adding the probabilities of those sets which include the hit-to-track association under consideration.
In their optimal form both MHT [5] and JPDA [6, 71 use a formidable amount of processor power making them impractical for a large number of targets. The MHT filter suffers from an increasing number of hypothesis tracks which burdens both computational load and memory space. Pack pruning reduces this load but either can't guarantee a fixed amount of computer loading or reduces to a suboptimal form of track splitting. The JPDA filter does not tax processor memory but does require an exponentially increasing amount of processor time as the number of targets increases [8] . The fast algorithms in [8, 91 are still not practical for a limited amount of processor power or a large number of targets. To make the algorithm practical, very fast ad hoc and suboptimal JPDA calculations have been developed [3, 10, 111. A class of near optimal JPDA algorithms is presented here which vary in computational loading between the very fast algorithms and the optimal versions. The next section describes the probabilistic data association (PDA) filter and its extension to multiple targets the JPDA filter. Then the class of near optimal JPDA algorithms is presented along with some examples comparing the methods.
II. PROBABILISTIC DATA ASSOCIATION
PDA was first proposed by . PDA is a method of associating hits detected in the current readout of the sensor, or scan, with current tracks using a probabilistic score. A score is a measure of the goodness of fit of the hit-to-track association. Once the score for each hit is calculated, the tracks are updated with a weighted sum of the hits, where the weights are the calculated probabilities. This was thought to be a very good method for tracking targets in dense clutter without having the large processor and memory usage needed for multiple hypothesis tracking. PDA can be extended to tracking maneuvering targets [13]. PDA was also extended to include the radial velocity measurement from Doppler radars [14] in the probability computations.
A detailed derivation of the PDA filter can be found in [2] and is briefly described here. When using PDA or JPDA, the update equation of the Kalman filter becomes
where f ( k I k) is the state estimate at time k given k updates, i ( k I k -1) is the prediction of the state at time k given k -1 updates, W ( k ) is the Kalman gain and the weighted sum of the hits takes on the form
where vj(k) is the difference between the jth hit and the predicted position of the track at time k. P,(k) is the probability that the jth hit came from the current target in track. The updated covariance matrix is given b Y
where
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where P is the covariance matrix of the state 2, H is the linearized mapping of the state onto the measurement space, Z is the identity matrix, and Po is the probability that none of the measurements in the extension gate originated from the target in track.
The probabilities of the jth hit originating from the target in track at time k is given by where
X is the spatial density of false measurements, PD is the probability of detecting the target, PG is the probability of the target's hit falling within the tracks extension gate, and S(k) is the covariance matrix of v,(k) which is computed in the Kalman filter gain ROECKER: A CLASS OF NEAR OPTIMAL JPDA ALGORITHMS equation. This calculation of the probabilities assumes that there is one hit in the track's extension gate which originated from a target and the rest are random clutter which will average out to zero in the weighted sum of (2). If the hit of another target is persistently in the extension gate of this particular target, the probability calculation will be wrong and poor tracking will result. ' Ib account for multiple targets, the JPDA filter was developed.
The JPDA filter is the same as the PDA filter with the exception of the probability calculations. The probabilities are computed as joint probabilities to account for the fact that measurements may have come from more than one target. The probability of track 1 being associated with hit J in the JPDA filter is computed from the law of total probability [15] and is given by [2]:
where w(8(k)) is a binary variable indicating whether joint event 8(k) contains the association of track 1 and hit j . A joint event is a set of hit-to-track associations which have hits assigned to either clutter or one track and each track assigned to only one hit or declared missed. The probabilities of the individual joint events is given by T x n(P;,"(l-
where @ is the number of clutter hits, V is the volume of the extension gates of the track, m is the number of hits on this scan, ~j is a binary variable indicating whether the hit is assigned to a track, T is the number of current tracks, PO is the probability of detection, and 6, is a binary variable indicating whether a track has been assigned to a hit. task. To find the probability of track 1 extending with hit i, the algorithm must calculate all feasible joint events, compute their probabilities using (10) and then add all probabilities from joint events which include the track 1 with hit i association. The computation of all of the joint events has been shown to increase in computer loading exponentially as the number of targets increases [SI. For this reason very fast approximations were developed [3, 10, 111 which increase linearly in computational load as the number of targets increases. The algorithm in [3, 10) uses single events (single hit-to-track associations) to approximate the JPDA probabilities while the method in [ll] utilizes dual events. The algorithm presented in the next section utilizes full joint events in the probability calculations. Since only highly likely events Calculating these joint probabilities is a formidable are used, the result is nearly optimal while not using an exponentially increasing amount of computer power to compute all joint events.
Ill. NEAR OPTIMAL JPDA ALGORITHM
The new algorithm for computing near optimal JPDA probabilities presented here is an alternative between the fast but less accurate approximations and the slow optimal JPDA algorithms. The near optimal JPDA algorithm uses full joint events in the probability calculation unlike the simple approximations of [3, 10, 111. Full joint events are needed for accuracy when there are a large number of interacting targets. Unlike the optimal algorithms, this procedure does not try to compute all of the joint events. Only those joint events which are highly probable are computed. The joint events not considered will not contribute significantly to the probabilities. The difference between this algorithm and the fast simple approximations is that complete joint hit-to-track assignment events are used in the near optimal algorithm rather than the partial events used in the approximations. The difference between the near optimal algorithm and the optimal versions is that only the highly probable joint events are used in the near optimal version.
The procedure utilizes the two-dimensional assignment algorithms used in single assignment data association [16-191. Most tracking systems generate a scored list of feasible hit-to-track assignments. In single decision tracking, this list is put into a twodimensional assignment algorithm which produces a noncontending set of hit-to-track assignments. The referenced algorithms produce a set which makes the most assignments possible with the lowest composite scores. Another two-dimensional assignment algorithm, GREEDY, selects the assignment with the lowest score, then removes all conflicting assignments. Of the assignments left, GREEDY selects the one with the lowest score and continues until the list is empty. The GREEDY algorithm does not produce an optimal assignment and does not guarantee a full assignment.
When a two-dimensional assignment algorithm is used, one full joint event is produced. If one of the assignments produced in the original joint event is removed from the list of candidate assignments, a two-dimensional assignment algorithm produces a different joint event. Using this method of selectively removing assignments from the list of candidates and running the two-dimensional assignment algorithm, a set of highly probable joint events are produced. Generating more joint events can easily be done by removing combinations of two and then three and/or more assignments in the originally produced joint event from the list of candidates. Fixing the number of combinations of assignments removed, will fix the algorithm in polynomial time. The GREEDY algorithm, used in the formulation to follow, is O(n2). When run n times for the number of single assignments removed, the algorithm increases to O(n3). More combinations removed increases the polynomial power of the algorithm. A simple recursive algorithm can be used to generate the joint hypotheses and their likelihoods. The algorithm is presented on page 507.
The GREEDY two-dimensional assignment was used in the algorithm above. Any two-dimensional assignment can be used in this procedure. Since there is a possibility of producing duplicate joint events, any joint event whose sum of scores matches a previous sum of scores is discarded. It is unlikely two different joint events will have the same composite score. If this is not the case then all the joint events produced need to be stored and checked with new joint events. The GREEDY algorithm is selected here because it tends to produce less duplicate joint events. The optimal two dimensional assignment algorithms force full assignments, if possible, and produce more duplicate joint events. Another advantage of the GREEDY algorithm is that the sort of the list of candidate assignments only has to be performed once. The list of candidate assignments can also be used directly to remove combinations of assignments. This would result in more joint events, more duplicate events and a slower algorithm.
A very attractive feature of this algorithm is its ability to tradeoff computer power and accuracy not only during the design of the system but also during run time. If the algorithm has NUMBER-OF-ASSIGNMENTS-REMOVED set to 4 and the allotted time for probability computations is running short after removing all combinations of 3 assignments, the algorithm can be terminated in the original loop over CALL REMOVE-ASSIGNMENTS and a full set of probabilities will be available with the accuracy of having removed up to a combination of 3 assignments. The optimal algorithms cannot stop during the computations and produce a full set of probabilities.
Section IV compares the complexities of the fast approximations, the optimal algorithms and the new near optimal algorithm. In Section V a multiple target example is presented to compare the near optimal JPDA with the optimal version and the fast ad hoc and suboptimal versions.
IV. COMPLEXITY COMPARISON
A single scan example comparing the operations of the different JPDA algorithms is presented here to illustrate the differences in computations between the fast approximations, the optimal JPDA computations, and the new near optimal algorithm. Assume that there are five targets in track and on the present scan the hits measured are lettered i through n.
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I --- Generate scored list of hit-to-track candidate assignments (CAND-LIST) Remove assignments from CAND-LIST which don't contend with others NCAND-LIST=number of candidate assignments in CAND-LIST ASSIGN = GREEDY (CAND-LIST)/* make two dimensional assignment */ store sum of scores in ASSIGN (NASSIGN = number of assignments) calculate numerator of equation (10) This formulation has an advantage over the ad hoc version in that the probability of track 1 being After eliminating (2,m) the next joint event is produced:
After eliminating (5,i) the next joint event is produced:
If the input to the algorithm only calls for single combinations to be eliminated then the algorithm stops here. If the input calls for more combinations, then every combination of two then three and so on are eliminated to produce more joint events. In this case (10) is used to produce the probabilities of these joint events and the result is given by Plj = P(O1) + P(03) + P(&) + P (8,) . (18) The order of this algorithm is O(n2) for each time GREEDY is run. Since GREEDY is run once for the initial joint event and approximately n times when eliminating the single events, the order of this algorithm is O(n3). If combinations of two events are also eliminated, the order of the algorithm would be
(~4 ) .
The above illustration shows that fast approximations can be achieved for the JPDA probabilities which have linear complexity. The optimal algorithm has an exponential complexity which can be a deterrent to its use. The new near optimal algorithm has a variable polynomial complexity which provides an alternative to the simple approximations and the optimal algorithm. The next example shows the various accuracies of the different JPDA algorithms on a simple four-target example. The new near optimal algorithm introduced in the previous section works as follows. The GREEDY algorithm produces the following joint event:
The next step is to individually eliminate the individual events in 81 from the original scored list and run GREEDY again. After eliminating (1,j) the next joint event is produced:
After eliminating (4,n) the next joint event is produced:
Q3 = (1, j)(2,m)(5,i)(3,n)(4,I). _ _ "OPT.
-0pnYu. and T is the time between measurements (4 s in this example). The process noise, w(k), is zero mean with covariance where q = The example was run with the weighted JPDA filter using the ad hoc [3, lo], the suboptimal [ll], the near optimal, and the optimal probability calculations. are given for each track in Figs. 4-7. The tracks are numbered from left to right according to their original starting positions. Track number 4 crosses over the other three tracks. The near optimal filter closely approximates the probabilities of the optimal filter. The ad hoc and suboptimal version do not and loose tracks 2 and 3 due to track swapping. The low values for the optimal probabilities when the tracks cross is a result of another measurement appearing to be a better fit than the true measurement.
VI. CONCLUSIONS
An algorithm for a near optimal JPDA filter has been presented. This algorithm will run in polynomial time unlike the optimal algorithm which grows exponentially as the number of targets increases. The algorithm has been compared favorably in performance to the very fast ad hoc and suboptimal algorithms. This algorithm offers a tradeoff between algorithm performance and computer usage which can be adjusted during run time.
