Polynomial Distribution and Sequences of Irreducible Polynomials over Finite Fields  by Chou, Wun-Seng & Cohen, Stephen D
Journal of Number Theory 75, 145159 (1999)
Polynomial Distribution and Sequences of
Irreducible Polynomials over Finite Fields*
Wun-Seng Chou-
Institute of Mathematics, Academia Sinica, Nankang, Taipei 11529 Taiwan, Republic of China
E-mail: macwsccvax.sinica.edu.tw
and
Stephen D. Cohen
Department of Mathematics, University of Glasgow, Glasgow G12 8QW, Scotland
E-mail: sdcmaths.gla.ac.uk
Communicated by Alan C. Woods
Received May 28, 1998
Let k=GF(q) be the finite field of order q. Let f1(x), f2(x) # k[x] be monic
relatively prime polynomials satisfying n=deg f1>deg f20 and f1(x) f2(x){
g1(x p)g2(x p) for any g1(x), g2(x) # k[x]. Write Q(x)= f1(x)+tf2(x) and let K be
the splitting field of Q(x) over k(t). Let G be the Galois group of K over k(t). G
can be regarded as a subgroup of Sn . For any cycle pattern * of Sn , let ?*( f1 , f2 , q)
be the number of square-free polynomials of the form f1(x)&:f2(x) (: # k) with fac-
tor pattern * (corresponding in the natural way to cycle pattern). We give general
and precise bounds for ?*( f1 , f2 , q), thus providing an explicit version of the
estimates for the distribution of polynomials with prescribed factorisation estab-
lished by S. D. Cohen in 1970. For an application of this result, we show that, if
q4, there is a (finite or infinite) sequence a0 , a1 , ... # k, whose length exceeds
0.5 log qlog log q, such that for each n1, the polynomial fn(x)=a0+a1 x+ } } } +
anxn # k[x] is an irreducible polynomial of degree n. This resolves in one direction
a problem of Mullen and Shparlinski that is an analogue of an unanswered num-
ber-theoretical question of A. van der Poorten.  1999 Academic Press
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1. INTRODUCTION
Throughout this paper, q is a power of a prime number p and k=GF(q)
is the finite field of order q. Let f1(x), f2(x) # k[x] be monic relatively
prime polynomials satisfying n=deg f1>deg f2=m0 and f1(x)f2(x){
g1(x p)g2(x p) for any g1(x), g2(x) # k[x]. Write Q(x)= f1(x)+tf2(x).
Then Q(x) # k(t)[x] is of degree n. Let K be the splitting field of Q(x) over
k(t). Then K is a Galois extension of k(t). Let G be the Galois group of K
over k(t). G can be regarded as a subgroup of Sn . Let G* be the set of
elements of G having the same cycle pattern *. Note that every element of
G* has the same order h, say, in the group G. For each _ # G, let K_ denote
the subfield of K fixed under _. Moreover, let k$ (=GF(qr), for some
positive integer r) be the largest algebraic extension of k in K. Let G =
[_ # G | K_ & k$=k] and put G *=G & G* . Further, let h$ be the greatest
divisor of h that is prime to r. Cohen [1] shows that ?*( f1 , f2 , q), the
number of square-free polynomials of the form f1(x)&:f2(x) (: # k) with
factor pattern * (corresponding in the natural way to cycle pattern)
satisfies ?*( f1 , f2 , q)=( |G * ||G | ) q+O(q12), where the implied constant
depends only on n. This has been used in several aspects (see, for instance,
[14]). We give an explicit version of this result. More precisely, we will
prove the following theorem in Section 2. For the purpose of this result, we
allow :=: in this case f1(x)&f2(x) is taken to be square free with
factor pattern * if m=n&1 and ‘‘(x&) f2(x)’’ has factor pattern *.
Theorem 1.1. In the notation above, let g be the genus of K and let N
be the maximum number of ramified first degree prime divisors in any inter-
mediate field k(t)K$K. Then the number ?*( f1 , f2 , q) of square-free
polynomials of the form f1(x)&:f2(x) (: # k _ []) with factor pattern *
satisfies
}?*( f1 , f2 , q)&|G |*|G | (q+1)}
|G * |
|G |
8(h$)
.(h$)
(2gq12+N),
where .( } ) is the Euler’s function and the function 8 is defined to be
8(1)=1 and 8(u)=8( pe11 } } } p
el
l )=p
e1
1 } } } p
el
l (1+1p1) } } } (1+1pl) when-
ever u= pe11 } } } p
el
l is the prime factorization of the integer u2.
Note that practical bounds for the numbers g and N appearing in the
statement of Theorem 1.1 can be given in the general situation. For
example, it can be deduced from [3] that
2g
|G |
.(r)
(n&3)+2.
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Further,
N
|G |
.(r) \
n+m&1
2
+
1
n&m+ .
The verification of these inequalities for the application of this paper is
given in Section 3. The authors intend to provide a more general discussion
of this topic in a further paper.
As an application of Theorem 1.1, we study a problem proposed by
Mullen and Shparlinski. Let S=[a0 , a1 , ...] be a (finite or infinite)
sequence of elements of k and let L(S) be either , if S is infinite, or a
non-negative integer such that L(S)+1 is the length of S, if S is finite. If
for each integer 0<n<L(S)+1, the polynomial fn(x)=a0+a1x+ } } } +
an xn # k[x] of degree n is defined and irreducible over k, then we call S a
consecutive irreducible sequence over k. For example, S=[1, 1, 1] is a con-
secutive irreducible sequence over k whenever q#2 mod 3. Note that, if S
is a consecutive irreducible sequence over k, then a0 {0 whenever L(S)2
(the non-trivial situation on which we shall focus) and the sequence
a&10 S=[1, a
&1
0 a1 , ...] is also a consecutive irreducible sequence over k.
Thus, without loss of generality, we shall always suppose that a0=1.
Moreover, it is trivial that every element of S is non-zero when S is a con-
secutive irreducible sequence with L(S) greater than or equal to 2. Let
L(q)=max[L(S)], where S ranges over all consecutive irreducible sequen-
ces over k, so that possibly L(q) is infinite. Mullen and Shparlinski [8]
(Problem 31) proposed the problem of finding sharp upper and lower
bounds for L(q). It was motivated by the observation of A. J. van der
Poorten [9] that all initial sequences of length at least 2 drawn from the
integer 1979339339 are primes and the natural questions prompted by this,
namely, whether such a sequence necessarily has bounded length and, if so,
what the maximal length is. The polynomial analogue discussed here is
particularly interesting, because effectively, it is an infinite set of questions
(one for each prime power q) and one can attempt a systematic method,
at least on the question of the lower bound. Indeed, we now justify a claim
of the second author reported in [8] by establishing the following theorem.
Theorem 1.2. Let L(q) be the maximal length ( possibly infinite) of a
consecutive irreducible sequence over k=GF(q) (as above). Then
L(q)>0.5 log qlog log q,
whenever q{3. For q=3, L(3)=3<0.5 log 3log log 3=5.84....
For the purpose of proving Theorem 1.2, we will consider a new
sequence of irreducible polynomials over k instead of the sequence [ fn(x)]
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above. Let S=[a0 , a1 , ...] be any sequence of elements of k. For each
0<n<L(S)+1, let fn(x)=a0+a1x+ } } } +an xn be the polynomial
generated by S and let gn(x)=xnfn(x&1). Then fn(x) is an irreducible
polynomial over k of degree n if and only if gn(x) is also an irreducible
polynomial over k of degree n. Accordingly, we will take [gn(x)] as the
corresponding polynomials generated by S when we consider S to be a
consecutive irreducible sequence over k. Our strategy is to construct a
consecutive irreducible sequence over k inductively. Namely, suppose for
each 0<i<n, a0 , a1 , ..., an&1 has been chosen. Using the distribution of
irreducible polynomials (see Section 2 and Cohen [1]), we obtain a
‘‘candidate’’ set In of elements [an] of k such that gn(x)=xgn&1(x)+an is
irreducible over k. Then we find an upper bound M for the number of
elements an which have the property that the splitting field of g n(x)=
xgn(x)+t over k (t) does not have Galois group isomorphic to Sn+1 , the
symmetric group of degree n+1 (where k is the algebraic closure of k).
Excluding such elements from In , we finally settle on a choice of an (if we
can). This can only be guaranteed up to a limit dependent on the quality
of our estimates and the lower bound ensues. We emphasize that the choice
of an not only ensures that gn(x) is irreducible but also provides a
candidate set In+1 for the next stage of the induction.
We comment that we have no upper bound for L(q) and cannot even
guarantee that it is finite for any q. This is analogous to the original
number-theoretical situation in which it is not easy to allow for the
possible idiosyncratic nature of the integers that may be involved.
Similarly, for a specific q, the lower bound given by Theorem 1.2 may well
be exceeded but it is difficult to quantify this except by calculation.
2. THE DISTRIBUTION OF POLYNOMIALS
In this section, we are going to prove Theorem 1.1. It may be interpreted
as an explicit version of Theorem 1, [1]. All notation stated in Section 1
will be used here. All results, except Lemma 4 and Theorem 1, in [1] also
succeed here. Therefore, we will simply cite results in [1] which we need
in our proof. Accordingly, we proceed to a modification of Lemma 4 of
[1]. We need some terminology. Let k(t)K*K be a tower of fields
such that K is a Galois extension of K* with Galois group G(KK*). Let
P be an unramified (finite or infinite) prime divisor in K*. Denote by
((KK*)P) the Artin symbol; it comprises all conjugates of a Frobenius
mapping [KP] for some extension P in K of P. If G(KK*) is abelian,
then ((KK*)P) consists of only one element and so we may view it
as an element of G(KK*). The proof of the original version in [1] of the
following lemma was modelled on MacCluer’s reduction of the C8 ebotarev
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density theorem to the cyclic case [7]. In fact, this was similar to the much
earlier work of Deuring [5].
Lemma 2.1. Let k(t)K*K be a tower of fields such that K is a
cyclic extension of K* of degree h with r | h | n !, whose Galois group is
generated by _( # G), actually in G . For each field K$ satisfying K*K$K,
let NK$ be the number of first degree primes in K$ which are ramified in K,
and moreover, let N be the largest of such numbers NK$ . Let g be the genus
of K. Now, for d dividing h, let ?_(d ) be the number of first degree prime
divisors P of K* for which ((KK*)P) has order d. Then ?_(d )=0 if
(r, hd)>1, and
}?_(d )& r.(r) }
.(d)
h
(q+1)} r8(r) }
8(d )
h
(2gq12+N) (2.1)
if (r, hd)=1.
Proof. For all h1 | h, let K*h1 be the fixed field under _
h1. Thus K 1*=K*
and Kh*=K. Also, the Galois group G(KK*h1) is the group generated by _
h1
and [K*h1 : K*]=h1 . Then a prime divisor P in K* (unramified in K) splits
completely in K*h1 if and only if ((KK*)P) # G(KK*h1). This is equivalent
to the fact that ((KK*)P) has order dividing hh1 . Hence, M(h1), the
number of first degree prime divisors in K*h1 (excluding those ramified in K)
is given by
M(h1)= :
s | (hh1)
h1?_(s)= :
s | d
(hd ) ?_(s), (2.2)
where d=hh1 . Now, if K*h1 & k$ contains k strictly (i.e., if (h1 , r)>1), then
M(h1)=0 by Lemma 2, [1]. Therefore, if (h1 , r)>1, then ?_(s)=0 for all
s | (hh1). This implies that, generally, ?_(d )=0 whenever (r, hd )>1.
Now, suppose K*h1 & k$=k (i.e., (h1 , r)=1). Then the HasseWeil bound
(Theorem V.2.3, [10]) implies that the number M$(h1) of first degree prime
divisors (including ramified ones) in K*h1 satisfies |M$(h1)&(q+1)|
2gh1 q
12, where gh1 is the genus of K*h1 . Hence, there is an integer ch1 such
that &2gh1 q
12&NK*h1ch12gh1 q
12&NK*h1 and
M(h1)=q+1+ch1 . (2.3)
In the remaining part of this proof, we take any positive integer d such
that d | h and (r, hd )=1. Write h=h$r$, where r$ consists only of prime
factors of r and (h$, r)=1. Since (r, hd )=1, there is a positive integer d $
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such that d=d $r$ and d $ | h$. We now use induction on d (rather, on d $) to
show that
?_(d)=
r
.(r)
}
.(d )
h
(q+1)+
r$
h
:
s | d $
+(d $s) schsr$ , (2.4)
where +( } ) is the Mo bius function.
The case d $=1 is immediate. Now suppose that (2.4) is true for any
positive integer s<d $ with s | h$. We employ (2.2) and (2.3) with h1=hd=
h$d $. We have s | d $ (hd ) ?_(sr$)=q+1+chd , and so s | d $ ?_(sr$)=
d(q+1+chd)h. From our assumption, we have
\?_(d)& r.(r) }
.(d )
h
(q+1)++r(q+1)h.(r) :s | d $ .(sr$)
+
r$
h
:
s | d $, s{d $
:
u | s
+(su) uchur$=
d(q+1+chd)
h
. (2.5)
Since s | d $ .(sr$)=.(r$) s | d $ .(s)=.(r$) d $, we have
r
h.(r)
.(r$) d $=
dr
h.(r)
}
.(r$)
r$
=
d
h
and thus the second term of (2.5) equals d(q+1)h. Interchanging the two
summations, we have
r$
h
:
s | d $, s{d $
:
u | s
+(su) uchur$=
r$
h
:
u | d $, u{d $
uchur$ :
u | s | d $, s{d $
+(su).
Therefore, the third term of (2.5) equals &r$h u | d $, u{d $ +(d $u) uchur$
because u | s | d $ +(su)=0 whenever u{d $. Putting all these quantities in
to (2.5), we obtain (2.4).
Note that the genus of K*h1 k$ is the same as the genus gh1 of K*h1 by
Theorem III.6.3(b), [10]. Since K*h1 k$ and K have the same constant field
k$, gh1g by Corollary III.5.7, [10]. Combining this with Nk*h1N, we
have &2gq12&Nch12gq
12+N. So, the last term of (2.4) has the
absolute bound (2gq12+N)(r$h) s | d $ |+(d $s)| s=(2gq12+N) r$8(d $)h.
Hence, (2.1) holds because 8(r)r=8(r$)r$ and 8(d )=8(d $) 8(r$). This
completes the proof. K
Using this lemma, we can prove Theorem 1.1 as follows.
Proof of Theorem 1.1. Lemma 3, [1], asserts that ((Kk(t))(t&:))G
whenever t&: is unramified in K and that, if _ # G has order h and is such
that _ # ((Kk(t))(t&:)), then there are exactly |N(_)|h first degree
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primes P in K_ dividing t&: and such that ((KK_)P)=[_], where N(_)
is the normaliser of _. Moreover, Lemma 5, [1], shows that the polyno-
mial f1(x)&:f2(x) (with no repeated roots) has cycle pattern * if and only
if ((Kk(t))(t&:))G* . Hence,
?*( f1 , f2 , q)= :
((Kk(t))(t&:))G* , : # k
1= :
((Kk(t))(t&:))G *, : # k
1
= :
_ # G *
h
l(_) |N(_)|
:
((KK_)P)=_, g(P)=1
1,
where l(_) is the number of elements in the conjugacy class containing _
and g(P) is the degree of the prime divisor P. Since l(_) |N(_)=|G|, we
have that
?*( f1 , f2 , q)=
h
|G|
:
_ # G *
:
((KK_)P)=_, g(P)=1
1 (2.6)
holds. Now from Lemma 2.1, we can write
?_(h)=
r
.(r)
}
.(h)
h
(q+1)+c_, h
for some integer satisfying
|c_, h |
r
8(r)
}
8(h)
h
(2gq12+N).
Note that, if (i, h)=1, then _ has the same cycle pattern as _i and is in G *
if and only if _i is. We deduce from these and (2.6) that
?*( f1 , f2 , g)=
h
|G| .(h)
:
_ # G *
:
((KK_)P)=_
i, (i, h)=1, g(P)=1
1
=
h
|G| .(h)
:
_ # G *
?_(h)
=
h
|G| .(h)
}
r
.(r)
}
.(h)
h
|G * | (q+1)+
h
|G| .(h)
:
_ # G *
c_, h .
Note that the last term has an absolute bound
h
|G| .(h)
}
r
8(r)
}
8(h)
h
|G * | (2gq12+N).
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The theorem then follows from the fact that |G |=(.(r)r) |G| (see
Lemma 1, [1]) and that, if G * is non-empty, then r divides h and so
8(h) .(r)
.(h) 8(r)
=
8(h$)
.(h$)
,
where, by definition, h$ is that part of h that is prime to r. K
As mentioned in [1], if G is isomorphic to the symmetric group Sn and
* is a cycle of order n, then |G * ||G |=n&1 and the number ?*( f1 , f2 , q) is
the number of irreducible polynomials over k, which are of the form
f1(x)&:f2(x) for some : # k (:= cannot produce an element with such
a factor pattern).
3. SEQUENCES OF IRREDUCIBLE POLYNOMIALS
In this section, we are going to prove Theorem 1.2 by using Theorem 1.1.
In accordance with the strategy as described in the first section, once we
have an irreducible polynomial f (x) # k[x] of degree n&1, we shall con-
struct a polynomial F(x)=x2f (x)+ax+t # k(t)[x] such that xf (x)+a a
is irreducible over k and the splitting field of F(x) over k(t) has Galois
group isomorphic to the symmetric group Sn+1 . We can choose a, by
Theorem 1.1, such that xf (x)+a is irreducible over k. For the Galois
group, we recall some facts from the second author’s previous work [3];
see also [4].
Let r1(x), r2(x) # k[x]"k[x p], where r1(x) and r2(x) are monic relatively
prime polynomials with m=deg (r1(x))>deg (r2(x))0. Let t be an
indeterminate and let r(x)=r1(x)+tr2(x) # k(t)[x]. Define Gr and G r to
be the Galois groups of the splitting fields of r(x) over k(t) and k (t),
respectively. If the rational function r1(x)r2(x) is indecomposable over k
and G r contains a transposition, then G r=Gr=Sm (see Corollary 4.4, [3],
and Lemmas 3.1 and 3.3, [4]). In our strategy, we shall take r1(x)=
x2f (x)+ax and r2(x)=1, and hence, r(x)=x2f (x)+ax+t. Indecom-
posability is a consequence of the following lemma.
Lemma 3.1. If f (x) # k[x] is irreducible over k, then the polynomial
xf (x) is indecomposable over k.
Proof. Suppose that there are rational functions l1(x), l2(x) # k(x)
satisfying xf (x)=l1(l2(x)). Since xf (x) # k[x], we may take both l1(x)
and l2(x) to be in k[x]. Since xf (x) has the constant term 0, l1(x) may
be assumed to have the constant term 0 (because we can change the con-
stant term of l2(x) suitably if necessary). Therefore, l2(x) is a factor of
152 CHOU AND COHEN
xf (x). This implies l2(x)=x, f (x) or xf (x) because f (x) is irreducible.
Note that l2(x)= f (x) cannot happen unless f (x)=x. Hence, we always
have either l2(x)=x or l2(x)= f (x) x. Thus, f (x)x is indecomposable. K
To establish that the Galois group contains a transposition, we give a
series of lemmas. The last of these (Lemma 3.4) will guarantee the existence
of a transposition. In the next lemma, we need the HasseTeichmu ller
second derivative when q is even (see, for example, [4] and [6]). It is
based on the definition that, if h(x)=xm, then h$(x)=mxm&1 as usual, but
h"(x)= 12m(m&1) x
m&2. Then, if h(x) # k[x] and (x+a)3 # k[x] divides
h(x), then h(a)=h$(a)=h"(a)=0. Moreover, if h1(x), h2(x) # k(x) are non-
zero, then
(h1h2)" (x)=h"1(x) h2(x)+h$1(x) h$2(x)+h1(x) h"2(x). (3.1)
Further, for q even and h(x) # k[x], h"(x) is identically 0 if and only if
h(x)=xh1(x4)+h2(x4) for some h1(x), h2(x) # k [x]. From now on, we will
always take the HasseTeichmu ller second derivative when q is even. Also
in these next two lemmas, we assume that f (x) is not of the form
xl&1h1(xl)+xl&2h2(xl), (3.2)
where
l={p,4,
if q is odd,
if q is even.
Lemma 3.2. Let f (x) # k[x] be of degree n&10. Suppose that f (x) is
not of the form (3.2). Then there are at most n&1 elements a # k such that
the polynomial x2f (x)+ax+b, for some b # k , has at least one root in k of
multiplicity greater than 2.
Proof. Let Fa, b(x)=x2f (x)+ax+b. Then Fa, b(x) is neither of the form
xh1(x p)+h2(x p) when q is odd, nor of the form xh1(x4)+h2(x4) when q is
even. Therefore, F"a, b(x){0, where F"a, b(x) is the usual derivative when q
is odd, and F"a, b(x) is the HasseTeichmu ller derivative when q is even.
Suppose that Fa, b(x) has a root : # k of multiplicity at least 3. Then,
Fa, b(:)=0=F $a, b(:)=F"a, b(:). Note that F $a, b(x)=x2f $(x)+2xf (x)+a.
Note also that F"a, b(x)=x2f "(x)+4xf $(x)+2 f (x) when q is odd, and that
F"a, b(x)=x2f "(x)+ f (x), by Eq. (3.1), when q is even. Then, F"a, b(x) has
degree less than or equal to n&1. Since F"a, b(x) has at most n&1 roots in
k , there are at most n&1 elements a # k such that all these polynomials
Fa, b(x), F $a, b(x) and F"a, b(x) have a common root. This proves the
lemma. K
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For the next lemma, we need the following result taken from the second
author’s previous work (namely, Lemma 4, [2]). Let L be any field of
characteristic p. Let r(x)=r1(x)r2(x) # L(x), where r1(x), r2(x) # L[x]"
L[x p] and (r1(x), r2(x))=1. Define Br(x, y)=r1(x) r2( y)&r1( y) r2(x),
where y is also an indeterminate. Thus, Br(x, y) has no non-trivial factors
of the form Q(x) or Q( y). Suppose that l(x, y) # L[x, y] divides Br(x, y).
We may assume that ( y&x) divides l(x, y), otherwise consider
( y&x) l(x, y). Then there exists h(x) # L(x) such that l(x, y) divides
Bb(x) for a rational function b(x) in L(x) if and only if b(x)=b1(h(x)) for
some b1(x) # L(x). In fact, as shown in the proof of Lemma 4, [2], if x=
x1 , ..., xe are the roots of l(x, y)=0 over L(x) and xe+1 , ..., xm are the
remaining roots of Br(x, y)=0, then LL(h(x))L(x) and L(h(x)) is the
fixed field of the subset H of the Galois group G of L(x1 , ..., xm) over
L(r(x)) defined by H=[_ # G | _(x)=xi for some i=1, ..., e]. Hence, if
h(x)=x, then l(x, y)=0 has only one root y=x over L(x) and thus
l(x, y)=( y&x)e for some positive integer e.
Lemma 3.3. Let x{ f (x) # k[x] be irreducible over k with degree
n&11. Suppose further that f (x) is not of the form (3.2). Then there are
at most n(n&1)2 elements a # k such that there are two distinct roots :i
and :j of the first derivative of x2f (x)+ax for which :2i f (: i)+a:i=
:2j f (:j)+a:j .
Proof. First, we note that the first derivative of x2f (x)+ax has degree
at least 3. Suppose that we have chosen a # k such that there are distinct
roots :i and :j of (x2f (x)+ax)$ satisfying :2i f (:i)+a:i=:
2
j f (:j)+a:j .
Since (x2f (x)+ax)$=x2f $(x)+2xf (x)+a, we have :3i f $(:i)+:
2
i f (:i)=
:3j f $(:j)+:
2
j f (: j). Write F1(x)=x
3f $(x)+x2f (x) and F2(x)=x2f $(x)+
2xf (x). Then, (:i , :j) is a common solution of polynomial equations
F1(x, y)=0=F2(x, y), where Fi (x, y)=F i (x)&Fi ( y) # k[x, y], i=1, 2.
Let l(x, y) be any non-constant common factor of F1(x, y) and F2(x, y)
in k[x, y]. From the remarks prior to the lemma (choosing r2(x)=1),
there exists h(x) # k(x) such that F1(x)=b1(h(x)) and F2(x)=b2(h(x)) for
some b1(x), b2(x) # k(x). Since both F1(x) and F2(x) are polynomials over
k, h(x), b1(x) and b2(x) can be taken to be polynomials over k. Since both
constant terms of F1(x) and F2(x) are 0, the constant term of h(x) is a
common root of b1(x) and b2(x) in k. Hence, we may assume that the
constant terms of both b1(x) and b2(x) are 0 (after changing the variable
suitably if necessary). Therefore, h(x) is a common factor of F1(x)=
b1(h(x)) and F2(x)=b2(h(x)). From x2f (x)=xF2(x)&F1(x), h(x) divides
x2f (x), and so h(x)=x, x2, f (x), xf (x) or x2f (x) because f (x) is
irreducible. The cases h(x)= f (x), xf (x) or x2f (x) can occur only when
f (x)=x, because each case implies f (x)=xf $(x) by considering F1(x). This
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contradicts our assumption that f (x){x. Note that the case h(x)=x2 can
happen only when q is even because the x-term of F2(x) is non-zero when
q is odd. For even q, the case h(x)=x2 does not hold either because
otherwise, from the proof of Lemma 4 in [2], there would be an
isomorphism _ such that _(x){x and x2=_(x2)=_(x)2, an contradiction
since with q even, x2=_(x)2 implies _(x)=x. Therefore, h(x)=x. This
implies that l(x, y)=(x& y)e for some positive integer e (as noted above).
Since F2(x)=x2f $(x)+2xf (x), the constant term of f (x) is non-zero, and
(x& y)e is a factor of F2(x, y)=F2(x)&F2( y), we have e=1.
Since we took :i {:j above, (:i , :j) is also a common solution of
equations F1(x, y)(x& y)=0 and F2(x, y)(x& y)=0. From the last
paragraph, F1(x, y)(x& y) and F2(x, y)(x& y) are relatively prime
because F1(x, y) and F2(x, y) have only the common factor x& y. From
Be zout’s theorem, these two equations have n(n&1) common solutions
(:i , :j) in k _k . Moreover, (:i , :j) is a common solution of F1(x, y)
(x& y)=0 and F2(x, y)(x& y)=0 if and only if (:j , :i) is similarly a
common solution (by symmetry).
Observe that the common solutions in the last paragraph are inde-
pendent of the choice of a in the first paragraph. Moreover, each choice of
a is related to at least two distinct common solutions (:i , :j){(:j , :i).
Therefore, there are at most n(n&1)2 elements a # k such that there are
two distinct roots :i and :j of the first derivative of x2f (x)+ax satisfying
:2i f (:i)+a:i=:
2
i f (:j)+a: j . K
Finally the following lemma will guarantee the existence of transposi-
tions in Galois group. This lemma is a special case of Lemma 3.3, [4], and
thus its proof is omitted.
Lemma 3.4. Let f (x) # k[x] be of degree n1. Suppose that there is
t0 # k such that f (x) x+t0 is fairly simple (i.e., exactly one root of xf (x)+t0
in k has multiplicity 2 and all other roots have multiplicity 1). Let K be the
Galois field of f (x) x+t over k (t). Then, the Galois group of K over k (t)
contains a transposition.
Now, we can prove Theorem 1.2.
Proof of Theorem 1.2. We trivially take a0=1, Note that there are q&1
non-zero elements a # k such that x+a is irreducible over k. Note also that
the Galois group of x2+ax+t over k (t) is isomorphic to S2 . Accordingly,
we take a1=a for any non-zero a # k and so the irreducible polynomial
g1(x)=x+a1 is as desired.
Suppose, in general, we have constructed a consecutive irreducible
sequence S=[1, a1 , ..., an&1] in k with n2. Let g1(x), ..., gn&1(x) be the
corresponding irreducible polynomials. From our construction, the Galois
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group of the polynomial xgn&1(x)+t over k (t) is isomorphic to Sn . Let K
be the splitting field of xgn&1(x)+t over k(t) and let In be the set of
elements a # k such that xgn&1(x)+a is irreducible over k. By Theorem 1.1,
|In | satisfies |In |((q+1)n)&((8(n)(2gq12+N))(.(n) n)), where 8 and
. have the same meaning as in Theorem 1.1.
Note that gn&1(x) is not of the form (3.2) because all coefficients of
gn&1(x) are non-zero from our construction. Hence, the polynomial
gn&1(x) satisfies all conditions of both Lemmas 3.2 and 3.3. Lemma 3.2
shows that there are at most n&1 elements a # k (some of which may be
in In) such that a polynomial x2gn&1(x)+ax+b, for some b # k , has at
least one root in k with multiplicity >2. Moreover, Lemma 3.3 shows that
there are at most n(n&1)2 elements a # k (some of which may be in In)
such that there are two distinct roots : and ; of the first derivative
of x2gn&1(x)+ax satisfying :2gn&1(:)+a:=;2gn&1(;)+a;. Putting the
above together, we deduce that there are at least |In |&(n&1)&n(n&1)2
elements an # k such that xgn&1(x)+an is irreducible over k, each root of
x2gn&1(x)+anx+b, for all b # k , has multiplicity at most 2, and any two
distinct roots : and ; of the first derivative of x2gn&1(x)+anx satisfies
:2gn&1(:)+an:{;2gn&1(;)+an;. Note that for any such choice of an ,
the polynomial x2gn&1(x)+anx+t satisfies the conditions of Lemma 3.4.
(In particular, x2gn&1(x) is not of the form h(x p): hence the derivative of
x2gn&1(x)+anx is a non-constant polynomial, leading to the existence of
t0 # k with x2gn&1(x)+anx+t0 fairly simple.) From Lemmas 3.1 and 3.4,
the Galois group of x2gn&1(x)+anx+t over k (t) is isomorphic to Sn+1
(and so is the Galois group of x2gn&1(x)+anx+t over k(t) by
Corollary 4.4, [3]). Hence, the number N of elements of an # k, with the
property that xgn&1(x)+an is irreducible over k and the Galois group of
x2gn&1(x)+anx+t over k (t) is isomorphic to Sn+1 , satisfies
N
q+1
n
&
8(n)(2gq12+N)
.(n) n
&(n&1)&
n(n&1)
2
. (3.3)
So, if the right hand side of the last inequality is greater than 0, then we
can construct the desired polynomial gn(x).
Let k(t)K$K be any intermediate field and let P$ be any finite first
degree prime divisor in K$ ramified in K. Let P be the first degree prime
divisor in k(t) with P$ | P. Then, P is also ramified in K. Moreover, let
y1 , ..., yn be all roots in K of xgn&1(x)+t. Then, P is ramified in k(t)( yi)
for some 1in, because otherwise P would be unramified in K=
k(t)( y1 , ..., yn). By construction of the previous step, this can happen only
when P corresponds to t&t0 # k(t) with the property that the polynomial
xgn&1(x)+t0 can be factorized as xgn&1(x)+t0=(x&x1)2 (x&x2) } } }
(x&xn&1) in k [x], where x1 , ..., xn&1 # k are all distinct. Therefore, there
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are at most n&1 finite first degree prime divisors in k(t) which are ramified
in K. Since the degree [K$ : k(t)]n !2, there are at most n !(n&1)2 first
degree prime divisors P$ in K$ ramified in K. Moreover, since the infinite
prime divisor in k(t) is totally ramified in k(t)( yi), 1in, there are at
most n !n=(n&1)! first degree ramified infinite prime divisors in K. There-
fore, we have, in total,
N
n ! (n&1)
2
+(n&1)!.
For the genus bound, we note first that the constant field of K equals k
because [K : k(t)]=n ! and the Galois group of K over k(t) is isomorphic
to the symmetric group Sn . By Theorem 2.2, [3], we have
2gn ! (n&3)+2. (3.4)
Putting the bound for N and the bound for genus into (3.3), we have
N
q+1&
8(n)
.(n) \(n ! (n&3)+2) q12+
n ! (n&1)
2
+(n&1)!+
n
&(n&1)&
n(n&1)
2
. (3.5)
For our purpose, the right hand side of the last inequality must be greater
than 0. In this case, we can construct a consecutive irreducible sequence
[1, a1 , ..., an].
Let 4(x) denote the function 0.5 log xlog log x, x>1. Observe that 4(2)
is negative and thus Theorem 1.2 is trivial for q=2. For q=3,
L(3)=3<4(3)=5.84...,
as can be readily checked from tables. Further, 2<4(4)<3L(4) because
[1, 1, :, :+1] (with :2=:+1) is a consecutive irreducible sequence in
GF(4).
Next,
1<4(q)<2L(q), 5q<5504,
since evidently there is always a consecutive irreducible sequence [1, 1, a],
a{0. Hence, we may assume that q>5504 and thus 4(q)>2.
Furthermore, when q>5504, the right hand side of (3.5) is greater than
0 for n=3 because 8(3).(3)=2. So, the theorem holds for 2<4(q)<3.
157SEQUENCES OF IRREDUCIBLE POLYNOMIALS
Note that 4(q)>3 implies q>107. Hence, we may suppose that q>107
and only consider values of n4.
When n=4 and when n=5, the right hand side of (3.5) is positive when-
ever q>107. Hence, the theorem holds for 34(q)5. From now on we
will suppose n>5.
Now, fix n=W4(q)X, where WmX denotes the least integer not less than
m. Thus, n6 and n is the unique integer such that
(log q)n&1<q12<(log q)n. (3.6)
Accordingly, by repetition of the left inequality of (3.6),
q12>(2(n&1) log log q)n&1
>[2(n&1)(log 2(n&1)+log log log q)]n&1
>(2(n&1) log 2(n&1))n&1 (since q>9)
>2n&1(n&1)n&1 (since n3)
>(n+2)! (since n6).
Since n6, 8(n).(n)<n. Then, (3.5) can be rewritten as
N
q+1&n \(n ! (n&3)+2) q12+n! (n&1)2 +(n&1)!+
n
&(n&1)&
n(n&1)
2
.
We need the right side of the last inequality to be positive. Hence, after
some simple rearranging, we require
q+1>(n+2)! q12&((6n+2) n !&2n) q12
+
n ! (n2&n+2)
2
+
(n+2) n(n&1)
2
.
Since the right side of this last inequality is less than (n+2)! q12, the
inequality is satisfied because (n+2)!<q12. This completes the proof. K
Finally, we point out that the genus bound (3.4) used in the proof of
Theorem 1.2 is crucial. This bound gives a non-trivial result for q>5504.
Use of the standard bound 2g(n !&1)(n !&2) (see [10], III.10.5) would
yield 14 instead of 12 in Theorem 1.2 and would be non-trivial only for
much larger qt2.2_1011.
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