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Three data are interesting here: domains of integration, integrands and integration itself.
There is a lack of symmetry between polyhedral chains as domains of integration and
differential forms as integrands. The non-symmetric situation disappears after considering
the topological spaces of the de Rham differential forms and forms with compact supports
and their strong duals, i.e., currents with compact supports and currents, respectively.
This idea goes back to Schwartz distributions and Schwartz distributions with compact
supports, in other terminology, generalized functions and generalized functions with
compact supports.
Some problems are raised, e.g., whether every quasi-complete barreled nuclear space E ,
whose strongly dual E ′ is nuclear, is strongly hereditary reﬂexive. This concerns the above
mentioned de Rham spaces. Problems on R- and Q-homotopy, proper R- and Q-homotopy
and proper R- and Q-homotopy at inﬁnity are also considered as well as the coalgebra
structure on currents and currents with compact supports.
The classical theorem concerning derivation of additive functions with respect to volumes
in points is generalized to a theorem on derivation of continuous m-forms with compact
supports ωm of an oriented n-dimensional C1-manifold Mn with respect to its m-dimen-
sional oriented submanifolds Vm in compact regular oriented submanifolds Lk of Mn , 0
k <m n.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
The concept of 0-dimensional homology of the n-dimensional manifold Mn , n = 1,2, . . . , is one of the simplest in alge-
braic topology and entirely geometric. Two points of Mn are called homological if they can be connected by a path in Mn .
Then the set of all homologous classes of points in Mn coincides with the set of all connected components of Mn .
The concept of 0-dimensional cohomology of the n-dimensional manifold Mn , n = 1,2, . . . , is dual to the previous one
and also simple, although it is less geometric. A connected component of Mn is characterized by the following property:
every locally constant function on it is globally constant. Thus, the set of all 0-dimensional cohomology classes of Mn
coincides with the set of all locally constant functions on Mn .
If one introduces coeﬃcients K (K is a ﬁxed ring with the unit) to 0-dimensional homology and 0-dimensional coho-
mology, i.e., considering a free K -module generated by points of Mn with the following equivalence relation on its parts
generated by connected components Mna : k1x ∼ k2 y, x, y ∈ Mna , k1,k2 ∈ K , if and only if k1 = k2, and considering locally
constant functions with the values in K , then the set of all 0-dimensional homology classes of Mn with coeﬃcients in K
is equal to
∑
a∈A K and the set of all 0-dimensional cohomology classes of Mn with coeﬃcients in K is equal to
∏
a∈A K ,
where A is the set of all connected components of Mn .
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Fig. 2.
The cases K = Z,Q,Zp,R,C present a special interest.
Next a more complicated notion is the concept of 1-dimensional homology and 1-dimensional cohomology of the mani-
fold Mn . The essence of these notions can be demonstrated by the simplest (non-contractible) manifold M2 = R2 \ {(0,0)},
i.e., a domain in the Euclidean space R2, and it is understandable to every student of second year whose lectures on math-
ematical analysis are ﬁnishing. (Of course, the circle S1 is simpler, but we prefer our 2-dimensional manifold M2 because
of its wider visualization and known calculus techniques.)
One ﬁxes the following differential 1-form on M2:
ω10 =
−y dx+ xdy
x2 + y2 . (1)
This form is closed, i.e., dω10 = 0 (students verify ∂Q∂x ≡ ∂ P∂ y , for ω1 = P dx+ Q dy).
Let γ+1 and γ
+
2 be two closed paths in R
2 which circle the origin (0,0) once in positive direction (see Figs. 1 and 2).
Using the Green formula one can show that∫
γ+1
ω10 =
∫
γ+2
ω10. (2)
This particular observation makes possible to introduce on the set of all closed paths in M2 the following equivalence
relation:
γ1 ∼ γ2 ⇔
∫
γ1
ω10 =
∫
γ2
ω10. (3)
Now one says that two closed paths γ1 and γ2 in M2 are homologous if they are equivalent. It is geometrically clear, that
the set of all homologously equivalent classes of closed paths γ in M2 (called 1-dimensional homology of M2) coincides
with Z; analytically it can be expressed by the following formula:∫
γ
ω10 = 2πn, (4)
where n ∈ Z and it depends only on the homologous class of a closed path γ in M2. Really, for this purpose one can choose
the ﬁxed path
γ 01 =
{
(x, y)
∣∣ x2 + y2 = 1} (5)
and calculate∫
γ 0+
ω10 = 2π. (6)
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This deﬁnition of 1-homology of M2 agrees with the classical deﬁnition concerning simplicial chains in M2. If two closed
paths γ1 and γ2 in M2 are homologously equivalent, then one can show that there exists a 2-dimensional simplicial chain
c2 in M2 (it is really a domain in R2) such that its boundary ∂c2 coincides with γ1 − γ2 (here γ1 and −γ2 are considered
as simplicial chains with coeﬃcients +1 and −1, respectively). More precisely, one needs a ﬁnite number of domains
c21 + · · · + c2r in R2 such that the chain c21 + · · · + c2r is equal to c2. For the visualization let us consider in Fig. 3 a simple
situation, when γ+1 and γ
−
2 are two closed paths in R
2 which circle the origin (0,0) once in opposite directions, where
γ +1 − γ +2 = γ +1 + γ −2 = ∂c2. (7)
Thus, we have calculated 1-dimension homology of M2 = R2 \ {(0,0)} with the help of closed paths and integration of a
ﬁxed differential form on M2.
Similarly we can deﬁne 1-dimensional cohomology of M2 = R2 \ {(0,0)}. We ﬁx the above closed path (5) with positive
orientation and introduce in the set of all 1-forms ω1 = P dx + Q dy such that ∂Q
∂x ≡ ∂ P∂ y (i.e., closed forms) the following
equivalence relation:
ω11 ∼ ω12 ⇔
∫
γ 0+1
ω11 =
∫
γ 0+1
ω12. (8)
Now we say that two closed forms ω11 and ω
1
2 in M
2 are cohomologous if they are equivalent. Then the set of all cohomol-
ogously equivalent classes of 1-dimensional closed forms in M2 (called 1-dimensional cohomology of M2) coincides with R.
Indeed, for every number α ∈ R, the form ω1 = (α/2π)ω10 , where ω10 is deﬁned by (6), has the following property:∫
γ+0
ω1 = α. (9)
Thus, we have calculated 1-dimension cohomology of M2 = R2 \ {(0,0)} with the help of differential 1-forms and inte-
gration over a ﬁxed closed path in M2.
This deﬁnition of 1-cohomology of M2 agrees with the classical deﬁnition concerning the de Rham cohomology of M2.
If ω11 and ω
1
2 are cohomologous, then one can show that there exists a 0-form υ
0 such that
dυ0 = ω11 −ω12. (10)
(Students usually use this well-known fact in calculus: for every closed path γ ⊂ D ⊆ R2 in a ﬁxed domain D in R2 and
a ﬁxed closed 1-form ω1 in D , the integral
∫
γ ω
1 = 0 if and only if there exists a function U = U (x, y) in D such that
dU = ω1.)
There is a general analytic deﬁnition of 1-dimensional cohomology of an arbitrary C∞-manifold Mn as the vector space
of locally constant linear integrals modulo the trivially constant ones (see [2]).
In the same manner one can describe k-homology and k-cohomology of the (k + 1)-dimensional manifold Mk+1 =
Rk+1 \ {(0, . . . ,0)}. Three things are involved in such a description: simplicial k-chains with coeﬃcients Z or R, differential
k-forms and integration of such forms over chains.
Analogously, one can calculate k-homologies and k-cohomologies with coeﬃcients in real numbers R, k = 0,1, . . . ,n− 1,
of the following manifold:
Mn = Rn ∖
n−1∐
k=0
mk∐
i=1
Lki ,
i.e., the complement in the Euclidean space Rn of the disjoint sum of a ﬁnite number of k-dimensional linear submanifolds
Lk = Rk + ai , k = 0,1, . . . ,n − 1, where Rk is some k-dimensional subspace of Rn and ai is some element of Rn , i =i i i
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necessary to presuppose only that μ = inf(k,i)
=(l, j) dist(Lki , Llj) > 0, where dist(Lki , Llj) is the distance between Lki and Llj .
Indeed, for calculating k-cohomology classes of Mn , we consider k-spheres Ski = {x | ρ(x,ai) = ri < μ/2}, where x ∈
(Ln−ki )
⊥ is the orthogonal complement of Ln−ki , i = 1,2, . . . ,mk . Let ckmi be the fundamental simplicial cycle on Ski , i =
1,2, . . . ,mk . Then we introduce on the set of all closed differential k-forms ωk on Mn the following equivalence relation:
ωk1 ∼ ωk2 ⇐⇒
∫
cki
ωk1 =
∫
cki
ωk2, (11)
for all i = 1,2, . . . ,mk . It is clear that the set of all k-cohomologous classes of Mn coincides with ∏mki=1 R.
Similarly, we can calculate the set of all k-homologous classes of Mn . We take an appropriate fundamental sequence of
closed differential k-forms ωk1,ω
k
2, . . . ,ω
k
mk
on Mn , i.e., ωki is a form in R
n such that its singular points coincide exactly with
Lki , i = 1, . . . ,mk , and introduce on the set of all closed simplicial k-chains ck in Mk , i.e., k-cycles ck such that ∂ck = 0, the
following equivalent relation:
ck1 ∼ ck2 ⇐⇒
∫
ck1
ωki =
∫
ck2
ωki , (12)
for all i = 1,2, . . . ,mk .
For an appropriate sequence of closed differential forms one can choose, e.g., these simple cases:
ω0 = x/|x| with the singular point L0 = {0} in R1, ω0 = x/|x| with the singular points L1 = {(0, y)} in R2, . . . ;
ω1 = (−y/(x2 + y2))dx + (x/(x2 + y2))dy with the singular point L0 = {(0,0)} in R2, ω1 = (−y/(x2 + y2))dx +
(x/(x2 + y2))dy + dz with the singular points L0 = {(0,0, z)} in R3, . . . ;
ω2 = (x/(x2 + y2 + z2)3/2)dy dz + (y/(x2 + y2 + z2)3/2)dzdx + (z/(x2 + y2 + z2)3/2)dxdy with the singular point L1 =
{(0,0,0)} in R3, ω2 = (x/(x2+ y2+ z2)3/2)dy dz+(y/(x2+ y2+ z2)3/2)dzdx+(z/(x2+ y2+ z2)3/2)dxdy+dxdt+dy dt+dzdt
with singular points L1 = {(0,0,0, t)} in R4, . . . ; etc.
It is clear that the set of all k-homologous classes of Mn coincides with
∑mk
i=1 R.
The author does not know how to choose such fundamental sequences for an arbitrary manifold Mn .
The purpose of this paper is to point out a deep connection between these three data: domains of integration, integrands
and integration itself and consider some problems around it. This connection is expressed not only by homological and
cohomological properties of manifolds, but also by a non-trivial homotopy property, for example, the Hopf invariant of the
Hopf ﬁbration f : S3 → S2 as
H( f ) = 2
π2
∫
S3
x1 dx2 dx3 dx4. (13)
See [2], Ch. III, §17. A more general result was given in [23], §11, p. 312. It was shown how to construct the linear functionals
on the real homotopy groups of the smooth manifold Mn , i.e., how to compute the real homotopy periods of Mn .
On the other hand, for a tubular neighborhood M4 of the projective plane RP2 in R4, we have H1(M4;Z) = Z2 
= 0
but, for every closed path γ ⊂ M4 and for all closed 1-forms ω1 in M4, ∫γ ω1 = 0. This is so because in such a way we
calculate only the Betti numbers and loose the torsion structure of the manifolds Mn , i.e., we consider only the R-homotopy
invariants.
One can notice deﬁnitely that there is no equal status between polyhedral chains and differential forms, in other words,
there is a lack of symmetry. The topological vector space of all differential forms on the ﬁxed C∞-manifold Mn is complete
and it is an anticommutative algebra which expresses the R-homotopy structure on Mn . But for topological graded vector
space of all polyhedral chains with coeﬃcient in R is not complete and there is no information about the R-homotopy
structure on Mn , expressed by it or its completion.
There are two different ways to reach such an equal status.
The ﬁrst of them is to consider currents with compact supports instead of polyhedral chains, i.e., the topological graded
vector space of all continuous linear forms on the de Rham cochain complex and induce on it the strong topology (see [17]),
which goes back to Schwartz distributions with compact supports [19]. Later in [13] Kan and Miller showed that 0-forms
entirely deﬁne the de Rham complex. Consequently, by topological duality, 0-currents with compact supports entirely deﬁne
the de Rham chain complexes of forms with coeﬃcients in Schwartz distributions with compact supports.
The second way is to topologize the graded vector space of all polyhedral chains with coeﬃcient in R, complete it and
then consider its strong dual. This was realized by Whitney in [27].
We choose here the ﬁrst way. Notice that in [8] Federer combined both approaches and got many deep results including
isoperimetric inequality theorems and generalized Plateau’s problem theorems.
The well-known theorem concerning derivation in a point a of the additive function F (V ) = ∫V Φ(x1, . . . , xn)dx1 . . .dxn
given by integration of a continuous function Φ(x1, . . . , xn) over a volume V ⊂ Rn , for which we have the following formula:
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def= lim
V→a
1
|V |
∫
V
Φ(x1, . . . , xn)dx1 . . .dxn = Φ(a1, . . . ,an), (14)
where V is a neighborhood of a point a = (a1, . . . ,an) of Rn , is generalized here to the theorem of derivation of any additive
function F (V ) = ∫V ωm given by an m-dimensional continuous form ωm on the n-dimensional C1-manifold Mn over the
volume V , where V is a neighborhood in Sm of a compact k-dimensional regular submanifold Lk of Mn , 0 k <m n and
F ′
Lk
def= limV→Lk 1|V |
∫
V ω
k , where |V | is the m-volume of V .
2. Topological vector spaces of C∞-differential forms and currents on C∞-manifolds
We want to derive from the previous simple examples ideas for more general situations in geometric topology. Moreover,
we want to make it symmetric and complete.
For this purpose we consider an arbitrary n-dimensional C∞-manifold Mn .
Let Ωk(Mn), k  0, be the de Rham cochain complex of all C∞-differential forms on Mn and let Ωkc (Mn), k  0, be the
de Rham cochain complex of all C∞-differential forms on Mn with compact supports. Clearly, they are vector spaces over R.
The locally convex topology on Ωk(Mn) is the topology of compact convergence for all derivatives, i.e., the topology
given by the semi-norms
pω
k
A,m(x1, . . . , xn) = sup
(x1,...,xn)∈A,1i1<···<ikn
∣∣ f (m)i1...ik (x1, . . . , xn)
∣∣, (15)
m = 0,1,2, . . . ; here A is a compact subset in Mn and f (m)i1...ik (x1, . . . , xn) is an m-partial derivative of an (i1 . . . ik)-component
of a k-form
ωk(x1, . . . , xn) =
∑
1i1<···<ikn
fi1...ik (x1, . . . , xn)dxi1 ∧ · · · ∧ dxik . (16)
The locally convex topology on Ωkc (M
n) is the topology of the strict inductive limit lim→i ΩkAi of the Fréchet spaces Ω
k
Ai
of all C∞-differential k-forms on Mn whose supports are contained in compact subsets Ai ⊆ Mn such that Ai ⊆ Ai+1 and⋃∞
i=1 Ai = Mn , i.e., it is the ﬁnest topology such that each embedding ΩkAi → Ωkc (Mk) = lim→i ΩkAi is continuous, i = 1,2, . . . .
We also consider duals of Ωk(Mn) and Ωkc (M
n), respectively, i.e., the spaces Ωck (M
n) and Ωk(Mn) of all continuous forms
on Ωk(Mn) and Ωkc (M
n), respectively, with the strong topologies generated by all bounded sets in Ωk(Mn) and Ωkc (M
n),
respectively.
These spaces are nothing else but the de Rham chain complexes of forms with coeﬃcients in Schwartz distributions with
compact supports and of forms with coeﬃcients in Schwartz distributions (or generalized functions).
Thus, in this general case, we have integrands as elements of Ωk(Mn) and Ωkc (M
n), domains of integration as elements
of Ωck (M
n) and Ωk(Mn), and integration as a pairing 〈ωck,ωk〉 ∈ R and 〈ωk,ωkc 〉 ∈ R, respectively. Now the situation is
symmetric and complete.
These spaces are Montel and hence reﬂexive (de Rham result [17], Ch. III, §17), moreover, for 0  k  n, (Ωk(Mn),
Ωck (M
n)) and (Ωkc (M
n),Ωk(Mn)) are dual pairs with the strong topologies; their cohomologies and homologies Hk(Mn),
Hkc (M
n) and Hck(M
n), Hk(Mn) coincide with the usual cohomology, the cohomology of second type, the usual homology
and the homology of second type of C∞-manifolds Mn , respectively (de Rham theorem [17], Ch. III, §21).
The coboundaries Bk(Mn) and the boundaries with compact supports Bck(M
n) are closed subspaces of Ωk(Mn) and
Ωck (M
n), respectively, and the subspaces Zk(Mn), Bk(Mn) and Bck(M
n), Zck(M
n) are polars to each other, respectively (this is
a non-trivial results of de Rham [17], Ch. III, §22).
3. Hereditarily reﬂexive and strongly hereditarily reﬂexive topological vector spaces
In the author’s paper [15] it was shown that these cohomologies and homologies of the C∞-manifold Mn , i.e., Hk(Mn),
Hkc (M
n) and Hck(M
n), Hk(Mn), are also Montel spaces and their topologies are induced by the topologies of cochain and
chain spaces, respectively, and they form dual pairs (Hk(Mn), Hck(M
n)) and (Hkc (M
n), Hk(Mn)) with the strong topologies.
The topological vector spaces Ωk(Mn), Ωkc (M
n) and Ωck (M
n), Ωk(Mn) as well as Hk(Mn), Hkc (M
n) and Hck(M
n), Hk(Mn)
are not only Montel but have stronger property: they are nuclear in the sense of A. Grothendieck [11]. This allow the author
to show in another paper [16] that all these spaces are hereditarily reﬂexive, because they are complete barreled nuclear spaces,
whose strong duals are complete and nuclear.
More precisely, the main result in [16] is the following theorem.
Theorem 1. Every complete barreled nuclear space E, whose strongly dual E ′ is complete and nuclear, is dually hereditarily reﬂexive.
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each of its separated quotient spaces are reﬂexive. It is called dually hereditarily reﬂexive if it is hereditarily reﬂexive and its
strong dual is also hereditarily reﬂexive.
From Theorem 1 one can get only that the topological vector spaces Zk(Mn), Bk(Mn), Zkc (M
n), Bkc(M
n), Ck(Mn)/Zk(Mn),
Ck(Mn)/Bk(Mn), Ckc (M
n)/Zkc (M
n), Ckc (M
n)/Bkc(M
n) and Zk(Mn), Bk(Mn), Zck(M
n), Bck(M
n), Ck(Mn)/Zk(Mn), Ck(Mn)/Bk(Mn),
Cck(M
n)/Zck(M
n), Cck(M
n)/Bck(M
n) are reﬂexive. Unfortunately, this argument does not apply to cohomology and homol-
ogy groups Hk(Mn), Hkc (M
n) and Hck(M
n), Hk(Mn), because, in general, separate quotients of Montel spaces (even Fréchet
spaces) need not be complete and one cannot use Theorem 1. They are only quasi-complete, i.e., each of their closed
bounded set is complete. Hereditary reﬂexivity and dual hereditary reﬂexivity of Hk(Mn), Hkc (M
n) and Hck(M
n), Hk(Mn)
was proved in [16] by using their special topologies: Hk(Mn) and Hk(Mn) are spaces of a minimal type, i.e., endowed with
the minimal locally convex topologies, and Hkc (M
n) and Hck(M
n), are spaces with the ﬁnest locally convex topologies. In
other words, topological vector spaces Ωk(Mn), Ωkc (M
n), Ωck (M
n), Ωk(Mn) are hereditarily reﬂexive but it is not clear that
they are strongly hereditarily reﬂexive. We say that a locally convex topological vector space E is called strongly hereditarily
reﬂexive if each of its closed subspaces and each of its separated quotient spaces are hereditarily reﬂexive, and that it is
called dually strongly hereditarily reﬂexive if it is strongly hereditary reﬂexive and its strong dual is also strongly hereditarily
reﬂexive.
For obtaining strong hereditary reﬂexivity, we raise the following problem.
Problem 1. Is every quasi-complete barreled nuclear space E , whose strongly dual E ′ is nuclear, is dually hereditarily reﬂex-
ive?
4. R-homotopy type of non-compact C∞-manifolds
If Mn is a compact C∞-manifold, then Ω∗(Mn) = Ω∗c (Mn) and if, in addition, Mn is connected and 1-connected, then
Ω∗(Mn) determines the R-homotopy type of Mn , i.e., the groups πk(Mn)⊗R, k = 2,3, . . . , and the real Postnikov invariants
of Mn . This immediately follows from Minimal Models Theory presented in different ways by Quillen [26] and Sullivan [23].
The crucial point in this theory is the fact that the differential algebra Ω∗(Mn) is anticommutative, i.e., ωkωm =
(−1)kmωmωk . Notice that other known cochain algebras of Mn over R are not anticommutative, e.g., the algebra of sin-
gular cochain or simplicial cochain complexes of Mn .
The scheme of the proof is as follows. Consider on the C∞-manifold Mn a smooth triangulation. Then the embeddings
Ω∗
(
Mn
)→ A∗p,C∞(Mn)← A∗PL(Mn)⊗Q R (17)
induce isomorphisms in cohomologies, where A∗p,C∞(Mn) is the anticommutative differential algebra of all piecewise smooth
forms on Mn and A∗PL(Mn) is the anticommutative differential algebra of all rational PL-forms on Mn . One can derive from
(17) that for the corresponding minimal models M there exists the following isomorphism:
M(Ω∗(Mn))∼= M(A∗PL(Mn))⊗Q R. (18)
See details in [2].
By the de Rham duality, we can conclude that the graded topological vector space Ω∗(Mn) = Ωc∗(Mn) also deﬁnes the
R-homotopy type of Mn .
Here we raise the following natural problems:
Problem 2. Does Ω∗(Mn) determine the R-homotopy type of connected and 1-connected non-compact C∞-manifolds Mn?
By the R-homotopy type of Mn we here mean the class of all R-homotopy equivalences, i.e., mappings f : Mn → M ′m
which induce isomorphisms of R-homotopy groups fk : πk(Mn) ⊗ R → πk(M ′m) ⊗ R, k 2.
Problem 3. Does A∗PL(Mn) determine the Q-homotopy type of connected and 1-connected non-compact C∞-manifolds Mn
with a smooth triangulation?
Classical positive answer to Problem 3 means that the rational homotopy group πk(Mn) ⊗ Q of Mn , k > 1, is the dual
space of the topological vector space generated by all indecomposable elements of the minimal model MA∗PL(Mn) in de-
gree k. This result was announced in [23], §8, Remark 2, p. 303 but it was proved only for Mn of Q-ﬁnite type, i.e., when the
Betti numbers of Mn are ﬁnite. Thus, the problem is open and its solution is not evident. Most likely, its solution is negative.
Here, in a special case we present its positive generalized solution. For this purpose we recall the relevant materials from
the Sullivan’s PL de Rham theory and the rational homotopy type of simplicial complexes.
Let X be a simplicial complex and σ n its n-dimensional simplex whose geometric realization is n ⊂ Rn+1, i.e., n = {t =
(t0, . . . , tn) | t0  0, . . . , tn  0, t0 + · · · + tn = 1}. Consider on n a rational polynomial differential k-form as the restriction
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ωk(t0, . . . , tn) =
∑
0i1<···<ikn
ϕi1...ik (t0, . . . , tn)dti1 ∧ · · · ∧ dtik , (19)
where ϕi1...ik (t0, . . . , tn) is a polynomial with rational coeﬃcients.
The set of all such k-forms, k = 0,1, . . . ,n, is nothing else but a free anticommutative algebra generated by elements
t0, t1, . . . , tn in degree zero and elements dt0,dt1, . . . ,dtn in degree one with the following relations:
t0 + t1 + · · · + tn = 1, (20)
dt0 + dt1 + · · · + dtn = 0. (21)
Denote it by A∗(n) or A∗(σ n). It is clear that if m ⊂ n is a face of n , then there exists a restriction mapping A∗(n) →
A∗(m) which is an algebra homomorphism. Then
A∗(X) = {(ωσ )σ∈X , ωσ ∈ X, ωσ |τ = ωτ , τ ⊂ σ}, (22)
where τ is a face of σ . In other words,
A∗(X) = lim←σ∈X A
∗(σ ). (23)
In [4], §2, this construction was presented as a function space in the category S of simplicial sets. It is a contravariant
functor A from S to the category A of differential graded anticommutative algebras. There is a natural map ρ : A∗(X) →
S∗(X;Q) from the polynomial differential algebra A∗(X) to the singular cochain complex S∗(X;Q) with rational coeﬃcients
given by
〈
ρ
(
ωn
)
,n
〉=
∫
n
ωn, (24)
which commutes with differentials this is a consequence of the PL variant of the Stokes theorem. Moreover, Sullivan proved
a PL analogue of de Rham’s theorem: ρ is a homomorphism and it induces an isomorphism in cohomology groups.
It is well known (see [4], §4, Theorem 3) that the category A of anticommutative differential graded associated alge-
bras with a unit element over a ﬁeld k of characteristic zero, i.e., a DG-algebra is a closed model category in the sense
of Quillen [25]. Weak equivalences in it are homomorphisms which induce isomorphisms in cohomologies, ﬁbrations are
epimorphisms and coﬁbrations have the left lifting property with respect to all ﬁbrations which are weak equivalences. The
corresponding homotopy category Ho(A) is a localization of A at Σ , where Σ is the class of all weak equivalences in A.
It is equivalent to the more concrete category ho(A), whose objects are all coﬁbrant objects in A and the morphisms are
homotopy classes of mappings in A. A very important class of coﬁbrant objects in this category is the class of minimal
algebras introduced by Sullivan [23].
A connected (i.e., H0(A∗) = k) and 1-connected (i.e., A1 = 0) DG-algebra A∗ is called minimal, if it is a free graded
anticommutative algebra with decomposable differential, i.e., d(A∗) ⊂ A¯∗ ∧ A¯∗ , where A¯∗ =⊕n>0 An . If for an arbitrary A∗
there are a minimal algebra MA∗ and a homomorphism MA∗ → A∗ which induces an isomorphism in cohomologies, one
says that MA∗ is a minimal model of A∗ . Every connected and 1-connected anticommutative DG-algebra has a minimal
model which is unique up to isomorphisms (see [2], Ch. 9, Theorem 5). For a connected and 1-connected DG-algebra A∗ , its
homotopy group πk A∗ , k 0, is deﬁned as Hk( A¯∗/( A¯∗ ∧ A¯∗)) and if A∗ is minimal, then πk A∗ = A¯∗/( A¯∗∧ A¯∗). A¯∗/( A¯∗∧ A¯∗)
is the set of all indecomposable elements of A∗ , usually denoted by Q A∗ . Notice that the homotopy group πk A∗ should be
called cohomotopy group of A∗ , but we leave here its traditional name.
Consider now for a simplicial connected and 1-connected complex X its localization X0, i.e., a rational space X0 whose
homotopy groups πn(X0) are vector spaces over Q such that there exists a universal continuous mapping f : X → X0, i.e.,
for every continuous mapping g : X → Y of a rational space Y there is a unique up to homotopy continuous mapping
h : X0 → Y such that hf is homotopic to g . For X considered, such localizations always exist. One can take the Postnikov
decomposition of X “tensored” by Q, i.e., the rational Postnikov tower. Moreover, the homotopy type of X0 is called a
Q-type of X or rational homotopy type of X (see [22], Ch. 2, Theorem 2).
The main Quillen–Sullivan result is that if a connected complete simplicial space X (i.e., a simplicial space having the
Kan extension condition) is nilpotent, in particular, 1-connected, of ﬁnite Q-type, i.e., the vector spaces Hk(X;Q) over Q are
ﬁnite-dimensional, k 1 (which is equivalent to having ﬁnite dimension of the spaces H1(X;Q) and πk(X)⊗Q, k 2), then
the rational homotopy classes of X are in a one-to-one correspondence with the classes of isomorphic minimal algebras of
ﬁnite Q-type which are minimal models of A∗(X) (see [23] and also [10], §11, Theorem 5; [14], Ch. IV, §4). Moreover, in
the 1-connected case
πkMA∗ = HomZ
(
πk(X),Q
)= HomQ(πk(X) ⊗ Q,Q), k 1.
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= 0. Note that the 1-connected case was originally solved by
Quillen [26].
The result is striking since, for a compact connected and 1-connected C∞-manifold Mn with a smooth triangulation, the
anticommutative algebra A∗(Mn) as well as Ω∗(Mn) carry an information about the rational as well as the real homotopy
groups of Mn in dimensions greater than n.
The most general theorem summarizing this Quillen–Sullivan result was given in [4], §9, Theorem 4, for both absolute
and pointed cases:
Theorem 2. ([4]) Conjugate functors
M : ho(S) ↔ ho(A) : F (25)
under restrictions deﬁne conjugate equivalences
M : f NQ-ho(S) ↔ fQ-ho(A) : F (26)
and
M : f NQ-ho(S) ↔ f M-ho(A) : F . (27)
Here S is the category of simplicial sets, ho(S) is the homotopy category of its ﬁbrant objects, i.e., Kan complexes in S ,
A is the category of anticommutative DG-algebras, hoA is the homotopy category of all coﬁbrant objects in A, f NQ-S is
the full subcategory of S of all connected nilpotent rational Kan complexes of ﬁnite Q-type, fQ-S is the full subcategory of
A of all connected coﬁbrant algebras of ﬁnite Q-type, f M-S is the full subcategory of A generated by all minimal algebras
of ﬁnite Q-type, M associates with every simplicial set X a minimal model MA∗(X) of its polynomial differential algebra
A∗(X) and the functor F associates with every simplicial algebra A∗ the simplicial set Hom(A∗, A∗(n)), n 0 (see details
in [4], §1).
Remark 1. Notice that these conjugate equivalences concern only objects,not morphisms, i.e., homotopy types correspond
to the classes of isomorphic minimal algebras of ﬁnite Q-type, but different mappings of minimal algebras of ﬁnite Q-type
can be homotopic.
In the pointed case the most complete description of rational homotopy groups of X (see [4], §11, Theorem 3) is as
follows.
Theorem 3. For X ∈ f N-S0 there is a natural isomorphism
πkMA∗(X) ≈ HomZ
(
πk(X),Q
)
(28)
under the condition that πk(X) is abelian, e.g., when k 2.
Theorem 4. For X ∈ f N-S0 , there is a natural isomorphism
πk(X) ⊗ Q ≈ HomQ
(
πkMA∗(X),Q), k 2. (29)
See the proof in [4], §8, Theorem 13.
Remark 2. In Theorems 2, 3 and 4 the assumption on Hk(X;Q), k  1, to be ﬁnite-dimensional is essential. There is an
example of an Eilenberg–Mc Lane space X = K (V∞,n), where n  2 and V∞ is a vector space over Q, generated by an
inﬁnite basis {x1, x2, . . .}. Its cohomology H∗(X;Q) is isomorphic to lim←m H∗(K (Vm,n);Q), where Vm is a vector space
over Q, generated by elements {x1, . . . , xm}. One can prove that H2n(X;Q) contains non-trivial indecomposable elements
and thus, π2nMX 
= 0, but, evidently, π2n(X) = π2nK (V∞,n) = 0. Consequently, π2n(MA∗(X)) 
≈ HomZ(π2n X,Q) as well
as πk(X) ⊗Q 
≈ HomQ(πkMA∗(X),Q) (see [4], §11, Remark 5).
In order to remove such obstacles ﬁrst note that, unfortunately, the construction M is not a functor on S and it becomes
a functor only on ho(S). Instead of M we use here the functor G = L ◦ A, where the functor L associates with every object
A∗ in A a coﬁbrant object L(A∗) which is weakly equivalent to A∗ . A factorization of the natural monomorphism Q → A∗
to a coﬁbration mapping Q → L(A∗) and a ﬁbration L(A∗) → A∗ , which is a weak equivalence, always exists (see [4], §4).
For the same reason, instead of localization X0, which is not functorial on S , we use the functorial Q-completion Q∞X
of X in the sense of Bousﬁeld and Kan (see [3]). One can consider the Q-homotopy theories on S by inducing on it a closed
model structure. For 1-connected simplicial sets it is introduced in a clear way. A morphism in S is a Q-equivalence if it
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lifting property with respect to all Q-coﬁbrations which are weak Q-equivalences. The Q-homotopy groups of X are deﬁned
as πk(X) = πk(X) ⊗ Q, k 2.
Remark 3. Note that for nilpotent spaces X (i.e., connected complete simplicial sets of the pointed category S0 with a
nilpotent group π1(X) and nilpotent π1(X)-modules πk(X), k 1), its Q-completion coincides with the localization X0 and
πk(Q∞X) ≈ πk(X)⊗Q, k 1. In particular, 1-connected spaces, H-spaces, homotopically simple spaces, i.e., π1(X) acts triv-
ially on πk(X), k 1, are nilpotent spaces and an appropriate Q-homotopy theory is well deﬁned (see [3], Ch. V, §4; Ch. VII,
§6). It can be done also for non-nilpotent connected spaces X but they should be Q-good spaces, i.e., homomorphisms
ϕ∗ : H∗(X;Q) → H∗(Q∞X;Q) induced by natural mappings ϕ : X → Q∞X must be isomorphisms.
It is known (see [7]) that if C is a closed model category, then the category pro-C and the category inj-C , i.e., the
categories of inverse and direct systems over C inherit natural closed model structures of C , respectively. In the essential
case of inverse and direct systems C J over coﬁnite strongly directed set J and level mappings, a morphism f = ( f j) : X → Y
in C J is a coﬁbration if for all j ∈ J , the mappings f j are coﬁbrations, it is a weak equivalence if for all j ∈ J are weak
equivalences, it is a ﬁbration if it has the right lifting property with respect to all mappings which are both coﬁbrations and
weak equivalences and a morphism f = ( f j) : X → Y in C J is a ﬁbration if for all j ∈ J , the mappings f j are ﬁbrations, it is
a weak equivalence if for all j ∈ J are weak equivalences, it is a coﬁbration if it has the left lifting property with respect to
all mappings which are both ﬁbrations and weak equivalences, respectively.
Theorem 2 can be generalized in the following way:
Theorem 5. The functors
G : S ↔ A : F (30)
can be extended to functors
G : inj-(S) ↔ pro-A : F (31)
which under restrictions deﬁne conjugate equivalences
G : Ho(inj-( f NQ-S))↔ Ho(pro-( fQ-A)) : F . (32)
Here inj-S is the category of direct systems of connected complete simplicial sets, Ho(inj-S) is the homotopy category
of inj-S obtained by localization at the set of all weak equivalence in inj-S , pro-A is the category of inverse systems over
connected anticommutative DG-algebras, Ho(pro-A) is the homotopy category of pro-A obtained by localization at the set of
all weak equivalences in pro-A, inj-( f NQ-S) is the full subcategory of inj-S of all direct systems over nilpotent connected
complete simplicial sets of ﬁnite Q-type, pro-( fQ-A) is the category of inverse systems of connected anticommutative alge-
bras of ﬁnite Q-type, G is the functor which associates with every simplicial set X the coﬁbrant object G(X) = L ◦ A(Q∞X),
F is as above.
Proof of Theorem 5. Let X = (Xλ, iλλ′ ,Λ) be an arbitrary direct system over S with a coﬁnite index set Λ. Since G is a
contravariant functor from S to A one obtains a contravariant functor pro-G from inj-S to pro-A putting
G(X) = (G(Xλ),G(iλλ′),Λ) (33)
and
G( f ) = (G( fλ),ϕ) : G(Y ) → G(X), (34)
given by
G( fλ) : G(Yϕ(λ)) → G(X), (35)
where f = ( fλ,ϕ) : X → Y = (Yμ, iμμ′ ,M) is a mapping of direct systems given by the function ϕ : Λ → M of Λ to a
coﬁnite index set M .
Let A = (Aλ, pλλ′ ,Λ) be an arbitrary inverse system over A with a coﬁnite index set Λ. Analogously, since F is a
contravariant functor from A to S one obtains a contravariant functor inj-F from pro-A to inj-S putting
F
(
A∗
)= (F (A∗λ), F (pλλ′),Λ) (36)
and
F ( f ) = (F ( fμ),ϕ) : F (B∗)→ F (A∗), (37)
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F ( fμ) : F
(
B∗μ
)→ F (A∗ϕ(μ)), (38)
where f = ( fμ,ϕ) : A∗ → B∗ = (B∗μ,qμμ′ ,M) is a mapping of direct systems given by the function ϕ : M → Λ of a coﬁnite
index set M to Λ.
Obviously G and F can be extended to G : Ho(inj-(S)) and to F : Ho(pro-(A)), respectively. 
Remark 4. We recall that each connected algebra C∗ in A is a coﬁbrant if and only if C∗ = M∗ ⊗ E∗ , where M∗ is a minimal
algebra and E∗ is a special T -algebra which is connected, free, anticommutative and acyclic. Moreover, this decomposition is
unique up to isomorphism since there exists a weak equivalence f ∗ : M∗ → C∗ and πkC∗ ≈ πkM∗ , k 1, since E∗ is acyclic
(see [4], §7, Theorem 11; note that this result is in [23], §2, Theorem 2, p. 282).
Then the assertion in (32) goes immediately from (26), deﬁnitions and Remark 4.
Theorem 3 can be generalized in the following way:
Theorem 6. For X =⋃λ Xλ such that Xλ ∈ f N-S0 there is a natural isomorphism
lim←λ π
kMA∗(Xλ) ≈ HomZ
(
πk(X),Q
)
(39)
under the condition that πk(X) is abelian, e.g., k 2.
Proof. Without loss of generality we can assume that the index set Λ is coﬁnite. Since X = lim→λ(Xλ, iλλ′ ,Λ) with
closed inclusions iλλ′ : Xλ → Xλ′ , we can consider the inverse system A∗ = (A∗(Xλ), i∗λλ′ ,Λ) and the direct system
πk(X) = (πk(Xλ), iλλ′∗,Λ), k  1. By the non-trivial fact that every polynomial form on the boundary of the simplex k
can be extended to a polynomial form on k (see [23], §7, p. 297; [4], §1, Proposition 1), we obtain that A∗(X)|Xλ = A∗(Xλ)
and conclude that A∗(X) = lim←λ A∗(Xλ). It is clear that πk(X) = lim→λ πk(Xλ), k 1. For each λ ∈ Λ, we have an isomor-
phism (28) and thus, we obtain (39). 
Theorem 4 can be generalized in the following way:
Theorem 7. For X =⋃λ Xλ such that Xλ ∈ f N-S0 there is a natural isomorphism
πk(X) ⊗ R ≈ HomR
(
lim←λ π
kMA∗(Xλ) ⊗Q R,R
)
, k 2, (40)
where the topology on lim←λ πkMA∗(Xλ) is the topology of the inverse limit, here it is the minimal locally convex topology, and
HomR(lim←λ πkMA∗(Xλ),R) is the space of all continuous functionals. For a proof see [4], §8, Theorem 13.
Proof is analogous to the above since for each λ ∈ Λ, we have an isomorphism (29) and thus, we obtain (40), remembering
that the tensor product commutes with direct limits.
Remark 5. An example in Remark 3 shows that, in general, Q A∗(X) 
= lim←λ Q A∗(Xλ).
Question 1. Can one replace R in Theorem 7 by Q considering on Q the induced topology of R?
Corollary 1. For any connected and 1-connected complete simplicial set X its rational homotopy type is determined by A∗(X).
Proof. If X can be considered as
⋃
λ Xλ with connected nilpotent simplicial sets Xλ , Λ, of ﬁnite Q-type, e.g., 1-connected
ﬁnite simplicial sets Xλ , then by Theorem 5 the inverse system (A∗(Xλ), i∗λλ′ ,Λ) determines the Q-homotopy type of X ,
where A∗(Xλ) = A∗(X)|Xλ , λ ∈ Λ. If it is not so, the answer is indirect. We can consider the geometric realization |X | of
X and consider the CW -space |E2X |, where E2X is the Eilenberg subcomplex consisting of those simplices of X whose
1-skeleton is at the basepoint. |E2X | has the same homotopy type as |X | but remembering that there is no 1-dimensional
cells in |E2X |, |E2X | =⋃λ X˘λ , where X˘λ is connected, compact and 1-connected, for each λ ∈ Λ. Thus, A∗(|E2X |) determines
the Q-homotopy type of |E2X | and hence, the Q-homotopy type of X . On the other hand, one can see that MA∗(X) ≈
MA∗(|E2X |). By A∗(|E2X |), we denote here A∗(S(|E2X |)), where S is the simplicial functor. Only modulo such indirect
answer we can prove Corollary 1 and solve Problems 2 and 1. So we raise the following question no matter how small is
the hope to give a positive answer. 
Question 2. Can any connected nilpotent simplicial space X (in particular, connected and 1-connected) be represented as
the union of its connected nilpotent simplicial subspaces Xλ (in particular connected and 1-connected) of ﬁnite Q-type?
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We can introduce on Ω∗(Mn) and Ω∗c (Mn) the ﬁnest locally convex topologies by taking as a base of neighborhoods
of the origin the set of all absolutely convex absorbent sets. Then Ω∗c (Mn) will be a closed subspace of Ω∗(Mn) and we
obtain a Hausdorff quotient Ω∗(Mn)/Ω∗c (Mn) which we denote by Ω∗∞(Mn) and call it the topological differential algebra at
inﬁnity. Note that we also endow the tensor products of these spaces with the ﬁnest locally convex topologies and since
each homomorphism in the ﬁnest locally convex topology is continuous, we conclude that all of these three algebras are
topological algebras. It was shown in [16, Theorem 2] that Ω∗(Mn), Ω∗c (Mn) and Ω∗∞(Mn) are hereditarily reﬂexive spaces,
whose duals Ω ′c∗(Mn), Ω ′∗(Mn) and Ω ′
∞
∗ (Mn) are locally convex topological spaces of minimal types and whose homologies
coincide with the usual homology, the homology of second type and the homology at inﬁnity of Mn . We can add here that
all of these spaces are strongly hereditarily reﬂexive.
Remark 6. Notice that Ω∗(Mn) and Ω∗c (Mn) as topological vector spaces do not coincide with the de Rham cochain com-
plexes considered above because the topologies are different and thus Ω ′c∗(Mn), Ω ′∗(Mn) are not currents. Since Ω∗c (Mn) is
not a topological subspace of Ω∗(Mn), there is no way to deﬁne the de Rham topological cochain space at inﬁnity.
Now we are raising the following problems:
Problem 4. Does Ω∗c (Mn) determine the R-proper homotopy type of Mn?
Problem 5. Does Ω∗∞(Mn) determine the R-proper homotopy type of Mn at inﬁnity?
We give here only the necessary deﬁnitions, constructions and sketches of the proofs.
We recall some basic notions of proper homotopy theory and proper homotopy theory at inﬁnity of locally compact
Hausdorff spaces following Chapman [5] and Edwards and Hastings [7]. A continuous map f : X → Y of such spaces is
proper if for each compactum B ⊂ Y there is a compactum A ⊂ X with f (cl(X \ A)) ⊂ cl(Y \ B) (cl denotes closure). Proper
maps f , g : X → Y are called properly homotopic if there is a proper homotopy H : X × I → Y with H|0 = f and H|1 = g .
Proper homotopy equivalences and the proper homotopy category Ho(P) of the category P of locally compact Hausdorff
spaces and proper maps are now deﬁned in an obvious way.
The end of X ∈ P is the inverse system ε(X) = {cl(X \ A) | A ∈ C, A ⊂ X}, bonded by inclusion, where C is the category
of compact Hausdorff spaces and continuous maps. There is a natural mapping i = (iλ) : ε(X) → (X) given by inclusions
iλ : cl(X \ Aλ) → X , where Xλ , λ ∈ Λ, are all compacta in X and (X) is a rudimentary inverse system indexed by a singleton
M = {∗}. It is easy to check that a map f : X → Y in P is proper if and only if f induces a map ε( f ) : ε(X) → ε(Y ) such
that f ◦ i = ε( f ) ◦ j, where j : ε(Y ) → (Y ).
To introduce the proper homotopy groups of a pointed space X and the homotopy groups at inﬁnity of X we need
“basepoints” for the ends ε(X). Let ω : [0,∞) → X be a proper embedding. Then a pointed end of X is the inverse system
ε(X,ω) = {(cl(X \ A) ∪ ω[0,∞),ω(0) | A ∈ C, A ⊂ X} in pro-Top∗ . Call X one-ended if there is a unique proper homotopy
class of proper maps [0,∞) → X in Ho(P), equivalently, in Ho(P∞).
Deﬁnition 1. By the proper k-homotopy pro-group at inﬁnity of X , we mean the pro-group pro-πk(ε(X,ω)), k  1, and
by the proper k-homotopy pro-group of X we mean the pro-group pro-πk((X), ε(Xω)) of the relative homotopy groups
πk(X, cl(X \ Aλ),ω(0)), λ ∈ Λ, where Aλ are compacta in X , k 2.
Deﬁnition 2. By the k-proper homotopy group at inﬁnity of X we mean
π¯k(X)∞ = πk holim←λ
(
ε(X,ω)
)
, k 1, (41)
and by the proper k-homotopy group of X we mean
π¯ ck (X) = πk holim←λ
(
(X), ε(X,ω)
)
, k 2, (42)
where holim←λ(−) is the homotopy inverse limit functor.
Now we want to introduce rational proper homotopy type and rational proper homotopy type at inﬁnity of a locally ﬁnite
simplicial set X , i.e., a simplicial set such that its geometric realization |X | is a locally compact space. The ends in X are
well deﬁned and are inverse systems of closures of complements to compact polyhedra in |X |. We here consider only one-
ended X . Since the unique end is the simplicial inverse system (cl(X \ Aλ), iλλ′ ,Λ), we associate with it the following pair of
inverse systems of simplicial sets ((X, cl(X \ Aλ)), (1, iλλ′ ),Λ). So we can apply the Bousﬁeld–Kan functor of Q-completion
and obtain two inverse systems (Q∞cl(X \ Aλ), i∞λλ′ ,Λ) and ((Q∞X,Q∞cl(X \ Aλ)), (1∞, i∞λλ′ ),Λ). We deﬁne the Q-proper
homotopy category at inﬁnity and the Q-proper homotopy category as full subcategories of pro-Q∞S and (QS,pro-Q∞S),
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(Q∞S,pro-Q∞S), respectively (see again [7], §3). Note that a pair of inverse systems ((Q∞X,Q∞cl(X \ Aλ)), (1∞, i∞λλ′ ),Λ)
can be replaced by a single inverse system (Q∞Y ′λ, j∞λλ′Λ), where Y
′
λ = p−1({ϕ})ϕ ∈ [X,ω(0)]| such that ϕ(1) ∈ cl(X \ Aλ)),
where ϕ : [0,1] → X is a path in X with ϕ(0) = ω(0) and [X,ω(0)] is the set of all such paths.
Remark 7. This remark is the most important remark in this paper. We deﬁne the Q-proper k-homotopy groups of X and
the Q-proper k-homotopy groups of X at inﬁnity by the formulae
lim←λ
(
πk
(
X, cl(X \ Aλ),ω(0)
)⊗ Q), k 2, (43)
and
lim←λ
(
πk
(
cl(X \ Aλ),ω(0)
)⊗ Q), k 1, (44)
not by
π¯k(X)∞ ⊗ Q (45)
and
π¯ ck (X) ⊗ Q, (46)
respectively, since the latter do not work in this theory and, in general, do not coincide with (43) and (44), respectively.
Denote by A∗c (X) the set of all polynomial PL-forms on X whose supports are compact. Clearly, A∗c (X) is a subalgebra
of A∗(X). Note that A∗c (X) does not have a unit. We denote by A∗∞(X) the quotient algebra A∗(X)/A∗c (X) and call it the
algebra of polynomial PL-forms at inﬁnity. So we can raise the following similar problems:
Problem 6. Does A∗c (Mn) determine the Q-proper homotopy type of connected and one-ended locally compact C∞-
manifolds Mn with a smooth triangulation?
Problem 7. Does A∗∞(Mn) determine the Q-proper homotopy type at inﬁnity of connected and one-ended locally compact
C∞-manifolds Mn with a smooth triangulation?
The inverse system ε(X) = (cl(X \ Aλ), iλλ′ ,Λ) determines the direct system A(ε(X)) = (A∗(cl(X \ Aλ)), i∗λλ′ ,Λ) and the
direct system D(ε(X)) = (D(cl(X \ Aλ)), i∗λλ′ ,Λ) of coﬁbrant objects D(cl(X \ Aλ)) = L(A∗(cl(X \ Aλ))). Since for each epimor-
phism A∗ → B∗ of differential graded anticommutative algebras the induced homomorphism L(A∗) → L(B∗) is equivalent
to an epimorphism (it follows from the construction in the proof of 4.7 in [4], §4), we suppose here that it is already an
epimorphism, we consider the direct system of algebras ker(L(A∗(Xλ′ )) → L(A∗(Xλ))). We extend the homotopy category
ho(A) to the homotopy category Ho(inj-A) as above. Note that lim→λ(A∗(cl(X \ Aλ)), i∗λλ′ ,Λ) ≈ A∗c (X), where A∗c (X) is the
algebra of all PL-forms on X with compact supports.
Theorem 8. The functors
G : S ↔ A : F (47)
can be extended to functors
G : pro-(S) ↔ inj-A : F (48)
which under restrictions deﬁne conjugate equivalences
G : Ho(pro-( f NQ-S))↔ Ho(inj-( fQ-A)) : F . (49)
Here pro-S is the category of inverse systems of connected Kan simplicial complexes, Ho(pro-S) is the homotopy category
of pro-S , received by localization at the set of all weak equivalences in pro-S , inj-A is the category of inverse systems
over connected anticommutative DG-algebras, Ho(inj-A) is the homotopy category of pro-A received by localization at the
set of all weak equivalences in inj-A, pro-( f NQ-S) is the full subcategory of pro-S of all inverse systems over nilpotent
connected rational Kan simplicial complexes of ﬁnite Q-type, inj-( fQ-A) is the category of direct systems of connected
anticommutative algebras of ﬁnite Q-type, G is the functor which associates with every simplicial set X the coﬁbrant object
G(X) = L(A∗Q∞X), F is as above.
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1-connected cl(X \ Aλ), for each λ ∈ Λ) of ﬁnite Q-type, then A∗c (X) determines the Q-proper homotopy type of X and thus Ω∗c (Mn)
determines the R-proper homotopy type of Mn in the case when X = Mn, i.e., if f : X → Y is a proper mapping of such spaces, then
X and Y have the same rational proper homotopy type if and only if the induced mapping f ∗ : MA∗c (Y ) → MA∗c (X) between their
minimal models is an isomorphism, where the minimal model is deﬁned by MA∗c (X) = ker(MA∗(X)) → L(A∗(X)). Moreover, the
rational Q-homotopy group lim←λ(πk((X, cl(X \ Aλ),ω(0))) ⊗ Q) coincides with the dual space of k-indecomposable elements of
the minimal model MA∗c (X), k 3.
Corollary 3. If for each λ ∈ Λ, cl(X \ Aλ) is a connected nilpotent space (in particular, homotopically simple or 1-connected) of
ﬁnite Q-type, then A∗∞(X) determines the Q-proper homotopy type of X at inﬁnity and hence, Ω∗∞(Mn) determines the R-proper
homotopy type of Mn at inﬁnity in the case when X = Mn, i.e., if f : X → Y is a proper mapping of such spaces, then X and Y have
the same rational proper homotopy type if and only if the induced mapping f ∗ : MA∗∞(Y ) → MA∗∞(X) between their minimal
models is an isomorphism. Moreover, the rational Q-homotopy group lim←λ πk(cl(X \ Aλ),ω(0)) coincides with the dual space of
k-indecomposable elements of the minimal model MA∗∞(X), k 2.
Remark 8. In contrast to Question 2, Corollary 3 can be proved under the weaker assumption of pro-1-connectedness of
the inverse system (cl(X \ Aλ), iλλ′ ,Λ). For proving the corollary one has to replace this inverse system by another inverse
system (Yλ, jλλ′ ,Λ), which is isomorphic in pro-Top to (cl(X \ Aλ), iλλ′ ,Λ) with each 1-connected space Yλ , λ ∈ Λ (see [24],
Theorem 1).
6. Coalgebra structure problem on the vector spaces of currents
If the C∞-manifold Mn is compact, then the cohomology H∗(Mn) and the homology H∗(Mn) have equal status. The
ﬁrst one has an anticommutative graded differential topological algebra structure, the second one has an anticommutative
topological coalgebra structure in contrast to Ω∗(Mn) and Ω∗(Mn). That is because Ω∗(Mn) is an anticommutative graded
differential topological algebra and as to the coalgebra structure on Ω∗(Mn), it is an open question.
We raise this problem in the general case although it is diﬃcult and might have a negative answer even in the compact
case.
Let Mn be a non-compact connected C∞-manifold.
Problem 8. Does the multiplication
Ω∗
(
Mn
)⊗ Ω∗(Mn)→ Ω∗(Mn) (50)
induce a comultiplication
Ωc∗
(
Mn
)→ Ωc∗(Mn)⊗ Ωc∗(Mn)? (51)
Problem 9. Does the multiplication
Ω∗c
(
Mn
)⊗ Ω∗c (Mn)→ Ω∗c (Mn) (52)
induce a comultiplication
Ω∗
(
Mn
)→ Ω∗(Mn)⊗ Ω∗(Mn)? (53)
The diﬃculty appears even in the compact case Mn , when Ωk(Mn), k 0, are Fréchet spaces. Though Ω∗(Mn)⊗Ω∗(Mn)
is a Fréchet space in the projective tensor topology (which coincides here with the equicontinuous convergence because
of its nuclearity) and one can verify, using (15), that the multiplication Ω∗(Mn) ⊗ Ω∗(Mn) → Ω∗(Mn) is continuous, con-
sequently, it is also continuous in the weak topology. It is not known that the latter coincides with the projective tensor
topology of the weak topology on Ω∗(Mn). Here we have only a modest result.
Theorem 9. The multiplication
H∗
(
Mn
)⊗ H∗(Mn)→ H∗(Mn) (54)
induces an anticommutative comultiplication
Hc∗
(
Mn
)→ Hc∗(Mn)⊗ Hc∗(Mn). (55)
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the dual of their tensor product Fσ ⊗ Eσ , endowed with the projective topology, coincides algebraically and topologically
with the tensor product of their duals F ′σ and E ′σ , i.e., with F ′σ ⊗ E ′σ , endowed with the projective topology (see [18],
Ch. IV, §11, Exercise 2). It is easy to verify that the linear mapping Ω∗(Mn) ⊗ Ω∗(Mn) → Ω∗(Mn) of the multiplication in
this algebra is continuous since Ω∗(Mn) is a metric space, whose topology is induced by a countable set of semi-norms (15).
The induced mapping H∗(Mn) ⊗ H∗(Mn) → H∗(Mn) is also a continuous mapping of metric spaces. Moreover, the metric
topology on H∗(Mn) coincides with its weak topology since it is the topology of the minimal type. So H∗(Mn)σ = H∗(Mn)
and therefore, H∗(Mn)σ ⊗ H∗(Mn)σ → H∗(Mn)σ is continuous. Consequently, the dual mapping Hc∗(Mn)σ → Hc∗(Mn)σ ⊗
Hc∗(Mn)σ is well deﬁned. 
Remark 9. The continuous mapping Ω∗(Mn) ⊗ Ω∗(Mn) → Ω∗(Mn) in the metric topology is also continuous in the weak
topology of Ω∗(Mn) ⊗ Ω∗(Mn) but it should not be equal to the tensor product topology of weak topologies which is, in
general, weaker. We can only state that the completion Ω∗(Mn) ⊗˘ Ω∗(Mn) of its tensor topology is strongly dual to the
completion Ω∗(Mn) ⊗˘ Ω∗(Mn) (see [18], Ch. IV, §11, Exercise 32a). Thus, we can deﬁne a general coalgebra structure on
Ω∗(Mn) as a continuous mapping Ω∗(Mn) → Ω∗(Mn) ⊗˘ Ω∗(Mn). The same result can be obtained for Ω∗c (Mn) (see [18],
Ch. IV, §11, Exercise 24f).
Remark 10. For formal spaces Mn , i.e., manifolds (e.g., spheres, complex projective spaces, compact connected Lie groups,
Kaehler manifolds and others) such that there is an algebra homomorphism Ω∗(Mn) → H∗(Mn), which induces isomor-
phisms of cohomology, it is possible to construct the minimal comodel H∗(Mn) → MH∗(Mn) and pass directly to the
Quillen R-homotopy theory. Here we ﬁlled the gap of the lack of symmetry, we spoke about in Section 1. Note that not
every manifold is formal.
We do not consider dual spaces of A∗(X) and A∗c (X), respectively, because there is no appropriate theory of extension of
continuous linear functionals over Q. In general, it is false, since the topological vector space R with the usual topology of
Q has no non-trivial continuous functionals at all. On the other hand, the integration
∫
n
ωn , for each ωn ∈ A∗(X), is a rational
number and then, for each ωn ∈ A∗(X), ωn deﬁnes a continuous functional on A∗(X). Indeed, A∗(X) can be considered a
subspace of A∗p,C∞ with the topology induced by the topology ion Ω∗() and endowed with the subspace topology. Since
integration over n induces a continuous mapping from A∗p,C∞ to R, its restriction to A∗p,C∞ is also continuous. So we ask:
Question 3. Are there topologies on all continuous functionals from A∗(X) and A∗c (X) to Q, respectively, such that their
second duals coincide as algebraic and topological spaces with A∗(X) and A∗c (X), respectively?
Question 4. A∗c (X), A∗(X) and A∗∞(X) can be topologized as natural subspaces of direct sums of R (consider the Hamel
bases). Are there topologies on all continuous functionals from A∗c (X), A∗(X) and A∗∞(X) to Q, respectively, such that their
second duals coincide as algebraic and topological spaces with A∗c (X), A∗(X) and A∗∞(X), respectively?
Question 4 is a generalization of Question 1.
7. Geometric integration theory and geometric measure theory problems
We symmetrized the situation in examples from the Introduction in the ﬁrst way à la Schwartz [19] and de Rham [17].
But there is a second way of symmetrization, different from the ﬁrst one. It was made by Whitney in [27], where topological
spaces of sharp chains and ﬂat chains are considered as domains of integration. Then the topological duals of sharp cochain
and ﬂat cochain spaces were considered as integrands and these topological spaces differ from the de Rham differential
forms. They are not anticommutative algebras and there is no way to study the R-homotopy properties of manifolds; these
spaces are not reﬂexive at all, nevertheless there is a deep connection between these two different branches which include
integration theory, homology theory, R-homotopy theory and isoperimetric inequalities as well as minimizing the currents
(see [8]), and not only that. Because the mathematical objects Ωc∗(Mn) and Ω∗(Mn) are very rich, for example, by the
Poincaré duality on manifolds Mn , k-currents contain differential (n − k)-forms, 0  k  n. For Mn , which are Lipschitz
neighborhood retracts, there are subspaces Z˘k(Mn) in Ωc∗(Mn), i.e., cycles of integer currents with ﬂat norm on it, such that
Hcj+k(M
n)  π j[Z˘k(Mn)] (Almgren’s result [1]), which is a generalization of the well-known Dold–Thom theorem [6].
There is another problem of integer currents, i.e., rectiﬁable currents T such that their boundaries ∂T are also rectiﬁable.
But one can consider cases when a current T is rectiﬁable and its boundary ∂T is not rectiﬁable. Nevertheless, one can
integrate forms over it. It is some kind of improper integral over non-rectiﬁable domains.
The famous Stokes theorem
∫
∂c ω =
∫
c dω for currents is the deﬁnition of the differential operator ∂ , i.e., the equality〈∂c,ω〉 = 〈c,dω〉. Now we do the next step in this direction by connecting domains of integration and integrands in grades
whose difference is greater than 1.
Theorem 10. Let Mn be an oriented n-dimensional C1-manifold over R and let Sm be its m-dimensional oriented submanifold. For
each compact k-dimensional oriented regular submanifold Lk of Sm, 0  k < m  n, and each continuous m-form ωmc on Mn with
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lim
Vλ→Lk
1
|Vλ|
∫
Vλ
ωmc =
1
|Lk|
∫
Lk
ωk, (56)
where {Vλ | λ ∈ Λ} is a coﬁnal system of all the neighborhoods of Lk in Sm, |Vλ| is an m-volume of Vλ and |Lk| is the k-volume of Lk.
Orientations on Mn, Sm and Lk are ﬁxed and coherent.
In the proof we need the following theorem.
Theorem 11. Let Mn, Sm and Lk be as in Theorem 10. Then, for every continuous function F (x1, . . . , xn) on Mn, one has the following
formula:
lim
Vλ→Lk
1
|Vλ|
∫
Vλ
F (x1, . . . , xn)dS = 1|Lk|
∫
Lk
F (x1, . . . , xn)dL. (57)
The integrals in (57) are integrals of ﬁrst type or integrals of functions over oriented manifolds, which differ from
integrals of differential forms over manifolds. They do not depend on the orientation of the manifolds.
Proof of Theorem 11. Since Lk is a regular submanifold of Sm , i.e., ∂Lk = Lk ∩ ∂ Sm and Lk is covered by the atlas of charts
(ϕ,U ) such that Lk ∩ U = ϕ−1(W ), W ⊂ Rk , we can choose a tubular neighborhood V of Lk in Sm , which always exists
(see [12], Ch. 4, §5, Theorem 2). Denote by Vh(Lk) a closed tubular h-radius neighborhood, i.e., the restriction of V to Vh(Lk)
such that p−1(x) is diffeomorphic to the (m− k)-ball Qh = {u = (v1, . . . , vm−k): |u| 1, u ∈ Rm−k}, where p : Vh(Lk) → Lk
is obtained by restricting the vector ﬁbration V → Lk . In other words, it is a layer of thickness 2h generated by Lk , e.g.,
when Sm = Rm , then, for each x ∈ Lk and k-dimensional tangent plane TxLk of Lk in x, consider the orthogonal (m − k)-
dimensional normal plane (TxLk)⊥ (the orthogonal complement to TxLk) and take the union over Lk of all balls in (TxLk)⊥
of radius h with center in x. Clearly, we can choose h so small that Vh(Lk) ⊂ V .
By compactness of Lk , we can decompose Lk =⋃rj=1 Lkj so that |Lk| =⋃pj=1 |Lkj | and each Lkj , j = 1, . . . , r, lies in some
chart (ϕ,U j ∩ Lk). Then we have a decomposition of Vh(Lk) =⋃pj=1 Vh(Lkj), where Vh(Lkj) = p−1(Lkj), and can choose h so
small that Vh(Lkj) ⊂ U j , for all j = 1, . . . , r.
We consider now the following coherent parametrization of Vh(Lkj), j = 1, . . . , r,
x1 = f1(u1, . . . ,uk, vk+1, . . . , vm) ≡ f1(u, v),
...
xn = fn(u1, . . . ,uk, vk+1, . . . , vm) ≡ fn(u, v), (58)
where f = ( f1, . . . , fn) are the functions deﬁned on W j × Qh ⊂ ϕ(U j) ⊂ Rm . Here W j ⊂ Rk is the domain of a parametriza-
tion of Lk and it is equal to ϕ(U j ∩ Lk), u = (u1, . . . ,uk) ∈ W j , and Qh is an (m−k)-dimensional ball of radius h with center
in v = 0, v = (vk+1, . . . , vm). We also demand that for v = 0 the functions f1(u,0), . . . , fm(u,0) coincide with the corre-
sponding functions (ϕ1)−1(u,0), . . . , (ϕm)−1(u,0) giving the parametrization of Lk and for each ﬁxed u ∈ W j , the functions
in (58) give an isoperimetric representation of p−1(x) by the (m − k)-dimensional ball Qh with center in v = 0. See the
details in [21], Ch. 3, §6. Then, for each j = 1, . . . , r, we have
∫
Vh(L
k
j)
F (x)dS =
∫
ϕ(Lkj)×Qh
F
(
f (u, v)
)
√√√√√√ ∑
1i1<···<imn
⎛
⎝det
∣∣∣∣∣∣
∂xi1
∂t1
. . .
∂xim
∂t1
. . . . . . . . .
∂xi1
∂tm
. . .
∂xim
∂tm
∣∣∣∣∣∣
⎞
⎠
2
du1 . . .dvm. (59)
By the Fubini theorem, we obtain
∫
ϕ(Lkj)×Qh
F
(
f (u, v)
)
√√√√√√ ∑
1i1<···<imn
⎛
⎝det
∣∣∣∣∣∣
∂xi1
∂t1
. . .
∂xim
∂t1
. . . . . . . . .
∂xi1
∂tm
. . .
∂xim
∂tm
∣∣∣∣∣∣
⎞
⎠
2
du1 . . .dvm
=
∫
Qh
⎛
⎜⎜⎝
∫
ϕ(Lk)
F
(
f (u, v)
)
√√√√√√ ∑
1i1<···<imn
⎛
⎝det
∣∣∣∣∣∣
∂xi1
∂t1
. . .
∂xim
∂t1
. . . . . . . . .
∂xi1
∂tm
. . .
∂xim
∂tm
∣∣∣∣∣∣
⎞
⎠
2
du1 . . .duk
⎞
⎟⎟⎠ dvk+1 . . .dvm. (60)j
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Φ(v) =
∫
ϕ(Lkj)
F
(
f (u, v)
)
√√√√√√ ∑
1i1<···<imn
⎛
⎝det
∣∣∣∣∣∣
∂xi1
∂t1
. . .
∂xim
∂t1
. . . . . . . . .
∂xi1
∂tm
. . .
∂xim
∂tm
∣∣∣∣∣∣
⎞
⎠
2
du1 . . .duk (61)
and by (59) and (60), we obtain
∫
Vh(L
k
j)
F (x)dS =
∫
Qh
Φ(v)dv. (62)
Note that
Φ(0) =
∫
Lkj
F (x)dL. (63)
Moreover, by (14), we obtain
lim
v→0
1
|Qh|
∫
Vh(L
k
j)
F (x)dS = lim
v→0
1
|Qh|
∫
Qh
Φ(v)dv = Φ(0) (64)
and
Φ(0) =
∫
Lkj
F (x)dL. (65)
See the details in [21], Ch. 3, §6, p. 279 and in [20], Ch. VI, §6.
In particular, if F (x) ≡ 1, we have, by (64) and (63),
lim
v→0
1
|Qh|
∫
Vh(L
k
j)
dS =
∫
Lkj
dL = ∣∣Lkj
∣∣. (66)
Then, by (64), (65), (63) and (66), we obtain
lim
Vλ→Lk
∫
Vλ
F (x)dS
|Vλ| = limVh(Lk)→Lk
∫
Vh(Lk)
F (x)dS
|Vh(Lk)| = limv→0
∫
Vh(Lk)
F (x)dS
|Vh(Lk)|
= lim
v→0
∑r
j=1
∫
Vh(L
k
j)
F (x)dS
∑r
j=1 |Vh(Lkj)|
= lim
v→0
∫
Vh(L
k
j)
F (x)dS
|Qh|
r∑
j=1
|Qh|∑r
j=1
∫
Vh(L
k
j)
dS
=
∑r
j=1 limv→0
∫
Vh(L
k) F (x)dS,
|Qh |∑r
j=1 limv→0
∫
Vh(L
k) dS
|Qh |
=
∑r
j=1
∫
Lkj
F (x)dL
∑r
j=1 |Lkj |
= 1|Lk|
∫
Lk
F (x)dL.  (67)
Proof of Theorem 10. Without loss of generality we can assume that all Vλ are compact m-dimensional C1-manifolds with
boundary embedded in Sm , and with coherent orientation. By deﬁnition,
∫
Sm
ωm =
∑
i
∫
Sm
αiω
m =
∫
Sm
F (x)dS, (68)
where ωmc is denoted by ω
m , αi is a partition of unity on Sm subordinated to the atlas {(ϕi,Ui)} on Sm and the last integral
does not depend on the orientation of Sm . It is the integral over the Radon measure [ωm(x)] = F (x)dS induced by the
m-volume dS-measure, where F (x) is the unique function, deﬁned by ωm and the orientation on Sm (see [20], Ch. VI, §6).
In other terminology, for every m-form ωm on Sm there is a unique continuous function ρ(x) on Sm such that ωm = ρΩ ,
where Ω is the differential form of volume on Sm (see [28], Ch. XIII, §2, p. 276).
Ju.T. Lisica / Topology and its Applications 157 (2010) 2715–2735 2731Similarly, for each Vλ , we deﬁne
∫
Vλ
ωm =
∑
i
∫
Vλ
αiω
m =
∫
Vλ
F (x)dS, (69)
where ωm and F in (69) are the restrictions ωm|Vλ and F |Vλ of ωm and F in (68) on Vλ , respectively.
For F (x) we have explicit formulae.
Let
x1 = ϕ−11 (t1, . . . , tm),
...
xn = ϕ−1n (t1, . . . , tm) (70)
be the ﬁxed initial parametrization of Sm , t = (t1, . . . , tm) ∈ ϕ(U ) ⊂ Rm , or an element of the atlas {(ϕi,Ui)} on Sm . Then
the dS-measure of the m-dimensional volume on Sm is given by the following formula:
dS =
√√√√√√ ∑
1i1<···<imn
⎛
⎝det
∣∣∣∣∣∣
∂xi1
∂t1
. . .
∂xim
∂t1
. . . . . . . . .
∂xi1
∂tm
. . .
∂xim
∂tm
∣∣∣∣∣∣
⎞
⎠
2
dt1 ∧ · · · ∧ dtm. (71)
Let ωm be locally given by
ωm(x1, . . . , xn) =
∑
1i1<···<imn
fi1...im (x1, . . . , xn)dxi1 ∧ · · · ∧ dxim . (72)
Then the Radon measure [ωm], deﬁned by ωm , is given by the following formula:
[
ωm(x)
]=
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
θ(x,ϕ)
∑
1i1<···<imn fi1...im (x)det
∣∣∣∣∣∣
∂xi1
∂t1
. . .
∂xim
∂t1
. . . . . . . . .
∂xi1
∂tm
. . .
∂xim
∂tm
∣∣∣∣∣∣√√√√√∑1i1<···<imn
⎛
⎝det
∣∣∣∣∣∣
∂xi1
∂t1
. . .
∂xim
∂t1
. . . . . . . . .
∂xi1
∂tm
. . .
∂xim
∂tm
∣∣∣∣∣∣
⎞
⎠
2
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
dS = F (x)dS, (73)
where θ(x,ϕ) is the orientation function.
By Theorem 11, we obtain
lim
Vλ→Lk
1
|Vλ|
∫
Vλ
F (x1, . . . , xn)dS = 1|Lk|
∫
Lk
F (x1, . . . , xn)dL. (74)
Let
x1 = ϕ−11 (t1, . . . , tk),
...
xn = ϕ−1n (t1, . . . , tk) (75)
be the ﬁxed initial parametrization of Lk , t = (t1, . . . , tk) ∈ ϕ(U ∩ Lk) ⊂ Rk . Then the dL-measure of the k-dimensional
volume on Lk is given by
dL =
√√√√√√ ∑
1i1<···<ikn
⎛
⎜⎝det
∣∣∣∣∣∣∣
∂xi1
∂t1
. . .
∂xik
∂t1
. . . . . . . . .
∂xi1 . . .
∂xik
∣∣∣∣∣∣∣
⎞
⎟⎠
2
dt1 ∧ · · · ∧ dtk. (76)
∂tk ∂tk
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ωk(x) =
∑
1i1<···<ikn
θ
(
x,U ∩ Lk)F (x)
det
∣∣∣∣∣∣∣
∂xi1
∂t1
. . .
∂xik
∂t1
. . . . . . . . .
∂xi1
∂tk
. . .
∂xik
∂tk
∣∣∣∣∣∣∣√√√√√√∑1i1<···<ikn
⎛
⎜⎝det
∣∣∣∣∣∣∣
∂xi1
∂t1
. . .
∂xik
∂t1
. . . . . . . . .
∂xi1
∂tk
. . .
∂xik
∂tk
∣∣∣∣∣∣∣
⎞
⎟⎠
2
dxi1 ∧ · · · ∧ dxik . (77)
Indeed, the Radon measure [ωk] on Lk is equal to F (x)dL, because by (77), we obtain
[
ωk(x)
]=
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
∑
1i1<···<ikn
θ2
(
x,U ∩ Lk)F (x)
⎛
⎜⎝det
∣∣∣∣∣∣∣
∂xi1
∂t1
. . .
∂xik
∂t1
. . . . . . . . .
∂xi1
∂tk
. . .
∂xik
∂tk
∣∣∣∣∣∣∣
⎞
⎟⎠
2
∑
1i1<···<ikn
⎛
⎜⎝det
∣∣∣∣∣∣∣
∂xi1
∂t1
. . .
∂xik
∂t1
. . . . . . . . .
∂xi1
∂tk
. . .
∂xik
∂tk
∣∣∣∣∣∣∣
⎞
⎟⎠
2
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
dL = F (x)dL. (78)
Moreover,∫
Lk
ωk =
∫
Lk
F (x)dL. (79)
Then, by (79), (69) and (57), we obtain (56). 
Remark 11. Theorems 10 and 11 generalize the classical result in Mathematical Analysis for Mn = Rn , k = 0 of formula (14)
in the oriented and the non-oriented cases, respectively. Remember that the 0-volume |a| of a point a ∈ Rn is equal to 1.
In the oriented case, this means that limV→a
∫
V Φ(x)dx = 1|a|Φ(a), where a denotes the point a oriented coherently with
Rn , i.e., Φ(a) = Φ(a) when a has the positive orientation and Φ(a) = −Φ(a) when a has the negative orientation. In the
non-oriented case the integral in (14) is the Riemann integral. On the other hand, the proof is reduced to it, which is not
surprising, because the proof of the Stokes theorem actually is reduced to the Newton–Leibniz formula
b∫
a
f (x)dx= F (b) − F (a), (80)
where F ′(x) = f (x).
One could think that ωk in Theorem 10 is unique, but it is not so since, for k = 1, m = 2, and n = 3 and L1 = S1 ⊂ S2 ⊂
R3 = M3, where S1 and S2 are 1- and 2-spheres, respectively, and for the trivial 2-form ω2 = 0dy dz + 0dzdx + 0dxdy
on S2, (56) turns into zero and there are a lot of 1-forms ω1(x, y, z) = P (x, y, z)dx+ Q (x, y, z)dy+ R(x, y, z)dz on S2 such
that dω1 = 0, for which∫
S1
ω1 = 0 (81)
and, evidently, the formula (56) holds, i.e.,
0= lim
Vλ→S1
1
|Vλ|
∫
Vλ
ω2 = 1|S1|
∫
S1
ω1 = 0. (82)
Nevertheless, the construction of the k-form ωk in the proof of Theorem 9 deﬁnes a unique k-form on Lk which has an
additional stronger property: for each k-dimensional dL-measurable compact A of Lk, the following formula
lim
Vλ→A
1
|Vλ|
∫
Vλ
ωm = 1|A|
∫
A
ωk
∣∣
A (83)
holds.
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with the property (83). Then their Radon measures [ωk] and [τ k] are equal to F (x)dL and G(x)dL, respectively. By formulae
(83) and (79), for each k-dimensional dL-measurable compact A of Lk , we obtain∫
A
F (x)|A dL =
∫
A
G(x)|A dL. (84)
Since F (x) and G(x) are continuous on Lk , by the classical result, for every x ∈ Lk and all closed neighborhoods A of x, we
obtain
F (x) = lim
A→x
1
|A|
∫
A
F (x)|A dL = lim
A→x
1
|A|
∫
A
G(x)|A dL = G(x). (85)
Thus, F (x) = G(x), for each x ∈ Lk . Then, by (77), we conclude that ωk(x) = τ k(x), for each x ∈ Lk , i.e., they coincide. 
Proof of (83) for the k-form ωk on Lk constructed in Theorem 10. The arguments are the same as in the proof of Theo-
rem 10 for the special case A = Lk . In the general case A ⊂ Lk we use the similar tubular h-radius neighborhoods of A, its
ﬁnite decompositions, the similar formulae (59)–(79) and so on. 
8. Some interpretation of Theorem 10
Let Mn be a compact oriented C1-manifold (with boundary or without it) with the ﬁxed orientation (in the ﬁrst case
an orientation of the boundary is coherent). Then every continuous differential m-form ωm on Mn , i.e., C0-differential form,
can be interpreted as a real valued function ωmΦ determined on the set of all coherently oriented m-dimensional compact
submanifolds Sm of Mn and all coherently oriented m-dimensional dS-measurable compact subsets A of Sm . We deﬁne this
function by the following formula:
ωmΦ(A) = 1|A|
∫
A
ωm, (86)
where |A| is the m-volume of A.
If we denote by Ωm(0)(M
n) the linear vector space over R of all C0-differential m-forms ωm on Mn and by Lm0 (Mn) the
linear vector space over R of all functions ωmΦ deﬁned by (86), then there is an obvious homomorphism φm : Ωm(0)(Mn) →
Lm0 (Mn) given by the following formula:
φm
(
ωm
)= ωmΦ. (87)
Indeed, φm(λωm + μτm) = λφm(ωm) + μφm(τm), for all ωm, τm ∈ Ωm(0)(Mn) and λ,μ ∈ R, because, for each coherently
oriented m-dimensional dS-measurable compact subset A of Mn , by (86), we obtain
φm
(
λωm +μτm)(A) = 1|A|
∫
A
(
λωm +μτm)= λ 1|A|
∫
A
ωm +μ 1|A|
∫
A
τm
= λ(ωmΦ(A))+μ(τmΦ(A))= λφm(ωm)(A) +μφm(τm)(A). (88)
Remark 12. In the same way we can introduce the graded vector spaces L∗(r)(Mn) determined by the graded vector space
Ω∗(r)(Mn) of all Cr-differential ∗-forms on an oriented Cr+1-manifold Mn with the ﬁxed orientation, 0 r ∞. Moreover,
these graded vector spaces are anticommutative algebras and the considered homomorphism φ∗ is a homomorphism of
algebras but we do not need these structures here.
We can now interpret the formula (56) in Theorem 10 as
lim
Vλ→Lk
(
ωmΦ(Vλ)
)= ωkΦ(Lk). (89)
We denote by ωmΦ ′Sm (Lk) the right part of (89) and call it a derivative of ωmΦ with respect to m-volumes in Sm valued
in Lk . Since formula (89) is valid for all k-dimensional dL-measurable subsets A of Lk , i.e.,
lim
Vλ→A
(
ωmΦ(Vλ)
)= ωkΦ(A) (90)
we call ωkΦ a derivative function of ωmΦ .
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′ = ωkΦ . Moreover, this derivative operation is a linear
operator from Lm(0)(Mn) to Lk(0)(Lk). The veriﬁcation is trivial.
Actually, in the proof of Theorem 10 we constructed the derivative linear operation from Lm(0)(Sm) to Lk(0)(Lk). In this
case, for each compact dL-measurable set of Lk , we will write ωmΦ ′(A) instead of ωmΦ ′Sm (A). The connection between
derivatives and antiderivatives in this case m = n and Mn = Sm is more close.
Theorem 12. If for two functions ωmΦ, τmΦ ∈ Lm(0)(Sm) their derivatives with respect to the m-volumes in Sm, evaluated on each
compact coherently oriented regular submanifold Lk of Sm are equal, i.e., ωmΦ ′(Lk) = τmΦ ′(Lk), then ωmΦ = τmΦ in Lm(0)(Sm).
Proof. From the assumption of Theorem 12 and by formula (56), for any coherently oriented regular submanifold Lk of Sm
and for an arbitrary ε > 0, there is a closed δ-neighborhood V of Lk in Sm such that
1
|V |
∣∣∣∣
∫
V
(
ωm − τm)
∣∣∣∣< ε, (91)
or ∣∣∣∣
∫
V
(
ωm − τm)
∣∣∣∣< ε|V |. (92)
Clearly, all such neighborhoods of all coherently oriented regular submanifolds Lk of Sm cover Sm . From compactness
of Mm we can choose a ﬁnite subcovering {(V1), (V2), . . . , (Vs)} of Sm . We can assume that their mutual intersection has
dS-measure zero. Thus, Sm =⋃si=1(Vi). Then, by additivity and (92), we obtain∣∣∣∣
∫
Sm
(
ωm − τm)
∣∣∣∣=
s⋃
i=1
∣∣∣∣
∫
Vi
(
ωm − τm)
∣∣∣∣< ε
s⋃
i=1
|Vi | = ε
∣∣Sm∣∣. (93)
Consequently,
∫
Sm (ω
m − τm) = 0 and, by the above, by the Radon measure and by the dS-measure arguments, ωm = τm
on Sm . Thus, by (86), ωmΦ = τmΦ . Cf. [9], p. 136. 
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