(To preserve the generality of this extension and hence applicability to other types of costs, population is referred to as a cost.) Similarly, it is assumed that C 
The selection of routes in a network along which to transport hazardous materials is explored, taking into consideration several key factors pertaining to the length of time of the transport and the risk of population exposure in the event of an incident. That travel time and risk measures are not constant over time and at best can be known with uncertainty is explicitly recognized in the routing decisions. Existing approaches typically assume static conditions, possibly resulting in inefficient route selection and unnecessary risk exposure. Several procedures for determining superior paths for the transport of hazardous materials in stochastic, time-varying networks are presented. These procedures and their extensions are illustrated systematically for an example application using the Texas highway network. The application illustrates the tradeoffs between the information obtained in the solution and computational efficiency, and highlights the benefits of incorporating these procedures in a decision-support system for hazardous material shipment routing decisions.
The transportation of hazardous materials and wastes concerns most communities around the world. In the United States alone, it was estimated that 1.5 billion tons or 784 billion ton-miles of hazardous materials were shipped by water, truck, rail, and air in 1982 (1) . Several hundred thousand shipments of hazardous materials are moved daily through the U.S. transportation system (2, 3) . The routes selected for transporting such substances can affect the amount of risk exposure to the surrounding population and environment. In addition to imposing risk on a select group of people and geographic region, certain routes may exhibit a higher probability of an accident, and hence of a release, due to geometric configuration, weather conditions, or other characteristics.
This report is concerned with the selection of routes in a network along which to transport hazardous materials, taking into consideration both the length of time in transit and the risk of population exposure in the event of an incident. Furthermore, that travel time and risk measures are not constant over time and are not known with certainty is recognized explicitly in the routing decisions. Existing approaches typically assume static conditions, possibly resulting in inefficient route selection and unnecessary risk exposure. In this work, both the measures of risk and travel time are assumed to be random variables with probability distribution functions that vary over time. A network representation of this system, where the arc weights are time-varying random variables, is referred to here as a stochastic, time-varying network.
An introduction to several procedures for determining superior paths, in terms of travel time, in stochastic, time-varying networks is provided. Modifications to these procedures required for determining superior paths in terms of risk, or other nontravel-time costs, in such networks are presented. These extensions are required because the pareto-optimal (i.e., nondominated) least-risk paths cannot be determined simply by replacing the time-varying travel time random variables by attributes other than the travel time (referred to as cost). This point is raised by Ziliaskopoulos and Mahmassani (4) in the context of least cost paths in deterministic, time-varying networks. Finally, the procedures are extended for determining superior paths that simultaneously minimize both travel time and cost (risk). These procedures and their extensions are illustrated systematically for an example application using the Texas highway network. The application illustrates the trade-offs between the information obtained in the solution and computational efficiency, and highlights the benefits of incorporating these procedures in a decision-support system for hazardous substance shipment routing decisions.
In addition to illustrating the procedures through application to an actual network, procedures for determining least time paths in stochastic, time-varying networks to find least cost paths in such networks are presented, as is an extension of these algorithms to generate the pareto-optimal paths for multiple-objective problems with stochastic, time-varying attributes.
TRANSPORTATION OF HAZARDOUS MATERIALS
Many studies in the literature have addressed the problem of determining best routes for the shipment of hazardous substances. In general, the main objective of each of these studies is to select the route or set of routes that impose the least risk to the environment and to the general population without imposing large costs on the shippers (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) .
As with many multiobjective problems, the determination of routes for the transport of hazardous substances has as many formulations and solution approaches as there are perspectives. One approach is to solve multiple single objective formulations of the problem (15, 16) . Another is to recognize explicitly the multiobjective nature of the problem and use decision-theoretic approaches where the attributes are assumed to be deterministic and time-invariant (17) (18) (19) . When multiple shipments are required, a single population or geographic region may incur great risk if all shipments are made over the same path. Therefore, it may be desirable to consider the equity of risk exposure when selecting routes for multiple shipments (2, 15, (20) (21) (22) (23) (24) (25) . However, the set of paths that most equitably distributes risk may have a higher total risk than a less equitable solution. Many studies do not consider risk equity. Some of these studies recognize that risk cannot be known with certainty and thus solve a stochastic travel costs and the corresponding set of probabilities with which each cost will occur, (C, P C ), is assumed to be given.
A specific network application is illustrated by using a portion of the Texas highway system, depicted in Figure 1 . This highway system is represented by a graph with 183 nodes (representing cities in Texas) and 549 directed arcs (representing directed highway links between the cities). Consider a hazardous substance shipment from Austin, Texas, to a nuclear facility in Amarillo, Texas. The trip is scheduled to start at the onset of the morning peak hour. It is assumed that this peak period lasts for approximately 1 hour on the arcs emanating from Houston, Dallas-Fort Worth, Austin, and San Antonio. Loosely based on the guidelines given in several traffic engineering books (36) , the average speeds are assumed to decrease from 96.6 km/h (60 mph) to 48.3 km/h (30 mph) in the first half of the peak hour and increase again to 96.6 km/h by the end of the peak hour. The average speed over the remainder of the day is assumed to be constant at 96.6 km/h. A second peak period is not considered.
Both travel time and population along links are assumed to have underlying normal distributions. For each time interval, the mean travel time for each link is determined from the distance along the link divided by the average speed. On the basis of the results of a study conducted in Austin, Texas, for expressways, described by Herman et al. (37 ) , the standard deviation of the travel time can be estimated from the following equation:
where STD, the standard deviation of travel time, and Mean, the mean travel time, are in units of seconds per mile. Normal random variates for each time interval are generated by using the mean and standard deviation of travel time.
Similarly, the population that potentially is exposed to the risk of a spill along each link is approximated for the purpose of this illustration from the population of the two cities connected to the link, based on 1992 U.S. Census Bureau data. The population in each city is divided among the links incident on (emanating from) that node, then assumed to be distributed uniformly over the length of each link, providing the mean population along the link. As suggested by Turnquist (3), the coefficient of variation of the population that is exposed is taken to be approximately 0.25. Again, for each time interval, the random variates for the population are generated assuming underlying independent normal distribution functions.
The travel time and population distributions for each link at each departure time are approximated by discrete probability mass functions (38) . Given the number of elements in the pmf's, P (assumed nearly constant across arcs and departure times), the pmf's are generated as follows:
1. Generate P pairs of random variates. The first represents possible travel time (population) along the link and is generated from a normal distribution with given mean and standard deviation. This value is accepted only if it is greater than 0. The second random variate of each pair represents the corresponding probability of the STD Mean = − + 54 438 0 989 . . multiobjective routing problem. Turnquist (3) determines the set of pareto-optimal (nondominated) paths in terms of the multiple objectives, where some of the attributes are known only probabilistically, shows the trade-offs among the nondominated solutions, and highlights the decision-making issues that arise as a result of the overlap in the probability distribution functions. Similarly, Wijeratne et al. (26 ) address the multiobjective problem with uncertain attributes. They present two methods based on an approximation of stochastic dominance for comparing path distribution functions for a single stochastic criterion. The problem is extended to multiple criteria but the criteria are reduced to two deterministic factors; hence, the final problem is a deterministic multiobjective problem. Several studies have addressed the simultaneous siting of hazardous substance facilities and routing of related shipments (27, 28) . Recent advances in this area include the evaluation of the advantages of using advanced technologies in routing hazardous substances (29) (30) (31) (32) (33) (34) (35) .
PROBLEM FORMULATION AND APPLICATION NETWORK DESCRIPTION
In moving a hazardous shipment from an origin node to a destination, a best compromise route is sought along the given network that simultaneously minimizes travel time and the population (number of people who are assumed to be within an effective distance of the roadway) along the route. Population along a route is used as a surrogate for risk of exposure in the event of an incident. Future travel time and population along a route are assumed to be independent, time-varying quantities that are known only probabilistically. Each arc of the network has associated travel time and (exposed) population random variables with time-varying probability distribution functions.
The network can be represented by a directed graph G = (V, A, S, T, P T , C, P C ), where V is the set of nodes, | V | = v and A is the set of arcs, |A| = m. It is assumed that the travel times along the arcs are represented by discrete random variables whose distribution functions are time-varying during the peak period t 0 ≤ t ≤ t 0 + (I) δ and are stationary thereafter, for t > t 0 + (I )δ. This formulation can be generalized to travel times with continuous distributions. The network is considered at a set S of discrete times {t 0 + nδ}, where n is an integer, n = 0,1, . . ., I, and δ is the smallest increment of time over which a perceptible change in the travel time distributions will occur for t ∈ S.
For each departure time t ∈ S and each arc (i,j) ∈ A, the set T(t) of nonnegative real valued possible travel times τ i, j (t 0 + Iδ) ∀ t occurring after the peak period, that is, ∀ t > t 0 + Iδ. Thus, the set of travel times and the corresponding set of probabilities with which each travel time will occur, (T, P T ), is assumed to be given.
Also associated with each arc (i,j) is a set of nonnegative real valued possible costs (population), C 
∈S
occurrence of such a travel time (population), and is drawn from a uniform distribution. 2. Transform (rescale) the second random variates of the P pairs such that their sum is equal to 1.
3. Sort the pairs of random variates in ascending order of the first element of the pair, corresponding to increasing travel time (population).
4. Collect similar travel times (populations) and sum their probabilities of occurrence to obtain the corresponding pmf's.
This implementation eliminates some of the problems associated with comparing normal random variables whose extreme values otherwise would be unbounded.
DETERMINING SUPERIOR LEAST TIME PATHS
Three procedures were developed by Miller-Hooks (38) for determining pareto-optimal least time paths in stochastic, time-varying networks. Three dominance criteria provide the foundation of these procedures: deterministic dominance (DD), first order stochastic dominance (SD), and expected value (EV) dominance. Deterministic dominance of one path by another, for a given departure time, arises when the (dominated) path has zero probability of realizing a lower travel time than the first path (for that departure time). This is possible only when the highest travel time on the first path, for that departure time, is even lower than the lowest possible travel time on the dominated path. For this departure time, one can choose the first path with certainty that the second path will not be better. Paths that are not DD-dominated by any other path ∀ t ∈S are referred to as deterministically nondominated (pareto-optimal).
The second criterion, first-order stochastic dominance, is less conservative (in declaring paths to be dominated) than deterministic dominance, possibly resulting in fewer pareto-optimal paths. Here, for a given departure time, the first path dominates the second, if for all possible travel time values, the first path offers a higher probability than the dominated path of yielding a better outcome (i.e., lower travel time). This criterion does not preclude the possibility of a dominated path having a lower travel time than a nondominated path for some realizations of the arc travel time random variables. Paths that are not SD-dominated by any other path ∀ t ∈ S are referred to as stochastically pareto-optimal.
The third criterion uses the expected value to establish dominance. If no path exists that has a lower expected time than a given path ∀ t ∈S, this path is referred to as EV-nondominated.
Details of the theory and methodology to determine dominance over a time period are available elsewhere (38) . Three procedures, referred to as the STDLT(DD) (Stochastic, Time-Dependent Least Time [Deterministic Dominance]), STDLT(SD) (Stochastic Dominance), and EV (Expected Value) algorithms, are given for generating all deterministically and stochastically pareto-optimal paths and their corresponding cdf's, and the least expected time paths with associated expected times, respectively, ∀ i ∈V to a given destination, N, ∀ t ∈ S.
FIGURE 1 Texas network.
A detailed description of each of the STDLT(DD), STDLT(SD), and EV algorithms is beyond the scope of this study. Instead, a single generic algorithm is presented to give an overview of the computational steps. Within this generic algorithmic structure, definitions of the labels, and a description of label computation, comparison and update, must be further specified to generate the deterministically or stochastically pareto-optimal paths with their associated travel time cdf's, or the least expected time paths with the corresponding expected travel times. The basic algorithm is a specialized modified label-correcting procedure (39) . Until termination of the algorithm, paths maintained from each node are only potentially efficient, referred to as p-efficient.
The general procedure is as follows: 
Specification of Essential Implementation Aspects
Label Definition
STDLT(DD) and STDLT(SD) Algorithms.
For each node i ∈V \N and each departure time interval t ∈ S, and for each p-efficient path c to the destination node N, a vector label containing the cdf of the path travel time is maintained. The cdf label is stored in the form of discrete values of the travel time corresponding to predetermined cumulative probability levels {α, 2α, ..., 1}, where 0 ≤ α ≤ 1, as proposed by Ziliaskopoulos (40) 
. . 1}, t ∈ S and 0 < ⑀ < δ. For all t occurring outside the peak period, 
EV Algorithm.
For each node i ∈V and each p-efficient path c to the destination node N, only a scalar value is retained for each time interval t ∈S, denoted λ c i (t), the expected travel time along path c from node i to the destination, leaving node i at time t; that is, λ Label Computation
STDLT(DD) and STDLT(SD) Algorithms.
In Step 3, a new (temporary) label is constructed at node i, and the associated cdf 's are computed from the convolution of time-dependent pmf's of arc (i,j) with those of a p-efficient subpath given by label Λ µ j at current node j.
The new labels at node i, {[κ p i (t)] p∈{α,2α,. . ., 1} } t ∈ S , are constructed by using the aggregated arc (i,j) travel times Ω g i,j (t), g ∈{α, 2α, . . ., 1}, for each t ∈S, and the cdf(α)'s of the currently scanned label Λ µ j . Here, the number of possible combinations of travel times on arc (i,j) with travel times on the subpath from node j at the corresponding arrival times is α −2 , a constant. For each combination, q = 1,2, . . ., α i (t)} are the {η q i (t)} sorted in ascending order. Repeat for all t ∈ S. Thus, for any i ∈V and t ∈S, the probability of any element of η q i (t) is α 2 and thus, the probability of any element κ
Although the largest possible travel time is maintained through path travel time cdf (α)'s, only an upper bound on the true minimum value on a path is guaranteed. This may lead to erroneous dominance determination. However, such dominated paths would not be selected as a best compromise solution for most applications. Very small aggregation intervals or the true nonaggregated cdf's should be used for applications in which these paths may be desirable solutions. Alternatively, another implementation of the STDLT(DD) algorithm, referred to as the Range algorithm (38) , maintains only the true minimum and maximum possible travel times of each path, resulting in the true set of deterministically nondominated paths.
EV Algorithm.
Here, the new label vector is given as [κ i (t)] t ∈ S , where κ i (t) is the expected time for the newly constructed path from node i through label Λ µ j at current node j at time t. It is determined by the following equation:
where k = 1,2, . . ., K i,j (t), as defined in the preceding section.
Label Comparisons
In Step 3, the new label is compared with the p-efficient paths determined thus far. The underlying methodology for comparing labels is given here in general terms and is crucial to these algorithms.
STDLT(DD) Algorithm.
For departure time t from the origin node, let be the minimum travel time on Path A and x x t t A B ,min ,max and κ τ λ τ ρ
the maximum travel time on Path B, respectively. Path A is p-efficient iff ∃ no p-efficient Path B such that Otherwise, the path is dominated. Note that additional steps are required to ensure that the path cdf's are not equivalent, and to correctly account for shared arcs (38) .
STDLT(SD) Algorithm.
For departure time t from the origin, let the path travel time random variables for paths A and B be x A and x B , with associated cdf's, F t A (x) and F t B (x), respectively. Path A is p-efficient iff ∃ no p-efficient Path B such that Otherwise, the path is dominated. Note that the pareto-optimality conditions for stochastic dominance are most easily applied where the labels are aggregated.
EV Algorithm.
Let Additional implementation detail is provided elsewhere (38) . Note that additional steps for comparing nondisjoint paths required for deterministic dominance, mentioned previously, are not required for comparing such paths via stochastic or EV dominance.
DETERMINING SUPERIOR LEAST COST PATHS
The STDLT(DD), STDLT(SD), and EV algorithms described for determining nondominated least time paths must be modified to correctly determine nondominated least cost paths in time-varying stochastic networks. The computation of the cost label (Step 3 in the above general algorithm) is slightly different from that of the travel time label, because the costs are time-dependent but are not themselves time, as noted by Ziliaskopoulos and Mahmassani (4) for deterministic time-dependent networks. It is assumed that the arc costs are independent across time and space, that they are additive, and that they are independent of the arc travel times.
STDLT Procedures
The same cdf(α) representation used for the travel time distribution functions is followed for the arc and path costs. Assume the cost of an arc depends on the departure time from the arc's origin and not on the revealed (actual) travel time of the arc. Let ξ In computing a cost label for a particular path from node i, for departure time t, to the destination N via an arc (i,j), we need to add the cost of travel ξ i, j (t) on arc (i,j), and the probability of arrival at different times at node j must be taken into consideration in computing the probability distribution functions. Therefore, the main difference in computing the cost label relative to the time label (in the preceding section) is that for a given realization of the travel time Ω p i, j (t) on arc (i,j), necessary to determine the arrival time at node j and hence select the correct path label from j, we also need to consider probabilities of different realizations of the arc cost ξ x i, j (t) on (i,j) to correctly compute the cost labels. Thus, there is one more component in the calculations of the path cost cdf's than there is for time.
After the cdf 's of the cost of a path from node i, [φ p i (t)] p∈{α,2α, . . .,1} , is calculated, it is compared to the p-efficient paths at node I by using pareto-optimality conditions based on cost, nearly identical to those presented in the preceding section for travel time.
EV Algorithm
Let Θ c i (t) be the expected cost of traveling on path c from node i to the destination at departure time t. Let φ i (t) be the label of the expected cost of a newly constructed path from node i to the destination node at departure time t. Equation 3 for computing least expected time paths is replaced by Equation 6 for determining least expected cost paths, as follows:
, and
where k = 1,2, . . ., K i, j (t) and x = 1, . . ., X i, j (t) (the indices of possible travel times and costs, respectively, on arc (i,j) at time t). Pareto-optimality conditions with respect to least-expected cost are nearly identical to those for time. Let E[c A ]t and E[c B ]t be the expected time of c A and c B , respectively, for departure time t. Path A is nondominated iff ∃ no Path B such that Otherwise, the path is dominated.
SUPERIOR PATHS FOR MULTIPLE OBJECTIVES
In this section, the problem of generating the pareto-optimal paths for the multiobjective problem of minimizing both travel time and population (treated here as cost) is addressed. Here, the concept of pareto-optimality arises as a consequence of multiple conflicting objectives that are themselves expressed in terms of stochastic, time-varying quantities. The STDLT(DD), STDLT(SD), and EV algorithms are extended for generating pareto-optimal paths that consider these two objectives jointly.
Deterministic Dominance
Pareto-optimality conditions in terms of deterministic dominance for the bicriterion problem are given as follows:
A Path A is nondominated iff ∃ no Path B such that and Otherwise, the path is dominated. This implies that if a Path B exists that is at least as good as Path A on one criterion, and better on at least one criterion than A for all departure times, then Path A is dominated. Conversely, if a Path A is dominated, then a Path B must exist that is at least as good on one criterion and better on the other. If both the travel time pdf's and cost pdf's of Path B are identical to those of Path A, then these paths are equivalent. Note that this notion of dominance is slightly modified when shared arcs are considered (38) .
Stochastic Dominance
Pareto-optimality conditions for stochastic dominance for the bicriterion problem can be given as follows:
A Path A is nondominated iff ∃ no Path B such that and Otherwise, the path is dominated. Otherwise, the path is dominated. By replacing the pareto-optimality conditions for a single criterion of the STDLT and EV algorithms with those of the bicriterion problem, and maintaining two sets of vector labels from each node (one set for travel time and the other set for cost), the STDLT and EV algorithms can be used to generate the pareto-optimal solutions for the biobjective problem.
APPLICATION TO TEXAS NETWORK
The STDLT(DD), STDLT(SD), and EV algorithms for determining pareto-optimal least time paths, the modifications for determining least cost paths and the extensions for determining the pareto-optimal paths with respect to multiple criteria are implemented and tested on the Texas example network of Figure 1 . The implementation of the STDLT algorithms is based on aggregated distribution functions with isoprobability intervals α = 0.1. Additionally, the peak period is discretized into 5-min intervals (i.e., δ of 5 min) for these runs.
Least Time Paths
Seven paths are generated by the STDLT(DD) algorithm using cdf(α)'s with α = 0.1; these paths are deterministically nondominated for at least one time interval in the period of interest. Of these paths, only three are nondominated in the first time interval:
• Path 1, Austin-Lampasas-Goldthwaite-Brownwood-Santa AnnaAbilene-Sweetwater-Snyder-Post-Lubbock-Plainview-Tuliamarillo;
• The approximations of the path travel time cdf's and the expected path travel times for the first time interval are given in Table 1 . The probability that the path is less than a given travel time is given in
the left column. For example, the probability that Path 2 takes less than 544.1 min is 0.3.
Least Cost Paths
Because of the explosive nature of the solution set, the deterministically pareto-optimal least cost paths could not be determined. However, only two stochastically pareto-optimal least cost paths are generated, of which only Path 4 is nondominated for the first departure time: Austin-Lampasas-Brady-Eden-Ballinger-AbileneAnson-Haskell-Seymour-Benjamin-Dickens-Crosbyton-LubbockPlainview-Tulia-Amarillo.
The same two paths also are determined to be EV-nondominated, with only Path 4 nondominated for the first departure time interval. Its expected population exposure is 83,591 people. The approximations of the path population expected values and cdf's for the first time interval are given in Table 2 .
Multiple Objectives
The deterministically pareto-optimal paths are not obtained due to the explosive nature of the solution set. By the extension of the STDLT(SD) algorithm, five paths are determined to be stochastically nondominated, four of which are nondominated for the first departure time interval: Paths 1, 2, 3, and 4. Six EV-nondominated paths are determined using the multiobjective extension of the EV algorithm, only four of which are nondominated at the first time interval: Paths 1, 2, 3, and 4.
Final Path Selection
In this section, the best compromise path is selected for the example problem of determining a route for the transport of plutonium from Austin to Amarillo, considering both travel time and population. The pertinent cities of the paths that are considered are indicated by the first three (or four) letters of their names in the map shown in Figure 2 .
If only travel time were considered, Path 3 would be selected to ship the plutonium because it has the least expected travel time (and is therefore deterministically and stochastically pareto-optimal) for the first departure time. If only population along the route were considered, Path 4 would be chosen because it is the only path that is stochastically nondominated with respect to population for the first time interval and is the least expected population path. For the first departure time, the pareto-optimal paths determined by the multiobjective extensions of the STDLT(SD) and EV algorithms are Paths 1, 2, 3, and 4. To aid in choosing a best compromise path, the efficient frontier between the expected travel time and expected population for time interval 1 is plotted in Figure 3 . Figure 3 shows that if travel time and population are simultaneously considered, neither Path 3 nor Path 4 would be the best compromise solution because Path 3 has the highest expected population of all four paths and Path 4 has the highest expected travel time of the paths. Either Path 1 or Path 2 would make a better compromise. Because the difference in the population between the paths is more significant than is the difference in travel time and because the highest possible population on Path 1 is significantly higher than that on Path 2, Path 2 is recommended. Of course, ultimate selection would depend on the decision maker's preferences. The purpose of this analysis is to inform the decision process regarding the implications of alternative path selections.
CONCLUSIONS
Transport of hazardous shipments through populated areas requires consideration of the stochastic and time-varying properties of travel times and population risk exposure measures along the transport network arcs. The solution concepts and algorithms presented here allow consideration of these properties, with varying implications in terms of solution quality (particularly likelihood of ex-post inferior outcome), information obtained in the solution and computational efficiency. The STDLT(DD), STDLT(SD), and the EV algorithms, initially proposed by the authors for least-time problems, have been extended to consider least cost (risk) as an objective, as well as both time and cost objectives.
Some of the advantages and disadvantages of these procedures become evident when they are applied to the selection of a best compromise route. In particular, deterministic dominance may not be useful for this application because of the combinatorially explosive number of deterministically nondominated paths. On the other hand, there are far fewer stochastically and EV nondominated paths. In fact, the relatively small number of such paths in the realistic application network is very encouraging and points to the practicality of applying the concepts and methodologies for stochastic dynamic networks illustrated in this report. Finally, the results are consistent in that the set of EV-nondominated paths are included in the set of stochastically pareto-optimal paths, which in turn are included in the set of deterministically pareto-optimal paths.
