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ABSTRACT
This revised version of CAC Document #21 supercedes the document dated
November 8, 1971.
Several methods have been proposed to enable the computation of eigen-
values and eigenvectors of large, real symmetric or complex Hermitian
matrices on ILLIAC IV.
One of the most effective methods in the utilization of parallel compu-
tations has proven to be a modified Jacobi algorithm. This document
presents yet another modification which exploits the parallelism of
ILLIAC IV to a greater extent than has been previously done.
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1.0 Introduction
The computation of eigenvalues and eigenvectors of large, real symmetric
matrices is of great practical value in many fields. One of the most
effective methods that has been examined to solve this problem on the
ILLIAC IV is a parallel version of Jacobi's algorithm.
The main difference between this code and the one previously written [1]
is that within each sweep, defined by (2m-l) transformations (where m =
[(n+l)/2], i.e. the greatest integer less than or equal to (n+l)/2, in
which n is the order of the matrix), each orthogonal transformation
annihilates different [-=-] off -diagonal elements. This proved to be a
substantial improvement that led to a greater speed of convergence.
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2.0 Jacobi' s Method
In the classical method of Jacobi, a real symmetric matrix is
reduced to the diagonal form by a sequence of plane rotations
A , = R, A, - R (k = 1,2...), where A = A is the original matrix,
and the rotation matrix R, eliminates the off-diagonal element a
(k) (k) Pq(hence a )through an angle a [5]. See Appendix A for the appropriate
pq (k) pq (k)
value of a to annihilate the element a
pq pq
3. Modifications to the Classical Jacobi Method
3. 1 Decomposition Into Block Diagonal Submatrices
Rather than searching for the largest off-diagonal element of A
in the (p,q) position and eliminating a and a , A. Sameh and L. Han. [4]
pq qp
proposed a modified Jacobi algorithm where all off-diagonal elements
of each 2x2 submatrix along the diagonal are eliminated through an
orthogonal transformation.
In order to bring to the diagonal new submatrices with non-zero off-
diagonal elements, the method necessitates a large degree of row and
column shuffling which tends to be expensive on a parallel computer such
as ILLIAC rv.
3. 2 Optimal Construction of Orthogonal Transformations
A. SamehP] showed that a judicious choice of the pairs (p,q) can
produce a modified Jacobi algorithm that attains maximum efficiency of
parallel computation.
For example, for a matrix A of order 4, if the orthogonal transfor-





where c^ = cos a^(i = 1,2), then RAR 1- would have zero elements in positions
(1,3) and (2,4) provided that the angles a]_ and 012 are properly chosen.
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Define m= [(n+l)/2] where n is the order of the matrix and [ ] is the
greatest integer function. Let each of the (2m-l) orthogonal transformations
2be denoted by a sweep. Noting that the maximum number of the (n -n)/2
off-diagonal elements which can be eliminated by an orthogonal transfor-
mation of the type (3.1) is [n/2], an optimal algorithm requires that, [3]:
1) Each orthogonal transformation R, should eliminate [n/2] off-
diagonal elements.
2) Each sweep should eliminate each off-diagonal element once, i.e.
each of the 2m-l orthogonal transformations in a sweep should annihilate
different [n/2] off-diagonal elements.
3.2.1 Elimination Scheme
In [3] several schemes were proposed to satisfy the requirements
discussed in the previous section. The scheme implemented in the JACOBI
algorithm is described below:
For a given sweep, each of the (2m-l) orthogonal matrices R,










pp qq pq pq qp pq
(k)
p :• q
where p and q are sequences defined by
(a) for k = 1,2,. .
.
,m - 1,
q = m - k + 1 , m-k+2, ... ,n-k.
,, p=(2m-2k + l)-q, m - k + 1<_ q <_ 2m - 2k,
= (4m - 2k) - q, 2m - 2k < q ^ 2m - k - 1
,
= n, 2m - k - 1 < q
,
(b) for k = m, m + 1,..., 2m - 1,
q=4m-n-k, 4m-n-k+l, ... ,3m-k-l
p = ii, q < 2m - k + 1,
(4m - 2k) - q, 2m - k + I : q •• 4m - 2k - 1
,











The remaining elements of R, are zero except for n odd, then R_ , _ . = 1,° k 2m-k, 2m-k





eliminates the element a ; see Appendix A.
pq w
For example, in a given sweep, denoting each element in the transformation
by the integer k, the patterns of the eliminated elements for matrices of
orders 8 and 7 are shown below.
3 6 2 5 14 17
* 2 5 1 4 7 i 6
* 1 4 7 3
]
5












Note that since a v
*
as well as a v
"
is eliminated, if one completes the
qp pq
lower diagonal portion of the matrix above, it is evident that any given k
appears in each row and column once and only once.
For further examples of particular orthogonal transformations constructed
by this elimination scheme see Appendix B .
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JACOBI is an ILLIAC IV routine written in the assembly language ASK,
which implements the modified Jacob i algorithm discussed in Section 3.2.
The program accepts as input a matrix A, and n, the order of the
matrix, and returns as output the matrix A reduced to diagonal form, the
matrix of eigenvectors corresponding to the computed eigenvalues and the
number of sweeps required to achieve convergence.
A flow chart, a description of JACOBI and auxiliary routines, and a




Each sweep requires 2m-l orthogonal transformations as described in
Section 3.2. For each transformation the following sequences of events
occur:
(k-1)
(i) The pairs (p,q) corresponding to the element a to be
eliminated are determined.
(ii) The orthogonal transformation matrix R, is constructed in
order to eliminate the proper elements of A.
(iii) A is pre- and post-multiplied by the transformation matrix
t (k)




the eigenvector matrix, is pre-multiplied by R, to yield
E,
,
where E is the identity matrix. (Note that the rows and columnsk o
of E correspond to the left and right eigenvectors respectively)
.
After 2m-l such transformations have been applied, the following
convergence criterion are subjected to A :
(a) if the sum of the squares of the off-diagonal elements is
zero, convergence is attained.
(b) if the ratio of the sum of the squares of the off-diagonal
elements to the sum of the squares of the diagonal elements
— ~\(\
at step k is sufficiently small (10 ) in comparison to an
equivalent ratio at step 1, the method has converged. (to
insure numerical stability this critera is not applied
for the first three sweeps).
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If the convergence tests fail, a new sweep is initiated. When the
method does converge, the bounds on the eigenvalues are computed
using Gerschgorin discs, and this information is output for the user
4. 3 Main Flowchart
Notation: A^ - Matrix to be diagonalized at step k
E, - Corresponding eigenvector matrix
R, - Orthogonal transformation matrix
B - Temporary matrix
Ratlo!
J. (k) 2 /l ak> 2 where a (k) e A,
Kconv: I (1) 2a
£ - Transformation count
swp - Sweep count
k - swp x(2m-l) + £ where m = I - J
n = order of matrix
A detailed discussion of the components of JACOB I, depicted in the












Set up matrix defining
pattern of pairs (p,q)
to be eliminated for
each sweep.
£ = 1,2,. . .2m-l
note k = swp x (2m-l) + I
swp=swp+l
Retrieve (p,q) patterr




^Compu t e s ines &N
:osines of R ty












see (1) p. 10
see (2) p. 10
see (3) p. 11










see (4) p- 12









see (7) p. 13
f RETURN j
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4.4 Description of Main and Auxiliary Routines
After saving the necessary registers, return addresses, and addresses
of calling parameters, setting up constants and counters, JACOBI constructs
E =1, the identity matrix,
o
(1) Determination of pairs ( p,q )
In order to implement this phase of the algorithm on ILLIAC
IV, it is desirable to maintain compatibility with PE numbering
(i.e. 0<p,q<n-l) and also alter the definition for p,q. The




in Section 3.2.1 corresponds to a.. ._. as defined in this
Let q = PE number q = 0,1,... n-1
i+
2
m = [—5—] n = dimension of matrix
For k = l,2,...2m-l let k = 4m-2 k = l,2,...m-l
o
k = 6m-3 k = m,m+l, . . .2m-l
o
Then p = (k - 2k - q) mod (2m-l)
Thus, (p,q) are defined above except for the following cases:
(a) if n even, set p = n-1 in PE(n - 1 - k)
set p = n - 1 - k in PE(n - 1)
(b) if n odd, note that p = q in one PE. This fact will be
taken into consideration later on in the program.
As the pattern of pairs is constant for each sweep this calculation is
only done once in the program and saved for subsequent usage.
At label SWEEP, all necessary preparations are made for another 2m - 1
t rans forma t ions
.
(2) ANGLE - Compute sines and cosines of the transformation matrix.
Input to tnis routine is the matrix A and the pairs (p,q) deter-
mined in (1) above.
Element a^ is brought to PE q. This is accomplished by
a right route of (q-p) for p < q or by a left route of (p-q) for
-10-
The sines and cosines are computed using the formulas in
Appendix A and stored in two rows of PE memory (SIN , COS). If
t-Vi
n is odd, the q PE has p = q and in this PE, cosine and sine are
set to 1.0 and 0.0 respectively.
(3) MULTPL - Compute B = A R . Let n = 4, for k = 1 the
(k)
ordered pairs are (0,1), (2,3). Let R.. be as defined in
Section 3.2.1 with modifications to that definition as noted
in (1) of this section. We wish to compute:
B
- ViRk
(k-1) (k-1) (k-1) (k-1)
00 01 02 03
(k-1) (k-1) (k-1) (k-1)
l
01 11 l12 13
(k-1) (k-1) (k-1) (k-1)
02 a12 22 23
(k-1) (k-1) (k-1) (k-1)

















We note that column 1 of B = [Rnn x.col 1 of A]+[ (-R ) x col 2 of A]00




x col 2 of A]
Rather than working with columns it is preferable to work with rows,
and without loss of generality the transformation matrix R above
may now be considered as Rc .
Then B
. . B











































































































The computation of B is simply done as follows:
Row q of B = element q of row "COS" x row q of A
+ element q of row "SIN" x row p of A.
As each row of B is computed it is skewed in preparation for
realignment to yield B. The main routine needs only to shift






























































(4) Compute R B = A . The routine MULTPL is employed to
determine the new A . Naturally the skewing logic in MULTPL,
described in (3) is bypassed.
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(5) Compute R, E . = E . The eigenvector matrix is updated
using routine MULTPL once more, and of course bypassing the skew-
ing logic. It is preferable to pre-multiply , as a result the
rows and columns of E, will contain the left and right eigenvectors
corresponding to the diagonal elements of A, .
(6) Convergence (see Section 4.2).
(7) GERSH - Finally the bounds of the eigenvalues are determined
in routine GERSH by Gerschgorin discs. The eigenvalue is the
center of the disc, and the bound on eigenvalue i is the sum of




The usage of JACOBI is enabled by the call statement below:
CALL JACOBI (< the {,. A } matrix >,L diagonal-1
< temporary matrix 1 >,
< temporary matrix 2 >,
< eigenvector matrix >,
< bounds on eigenvalues >,
< order of matrix >,
< sweep count > )
;
All parameters are passed as addresses whose contents are described as
follows
:
1. < the / n . A ., \ matrix > - As input this is the original symmetric
'•diagonal-'
matrix to be diagonalized. If the user desires to display the original
matrix or retain its contents, he should make necessary preparations before
the call to JACOBI. The diagonal matrix replaces the A matrix and is output
via this calling parameter.
2. < temporary matrix 1 > - a temporary matrix to enable matrix multi-
plication for JACOBI which is available to the user after exiting JACOBI.
3. < temporary matrix 2 > - a temporary matrix to contain the pattern
describing the elements to be annihilated in a given sweep. This matrix is
also available for usage upon exiting the routine.
k. < eigenvector matrix > - the matrix of eigenvectors computed by
JACOBI whose rows contain the right eigenvectors and columns the left eigen-
vectors .
5. < bounds on eigenvalues > - a vector whose value in PE i gives the
bound on X .
.
i
6. < order of matrix > - the order of the matrix, an integer < 6k.
7. < sweep count > - the number of sweeps to achieve convergence, an
integer value.
In accordance with ILLIAC IV subroutine linkage standards, the contents
of ACARS and 1, as well as $D32-$D63 are saved. The user is advised not to




REQUIRED MODE RELOCATABLE DESTROYED
< the [,. A , } matrix > N rows Straight Yes1 diagonal J to Yes
< temporary matrix 1 > N rows Yes Yes
< temporary matrix 2 > N rows Yes Yes
< eigenvector matrix > N rows Straight Yes Yes
< bounds on eigenvalues > 1 row Straight Yes Yes
< order of matrix > 1 word Yes No
< sweep count > 1 word Yes Yes
where N = < order of matrix >
-15-
5.0 Test Results
5.1 System of Even Order




































Output from JACOBI (note the eigenvector matrix could be
scaled to yield the above result) '.
* Due to the slow speed of the ILLIAC IV Simulator (about 10 times slower
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5.2 System of Odd Order
See [2] pp. 58-59 the matrix to be diagonalized is
5 4 3 2 1
4 6 4 3
3 7 6 5
2 4 6 8 7
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5.3 Comparison with Existing Jacobi Algorithm
W. Bernhard's ILLIAC IV routine EIGEN [1] is essentially the
algorithm discussed briefly in Section 3.1. A comparison run was per-
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APPENDIX A Determination of the Rotation Angle
(k)
The orthogonal matrix R(p,q,a ), differs from the identity
matrix by a 2 x 2 diagonal submatrix whose elements are
(A.l) R = R = cos a R = -R = sin a
pp qq pq pq qp pq
(k)
where p < q. In order to eliminate the off-diagonal element a " ,
pq




<A ' 2 > tan2a
pq
)=
(k) ^ (k)rn a - a
pp qq
(k) (k)
in which a is restricted by a < /4. Let
pq ' pq =
t = |J.(»| , x - |a (k>-a (k>| , , . -(t? + x?)
V2
;k pq k ' pp qq ' k k k
then
(A. 3) 2 (k),
cos a
pq
1 / m "A • 2 (k) 1 (_ Xk "\
— [1 + — I ; sin • a =— |1- — /•
2
V





Since a ' i < /4, then cos a will always be taken positive and
pq
1 = pq
(k) .„ . c . . ro (k) ,, (k) (kK,sm a will be of the same sign as I 2a /(a - a ) J
.
pq pq pp qq
-29-
APPENDIX B Examples of Elimination Scheme [3]
Let n = 8 and k = 2, then the pairs (p,q) are given by {(2,3); (1,4)
(7,5); (8,6)} and R of the form
,(2). ,<2)
14
R (2) R (2)
















while for k = 7 the pairs (p, q) are {(8,1); (7,2); (6,3); (5,4)}






























If the order of the matrix is odd, say n = 7, then for k = 3 the
pairs (p,q) are given by {(1,2); (7,3); (6,4)} and R_ is of the form
R (3) R (3)K
ll 12
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APPENDIX D JACOBI Listing (ASK)
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