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The aim of this paper is to determine smoothness of solutions of the Dirichlet and Neumann
problems for a modiﬁed Helmholtz equation
δv − λv = 0, (x, y) ∈ Sμ,1(0),
v|∂ Sμ(0) = ϕ1(x, y), (x, y) ∈ ∂ Sμ(0),
v|∂ S1(0) = ϕ2(x, y), (x, y) ∈ ∂ S1(0) (1.1)
and
δv − λv = 0, (x, y) ∈ Sμ,1(0),
∂v
∂η
∣∣∣∣
∂ Sμ(0)
= ϕ1(x, y), (x, y) ∈ ∂ Sμ(0),
∂v
∂η
∣∣∣∣
∂ S1(0)
= ϕ2(x, y), (x, y) ∈ ∂ S1(0), (1.2)
where
δ =
(
x2 + y2)( ∂2
∂x2
+ ∂
2
∂ y2
)
− δ,
δ > 0, λ ∈ C/(0,∞) is a spectral parameter,
Sμ,1(0) =
{
(x, y) ∈ R2: μ < x2 + y2 < 1},
ϕ1 ∈ Bsp,q(∂ Sμ(0)), ϕ2 ∈ Bsp,q(∂ S1(0)) are given complex-valued functions, Bsp,q are the Besov spaces
(see below) and ∂ Sr(0) is a boundary of circle centered at 0 with radius r.
Because of its relationship to the wave equation, the Helmholtz equation arises in many problems
of physics such as the study of electromagnetic radiation, seismology, and acoustics. It is a steady
state form of the original equation and results from applying the technique of separation of variables
to reduce the complexity of the analysis (see e.g. [1]).
Let Ω be a measurable subset of Rn . In what follows Lp(Ω, E) will denote the space of all strongly
measurable E-valued (or vector-valued) functions with the norm
‖ f ‖Lp(Ω,E) =
(∫
Ω
∥∥ f (x)∥∥pE dx
) 1
p
, p ∈ [1,∞),
and
‖ f ‖L∞(Ω,E) = ess sup
x∈Ω
∥∥ f (x)∥∥E .
Consider some subsets { Jk}∞k=0 and {Ik}∞k=0 of Rn , where
J0 =
{
t ∈ Rn: |t| 1}, Jk = {t ∈ Rn: 2k−1  |t| 2k} for k ∈ N
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I0 =
{
t ∈ Rn: |t| 2}, Ik = {t ∈ Rn: 2k−1  |t| 2k+1} for k ∈ N.
Let us deﬁne a partition of unity {ϕk}k∈N of functions from S(Rn, R). Suppose ψ ∈ S(R, R) is a non-
negative function with support in [2−1,2] (see e.g. [2] for existence of ψ ), which satisﬁes
∞∑
k=−∞
ψ
(
2−ks
)= 1 for s ∈ R \ {0}
and
ϕk(t) = ψ
(
2−k|t|), ϕ0(t) = 1− ∞∑
k=1
ϕk(t) for t ∈ Rn.
The partition of unity {ϕk}k∈N has the following properties:
suppϕk ⊂ I¯k for each k ∈ N,
ϕk ≡ 0 for each k < 0,
∞∑
k=0
ϕk(s) = 1 for each s ∈ Rn,
Jm ∩ suppϕk = ∅ if |m− k| > 1,
ϕk−1(s) + ϕk(s) + ϕk+1(s) = 1 for each s ∈ suppϕk, k ∈ N.
Let 1 p, q∞ and s ∈ R . The Besov space is the set of all functions f ∈ S ′(Rn, E) for which
‖ f ‖Bsp,q(Rn;E) : =
∥∥2ks{(ϕˇk ∗ f )}∞k=0∥∥lq(Lp(Rn,E))
≡
{
[∑∞k=0 2ksq‖ϕˇk ∗ f ‖qLp(Rn,E)] 1q if q = ∞,
supk∈N [2ks‖ϕˇk ∗ f ‖Lp(Rn,E)] if q = ∞
is ﬁnite; here p and s are main and smoothness indexes respectively. The Besov spaces have signiﬁ-
cant interpolation and embedding properties (see e.g. [2]):
Bsp,q
(
Rn, E
)= (Lp(Rn, E),Wmp (Rn, E)) s
m ,q
,
Wl+1p (E) ↪→ Bsp,q(E) ↪→ Wlp(E) ↪→ Lp(E) where l < s < l + 1,
Bs∞,1(E) ↪→ Cs(E) ↪→ Bs∞,∞(E) for s ∈ Z,
and
B
n
p
p,1
(
Rn, E
)
↪→ L∞
(
Rn, E
)
,
where m ∈ N and Cs(E) denotes the Hölder–Zygmund spaces.
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deﬁned on an annulus Sμ,ν(0) with the mixed norm
‖ f ‖Lq =
( ν∫
μ
( ∮
x2+y2=r2
∥∥ f (x, y)∥∥pE dS
) q
p
dr
) 1
q
< ∞,
where S denotes the circumference of a circle x2 + y2 = r2. Moreover let W [l],mq (Sμ,ν(0), E) be the
space of all functions u ∈ Lq(Sμ,ν(0), E) so that (r ∂∂r )lu, ∂
mu
∂ Sm ∈ Lq(Sμ,ν(0), E), where [l] denotes
the l-th order degenerate derivative (i.e. (r ∂
∂r )
l). It is clear that if q = p, then Lq,p(Sμ,ν(0), E) =
Lp(Sμ,ν(0), E).
Deﬁnition 1.1. The problem (1.1) is called optimal regular (or maximal regular) if for each ϕ1 ∈
B
2− 1q
p,q (∂ Sμ(0),C) and ϕ2 ∈ B
2− 1q
p,q (∂ S1(0),C), (1.1) has a unique solution v ∈ W [2],2q (Sμ,1(0),C) and
the following estimate holds:
∥∥∥∥
(
r
∂
∂r
)2
v
∥∥∥∥
Lq
+
∥∥∥∥∂2v∂ S2
∥∥∥∥
Lq
+ |λ|‖v‖Lq  C
2∑
k=1
(‖ϕk‖Bsp,q + |λ|1− 12q ‖ϕk‖Lp ).
In case p = q, well-posedness of the classical Dirichlet problem for the Laplacian in a Lipschitz
domain Ω ⊂ Rn i.e.
u = 0 in Ω,
u|∂Ω = f , (1.3)
has been ﬁrst studied by D. Jerison and C. Kenig [3]. They have proved the a priori estimate
‖u‖
B
s+ 1p
p,p (Ω)
 C(∂Ω, p, s)‖ f ‖Bsp,p(∂Ω)
for solutions of (1.3), whenever 0< s < 1 and 1 p ∞ satisfy certain conditions.
In the case f ∈ W 1p(∂Ω) with 1 < p < 2+  , B. Dahlberg and C. Kenig [4] have shown that
∥∥N (∇u)∥∥Lp(∂Ω)  C(∂Ω, p)‖ f ‖W 1p(∂Ω),
where  = (∂Ω) > 0 and N is the classical non-tangential maximal operator.
In the recent paper [5], authors studied Dirichlet and Neumann problems for (1.3) with data in
quasi-Banach Besov spaces. They used Besov based non-tangential maximal function in place of the
classical one to achieve similar results to those in [3] and [4] for f ∈ Bsp,p with p < 1. For detailed
information on smoothness properties of (1.3) we refer to [5] and the references therein.
In contrast to all the above papers we do not restrict ourselves to case p = q. Moreover unlike the
other results we use operator theory which provides the following advantages:
(1) It enables to consider the problems in vector-valued settings. Therefore our results are applicable
to ﬁnite or inﬁnite systems.
(2) Method is general (Theorem 3.2), and hence works not only for the Helmholtz equation but also
for many other elliptic and anisotropic elliptic PDEs such as biharmonic equation, Lame systems,
general elliptic equations with continuous top coeﬃcients, degenerate elliptic equations, integro-
differential and pseudo-differential equations and etc.
530 R. Shahmurov / J. Differential Equations 249 (2010) 526–550(3) Results are not limited to the Dirichlet boundary conditions. The techniques presented here can
be applied to Neumann, Robin and more general problems such as nonlocal BVPs.
Although to consider problems in abstract settings provides numerous beneﬁts, it also brings many
technical diﬃculties. To overcome this matters we use the embedding theorems of abstract spaces,
semigroup estimates and the operator-valued Fourier multiplier theorems.
The paper is organized as follows: In Section 2, we collect some background information and
present a semigroup estimate. In Section 3, we study smoothness problem for (1.1) (Theorem 3.1)
and for the corresponding abstract form (3.1) (Theorem 3.2). Section 4 is devoted to the Neumann
problem (1.2) and the corresponding inhomogeneous equation.
2. Notations and background
Let E1 and E2 be two Banach spaces. B(E1, E2) will denote the space of all bounded linear opera-
tors from E1 to E2.
Let C be the set of complex numbers and
Sϕ =
{
λ ∈ C: |argλ| ϕ}∪ {0}, 0 ϕ < π.
A linear closed operator A is said to be ϕ-positive in a Banach space E , if D(A) is dense in E and
∥∥(A + λI)−1∥∥B(E)  M(1+ |λ|)−1
for all λ ∈ Sϕ , with ϕ ∈ [0,π), where M is a positive constant and I is an identity operator in E . It is
known (see e.g. [2, §1.15.1]) that there exist fractional powers Aθ of a positive operator A, equipped
with a graph norm
‖u‖E(Aθ ) =
(‖u‖p + ∥∥Aθu∥∥p) 1p , 1 p < ∞, 0< θ < ∞.
Let E1 and E2 be two Banach spaces continuously embedded in a locally convex space. (E1, E2)θ,p ,
0 < θ < 1, 1 p ∞ will denote the interpolation spaces obtained from {E1, E2} by the K -method
[2, §1.3.2].
Let α = (α1,α2, . . . ,αn), α j ∈ N and
Dα = Dα11 Dα22 · · · Dαnn , D jk =
(
∂
∂xk
) j
.
An E-valued generalized function Dα f is called a generalized derivative of f in the sense of Schwartz
distributions, if the equality
〈
Dα f ,ϕ
〉= (−1)|α|〈 f , Dαϕ〉
holds for all ϕ ∈ S(E) (Schwartz space).
The Fourier transform F : S(X) → S(X) deﬁned by
(F f )(t) ≡ fˆ (t) =
∫
N
exp(−its) f (s)ds
R
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(F−1 f )(t) ≡ fˇ (t) = (2π)−N ∫
RN
exp(its) f (s)ds.
It is clear that
F(Dαx f )= (iξ1)α1 · · · (iξn)αn fˆ , Dαξ (F( f ))= F[(−ixn)α1 · · · (−ixn)αn f ]
for all f ∈ S(Rn; E).
Operator-valued function Φ : R → B(X) is called a Fourier multiplier if there exists a positive
constant C > 0, such that
∥∥F−1[ΦF( f )]∥∥Lp(R,X)  C‖ f ‖Lp(R,X) for all f ∈ S(Rd, X).
Suppose Ω ⊂ R and E1 ↪→ E0, where ↪→ denotes continuous and dense injection. Wlp(Ω; E1, E0) =
Wlp(Ω, E0) ∩ Lp(Ω, E1) is a space of all functions u ∈ Lp(Ω, E1) such that u(l) ∈ Lp(Ω, E0), and
‖u‖Wlp(Ω;E1,E0) = ‖u‖Lp(Ω,E1) +
∥∥u(l)∥∥Lp(Ω,E0) < ∞,
where Wlp(Ω, E0) denotes the vector-valued Sobolev spaces (see e.g. [2]). For E0 = E1 the space
Wlp(Ω; E1, E0) will be denoted by Wlp(Ω, E0).
The well-known trace and intermediate derivative theorems of J. Lions and J. Peetre [6] state that
if u ∈ Wmp ((0,b); E1, E0) then
(i) for each j <m
u( j) ∈ (E1, E0) j
m ,p
,
(ii) for all a ∈ (0,b)
u( j)(a) ∈ (E1, E0) j+ 1p
m ,p
, (2.1)
and
∥∥u( j)(a)∥∥
(E1,E0) j+ 1p
m ,p
 K‖u‖Wmp ((0,b);E1,E0).
For the sake of completeness we give deﬁnitions and the basic properties of some important con-
cepts to be used here (see [7–9]).
Deﬁnition 2.1. A Banach space X is called UMD (Unconditional Martingale Difference) space if X-
valued martingale difference sequences are unconditional in Lp(Rd; X) for p ∈ (1,∞). I.e. there exists
a positive constant Cp such that for any martingale { fk,k ∈ N0}, any choice of signs {εk,k ∈ N} ⊂
{−1,1} and N ∈ N
∥∥∥∥∥ f0 +
N∑
k=1
εk( fk − fk−1)
∥∥∥∥∥
L (Ω,Σ,μ,X)
 Cp‖ fN‖Lp(Ω,Σ,μ,X).
p
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(H f )(x) = lim
ε→0
∫
|x−y|>ε
f (y)
x− y dy
is bounded in the space Lp(R, X), p ∈ (1,∞) for only those spaces X , which possess the UMD prop-
erty. UMD spaces include e.g. Lp , lp spaces and Lorentz spaces Lpq , p,q ∈ (1,∞).
Deﬁnition 2.2. Let X and Y be Banach spaces. A family of operators τ ⊂ B(X, Y ) is called R-bounded
(see e.g. [9]) if there is a positive constant C and p ∈ [1,∞) such that for each N ∈ N, T j ∈ τ ,
x j ∈ X and for all independent, symmetric, {−1,1}-valued random variables r j on a probability space
(Ω,Σ,μ) the inequality
∥∥∥∥∥
N∑
j=1
r j T jx j
∥∥∥∥∥
Lp(Ω,Y )
 C
∥∥∥∥∥
N∑
j=1
r jx j
∥∥∥∥∥
Lp(Ω,X)
is valid. The smallest such C is called R-bound of τ , and we denote it by Rp(τ ).
The basic properties of R-boundedness are collected in the recent monograph of Denk et al. [9].
For the reader’s convenience, we present some results from [9].
(a) The deﬁnition of R-boundedness is independent of p ∈ [1,∞).
(b) If τ ⊂ B(X, Y ) is R-bounded then it is uniformly bounded with
sup
{‖T‖: T ∈ τ} Rp(τ ).
(c) If X and Y are Hilbert spaces, τ ⊂ B(X, Y ) is R-bounded ⇐⇒ τ is uniformly bounded.
(d) Let X , Y be Banach spaces and τ1, τ2 ⊂ B(X, Y ) be R-bounded. Then
τ1 + τ2 = {T + S: T ∈ τ1, S ∈ τ2}
is R-bounded as well, and Rp(τ1 + τ2) Rp(τ1) + Rp(τ2).
(e) Let X , Y , Z be Banach spaces and τ1 ⊂ B(X, Y ) and τ2 ⊂ B(Y , Z) be R-bounded. Then
τ1τ2 = {ST : T ∈ τ1, S ∈ τ2}
is R-bounded as well, and Rp(τ1τ2) Rp(τ1)Rp(τ2).
Deﬁnition 2.3. Let E be a Banach space and D(A) dense in E . A ϕ-positive operator A is said to be
R-positive if the following set
{
(1+ λ)(A + λ)−1: λ ∈ Sϕ
}
is R-bounded.
In the recent monograph [9], authors extensively mentioned about these new concepts and used
them to obtain Agmon–Douglis–Nirenberg type estimates for the general elliptic equations in vector-
valued function spaces. Applying these results it is possible to establish maximal regularity for a wide
class of linear PDEs, which in turn helps to obtain local and global existence results for corresponding
quasi-linear problems.
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‖u‖p(E(Am),E)θ,p =
T∫
0
∥∥Aαe−t Au∥∥pE dt,
where α =m(1− θ) + 1p . Let
Ψ (t) =
{
Aαe−t A, if t ∈ [0,∞),
0, otherwise.
Then
F[Ψ (t)](ξ) = Aα(iξ + A)−1
and
‖u‖p(E(Am),E)θ,p =
∞∫
−∞
∥∥F−1[Aα(iξ + A)−1u]∥∥pE dt.
Using the above deﬁnition of interpolation spaces along with the Fourier multiplier theorems, we
shall present more elementary proof of [12, Theorem 2.1].
In what follows Aλ will denote (A + λI).
Lemma 2.4. Let A be an R-positive (with angle ϕ ∈ [0,π)) operator in E. Then for every λ ∈ Sϕ the operator
A1/2λ is R-positive with angleψ < min{π − ϕ2 , π2 + ϕ2 } and the R-bound is independent of λ. Moreover,−A1/2λ
generates a semigroup e−xA
1/2
λ , which is holomorphic for x> 0 and strongly continuous for x 0.
We skip the prove of this lemma, since it easily follows from [12, Lemma 2.4]. Really replacing
norms by R-bounds and applying the Kahane’s contraction principle one can prove the above lemma
in a similar manner as [12, Lemma 2.4].
Theorem 2.5. Let E be a complex UMD space and A be an R-positive (with angle ϕ ∈ [0,π)) operator in E.
Assume m is a positive integer and 1 < p < ∞. Then there is a positive constant C so that for each u ∈
(E(Am), E) 1
2mp ,p
and λ ∈ Sϕ
∞∫
0
∥∥Amλ e−xA1/2λ u∥∥pE dx C[‖u‖p(E(Am),E) 1
2mp ,p
+ |λ|mp− 12 ‖u‖pE
]
.
Proof. By convexity inequality [11, Th. 8.1], for every k ∈ N , v ∈ E(Am) and λ ∈ C we have
∥∥λk Am−kv∥∥E  C |λ|k‖v‖1−m−kmE ∥∥Amv∥∥m−kmE = C(|λ|m‖v‖E) km ∥∥Amv∥∥m−kmE
 C
(
k
m
|λ|m‖v‖E + m− k
m
∥∥Amv∥∥E
)
 C
(|λ|m‖v‖E + ∥∥Amv∥∥E).
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∞∫
0
∥∥Amλ e−t A1/2λ u∥∥pE dt  C
( ∞∫
0
∥∥Ame−t A1/2λ u∥∥pE dt +
∞∫
0
∥∥λme−t A1/2λ u∥∥pE dt
)
=
∞∫
−∞
∥∥F−1[(iξ + A1/2)(iξ + A1/2)−1Am(iξ + A1/2λ )−1u]∥∥pE dt
+ |λ|mp
∞∫
0
∥∥e−t A1/2λ u∥∥pE dt 
∞∫
−∞
∥∥F−1[Φλ(ξ)Am(iξ + A1/2)−1u]∥∥pE dt
+ |λ|mp‖u‖pE
∞∫
0
∥∥e−t A1/2λ ∥∥pB(E) dt.
It is clear that the sets
{
Φλ(ξ) =
(
iξ + A1/2)(iξ + A1/2λ )−1: ξ ∈ R \ {0}} and
{
ξ
dΦλ
dξ
(ξ): ξ ∈ R \ {0}
}
are both R-bounded (see Lemma 2.4). Hence applying [9, Theorem 3.19] we get the assertion:
∞∫
0
∥∥Amλ e−t A1/2λ u∥∥pE dt  C
∞∫
−∞
∥∥F−1[Am(iξ + A1/2)−1u]∥∥pE dt + C0|λ|mp‖u‖pE
∞∫
0
e−w|λ|1/2pt dt
 C‖u‖p(E(Am),E) 1
2mp ,p
+ C0|λ|mp− 12 ‖u‖pE
 K
[‖u‖p(E(Am),E) 1
2mp ,p
+ |λ|mp− 12 ‖u‖pE
]
. 
Remark 2.6. Since e−x  1 for x ∈ [0,∞), Theorem 2.5 guarantees that
∞∫
0
∥∥Amλ e−xA1/2λ u∥∥pEe−x dx C[‖u‖p(E(Am),E) 1
2mp ,p
+ |λ|mp− 12 ‖u‖pE
]
, (2.2)
for all u ∈ (E(Am), E) 1
2mp ,p
and λ ∈ Sϕ .
From [13, Theorem A1] it follows the following lemma.
Lemma 2.7. Let A be an R-positive operator in a UMD space E, j + km and σ = 1− jm  0. Then for each
p ∈ (1,∞) the following embedding is continuous
D j : Wmp
(
(0,b), E(A), E
)→ Wkp((0,b), E(Aσ ), E).
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∥∥u( j)∥∥Lp((0,b),E(Aσ ))  C1‖u‖Wmp ((0,b);E(A),E).
Thus, taking into account the above estimate, positivity of A and the fact that j + k m we obtain
the desired result:
∥∥D ju∥∥Wkp((0,b),E(Aσ ),E) = ∥∥u( j+k)∥∥Lp((0,b),E) + ∥∥u( j)∥∥Lp((0,b),E(Aσ ))
 C0‖u‖Wmp ((0,b),E) + C1‖u‖Wmp ((0,b);E(A),E)
 C‖u‖Wmp ((0,b);E(A),E). 
Since the proof of [13, Theorem A1] is based on Fourier multiplier theorems in vector-valued Lp
spaces, E is restricted to UMD spaces and A is required to be R-positive.
The vector-valued Laplace transform is deﬁned as a scalar one i.e.
(L f )(λ) = f˜ (λ) =
∞∫
0
e−λt f (t)dt,
whose inverse is given as
L−1( f )(t) = eγ t
γ+i∞∫
γ−i∞
eirt f (γ + ir)dr, γ  γ0,
where all singular points of f are assumed to be within a complex domain {z ∈ C: Re z < γ0}. The
relationship between Laplace transform of f ∈ S(X), f (t) ≡ 0, t < 0 and its Fourier transform is
(F f )(t) = (L f )(it), t ∈ R.
Let Lp,γ (R; E) denote the space of all strongly measurable E-valued functions with the norm
‖ f ‖Lp,γ (R+;E) =
( +∞∫
0
∥∥e−γ x f (x)∥∥pE dx
) 1
p
, 1 p < ∞,
where γ  0. Note that S(R; E) is norm dense in Lp,γ (R; E) for 1 p < ∞. Let
Cγ0 = {z ∈ C: Re z γ0},
and m ∈ L∞(Cγ0 , B(E)). Assume that m is analytic on Cγ0 . Then by the inverse Fourier transform
and by techniques similar to those in [14], for each f ∈ C∞c (R+, E) and γ  γ0 there exists g ∈
Lp,γ0(R
+, E) given by
g(t) = 1
2π
∫
e(γ+ir)tm(γ + ir) f˜ (γ + ir)dr,R
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(Tm f )(t) = L−1
[
m(λ) f˜ (λ)
]
(t) = 1
2π
∫
R
e(γ0+ir)tm(γ0 + ir) f˜ (γ0 + ir)dr
= e
γ0t
2π
F−1[m(γ0 + i·)F( fγ0)](t),
where
fγ0 =
{
e−γ0t f (t) if t  0,
0 if t < 0.
Deﬁnition 2.8. The operator-valued function m : t ∈ R → B(E) is called a Laplace multiplier if Tm maps
C∞c (R+, E) into Lp,γ0(R+, E) and ∃C > 0 s.t.
‖Tm f ‖Lp,γ0  C‖ f ‖Lp,γ0 for each f ∈ C∞c
(
R+, E
)
.
In this case Tm can be uniquely extended to a bounded operator on Lp,γ0 .
Due to above reasoning, it follows from [9, Theorem 3.19] the below theorem.
Theorem 2.9. Let E be a UMD space, p ∈ (1,∞) and m ∈ L∞(Cγ0 , B(E)) for some γ0 . If m is analytic on Cγ0 ,
m(γ0 + i·) ∈ C1(R \ {0}, B(E)) and the sets
{
m(γ0 + iξ): ξ ∈ R \ {0}
}
and
{
ξ
dm
dξ
(γ0 + iξ): ξ ∈ R \ {0}
}
are R-bounded, then m is a Laplace multiplier on Lp,γ0(R
+, E).
Corollary 2.10. Let A be an R-positive operator in a UMD space E and Ω¯ = ((0,b), e−t dt). Then for each
p ∈ (1,∞), the operator D : u → Du is bounded from W 2mp (Ω¯, E(Am), E) to W 2m−1p (Ω¯, E(Am−
1
2 ), E).
It is clear that if b < ∞ then
Wmp
(
Ω¯, E(A), E
)
is isomorphic to Wmp
(
(0,b), E(A), E
)
.
Therefore, choosing j = 1, k = 2m − 1, m = 2m in Lemma 2.7 we get the assertion. If b = ∞ then
by using Theorem 2.9 along with [15, Theorem A2] instead of [13, Theorem A1] (in the proof of
Lemma 2.7) we get the desired result.
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In the present section we shall focus on the BVP (1.1). Particularly, we will measure smoothness of
solutions of (1.1), depending on the data ϕ1 and ϕ2. The following theorem is our main result for this
section.
Theorem 3.1. Let 1 < p,q < ∞, q= (q, p), s ∈ (0,∞) be so that
1
2
(
s + 1
q
)
= l ∈ N.
Then for suﬃciently large |λ|, (1.1) has a unique solution v ∈ W [2l],2lq (Sμ,1(0);C) and the coercive estimate
∥∥∥∥
(
r
∂
∂r
)2l
v
∥∥∥∥
Lq
+
∥∥∥∥∂2l v∂ S2l
∥∥∥∥
Lq
+ |λ|l‖v‖Lq  C
2∑
k=1
(‖ϕk‖Bsp,q + |λ|l− 12q ‖ϕk‖Lp )
holds if and only if ϕ1 ∈ Bsp,q(∂ Sμ(0),C) and ϕ2 ∈ Bsp,q(∂ S1(0),C).
To prove the above result we need to establish an optimal smoothness theorem for the BVP for
abstract elliptic equation
−d
2u
dx2
+ (A + λI)u = 0, x ∈ (0,b),
u(0) = f1, u(b) = f2. (3.1)
Let Ω¯ = ((0,b), e−t dt), where b < ∞. Let X and Y denote the spaces Lq(Ω¯; E) and W 2mq (Ω¯; E(Am), E)
respectively. In the following theorem we determine smoothness of solutions of (3.1), depending on
the given boundary datum.
Theorem 3.2. Let A be an R-positive operator in a UMD space E. Suppose λ ∈ Sϕ and 1 < q < ∞, 0 < θ < 1
are so that 1
(1−θ)2q = m ∈ N. Then for suﬃciently large |λ|, (3.1) has a unique solution u ∈ Y and for i =
0,1, . . . ,m the coercive estimate
‖u‖Y + |λ|i‖u‖X  C
2∑
k=1
(‖ fk‖(E,E(Am))θ,q + |λ|m− 12q ‖ fk‖E)
holds if and only if f1, f2 ∈ (E, E(Am))θ,q.
Proof. Since Y is isomorphic to W 2mq ((0,b); E(Am), E), the necessity part follows from (2.1). Now let
us prove the converse.
First we need to show that every solution u ∈ Y of Eq. (3.1) is in the form
u(x) = e−x(A+λI)1/2 g1 + e−(b−x)(A+λI)1/2 g2, (3.2)
where g1, g2 ∈ (E, E(Am))θ,q . To show the necessity part, assume u ∈ Y is a solution of (3.1). From
(3.1) we have
[
D − (A + λI) 12 ]v(x) = 0,
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v(x) = [D + (A + λI) 12 ]u(x).
By virtue of Corollary 2.10, v ∈ W 2m−1q (Ω¯; E(Am−
1
2 ), E) and
v(x) = e−(b−x)(A+λI)1/2 v(b),
where due to (2.1) and [2, Theorem 1.15.2]
v(b) ∈ (E(Am− 12 ), E) 1
q(2m−1) ,q
= (E, E(Am)) 2m−1
2m (1− 1q(2m−1) ),q
= (E, E(Am))
θ− 12m ,q.
Taking into account the fact that (A + λI) 12 is an isomorphism from (E, E(Am))θ,q onto
(E, E(Am))
θ− 12m ,q (see [2, Theorem 1.15.2]), we get the desired form for u:
u(x) = e−x(A+λI)1/2u(0) +
x∫
0
e−(x−τ )(A+λI)
1
2 e−(b−τ )(A+λI)
1
2 v(b)dτ ,
= e−x(A+λI)1/2
(
u(0) + 1
2
(A + λI)−1/2e−(A+λI)1/2 v(b)
)
+ e−(b−x)(A+λI)
1
2 1
2
(A + λI)−1/2v(b).
To show the converse assume u has the form (3.2), with
g1, g2 ∈
(
E, E
(
Am
))
θ,q.
Making use of (2.2) and (3.1) we get:
‖u‖Y =
∥∥(A + λI)mu∥∥X + ∥∥Amu∥∥X 
( b∫
0
∥∥(A + λI)me−x(A+λI)1/2 g1∥∥qEe−x dx
) 1
q
+
( b∫
0
∥∥(A + λI)me−(b−x)(A+λI)1/2 g2∥∥qEe−x dx
) 1
q
+
( b∫
0
∥∥Ame−x(A+λI)1/2 g1∥∥qEe−x dx
) 1
q
+
( b∫
0
∥∥Ame−(b−x)(A+λI)1/2 g2∥∥qEe−x dx
) 1
q

(
1+ ∥∥Am(A + λI)−m∥∥B(E))
(
2∑
k=1
‖gk‖q(E,E(Am))θ,q + |λ|mq−
1
2 ‖gk‖q
) 1
q
 C
(
2∑
‖gk‖(E,E(Am))θ,q + |λ|m−
1
2q ‖gk‖
)
.k=1
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uniquely the following system should have a unique solution:
(I + R)
(
g1
g2
)
=
(
f1
f2
)
,
where I = ( 1 0
0 1
)
and R = ( 0 1
1 0
)
e−b(A+λI)1/2 . It is clear that for suﬃciently large |λ|, we have
‖R‖B(E2) < 1. Therefore by Neumann identity we have (I + R)−1 =
∑∞
k=0(−R)k and gi =
∑2
k=1 Rik fk ,
i = 1,2 where ‖Rij‖B(E) < 1. Hence taking into account (3.2) and (2.2) we complete the proof:
u(x) =
2∑
k=1
[
e−x(A+λI)1/2 R1k fk + e−(b−x)(A+λI)1/2 R2k fk
]
and
‖u‖Y + |λ|i‖u‖X 
2∑
k=1
{|λ|i[‖R1k‖∥∥e−(·)(A+λI)1/2 fk∥∥X
+ ‖R2k‖
∥∥e−(b−(·))(A+λI)1/2 fk∥∥X ]+ ‖R1k‖∥∥(A + λI)me−(·)(A+λI)1/2 fk∥∥X
+ ‖R2k‖
∥∥(A + λI)me−(b−(·))(A+λI)1/2 fk∥∥X + ‖R1k‖∥∥Ame−(·)(A+λI)1/2 fk∥∥X
+ ‖R2k‖
∥∥Ame−(b−(·))(A+λI)1/2 fk∥∥X} C
2∑
k=1
[|λ|i∥∥(A + λI)−1∥∥m
+ ∥∥A(A + λI)−1∥∥m + 1]∥∥(A + λI)me−(·)(A+λI)1/2 fk∥∥X
 C˜
2∑
k=1
(‖ fk‖(E,E(Am))θ,q + |λ|m− 12q ‖ fk‖E). 
Under some stronger assumptions on A it is also possible to get the similar results for a case λ = 0
i.e.
−u′′(x) + Au(x) = 0, x ∈ (0,b),
u(0) = f1, u(b) = f2.
Really if ‖e−A1/2‖B(E) < 1, then (I + R) (in the proof of Theorem 3.2) becomes again invertible and
the same arguments follow for the case λ = 0.
Example 3.3. Let 1 < p,q < ∞, 1
(1−θ)2q =m ∈ N and μ ∈ C. Consider the nonlocal BVP for steady state
heat equation with radiation (from the boundaries) term:
∂2u
∂x2
+ ∂
2u
∂ y2
− μu = 0, (x, y) ∈ (0,b) × (0,1),
u(0, y) = f1(y), u(b, y) = f2(y), y ∈ (0,1),
u(x,0) = u(x,1), ∂u (x,0) = ∂u (x,1), x ∈ (0,b). (3.3)∂ y ∂ y
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Au = −u′′ + δu, δ > 0,
with domain deﬁnition
W˙ 2p =
{
u ∈ W 2p(0,1) so that u(0) = u(1) and u′(0) = u′(1)
}
deﬁnes an R-positive operator on Lp(0,1). Therefore (3.3) can be reduced to form (3.1) with λ = μ−δ.
Hence by Theorem 3.2 for each
f1, f2 ∈
(
E, E
(
Am
))
θ,q = B˙
2m− 1q
p,q (0,1),
(3.3) has a unique solution u ∈ W 2mq ((0,b) × (0,1)) and the following coercive inequality holds:
∥∥∥∥∂2mu∂x2m
∥∥∥∥
Lq
+
∥∥∥∥ ∂2mu∂ y2m
∥∥∥∥
Lq
+ |λ|m‖u‖Lq  C
2∑
k=1
(‖ fk‖
B˙
2m− 1q
p,q
+ |λ|m− 12q ‖ fk‖Lp
)
.
Note that if θ = 12q (m = 1) then u ∈ W 2q((0,b) × (0,1)) is a unique optimal regular solution of (3.3).
Example 3.4. As a second application of Theorem 3.2 consider ﬁnite (or inﬁnite) system of anisotropic
diffusion equations
∂2u
∂x2
− K ∂
4u
∂ y4
− μu = 0, x ∈ (0,1) × (0,1),
u(0, y) = f1(y), u(1, y) = f2(y), y ∈ (0,1),
∂ ju
∂ y j
(x,0) = ∂
ju
∂ y j
(x,1) = 0, j = 0,1,2,3, x ∈ (0,1), (3.4)
where K is a bounded operator on a sequence space
lnp =
{
v ∈ Rn;
n∑
i=1
|vi|p < ∞
}
whose spectrum belongs to Sϕ for some ϕ ∈ [0,π). From [9, Theorem 8.2] we know that
Au = K d
4u
dy4
+ δu, δ > 0,
with domain deﬁnition
W˙ 4p =
{
u ∈ W 4p
(
(0,1); lnp
)
: u( j)(0) = u( j)(1) = 0, j = 0,1,2,3}
deﬁnes an R-positive operator on Lp((0,1); lnp). It is clear that for 1 < p < ∞, Lp((0,1); lnp) (n might
be ∞) is a UMD space. Hence in a similar manner as Example 3.3 for each
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1
q
p,q
(
(0,1); lnp
)
,
(3.4) has a unique solution u ∈ W 2m,4mq ((0,1)2; lnp) and appropriate coercive estimate holds.
Now we are ready to prove our main result:
Proof of Theorem 3.1. First we write (1.1) in polar coordinates i.e.
r2
∂2u
∂r2
+ r ∂u
∂r
+ ∂
2u
∂θ2
− δu − λu = 0, (r, θ) ∈ (μ,1) × (0,2π),
u(μ, θ) = f1(θ), u(1, θ) = f2(θ) for θ ∈ [0,2π ],
u(r, θ) = u(r,2π − θ) for all r ∈ [μ,1] and θ ∈ [0,2π ], (3.5)
where u(r, θ) = v(r cos θ, r sin θ) = v(x, y) and f i(θ) = ϕi(x, y). Then we reduce (3.5) to an abstract
form
−u[2] + (A + λI)u = 0, r ∈ I1 = (μ,1),
u(μ) = f1, u(1) = f2, (3.6)
where u[2] = (r ddr )2u, f1, f2 ∈ E and A : E(A) → E
Au = −d
2u
dθ2
+ δu, θ ∈ (0,2π),
u(θ) = u(2π − θ), θ ∈ [0,2π ].
Making use of substitution r = r(τ ) = e−τ , we transform (3.6) to the following nondegenerate problem
in weighted measure space Ωμ = (Iμ; e−τ dτ ):
−d
2u
dτ 2
+ (A + λI)u = 0, τ ∈ Iμ = (0,− lnμ),
u(0) = f2, u(− lnμ) = f1. (3.7)
Clearly, A: E(A) = W 2,perp ((0,2π);C) → E = Lperp ((0,2π);C) deﬁnes an R-positive operator in
Lperp ((0,2π);C) (see e.g. [9]), where “per” indicates the periodicity. Furthermore, E(A) is densely
and continuously embedded in E and
(
E
(
Al
)
, E
)
1− s2l ,q =
(
Lp,W
2l
p
)
s
2l ,q
= Bsp,q
(
(0,2π);C),
where 0< s < 2l and
l = 1
2
(
s + 1
q
)
.
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2l ,q
, (3.7) has a unique solution u ∈ W 2lq (Ωμ; E(Al), E)
and the following inequality holds:
|λ|l‖u‖Lq(Ωμ,E) + ‖u‖W 2lq (Ωμ;E(Al),E)  C
2∑
k=1
(‖ fk‖(E,E(Al)) s
2l ,q
+ |λ|l− 12q ‖ fk‖E
)
.
Hence for each ϕ1 ∈ Bsp,q(∂ Sμ(0)) and ϕ2 ∈ Bsp,q(∂ S1(0)), (1.1) has a unique solution v ∈
W [2l],2lq (Sμ,1(0)) and the desired estimate holds. 
For the sake of simplicity we formulated (1.1) in scalar-valued setting. However, the above tech-
nique still works in vector-valued case.
Theorem 3.5. Let X be a UMD space and 1 < p,q < ∞, q= (q, p), s ∈ (0,∞) be so that
1
2
(
s + 1
q
)
= l ∈ N.
Then for suﬃciently large |λ|, (1.1) has a unique solution v ∈ W [2l],2lq (Sμ,1(0); X) if and only if ϕ1 ∈
Bsp,q(∂ Sμ(0), X) and ϕ2 ∈ Bsp,q(∂ S1(0), X).
As a simple application of Theorem 3.5 choose X = Rn . In this case (1.1) turns to a system and
above assertions remain true for solution of this problem.
Next we investigate the limit case, μ → 0. As μ tends to zero, geometry of (1.1) changes from an
annulus to a unit circle, and (1.1), (3.1) reduce respectively to the following problems:
δv − λv = 0, (x, y) ∈ S1(0),
v|∂ S1(0) = ϕ(x, y), (x, y) ∈ ∂ S1(0) (3.8)
and
−d
2u
dx2
+ (A + λI)u = 0, x ∈ (0,∞),
u(0) = f . (3.9)
Since W 2mq ((0,∞); E(Am), E) is not isomorphic to Y anymore, we should pay more attention to crit-
ical case b = ∞ (where (1.1) becomes strongly degenerate at 0). Therefore we need to formulate
weighted versions of the trace and embedding theorems. However it is not diﬃcult to obtain such
theorems, since a positive weight function γ (x) = e−x , x ∈ (0,∞) belongs to Muchkenhoupt class. In
fact the latter one follows from Theorem 2.9.
Assume Ω = ((0,∞), e−x dx) and u ∈ Wmp (Ω; E(A), E), i.e.
∞∫ ∥∥u(m)(x)e− xp ∥∥pE dx,
∞∫ ∥∥Au(x)e− xp ∥∥pE dx < ∞.0 0
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∥∥u˜(m)∥∥Lp((0,∞),E) =
∥∥∥∥∥
m∑
k=0
(
− 1
p
)k (
m
k
)
u(m−k)
∥∥∥∥∥
Lp(Ω,E)
 C
(∥∥u(m)∥∥Lp(Ω,E) + ‖u‖Lp(Ω,E)),
which implies
‖u˜‖Wmp ((0,∞);E(A),E)  C‖u‖Wmp (Ω;E(A),E).
Hence by (2.1)
∥∥u(0)∥∥
(E(A),E) 1
mp ,p
= ∥∥u˜(0)∥∥
(E1,E0) 1
mp ,p
 K‖u˜‖Wmp ((0,∞);E(A),E)
 C‖u‖Wmp (Ω;E(A),E). (3.10)
Since Remark 2.6 and Corollary 2.10 hold for b = ∞, taking into account (3.10) and the proof
of Theorem 3.2 we get that for each f ∈ (E, E(Am))θ,q , (3.9) has a unique solution u ∈ Y and the
following coercive estimate holds:
∥∥u(2m)∥∥X + ∥∥Amu∥∥X + |λ|m‖u‖X  C(‖ f ‖(E,E(Am))θ,q + |λ|m− 12q ‖ f ‖E).
Moreover this solution is in the form u(x) = e−x(A+λI)1/2 g . Hence in a similar manner as Theorem 2.1
we get the following result:
Theorem 3.6. Let 1< p,q < ∞, q= (q, p), s ∈ (0,∞) be so that
1
2
(
s + 1
q
)
= l ∈ N.
Then for suﬃciently large |λ|, (3.8) has a unique solution v ∈ W [2l],2lq (S1(0);C) and the coercive estimate
∥∥∥∥
(
r
∂
∂r
)2l
v
∥∥∥∥
Lq
+
∥∥∥∥∂2l v∂ S2l
∥∥∥∥
Lq
+ |λ|l‖v‖Lq  C
(‖ϕ‖Bsp,q + |λ|l− 12q ‖ϕ‖Lp )
holds if and only if ϕ ∈ Bsp,q(∂ S1(0);C).
As we mentioned in the abstract, optimal regularity for (1.1) is a special case of our main result.
Really choosing l = 12 (s + 1q ) = 1 in Theorem 3.1 we get the following corollary:
Corollary 3.7. For suﬃciently large |λ|, (1.1) has a unique optimal regular solution if and only if ϕ1 ∈
B
2− 1q
p,q (∂ Sμ(0),C) and ϕ2 ∈ B
2− 1q
p,q (∂ S1(0),C).
Remark 3.8. There are several natural reasons why we require 12 (s + 1q ) = l to be an integer:
(i) The proof of semigroup estimate (2.2) does not work for fractional powers of A (m is assumed to
be an integer).
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(iii) Our method is based on interpolation deﬁnition of Besov spaces and this deﬁnition is valid for
the classical Sobolev spaces.
4. Neumann problem and inhomogeneous equations
In this section we shall study smoothness properties of the Neumann problem (1.2). As in Section 3
we start with the corresponding abstract problem:
−d
2u
dx2
+ (A + λI)u = 0, x ∈ (0,b),
du
dx
(0) = f1, du
dx
(b) = f2. (4.1)
Keeping notations from Section 3 we state the Neumann analogue of Theorem 3.2.
Theorem 4.1. Let A be an R-positive operator in a UMD space E. Suppose λ ∈ Sϕ , m = 1+q2q(1−θ) ∈ N and
0 < θ < 1. Then for suﬃciently large |λ|, (4.1) has a unique solution u ∈ Y and the coercive estimate
‖u‖Y + |λ|m‖u‖X  C
2∑
k=1
(‖ fk‖(E,E(Am))θ,q + |λ|m− q+12q ‖ fk‖E)
holds if and only if f1, f2 ∈ (E, E(Am))θ,q.
Proof. Theorem 3.2 ensures that every solution of (4.1) should be in the form of (3.2). To determine
coeﬃcients gk we take the derivative of (3.2) and evaluate it at points x = 0 and x = b. Clearly to ﬁnd
them uniquely the following system should have a unique solution:
(
I˜ + R(λ))( g˜1
g˜2
)
=
(
f1
f2
)
,
where g˜k = (A + λI)1/2gk ,
I˜ =
(−1 0
0 1
)
and R(λ) =
(
0 1
−1 0
)
e−b(A+λI)1/2 .
It is clear that for suﬃciently large |λ|, ‖R(λ)‖B(E2) < 1. Therefore by Neumann identity we have
( I˜ + R)−1 =
(−1 0
0 1
) ∞∑
k=0
[(
0 −1
−1 0
)
e−b(A+λI)1/2
]k
=
(
R11 R12
R21 R22
)
,
where ‖Rij‖B(E) < 1,
g˜i =
2∑
Rik fk, i = 1,2,
k=1
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gi =
2∑
k=1
(A + λI)−1/2Rik fk.
Hence in a similar manner as Theorem 3.2 we complete the proof:
u(x) =
2∑
k=1
[
e−x(A+λI)1/2(A + λI)−1/2R1k fk + e−(b−x)(A+λI)1/2(A + λI)−1/2R2k fk
]
and
‖u‖Y + |λ|m‖u‖X  C
2∑
k=1
[|λ|m∥∥(A + λI)−1∥∥m
+ ∥∥A(A + λI)−1∥∥m + 1]∥∥(A + λI)m−1/2e−(·)(A+λI)1/2 fk∥∥X
 C˜
2∑
k=1
(‖ fk‖(E,E(Am))θ,q + |λ|m− q+12q ‖ fk‖E). 
Making use of similar arguments as in Section 3, one can easily show that (1.2) can be reduced to
the following form:
−d
2u
dτ 2
+ (A + λI)u = 0, τ ∈ (0,− lnμ),
du
dτ
(0) = − f2, du
dτ
(− lnμ) = −μ f1. (4.2)
Theorem 4.2. Let 1< p,q < ∞, q= (q, p), s ∈ (0,∞) be so that
1
2
(
s + 1+ 1
q
)
= l ∈ N.
Then for suﬃciently large |λ|, (1.2) has a unique solution v ∈ W [2l],2lq (Sμ,1(0);C) if and only if ϕ1 ∈
Bsp,q(∂ Sμ(0),C) and ϕ2 ∈ Bsp,q(∂ S1(0),C).
This theorem can be proven in a same fashion as Theorem 3.1.
Next we state similar results for inhomogeneous Helmholtz equation on annulus
δv − λv = f , (x, y) ∈ Sμ,1(0),
v|∂ Sμ(0) = ϕ1(x, y), (x, y) ∈ ∂ Sμ(0),
v|∂ S1(0) = ϕ2(x, y), (x, y) ∈ ∂ S1(0) (4.3)
and its abstract form
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2u
dx2
+ Aλu = f (x), x ∈ (0,b),
L1u = u(0) = f1, L2u = u(b) = f2. (4.4)
For the sake of simplicity we assume that λ is a ﬁxed positive number (not a spectral parameter) so
that
∥∥e−b(A+λI)1/2∥∥B(E) < 1.
Theorem 4.3. Let A be an R-positive operator in a UMD space E. Assume 1 < q < ∞, m = 1
(1−θ)2q ∈ N and
0 < θ < 1. Then the operator L : u → Lu = (Lu, (L1u, L2u)) is an isomorphism from
Y = W 2mq
(
(0,b); E(Am), E) onto W 2m−2q ((0,b); E(Am−1), E)+ (E, E(Am))2θ,q.
Furthermore a unique solution u ∈ Y of (4.4) satisﬁes the following estimate:
‖u‖Y  C
[
‖ f ‖W 2m−2q +
2∑
k=1
‖ fk‖(E,E(Am))θ,q
]
.
Proof. The continuity of L follows from (2.1) and Lemma 2.7:
2∑
k=1
‖Lku‖(E,E(Am))θ,q  C‖u‖Y
and
‖Lu‖W 2m−2q (E(Am−1),E) 
∥∥u′′∥∥W 2m−2q (E(Am−1),E) + ‖Au‖W 2m−2q (E(Am−1),E)
 C‖u‖Y +
∥∥u(2m−2)∥∥Lq(E(A)) + ‖u‖Lq(E(Am))  C‖u‖Y .
Suppose v1 and v2 are two solutions of (4.4). Then by Theorem 3.2, v1 − v2 uniquely solves the
problem
Lu = 0, x ∈ (0,b),
L1u = 0, L2u = 0.
Thus v1 − v2 = 0, which implies L is injective.
Assume f ∈ W 2m−2q ((0,b); E(Am−1), E) and f1, f2 ∈ (E, E(Am))θ,q . It is clear that (4.4) can be re-
duced into relatively simpler problems
Lu1 = f , x ∈ (0,b), (4.5)
and
Lu2 = 0, x ∈ (0,b),
Liu2 = f i − Liu1, i = 1,2. (4.6)
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u˜1(x) =
{
u1(x), x ∈ (0,b),
0, otherwise
and f˜ (x) =
{
f (x), x ∈ (0,b),
0, otherwise.
Taking into consideration the fact that (ξ2 + λ) ∈ Sϕ and applying the Fourier transform to both sides
of
Lu˜1 = f˜ , x ∈ R, (4.7)
we get
u˜1(x) = F−1
[(
A + (ξ2 + λ)I)−1F( f˜ )].
Making use of the above expression we obtain:
∥∥u˜(2m)1 ∥∥= ∥∥F−1[ξ2(A + (ξ2 + λ)I)−1(iξ)2m−2F( f˜ )]∥∥,
and
∥∥Amu˜1∥∥= ∥∥F−1[A(A + (ξ2 + λ)I)−1F(Am−1 f˜ )]∥∥.
Since A is R-positive,
Φ1(ξ) = ξ2
(
A + (ξ2 + λ)I)−1 and Φ2(ξ) = A(A + (ξ2 + λ)I)−1
are Fourier multipliers in Lq(R, E). Thus from [9, Theorem 3.19] it follows that
∥∥u˜(2m)1 ∥∥Lq(R,E)  C∥∥F−1[(iξ)2m−2F( f˜ )]∥∥Lq(R,E) = C∥∥ f˜ (2m−2)∥∥Lq(R,E)
 C‖ f˜ ‖W 2m−2q (R;E(Am−1),E),
and
∥∥Amu˜1∥∥Lq(R,E)  C∥∥Am−1 f˜ ∥∥Lq(R,E)  C‖ f˜ ‖W 2m−2q (R;E(Am−1),E).
Therefore (4.7) has a unique solution u˜1 ∈ W 2mq (R; E(Am), E) and
‖u˜1‖W 2mq (R;E(Am),E)  C‖ f˜ ‖W 2m−2q (R;E(Am−1),E),
which implies (4.5) has a unique solution u1 ∈ Y and
‖u1‖Y  C‖ f ‖W 2m−2q ((0,b);E(Am−1),E). (4.8)
By virtue of Theorem 3.2, and (2.1), (4.6) has a unique solution u2 ∈ Y and the following coercive
inequality holds:
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2∑
k=1
‖ fk − Lku1‖(E,E(Am))θ,q
 C
[
2∑
k=1
‖ fk‖(E,E(Am))θ,q + ‖Lku1‖(E,E(Am))θ,q
]
.
By (2.1) and (4.8) we have
‖Lku1‖(E,E(Am))θ,q  K‖u1‖Y  C‖ f ‖W 2m−2q ((0,b);E(Am−1),E),
which implies
‖u2‖Y  C
[
‖ f ‖W 2m−2q +
2∑
k=1
‖ fk‖(E,E(Am))θ,q
]
.
Hence combining (4.8) with the above expression we get that u ∈ Y i.e. L is surjective and the follow-
ing estimate holds:
‖u‖Y  C
(
‖Lu‖W 2m−2q +
2∑
k=1
‖Lku‖(E,E(Am))θ,q
)
.
Since L is continuous and bijective linear operator from
Y onto W 2m−2q
(
(0,b); E(Am−1), E)+ (E, E(Am))2
θ,q,
by the bounded inverse theorem L is an isomorphism. Hence the proof is completed. 
Theorem 4.4. Assume f ∈ W [2l−2],2l−2q (Sμ,1(0);C), ϕ1 ∈ Bsp,q(∂ Sμ(0),C) and ϕ2 ∈ Bsp,q(∂ S1(0),C), where
1
2
(
s + 1
q
)
= l ∈ N.
Then (4.3) has a unique solution v ∈ W [2l],2lq (Sμ,1(0);C) and the following estimate holds:
∥∥∥∥
(
r
∂
∂r
)2l
v
∥∥∥∥
Lq
+
∥∥∥∥∂2l v∂ S2l
∥∥∥∥
Lq
 C
[
‖ f ‖
W [2l−2],2l−2q
+
2∑
k=1
‖ϕk‖Bsp,q
]
.
Taking into consideration Theorem 4.3, one can prove Theorem 4.4 in a similar manner as Theo-
rem 3.1.
Finally consider 3-dimensional Dirichlet problem on a region bounded by concentric cylinders:
δv + ∂
2v
∂z2
− λv = 0, (x, y, z) ∈ S˜,
v(x, y, i) = 0, i = 0,1, (x, y) ∈ Sμ,1(0),
v|∂ S˜μ = ϕ1(x, y, z), (x, y, z) ∈ ∂ S˜μ,
v|∂ S˜ = ϕ2(x, y, z), (x, y, z) ∈ ∂ S˜1, (4.9)1
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S˜ = Sμ,1(0) × {z ∈ R: 0< z < 1},
and
∂ S˜ i = ∂ Si(0) × {z ∈ R: 0< z < 1}.
It is easy to see that (4.9) can be reduced to the form (3.5), where A : E(A) → E is deﬁned as follows:
Au = −
(
∂2
∂θ2
+ ∂
2
∂z2
)
+ δu, (θ, z) ∈ (0,2π) × (0,1),
u(θ, z) = u(2π − θ, z), θ ∈ [0,2π ] × (0,1),
u(θ, i) = 0, i = 0,1, θ ∈ [0,2π ].
Clearly, A with domain deﬁnition
E(A) = W˙ 2p
(
(0,2π) × (0,1))= {u ∈ W 2,perθp : u(θ,0) = u(θ,1) = 0}
deﬁnes an R-positive operator in E = Lperp ((0,2π) × (0,1)) (see e.g. [9]). Therefore using the proof
scheme of Theorem 3.1 one can obtain similar results for (4.9).
Remark 4.5. For the sake of simplicity we formulated the abstract smoothness theorems for Dirich-
let and Neumann problems. However using the techniques presented in [16], it is also possible to
consider more general boundary conditions.
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