Abstract. We describe four versions of a Greedy Randomized Adaptive Search Procedure (GRASP) for nding approximate solutions of general instances of the Steiner Problem in Graphs. Di erent construction and local search algorithms are presented. Preliminary computational results with one of the versions on a variety of test problems are reported. On the majority of instances from the OR-Library, a set of standard test problems, the GRASP produced optimal solutions. On those that optimal solutions were not found, the GRASP found good quality approximate solutions. All known exact SPG algorithms for general graphs are in some way enumerative algorithms. However, they di er in how the enumeration is done and how clever their strategies are to avoid total enumeration. In order to avoid total enumeration, topological and other properties of general graphs can be used. Another alternative is to develop good lower and upper bounds in order to reduce the possible search space. Two simple approaches are proposed by Hakimi 21]. While one of them is based on spanning tree enumeration, the other approach is a topology enumeration recursive algorithm. Another algorithm, which generates spanning trees for a derived problem in order of increasing total length until a solution to the original problem can be inferred, is proposed by Balakrishnan and Patel 2]. Also, implicit enumeration approaches are given by Shore, Foulds, and Gibbons 41], and Yang and Wing 50], where the set of all trees spanning the set of given points is, in a systematic way, separated into smaller subsets to be analyzed, using upper and lower
Introduction
Posed independently by Hakimi 21] and Levin 30] , the Steiner problem in graphs (SPG) consists in connecting a subset of given nodes on a graph with the minimum cost tree. The SPG has also many equivalent formulations as an integer program 22] or as a continuous nonconvex global optimization problem 26]. Karp 25] showed earlier that the SPG decision problem is NP-complete in general. Even for some restrictions like grid graphs 19], bipartite graphs 20], chordal and split graphs 46], the problem remains NP-complete. Moreover, on directed graphs, Provan and Ball 38] showed that the variant of the rooted Steiner arborescence of a directed graph is NP-complete. NP-completeness still sticks to the problem with planar acyclic digraphs with indegree and outdegree at most two 37]. However, there are some classes of instances for which polynomial time algorithms exist. In what follows, we give a short survey of existing algorithms and heuristics for the Steiner problem in graphs.
All known exact SPG algorithms for general graphs are in some way enumerative algorithms. However, they di er in how the enumeration is done and how clever their strategies are to avoid total enumeration. In order to avoid total enumeration, topological and other properties of general graphs can be used. Another alternative is to develop good lower and upper bounds in order to reduce the possible search space. Two simple approaches are proposed by Hakimi 21] . While one of them is based on spanning tree enumeration, the other approach is a topology enumeration recursive algorithm. Another algorithm, which generates spanning trees for a derived problem in order of increasing total length until a solution to the original problem can be inferred, is proposed by Balakrishnan and Patel 2] . Also, implicit enumeration approaches are given by Shore, Foulds, and Gibbons 41] , and Yang and Wing 50] , where the set of all trees spanning the set of given points is, in a systematic way, separated into smaller subsets to be analyzed, using upper and lower bounds, in order to determine whether or not they contain the optimal feasible solution. Along another line, straightforward dynamic programming approaches are proposed by Dreyfus and Wagner 10] , and Levin 30] . A branch-and-bound approach that uses heuristics to provide good lower bounds and to choose the next edge for consideration in the backtracking process is proposed by Foulds 2. GRASP for the Steiner problem in graphs Approximate solutions for the Steiner minimal tree problem can be obtained by many techniques, including node, spanning tree, and path-based approaches. In this section, we apply the concepts of GRASP to the approximate solution of the Steiner problem in graphs, using a spanning tree based construction phase and a node-based local search phase. We also propose a path-based construction phase and a path-based local search. Combining these two construction phases with the two local search phases, yields four versions of GRASP.
2.1. GRASP. A greedy randomized adaptive search procedure (GRASP) 15, 16] can be seen as a metaheuristic which captures good features of pure greedy algorithms (e.g. fast local search convergence and good quality solutions) and also of random construction procedures (e.g. diversi cation). Each iteration consists of the construction phase, the local search phase and, if necessary, the incumbent solution update. In the construction phase, a feasible solution is built, one element at a time. At each construction iteration, the next element to be added is determined by ordering all elements in a candidate list with respect to a greedy function that estimates the bene t of selecting each element. The probabilistic component of a GRASP is characterized by randomly choosing one of the best candidates in the list, but usually not the top one.
The solutions generated by a GRASP construction are not guaranteed to be locally optimal. Hence, it is almost always bene cial to apply local search to attempt to improve each constructed solution. A local search algorithm works in an iterative fashion by successively replacing the current solution by a better one from its neighborhood. It terminates when there are no better solutions in the neighborhood. Success for a local search algorithm depends on the suitable choice of a neighborhood structure, e cient neighborhood search techniques, and the starting solution. The GRASP construction phase plays an important role with respect to this last point, since it produces good starting solutions for local search. The customization of these generic principles into an approximate algorithm for the Steiner problem in graphs is described in the following.
Before we describe the algorithms, we de ne some notation. Let G = (V; E) be a connected undirected graph, where V is the set of nodes and E denotes the set of edges. Given a non-negative weight function w : E ! IR associated with its edges and a subset X V of terminal nodes, the Steiner problem SPG(V ,E,w,X) consists in nding a minimum weighted connected subgraph of G spanning all terminal nodes in X. The solution of SPG(V ,E,w,X) is a Steiner minimum tree (SMT). The non-terminal nodes that end up in the SMT are called Steiner nodes.
A graph H = (V 0 ; E 0 ) is said to be a subgraph of G = (V; E) if V 0 V and E 0 is a subset of the edges in E having both extremities in V 0 . This graph H is said to span a subset U V of the nodes in G if U V 0 . For any subset of nodes W V , the edge subset E(W) = f(i; j) 2 E j i 2 W; j 2 Wg de nes the induced subgraph G(W) = (W; E(W)) in G by the nodes in W.
We denote by T V;E;w (X) the Steiner minimum tree solving the Steiner problem SPG(V; E; w; X) formulated above. Given the graph G = (V; E) with nonnegative weights w associated with its edges, the minimum spanning tree problem MSTP(V; E; w) consists in nding a minimum weighted subtree of G spanning all nodes in V . This problem can be seen as particular case of the Steiner problem SPG(V; E; w; X), in which X = V . Accordingly, we denote by T V;E;w (V ) the minimum spanning tree solving MSTP(V; E; w). We can associate a feasible solution of the Steiner problem SPG(V; E; w; X) with each subset S V n X of Steiner nodes such that the graph G(S X) = (S X; E(S X)) is connected, given by a minimum spanning tree solving problem MSTP(S X; E(S X); w). Let S be the set of Steiner nodes in the optimal solution of SPG(V; E; w; X). The optimal solution T V;E;w (X) is a minimum spanning tree of the graph induced in G by the node set S X, i.e., the solution to the minimum spanning tree problem MSTP(S X; E(S X); w).
In the following, solutions of the Steiner problem SPG(V; E; w; X) will be characterized by the associated set of Steiner nodes and one of the corresponding minimum spanning trees. Accordingly, the search for the Steiner minimum tree T V;E;w (X) will be reduced to the search for the optimal set S of Steiner nodes. proposed a modi cation of the original version, leading to a procedure using simple data structures and presenting an improved time complexity. For every terminal node i 2 X, let N(i) be the subset of non-terminal nodes of V that are closer to i than to any other terminal node. A non-terminal node may belong to the neighborhood of more than one terminal node. The rst step of this procedure consists in the computation of a graph G 0 = (X; E 0 ), where E 0 = f(i; j); i; j 2 X j 9(k;`) 2 E; k 2 N(i);`2 N(j)g. Then, a weight w 0 ij = minfd(i; k) + w k`+ d(`; j) j (k;`) 2 E; k 2 N(i);`2 N(j)g is associated with each edge (i; j) 2 E 0 , where d(a; b) denotes the shortest path from a to b in the original graph G = (V; E) in terms of the weights w. Next, Kruskal's greedy algorithm 29] is used to solve the minimum spanning tree problem MSTP(X; E 0 ; w 0 ). This algorithm works as follows. A minimum spanning tree is constructed, one edge at a time, until all nodes are connected. At each iteration, the edge with the least weight is selected for insertion in the tree, from among those whose insertion does not create a cycle in the current solution. The edges in the minimum spanning tree T X;E 0 ;w 0 (X) so obtained are replaced by the edges in the corresponding shortest paths in the original graph G. Neighborhoods N(i); 8i = 1; : : : ; jXj can be computed in time O(jEj + jV j log jV j) 34] , which is the same complexity of the minimum spanning tree computation. Then, the overall complexity of the distance heuristic network with Mehlhorn's improvements is only O(jEj + jV j log jV j), which is much better than the original bound.
As discussed in the previous section, the construction phase of GRASP relies on randomization to build di erent solutions at di erent iterations. Graph G 0 = (X; E 0 ) is created only once and does not change throughout all computations. In order to add randomization to Mehlhorn's version of the distance network heuristic, we make the following modi cation in Kruskal's algorithm. Instead of selecting the feasible edge with the least weight, we build a restricted candidate list with all edges (i; j) 2 E 0 such that w 0 ij w 0 min + (w 0 max ? w 0 min ), where 0 1 and w 0 min and w 0 max denote, respectively, the least and the largest weights among all edges still unselected to form the minimum spanning tree. Then, an edge is selected at random from the restricted candidate list. The operations associated with the construction phase of our GRASP are implemented in lines 2 and 4 of the pseudo-code of algorithm GRASP for SPG outlined in Figure 1. 2.1.2. Node-based local search. Since the solution produced by the construction phase is not necessarily a local optimum, local search can be applied as an attempt to improve it. The rst step towards the implementation of a local search procedure consists in identifying an appropriate neighborhood de nition.
Let S be the set of Steiner nodes in the current Steiner tree. We have noticed in Section 2.1 that each subset S of Steiner nodes can be associated with a feasible solution of the Steiner problem SPG(V; E; w; X), given by a minimum spanning tree T S X;E(S X );w (S X) solving problem MSTP(S X; E(S X); w). Moreover, let W(T) denote the weight of a tree T. The neighbors of a solution characterized by its set S of Steiner nodes are de ned by all sets of Steiner nodes which can be obtained either by adding to S a new non-terminal node, or by eliminating from S one of its Steiner nodes.
Given the current tree T S X;E(S X );w (S X) and a non-terminal node s 2 fV n Xg n S, the computation of neighbor T S fsg X;E(S fsg X );w (S fsg X) obtained by the insertion of s into the current set S of Steiner nodes can be done in O(jV j) average time, using the algorithm proposed by Minoux 35] . For each nonterminal node t 2 S, neighbor T Snftg X;E(Snftg X );w (S n ftg X) obtained by the elimination of t from the current set S of Steiner nodes is computed by Kruskal's algorithm as the solution of the minimum spanning tree problem MSTP(S n ftg X; E(S n ftg X); w).
In order to speedup the local search, since the computational time associated with the evaluation of all insertion moves is likely to be much smaller than that of the elimination moves, only the insertion moves are evaluated in a rst pass. The evaluation of elimination moves is performed only if there are no improving insertion moves.
2.1.3. Algorithm description. We now describe the GRASP consisting of a a spanning tree based construction phase and a node-based local search phase. The pseudo-code with the complete description of procedure GRASP for SPG for the Steiner problem in graphs is given in Figure 1 . The procedure takes as input the original graph G = (V; E), the set X of terminal nodes, the edge weights w, the restricted candidate list parameter (0 1), a seed for the pseudo random number generator, and the number of iterations (max iterations). Graph G 0 is computed in line 2. The GRASP procedure is repeated max iterations times. In each iteration, a greedy randomized solution T is constructed in line 4 using the randomized version of Kruskal's algorithm. Let S be the set of Steiner nodes in T.
Next, the local search attempts to produce a better solution. In line 5 we initialize the best set of Steiner nodes as those in the current solution, and the weight of the best neighbor as that of the current solution. The loop from line 6 to 11 searches for the best insertion move. In line 7 we compute the minimum spanning tree T +s associated with problem MSTP(S fsg X; E(S fsg X); w) de ned by the insertion of node s into the current set of Steiner nodes. Let W(T +s ) be its weight. In line 8 we check whether the new solution T +s improves the weight of the current best neighbor. The best set of Steiner nodes and the weight of the best neighbor are updated in line 9. Once all insertion moves have been evaluated, we check in line 12 whether an improving neighbor has been found. If this is the case, the set of Steiner nodes, the current Steiner tree and its weight are updated in line 13, and the local search resumes from this new current solution.
If no improving insertion move is found, then the elimination moves are evaluated. In line 15 we reinitialize the best set of Steiner nodes as those in the current solution, and the weight of the best neighbor as that of the current solution.
We check in line 17 whether the graph G ?t = ((S n ftg) X; E((S n ftg) X)) obtained by the elimination of node t is connected or not. If it is connected, we compute in line 18 the minimum spanning tree T ?t associated with problem MSTP((S n ftg) X; E((S n ftg) X); w) de ned by the elimination of node t from the current set of Steiner nodes. Again, let W(T ?t ) be its weight. In line 19 we check whether the new solution T ?t improves the weight of the current best neighbor. Once again, the best set of Steiner nodes and the weight of the best neighbor are updated in line 20. Once all elimination moves have been evaluated, we check in line 24 whether an improving neighbor has been found. If this is the case, the set of Steiner nodes, the current Steiner tree and its weight are updated in line 25, and the local search resumes from this new current solution.
If the solution found at the end of the local search phase is better than the best solution found so far, we update in line 28 the best set of Steiner nodes, the current Steiner tree and its weight. The best set S of Steiner nodes and the best Steiner tree T are returned in line 31. procedure GRASP for SPG(V; E; w; X; ,seed,max iterations) Apply a randomized version of Kruskal's algorithm to obtain a spanning tree T of G 0 = (X; E 0 ) with S as its set of Steiner nodes; /* Insertion moves */ 5 best set S; best weight W(T); 6 for all s 2 (V n X) n S do 7 Compute the minimum spanning tree T +s ; 8 if W(T +s ) < best weight then do for all t 2 S do 17 if G ?t = ((S n ftg) X; E((S n ftg) X)) is connected then do 18 Compute the minimum spanning tree T ?t ; 19 if W(T ?t ) < best weight then do In order to accelerate the local search phase, we implemented a faster evaluation scheme for the insertion moves (lines 5-14 in procedure GRASP for SPG in Figure 1 ). The basic idea consists in keeping a candidate list with promising insertion moves, which is periodically updated.
In the rst GRASP iteration, we build a list containing the k best improving insertion moves, which is kept in nondecreasing order of the associated move values.
At each following iteration, let S be the set of Steiner nodes in the current solution. Instead of reevaluating all insertion moves, we just take the node s corresponding to the rst move in this candidate list and reevaluate the weight of a minimum spanning tree associated with the insertion of this node into the current set of Steiner nodes. If this move reveals itself to be an improving one, then the current solution is updated, the move is eliminated from the candidate list, and the local search resumes from the new set S fsg of Steiner nodes. Otherwise, if the move is not an improving one, it is eliminated from the candidate list and the next candidate move is evaluated. Once the candidate list becomes empty, a new full iteration is performed, all insertion moves are evaluated, and the candidate list is rebuilt. We present in Table 1 some computational results illustrating the e ciency of the above acceleration scheme on an SGI Challenge (20 196 MHZ MIPS R10000 processors) with 6144 Mbytes of RAM. For each of the 20 series C test problems from the OR-Library 5], we present the weight W(T ) of the best solution found and the computation time in seconds (secs) obtained by (i) a straightforward version of algorithm GRASP for SPG with a random values for , and (ii) the same algorithm using the above acceleration scheme with k best = 100. Each algorithm was run for 10 iterations. These results show that this technique signi cantly reduced the computational times, even attaining a speedup factor of 2.68 in the case of problem C.09, with almost no loss in terms of solution quality. The randomization is applied at line 5, where instead of selecting the closest terminal node, a restricted candidate list with close nodes is constructed and a node is selected at random from this list. The pseudo-code of the path-based local search is given in Figure 3 . Given a set of K key-paths, the procedure considers the removal of each key-path in the loop in lines 4{12. The removal of key-path l i results in the decomposition of the tree into components C i and C 0 i . In line 5 the length of the shortest path from C i to C 0 i is compared to the length of key-path l i . If the shortest path is smaller than the length of the key-path, a new tree is set up by removing key-path l i and replacing it with the shortest path from C i to C 0 i in line 6. If the new tree is not a set of key-paths, a new set of key-paths that make up the tree is computed in lines 7{9. In case there was an improvement, an indicator is set in line 10, to restart the local search.
Note that solutions only have neighbors with lower or equal cost. A replacement of a key-path in T can lead to the same Steiner tree if no shorter path exists. This implies that local minima have no neighbors.
procedure PATH LS(V ,E,w,X,T = fl 1 ; l 2 ; : : : ; l K g) In this section, we report on preliminary computational results with an implementation of the GRASP described in Subsection 2.1, i.e. using the spanning tree based construction procedure and the vertex-based local search.
We considered the 60 instances from classes C, D, and E of Beasley's OR- Library 5] . The experiments were done on a Silicon Graphics Challenge computer with 20 196 MHz MIPS R10000 processors and 6.144 Gbytes of memory. The code was executed each time on a single processor.
The programs were written in the C programming language and were compiled with the SGI C compiler cc using compiler ags -O3 -64. User running times were measured with the system routine getrusage.
All instances were solved with identical parameter settings. The restricted candidate list parameter was selected at random using the uniform distribution in the interval 0; 1]. Each GRASP iteration used the same parameter during the entire iteration. The acceleration scheme described in Subsubsection 2.1.4 was activated with the parameter k best = 100. Table 2 summarizes the computational results. For each instance, the table lists the number of nodes, arcs, and terminals in the graph, the optimal or best known solution for that instance, the weight W(T ) of the best solution T found, the iteration in which the best solution was found, and the average running time per iteration in CPU seconds. We make the following observations regarding the computational results:
In 47 out of 60 test problems, the GRASP produced an optimal solution. This broke down to 20 out of 20 for series C, 16 out of 20 for series D, and 11 out of 20 for series E. Of the 13 instances for which sub-optimal solutions were produced, in four instances GRASP was o by 1 unit, in six instances GRASP was o by 2 to 5 units, and in three it was o by 6 to 11 units. The largest percentage relative error (di erence between solution found and optimal solution divided by the optimal) was 2.24% for D.18. On only ve instances was the percentage relative error greater than 1%. In 37 out of the 60 instances, the GRASP produced the best solution in the rst iteration. In only three of those 37 instances did GRASP not nd an optimal solution. We compare the results obtained by GRASP in classes D and E with those found with the key-path based local search approach in Verhoeven, Severens, and Aarts 43] . In all cases, the GRASP solutions were as good or better than the key-path based local search solutions. In 26 out of the 40 instances, the GRASP solution is better than the key-path based solution. In the few cases in which the local search solution matches the solution produced by GRASP, the number of terminal nodes is very small ( ve or ten). However, we should point out that the average running time per iteration of the key-path based local search approach is substantially smaller than that of the average GRASP iteration.
