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Abstract 
An explicit representation f the associated Meixner polynomials (with a real association parameter y t> 0) is given in 
terms of hypergeometric functions. This representation allows to derive the fourth-order difference quation verified by 
these polynomials. Appropriate limits give the fourth-order difference quation for the associated Charlier polynomials and 
the fottrth-order differential equations for the associated Laguerre and Hermite polynomials. 
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1. Introduction 
The recurrence relation of the Meixner polynomials M,(x;fl, c) is [3, Eq. 3.2, p. 176] 
cMn+l(X; fl, c) z [(c - 1 )x + (c + 1 )n + tic] Mn(x; fl, c) 
-n (n  + fl - 1)M._~(x; fl, c),  
with the initial conditions 
M_l (x ; f l ,  c) = O, Mo(x;fl ,  c) ~- 1. 
(1) 
(2) 
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The associated Meixner polynomials ~g,(x; fl, c, Y) with the real association parameter y ~>0 are 
obtained from the recurrence relation (1) by changing n ~ n + y: 
C.~n+I(X; r, C, ])) = [(C - -  1 )x + (c + 1 )(n + y) + tic] ~'n(x; r, c, y) 
- (n  + y)(n + y + fl - 1)~g~_l(x; fl, c, y), (3) 
with the initial conditions 
J / / _ I (X ;  f l ,¢ ,~)  = O, ~//o(X; fl,C,~) = 1. (4) 
We have the obvious relation 
Jt',(x; r, c, 0) = M,(x; r, c). (5) 
Emphasis was put in [6] on the importance of these polynomials which describe the most general 
birth and death process with linear transition rates 
2~=c(n+y+f l ) ,  bt ,=n+y,  c#l .  
Up to now, these polynomials have been studied in [7] where the Stieltjes function was derived. 
From this result one can infer that the spectrum is discrete but it seems difficult to get any detailed 
information on it. It is the aim of this article to improve our understanding of these polynomials by 
deriving the fourth-order difference quation, with respect o x, satisfied by the Jln(x; r, c, y). 
In Section 2 we have gathered background material on the associated Meixner polynomials. In 
Section 3 we construct an explicit form of these polynomials which is a quadratic expression made 
out of hypergeometric functions. In Section 4 we show that this explicit form implies the existence 
of a fourth-order difference quation. Using the symbolic computer algebra MAPLE [2], we give 
the coefficients of this equation. In Section 5 we derive the limiting form for the associated Charlier 
polynomials and we compare the limiting form obtained for the fourth-order differential equations 
satisfied by the associated Laguerre and Hermite polynomials with the known results of [8]. For 
? = 1 our results are in agreement with the ones of [10]. 
2. Background material 
The associated Meixner polynomials were first studied in [7] where a generating function and the 
Stieltjes function were derived. It was proved that if fl > 0, y >/0 and c # 1 one has 
(cw)n Jln(x;fl, c,y)=y(1 - w)X(1 - cw) -#-x Z (I + 
n~>0 
× ur - l (1  - -  CWU)/~+x-l(1 - -  WU) -x - I  du .  (6) 
Let us first observe that from the recurrence relation (3) it is easy to check that 
~n(X;  fl, C, 7 ) = c -n~n( - - f l  -- X; fl,¢--l,'~), (7) 
and therefore, from now on, we restrict the analysis to the range 0 < c < I. Since the moment 
problem corresponding to these polynomials is always determined, one can use Markov's theorem to 
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get the Stieltjes transform of the orthogonality measure of the .t[.(x;/~,c,y). In [7], the generating 
function (6) was used to get the asymptotic behaviour of the associated Meixner polynomials for 
large values of n and x off the real axis. By Markov's theorem this led to the Stieltjes transform of 
the measure d T Jr, 
S,(z) = i ~ d~,(s_____~) _ 1 2F, (1  +17;1,-?z +z ;c) 
A Kummer transformation gives the alternative writing 
1 2F1(1+7,~+/~.  _e ) 
l+y+z ' 1 c S,(z) = . (8 )  
z+Y2Fa(  7'y+/3-1"y+z ' 1-cC ) 
In particular, for ~ = O, we recover the Stieltjes function of the Meixner polynomials 
c) So(Z) = 12F1 , - = (1 - c)~ E (/~)" c" 
z l+z  1 c .~o n! z+n 
A similar simplification occurs when 7 = 1 - /3  as a consequence of a symmetry different from (7) 
which will be discussed in the next section. 
3. Explicit form of the associated Meixner polynomials 
Let us first describe an important symmetry of these polynomials, which we will denote by z. It 
maps the parameters (x, fl, ~) into (2, fl, ~7) according to 
x+i l 1 
= /~ 2 -  , f l=2- /~,  with z 2 - I .  (9) 
f 7+ 1, 7 = f f+/~-  1. 
while the parameter c remains unchanged. 
It is easy to check that the recurrence relation (3) and the initial conditions (4) are invariant under 
z giving the relation 
c, = (10)  
So we do recover the Meixner polynomials not only for 7 = O, see (5), but using (10), also when 
7 = 1 - fl according to 
M[,(x; fl, c, 1 - fl) = M~(x + fl - 1;2 - fl, c). (11) 
In view of these relations, in what follows, we shall exclude 7 = 0 and 7 --- 1 - f l  from our analysis. 
Our first task will be to construct a basis of two linearly independent solutions of the recurrence 
(3). 
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For 7 = 0 we know that a solution is 
x ) 
fl 2F1 ; 5 , 5 -- c 
This is an easy consequence of the contiguity relation [4, Eq. (31), p. 103]. The notation of the F's 
is as in [11]: 
( a, b,... F(a)F(b)... r~,8 , . .  ) - ~ ~  • 
Since we go to the associated polynomials by the substitution  --~ n + 7 it follows that 
( ) (n7  -x ) un(x;8,c,7)=F n+7+8 2F~ ' ;5 (12) 
8 
is a first solution of (3). The symmetry z gives then a second solution 
if. = ZUn ------ U . ( ; ; /~ ,  C, ~) 
=F(n+Y +1)  ( -n -Y -8+l , -x -8+l )  
2_  8 2F1 2 -8  ;5 . (13) 
It is clear that 8 -- 1 has to be excluded since it is a fixed point of z for which u, and if, are 
obviously linearly dependent. 
Let us check the linear independence of these solutions. We define the Casorati determinant 
W~(u, if) = U, ifn-1 -- ifnU,-1. (14) 
The recurrence relation (3) gives 
W,(u,  if) = (n+7-  1)(n+7+fl-2)Wn_l(U, if), n >>. 1, 
c 
which implies 
(Y).(Y + 8 - 1). 
W.(u, if) = w, 
C n 
with W = Wo(u, if) : Uoif-1 - U-lifO given explicitly by 
fl,2 ) {(~'+fl--1)2F1 (-x}~-T;5)2F1 ( l - f l2x ' ) f~:  8;5) 
-y2F1( -x ' l -Y ;c )  2F ' (1 -82x ' l f  _ . (15) 
The key to compute this quantity is to reduce it to a Wronskian of hypergeometric functions which 
is computed from their differential equation. Let us define 
f :2g , ( -x ' -7 .~)  a=5~-a2g l (1 - f l2x ' l f  Y - f l ;5  ] 
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whose Wronskian is 
G DeF - F DeG = (fl - 1)~-t~(1 - ~)f l+~,+x-1 (16) 
where De indicates differentiation with respect o the variable Y. Using in (15) the relation [9, p. 41] 
~I-AD~ [~A2FI ( A'cB ; ~) ] = A 2FI ( A +cI'B ; ~) , 
one brings (15) to the form 
\ fl, 2 
Differentiating the products and using the Wronskian (16) we get 
fl, 1 cl-~-r-x' (17) 
which is well defined for noninteger values of / /and provided that y > 0, y + [3 ¢ 1. 
Using these solutions of the recurrence relation (3) we can write 
~¢gn(X; [3, c, 7) = K u,(x; [3, c, ~ ) + L fT,(x; [3, c, 7), (18) 
and impose the initial conditions (4). We get readily 
/~--1 U--1 - 
~[n(X; fl, C, ])) = --~-Un -- ---~U n. (19)  
Observing that W = z W = -W we can write 
~7_1 U-.__._~I t7_1 = (1 + z)--~-u,, 
= - i f -u .  + W u. 
which displays explicitly the invariance under the transformation z of the associated Meixner poly- 
nomials (relation (10)). In (19) we can absorb the x dependence of W into t71 by using the trans- 
formation relation [4, Eq. (2), p. 105] 
cX+l~+,_12F1 ( --[3--2x,__2fl--3)- [3; c )= 2F1 (1 /~,  ; ~),  (20) 
and we conclude to 
JiIn(X; [3, C, 7) -- fl---~l {(7+ [3--1).+1 2F1 (2÷ 1 ;  ; ~)2F1 ( -x , -n  - 7 ;y ) [3  
__(y)n+l 2F1 (x÷[3 , ,÷[3 -1)  (1 - f l -x , - -n - ] ) - f l - -} - I  )}  [3 ;c 2F1 2-- [3 ;~ . (21) 
This relation is valid under the positivity restrictions 7> 0, ~ + fl > 0, 7 + [3 ¢ 1, and [3 ¢ 1,2, 3 .... 
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4. Fourth-order difference equation 
Since each term in (21 ) is a product of hypergeometric functions each of which satisfying a second- 
order difference quation we expect a fourth-order (at least) difference quation for the associated 
Meixner polynomials. 
We shall use the translation and identity operators, 
T: Tf (x)  = f (x  + 1), I : I f (x )  = f (x) ,  
which are related to the operators A and ~7, 
A: A f (x )  = f (x  + 1) -  f (x) ,  
by the relations 
A=T- I ,  W=I -T  -1. 
The contiguity relation [4, Eq.(31) p. 103] gives 
{T 2 + bo(x)T + Co(X)I} u, = O, 
with 
W: V'f(x) = f (x )  - f (x  - 1), 
(22) 
b0(x) -- (1 -c)(n+ 1) + R(x) 
c(x+f l+ 1) ' 
_ x+l  
Co(X) c(x + fl + 1 )" 
Similarly, one has 
{T 2 + ao(x)T + Co(x)I} 5-1 = 0, (23) 
with 
R(x) x + 
Bo(x) -- x + 2' Co(x) c x + 2" 
Independently of the actual values of b0, Co, B0 and Co let us prove that the relations 
(T 2 + boT + col) y(x) = 0, (T 2 + BoT + Col) z(x) = 0, (24) 
imply a fourth-order difference quation for the product u(x) = y(x)z(x). For simplicity, we write 
relations (24) as 
y2(X) + boYl(X) + coy(x) = 0, g2(X) + BOZl(X) + Cog(x) = 0. (25) 
Using (25) we get 
u2(x) = y2(x)z2(x) = [boYl(X) + coy(x)] [BOZl(X) + CoZ(X)], 
which leads us to define 
L[u(x)] = u2(x) - boBoUl(X) - coCou(x) = coBoy(x)gl(X) + CoboYl(X)Z(X). (26) 
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Computing then u3(x) and getting rid of y2(x) and z2(x) from relation (25) we get 
M[u(x  ) ] =- u3(x)  - baBlU2(X ) - [C lC1 - ctBoB1 - Clbobl ]Ul(X ) 
= -C lB1CoYl (X)g(x)  - Clblcoy(x)zl(x). 
Repeating the process, we get in the same way 
N[u(x ) ] =-- u4(x  ) - b2B2u3(x ) - [e2C2 - c2B1B2 - C2blb2]u2(x ) 
- [c2B2Clbo + CzbzelBo]Ul(X) 
-----c2B2Clcoy(x)zl(x) - CEb2ClCoZ(x)yl(x). 
The fourth-order difference quation is therefore given in the determinantal form, 
L[u(x )] coBo Cobo 
M[u(x)] -ClblCo - c lB1Co = 0 
N[u(x)] c2B2Caco C2b2clCo 
and will be written 
337 
(27) 
(28) 
(29) 
{a4(x)T  4 -4- a3(x)T 3 4- a2(x)T 2 + al(x)T + ao(x)I} u(x) = 0. (30) 
Summarizing, we have proved that (~_l/W)u, is a solution of a fourth-order difference quation. 
It remains to show that (U_l/W)ff, is also a solution of the same difference quation. This is a tricky 
point which follows from the observation that the hypergeometric functions 
(x+ 1,fl'~ u., r \  )a., 
are solutions of the difference quation (22) while 
u-, F (X+f l ,2 - f l )  U--a 
W' x+l  W'  
are solutions of the difference quation (23). It follows that, up to an irrelevant multiplicative factor 
/~--1 U--1 - 
---~-u,, W Un and Jgn(X;fl, c,y), 
are solutions of the same fourth-order difference quation (30). 
5. The associated Meixner difference equation 
The computations to get the coefficients {ai(x) ~ ai, i = 1,..., 4} are rather lengthy. We have 
used the symbolic computer algebra MAPLE [2] to obtain their actual forms. 
Writing the difference quation 
[a4 T4 -4- a3 T3 + a2T 2 + a~ T + aoI] Jg,(x; fl, c, ~) = 0, (31) 
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we have obtained for the coefficients 
a4 = c(x + 4)(x +/3 + 3) [N + 2R-  c -  1], 
a3 ----- (2c + 2 - R)N [N + 3R - 3 - 3c] - 2R 3 -k- 9 (1 + c)R 2 - 12 (1 + c)ZR 
-2c (1  +c) (x+/3+2) (x+3)+4 (1 +c)  3, 
a2 = N IN 2 --~ 4 (R - 1 - c)N  + 6R 2 - 12 (1 + c)R 
-c (2 (x+/3+ 1)(x + 2) + 2x + /3 + 3) + 5c2 + 9c + 5] " -~4R 3 - 12(1 + c)R 2 
- (2c(2(x +/3 + 1) (x+2)  +2x  +/3+ 3) -  10e 2 - 18c -  10)R 
+(1 + c) (c(4(x +/3 + 1) (x+ 2)+2x +/3) -  2c 2 - 2), 
al = -NR(N + 3R - 3 - 3c) - 2R 3 + 3(1 + c)R 2 
+2c(1 +c) (x+/3+ 1)(x + 2), 
ao = c(x + 1) (x+/3) [N+2R-  3c -  3], 
where 
R=7-x -2 -c (7+x+/3) ,  N =(n+ 1)(1 -c ) .  
Let us put emphasis on the fact that relation (21) is valid for 7 > 0, ~+/3  > 0 and /3 ¢ 
1,2,3, . . . ,7+/3 ¢ 1. Indeed, for ~ = 0 and ~+/3 = 1, we know from relations (5) and (11) that the 
associated Meixner reduce to Meixner polynomials, up to shifts in the parameters. Therefore in these 
cases, we know that there does exist a second-order difference quation which can be deduced from 
(22) by simple substitutions. In view of the polynomial character of the coefficients ai, by analytic 
continuation, our results hold also for/3 = 1, 2, 3, . . .  
5.1. Factorization for 7 = 1 
For ~ = 1 it has been proved in [1] that the fourth-order difference operator (31) does factorize 
into two second-order difference operators. We have checked that this is indeed true, and writing 
[A2T z + B2T + CzI] [A1T 2 + B1T + ClI] ~4¢[n(X; /3, C, 1) = 0, (32) 
one has 
and 
A~=x+2,  B I=N+R,  C l=c(x+/3) ,  
A2=c(x+/3+3) (N+2R-c -1 ) ,  C2=(x+I ) (N+2R-3c -3) ,  
B2 = N(N + 3R-  3c -  3) +R(2R-  3c -  3) + 2 (c ÷ 1)(x + 2). 
Our results do agree with those of [10]. 
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5.2. The associated Laguerre differential equation 
The associated Laguerre polynomials .L~'(,~)(z,7) have for recurrence relation [5, Eq. 8, p. 188] 
(n + 7 + 1)~(n~l(z; 7) = [(2(n + 7) + ~ + 1 - z] £~)(z; 7) 
- (n  + 7 + ~)~l (z ;v ) ,  n>_-0, (33) 
with the initial conditions 
Semi(z; 7) = 0, ~e~)(z; 7) = 1. (34) 
Comparing the recurrence relations (33) and (3) shows that the associated Laguerre polynomials can 
be reached from the associated Meixner through the limiting procedure 
/~=~+1,  x :z (1 -c )  -1, c---~ l, 
according to 
lim ~'n ( z ) c-1 1 -c  ;~+ 1,c,7 = (1 +~).~(.~)(z,~). (35) 
In this limit the difference operator T becomes a differential operator with 
d 
T = 1 + (1 - c)Dz, where Dz ----- ~ ,  
and we indeed recover the differential equation of the associated Laguerre 
[a4Dz 4 -q-a3 D3 +a2Dz 2 +alDz +ao]L~)(z,7)=0, (36) 
with 
a4 =z  2, a3 = 5z, 
a2 = -z (z  - 2(n + ~ + 27)) - ~z + 4, 
al = 3(n + ~ + 27-  z), a0 = n(n + 2), 
in agreement with [8, Eq. (2.51)]. 
6. The associated Charlier difference quation 
The associated Charlier polynomials ~n(x; a, 7) have for recurrence relation [5, Eq. 8, p. 227] 
aCgn+l(x;a,7)=(n+ ~+a-x)Cgn(x ;a ,7 ) - (n+ 7)cg~_l(x;a,7), n >>.O, (37) 
with the initial conditions 
cg_l(x;a,7)--0, cg0(x;a,7 ) = 1. (38) 
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Comparing the recurrence relations (37) and (3) it is easy to check the limiting relation 
( a )  lira 1 fl)n ~'n x; fl, ,7 = ~.(x; a, 7). (39) 
In this limit we obtain the difference quation of the associated Charlier polynomials 
[a4T 4 + a3T 3 + a2 T2 + alT + aoI] cg,(x; a, ~) = 0, (40) 
with 
a4 = a (x + 4) (2R + n),  
a3 -- (n + 1 ) (2 - R) (3R + n - 2) - 2R 3 + 9R 2 - 12R - 2(ax + 3a - 2), 
a2,= (n + 1)((n + 1)(4R + n - 3) + 6R 2 - 12R - 2ax - 5a + 5) 
+4R 3 - 12R 2 - (4ax + 10a - 10)R + 4ax + 9a - 2, 
a l=- (n+l )R(3R+n-2) -2R  3+3R 2+2a(x+2) ,  
a0 = a(x  + 1)(2R + n -  2), 
where R = ~-x -  a -  2. 
6.1. Factorization for 7 = 1 
Here too, the fourth-order difference quation factorizes into two second-order ones 
[A2T 2 + B2T + C2I] [A1T z + B1T + CII] •(x;a,  l )  = 0, (41) 
with 
A1 =x+2,  
and 
B1 z n - x - a ,  C 1 = a,  
A2=a(n+2R) ,  Bz=n(n+3R-1)+2(R2+x+l ) ,  
Cz = (x+ 1)(n +2R-  1). 
Our results are in complete agreement with [10]. 
6.2. The associated Hermite differential equation 
The associated Hermite polynomials ~ , (z ;  ~) have for recurrence relation [5, Eq. 10, p. 193] 
9~,+l(z;~)= 2zCg,(z;~)+ 2(n + ~)~,_l(z;~,), n>.O, (42) 
with the initial conditions 
~¢g_l(z; V) = 0, ~0(z ;  ~) = 1. (43) 
i 
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Comparing the recurrence relations (42) and (37) shows that the ~n(z;  y) can be reached from the 
associated Charlier through the limiting procedure 
Dz d 
x=x/~az+a,  T= l+-~aa,  a--~c~, whereDz=~,  
according to 
lirn x/~cg, (x/-~z + a;a,v) = (-1)" ~n(Z;V). (44) 
We obtained the differential equation of the associated Hermite polynomials 
[a4D 4 + a3Dz 3 + a2D 2 + alDz + aoI]~n(Z, 7) ---- 0, (45) 
with 
a4 = 1, a3 = 0, a2 = 4(n + 2 ~ - z2), al = -12z, a0 = 4n(n + 2). 
Eq. (45) can be obtained irectly from the associated Laguerre one (36) in the limit 
Z -"+ V /~ Z q- O~, ~t ---~ O0. 
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