We study here the problem of evaluating whether the selection from a set is close to the ranking determined by a measurable criterion. We propose a number of natural axioms and show that an index exists that satisfies all these axioms. The paper ends with an application of the index to Italian academia.
Introduction
Selections are typically made according to a varying blend of objective measures and subjective judgements. A sport coach might pick a team using both the recent performance of individuals in her squad (batting and bowling/pitching averages, tennis rankings, trial times for track and field, and so on), and her sense of who is the best person for a given role in the team, given the expected conditions. Many universities do not strictly follow SATs results and school exam grades, but take into account a student's social background and his potential contribution to desirable characteristics of the student body, like diversity. Applicants for academic jobs might be ranked according to bibliometric measures, but the appointment panel's judgement often leads to decision that do not map precisely into the ranking.
1 Large and complex procurement contracts often demand the subtle evaluation of complex qualitative elements, and lowest price is seldom the only criterion used to award these contracts.
2 And so forth and so on. Notice that selection is a broader concept than full ranking: choosing the all-time best 20 in a list of 1000 footballers is different and simpler than ranking the best 20.
Observers and decision makers might be interested in some means of comparing the choices of different selectors. If, for want of a better term, the property of following the measurable dimension is labelled "metric-basedness" someone might want to compare different selections, and determine which is more "metric based". For example, a cricket fan may want to know whether Australia's selection for the Ashes team is more metric-based than England's.
Or whether it is more metric-based than it was sixty years ago. A university whose admission policies are under scrutiny in court may want to argue that 1 An example from recent implementation of policy which some readers will be familiar with is the extent by which bibliometric criteria should be used in the evaluation of university research departments. Unlike in Italy, in the UK funding body was persuaded to allow panels not to adhere strictly to bibliometric measures of departmental output, but allow the latitude afforded by peer review. We reprise this theme in Section 4. 2 As, for instance, the 1991 auctions for the 16 regional television franchises in the UK, when only half the franchises were awarded to the highest bidder; see Cabizza and De Fraja (1998) , especially Comparing selections is straightforward only in the starkest cases. Sure, the selection of the best ranked is unquestionably more metric-based than one that selects a different element from the pool. But is a university which, from its 100 applicants, admits as students the second, eighth, ninth, twentysecond, and thirtieth-ranked more metric-based than one that chooses the first five, and those ranked between 77 and 81 out of 200 applicants? Or in an even simpler example, is picking the second ranked out of ten candidates for a job more metric-based than selecting the third ranked out of twenty?
This paper suggests an axiomatic approach to comparing selections. In the next section a set of minimal axioms is proposed: they are all variations on the idea of dominance in the comparison of sets (Barberà et al 2004) : in practice, each of these axioms takes a binary comparison between selections where the answer is unambiguous to the question as to which of the two selections is more metric based, and determines in accordance their relative metric-basedness. In Section 3 we provide operational content to these axioms, by constructing an index that satisfies them all. Because these axioms are intended to be minimal, they necessarily define an incomplete ordering:
there are pairs of selection that cannot be compared on the basis of the axioms, and so the index we propose is not the only possible one: different indices satisfy all the axioms, and give a different answers to the comparison of the "metric-basedness"of two given selections from sets. This is due to the different dimensionality of the set of possible selections from ranked sets:
mathematically, the problem is to map selections taken from ordinally ranked sets into an interval of the real line, which clearly cannot be done bijectively.
This is deliberate, the aim of this paper being the statement of the minimal axioms and to show that even these minimal, unobjectionable requirements have some bite, in the sense that they exclude alternative indices that violate at least one of them.
The paper is simply organised: the axioms are stated in the next section, and Section 3 presents the index and demonstrates that it satisfies the axioms proposed. The paper ends with Section 4, which showing how the index can be used to compare the evaluation mechanisms for promotion to professorship in Italian universities.
2 Axioms of "metric-basedness"
Consider a set N with N > 1 elements, and a binary relation R ⊆ N × N , which we interpret as "ranking according to the metric considered": that is if j 1 , j 2 ∈ R, which we write compactly as j 1 Rj 2 , then j 1 is ranked at least as well 3 as j 2 . R is assumed to be reflexive, complete, transitive and antisymmetric: 4 thus R is a linear ordering (Barberà et al 2004, p 903) .
We next define a selection K as a proper and non-empty subset of N . Let K be the number of elements of K, K ∈ {1, ..., N − 1}. We define the pair (N , K) a "selected set". 5 The set of all selected sets of N , S N , is the power set of the set N minus the empty set and the set N itself. S N has 2 N − 2 elements. Finally, we let S = N ∈N\{1}
S N be the set of all selected sets.
The question we ask is the following: given two selected sets, (N A , K A ) and (N B , K B ) in S, which is more metric-based, in the sense of being a selection "closer" to the actual ranking of that set?
To formalise this question we define a binary relation M ⊆ S×S, which 3 As a matter of terminology, we use best and worst ranked element, rather than highest and lowest, given the potential linguistic ambiguity that the lowest/highest terminology could determine, where the lowest number is associated with the highest ranked element. 4 Or "strict": given any j 1 , j 2 ∈ N , either j 1 Rj 2 or j 2 Rj 1 , but not both. It is straightforward to extend the theory to rankings where some elements of the set are ranked equally. This would complicate the presentation and add little of substance, and given the unexplored topic of this paper, we feel that clarity should take precedence over generality. 5 Mathematically, selected-sets are the proper K-subsets of N (Mazur, 2010 p 5).
we interpret as "metric-basedness".
is at least as metric based as (N B , K B ). For simplicity we write
We require that the metric-basedness relation satisfies a number of axioms, which are all specifications in this more complex set-up of the dominance axiom, which "requires that adding an element which is better (worse) than all elements in a given set N according to R leads to a set that is better (worse) than the original set" (Barberà et al 2004, p 905) .
Having defined these axioms, we propose an index, which maps every possible selected set (N , K) ∈ S into the unit interval of the real line, in
, then the value of the index associated to (N A , K A ) is higher than the value associated to selected set
the value of the index at (N A , K A ) is higher than the value of the index at (N B , K B ).
To assist with the interpretation of the axioms, we introduce a less formal description of the comparison among selected sets. We begin by defining changes to the set N and the selection K. We consider two types of changes:
the first type maintains the size of the set N , N , unchanged, but modifies the selection K.
The second type of change modifies the size of the set N .
Definition 2 Given a selected set (N , K) ∈ S, an " add" is the addition a new element of N . An " add" is an " add-in" if the new element is in K,
an " add-out" if it is not in K.
We note that given any two selected sets (
it is possible to repeatedly apply the two changes described in Definitions 1 and 2 to selected set (N A , K A ) and transform it into selected set (N B , K B ).
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Before proceeding, we single out the situation where the selection follows exactly the ranking.
Definition 3 Given a selected set (N , K) ∈ S, the selection K is " perfect"
if no selected element has a rank worse than a non-selected element. The selection K is " antiperfect" if every selected element has a worse rank than every non-selected element.
We are now ready to make explicit the concept of dominance; each of the axioms below is a "natural" requirement of the comparison between selections, when both the selection and the set from which the selection is made can change in composition. The first two consider an increase in the size of the selection, K, keeping the size of the set, N , constant.
Axiom 1 For all (N , K) ∈ S and x ∈ N \K such that yRx for all y ∈ N \K,
That is, the in-switch of the worst ranked non-selected element in a selected set (N , K) ∈ S makes the selection less metric-based; the axiom can be naturally extended to require that this is strictly unless the selection is antiperfect.
Axiom 2 For all (N , K) ∈ S and x ∈ N \K such that xRy for all y ∈ N \K,
In words, the in-switch of the best ranked non-selected element in a selected set (N , K) ∈ S makes the selection more metric-based; again, this can be strictly so unless the selection is perfect.
6 Clearly, the switch and add operations are not defined when the result of the operation does not belong to S (for example, it is not possible to add-in to the selected set (N , K) if K has N − 1 elements). As there is no danger of confusion, to avoid unnecessary burdensome terminology, we leave this detail implicit.
In Axioms 1 and 2, the size of the set is not changed, while the number of selected elements increases. In the next two axioms, the converse is considered: fewer elements are selected while still keeping constant the size of the set N .
Axiom 3 For all (N , K) ∈ S and x ∈ K such that yRx for all y ∈ K,
Axiom 4 For all (N , K) ∈ S and x ∈ K such that xRy for all y ∈ K,
That is, the out-switch of the worst (best) ranked selected element in a selected set (N , K) ∈ S makes the selection more (less) metric-based; strictly unless the selection is perfect (antiperfect).
To see these four axioms "in action", take a typical selected set:
where elements are ranked from best to the left, to worse to the right, and a "1"in the j-th position indicates that the j-th element is selected. The Like Axioms 1-4, Axiom 5 alters the selection, without changing the size of the set, but unlike them, which apply only to the best and to the worse elements of the selection K and its complement N \K, Axiom 5 does not change the size of the selection and it applies to any change in the selection.
Axiom 5 For all (N , K) ∈ S and x ∈ N \K and y ∈ K, xRy if and only if
In words, an in-switch accompanied by an out-switch makes the selected set strictly more (less) metric-based if the rank of the in-switched element is better (worse) than the rank of the out-switched element. Less formally, swapping a selected element with a non-selected one improves the metricbasedness of the selection if and only if the newly selected element is better ranked than the newly excluded one.
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So far we have kept constant the size of the set N ; the last four axioms add a new element to the set.
Axiom 6 For all (N , K) ∈ S and x / ∈ N such that xRy for all y ∈ K,
Axiom 7 For all (N , K) ∈ S and x / ∈ N such that xRy for all y ∈ K,
Axiom 8 For all (N , K) ∈ S and x / ∈ N such that yRx for all y ∈ K,
Axiom 9 For all (N , K) ∈ S and x / ∈ N such that yRx for all y ∈ K,
Again these are natural requirements. In words, an add-in with a rank better (worse) than every selected element makes the selected set more (less) metric-based; strictly unless the final selection is antiperfect (perfect), Axioms 6 and 8. And an add-out with a better (worse) rank than every selected element makes the selected set less (more) metric-based; strictly unless the initial selection is antiperfect (perfect), Axioms 7 and 9. Put differently, adding to the set N and to the selection K a new element which is better (worse) than all the selected elements makes the selection more (less) metric-based. Conversely, adding to the set N but not to the selection K a new element which is better (worse) than all the selected elements makes the selection less (more) metric-based.
7 One could make an analogy with the Dalton-Pigou principle (Dalton, p 351); a transfer of a resource (being selected in our case, or income in Dalton's) from a worse ranked/richer to a better ranked/poorer element/person, so long as that transfer does not reverse the ranking of the two, will result in greater metric-basedness/equity.
The axioms proposed in the above Section aim to provide a minimum set of principles which are not subject to plausible immediate objections, and so are not intended to define a complete relation. In this section we take the opposite view, and we propose, through the construction of an index of "metric-basedness", a way to compare any two selected sets. Relatively simple examples show that it is in principle difficult to construct a complete ordering. Consider the following two selected sets: 01001110010000010000000100010000000 001001010110000000000
In the first selection, there are some selected elements among the best ranked, but there are also some below the median. The second, smaller, selection picks only elements above the median, but quite close to it: different people might well have different views as to which of the two above selections is more metric-based, implying a degree of arbitrariness in any index. Nevertheless, any index which violates one of the Axioms 1-9 proposed above would give the wrong answer at least in some cases, and therefore should not be considered a measure of metric-basedness. Formally, given any selected set (N , K), in this section we assign to this set a real number
in such a way that if selected set (N A , K A ) is more metric-based than selected set (N B , K B ), then the index assigned to (N A , K A ) is higher than that
The following normalisation is convenient, though not logically necessary. 
Notice that the minimum (maximum) value of r occurs when all the selected elements are the best (worst) ranked elements, that is when the selection is perfect (antiperfect). Formally, if the minimum and the maximum value of r are denoted as r min and r max , then
Here is the promised index.
We can now establish that the index satisfies the Axioms given above.
Proposition 1
The index M (N ,K) satisfies Axioms 1-9 and Criterion 1.
Proof. Criterion 1 is obvious: when r takes the lowest possible value, that is, when only the K best ranked elements of N are selected, then M (N ,K) = 1: the selection is fully metric-based. Conversely, when only the K worst ranked elements are selected, then we have r = r max and so M (N ,K) = 0: the selection is the exact opposite of being metric-based.
Consider the Axioms next, beginning with Axiom 1. Let the worst ranked non-selected element be ranked z. In-switching it, increase r by z and K by 1. So the difference in the value of the index is
, which can be written as
we want to establish that the above is negative. The denominator is positive, and so we need
If K is less than N −1 2 , then the highest possible value for the LHS occurs when the selection is antiperfect: r reaches its maximum value, r max , and z reaches its minimum value, N − K. In this case the RHS in (4) 2 . In this case, the worst case occurs when the selection is perfect with r = r min and so z = N , and (4) becomes
Consider Axiom 2 next. When the best ranked non-selected element is inswitched, K increases by 1 and r also increases. If the selection is perfect, then r = r min and z = K + 1, and M (N ,K) = M (N ,K∪{K+1}) = 1, and so their difference is 0. If the selection is not perfect, then r is higher and z is lower, increasing the difference, as long as K is lower than N −1 2 . Suppose therefore that K exceeds N −1 2 . In this case, the worse value of r is r max , and the worse value of z is N − K: note that these values are not compatible with each other: if one reaches its maximum, the other cannot. But even in this theoretical worse scenario, the difference is 0.
Axiom 3 next. The out-switch of the worst ranked selected element decreases K by 1 and decreases r by z, and so the converse argument applies which was used to establish Axiom 2. And similarly for Axiom 4, which mirrors Axiom 1.
We consider Axiom 5 next. This is straightforward: an in-switch accompanied by an out-switch changes neither K nor N . It only changes r, and so clearly the index M increases if r decreases, that is if a better ranked element takes the place of a worse ranked one in the selection.
Axiom 6 next. The value of M changes from
where w is the rank of the new selected element. The difference is
which is negative if w is less than every previously selected element, r K , and is positive.
For the next axiom, N increases by 1, and r by K (because each selected element's rank increases by 1). The difference between the new index and the previous value is
; the maximum value of r is r max , and in this case the difference is 0. For lower values of r it is negative, as required.
Next Axiom 8: adding a new non-selected element worse than all the selected elements changes N by 1, does not change K, and does not change r the index goes
and the difference is
, which is negative if r > r min . That the index M (N ,K) satisfies Axiom and 9 is established simply by differentiating the expression
with respect to N , given that neither K nor r change.
which is true, unless the selection is perfect.
While we have not been able to establish it formally, extensive simulations suggest that when the selection is completely random, then the index M tends to take value may apply for promotions in areas different from the one in which they are currently allocated, this occurs rarely: less than 1% of promotion are simultaneous with a change of scientific sector. It therefore makes sense to measure the metric-basedness of each scientific sector, and we do so using information about recent productivity to rank the potential appointees, that is the elements of the set N , and the knowledge of who was promoted, namely the selected set K in each scientific sector. Schematically, we imagine that each appointment panel is aware of the ranking of the candidates according to the publications and citations measures, and we apply the index of metricbasedness (3) to the aggregate decisions taken by all the appointment panels in each scientific sector.
We have calculated the index M for the promotions to associate professor in each scientific sector, in five separate periods, to reflect the frequency of appointment and promotion rounds, and Table 1 reports the mean by scientific sector, split between bibliometric and non-bibliometric scientific sectors. As Table 1 shows, there are substantially differences in the role of ranking as determined by publication in international journals, which play on average a greater role in scientific sectors classified as bibliometric by the government. The same message is conveyed by Figure 1 , which gives the kernel density of the metric-basednes computed for each scientific sector within each macroarea, and indicates considerable variation within macroareas, suggesting that, although the bibliometric/non-bibliometric divide is valid on average, there is sufficient variation within macroareas to cast doubts on the validity of the classification for a substantial minority of the scientific sectors.
Concluding remarks
We have been unable to find in the literature a way to assess, in situations where there is an objective measure of performance, how close a selection is to the ranking established by the measure. Availability of such a measure would assist the evaluation, among others, of medical services (Iverson 1998 , Bickman 2012 ). We propose an index which can be used to this aim. The index is built to satisfy some natural requirements, or axioms; this is a minimal set of axioms, and further extension should attempt to add more natural ones. The paper ends with an application to the Italian university system, but we are confident that it will prove to have potentially wider applications, including, for example, quantifying up Benabou's seminal ideas on the role of meritocracy 9 on growth (Benabou 2000) .
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