We generalize the results on existence and uniqueness of integrals from compact groups and Hopf algebras in a pure coalgebraic setting. We show that if C is a left co-Frobenius coalgebra then dim( M ) ≥ dim(M ) for any right C-comodule M , where
1

Introduction
Let G be a compact group. It is well known that there is a unique (up to multiplication) left invariant Haar measure µ on G, and a unique left invariant Haar integral. If H is a Hopf algebra over a field K, an element λ ∈ H * is called a left integral for H if αλ = α(1)λ for all α ∈ H * . For a compact group G, let R c (G) be the C-coalgebra (Hopf algebra) of representative functions on G, consisting of all f : G → C such that there are (continuous) u i , v i : G → C, i = 1, n such that f (xy) = n i=1 u i (x)v i (y) for all x, y ∈ G. Then restricted to R c (G) is an integral in the Hopf algebra (coalgebra) sense (see for exaple [DNR, Chapter 5] ). The uniqueness of integrals for compact groups has a generalization for Hopf algebras: if a nonzero (left) integral exists in H, then it is shown by Radford [R] that it is unique, in the sense that the dimension of the space of left integrals equals 1.
For a Hopf agebra H, it is easy to see that a left integral λ is the same as a morphism of right H-comodules (left H * -modules) from H to the right H-comodule K with comultiplication K ∋ a → a ⊗ 1 H ∈ K ⊗ H. Then it is natural to generalize this definition to arbitrary finite dimensional H-comodules by puting M = Hom H * (H, M ). The advantage of this definition is that it can be considered for arbitrary coalgebras, since in general, for a coalgebra C there is no canonical C-comodule structure on K. We give an explicit description of the space of these generalized integrals for the case of the representative coalgebra (Hopf algebra) of a (locally) compact group and an interpretation at the group level. More precisely, we will consider vector-valued integrals on G, : C(G) → C n = V (or : L 1 (G) → C n ) with the "quantum-invariance" property x · f = η(x) · f for any f ∈ R c (G), where η : G → End(V ) = End(C n ); it turns out that η must actually be a representation of G. Then V with the left G-action is turned naturally into a right R c (G)-comodule and the integral restricted to R c (G) turns out to be an algebraic integral in the above sense, that is, ∈ Hom Rc(G) (R c (G) , V ).
We note that in the case of a locally compact group G, the coalgebra structure of R c (G) is the one encoding the information of representative functions, and so of the group itself:
the comultiplication of R c (G) is defined by ∆(f ) = n i=1 u i ⊗ v i , for the above u i , v i such that f (xy) = n i=1 u i (x)v i (y) for all x, y ∈ G. The algebra structure is given by (f * g)(x) = f (x)g(x), and this comes by "dualizing" the comultiplication δ of the coalgebra structure of C [G] , which is defined as δ(x) = x ⊗ x for x ∈ G. Since this coalgebra structure does not involve the group structure of G in any way (G might as well be a set), it is to be espected that only the coalgebra structure of R c [G] will encapsulate information on G. This suggests that a generalization of the existence and uniqueness of integrals results should be possible for the case of coalgebras.
With this in mind, we generalize the existence and uniqueness results from Hopf algebras to the pure coalgebraic setting. For a coalgebra C and a right finite dimensional right C-comodule M we define the space of left integrals l,M = Hom C * (C C , M C ) and similarly for left C-comodules N let r,N = Hom C * ( C C, C N ) be the space of right integrals. We note that this definition has been considered before in literature; see [DNR, Chapter 5.4] . It is noted there that if C is a left and right co-Frobenius coalgebra, then dim(Hom C * (C, M )) ≤ dim(Hom C * (C, M )); this result was proved i [St] for certain classes of co-Frobenius coalgebras (finite dimensional, or cosemisimple, or which are Hopf algebras). Our goal is to prove here far more general results, and give the generalization of the now well known result of Hopf algebras stating that a Hopf algebra is co-Frobenius if and only if it has nonzero left integrals (equivalently, has right integrals), and in this case, the integral is unique up to scalar multiplication.
It is natural to think to the dimensional comparison dim( l,M ) ≤ dim(M ) as a "uniqueness" of integrals for M and then to the statement dim( l,M ) ≥ dim (M ) as "existence of integrals". Recall that a coalgebra is called left (right) co-Frobenius if C embeds in C * as left (right) C * -modules, and simply co-Frobenius if it is both left and right co-Frobenius. We first show that for a coalgebra which is (just) left co-Frobenius, the "uniqueness" of (left) integrals holds for all right C-comodules M (dim( l,M ) ≤ dim (M ) ) and the "existence" of (right) integrals holds as well for all left C-comodules N (dim( r,N ) ≤ dim(N )).
Examples are provided lateron to show that the converse statements do not hold (even if both left and right existence -or both left and right uniqueness -of integrals are assumed).
On the way, we produce some interesting characterizations of the more general quasi-co-comodule, M * is a rational (finite dimensional) right C * -module so it has a compatible left C-comodule structure (i.e. M * ∈ C M). The left C * -module (or right C-comodule) N * for N ∈ C M (or finite dimensinoal N ∈ C M) can be defined similarly.
Definition 1.1 Let M be a right C-comodule. The space of the left integrals of M will be l,M = Hom(C C , M C ), the set of morphisms or right C-comodules (left C * -modules), regarded as a left C * -module by the action
We will sometimes write just M or N if there is no danger of confusion, that is, if the comodule M or N has only one comodule structure (for example, it is not a bimodule).
The following Lemma is very usefull for understanding these spaces of integrals and for computations, and the proof is standard:
Proof. For any ϕ ∈ Hom( C * M, C * N * ) one can define ψ ∈ Hom(N C * , M * C * ) by ψ(n)(m) = ϕ(m)(n) and conversely for any ψ ∈ Hom(N C * , M * C * ) define a corresponding morphism ϕ ∈ Hom( C * M, C * N * ) by the same formula. This (well) defines a bijection of sets, because we see that ϕ is a morphism of left C * -modules if and only if ψ is a morphism of right C * -modules. Indeed, for c * ∈ C * , m ∈ M and n ∈ N (c
and this proves the statement. Finally, the naturality in M and N is also a straghtforward computation which we omit here.
By the above, since for a finite dimensional comodule M we have M ≃ M * * , we have that
. We recall the following definitions here, and refer the reader to [L] or [DNR] for more details and characterizations of these coalgebras. Definition 1.3 Let C be a coalgebra.
• C is called left (right) co-Frobenius if C embeds in C * as left (right) C * -modules.
• C is called left (right) QcF (quasi-co-Frobenius) if C embeds in a coproduct of copies of C * as left (right) C * -modules, C ֒→ I C * .
• C is called co-Frobenius (or QcF) 
if it is both left and right co-Frobenius (or left and right QcF).
• A coalgebra C is said to be left semiperfect if E(T ) is finite dimensional for all T ∈ T (injective envelopes of simple right comodules are finite dimensional); right semiperfect coalgebras are defined similarly.
We have the following two characterizations of QcF and co-Frobenius coalgebras which show that these two properties are actually representation theoretic properties of a coalgebra, and they refer to a certain duality between the indecomposable left and the indecomposable right components of C and their multiplicities in C.
Proposition 1.4 Let C be a coalgebra. Then C is left QcF if and only if for all T ∈ T there is some (unique) S ∈ S such that E(T ) ≃ E(S) * .
Proof. First note that given T ∈ T , such S ∈ S is unique: if E(T ) ≃ E(S) * then E(T ) is rational and finitely generated so E(T ) is finite dimensional and therefore E(S) ≃ (E(S) * ) * ≃ E(T ) * so S is the socle of E(T ) * . Moreover, if this happens, denoting by S ′ is the set of those S's with E(S) * ≃ E(T ) for some T , we have morphisms of C * -modules
we have a monomorphism C ϕ ֒→ i∈L E(S i ) * , with S i simple left comodules and E(S i ) their injective envelopes (because C * ≃ S∈S E(S) * n(S) ). Since E(T ) are finite dimensional (see [DNR, ) and they are direct summands of C, it is straightforward to see that this monomorphism restricts to a monomorphism E(T ) ֒→ i∈I E(S i ) * with I a finite subset of L. To see this, let p i be the projection onto E(S i ) * ; then Ker (ϕ|
is finite dimensional, yielding such a monomorphism. Now E(T ) are also injective as C * -modules (see [DNR, Chapter 2.4] for example) and thus this monomorphism splits:
This shows that E(T ) is projective (which is also known by the fact that C is left QcF). By [I, Lemma 1.4 ], E(S i ) * are local indecomposale cyclic with unique maximal submodule
denotes the Jacobson radical of the module M , then we have
But E(T )/J(E(T )) = 0 since E(T ) is finite dimensional, and then the composition
is nonzero for at least one i (all the morphisms are the natural ones). Then the diagram:
is completed commutatively by f which has to be surjective (otherwise Im(f ) ⊆ M i so f = pf = 0). But E(S i ) * is projective, so f must split and we get
, and then Y = 0 since E(T ) is indecompozable. This completes the proof. Proof. If C ֒→ C * in C * M then for each T ∈ T there is a monomorphism ϕ : E(T ) p(T ) ֒→ S∈S E(S) * n (S) . C is semiperfect since it is left QcF (see [NT1] ) and so the E(T )'s are finite dimensional. Therefore, as before, we may again find a finite subset F of S and a monomorphism E(T ) p(T ) ֒→ S∈F E(S) * which splits as in the proof of Proposition 1.4:
Again, since all the E(S) * are local cyclic indecomposable, we get that E(T ) ≃ E(S) * for some S ∈ F ; moreover, there have to be at least p(T ) indecomposable components isomorphic to E(T ) on the right hand side of the above equation. But since E(S) * and E(S ′ ) * are not isomorphic when S and S ′ are not, we conclude that we must have n(S) ≥ p(T ) for the S for which E(S)
S ′ be the simple subcoalgebra of C associated to S. Then C S is a simple coalgebra which is finite dimensional, and C S ≃ S n(S) . The dual algebra C * S of C S is a simple finite dimensional algebra, C * S = (S * ) n(S) as left C * S -modules (or C * -modules) and thus C * S ≃ M n(S) (∆ S ), where ∆ S = End C * (S * ) is a division algebra. By Lemma 1.2 we also have ∆ S ≃ End(S C * ), and it is easy to see that the isomorphism in Lemma 1.2 also preserves the multiplicative structure thus giving an isomorphism of algebras. Let 
Proposition 1.7 The following assertions are equivalent: (M )). For simple modules it holds by assumption (ii). Assume the statement holds for comodules of length less than length (M ) . Let M ′ be a proper subcomodule of M and
Assume C is left QcF and again, let σ :
S) which is nonzero if and only if T * 0 ≃ S = σ(T ). This can only happen for at most one T . Thus we get that
holds for all T 0 if and only if this takes place for T 0 ranging in the image of σ, and by the above equalities, this is further equivalent to p(T ) ≤ n(σ(T )), ∀T ∈ T . By Proposition 1.5 this is equivalent to C being left co-Frobenius. This finishes (i)⇔(iii) under the suplimentary hypothesis of C being left QcF. For (a) if C is left QcF, since l,T 0 = 0 if and only if T * 0 ∈ Im(σ) we see that σ is bijective if and only if l,T = 0, ∀T ∈ T (since σ is automatically injective). The surjectivity of σ means that for all S ∈ S, there is some T such that E(S) * ≃ E(T ), or E(S) ≃ E(T ) * , which is equivalent to C being right QcF by Proposition 1.4. (b) Using (a) and the above facts, σ is bijective and so dim(
for all S ∈ S which means C is right co-Frobenius by the right hand side version of Proposition 1.5.
Remark 1.9 We see that by the above characterization of left QcF coalgebras, if C is left
QcF, then r,S = 0 for all S ∈ S; indeed, let T = S * and (ii) C is right QcF and r,S = 0 for all simple right rational C * -modules S.
Proof. C is also left QcF, so there is σ :
, and since S * 0 is a simple rational left C * -module, using also Lemma 1.2 we have Hom(E(S),
and this is nonzero if and only if S * 0 ≃ T , i.e. S = σ(T * 0 ) (all the Hom represent morphisms of C * -modules). This shows that
and therefore dim(Hom(H, (S 0 ) and thus we get dim(Hom(H, S 0 )) ≥ dim(S 0 ). Since H is a projective right C * -module, this inequality can be extended to all finite dimensional left C-comodules by an inductive argument on the length of the left C-comodule N , just as in the proof of Proposition 1.7. Finally, dim( r,N ) = dim(Hom(C, N )) ≥ dim(Hom(H, N )) ≥ dim(N ) and the proof is finished.
co-Frobenius coalgebras and Hopf algebras
The next theorem generalizes the existence and uniqueness of left and of right integrals from co-Frobenis Hopf algebras to the general case of co-Frobenius coalgebras, showing that, as in the Hopf algebra case, these are actually equivalent to the coalgebra being co-Frobenius. It is noted in [DNR, Remark 5.4 .3] that for co-Frobenius coalgebras dim C * (C, M ) ≤ dim (M ) . This was shown above in Proposition 1.7 to hold in a more general case of only left co-Frobenius coalgebras (with actual equivalent conditions) and the following gives the mentioned generalization:
Theorem 2.1 A coalgebra C is co-Frobenius (both on the left and on the right) if and only if
Proof. "⇒" Since C is left co-Frobenius, Proposition 1.7 shows that dim( l,M ) ≤ dim (M ) for finite dimensional right comodules M and as C is also right co-Frobenius, the right hand side of Proposition 1.11 shows that dim( r,M ) ≥ dim(M ) for such M . "⇐" Let T be a simple right C-comodule and S = T * . Let X be the socle of Rat(C * C * ) and
S ′ be the sum of all simple sub(co)modules of C * isomorphic to S. It is easy to see that X = S∈S X S and X S is semisimple isomorphic to a direct sum of comodules
and this contradicts the hypothesis. Then we get that I is finite and dim(Hom(C,
→ N ′′ → 0 be an exact sequence of finite dimensional left C-comodules; it yields the exact sequence of vector spaces
and this shows that f * is surjective. Then, by [DNR, Theorem 2.4 .17] we get that Rat(C * C * ) is injective. Then, since X is the socle of the injective left comodule Rat(C * C * ), we get
. By [I, Theorem 2.8] we get that C is left and right co-Frobenius.
We now give the applications of these general results to the equivalent characterizations of co-Frobenius Hopf algebras and the existence and uniqueness of integrals for Hopf algebras.
Recall that if H is a Hopf algebra over a field K, λ ∈ H * is called a left integral for H if h * · λ = h * (1)λ; this is equivalent to saying that the 1-dimensional vector space Kλ is a left ideal of H * which is rational, and its right comultiplication ρ : Kλ → Kλ ⊗ H writes ρ(λ) = λ ⊗ 1. Let l denote the space of all left integrals of H, and defined similarly, let r be the space of all right integrals. Note that l = Hom(
where K · 1 is the right H-comodule with comultiplication given by 1 → 1 ⊗ 1 H ; indeed ϕ : K · 1 → H * , ϕ(1) = λ ∈ H * , is a morphism of left H * -modules if and only if λ is an integral: 
We can however derive the following more general results due to Lin, Larson, Sweedler, Sullivan [L, LS, Su] . 
Theorem 2.3 Let H be a Hopf algebra. Then the following assertions are equivalent: (i) H is a left co-Frobenius coalgebra. (ii) H is a left QcF coalgebra. (iii) H is a left semiperfect coalegebra. (iv)
Rat( H * H * ) = 0. (v) l = 0. (v') l,M = 0 for some finite dimensional right H-comodule M . (vi) dim l = 1.(
Further applications
We use the above results to give a new characterization of co-Frobenius coalgebras. It is known from [I] and [II] that a K-coalgebra C is co-Frobenius if and only if the functors Hom C * (−, C * ) and Hom K (−, K) from C * M to M C * are isomorphic when restricted to the category of right C-comodules M C (rational left C * -modules); see [II] for similar characterizations of the more general quasi-co-Frobenius coalgebras. We will show that it is enough for the two functors to be isomorphic only on the finite dimensional rational C * -modules, or even more generaly, that the C * -dual and the K-dual of any finite dimensional rational comodule have the same dimension. 
and the result follows now as an application of Theorem 2.1.
Some Examples
We provide some examples to show that most of the general results given above are in some sense the best possible for coalgebras.
Example 3.1 Let C be the K-coalgebra having g, c n , n ≥ 1, n ∈ N as a basis and comultiplication ∆ and counit ε given by Then Hom(C/S, S) ≃ Hom(
Hom(S, S) and since there is a monomorphism
Hom(C/S, S) → Hom(C, S) = S , it follows that S is infinite dimensional. (In fact, it can be seen that S ≃ Hom(C/S, S): we have an exact sequence 0 → Hom(C/S, S) → Hom(C, S) → Hom(S, S). The last morphism in this sequence is 0, because otherwise it would be surjective (dim(Hom(S, S)) = 1) and this would imply that the inclusion S ⊆ C splits, which is not the case.) Thus we have dim(S) ≤ dim S for (all) the simple comodule(s) S. Then, for any C-comodule N , there exists a monomorphism S ֒→ N which produces a monomorphism S ֒→ N and therefore N is always infinite dimensional and so dim( N ) ≥ dim(N ), for all finite dimensional C-comodules N (and since C is cocommutative, this holds on both sides). Nevertheless, C is not co-Frobenius, since it is not even semiperfect: C = E(S). This shows that the converse of Proposition 1.11 does not hold.
Example 3.2 Let C be the divided power series K-coalgebra with basis c n , n ≥ 0 and comultiplication
the ring of formal power series, and the only proper subcomodules of C are C n = n i=0
Kc n .
Since all these are finite dimensional, C has no proper subcomodules of finite codimension, and we have N = Hom(C, N ) = 0 for any finite dimensional C-comodule N (again this holds both on left and on the right). Thus "uniqueness" dim( N ) ≤ dim(N ) holds for all N 's, but C is not co-Frobenius since it is not even semiperfect (C = E(Kc 0 )).
We give a construction which will be used in a series of examples, and will be used to show that the Propositions in the first sections are the best possible results. Let Γ be a dirrected graph, with the set of vertices V and the set of edges E. For each vertex v ∈ V , let us denote L(v) the set of edges coming into v and by R(v) the set of edges going out of v. For each side m we denote l(v) its starting vertex and r(m) its end vertex:
. We define the coalgebra structure K[Γ] over a field by K defining K[Γ] to be the vector space with basis V ⊔ E and comultiplication ∆ and counit ε defined by
Denote by < x, y, . . . > the K-vector space with spenned by {x, y, . . .} We note that this is the second term in the coradical filtration in the path coalgebra associated to Γ, and it is not difficult to see that this actually defines a coalgebra structure. Notice that the socle of K[Γ] is v∈V < v > and the types of symple (left, and also right) comodules are {< v >| v ∈ V }. We also note that there exist direct sum decomposition of
To see this, note that each of the components in the above decompositions is a left (respectively right) subcomodule of K [G] and that it has essential socle given by the simple (left and right)
Since < v > is the socle of E r (v), this shows that a simple right comodule < w > (w ∈ V ) is a quotient of an injective indecomposable component E r (v) whenever w = r(m) for some m ∈ R(v). This can happen exactly when E r (v) contains some m ∈ L(w). Therefore we have Hom
. Similarly, we can see that dim( r,<w> ) = dim K R(w) . We will use this to study different existence and uniqueness of integrals properties for such coalgebras. Also, we note a fact that will be easy to use in regards to "the existence of integrals" for a coalgebra C: if dim( r,S ) = ∞ for all simple left C-comodules S, then for any finite dimensional left C-comodule N , let S be a simple subcomodule of N ; then the exact sequence 0 → Hom C (C, S) → Hom C (C, N ) shows that dim( r,N ) = ∞, so existence of right integrals holds trivially in this case. We also note that the above coalgebra has the following:
• uniqueness of left (right) integrals if |L(w)| ≤ 1 (|R(w)| ≤ 1) for all w ∈ V , since in this case, dim( l,<w> ) ≤ 1 for all simple right comodules T =< w >, and this follows by Proposition 1.7
• existence of left (right) integrals if |L(w)| = ∞ (|R(w)| = ∞) for all w ∈ V since then dim( l,w ) = dim(K L(w) ) = ∞ and it follows from above.
is not left (right) semiperfect since E r (v) is not finite dimensional-it contains the elements of R(v) in a basis). Therefore, when this fails, K[Γ] cannot be left (right) QcF nor left (right) co-Frobenius.
* is local by duality. But dim(E r (w)/ < w >) = |R(w)| ≥ 2 and E r (w)/ < w > is semisimple, so it has more than one maximal subcomodule, which is a contradiction. Similarly, if |L(w)| ≥ 2 then K[Γ] is not right QcF (nor co-Frobenius).
Example 3.3 Let Γ be the graph N n with the order given by the "levels" diagram
and for elements in consecutive levels we have that two elements are comparable only in the situation (x 0 , x 1 , . . . , x n ) < (x 0 , x 1 , . . . , x n , x), x 0 = 0, x 1 , . . . , x n , x ∈ N. This is making r r r r r [L] or [DNR, Chapter 3.3 
]). Then the left existence and right uniqueness hold by the results in Section 1 (Corollary 1.8 and Proposition 1.11) but the coalgebra is not right co-Frobenius. Also, this shows that left co-Frobenius does not imply neither uniqueness of right integrals nor existence of left integrals, since in this case, any combination of existence and uniqueness of integrals would imply the fact that C is co-Frobenius by Theorem 2.1.
Example 3.6 Let Γ be the directed graph (tree) obtained in the following way: start with the tree below W (without a designated root):
This has infinitely many arrows going into the center-point c and infinitely many going out. Then for each "free" vertex x = c of this graph, glue (attach) another copy W such that the vertex x becomes the center of W , and one of the arrows of this copy of W will be the original arrow xc (or cx) with orientation. We continue this process for "free" vertices indefinitely to obtain the directed graph Γ which has the property that each of its vertex a has an infinite number of (direct) Since integrals are tightly connected to the notions of co-Frobenius and QcF coalgebras, we also give some examples which show the fine non-symmetry of these notions; namely, we note that there are coalgebras which are QcF (both left and right), co-Frobenius on one side but not co-Frobenius. Also, it is possible for a coalgebra to be semiperfect (left and right) and QcF only on one side. First, we note that the above general construction for graphs can be "enhanced" to contain non-pointed coalgebras. Namely, using the same notations as above, if Γ is a labeled graph, i.e. a graph such that there is a positive natural number n v = n(v) attached to each vertex v ∈ V , then consider K[Γ] to be the coalgebra with a basis
m ∈ E > and comultiplication and counit given by
Again, we can denote by
. . , n v >; these will be simple left and respectively right 
The vertices a n have labels positive natural numbers p n (they will be representing the simple subcoalgebras of the coalgebra C = K[Γ] which are comatrix coalgebras of the respective size). Between each two vertices a n−1 , a n there is a side x n . The above coalgebra
then has a basis {a n ij | i, j = 1, . . . , p n , n ∈ Z} ⊔ {x n ij | i = 1, . . . , p n−1 , j = 1, . . . , p n , n ∈ Z} and structure ∆(a n ij ) = pn k=1 a n ik ⊗ a n kj
With the above notations, let E r (n) = E r (a n ) = E r (a n , 1), E l (n) = E l (a n ) = E l (a n , 1).
This follows imediately by the definition of the left C * -action on M * . We then have the following formulas giving the comultiplication of E r (n − 1) =< a n−1
Then, on this basis, the right comultiplication of E l (n) * reads:
Indeed, this can be easily observed by testing equation (1) for the dual bases {a n k1 ; x n k1 } and {A n k1 ; X n k1 }. This shows that the 1-1 correspondence a n−1 1k ↔ X n k1 ; x n 1k ↔ A n k1 is an isomorphism of right C-comodules. Therefore, E l (n) * ≃ E r (n − 1), and then also E r (n) ≃ E l (n + 1) * for all n; thus we get that C is QcF (left and right) . One can also show this by first proving this coalgebra is Morita equivalent to the one obtained with the constant sequence p n = 1, which is QcF in a more obvious way, and using that "QcF" is a Morita invariant property. Note that dim(soc(E r (n))) = dim(< a n 1k [Wm] (see also review MR1851217) that a coalgebra C which is QcF on both sides must have left uniqueness of integrals (dim(Hom In fact, in the above example, denoting S l/r (n) = S l/r (a n , 1), we have an exact sequence of
(the E r (n)'s are also local). Comparing this to dim(S r (m)) = p m , we see that any inequality is possible (unless some monotony property of p n is assumed, as above).
Example 3.9 Let C = K[Γ] where Γ = (V, E) is the graph: 
By the above considerations
, dim(E r (v n )) = 2 for all n and dim(E l (v n )) = 2 if n > 0, dim(E l (v 0 )) = 1. Also, E r (v n ) ≃ E l (v n+1 ) * for all n.
Locally Compact Groups
We examine what do the generalized integrals represent for the case of locally compact groups. First we look at a very simple case. Consider the measure dµ t (x) = e itx dx on the group (R, +) for some t ∈ R, that is,
Then this measure µ t has a special type of "invariance", since
. Equivalently, this means that for any Borel set U we have µ t (U + a) = R χ U (x − a)dµ t (x) = e ita µ t (U ), that is, translation by a of a set has the effect of "scaling" it (its measure) by e ita (note that here t could be any complex number). We generalize this for a locally compact group G with left invariant Haar measure λ. Let µ be a complex vector measure on G, that is, µ = (µ 1 , . . . , µ n ) and so µ(U ) = (µ 1 (U ), . . . , µ n (U )) ∈ C n for any Borel subset U of G. We will be looking at the above type of invariance for such a measure µ, that is, measures such that right translation of U by g ∈ G will have the effect of scaling µ(U ) by η(g), where η(g) must be an n × n matrix, i.e. µ(U · g) = α(g) · µ(U ). With the natural left action of G on the set of all functions f : G → C defined by (y · f )(x) = f (xy), this writes equivalently
This leads to the following definition:
Definition 3.10 Let G be a topological group and : C c (G) → V = C n be a linear map, where C c (G) is the space of continuous functions of compact support on G. We say is a quantum
We note that the "quantum" factor η is a representation which is continuous if the linear map is itself continuous, where the topology on C c (G) is that of uniform convergence, thus that given by the sup norm ||f || = sup x∈G |f (x)| for f ∈ C c (G). For example, by general facts of measure theory, if G is locally compact = (λ 1 , . . . , λ n ) is continuous whenever = dµ, µ = (µ 1 , . . . , µ n ) and µ i are positive measures (i.e. λ i = (−)dµ i is positive in the sense that λ i (f ) ≥ 0 whenever f ≥ 0) or more generally, µ i = µ i1 − µ i2 + i(µ i3 − µ i4 ), where µ ij are all positive measures, since any σ-additive complex measure µ i can be written like this. Similarly, it can be seen that any continuous λ i : C c (G) → C can be writen as λ i = (λ i1 − λ i2 ) + i(λ i3 − λ i4 ) with λ ij positive linear functionals which can be represented as λ ij = (−)dµ ij by the Riesz Representation Theorem. We refer to [Ru] for the facts of basic measure theory.
Proposition 3.11 Let G be a locally compact group, : C c (G) → V = C n be a quantum η-invariant integral and W = Im ( ). Then:
Consider the induced map η : G → End(W ) which can be considered by (i), and denote it also by η. Then:
(ii) For any w = (f ) ∈ W and x, y ∈ G we have η(xy)w = η(xy) (f ) = (xy · f ) = η(x) (y · f ) = η(x)η(y) (f ) = η(x)η(y)w and so η(xy) = η(x)η(y) (since here η is considered with values in End(W )). Since 1 · f = f , we get η(1) = Id W . Hence Id W = η(1) = η(xx −1 ) = η(x)η(x −1 ) = η(x −1 η(x)) so η : G → GL(W ) is a representation. We note that this result holds also for the case when V is an infinite dimensional complex vector space. (iii) Let w 1 , . . . , w k be an orthonormal basis of W and let ε be fixed. For each i, let f i ∈ C c (G) be such that w i = f i . Since is continuous, we can choose δ i such that | (g − f i )| < ε whenever ||g − f i || < δ i , and let δ = min{δ i | i = 1, . . . , n}/2. Since f i is compactly supported and continuous, it is (well known that it is) also uniformly continuous, and therefore there is a neighbourhood U i of 1 -which may be assumed symmetric -such that if
This shows that the norm of η(x) − Id (as a continuous linear operator on W ) is small enough for x ∈ U : ||η(x) − η(1)|| = ||η(x) − Id|| ≤ ε √ k, so η is continuous at 1, so it is continuous everywhere since it is a morphism of groups η : G → GL(W ). Now let C = R c (G) be the coalgebra (and actually Hopf algebra) of continuous representative functions on G. It is well known that any continuous (not necessary unitary) finite dimensional representation of η : G → GL(V ) ⊂ End(V ) becomes a right R c (G)-comodule in the following way: if (v i ) i=1,n is a basis of V , one writes
and then it is straightforward to see that
is a comultiplication. Conversely, the action of (2) defines a representation of G whenever V is a finite dimensional R c (G)-comodule defined by (3). Also, the formula in (2) Proof. It is enough to show that λ is a morphism of left G-modules. But this is true, since x · λ(f ) = η(x)
We finish with a theorem for uniqueness and existence of η-invariant integrals. First we note that, as an application of a purely algebraic result, we can get the following nice and well known fact in the theory of compact groups:
Proposition 3.13 Let G be a compact group. Then any finite dimensional continuous (not necessary unitary) representation η : G → GL(V ) of G is completely reducible.
Proof. By the above comments, the statement is equivalent to showing that V is cosemisimple as a R c (G)-comodule. But R c (G) is a Hopf algebra H whose antipode S has S 2 = Id (since S(f )(x) = f (x −1 )) and it has integrals (in the Hopf algebra sense) -the left Haar integral, as it also follows by the above Proposition. This integral is nonzero and defined on all f ∈ R c (G), since G is compact. Then the result of [DNT] applies, which says that an involutory Hopf algebra with non-zero integrals is cosemisimple. Therefore, R c (G) is cosemisimple so V is cosemisimple. Therefore, the morphism of vector spaces Int η → l,V given by the restriction is injective. Since dim( l,V ) = dim(V ) by Theorem 2.1, we get the conclusion. The existence of quantum integrals can be easily obtained constructively from the existence of the Haar measure as follows. We note that for any v ∈ V , we can define H η (v) ∈ Int η by H η (v)(f ) = f (x −1 )η i,j (x)v j ) n i=1 . We note that this is well defined, that is, H η (v) is a quantum η-invariant integral: indeed let Λ = H η (v) = (Λ i ) n i=1 ; then using the fact that )Λ j (η ij ) n i=1 . Then we have θ η • H η = Id V . Indeed, we have
where we have assumed, without loss of generality, that G is a normalized Haar integral.
