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1. Introduction
The classical Cahn–Hilliard model introduced in 1958 is one of the most often studied problem
of mathematical physics. It has also many extensions and generalizations (see e.g. [1,20,10]), among
them the viscous Cahn–Hilliard equation that was introduced by A. Novick-Cohen in [21] to analyze the
dynamics of the ﬁrst order phase transitions. The viscous Cahn–Hilliard equation
(1− ν)ut = −
(
u + f¯ (u) − νut
)
, in Ω, (1)
where ν ∈ [0,1] and Ω is a bounded smooth domain in RN , includes as limiting cases the Cahn–
Hilliard equation (when ν = 0) and semilinear heat equation (when ν = 1) (see [8,12,15]). The
transition of the asymptotic behavior, as parameter ν varies from 0 to 1, was studied in [9] and
later in [4].
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understood nowadays (see e.g. [1,21,28,9,4]). A rather natural extension is to study that problem in
(space) unbounded domains Ω . The ﬁrst study of a variant of the original Cahn–Hilliard equation
in RN , including a priori estimates in L∞(RN ) and existence of the global solutions, was reported
in [3]. The case of unbounded domains in which the Poincaré inequality still holds (compare [26])
was studied later in [2] and [22], while considerations related to global existence of solutions corre-
sponding to particular (‘close to a constant’) initial data were reported in [18]. Note that Eq. (1) in
R
N has a rich set of evident solutions; it is satisﬁed by an arbitrary constant function u(t, x) = c.
This paper is devoted to the global solvability and properties of solutions to the Cauchy problem
in RN , N  3, for the extended viscous Cahn–Hilliard equation
{
(1− ν)ut = −
(
u + f (x,u) − νut
)
, t > 0, x ∈ RN ,
u(0, x) = u0(x), (2)
where ν ∈ [0,1) and the assumptions on the nonlinear function f will be stated later.
If we decide to stay inside the classical Sobolev spaces setting, a serious problem is that the spec-
trum of the negative Laplacian − in RN equals [0,∞), and is purely absolutely continuous (see [7,
p. 4]). That means, minus Laplacian in RN is invertible but (−)−1 is an unbounded operator while
its domain is dense in L2(RN ). Since in order to study Eq. (2) we need usually to invert the ﬁrst
right-hand side (minus) Laplacian in (2), we are thus forced to work with such an operator (−)−1;
some of its properties are recalled in Appendix A. In [6] a modiﬁcation of (2) was proposed where
we replaced the operator (−) with (− +  I),  > 0 ﬁxed. Local and global solvability and asymp-
totic behavior for such modiﬁcation was reported in that paper. Now we want to consider analogous
questions for the original problem (2).
We study ﬁrst local solvability of (2) in the standard phase space H1(RN ). Due to the techni-
cal diﬃculties, when obtaining asymptotic estimates of the H1(RN )-solutions, we were forced to
consider a smaller phase space; we called the solutions belonging to it ‘H-solutions’ (that class is
preserved in time). It is then much easier to estimate the H-solutions starting from one of the ‘in-
verted’ form of the problem (2); Eq. (40) or (43). This approach appears to be very well adapted to
the structure of the problem under consideration. Thus, the most involved results of that paper are
reported in Section 4 devoted to the H-solutions. In general, this paper provides a technical back-
ground for the further studies of the viscous Cahn–Hilliard equation in the whole RN . Furthermore,
Q (·), Q ′(·) :R+ → R+ denote the generic continuously increasing functions, and C , c are the generic
positive constants.
2. Setting of the problem and its local solvability
Throughout the paper the space dimension N is taken greater or equal 3 and less or equal 6 (due
to the limitation imposed in Assumption II). The standard notation of the Sobolev spaces is used and
by a− (a ∈ R) we denote any number strictly less than a, but close to a.
2.1. Operator Aν
Let ν ∈ (0,1). Denote by Aν the operator ((1 − ν)I − ν) in L2(RN ) with the domain D(Aν) =
H2(RN ). It is known that Aν , ν ∈ (0,1), is a closed positive deﬁnite and self-adjoint operator in
L2(RN ) with σ(Aν) ⊂ [1 − ν,+∞), so that (Aν)−1 ∈ L(L2(RN )) for ν ∈ (0,1). It is also known (e.g.
[13, p. 32]) that the operator − is sectorial in Lp(RN ), 1  p < ∞; in particular it is closable in
Lp(RN ).
2.2. Formulation of the problem and its local solvability
We are interested in real valued solutions of the problem (2). Our nonlinearity will have the form:
f (x,u) = f1(x,u) − αu,
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f1(x,u) = β(x)u − γ u3,
where β ∈ LN(RN )∩ L∞(RN ) is such that ∂β
∂xi
∈ LN(RN ) and ∂2β
∂x2i
∈ L N+64 (RN ), satisﬁes all our assump-
tions when N = 3. However, this function growth too fast when N > 3, i.e. the assumption (3) is not
satisﬁed.
Our ﬁrst task is the local in time solvability of the problem (2) in the phase space H1(RN ). For the
local solvability of (2) we need to impose the following conditions on the nonlinear term (compare
with [24,6] for similar assumptions):
Assumption I.
• The function f1 :RN × R → R is continuous with f1(·,0) ∈ L1(RN ) ∩ L2(RN ), and satisﬁes the
local Lipschitz condition:
∃q∈[0, 4N−2 ) ∃L>0 ∀s1,s2∈R ∀x∈RN
∣∣ f1(x, s1) − f1(x, s2)∣∣ L|s1 − s2|(I(x) + |s1|q + |s2|q), (3)
where we take 0 I(·) ∈ LN (RN ).
• Denoting F1(x, s) =
∫ s
0 f1(x, z)dz the antiderivative (primitive) of f1, the following estimate holds:
∃0<μ<α2 ∃0Cμ(·)∈L2(RN )∩L∞(RN ) ∃0φ(·)∈L1(RN ) ∀x∈RN , s∈R F1(x, s)μs2 + Cμ(x)|s| + φ(x).
(4)
Consider thus the viscous Cahn–Hilliard equation
{
(1− ν)ut = −
(
u + f (x,u) − νut
)
, t > 0, x ∈ RN ,
u(0, x) = u0(x), (5)
where ν ∈ (0,1). With the use of the operator Aν the problem (5) considered on the phase space
H1(RN ) will be rewritten as
ut = A−1ν
(−2u −  f (x,u))
= −
(
1
ν2
Aν − 2− 2ν
ν2
I + (1− ν)
2
ν2
A−1ν
)
u +
(
1
ν
I − 1− ν
ν
A−1ν
)
f (x,u),
u(0) = u0 ∈ H1
(
R
N). (6)
The last expression shows that the viscous Cahn–Hilliard equation will be viewed as an equation with
sectorial operator:
ut = −Bνu +
(
1
ν
I − 1− ν
ν
A−1ν
)
f (x,u) = −Bνu + F(u),
where Bν = ( 1ν2 Aν − 2−2νν2 I + (1−ν)
2
ν2
A−1ν ) is a bounded perturbation of the sectorial positive oper-
ator 1
ν2
Aν , so Bν , ν ∈ (0,1), is also sectorial (see [13, Corollary 1.4.5]). We will show that with
Assumption I, for ν ∈ (0,1), the nonlinearity F(u) = ( 1ν I − 1−νν A−1ν ) f (·,u) acting from H1(RN ) into
H−1+(RN ) is Lipschitz continuous on bounded sets.
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Lm(RN ) for m ∈ [ 2NN+2−2 ,2], due to assumption (3), we will write
∥∥F(u1) − F(u2)∥∥H−1+ (RN )
 C
(∥∥|u1 − u2|(I(·) + |u1|q + |u2|q)∥∥Lm∗ (RN ) + ‖u1 − u2‖L2(RN )), (7)
where m∗ = 2q+1 for 0  q < 2−2N and m∗ = 2NN+2−2 for 2−2N  q  4−2N−2 . Then, thanks to the em-
bedding H1(RN ) ⊂ Lp(RN ) for p ∈ [2, 2NN−2 ], and the Hölder inequality, we get
∥∥F(u1) − F(u2)∥∥H−1+ (RN )  C(B)‖u1 − u2‖H1(RN ).
Thus, for ν ∈ (0,1), the local solution of (5) varying in the phase space H1(RN ) exists (see [13]).
Note, that the exponent α in the scale of fractional order spaces connected with the operators Aν is
given through:
Xα = H1(RN), X = H−1+(RN),
so that α = 2−2 < 1, and Henry’s approach [13] applies. The local solution u satisﬁes:
u ∈ C([0, τmax); H1(RN))∩ C((0, τmax); H1+(RN)),
ut ∈ C
(
(0, τmax); H (1+)−
(
R
N)), (8)
where τmax is the ‘life time’ of the local solution u and a− denotes any real number strictly less than a.
Moreover, the solution fulﬁlls Cauchy’s integral formula:
u(t) = e−Bν tu0 +
t∫
0
e−Bν (t−s)F(u(s))ds, (9)
where e−Bν t is the linear analytic semigroup corresponding to the operator Bν in H−1+(RN ).
Consider next the case ν = 0. As for ν ∈ (0,1) we want the phase space to be equal to H1(RN ).
Eq. (5) with ν = 0 will be then satisﬁed in the space H−3+(RN ), and F(u) = −( f (·,u)). The
Lipschitz condition from bounded subset of Xα
′
0 = H1(RN ) to X0 = H−3+(RN ) (α′ = 4−4 ) will be
easily veriﬁed in that case, since:
∥∥F(u1) − F(u2)∥∥X0 =
∥∥−( f (·,u1) − f (·,u2))∥∥X0  c
∥∥ f (·,u1) − f (·,u2)∥∥X ,
and further estimate will be given precisely as in (7). So, local solvability in H1(RN ) is also justiﬁed
for ν = 0. The smoothness of u is the same as in (8), and a version of the Cauchy formula is also
available.
2.3. Higher regularity of the local solutions
In further studies we will need higher regularity of the local H1(RN )-solutions. Such a property
is natural for the solutions of parabolic problems with subcritical nonlinearity and will be obtained
using the bootstrapping argument. The solution starting at t = 0 in u0 ∈ H1(RN ) will enter, for t > 0,
H1+(RN ) (due to (8); we discuss here ν ∈ (0,1)). Hence, for arbitrary small t0 > 0 we will consider
a solution to (5) with initial data u(t0) ∈ H1+(RN ). After a ﬁnite repetition of that procedure, if f is
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as long as it exists (since t0 was an arbitrarily small positive number).
Due to regularization of the local H1(RN )-solution, proceeding as in [13,5] and using (9), we have
an explicit estimate in H1+−(RN ) (here we denote 0< δ :=  − −  1)
∥∥u(t)∥∥H1+− (RN ) 
∥∥e−Bν t∥∥L(H1(RN ),H1+− (RN ))‖u0‖H1(RN )
+
t∫
0
∥∥e−Bν (t−s)∥∥L(H−1+ (RN ),H1+− (RN ))
∥∥F(u(s))∥∥H−1+ (RN ) ds
 cν
t
−
2
‖u0‖H1(RN ) +
t∫
0
cν
(t − s) 2−δ2
∥∥F(u(s))∥∥H−1+ (RN ) ds.
When f ∈ C2 and fulﬁlls Assumption II below, single use of the regularization procedure described
above will show that u(t) ∈ H3(RN ) for t > 0 as long as the local solution exists.
Assumption II. We assume that 3 N  6, and f ∈ C2 with
∀η>0 ∃0Cη(·)∈LN (RN ) ∀s∈R ∀x∈RN
∣∣∣∣ ∂
2 f1
∂xi∂s
(x, s)
∣∣∣∣ η|s| 6N−2 + Cη(x),
∀η>0 ∃0C˜η(·)∈L∞(RN ) ∀s∈R ∀x∈RN
∣∣∣∣∂
2 f1
∂s2
(x, s)
∣∣∣∣ η|s| 6−NN−2 + C˜η(x),
∀η>0 ∃0C¯η(·)∈L2(RN ) ∀s∈R ∀x∈RN
∣∣∣∣∂
2 f1
∂x2i
(x, s)
∣∣∣∣ η|s| N+6N−2 + C¯η(x), (10)
moreover, ∂ f1
∂s (·,0) ∈ L∞(RN ) and ∂ f1∂xi (·,0) ∈ L2(RN ).
When N = 6 we need additionally to take η = 0 in the second condition (the critical exponent
for f1 equals 2 in that case). This implies that the second derivative
∂2 f1
∂s2
is bounded by ‖C˜0‖L∞(RN ) .
Moreover we need to assume that the function C˜0 is such that ‖C˜0‖L∞(RN ) is suﬃciently small.
Remark 1. As a consequence of the ﬁrst and second assumptions in (10) we get
∣∣∣∣∂ f1∂xi (x, s)
∣∣∣∣ η|s| N+4N−2 + Cη(x)|s| +
∣∣∣∣∂ f1∂xi (x,0)
∣∣∣∣, (11)
∣∣∣∣∂ f1∂s (x, s)
∣∣∣∣ η|s| 4N−2 + C˜η(x)|s| +
∣∣∣∣∂ f1∂s (x,0)
∣∣∣∣, (12)
respectively.
The estimates of the higher norms of the solutions will be given in the more complicated case
N = 3,4,5. The calculations for the case N = 6 are contained in the presented one.
Lemma 1. When f fulﬁlls Assumption II then the local H1(RN )-solution is bounded, for t > 0 and as long as
it exists, in H2(RN ) and H3(RN ) as stated explicitly in (16) and (25) below.
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∫
RN
(
(1− ν)I − ν)utu dx =
∫
RN
|∇u|2 dx+
∫
RN
∇ f (x,u) · ∇u dx.
Using (11) and (12) we have that
∥∥∇ f (·,u)∥∥L2(RN ) 
∥∥∥∥∂ f1∂u (·,u)|∇u|
∥∥∥∥
L2(RN )
+ α‖∇u‖L2(RN ) +
∥∥∥∥∂ f1∂xi (·,u)
∥∥∥∥
L2(RN )
 c
(
η‖u‖
4
N−2
L∞(RN ) + ‖C˜η‖L∞(RN )‖u‖L∞(RN ) +
∥∥∥∥∂ f1∂u (·,0)
∥∥∥∥
L∞(RN )
+ 1
)
‖∇u‖L2(RN )
+ c
(
η‖u‖
4+N
N−2
L
8+2N
N−2 (RN )
+ ‖Cη‖LN (RN )‖u‖
L
2N
N−2 (RN )
+
∥∥∥∥∂ f1∂xi (·,0)
∥∥∥∥
L2(RN )
)
.
Now it follows from Agmon’s inequality, a Sobolev embedding and interpolation that, if N  6, there
is a constant C > 0 such that
‖u‖L∞(RN )  C
(‖∇u‖L2(RN ) + ‖u‖L2(RN ))α‖u‖1−αH1(RN ), N − 24  α  1, (13)
‖u‖
L
8+2N
N−2 (RN )
 c
(‖∇u‖L2(RN ) + ‖u‖L2(RN )) N−2N+4 ‖u‖
6
N+4
H1(RN )
. (14)
If N = 3,4,5, we choose α = N−24 in (13), and the above estimates together with the bound of the
local solution in H1(RN ) (valid for t ∈ [0, τ−max]) lead to
1
2
d
dt
(
(1− ν)
∫
RN
|∇u|2 dx+ ν
∫
RN
(u)2 dx
)
dx
−‖∇u‖2L2(RN ) + c′
(
η‖∇u‖2L2(RN ) + const
(‖u0‖H1(RN ))). (15)
Note that we can add and subtract to the right-hand side of (15) the term 12‖∇u‖2L2(RN ) . The ‘plus’
term will be next incorporated to const(‖u0‖H1(RN )) (in case of the local solutions it is bounded in
terms of ‖u0‖H1(RN ) , while for global in time solutions we use the uniform in time estimate (30) to
get the same conclusion). Therefore, the right-hand side of (15) can be extended to
−‖∇u‖2L2(RN ) −
1
2
‖∇u‖2L2(RN ) + c′′
(
η‖∇u‖2L2(RN ) + const
(‖u0‖H1(RN )))
−‖u‖2L2(RN ) + const
(‖u0‖H1(RN ))
for suﬃciently small η > 0, where an elementary estimate has also been used
∫
N
(u)2 dx = −
∫
N
∇u · ∇u dx ‖∇u‖L2(RN )‖∇u‖L2(RN ).
R R
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∫
RN
|∇φ|2 dx+ ν ∫
RN
(φ)2 dx, the ﬁnal estimate implies that
d
dt
L1
(
u(t, ·))−cL1(u(t, ·))+ const′(‖u0‖H1(RN )), (16)
with const′(‖u0‖H1(RN )) independent of ν .
We proceed with the estimates of better norms of solutions to (2). Multiplying (5) by (−)2u we
get
(1− ν)
2
d
dt
‖u‖2L2(RN ) +
ν
2
d
dt
‖∇u‖2L2(RN ) = −
∥∥2u∥∥2L2(RN ) −
∫
RN
 f (x,u)2u dx. (17)
We need to estimate explicitly the last component
∥∥ f (x,u)∥∥L2(RN ) =
∥∥∥∥∥
N∑
i=1
∂2 f1
∂x2i
+ 2
N∑
i=1
∂2 f1
∂xi∂u
∂u
∂xi
+ |∇u|2 ∂
2 f1
∂u2
+
(
∂ f1
∂u
− α
)
u
∥∥∥∥∥
L2(RN )
, (18)
where, thanks to (10) and interpolation inequalities, the right-hand side terms will be estimated one
by one as follows:
∥∥∥∥∂
2 f1
∂x2i
∥∥∥∥
L2(RN )
 c
(
η‖u‖
N+6
N−2
L
2N+12
N−2 (RN )
+ ‖C¯η‖L2(RN )
)
 c
(‖u‖H1(RN ))(η‖u‖H4(RN ) + 1). (19)
Next
∥∥∥∥ ∂
2 f1
∂xi∂u
∂u
∂xi
∥∥∥∥
L2(RN )
 c
∥∥∥∥ ∂
2 f1
∂xi∂u
∥∥∥∥
LN (RN )
‖∇u‖
L
2N
N−2 (RN )
 c
(
η‖u‖
6
N−2
L
6N
N−2 (RN )
+ ‖Cη‖LN (RN )
)‖∇u‖
L
2N
N−2 (RN )
,
but
‖u‖
6
N−2
L
6N
N−2 (RN )
 c‖u‖
22−2N
3N−6
H1(RN )
‖u‖
2
3
H4(RN )
,
and
‖u‖
W
1, 2NN−2 (RN )
 c‖u‖
2
3
H1(RN )
‖u‖
1
3
H4(RN )
,
hence
∥∥∥∥ ∂
2 f1
∂xi∂u
∂u
∂xi
∥∥∥∥
L2(RN )
 Q
(‖u‖H1(RN ))(η‖u‖H4(RN ) + ‖Cη‖LN (RN )‖u‖
1
3
H4(RN )
)
. (20)
Since
2778 T. Dlotko et al. / J. Differential Equations 252 (2012) 2771–2791‖u‖L2(RN )  c‖u‖
2
3
H1(RN )
‖u‖
1
3
H4(RN )
,
‖∇u‖2L4(RN )  c‖u‖
12−N
6
H1(RN )
‖u‖
N
6
H4(RN )
,
and
‖u‖L∞(RN )  C‖u‖1−θH1(RN )‖u‖θH4(RN ),
N − 2
6
 θ < 1,
we have
∥∥∥∥|∇u|2 ∂
2 f1
∂u2
∥∥∥∥
L2(RN )

∥∥∥∥∂
2 f1
∂u2
∥∥∥∥
L∞(RN )
∥∥|∇u|∥∥2L4(RN )  c(η‖u‖
6−N
N−2
L∞(RN ) + ‖C˜η‖L∞(RN )
)‖∇u‖2L4(RN )
 Q
(‖u‖H1(RN ))(η‖u‖H4(RN ) + ‖C˜η‖L∞(RN )‖u‖
N
6
H4(RN )
)
, (21)
and also
∥∥∥∥
(
∂ f1
∂u
− α
)
u
∥∥∥∥
L2(RN )

(∥∥∥∥∂ f1∂u
∥∥∥∥
L∞(RN )
+ α
)
‖u‖L2(RN )
 c
(
η‖u‖
4
N−2
L∞(RN ) + ‖C˜η‖L∞(RN )‖u‖L∞(RN ) +
∥∥∥∥∂ f1∂u (·,0)
∥∥∥∥
L∞(RN )
+ 1
)
‖u‖
2
3
H1(RN )
‖u‖
1
3
H4(RN )
 Q
(‖u‖H1(RN ))
(
η‖u‖H4(RN ) + ‖C˜η‖L∞(RN )‖u‖
N
6
H4(RN )
+
(∥∥∥∥∂ f1∂u (·,0)
∥∥∥∥
L∞(RN )
+ 1
)
‖u‖
1
3
H4(RN )
)
. (22)
Collecting (18)–(22) we ﬁnally get
∥∥ f (x,u)∥∥L2(RN )  Q (‖u‖H1(RN ))(η‖u‖H4(RN ) + 1)
 Q ′
(‖u‖H1(RN ))(η∥∥2u∥∥L2(RN ) + 1). (23)
The last estimate together with (17) gives
1
2
d
dt
(
(1− ν)‖u‖2L2(RN ) + ν‖∇u‖2L2(RN )
)
−∥∥2u∥∥2L2(Ω) + c(η
∥∥2u∥∥2L2(Ω) + const(‖u0‖H1(RN ))). (24)
Setting L2(φ) := (1− ν)
∫
RN
(φ)2 dx+ ν ∫
RN
|∇φ|2 dx, for suﬃciently small η > 0 we have that
d
dt
L2
(
u(t, ·))−cL2(u(t, ·))+ const(‖u0‖H1(RN )), (25)
with const(‖u0‖H1(RN )) independent of ν . 
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3.1. A priori estimates
We will present next the, uniform in time, a priori estimate of the solutions to (5) in H1(RN ).
Such an estimate is suﬃcient to extend the local solution in the phase space H1(RN ) globally in time.
Remark 2. As a consequence of the assumption (3) we get
∣∣ f1(x, s)∣∣ LI(x)|s| + L|s|q+1 + ∣∣ f1(x,0)∣∣. (26)
The last condition provides us the following estimate on the primitive F1:
∣∣F1(x, s)∣∣
|s|∫
0
∣∣ f1(x, z)∣∣dz L
2
I(x)|s|2 + L
q + 2 |s|
q+2 + ∣∣ f1(x,0)∣∣|s|. (27)
But we usually prefer to use a slightly different condition (4).
To get the global in time a priori estimate in H1(RN ) we multiply Eq. (5) by the potential ω :=
u + f (x,u) − νut and integrate the result over RN
(1− ν)
∫
RN
ωut dx =
∫
RN
|∇ω|2 dx 0. (28)
Note that, as a consequence of (8) and (25), the expression |∇ω| is well deﬁned for t > 0 and as long
as the local H1(RN )-solution exists. Consequently, we ﬁnd that
d
dt
(
‖∇u‖2L2(RN ) + α‖u‖2L2(RN ) − 2
∫
RN
F1(x,u)dx
)
+ ν(1− ν)‖ut‖2  0. (29)
Then, thanks to (4) and (27), we obtain
∥∥∇u(t)∥∥2L2(RN ) + (α − 2μ− ζ )
∥∥u(t)∥∥2L2(RN )
 ‖∇u0‖2L2(RN ) + α‖u0‖2L2(RN ) +
1
ζ
‖Cμ‖2L2(RN ) + 2‖φ‖L1(RN ) + L‖I‖LN (RN )‖u0‖2
L
2N
N−1 (RN )
+ C‖u0‖q+2H1(RN ) + 2‖u0‖L 2NN−2 (RN )
∥∥ f1(·,0)∥∥
L
2N
N+2 (RN )
, (30)
where the constant ζ is chosen such that M1 := (α − 2μ − ζ ) > 0.
Remark 3. For the future needs it is important to note that the above H1(RN ) a priori estimate of the
solution u(t) is uniform for t > 0 and also for u0 varying in (centered at zero) balls B(0,ρ) ⊂ H1(RN ).
It follows also from (30) that images of bounded subsets of H1(RN ) through the semigroup generated
by (5) on H1(RN ) stay bounded for t > 0.
We will show that, as a consequence of the above uniform in time a priori estimate of u in
H1(RN ), such a local solution will be extended globally in time in the phase space H1(RN ). We
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subordination condition to prove this property. We need to show the estimate (here ν ∈ (0,1)):
∥∥F(u(t))∥∥H−1+ (RN ) =
∥∥∥∥
(
1
ν
I − 1− ν
ν
A−1ν
)
f
(·,u(t))
∥∥∥∥
H−1+ (RN )
 K
(∥∥u(t)∥∥H1(RN )), (31)
with a nondecreasing function K : [0,∞) → [0,∞) (which is a simple form of the subordination
condition). We only mention that the estimate of the H−1+(RN ) norm through the H1(RN ) norm
follows closely the estimate (31). Consequently we obtain a subordination allowing us to extend the
local H1(RN )-solution globally in time.
The case ν = 0 should be treated separately. The considerations concerning H1(RN ) a priori esti-
mate (30) stay valid for ν = 0 as well. The subordination condition now reads:
∥∥F(u(t))∥∥H−3+ (RN ) =
∥∥−( f (·,u(t)))∥∥H−3+ (RN )
 K ′′
(∥∥u(t)∥∥H1(RN ),
∥∥ f (·,0)∥∥L2(RN )), (32)
as in the proof of (31). Consequently, global in time extendibility of the local solution u(t) in H1(RN )
follows.
Hence the problem (5), ν ∈ [0,1), deﬁnes on the phase space H1(RN ) a semigroup:
S(t)u0 = u(t), t  0, (33)
where u(t) is the global in time H1(RN )-solution corresponding to initial datum u0 constructed above.
3.2. Lyapunov function
We will show that the expression below is a Lyapunov function for the problem (5), more precisely
L : H1(RN ) → R with
L(u) = α‖u‖2L2(RN ) + ‖∇u‖2L2(RN ) − 2
∫
RN
F1(x,u)dx, (34)
where the function F1(x,u) =
∫ u
0 f1(x, s)ds is a primitive of f1.
With our assumptions (3), (4), the following properties of L are easy to obtain:
• L is bounded from below.
• L is continuous on H1(RN ).
• For each u ∈ H1(RN ) the function (0,+∞)  t → L(S(t)u) ∈ R is nonincreasing.
It follows from (29) that
d
dt
L
(
u(t)
)
 0.
• For any v ∈ H1(RN ) we have
L
(
S(t)v
)= const for all t  0 implies that S(t)v = v for all t  0.
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d
dt
L
(
u(t)
)= −2
1− ν
∫
RN
|∇ω|2 dx− 2ν∥∥ut(t)∥∥2L2(RN )  0 for t > 0, (35)
so that in particular, when the functional L is constant on the solution u(t),
∥∥ut(t)∥∥2L2(RN ) = 0 for t > 0.
Consequently, ut(t, x) = 0 a.e. in RN for t > 0.
• L(ϕ) → ∞ as ‖ϕ‖H1(RN ) → ∞.
Using (4) and the Cauchy inequality we obtain
L(u) ‖∇u‖2L2(RN ) + (α − 2μ− ζ )‖u‖2L2(RN ) −
1
ζ
‖Cμ‖2L2(RN ) − 2‖φ‖L1(RN )

(
min
{
1, (α − 2μ− ζ )}‖u‖2H1(RN ) − 1ζ ‖Cμ‖2L2(RN ) − 2‖φ‖L1(RN )
)
→ ∞ (36)
as ‖u‖H1(RN ) → ∞ (the constant ζ is chosen such that α − 2μ − ζ > 0).
3.3. Stationary solutions of the problem (5)
To get an estimate of the stationary solution of (5) we need to assume the following condition:
∃0<δ<α ∃0Cδ(·)∈L2(RN ) ∃0ψ(·)∈L1(RN ) ∀x∈RN , s∈R f1(x, s)s  δs2 + Cδ(x)|s| + ψ(x). (37)
We present here an estimate, in H1(RN ), of the stationary solutions v of (5).
Note that the stationary solution v is a weak solution of the problem
v + f (x, v) = 0, x ∈ RN . (38)
Multiplying (38) by v and integrating over RN , due to (37), we get
‖∇v‖2L2(RN ) =
∫
RN
f (x, v)v dx (δ − α)‖v‖2L2(RN ) + ‖Cδ‖L2(RN )‖v‖L2(RN ) + ‖ψ‖L1(RN ).
Then, using the Cauchy inequality, we have
‖∇v‖2L2(RN ) + (α − δ − ξ)‖v‖2L2(RN ) 
1
4ξ
‖Cδ‖2L2(RN ) + ‖ψ‖L1(RN ), (39)
where the constant ξ is such that α − δ − ξ > 0.
Remark 4. We have shown existence of a Lyapunov function for the problem (5). Also, under an extra
assumption (37), the set of the stationary solutions is bounded in H1(RN ). Consequently, the Cauchy
problem (5) generates a gradient system in H1(RN ) in the sense of [23]. In particular, boundedness
in H1(RN ) of the set of stationary solutions guarantees that the semigroup of the global H1(RN )-
solutions to (5) is point dissipative in H1(RN ).
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4.1. The phase space H and its preliminary properties
We have already introduced and studied the global solutions to Cauchy’s problem (2) in H1(RN ).
In the further considerations of the asymptotic behavior of solutions we face technical diﬃculties
when proving asymptotic compactness of the semigroup generated by (2) on that phase space. It is
easier to work on an ‘inverted’ form of Eq. (2), which reads
(1− ν)(−)−1ut + νut = u + f (x,u), (40)
and is obtained by applying the operator (−)−1 to both sides of (2). Unfortunately, the operator
(−)−1 is unbounded and to be able to work on ‘inverted’ equation (40) we need to introduce a
subclass H of the H1(RN )-solutions (which will be shown to be preserved in time).
Deﬁnition 1. An H1(RN )-solution to (5) will be called H-solution provided that (−)− 12 u0 ∈ L2(RN )
and
(−)− 12 u ∈ L∞(t0, T ; L2(RN)) and (−)−1ut ∈ L2(0, T ; L2(RN)) (41)
for arbitrary 0< t0 < T .
Remark 5. Following the general deﬁnition of the domain of a linear unbounded operator, we have
D
(
(−)− 12 )= {φ ∈ L2(RN); (−)− 12 φ ∈ L2(RN)}.
Since in case of the H-solutions: u,ut , (−)− 12 u, (−)−1ut ∈ L2(RN ) (at least for a.e. t ∈ (0, T )), then
ut ∈ D((−)−1) ⊂ D((−)− 12 ). Consequently we have:
u, (−)− 12 ut ∈ D
(
(−)− 12 ). (42)
When proving the estimates of the H-solutions an ‘intermediate’ form of Eq. (2) will be frequently
used, which reads
(1− ν)(−)− 12 ut = (−) 12
(
u + f (x,u) − νut
)
. (43)
It is obtained by applying the operator (−)− 12 to (2).
A preliminary property of the H-solution is formulated next. We have namely:
Lemma 2. A stronger requirement in (41) is true for the H-solutions, namely that (−)− 12 u ∈ C((0, T );
L2(RN )). Moreover, formula (46) holds.
Proof. It follows from [16, p. 299 and Problem 3.32, p. 279], that the realization of (−) in L2(RN )
is m-accretive in the sense of Kato. Consequently, by [16, Theorem 3.35, p. 281], there exists a unique
m-accretive square root (−) 12 , which is also self-adjoint and nonnegative.
Since (e.g. [19,17]) ((−)α)−1 = (−)−α , α ∈ (0,1), and (−) 12 is symmetric with dense range
R
(
(−) 12 )= D((−)− 12 )⊃ L 2NN+2 (RN)∩ L2(RN),
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accretive.
We will show next that (−)− 12 ut = ((−)− 12 u)t . According to (8) ut ∈ C((0,∞); H(1+)− (RN )),
so that in particular for |h| h0, t ∈ [t0, T ], t0 > 0,∥∥∥∥ut(t) − u(t + h) − u(t)h
∥∥∥∥
L2(RN )
 γ
(|h|)→ 0 as |h| → 0.
Now, for arbitrary η ∈ S , due to Proposition 2,
∣∣∣∣
∫
RN
(−)− 12 utηdx−
∫
RN
(−)− 12 u(t + h)ηdx− ∫
RN
(−)− 12 u(t)ηdx
h
∣∣∣∣
=
∣∣∣∣
∫
RN
(
(−)− 12 ut − (−)
− 12 u(t + h) − (−)− 12 u(t)
h
)
ηdx
∣∣∣∣
=
∣∣∣∣
∫
RN
(
(−)− 12 ut − (−)− 12 u(t + h) − u(t)
h
)
ηdx
∣∣∣∣

∥∥∥∥(−)− 12 ut − (−)− 12 u(t + h) − u(t)h
∥∥∥∥
L
2N
N−2 (RN )
‖η‖
L
2N
N+2 (RN )
 c
∥∥∥∥ut(t) − u(t + h) − u(t)h
∥∥∥∥
L2(RN )
‖η‖
L
2N
N+2 (RN )
 γ
(|h|)‖η‖
L
2N
N+2 (RN )
. (44)
The last estimate shows that
(−)− 12 u(t + h) − (−)− 12 u(t)
h
⇀ (−)− 12 ut as |h| → 0,
weakly in L
2N
N−2 (RN ). Consequently, there exists a weak L
2N
N−2 (RN ) derivative ((−)− 12 u)t (see e.g. [11,
Chapter IV, 1]) and it is equal to (−)− 12 ut , which belongs to L2(t0, T ; L2(RN )) as assumed for the
H-solution. Explicitly, thanks to (44),
∀t∈[t0,T ] ∀η∈S
∫
RN
(−)− 12 utηdx =
∫
RN
(
(−)− 12 u)tηdx= ddt
∫
RN
(−)− 12 uηdx. (45)
It now follows from (41), (45) and denseness of S in L2(RN ) that the condition (iii) of [27, p. 69],
is satisﬁed for (−)− 12 u and (−)− 12 ut (with X = L2(RN )), so that (−)− 12 u is a primitive of
(−)− 12 ut according to [27, Lemma 3.1].
Finally, by the Lions lemma (e.g. [27, p. 71] with V = H = L2(RN )) and the comment following
(45), for H-solution u the function (−)− 12 u(·) is equivalent a.e. to a continuous function [t0, T ] →
L2(RN ). Moreover, in the sense of scalar distributions,
2
∫
RN
(−)− 12 ut(−)− 12 u dx = d
dt
∥∥(−)− 12 u∥∥2L2(RN ) (46)
on (0, T ), since t0 > 0 was arbitrary. 
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Eq. (40) in estimates of the H-solutions. The two equalities are satisﬁed in that case, as stated in the
lemma below.
Lemma 3. For the H-solutions, in space dimensions N  5, the following two equalities are valid:
∫
RN
(−)−1utu dx = 1
2
d
dt
∫
RN
[
(−)− 12 u]2 dx,
∫
RN
(−)−1utut dx =
∫
RN
[
(−)− 12 ut
]2
dx. (47)
Proof. We start by checking the ﬁrst condition in (47). When ut ∈ L2(RN ) and N  5, the equality
(−)−1ut = (−)− 12 (−)− 12 ut follows from Corollary 1 (with p = 2,α = β = 12 ). Consequently,
∫
RN
(−)−1utu dx =
∫
RN
(−)− 12 (−)− 12 utu dx. (48)
The rest of the proof is a direct repetition of the proof of Lemma 2.
The proof of the second condition in (47) is included in the proof of the ﬁrst condition of (47). 
We next have:
Lemma 4. Any H1(RN )-solution to (5) with (−)− 12 u0 ∈ L2(RN ) is actually an H-solution to (5).
Proof. We will check ﬁrst condition (41) in part connected to (−)−1ut . Recalling Eq. (40):
(1− ν)(−)−1ut = −νut + u + f (x,u),
we observe that thanks to (8), ut ∈ L2(0, T ; L2(RN )). A similar property of the two further components
at the right-hand side above can be shown as follows. We multiply (5) by u to get
1
2
d
dt
(
(1− ν)
∫
RN
u2 dx+ ν
∫
RN
|∇u|2 dx
)
= −
∫
RN
(u)2 dx−
∫
RN
f (x,u)u dx
−1
2
∫
RN
(u)2 dx+ 1
2
∫
RN
f 2(x,u)dx. (49)
Moreover, thanks to (26), we have that
∫
RN
f 2(x,u)dx c
( ∫
RN
(
I2(x) + 1)u2 dx+
∫
RN
|u|2(q+1) dx+
∫
RN
f 21 (0, x)dx
)
. (50)
Applying a version of the Nirenberg–Gagliardo inequality:
‖φ‖2(q+1)
L2(q+1)(RN )  c‖φ‖
Nq−2(q+1)
H2(RN )
‖φ‖Nq2N
N−2 N
(51)
L (R )
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side component (50), due to (49), we conclude that u ∈ L2(0, T ; L2(RN )). Consequently, f (·,u) ∈
L2(0, T ; L2(RN )). Therefore, (−)−1ut ∈ L2(0, T ; L2(RN )). This implies, since ut ∈ L2(0, T ; L2(RN )) for
the H1(RN )-solutions, that ut ∈ D((−)−1) ⊂ D((−)− 12 ).
Similar observation for (−) 12 u follows, through usual Gronwall inequality, from the estimate
∫
RN
[
(−)− 12 u(t)]2 dx−
∫
RN
[
(−)− 12 u0
]2
dx
=
t∫
0
d
ds
∫
RN
[
(−)− 12 u(s)]2 dxds
= 2
t∫
0
∫
RN
(−)− 12 us(s)(−)− 12 u(s)dxds

t∫
0
( ∫
RN
[
(−)− 12 u(s)]2 dx+
∫
RN
[
(−)− 12 us(s)
]2
dx
)
ds,
since (−)− 12 us ∈ L2(0, T ; L2(RN )). Consequently, u ∈ D((−)− 12 ).
Using next the assumption (37), multiplying (43) by (−)− 12 u, we get an estimate:
1− ν
2
d
dt
∫
RN
[
(−)− 12 u]2 dx+ ν
2
d
dt
∫
RN
u2 dx = −
∫
RN
|∇u|2 dx+
∫
RN
f (x,u)u dx. (52)
This leads to another Lyapunov type functional L1(φ) = 1−ν2
∫
RN
[(−)− 12 φ]2 dx + ν2
∫
RN
φ2 dx, which
satisﬁes
d
dt
L1
(
u(t)
)+
∫
RN
|∇u|2 dx (δ − α)
∫
RN
u2 dx+
∫
RN
Cδ(x)|u|dx+
∫
RN
ψ(x)dx. (53)
Consequently,
L1
(
u(t)
)
 L1(u0) + c
t∫
0
∫
RN
(
C2δ (x) + ψ(x)
)
dxds, (54)
so that any H1(RN )-solution with (−)− 12 u0 ∈ L2(RN ) preserves such property in time
1− ν
2
∫
RN
[
(−)− 12 u(t)]2 dx L1(u0) + ct
∫
RN
(
C2δ (x) + ψ(x)
)
dx. (55)
This proves that the ﬁrst condition required in (41) is satisﬁed. 
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It is clear that for arbitrary u0 ∈ H1(RN ) with (−)− 12 u0 ∈ L2(RN ) there exists a unique (since
the H1(RN )-solution is unique) H-solution to (5). Such a solution varies in the phase space Y = {φ ∈
H1(RN ); (−)− 12 φ ∈ L2(RN )}, a linear subspace of H1(RN ). As a consequence of Proposition 2, it is
also clear that
H1
(
R
N)∩ L 2NN+2 (RN)⊂ Y ⊂ H1(RN).
In particular Y is dense in H1(RN ). We can introduce in the set Y a seminorm
|φ|− 12 =
∥∥(−)− 12 φ∥∥L2(RN ),
and consider Y as a metric space normed by
‖φ‖Y = ‖φ‖H1(RN ) + |φ|− 12 .
It can be seen that the space Y equipped with the scalar product
(φ,ψ)H1(RN ) +
(
(−)− 12 φ, (−)− 12 ψ)L2(RN )
is a pre-Hilbert space (see [27, p. 55] for a quite similar comment).
4.3. Asymptotic a priori estimate of the H-solutions
We will show now existence of a bounded absorbing set for the semigroup {S(t)}. We multiply
(43) by (−)−12 ut and integrate over RN . The right-hand side will be next calculated approximating
(−)−12 ut in L2(RN ) by a sequence {φn} ⊂ H1(RN ) (so that (−) 12 φn → ut in H−1(RN )), and using
self-adjointness of (−) 12 in L2(RN ). We get
(1− ν)∥∥(−)− 12 ut∥∥2L2(RN ) + ν‖ut‖2L2(RN )
= d
dt
(
−1
2
‖∇u‖2L2(RN ) −
α
2
‖u‖2L2(RN ) +
∫
RN
F1(x,u)dx
)
. (56)
Let
E(φ) = 1− ν
2
∥∥(−)− 12 φ∥∥2L2(RN ) + α + ν2 ‖φ‖2L2(RN ) +
1
2
‖∇φ‖2L2(RN ) −
∫
RN
F1(x, φ)dx (57)
and
E1(φ) = −‖∇φ‖2L2(RN ) +
∫
RN
f (x, φ)φ dx. (58)
Adding (56) and (52), due to (47), (57) and (58), we obtain
d
E
(
u(t)
)
 E1
(
u(t)
)
,dt
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E
(
u(t)
)
 E(u0) +
t∫
0
E1
(
u(s)
)
ds.
Moreover, from the assumptions (4) and (37), we get
E
(
u(t)
)
 1
2
(
(α + ν − 2μ− ζ )∥∥u(t)∥∥2L2(RN ) +
∥∥∇u(t)∥∥2L2(RN ))
−
(
1
2ζ
‖Cμ‖2L2(RN ) + ‖φ‖L1(RN )
)
(59)
and
E1
(
u(t)
)
−∥∥∇u(t)∥∥2L2(RN ) − (α − δ − ξ)
∥∥u(t)∥∥2L2(RN ) + 14ξ ‖Cδ‖2L2(RN ) + ‖ψ‖L1(RN ), (60)
where the constants ζ and ξ are chosen such that α−δ−ξ > 0 and α+ν−2μ−ζ > 0. Consequently,
we have
1
2
(
(α + ν − 2μ− ζ )∥∥u(t)∥∥2L2(RN ) +
∥∥∇u(t)∥∥2L2(RN ))
 E(u0) + 1
2ζ
‖Cμ‖2L2(RN ) + ‖φ‖L1(RN ) −
t∫
0
[(
(α − δ − ξ)∥∥u(s)∥∥2L2(RN ) +
∥∥∇u(s)∥∥2L2(RN ))
−
(
1
4ξ
‖Cδ‖2L2(RN ) + ‖ψ‖L1(RN )
)]
ds, (61)
which asymptotic estimate of the H-solutions will be concluded in a form of the lemma below.
Lemma 5. For any M > 14ξ ‖Cδ‖2L2(RN ) + ‖ψ‖L1(RN ) and any bounded (satisfying E(u0) < ∞) set B, there
exists a time T = TB,M such that for any solution with initial data in B, there is a t0 ∈ [0, T ] (depending on
the initial data) such that
∥∥∇u(t0)∥∥2L2(RN ) + (α − δ − ξ)
∥∥u(t0)∥∥2L2(RN )  M. (62)
Deﬁne next the set
B0 =
⋃
t0
S(t)B1, (63)
where
B1 =
{
u0 ∈ H1
(
R
N): ‖∇u0‖2L2(RN ) + (α − δ − ξ)‖u0‖2L2(RN )  M,
∥∥(−)− 12 u0∥∥L2(RN ) < +∞}.
(64)
We have
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semigroup of the H-solutions.
Proof. The following properties of the sets B0, B1 can be easily seen:
• From (30) we know that B0 is bounded in H1(RN ).
• Obviously, B0 is positively invariant, i.e., S(t)B0 ⊂ B0 for any t  0.
• B1 ⊂ B0.
• From (62) we know that: for any bounded (satisfying E(u0) < ∞) set B , there is a TB < ∞ such
that for any u0 ∈ B , there exists (at least) some t0 ∈ [0, T ] such that
S(t0)u0 ∈ B1,
therefore
S(t0)u0 ∈ B0.
Consequently, by the positive invariance of B0
S(TB)u0 = S(TB − t0)S(t0)u0 ∈ B0,
which implies that
S(TB)B ⊂ B0,
in particular,
S(t)B ⊂ B0 for all t  TB .
Therefore, B0 is a positively invariant bounded absorbing set in H1(RN ). 
Combining Lemma 6 with (16), we have immediately
Theorem 1. Under the assumptions of Lemma 5, for the bounded absorbing set B0 given in (63), there are
positive constants M and T (which depend on the H1-bound of B0) such that
∥∥S(t)B0∥∥H2(RN )  M < ∞ for all t  T .
We will formulate next a remark discussing a further regularity of the H-solutions for t > 0.
Remark 6. It was observed in Section 2.3 that under our Assumption II the (global) H1(RN )-solutions
to (2) enter H3(RN ) for t > 0. This property gives also additional regularity of the H-solutions. For
t > 0 the potential ω = u + f (x,u) − νut will belong to H1(RN ). Next, due to the equality (40),
(1− ν)(−)−1ut = u + f (x,u) − νut , valid for the H-solutions, also (−)−1ut ∈ H1(RN ) for t > 0.
A more complete discussion of the asymptotic behavior of the H-solutions will be given in the
forthcoming publication. Now we recall the known in the literature properties of an operator (−)−1.
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As mentioned in the Introduction the operator (−)−1 is often unbounded (of course, depending
on the spaces it acts on). We describe here better its properties. First, using the Fourier transform,
an explicit form of that operator can be found (see [7, p. 5]). Denoting G0(x) = cN |x|−(N−2) , we have
namely:
(−)−1φ = G0 ∗ φ, (A.1)
when N > 2. The properties of the operator (A.1) will be then studied based on the following inge-
nious Hardy–Littlewood–Sobolev inequality that can be found in [14, Chapter 4.5].
Denote ka(y) = |y|− Na , where y ∈ RN , a ∈ R. It is easy to see that
∫
k(y)r dy is divergent at inﬁnity
when ra  1, also it is divergent at 0 when
r
a  1. However, the following result is valid, just as this
function will belong to La(RN ):
Proposition 1. Let 1< a < ∞,1< p < q < ∞ and
1
p
+ 1
a
= 1+ 1
q
.
Then
‖ka ∗ φ‖Lq(RN )  Cp,a‖φ‖Lp(RN ), (A.2)
where φ ∈ C0(RN ) and ka is the kernel introduced above.
Note, that in the case of the kernel G0 introduced in (A.1), the corresponding number a equals
N
N−2 (N > 2). A direct application of the proposition above gives us an estimate; since the relation
between the constants reads 1p = 2N + 1q in that case, for q = 2NN−2 we have that
∥∥(−)−1φ∥∥
L
2N
N−2 (RN )
= ‖G0 ∗ φ‖
L
2N
N−2 (RN )
 cN‖φ‖
L
2N
N+2 (RN )
, (A.3)
which shows that the (−)−1 is a bounded operator from L 2NN+2 (RN ) into L 2NN−2 (RN ) (and so, in
particular, from L
6
5 (R3) into L6(R3)).
Since the following condition
−u = 0, u ∈ H1(RN) ⇒
∫
RN
|∇u|2 dx = 0, u ∈ H1(RN) ⇒ u = const = 0 a.e. in RN ,
then (−) : H1(RN ) → H−1(RN ) is invertible. But the inverse (−)−1 : H−1(RN ) → H1(RN ) is un-
bounded. Indeed, if it is bounded, then
∃C1>0 ∀φ∈H−1(RN )
∥∥(−)−1φ∥∥H1(RN )  C1‖φ‖H−1(RN ),
which can be extended to
C
∥∥(−)−1φ∥∥L2(RN ) 
∥∥(−)−1φ∥∥H1(RN )  C1‖φ‖H−1(RN )  CC1‖φ‖L2(RN ),
so that (−)−1 has to be bounded in L2(RN ), which is not the case.
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inequality for Riesz potentials (covering our case when α = 2). For 0 < α < N denote by Iα the
convolution:
Iα ∗ f (x) = cN
∫
RN
f (y)
|x− y|N−α dy. (A.4)
The following estimate is valid:
Proposition 2. Let α > 0, 1< p < ∞, and αp < N. Then there exists a constant C = C(N, p) such that
‖Iα ∗ f ‖Lp∗ (RN )  C‖ f ‖Lp(RN ), p∗ =
Np
N − αp , (A.5)
whenever f ∈ Lp(RN ).
The Riesz potentials enjoy the following additivity property (see [19, Corollary 4.4]).
Corollary 1. If Reα > 0, Reβ > 0 and Re(α + β) < N2p , then
RαRβφ = Rα+βφ (A.6)
for all φ ∈ Lp(RN ). Here Rαφ = (−)−αφ for all φ ∈ Lp(RN ), 1 p < N2Reα .
The property (A.6), for elements of S , was ﬁrst reported in [25, Chapter V]:
RαRβφ = Rα+βφ, φ ∈ S, α > 0, β > 0, α + β < N
2
.
The following estimates hold, which together with the denseness of C∞0 (RN ) in Wk,p(RN ) allows
us to study the Lyapunov function (34) (even for the H1(RN )-solutions).
Lemma 7. The following property holds, for arbitrary function φ ∈ T ,
∫
RN
(−)−1φφ dx 0. (A.7)
Proof. To justify the condition above we will use the results of [19]. For 0 < α < N2 (N  3), and for
f locally integrable on RN , denote
Rα f (x) = (N/2− α)
πN/222α(α)
∫
RN
|x− y|2α−N f (y)dy = I2α ∗ f (x)
the Riesz potential of order α. Let T be the space of functions φ :RN → C, of class C∞ , such that
any partial derivative of φ belongs to L1(RN ) ∩ L∞(RN ), endowed with the topology deﬁned by the
seminorms:
|φ|m =max
{∥∥Dβφ∥∥L1(RN ),
∥∥Dβφ∥∥L∞(RN ); |β|m}, φ ∈ T , m ∈ N.
Evidently S ⊂ T ⊂ Lp(RN ) for arbitrary 1 p ∞ (see [19] for more properties of T ).
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2
φ ∈ L2(RN ). Using the additivity property of Riesz potentials,
we have: for real φ ∈ T ,
∫
RN
(−)−1φφ dx =
∫
RN
R1φφ dx =
∫
RN
R 1
2
R 1
2
φφ dx =
∫
RN
|R 1
2
φ|2 dx 0, (A.8)
the last equality following from the Tonelli–Hobson theorem, and we obtain the claim. 
Remark 7. Considerations similar to (A.8) in a more standard dense subset S of L 2NN+2 (RN ) will be
shown based on the properties of the Riesz potentials described in [25, Chapter V].
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