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Abstract 
 
In recent times neural networks (NNs) have been employed to solve many problems in ionospheric predictions. This  
 
paper illustrates a new application of NNs in developing a global model of the ionospheric propagation factor  
 
M(3000)F2. NNs were trained with daily hourly values of M(3000)F2 from various ionospheric stations spanning the  
 
period 1964–1986 with the following temporal and spatial input parameters: Universal Time, geographic latitude,  
 
magnetic inclination, magnetic declination, solar zenith angle, day of the year, A16 index (a 2-day running mean of the  
 
3-h planetary magnetic ap index), R2 index (a 2-month running mean of sunspot number), and the angle of meridian  
 
relative to the subsolar point. The performance of the NNs was verified by comparing the predicted values of M(3000)F2  
 
with observed values from a few selected ionospheric stations and the IRI (International Reference Ionosphere) model  
 
(CCIR M(3000)F2 model) predicted values. The results obtained compared favourably with the IRI model. Based on the  
 
error differences, the result obtained justifies the potential of the NN technique for the predictions of M(3000)F2 values  
 
on a global scale. 
1. Introduction  
The M(3000)F2 parameter is related to the maximum usable frequency MUF(3000), which is defined as the highest 
frequency at which a radio wave can be received over a distance of 3000 km after refraction in the ionosphere (Bradley 
and Dudeney, 1973). M(3000)F2 is defined as 
 
M(3000)F2=MUF(3000)/foF2 (1)
 
 
M(3000)F2 is important for frequency planning in high frequency (HF) radio communications and ionospheric modeling. 
For instance, the height of the F2 peak (hmF2) can be obtained from its close correlation with the propagation factor 
M(3000)F2 by the empirical formula 
 
 
(2)
 
 
where CF is a correction factor that accounts for the effects of the E-layer. CF is a function of the solar sunspot number 
R12, magnetic dip angle, and the peak plasma frequencies of the F2 and E layers (Bradley and Dudeney, 1973 and 
Bilitza et al., 1979). The M(3000)F2 value is routinely scaled from ionograms, and numerical maps of these values have  
 
 
 
 
  
been developed by the CCIR using a Fourier series. As has been pointed out (Bilitza, 2002), unlike foF2 models, there 
has not been any significant progress in M(3000)F2 modeling since early models due to the overall satisfactory  
performance of the M(3000)F2-based hmF2 models. Reports have shown that, although the overall diurnal variation of 
M(3000)F2 is well represented by the CCIR M(3000)F2 model, the resolution achieved with the M(3000)F2 model is not  
enough to reproduce small-scale temporal and spatial features like the sharp drop in M(3000)F2 after sunset that 
corresponds to the post-sunset peak in hmF2 (Obrou et al., 2003). Also, Adeniyi et al. (2003), have used data from the 
equatorial ionosonde station located in Ouagadougou, Burkina Faso (geographic latitude 12.4°N, longitude 1.5°W) to 
show that the post-sunset peak in hmF2 can be reproduced if measured M(3000)F2 are used instead of CCIR 
M(3000)F2 model. This may be partly due to the limited number of terms (i.e. geographic latitude and longitude, 
Universal Time, modified dip latitude, and 12-month running mean of monthly sunspot number) used in the development 
of the CCIR M(3000)F2 model (Bilitza, 2002). As a result, the present model is based on the application of NNs which, 
together with the other relevant terms that are known to cause variations in the F2 peak electron density, provide a 
predictive tool for the non-linear behaviour of the M(3000)F2 parameter.  
Researchers (Altinay et al., 1997, Wintoft and Cander, 1999, Kumluca et al., 1999, Tulunay et al., 2000, McKinnell and 
Poole, 2001, Poole and Poole, 2002, Oyeyemi and Poole, 2004 and Oyeyemi et al., 2005) have demonstrated the 
successful application of the neural network (NN) technique for ionospheric predictions. Unlike for other ionospheric 
parameters, NNs have not been widely employed for M(3000)F2 predictions. Xenos (2002) has successfully employed 
NNs for single station modeling and regional mapping of M(3000)F2 in the European sector.  
1.1. Database  
The data used for training the M(3000)F2 NN are daily hourly values of the propagation factor M(3000)F2, depending on 
the availability, from ionosonde stations across the globe for the period 1964–1986, which also included all periods of 
quiet and disturbed magnetic activities. The database is also spread across the latitudes (low, mid and high latitudes). 
All available hourly values of M(3000)F2 for the period indicated from all 51 stations in Table 1 were used for the 
training, with data from those stations indicated by letter B (stations depicted with filled squares in Fig. 1) being used for 
verification of the M(3000)F2 NN model. Their geographic locations are illustrated with a geographic map shown in Fig. 
1.  
 
  
Fig. 1. Global map of coordinates of training and verification stations. 
All the stations (circles and squares) were used for training, with stations with squares being used for verification. 
 
1.2. NN input space and architecture  
As a requirement for the training of a NN, input parameters representing the variables that the output is known or 
suspected to respond to are required. The F2 region ionosphere is subject to a number of influences since its existence 
is directly related to the changes resulting from the interaction of solar radiations, solar wind and the geomagnetic field. 
Since the M(3000)F2 parameter exhibits a similar dependence to the foF2 parameter, the choice of input parameters to 
the NN is based on previous findings by many researchers as well as on sources that are known to cause variations in 
foF2. Various groups (Wright, 1963, Rishbeth, 1972, Rishbeth, 1998, Kohl and King, 1967, Rishbeth and Garriott, 1969, 
McNamara, 1994, Forbes et al., 2000 and Rishbeth and Mendillo, 2001) have discussed in detail the variability of the F2 
region maximum electron density with time of day, season, latitude, solar activity, magnetic activity and solar wind. The 
relative importance and contributions of these parameters to foF2 prediction have also been established (Kane, 1992, 
McKinnell, 1996, Williscroft and Poole, 1996, Kumluca et al., 1997, Kumluca et al., 1999, Kouris et al., 1998, Wintoft and 
Cander, 1999, McKinnell and Poole, 2001, Bilitza, 2000, Chen et al., 2000, Liu et al., 2003, Oyeyemi and Poole, 2004 
and Oyeyemi et al., 2005). As a result the following spatial and temporal parameters have been used as inputs to the 
M(3000)F2 NN. These parameters are: hour number HR (in Universal Time, UT), geographic latitude, magnetic 
inclination (I), magnetic declination (D), solar zenith angle (C), day of the year (DN), A16 index (a 2-day running mean of 
the 3-h planetary magnetic ap index), and R2 index (a 2-month running mean of sunspot number) and angle of meridian 
relative to the subsolar point (M). This input space is the same as that used for the foF2 global model (Oyeyemi et al., 
2005). The DN, HR, C and M parameters are represented by their cyclic components as in Williscroft and Poole, 1996, 
Oyeyemi and Poole, 2004 and Oyeyemi et al., 2005, and are identified within the input space by the following indices: 
DNS, DNC, HRS, HRC, CS, CC, MS and MC. The Universal Time (UT) control of the F region electron density, 
particularly at high latitudes, has been suggested to relate to diurnal rotating neutral wind (Kohl et al., 1968, King et al., 
1967 and Duncan, 1969). Several other studies on the effect of magnetic declination and inclination as a consequence 
of horizontal atmospheric winds have been reported (Eyfrig, 1963, Rishbeth, 1972 and Challinor and Eccles, 1971). 
Based on these findings regarding the linkage between ionospheric morphology and themospheric wind theory, both 
declination (D) and inclination (I) of the Earth’s magnetic field were included in the inputs to the NN to model the effects 
of thermospheric winds. Following Oyeyemi et al. (2005), D is converted to two cyclic components according to 
  
(3)
while I is expressed as 
 
 
(4)
Solar activity and magnetic activity are, respectively, represented by R2 (2-month running mean value of daily SSN) and 
A16 (2-day running mean value of the 3-h planetary magnetic index, aP) (Williscroft and Poole, 1996). The NN can be 
represented as the function F such that 
 
 
A NN is an information-processing system that has certain performance characteristics in common with biological NNs 
and is modeled after the human brain, which computes some relationship between its input(s) and output(s) (Fausett, 
1994 and Haykin, 1994). Generally, a NN is made up of an input layer, which consists of a set of inputs that feed input 
patterns to the network. The input layer is followed by at least one or more hidden layer. The hidden layer(s) is then 
followed by the output layer, which produces the output results. The basic structure of the M(3000)F2 NN employed in 
this work is a standard fully connected feed-forward network with back propagation. Fig. 2 shows the block diagram of 
the M(3000)F2 NN with input and output parameters. Several NNs with different architectures, but the same input 
space, were trained to determine the optimum NN. The final optimum NN was found to be the one with two hidden 
layers having 20/20 neurons, respectively. Best performance is based on the root mean square error (RMSE) difference 
between the target and predicted values obtained when the results from all configurations were compared.  
 
 
Fig. 2. A block diagram of the inputs and output to M(3000)F2 NN.  
 
 
  
 
 
 
1.3. Training, testing and verification  
Hourly values of M(3000)F2 from all ionosonde stations listed in Table 1 were used to train the M(3000)F2 NN (referred 
to as NNM in the text). These stations are made up of all stations represented as filled cycles and filled squares in Fig. 
1. The letter B in Table 1 (i.e. stations represented with filled squares in Fig. 1) refers to the stations used to verify the 
ability of the NNM model to predict M(3000)F2 temporally beyond the training period.  
The volume of data present in our database would have meant requiring an excessive amount of time and processing 
power to train a NN with all available data. Experience has shown that 10% of such a large volume of data performs to 
the same level as using all of the data (Oyeyemi et al., 2005). Therefore, only 10% of the total hourly M(3000)F2 values 
randomly chosen from all the available stations were used to train the NNM model. We ensured that our chosen 10% of 
the data was completely random by assigning a random number to each training vector and then sorting the database 
on the random number. The top 10% of the sorted database was then extracted for training. The 10% data set was 
again randomly divided into training and testing data sets in the ratio 70% and 30%, respectively. While the 70% training 
data set was used in the training of the network, the remaining 30% testing data set was used in the training process to 
check that the NN was not being over-trained, thus ensuring that our trained NN is able to generalize well when 
presented with input patterns that were not used for the training.  
2. Results and discussion  
The performance of the NNM model temporally beyond the training was verified using data from a few ionosonde 
stations (stations with letter B in Table 1) for the year indicated in Table 2a and Table 2b. The results were examined in 
terms of the RMSE and RMSEaverage according to 
 
 
(5)
 
 
where N is the number of data points, M(3000)F2obs and M(3000)F2pred are the observed and predicted M(3000)F2 
values, respectively, k represents the number of testing stations. 
 All the available daily hourly values of M(3000)F2 for the period indicated for each of the verification stations in Table 2a 
and Table 2b were used to compute error differences between measured and predicted values by the NNM model and 
the IRI model (using the CCIR M(3000)F2 model). Since it is difficult to get data from the same year for all the 
verification stations, different years for which data were available have been used for each station. Efforts have been 
made to obtain data around solar minimum activity (1987 and 1988) and around solar maximum activity (1991, 1992 
and 1999) as the case may be for each of the verification stations.  
Table 2a and Table 2b show the error differences between measured and predicted values of M(3000)F2 by the NNM 
model and the IRI model for low and high solar activity periods, respectively. As can be observed from Table 2a and 
Table 2b a comparison of error differences obtained for the IRI model and NNM model justify the potential of NN 
techniques for M(3000)F2 predictions on a global scale, since in all cases the NNM model RMSE is smaller than that of 
the IRI model. Evidence of this is clearly shown in Fig. 3a and b where the error bars from NNM model predictions are 
smaller than that of the IRI model. There are a few stations, Wallops and Argentine Is (Table 2a), and Uppsala, Vanimo, 
La Reunion, and Mundaring (Table 2b) where on average the error margin between the two models is very small when 
considering percentage error differences. On the other hand, the NNM model is an improvement on the IRI model on 
average by a margin of the order of 5–15%. Figs. 4a and b illustrate the RMSE average from Table 2a and Table 2b, 
respectively. Although the error margin is relatively small, particularly in the cases mentioned above, the justification for 
using a NN model lies in the NN ability to produce one model that is valid under all conditions at all latitudes. The 
latitude areas where the error margin is large corresponds to those areas where there existed a paucity of data at the 
time the IRI was first developed. In addition, NN models are known to interpolate well within their input space, giving this 
technique a distinct advantage over analytical models.  
 
 
Fig. 3. (a) Bar graph illustration of RMSE differences between measured M(3000)F2 and predictions by NNM model and 
the IRI model for all daily hourly values of M(3000)F2 for each station for the year indicated around high solar activity. 
(b) Bar graph illustration of RMSE differences between measured M(3000)F2 and predictions by NNM model and the 
IRI model for all daily hourly values for each station for the year indicated around low solar activity.  
 
 
Fig. 4. Comparisons of the RMSE average between NNM model and the IRI model during (a) high solar activity (from 
Table 2a) and (b) low solar activity (from Table 2b).  
Fig. 5a and b show examples of comparisons of diurnal variations between the NNM model and the IRI model 
M(3000)F2 predictions and observed values for a few selected verification stations during low and high solar activity 
periods, respectively. A close observation of these graphs shows that the two models successfully predict the general 
diurnal structure of M(3000)F2. The graphs also reveal that the NNM model predictive ability is not limited to the training 
period, and therefore, is capable of long-term predictions on a global scale. Such differences that do exist are short-term 
variations in M(3000)F2 for which neither the NNM nor the IRI models are designed to predict. 
 
comparison of the seasonal variation of M(3000)F2 NNM model predictions at 12h00 UT with the IRI model predictions 
and observed values around periods of low and high solar activity are shown in Fig. 6a and b, respectively. These 
figures further exemplify the predictive ability of the NNM model for long-term prediction purposes, since the years for 
which the model was tested do not fall within the training period. It can be observed that the predictions from the two 
models fit the seasonal variation of M(3000)F2, and also, the NNM model compares favourably with the IRI model. 
There are a few cases, for instance Argentine Is 1987 (Fig. 6a) and 1992 (Fig. 6b), where the models underestimate 
M(3000)F2 values, and Moscow 1992 (Fig. 6b) where the models overestimate. 
3. Conclusion  
In this work, we have described a NN-based technique for a global empirical model for the M(3000)F2 ionospheric 
parameter. The results presented, which compare favourably with the IRI model (CCIR M(3000)F2 model), successfully 
demonstrate the potential of NNs for spatial and temporal modeling of M(3000)F2 on a global scale. It is evident that the 
NN has been able to predict the normal trend of M(3000)F2 and that the NNM model can be used for predictions of this 
ionospheric parameter. A perfectly trained NN will produce a model that is able to generalize well in both the short-term 
and long-term domains. The ideal model should reproduce the output parameter’s response to the input parameters in 
all situations (season, diurnal, solar, etc.). Since the classical methods are usually difficult or impossible for most non-
linear and time varying processes, the NN technique (a data driven modeling method) can be used in parallel with 
mathematical modeling methods for solving ionospheric prediction problems. It is expected that a version of our NNM 
model will be developed into an option for the next IRI version.  
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