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Optomechanical Crystal Devices
Amir H. Safavi-Naeini and Oskar Painter
Abstract We present the basic ideas and techniques utilized in recent work on op-
tomechanical crystals. Optomechanical crystals are nanofabricated cavity optome-
chanical systems where the confinement of light and motion is obtained by nanopat-
terning periodic structures in thin-films. In this chapter we start from a basic review
of the properties of optical and elastic waves in nanostructures, before introduc-
ing the properties and design of periodic structures. After reviewing fabrication and
characterization methods, experimental results in 1D and 2D systems are presented.
1 Introduction
Nanofabricated devices and systems comprise a major recent strand of research
in the field of cavity optomechanics. The first motivation pushing these develop-
ments is the promise of lower mass resonators with significantly larger optical and
mechanical field localization. These structures would in principle offer larger op-
tomechanical coupling strengths than would be typically possible in a Fabry-Pe´rot
geometry. A second motivation arises from opportunities in development of more
complex optomechanical systems with many elements. In addition to basic linear
information conversion [1] and storage [2], these systems would allow observation
of nontrivial collective dynamics [3, 4], as well as realization of novel many-body
interactions involving spatially separated phonons and photons [5]. To control and
engineer phonons, photons, and their interactions in a scalable manner, develop-
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Fig. 1 a, A scanning electron microscope (SEM) image of an optomechanical crystal cavity
formed from the top Si layer of a silicon-on-insulator chip. The device consists of b, a 1D-OMC
cavity embedded in c, a phononic crystal shield. Coupling to the 1D-OMC cavity is achieved by
bringing a fiber taper probe (illustrated in a) into the near field of the optical cavity.
ment of easily realizable structures providing control over localized excitations on
the surface of a chip is required.
In this chapter one approach to the development of such structures – called “op-
tomechanical crystals” (OMCs) is outlined. A typical optomechanical crystal system
used in several recent experiments [6, 7, 8, 9, 10] is shown in Fig. 1. A pattern has
been etched into a thin-film of silicon (Si) with the spacing and shape of the holes
designed to give rise to localized optical and mechanical resonances in the center of
the 1D-OMC beam. We will show in this chapter that the interaction between these
resonances is described well by the optomechanical Hamiltonian. To understand the
operation of these devices, we introduce the theoretical and experimental frame-
work required to design, fabricate, and characterize OMC systems. This chapter is
intended to give the reader an understanding of the function and design of every
element of the OMC device shown in Fig. 1. Our main goal is to outline the device
physics, and thus details of the experiments and potential applications of optome-
chanical crystals are not presented. For a thorough investigation of these details and
the effects of quantum and classical noise in OMC experiments, we refer the reader
to Ref. [11].
We start in this section by reviewing the quantized theory of photons and phonons
in structures. In Section 2.1-2.2 the role of periodicity and symmetry in engineering
the spectrum and interactions of light and sound in a solid-state setting are studied.
In Section 2.3 we see that by engineering local modifications in such substrates, op-
tical and mechanical excitations can be localized in 0- and 1-dimensional defects,
i.e. optomechanical crystal cavities and waveguides. Recipes and formulas for cal-
culating the couplings between phonons and photons are presented in Section 2.4.
The experimental demonstrations of these ideas are reviewed in Section 3, where
after a brief review of fabrication and optical probing techniques, we turn our focus
onto “nanobeam” (1D-OMC) and “snowflake” (2D-OMC) structures in Section 3.3.
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Finally, in Section 4, we conclude this chapter by presenting future developments
that are expected to allow these engineered structures to realize their full potential.
First we begin with a review of the classical field theory of light and motion
in a solid. The artificially patterned nanostructures studied in this chapter do not
permit exact closed-form solutions for the electromagnetic and displacement fields
and their resonant frequencies. Instead, computational software packages such as
COMSOL [12] and MPB [13], developed to understand the classical electromag-
netics and elastodynamics of solids, are used. The quantization of these fields, which
is treated below, allows us to make a link between the computational methods de-
veloped over decades for classical engineering applications, and the quantum op-
tomechanical Hamiltonian.
1.1 Maxwell’s equations for a photonic resonator and second
quantization
Optically, we describe the nanofabricated structure with an inhomogeneous dielec-
tric tensor ε(r). In most of this work, ε(r) = εSi in regions containing Si, and
ε(r) = ε0 otherwise. The time-harmonic Maxwell’s equations for such a system
are given by:
curl E (r) = iωµ0H(r), curl H(r) =−iωε(r) ·E (r). (1)
In the absence of a source, these equations lead to self-sustaining fields, or modes,
represented by transverse (or solenoidal) and longitudinal (irrotational) eigenvec-
tors, with the eigenvalue problem for the transverse magnetic fields given by
Lh j = ω2j h j, L(·) = c2curl
[
ε0
ε(r)
curl (·)
]
. (2)
Additionally, for completeness, the irrotational fields given by g j = grad ψ j, satis-
fying appropriate boundary conditions, where ψm is an eigenvector of div grad ψ j =
−ν jψ j must also be considered [14], though these solutions don’t play a role in the
optical response of the system. This normal mode prescription is always valid for
a volume enclosed inside a perfectly reflective boundary. In the limit of an open
system, such as the dielectric cavities presented here, complications arise since
the resonances are typically not normal modes, but so-called ‘quasi-normal’ res-
onances. We use a finite-element-method (FEM) software package, COMSOL [12]
to solve eqn. (2) with open or ‘scattering’ boundary conditions enclosing the sim-
ulation space. The very small loss rates for the obtained resonances, informs us of
the validity of the normal-mode approximation which is used throughout this work.
As such, we take the numerically calculated high-Q solutions with frequency ω j
and field profile h j(r) to be normal modes of the structures, and then add in losses
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‘by hand’ (by assuming linear coupling to a bath of linear oscillators) to take into
account the effects of a finite Q.
Quantization of the transverse electromagnetic field is accomplished in the stan-
dard way (see for example Ref. [15]) by associating bosonic creation and annihi-
lation operators, aˆ†j and aˆ j respectively, with each modal solution {h j(r),e j(r)} of
Maxwell’s equation. The field operators are expressed in the Heisenberg picture as
Hˆ (r) =∑
j
h j(r)aˆ je−iω jt +h.c., (3)
Eˆ (r) =∑
j
e j(r)aˆ je−iω jt +h.c., (4)
and we obtain from eqn. (1) that e j(r) = iω−1ε−1(r) · curl h j(r). To calculate the
proper normalization of the field profiles, we assume a single photon state |ψ〉 =
|1〉 j∏∀k 6= j |0〉k and find the expected value of additional field energy above vacuum
(|vac〉=∏k |0〉k):
Uem = 〈ψ|
∫
dr Eˆ (r)ε(r)Eˆ (r)|ψ〉−〈vac|
∫
dr Eˆ (r)ε(r)Eˆ (r)|vac〉
= 2
∫
dr e∗j(r)ε(r)e j(r)
= 2Veffmax[e∗j(r)ε(r)e j(r)]. (5)
Assuming a maximum field amplitude inside the isotropic dielectric with index εdiel,
and Uem = h¯ω j, we obtain the maximum single-photon field
max[|e j(r)|] =
√
h¯ω j
2Veff, jεdiel
, (6)
where we have defined the effective mode volume for mode j to be
Veff, j =
∫
dr e∗j(r)ε(r)e j(r)
max[e∗j(r)ε(r)e j(r)]
. (7)
In many of the structures demonstrated in this work, the maximum field amplitude
for a single photon can be surprisingly large, reaching values of 105 V/m per pho-
ton.
1.2 Mechanical waves and their quantization
Analyzing mechanical vibrations, and their quantum description in terms of phonons
in a crystal lattice can be approached in two ways. The first begins with the atomic
structure of the crystal, the forces sensed by each ion, and studies the motion of these
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ions. The interested reader is referred to any of a wide array of excellent textbooks
on condensed matter physics for such a treatment [16]. A second approach, which
is less general1, as it only applies to phonons with wavelengths much longer than
the atomic spacing, involves starting with an effective continuum mechanics or elas-
todynamics description. This is the approach we take, as the motion of single ions
is not of interest in this work. This is conceptually no different than the approach
taken in Section 1.1, where the macroscopic electromagnetic fields are quantized
and the motion of the charges in the structure are only considered in terms of how
they contribute to the electric susceptibility of the material at optical frequencies.
At this continuum limit, the material is characterized by an elasticity tensor c (a
fourth-rank tensor with components ci jkl which depend on the Young’s modulus E,
and Poisson’s ratio ν), its density ρ(r), and its dynamical state represented by a
time-dependent displacement vector field Q(r, t) often also denoted u(r, t) in the
literature.
Fundamentally, it is the strain, a measure of the local deformation in a structure
which is of interest. Local deformations arise from the spatial variation of Q(r, t),
and are found by taking the derivative of this vector field. This total derivative is
symmetrized to do away with rotations, and is represented by a unitless 3×3 matrix
with components
Si j =
1
2
(∂iQ j +∂ jQi) . (8)
Stress in a structure is also a 3× 3 matrix T , which gives for every infinitesimal
volume element in the structure the local forces which act on its surfaces. For a
surface with normal vector nˆ, this force is T · nˆ. Hooke’s law, i.e., the linear relation-
ship between forces on a structure and the resulting deformation, extended to this
formalism can be expressed as a linear relation between strain and stress, which is
compactly stated as2
Ti j = ci jklSkl . (9)
At this point Newton’s law can be used to express the acceleration of volume ele-
ment due to the stress in the structure,
ρ∂ 2t Qi = ∂ jTji =
1
2
∂ jc jikl (∂kQl +∂lQk) , (10)
leading to,
ρ∂ 2t Q = (λ +µ)∇(∇ ·Q)+µ∇2Q. (11)
This equation is a full vectorial wave equation for acoustic waves in an isotropic ma-
terial, where the components ci jkl are reduced to µ and λ , the two Lame´ constants.
1 In a way, this approach is more general, since it applies to non-crystalline materials as well, so
long as the wavelengths are larger than the interatomic spacing.
2 Summations are implied over repeated indices.
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Equation can be written as an eigenvector equation much like eqn. (2):
ω2j Q j(r) = LQ j(r), L(·) =−
λ +µ
ρ
∇(∇ · (·))− µ
ρ
∇2(·). (12)
A solution at frequency ω j has a mechanical mode profile Q j(r).
Quantizing the motion follows an approach similar to that used for the elec-
tromagnetic field. We define phonon creation and annihilation operators, bˆ†j and
bˆ j respectively, for each modal solution Q j(r) of the equations of elasticity in the
structure. The field operator is then expressed in the Heisenberg picture as
Qˆ(r) =∑
j
Q j(r)bˆ je
−iω jt +h.c. (13)
To calculate the proper normalization of the field profiles, we assume a single
phonon state |ψ〉 = |1〉 j∏∀k 6= j |0〉k and find the expected value of additional field
energy above vacuum (|vac〉=∏k |0〉k):
Umech = 〈ψ|
∫
dr ˙ˆQ(r)ρ(r) ˙ˆQ(r)|ψ〉−〈vac|
∫
dr ˙ˆQ(r)ρ(r) ˙ˆQ(r)|vac〉
= 2ω2j
∫
dr Q∗j(r)ρ(r)Q j(r)
= 2meffω2j max[|Q j(r)|2]. (14)
Here we have taken the energy to be twice the kinetic energy. It is easy to show that
for a mechanical mode, half of the energy will be kinetic, and the other half poten-
tial. Assuming the energy of a phonon to be Umech = h¯ω j, we obtain the maximum
single-phonon displacement
xzpf, j ≡max[|Q j(r)|] =
√
h¯
2meff, jω j
, (15)
where we’ve defined the effective mass for mode j to be
meff, j =
∫
dr Q∗j(r)ρ(r)Q j(r)
max[|Q j(r)|2]
. (16)
Intriguingly, all the structures demonstrated in this work have a zero-point fluctua-
tion amplitude on the order of a femtometer (10−15 m) regardless of their effective
mass (ranging from 10−18−10−15 kg).
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2 Photonic and phononic crystals
In the late 1980s and early 1990s, analogies between engineered structures and con-
densed matter systems led to the prediction of novel optical [17, 18] and mechan-
ical [19, 20] phenomena in periodic structures patterned at the nanoscale. Initially,
the focus was obtaining Purcell enhanced (or inhibited) spontaneous emission from
quantum emitters via localization in such optical structures by engineering the lo-
cal density of states. It was soon realized that the photonic and phononic bandgaps
arising in periodic structures provide a powerful design paradigm where an engi-
neer can simply design circuits in a periodic metamaterial by careful generation
of defects [21]. Due to the presence of the bandgap, defect waveguides were pre-
dicted to exhibit excellent performance (e.g., loss-less sharp bends and mitigation
of cross-talk), while defect cavities with wavelength-scale localization of light were
predicted and soon demonstrated.
Despite significant progress, three-dimensional crystals remain difficult to fab-
ricate in a reliable fashion, and many of the experiments have focused on quasi-
1D and 2D systems made from patterns defined in thin-films of dielectric material.
These thin-films are often suspended via an under-etching of the substrate beneath.
In this setting, the out-of-plane confinement of light is due to total internal reflection
at the boundary between a high-index dielectric and vacuum (lack of phase matching
to radiation modes), while the out-of-plane confinement of phonons follows natu-
rally from lack of propagating phonon modes in vacuum. From here on, we focus
on these thin-film structures and the quasi-1D and 2D crystals that are fabricated on
them. We begin first with a review of the basic properties of guided electromagnetic
and acoustic waves in simple geometries with continuous translation symmetry. The
focus in Section 2.1 is understanding these guided modes before the introduction of
periodicity. Periodicity gives rise to a mode structure best described by band dia-
grams and Bloch waves as reviewed in Section 2.2. In Section 2.3, we consider how
defects engineered into a periodic structure can be used to localize light and mo-
tion effectively in the same volume. Finally, we calculate the origin and strength of
interactions between such co-localized excitations in Section 2.4.
2.1 Symmetries of guided waves
Solutions for the electromagnetic and acoustic wave equations for quasi-1D and
2D geometries, i.e., beam/rod structures and slabs respectively, can be found in a
variety of excellent references [22, 23, 24, 25, 26, 21]. Here we primarily introduce
a general overview of the results that are important for designing nanostructures.
Symmetries of the structure can be immensely useful in characterizing the modes
while avoiding the inevitable confusion surrounding historical nomenclature. They
also aid in predicting the types of interactions that can occur between modes.
Consider first the reflection symmetry of a structure. A reflection operator, e.g.,
for reflections about the y− z plane, is defined as σx with σx(x,y,z)≡ (−x,y,z). For
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a structure that is symmetric about reflections σn, i.e., one where σn{ε(r)}= ε(r),
vector fields representing physical solutions of the electromagnetic and acoustic
modes of the structure can be characterized by their symmetry to be symmetric (+)
or anti-symmetric (−), with σnV (±)(σnr) = ±V (±)(r) where V (r) can be either
Q(r) or E (r). Pseudo-vectors like the magnetic field, transform in the opposite way,
i.e., for the magnetic field one has the vector relation σnH (±)(σnr) =∓H (±)(r).
Of course, only some of the properties of the solutions of eqns. (1) and (11)
can be simply predicted from the symmetries alone. We assume that the reader has
some familiarity with the solutions of these wave equations in a simple homoge-
neous isotropic material. In particular, for a given frequency and propagation di-
rection (taken to be along y), Maxwell’s equations permit two solutions with the
same propagation vector k but with differing polarizations, where for both solutions
the electric field E , magnetic field H , and k are all mutually orthogonal. These two
waves propagate at the same speed, given by cdiel. = 1/
√µ0εdiel.. The equations of
elasticity in a homogeneous isotropic medium also permit a similar pair of solutions
with Q perpendicular to the propagation vector, but there exists in addition a third
type of elastic wave where Q is in the direction of propagation. Both types of waves
have linear dispersion. The latter are called a dilatational, longitudinal, or pressure
waves and have propagation velocity of cl =
√
(λ +2µ)/ρ , while the two former
solutions are often called transverse, or shear waves and have velocity ct =
√
µ/ρ .
Here, µ and λ are Lame´ constants, and ρ is the density of the material [22, 24].
It is easy to see from these relations that 2c2t ≤ c2l . In what follows, unless oth-
erwise stated, we consider structures formed from an elastic material with density
ρ = 2.329 g/cm3, Young’s modulus E = 170 GPa, and Poisson’s ratio ν = 0.28,
corresponding roughly to that of isotropic Si (i.e., neglecting anisotropy).
2.1.1 Photons in a slab
Thin-film slabs possess continuous translational symmetry in the x and y directions,
and a reflection symmetry in the z direction. More specifically, we take
ε(r) =
{
εSi |z|< t/2
ε0 |z| ≥ t/2 , (17)
where εSi = n2Siε0, and we take the refractive index of Si to be nSi = 3.48, its value
in the 1500 nm wavelength band. This geometry, shown in Fig. 2, clearly satisfies
both σx{ε(r)} = ε(r) and σz{ε(r)} = ε(r). The solutions of Maxwell’s equations
are often characterized to be symmetric or anti-symmetric about the mirror symme-
try σx. For the symmetric solutions, it follows from σxE (+)(σxr) = +E (+)(r) and
σxH (+)(σxr) =−H (+)(r), so that Ex = 0, and Hz = Hy = 0 on the y− z plane. Due
to the symmetry of the structure, these components of the electromagnetic fields
are also zero at all other points. Such solutions are often called transverse magnetic
(TM) or p-modes in the literature, since there is no magnetic field component in
the direction of propagation (y). Taking a propagation vector k = kyey, and using
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Fig. 2 Dispersion diagram for photons in a slab with thickness t = 220 nm and refractive index
n= 3.48 (corresponding approximately to that of Si in the 1.5 µm wavelength band). The photonic
bands were calculated by numerical solution of the determinantal equation [23]. The two lowest
lying TM or p-mode bands are plotted as blue dotted curves, whereas the two lowest order TE
or s-mode bands are plotted as solid black curves. The upper and lower green curves correspond
to light propagation along ey in vacuum and in a bulk material with refractive index of the slab,
respectively. These are the two light lines of the slab, and the guided modes of the slab must lie
in between them. The shaded grey region represents the continuum of modes which exist in the
vacuum surrounding the slab.
the appropriate boundary conditions, the equations for the remaining three degrees
of freedom, (Ez,Ey,Hx), can be solved to yield a determinantal equation relating ω
and ky [23]. The solutions anti-symmetric with respect to the transformation σx are
called transverse electric (TE) or s-modes and similarly have non-zero field compo-
nents (Hz,Hy,Ex). The two lowest lying bands shown in Fig. 2 are the fundamental
TE (solid) and TM (dotted) modes. The fundamental TE mode is symmetric about
σz, thus Ez = Hx = Hy = 0 on the x− y plane. On the x− y plane we have only
non-zero Hz and Ex for the fundamental TE waves3. For an infinitely thick slab, the
fundamental TE waves become the plane-wave solutions in a bulk dielectric that
are linearly polarized in the x axis. Similarly, the fundamental TM waves are anti-
symmetric about σz, and Ez and Hx become the only non-zero fields on the x− y
plane. For an infinitely thick slab, these waves reduce to the plane wave solution of
orthogonal polarization (linearly polarized in the z axis). Bands for the next higher
order TE (solid) and TM (dashed) waves are also plotted in Fig. 2. These waves
have the opposite symmetry about σz when compared to the fundamental modes,
and thus have a node at the center of the slab.
3 The optical modes of structures in this chapter arise from engineering this TE mode, and thus
in the following sections we will only plot the value of Ex on the z = 0 plane when representing
optical mode profiles.
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Fig. 3 Dispersion diagram for photons propagating in a beam of Si of thickness t = 220 nm and
width w = 600 nm, where x,y are the two transverse directions and y is the long axis of the beam
along which light propagates. Also shown are transverse vector mode profile plots for the four
lowest lying guided mode optical bands (along with mode symmetries) at an excitation frequency
of ω/2pi = 235 THz. Here the green region with dashed grey outline is the Si beam in cross-
section, with the transverse electric field vector shown in red and the transverse magnetic field
vector shown in blue. The exterior outline color and format of the mode field plots match that of
the corresponding band in the band diagram. The band of interest in this work is the fundamental
TE mode with symmetry (−x+z), which as evident from the mode profile, is highly localized in
the dielectric. The bands and mode profiles were calculated using a finite-difference frequency
diagonalization method [27].
2.1.2 Photons in a beam
Beams or dielectric waveguides with rectangular cross sections have mode struc-
tures similar to slabs. The dielectric constant defining the structure is given by
ε(r) =
{
εSi |z|< t/2, |x|< w/2
ε0 |z| ≥ t/2, |x| ≥ w/2 . (18)
When the beam is thicker than it is wide, i.e., t < w, the fundamental TM (+x) and
TE (−x) guided modes of the structure are similar those of the slab. However, the
field components (Ez,Ey,Hx) and (Hz,Hy,Ex), for the TM and TE waves respec-
tively, are the dominant field components, as opposed to the only non-zero field
components as is the case for the slab. In some literature, these guided modes are
referred to as TM- or TE-like since the magnetic or electric field are no longer truly
transverse to the direction of propagation throughout the structure. The four lowest
guided mode bands of a Si beam are plotted in Fig. 3 (see caption for description).
2.1.3 Phonons in a slab
Mechanical waves in a slab are superpositions of plane wave solutions of the bulk
material, and thus share many characteristics with the three branches of acoustic
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Fig. 4 Dispersion diagram for phonons propagating in a silicon slab, or plate, of thickness
t = 220 nm. Here we assume Si to be an isotropic elastic material with density ρ = 2.329 g/cm3,
Young’s modulus E = 170 GPa, and Poisson’s ratio ν = 0.28. The solid black, dotted blue, and dot-
ted green curves correspond to bands with symmetry (+x+z), (−x+z), and (+x−z), respectively.
The displacement field profile for the six lowest lying phonon bands at ky = 2×106 rad/m are also
presented. The mode field plots are represented by the distortion of a uniform Cartesian grid, and
shown for the x− y (top left), y− z (bottom left), and x− z (top right) planes of the structure. The
vector symmetries for the three bands terminating at ω = 0 are also shown. From lowest to highest
frequency, these are the flexural, horizontal shear, and extensional waves described in the text, and
have vector symmetries (+x−z), (+x−z), and (+x−z), respectively. Note that the thickness of the
slab (in the z direction) is exaggerated in the mode diagrams for clarity.
waves in an isotropic elastic environment despite their strong modification by the
boundary conditions. For an infinite isotropic elastic material, the three types of
acoustic waves with propagation vector k = kyey can be taken to have polarizations
in the ex,ez, and ey directions. The former two are the horizontal shear (SH) and
vertical shear (SV) waves, while the latter is called a pressure (P) wave. The vec-
tor symmetry of these modes with respect to σx and σz are (−x+z), (+x−z), and
(+x+z), respectively, as can be deduced simply by inspection of a constant vector
field with the corresponding polarization.
At a boundary with normal ez, the symmetry σz is broken, while σx is preserved
allowing for a coupling between SV and P modes. Thus, the modes of a slab, which
possess two such boundaries, are either linear combinations of SH plane waves, or
linear combinations of SV and P waves. The first few bands for waves in a plate are
shown in Fig. 4. The modes related to the SH waves are easiest to understand as
they share many properties with the corresponding plane wave solutions (including
the symmetry (−x+z)). The dispersion of these modes is found to be ωSH,m(ky) =
ct
√
k2y +(mpi/t)2, where ct is the velocity of SH (and SV) waves in the bulk, and m
is the mode number.
The combined SV and P modes form a pair of solutions called the Rayleigh-
Lamb solutions for waves in a plate. These two solutions are often called ‘exten-
sional’ (+z) and ‘flexural’ (−z). There is no simple analytic form for the dispersion
of these waves, but a calculation leads to a pair of determinantal equations describ-
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ing their dispersion [24]. A property of these waves that distinguishes them from
the plane wave solutions is their low energy dispersion. Because of the coupling in-
duced between the SV and P waves, and the fact that they both go to the origin on the
band diagram, the dispersion near ω,k ≈ 0 is strongly modified by level repulsion.
The symmetric Rayleigh-Lamb solution, i.e., the extensional band (+x+z), contin-
ues to have linear dispersion at the origin, while the dispersion of the flexural band
(+x−z) is quadratic to lowest order, becoming linear again at larger wave numbers
where the frequencies of the two Rayleigh-Lamb waves diverge. The low-energy
expansion for the dispersion can be calculated and for the fundamental extensional
wave is given by ωe(k) = cek, with ce = ct/cl
√
c2l − c2t . For the flexural wave, we
find that near ω,k = 0, ω f (k) = c f k2, with c f = tct
√
(c2l − c2t )/3c2l to lowest order.
2.1.4 Phonons in a beam
The solutions for mechanical waves in a beam can be mostly understood by consid-
ering waves in a plate. Due to the addition of the boundaries normal to ex, the SH
waves are also strongly modified, and will behave in a manner similar to the flexural
bands of the plate. Therefore, there are two flexural modes of the beam, one polar-
ized along the x direction with symmetry (−x+z), and the other along the z direction
with symmetry (+x−z). Both exhibit quadratic dispersion at low energy as shown
in Fig. 5. The ‘extensional’ wave in the plate corresponds to a similar wave in the
beam with symmetry (+x+z) and also has linear dispersion at low energies.
There is however a fourth type of wave arising in a beam that is not analogous to
any bulk or plate wave, but perhaps most closely related to SH waves in a plate. This
solution to the equations of elasticity is called a ‘torsional’ wave and has symmetry
(−x−z). It is well known that there are no rotational waves in bulk media [22]. An
intuitive way to see this involves considering very low energy excitations of a beam
and comparing to those of a plate. At a frequency close to zero, with the wavelength
going to infinity, the three bands of plate waves simply reduce to displacements of
the plate in the three directions. For a beam, the fourth band corresponds of a ro-
tation of the beam about its longitudinal axis. This rotation does not constitute a
low-energy degree of freedom for the plate, since for any rotation, no matter how
small, there is always a distance away from an axis of the rotation where the induced
displacement vector Q(r) becomes infinitely large. Thus it is the finite transversal
extent of the beam that allows torsional modes to exist – they are a product of the
boundary conditions. The existence of torsional waves in beams, which are sym-
metry mismatched to bulk and plate waves has been used to create mechanical res-
onators with extremely low clamping losses, since acoustic radiation away from the
beam is prohibited by a symmetry mismatch [28, 29, 30].
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Fig. 5 Dispersion diagram for phonons propagating in a silicon beam of thickness t = 220 nm
and width w = 600 nm. Here we assume Si to be an isotropic elastic material with density ρ =
2.329 g/cm3, Young’s modulus E = 170 GPa, and Poisson’s ratio ν = 0.28. The solid black, dotted
blue, dotted green, and dotted red curves correspond to bands with symmetry (+x+z), (−x−z),
(−x+z), and (+x−z), respectively. Mode plots for the four lowest lying bands which terminate at
ω = 0 are also shown for wavevector ky = 2×106 rad/m. In these mode plots the displacement of
the beam from its reference form (solid black outline) is shown by the colored beam, and where red
(blue) corresponds to regions of large (zero) displacement magnitude and the black vectors indicate
the magnitude and direction of the displacement. The bands and mode profiles were calculated
using the FEM software package COMSOL [12].
2.2 Introducing periodicity: band diagrams
Waves in periodic structures are best understood in terms of band theory. Bloch’s
theorem states that in a structure with periodic variation, the time-harmonic solu-
tions to the optical and mechanical wave equations can be expressed as a product of
a plane-wave solution (eik·r ) and a function (ek(r) or Qk(r)) possessing the same
periodicity as the crystal4,
e(r) = ek(r)e
ik·r and Q(r) = Qk(r)e
ik·r . (19)
These solutions are for a given frequency, and the vector k is well-defined mod-
ulo a reciprocal lattice vector G. For complex geometries, numerical methods are
used to calculate the relation between k, the wave vector, and ωn(k), the frequency
of the Bloch wavefunctions of band n. Using a package such as COMSOL [12]
or MPB [13], we find the eigenfrequencies of the desired wave equation for a
unit-cell of the crystal. Boundary conditions determining the wavevector of in-
terest are used. It is possible to set for example a boundary condition such as
Q(r)|∂1 = Q(r + a)|∂2eik·a where ∂1,2 are two of the boundaries of the unit-cell
4 We refer the reader to a text on condensed matter physics [16] for a completely analogous treat-
ment of these concepts for electrons.
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Fig. 6 a, Unit cell of a quasi-1D crystal formed in a Si nanobeam. The unit-cell contains a hole
shaped like an oval, with the transverse and longitudinal radii of the hole given by ht = 0.76a and
hl = 0.54a, respectively, and the lattice constant equal to a = 448 nm. b, Photonic band diagram
of the Si nanobeam. Here we take Si to be an isotropic dielectric with refractive index n = 3.48.
The fundamental TE-like band with symmetry (−x+z) is shown as a solid black curve, while the
other bands are shown as blue dotted curves. The solid green curve is the vacuum light line, and
the gray shaded region denotes the region with a continuum of radiation modes. The orange shaded
region represents a quasi-bandgap for guided optical modes of symmetry (−x+z). c, Phononic band
diagram of the Si nanobeam. Here we assume Si to be an isotropic elastic material with density
ρ = 2.329 g/cm3, Young’s modulus E = 170 GPa, and Poisson’s ratio ν = 0.28. The (+x+z) bands
corresponding to the extensional modes of the beam are shown as black curves, with the bands of
other symmetry shown as blue dotted curves. The orange shaded region corresponds to an acoustic
mode bandgap for modes of symmetry (+x+z). In both plots, the point Γ refers to k = 0 and X to
k = pi/a in the y-direction.
separated by a lattice vector a. With such a boundary condition, the eigenfrequen-
cies and eigenvectors of the structure are calculated, giving a set of frequencies and
wavefunctions {ωn(k),Qk,neik·r : n= 1,2,3, ...}. This process is repeated for a large
set of k values, generating a band diagram, i.e. a plot ofωn(k) vs. k. For the quasi-1D
case, where the periodicity is defined by discrete translations in only one direction,
the axis is trivial to define, and the wavevectors are simply taken to be real numbers.
Typically in this case, we take k ∈ [−G/2,G/2] with G = 2pi/a. For the quasi-2D
case, the wavevectors k are 2D vectors, and thus a 1D path in k-space starting from
k = 0 (the Γ -point), traversing the boundary of the First Brillouin Zone (FBZ), and
coming back to the Γ -point is used.
2.2.1 Quasi-1D nanobeam optomechanical crystals
Patterning an array of holes in a suspended beam realizes a quasi-1D crystal struc-
ture. Such dielectric crystals, sometimes referred to as photonic crystal wires, have
been considered for the last two decades in optics[31, 32] due to their ease of design
and fabrication. Figure 6 shows the calculated band diagrams for the propagation of
light and sound in such a quasi-1D nanobeam crystal structure.
The band structure for photons at small values of k and at low frequencies is sim-
ilar to that of photons propagating in an unpatterned beam studied in Section 2.1.2.
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In such a case, the wavelength is simply too large for the electromagnetic waves to
sense the periodicity of the crystal. There are two bands terminating with linear dis-
persion at the origin of theω−k diagram, corresponding to the fundamental TE-like
and TM-like modes of an unpatterned beam. At close to the X-point however, strong
backscattering due to Bragg reflection occurs, and the bands flatten. A splitting is
induced by the periodic perturbation of the dielectric. For the geometry shown, this
splitting produces a quasi-bandgap of nearly 50 THz centered around 190 THz for
(−x+z) symmetry guide modes. At the X-point, the upper and lower branches of
the folded (−x+z) guided mode band are called the conduction and valence bands,
respectively, in analogy to the electronic bands of a semiconductor. Close to the
X-point, these bands posses a quadratic dispersion.
The orange shaded region in the band diagram of Fig. 6b is not strictly a bandgap
though we refer to it as such in this chapter. Rather, it is a quasi-bandgap region for
the fundamental TE-like modes, protected by both mirror and discrete translation
symmetries. Unlike a true bandgap, there are propagating modes that have frequen-
cies in this region. These modes are of two types – those with a phase mismatch
and those with a symmetry mismatch to the guided Bloch mode band of interest.
The former can be found in the grey shaded region of Fig. 6b, where a continuum
of radiation modes exist. In a perfect and infinite structure, guided waves below
the vacuum light line cannot leak into radiation modes due to a momentum or phase
mismatch. However, if there are defects in the dielectric along the propagation direc-
tion y (whether designed or accidental) with sufficiently large Fourier components
to compensate the phase mismatch, an excitation below the light line can couple
to radiation modes above the light line. A structure with a highly localized pertur-
bation (small ∆y) can provide a large ∆ky which leads to “radiation losses” (see
Section 2.3). The second set of modes that the Bloch mode of interest may cou-
ple to are those with differing symmetry found below the light line. In Fig. 6b, the
dotted curve crossing through the bandgap corresponds to a guided mode with the
same symmetry, (+x−z), as the fundamental TM-like mode of the simple beam pre-
sented in Fig. 3. For this band to couple to the fundamental TE-like band requires
breaking of both σx and σz mirror symmetries. In a perfect structure, one has es-
sentially a perfect bandgap, while the introduction of nonidealities causes coupling
to the out of symmetry modes and an increase in radiation or scattering losses. In-
troduction of engineered defects to localize the light in the bandgap will necessary
yield radiation losses. These losses can be reduced below experimentally detectable
limits by smoothing the defect (increasing ∆y) as is studied in more detail below in
Section 2.3.
A similar view emerges for the phonons in the 1D periodic structure with a few
caveats. For small k and low energies, where the wavelengths are much longer than
the periodicity a, four bands going through the origin correspond exactly to those
discussed in Section 2.1.4. As is the case for photons, these long wavelength acous-
tic excitations are not strongly affected by the periodicity of the lattice and simply
sense an effective medium with a modified elasticity tensor. The (+x+z) band is
highlighted in black showing the emergence of a symmetry-dependent band gap
spanning roughly 1.5 GHz centered at around 4 GHz. The primary difference be-
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tween the phononic and photonic band diagrams are the lack of a light line and ra-
diation modes in the case of phonons. This is because phonons do not propagate in
vacuum. Thus the guided modes in the phononic bandgap region are those with dif-
fering symmetry, and we call the quasi-bandgap in this case symmetry-dependent.
2.2.2 Quasi-2D slab optomechanical crystals
Moving from one-dimensional to two-dimensional structures is highly desirable
for certain experiments. First, there is the potential for more design freedom, as
well as new opportunities in scaling and networking of systems. For example, two-
dimensional arrays of optomechanical structures can give rise to novel collective
phenomena not obtainable in 1D systems [5], as well as the ability to guide either
light or sound by careful generation of line defects [1]. A major technical advan-
tage to 2D slab structures is their enhanced power-handling ability. Heat generated
by absorption of photons in the structure can escape more easily in a 2D setting
than in 1D photonic structures [33, 34]. This becomes crucially important in low
temperature experiments where quantum phenomena are more easily observed. In
the mesoscopic systems under study here, and at temperatures below a few kelvin,
phonon-mediated thermal transport is quantized [35]. This is a particularly limit-
ing factor for 1D nanostructures when the cut-off energy of higher order propa-
gating phonon modes h¯ΩM surpasses kBTb. In this case, thermal phonons can be
carried away through at most four channels corresponding to the four polarizations
of waves studied in Section 2.1.4. In an infinite slab, even if one dimension (for
example, the thickness) is “small”, there are still an infinite number of channels for
guiding phonons, corresponding to waves propagating in different directions in the
plane5.
Unfortunately, the phononic property of a structure essential for good heat man-
agement, i.e., a large number of phonon loss channels, is diametrically opposed
to the central goal of creating long-lived mechanical resonances with low acous-
tic radiation losses. The quantization of thermal conductance and availability of
a limited number of phonon loss channels, means that on one hand, the thermal
conductance of 1D structures is poor, while on the other hand, localized mechani-
cal resonances in a 1D setting can be fairly robust against disorder. In fact, in 1D,
symmetry-dependent bandgaps are sufficient for achieving large mechanical qual-
ity factors for modes of engineered defects [36, 37] because a localized mode at a
specific frequency will at most couple to only a finite number of channels in the
presence of disorder. In a 2D structure however, any symmetry-breaking perturba-
tion couples a localized resonance to a much larger number of loss channels – the
same channels that provide the desirably large thermal coupling to the environment.
5 The band diagrams for phonons shown in figures 6, 7, and 8 look similar and hide this essential
distinction. We remind the reader that the bands for the 2D structures represent modes along a path
traversing the boundary of the FBZ, while in the band diagram for a 1D structure shown in Fig. 6,
all of the points in the FBZ are represented.
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Fig. 7 a, Schematic of the quasi-2D cross crystal slab structure (upper) along with its recipro-
cal lattice (bottom). The cross crystal structure considered here is formed from a Si thin-film of
thickness t = 220 nm, and consists of a periodic array of cross-shaped holes etched into it with
parameters h= 0.8a, w= 0.2a, and a= 500 nm. Here we assume the Si thin-film to be an isotropic
dielectric with refractive index of n = 3.48 and an isotropic elastic material with ρ = 2.329 g/cm3,
E = 170 GPa, and ν = 0.28. b, Photonic band diagram, showing only the (+z) symmetry bands.
The gray shaded region denotes the vacuum light cone region with a continuum of radiation modes.
Leaky bands in the vacuum light cone are shown in red, and cause there to be no usable photonic
bandgap. c, Phononic band diagram, showing the acoustic bands of all symmetries. This structure
exhibits a large bandgap centered at roughly 6 GHz for all possible acoustic waves (orange shaded
region). The photonic and phononic band diagrams are both plotted along the Γ → X →M→ Γ
path in reciprocal space.
A structure possessing a full phononic bandgap, i.e., a bandgap for all acous-
tic excitations regardless of their symmetry, provides the best of both worlds. A
localized mechanical resonance with a frequency in the bandgap of such a crystal
can be long-lived even under modest amounts of fabrication disorder. Additionally,
since the thermal distribution of phonons is spectrally broad, phonon modes out-
side the bandgap provide a large thermal conductance to dissipate heat. Luckily, full
phononic bandgaps are obtainable in thin-film nanostructures by patterning crystals
with particular unit cell geometries. Perhaps even more surprisingly, it is possible to
create simultaneously a full bandgap for phonons and a quasi-bandgap for guided
mode photons as will be shown below for the snowflake lattice.
For a square lattice, an array of cross-shaped holes etched into a thin-film of Si
can have a full phononic bandgap [38]. Each cross has a height h and a width w,
which along with the lattice spacing a and slab thickness t, serve to fully define the
geometry of the crystal. The reciprocal space representation of the lattice is shown
in Fig. 7b, in which the common notation of the high symmetry points of the FBZ in
a square lattice are used. The phononic bandstructure, including all symmetries of
vibrational modes of the cross substrate is shown in Fig. 7c. For the plotted param-
eters, the Si structure has a bandgap between 5.3 and 6.8 GHz. This bandgap can
be understood to arise due to the presence of small bridges between the connecting
interconnected squares in the lattice [38]. For frequencies approaching the internal
resonance frequencies of the squares, the wave propagation in the structure can be
understood in a tight-binding picture. These tight-binding bands flatten as the near-
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Fig. 8 a, Schematic of the quasi-2D snowflake crystal slab structure (upper) along with its recipro-
cal lattice (bottom). The snowflake crystal structure considered here is formed from a Si thin-film
of thickness t = 220 nm, and consists of a periodic array of snowflake-shaped holes with param-
eters r = 0.4a, w = 0.15a, and a = 500 nm. Here we assume the Si thin-film to be an isotropic
dielectric with refractive index of n = 3.48 and an isotropic elastic material with ρ = 2.329 g/cm3,
E = 170 GPa, and ν = 0.28. b, Photonic band diagram, showing only the (+z) symmetry bands.
The gray shaded region denotes the vacuum light cone region with a continuum of radiation modes.
Leaky bands in the vacuum light cone are shown in red, and do not enter the region of the pho-
tonic quasi-bandgap. c, Phononic band diagram, showing the acoustic bands of all symmetries.
This structure exhibits a large bandgap centered at roughly 9 GHz for all possible acoustic waves
(orange shaded region). The photonic and phononic band diagrams are both plotted along the
Γ →M→ K→ Γ path in reciprocal space.
est neighbor interaction is made smaller by reducing the width of the connecting
bridges, giving rise to a bandgap.
Photons in this structure are better described in a plane-wave expansion approach
as opposed to the tight-binding picture. The square lattice, with its low symmetry,
behaves differently for plane waves propagating in different directions such as at the
high symmetry X and M points of the FBZ boundary. This results in a much smaller
in-plane photonic bandgap for the square lattice in comparison to a higher symme-
try lattice such as the hexagonal lattice. The photonic bands for the cross structure
are shown in Fig. 7c for (+z) symmetry (these modes include the fundamental TE-
like bands). Unfortunately, due to the presence of a leaky guided mode resonance in
the continuum of radiation modes, no photonic bandgap is present. The leaky reso-
nance has a large local density of states in the slab, making localized photonic states
highly susceptible to leakage in the presence of fabrication disorder. Thus, the cross
substrate is ruled out as a suitable structure from which to form important photonic
elements such as ultrahigh-Q optical cavities. Nonetheless, the simple design and
full phononic bandgap of cross substrates has permitted their utilization as phonon
“shields” in a variety of optomechanical experiments [39, 6, 7, 8, 10, 40].
The hexagonal lattice counterpart of the quasi-2D cross substrate is shown in
Fig. 8, which we term the “snowflake” substrate. Each snowflake pattern has a radius
r and a width w, which along with the lattice spacing a and slab thickness t, define
the crystal geometry. Due to the higher symmetry of the hexagonal lattice, wavevec-
tors at the high symmetry M and K points on the boundary of the FBZ sense a more
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similar medium preserving the photonic bandgap. In principle, using photonic cavity
design techniques outlined in Section 2.3, the quasi-2D snowflake crystal substrate
can support high-Q co-localized optical and mechanical resonances [41].
2.3 Breaking periodicity: localized states in optomechanical
crystals
Any mechanical resonance with an eigenfrequency inside a full bandgap will be
long-lived. Since phonons do not propagate in vacuum and there is no continuum
of radiation modes outside of the thin-film, phononic cavities with high quality fac-
tors are easy to create, and can be defined by incorporating a defect into a quasi-2D
phononic crystal slab. For example, one need only surround an area in the slab with a
full bandgap phononic crystal like the cross structure presented above [39] to obtain
long-lived phononic cavity resonances. The internal resonances of the surrounded
region, cannot couple to any propagating leakage channel as long as the defect fre-
quency is within the bandgap, and thus the quality factors of such resonators are not
limited by clamping or radiation losses.
As explained in Section 2.2.1, the situation for photons is more complicated.
The photonic bandgaps obtained in the thin-film systems are protected by phase
matching and symmetries. By designing a structure so the vertical symmetry σz is
conserved, coupling between TE-like and TM-like modes can be eliminated. On the
other hand, to localize the field, a defect must be introduced breaking the transla-
tional symmetry of the structure and inducing coupling to the continuum of radia-
tion modes, which leads to radiation losses. It was discovered nearly a decade ago
that radiation losses can be greatly reduced in thin-film photonic crystal cavities
by engineering defect modes with narrow momentum-space distributions [42, 43].
The essential idea is to generate a smooth defect. For these defects, modifications
to the unit cell of the crystal are small enough that they can be described by a lo-
cally modified band picture. By slightly modifying a parameter, such as the radius
or shape of a hole or the lattice constant, bands can be “pushed” into a bandgap,
as shown in Figs. 9a-d. Surprisingly, even defects small enough to confine light in
a nearly diffraction-limited volume can be designed to yield quality factors larger
than 106 [44]. In Si, quality factors beyond 106 are often limited by other loss mech-
anisms [45].
2.3.1 Nanobeam optomechanical crystal cavities
Designs for photonic nanobeam cavity resonators with very large quality factors
(exceeding 106) were realized in Ref. [47, 48, 49] with experimental demonstra-
tions following shortly [50]. Quasi-1D nanobeam optomechanical crystal cavities
were realized by Eichenfield et al. [36] following very similar principles. The extra
complication in the design of optomechanical crystal cavities is that the perturbation
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Fig. 9 Zoomed-in region of the a, photonic and d, phononic band diagrams of Fig. 6. The guided
mode optical and acoustic bands from which the localized defect states are formed are shown as
thick black curves. The resulting optical and acoustic defect mode frequency is shown as a dashed
red curve in both diagrams. e, Schematic view of the nanobeam defect cavity in the x-y plane,
showing the variation of the unit cell along the length of the nanobeam. b, The frequency of the
X-point optical mode of interest as a function of unit cell perturbation. Moving from left to right
on the plot corresponds to moving from the mirror region at the end of the nanobeam to the center
of the defect cavity. c, For the same perturbation, the frequency of the Γ -point mechanical mode
of interest. f, g, Plot of the FEM-simulated lowest order defect modes for the phonons (Q) and
photons (Ex) in the resulting defect cavity. Further details of the cavity design can be found in
Ref. [46].
of the crystal must push both the optical and mechanical bands edges into their re-
spective bandgaps. The sections of the band diagrams of interest for the nanobeam
geometry are shown in Fig. 9a and d for the optics and mechanics, respectively.
The defect’s perturbation must then increase the optical frequency as evident from
Fig. 9a, since the optical defect state is formed from the valence band’s X-point
Bloch function. Γ -point optical resonances are unsuitable as they are embedded in
a continuum of radiation modes and are usually leaky.
Since the mechanical field Q(r) enters the optomechanical coupling calculation
linearly as opposed to quadratically (see Section 2.4), cancellations can occur in the
overlap integral due to sign changes in the displacement field. Thus, the selection
of the band edge for the mechanical resonance requires consideration of the trans-
lational and mirror symmetries of the mode. In particular, a mode taken from the
Γ -point is preferred6 since for X-point mechanical resonances the optomechanical
coupling from consecutive cells for a mechanical mode with symmetry (+y) ap-
proximately cancels, leading to a reduced optomechanical coupling rate [38]. Addi-
tionally, the only mechanical mode symmetry giving a nonzero value for the integral
6 It is possible to generate mechanical modes with nonzero optomechanical coupling that do not
have the “correct” Bloch function σy mirror symmetry (e.g, the ‘accordion’ modes demonstrated
in Ref. [36]). However, a higher order resonance of the defect must be used. We do not consider
these designs here as they generally have lower optomechanical coupling rates than fundamental
modes formed from Γ -point Bloch functions with (+y) symmetry.
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in eqn. (23) is (+x+z). The (+x +y +z) Γ -point phonon mode with the lowest fre-
quency lies above a symmetry dependent bandgap. Hence the defect perturbation
must reduce the frequency of this Γ -point phonon mode.
A perturbation of the nanobeam quasi-1D crystal that satisfies both the optical
and mechanical conditions is one where both the radii and the inter-hole spacing
is changed, as shown schematically in Fig. 9e. The exact form of this defect is de-
scribed in Ref. [46]. Under such a perturbation, the valence band X-point photonic
mode is pushed to higher frequencies in the center of the nanobeam (Fig. 9b) while
the Γ -point phononic mode is reduced in frequency (Fig. 9c). The exact defect pa-
rameters are found through numerical optimization over hundreds of simulations
used to optimize a fitness function approximately related to g20/κ [46]. The co-
localized mechanical and optical resonances of the resulting optimized nanobeam
defect cavity are shown in Figs. 9f and g, respectively.
2.3.2 Snowflake optomechanical crystal cavities
The design of cavities in a thin-film snowflake substrate follows generally the same
principles as for the quasi-1D nanobeam cavity, with only a few caveats and com-
plications. As a first step, we convert the quasi-2D crystal into an effective quasi-1D
crystal by introduction of a line defect that possesses symmetry-protected optical
and mechanical bandgaps. In addition to simplifying the design, this step embeds
the band edge of interest in a region of frequency space with very low density of
states, i.e. deep inside the bandgap region (essentially the same recipe has been
used to create optical resonances of very high Q in a similar hexagonal lattice [44]).
Next, we focus on the bands of the waveguide that provide the best optomechanical
coupling estimated from an overlap integral of the optical and mechanical Bloch
functions [38]. For a snowflake substrate with (r,w) = (0.42,0.15)a, t = 220 nm,
and a = 540 nm, a waveguide width of W = 0.4a was found to produce strongly
coupled optical and mechanical waveguide modes (see Fig. 10a). These bands are
tuned into the bandgap regions in a manner analogous to that described above for the
nanobeam structures. A local reduction of the radius of snowflakes causes both the
mechanical and optical band edges to tune into their respective bandgaps, as elabo-
rated in Ref. [38]. An exaggerated defect cavity in the snowflake substrate is shown
in Fig. 10. In the actual cavity structure, the perturbation of the snowflake radius
due to the defect is only 3%, and is spread over Nd = 14 unit cells. The snowflake
defect cavity was not found through numerical optimization as in the nanobeam
case due to the higher complexity of the structure and the impracticality of running
a large number of simulations. Instead, the design of the quasi-2D snowflake cav-
ity involved first optimizing the waveguide unit cell optomechanical coupling, and
then forming the cavity with a simple harmonic defect perturbation [38]. The mode
profiles of the strongly coupled optical and mechanical modes are shown in Fig. 10.
The very small perturbation needed to localize the defect cavity modes has implica-
tions for how such structures are affected by fabrication imperfections as described
in Section 3.3.2).
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Fig. 10 a, Schematic illustration (in the x-y plane) of a defect cavity in the quasi-2D snowflake sub-
strate. A linear waveguide along the y-direction (Γ -K direction in reciprocal space) is first formed
by removing a linear array of snowflake holes and shrinking the waveguide width by 2W . Over
NWGd = 7 rows going out from the center of the waveguide, the snowflake radii are scaled quadrat-
ically from r(1− rd) at the center to a nominal value of r. A cavity is formed from this waveguide
by then varying the parameter rd quadratically along the axis of the waveguide over Nd lattice pe-
riods. b, A plot of the central waveguide hole radii along the length of the waveguide for Nd = 10
and a maximum rd at the cavity center of 0.4. Plot of the FEM simulated c, optical field (Ex(r)) and
d, magnitude of the mechanical displacement field (Q(r)) for the co-localized resonances of a de-
fect cavity formed in a Si snowflake substrate with parameters (t,r,w,a) = (220,210,75,500) nm,
NWGd = 5, Nd = 14, and rd,max = 0.03. For these parameters the mechanical resonance is at a fre-
quency of νm = 9.50 GHz and the optical mode at a wavelength of λ0 = 1.459 µm. The theoretical
vacuum optomechanical coupling rate between these modes is g0/2pi = 292 kHz. See Ref. [38] for
further details.
2.4 Optomechanical coupling
Given a numerically computed optical and mechanical mode, the optomechanical
coupling rate between the two modes can be calculated using perturbation theory.
Physically, the optomechanical coupling arises from the shift in the optical cavity
frequency by the mechanical deformation. In a dielectric structure characterized
by ε0(r), modifications due to deformations can be taken into account with the
expression
ε(r) = ε0(r)+δε(r). (20)
To first order, such a modification of the dielectric causes a shift in the optical reso-
nance frequency of a mode with mode profile e(r) of
ω(1) =−ω0
2
〈e|δε|e〉
〈e|ε|e〉 , (21)
where
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〈a|b|c〉=
∫
a(r) ·b(r) · c(r) d3r. (22)
Numerical evaluation of this integral can be simplified depending on the form of
δε(r). Below we consider dielectric perturbations arising from moving boundaries
and the photoelastic effect.
2.4.1 Boundary perturbation
A deformation of the optical resonator affects the dielectric tensor at the boundaries
between different materials. This is because the high-contrast step profile of ε(r)
across a boundary is shifted by deformations of the structure. By relating a defor-
mation to a change in the dielectric constant, we can use eqn. (21) to calculate the
optomechanical coupling. Johnson has derived a useful expression [51] for this shift
in frequency, which when adapted to optomechanics [37], gives a frequency shift
per unit displacement of
gOM,Bnd =−ω02
∫
(Q(r) ·n)(∆ε|e‖|2−∆(ε−1)|d⊥|2)dA
max(|Q|)∫ ε(r)|e(r)|2d3r , (23)
for a mechanical vector displacement field Q(r).
2.4.2 Photoelastic coupling
The photoelastic contribution to the optomechanical coupling arises from local
changes in the refractive index due to strain in the structure. For a particular dis-
placement vector Q(r) (and the corresponding strain tensor S, see eqn. (8)), the
dielectric perturbation is given by
δε(r) = ε · p ·S
ε0
· ε, (24)
which reduces to δεi j = −ε0n4 pi jklSkl for an isotropic medium. The fourth-rank
tensor p with components pi jkl is called the photoelastic tensor. Often, when con-
sidering the symmetries in the atomic structure of the material, a reduced tensor is
used with elements pi j. At this point, a simple volume integral, such as that shown
in eqn. (21), can be used to find the frequency shift for a given displacement
gOM,PE =−ω02
∫
e ·δε · e d3r
max(|Q|)∫ ε(r)|e(r)|2d3r , (25)
where for x and y axes aligned along the [100] and [010] crystal directions of Si,
respectively, e ·δε · e is given by [10],
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e ·δε · e = −ε0n4
[
2ℜ{E∗x Ey}p44S4+2ℜ{E∗x Ez}p44S5+ℜ{E∗y Ez}p44S6
+|Ex|2(p11S1+ p12(S2+S3))+ |Ey|2(p11S2+ p12(S1+S3))
+|Ez|2(p11S3+ p12(S1+S2))
]
. (26)
The components of the photoelastic tensor are for such an orientation in Si, (p11, p12, p44)=
(−0.094,0.017,−0.051)[25].
2.4.3 Vacuum coupling rate
The expressions derived above give us the boundary and photoelastic components
for a shift in the optical cavity frequency per unit displacement of the maximum
deflection point of a deformation profile Q(r). A natural unit for displacement is
the zero-point fluctuation amplitude. The vacuum coupling rate g0 is defined as the
shift in the optical cavity frequency due to a deformation equal in amplitude to the
zero-point fluctuations of a mechanical mode Q j(r). We can find g0,Bnd and g0,PE
simply by multiplying the expressions (23) and (25) by the zero-point fluctuation
length xzpf =
√
h¯/(2meffΩM) (see eqn. 15). The total coupling rate is then simply
their sum g0 = g0,Bnd + g0,PE, and the corresponding optomechanical interaction
Hamiltonian can be written as,
HOM,int = h¯(gOM,PE+gOM,Bnd)xˆaˆ†aˆ
= h¯g0(bˆ†+ bˆ)aˆ†aˆ. (27)
3 Fabrication and characterization of devices
3.1 Fabrication
The steps taken to fabricate the Si devices presented in this chapter are briefly sum-
marized in Fig. 11. The starting point for device fabrication is a silicon-on-insulator
(SOI) wafer, which has a thin top Si device layer (∼ 200 nm) sitting on top of a
buried silicon dioxide layer (3 µm) which itself is atop a Si handle wafer. The fab-
rication procedure involves one layer of electron-beam lithography (Vistec 100 kV
lithography system with ZEP-520A resist), a dry plasma etch (SF6/C4F8) to trans-
fer the pattern into the top Si device layer, and a final wet etch (1:1 HF:H2O) of
the underlying silicon dioxide layer to create a free-standing structure. It was found
that the mechanical and optical resonator quality factors were highly dependent on
the final chemical etch steps in the fabrication in which the Si surfaces properties
are determined. The recipe giving the best results was found to involve performing
repeated Piranha (3:1 H2SO4: H2O2) cleans (600 s, stirred at 250 rpm), followed
by hydrogen termination using a weak 1:20 HF:H2O solution (60 s) and a final DI
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Resist Layer
(ZEP-520A)
Electron Beam
Lithography
Develop & Rinse
(ZED-N50 & ZMD-D)
Plasma Etch
(C4F8/SF6)
Piranha Clean
(H2SO4/H2O2)
HF Undercut
Repeat with diluted HF, x3
Fig. 11 Fabrication steps for a Si OMC device fabricated from SOI. See text for process descrip-
tion. Figure adapted from Ref. [46].
water bath (30 s× 2). It is believed that such a preparation creates a stable hydrogen-
terminated surface that is desirable for both the optical [45] and mechanical response
of the structure.
Fabrication of the Si OMC cavities studied here benefit from highly optimized
and established materials processing techniques that have been developed for the
microelectronic industry and the availability of SOI wafers. Even though our focus
here is on Si, similar techniques have recently been developed for materials such
as diamond [52, 53, 54] and silicon carbide [55, 56], which are expected to have
excellent optical and mechanical properties.
3.2 Fiber-taper optical coupling and characterization
In order to rapidly test devices on a wafer scale, we have developed an optical prob-
ing technique for micro- and nano-photonic devices that utilizes a tapered optical
fiber, heated and stretched down to a diameter on the order of a micron, and in
which a small dimple has been flame polished [57, 58] to allow for local device
probing. The first and most simple way to use a dimpled fiber is to directly couple
to an optical resonator via the tapers evanescent field. Typically, a dimpled fiber ta-
per is mounted in a “U”-shape with the dimpled region extending at the end of the
“U”, and brought into the near-field of a given optical resonator using electronically
controlled stages with sub-micron-level positioning accuracy and visual feedback
under a microscope. The taper is then placed in contact with the surface of the chip,
close to the optical cavity, as shown in Fig. 12 for a snowflake and nanobeam OMC
cavity. This induces some near field evanescent coupling between the resonator’s
modes and the guided modes of the fiber. The optical resonator can be then probed in
both reflection and transmission using both directions of the fiber waveguide. Such
fiber coupling systems have been demonstrated in room temperature ambient con-
ditions as well as in cryogenic vacuum environments. In air, rapid characterization
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a b
Fig. 12 Schematic showing the alignment and placing of a dimpled fiber taper in the near field of
a, a quasi-2D snowflake substrate cavity and b, a quasi-1D nanobeam cavity. This sort of coupling
does not rely on phase-matching and can provide efficient bi-directional coupling to such Si OMC
cavities. Note that in many cases the taper is mechanically stabilized by bringing it into contact
with the surface of the chip.
of a large number of devices on a chip is possible, facilitating a quick turnaround
between design, fabrication, and characterization of devices.
The type of coupling achieved using this direct fiber taper coupling scheme is
bi-directional in that light from the resonator can escape into directions of the fiber
taper waveguide. This so-called “two-sided coupling” is schematically illustrated in
Fig. 13a. There are two propagating modes in the fiber (L and R), both of which
couple to the optical resonance at a rate κe/2. The total loading of the optical cavity
is then κ = κe+κi, where κ is the optical energy decay rate of the loaded cavity and
κi is the intrinsic energy loss rate that consists only of the undetected optical loss
channels in the system (due to scattering, absorption, and coupling to higher order
parasitic guided modes of the fiber). The situation, considering only the optical de-
gree of freedom and neglecting any optomechanical coupling, is then well described
by a Heisenberg-Langevin equation,
d
dt
aˆ = −(i∆ + κ
2
)aˆ−
√
κe/2(aˆin,L+ aˆin,R)−
√
κi aˆin,i, (28)
and input-output boundary conditions,
aˆout,k = aˆin,k+
√
κe
2
aˆ, k = L,R. (29)
Assuming that a “good” coupling has been achieved, i.e., there is minimal inser-
tion loss when the taper touches the chip and the observed transmission spectrum
is flat away form the resonance, extracting the optical parameters of the system is
straight-forward. A measurement of the transmitted optical power versus laser fre-
quency results in a (undercoupled) curve resembling that shown in Fig. 13c . The
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Fig. 13 a, Bi-directional evanescent coupling geometry, in which the “transmitted” field goes into
the forward aout waveguide channel and the “reflected” field goes into the backward a′out waveguide
channel. This is the coupling geometry we will be focusing on in this work, in which the laser
input channel is ain and the detection channel is the forward waveguide channel, aout. b, Single-
sided end-fire coupling geometry. This is the ideal measurement geometry since κ = κe, in which
all of the optical signal that is coupled into the cavity can be, in principle, collected and detected
in the aout channel. c, and d, show the intensity and phase shift of the reflected laser light versus
frequency for the over- (κe > κ) and under- (κe < κ) coupled cases of the single-sided cavity
coupling scheme. Note that for the bi-directional coupling scheme, the transmitted light intensity
and phase will be that of the undercoupled case shown in c and d.
total optical cavity decay rate κ can be read from linewidth, while the transmission
depth Td can be used to find κe/κ = 1−
√
Td .
The symmetric two-sided coupling achieved by direct taper coupling to the cavity
has one major technical drawback when it comes to measurements in optomechan-
ics. Considering that only one end of the waveguide is sent to the detection setup,
50% of the photons leaving the cavity are automatically lost due to the presence of
the alternate unmonitored propagation direction for light in the fiber. Though it is
possible in principle to fully duplicate the measurement apparatus for both channels
of the waveguide and combine the results to avoid loss of information for certain
measurements, it is not obvious how to extend this to all experiments (e.g., genera-
tion of squeezed light [11]). An optimal scheme would consist of coupling a single-
ended waveguide to the optical cavity, such that photons leaving the cavity can only
enter a single propagating mode. Such a scheme is achievable using a dimpled fiber
taper with the OMC cavities studied here through the use of a two-stage-coupler as
shown in Fig. 14 and detailed in recent experiments [59, 60].
In the first stage, the adiabatic mode conversion stage, the propagating mode of
the fiber taper is converted into the fundamental TE mode of a nanobeam waveguide.
This is accomplished by creating a region of waveguide (roughly 30 µm) that has
tapered profile, the details of which can be found in Ref. [61]. The second stage of
the adiabatic coupler consists bringing this waveguide close to the cavity to achieve
the desired near-field coupling. This distance, labeled S in Fig. 14b, can be contin-
uously varied, giving fine control over the coupling. Moreover, there is no physical
contact between the coupling waveguide and the nanobeam, better isolating the me-
chanical resonator from loss channels. The waveguide is then terminated in a way
to minimize scattering into vacuum by introducing holes that gradually increase in
size, as shown in Fig. 14b. This termination eliminates one of the two directions
that light can propagate out of the system, forcing the light to leave in the backward
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Fig. 14 a, Schematic for a two-stage adiabatic taper coupler. The dimpled fiber taper is placed on
a tapered Si waveguide with an effective index that crosses the fundamental mode of the fiber. b,
The Si waveguide is brought into the near field of the OMC cavity by lithographically defining the
gap S. Terminating the Si coupling waveguide with a series of holes forming a photonic crystal
mirror prevents leakage of light past the OMC cavity in the transmission channel. All the light
coupled radiated by the OMC cavity is then captured in the reflection channel of the Si waveguide.
c, An experimental setup used to characterize optomechanical devices. Laser light goes through an
electro-optic modulator (eom) before being coupled into the device under test, generating optical
sidebands at a microwave modulation frequency. The reflected optical signal from the device is
separated using a circulator and sent to a high-speed photodetector (PD1). The microwave signal
from the photodetector corresponding to beating between the optical carrier and its optical side-
bands is then sent into a vector network analyzer (VNA) which is also used to modulate the eom.
This allows the measurement and characterization of the amplitude and phase response of an OMC
cavity to a generated optical sideband near the optical cavity resonance.
propagating channel of the fiber. The Heisenberg-Langevin equations for the optical
subsystem is
d
dt
aˆ = −(i∆ + κ
2
)aˆ−√κe aˆin,WG−
√
κi aˆin,i, (30)
where
aˆout,WG = aˆin,WG+
√
κeaˆ. (31)
It is not possible to distinguish between overcoupled (κe > κi) and undercoupled
(κe < κi) devices by only looking at the reflected power (see Fig. 13c). It is there-
fore important to consider the phase response. Optical sidebands of the laser are
generated using an electro-optic modulator (labeled ‘eom’) in Fig. 14c. This side-
band is swept over the cavity by changing the modulation frequency, while its phase
relative to the carrier is monitored using a vector network analyzer. The sideband
transmission is found to be (in the absence of the coupled mechanical response)
t(∆mod) = 1− κei(∆ −∆mod)+ κ2
. (32)
The resulting phase response is shown in Fig. 14e. By normalizing the phase re-
sponse to a detuning far from the cavity resonance, and then fitting the normalized
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phase response to the argument of t(∆mod)/t(0), we obtain the linewidth κ and cou-
pling rate κe unambiguously.
3.3 Characterization of mechanical properties
Having characterized the optical properties (ωopt,κ, and κe) we turn our attention
to the mechanical and optomechanical properties of the system: the mechanical fre-
quency ΩM, intrinsic mechanical linewidth γi, and optomechanical coupling rate
g0. These can be inferred by studying modifications to the optical cavity response
due to the coupled phonon resonance. In particular, an effect akin to electromag-
netically induced transparency (EIT) in 3-level atoms can be used to extract the
optomechanical system parameters [62, 63, 6]. For a laser drive tuned to frequency
ωL =ωopt−∆ , with ∆ close to the mechanical frequency, an effective beam-splitter
interaction between the optical and mechanical cavities is induced with a character-
istic rate of G = |α0|g0 (|α0| is the coherent state amplitude for the driven optical
resonance). A modulated sideband at two-photon detuning ∆mod will have a trans-
mission coefficient [6]
t(∆mod) = 1− κe/2
i(∆ −∆mod)+ κ2 + |G|
2
i(ΩM−∆mod)+γi/2
. (33)
The experimental setup used to measure t(∆mod) is similar to that shown in Fig. 14c.
When the modulated tone is roughly equal to the mechanical frequency, the period-
ically oscillating radiation pressure force induced by the beating of the sideband
and the carrier drives the mechanical motion to large amplitudes, modifying the
transmission of the sideband. This is the physics captured in eqn. (33). This type of
mechanical characterization, used in Refs [6, 7, 10, 41], requires accurate calibra-
tion of the intracavity photon number since |α0| =√nc is required to convert G to
g0.
Alternatively, with no external modulation of the carrier, the mechanical motion
due to thermal noise will generate a sideband on the carrier and the power spectral
density of this thermal noise can be measured by heterodyne detection of the trans-
mitted light. This detected spectrum is Lorentzian in shape and has a linewidth of
approximately γ±= γi±|Γopt|, |Γopt| ≈ 4|G|2/κ when ∆ =±ΩM, with the ∆ =−ΩM
measurement only achievable for optical powers where γi > |Γopt|. By sweeping the
optical power, and assuming that γi is constant, the value of G as a function of opti-
cal power can measured. Accurate calibration of |α0| is again required for extraction
of g0. This method was used in conjunction with EIT spectroscopy in Refs [7, 10].
Finally, in cases where g0 is too small to accurately extract its value from optical
modification of the mechanical linewidth, a fully calibrated thermometry procedure
can be undertaken. The thermal Brownian motion power spectral density (PSD) is
detected and the g0 is extracted by assuming a bath and mode temperature. Such a
procedure requires precise calibration of the inefficiencies of the optical train, the
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Fig. 15 a, SEM image showing a cross crystal phononic shield surrounding a quasi-1D Si
nanobeam OMC. FEM simulations of the strongly coupled b, optical and c, mechanical resonance
mode profiles. d, Normalized optical transmission spectrum, centered at 1544.8 nm, showing the
fundamental TE-like optical cavity mode of the nanobeam. e, Optically transduced thermal noise
power spectral density centered at the mechanical frequency, ΩM/2pi = 5.1 GHz, with the input
laser red-detuned (red curve) and blue-detuned (blue curve) from the cavity resonance by the me-
chanical frequency. f, Plot of the measured optically-induced mechanical linewidth (Γopt) versus
intra-cavity photon number (nc). The slope of a linear fit to the measured data (dashed curve) is
used to extract g0.
phase and intensity noise on the laser [11], as well as an accurate understanding of
the gain and conversion ratios in the detector and microwave part of the setup [36,
39, 64].
3.3.1 Nanobeam in a phononic shield
The phononic bandgaps in the quasi-1D nanobeam OMCs studied here are symmetry-
dependent, and as explained in Section 2.2.1, this leaves open channels for phonons
to radiate away from the localized resonance7. By surrounding the nanobeam with
a phononic crystal possessing a full phononic bandgap, such as the cross crystal
introduced in Section 2.2.2, residual disorder-induced clamping losses can be elimi-
nated from the system. Simulations taking into account disorder in the placement of
the nanobeam holes show that given a certain amount of relative disorder, clamping
losses can be reduced by six orders of magnitude through incorporation of a cross
crystal incorporating six unit cells [46]. In experiments, we found that at cryogenic
temperatures (∼ 10 K), the mechanical mode quality factors of nanobeams with
7 Recently 1D-OMC cavities with full phononic bandgaps have been demonstrated [65].
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phononic shields were greater than those without phononic shields. The nanobeams
without shields exhibited mechanical Qs not exceeding 3×104, while the shielded
nanobeams had Q’s approaching 106.
A shielded nanobeam OMC cavity, detailed in Ref. [10], is shown above in
Fig. 15a. Five layers of crosses were used in the phononic shield in this exper-
iment to help further isolate the localized cavity phonon resonance at frequency
ΩM/2pi = 5.1 GHz from the environment. The fundamental optical resonance of
the cavity at wavelength λ = 1544.8 nm is strongly coupled to localized phonon
mode. Simulated mode profiles of the coupled optical and mechanical resonances
are shown in Fig. 15b and c, respectively. The nanobeam was designed in accor-
dance to the concepts described in Section 2.3.1, and in more detail elsewhere [46].
In this design, the nanobeam cavity was optimized in a way to minimize g0,Bnd in
favor of a large photoelastic contribution g0,PE as it was found that the signs of the
photoelastic and boundary perturbation optomechanical coupling oppose each other.
The optical characterization of the device was performed using direct fiber taper
coupling. From the coupling depth and a the measured linewidth shown in Fig. 15d,
an intrinsic optical quality factor of 1.2×106 was inferred. Mechanical spectroscopy
data is shown in Fig. 15e, with the PSD of the transmitted laser light recorded at
around the mechanical frequency for laser-cavity detunings of ∆ = ±ΩM. An in-
trinsic mechanical linewidth of γi/2pi = 7.5 kHz is inferred corresponding to a me-
chanical quality factor of Qm = 6.8×105. In addition the g0 is measured by varying
the optical power and recording the change in linewidth. From the linear fit shown
in Fig. 15f, an optomechanical coupling rate of g0/2pi = 1.1 MHz is inferred.
3.3.2 Snowflake cavities and fabrication disorder
The snowflake cavities presented in Section 2.3.2 were fabricated in a thin-film Si
layer [41], and there properties were measured. Direct fiber taper coupling was used
to determine the optical mode Q-factor. Afterwards, two-tone “EIT” spectroscopy
was used to understand the mechanical mode properties using a set-up similar to
that shown in Fig. 14c. In this scheme the VNA outputs a microwave tone that
modulates the laser beam sent to the optical cavity, creating optical sidebands. The
optomechanical interaction changes the phase between the sidebands and the carrier,
and the extra phase imparted on the sidebands is measured by the VNA by taking
the output of the high speed photodetector. The normalized phase response of the
VNA (angle[s12(δ )]) for low and high optical input powers are shown in Figs. 16a
and b, respectively, for a laser-cavity detuning of ∆ = ΩM. The measured spectra
show two mechanical modes with frequencies at 9.309 GHz and 9.316 GHz. By
varying the optical power, and fitting these measured curves to the model described
in Section 3.3, the intrinsic and damped mechanical linewidth can be measured.
These measurements are plotted in Fig. 16d against optical power. The linear fits of
Γopt are used to infer a value for g0/2pi , which is found to be 220 kHz for the upper
frequency mode and 180 kHz for the lower frequency mode.
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Fig. 16 a, Low and b, high power EIT spectra of a Si quasi-2D snowflake cavity with parameters .
The fits shown in the insets are used to extract the optomechanical parameters. c, SEM image of a
fabricated snowflake OMC cavity. d, Plot of the resulting fit mechanical damping rates versus nc.
Measured γi is shown as squares and Γopt is shown as circles, with the low (high) frequency mode
shown in green (purple). Dashed lines correspond to linear fits to the Γopt data. For a representative
8 of the simulated disordered structures: e, plot of the linear acoustic energy density profile for
the two most strongly coupled mechanical resonances and f, plot of the corresponding mechanical
frequency difference for these mechanical resonances.
The presence of two nearly-degenerate and strongly coupled mechanical reso-
nances likely arises from the effects of disorder in the fabricated structure. The flat
dispersion (low group velocity) of the mechanical waveguide mode from which the
snowflake cavity resonances are formed (see Ref. [38] for a detailed study of these
guided modes) causes the mechanical mode spectrum to be highly sensitive to fab-
rication disorder. In fact, this flat dispersion allows an engineered defect consisting
of only a 3% modulation of the snowflake radius to be sufficient for localization of
the mechanical mode, as described in Section 2.3.2. This extreme sensitivity to dis-
order makes exact determination of the mechanical mode structure from the mea-
sured spectra difficult. The simulated linear mechanical energy distribution along
the length of the cavity for the two most strongly coupled mechanical modes of a
series of disordered snowflake cavities is shown in Fig. 16e. In Fig. 16f we show
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the corresponding frequency splitting of these two modes. Here, disorder was intro-
duced in the simulation by varying the snowflake hole position and dimensions with
a normal distribution of 2% (we expect disorder in the radii to be on the order of
1-2% from fits to SEM images). The simulated disordered structures are found to
yield similar mode couplings and mode frequency splitting as that in the measured
snowflake device.
4 Outlook and future directions
A survey of a variety of thin-film OMC cavity structures, and their measured optical,
mechanical, and optomechanical coupling properties are presented in Table 1. From
this table it is clear that a variety of different geometries have been realized, utilizing
1D and 2D crystal structures with partial and full phononic bandgaps. New mate-
rials have also begun to be used to create OMC structures, including piezoelectrics
such as AlN which offer the promise of integrating opto-mechanical and electro-
mechanical functionality into the same device. For the most part, however, optome-
chanical crystals have thus far been experimentally realized only as individual cavity
elements. Given the chip-scale nature of thin-film optomechanical crystal devices,
and the ability to “wire up” different elements via photonic or phononic waveguides,
an interesting future direction will be to explore the classical and quantum properties
of arrays of coupled optomechanical crystal cavities [2, 8, 4, 66, 67, 68, 5].
The quantum nonlinear regime of cavity optomechanics, which requires both
sideband resolution ((κ/ΩM) < 1) and strong quantum coupling ((g0/κ) > 1), re-
mains completely unexplored experimentally. This regime would enable one to cre-
ate quantum phononic gates for performing quantum information processing tasks,
to generate non-Gaussian states of light through a photon-blockade-like effect, and
to perform quantum non-demolition measurements of either photon or phonon num-
ber [69, 70, 71, 72]. As such, it is interesting to consider what the limits of optome-
chanical coupling in OMCs might be.
A back of the envelope estimate of the requirements needed to reach the strong
quantum coupling limit can be made by considering the moving boundary contri-
bution to the optomechanical coupling. Assuming that the spatial extent of the pho-
ton cavity resonance can be limited to roughly λ0/n (where λ0 is the free-space
optical wavelength for optical frequency ωo = 2pic/λ0, and n is the refractive in-
dex of the material forming the OMC cavity), the optomechanical coupling will
be roughly g0/2pi ≈ (nωo/λ0)xzpf. For typical solid state materials, with densities
ρ ∼ 1 g/cm3 and Young’s modulus E ∼ 100 GPa, the zero-point-motion amplitude
of the fundamental mechanical resonances of a given structure is approximately
xzpf ∼ 1-10 fm, even for the complex OMC structures studied here. For a free-space
wavelength of 1.5 µm and a refractive index of n = 3.5, this yields a g0 of approx-
imately 2 MHz, very close to the maximum optomechanical coupling realized so
far in OMCs. The corresponding ratio of vacuum coupling to optical linewidth is
then, g0/κ ∼ Qo(nxzpf/λ0), where Qo is the optical cavity resonance Q-factor and
34 Amir H. Safavi-Naeini and Oskar Painter
T ΩM/2pi g0/2pi phonon
[K] [GHz] Qm [kHz] confinement material Ref.
Eichenfield et al. (2009) 300 2 103−104 220 p1D Si [36]
Alegre et al. (2011) 30 1 104 60 f2D (+) Si [39]
Gavartin et al. (2011) 300 0.9 102−103 93 p2D InP [64]
Safavi-Naeini et al. (2011) 30 3.6 104 800 p1D and f2D (+) Si [6]
Chan et al. (2011) 20 3.7 105 800 p1D and f2D (+) Si [7]
Chan et al. (2012) 10 5.1 106 1100 p1D and f2D (+) Si [10]
Bochmann et al. (2013) 300 4.2 103 30 p1D AlN [75]
Safavi-Naeini et al. (2014) 10 9.3 104−105 220 f2D (∗) Si [41]
Gomis-Bresco et al. (2014) 300 3-4 103 1200 f1D Si [65]
Table 1 Survey of experimentally realized thin-film optomechanical crystal devices. Phonon con-
finement is obtained through full (f) and partial (p) bandgaps in quasi-1D and quasi-2D geometries.
Systems using cross (+) and snowflake (∗) crystals are also indicated.
η ≡ (nxzpf/λ0) is a Lamb-Dicke parameter, of order 10−8 in the currently realized
OMC cavities.
For the optimized nanobeam OMC device of Ref. [10], the optical Q-factor was
measured to be as high as Qo = 1.2×106 (limited by optical scattering and absorp-
tion), yielding a measured ratio of g0/κ = 0.0079, still significantly far from the
strong quantum coupling regime. One idea for increasing the optomechanical Lamb-
Dicke parameter involves the use of nanoscale slots within OMC structures [73].
Similar structures have been proposed as a means in nanophotonic waveguides and
cavities to generate large Purcell enhanced spontaneous emission of emitters embed-
ded in the slot. In the case of optomechanics, nanoscale slots can be used to create
extremely large electric field strengths at the material boundaries, greatly enhancing
the moving boundary contribution to the optomechanical coupling. One may also
seek to incorporate new materials with large photoelastic coefficients, such as GaAs,
into OMCs so as to increase the attainable volume contribution to the optomechan-
ical coupling. Further improvements in optical Q may also be expected [74], and
looking to the future it will be interesting to see if this along with new clever tech-
niques for increasing the optomechanical Lamb-Dicke parameter may be employed
to reach the quantum nonlinear regime of cavity optomechanics.
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