ABSTRACT The selection of the optimal supply is an open and crucial issue in supply chain management (SCM), which can be considered as a multi-criteria decision-making (MCDM) problem where the expression and processing of uncertain information could be involved. The purpose of this paper is to develop an elimination and choice translating reality (ELECTRE)-based MCDM method where the evaluation information is expressed and handled by a Dempster-Shafer theory (DST). DST is a primary methodology for uncertainty modeling. In this paper, the weight of the criteria and the performance of each alternative are expressed by linguistic terms and confidence levels, which are then converted to basic probability assignment (BPA) representations. To aggregate evaluations of different experts more rationally and efficiently, a discounting method in DST is presented based on the proposed concept of evidential reliability. In addition, as one family of MCDM models, the ELECTRE method is famous for its outranking relations to rank a set of alternatives. As an extension, synthetic weight, including subjective and objective weights, is applied to determine the concepts of concordance and discordance. The proposed DS-ELECTRE approach not only maintains the advantage of the DST that directly represents and handles uncertainty but also can play the role of the ELECTRE method in analyzing outranking relations among alternatives. An illustrative numerical example is conducted to demonstrate the effectiveness of the DS-ELECTRE method.
I. INTRODUCTION
Supplier selection has recently emerged as an active research field, which plays a crucial role in supply chain management (SCM). The primary task of supplier selection is to obtain judgments of experts, deal with evaluation information and select the optimal alternative from a group of potential suppliers under different criteria. A large amount of research papers have been published around this area within the last few years [1] - [3] . It has been pointed out that appropriate supplier selection can improve customer satisfaction and business performance [4] . Supplier selection can be regarded as a typical multi-criteria decision making problem where
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the expression and processing of experts' evaluations are two crucial components.
In the literatures, numerous mathematical methods have been undertaken to provide the supplier selection problems with sufficient and effective solutions, such as the analytic hierarchy process (AHP) [5] - [7] , fuzzy set theory [8] - [12] , hierarchical ranking method [13] - [15] , Technique for Order Preference by Similarity to an Ideal Solution (TOPSIS) method [16] - [19] , D numbers method [20] , [21] , DempsterShafer evidence theory [22] - [25] , rough set theory [26] , [27] and others [28] - [31] . Among these approaches, DST is popular and extensively employed to deal with complex decision problem due to its advantages in representing uncertain information. A PROMETHEE-based approach was proposed in [32] , which can effectively model the conflict in DST as multi-criteria decision making problem. An evidential VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/ supplier selection method based on interval data fusion within the framework of DST was developed in [18] , which was proposed aiming at solving multi-criterion decision-making problem. A DS-VIKOR approach was presented as a multicriteria decision making method for supplier selection in [33] . In addition, a few of multi-criteria discounting approaches in DST were developed, such as [34] , [35] and [36] . In this paper, a reliability-based discounting method in DST was proposed to improve the accuracy of evidence combination. All these MCDM methods proposed under the framework of DST take the advantages of DST in expressing uncertain information and the fusion rules it provides. These applications demonstrate the effectiveness of DST in addressing supplier selection issues.
In the supplier selection model based on DST developed in this paper, the experts' evaluation of criteria weights and alternatives are expressed by basic probability assignment (BPA), and the reliability-based discounting method we proposed is employed to obtain the decision matrix in the process of information fusion. The following step is to rank all the alternatives based on the resulting decision matrix. The common method to solve MCDM problems is the relational method, which starts from the priority order among criteria and employs the outranking relation or priority function to select, sort or classify the alternatives. The representative methods are Elimination and choice translating reality (ELECTRE) method [37] , [38] , QUALIFLEX method [39] and ORESTE method [40] , [41] . Due to the superiority of ELECTRE method in ranking the alternatives in terms of priorities among the criteria, it has been applied to problems in many fields. The following is a brief introduction of ELECTRE method.
ELECTRE method was first presented by Benayoun et al. [37] , which was extended subsequently as ELECTRE I, II, III, IV and IS method [42] - [45] . ELECTRE methods have been successfully employed in a wide variety of fields including risk evaluation [46] , supplier selection [47] - [50] and multiple criteria decision making [51] , [52] . As an illustration, ELECTRE TRI-nC method was presented in [48] and applied to classify the suppliers of a manufacturing industry from an emerging economy. In [52] , a method for comparing multi-hesitant fuzzy numbers was presented, and an enhanced version of the ELECTRE method, called ELECTRE III, was extended under the interval-valued intuitionistic fuzzy environment in [53] . A review of the existing literature suggests that previous studies of ELEC-TRE approaches have focused more on certain information. However, in real applications, to obtain the criteria values precisely is difficult, and in most cases the information that can be collected is uncertain. Therefore, to model MCDM problem for supplier selection, the study performed in this paper focuses on information characterized by uncertainty that is expressed by BPA in DST. Based on the decision matrix obtained by the improved combination rule in DST, in the novel ELECTRE method, the subjective and objective weights are calculated as the synthesis weight, which will be employed in the ranking process.
On these bases, the classical ELECTRE method is ameliorated by using novel expressions within the framework of DST and by improving the ranking process of ELECTRE, so the primary motivations of this paper are summarized below.
(1) To effectively deal with various uncertainties involved in the supplier selection problem, evaluation information of experts is expressed by linguistic terms and confidence levels, and which will be converted to BPA representation in DST. Evaluations of different experts can be aggregated based on the combination rule in DST. To reduce the impact of uncertainty associated with evaluation information on fusion results, a reliability-based evidential discounting method is proposed in this paper. (2) Considering the different knowledge background and experience of decision makers, they may have different views on criteria, so the importance weight should be assigned to each attribute. Criteria weights are almost determined by decision makers in the traditional decision-making process, which is widely criticized by scholars because it is not objective enough. So in this study, to construct concordance and discordance matrices more reasonable, the comprehensive weight, including subjective weight and objective weight, is defined in the process of ELECTRE method. The subjective weight is obtained only based on the preference or judgments of decision makers, and objective weight is determined using entropy weight method. (3) The final decision matrix can be obtained based on fusion results, which will be employed later in the ELECTRE method. In this stage, the outranking relations between all the pairs of alternatives are constructed as in ELECTRE method using the notions of concordance and discordance, which are represented by some related matrix. A decision graph will be drawn based on the resulting global matrix, and the ranking results can be analyzed to determine the appropriate supplier. In summary, a new ELECTRE-based method is developed for solving MCDM problems in DST environments, in which decision makers can consider the evaluation itself without formality and can also employ imperfect or insufficient knowledge of data.
The remainder of this paper is organized as follows. Section II introduces the concept of DST, the entropy functions of BPAs, and ELECTRE method. Section III presents the reliability-based discounting method in DST, including the definition of inner and outer reliability. Section IV describes the specific steps of the proposed ELECTRE-based outranking method for MCDM. Section V illustrates the procedures followed in the proposed method by using a numerical example for supplier selection. In Section VI, we present our conclusions and future research directions. 
II. PRELIMINARIES A. DEMPSTER-SHAFER THEORY
Dempster-Shafer theory (DST) was proposed by Dempster [54] and developed by Shafer [55] . It works on the numerical treatment of the ''probabilities'' of events without sharply defined bounds. In DST, the elementary events are no longer single points in the universe of all admissible events. The base set and its subsets are defined in DST named frame of discernment (FOD) and denoted as = {θ 1 , θ 2 , . . . , θ n }. All events are included in the power set of , denoted as 2 = {φ, θ 1 , θ 2 , . . . , θ n , θ 1 ∪ θ 2 , θ 1 ∪ θ 3 , . . . , }. Each elementary event will be assigned a value like probability, and these values sum to one. For a FOD = {θ 1 , θ 2 , . . . , θ n }, a mass function can be defined as a mapping 2 → [0, 1] which satisfies the following condition:
The mass function is also called belief function, basic probability assignment (BPA) or a piece of evidence in DST. A denotes one of the propositions in 2 and is called a focal element if m(A) > 0.
When using DST, multiple evidence may be collected from different sources. To combine these evidence, the concept of orthogonal sum was defined by Dempster [54] 
Note that the Dempster's rule is only applicable to such two BPAs which satisfy the condition K < 1.
In real applications, uncertainty is inevitably introduced because of different sources of evidence, which needs to be eliminated as much as possible before information fusion. Therefore, the evidence discount factor was proposed [55] to discount the evidence sources, as defined below.
Definition 2: Given a BPA m and a discounting coefficient α, the discounted BPA m α on is defined as:
where m( ) denotes the vacuous BPA. The discounting operation can be employed in such a situation where the reliability of evidence sources is measured by α [56] .
To make decisions, the fusion results of multiple pieces of evidence usually need to be transformed into probability distribution based on pignistic probability [57] which can be defined as follows.
Definition 3: (Pignistic probability) Let m be a BPA, the pignistic probability function was defined as:
where |A| is the cardinality of focal element A.
To apply DST in more fields, the distance measure between two pieces of evidence proposed by Jousselme et al. [58] is often employed, which can be defined as follows. 
Note that Jousselme's distance strictly satisfies the distance axioms [58] .
B. ENTROPY FUNCTIONS OF BASIC PROBABILITY ASSIGNMENT
To measure the uncertainty of a mass function, quite a few entropy functions have been developed [24] , [59] - [63] . Recently, a new definition of entropy has been proposed by Jiroušek and Shenoy [64] with some positive properties, which can be described as follows.
Definition 5: (Belief entropy [64] ) Let m be a BPA, the entropy function of it was defined as:
where Pl_P m is the plausibility transform defined as:
where K = A⊆ Pl m (A) and Pl m is the plausibility function of m defined as:
It is obvious that the definition of belief entropy is made of two components. The first one is the conflict measure, which is the Shannon entropy of an equivalent probability mass function obtained using the plausibility transform. And the second one is the Dubois-Prade's definition of entropy in DST, which denotes the non-specificity measure. VOLUME 7, 2019 
C. ELECTRE I METHOD
A prominent role in MCDM methods is played by the ELEC-TRE approach (ELECTRE I method is collectively called ELECTRE method in this study) [37] , [65] . The main idea of this method is the proper utilization of ''outranking relations'' to rank a set of alternatives. Several significant definitions are described below. 1) In the concept of concordance, a sufficient majority of the criteria should be in favor of the assertion for an outranking µSν to be validated. 2) In the concept of discordance, when the concordance condition holds, none of the criteria in the minority should oppose too strongly to the assertion µSν. These two situations must be implemented for validating the assertion µSν.
III. RELIABILITY-BASED DISCOUNTING METHOD IN DST A. INNER RELIABILITY MEASURES
In our previous study [66] , an evidential reliability indicator has been proposed to measure the reliability of a BPA from the perspective of entropy. In this paper, the reliability indicator will be redefined to overcome some existing shortcomings. The novel definition will be employed as an indicator to measure the inner reliability of a mass function.
As described above, in DST, entropy function is employed to measure the uncertainty of BPAs. For a BPA, it is considered that the greater its uncertainty is, the lower its reliability will be; on the contrary, the smaller its uncertainty is, the higher its reliability will be. Therefore, the concepts of positive and negative ideal BPAs are defined when a BPA takes its minimum entropy and maximum entropy. The concepts of positive and negative ideal BPAs can be defined as follows. Then the distance between m and the positive ideal BPA m * , and the distance between m the negative ideal BPA m * can be calculated based on distance measure in DST, which can be denoted as d(m, m * ) and d(m, m * ). Note that d(·) is a distance function employed to measure the distance between two mass functions. Apparently, for the given BPA m, the smaller the distance d(m, m * ), the closer it is to the positive ideal BPA, and thereby the higher its reliability. On the contrary, the smaller the distance d(m, m * ), the closer it is to the negative ideal BPA, and thereby the lower its reliability. Therefore, inspired by TOPSIS method [67] , the concept of inner reliability associated with mass functions can be defined as follows.
Definition 10: Let m be the mass function defined on FOD , the inner reliability of m can be calculated as The concept of inner reliability has been proposed, and we will discuss subsequently how to determine the positive and negative ideal BPA for a given FOD . 1) Determine negative ideal BPA. From the perspective of belief entropy, the mass function on with the maximum entropy is the negative ideal BPA. For different definitions of belief entropy, the method to determine the mass function with the maximum entropy is different. In this study, taking the belief entropy introduced in Definition 5 as an example, for the first and second components (i.e. conflict measure and non-specificity measure), their entropy is maximized when all the belief is assigned to , thereby the negative ideal BPA can be determined as m * = {( , 1)}. Note that the negative ideal BPA may be different if other forms of belief entropy are employed. 2) Determine positive ideal BPA. From the perspective of belief entropy, the mass function on with the minimum entropy is the positive ideal BPA. Apparently, a mass function takes the minimum entropy when the belief is all distributed over a single set, e.g. m * = {(A, 1)} where A is an element within . However, how to determine the single set A is a challenging problem. Consequently, the definition of the deterministic A is given as follows. 
where BetP m (·) is the pignistic probability function introduced in Definition 3.
Inner reliability measures the reliability of mass functions from the perspective of belief entropy, which only investigates the mass function itself without considering the relationship between other mass functions. Therefore, the concept of outer reliability will be studied further as follows.
B. OUTER RELIABILITY MEASURES
The outer reliability of mass functions primarily considers the conflict relation between mass functions to be aggregated. According to the framework of multi-source data fusion proposed by Yager [68] , the outer reliability of a BPA can be achieved through three measures: compatibility, support degree and credibility weight. These three measures can be defined as follows.
Definition 12: Let S = {m 1 , m 2 , . . . , m n } be n independent sources of evidence, the support degree of mass function m i can be defined as 
based on which, the outer reliability of mass function m i can be denoted as
Combined with the concepts of inner and outer reliability, the overall reliability can be defined as follows.
Definition 13: Let S = {m 1 , m 2 , . . . , m n } be n independent sources of evidence, the reliability of mass function m i can be defined as
where β ∈ [69] in 1982, and then a number of other functions were proposed [59] , [70] , [71] . In practical applications, the suitable entropy function can [58] , belief interval-based distance [13] , and other measures [72] , [73] . An appropriate dissimilarity measure could also be selected according to the actual situation. In this paper, we employ the entropy function by Jiroušek and Shenoy [64] and the distance measure by Jousselme et al. [58] because of their positive properties.
The reliability measure of mass functions defined in this paper can be considered as a discounting coefficient in DST. Therefore, the reliability-based discounting formula can be presented as follows.
Definition 14: Suppose m is a mass function whose reliability (discounting coefficient) is R(m), the discounted mass function m R can be defined as
m R (A) = R × m(A), ∀A ⊂ , A = m R ( ) = (1 − R) + R × m( )(18)
IV. THE PROPOSED ELECTRE-BASED OUTRANKING METHOD FOR MCDM USING DST
In this section, the DS-ELECTRE method is proposed, and the detailed steps of it will be introduced. The problem of supplier selection in supply chain system could be treated as a multiple criteria decision making problem, which could be denoted by the sets as follows: 1. A set of potential alternatives denoted as:
2. A set of decision criteria denoted as:
3. A set of decision experts denoted as:
4. A set of evaluation values denoted as: X = {x ij , i = 1, 2, . . . , m; j = 1, 2, . . . , n}, where x ij represents the rating for ith alternative under jth criterion. The main steps of the proposed DS-ELECTRE method for MCDM have been described as the following steps.
A. STEP 1: DETERMINE THE LINGUISTIC TERMS
In the decision-making process for supplier selection, the alternatives will be evaluated by decision experts in the field considering different criteria. It is paramount to define the reasonable evaluation level and corresponding values. In Table 1 , the linguistic terms, abbreviation, linguistic judgment and their corresponding values are given to better express the evaluation information of decision experts. In the process of supplier selection, decision experts provide evaluation information based on their experience. Subjective judgments inevitably introduce uncertainty (e.g. ambiguity and incompleteness). To express the uncertainty reasonably, in this study, a more flexible method is presented for the judgments of decision experts. A numerical scale [0, 1] is employed to represent the confidence levels of experts' evaluation, which is given in Table 2 . Number 1 denotes the complete confidence of experts' judgments while 0 represents no confidence with his/her judgment.
C. STEP 3: OBTAIN THE EVALUATION INFORMATION
Based on the defined linguistic terms and confidence level above, the evaluation results and corresponding confidence level will be provided associated with each alternative under different criteria by decision experts. With respect to the evaluation information of expert E k , the decision matrix can be denoted as:
where {ξ ij } means the evaluation result provided by expert E k for alternative A i under criterion C j , and γ ij denotes its confidence level. As an example, {ξ 12 } = {M } means that the expert evaluates alternative A 1 under criterion C 2 by ''The level of the performance is medium'', and γ 12 = 0.8 indicates the confidence level of {ξ 12 } is 0.8. Similarity, the subjective importance weights provided by experts for different criteria could be represented in the form manifested in Tables 1 and 2 . Therefore, the subjective weight matrix can be denoted as follows.
where {ψ kj } represents the evaluation result of expert E k on criterion C j , and ϑ kj denotes its confidence level.
D. STEP 4: CONSTRUCT THE EVIDENTIAL REPRESENTATIONS OF THE OBTAINED EVALUATION INFORMATION
The elements of linguistic terms manifested in Table 1 could be considered as the frame of discernment in DST, which can be utilized to indicate the proposition that the expert's evaluation belongs to a certain level, such as ''VL'' and ''VH''. Consequently, the frame of discernment of the proposed DS-ELECTRE method can be denoted as
In addition, the mass of belief associated with the elements in FOD can be determined by the corresponding confidence level. Note that if the confidence level of evaluation level is less than 1, it means that the evaluation information is incomplete, in which case, the remaining mass of belief can be assigned to the universal set. It manifests the advantages of DST as a method of uncertain information expression in supplier selection. Then the evaluation information of experts can be converted into evidential representations by using BPAs. As an example, the evaluation information of alternative A 1 under criterion C 2 ''{M }, 0.8'' can be represented as m({M }) = 0.8, m( ) = 0.2.
E. STEP 5: AGGREGATE EVALUATION INFORMATION OF DIFFERENT EXPERTS
The decision panel is composed of multiple experts. Considering the differences in knowledge background and experience, it is necessary to aggregate the evaluation information of different experts. First, evaluation information represented by BPAs will be discounted based on the proposed reliabilitybased discounting method, and then the discounted BPAs from different experts could be aggregated by using Dempster's rule of combination. The following is an example to illustrate the process of evidence aggregation. 
G. STEP 7: OBTAIN SUBJECTIVE AND OBJECTIVE WEIGHTS
Both subjective and objective weights are taken into account with regard to decision criteria. Subjective weights of criteria will be provided by decision makers and can be obtained by using the subjective matrix constructed in Step 3. In Eq. (20) , the subjective importance weight of different criteria is given by decision experts, which will be aggregated based on the approaches introduced in Step 5. First, the BPA representations will be obtained based on Step 4. Second, the discounted BPAs will be calculated and denoted as m w kj which represents the evaluation result of criterion j by expert k. Third, the aggregated BPAs will be combined and denoted as m w j which represents the overall evaluation of criterion j. Then, the BPA representations of criteria will be converted into numerical values based on Definition 15 and denoted as f s j , which should be normalized to obtain the subjective weights W s = [w s 1 , w s 2 , . . . , w s n ]. Objective weights will be obtained by employing Shannon entropy based on the determined decision matrix F. First, the normalization of the decision matrix f ij is performed as follows
where f ij is the normalized decision matrix, which will be employed for ELECTRE method. To obtain objective weight by using entropy weight method, matrix f ij needs to be further normalized as follows
Then, the entropy value of each criterion can be calculated as follows
Afterward, the divergence degree of the intrinsic information of each criterion C j (j = 1, 2, . . . , n) can be calculated as follows (25) where div j represents the inherent contrast intensity of each criterion C j , and the higher the div j is, the more important criterion C j becomes for the decision problem. The objective weight of criteria can be determined as follows
The overall weight can be defined as a combination of subjective weight and objective weight, which can be calculated as follows
where λ ∈ [0, 1] is a tuning parameter employed to adjust the ratio between subjective weight and objective weight. If λ ≥ 0.5, subjective weight plays a major role, and if λ < 0.5, objective weight plays a major role.
H. STEP 8: WEIGHT THE NORMALIZED DECISION MATRIX
The weighted normalized matrix v ij will be obtained by multiplying decision criteria weights w j as follows
where f ij is the normalized decision matrix based on Eq. (22) and w j is the overall weight based on Eq. (27) .
I. STEP 9: DETERMINE THE CONCORDANCE SET AND DISCORDANCE SET
For each pair of alternatives A i and A¯i in the alternative set, the criteria set J = {1,2,. . . ,n} is divided into two unintersected subsets C iī and D iī . The former is composed of criteria that A i is not inferior to A¯i (i.e. A i S A¯i) and becomes the concordance set, while the latter is composed of criteria that A i is inferior to A¯i and is called the discordance set, which is respectively defined as follows
J. STEP 10: CONSTRUCT THE CONCORDANCE MATRIX AND DISCORDANCE MATRIX
The concordance matrix for each pairwise comparison of the alternative can be defined as
where c iī = j∈C iī w j reflects the importance of one alternative relative to another, and the larger the value of c iī is, the greater the degree to which alternative A i is superior to VOLUME 7, 2019 alternative A¯i. It is obvious that c iī ∈ [0, 1], and in general the matrix C is asymmetric.
The discordance matrix can be defined as
where d iī = max j∈D iī |v ij −v¯i j | max j∈J |v ij −v¯i j | reflects the degree to which one alternative is inferior to another, and the greater the value of d iī is, the greater the degree to which alternative A i is inferior to alternative A¯i. It is obvious that d iī ∈ [0, 1].
The information can be analyzed to be complementary between concordance matrix and discordance matrix. Specifically, the difference between weights is represented by concordance matrix, while the difference between criteria is represented by discordance matrix. Both concordance and discordance indices have to be calculated for each pair of alternatives (A i , A¯i), where i =ī.
K. STEP 11: DETERMINE THE CONCORDANCE DOMINANCE MATRIX AND DISCORDANCE DOMINANCE MATRIX
The concordance dominance matrix B is a Boolean matrix which represents the dominance of one alternative over another. The elements in B can be determined as follows
where α is a threshold of concordance index. Generally, α can take the average of concordance index, that is,
c iī /n(n − 1). b iī = 1 represents alternative A i dominating alternative A¯i.
The discordance dominance matrix H is also defined as a Boolean matrix. H is measured by a minimum discordance level as
where β is a threshold of discordance index representing the discordance level and can be defined as
d iī /n(n − 1). The elements in H measure the utility of the discordant coalition, meaning that if its value exceeds the given level β, the assertion will no longer function. h iī = 1 manifests dominance relations among the alternatives.
L. STEP 12: DETERMINE THE COMPREHENSIVE DOMINANCE MATRIX AND IDENTIFY THE BEST COMPROMISE ALTERNATIVE
The comprehensive dominance matrix Z will be obtained by peer to peer multiplication of the elements of the matrices B and H as follows where each element z iī in matrix Z can be calculated as
To select the best compromise alternative, the outranking relation (i.e. matrix Z ) will be exploited to identify as small as possible a subset of alternatives. Consequently, it is extremely effective to construct an illustrative graph G = (V , J ), where V is the set of vertices and J is the set of arcs. Each alternative is treated as a vertex, and an arc exists between alternatives A i and A¯i if either A i is preferred to A¯i or A i is indifferent to A¯i. Alternative A i outranks A¯i if an arc exists between A i and A¯i and the arrow goes from A i to A¯i (in which case, z iī = 1). The relationship is incomparable if no arc exists between A i outranks A¯i (in which case, z iī = 0). They are indifferent if an arc exists between A i and A¯i and an arrow exists in both directions (in which case, z iī = 1 and z¯i i = 1). To represent the relationship between two vertices more clearly, a graphical expression of the binary relations (>, > −1 , ≈, ?) is manifested in Figure 1 [74] .
In summary, the DS-ELECTRE method proposed in this study can be described in the above 12 steps depicted in Figure 2 .
V. NUMERICAL EXAMPLE
In this section, a numerical example employed in [75] and [33] will be given to demonstrate the details of the proposed DS-ELECTRE method. In [33] and [75] , the proposed method is applied to a middle-sized petrochemical factory to evaluate and select its suppliers, which is a multi-criteria decision making problem. The problem description is given in Section V-A, and the detailed steps to select the optimal alternative are traced in Section V-B.
A. PROBLEM DESCRIPTION
The middle-sized petrochemical factory desires to select a suitable supplier among five alternatives, A 1 , A 2 , A 3 , A 4 and A 5 , who should be evaluated by a committee of three experts E 1 , E 2 and E 3 against five criteria, namely, product quality (C 1 ), difficulty to establish cooperation (C 2 ), service performance (C 3 ), risk factor (C 4 ) and price/cost (C 5 ). Supplier selection in this part is a cross functional, MCDM problem, which can be solved by the proposed DS-ELECTRE method according to the following specific steps.
B. THE SOLUTION

Steps 1-3:
The importance weights of the five criteria, and the performance ratings (i.e. criteria values) are expressed using the following linguistic terms: very low, low, medium low, medium, medium high, high and very high, which are introduced in Table 1 . The reliability of experts' judgment is described based on the scale of the confidence level shown in Table 2 . The importance weights of criteria assessed by decision experts are manifested in Table 3 , and the evaluation results of alternatives on different criteria from domain expert are shown in Table 4 . Several representative cases are conducted to demonstrate the significance of the evaluation information. Case 1: ''{ML}, 1'' expresses that expert E 1 evaluates the importance weight of criterion C 1 as ''medium low'' with confidence level ''1''. Case 2: ''{MH , H }, 0.2'' represents that expert E 1 evaluates alternative A 1 under criterion C 1 as the combination of ''medium high'' and ''high'' with confidence level ''0.2''. Case 3: ''{H } : {VH } = 6 : 1, 0.7'' means that the importance weight of criterion C 3 evaluated by expert E 1 is ''high'' and ''very high'' with a ratio of 6 : 1, and the confidence level is ''0.7''.
Step 4: In Steps 1-3, the importance weights of criteria and evaluation ratings of alternatives are obtained, then linguistic evaluations manifested in Tables 3 and 4 will be transformed into evidential representations in the form of basic probability assignment. The rules for the transformation are given in Section IV, and based on which, the transformed BPA representations are manifested in Tables 5 and 6 .
Step 5: The BPA representations of evaluations shown in Tables 5 and 6 will be discounted based on the proposed reliability-based discounting method, and then the discounted BPAs from different experts could be aggregated by using Dempster's rule of combination. Note that in this example we take the tuning parameters β = 0.5 in Eq. (17) and λ = 0.5 in Eq. (27) . The discounted Table 9 .
Step 6: To determine the decision matrix, the pignistic probability function BetP m is employed to transform BPA into probability distribution, and the results are shown in Table 10 . Then the probability distributions will be integrated into numerical values based on Definition 15, and the results are shown in Table 11 .
Step 7: First, the subjective weights will be obtained based on the combined BPAs of importance weight of criteria in
Step Second, the objective weights can be calculated based on the entropy weight method introduced in Section IV. The normalization of the decision matrix is performed based on Eq. (22) Then the matrix F needs to be further normalized based on Eq. (23) 
The relevant results of objective weights are presented in Table 12 . Third, the overall weight can be defined as a combination of subjective weight and objective weight based on Eq. (27) Step [8] [9] [10] [11] [12] : First, the weighted normalized matrix will be obtained based on the criteria weights and criteria values by using Eq. (28) Second, the concordance set and discordance set can be determined and shown in Tables 13 and 14 . Third, the concordance matrix and discordance matrix can be constructed and shown in Tables 15 and 16 . Moreover, the Boolean matrix B based on the minimum concordance level, the Boolean matrix H based on the minimum discordance level and the global matrix Z can be calculated and shown in Tables 17, 18 and 19, respectively. The aggregation matrix Z is obtained including all the indispensable information for constructing the decision graph from matrices B and H . Finally, the decision graph is constructed and presented in Figure 3 . The decision graph, derived from a large amount of uncertain information, manifests which alternative is preferable, incomparable or indifferent. There are eight relationships between A 1 , A 2 , A 3 and A 4 . A 3 is preferred to A 1 , and A 4 is preferred to A 1 , A 2 and A 3 .
There are actually three relationships that can be derived from this decision graph. It can be clearly inferred that A 4 is the optimal alternative from the following relationship: A 4 is preferred to A 1 , A 2 and A 3 . The relation that A 4 is preferred to A 3 is preferred to A 1 can be obtained from the following two relationships: A 4 is preferred to A 3 and A 3 is preferred to A 1 . In addition, A 2 is inferior to A 4 but its relationship with A 1 and A 3 cannot be inferred. 
C. RESULT ANALYSES AND DISCUSSIONS
With regard to the solving process and obtained results in the previous section, some analyses and discussions have been carried out from different perspectives.
(1) The proposed DS-ELECTRE framework is feasible and effective for MCDM problems in different fields, such as supplier selection and purchasing decision.
For the supplier selection problem in the previous section, the rankings of Fei et al. [33] and Shemshadi et al. [75] are
A 2 respectively. It can be seen that they are not completely consistent with the ranking of DS-ELECTRE method. For the optimal alternative, they reached the consistent result as A 4 . So the inconsistency has no influence on the final decision. More method comparisons are presented in the next section. In practical applications, all these frameworks would guide decision makers to determine the optimal solution A 4 . Therefore, DS-ELECTRE method is reliable to solve the problem of supplier selection.
(2) Both subjective weight and objective weight are considered in DS-ELECTRE framework, leading a reasonable direction to selecting appropriate suppliers.
For MCDM problem, each attribute should be given a specific importance weight due to different insights and understandings of criteria. As for how to determine the weight of criteria, in the literature, most typical MCDM methods leave this problem to decision makers, but this approach has been criticized as too subjective. To get a more robust weight system, in the framework of DS-ELECTRE, we divide the weight into two categories: subjective weight and objective weight. While subjective weight is determined solely based on the preference or judgments of decision makers, objective weight employed entropy weight method.
(3) The evaluation information of experts represented by BPAs is more reliable using the evidential discounting method based on the reliability measure.
The proposed DS-ELECTRE framework provides innovations in the use of DST to deal with uncertain information. Preprocessing is a key step before information fusion, which can reduce the negative impact of information uncertainty. Positive ideal BPA and negative ideal BPA are defined to propose the concept of evidence reliability, based on which, the evidence discounting algorithm is defined. It has been demonstrated to effectively reduce the uncertainty of information sources.
D. SENSITIVITY ANALYSIS
In this study, the concordance level is defined as the average of the elements in the concordance matrix, and the discordance level is defined as the average of the elements in the discordance matrix. The selection of consistency level and discordance level has a great impact on the global matrix and will eventually affect the ranking of alternatives. Therefore, how to determine the consistency and discordance levels is an open issue. A sensitivity analysis is conducted in order to monitor the robustness of the preference ranking among the alternatives to changes in the concordance and discordance levels. Figure 4 manifests the ranking of the alternatives at different consistency and discordance levels. Admissible levels for the concordance index and the discordance index (varying by 2%) have 9 types of outcomes. According to Figure 4 , it can be concluded that A 4 is the best choice in all cases except the first case which is invalid. Therefore, this analysis indicates that the recommendation for alternative A 4 is sufficiently robust, regarding the limits of variation mentioned above.
E. COMPARATIVE ANALYSIS
Scholars have done a lot of work on supplier selection in uncertain environment. In this section, DS-ELECTRE method will be compared with other existing methods in terms of application environment, criteria types, problem types and main ideas. Results are manifested in Table 20 , based on which the conclusion can be drawn that:
(1) DS-ELECTRE method considers the uncertain, imprecise and linguistic evaluation given by a group of decision makers. Linguistic variables and confidence levels are employed to evaluate the weights of criteria and the performance of alternatives. These evaluation information would VOLUME 7, 2019 be represented by BPAs in DST. But other methods cannot do this except for method [33] .
(2) DS-ELECTRE method not only makes use of the advantages of DST in dealing with uncertain problems, but also gives play to the superiority of the ELECTRE method in multiple criteria outranking. So the developed method uses the idea of outranking relationship, while other existing methods don't, except for methods [53] and [74] .
(3) With regard to criteria weights, DS-ELECTRE method considers both subjective and objective aspects, which can undoubtedly reduce the decision errors caused by the subjectivity of decision makers. Methods [33] and [75] also consider this problem, but they cannot have the advantages of both (1) and (2) .
In summary, DS-ELECTRE method innovatively combines the ELECTRE method with DST, and considers the subjective and objective weight of criteria. Compared with other existing methods, it is an effective alternative in MCDM problems.
In order to further compare the performance of different methods in practical applications, the suppliers selection problem in Section V is addressed using existing methods, including DS-VIKOR, F-VIKOR, IVIFS-ELECTRE III, F-D numbers and F-ELECTRE. The ranking results are shown in Table 21 .
Results indicate that all the six methods report suppliers A 4 is the best alternative, which shows the feasibility of our method. In addition, IVIFS-ELECTRE III, F-D numbers, F-ELECTRE and our method get that A 1 is the worst supplier, while DS-VIKOR and F-VIKOR show that A 2 is the worst one. In general, methods IVIFS-ELECTRE III, F-D numbers, F-ELECTRE have similar ranking results to DS-ELECTRE, and methods DS-VIKOR and F-VIKOR have similar results. There may be several reasons for the inconsistency of ranking results: (1) different ways of information expression (2) different types of criteria weight, and (3) different ranking methods. The combination of DST and ELECTRE method not only retains their respective advantages, but also exerts greater potential, which provides an effective methodology for MCDM problems.
VI. CONCLUSION
ELECTRE method has already been applied to improve performance in multiple criteria outranking problem. As our studies demonstrate for the first time, ELECTRE method can be combined with Dempster-Shafer theory. The proposed DS-ELECTRE framework is demonstrated to be suitable for addressing situations in which decision makers present evaluation information in uncertain environments. Moreover, both the subjective and objective weights are considered in decision process, which allows for the fuzzy expression of criteria evaluation.
The DS-ELECTRE method has been applied to an illustrative example of provider selection for a petrochemical factory. Results manifest its feasibility in addressing supplier selection problems. Sensitivity analysis and comparative analysis are carried out in this study. Several MCDM methods are compared with the proposed DS-ELECTRE method in the comparative analysis. Results indicate the advantages of DS-ELECTRE method. From a management perspective, our approach can help enterprises choose suitable suppliers, which can further improve business performance.
In future research, we may explore several interesting directions. The theoretical framework of the DS-ELECTRE method could be increasingly perfected, and the extensions of ELECTRE methods (e.g. ELECTRE II, III, IV, IS and TRI) can be added to the framework. The proposed methodology should be employed in a wider range of applications, such as purchasing decision.
