ABSTRACT Estimation methods are generalized in this paper by the idea of ''scalar-vector-matrix''. A generalized contraction mapping (GCM) framework is proposed for searching the optimal linear biased estimation. First, based on the latent model and the mean square error criterion, four different biased estimation methods are analyzed. They are the improved principal component estimation (PCE), the improved principal component estimation (IPCE), the ridge estimation (RE), and the generalized ridge estimation (GRE). A suboptimal ridge parameter for the RE is given. Four estimation performance theorems for the four methods are obtained using the traditional contraction mapping (CM) framework. The theoretical results can ease the difficulty of choosing methods for application. Second, we generalize the CM framework into the generalized contraction mapping (GCM) framework, and the optimal linear biased estimation method based GCM is given theoretically by the geometric tools of rotation, contraction, and reflection. Therefore, the GCM framework further improves the estimation performance. Finally, a numerical experiment is designed to validate the correctness of the theorems in the paper.
I. INTRODUCTION
The data-driven condition monitoring and fault diagnosis methods [1] - [8] mainly include two diagnostic steps, residual generation and residual assessment. Relatively speaking the former is more important, and it can often be considered as a parameter estimation problem for some model [9] - [12] . The traditional estimation methods include the least squares estimation (LSE) [13] , the principal component estimation (PCE) [14] , the canonical correlation regression (CCR) [15] - [17] , the partial least square regression (PLSR) [18] , the reduced rank regression (RRR) [19] , the improved principal component estimation (IPCE), the ridge estimation (RE) [20] and the generalized ridge estimation (GRE) [21] , [22] , etc. All the methods above can be regarded as biased parameter estimation methods [16] , [23] , [24] .
The performance of parameter estimation is the key factor for data-driven condition monitoring and fault diagnosis. The aim of this paper is not to review the current fault diagnosis methods, nor to give a specific fault diagnosis method, but to deal with the core mathematical problem, i.e., the estimation performance.
There are many ways to estimate parameters and their estimation performance indexes include the variance, the bias, and the mean square error (MSE). The estimation performance is determined by three factors:
1) The observation equipment precision. Improving the observation equipment precision is the hardware requirement of parameter estimation. 2) The sample size. Enhancing the sampling frequency and spanning the sampling time are the information requirement of parameter estimation.
3) The condition number of design matrix decided by the observation geometry. Choosing a better observation location is the geographical requirement of the parameter estimation. Biased estimation methods [25] - [27] are effective to improve the parameter estimation performance and they have important potential applications in condition monitoring and fault diagnosis [16] , [28] - [31] . However, the estimation performance for different biased estimation methods are often verified by some specific application objects, instead of by proving theoretically. We aim in this paper to analyze the existing biased estimation methods, to compare them, and to propose a new one.
The MSE comprehensively evaluates the performance of the biased estimation method. Biased estimation methods exchange large variance with relatively small bias. The PCE, the IPCE, the RE, and the GRE are four most commonly used biased estimation methods [13] . In next two sections, the following questions will be answered: 1) When are the four methods better than LSE? Can we use a unified framework to compare their structures and the estimation performances? If yes, what conclusions can be made? 2) Can the unified framework be further generalized?
If yes, how to search the optimal parameter estimation in the generalized framework? The questions in the first group are answered in Section II and the questions in the second group are answered in Section III.
Notations:
The transpose, the inverse, the Moore-Penrose pseudoinverse, and the Frobenius-norm of the matrix A are respectively denoted as A T , A −1 , A + , and A . A i denotes the i th column of A, and A ij denotes the entry in the i th row and the j th column of A. θ i denotes the i th entry of the vector θ. I n denotes the n × n identity matrix. 0 denotes a matrix with proper rows and columns where all entries are zeros. diag (λ 1 , · · · , λ n ) denotes a n × n diagonal matrix, whose diagonal entries are λ 1 , · · · , λ n . cond (A) is the condition number of A, i.e., the ratio of the maximal singular value to the minimal singular value. r ∼ N (0, Σ) denotes that r is a normal random vector with zero mean and covariance Σ. E(r) is the expectation of the random vector r.
II. UNIFIED FRAMEWORK FOR THE LINEAR BIASED ESTIMATIONS A. ORIGINAL MODEL AND LATENT MODEL
Consider the following linear measurement model
where y ∈ R m×1 are m measurement samples, X ∈ R m×n is the full column rank design matrix, β ∈ R n×1 are the parameters to be estimated, e ∈ R m×1 is the measurement noise vector, which satisfies the Gauss-Markov condition, i.e., e ∼ N (0, I m ). Perform singular value decomposition (SVD) as
where P is an orthogonal matrix and the diagonal entries of are the descending singular values, and we get
Introduce the following two orthogonal transformations
and
where P is from (2) . Equations (1), (4) , and (5) infer that
Model (6) is named the latent model for model (1) , and model (1) is named the original model for model (6) . θ is called the latent parameter, and L = (L 1 , · · · , L n ) is called the latent design matrix. Correspondingly, β and X are called the original parameter and the original design matrix.
It
The LSEs of β and θ are respectivelŷ
Let the set of all linear estimates of θ be
The linear estimateθ may be biased, i.e.,
The variance, the bias, and the MSE ofθ are respectively defined as
It is true that mse θ = var θ +bia θ .
Since the bias of the LSE is zero, i.e., bia θ LS = 0 , thus
Note that
where λ i is from (3). Remark 1: 1) Equation (17) indicates that: Although there are differences between the original parameter β and the latent parameter θ, the estimation performances ofβ LS andθ LS are exactly the same, which explains why the latent model is used instead of the original model in the following sections. Equation (17) is also used to search the optimal biased estimation in Section III-A and III-C. 2) Equation (7) indicates that: After orthogonal transformation, the physical meaning of each column of L becomes ambiguous, but all columns of L are orthogonal vectors, and the i th singular value is the sample variance of the i th column of L. 3) If the first p latent parameters are denoted as θ 1 and the left (n − p) as θ 2 , i.e.,
then the latent design matrix is correspondingly divided into
4) Equation (17) shows that the LSE has poor performance if the sample variance of the last column of L is very small. In order to improve the estimation performance, the biased estimation methods should be introduced.
B. PRINCIPAL COMPONENT ESTIMATION
The principal component estimation (PCE) considers the first p latent parameters of θ , i.e., θ 1 = θ 1 , · · · , θ p , as the principal parameters and the left (n−p) latent parameters of θ , i.e., θ 2 = θ p+1 , · · · , θ n , as the nonprincipal parameters, From (17), the main variance of the LSE is from nonprincipal parametersθ 2 , thus the PCE does not estimate θ 2 at all and directly sets them as 0s, i.e.,
Let the subscript set for the principal parameters and nonprincipal parameters be respectively
The PCE (20) can be rewritten aŝ
For the PCE, the variance is from S while the bias is from T , thus (12) , (13), (14) , and (23) infer that the variance, the bias, and the MSE of the PCE are
In extreme cases, λ n = 0, and λ −1 n = ∞, and the PCE can prevent the infinite variance caused by the nonprincipal parameters at the cost of a limited bias. For the general case, we can use the following theorem to summarize the performance difference between the LSE and the PCE.
Theorem 1: The performance of the optimal PCE is inevitably better than that of the LSE, i.e.,
where
When p = n, the PCE degenerates into the LSE, and Theorem 1 apparently is true. However, if the parameters θ and the observation precision σ 2 are unknown, then the optimal PCE is not available, which is also the core difficulty of the PCE. Engineering practice indicates that the contribution rate α ∈ [0.9, 1] can be used to determine p as follows
The method of determining the main parameters of the PCE has some limitations. In fact, if i ∈ T , then (23) infers that the variance ofθ PC,i is var
i , while the bias is bia θ PC,i = θ 2 i , the PCE works well if (28) is not established, then the PCE strategy for determining the principal parameter is not recommended, because the bias is greater than the variance. The improved principal component estimation (IPCE) considersθ PC,i as a principal parameter if and only if (28) holds. The subscript set of the principal parameters and the nonprincipal parameters for the IPCE are respectively
The IPCE estimates the unknown parameters as followŝ
For the IPCE, the variance is from M while the bias is from N , thus (12), (13) , (14) , and (31) infer that the variance, the bias, and the MSE of the IPCE are
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The following theorem shows that the IPCE can further improves the estimation performance of the PCE. 
However, if the parameters θ and the observation precision σ 2 are unknown, they can be replaced witĥ θ LS in (9) andσ 2 LS respectively, wherê
The ridge estimation (RE) improves the estimation performance of the LSE by introducing a ridge parameter k in the followingθ
From (7), (36), and (37), we havê
that isθ
Equations (12), (13), (14) , and (39) infer that the variance, the bias, and the MSE of the RE are
For the RE, the regression factor k changes the variance and bias simultaneously. Two natural questions are:
1) Whether the MSE of the RE is inevitably less than that of the LSE? 2) How to choose the optimal k so that the MSE of the RE is minimal? For the first problem, when k = 0, the RE degenerates into the LSE, and when k = ∞, the variance of the RE is equal to 0, whereas the bias is equal to θ 2 . Therefore, if the ridge parameter k is appropriately chosen, then the MSE of the RE is inevitable less than that of the LSE.
For the second question, the optimal ridge parameter k 0 satisfies
Nevertheless, (41) is difficult to solve, for the Galois theorem in [32] has already revealed that there are no analytic solutions for the high degree polynomials. Thus this paper recommends a suboptimal solution as follows
Since both θ and σ 2 are unknown, they can be repalced respectively byθ LS in (9) andσ 2 in (35).
In the interval [0,
thus mse θ R , k is monotonically decreasing. Moreover, k 1 in (42) does not require additional numerical calculation and is therefore a rational suboptimal ridge parameter.
E. GENERALIZED RIDGE ESTIMATION
The RE improves the performance of the LSE by adding one ridge parameter k. A natural question is whether it is possible to configure a ridge vector for all the latent parameters so that the performance of the RE can be further improved. In the following, the ridge parameter k is generalized into the ridge vector k = (k 1 , · · · , k n )
T and the generalized ridge estimation (GRE) iŝ
Equations (12), (13), (14), and (44) infer that the variance, the bias, and the MSE of the GRE are
F. UNIFIED FRAMEWORK FOR LINEAR BIASED ESTIMATION
Equations (23), (31), (39), and (44) shows that all the four biased estimation methods, i.e., the PCE, the IPCE, the RE, and the GRE, can be obtained from some linear transformation of the LSE, and they can be unified in the following frameworkθ
where the weight vector k satisfies
Equation (46) is called the contraction mapping for the linear biased estimation (CMLBE) [13] .
Equations (12), (13), (14), and (46) infer that the variance, the bias, and the MSE of the CMLBE are
The weight vector k = (k 1 , · · · , k n ) T for the PCE, the IPCE, the RE, and the GRE are respectively
Let
we get
Equation (54) suggests that in the framework of the CMLBE, the GRE is the best linear biased estimation, and Theorem 1 and Theorem 2, can be summarized into Theorem 3 in the following.
Theorem 3: Let p 0 be from (26) , and k 0 be from (41), it holds that
III. GENERALIZED CONTRACTION MAPPING FOR LINEAR BIASED ESTIMATION
The CMLBE in (46) can be further generalized into the generalized contraction mapping for the linear biased estimation (GCMLBE) as followŝ
where the weight matrix W ∈ R n×n satisfies
Let the SVD of W be
where V T and U are two orthogonal matrices, and the diagonal entries of K are the descending singular values, i.e.,
Equation (56) and (59) show that all the linear biased estimation can be obtained from the following three steps:
1) Rotation transformation V T , i.e.,
2) Contraction transformation K, i.e.,
3) Reflection transformation U, i.e.,
Then how to minimize the MSE of the linear biased estimation in the framework of the GCMLBE? We will focus on the question in the following subsections.
Both the rotation matrix V T and the reflection matrix U are orthogonal matrices. The determinant of the former is equal to 1 and the determinant of the latter is equal to −1. The matrices U, K, and V T have their own geometric meanings, thus geometric tools can be used to search the best GCMLBE.
A. ROTATION TRANSFORMATION
The rotation V T is an orthogonal matrix, and orthogonal transformation does not change the norm of the vector, thus from the definition of the variance (12), we have
From the definition of the bias (13), we get bia θ
Equations (63) and (64) show that the rotation transformation V T can not improve the estimation performance of the LSE, so the optimal rotation is
B. CONTRACTION TRANSFORMATION
The analysis in Section II-E infers that, the optimal contraction transformation is
which infers that the GRE becomesθ 2 GCM , i.e.,
C. REFLECTION TRANSFORMATION Like the rotation transformation, the reflection U is an orthogonal matrix and
Since the reflection transformation does not change the estimation variance, we can only consider the bias. From (62) and (68), it is obtained
Equation (70) together with the definition of the estimation bias (13) reveals that the bias ofθ
In order to minimize the bias ofθ 3 GCM , the following optimization problem is established
In fact, (73) can be solved using the geometric tools. As shown in the Fig. 1 , the distance between Uθ and θ is the least if and only if Uθ and θ have the same direction.
Letθ and θ be united and we obtain x 1 and x 2 as   
and let
and then denote the projection matrix on v as
The solution of (73) is exactly the v-Householder reflection transformation
and finally bia θ From (45), (46), (47), (69), (78), and (15), the MSE of θ
Finally, the theoretical result of this paper is obtained in the following theorem.
Theorem 4:
In the framework of the GCMLBE (56), the best linear biased estimation in (70) isθ GCM = Uθ GR , and its MSE is less than that ofθ GR , i.e.,
whereθ GR is the GRE from (44) and U is the reflection transformation from (77). Theorem 4 shows that the estimation performance in the framework of the GCMLBE (56) is better than that in the framework of the CMLBE (46).
IV. SIMULATION
In this section, we generate data by the model y = Xβ + e, where the observed values are y ∈ R m , m = 3000. The parameters are β = [1, 2, · · · , n] T , n = 40. The design matrix is X ∈ R m×n , whose entries in the first column are
The element in the i th row and the j th (j 2) column of X is a normal random number whose mean value is 0 and the standard deviation is n −1 (j − 1). The observation noise is e ∈ R m , whose entries are identical independent Gaussian distributed, and whose mean values are 0, and whose standard deviations are 100.
After the SVD in (2), the latent design matrix and the latent parameter are obtained from (4) and (5), respectively. The MSE of the PCE is computed from (24) . The optimal number of principal parameters is from (26) . We get p 0 = 29 and mse θ PC , p 0 = 1610 25674 = mse θ LS , which validates (25) in Theorem 1, i.e., the optimal PCE is better than the LSE. Fig. 2 shows that the MSE of the PCE decreases in the beginning and then increases after p 0 = 29. When p = n, the PCE degenerates into the LSE.
The MSE of the IPCE is obtained from (32) , and mse θ IPC = 1525 1610 = mse θ PC , p 0 , which validates (33) in Theorem 2, i.e., the IPCE can further improve the performance of the PCE. The MSE of the RE is obtained from (40). Note that the analytic optimal ridge parameter can not be obtained based on (41), thus the MATLAB command 'ezplot' is used to obtain the relationship between the MSE mse θ R , k and the ridge parameter k. Fig.3 shows that the optimal ridge parameter is about k 0 = 60.97. The corresponding MSE is mse θ R , k 0 = 1414. Fig. 3 also shows that the MSE of the RE decreases in the beginning and then increases after k 0 = 60.97. When k = 0, the RE degenerates into the LSE.
In fact, the suboptimal ridge parameter k 1 = 2.579 can be obtained from (42). The corresponding MSE is mse θ R , k 1 = 6064. We see that both mse θ R , k 0 and mse θ R , k 1 are less than mse θ LS . which indicates that (55) in Theorem 3 holds and that the GRE is the optimal linear biased estimation in the framework of the CMLBE in (46). Finally, from (79) the MSE ofθ GMC satisfies mse θ GMC = 750 1157 = mse θ GR .
which suggests that (80) in Theorem 4 is true and the performance of the GCMLBE in (56) is better than that of the CMLBE in (46). Fig.4 and Table 1 compares the performances of all the estimation methods in this paper, which once again validate the correctness of theorems in the paper.
V. CONCLUSION
In this paper, the linear biased estimation methods are generalized by the idea of 'scalar to vector, and then vector to matrix'. The original model is transformed into a latent model, whose structure is simpler, which brings great convenience to the subsequent theoretical analysis. The following conclusions can be drawn:
1) The optimal PCE is better than the LSE, and the MSE of the PCE decreases in the beginning and then increases with of the number of the principal parameters. When the number of the principal parameters is equal to the number of the latent parameters, the PCE degenerates into the LSE. 2) The IPCE can further improve the performance of the PCE. 3) Both the optimal and suboptimal RE methods are superior to the LSE, and the MSE of the RE decreases in the beginning and then increases with the ridge parameter.
When the ridge parameter is zero, the RE degenerates into the LSE. 4) Under the traditional framework of the CMLBE, the GRE is the optimal linear biased estimation method. 5) Under the new proposed generalized framework of the GCMLBE, the GRE can be further improved by a reflection transformation. In order to validate the correctness of the theorem, a pure numerical simulation is added. This paper focuses on the deduction of the theory rather than the application of the theory. However, the complexity of the real application and the operability of the method in this paper will be discussed in future research.
