This paper deals with the large deviations behavior of a stochastic process called thinned Lévy process. This process appeared recently as a stochastic-process limit in the context of critical inhomogeneous random graphs [3] . The process has a strong negative drift, while we are interested in the rare event of the process being positive at large times. To characterize this rare event, we identify a tilted measure. This presents some challenges inherent to the power-law nature of the thinned Lévy process. General principles prescribe that the tilt should follow from a variational problem, but in the case of the thinned Lévy process this involves a Riemann sum that is hard to control. We choose to approximate the Riemann sum by its limiting integral, derive the first-order correction term, and prove that the tilt that follows from the corresponding approximate variational problem is sufficient to establish the large deviations results.
Introduction
This paper deals with a relatively new stochastic process called thinned Lévy process. This process appeared as a stochastic-process limit in the context of critical inhomogeneous random graphs [3] and is also a special case of the multiplicative coalescent [1, 2] . In its most basic form, the thinned Lévy processes (S t ) t≥0 is defined as
(1.1)
Here I i (t) = ½ {T i ≤t} denotes an indicator process with T i an exponential random variable with mean E[T i ] = i α . All T i are assumed independent. Furthermore,β ∈ R and we define the coefficients c i = i −α with α ∈ ( ). Let us first explain why we have dubbed in [3] this process thinned Lévy process. Upon replacing I i (t) by a Poisson process with rate c i the process (S t ) t≥0 becomes a spectrally positive Lévy process, consisting of infinitely many independent Poisson sources and linear drifts. Compared to the Poisson process, the indicator process I i (t) only counts the first event, and in that sense thins the Lévy process. Note that the sums ∞ i=2 c i I i (t) and ∞ i=2 c 2 i t cannot be treated separately due to the assumption α ∈ ( Sums of the type as in (1.3) will appear frequently in this paper, and using the results developed in Section 3 to replace sums by integrals, it follows that 4) where g(x) = x −α [1− e −x −α − x −α ], and the integral expression is finite and negative, so that E[S u ] decays faster than u for u ↑ ∞ since α ∈ (
2 ). Asymptotics as in (1.4 ) are made precise in Lemma 3.2, to which we refer the reader for more details.
The precise power-law form imposed by the assumption α ∈ (
2 ) is essential for our study, not only because it determines the above behavior over time of the mean, but also because this interval for the powers α is intimately related with critical behavior in certain power-law random graphs, as explained next.
In [3] scaling limits were obtained for the sizes of the largest components at criticality for rank-1 inhomogeneous random graphs with power-law degrees with power-law exponent τ ∈ (3, 4) of which we now describe one specific example known as the Poissonian random graph or Norros-Reittu model [17] . To define the model, we consider the vertex set [n] := {1, 2, . . . , n} and suppose vertex i is assigned a weight w i . Attach an edge between vertices i and j with probability
Different edges are independent. In this model, the average degree of vertex i is close to w i , thus incorporating inhomogeneity in the model. There are many adaptations of this model, for which equivalent results hold. Indeed, the model considered here is a special case of the so-called rank-1 inhomogeneous random graph introduced in great generality in [4] . It is asymptotically equivalent with many related models (see [6, 7, 8, 9, 10, 5] ). See [16] for conditions under which random graphs are asymptotically equivalent, meaning that all events have asymptotically equal probabilities. Let the weight be defined by w i = [1 − F ] −1 (i/n), (1.6) where F is a distribution function on [0, ∞) for which we assume that there exists a τ ∈ (3, 4) and 0 < c F < ∞ such that lim x→∞ x τ −1 [1 − F (x)] = c F with [1 − F ] −1 (u) = inf{s : [1 − F ](s) ≤ u} for u ∈ (0, 1). For τ ∈ (3, 4) it was shown that the rescaled sizes of the components converge to hitting times of a thinned Lévy process. Let C(1) be the connected component to which the largest-weight node belongs (which is proved to be equal to largest component with high probability). Let H 1 (0) = inf{t ≥ 0 : S t = 0} denote the first hitting time of 0 of (a rescaled version of) the process (S t ) t≥0 in (1.1) with α := 1/(τ − 1) ∈ (1/3, 1/2).
(1.7)
Below, it will be more convenient to phrase our results in terms of τ ∈ (3, 4), which we will do from now on. In [3, Theorem 2.1] it is proved that |C(1)|n −(τ −2)/(τ −1) converges in distribution to H 1 (0). The critical components are thus of the order n −(τ −2)/(τ −1) , but to obtain information beyond the order one needs to investigate H 1 (0). In the companion paper [14] we derive the precise asymptotic results for both P(H 1 (0) > u) and the tail distribution of the largest cluster, for u → ∞. A crucial ingredient of the proofs is the asymptotic behavior of P(S u > 0), the main topic of the present paper. Indeed, because of the strong downward drift of the process (S t ) t≥0 , it seems plausible that, for large u, P(H 1 (0) > u) ≈ P(S u > 0).
We thus study the probability of the rare event {S u > 0} for some u > 0 large. In order to do so, we take the traditional approach to large deviations theory via the so-called change of measure technique, see e.g. [11, 15] . In this approach, a tilted measure is identified under which the event {S u > 0} has high probability, and the probability of the event under the original measure is estimated in terms of the Radon-Nikodym density relating the two measures. That is, we investigate the measureP with RadonNikodym derivative e ϑuSu /E[e ϑuSu ], for some appropriately chosen ϑ. The choice of ϑ turns out to be quite subtle for the thinned Lévy process. General principles from large deviations theory prescribe that the optimal choice is ϑ =θ := arg min ϑ log E[e ϑuSu ]. From (1.1) it can be seen that log E[e ϑuSu ] is described in terms of an infinite sum that is hard to control. However, this infinite sum is in fact a Riemann sum, which gives rise to the approximation log E[e ϑuSu ] ≈ u τ −1 Λ(ϑ) with Λ(ϑ) an integral independent of u. Therefore, for large u, it should be that
We could thus apply the tilting with θ * instead ofθ in the hope to get sharp asymptotic estimates for P(S u > 0). However, while θ * is asymptotically sharp, it turns out to be a too weak approximation ofθ for our purposes. We solve this issue by refining the approximative variational problem (1.8) intô
10)
The refinement ε u that includes the two Riemann zeta functions (defined in (1.2) since τ ∈ (3, 4)) vanishes for u → ∞, and in fact seems only marginal, but it turns out to be crucial in order for the tilting procedure to provide an asymptotically sharp description of the rare event probability P(S u > 0). This eventually leads to one of the key results of this paper. Theorem 1.1 (Exact asymptotics tail S u ). There exists I, D > 0 and κ ij ∈ R such that, as u → ∞,
(1.11)
Notice that since τ ∈ (3, 4), the sum over i, j such that i + j ≥ 1 is in fact finite, as we can ignore all terms for which τ − 1 − i(τ − 2) − j(τ − 3) ≤ 0. The asymptotic behavior is dominated by the term −Iu τ −1 with the crucial constant I defined as I = − min ϑ≥0 Λ(ϑ) = −Λ(θ * ) > 0. The other constants D and κ ij are specified in Sections 2 and 7, and in determining their values it turns out to be crucial to work with the tilting θ * u . In order to derive Theorem 1.1, we shall investigate large deviation properties of S u . The same techniques can be used in order to prove that S au u −(τ −2) approaches a deterministic shape under the conditional distribution given S u > 0: Theorem 1.2 (Sample path large deviations). There exists a function a → I E (a) on [0, 1] such that, for any ε > 0 and a ∈ [0, 1],
See (2.13) for the precise form of a → I E (a).
Discussion
Large deviations connection. By (1.4), and recalling that we have defined α = 1/(τ − 1),
It is not hard to check that µ S < 0. Thus, for u → ∞, the event {S u > 0} can be thought of as a large deviation event. We next make this connection to large deviation theory more precise.
Classical large deviations. We next discuss two connections to classical large deviations. Indeed, when S n = n i=1 X i , and (X i ) n i=1 are i.i.d. random variables with a finite moment generating function, Cramér's Theorem [11, 15] tells us that, for every a > 0,
Moreover, by Bahadur-Rao (see e.g. [11] ), we have that there exists a constant A such that
Comparing to the main result in Theorem 1.1, we see that a similar result holds with n replaced with u τ −1 .
This suggests that we can think of Theorem 1.1 as describing the classical large deviation result in (1.15) with n replaced with u τ −1 . The only exception is the correction term
, which is unusual and absent in classical large deviations analysis.
A second connection to large deviations exists with the Gärtner-Ellis Theorem [11, 15] . Indeed, in the classical sense, assume again that S n = n i=1 X i , but now we no longer assume that (X i ) n i=1 are i.i.d. random variables. Instead, we assume that
exists. Then, the Gärtner-Ellis Theorem tells us that (1.14) still holds, with 17) i.e., a → I(a) is the Legendre transform of ϑ → Λ(ϑ). In our setting, we can compute that 18) and again I = inf ϑ Λ(ϑ), which agrees with the Gärtner-Ellis Theorem when a = 0. This explains the philosophy behind the way we have constructed our proof.
Other large deviations events. We believe that our methods can be extended to identify the large deviation behavior of other tail events of S u , such as P(S u > au τ −2 ) for any a > µ S , where
dx is the asymptotic mean of u −(τ −2) S u in (1.13). Alternatively, our methods should extend to events of the form P(S u < au τ −2 ) for any a < µ S . Our arguments suggest that such probabilities behave like e −u τ −1 I S (a)(1+o(1)) , where I S (a) = 0 precisely when a = µ S . In the language of [11, 15] , we expect the random variables (u −(τ −2) S u ) u≥0 to satisfy a large deviation principle with speed u τ −1 and rate function I S . The Gärtner-Ellis Theorem [11, 15] and (1.16) then suggests that
where ϑ → Λ(ϑ) is defined in (1.18) and computed in (2.8). We do not pursue this further here.
Cluster tails for critical random graphs. In [14] we make formal the conjecture that P(H 1 (0) > u) ≈ P(S u > 0) for large u. We show that P(H 1 (0) > u) has the same asymptotic behavior as P(S u > 0) in (1.11), with the same constants except for the constant D. Despite the similarity of this result, the proof method in [14] is entirely different. In order to establish the asymptotics for P(H 1 (0) > u), we establish in [14] sample path large deviations, not conditioned on the event {S u > 0}, but on the event P(H 1 (0) > u).
In particular, in [14] , we establish the following two results. First, we prove that there exists A ∈ (0, D) such that
( 
In order to prove (1.21), a crucial ingredient is to show that the path cannot deviate much in small time intervals. For this, we need to pay special attention to the fact that time is continuous. Indeed, the proof of the extension to (1.21) consists of four key steps. In the first, S au − u τ −2 I E (a)| ≤ εu τ −2 with high probability for a's that are close to 0. In the second step, we prove that S au − u τ −2 I E (a)| ≤ εu τ −2 with high probability for a finite, yet growing with u, number of values of a's in the interval [0, 1] at equal distance that are sufficiently far from the extremeties a = 0 and a = 1. In the third step, we show that it is very unlikely that the process t → S t leaves the tube of width εu τ −2 around u τ −2 I E (a) in any of the (small) intervals. In the last and fourth step, we investigate the probability that S t > 0 for all t close to u. Together, these results suffice to prove (1.21).
The case τ = 4. Although not allowed, it is instructive to substitute τ = 4 into (1.11). This yields
This form is reminiscent of results for the Erdős-Rényi graph obtained in [13, 18] . The Erdős-Rényi graph on the vertex set [n] := {1, . . . , n} is constructed by including each of the n 2 possible edges with probability p, independently of all other edges. Critical behavior corresponds to p = (1+λn −1/3 )/n, λ ∈ R fixed, and letting n → ∞. It is a special case of the rule in (1.5) when all weights equal w i = 1 + λn −1/3 . Further, for w i = [1 − F ] −1 (i/n) in (1.6), the same scaling limit for the largest critical clusters holds as for the Erdős-Rényi random graph when E[W 3 ] < ∞, where W has distribution function F .
Aldous [1] showed that the scaling limit describing the critical cluster sizes is a Brownian motion following an asymptotically negative drift of the form ν 0 + ν 1 t − ν 2 t 2 with ν 2 > 0. The size of the largest component, rescaled by n −2/3 , converges in distribution to some random variable γ 1 (λ). In [13] the excursions of this Brownian motion on a parabola were studied, leading to the result (also derived in [18] via a different techniques)
Notice the strong resemblance with (1.22).
Overview of results
In this section we give an overview of the results. Among others, we shall establish Theorem 1.1, announced in the previous section, although this theorem is not the strongest result obtained in this paper.
We derive an asymptotic description of the entire density of S u near zero in Proposition 2.5 from which Theorem 1.1 follows, and we extend Theorem 1.1 with deriving the optimal trajectory, or sample path large deviations, conditioned on the event {S u > 0}, in Theorem 1.2. Mathematically, establishing these results relies on two main steps. The first step is to consider the variational problem min ϑ log E[e ϑuSu ] and its minimizer in the asymptotic regime where u is large. In this regime, we can replace the Riemann sum appearing in the expressions for log E[e ϑuSu ] by an integral and some first-order correction terms. This gives rise to an asymptotic variational problem that we analyse in great detail using advanced results on bounding sums by integrals and the implicit function theorem. The results are reported in Section 2.1. The second step is to apply the exponential tilting of measure, using the Radon-Nykodym derivative, to establish the properties of the process under the tilted measure. The properties are reported in Section 2.2. In establishing these properties, it turns out to be sufficient to work with the tilted measure that follows from the solution of the asymptotic variational problem treated in Section 2.1.
Asymptotic variational problem
We use the notion of exponential tilting of measure in order to give a convenient description of the probability of interest as follows:
where ϑ is chosen later on. We define the measure P ϑ with corresponding expectation E ϑ by the equality, for every event E,
where the normalizing constant φ(u; ϑ) is defined as
Choosing a good ϑ is rather delicate. As discussed around (1.18), we would like to choose ϑ to be the minimizer of ϑ → φ(u; ϑ). By differentiating w.r.t. ϑ, this is equivalent to solving
which in turn is equivalent to
so that S u has mean zero under the tilted measure. Unfortunately, (2.5) turns out to be a difficult analytical problem, and we need to resort to an approximation instead. Let us explain this in more detail now. By the independence of the indicators (I i (u)) i≥2 , we obtain that
where α = 1/(τ − 1). It is not hard to see that x → f (x; ϑ) is integrable at x = 0 and at x = ∞ (see Lemma 3.1 below), so we can approximate the above sum by an integral
for some error term u → e ϑ (u). For u large, the error term u → e ϑ (u) is determined in Lemma 3.4 below as
where ζ(α), ζ(2α) are defined in (1.2), and where the error term converges to 0 uniformly for ϑ in compact sets bounded away from 0. This implies that
Rather than minimizing φ(u; ϑ) over ϑ, instead we minimize the asymptotic form appearing in its expo- 11) and let θ * be the value of ϑ where ϑ → Λ(ϑ) is minimal. It is not hard to see that I ≡ −Λ(θ * ) > 0 and that θ * is unique (see Lemma 3.5 below). As it turns out, this choice is asymptotically equivalent to arg min ϑ φ(u; ϑ), but it is analytically much more tractable. Naturally, the statement that θ * is asymptotically equivalent to arg min ϑ φ(u; ϑ) requires a proof, which can be found in Lemma 4.1, where we show that E[uS u ] = o(1) for ϑ = θ * u , and Lemma 3.6 where we show that θ * u → θ * as u → ∞. Define φ(u) = φ(u; θ * u ). The next result investigates the main term φ(u):
Proposition 2.1 (Asymptotics of main term). As u → ∞, and with
Proposition 2.1 will be proved in Section 3.
Properties of the process under the tilted measure
Define, for a ∈ [0, 1],
(2.13)
As we see in Theorem 1.2, the function a → I E (a) will serve to describe as the asymptotic mean of the process a → S au conditionally on S u > 0. It is not hard to check that I E (0) = 0, and I E (1) = 0, (2.14)
the latter by definition of θ * , since 0 = Λ ′ (θ * ) = I E (1) (cf. (3.27) below). Finally, 16) since I E is continously differentiable and concave on [0, 1] being an integral of a concave function.
From now on, we will take ϑ = θ * u , and we define P = P θ * u with corresponding expectation E = E θ *
u
. In what follows, we abbreviate θ = θ * u . Under this new measure, the rare event of S u being positive becomes quite likely, as reflected in the following properties:
The next lemma concerns the variance of the process. Define, for a ∈ [0, 1],
and
Again, it is not hard to see that
We prove Lemma 2.2 and Lemma 2.3 in Section 4. We complete this section by a result on the Laplace transform of the couple (S t , S u ):
Proposition 2.4 is proved in Section 5. By Proposition 2.4 and the fact that u E[S u ] = o(1) (see Lemma 4.1), u −(τ −3)/2 S u converges to a normal distribution with mean 0 and variance I V (1). We next extend this intuition by proving that the density of S u close to zero behaves like (2πI In this section, we investigate the main term φ(u; ϑ) = E[e ϑuSu ]. We want to take ϑ such that φ(u; ϑ) is close to minimal. Differentiating φ(u; ϑ) with respect to ϑ suggests that we should take ϑ such that E[uS u e ϑuSu ] = 0, which is equivalent to E ϑ [uS u ] = 0. Unfortunately, our analytical control over E ϑ [uS u ] is too limited to make this choice work, so instead we optimize the asymptotic expression (2.6) for φ(u; ϑ) instead. To this end, the main result in this section is Lemma 3.4, which sets the stage for the proof of Proposition 2.1.
We start by proving properties of the function f defined in (2.7).
Lemma 3.1 (Integrability of f (·; ϑ)). Fix ϑ > −1. The function x → f (x; ϑ) with f as in (2.7) is integrable at x = 0 and at x = ∞.
Proof. For x ↓ 0 + and ϑ > −1, the first term of f (x; ϑ) approaches zero and the second and third term are integrable at x = 0 + . The case where x → ∞ requires to consider the conjunction of all three terms. Let y = x −α , so that we have to consider integrability at y = 0 + . We can use Taylor approximation to obtain
which is integrable for x → ∞ since −3α ∈ (−3/2, −1).
We continue with a general result allowing us to replace sums by integrals with a good control over the error term. 
By assumption, we know that sup x∈[i,i+1] |h ′ (x)| is less than aαu 1+γ i −α(1+γ)−1 e −bu(i+1) −α . This yields that
For any x ∈ [i, i + 1] and i ≥ 2,
Hence,
which is less than c(α, γ)(bu) −(1+γ) . Since γ +1 > 0, we have as
Then (3.2) completes the proof. Proof. This follows directly from Lemma 3.2 with g(y) = y a e −by .
We next investigate the error in replacing the sum over i of f (i/u τ −1 ; ϑ) by the integral in (2.
where o ϑ (1) depends on ϑ and satisfies that, uniformly in ϑ ∈ (−1 + ε, 1/ε),
for u large enough. Further,
where o ϑ (1) satisfies (3.5) as well.
Note that (1.4) follows by taking ϑ = 0 in (3.6) and using (2.6) and (2.8) to get
The precise form of Λ ′ (0) can be found in (3.28) below.
Proof. For ϑ > −1 + ε, we split
(cf. (2.7) ). Remember that τ ∈ (3, 4) and thus α ∈ (1/3, 1/2). In what follows, fix u arbitrarily large. By Lemma 3.1, for every ε > 0 small, we can choose M = M (u) > 0 large such that
It remains to estimate the difference
for M arbitrarily large. We analyse the second and third term in the definition of f (x; ϑ) for i ≤ M u τ −1 − 1 respectively x ≤ M first. Observe that for arbitrary β ∈ (0, 1) (later to be set equal to α, respectively 2α)
Here,
satisfying 0 < C(β) < ∞. Indeed, x −β is a strictly decreasing function and therefore
and hence
for all β ∈ (0, 1). For τ ∈ (3, 4), we have α ∈ (1/3, 1/2) and 2α ∈ (2/3, 1), so we can apply the above result to both the second term (β = α) and the third term (β = 2α) to obtain
where we have used (τ − 1)α = 1, and where the last identity follows from (1.2). It remains to analyse the contribution due to f 1 (x; ϑ) = log 1 + e −x −α (e −ϑx −α − 1) . Observe also that, lim x↓0 f 1 (x; ϑ) = 0 since ϑ > −1. We first calculate the first two derivatives of f 1 (x; ϑ) with respect to x. We note that f 1 (x; ϑ) = g(x −1/α ), where g(x) = log 1 + e −x (e −ϑx − 1) . Therefore, In particular, |g ′′ (x)| ≤ Ce −x uniformly in x ≥ 0, so that | ∂ 2 ∂x 2 f 1 (x; ϑ)| is integrable, and is uniformly integrable for ϑ > −1 + ε for any ε > 0.
Rewrite
We first identify the error terms. Using | log 1 − h | ≤ |h|/(1 − h) for |h| > 1 we obtain
(3.20)
The term 1/2 0 f 1 (x/u τ −1 ; ϑ)dx can be seen to obey a similar bound. Finally, since lim y→∞ f 1 (y; ϑ) = 0, the term M M −1/2 f 1 (x/u τ −1 ; ϑ)dx can be made arbitrarily small by taking M large. By quadratic Taylor approximation, for
for some ξ ∈ [i − 1/2, i + 1/2]. Note that the integral over x ∈ [i − 1/2, i + 1/2] of the first term equals f 1 (i/u τ −1 ; ϑ) and of the second term equals 0. Therefore,
where we use that, as u → ∞, by a Riemann sum approximation and the fact that |
The claim now follows after collecting terms and taking M → ∞. The proof for ∂ ∂ϑ f (x; ϑ) is identical, now using that
The sums of f 2 (i/u τ −1 ; ϑ)/ϑ + f 3 (i/u τ −1 ; ϑ)/ϑ give rise to u(ζ(α) − 1) − u 2 (ζ(2α) − 1) as in the above argument, while the sum of
We next investigate the properties of Λ(ϑ) = ∞ 0 f (x; ϑ)dx: 
Proof. We have that
Differentiation under the integral sign, using dominated convergence, yields
Observe that
f (x; ϑ) > 0 for all ϑ ∈ R, as long as x > 0, and hence that Λ ′′ (ϑ) > 0 for all ϑ ∈ R. Now, since Λ(0) = 0, Λ ′ (ϑ) → ∞ as ϑ → ∞ (as we will show below) and The claim now follows.
We continue to investigate the approximate variational problem as formulated in (2.11), and prove Proposition 2.1. Lemma 3.6 (Expansion for the maximizer θ * u ). Define
Then, there exist κ ′ i ∈ R such that for each m ≥ 0
Clearly, ε u → 0 as u → ∞, and the above is an implicit equation for θ * u . We define Λ (r) (ϑ) to be the r-fold derivative of Λ with respect to ϑ, and we let f (r) (x; ϑ) be the r-fold derivative of ϑ → f (x; ϑ) with respect to ϑ, where we recall that x → f (x; ϑ) = log 1 + e −x −α (e −ϑx −α − 1) + ϑx −α − ϑx −2α as defined in (2.7). Then,
We compute that
(3.37) so that, in particular, f (2) (x; ϑ) > 0 for every x, ϑ > 0. The latter explains why Λ (2) (ϑ) > 0 for every ϑ > 0.
We start by checking that ϑ → Λ(ϑ) is infinitely often differentiable. Recall (3.36) and rewrite (3.37) to
We prove, by induction, that there exist integers a r,i , for i = 1, . . . , r, such that, for all r ≥ 2,
We use (3.38) to initialize the induction hypothesis in (3.39) for r = 2, with a 2,1 = −1 and a 2,2 = 1. We compute that the derivative of ϑ
We now check integrability for x ↓ 0 + respectively x → ∞ for r ≥ 1 arbitrary.
(1) Case r ∈ {1, 2}. As the denominator in (3.36) respectively (3.38) is uniformly greater 0 and as α ∈ (1/3, 1/2), integrability at x ↓ 0 + follows from the integrability of x −α and x −2α . For x → ∞, use that 1 − e −x −α ∼ x −α and reason as in (3.1) to obtain the claim.
(2) Case r ≥ 3. For x ↓ 0 + , use (3.39) and (3.40) to see that
which is integrable for x ↓ 0 + . For x → ∞, use |f (r) (x; ϑ)| ≤ cx −rα and rα ≥ 3α > 1 in (3.39) to conclude integrability.
(1) (ϑ) = −ε u has a unique solution. Let θ(ε) be the solution ϑ to Λ
(1) (ϑ) = −ε. Since Λ (2) (ϑ) > 0 for every ϑ > 0 and we have shown that ϑ → Λ (1) (ϑ) is infinitely often differentiable, the implicit function theorem implies that ε → θ(ε) is infinitely often differentiable as well in a neighborhood of 0.
As a result, a Taylor expansion of ε → θ(ε) around ε = 0 yields that for each m ≥ 0 there exist
Applying this identity to ε = −ε u , while observing that ε u → 0 for u → ∞, we arrive at (3.33).
Now we are ready to complete the proof of Proposition 2.1: Proof of Proposition 2.1. By construction and Lemma 3.4,
Since ϑ → Λ(ϑ) is infinitely differentiable, a Taylor expansion yields
. Note that using (3.32)
Rearranging sums, we obtain that there exist κ ij such that
Since I = −Λ(θ * ), this completes the proof of Proposition 2.1.
Properties of process under tilted measure
Fix u ≥ 0. In (2.2), we defined the measureP with Radon-Nikodym derivative e ϑuSu /φ(u) with respect to P, where ϑ = θ * u as in (2.11). In particular, we stress that P depends on u. This section is devoted to the study of (S t , t ∈ [0, u]) under P. We derive asymptotics of E[S t ], the variance of S t , and the covariance of S t and S u − S t , for all t ∈ [0, u] that allow us to prove Lemma 2.2, and Lemma 2.3.
As before, and throughout the remainder of this paper, we fix ϑ = θ * u . We start by proving that u E[S u ] vanishes as u → ∞. Intuitively, this means that we have chosen ϑ = θ * u asymptotically correct: Lemma 4.1 (Mean under tilted measure). As u → ∞,
Proof. Note that, by (2.3), (2.6) and (2.8), together with (3.6) in Lemma 3.4
.
Since ϑ = θ * u is the solution of the variational problem in (2.11), we have in particular, u τ −1 Λ ′ (θ * u ) + ζ(α)u + (β − ζ(2α) + 1)u 2 = 0. Also recall Lemma 3.5 and Lemma 3.6 to see that θ * u is bounded away from zero for u big enough. This shows that u E[S u ] = o(1), as required.
Recall the expression of S t in (1.1). In order to investigate the asymptotics of E[S t ], we start by describing the distribution of the indicator processes (I i (t)) t≥0 under the measure P. Since our indicator processes (I i (t)) t≥0 are independent, this property also holds under the measure P: Lemma 4.2 (Indicator processes under the tilted measure). Under the measure P, the distribution of the indicator processes (I i (t)) t≥0 is that of independent indicator processes. More precisely,
where (T i ) i≥2 are independent random variables with distribution Recall the definition of I E (a) in (2.13). We calculate, by (4.4) and (1.1), for t ≤ u with θ = θ * u ,
For y ≥ 0 and a ∈ [0, 1], define k 1 (y, a) := y e θy (1 − e −ya ) e θy (1 − e −y ) + e −y − ya .
(4.6) Equation (4.5) can be rewritten as
We deduce also that for all t ≤ u
with k 2 (y, a) := k 1 (y, a) − k 1 (y, 1). Moreover, we can write k 1 (y, a) = y(h(y, a) − ay) with h(y, a) =
Remember that c i = i −α . To apply Lemma 3.2, we need to control ∂ y k 1 (y, a) and ∂ y k 2 (y, a). We have
(4.10)
Notice that
h 2 (y) ≤ c for any y ≥ 0. Here we used that θ * u is uniformly bounded (see for instance Lemma 3.6). On the other hand, |h 1 (ay)
| ≤ ce −y . This yields that
Moreover, observe that |h(y, a)| = | h 1 (ay) h 2 (y) | ≤ cay. Going back to k 1 (y, a) = y(h(y, a) − ay), we get
We further have
| which is less than c(e −y + ae −ay + e −y ). Therefore, for a ∈ [1/2, 1],
We can now use a straightforward extension of Lemma 3.2 with γ ∈ {0, 1}, b = 0 to see that there exists a constant c > 0 such that, for any u ≥ 1, and any a ∈ [0, 1],
With γ = 1 and b ∈ {0, 1/3} we obtain for any u ≥ 1 and any a ∈ [1/2, 1]
By (4.7) and (4.8), it follows that for u ≥ 1 and t ∈ [0, u], 17) and, for u ≥ 1 and t ∈ [u/2, u],
where I u E is defined by replacing θ * by θ * u in the definition of I E . We have as well
We have seen that |k 1 (x, a)| = x|h(x, a) − ax| ≤ cax 2 , which implies that
Consequently, for u ≥ 1 and t ∈ [0, u],
and for u ≥ 1 and t ∈ [u/2, u]
Equation (4.22) immediately allows us to prove Lemma 2.2(c). Indeed, the function a → I u E (a) is differentiable, so that we can approximate
for some a * ∈ [t/u, 1]. Since a * is close to 1 and θ * u is close to θ * ,
. Lemma 2.2(c) follows once we note that also (u − t) = o((u − t)u τ −3 ).
To obtain Lemma 2.2(a) and (b), we apply (4.24) below and use I E (1) = 0.
Proof of Lemma 2.3. We similarly define I u E , I u V , J u V and G u V by replacing θ * by θ * u in the definitions (2.13)-(2.19), and we check that, for any a ∈ [0, 1] and u ≥ 1
To calculate the variance of S t under P for t ∈ [0, u], recall that under P the indicator processes in the definition of S t in (1.1) are independent. We obtain, using (4.4), with θ = θ * u . We have as well
with k 4 (y, a) = y 2 e θy (e −ay − e −y ) e θy (1 − e −y ) + e −y 1 − e θy (e −ay − e −y ) e θy (1 − e −y ) + e −y (4.31) and We bound ∂ y k i (y, a) for i ∈ {3, 4, 5}. We have
(4.37)
Firstly, h ′ 1 (ay) = e −ay . Since h 2 ≥ c > 0 (recall that θ * u is uniformly bounded), we get 0 ≤ h(y, a) ≤ c and |a
From ∂ y k 3 (y, a) = 2yh(y, a)(1 − h(y, a)) + y 2 ∂ y h(y, a)(1 − 2h(y, a)), it now follows that
Similarly,
we deduce that, for a ∈ [1/2, 1] . We get that
Next, we use Lemma 3.2 as before to see that
Going back respectively to (4.28), (4.30) and (4.32), we get
(4.52)
With the change of variables y = x −α u we see that (recall that θ = θ * u )
Since |k 3 (y, a)| ≤ cy 2 , we have | y≥2 −α u y −τ k 3 (y, t/u)dy| ≤ u 3−τ . We arrive at
We check similarly that |k 4 (y, a)| ≤ c(1 − a)y 2 and
Use (4.25), (4.26) or (4.27) to complete the proof.
We next investigate what happens to the means and variances for small a or for a close to 1:
Lemma 4.3 (Asymptotic mean and variance near extremities).
Consequently, there exist 0 < c < c < ∞ such that, for every a ∈ [0, ε] with ε > 0 sufficiently small, The proof follows by explicitly computing the joint moment generating function of (S t , S u − S t ) using Lemma 4.2 and studying its asymptotics. We prove parts (a) and (b) simultaneously, by noting that the extra assumption t ∈ (u − u −(τ −5/2) , u] is not needed when λ 2 = 0. We start by introducing some notation. Let λ 1 , λ 2 be elements of compact sets, and abbreviate (recall that we consider t ∈ [ε, u − u −(τ −5/2) ])
For Part (a), we simply takeλ 2 ≡ 0. For these choices, (2.20), (2.21) and Lemma 4.3(b) guarantees that there exists a c > 0 such that
Therefore, we finally arrive at
A similar reasoning as the above shows, using once again that |λ 1 | ≤ c(ε), that the remaining term O(|b j | 3 ) can be bounded by
Therefore we can write
where 18) and, by collecting terms from (5.9), (5.13) and (5.14), the error term Θ j satisfies
We continue to bound j≥2 |Θ j |. We use (5.2) to obtain
This completes the bound on j≥2 |Θ j | for part (a). For part (b) and the other terms, we split, depending on whether t ≤ (1 − ε)u or not. In the case t ≤ (1 − ε)u for arbitrary ε > 0,
In the case t > (1 − ε)u we use the bound on |λ 2 | in (5.2) and t ≤ u − u −(τ −5/2) to bound
For the remaining terms when t > (1 − ε)u, we use e −c j t − e −c j u ≤ e −c j (1−ε)u c j (u − t) to finally obtain j≥2 We need to prove asymptotics when t = u and an upper bound uniformly in t ∈ [u/2, u]. We will do both at the same time, and start by setting the stage for t = u. . We can compute r t (k) explicitly, using (4.4). We find that log r t (k) = 1 2 j≥2 log 1 − 2e −c j t e θc j u (1 − e −c j u )(1 − cos(2πkc j u −(τ −3)/2 )) [e −c j u + e θc j u (1 − e −c j u )] 2 . (6.5)
Using the inequality log(1 − x) ≤ −x for x < 1, it follows that log r t (k) ≤ − We observe that y k /u = 8ku −(τ −1)/2 . Consequently, log r t (k) ≤ −ck τ −2 u (τ −1)(4−τ )/2 which is less than −c|k| τ −2 . Therefore, for any k ∈ R and u ≥ 1, r t (k) ≤ e −c|k| τ −2 .
(6.10)
We first apply it to t = u. By dominated convergence, we deduce that, for s = o(u We use dominated convergence. For this, we use that θ = θ * u converges to θ * > 0 by (3.33) in Lemma 3.6. Further, by Proposition 2.5, u (τ −3)/2f
Su (v/u) → B for every v fixed, while also u (τ −3)/2f Su (v/u) is uniformly bounded. Take u so large that θ * u > θ * /2. Then, e −θv u (τ −3)/2f Su (v/u) converges pointwise to Be −θ * v , and it is uniformly bounded by Ke −θ * v/2 . Then, dominated convergence yields that The asymptotics of the denominator were derived in (7.4). We then bound E e −θuSu ½ {Su>0} ½ {|Sau−u τ −2 I E (a)|>εu τ −2 } ≤ P S au − u τ −2 I E (a) > εu τ −2 .
(7.6) By Lemma 2.2, E[S au ] = u τ −2 I E (a) + o(u τ −2 ), so that it suffices to prove that
We make crucial use of Proposition 2.4, where we take λ 1 = λ, λ 2 = 0 fixed and t = au, so that E e 
