Introduction
Remote sensing imaging technology is widely used in agri− culture, environment, geography, weather forecast, and mi− litary affair fields. The remote sensing image contains plenty of information. But it is difficult to cluster the remote sensing images because of their fuzzy details [1, 2] .
The supervised clustering methods, including K−nearest neighbour, decision tree classifier, Bayesian classifier, and so on, are researched in previous literature [3, 4] . But the supervised methods need the training procedure. So, it needs some prior knowledge of the images.
Many researchers studied the image clustering algorithm about Markov random field. Forbes and Fort proposed a method, based on combining Monte Carlo (CMC) and hidden Markov random fields (HMRF), and that been used in some kinds of image segmentation [5] . Nishii and Eguchi presented a supervised image segmentation using contex− tual AdaBoost and posteriors in neighbourhoods [6] . Destrempes et al. proposed a colour image segmentation method based on Bayesian estimation of hidden Markov random field models [7] . Wu et al. presented a segmentation model using compound Markov random fields based on a boundary model for medical images [8] . The manuscript written by Liu et al. used a segmentation method with simultaneous estimation of Markov random field parame− ters and a class for prostate cancer MRI [9] . The manu− scripts above are supervised method and they need more additional work from the manipulator.
Some unsupervised clustering methods are proposed recently based on expectation−maximization (EM) or tradi− tional MRF clustering. But the methods did not take the context info of the remote sensing image into account enough. So, much noise will remain in the clustering result. Wang and Zhang segmented images using a new localized superpixel Markov random field [10] . In their studies, the traditional MRF model was modified to combine heuristic cues such as similarity of superpixels features for the seg− mentation task. The visual results and quantitative evalua− tion for unsupervised floor region segmentation proved the effectiveness of the method. But this method was only adapted to the images without noise.
The paper proposed a remote sensing image clustering method based on the mixture model and MRF. One class of the image is corresponding to one Gaussian probability den− sity distribution including the parameters such as mean and variance. The image label field is a MRF, in which the con− ditional probability can be expressed by the Gaussian mo− dels. Hammersley−Clifford theorem established the relation between the MRF and Gibbs distribution. Then, the image clustering procedure is transformed to the maximum a pos− teriori problem. The traditional neighbourhood clique po− tential function is ameliorated. The new function contains the pixel intensity difference and the spatial distance in the equation. In the initial clustering step, the fuzzy C−means is used to get the initial parameters of the mixture model. The Max entropy criterion is employed to choose the optimal class number. The ICM is employed to solve the MAP problem.
The remote sensing images were used in the experi− ments and the clustering results were compared with the tra− ditional MRF method using ICM and SA. It is shown that the method proposed was better than the traditional MRF both in noise filtering and miss−classification ratio.
Gaussian mixture model and MRF
There are several parts in one image and the aim of image clustering is to segment it exactly corresponding to the image contents. The clustering result can be considered as Gaussian mixture model with different means and vari− ances. One class corresponded to one Gaussian distribution expressed as the following equation
in which Y d is the data of pixels in one of the image class, X is the image label field, m d and s d are the mean and va− riance of the pixel value in the class, and y d is the pixel value in the class [11, 12] . Based on conditional independent assumption of the whole data of the image Y, the conditional density P Y X ( )takes the form of
L is the clustering range of the image [13, 14] . It shows that the mixture model of the image, according to the clustering result X, can be written as a product of all the probability density distributions of every class. Therefore P Y X ( ) takes the form of
It is well known that an MRF is completely described by a Gibbs distribution using the Hammersley−Clifford theo− rem that established the relation between the MRF and Gibbs distribution. The MRF prior probability density has the form
where
is the global energy function whereas V x c ( ) is the clique energy function [15] [16] [17] .
is the partition function, T is the constant called the tempera− ture. The potential function V x c ( ) means the potential between the two pixel labels of the clique in the neighbour− hood. If the two labels is represented by q i j ( , ) and q i j ( , ) 1 
This is one of the classical expressions of the potential function [18, 19] .
The posterior probability density of a clustering result could be written as
The clustering problem could be solved by finding the optimum label field X opt which will make the posterior reach the maximum value. So, the clustering result could be expressed as
in which Wwas the whole label field. Because P Y ( ) was not the function of X, the maximal process was used in the numerator of Eq. (8) [20, 21] .
Iterative conditional model is used in the potential opti− mization step to find the optimal image clustering result
¹ is the posterior. Three steps as the following construct the procedure:
Step 1. Get the initial value of X k k , = 0 by maximum the P Y X s ( ). In this step, the potential should be calculated by MRF theory and in the initial segmentation result and we changed the label one by one to get the maximum of P Y X s ( ).
Step 2. Get the new value of X k +1 by maximum
In this step, we changed the label one by one in the label field to maximum P X Y X r s
Step 3. Repeat the second step until the procedure con− vergence and at the time, the label would not be changed any more.
New potential function
A novel potential function is proposed in the paper. It invol− ves the pixel value difference and the distance between the two pixels of neighbourhood cliques in the new potential function. In the classical potential function equation, the pixel value difference and the distance between clique ele− ments are not employed. So, the adaptability for noise of the algorithm is not perfect. The paper proposes a novel poten− tial function form as follows is the special dis− tance between the label q i j ( , ) and q i j ( , ) 1 1 , it would be 1 or 2 according to bordering directly or on the cross. s d is the variance of the class that q i j ( , ) belonged to. This is an improvement for traditional MRF image clustering method.
Clustering framework
The other improvement in this paper is a procedure to cho− ose an optimal clustering number intelligently. We use the fuzzy c−means and the max entropy criterion to get optimal class number. The whole method is constructed by the fol− lowing steps.
Step Step 3. Update the mean values though
for every pixel y i j ( , ). If
Step 4. L L = +1 and repeat from step 2 until
e. e is the error value. In the paper, C min = 2 and C max = 10. Then, we obtain 9 sets of MRF parameter q m m m s s s = { , , , ,
Step 5. The max entropy criterion is used to get the optimal clustering number $ C. The entropy of a class can be expressed as
in which C n is the current class and h is the pixel value in the range of class C n . p h is the probability of h in the class C n and the class P C n is the probability of the class C n in the whole image data. The sum entropy of the whole data is
The class number, that makes Eq. (15) maximal, is the optimal one.
Step 6. Use the MRF algorithm and ICM to find the clustering result according to Eq. (9) .
Then, the remote sensing image clustering method is completed.
Experiments
In this section, experiments are performed using remote sensing images. The algorithm in this paper is compared with the classical MRF clustering method. The miss−classi− fication ratio is compared in the first and second experi− ment. The unsupervised method is performed in the follo− wing experiments and the effect of the parameter b is de− monstrated in the last experiment. The initial value of the parameter T is 4.0 for the SA method.
Remote sensing images are shown in Fig. 1(a) and Fig. 2(a) . Table 1 . The image in Fig. 1(a) con− tained mountain and river. The optimal class number is 3 and the program segments the data to 3 classes including mountain, river, and shadow. The optimal class number is 2 in the second experiment and the program tries to segment the data in Fig. 2 (b) to 2 classes including mountain and river. The clustering results and MCR in Table 1 show that proposed method is better than the traditional MRF method. The third experiment is clustering a remote sensing image including three objects, mountain, desert, and snow. The proposed algorithm is compared with traditional MRF using ICM and SA potential optimal optimization methods. The results are shown in Fig. 3 . It is obvious that the area getting by our method is more intact than the others. The parameter b was 0.8.
The fourth experiment is clustering a remote sensing image including four objects: ocean, vegetation, earth, and building. The proposed algorithm is compared with tradi− tional MRF using ICM and SA potential optimal optimiza− tion method. The results are shown in Fig. 4 and the image in Fig. 4(e) expresses the grey values of every class pixel value and corresponding object. The parameter b = 0 9
. .
The fifth experiment is segmentation for a remote sens− ing image including three objects, ocean, earth, and build− ings. The proposed algorithm is also compared with tradi− tional MRF using ICM and SA potential optimal optimiza− tion method. The results are shown in Fig. 5 and b = 08 . . Table 2 showed the mean pixel values and variances of every class in all the experiments. These parameters were calculated by fuzzy c−means and chosen by the max entropy criterion. Figures 6 show the entropy to class number curves of the five experiments above. The entropy of the three experi− ments is changing with the increasing class numbers and arrives the max point at number 3, 2, 3, 4, and 3, respec− tively. According to max entropy criterion, 3, 2, 3, 4, and 3 are the optimal class number of the five original remote sensing images.
The b was the controlling parameter. It is very important for the clustering result. Figure 7 shows the clustering re− sults of image in Fig. 7(a) 
. , it is evi− dent that there are much negative effects remained in the result shown in Fig. 7(b) . The result get better with the increasing b, and when b = 08 . , we get a best result. If b ³ 10 . , the results contain more and more wrong classifica− tion and lose some important info such as the river in the middle of the original image. So, the parameter b should be chosen according to the prior expe−rience.
Conclusions
Gaussian mixture model, which is combined with MRF, is a very important distribution for image modelling in cluster− ing and reversion. But, in the clustering method, the tradi− tional MRF potential functions did not involve the relation− ships of pixel intensities and the spatial distances between pixels. So, for image clustering, the results were negatively affected by these factors.
In remote sensing images clustering procedure, to solve these problems, a novel potential function, which involved the pixel intensity and distance values, is introduced to the traditional model to express the prior probability density. Then, the clustering problem is transformed to MAP proce− dure and the ICM method is employed to obtain the MAP solution. The fuzzy C−means and the max entropy criterion are employed for initial clustering and class number chosen. The experiment results prove that the algorithm proposed in this paper is an efficient method for remote sensing images clustering. . .
