Widths of weighted Sobolev classes on a domain with a peak: some
  limiting cases by Vasil'eva, A. A.
ar
X
iv
:1
31
2.
00
81
v1
  [
ma
th.
FA
]  
30
 N
ov
 20
13
Widths of weighted Sobolev classes on a domain
with a peak: some limiting cases∗
A.A. Vasil’eva
1 Introduction
In this paper, order estimates for Kolmogorov, Gelfand and linear widths of weighted
Sobolev classes W rp,g on a domain with a peak in a weighted Lebesgue space Lq,v
are obtained. In particular, it is proved that if the peak is defined by the function
ϕ(t) = tσ| log t|θ, r+ (σ(d− 1) + 1)
(
1
q
− 1
p
)
= 0, g ≡ 1, v ≡ 1, then this singularity
may have effect on the orders of widths. This supplements the following result of
Besov [11]: if ϕ(t) = tσ and r + (σ(d− 1) + 1)
(
1
q
− 1
p
)
> 0, then the orders of
Kolmogorov widths are the same as for domains with the Lipschitz boundary.
Let d ∈ N, let Ω ⊂ Rd be a bounded domain (an open connected set), and
let g, v : Ω → (0, ∞) be measurable functions. For each measurable vector-valued
function ψ : Ω→ Rm, ψ = (ψk)16k6m, p ∈ [1, ∞], we put
‖ψ‖Lp(Ω) =
∥∥∥ max
16k6m
|ψk|
∥∥∥
p
=
∫
Ω
max
16k6m
|ψk(x)|
p dx
1/p .
Let β = (β1, . . . , βd) ∈ Zd+ := (N ∪ {0})
d, |β| = β1 + . . . + βd. For any distribution
f defined on Ω we write ∇rf =
(
∂rf/∂xβ
)
|β|=r
(here partial derivatives are taken
in the sense of distributions), and denote by mr the number of components of the
vector-valued distribution ∇rf . We set
W rp,g(Ω) =
{
f : Ω→ R
∣∣ ∃ψ : Ω→ Rmr : ‖ψ‖Lp(Ω) 6 1, ∇rf = g · ψ}(
we denote the corresponding function ψ by
∇rf
g
)
,
‖f‖Lq,v(Ω)=‖f‖q,v=‖fv‖Lq(Ω), Lq,v(Ω) = {f : Ω→ R| ‖f‖q,v <∞} .
∗The research was carried out with the financial support of the Russian Foundation for Basic
Research (grants no. 13-01-00022, 12-01-00554)
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We call the set W rp,g(Ω) a weighted Sobolev class. Notice that W
r
p (Ω) = W
r
p,1(Ω) is
the non-weighted Sobolev class.
For properties of weighted Sobolev spaces and their generalizations, see the books
[19,22,40,70,71,73] and the survey paper [39]. Mazya [52] obtained the necessary and
sufficient condition for the embedding of W 1p (Ω) in Lq(Ω) in terms of isoperimetric
and capacity inequalities. Reshetnyak [57, 58], Besov [4] and Bojarski [14] showed
that for a John domain Ω or a domain with a flexible cone property, the condition
of continuous embedding of W rp (Ω) in Lq(Ω) is the same as for a domain with the
Lipschitz boundary; in [5] this result was generalized for domains with decaying
flexible cone condition. The problem on embedding of weighted Sobolev classes on
domains with the irregular boundary that has zero angles was also intensively studied
(see, e.g., [4, 6–10,17, 24, 33, 38, 42, 43, 53]).
Denote by AC[t0, t1] the space of absolutely continuous functions on an interval
[t0, t1].
Let d > 2. Denote by Ba(x) the closed Euclidean ball of radius a in R
d centered
at the point x. Given x = (y, z), y ∈ Rd−1, z ∈ R, we denote by Bd−1a (y) the closed
Euclidean ball of radius a in Rd−1 centered at the point y. Set Bd−1 = Bd−11 (0).
Definition 1. Let G ⊂ Rd be a bounded domain, a > 0, x∗ ∈ G. We say that
G ∈ FC(a, x∗), if for any x ∈ G there exists a curve γx : [0, T (x)] → G with the
following properties:
1. γx ∈ AC[0, T (x)], |γ˙x| = 1 a.e.,
2. γx(0) = x, γx(T (x)) = x∗,
3. Bat(γx(t)) ⊂ G for any t ∈ [0, T (x)].
We write G ∈ FC(a) if G ∈ FC(a, x∗) for some x∗ ∈ G. If G ∈ FC(a) for some
a > 0, then we say that G satisfies the John condition (and call G a John domain).
For a bounded domain, the John condition is equivalent to the flexible cone
condition (see the definition in [12]).
Let X, Y be sets, f1, f2 : X × Y → R+. We write f1(x, y) .
y
f2(x, y) (or
f2(x, y) &
y
f1(x, y)) if, for any y ∈ Y , there exists c(y) > 0 such that f1(x, y) 6
c(y)f2(x, y) for each x ∈ X; f1(x, y) ≍
y
f2(x, y) if f1(x, y) .
y
f2(x, y) and f2(x, y) .
y
f1(x, y).
For G ⊂ Rd, x∗ ∈ G we denote
Rx∗(G) = sup
x∈G
‖x− x∗‖ld2 , Rx∗(G) = infx∈∂G
‖x− x∗‖ld2
(here ∂G is the boundary of the set G). Notice that if G ∈ FC(a, x∗), then
Rx∗(G) ≍
a,d
Rx∗(G). (1)
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For z ∈ R we set ηz = (0, . . . , 0, z) ∈ Rd.
Let ϕ : (0, 1)→ (0, ∞) be an increasing Lipschitz function such that lim
z→+0
ϕ(z) =
lim
z→+0
ϕ′(z) = 0.
Definition 2. Let a > 0, τ∗ > 0. We write Ω ∈ FCϕ,τ∗(a) if Ω = ∪z∈(0, τ∗]Ωz, where
Ωz ∈ FC(a, ηz),
κΩ := sup
z∈(0, 1)
Rηz(Ωz)
z
< 1 (2)
and
cϕ(z) 6 Rηz(Ωz) 6 cϕ(z), z ∈ (0, τ∗] (3)
for some 0 < c < c <∞.
In [53] a criterion for the continuous embedding of W rp (Dϕ,G) in Lq(Dϕ,G) was
obtained, where
Dϕ,G = {x = (y, z) ∈ R
d : z ∈ (0, 1), y/ϕ(z) ∈ G}
and G ⊂ Rd−1 is a bounded domain satisfying the cone condition. Notice that
Dϕ,G ∈ FCϕ,τ∗(a) for some a > 0, τ∗ > 0. This result will be generalized for
weighted Sobolev spaces (with weights depending only on z) and domains from the
class FCϕ,τ∗(a).
Without loss of generality we may assume that τ∗ =
1
2
. Throughout this paper
we denote FCϕ(a) = FCϕ,1/2(a).
Let g0 : (0, ∞) → (0, ∞), v0 : (0, ∞) → (0, ∞) be measurable functions, g,
v : Ω→ (0, ∞), g(y, z) = g0(z), v(y, z) = v0(z). In addition, we suppose that there
is C∗ > 0 such that
g0(t)
g0(s)
6 C∗,
v0(t)
v0(s)
6 C∗, z ∈ (0, 1),
t, s ∈ [max{z/2, z − ϕ(z)}, z + ϕ(z)].
(4)
Notice that max{z/2, z − ϕ(z)} = z − ϕ(z) for sufficiently small z.
Let 1 < p 6 q <∞, r ∈ N, δ := r + d
q
− d
p
> 0. We write
Z1 = (p, q, r, d, a, ϕ, κΩ, c, c, C∗).
For x = (x1, . . . , xd) ∈ Rd we set x′ = (x1, . . . , xd−1).
Denote R(z) = Rηz(Ωz), R(z) = Rηz(Ωz).
For 0 6 τ− < τ+ 6
1
2
we set Ω[τ−, τ+] = ∪z∈[τ−, τ+]Ωz (with Ω0 = ∅). Observe that
Ω[τ−, τ+] is a domain.
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Theorem 1. Let Ω ∈ FCϕ(a), 0 6 τ− < τ+ 6
1
2
,
τ− < τ+ −Rτ+ , 0 < λ < 1, R = λRτ+ , (5)
W rp,g(Ω[τ−, τ+], Γ
R
0 ) = {f ∈ W
r
p,g(Ω[τ−, τ+]) : f |BR(ητ+ ) = 0}. (6)
Then the set W rp,g(Ω[τ−, τ+], Γ
R
0 ) is bounded in Lq,v(Ω[τ−, τ+]) if and only if
A[τ−, τ+] := max{A0,[τ−, τ+], A1,[τ−, τ+]} <∞,
with
A0,[τ−, τ+] = sup
t∈(τ− , τ+)
 t∫
τ−
ϕd−1(z)vq0(z) dz
1/q τ+∫
t
(z − t)p
′(r−1)gp
′
0 (z)ϕ
d−1
1−p (z) dz
1/p′ ,
A1,[τ−, τ+] = sup
t∈(τ−, τ+)
 t∫
τ−
(t− z)q(r−1)ϕd−1(z)vq0(z) dz
1/q τ+∫
t
gp
′
0 (z)ϕ
d−1
1−p (z) dz
1/p′ .
Moreover, if I : spanW rp,g(Ω[τ−, τ+], Γ
R
0 ) → Lq,v(Ω[τ−, τ+]) is the embedding operator,
then ‖I‖ ≍
Z1, λ
A[τ−, τ+].
Let (X, ‖ · ‖X) be a normed space, let X∗ be its dual, and let Ln(X), n ∈ Z+, be
the family of subspaces of X of dimension at most n. Denote by L(X, Y ) the space
of continuous linear operators from X into a normed space Y . Also, by rkA denote
the dimension of the image of an operator A ∈ L(X, Y ), and by ‖A‖X→Y , its norm.
By the Kolmogorov n-width of a set M ⊂ X in the space X, we mean the
quantity
dn(M, X) = inf
L∈Ln(X)
sup
x∈M
inf
y∈L
‖x− y‖X,
by the linear n-width, the quantity
λn(M, X) = inf
A∈L(X,X), rkA6n
sup
x∈M
‖x−Ax‖X ,
and by the Gelfand n-width, the quantity
dn(M, X) = inf
x∗1, ..., x
∗
n∈X
∗
sup{‖x‖ : x ∈M, x∗j (x) = 0, 1 6 j 6 n} =
= inf
A∈L(X,Rn)
sup{‖x‖ : x ∈M ∩ kerA}.
In [55] the definition of strict s-numbers of a linear continuous operator was given.
In particular, Kolmogorov numbers of an operator A : X → Y coincide with
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Kolmogorov widths dn(A(BX), Y ) (here BX is the unit ball in the space X); if the
operator is compact, then its approximation numbers coincide with linear widths
λn(A(BX), Y ) (see the paper of Heinrich [34]). If X and Y are both uniformly
convex and uniformly smooth and A : X → Y is a bounded linear map with trivial
kernel and range dense in Y , then Gelfand numbers of A are equal to dn(A(BX), Y )
(see the paper of Edmunds and Lang [21]).
In the 1960–1970s problems concerning the values of the widths of function
classes in Lq and of finite-dimensional balls B
n
p in l
n
q were intensively studied (see
[25, 26, 35–37,41, 50, 51, 63–66,69] and also [67], [68] and [56]). Here lnq (1 6 q 6∞)
is the space Rn with the norm
‖(x1, . . . , xn)‖q ≡ ‖(x1, . . . , xn)‖lnq =
{
(|x1|q + · · ·+ |xn|q)1/q, if q <∞,
max{|x1|, . . . , |xn|}, if q =∞,
Bnp is the unit ball in l
n
p . For p > q, Pietsch [55] and Stesin [62] found the precise
values of dn(B
ν
p , l
ν
q ) and λn(B
ν
p , l
ν
q ). For p < q, Kashin [36], Gluskin [30] and
Garnaev, Gluskin [29] determined the order values of widths of finite-dimensional
balls up to quantities depending only on p and q.
Order estimates for widths of non-weighted Sobolev classes on an interval were
obtained by Tikhomirov, Ismagilov, Makovoz and Kashin [35, 36, 51, 66, 69]. For
multidimensional cube, the upper estimate of widths was first obtained by Birman
and Solomyak [13]. After publication of Kashin’s result in [36], estimates for widths
of Sobolev classes on a d-dimensional torus and their generalizations were obtained
by Temlyakov and Galeev [25, 26, 63–65]. Kashin [37] (for d = 1), Kulanin [41] and
Galeev [27,28] have obtained estimates for widths of Sobolev classes with dominating
mixed smoothness in the case of “small-order smoothness”. Here the upper estimate
was not precise for d > 1 (involving a logarithmic factor). Order estimates for widths
of W rp ([0, 1]
d) in the case of “small-order smoothness” were obtained by DeVore,
Sharpley and Riemenschneider [18]. The result of Vybiral [78] on order estimates for
widths of Besov classes on a cube is also worth mentioning.
Besov in [11] proved the result on the coincidence of orders of widths
dn(W
r
p (Kσ), Lq(Kσ)) ≍
p,q,r,d,σ
dn(W
r
p ([0, 1]
d), Lq([0, 1]
d));
here
Kσ = {(x1, . . . , xd−1, xd) : |(x1, . . . , xd−1)|
1/σ < xd < 1},
σ > 1, r − [σ(d − 1) + 1]
(
1
p
− 1
q
)
+
> 0 and some conditions on the parameters
p, q, r, d hold (see Theorem D below). For r = 1, p = q and more general ridged
domains, estimates of approximation numbers were obtained by W.D. Evans and
D.J. Harris [24].
The problem of estimating Kolmogorov widths of weighted Sobolev classes and
other weighted functional classes and the problem of estimating approximation
numbers of the corresponding embedding operators was also extensively examined.
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The case d = 1 was considered by Lifshits and Linde, Edmunds, Lang, Lomakina
and Stepanov and other authors [20,44,45,48,49]; the authors in question have found
different sufficient conditions under which orders of approximation numbers of the
embedding operator are the same as in the non-weighted case for a finite interval.
In [74] the weights of a special form were considered; these weights had a singularity
at a point, which affected the asymptotics of Kolmogorov and linear widths.
An upper estimate of Kolmogorov widths of Sobolev classes on a cube in a
weighted Lp-space was first obtained by Birman and Solomyak [13] (for q > max{p, 2},
the orders of this bound are not sharp). In [23], El Kolli had found the orders of
the quantities dn(W
r
p,g(Ω), Lq,v(Ω)), where Ω is a bounded domain with smooth
boundary, p = q, and weight functions g and v were equal to a power of the distance
to the boundary of Ω; by using Banach space interpolation, Triebel [70] extended the
upper bounds to the widths dn(W
r
p,g(Ω), Lq,v(Ω)) for p 6 q. For intersections of some
weighted Sobolev classes on a cube with weights that are powers of the distance from
the boundary, order estimates of widths were obtained by Boykov [15, 16]. In [72]
Triebel obtained estimates of approximation numbers for weighted Sobolev classes
with weights that have a singularity at a point; this result was generalized in [76].
For general weights, the Kolmogorov’s and approximation numbers of an embedding
operator of Sobolev classes in Lp were estimated by Lizorkin, Otelbaev, Aitenova
and Kusainova [3, 47, 54].
It is worth noting recent results on estimates of approximation and entropy
numbers of embedding operators of Besov and Triebel–Lizorkin classes (see, e.g.,
[31, 32, 77]).
Suppose that for any 0 < z 6 1
2
g0(z) = z
−βg | log z|−αgρg(| log z|), v0(z) = z
−βv | log z|−αvρv(| log z|), (7)
ϕ(z) = zσ| log z|θω(| log z|), (8)
where ρg, ρv, ω are absolutely continuous functions such that
lim
t→+∞
tρ′g(t)
ρg(t)
= lim
t→+∞
tρ′v(t)
ρv(t)
= lim
t→+∞
tω′(t)
ω(t)
= 0, (9)
σ > 1, r + (σ(d− 1) + 1)
(
1
q
−
1
p
)
= βg + βv, σ(d− 1) + 1− βvq > 0, (10)
α := αg + αv + θ(d− 1)
(
1
p
−
1
q
)
> 0. (11)
For z > 1
2
, we extend the functions g0, v0 and ϕ by a constant.
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We set
ρ(s) := ρg(s)ρv(s)[ω(s)]
(d−1)( 1q−
1
p), (12)
Z = (Z1, g, v). Observe that lim
t→+∞
tρ′(t)
ρ(t)
= 0 and the function t−αρ(t) is decreasing
for large t > 0.
We set, respectively, ϑl(M, X) = dl(M, X) and qˆ = q, ϑl(M, X) = λl(M, X)
and qˆ = min{q, p′}, ϑl(M, X) = dl(M, X) and qˆ = p′ in estimating Kolmogorov,
linear and Gelfand widths, respectively.
Theorem 2. 1. Let p = q or p < q, qˆ 6 2, α 6= δ
d
. Then
ϑn(W
r
p,g(Ω), Lq,v(Ω)) ≍
Z
n−min{
δ
d
, α}.
2. Let p < q and qˆ > 2. We set θ1 =
δ
d
+ min
{
1
2
− 1
qˆ
, 1
p
− 1
q
}
, θ2 =
qˆδ
2d
, θ3 =
α +min
{
1
2
− 1
qˆ
, 1
p
− 1
q
}
, θ4 =
qˆα
2
, σ1 = σ2 = 0, σ3 = 1, σ4 =
qˆ
2
. Suppose that
there exists j∗ ∈ {1, 2, 3, 4} such that θj∗ < minj 6=j∗ θj. Then
ϑn(W
r
p,g(Ω), Lq,v(Ω)) ≍
Z
n−θj∗ρ(nσj∗ ).
2 Preliminary results
Let t0 < t1, r > 0, and let u, w : [t0, t1]→ R+ be measurable functions. Set
I˜r,u,w,t1f(t) = w(t)
t1∫
t
(t− s)r−1u(s)f(s) ds.
The criterion of continuity for the operator I˜r,u,w,t1 : Lp[t0, t1] → Lq[t0, t1] is
proved by V.D. Stepanov [61]. Let us formulate this result for the case p 6 q.
Theorem A. Let r > 1, 1 < p 6 q <∞. Then ‖I˜r,u,w,t1‖Lp→Lq ≍
p,q,r
B0 +B1, where
B0 = sup
t∈(t0, t1)
 t∫
t0
(t− x)q(r−1)wq(x) dx
1/q t1∫
t
up
′
(x) dx
1/p′ ,
B1 = sup
t∈(t0, t1)
 t∫
t0
wq(x) dx
1/q t1∫
t
(x− t)p
′(r−1)up
′
(x) dx
1/p′ .
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Denote by mesΩ the Lebesgue measure of a set Ω ⊂ Rd.
Reshetnyak [57,58] constructed the integral representation for smooth functions
defined on a John domain Ω in terms of their derivatives of order r. This together
with the result of Sobolev and Adams [1, 2, 59] implies the following theorem.
Theorem B. Let Ω ∈ FC(a), r ∈ N, 1 < p < q <∞, r
d
+ 1
q
− 1
p
> 0. Then for any
function f ∈ W rp (Ω) there exists a polynomial Pf of degree not exceeding r − 1 such
that
‖f − Pf‖Lq(Ω) .
p,q,r,d,a
(mes Ω)
δ
d‖∇rf‖Lp(Ω);
in addition,
‖f‖Lq(Ω) .
p,q,r,d,a
(mes Ω)
δ
d‖∇rf‖Lp(Ω) + (mesΩ)
1
q
− 1
p‖f‖Lp(Ω).
Kashin and Gluskin [30, 36] obtained order estimates for dn(B
ν
p , l
ν
q ), d
n(Bνp , l
ν
q )
and λn(B
ν
p , l
ν
q ).
Theorem C. Let 1 < p < q <∞. Then
dn(B
ν
p , l
ν
q ) ≍
q,p
Φ(n, ν, p, q), (13)
λn(B
ν
p , l
ν
q ) ≍
q,p
Ψ(n, ν, p, q), (14)
dn(Bνp , l
ν
q ) ≍
q,p
Φ(n, ν, q′, p′), (15)
with
Φ(n, ν, p, q) =

min
{
1,
(
ν1/qn−1/2
)( 1p− 1q )/( 12− 1q )}, 2 6 p < q <∞,
max
{
ν
1
q
− 1
p , min
(
1, ν
1
qn−
1
2
)(
1− n
ν
)1/2}
, 1 < p < 2 < q <∞,
max
{
ν
1
q
− 1
p ,
(
1− n
ν
)( 1q− 1p)/(1− 2p)}, 1 < p < q 6 2,
Ψ(n, ν, p, q) =
{
Φ(n, ν, p, q), if q 6 p′,
Φ(n, ν, q′, p′), if p′ < q.
Let us formulate the result on estimates of widths dn(W
r
p ([0, 1]
d), Lq([0, 1]
d)),
λn(W
r
p ([0, 1]
d), Lq([0, 1]
d)) and dn(W rp ([0, 1]
d), Lq([0, 1]
d)) (see [18,26,35,36,50,65,
66, 69, 78]).
Theorem D. Let r ∈ N, 1 6 p, q 6∞,
r
d
+
1
q
−
1
p
> 0. Set
θp,q,r,d =
{ δ
d
, if p > q or p < q, qˆ 6 2,
min
{
δ
d
+min
{
1
2
− 1
qˆ
, 1
p
− 1
q
}
, qˆδ
2d
}
, if p < q, qˆ > 2.
In addition, suppose that δ
d
+min
{
1
2
− 1
qˆ
, 1
p
− 1
q
}
6= qˆδ
2d
in the case p < q, qˆ > 2. Then
ϑn(W
r
p ([0, 1]
d), Lq([0, 1]
d)) ≍
r,d,p,q
n−θp,q,r,d .
8
The following lemma was proved in [77].
Lemma 1. Let Λ∗ : (0, +∞)→ (0, +∞) be an absolutely continuous function such
that lim
y→+∞
yΛ′
∗
(y)
Λ∗(y)
= 0. Then for any ε > 0
t−ε .
ε,Λ∗
Λ∗(ty)
Λ∗(y)
.
ε,Λ∗
tε, 1 6 y <∞, 1 6 t <∞. (16)
3 The embedding theorem for weighted Sobolev classes
on a domain with a peak
Lemma 2. Let 0 < τ0 < τ1 6
1
2
and c > 0 be such that
τ1 − τ0 6 cϕ(τ0), (17)
and let L be a Lipschitz constant of the function ϕ|[τ0, τ1]. Then ∪z∈[τ0, τ1]Ωz ∈ FC(b),
with b = b(a, d, c, L, c, c) > 0.
Proof. For any t ∈ [τ0, τ1]
ϕ(τ0) 6 ϕ(t) 6 ϕ(τ0) + L(t− τ0) 6 (L · c+ 1)ϕ(τ0).
Therefore,
Rt
(1)
≍
a,d
Rt
(3)
≍
c, c, L, c
ϕ(τ0). (18)
Let z ∈ [τ0, τ1], x ∈ Ωz, and let γx : [0, T (x)] → Ωz be the curve from Definition 1,
γx(T (x)) = ηz. Then T (x) 6 a
−1Rz. Extend the curve γx by connecting ηz and ητ0
by a segment. It remains to apply (18) and (17).
Set Gz = {y ∈ Rd−1 : (y, z) ∈ Ω}. Then
Gz ⊃ {y ∈ R
d−1 : (y, z) ∈ Ωz} ⊃ B
d−1
R(z)(0),
which implies
dist (0, ∂Gz) > R(z), diamGz > 2R(z). (19)
From (1) and Definition 2 it follows that
R(z) ≍
a,d
R(z) > cϕ(z). (20)
Lemma 3. The following order equalities hold:
dist (0, ∂Gz) ≍
Z1
ϕ(z), diamGz ≍
Z1
ϕ(z). (21)
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Proof. The lower estimates follow from (19) and (20).
Prove the upper estimates. Let
ζ ∈ (0, 1), Ωζ ∩ {(y, z) : y ∈ R
d−1} 6= ∅. (22)
It is sufficient to check that ϕ(ζ) ≍
Z1
ϕ(z) and to apply Definition 2. From (2) and
(3) it follows that R(ζ) 6 cϕ(ζ) and R(ζ) 6 κΩζ . Further, |ζ − z| 6 R(ζ). Thus,
ζ − cϕ(ζ) 6 z 6 ζ + cϕ(ζ) and (1− κΩ)ζ 6 z 6 (1 + κΩ)ζ . Hence, z = ζ + θ(ζ)ϕ(ζ),
with θ(ζ) ∈ [−c, c]. Since the function ϕ is Lipschitz, we have
ϕ(z) = ϕ(ζ + θ(ζ)ϕ(ζ)) = ϕ(ζ) +
θ(ζ)ϕ(ζ)∫
0
ϕ′(ζ + s) ds. (23)
Recall that ϕ′(t) →
t→+0
0. Therefore, for any ε > 0 there exists t∗(ε) > 0 such that
ϕ′(t) < ε for any t ∈ (0, t∗(ε)). Since ζ 6
z
1−κΩ
, ϕ(t) →
t→+0
0 and ϕ′(t) →
t→+0
0, there
exists z∗(ε) > 0 such that ϕ
′(ζ + s) < ε for s ∈ [−cϕ(ζ), cϕ(ζ)], z ∈ (0, z∗(ε)]
(indeed, ζ − cϕ(ζ) > 0 for small z and ζ + s 6 z
1−κΩ
+ cϕ
(
z
1−κΩ
)
→
z→+0
0). Hence,
by (23), |ϕ(z) − ϕ(ζ)| 6 cεϕ(ζ). Take ε = 1
2c
and get ϕ(ζ)
2
6 ϕ(z) 6 3ϕ(ζ)
2
for any
z ∈ (0, z∗(1/2c)] and ζ from (22). For z > z∗(1/2c) we apply the relation z ≍
κΩ
ζ and
take into account that the function ϕ is non-decreasing and Lipschitz.
Lemma 4. Suppose that the functions g0, v0 satisfy (4), and let λ∗ > 1. Then
g0(z) ≍
Z1, λ∗
g0(t), v0(z) ≍
Z1, λ∗
v0(t) for any z ∈
(
0, 1
2
]
and for any
t ∈
[
max
{
z
2λ∗
, z − λ∗ϕ(z)
}
, min
{
z + λ∗ϕ(z),
1
2
}]
.
Proof. First prove that for λ∗ > 0
g0(z) ≍
Z1, λ∗
g0(t), v0(z) ≍
Z1, λ∗
v0(t), 0 < z 6
1
2
, z 6 t 6 min
{
z + λ∗ϕ(z),
1
2
}
.
(24)
To this end we construct a sequence {z(k)} by induction. Set z(0) = z. Suppose
that z(k) 6
1
2
is constructed for some k ∈ Z+. If z(k) =
1
2
, then the construction
is interrupted. If z(k) <
1
2
, then we set z(k+1) = min
{
z(k) + ϕ(z(k)),
1
2
}
. Let k ∈ N,
z(k) <
1
2
. Since the function ϕ is non-decreasing, we get z(k) > z(k−1) + ϕ(z). Hence,
z(k) > z + kϕ(z), and for k = ⌈λ∗⌉ we obtain z(k) > z + λ∗ϕ(z). It remains to take
into account that g0(t) ≍
Z1
g0(z(j−1)), v0(t) ≍
Z1
v0(z(j−1)) for any t ∈ [z(j−1), z(j)].
Let, now, max
{
z
2λ∗
, z − λ∗ϕ(z)
}
6 t 6 z. Since lim
s→+0
ϕ′(s) = 0, there exists
z∗ = z∗(Z1, λ∗) such that
z
2
6 z − λ∗ϕ(z) and |ϕ′(z)| 6
1
2λ∗
for any z 6 z∗. Then for
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each z 6 z∗ we get ϕ(z−λ∗ϕ(z)) >
ϕ(z)
2
. Therefore, z 6 z−λ∗ϕ(z)+2λ∗ϕ(z−λ∗ϕ(z)).
It remains to apply (24). Let z > z∗. Prove that g0(z) ≍
Z1, λ∗
g0(t), v0(z) ≍
Z1, λ∗
v0(t)
for any t ∈
[
z
2λ∗
, z
]
. We have ϕ
(
z
2λ∗
)
> ϕ
(
z∗
2λ∗
)
≍
Z1,λ∗
1. Consequently, there is
cZ1,λ∗ > 0 such that z 6
z
2λ∗
+ cZ1,λ∗ϕ
(
z
2λ∗
)
. Apply (24) once again and obtain the
desired estimate.
We say that sets A, B ⊂ Rd do not overlap if A ∩B is a Lebesgue nullset.
Let E, E1, . . . , Em ⊂ Rd be measurable sets. We say that {Ei}mi=1 is a covering
of E if the set E\ (∪mi=1Ei) is a Lebesgue nullset. We say that {Ei}
m
i=1 is a partition
of E if the sets Ei do not overlap pairwise and the set (∪mi=1Ei)△ E is a Lebesgue
nullset.
Let T be a covering of a set G. Put
NT,E = card{E
′ ∈ T : mes(E ∩ E ′) > 0}, E ∈ T,
NT = sup
E∈T
NT,E.
Lemma 5. Let 0 6 τk < τk−1 < · · · < τ0 6
1
2
, 0 < cˆ < 1,
τj−1 − τj > cˆϕ(τj−1), (25)
G(j) = Ω[τj , τj−1], 1 6 j 6 k, T = {G(j)}
k
j=1. Then cardNT .
Z1,cˆ
1.
Proof. Since the function ϕ is Lipschitz and lim
z→0
ϕ′(z) = 0, there exists z0 =
z0(Z1) ∈
(
0, 1
2
]
such that for any z ∈ (0, z0]
ϕ(z − 2cϕ(z)) >
ϕ(z)
2
, ϕ(z + 2cϕ(z)) 6 2ϕ(z), |ϕ′(z)| 6
1
4c
. (26)
Let us estimate
card {i ∈ 1, k\{j} : G(i) ∩G(j) 6= ∅}, j ∈ 1, k.
Since the sets G(i) are open, the condition G(i) ∩ G(j) 6= ∅ is equivalent to the
inequalitymes
(
G(i) ∩G(j)
)
> 0. Notice that if τi−1 > z0, then τi−1−τi > cˆϕ(τi−1) ≍
Z1,cˆ
1. Hence,
card{i ∈ 1, k : τi−1 > z0} .
Z1,cˆ
1.
Therefore, it is sufficient to estimate
card {i ∈ 1, k\{j} : G(i) ∩G(j) 6= ∅, τi−1 < z0}.
If G(i) ∩G(j) 6= ∅, then there exist z ∈ [τj , τj−1], t ∈ [τi, τi−1] such that
BR(z)(ηz) ∩BR(t)(ηt) 6= ∅. (27)
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Let i < j. Then from (27) it follows that z +R(z) > t−R(t). Therefore,
t− τj−1 6 t− z 6 R(z) +R(t)
(3)
6 cϕ(z) + cϕ(t) 6 2cϕ(t), (28)
i.e., t − 2cϕ(t) 6 τj−1. By the monotonicity of the function ϕ and the inequality
t 6 τi−1 6 z0, we have
ϕ(t)
2
(26)
6 ϕ(t − 2cϕ(t)) 6 ϕ(τj−1). Applying (28) once again,
we get τi − τj−1 6 2cϕ(t) 6 4cϕ(τj−1). On the other hand, τi−1 − τi
(25)
> cˆϕ(τi−1) >
cˆϕ(τj−1). This yields the desired estimate.
Let, now, i > j. Then from (27) it follows that
t+R(t) > z − R(z). (29)
Let z > z0. Then
(1 + κΩ)τi−1 > (1 + κΩ)t
(2)
> t +R(t)
(29)
> z −R(z)
(2)
> (1− κΩ)z > (1− κΩ)z0.
Hence, τi−1 &
Z1
1, ϕ(τi−1) &
Z1
1, τi−1 − τi
(25)
≍
Z1,cˆ
1 and
card{i > j : G(i) ∩G(j) 6= ∅} .
Z1,cˆ
1.
Let z < z0. From (29) it follows that
z − R(z) 6 t+R(t)
(3)
6 t+ cϕ(t) 6 τi−1 + cϕ(z). (30)
Set
z˜ =
{
z, if z −R(z) 6 τj − R(τj),
τj, otherwise.
(31)
Then
z˜ − R(z˜) 6 τi−1 + cϕ(z˜). (32)
Indeed, if z˜ = z, then it follows from (30). If z˜ = τj , then by (30), (31) and the
inequalities t 6 τi−1 6 τj we get
z˜ −R(z˜) 6 z −R(z) 6 t+ cϕ(t) 6 τi−1 + cϕ(τj) = τi−1 + cϕ(z˜).
Estimate z˜ − τj from above. Taking into account the condition z˜ 6 z < z0, we
get
z˜ − τj 6 R(z˜)−R(τj)
(3)
6 cϕ(z˜)− cϕ(τj) =
12
= (c− c)ϕ(τj) + c
z˜∫
τj
ϕ′(s) ds
(26)
6 (c− c)ϕ(τj) +
z˜ − τj
4
,
which implies
z˜ − τj 6 2(c− c)ϕ(τj). (33)
From (32) we obtain that
z˜ − τi−1 6 R(z˜) + cϕ(z˜)
(3)
6 2cϕ(z˜). (34)
Therefore, ϕ(τi−1) > ϕ(z˜ − 2cϕ(z˜))
(26)
> ϕ(z˜)
2
. Consequently,
τi−1 − τi
(25)
> cˆϕ(τi−1) >
cˆ
2
ϕ(z˜) >
cˆ
2
ϕ(τj).
On the other hand, τj − τi−1 6 z˜ − τi−1
(34)
6 2cϕ(z˜)
(26),(33)
6 4cϕ(τj). This yields the
desired estimate.
Proof of Theorem 1. The arguments are almost the same as in [53]. Here we give
the sketch of the proof.
In order to obtain the lower estimate, we take functions
ψf (y, z) =
τ+−R∫
z
(t− z)r−1g0(t)f(t) dt,
where f is such that ‖f∗‖Lp(Ω) = 1 for f∗(y, z) = f(z). By Theorem A,
sup
‖f∗‖Lp(Ω)=1
‖ψf‖Lq,v(Ω) &
Z1
max{A0,[τ−, τ+−R], A1,[τ−, τ+−R]}.
Applying (4), the fact that ϕ is Lipschitz, the inequalities R 6 Rτ+
(3)
6 cϕ(τ+) and
τ+ −R− τ− = τ+ − Rτ+ − τ− + (Rτ+ −R)
(5)
> Rτ+ −R
(5)
=
(
1
λ
− 1
)
R,
we get that
max{A0,[τ−, τ+−R], A1,[τ−, τ+−R]} &
Z1,λ
max{A0,[τ−, τ+], A1,[τ−, τ+]}.
Prove the upper estimate. By Lemma 2.2 from [53], we may assume that
ϕ ∈ Cr(0, 1), |ϕ(k)(z)| 6 cϕ(z)1−k, k ∈ 1, r, z ∈ (0, 1) (35)
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for some c > 0 not depending on z. From (19) and (20) it follows that there is
c∗ = c∗(Z1) > 0 such that dist(0, ∂Gz) > Rz > c∗ϕ(z). Applying some homothetic
transformation of y, we may assume that λc∗
2
= 1. LetK ∈ C∞0 (B
d−1),
∫
Bd−1
K(y) dy =
1,
∫
Bd−1
K(y)yµ dy = 0, µ ∈ Zd−1+ , 1 6 |µ| 6 r − 1,
uµ(z) = ϕ(z)
1−d
∫
|y|<ϕ(z)
K
(
y
ϕ(z)
)
∂|µ|u
∂yµ
(y, z) dy, z ∈ (0, 1), u ∈ W rp (Ω),
Q(x) =
∑
|µ|6r−1
uµ(z)
yµ
µ!
, x = (y, z) ∈ Ω
(see [53, page 112]).
In [53, Lemma 3.1] it is proved that if (35) holds, then the function uµ is
absolutely continuous, as well as its derivatives of order not exceeding r − 1, u(r)µ ∈
Llocp (0, 1), and for r − |µ| 6 s 6 r, z ∈ (0, 1)
|u(s)µ (z)| .
Z1
ϕ(z)r−|µ|−s−
d−1
p
 ∫
|y|<ϕ(z)
|∇ru(y, z)|p dy

1
p
. (36)
Let µ ∈ Zd−1+ , |µ| 6 r − 1, Qµ(x) = uµ(z)y
µ. Estimate ‖Qµ‖Lq,v(Ω[τ
−
, τ+]
) from
above. Since uµ(z) = 0 in some neighborhood of τ+ (see (6)), we have
uµ(z) =
(−1)r
(r − 1)!
τ+∫
z
(t− z)r−1u(r)µ (t) dt, z ∈ [τ−, τ+].
Applying (36) with s = r, we obtain
‖Qµ‖Lq,v(Ω[τ
−
, τ+]
) .
Z1
 τ+∫
τ−
vq0(z)|uµ(z)|
qϕ(z)q|µ|+d−1 dz
1/q 6
6 Cτ−, τ+
 τ+∫
τ−
∣∣∣∣∣u(r)µ (z)g0(z)
∣∣∣∣∣
p
ϕ(z)p|µ|+d−1 dz

1
p
(36)
.
Z1
Cτ−, τ+
 τ+∫
τ−
∫
|y|<ϕ(z)
∣∣∣∣∇ru(y, z)g(y, z)
∣∣∣∣p dy dz

1
p
.
The value Cτ−, τ+ is estimated by applying Theorem A. Since ϕ is non-decreasing, it
gives the desired estimate (see the proof in [53, page 113]).
Let us estimate ‖u − Q‖Lq,v(Ω[τ
−
, τ+]
). Set z0 = τ+, zk+1 + ϕ(zk+1) = zk, k ∈ Z+,
k∗ = min{k ∈ Z+ : zk+1 < τ−}, zˆk+1 = max{zk+1, τ−}, Ω(k) = ∪z∈[zˆk+1, zk). By
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Lemma 2, there is b = b(Z1) > 0 such that Ω(k) ∈ FC(b), k ∈ Z+. Set g(k) = g0(zk),
v(k) = v0(zk). By (4), g(x) ≍
Z1
g(k), v(x) ≍
Z1
v(k) for any x ∈ Ω(k). By Theorem B and
(3),
‖u‖Lq(Ω(k)) .
Z1
ϕ(zk)
d
q
− d
p
(
‖u‖Lp(Ω(k)) + ϕ(zk)
r‖∇ru‖Lp(Ω(k))
)
.
Repeating arguments in [53, page 114], we can prove that
‖u−Q‖Lq(Ω(k)) .
Z1
ϕ(zk)
r+ d
q
− d
p‖∇ru‖Lp(Ω(k)).
By construction, zk − zk+1 = ϕ(zk+1) ≍
Z1
ϕ(zk). Therefore, from Lemma 5 it follows
that
‖u−Q‖Lq,v(Ω[τ
−
, τ+]
) .
Z1
max
06k6k∗
g(k)v(k)ϕ(zk)
r+ d
q
− d
p
∥∥∥∥∇rug
∥∥∥∥
Lp(Ω[τ
−
, τ+]
)
.
Z1
. sup
t∈[τ−, τ+]
A1,[τ−, τ+](t)
∥∥∥∥∇rug
∥∥∥∥
Lp(Ω[τ
−
, τ+]
)
(the last relation is similar to the inequality (4.7) in [53]; it follows from the monotonicity
of ϕ).
Denote by Pr−1(Rd) the space of polynomials on Rd of degree not exceeding r−1.
For each measurable subset E ⊂ Rd we put
Pr−1(E) = {f |E : f ∈ Pr−1(R
d)}.
Corollary 1. Let Ω ∈ FCϕ(a), 0 < λ∗ < 1, 0 6 τ− < τ+ 6
1
2
, and let
τ− < τ+ − λ∗ϕ(τ+). (37)
Suppose that A[τ−, τ+] < ∞. Then W
r
p,g(Ω[τ−, τ+]) ⊂ Lq,v(Ω[τ−, τ+]) and there exists a
linear continuous operator
P : Lq,v(Ω[τ−, τ+])→ Pr−1(Ω[τ−, τ+])
such that for any function f ∈ W rp,g(Ω[τ−, τ+])
‖f − Pf‖Lq,v(Ω[τ
−
, τ+]
) .
Z1
A[τ−, τ+]
∥∥∥∥∇rfg
∥∥∥∥
Lp(Ω[τ
−
, τ+]
)
. (38)
Proof. Let τ− > τ+−Rτ+ . Then τ+− τ−
(1),(3)
6 c0ϕ(τ+) .
Z1
ϕ(τ−) (here c0 = c0(Z1)).
Prove the last inequality. Since ϕ′(t) → 0
t→+0
, there exists τˆ = τˆ(Z1) > 0 such that for
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τ+ < τˆ we get ϕ(τ−) > ϕ(τ+− c0ϕ(τ+)) >
ϕ(τ+)
2
. If τ+ > τˆ , then Rτ+ 6 Rτ+
(2)
6 κΩτ+
and τ− >
τ+
1−κΩ
> τˆ
1−κΩ
. Therefore, ϕ(τ−) ≍
Z1
1 ≍
Z1
ϕ(τ+).
Thus, τ+ − τ− .
Z1
ϕ(τ−). By Lemma 2, Ω[τ−, τ+] ∈ FC(b˜), b˜ ≍
Z1
1. It remains to
apply Lemma 4, Theorem B and the definition of A[τ−, τ+].
Suppose that τ− < τ+ − Rτ+ . Let P0 : spanW
r
p (BRτ+ (ητ+)) → Pr−1(BRτ+ (ητ+))
be a linear continuous projection. Then for any 0 6 k 6 r and for each qk ∈ [1, +∞)
such that r − k + d
qk
− d
p
> 0 we have
‖f − P0f‖Lqk (BRτ+ (ητ+ ))
.
p,qk,r,d
R
r−k+ d
qk
− d
p
τ+ ‖∇
rf‖Lp(BRτ+ (ητ+ ))
(3)
.
Z1
. (ϕ(τ+))
r−k+ d
qk
− d
p‖∇rf‖Lp(BRτ+ (ητ+ ))
(39)
(see [60]).
In order to define P0, we take the orthogonal projection in L2(BRτ+ (ητ+)) onto the
space Pr−1(BRτ+ (ητ+)), extend it on L1(BRτ+ (ητ+)) by continuity, and then restrict
it to Lq,v(BRτ+ (ητ+)). The function Pf is defined as the extension of the polynomial
P0(f) on the domain Ω[τ−, τ+]. Then the image of P is contained in Pr−1(Ω[τ−, τ+]).
From the condition A[τ−, τ+] < ∞ it follows that v ∈ Lq(Ω) and the operator P :
Lq,v(Ω[τ−, τ+])→ Lq,v(Ω[τ−, τ+]) is continuous.
Let ψ0 ∈ C∞0 (R
d), suppψ0 ⊂ B1(0), ψ0|B1/2(0) = 1, ψ0(x) ∈ [0, 1] for any x ∈ R
d.
Set R =
Rτ+
2
, ψ(x) = ψ0
(
x−ητ+
Rτ+
)
. Then suppψ ⊂ BRτ+ (ητ+), supp (1 − ψ) ⊂
Ω\BR(ητ+). By (2), (3), (4) and Lemma 4,
g(x)
g(y)
≍
Z1
1,
v(x)
v(y)
≍
Z1
1, x, y ∈ BRτ+ (ητ+). (40)
Hence,
‖ψ(f − Pf)‖Lq,v(Ω[τ
−
, τ+]
) 6 ‖f − Pf‖Lq,v(BRτ+ (ητ+ ))
(39),(40)
.
Z1
. sup
x∈BRτ+
(ητ+ )
g(x)v(x)(ϕ(τ+))
δ
∥∥∥∥∇rfg
∥∥∥∥
Lp(BRτ+
(ητ+ ))
.
Z1
A[τ−, τ+]
∥∥∥∥∇rfg
∥∥∥∥
Lp(Ω[τ
−
, τ+]
)
(the last inequality follows from the monotonicity of the function ϕ; see the end
of proof of Theorem 1). The value ‖(1 − ψ)(f − Pf)‖Lq,v(Ω[τ
−
, τ+]
) is estimated by
Theorem 1 (the arguments are the same as in [75]).
Let (7), (8), (9), (10), (11), (12) hold. We claim that
A[τ−, τ+] 6 A[0, τ+] .
Z1
| log τ+|
−αρ(| log τ+|). (41)
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Indeed, the integrals in the definition of Ai,[0, τ+] (i = 0, 1) can be easily estimated
(to this end we employ Lemma 1 and replace z − t by z and t − z by t). Then we
apply the fact that the function t−αρ(t) is decreasing for large t.
This estimate will be employed for τ− <
τ+
2
. If τ− >
τ+
2
, then ϕ(t) ≍
Z1
ϕ(τ+),
g0(t) ≍
Z1
g0(τ+), v0(t) ≍
Z1
v0(τ+) for any t ∈ [τ−, τ+]. Therefore,
A[τ−, τ+] .
Z1
g0(τ+)v0(τ+)[ϕ(τ+)]
(d−1)( 1q−
1
p)(τ+ − τ−)
r+ 1
q
− 1
p =
= | log τ+|−αρ(| log τ+|)τ
−r− 1
q
+ 1
p
+ (τ+ − τ−)
r+ 1
q
− 1
p .
(42)
4 Estimates of widths
In this section, we suppose that p 6 q.
Let G ⊂ Ω be a measurable set, and let T = {Gi}
i0
i=1 be a finite partition of G.
Denote
Sr,T (G) = {S : Ω→ R : S|Gi ∈ Pr−1(Gi), 1 6 i 6 i0, S|Ω\G = 0}; (43)
for each f ∈ Lq,v(G) we set
‖f‖p,q,T,v =
(
i0∑
i=1
‖f‖pLq,v(Gi)
) 1
p
. (44)
By Lp,q,T,v(G) we denote the space Lq,v(G) equipped with the norm ‖·‖p,q,T,v. Notice
that ‖f‖p,q,T,v > ‖f‖Lq,v(G).
The following assertion (in fact, a more general result for weighted spaces) was
proved in [75]. For the non-weighted case, Besov [11] later put forward a more simple
proof.
Lemma 6. Let a > 0, G ⊂ Rd, G ∈ FC(a), n ∈ N. Then there exists a family of
partitions {Tm,n(G)}m∈Z+ with the following properties:
1. cardTm,n(G) .
a,d
2mn;
2. for any E ∈ Tm,n(G) there exists a linear continuous operator PE : Lq(E) →
Pr−1(E) such that for any function f ∈ W rp (G)
‖f − PEf‖Lq(E) .
p,q,r,d,a
(2mn)−
r
d
− 1
q
+ 1
p (mesG)
r
d
+ 1
q
− 1
p‖∇rf‖Lp(E); (45)
3. for any m ∈ Z+, E ∈ Tm,n(G)
card {E ′ ∈ Tm+1,n(G) : mes (E ∩ E
′) > 0} .
a,d
1,
card {E ′ ∈ Tm−1,n(G) : mes (E ∩ E
′) > 0} .
a,d
1, if m > 1.
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Let X, Y be normed spaces, B ⊂ X, A ∈ L(X, Y ). Then
dn(A(B), Y ) 6 ‖A‖dn(B, X). (46)
If A is an isomorphism of X and Y , then
λn(A(B), Y ) 6 ‖A‖λn(B, X), d
n(A(B), Y ) 6 ‖A‖dn(B, X). (47)
The same inequalities hold if Y is a subspace in X, B ⊂ Y and A is a linear
projection onto Y . These assertions follow from definitions of Kolmogorov, Gelfand
and linear widths.
Denote by χE the indicator function of a set E.
Lemma 7. Let Ω ⊂ Rd be a domain, let G1, . . . , Gm ⊂ Ω be pairwise non-
overlapping domains, and let ψ1, . . . , ψm ∈ W rp,g(Ω),
∥∥∥∇rψjg ∥∥∥
Lp(Ω)
= 1, suppψj ⊂
Gj, ‖ψj‖Lq,v(Gj) >M , 1 6 j 6 m. Then
ϑn(W
r
p,g(Ω), Lq,v(Ω)) >M · ϑn(B
m
p , l
m
q )
(see notations on page 7).
Proof. Let X = span {ψj}mj=1 ⊂ Lq,v(Ω). From the definition of Gelfand widths it
follows that
dn(W rp,g(Ω), Lq,v(Ω)) > d
n(W rp,g(Ω) ∩X, X).
Prove that
dn(W
r
p,g(Ω), Lq,v(Ω)) > dn(W
r
p,g(Ω) ∩X, X),
λn(W
r
p,g(Ω), Lq,v(Ω)) > λn(W
r
p,g(Ω) ∩X, X).
To this end we construct the projection Q : Lq,v(Ω) → X such that ‖Q‖ 6 1 and
apply (46), (47). Let Xj = span {ψj}. Denote by L
(j)
q,v(G) the set of functions in
Lq,v(G) whose support is contained in Gj . Since dimXj = 1, there is a projection
Qj : L
(j)
q,v(G) → Xj, ‖Qj‖ 6 1. Let Q(f) =
m∑
j=1
Qj(fχGj ). Since the set Gj do not
overlap pairwise, we get ‖Q‖ 6 1.
Define the isomorphism T : X → Rm by
T
(
m∑
j=1
cjψj
)
= (c1, . . . , cm).
Since
∥∥∥∇rψjg ∥∥∥
Lp(Ω)
= 1,
m∑
j=1
cjψj ∈ W rp,g(Ω) holds if and only if (c1, . . . , cn) ∈ B
m
p .
Therefore, T (W rp,g(Ω) ∩ X) = B
m
p . Prove that ‖T‖Lq,v(G)→lmq 6 M
−1. Indeed, if
f =
m∑
j=1
cjψj , then ‖Tf‖lmq =
(
m∑
j=1
|cj|q
)1/q
,
‖f‖Lq,v(G) =
(
m∑
j=1
|cj|
q‖ψj‖
q
Lq,v(Gj)
)1/q
>M‖Tf‖lmq .
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By (46) and (47),
ϑn(B
m
p , l
m
q ) = ϑn(T (W
r
p,g(Ω) ∩X), l
m
q ) 6
6 ‖T‖Lq,v(G)→lmq ϑn(W
r
p,g(Ω) ∩X, X) 6M
−1ϑn(W
r
p,g(Ω) ∩X, X).
This implies the desired estimates.
Proposition 1. Let M > 0, m0 ∈ Z+∪{+∞} and let {Tm}
m0
m=0 be a family of finite
coverings of a domain G with the following properties:
1. NTm 6M for any m ∈ 0, m0;
2. for any m ∈ 0, m0, E ∈ Tm there exists a linear continuous operator PE,m :
Lq,v(E) → Pr−1(E) such that for any function f ∈ W rp,g(G) the inequality
‖f − PE,mf‖Lq,v(E) 6 Cm
∥∥∥∇rfg ∥∥∥
Lp(E)
holds;
3. card {E ′ ∈ Tm±1 : mes(E ∩ E ′) > 0} 6M for any E ∈ Tm.
Let U ⊂ G be a measurable subset. Then there exists a sequence of partitions
{Tˆm}
m0
m=0 of the set U such that
1. card Tˆm 6 cardTm;
2. there exists a linear continuous operator Pm : Lq,v(G)→ Sr,Tˆm(U) such that for
any function f ∈ W rp,g(G) the inequality ‖f − Pmf‖p,q,Tˆm,v .
M,p
Cm
∥∥∥∇rfg ∥∥∥
Lp(G)
holds;
3. card {E ′ ∈ Tˆm±1 : mes(E ∩ E ′) > 0} 6M for any E ∈ Tˆm;
4. there are injective mappings Fm : Tˆm → Tm such that for any E ∈ Tˆm the
inclusion E ⊂ Fm(E) holds.
Proof. Let Tm = {Ei,m}
km
i=1. Denote
Eˆ1,m = U ∩ E1,m, Eˆi,m = U ∩ Ei,m\ ∪
i−1
j=1 Ej,m, i > 2,
Tˆm = {Eˆi,m}i∈Im, Im = {i ∈ 1, km : mes Eˆi,m > 0},
Fm(Eˆi,m) = Ei,m, i ∈ Im. Then Tˆm satisfies assertions 1, 3 and 4. Define the operator
Pm by Pmf |Eˆi,m = PEi,m,mf |Eˆi,m, i ∈ Im. Apply the condition NTm 6 M and obtain
assertion 2.
Proof of Theorem 2. Proof of the upper estimate. It suffices to consider the case
n = 2Nd, N ∈ N. Denote
D1 = Ω[2−2, 2−1], Dj = Ω[2−j−1, 2−j ]\ ∪
j−1
i=1 Ω[2−i−1, 2−i], j > 2.
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Step 1. Let j ∈ N, j > 2, l ∈ Z+. Construct the covering R˜j,l of Ω[2−j ,2−j+1].
Without loss of generality we may assume that
ϕ(z) 6 z for any z ∈ (0, 1). (48)
Choose lj ∈ Z+ so that
2−j−lj−1 < ϕ(2−j) 6 2−j−lj . (49)
For 0 6 l 6 lj, 1 6 i 6 2
l we set τj,l(i) = 2
−j + i · 2−j−l, R˜j,l = {Ui,j,l}16i62l,
Ui,j,l = Ω[τj,l(i−1), τj,l(i)]. Then card R˜j,l = 2
l; by Lemma 5,
N
R˜j,l
.
Z
1; (50)
this together with the definition of R˜j,l implies that
card {U ′ ∈ R˜j,l±1 : mes (U
′ ∩ U) > 0} .
Z
1.
By Corollary 1 and (42), for any i ∈ 1, 2l there exists a linear continuous operator
P j,li : Lq,v(Ui,j,l)→ Pr−1(Ui,j,l) such that for any function f ∈ W
r
p,g(Ω)
‖f − P j,li f‖Lq,v(Ui,j,l) .
Z
j−αρ(j) · 2−l(r+
1
q
− 1
p)
∥∥∥∇rfg ∥∥∥
Lp(Ui,j,l)
6
6 j−αρ(j) · 2−l(
r
d
+ 1
q
− 1
p)
∥∥∥∇rfg ∥∥∥
Lp(Ui,j,l)
.
(51)
By Proposition 1, for any l = 0, lj there exist a partitionRj,l ofDj−1, an injective
mapping Fj,l : Rj,l → R˜j,l and a linear continuous operator Pj,l : Lq,v(Ω[2−j , 2−j+1])→
Sr,Rj,l(Dj−1) such that
cardRj,l = 2
l, (52)
card {U ′ ∈ Rj,l±1 : mes (U
′ ∩ U) > 0} .
Z
1 (53)
and for any f ∈ W rp,g(Ω[2−j , 2−j+1])
‖f − Pj,lf‖p,q,Rj,l,v .
Z
j−αρ(j) · 2−l(
r
d
+ 1
q
− 1
p)
∥∥∥∇rfg ∥∥∥
Lp(Ω[2−j , 2−j+1])
. (54)
By Lemma 2 and (49), Ui,j,lj ∈ FC(b∗) with b∗ = b∗(Z) > 0 and
mesUi,j,lj ≍
Z
ϕd(2−j). (55)
Hence, by Lemma 6, for any l > lj there exists a partition Tl,j,i = Tl−lj ,1(Ui,j,lj) such
that
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1. cardTl,j,i .
b∗,d
2l−lj ;
2. for any E ∈ Tl,j,i there exists a linear continuous operator PE : Lq(E) →
Pr−1(E) such that for any function f ∈ W rp (Ω)
‖f − PEf‖Lq(E) .
p,q,r,d,b∗
2−(l−lj)(
r
d
+ 1
q
− 1
p)(mesUi,j,lj)
r
d
+ 1
q
− 1
p‖∇rf‖Lp(E); (56)
3. for any l > lj , G ∈ Tl,j,i
card {G′ ∈ Tl+1,j,i : mes (G ∩G
′) > 0} .
b∗,d
1,
card {G′ ∈ Tl−1,j,i : mes (G ∩G
′) > 0} .
b∗,d
1, if l > lj + 1.
From (7), (8), (9), (10), (11), (12), (49), (55), (56) and the inequality 2
δ
d
lj 6
2(r+
1
q
− 1
p)lj it follows that for any E ∈ Tl,j,i
‖f − PEf‖Lq,v(E) .
Z
j−αρ(j) · 2−l(
r
d
+ 1
q
− 1
p)
∥∥∥∥∇rfg
∥∥∥∥
Lp(E)
. (57)
Let D ∈ Rj,lj . Denote by i(D) the number i such that Ui,j,lj = Fj,l(D). For l > lj
we set
Rj,l = {D ∩ E : D ∈ Rj,lj , E ∈ Tl,j,i(D)}. (58)
Then Rj,l is a partition of Dj−1. From (52) and property 1 of the partition Tl,j,i it
follows that
cardRj,l .
b∗,d
2l. (59)
Prove that
card {U ′ ∈ Rj,l±1 : mes (U
′ ∩ U) > 0} .
Z
1. (60)
Indeed, let D, D′ ∈ Rj,lj , E ∈ Tl,j,i(D), E
′ ∈ Tl±1,j,i(D′), mes (D ∩ E ∩D′ ∩ E ′) > 0.
Since Rj,lj is a partition, we get D
′ = D. It remains to apply property 3 of the
partition Tl,j,i.
Let f ∈ Lq,v(Ω[2−j , 2−j+1]). Set Pj,lf |D∩E = PEf |D∩E with D, E from (58) and PE
from property 2. Denote Cj,l = j
−αρ(j) · 2−l(
r
d
+ 1
q
− 1
p). Then Pj,l : Lq,v(Ω[2−j , 2−j+1])→
Sr,Rj,l(Dj−1) is a linear continuous operator and for any function f ∈ W
r
p,g(Ω[2−j , 2−j+1])
‖f − Pj,lf‖p,q,Rj,l,v =
 ∑
D∈Rj,lj
∑
E∈Tl,j,i(D)
‖f − PEf‖
p
Lq,v(D∩E)

1
p
(57)
.
Z
21
. Cj,l
 ∑
D∈Rj,lj
∑
E∈Tl,j,i(D)
∥∥∥∥∇rfg
∥∥∥∥p
Lp(E)

1
p
= Cj,l
 ∑
D∈Rj,lj
∥∥∥∥∇rfg
∥∥∥∥p
Lp(Ui(D),j,lj )

1
p
6
6 Cj,l
 lj∑
i=1
∥∥∥∥∇rfg
∥∥∥∥p
Lp(Ui,j,lj )

1
p
(50)
.
Z
Cj,l
∥∥∥∥∇rfg
∥∥∥∥p
Lp(Ω[2−j , 2−j+1])
(here we used that Fj,lj is an injection). Thus,
‖f − Pj,lf‖p,q,Rj,l,v .
Z
j−αρ(j) · 2−l(
r
d
+ 1
q
− 1
p)
∥∥∥∥∇rfg
∥∥∥∥
Lp(Ω[2−j , 2−j+1])
. (61)
Step 2. For 0 6 t 6 Nd we set Gt := Ω[2−2t+1 ,2−2t ],
Gˆ0 = G0, Gˆt = Gt\ ∪
t−1
s=0 Gs.
Then ∪∞t=0Gt = ∪
∞
t=0Gˆt = Ω. The family of domains {Ω[2−j , 2−j+1]}2t+16j62t+1 forms a
covering Q(t) of the set Gt. By Lemma 5,
NQ(t) .
Z
1. (62)
The family {Dj−1}2t+16j62t+1 forms a partition of Gˆt.
Let t∗ = t∗(N) = 0 or t∗ = t∗(N) = Nd for each N , and let ε > 0. The choice of
ε and t∗ (both dependent on Z) will be made later. Denote
m∗t = max{⌈t−Nd+ ε|t− t∗|⌉, 0},
lm,t = ⌈Nd− t− ε|t− t∗|⌉+m, m ∈ Z+, m > m
∗
t , (63)
Tˆ 1m,t,n = {U ∈ Rj,lm,t, 2
t + 1 6 j 6 2t+1}. (64)
Then Tˆ 1m,t,n is a partition of the set Gˆt. By (53) and (60), for any U ∈ Tˆ
1
m,t,n
card {U ′ ∈ Tˆ 1m±1,t,n : mes (U ∩ U
′) 6= 0} .
Z
1. (65)
From (52), (59) and (64) it follows that
card Tˆ 1m,t,n .
Z
2t · 2lm,t ≍ n · 2m−ε|t−t∗|. (66)
For f ∈ Lq,v(Ω) we set
P 1m,t,nf |Dj−1 = Pj,lm,tf |Dj−1, 2
t + 1 6 j 6 2t+1, P 1m,t,nf |Ω\Gˆt = 0.
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Then P 1m,t,n : Lq,v(Ω)→ Sr,Tˆ 1m,t,n(Gˆt) is a linear continuous operator. For any function
f ∈ W rp,g(Ω) we have
‖f − P 1m,t,nf‖p,q,Tˆ 1m,t,n,v =
 2t+1∑
j=2t+1
‖f − Pj,lm,tf‖
p
p,q,Rj,lm,t ,v

1
p
(54),(61)
.
Z
.
 2t+1∑
j=2t+1
j−pαρp(j) · 2−
pδ
d
lm,t
∥∥∥∥∇rfg
∥∥∥∥p
Lp(Ω[2−j , 2−j+1])

1
p
.
Z
. 2−tαρ(2t)2−
δ
d
lm,t
 2t+1∑
j=2t+1
∥∥∥∥∇rfg
∥∥∥∥p
Lp(Ω[2−j , 2−j+1])

1
p
(62)
.
Z
2−tαρ(2t)2−
δ
d
lm,t .
Thus, for any function f ∈ W rp,g(Ω)
‖f − P 1m,t,nf‖p,q,Tˆ 1m,t,n,v .
Z
2−tαρ(2t)2−
δ
d
lm,t . (67)
Step 3. Given t ∈ Z+, we set Ut = Ω[0, 2−2t ]. By Corollary 1 and (41), there exists
a linear continuous operator P t : Lq,v(Ut) → Pr−1(Ut) such that for any function
f ∈ W rp,g(Ω)
‖f − P tf‖Lq,v(Ut) .
Z
2−tαρ(2t). (68)
Step 4. Consider the cases p = q and p < q, qˆ 6 2. Denote Uˆt = Ut\ ∪
t−1
s=0 Gs,
t ∈ N. We set P 1nf |Gˆt = P
1
m∗t ,t,n
f |Gˆt for 0 6 t 6 Nd, P
1
nf |UˆNd+1 = P
Nd+1f |UˆNd+1.
Denote T 1n =
(
∪Ndt=0Tˆ
1
m∗t ,t,n
)
∪ {UˆNd+1}. Then T 1n is a partition of Ω and
cardT 1n
(63),(66)
.
Z
∑
06t6Nd,m∗t=0
n · 2−ε|t−t∗| +
∑
06t6Nd,m∗t>0
2t .
Z,ε
n.
In order to estimate Kolmogorov and linear widths, it is sufficient to obtain an upper
bound for ‖f−P 1nf‖Lq,v(Ω). In estimating Gelfand widths, we obtain an upper bound
of ‖f‖Lq,v(Ω) for f ∈ W
r
p,g(Ω) such that P
1
nf = 0.
We have
‖f − P 1nf‖
q
Lq,v(Ω)
=
Nd∑
t=0
‖f − P 1m∗t ,t,nf‖
q
Lq,v(Gˆt)
+ ‖f − PNd+1f‖q
Lq,v(UˆNd+1)
(63),(67),(68)
.
Z
.
Nd∑
t=0
2−tαqρq(2t)2−
δq
d
(Nd−t−ε|t−t∗|) + n−αqρq(n) =: Sq
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(we used the fact that if m∗t > 0, then Nd− t− ε|t− t∗| < 0). Set ε =
d
2δ
∣∣α− δ
d
∣∣. If
α > δ
d
, then we put t∗ = 0 and get S .
Z
n−
δ
d ; if α < δ
d
, then we take t∗ = Nd and
obtain S .
Z
n−αρ(n).
Step 5. Consider the case p < q, qˆ > 2. Denote tˆN =
[
qˆ
2
Nd
]
. Then for sufficiently
large N we have Nd+ 1 < tˆN .
For each Nd + 1 6 t < tˆN , m ∈ Z+ we construct the partition Tˆ 2m,t,n of Gˆt.
Substep 5.1. Let γ = 21+ε, mt = ⌈(1 + ε)(t−Nd)⌉, 0 6 m 6 mt. Set
jm,t(s) =
⌊
γt−Nd2−ms
⌋
, τm,t(s) = 2
−jm,t(s), s ∈ Z+,
Jm,t = {s ∈ Z+ : jm,t(s) 6 2
t+1, jm,t(s+ 1) > 2
t}.
Then card Jm,t .
Z
2mn · 2−ε(t−Nd) for sufficiently small ε.
Denote by T 2m,t,n the covering ofGt by the sets Ω[τm,t(s+1),τm,t(s)], s ∈ Jm,t, τm,t(s) 6=
τm,t(s+1). Then cardT
2
m,t,n .
Z
2mn · 2−ε(t−Nd). If τm,t(s) 6= τm,t(s+1), then τm,t(s)−
τm,t(s + 1) ≍ τm,t(s)
(48)
> ϕ(τm,t(s)). Therefore, from the definition of τm,t(s) and
from Lemma 5 it follows that for any set U ∈ T 2m,t,n
card {U ′ ∈ T 2m+l,t,n : mes (U ∩ U
′) > 0} .
Z
1, l = 0, 1, −1. (69)
By Corollary 1 and (41), for any set E ∈ T 2m,t,n there exists a linear continuous
operator PE : Lq,v(E)→ Pr−1(E) such that for any function f ∈ W
r
p,g(Ω)
‖f − PEf‖Lq,v(E) .
Z
2−tαρ(2t)
∥∥∥∥∇rfg
∥∥∥∥
Lp(E)
. (70)
By Proposition 1, there exist a partition Tˆ 2m,t,n of Gˆt and an injection Fm,t,n :
Tˆ 2m,t,n → T
2
m,t,n such that
card Tˆ 2m,t,n .
Z
2mn · 2−ε(t−Nd); in particular, card Tˆ 2mt,t,n .
Z
2t; (71)
for any U ∈ Tˆ 2m,t,n
card {U ′ ∈ Tˆ 2m±1,t,n : mes (U ∩ U
′) > 0} .
Z
1 (72)
and U ⊂ Fm,t,n(U). In addition, there exists a linear continuous operator P 2m,t,n :
Lq,v(Ω)→ Sr,Tˆ 2m,t,n(Gˆt) such that for any function f ∈ W
r
p,g(Ω)
‖f − P 2m,t,nf‖p,q,Tˆ 2m,t,n,v .
Z
2−tαρ(2t). (73)
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Notice that Tˆ 2m,t,n can be defined as follows:
E ∈ Tˆ 2m,t,n ⇔ mesE > 0 and
∃s ∈ Jm,t : E = Gˆt ∩ Ω[τm,t(s+1),τm,t(s)]\ ∪s′∈Jm,t,s′<s Ω[τm,t(s′+1),τm,t(s′)];
in this case, Fm,t,n(E) = Ω[τm,t(s+1),τm,t(s)]
(74)
(see the proof of Proposition 1).
Substep 5.2. Construct the partition Tˆ 2m,t,n for m > mt. Observe that for any
s ∈ Jmt,t the inequality |jmt,t(s+1)− jmt,t(s)| 6 1 holds. Therefore, each element of
the covering T 2mt,t,n coincides with Ω[2−j ,2−j+1] for some j ∈ {2
t, . . . , 2t+1+1}. Recall
that Gˆt ⊂ Gt = Ω[2−2t+1 , 2−2t ]. This together with (74) implies that
Tˆ 2mt,t,n = {Dj−1 : 2
t + 1 6 j 6 2t+1}
and Fmt,t,n(Dj−1) = Ω[2−j ,2−j+1].
Put
Tˆ 2m,t,n = {E ∈ Rj,m−mt : 2
t + 1 6 j 6 2t+1}.
Then Tˆ 2m,t,n is a partition of Gˆt. From (52), (59) and (71) it follows that
card Tˆ 2m,t,n . 2
m−mt · 2t ≍ 2mn · 2−ε(t−Nd). (75)
By (53) and (60), for any E ∈ Tˆ 2m,t,n
card {E ′ ∈ Tˆ 2m±1,t,n : mes (E ∩ E
′) > 0} .
Z
1. (76)
For any f ∈ Lq,v(Ω) set P 2m,t,nf |Dj−1 = Pj,m−mtf |Dj−1 , 2
t+1 6 j 6 2t+1, P 2m,t,nf |Ω\Gˆt =
0. Then P 2m,t,n : Lq,v(Ω) → Sr,Tˆ 2m,t,n(Gˆt) is a linear continuous operator and for any
f ∈ W rp,g(Ω)
‖f − P 2m,t,nf‖p,q,Tˆ 2m,t,n,v =
 2t+1∑
j=2t+1
‖f − Pj,m−mtf‖
p
p,q,Rj,m−mt ,v

1
p
(54),(61)
.
Z
.
 2t+1∑
j=2t+1
j−pαρp(j) · 2−
pδ
d
(m−mt)
∥∥∥∥∇rfg
∥∥∥∥p
Lp(Ω[2−j , 2−j+1])

1
p
.
Z
. 2−tα−(m−mt)
δ
dρ(2t)
 2t+1∑
j=2t+1
∥∥∥∥∇rfg
∥∥∥∥p
Lp(Ω[2−j , 2−j+1])

1
p
(62)
.
Z
2−tα−(m−mt)
δ
dρ(2t).
Thus, for any function f ∈ W rp,g(Ω)
‖f − P 2m,t,nf‖p,q,Tˆ 2m,t,n,v .
Z
2−tα−(m−mt)
δ
dρ(2t). (77)
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Substep 5.3. Let f ∈ W rp,g(Ω). Then
‖f − P tˆNf‖Lq,v(Utˆn )
(68)
.
Z
n−αqˆ/2ρ(nqˆ/2). (78)
The further arguments are the same as in [76]; here we apply (65), (66), (67),
(71), (72), (73), (75), (76), (77) and (78).
Proof of the lower estimate. Observe that Ω contains a cube Q with the side of
length λ &
Z
1, such that g(x) &
Z
1, v(x) &
Z
1 for any x ∈ Q. Therefore,
ϑn(W
r
p,g(Ω), Lq,v(Ω)) &
Z
ϑn(W
r
p ([0, 1]
d), Lq([0, 1]
d)).
Applying Theorem D, we get
ϑn(W
r
p,g(Ω), Lq,v(Ω)) &
Z
n−
δ
d for p = q or p < q, qˆ 6 2,
ϑn(W
r
p,g(Ω), Lq,v(Ω)) &
Z
n−min{θ1, θ2} for p < q, qˆ > 2.
Let ψ ∈ C∞0 (0, 1), ψ > 0,
1∫
0
|ψ(r)|p dx = 1. Given j ∈ N, we set ψj(x′, xd) =
cjψ (2
jxd − 1); here cj > 0 is such that
∥∥∥∇rψjg ∥∥∥
Lp(Ω)
= 1. Then
suppψj ⊂ {(x
′, xd) ∈ Ω : 2
−j < xd < 2
−j+1}.
From (21) and order equalities g(x)
(7)
≍
Z
g(2−j), v(x)
(7)
≍
Z
v(2−j), 2−j < xd < 2
−j+1, it
follows that cj ≍
Z
g(2−j)ϕ(2−j)−
d−1
p 2
j
p · 2−jr and
‖ψj‖Lq,v(Ω) ≍
Z
cj · v(2
−j)ϕ(2−j)
d−1
q 2−
j
q ≍
Z
j−αρ(j)
(the last relation follows from (7), (8), (9), (10), (11), (12)). If 2t 6 j < 2t+1, then
‖ψj‖Lq,v(Ω) ≍
Z
2−tαρ(2t). Applying Lemma 7, we get
ϑn(W
r
p,g(Ω), Lq,v(Ω)) &
Z
2−tαρ(2t)ϑn(B
2t
p , l
2t
q ).
Let t = Nd + 1. Then from (13), (14) and (15) it follows that
ϑn(W
r
p,g(Ω), Lq,v(Ω)) &
Z
n−αρ(n)dn(B
2n
p , l
2n
q ) ≍
p,q
{
n−αρ(n), p = q or p < q, qˆ 6 2,
n−α−min{
1
p
− 1
q
, 1
2
− 1
qˆ
}, qˆ > 2.
Let t =
[
qˆ
2
Nd
]
, qˆ > 2. Then
ϑn(W
r
p,g(Ω), Lq,v(Ω)) &
Z
n−qˆα/2ρ(nqˆ/2)ϑn(B
[nqˆ/2]
p , l
[nqˆ/2]
q ) ≍
Z
n−qˆα/2ρ(nqˆ/2).
This completes the proof.
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reading the manuscript.
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