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Abstract
We present a boundary integral equation solver for computing Taylor relaxed states
in non-axisymmetric solid and shell-like toroidal geometries. The computation of Taylor
states in these geometries is a key element for the calculation of stepped pressure stel-
larator equilibria. The integral representation of the magnetic field in this work is based
on the generalized Debye source formulation, and results in a well-conditioned second-
kind boundary integral equation. The integral equation solver is based on a spectral
discretization of the geometry and unknowns, and the computation of the associated
weakly-singular integrals is performed with high-order quadrature based on a partition
of unity. The resulting scheme for applying the integral operator is then coupled with an
iterative solver and suitable preconditioners. Several numerical examples are provided
to demonstrate the accuracy and efficiency of our method, and a direct comparison with
the leading code in the field is reported.
Keywords: Taylor state, stellarator, generalized Debye sources, plasma equilibria,
Laplace-Beltrami
1 Introduction
The computation of magnetohydrodynamic (MHD) equilibria in toroidal domains without
axisymmetry is a notoriously challenging problem, having both computational roadblocks
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Figure 1: An example of a Taylor state computed in a toroidal-shell domain. Using our boundary
integral method, we only need to discretize the domain boundary. This reduces the dimensional-
ity of the of unknowns needed, and leads to significant savings in computational work. Once the
boundary integral equations is solved, the magnetic field B can be evaluated at off-surface points
very efficiently. On the right, we show the magnitude of B in different cross-sections of the domain
as well as Poincare´ plots of the field in each cross-section, generated by tracing the field lines using a
10th-order spectral deferred correction (SDC) scheme.
as well as touching on subtle mathematical questions [7, 21, 25, 30]. Until recently, compu-
tational efforts to solve this problem could be divided in two categories [23]. The first cate-
gory of numerical solvers relies on the assumption of the existence of nested magnetic flux
surfaces throughout the computational domain [3, 26–28, 52]. These solvers have played
an important role in the design of new non-axisymmetric magnetic confinement devices
as well as the analysis of experimental results obtained from existing ones. However, they
are fundamentally limited in terms of both robustness and accuracy for the computation
of equilibria with both a smooth plasma pressure profile and smooth magnetic field line
pitch. In this regime, this class of solvers (and the model upon which they are based) is
unable to accurately approximate the singular structures in the current density which must
naturally occur in such situations [25, 38, 39, 47]. On the other hand, an alternative, second
class of solvers, does not constrain the space of solutions to equilibria with nested flux sur-
faces, and computes equilibria which may have magnetic islands and chaotic magnetic field
lines [23, 46, 49]. These solvers also play an important role in the magnetic fusion program
since they can be used to study, among other significant questions, the disappearance of
magnetic islands, often called island healing, corresponding to an increase of the plasma pres-
sure [24, 36] or to a change of the coil configuration [31]. They are also often able to compute
the details of the magnetic field configuration in the vicinity of the plasma edge [12]. De-
spite these additional capabilities, equilibrium codes in the first category are often favored
because existing solvers in the second category converge substantially slower [12] and are
much more computationally intensive [32].
Recently, a third approach has been developed which combines aspects of the two cat-
egories of solvers described above. In this approach, the entire computational domain is
subdivided into separate regions, each with constant pressure, assumed to have undergone
Taylor relaxation [51] to a minimum energy state subject to conserved fluxes and magnetic
helicity. Each of these regions is assumed to be separated by ideal MHD barriers [33, 34].
This model has a significant limitation: for general pressure profiles, solutions of this model
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only truly agree with the equations of ideal MHD equilibrium when one takes the limit of
infinitely many interfaces [11]. When the number of interfaces is finite, the model is only
a first-order approximation of the ideal MHD equilibrium equations, independent of any
subsequent numerical discretization. This third approach is nevertheless very promising
for several reasons. First, unlike the more general ideal MHD equilibrium case, existence of
solutions for the stepped pressure equilibriummodel has been established for tori whose de-
parture from axisymmetry is sufficiently small [7]. Second, numerical solvers for this model
can be used to study equilibrium configurations with magnetic islands and regions with
chaotic magnetic field lines [41] for a computational cost which is substantially smaller than
that of ideal MHD solvers having similar capabilities [23, 46, 49]. Furthermore, they gener-
ally have more robust convergence properties. Finally, the model is well-suited for rigorous
error convergence analysis and code verification [34, 40].
At present time, the only equilibrium code in the third category is known as the Stepped
Pressure Equilibrium Code (SPEC) [29]. For a given plasma pressure profile, the computa-
tion of equilibria using SPEC is an iterative process. On each iteration, one first computes
the magnetic field B of the Taylor states inside each region, given by ∇× B = λB with λ a
specified constant (possibly different in each region). Then, the force-balance condition on
the ideal MHD interfaces is verified. If the total pressure p+ |B|2/2, where p is the plasma
pressure, is continuous across each interface to the desired numerical precision, the iterative
process stops. If it is not continuous to the desired numerical precision, the shape of the
MHD interfaces is modified in order to satisfy force balance, and a new iteration starts. This
shape optimization is a highly nonlinear procedure.
In this article, we focus on the first step within each iteration, namely the computation
of Taylor states given by ∇× B = λB in toroidal domains for which the boundary is given,
and λ and the flux conditions are such that the problem is well-posed [44]. In SPEC, this
is done using a Galerkin approach [34] in which one solves for the magnetic vector poten-
tial A. The components of A are represented using a Fourier-Chebyshev expansion; the
Fourier representation captures the double periodicity in the poloidal and toroidal angles
and the Chebyshev representation is used for the radial variable [40]. In contrast, in this
work we present a boundary integral representation for the Taylor state B based on a sin-
gle scalar variable and solve the associated boundary integral equation. The advantages
of our numerical method as compared to the solver in SPEC are the typical advantages
one expects from integral equation solvers: the number of unknowns in our approach is
much smaller than in SPEC since unknowns are only needed on the surface of the domain,
our solver avoids issues with the coordinate singularity which occurs when parameteriz-
ing the volume of genus-one domains [33], and the representation immediately leads to a
well-conditioned (away from physical interior resonances) second-kind integral equation
which can be numerically inverted to high-precision. We will present numerical tests which
demonstrate the robustness and efficiency in our approach, showing that for a given target
accuracy, our solver is significantly faster than the SPEC code and that it avoids conditioning
issues encountered in SPEC.
Our integral equation formulation is based on the same generalized Debye representa-
tion that we presented in [44] for the calculation of axisymmetric Taylor states. One may ini-
tially think that generalizing the solver from axisymmetric geometries to non-axisymmetric
ones is straightforward. This is not so, for several reasons. First, the numerical discretization
of the boundary integral equation formulation requires quadratures for weakly-singular ker-
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nels on the boundary of the domain. In axisymmetric geometries, the boundary of the do-
main can merely be considered a closed curve and fast and accurate quadrature schemes are
readily available (and easy to implement). However, for the computation of Taylor states in
non-axisymmetric geometries, the boundary is a surface; this makes the accurate and fast
computation of these integrals much more challenging, both from a mathematical and com-
putational point of view. The same difficulties apply to the computation of the surface gra-
dient and the inverse Laplace-Beltrami operator, which are much easier to evaluate along a
closed curve than on general stellarator geometries. Finally, in axisymmetric domains, there
exists simple closed form expressions for the surface harmonic vector fields required in our
formulation, and this is not the case in non-axisymmetric domains. A significant portion of
this article focuses on the new algorithms we developed to address these difficulties. We
have implemented our method in the form of a software library called BIEST (Boundary
Integral Equation Solver for Taylor states). The library is made publicly available for use by
the scientific community and to allow independent verification of our results1.
The paper is organized as follows. In Section 2, we present a brief review of the gen-
eralized Debye representation for magnetic fields satisfying the Taylor state equation, and
of the resulting boundary integral formulation for the computation of the Taylor state. We
also give a new numerically stable representation for the computation of the flux condition
when λ approaches zero, and present an alternative, more direct method for computing vac-
uum fields (i.e. the case where λ = 0). In Section 3 we provide a detailed description of the
numerical solver, with a particular emphasis on high-order surface quadratures for singular
kernels and inverting the Laplace-Beltrami operator. In Section 4, we test the accuracy and
speed of the singular quadrature scheme and of the Laplace-Beltrami solver, as well as the
accuracy and speed of the entire solver. In particular, we compare the performance of our
solver with that of SPEC for the W7-X geometry [4, 48], a stellarator experiment in Greif-
swald, Germany. We summarize our work in Section 5 and propose directions for future
work.
2 Beltrami fields, Taylor states, and generalized Debye sources
In this section we detail the relationship between time harmonic electromagnetic fields and
Taylor states. These two classes of vector fields can be directly linked using the generalized
Debye integral representation for Taylor states. Using this integral representation, second-
kind boundary integral equations are then derived for force-free fields corresponding to
Taylor states in stellarator geometries. These boundary integral equations can then be used
to solve for stepped-pressure equilibria, as discussed in the introduction.
As discussed in the introduction, in this article we focus solely on the task of computing
Taylor states in stellarator geometries. Taylor states are described by the equation
∇× B = λB (2.1)
where λ is a given constant throughout the computational domain, determined based on
magnetic energy and helicity. As is well-known [34, 44], this partial differential equation
needs boundary conditions and flux constraints on B in multiply-connected geometries in
order to be well-posed. We will specify them shortly, but refrain from doing so at this stage
1https://github.com/dmalhotra/BIEST
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in order to focus on the generalized Debye representation for B which a priori satisfies (2.1),
independent of the boundary conditions or the flux constraints.
Since λ is a real-valued constant, it is easy to see that by setting E = iB the pair E, B
satisfy the source-free time-harmonic Maxwell equations with wavenumber λ, denoted by
THME(λ):
∇× E = iλB, ∇× B = −iλE,
∇ · E = 0, ∇ · B = 0. (2.2)
There is a rich literature on integral equation representations and methods for solving var-
ious boundary value problems for the THME(λ). It turns out that the generalized Debye
source representation for solutions to the THME is also particularly well-suited for solving
boundary value problems for Taylor states [16]. We now turn to a very brief overview of
this representation, and the derivation of an integral representation and integral equation
for Taylor states in magnetically confined plasmas. Various theoretical and numerical as-
pects of the generalized Debye source representation can be found in [13, 14, 16, 17, 44].
2.1 Generalized Debye sources
An advantage of the generalized Debye source representation is that the fields are con-
structed so as to automatically satisfy Maxwell’s equations, leaving only the boundary con-
dition to be met. This is in contrast to several classical integral representations for electro-
magnetic fields, as well as virtually all direct PDE discretization schemes (e.g. finite differ-
ence and finite element methods).
Denote by Ω a domain (bounded or unbounded) with smooth boundary Γ. In Ω, any
time harmonic electromagnetic field E, H with wavenumber k ∈ C (having nonnegative
imaginary part) can be represented using two vector potentials A,Q and two scalar poten-
tials u, v:
E = ikA−∇u−∇× Q,
H = ikQ −∇v+∇× A. (2.3)
If the vector and scalar potentials satisfy the homogeneous Helmholtz equation in Ω, then
it is easy to check that the THME(k) are automatically satisfied so long as:
∇ · A = iku, ∇ ·Q = ikv. (2.4)
If these potentials are defined by
A(x) =
∫
Γ
gk(x− x′) j(x′) da′, u(x) =
∫
Γ
gk(x− x′) ρ(x′) da′,
Q(x) =
∫
Γ
gk(x− x′) m(x′) da′, v(x) =
∫
Γ
gk(x− x′) σ(x′) da′,
(2.5)
where gk(r) = e
ik|r|/4π|r| is the free-space Green’s function for the Helmholtz equation in
three dimensions and da′ = da(x′) is the differential area element along Γ at the point
x′, then it can be shown that condition (2.4) is automatically satisfied if the following two
consistency conditions are met:
∇Γ · j = ikρ, ∇Γ ·m = ikσ. (2.6)
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Above, ∇Γ · j denotes the intrinsic surface divergence of j along Γ. With the above formu-
lation, if two scalar boundary conditions are specified (or one vector condition, as is the
case in scattering from a perfect electric conductor), the resulting equations for u, v, A,Q
are under-determined. To avoid this, and ensure automatic satisfaction of the consistency
conditions (2.6), the surface vector fields j,m are explicitly constructed from σ, ρ. The con-
structions of j,m, referred to as the generalized Debye currents, will vary depending on the
boundary conditions being enforced on E, H. For example, in the case of scattering from a
perfect electric conductor, the boundary conditions to be met are
n× E = F, n · H = g, (2.7)
where F and g are data obtained from an incoming electromagnetic field. For these bound-
ary conditions, it has been shown that constructing j,m as
j = ik
(
∇Γ∆−1Γ ρ− n×∇Γ∆−1Γ σ
)
+ jH,
m = n× j,
(2.8)
leads to a uniquely invertible system of integral equations for the scalar sources σ, ρ and
coefficients fixing the projection of j onto the subspace of harmonic vectorfields along Γ [13].
Above, we have that ∇Γ is the surface gradient operator, ∆−1Γ is the inverse of the surface
Laplacian (Laplace-Beltrami operator) along Γ restricted to the class of mean-zero functions,
and jH is a tangential harmonic vector field along Γ such that∇Γ · jH = 0 and∇Γ · n× jH =
0.
The space of harmonic vector fields along Γ has dimension 2G, where G is the genus
of the boundary. In [17, 44], a basis for these harmonic vector fields is known analytically
because the boundary Γ is a surface of revolution. However, in the present work, they must
be obtained computationally. To do so, we follow a procedure similar to that in [43], which
is detailed later on in Section 3.4.
2.2 Taylor state formulation
In this sectionwe detail the explicit construction of a vector field B, using generalized Debye
sources, that a priori analytically satisfies the Taylor state equation
∇× B = λB (2.9)
and leads to a uniquely invertible integral equation corresponding to the boundary condi-
tion
B · n = 0. (2.10)
For more details on this construction, in general, see [16], and for details in the axisymmet-
ric case see [44]. It should be noted that the above boundary value problem does not have a
unique solution if λ is an eigenvalue of the curl operator acting on vectorfields with vanish-
ing normal component along the boundary. Furthermore, depending on the particular ge-
ometry in which the above boundary value problem is being solved, it must be augmented
with a suitable number of extra conditions (usually provided as flux constraints on B) in
order to be well-posed. For clarity, the following is a very condensed version of what is
contained in the previously mentioned two references.
6
Figure 2: Left: A toroidal surface with the toroidal and poloidal directions. Right: A toroidal shell do-
main is the region between two nested toroidal geometries. The cross-sections of the domain shown
in blue and red are called the toroidal and poloidal cross-sections respectively. The flux conditions
for a Taylor state are given as the prescribed magnetic flux through these cross-sections.
2.2.1 Generalized Debye representation for Taylor states
For the application at hand, namely that of computing Taylor states for magnetically con-
fined plasmas in general toroidal domains, we must allow for the boundary Γ of the do-
main Ω to be multiply connected, and possibly have multiple components. To this end,
let Γ = ∂Ω be a disjoint union of Ns smooth toroidal surfaces (Γ1, Γ2, . . . , ΓNs). We want to
compute vector fields B in Ω such that,
∇× B = λB, in Ω,
B · n = 0, on Γ,∫
Si
B · da = Φi for i = 1, . . . ,Ns,
(2.11)
where λ is a constant real number called the Beltrami parameter and n is the unit normal
vector to Γ pointing outward from Ω. The surfaces Si are generally chosen to capture all
possible toroidal and poloidal fluxes of interest inside Ω. In these flux integrals, da = nda
with da being the surface area element and n the oriented normal along the cross-section Si.
In [44], we applied the generalized Debye representation of [14] for computing Taylor states
in axisymmetric geometries. We use the same integral formulation in the present work for
computing Taylor states in non-axisymmetric geometries.
As noted before, a vector field B which satisfies the Beltrami condition ∇× B = λB ad-
mits the pair (E = iB, H = B) which automatically satisfies the THME(λ). The vector field
B can therefore be represented using the generalized Debye source representation. Further-
more, due to the relation E = iH and the symmetry of the generalized Debye representation
in Eq. (2.3), similar dependencies on the vector potentials, scalar potentials, Debye currents,
and Debye sources can also be shown [16]:
A = iQ, u = iv, ρ = iσ. (2.12)
As a result, the generalized Debye source representation for the Taylor state B is given as:
B = iλQ −∇v+ i∇×Q, (2.13)
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where the vector potential Q and the scalar potential v are as defined before in Eq. (2.5). In
order to satisfy∇× B = λB, the consistency condition ∇Γ ·m = iλσ must be met. With an
additional constraint n × m = −i m, the surface vector field m is determined uniquely up
to an additive harmonic vector field,
m = m0(σ) + mH, (2.14)
where
m0(σ) = iλ
(
∇Γ∆−1Γ σ+ i n×∇Γ∆−1Γ σ
)
(2.15)
and mH is a harmonic surface vector field such that:∇Γ ·mH = 0 and n×mH = −i mH. As
described at the beginning of this section, there are Ns linearly independent harmonic vector
fields {m1H, · · · ,mNsH } on Γ satisfying these conditions. Therefore, we may represent mH as:
mH(α) =
Ns
∑
k=1
αk m
k
H. (2.16)
The unknowns σ and α = {α1, · · · , αNs}must be determined using the boundary conditions
and flux constraints in Eq. (2.11).
2.2.2 Boundary integral formulation
The generalized Debye representation for B, as stated in Eqs. (2.13–2.16), a priori satisfies
∇× B = λB. However, it does not automatically satisfy the boundary condition B · n = 0
on Γ, nor the non-trivial flux constraints. For any scalar function σ and coefficients vector α,
the field B can be evaluated directly on the boundary Γ by taking the limit of its value from
the interior ofΩ:
B(σ, α) = −σ
2
n + i
n×m
2
+ iλSλ[m]−∇Sλ[σ] + i∇× Sλ[m] on Γ, (2.17)
where m(σ, α) is as defined in Eqs. (2.14–2.16) and Sλ is the single-layer potential operator,
Sλ[ f ](x) =
∫
Γ
gλ(x− x′) f (x′)da(x′).
The boundary condition B · n = 0 on Γ results in a second-kind integral equation,
−σ
2
+K[σ, α] = 0, (2.18)
where K denotes the compact operator,
K[σ, α] = iλn · Sλ[m]− ∂nSλ[σ] + in · ∇ × Sλ[m]. (2.19)
2.2.3 Flux computation
The flux constraints as stated in Eq. (2.11) are difficult to impose in a boundary integral
formulation since we only discretize the boundary Γ and not all of Ω. However, using
Stokes’ theorem and the fact that by construction ∇× B = λB, we can relate the flux of B
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through a cross-section S with its circulation on ∂S = S∩Γ. Applying the Stokes’ theorem
and using Eq. (2.17),∫
S
B(σ, α) · da = 1
λ
∮
∂S
B(σ, α) · dl
=
∮
∂S
iSλ[m0 + mH] · dl + i
λ
∮
∂S
(
n×m0
2
+∇× Sλ[m0]
)
· dl
+
i
λ
∮
∂S
(
n×mH
2
+∇× Sλ[mH ]
)
· dl,
(2.20)
where m0(σ) is as defined in Eq. (2.15), mH(α) is as defined in Eq. (2.16) and dl is the
oriented unit arclength differential. The first and the second integral terms in Eq. (2.20)
remain bounded as λ → 0 since m0 ∼ O(λ); however, computing the last term becomes
numerically unstable due to the 1/λ factor. In order to numerically stabilize this calculation,
we begin with the following lemma.
Lemma 1. For a tangential vector field m on Γ such that ∇Γ · m = 0, and an arbitrary cross
section S of the domain Ω, ∮
∂S
(
n×m
2
+∇×S0[m]
)
· dl = 0.
Proof. Let V = ∇× S0[m]. Then, at every point in Ω, in particular for points on S ⊂ Ω, we
have that
∇× V = ∇×∇× S0[m]
= ∇ (∇ · S0[m])−∆S0[m]
= ∇S0[∇Γ ·m]
= 0.
Furthermore, we have that the limiting value of V on ∂S is
V =
n×m
2
+∇× S0[m],
as in Eq. (2.17). Therefore, by Stokes’ theorem∮
∂S
(
n×m
2
+∇× S0[m]
)
· dl =
∮
∂S
V · dl
=
∫
S
∇× V · da
= 0.
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Returning to the previous flux calculation, since ∇Γ · mH = 0 we can apply the above
lemma to obtain:
i
λ
∮
∂S
(
n×mH
2
+∇×S0[mH ]
)
· dl = 0. (2.21)
Subtracting this identity from the last term in Eq. (2.20) gives us the following relation,
1
λ
∮
∂S
(mH
2
+ i∇× Sλ[mH]
)
· dl =
∮
∂S
i∇×
(Sλ −S0
λ
)
[mH] · dl, (2.22)
where the operator
(
Sλ−S0
λ
)
is equivalent to computing a convolution along the boundary
with the following bounded kernel function:
gλ(r)− g0(r)
λ
= −sin (λ|r|/2) sinc (λ|r|/2)
4π
+ i
sinc (λ|r|)
4π
.
The above expression is obtained straightforwardly using trigonometric identities, and is
numerically stable and bounded in its evaluation, even as λ|r| → 0. Therefore, the right
hand side in Eq. (2.22) can be stably computed for any value of λ. Using Eqs. (2.20, 2.22),
the flux constraints can be re-written as∮
∂Si
iSλ[m0+mH] · dl+ 1
λ
∮
∂Si
(m0
2
+ i∇× Sλ[m0]
)
· dl +
∮
∂Si
i∇×
(Sλ −S0
λ
)
[mH ] · dl = Φi,
(2.23)
for i = 1, . . . ,Ns. The complete formulation for computing Taylor states is given by the
boundary integral equation Eq. (2.18) and the flux conditions Eq. (2.23). We will discuss
how to discretize and solve these equations to obtain the required numerical solution in
Section 3.
2.2.4 Vacuum fields
We now briefly discuss the special case where λ = 0. Themagnetic field B then satisfies∇×
B = 0, i.e. it is a vacuum field. In this case, the boundary limit of the integral representation
in Eq. (2.17) for B simplifies to
B(σ, α) = −σ
2
n +
mH
2
−∇S0[σ] + i∇× S0[mH] on Γ, (2.24)
where mH(α) is as defined in Eq. (2.16). The boundary condition B · n = 0 on Γ results in
the following second-kind integral equation,
−σ
2
+K[σ, α] = 0, (2.25)
where K is a compact boundary integral operator given by,
K[σ, α] = −∂nS0[σ] + in · ∇ × S0[mH]. (2.26)
The flux constraints in Eq. (2.23) cannot be used directly for vacuum fields since we must
first explicitly compute the limit λ→ 0. To avoid this tedious calculation, we propose amore
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straightforward method. We begin by defining a surface vector field j = n× B along Γ, and
then by using a Green’s theorem for magnetostatic fields [10] we obtain that B = ∇× S0[j]
in Ω. Notice that j is not the same as mH. This relation allows us to use Stokes’ theorem to
compute the flux of B through a cross section S as the circulation of S0[j] on ∂S. The flux
constraints can then be written as,∫
S
B · da =
∮
∂S
S0[j(σ, α)] · dl = Φi. (2.27)
We discretize and solve Eqs. (2.25, 2.27) for the unknowns σ and α. This is discussed in
the next section. The magnetic field B on Γ can then be computed using Eq. (2.24). Notice
that in this formulation we do not need to solve a Laplace-Beltrami problem to evaluate the
boundary integral operator K, and the surface convolution operator S0 computes convolu-
tions with the single-layer Laplace kernel which is much less expensive to compute than the
Helmholtz kernel.
3 A fully 3D Taylor-state solver
In this section, we describe a solver for computing Taylor states in 3D based on the integral
equation formulation of the previous section. We give a brief overview of the algorithm in
Section 3.1, and then discuss its building blocks: the singular quadrature algorithm in Sec-
tion 3.2, the spectral Laplace-Beltrami solver in Section 3.3, and the computation of harmonic
vector fields in Section 3.4. Finally, we summarize the overall algorithm in Section 3.5.
3.1 An overview of the algorithm
We now give a brief overview of our method. We discuss the scheme used for discretizing
the boundary data and define the discretized operators acting on this data, and then discuss
how to solve the resulting discretized linear system.
3.1.1 Discretization
One significant advantage that the boundary integral formulation of the previous section
has over standard PDE formulations is that only the surface of the domain Ω needs to be
discretized, yielding an immediate dimension reduction in the number of unknowns. As
discussed in Section 2.2, the boundary is a disjoint union of Ns toroidal (i.e. doubly-periodic)
surfaces. We parameterize each surface Γi by a pair of toroidal and poloidal angles (θ, ϕ) ∈
[0, 2π)2, and each surface Γi is parameterized using a doubly periodic function xi(θ, ϕ) ∈ Γi.
Similarly, any function f along the boundary Γi can also be parameterized by the toroidal
and poloidal angles so that f (θ, ϕ) = f (xi(θ, ϕ)). We assume that the surface geometry
and the parametrization is oriented and non-degenerate such that detG(θ, ϕ) > 0 for all
(θ, ϕ) ∈ [0, 2π)2, where G is the metric tensor.
We discretize each surface by sampling on a uniform grid of points in the parameter
space. The discretization of a function f along a toroidal surface is denoted by f and is
obtained by sampling the function on an Nθ × Nϕ uniform grid,
fij = f (θi, ϕj) for i = 0, · · · ,Nθ − 1 and j = 0, · · · ,Nϕ − 1,
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where θi = 2πi/Nθ and ϕj = 2πj/Nϕ . Spectrally accurate Fourier approximations of
smooth functions f can then be obtained by computing the expansion
f (θ, ϕ) ≈
Nθ−1
∑
n=0
Nϕ−1
∑
m=0
f̂nme
i(nθ+mϕ),
where the coefficients f̂nm are computed from the grid values through a discrete Fourier
transform,
f̂nm =
1
2πNθNϕ
Nθ−1
∑
i=0
Nϕ−1
∑
j=0
fij e
i(nθi+mϕj).
We will denote this Fourier transform operation by f̂ = F f and the inverse operation by
f = F−1̂f. This scheme is used to approximate the surface geometry x(θ, ϕ), discretize the
unknown σ(θ, ϕ) in our boundary integral formulation, and obtain the final solution B(θ, ϕ)
on the boundary. We will use N to denote the total number of discretization points across
all surfaces {Γ1, · · · , ΓNs}. This discretization scheme of our boundary integral formulation
Eq. (2.18) results in a pseudo-spectral Nystro¨m-like discretization scheme where the un-
knowns are point-values of σ and the boundary conditions are enforced point-wise at the N
surface discretization points, but intermediate operations (e.g. forming the system matrix)
are carried out spectrally.
3.1.2 Pseudo-spectral differentiation
Our discretization scheme allows us to easily compute derivatives of functions on toroidal
surfaces through diagonal operators acting on the Fourier coefficients at a modest loss of
numerical accuracy. Therefore, for a function f (θ, ϕ) with discretization f on an Nθ × Nϕ
grid and with the Fourier coefficients given by f̂ = F f, we can compute(
f̂θ
)
nm
= i n f̂nm,
(
f̂ϕ
)
nm
= i m f̂nm
where f̂θ and f̂ϕ are the Fourier coefficients for ∂ f/∂θ and ∂ f/∂ϕ respectively. The deriva-
tives on the regular Nθ × Nϕ grid can then be evaluated using the inverse Fourier transform,
fθ = F−1 f̂θ and fϕ = F−1f̂ϕ. We will denote the spectral differentiation operators by the
notation fθ = Dθf and fϕ = Dϕf. When implemented using the Fast Fourier Transform
(FFT), these operators require O(N logN) work for discretizations on grids with N points.
In our implementation, we use the multithreaded FFTW library [19] to efficiently compute
the Fourier transform and its inverse.
For a boundary Γ with the discretized surface points given by x, the pseudo-spectral dif-
ferentiation operators can be used to compute tangent vectors evaluated at the discretization
points,
xθ = Dθx, and xϕ = Dϕx.
We can then also compute the normal vector n and the metric tensorG at each discretization
point on the surface. We start from the continuous expressions,
n =
xθ × xϕ
‖xθ × xϕ‖ and G =
[ ‖xθ‖2 xθ · xϕ
xθ · xϕ ‖xϕ‖2
]
, (3.1)
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where xθ = ∂θx and xϕ = ∂ϕx are the continuous surface tangent vectors. Evaluating the
expressions above pointwise for each discretization grid point and for the corresponding
components of xθ and xϕ gives the discrete vector n and discrete metric tensor G. If neces-
sary, we flip the direction of the normal vectors so that they always point outward from the
domain Ω (this is not necessary if the parameterization of Γ was properly oriented). We
will use n and G to construct the discretized operators required in our boundary integral
formulation.
3.1.3 Discretized operators
The boundary integral formulation of this work requires that we discretize the linear com-
pact operatorK defined in Eq. (2.19) for Taylor states and in Eq. (2.26) for vacuum fields. To
do this, we need to numerically apply the layer-potential operators Sλ, ∂nSλ and ∇× Sλ.
These operators compute singular integrals on the boundary and therefore require special
quadratures. We will discuss the details of their implementation in Section 3.2. In addi-
tion, for Taylor states, we also need to compute the surface vector field m, as described in
Eqs. (2.14, 2.15). This requires the discrete surface gradient operator∇Γ, the inverse surface
Laplacian ∆−1Γ and the harmonic vector fields {m1H, · · · ,mNsH }. We will discuss the imple-
mentation of operators ∇Γ and ∆−1Γ in Section 3.3 and the computation of harmonic vector
fields in Section 3.4. Constructing the discrete operatorK from these building blocks is then
straightforward.
To discretize the flux constraints in Eq. (2.23) and Eq. (2.27), we again need the layer-
potential operators discussed above. The circulation integral is evaluated using a trape-
zoidal quadrature rule, which is spectrally accurate for this smooth periodic data.
3.1.4 Linear solver
After discretization, the linear system can be written in a block matrix form as,[
A11 A12
A21 A22
] [
σ
α
]
=
[
0
Φ
]
, (3.2)
where the first block-row corresponds to the boundary condition in Eq. (2.18) and the second
block-row corresponds to the flux constraints in Eq. (2.23) for Taylor states; and likewise for
the vacuum field formulation Eqs. (2.25, 2.27). Let Ns be the number of toroidal surfaces and
N be the total number of surface discretization points. Then, the RHS boundary condition
0 is a column vector of length N and the prescribed flux conditions Φ is a column vector of
length Ns. Similarly, the unknown σ is a column vector of length N and α is a column vector
of length Ns.
For the problems considered in this work, Ns is small (Ns ≤ 3); however, the number
of discretization points N can be as large as O(1E+5). It is computationally inefficient to
directly construct the boundary integral operator A11, with dimensions N × N, and it is in-
stead implemented in amatrix-free form. Then, to solve Eq. (3.2), we first solve the following
linear system for D,
A11D = −A12 (3.3)
13
where D is a matrix of size N × Ns. We solve Eq. (3.3) using GMRES and this requires one
solve for each of the Ns columns of D. Then, we compute the unknowns σ and α as follows,
α = (A21D + A22)
−1
Φ, (3.4)
σ = Dα, (3.5)
where the inverse of the Ns × Ns matrix in Eq. (3.4) is computed directly.
3.1.5 Evaluating B
Once the unknowns σ and α have been computed, we can evaluate the field B on the bound-
ary Γ by discretizing and evaluating Eq. (2.17). This is analogous to the discretization of the
boundary integral operator discussed above. To evaluate B at off-surface points, we dis-
cretize and evaluate the representation in Eq. (2.13). In our current implementation, we
evaluate the layer-potentials at off-surface points using trapezoidal quadratures on an up-
sampled mesh. If the off-surface points are close to the surface, then the upsample factor
must be large and this scheme becomes very expensive. In the future, for such cases, we
plan to use specialized quadratures for near-singular evaluation such as Quadrature by Ex-
pansion (QBX) [15, 37, 45].
3.2 High-order singular quadrature along surfaces
We now describe a quadrature rule to evaluate layer-potentials due to singular kernel func-
tions. Our algorithm is adapted from the work of [5, 6] for the Helmholtz kernel and the
work of [54] for the Stokes kernel. Fig. 3 gives a brief overview of the algorithm.
We consider a single toroidal surface Γ, parameterized by the toroidal and poloidal an-
gles (θ, ϕ) ∈ [0, 2π)2 and discretized on a uniform Nθ × Nϕ grid as discussed in Section 3.1.
The surface position is given by the function x(θ, ϕ); its discretization along the N-point grid
is denoted by x. And as before, given a function f (θ, ϕ) along the grid, its discretization is
denoted by f. The layer-potential due to a kernel function G at a target point x0 = x(θ0, ϕ0)
on Γ is given by
G[ f ](x0) =
∫
[0,2π)2
G(x0 − x(θ, ϕ)) f (θ, ϕ)
√
detG(θ, ϕ)dθ dϕ (3.6)
where G is the metric tensor. The kernel function may be weakly-singular such as the single-
layer Helmholtz kernel gλ or of principal-value type such as the gradient of the single-layer
Helmholtz kernel ∇gλ. To evaluate the layer-potential due to such kernels, we use a parti-
tion of unity to split the boundary integral into two integrals G[ f ](x0) = UG + UL such that
UG is a smooth global integral over the entire surface and UL is a singular local integral. We
define UG and UL as
UG =
∫
[0,2π)2
(1− η(θ, ϕ)) G(x0 − x) f (θ, ϕ)
√
detGdθ dϕ (3.7)
UL =
∫
Bη
η(θ, ϕ) G(x0 − x) f (θ, ϕ)
√
detGdθ dϕ (3.8)
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Figure 3: To evaluate the layer potential U = G[ f ] at the blue target point on the surface, we use a
partition of unity function η(θ, ϕ) (centered at the target point) to separate the boundary integral into
a smooth integral UG = G[(1− η) f ] over the entire surface and a singular integral UL = G[η f ] over
the support of η. We evaluate the smooth integralUG using trapezoidal quadrature rule. We compute
the singular integral UL in polar coordinates using a trapezoidal rule in the angular direction and a
Gauss-Legendre quadrature rule in the radial direction. The transformation from the regular grid
discretization to a polar grid discretization is done using Lagrange interpolation on a 12× 12 grid.
where η(θ, ϕ) is called a floating partition of unity centered at (θ0, ϕ0) and Bη is the support
of η. In order for the first integrand to be smooth and the second integrand to have com-
pact support, we require that the function η be smooth, have compact support Bη, and that
η(θ, ϕ) = 1 in a neighborhood around (θ0, ϕ0). To realize such a function, we define η as,
η(θ, ϕ) = χ
 2
M
√(
θ − θ0
hθ
)2
+
(
ϕ− ϕ0
hϕ
)2 (3.9)
where hθ = 2π/Nθ and hϕ = 2π/Nϕ are the discretization grid spacing in θ and ϕ, respec-
tively, and χ : [0,∞) → [0, 1] is a smooth function such that χ(ρ) = 1 in a neighborhood
of zero and χ(ρ) = 0 for ρ ≥ 1. The parameter M is used to control the width of η so that
its support Bη lies on an M × M subset of the original Nθ × Nϕ discretized grid. We will
next discuss quadratures to numerically evaluate the smooth integral UG and the singular
integral UL.
3.2.1 Quadrature for the smooth integrand
The integral in Eq. (3.7) is smooth, and we can therefore use standard quadratures for
smooth functions to evaluate this integral with high accuracy. Since we already have a
uniform discretization of periodic functions on an Nθ × Nϕ grid, the trapezoidal rule is ap-
plicable and spectrally convergent:
UG ≈ ∑
i,j
(
1− ηij
) Gijfijwij (3.10)
where ηij = η(θi, ϕj), Gij = G(x0 − xij) and wij = 4π2NθNϕ
√
detGij are the trapezoidal
quadrature weights times the differential area element. When the discretization is suffi-
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ciently fine to resolve the geometry, the area element
√
detG and the density f , the quadra-
ture error is then determined by the smoothness of the term (1− η) G. This depends on how
well the floating partition of unity η can be resolved on an M × M grid of points and the
effectiveness of (1− η) at screening the kernel singularity. We will discuss the choice of η
later in this section.
When computing the potential at all grid points, the summation in Eq. (3.10) requires
O(N2) total cost for N grid points. This cost can be improved to O(N) by using fast multi-
pole method (FMM) acceleration [9, 22, 53]. However, we have not used FMM acceleration
in the present work since the performance improvement would not be significant for the
problem sizes considered here.
3.2.2 Quadrature for the singular integrand
Since the integral kernel G has a singularity, we can not compute UL directly using quadra-
ture rules for smooth functions. To evaluate this integral, we apply a change of variables and
compute the integral in polar coordinates. The coordinate transform removes the leading
order kernel singularity allowing us to use standard quadratures and achieve high-order
accuracy. In particular, we apply the following change of variables,
θ = θ0 + (M/2)hθρ sinω, and ϕ = ϕ0 + (M/2)hϕρ cosω,
where ρ and ω are the radial and angular coordinate variables in the polar coordinate space
and the pole is at the target x0. The boundary integral in Eq. (3.8) can then be written as,
UL =
π∫
0
1∫
−1
χ(ρ) G(x0 − x) f (ρ,ω)
√
detG
M2hθhϕ
4
|ρ|dρdω (3.11)
where
M2hθhϕ
4 |ρ| is the Jacobian of the transformation. For weakly-singular kernels (such as
gλ) with 1/|x0 − x| singularity, the Jacobian cancels the singularity making the integrand
bounded. In fact, in [5] it was shown that when the kernel G is the real part of gλ, then the
integrand is smooth and periodic in ρ. This allowed them to use trapezoidal quadratures in
both ρ and ω. For integral operators such as∇ΓSλ, the integrand in Eq. (3.11) is still singular
and the integralmust be understood in the Cauchy principal value sense. In [54], the authors
showed that for the double-layer Stokes pressure kernel (a hypersingular kernel), the inte-
gral in ρ can be computed using a quadrature rule for smooth integrands if the quadrature
is symmetric about the origin. The proof relies on showing that the integrand can be written
as the sum of a smooth function and an antisymmetric singular function. The smooth inte-
gral can be computed using standard quadratures and the singular integral (which has zero
principal value) evaluates to zero due to the symmetry of the quadrature rule. The same
proof applies to many other kernels, including ∇gλ. For bounded kernel functions (such as
the imaginary part of gλ), the integrand in Eq. (3.11) is only C
0 continuous at the origin. To
avoid having to deal with the real and the imaginary parts of gλ separately, we compute the
integral in ρ separately in each of the two intervals [−1, 0] and [0, 1] using a Gauss-Legendre
quadrature rule. For the integral in ω, we use trapezoidal quadrature rule.
To apply the quadrature in polar coordinates, we need to first evaluate the surface posi-
tion x and the density f at a new set of quadrature nodes. This requires interpolation from
the uniform Cartesian grid discretization in θ and ϕ to a polar grid discretization around
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the target point. For each interpolation point in the polar grid, we select a 12× 12 array of
values (surrounding the interpolation point) in the original discretization and use Lagrange
interpolation to approximate the value at the interpolation point. Since we evaluate the
polynomial interpolation close to the center of the interpolation grid, we do not suffer from
Runge’s phenomenon and can use high-order interpolation. Using 12th order interpolation
provides sufficient accuracy without being too expensive. We use R to denote the interpo-
lation operator that computes the polar grid discretization from the uniform discretization.
Then, at the polar grid points, the surface position is given by xp = Rx and the density is
given by fp = Rf. For the surface normal np and the metric tensor Gp, interpolating directly
from values on the regular grid leads to poor accuracy. Instead, we first interpolate the tan-
gent vectors x
p
θ = Rxθ and x
p
ϕ = Rxϕ; and then use these to compute n
p and Gp as was done
in Eq. (3.1).
The polar grid quadrature nodes are given by a tensor-product rule with trapezoidal
quadrature of order q in ω and Gauss-Legendre quadrature of order q in ρ in the intervals
[−1, 0] and [0, 1]. This gives us the quadrature nodes (ρi,ωi) and the quadrature weights wi
for i = 0, · · · , 2q2− 1. Once the values xp, np andGp have been evaluated at the polar quadra-
ture nodes through the interpolation process discussed above, we can apply the quadrature
rule to approximate the integral in Eq. (3.11) as UL ≈ vTfp where for i = 0, · · · , 2q2 − 1,
vi = χ(ρi) G(x0 − xpi )
√
detGi
M2hθhϕ
4
|ρi| wi.
Since the interpolation operator R is a sparse matrix, for a given surface geometry we can
easily precompute the quantity vTR and then compute UL ≈ (vTR)f several times for differ-
ent densities f. In the work of [5, 6] and [54], the interpolation was done by first upsampling
the Cartesian discretization using FFT and then using low-order polynomial interpolation.
While this may make the interpolation less expensive, it results in a dense interpolation
operator and therefore makes the precomputation infeasible. Our scheme requires O(q2)
cost per target for the precomputation and then the quadrature can be applied several times
(with O(M2) cost per target) without the expensive kernel evaluations and interpolation of
the density f in each application. For a specified quadrature accuracy and a given surface,
the optimal choice of the parameters M and qmust be determined empirically. From [54], to
obtain convergence as the mesh is refined, a good rule of thumb for scaling the parameters
is given by M = O(N1/4) and q = O(N1/4), where N = NθNϕ is the number of surface
mesh points. From the error analysis in [54], we expect spectral convergence with mesh
refinement as we also appropriately scale the parameters M and q.
3.2.3 Partition of unity function
In Eq. (3.9), the floating partition of unity η is defined in terms of another function χ that we
define as:
χ(ρ) = exp
(−36|ρ|8) . (3.12)
Notice that χ as defined above does not strictly satisfy the condition χ(ρ) = 0 for ρ ≥ 0;
however, for computations in double-precision it is sufficiently small for ρ ≥ 1. In Fig. 4,
we compare χ as defined here with the definition in [6]. We show χ in the plot on the left
and its periodic Fourier coefficients in the plot on the right. Comparing the two choices, we
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Figure 4: We compare the function χ as defined in this work with the one used in [6]. The partition of
unity function used in this work is close to 1 in a larger region around the origin, and is more effective
in separating the singular and smooth parts of the kernel function. Furthermore, the periodic Fourier
coefficients χ̂ decay more rapidly, yielding a higher resolution splitting for the same number of grid
points.
observe that our definition of χ is close to 1 in a larger neighborhood around the origin and
therefore, it is more effective at screening the kernel singularity in Eq. (3.7). We also note
that the Fourier coefficients χ̂ decay much more rapidly for our χ and it therefore requires
fewer grid points for the same resolution.
3.2.4 Performance optimizations
Kernel function evaluations for computing the smooth integrals is one of the most expen-
sive parts of our quadrature scheme. For our application, we need to evaluate the potentials
from the single-layer Helmholtz kernel function gλ and its gradient ∇gλ. We have op-
timized kernel evaluations using shared-memory parallelism and through the use of AVX
vector instructions for x86 processors. The inverse square root operation in the Laplace and
the Helmholtz kernels is implemented using the fast approximate inverse square root in-
struction along with Newton iterations for additional accuracy as described in [42]. We use
13th order Taylor series approximation to evaluate sin t to 12-digit accuracy in the interval
[−π/4,π/4] and then evaluate cos t =
√
1− sin2 t using a procedure similar to the inverse
square root operation. To evaluate sin and cos functions outside the range [−π/4,π/4], we
use rotations in the complex plane by multiplying with i =
√−1. Our sin and cos eval-
uation algorithm performed slightly better than Intel’s SVML (Short Vector Math Library)
in our experiments; however, we do not achieve full double-precision accuracy using 13th
order Taylor series approximation. In Table 1, we present timing results to show the perfor-
mance improvement achieved using these optimizations.
3.3 A spectral Laplace-Beltrami solver
Our spectral Laplace-Beltrami solver is based on previous work in [35, 43]. In [35], the
surface Laplacian was implemented using Fourier pseudo-spectral differentiation and pre-
conditioned using the exact inverse for the flat plane. The discrete Fourier transforms were
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computed using FFTPACK [50] and the linear system was solved using BiCGSTAB. In our
current work, we have improved performance by using the FFTW library [19] for comput-
ing the discrete Fourier transforms and using GMRES for the linear solve. A layer potential
preconditioner for the Laplace-Beltrami equation was presented in [43] for high-order curvi-
linear triangular meshes. We have implemented this preconditioner using the quadratures
discussed in Section 3.2. For completeness, we now briefly summarize the Laplace-Beltrami
solver.
For a single toroidal surface Γ, the surface gradient, divergence and Laplace-Beltrami
operators are given by,
∇Γ f =
[
xθ xϕ
]
G−1
[
∂θ
∂ϕ
]
f , (3.13)
∇Γ · v = 1√|G| [∂θ ∂ϕ]
√
|G| v, (3.14)
∆Γ f = ∇Γ · ∇Γ f = 1√|G| [∂θ ∂ϕ]
√
|G| G−1
[
∂θ
∂ϕ
]
f , (3.15)
where G is the metric tensor, f is a scalar function on the surface and v is a tangential vector
field defined with respect to the tangent vectors xθ and xϕ such that v(θ, ϕ) = v1(θ, ϕ) xθ +
v2(θ, ϕ) xϕ. The discrete surface gradient, divergence and Laplace-Beltrami operators are
obtained by replacing ∂θ and ∂ϕ with the discrete spectral differentiation operators Dθ and
Dϕ respectively in Eqs. (3.13–3.15),
∇Γhf =
[
xθ xϕ
]
G−1
[
Dθ
Dϕ
]
f, (3.16)
∇Γh · v =
1√|G| [Dθ Dϕ]
√
|G| v, (3.17)
∆Γhf = ∇Γh · ∇Γh f =
1√|G| [Dθ Dϕ]
√
|G| G−1
[
Dθ
Dϕ
]
f, (3.18)
where f, v and G are the discretizations of f , v and G respectively. The Laplace-Beltrami
operator has a nullspace of dimension one containing the space of constant functions. We
use a rank-one update to make the operator full-rank and therefore uniquely invertible. The
Laplace kernel Helmholtz kernel
Compiler Un-vectorized Vectorized Un-vectorized Vectorized
GCC-8.2 9.21 2.05 92.65 14.12
Intel-17.0.2 4.58 2.12 28.71 14.27
Table 1: Timing results in seconds on a single Intel Ivy Bridge CPU core (running at 2.5GHz) for 1E+9
kernel evaluations of the Laplace and the Helmholtz single-layer kernel functions compiled using
GCC and Intel compilers, and comparing the un-vectorized and the vectorized implementations
in each case. With GCC, we get 4.5× speedup for the Laplace kernel and 6.5× speedup for the
Helmholtz kernel. The Intel compiler is able to auto-vectorize our un-vectorized code and therefore
the speedups are not as large as with GCC; however, we still achieve over 2× speedup using explicit
vectorization and our optimized implementation of sin and cos functions.
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modified problem and the corresponding discrete problem are then given by:
∆Γu+
∫
Γ
uda = f and ∆Γhu+w · u = f, (3.19)
where f is the given RHS, u is the unknown, f and u are the discretizations of f and u,
respectively, and wij =
4π2
NθNϕ
√
detGij is the trapezoidal quadrature weight times the differ-
ential area element. We will next discuss two preconditioners for this problem. The final
preconditioned problem is then solved using a GMRES code with modified Gram-Schmit
orthogonalization from the PETSc library [1, 2].
3.3.1 Spectral preconditioner
In [35], the inverse of the Laplace-Beltrami operator for a flat surface was used to precondi-
tion Eq. (3.19). The pseudo-spectral inverse surface Laplacian can be constructed as follows,
∆−1Ih f = F−1L F f (3.20)
where L is a diagonal operator applied to the Fourier coefficients,
(
L f̂
)
nm
=
0, if m = n = 0( n2
L2θ
+ m
2
L2ϕ
)−1
f̂nm, otherwise.
(3.21)
The parameters Lθ and Lϕ are the average surface lengths in the toroidal and poloidal direc-
tion respectively. They account for the anisotropy in the surface parameterization. The final
preconditioned system is then obtained by left-preconditioning Eq. (3.19) with (∆−1Ih + 11
T)
as follows, (
∆−1Ih + 11
T
) (
∆Γh + 1w
T
)
u =
(
∆−1Ih + 11
T
)
f, (3.22)
where we have added 11T to ∆−1Ih to make it full rank.
3.3.2 Layer-potential preconditioner
In [43], it was shown that preconditioning Eq. (3.19) symmetrically with the Laplace single-
layer potential operator S0 results in a second-kind Fredholm equation. The preconditioned
system is then given by:
S0
(
∆Γh + 1w
T
)
S0 v = S0 f, (3.23)
u = S0 v, (3.24)
where we first solve Eq. (3.23) for v using GMRES and then compute the final solution u
using Eq. (3.24).
In Section 4.2, we present results comparing the performance of these two precondition-
ers. While the spectral preconditioner is extremely efficient to compute due to the use of
FFT, it can only be applied to uniform surface discretizations. On adaptive meshes, the in-
verse of the 2D Laplacian can be applied using a specialized fast multipole method [18] or
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other fast Poisson solvers; however, this is not straightforward. In addition, it is sensitive to
the surface parameterization. On the other hand, the layer-potential preconditioner is not
sensitive to the surface parameterization provided the surface quadratures are computed
accurately. It can also be applied to adaptive meshes, provided appropriate quadratures are
available to compute the layer-potentials. However, despite the performance optimizations
discussed in Section 3.2, the surface quadratures can still be expensive to compute. For our
current application, the spectral preconditioner is both fast and sufficiently robust.
3.4 Computing harmonic vector fields
On general smooth closed surfaces, harmonic vector fields are not known analytically and
must be solved for. Only in specialized geometries, e.g. surfaces of revolution, do for-
mulae exist [8, 14]. Recall that a harmonic vector field mH is one such that ∇Γ · mH = 0
and ∇Γ · n×mH = 0. In our case, when computing Taylor states using the generalized De-
bye representation, we need to compute a basis for harmonic vector fields subject to an
additional constraint, namely that n × mH = −imH . Such harmonic vector fields mH can
be computed for each toroidal surface and are unique up to a complex scaling factor. We
follow the scheme described in [43] and start with a smooth tangential vector field v. In our
implementation, we choose v = xθ . We first compute the non-harmonic terms of its Hodge
decomposition,
v = ∇Γα + n×∇Γβ + vH,
where α and β are unknown scalar functions obtained by solving the following two Laplace-
Beltrami problems:
∆Γ α = ∇Γ · v, and ∆Γ β = −∇Γ · n× v.
Then, we can compute vH = v−∇Γα− n×∇Γβ and finally obtain the required harmonic
vector field as mH = vH + in× vH.
3.5 Algorithm summary
In this section, we discussed the discretization of the boundary data on a uniform spectral
mesh. We have presented a quadrature scheme which is used to compute boundary con-
volutions with the kernels gλ(r) and ∇gλ(r). These schemes are used to construct the dis-
cretized convolution operators Sλ, ∇Sλ. The operator ∇× Sλ can similarly be constructed
from the result of ∇Sλ. We discussed a spectral Laplace-Beltrami solver along with two
efficient preconditioners, and showed how to compute harmonic vector fields using the
Laplace-Beltrami solver. The harmonic vector fields are then used to discretize our bound-
ary integral operator K in Eq. (2.18). The resulting system is then solved as described in
Section 3.1. This requires Ns solves of the boundary integral operator using GMRES. We
summarize the total cost of different stages of our algorithm for computing Taylor states in
Table 2. Since our quadrature scheme and the Laplace-Beltrami solver are both spectrally
accurate with mesh refinement, we expect to see spectral convergence for the overall solver
as well. In the next section, we present empirical numerical results to show convergence
and solve times for different stages of our solver.
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Tsetup = Nq2
Layer potential quadrature Tsmooth = NsNGMRES × N2
Tsingular = NsNGMRES × NM2
Tquad−eval = Tsmooth + Tsingular
Spectral Laplace-Beltrami TLB = NsNGMRESNLB × N logN
Table 2: Cost complexity for different stages of the algorithm for Ns surfaces with N total surface
discretization points, NGMRES GMRES iterations for each Boundary Integral Equation (BIE) solve, and
NLB iterations for each Laplace-Beltrami solve. TLB is the total cost for NsNGMRES Laplace-Beltrami
solves using the spectral preconditioner. The setup cost for the quadratures is Tsetup, and the total
cost of quadrature evaluation Tquad−eval is the sum of cost of the singular correction Tsingular and the
cost of the smooth quadrature Tsmooth.
Figure 5: The surface and the magnitude of the reference potential u for the convergence results
presented in Table 3. The surface is the outer surface of the QAS3 stellarator [20]. The reference
potential is generated by a single point source outside the bounded domainΩ.
4 Numerical experiments
We now present numerical results to demonstrate convergence and efficiency of the quadra-
ture scheme for singular integrands detailed in Section 4.1, the spectral Laplace-Beltrami
solver in Section 4.2, and the full solver for computing Taylor states in Section 4.3. All nu-
merical errors reported in this section are relative errors. Our experiments were performed
on a Linux workstation with quad 15-core Intel Xeon E7-4880 v2 CPUs running at 2.5GHz
with 1.5TB of RAM. We use Intel compiler version 17.0.2 with O3 optimization level and
AVX vectorization enabled.
4.1 Singular quadrature
In this section, we present convergence results for our singular surface quadrature scheme.
We use Green’s third identity to verify and evaluate the accuracy of our method. For a
solution u to the homogeneous Helmholtz equation in a bounded domain Ω ⊂ R3, Green’s
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identity states that,
u(x) =
∫
Γ
gλ(x− y)∂nyu(y)day −
∫
Γ
u(y)∂nygλ(x− y)day, for x ∈ Ω.
Taking the limit as x → Γ, with x ∈ Ω, along the boundary Γ we have
u(x) =
u
2
(x) + Sλ[∂nu](x)−Dλ[u](x), for x ∈ Γ (4.1)
where Sλ[·] and Dλ[·] are the single- and double-layer potential operators on Γ which com-
pute convolutions with gλ and ∂ngλ respectively. We compute the RHS in Eq. (4.1) using our
quadrature scheme and compare it to the reference potential u on Γ. The reference potential
u is generated using a single source x0 outside of the domain Ω; i.e. u(x) = gλ(x− x0).
The surface geometry and the magnitude of the reference potential u in our experiments
are visualized in Fig. 5. The geometry corresponds to the QAS3 stellarator proposed by Paul
Garabedian, whose outer surface can be constructed from the coefficients given in Table II
of reference [20]. We present convergence results for λ = 0 and λ = 1 in Table 3. For both
sets of results, we show convergence to about 8-digits in L∞-norm as we refine the mesh
from N = 70× 14 unknowns to N = 700× 140 unknowns, increase the dimension M of the
square partition-of-unity patch, and increase the order q of the polar quadrature. In each
case, we have selected the optimal values of the parameters N, M and q to minimize the
computation time for a given accuracy. As expected from the error analysis, we observe
spectral convergence in each case.
In Table 3, we also report a breakdown of the total time into the setup time Tsetup and the
evaluation time Tquad−eval = Tsingular + Tsmooth on 1-CPU core and 60-CPU cores. The setup
stage is required only once for a fixed geometry shape; therefore, when solving boundary
integral equations using iterative linear solvers, the setup cost is amortized. As we increase
the problem size, the setup time Tsetup scales asO
(
Nq2
)
. For the evaluation phase Tquad−eval,
the O(N2) complexity of the N-body computation is the dominant cost and the O(NM2)
cost of singular correction accounts for only a small fraction of the evaluation time. Com-
paring the timings for 1-CPU core and 60-CPU cores, we observe that both the setup and
evaluation stages scale well for sufficiently large problems, with parallel efficiency up to
90%. Notice that the evaluation time for λ = 0 is much smaller than for λ = 1; this is be-
cause the former uses the Laplace single-layer and double-layer kernel functions, which do
not require expensive sin and cos function evaluations.
4.2 Laplace-Beltrami solver
We now show convergence results for our spectral Laplace-Beltrami solver. In the following
experiments, we solve ∆Γϕ = f on Γ. We define the function f in terms of a 3D harmonic
potential u as follows,
f = ∆Γu
∣∣
Γ
= −2H ∂u
∂n
− ∂
2u
∂n2
where H is the mean curvature function over Γ. Then, the exact solution ϕ is given by
projecting u to the space of mean-zero functions on Γ,
ϕ = u
∣∣
Γ
− 1|Γ|
∫
Γ
uda
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where |Γ| is the surface area of Γ. In our experiments, we choose u to be the Coulombic
potential from a single off-surface point charge. The boundary geometry Γ along with refer-
ence solution ϕ and the RHS f are visualized in Fig. 6. For this test, we also took Γ to be the
outer surface of the QAS3 stellarator [20].
In Table 4, we present convergence results using the two preconditioners discussed in
Section 3.3. In the spectral preconditioner case, we use left preconditioning with the exact
∆−1Γ operator for the flat plane. In the layer-potential preconditioner case, we use symmet-
ric preconditioning with the single-layer potential potential operator associated with the
Laplace’s equation. Without preconditioning, the solver did not converge to the desired
accuracy within 300 GMRES iterations and therefore we have omitted those results. The
results show convergence in the relative L∞-norm of the error as we refine the mesh from
N = 70 × 14 unknowns to N = 700 × 140 unknowns and reduce the GMRES tolerance
ǫGMRES. The relative error ‖e‖∞ (compared to the reference solution) converges spectrally to
about 8-digits for both preconditioners. The number of GMRES iterations NLB grows only
modestly with the desired precision. We also report the solve time Tp=1 on 1-CPU core and
Tp=60 on 60-CPU cores. From the solve times Tp=1, we observe that the solves using the spec-
tral preconditioner scale as expected with a cost of O(NLBN logN). Similarly, the solves
with the layer-potential preconditioner scale as O(NLBN2). This cost can be reduced to
O(NLBN) by accelerating using the fast multipole method (FMM); however, depending on
the specific FMM implementation and desired precision, this would only be advantageous
for large problems (N > 20K). Comparing Tp=1 and Tp=60, we observe that for the spectral
preconditioner, the solve time does not improve from using multiple CPU-cores since the
FFT is a memory bound operation. For the layer-potential preconditioner, we observe up
to 48× speedup for the largest problem on 60-CPU cores since the quadrature evaluation is
compute bound. Comparing the two preconditioners, the layer-potential potential is more
effective in reducing the number of GMRES iterations NLB; however, it is still much more ex-
1-core 60-cores
λ N M q ‖e‖∞ Tsetup Tsingular Tsmooth Tsetup Tsingular Tsmooth
9.8E+2 12 15 2.0E-3 0.7 0.001 0.006 0.03 0.001 0.003
3.9E+3 24 24 3.9E-5 6.9 0.02 0.09 0.16 0.002 0.01
0.0 1.6E+4 30 30 1.2E-6 42.9 0.09 1.3 0.9 0.008 0.09
4.8E+4 40 36 4.3E-8 190.8 0.5 12.2 3.6 0.02 0.34
9.8E+4 50 42 3.3E-9 543.5 1.4 50.5 10.3 0.07 1.14
9.8E+2 12 15 2.6E-3 1.1 0.004 0.03 0.04 0.002 0.003
3.9E+3 24 24 1.5E-4 11.9 0.04 0.6 0.26 0.005 0.02
1.0 1.6E+4 30 30 4.0E-6 74.9 0.3 8.7 1.4 0.02 0.19
4.8E+4 40 36 1.1E-7 337.8 1.3 80.7 6.1 0.05 1.53
9.8E+4 50 42 7.2E-9 946.7 4.0 334.9 17.5 0.17 6.14
Table 3: Convergence results for the singular quadrature scheme for the Laplace kernel λ = 0
and the Helmholtz kernel λ = 1. Fig. 5 shows the surface and the reference solution used in
these experiments. We show convergence in the relative L∞-norm of the error as we refine the
mesh N, increase the dimension of the partition-of-unity patch M and increase the order of the
polar-quadrature q. We also report the setup time Tsetup and a breakdown of the evaluation time
Tquad−eval = Tsingular+ Tsmooth. To show scalability of our code, we present timing results on 1-CPU
core and on 60-CPU cores.
24
Figure 6: The surface geometry with the reference solution ϕ (left) and the input f (right) to the
Laplace-Beltrami solver for the convergence results in Table 4. The surface is the outer surface of the
QAS3 stellarator [20].
pensive due to the high cost of the quadratures. Since the layer-potential preconditioner has
better parallel scalability, in parallel the timings for the two schemes become comparable.
4.3 Computing Taylor states
We now present numerical results to show convergence of our boundary integral solver
for Taylor states. In [8], a method for constructing analytic solutions for Taylor states in
axisymmetric geometrieswas discussed andwe used this to construct reference solutions for
testing our numerical scheme in [44]. We are not aware of a general method for generating
analytic solutions for non-axisymmetric geometries. Therefore, to evaluate the accuracy of
our solver, we instead solve a related boundary value problem discussed below.
We construct a reference Taylor state B0 given by,
B0 = λQ0 +∇×Q0,
Q0(x) =
∮
C
gλ(x, y) m0 dl(y),
(4.2)
where m0 is a constant generalized Debye current in a loop C around the domain Ω. The
generalized Debye current loop is shown in red in Fig. 7. By construction, B0 satisfies ∇×
B0 = λB0; however, in general, it does not satisfy the boundary condition B0 · n = 0 on Γ.
spectral preconditioner layer-potential preconditioner
N ǫGMRES NLB ‖e‖∞ Tp=1 Tp=60 ǫGMRES NLB ‖e‖∞ Tp=1 Tp=60
3.9E+3 3.5E-3 7 1.9E-2 0.010 0.022 8.8E-2 3 1.4E-1 0.30 0.018
8.8E+3 5.2E-4 11 2.8E-3 0.029 0.050 1.3E-2 6 7.2E-3 2.59 0.086
1.6E+4 6.0E-5 16 4.6E-4 0.07 0.10 1.5E-3 7 1.3E-3 8.89 0.28
3.5E+4 2.1E-6 24 2.0E-5 0.26 0.37 5.1E-5 10 1.6E-5 60 1.39
6.3E+4 8.5E-8 32 1.1E-6 0.63 0.78 2.1E-6 12 8.0E-7 222 4.76
9.8E+4 9.8E-9 37 9.1E-8 1.35 1.42 2.4E-7 13 6.3E-8 576 11.9
Table 4: Convergence results for the Laplace-Beltrami solver for the problem shown in Fig. 6, using
the spectral preconditioner and the layer-potential preconditioner. We show convergence in the rela-
tive L∞ norm of the error ‖e‖∞ as we increase the number of discretization grid points N, and reduce
the GMRES tolerance ǫGMRES. We also report the number of GMRES iterations NLB and the solve
time Tp=1 on 1-CPU core and Tp=60 on 60-CPU cores (not including the setup time for quadratures).
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Figure 7: Taylor states in toroidal (left) and toroidal-shell (right) domains. The first shape is the outer
surface of the QAS3 stellarator [20]. In the second geometry, each surface is the surface of revolution
a rotating ellipse as described in Section 4.3.2. The reference solution B0 visualized here is generated
by a generalized Debye current loop (shown in red) around the domain. Convergence results for
these geometries are presented in Tables 5 and 6.
Therefore, instead of solving the original problem in Eq. (2.11), we solve the following more
general problem where B · n on the boundary is non-zero,
∇× B = λB, in Ω,
B · n = B0 · n, on Γ,
(4.3)
while also matching the appropriate flux conditions (or equivalently the circulation as dis-
cussed in Section 2.2) for B and B0. Due to uniqueness, the numerically computed solution
B should match the reference solution B0 at all points in the interior of the domainΩ. Below,
we test our solver for the two domains shown in Fig. 7.
4.3.1 Toroidal domain
The domain along with the magnitude of the reference solution B0 are visualized on the
left in Fig. 7. Once more, the surface is the outer surface of the QAS3 stellarator [20]. We
discretize the current loop (shown in red) using 1E+3 equispaced points and compute the
line integral in Eq. (4.2) using trapezoidal quadrature rule. Since the domain Ω and the
current loop C are sufficiently separated, the reference solution B0 computed in this way is
accurate to 16-digits at points on Ω. We evaluate B0 · n on Γ and the toroidal flux ΦtorB0 in a
cross section ofΩ. Then, we setup the following discretized linear system,[
A u1
vT1 c11
] [
σ
α
]
=
[
B0 · n
ΦtorB0
]
.
We solve this block linear system with a procedure similar to the one described before in
Eqs. (3.3–3.5), except that the B0 · n is non-zero. The unknowns σ and α are given by
α = (vT1 d + c)
−1(ΦtorB0 − vT1 w)
σ = w− dα
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λ N ǫGMRES (Ns + 1) NGMRES ‖e‖∞ Tsetup TLB Tquad−eval Tsolve
8.8E+3 9.6E-3 24 2.6E-2 1.6 8.2 4.4 14.3
2.5E+4 6.5E-4 33 2.2E-3 7.0 39.4 36.9 83.2
4.8E+4 1.5E-4 38 3.8E-4 15.8 101.4 143.9 261.0
0.5 7.9E+4 1.5E-5 43 4.9E-5 31.7 256.9 434.2 722.7
9.8E+4 3.6E-6 46 2.2E-5 44.7 342.9 693.8 1081.4
2.2E+5 6.8E-8 56 5.3E-7 148.1 1314.8 4074.9 5537.8
3.9E+5 4.0E-9 61 3.1E-8 366.2 2803.7 13718.0 16889.0
6.1E+5 1.0E-9 66 4.4E-9 704.9 6242.9 35729.0 42676.5
8.8E+3 9.6E-3 34 3.3E-2 1.6 11.0 5.9 18.5
2.5E+4 6.5E-4 45 2.5E-3 6.8 53.2 48.9 109.0
4.8E+4 1.5E-4 50 4.3E-4 15.7 135.5 184.5 335.7
1.0 7.9E+4 1.5E-5 58 6.2E-5 31.6 355.4 568.3 955.3
9.8E+4 3.6E-6 63 2.3E-5 44.1 478.7 921.3 1444.0
2.2E+5 6.8E-8 78 5.5E-7 148.1 1861.1 5545.8 7555.0
3.9E+5 4.0E-9 85 2.9E-8 366.2 3894.2 18597.0 22857.4
6.1E+5 1.0E-9 88 6.5E-9 704.9 8381.8 46458.0 55544.7
Table 5: Convergence results for the geometry and reference solution in Fig. 7 (left). We present
results for two different values of the Beltrami parameter λ = 0.5 and λ = 1. We observe spectral
convergence in the error ‖e‖∞ with increasing mesh-refinement N as we also reduce the GMRES
tolerance ǫGMRES and correspondingly increase the quadrature accuracy (using parameters M and q).
We also report the total number of GMRES iterations (Ns+ 1) NGMRES and the breakdown of the total
solve time Tsolve ≈ Tsetup + TLB + Tquad−eval on 60-CPU cores.
where w = A−1B0 · n and d = A−1u1. The operator A−1 must be applied twice and this is
accomplished using two GMRES solves. Next, using σ and α, we evaluate B at points in the
interior ofΩ and compare with the reference solution B0.
In Table 5, we report the maximum relative error ‖e‖∞ = ‖B− B0‖∞/‖B0‖∞ in Ω for
two sets of experiments with λ = 0.5 and λ = 1 respectively. In each case, we show con-
vergence as we reduce the GMRES tolerance ǫGMRES, increase the mesh refinement N, and
correspondingly increase the quadrature accuracy. In both sets of results, we observe spec-
tral convergence to about 5-digits of accuracy We also report the total number of GMRES
iterations (Ns + 1) NGMRES and the total solve time Tsolve on 60-CPU cores. We observe that
problems with larger λ require a larger number of GMRES iterations and proportionally
longer solve times. This is well-known in wave propagation problems, and can be attributed
to the spectrum of the boundary integral operator A slightly de-clustering as λ increases.
4.3.2 Toroidal-shell domain
We now present convergence results for the geometry on the right in Fig. 7. The domain Ω
is the region between the two toroidal surfaces, each of which is the surface of revolution of
a rotating ellipse described by the following equation in cylindrical coordinates,[
R(θ, ϕ)
Z(θ, ϕ)
]
=
[
R0
0
]
+
[
cos 32θ − sin 32θ
sin 32θ cos
3
2θ
] [
a 0
0 b
] [
cos 32θ sin
3
2θ
− sin 32θ cos 32θ
] [
cos ϕ
sin ϕ
]
. (4.4)
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The outer surface is described by Eq. (4.4) with R0 = 2.0, a = 0.7 and b = 1.0. Similarly,
the inner surface is described by Eq. (4.4) with R0 = 2.0, a = 0.3 and b = 0.55. As in the
previous case, the reference solution B0 is generated by a generalized Debye current loop
around theΩ and is evaluated using Eq. (4.2) and trapezoidal quadrature rule. We evaluate
B0 · n on the domain boundary Γ. In this setup, we require two flux constraints; the toroidal
flux ΦtorB0 and the poloidal flux Φ
pol
B0
. We setup the discretized boundary integral problem for
the solution B in the following block form,A u1 u2vT1 c11 c12
vT2 c21 c22
σα
β
 =
B0 · nΦtorB0
Φ
pol
B0
 .
We then solve this linear system for the unknowns σ and ϕ as follows,[
α
β
]
=
([
vT1
vT2
] [
d1 d2
]
+
[
c11 c12
c21 c22
])−1([ΦtorB0
Φ
pol
B0
]
−
[
vT1
vT2
]
w
)
σ = w− [d1 d2] [αβ
]
where w = A−1B0 · n and
[
d1 d2
]
= A−1
[
u1 u2
]
. The numerical results in Table 6
show convergence in ‖e‖∞ to about 8-digits as we decrease the GMRES tolerance ǫGMRES
and increase the mesh refinement N. We also report the total number of GMRES iterations
(Ns + 1) NGMRES and the total solve time Tsolve on 60-CPU cores.
4.4 Comparison with SPEC
In Table 7, we compare our solver with the SPEC code of [40]. We present results for the
geometry corresponding to the plasma boundary in the Wendelstein 7-X (W7-X) stellara-
tor [4, 48]. We constructed reference solutions for λ = 0 and λ = 1 with our BIE code using
very fine discretization (N = 8.2E+5, ǫGMRES = 1E-12). The two reference solutions are visu-
alized in Fig. 8. We show convergence for both codes as we increase mesh refinement and
report the relative L∞-norm of the error compared to the reference solutions on the domain
boundary. We also compare the total solve time for both codes on 60-CPU cores. For the
same solution accuracy our method is significantly faster than the SPEC code and at least
N ǫGMRES (Ns + 1) NGMRES ‖e‖∞ Tsetup TLB Tquad−eval Tsolve
2.0E+3 2.0E-3 78 7.3E-3 0.1 6.8 0.9 7.9
8.1E+3 1.3E-5 104 5.1E-5 1.2 33.7 10.6 45.6
1.8E+4 3.0E-7 119 1.4E-6 5.9 111.8 53.7 171.4
3.2E+4 3.2E-8 129 1.1E-7 13.7 239.7 173.2 426.6
5.1E+4 2.6E-9 139 1.4E-8 26.4 552.6 419.7 998.8
Table 6: Convergence results for our Taylor state solver on a toroidal-shell geometry visualized in
Fig. 7 (right). We show convergence in ‖e‖∞ as we decrease the GMRES tolerance ǫGMRES, increase
the mesh refinement N and correspondingly increase the quadrature accuracy (using parameters M
and q). We also report the number of GMRES iterations (Ns + 1) NGMRES and the breakdown of the
total solve time Tsolve ≈ Tsetup + TLB + Tquad−eval on 60-CPU cores.
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an order of magnitude faster for the vacuum field case (λ = 0). This performance is all the
more noteworthy as our solver presently does not take advantage of the 5-fold rotational
symmetry about the vertical axis of W7-X, unlike the SPEC code. Note that we have not
been able to get results for higher refinement in the SPEC code because the system became
ill-conditioned. This is an advantage of our integral formulation, which leads to linear sys-
tems which are as well-conditioned as the underlying physical problem.
BIE method SPEC code
λ N ǫGMRES ‖e‖∞ Tsolve Mpol ×Mtor × Lrad ‖e‖∞ Tsolve
8.8E+3 3E-02 2.3E-1 0.4 11× 11× 5 3.3E-1 14
2.5E+4 3E-03 3.1E-2 2.1 13× 13× 5 6.0E-2 38
3.5E+4 1E-03 6.6E-3 4.3 15× 15× 5 7.9E-3 115
6.3E+4 3E-04 1.6E-3 11.3 21× 21× 5 1.6E-3 527
0.0 7.9E+4 1E-04 5.9E-4 19.5 - - -
1.9E+5 1E-06 9.4E-6 98.1 - - -
3.5E+5 3E-08 6.7E-7 302.3 - - -
4.7E+5 1E-08 9.0E-8 491.8 - - -
8.2E+5 1E-10 2.0E-9 1651.3 - - -
3.9E+3 1E-01 2.2E-1 1.0 11× 11× 5 3.3E-1 13
1.6E+4 1E-02 2.6E-2 12.2 13× 13× 5 6.1E-2 38
2.5E+4 3E-03 7.4E-3 29.8 15× 15× 5 9.1E-3 118
3.5E+4 1E-03 2.7E-3 61.6 19× 19× 5 3.3E-3 389
4.8E+4 3E-04 1.2E-3 117.1 21× 21× 5 2.0E-3 541
1.0 7.9E+4 1E-04 2.3E-4 317.9 23× 23× 5 8.5E-4 879
1.9E+5 1E-06 8.6E-6 1991.0 - - -
2.5E+5 1E-07 9.0E-7 3479.6 - - -
5.2E+5 1E-09 3.0E-8 16763.3 - - -
7.7E+5 1E-10 1.7E-9 40646.2 - - -
Table 7: Convergence results for our BIE code and the SPEC code on the W7-X geometry [4, 48]. We
show convergence in the relative L∞-norm of the error by comparing the solutions with a reference so-
lution. We also report the total solve time Tsolve for both codes on 60-CPU cores. The parametersMpol,
Mtor and Lrad determine the refinement in the poloidal, toroidal and the radial directions in SPEC.
For λ = 0, we use the scheme for vacuum fields described in Section 2.2.4. This has the advantage
that it does not require Laplace-Beltrami solves and only requires computing surface convolutions
with the Laplace gradient kernel, which is significantly less expensive than computing convolutions
with the Helmholtz kernel. We have not been able to obtain results for higher refinement with the
SPEC code, because the system became ill-conditioned.
5 Summary
In this work, we have developed a solver for computing Taylor relaxed states in toroidal
geometries. This extends our previous work in [44] on computing such fields in axisymmet-
ric geometries to non-axisymmetric geometries, and can be applied to the computation of
stepped-pressure equilibria in stellarators [34]. The representation of the field using gener-
alized Debye sources [14] remains the same as in the axisymmetric case, but the numerical
solver is new. The solver is based on a Fourier pseudo-spectral discretization of the surface.
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Figure 8: Reference solutions on theW7X geometry [4, 48] for the convergence results in Table 7. The
fields correspond to λ = 0 and λ = 1 respectively.
We have developed efficient high-order surface quadratures for evaluating layer-potentials
based on previous work of [5, 54], but improve on the partition of unity function used to
separate the integrals into smooth and singular parts. Our method allows for precomputing
the local quadrature resulting in extremely efficient evaluations when used with iterative
solvers. We have incorporated other performance optimizations such as shared memory
parallelism and vectorization of the kernel functions. We have developed optimized im-
plementations of the Laplace-Beltrami solvers from [35, 43], and have also presented a nu-
merically stable scheme for computing magnetic fluxes for arbitrary values of the Beltrami
parameter λ which are critical for our formulation. Finally, we have presented numerical
results to show that our method is efficient and high-order accurate.
Since our boundary integral scheme requires only that the boundary of the domain be
discretized, and not the entire volume, this significantly reduces the number of unknowns
and makes the scheme very efficient. A direct comparison with the existing code SPEC
shows that our solver compares favorably, and could be further accelerated, for example, by
making use of the usual n-fold rotational symmetry of stellarator surfaces about the vertical
axis as SPEC does (3-fold symmetry for QAS3, 5-fold symmetry for W7-X). We furthermore
observe that a boundary integral approach is in fact particularly well-suited for the compu-
tation of stepped pressure equilibria because the force balance conditions between adjacent
Taylor states need only be evaluated at the ideal MHD interfaces on each iteration, i.e on
the boundaries of the computational domain. Other advantages of our solver include a
well-conditioned second-kind integral formulation and no difficulties associated with coor-
dinate singularities (as is common in many volume parameterizations of toroidal domains
required in FEM codes). A current limitation of our scheme is that the uniform grid dis-
cretization makes it unsuitable for geometries with very sharp features. Such features are
frequently required in stellarators to model what are known as divertors, used for remov-
ing fusion products and impurities in the plasma. Computing Taylor states efficiently in
such geometries will require high-order adaptive surface discretizations, alternative singu-
lar and near-singular quadratures, more efficient Laplace-Beltrami solvers compatible with
such discretizations, and coupling with asymptotically fast solvers, such as fast multipole
methods. This is the basis of ongoing research.
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A Notation
In Table 8, we list some frequently used symbols for easy reference.
Symbol Description
Ω domain
Γ boundary
Ns number of surfaces
θ, ϕ toroidal and poloidal angles
x(θ, ϕ) surface position
n(θ, ϕ) surface normal (outward fromΩ)
G(θ, ϕ) metric tensor
B magnetic field
λ Beltrami parameter
Si, Φi domain cross-section and the
corresponding flux condition
Nθ, Nϕ number of discretization points
in toroidal and poloidal directions
f (θ, ϕ), f, f̂ function on a surface, its
discretization and its Fourier
coefficients
Symbol Description
F , F−1 periodic Fourier transform and its inverse
Dθ, Dϕ pseudo-spectral differentiation
operators in θ and ϕ directions
gλ(r) Helmholtz kernel function
Sλ, Dλ Helmholtz single- and double-layer
convolution operators
M, q singular-quadrature parameters
N total number of discretization points
NLB average number of iterations for each
solve of the Laplace Beltrami problem
NGMRES average number of iterations for each
solve of the boundary integral operator
Tsolve total solve time
Tsetup setup time for singluar-quadratures
Tquad−eval evaluation time for the quadratures
TLB Laplace Beltrami solve time
Table 8: Index of frequently used symbols.
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