Let {X n , n ≥ 1} be a sequence of stationary associated random variables. For such a sequence, we discuss the limiting behavior of U-statistics based on kernels which are of bounded Hardy-Krause variation. As an application, we obtain the asymptotic distribution of Gini's mean difference. We also give simulation results to illustrate the asymptotic normality of the statistic under the dependent setup.
Introduction
Dewan and Prakasa Rao (2001) gave a central limit theorem for U-statistics based on stationary associated random variables using an orthogonal expansion of the underlying kernel. They also obtained a central limit theorem for U-statistics with continuous component-wise monotonic kernels of degree 2 using the Hoeffding's decomposition in (2002) . Garg and Dewan (2014) extended the results of Dewan and Prakasa Rao (2002) to continuous component-wise monotonic kernels of higher degree and to kernels which are non-monotonic. Continuing with the investigations, in this paper we discuss the asymptotic behavior of U-statistics which are based on kernels of bounded Hardy-Krause variation. Apropos our discussion, we first give the following definition given by Esary et al. (1967) . Definition 1.1. A finite collection of random variables {X j , 1 ≤ j ≤ n} is said to be associated, if for any choice of component-wise nondecreasing functions h, g :
where (n, k) indicates all subsets 1 ≤ i 1 < i 2 < · · · < i k ≤ n of {1, 2, . . . , n}.
Let F be the distribution function of X 1 and U n be the U-statistic based on the 2 degree kernel ρ(x 1 , x 2 ). Let θ = R 2 ρ(x 1 , x 2 ) dF (x 1 )dF (x 2 ). The Hoeffding-decomposition (H-decomposition) for U n is given by (see, Lee (1990) )
where H (j) n is the U-statistics of degree j based on the kernel h (j) , j = 1, 2.
h
(1) (x 1 ) = ρ 1 (x 1 ) − θ, h (2) (x 1 , x 2 ) = ρ(x 1 , x 2 ) − ρ 1 (x 1 ) − ρ 1 (x 2 ) + θ.
and ρ 1 (x 1 ) = R ρ(x 1 , x 2 ) dF (x 2 ). When the observations are i.i.d, E(U n ) = θ.
Next, we discuss the concept of Hardy-Krause variation. The following is from Beare (2009) . where, x I is the vector in R k whose i th element is given by c i if i ∈ I, or by
, we have,
When k = 1, the Hardy-Krause variation is equivalent to the standard definition of total variation.
Examples of functions which are of bounded Hardy-Krause variation include the kernel of Gini mean difference and empirical joint distribution functions. The asymptotic distribution of these statistics is discussed in section 4.
The paper is organized as follows. Section 2 includes results and definitions that will be required to prove our main results in section 3. In section 3 of the paper, we obtain a central limit theorem for U-statistics based on functions of bounded Hardy-Krause variation for stationary associated random variables. In section 4, we apply our results to obtain the asymptotic distribution of Gini's mean difference. We give simulation results in section 5 to investigate the asymptotic normality of the statistic under the dependent setup.
Preliminaries
In this section, we give results and definitions which will be needed to prove our main results given in section 3.
Lemma 2.1. (Serfling (1968) ) Consider a sum of the form
where r(k) is some non-negative function satisfying
Then, |∆| = o(mn 2 ) as m and n → ∞, such that m n → c > 0.
Lemma 2.2. (Newman (1980) ) Let {X n , n ≥ 1} be a strictly stationary sequence of associated random variables. Let σ 2 = V ar(X 1 ) + 2 Newman (1984) ) Let f and f 1 be two complex-valued functions on R m . We say f ≪ f 1 if f 1 − Re(e iα f ) is coordinate-wise nondecreasing for every α ∈ R. If f and f 1 are two real-valued functions on R n , then f ≪ f 1 iff f 1 + f and f 1 − f are both coordinate-wise nondecreasing. If f ≪ f 1 , then f 1 will be coordinate-wise nondecreasing.
Lemma 2.4. (Newman (1984) ) Let {X n , n ≥ 1} be a stationary sequence of associated random variables. For each j, let
where
Lemma 2.5. (Bagai and Prakasa Rao (1991) ) Suppose X and Y are associated random variables with bounded continuous densities. Then there exists a constant C > 0 such that,
Lemma 2.6. (Lebowitz (1972) ) If the random variables {X j , 1 ≤ j ≤ n} are associated then,
Here, for A and B, subsets of {1, 2, ..., n} and real x j 's,
The proofs of the results of Dewan and Prakasa Rao (2002) and Garg and Dewan (2014) were based on Bulinski's inequality (Bulinski (1996) ). For obtaining the asymptotic distribution of U-statistics based on kernels of bounded Hardy-Krause variation we use the following inequality by Beare (2009 
R is chosen such that each Z i is equal to a i with probability zero. For a non-empty set K ⊆ {1, ..., u + v}, let R K = k∈K [a k , b k ], and let F K denote the joint distribution of those Z k for which k ∈ K. Let F ∅ = 1. X = (Z 1 , ..., Z u ) and Y = (Z u+1 , ..., Z u+v ) and the two real functions f and g are defined on R {1,...,u} and R {u+1,...,u+v} .Suppose f and g are of bounded Hardy-Krause variation (||f || HK , ||g|| HK < ∞) and left-continuous. Then we have,
for all non-empty sets I ⊆ {1, 2, ..., u} and J ⊆ {u + 1, u + 2, ..., u + v}. 
I for all non-empty I ⊆ {1, ..., n}, then we say f is left-continuous.
Lemma 2.8. (Garg and Dewan (2014) ) Let {X n , n ≥ 1} be a stationary sequence of associated random variables. For each j, let Y j = f (X j ) andỸ j =f (X j ). Suppose that f ≪f . Let {l n , n ≥ 1} be a sequence of positive integers with 1 ≤ l n ≤ n and
Then,
where (write l = l n ),
Lemma 2.9. (Birkel (1988a) ) Let {X n , n ≥ 1} be a stationary sequence of associated random variables. with E(X j ) = 0 and |X j | ≤ C < ∞ for j ≥ 1. Assume that u(n) = O(n −(r−2)/2 ). Then, there is a constant B > 0 not depending on n such that for all n ≥ 1,
where,
3 Limiting behavior of U-statistics based on kernels of bounded Hardy-Krause variation.
The main result of this section, Theorem 3.2 in sub-section 3.1, gives the central limit theorem for U-statistics based on a kernel of degree 2 which is of bounded Hardy-Krause variation for a sequence of stationary associated random variables. The extension of this theorem to U-statistics with kernels of a general finite degree k ≥ 3 are also discussed. We also discuss a strong law of large numbers for U-statistics based on such kernels using the results in Christofides (2004) in the sub-section 3.2.
Central limit theorem
Lemma 3.1. Let {X n , n ≥ 1} be a sequence of stationary associated random variables, such that
Let F be the distribution function of X 1 and f be its density function which is bounded. Let U n be a U-statistic based on a symmetric 2-degree kernel ρ(x, y) which is of bounded Hardy-Krause variation and left continuous. Let σ 2 1 = V ar(ρ 1 (X 1 )) < ∞. Define,
Proof. Let C 1 be a generic positive constant in the sequel. Using H-decomposition, Dewan and Prakasa Rao (2002) , we get,
and
Since ρ is of bounded Hardy-Krause variation, so is h (2) , hence using Lemma 2.7,
When I = {i, j} and J = {k, l}, using Lemma 2.6 and Lemma 2.5,
When I = {i} and J = {k}, using Lemmas 2.5,
Other cases can be handled similarly. Therefore,
Using Lemma 2.1 and
and hence,
From 3.3, and 3.8, and using Cauchy-Schwartz Inequality we have,
From 3.3, 3.8 and 3.9, we have,
The following gives the central limit theorem for a U-statistic based on a stationary sequence of associated observations with a kernel of bounded HardyKrause variation.
Theorem 3.2. Assume the conditions of Lemma 3.1 hold and 0 < σ 2 U < ∞. Suppose ∃ a functionρ 1 (·) such that ρ 1 ≪ρ 1 and, 12) where σ 2 U is defined by 3.2.
Proof. The H-decomposition for U n is
(3.14)
From 3.11 and Lemma 2.4, we get that,
Relations 3.13, 3.14, and 3.15 prove the theorem.
Note. The above results can be easily extended to a U-statistic based on a kernel of any finite degree k. Let U n be the U-statistic based on a finite k-degree symmetric kernel ρ(x 1 , x 2 , . . . , x k ) which is of bounded Hardy-Krause variation. Suppose
If conditions of Theorem 3.2 hold, then
where σ 2 U is defined by 3.2.
Strong law of large numbers
Christofides (2004) showed that {S n = n k U n , n ≥ k} (U n defined by 1.1), is a demimartingale when E(ρ) = 0 and ρ is component-wise nondecreasing. Using the concept of demimartingales, he proved a strong law of large numbers for U n under restrictions on moments of ρ. He also extended the result to U-statistics based on kernels ρ : 
We observe that kernels which are of bounded Hardy-Krause variation fall into the class of kernels discussed by Christofides (2004) . Hence, under restrictions on the moments of the kernel, as discussed in Theorem 2.1 and Lemma 2.2 of Christofides (2004) a strong law of numbers is true for U-statistics based on kernels of bounded Hardy-Krause variation.
Applications

Gini's mean difference
Suppose we want a measure of variability for observations from a distribution F . A possible index of variability is Mean difference, θ, given by,
(4.1)
Given a sample {X j , 1 ≤ j ≤ n} from F , an estimator for θ is the Gini's mean difference, U n , defined by,
where the kernel ρ(x, y) = |x − y|. When the observations are independent and identically distributed, the asymptotic distribution of U n , as discussed in Hoeffding (1948) is,
Here,
We now obtain the limiting distribution of U n when the observations are stationary and associated.
Theorem 4.1. Let {X n , n ≥ 1} be a sequence of stationary associated random variables having one dimensional marginal distribution function F and a bounded density function. |X n |< C < ∞, n ≥ 1. Let,
where, U n and σ 2 U are defined by 4.2 and 3.2 respectively.
Proof.
Then, by H-decomposition,
n , where θ is given by 4.1. We observe ρ(x, y) is a function of bounded Hardy-Krause variation (Definition 1.2). Now,
For any x, z ∈ R, we have,
i.e ρ 1 (·) is Lipschitzian. Using 4.3 and Theorem 3.2, we have
where, Y is a r.v with the distribution function F and is independent of (X 1 , X j ).
Note. The limiting distribution of Gini's mean difference cannot be obtained using results of Garg and Dewan (2014) . Though the kernel ρ(x, y) = |x− y| is continuous, it does not satify the conditions of Bulinski's inequality (Bulinski (1996) ). There exist infinitely many points (x, y) ∈ R 2 at which Theorem 4.2. Let {X n , n ≥ 1} be a sequence of stationary associated random variables having one dimensional marginal distribution function F . |X n | ∈ I n ≥ 1, where
4)
for some l > 2. Then,
where b n = O(n 1+u/2−p ), for some u > 1 and p ∈ (0, 1) such that
Proof. Divide the interval I into d n = O(n p ), for p ∈ (0, 1) small intervals as follows: Let −C = y n 0 < y n 1 < ... < y n dn = C. The d n intervals are denoted as
For any ǫ > 0,
. Let B be a generic positive constant in the sequel.
where,S n (x n i ) = n j=1 B(X j − x n i ). Observe, |X j − x|≪ B(X j − x) ∀x ∈ I. Using the equality (a + b) l = l j=0 l j a j b l−j and the Cauchy-Shwartz inequality, we have,
Both {S n (x n i ) +S n (x n i ); n ≥ 1} and {S n (x n i ) − S n (x n i ); n ≥ 1} form an associated sequence. Now,
Similarly,
Using Lemma 2.9, we get,
(4.9)
From 4.6, we have,
(4.10)
Hence,
(4.11)
Finally,
(4.12)
Result follows if b n = O(n 1+u/2−p ), for some u > 1 and
Empirical joint distribution functions
Let {X n , n ≥ 1} be a sequence of stationary associated random variables. The asymptotics for the empirical estimator of survival function for this sequence was discussed in Bagai and Prakasa Rao (1991) . Henriques and Oliveira (2003) had discussed the asymptotics for the histogram estimator for the two-dimensional distribution function of (X 1 , X k+1 ). In both the cases, the kernel is of bounded Hardy-Krause variation. Similarly, the kernel of the histogram estimator for any finite k-dimensional distribution function is also of bounded Hardy-Krause variation. Hence, the results in section 3 can be used for studying the asymptotic behaivior of U-statistics based on these kernels.
Simulation Analysis
The asymptotic normality of Gini's mean difference based on stationary and associated observations were investigated via simulations.
forms a set of stationary associated random variables such that X ′ i s are standard exponential variables (Exp(1)). Similary, in order to obtain stationary associated random variables {X i , 1 ≤ i ≤ n} such that X ′ i s are standard normal variables (N (0, 1) ), we can set
(1) We used the statistical software R (http://www.r-project.org; R Development Core Team (2011)) for our simulations. The samples {X k , 1 ≤ k ≤ n} were generated as follows, (S1) X k = min(Y k , Y k+1 ), and {Y k , k ≥ 1} are pseudo-random numbers from Exp(1/2) using rexp function in R.
.., Y k+9 ), and {Y k , k ≥ 1} are pseudo-random numbers from Exp(1/10) using rexp function in R.
, and {Y k , k ≥ 1} are pseudo-random numbers from N (0, 1/3), using rnorm function in R. (S6) X k = Y k + ... + Y k+9 , and {Y k , k ≥ 1} are pseudo-random numbers from N (0, 1/10), using rnorm function in R. (2) The results are based on 10,000 replications. (3) α = 0.05. (4) For our simulations, we used Lemma 2.8 for the estimation of σ U . We chose l n = [n 3/5 ], smallest integer less than or equal to n 3/5 . (5) In Lemma 2.8,
as ρ 1 is lipshitz. For practical applications, the distribution function of the underlying population F will be unknown. Hence, an estimator for ρ 1 (x) is needed. LetB n be analogous to B n with S j (k) replaced byŜ j (k) = j+k i=j+1ρ 1 (X i ), and Skewness (g) , and Kurtosis (g) are the corresponding characteristics of the r sample statistic values. Observations (i) Estimation of σ U : As discussed earlier, we have used an estimator for σ U for simulations. (5) and Lemma 2.8 implies that π/2B n is also a consistent estimator for σ U . For the sample generated from Exp(1), using (S1), (S2), and (S3), we analyse the performance of the estimator by comparing 2 π/2B n with the actual values (2σ U ). The following table shows that as the sample size increases the value of bias reduces. As expected, E.M.S.E (Estimated M.S.E) also reduces with the increase in the sample size. For m = 2, 3, the rate of convergence is faster than for m = 10. (ii) Asymptotic Normality: For a fixed m, we observe that as the sample size increases, the approximation to the normal distribution is better. For m = 2, 3, the convergence to normality is faster, as expected, as the variables are "almost independent". For m = 10, we see that the approximation is good only for much larger values of n. The use of the estimator of σ U could also affect the convergence as the bias and E.M.S.E (Estimated M.S.E) reduces much faster for m = 2, 3 than for m = 10.
(iii) Estimation of the mean difference: When X ′ i s are Exp(1), the value of the mean difference, θ, is 1. From Table 5 .1, it can be seen that when m = 2, 3, the convergence of the mean of 10,000 sample gini mean difference values to 1 is faster than when m = 10. This is expected as greater dependence leads to a slower rate. Similar results are observed from Table 5 
Conclusions
In this paper, we gave the limiting distribution of U-statistics based on kernels of bounded Hardy-Krause variation when the underlying sample consists of stationary associated observations. As an application, we obtain the asymptotic distribution of Gini's mean difference under the dependent setup. The limiting distribution of Gini's mean difference cannot be obtained using results of Garg and Dewan (2014) as the kernel ρ(x, y) = |x − y| though continuous, does not satify the conditions of Bulinski's inequality (Bulinski (1996) ). Simulation results performed for the statistic indicate that reasonable sample sizes are needed for using the normality approximation. Greater the dependence, larger the sample sizes needed for a viable use of the asymptotic normality results.
Asymptotic distribution for U-statistics based on continuous kernels for associated random variables are discussed in Dewan and Prakasa Rao (2002) and Garg and Dewan (2014) . Results for dis-continuous kernels that are not componentwise monotonic and are not functions of bounded Hardy-Krause variations are being presented elsewhere.
