A macro type of biquadratic C 1 finite elements is constructed on rectangle grids. This is a rectangular version of the C 1 Powell-Sabin element, a C 1 -P 2 element on triangular grids. Here, each rectangle of the base grid is refined into four subrectangles. As in the case of the Powell-Sabin element, we have more constraints than the number of degrees of freedom on each macroelement. However, the extra constraints are consistent. It is shown further that the constructed finite element space is the full C 1 -Q 2 space on the grid. It is also shown that the finite element space is a tensor product space of one-dimensional C 1 -P 2 spaces, where the nodal basis is supported on four intervals. The B-spline function of P 2 is supported on three intervals. The Girault-Scott operator is extended to the element. The application and the convergence of the finite element to the biharmonic equation are presented. Numerical tests are provided.
Introduction. The construction of differentiable (C
1 ) finite elements is relatively difficult. Most C 1 elements currently in use were constructed in 1960s and 1970s. On general triangular grids, the lowest order polynomial degree is 5 for constructing C 1 piecewise polynomials. This is the well-known Argyris P 5 element, designed in 1968 [2] . To lower the polynomial degree, the Hsieh-Clough-Tocher (HCT) P 3 macroelement was created in 1965; cf. [3] . Here each base triangle is refined into three subtriangles to form one macroelement; cf. Figure 1 . Refining each base triangle into six-for example, connecting the center of the inscribed circle of a triangle to its three vertices and the centers of three neighboring triangles (cf. Figure 1) -is how the Powell-Sabin C 1 -P 2 element was created in 1977; cf. [6] . This is a revolutionary construction in that the degree of freedom is 6 × 6 = 36, 6 less than that of total number of constraints, 3 × 6 + 5 × 3 + 3 × 3 = 42, on each macroelement. The extra constraints are consistent. On rectangular grids, the Bogner-Fox-Schmit (BFS) Q 3 element was found in 1965; cf. [3] . The degree of freedom on each element for Q 3 is 4 × 4 = 16. The finite element function is defined by the value u(x i ), first derivatives u x (x i ) and u y (x i ), and a mixed second derivative u xy (x i ), at four vertices, as shown in Figure 2 . To lower the polynomial degree, we follow the idea of the Powell-Sabin construction. Each base rectangle is divided into four rectangles as a macroelement, as shown in Figure 2 . The new C 1 -Q 2 element is depicted in Figure 2 (right). We note that, similar to the Powell-Sabin P 2 element, the degrees of freedom on each macroelement are 4×9 = 36, 8 fewer than the total number of constraints 4 × 4 + 4 × 4 + 3 × 4 = 44. We show that this space is a tensor product of the one-dimensional (1D) C 1 -P 2 finite element spaces. Here we construct the (full) 1D C 1 -P 2 finite element spaces on irregular grids, where each nodal basis is supported on four intervals. The B-spline function of P 2 is supported on three intervals. That is, the traditional B-splines are adapted to form finite element spaces.
The optimal order approximation property is established for the new element. Here, the Girault-Scott operator [4] is extended/constructed for the new element so that the Girault-Scott interpolation maps H 2 0 functions to the C 1 -Q 2 finite element space. We observe from the numerical examples that the convergence rate for the error of the finite element solution is of order 3 in the L 2 norm; we cannot give a theoretical justification for it. This is a well-known problem in the finite element theory for biharmonic solutions. In addition to a useful, simpler method, the new element has its theoretic interest. Due to the nestedness of spaces in refinement, the new element has its advantages in the multigrid method and in the h-adaptive method. Another side interest is that the C 1 -Q 2 element ensures the optimal order approximation of a Q 2,1 × Q 1,2 divergence-free element; cf. [5, 9] .
The rest of the paper has the following sections. In section 2, the full C 1 -Q 2 space and a tensor-product C 1 -Q 2 space are defined. In section 3, the equivalence of the two C 1 -Q 2 spaces is shown. In section 4, the Girault-Scott operator is introduced to show the optimal order approximation of the new finite element. The optimal order convergence for the element is proved consequently, for solving the biharmonic equation. In section 5, the 2D C 1 -Q 2 element is extended to three dimensions. In section 6, some numerical results are provided to confirm the theory. 
The macro C
1 -Q 2 element. The new C 1 finite element is to be applied to the following biharmonic problem:
Here ∂ n u = ∂u ∂n , Ω is a polygonal domain which can be subdivided into rectangles (cf. Figure 3 ), and n is the unit normal vector on the boundary ∂Ω. The weak form for (2.1) is:
Here H 2 0 (Ω) is the subspace of the Sobolev space H 2 (Ω) (cf. [3] ) with zero boundary trace, H 2 0 (Ω) = {v ∈ H 2 | v = ∂ n v = 0 on ∂Ω}, and the bilinear forms are
Let Ω be covered exactly by a shape-regular grid M h consisting of rectangles; cf. Figure 3 . We further subdivide each rectangle in grid M h into four subrectangles by a horizontal line and a vertical line. This results in a new grid T h , shown in the right diagram of Figure 3 . Here the grid size h denotes the maximum dimension of all rectangles. In particular, we define eight grid sizes, {h
for each internal node A ∈ N h , where N h is the set of internal grid points of the macroelement grid M h . The grid sizes are shown in Figure 4 . Of course, we assume that the grids are quasi-uniform; i.e., there is a positive constant C such that
Let the polynomial space of separate degree 2 or less be
The macro C 1 -Q 2 finite element space is defined by The structure, nodal basis, and optimal order approximation property for this new C 1 -Q 2 element will be established later. The resulting linear system of finite element equations for (2.3) is:
The full C 1 -Q 2 space V h is defined abstractly in (2.4). We would find a basis for the finite element space, which can also be a tensor-product of the 1D C 1 -P 2 basis.
Here the nodal basis functions are supported on four intervals (cf. Figure 5 ):
where the elementwise basis functions are defined by
JUN HU, YUNQING HUANG, AND SHANGYOU ZHANG E r r r r r ψ 1,2i (x 2i ) = 1 :
r r r r r ψ 2,2i (x 2i ) = 1 : Proof. As a function v h inS h is C 1 and piecewise P 2 , v h is in the space S h by definition. That is,S h ⊂ S h . In the other direction, given a function v h ∈ S h , we have a unique representation
For equally spaced grids in one dimension, the elementwise basis (2. 
That is, these functions are piecewise quadratic polynomials on two intervals [−1, 0] ∪ [0, 1] and satisfy the conditions
their other nodal values are zero; and they are C 1 at x = 0. The same basis functions in (2.9) are constructed as before in [1] . (We found this work after we made an independent construction.) We note that the C 1 -P 2 B-spline functions were constructed a long time ago; cf. [7] . The basis function of B-splines is supported on three intervals, as shown in Figure 
(2.10)
Here our nodal basis functions are constructed on four intervals, for a better fit of finite element computation. We use both the function values and the derivatives in the finite element interpolation. The typical B-spline interpolation is done by function values only, sequentially. We next construct a 2D corresponding-tensor product basis using 1D basis functions (2.8). The 2D basis functions at a node A = ( Figure 4) , are defined as tensor products of 1D basis functions in (2.8). We introduce some brief notation. For i = 0, 1, 2, 3,
Then, on 16 subrectangles, we define 4 nodal basis functions at node A:
(2.14)
These basis functions satisfy The nodal values are zero at rest nodes of N h . In particular, ψ 1 and ψ 4 are shown in Figure 8 , on a uniform grid.
Via the basis functions (2.11)-(2.14), we define another finite element space, which will be shown to be the same as the full
Here in (2.15), the coefficients are the nodal values of the
This relationship also defines an interpolation operator I h :
In other words, the finite element function is determined by its four nodal values at the internal grid points of the macroelement grid M h , shown in Figure 9 .
Lemma 2.1. The finite element spaceṼ h , defined in (2.15), is of C 1 and Figure 9 . That is, we are required to show only that
Here x A ± denote the limits from two sides,
. We verify only the first equation and the third equation with i = 1. All the rest are shown exactly the same way. By (2.11) (cf. Figures 4 and 9 
That is,Ṽ h ⊂ C 1 0 (Ω). As V h is defined as the whole C 1 -Q 2 space on T h , it follows that it contains the C 1 -Q 2 spaceṼ h as its subspace, i.e.,Ṽ h ⊂ V h .
3. The full C 1 -Q 2 space. The most C 1 finite element spaces in use are only subspaces of the corresponding C 1 piecewise polynomial spaces. For example, the Argyris finite element space is a subspace of the C 1 -P 5 space on a triangular grid, where the nodal continuity is of C 2 . It is important in its applications to other polynomial approximation problems that the finite element space constructed be a full C 1 space. One important application is to the divergence-free C 0 finite element on rectangular grids [5] .
So far, we have defined two C 1 -Q 2 finite element spaces, V h andṼ h . V h is defined abstractly. Roughly speaking, a Q 2 polynomial has 3 × 3 = 9 degrees of freedom, but it is required to satisfy at least 4 × 4 = 16 constraints to fulfill the nodal C 1 continuity requirement. Even if we decide to form V h on 2 × 2 macroelement grids, there would be still more constraints than degrees of freedom on each 2 × 2 patch. We have 4 × 9 = 36 degrees of freedom on each patch for piecewise Q 2 polynomials. But we have a total of 4 × 4 (C 1 requirements at 4 corners)+ 3 × 4 (C 1 requirements at the center vertex)+4×4 (C 1 requirements at the 4 midedge vertices) = 44 constraints. We avoid this difficulty partially by constructing another C 1 -Q 2 subspaceṼ h , via tensorproduct. After showingṼ h ⊂ V h in Lemma 2.1, we would face the above difficulty in showingṼ h ⊃ V h , i.e., showing that those 36 degrees of freedom do uniquely satisfy the 44 constraints. In other words, a C 1 -Q 2 function is uniquely defined by the 16 degrees of freedom (shown in Figure 9 ) on each macroelement in M h . This is how we discovered the new C 1 -Q 2 element. But we prove this indirectly via the tensor-product of 1D C 1 -P 2 functions. Figure 10 . We take the vertex L as an example to show this fact. Because ∂ y v h is continuous on edge KL, by Lemma 2.1, ∂ xy v h is the same on both sides of edge KL. In particular,
4) is characterized by the tensorproduct spaceṼ h (2.15):
V h =Ṽ h .
Proof. By Lemma 2.1, we are left to show
We show next that w h := I h v h − v h ≡ 0 on one macroelement BCF E; cf. 
. Vertices on four macroelements (left) and on one macroelement (right).
Because w h (±1) = ∂ x w h (±1) = 0, it follows that
for some constants c 1 and c 2 . By the continuity of w h BC at midpoint J (cf. Figure 10 ), c 1 = c 2 . Then, by the continuity of ∂ x w h BC at midpoint J, c 1 = 0. Thus w h BC ≡ 0. Next, similarly, we get ∂ y w h BC ≡ 0, as it is also a two-piece P 2 polynomial. Thus, we can factor out the two factors to have
for some quadratic polynomial p 2 (x). Symmetrically, w h = ∂ x w h = 0 when restricted to the vertical edge BK. Repeating this process at the other three vertices C, F , and E, it follows that
for some constants C i . By the continuity of w h at the center point L, C 1 = C 2 = C 3 = C 4 . Then, by the continuity of ∇w h at L, C 1 = 0. Hence w h ≡ 0, and thus v h ∈Ṽ h . ThoughṼ h = V h is the maximum C 1 -Q 2 space, we still have to show that it contains the Q 2 polynomials locally, due to the use of a macrogrid.
Here the interpolation operator I h is defined in (2.16).
Proof. I h u is well defined for an H 3+ function u, as the values of u, u x , u y , and u xy are well defined at internal and boundary vertices, by the Sobolev embedding theorem. Then, with a boundary condition of H 2 0 (Ω), we have I h u ∈ V h . We show next that I h preserves Q 2 polynomials locally. This is in fact implied by Theorem 3.1, except for a simple modification on the boundary condition. However, we give another direct proof.
On one macroelement M of four rectangles, I
A x+ × I A y− , shown in Figure 9 , we verify I h v = v for v = 1. By (2.16), (2.11)-(2.12), and (2.8),
That is, an interpolation of a tensor product is the tensor product of the one-directional interpolations. Note that h
So we need only to verify the polynomial preserving property of I h in the 1D interpolation. By the definition (2.8), we can see the following equalities by simple cancellation:
Thus, using the nodal values at the end points, we get, for
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4. The optimal order approximation. We would apply the Girault-Scott operator [4] to show the optimal order approximation of the space V h . A reason for extending the nodal interpolation operator I h to the Girault-Scott operatorĨ h is the use of u xy as a nodal value, which requires H 3+ regularity for the function u. We would assume H 2 regularity for the biharmonic solution u in (2.1). The Girault-Scott operator defines an interpolationĨ h u using only the traces of u and ∂ n u on some edges, which are H 3/2 and H 1/2 functions. Then the finite element solution approximates the weak solution u in the optimal order, following the Céa lemma.
The Girault-Scott [4] operator defines nodal values by averaging the function on an edge attached to the vertex. In Figure 11 , we display such a selection. For a vertex A at the boundary, the edge σ A to be selected must be a boundary edge. This is to ensure that the boundary conditions would be kept after interpolation. At an internal vertex B, any of the four edges attached to B can be chosen as σ B . For these four linearly independent (in L 2 ([x A , x C ])) functions, we can define a dual basis
Via a symbolic computation, we can get, on the reference element,
By appropriate scaling mappings, we can find the true dual basis defined on [ The Girault-Scott operator is defined as
where the nodal values of v are defined by
Please note that the averaging is done only on u and u y , but not on u xy . For the two nodal values v x (A) and v xy (A), we use integration by parts when doing averaging of u and u y on σ A . This is the beauty of the Girault-Scott operator [4] . Lemma 4.1.Ĩ h preserves V h functions; i.e.,
We want to show thatĨ h preserves each term of v h in the expansion. That is, we show thatĨ h preserves the nodal values of v h :
Since all other terms involved on the edge vanish by Figure 11 )
For the third term, we can get
For the last term of the high-order derivative, we also need an integration by parts:
Here σ A = AC is an edge at A, as shown in Figure 11 . We show the approximation property of the finite element space by the local Q 2 -preservation of the nodal interpolation operator I h and the V h -preservation of the Girault-Scott operatorĨ h .
Here the interpolation operatorĨ h is defined in (4.5) .
Proof. It is standard to show the stability of operatorĨ h . For details, we refer to [4, 8] 
Thus (4.7) follows after applying the Bramble-Hilbert lemma; cf. [4, 8] .
We finish the analysis with the convergence theorem. Theorem 4.2. The discrete solution u h of (2.5) approximates that of (2.1) in the optimal order:
Proof. The proof is standard, using the Céa lemma for the H 2 norm. For the H 1 norm estimate, a duality argument is applied. See [3] for details.
5. The 3D C 1 -Q 2 finite element. In this section, we extend our 2D C 1 -Q 2 finite element to three dimensions. The extension is straightforward, by the 3D tensorproduct. The domain is subdivided using a macroelement grid M h . Each cuboid of the rectangular grid M h is subdivided into eight cuboids to form the computational grid T h ; cf. Figure 12 .
The finite element space is defined by where N h is the set of all internal nodes of M h . The equivalence of the two definitions above can be shown using a similar argument in Theorem 3.1. Depending on which subcuboid is analyzed (cf. (2.11)-(2.14)), the eight nodal basis functions are defined by tensor products, The analysis in two dimensions can be extended to this 3D element straightforwardly. The first three levels of grid T h are depicted in Figure 13; i.e., each square is refined into four subsquares in the next level. The initial or level-one grid is simply one unit square. Thus V h = {0} on level one. The numerical solution and the nodal error are plotted in Figure 14 . It is also interesting to view the derivative errors in Figure 15 , which may help us to find some recovering methods for superconvergence. The discrete finite element equations are solved by conjugate gradient iteration. The number of iterations is listed in the last column of Table 1 . In Table 1 convergence rate is actually a full order better than is guaranteed by theory for such lowest order elements on fourth order problems. 
