Process mining has emerged as a way to analyze the behavior of an organization by extracting knowledge from event logs and by offering techniques to discover, monitor and enhance real processes. In the discovery of process models, retrieving a complex one, i.e., a hardly readable process model, can hinder the extraction of information. Even in wellstructured process models, there is information that cannot be obtained with the current techniques. In this paper, we present WoMine, an algorithm to retrieve frequent behavioural patterns from the model. Our approach searches in process models extracting structures with sequences, selections, parallels and loops, which are frequently executed in the logs. This proposal has been validated with a set of process models, including some from BPI Challenges, and compared with the state of the art techniques. Experiments have validated that WoMine can find all types of patterns, extracting information that cannot be mined with the state of the art techniques.
Introduction
With the explosion of process-related data, the behavioural analysis and study of business processes has become more popular. Process mining offers techniques to discover, monitor and enhance real processes by extracting knowledge from event logs, allowing to understand what is really happening in a business process, and not what we think is going on [23] . Nevertheless, there are scenarios -highly complex process models-where process discovery techniques are not able to provide enough intelligible information to make the process model understandable to users.
There are four quality dimensions to measure how good a process model is: fitness replay, precision, generalization and simplicity. Regarding the latter, discovering a complex process model, i.e., a hardly readable process model, can totally hinder its quality [5] making difficult the retrieval of behavioural information. Different techniques have been proposed to tackle this problem: the simplification of already mined models [5, 7] , the search of simpler structures in the logs [15, 17, 22] , or the clusterization of the log into smaller and more homogeneous subsets of traces to discover different models within the same process [9, 10, 18] . Although these techniques improve the understandability of the process models, for real processes the model structure remains complex, being difficult to understand by users.
As an alternative to these techniques, there exist some proposals whose aim is to extract structures -or subprocesses-within the model which are relevant to describe the process model. In these approaches, the relevance of a structure is measured as: i) the total number of executions [15, 22] , e.g., a structure executed 1,000 times; or ii) its high repetition in the traces of the log [3, 8] , e.g., a subprocess which appears most of the times the process is executed. In this paper, we will focus in the search of frequent behavioural patterns of the second type. The extraction of these frequent structures is useful in both highly complex and well-structured models. In complex models, it allows to abstract from all the behaviour and focus on relevant structures. Additionally, the application of these techniques in well-structured process models retrieves frequent subprocesses which can be, for instance, the objective of optimizations due to its frequent execution within the process. The knowledge obtained by extracting these frequent patterns is valuable in many fields. For instance, in e-learning, the interactions of the students with the learning management system can be registered in order to reconstruct their behaviour during the subject [28] , i.e., to reconstruct the learning path followed by the students. The extraction of frequent patterns from these learning paths -processes-can help teachers to improve the learning design of the subject, enabling its adaptation to the students behaviour. It can also reveal behavioral patterns that should not be happening. In addition, for other business processes like, for example, call centers where the objective is to retain the customers, the discovery of frequent behaviours can be decision-making. In this domain, process models tend to contain numerous choices and loops, where frequent structures can show a possible behavior which leads to retain customers. This knowledge can be used to plan new strategies in order to reduce the number of clients who drop out, by exploiting the paths that lead to retain customers, or avoiding those which end in dropping out.
In this paper we present WoMine, an algorithm to mine frequent patterns from a process model, measuring their frequency in the instances of the log. The main novelty of WoMine, which is based on the w-find algorithm [8] , is that it can detect frequent patterns with all type of structures -even n-length cycles, very common structures in real processes. It can also ensure which traces are compliant with the frequent pattern in a percentage over a threshold. Furthermore, WoMine is robust w.r.t. the quality of the mined models with which it works, i.e., its results do not depend highly on the fitness replay and precision of the mined models. The algorithm has been tested with 20 synthetic process models ranging from 20 to 30 unique tasks, and containing loops, parallelisms, selections, etc.
Experiments have been also run with 12 real complex logs of the Business Process Intelligence Challenges.
The remainder of this paper is structured as follows. Section 2 introduces the algorithms related with the purpose of this paper. The required background of the paper is introduced in Section 3. Section 4 presents the main structure of WoMine, followed by detailed explanations in Sections 5 and 6. Finally, Section 7 describes an evaluation of the approach, and Section 8 summarizes the conclusions of the paper.
Related Work
A simple and popular technique to detect frequent structures in a process model is the use of heat maps, which can be found in applications like DISCO [11] . It provides a simple technique which can retrieve the frequent structures of a process model considering the individual frequency of each arc. Other techniques check the frequency of each pattern taking into account all the structure, and not the individual frequency. These approaches, under the frequent pattern mining field [12] , can build frequent patterns based just on the logs, searching in them for frequent sequences of tasks [13, 14, 31] . Improving this search, episode mining techniques focus their search in frequent, and more complex structures such as parallels [15, 17] . With a different approach, the w-find algorithm [8] uses the process model to build the patterns, checking their frequency in the logs. Extending these mining techniques, the local process mining approach of Niek Tax et al. [22] discovers frequent patterns from the logs providing support to loops. Finally, in [3] tree structured patterns in the XML structure of the XES 1 logs are searched. Nevertheless, as we will show in this section, all these techniques fail to measure the frequency of a pattern in some cases, and specially when the model presents loops or optional tasks 2 .
The heat maps approach performs a highlight of the arcs and tasks of a process model depending on their individual frequency, i.e., the number of executions. To obtain the frequent patterns of a model using heat maps, the arcs which frequency exceeds a defined threshold are retrieved. The problem is that the individual frequency does not consider the causality between tasks. A highlighted structure can have all its arcs individually frequent, i.e., each arc is executed individually in a percentage of traces considered frequent, but it does not have to be necessarily frequent, i.e., the highlighted structure is not executed completely in a percentage of traces considered frequent.
As an example, the process model in Fig. 1 This behaviour can hint a predilection in the students who solve the exercise 1.2 to choose the exercise 2.1.
As can be seen, heat maps cannot find frequent structures to identify real common behaviour in processes. There are approaches that retrieve frequent patterns measuring the frequency of the whole structure [2, 3, 14, 15, 17] . Some of these techniques are based on sequential pattern mining (SPM), and search subsequences of tasks with a high 1 XES is an XML-based standard for event logs. Its purpose is to provide a generally-acknowledged format for the interchange of event log data between tools and application domains (http://www.xes-standard.org/). 2 In this paper we will refer as optional tasks to the tasks of a selection (choice) where one of the branches has no tasks, leaving the other as optional. frequency in large sequences [2, 14] . One of the first approaches was proposed by Agrawal et al. [2] , preceded by techniques to retrieve association rules between itemsets [1] . Most of the designed sequential pattern mining techniques present an expensive candidate generation and testing, which induces a long runtime in complex cases.
To compare the features of SPM against other discussed in this paper, we will use PrefixSpan [14] , which performs a pattern-growth mining with a projection to a database based in frequent prefixes, instead of considering all the possible occurrences of frequent subsequences. The main drawback of the sequential pattern mining based approaches is the simplicity of the patterns mined -sequences of tasks. Structures like concurrences or selections are treated as different sequences depending on the order of the tasks. Also, in a retrieved frequent sequence, the execution of the i-th task is not ensured to be caused by the i − 1-th task in all the occurrences in the log -SPM only checks if the tasks of the sequence appear in the trace in the same order.
The episode mining based approaches appear to improve the results of SPM. The first reference to episode mining is done by Mannila et al. [17] . An episode is a collection of tasks occurring close to each other. Their algorithm uses windows with a predefined width to extract frequent episodes, being able to detect episodes with sequences and concurrency. In this approach, an episode is frequent when it appears in many different windows. Based on this, Leemans et al. have designed an algorithm [15] to extract association rules from frequent episodes measuring their frequency with the instances of the process, instead of using windows in the task sequences. For instance, an episode with a frequency of 50% has been executed in a half of the recorded traces of the process model. One of the drawbacks of episode mining based techniques, which this paper tries to tackle, is that its search is not based in the model and, thus, it does not take advantage of the relation among tasks presented in it. For the same frequent behaviour, the algorithm extracts various patterns with the same tasks, but with different relations among them, making difficult the extraction of information. To take advantage of the knowledge generated by the discovery algorithm, the frequent structures can be built based on the process model. Greco et al. have developed an algorithm which mines frequent patterns in process models, w-find [8] -the algorithm on which WoMine is based. This approach uses the model to build patterns compliant to the model, reducing the search space and measuring their frequency with the set of instances of the log.
Thus, using an a priori approach which grows the frequent patterns, this algorithm retrieves structures from the model, which are executed in a high percentage of the instances. The drawback of this approach is the simplicity of the mined structures. The patterns cannot contain selections and, thus, it will never retrieve patterns with loops.
Previous techniques -SPM, episode mining and w-find-measure the frequency of the structures checking for the topological order of the structure in the traces. But this method is not able to detect correctly the execution of a pattern when loops or optional tasks appear. For a better understanding the example shown in Fig. 2 is presented.
The pattern shown in Fig. 2b represents the bottom branch of the model in Fig. 2a without the loop. In Fig. 2c three examples of traces are presented. Exec stands for the real execution of the pattern in the trace, while det is positive when the topological order appears in the trace. A foreign task in the middle of the topological order does not invalid the detection because it can be from the execution of the other parallel branch -trace 2-. This pattern is correctly executed and detected in the two first traces. However, when the loop is executed -third trace-disrupting the execution of the pattern, its topological order still appears in the trace and, thus, the pattern is detected incorrectly.
The same problem occurs with the pattern shown in Fig. 2d , which is disrupted in the third trace with the execution of G in the middle.
Another approach, called local process mining, is presented in [22] . In this approach a discovery of simple process models representing frequent behaviour is performed, instead of a complex process model representing all the behaviour. In local process mining, tree models are built by performing an iterative growing process, starting with single tasks, and adding different relations with other tasks. The evaluation of the frequency is done with an alignment-based method which, starting with an initial marking, considers that the model is executed when the final marking is reached. This leads to one of the drawbacks of this technique; when a model contains loops or selections, the evaluation counts the model as executed even if the loop, or a choice of the selection, has not been executed in that trace.
Finally, the approach presented by Bui et al. [3] uses logs in a XES format, and performs a search of tree structures in the XML structure of the log. This approach builds a tree with the characteristics of each trace, and uses tree mining techniques to search frequent structures. The information retrieved is a frequent subset of tasks and common characteristics of the XES structure. A drawback of this approach, as with SPM algorithms, is that the retrieved patterns can only ensure the order of the tasks, but not the relation between them.
In summary, the extraction of frequent patterns could be done highlighting the frequent elements -heat mapsof the process model and pruning them, but without ensuring the real frequency of the results. Sequential pattern mining could be used to retrieve real frequent patterns but the structures are limited to sequences, and it only ensures the precedence between the tasks. The approaches based on episode mining [15, 17] and frequent pattern mining [8] retrieves structures that are still simple for real processes, and the measure of the frequency presents problems when the process model has loops or optional tasks. Finally, local process mining provides similar results, with the addition of loops and choices to the extracted models. Other types of search techniques have also been applied like mining tree structures but, as sequential pattern mining, the tasks of the retrieved patterns have only sequences.
As far as we know, the w-find is the only algorithm that searches substructures in the process model, checking the frequency in the traces of the log. The algorithm presented in this paper, WoMine, realizes an a priori search based on the w-find search, being able to get frequent subprocesses in models with loops and optional tasks, ensuring 
Preliminaries
In this paper, we will represent the examples with place/transition Petri nets [6] due to its higher comprehensibility, and the easiness to explain the behaviour of the execution. Nevertheless, our algorithm represents the process with a
Causal Matrix (Def. 1).
Definition 1 (Causal matrix).
A Causal matrix is a tuple (T, I, O) where:
T is a finite set of tasks.
I : T → P(P(T )) is the input condition function, where P(X) denotes the powerset of some set X.
O : T → P(P(T )) is the output condition function.
For a task or activity α ∈ T , I(α) denotes a set of sets of tasks representing the inputs of α. Each set Φ ∈ I(α) corresponds to a choice in the inputs of α -|I(α)| > 1 represents a selection, and |Φ| > 1 denotes a parallel input path. In the same way, O(α) denotes the set of sets of tasks representing the outputs of α -|Θ| > 1 : Θ ∈ O(α) denotes a parallel output path. Fig. 3 shows an example. 
A pattern (Def. 4) is a subgraph of the process model that represents the behaviour of a part of the process. For each task α in the pattern, its inputs, I (α), must be a subset of I(α) in the model it belongs to; and the outputs, O (α), must be also a subset of O(α) in the model. This ensures that a pattern has not a partial parallel connection. Fig. 4 shows some examples of valid and invalid patterns. Table 3c . For instance, I (J) is equal to {{H,D}}, which is a subset of I(J), {{H,D}, {H,E}}. This makes the structure a valid pattern. Meanwhile, the structure shown in Fig. 4c is a wrong pattern, because task J has some incomplete input combinations -{{H}} {{H,D}, {H,E}}. 
Being R + (α) the set of successors of a task α, i.e., the set of tasks reachable from α; and R − (α) the set of predecessors of a task α, i.e., the set of tasks that can reach α.
The Simple Patterns (Def. 5) are those patterns which behaviour can be executed, entirely, in one instance. If a task has a selection, it must be able to execute each path in the same instance. For this, the inputs of each task α must have all tasks reachable from α except, at most, the tasks of one path. The outputs present the same constraint, but in this case they must reach α, not be reachable by α. 
In WoMine each task has associated, at least, one M-pattern. For a task α 1 , its M-patterns include: i) the structure executed always when α 1 is executed -1-path inputs and 1-path outputs-, and ii) the parallel connections that α 1 As A is an AND-split with a selection, two M-patterns are created, each one with one of the possible paths.
Definition 7 (Candidate Arcs). Let C = (T, I, O) be a causal matrix representing a process model W.
An arc α i → α j : α i , α j ∈ T is part of the A < set, i.e., a candidate arc, if and only if:
The set of candidate arcs or A < is a subset of the arcs in the model which are not part of an AND structure. For instance, all arcs of
Definition 8 (Compliance).
Given a trace τ ∈ L and a simple pattern SP belonging to the process model, the trace is compliant with SP, denoted as SP τ, when the execution of the trace in the process model contains the execution of the pattern, i.e., all arcs and tasks of SP are executed in a correct order, and each task fires the execution of its outputs in the pattern. To check the compliance it is important that, while the pattern is being executed, each of its tasks triggers only the execution of its outputs. There are cases where all the arcs and tasks of the pattern are executed in a correct order, but the execution of the pattern is disrupted in the middle of it (Fig. 7) . In the trace, the tasks and arcs of the pattern are executed in a proper order, but the trace is not compliant with the pattern because the sequence D-E-F is disrupted with the execution of G.
Definition 9 (Frequecy of a Simple Pattern). Let L be the set of traces of the process log. The frequency of a simple pattern SP is the number of traces compliant with SP divided by the size of the log, given by:
And the frequency of a pattern P is the minimum frequency of the simple patterns it represents:
Definition 10 (Frequent Pattern). Given a frequency threshold σ ∈ R : 0 < σ ≤ 1, a pattern P is a frequent pattern if and only if f req(P) ≥ σ.
WoMine
Given a process model and a set of instances, i.e., executions of the process, the objective is to extract the subgraphs of the process model that are executed in a percentage of the traces over a threshold. A simple approach might be a brute-force algorithm, checking the frequency of every existent subgraph inside the process model, and retrieving the frequent ones. The computational cost of this approach makes it a non-viable option. The algorithm presented in this paper performs an a priori search 3 [8] starting with the frequent minimal patterns (Def. 6) of the model. In this search, there is a expansion stage done in two ways: i) adding frequent M-patterns not contained in the current pattern, and ii) adding frequent arcs of the A < set (Def. 7). This expansion is followed by a pruning strategy that verifies the downward-closure property of support [1] -also known as anti-monotonicity. This property ensures that if a pattern appears in a given number of traces, all patterns containing it will appear, at most, in the same number of traces. Therefore, a pattern is removed of the expansion stage when it becomes infrequent, because it will never be contained again in a frequent pattern. The pseudocode in Alg. 1 shows the main structure of the search made by WoMine. First, the frequent arcs of A < and the frequent M-patterns are initialized using the algorithm described in Section 5 to measure the frequency -M is the set with all M-patterns of the model. These M-patterns will be used to start the iterative stage, and to expand other patterns with them. Also, the final set is initialized with them because they are valid frequent patterns (Alg. 1:2-7).
Afterwards, the iterative part starts (Alg. 1:8). In this stage, an expansion of each of the current patterns is done, followed by a filtering of the frequent patterns. The expansion by adding frequent arcs of the A < set (Alg. Finally, the last iteration in the example is made with an arc ( C → E ), producing a pattern formed by two simple patterns.
Algorithm 1. Main structure of WoMine.
Input: A process model W, a set T = {T 1 , T 2 , . . . , T n } of traces of W, and a threshold thr. Output: A set of maximum frequent patterns of W w.r.t. T . WoMine is a robust algorithm, even for process models with low fitness, precision or generalization, as it extracts the patterns from the model, but measures the frequency with the log. If a structure is supported by the log, but it does not appear in the model (low fitness), it will not be considered as a frequent pattern. Anyway, this situation is irrelevant because, unless the model has a very low fitness, the unsupported structures will have low frequency.
Moreover, the patterns detected by WoMine are not affected by models with high generalization -models that allow behaviour not recorded in the log-: the non-existent structures in the log have a frequency of 0 and, thus, will never be detected by WoMine. With the current task -the fired one-and the tasks that have fired it -the firing tasks, retrieved by the simulation-, the executed tasks and arcs are saved, in order to analyse and to detect if the execution of the pattern is being disrupted before it is completed (Alg. 2:25). Fig. 9 shows an example of this process. The algorithm starts (#0) with the sets of the executed arcs and last executed tasks empty. The first step (#1) executes A. There are 
(b) Check of the execution of a trace for the pattern highlighted in Fig. 9a : '#' is the step of the algorithm; 'executed task' is the task currently executed; 'executed arcs' is the set with the arcs belonging to the pattern which execution was correctly saved; 'Last executed tasks' is the set of tasks which have not fired an entire set of their outputs. no firing tasks because A is the initial task of the process model. As A is also one of the initial tasks of the pattern, it is saved correctly in the last executed tasks set.
The following task (#2) in the trace is B. As there is only one firing task (A), a single arc is executed ( A → B ).
The arc is added to the executed arcs set, and the task B to the last executed tasks set. The A task is not deleted because the set of outputs is formed by {B, C}, and C is still pending.
The next four steps, tasks E (#3), G (#4), J (#5) and G (#6), will have the same behaviour. They have only one firing task, i.e., one executed arc. The arcs are in the pattern and their source tasks are in the last executed tasks set, because they were executed before them. Hence, after adding and removing these tasks from the last executed ones, G is the remaining one. After this process, the following task is C (#7). Its execution has the same behaviour as the execution of B, but with the deletion of A from the last executed tasks, because the set of outputs {B, C} has been fired.
At step #8, only the source task of the arc C → F is in the pattern. In this case, the source of the arc is one of the end tasks and, thus, the pattern finishes its execution in that branch. The execution is done with no action in the sets executed arcs and last executed tasks.
In the next iteration (#9) only the target task of the executed arc F → H is in the pattern. As the target is one of the initial tasks, the pattern starts to be executed in that branch. Thus, in a similar way to A, H is added to the last executed tasks set.
Finally (#10), I has two firing tasks and, thus, two arcs are executed. In both cases, the source task of the arcs -G and H-is in the last executed tasks set, and the arc is in the pattern. Thus, a simple addition of I to the last executed tasks set is done when the last of its branches is executed.
At the end of each step, the algorithm checks if the pattern has been correctly executed (Alg. 2:26), i.e., all its arcs have been correctly executed and the last executed tasks set corresponds with the end tasks of the pattern. Unlike the other steps, this testing has a positive result when I is executed. Thus, the trace is compliant with the pattern.
The process of saving the executed arcs and tasks has to be restarted when the executed arc is disrupting the execution of the pattern. For instance, in step #3, if the arc B → D was executed instead of B → E , this would cause this saving process to go back by removing the arcs and tasks of the failed path and to continue with the trace in order to check if the execution of the pattern is resumed later. When an arc outside the pattern -for example of a concurrent branch-is executed, the analysis is not disrupted because the execution does not correspond to the pattern. This analysis is able to recognize the correct execution of a pattern in 1-safe Petri nets 4 .
Simplifying the Result Set of Patterns
The result set of the a priori search has a high redundancy. This is because there are patterns in the k-th iteration which are expanded and thus are subpatterns of those in the k + 1-th iteration. A naive approach to reduce the redundancy generated by the expansion might be to remove the patterns from iteration k-th that are expanded in iteration k + 1-th. But, with the existence of loops, this naive approach might fail (see Fig. 10 for an example).
In Womine, the simplification process deletes the patterns contained into others, but only when the behaviour of the contained pattern is also included in the other pattern. For this, each pattern is compared with its previous patterns in the expansion. If all tasks and arcs of a previous pattern are contained into the current one, and there is no new loops in the current pattern, the previous one is deleted. For this, an algorithm to detect loop arcs (Section 6.1) is executed for the current pattern. For instance, if both 10b and 10a were in the results set, WoMine would detect that 10a is inside 10b, but, as the difference between them begins in the start of a loop and finishes in the end, the pattern is not deleted. The next section explains the approach designed to identify the arcs starting and closing a loop. 
Identification of the start and end arcs of a loop
Definition 11 (Startloop arc). Given a process model composed by a set of tasks T , and a set of arcs E, a Startloop arc e ∈ E is an arc that starts a loop, i.e., e starts a path that will result, inevitably, in a return to a previous task in the process.
Definition 12 (Endloop arc)
. Given a process model composed by a set of tasks T , and a set of arcs E, an Endloop arc e ∈ E is an arc that ends a loop, i.e., the transition through e implies the immediate closing of a loop and a return to a previous task in the process. 
An example of a Startloop arc is

Startloop search
The search starts with the initial tasks of the pattern and goes forward until it reaches a task with more than one output. When this happens, an analysis trying to close a loop -reach the current task again-is thrown for each output arc. The analysis goes forward through non-Startloop arcs and finishes when it reaches the current task or the end of the pattern. If the analysis reaches the starting task, the arc is marked as Startloop. Table 2 shows an example of this search for the pattern of Fig. 10b . It starts at A (Alg. 3:18), and stops at C in step #3, because it has more than one output (Alg. Fig. 10b : 'task under analysis' is the task which output arcs are currently examined; 'outputs' are the outputs of the task under analysis, i.e., the targets of the arcs; 'possible Startloop arc' is the arc being analysed; 'current task' is the current task in the search of the source task of the arc; 'outputs' is the set of outputs of the 'current task', i.e., the next in the analysis; 'action' is a description of the action at the end of each iteration.
Endloop search
This search starts with the target task of each Startloop detected in the same iteration. For each task, it goes forward through its output arcs by analysing their target tasks. The analysis continues until a task that can reach, going backwards, the start of the pattern is found. When the start is reached, the current arc is marked as Endloop. In this backwards search, the algorithm cannot go through a Startloop arc detected in the same iteration. Table 3 shows an example of this search for the pattern of Endloop' is the arc considered as Endloop if the start of the pattern is reached from its target task; 'task to reach the start from' is the task from which the search is trying to reach the start in that step; 'pending to analyse' is the set of input tasks that have not been analysed in the search for the start of the pattern; 'input under analysis' is the task currently being analysed in the search for the start of the pattern; 'action' is a description of the action at the end of each iteration. The iterative nature of the algorithm allows it to find loops inside other loops, and to detect also multiple Startloop or Endloop arcs for the same loop, i.e., loops with more than one input or more than one output.
Algorithm 3. Identify the Startloop and Endloop arcs of a pattern or process model.
Experimentation
The validation of the presented approach has been done with different types of event logs. Subsection 7.1 presents the results of the comparison between WoMine and the state of the art techniques for 5 process models. Subsection 7.2 discusses, for 20 logs from [4] , the extracted frequent patterns and their evolution as the threshold varies. Finally, in Subsection 7.3, we prove the performance of WoMine over complex real logs and compare the impact of the model quality in the extraction of patterns using several Business Process Intelligence Challenge's logs.
These experiments have been executed in a laptop (Lenovo G500) with an Intel i7-3612QM (2.1 GHz) processor and 8GB of RAM (1600 MHz) 5 .
Comparison between WoMine and the state of the art approaches
In this comparison, 5 process models with the most common control structures have been used. These models present scenarios where WoMine is able to retrieve frequent patterns, while any of the other techniques fails. For each model, two Petri nets will be presented: one with a highlighted frequent pattern extracted by WoMine, and another one with the frequent structure extracted by heat maps. The structure obtained by heat maps is retrieved establishing a threshold, and highlighting all the arcs with a frequency over it. The chosen threshold is the one that allows to get the structure closest to the frequent pattern extracted by WoMine. Table 4 shows the results of these techniques for the 5 process models.
Examples #1 (Fig. 11) #2 (Fig. 12) #3 (Fig. 13) #4 (Fig. 14) #5 (Fig. 15 ) '-' stands for a non extraction of the frequent pattern, and '±' stands for an incorrect extraction of the frequent pattern (similar but wrong structure or wrong frequency). 5 The algorithm can be tested and downloaded from http://tec.citius.usc.es/processmining/womine/ (Fig. 11a) . On the contrary, the heat maps discovers, as frequent, paths that are not frequent. The other approachesw-find, local process mining, episode mining, sequential pattern mining (PrefixSpan), and the tree mining approachdetect the same pattern as WoMine. (Fig. 12a) . The heat maps approach, nevertheless, retrieves as frequent the structure with the execution of the loop (Fig. 12b) . w-find gets the same pattern as WoMine, but with a wrong frequency. As has been explained before, when H is executed in a trace, w-find can not distinguish if it is a loop disrupting the execution of the pattern, or a task in other parallel branch of the model. In the local process mining technique, the pattern is also registered as executed in the traces with H, retrieving the same result as w-find. The episode mining approach also retrieves, among other patterns with the same tasks but different relations, this pattern with a wrong frequency due to the same reason. PrefixSpan and the tree mining approach cannot get structures with parallels because they interpret that traces with E before F are different than those with F before E. In the third scenario, Fig. 13a depicts interesting behaviour found by WoMine. In the 55% of the traces, the pattern performs the sequence through D, followed by the loop with J and D again, without including neither I nor E. On the contrary, the heat maps (Fig. 13b) highlights wrongly the pattern with the two loops as frequent. The w-find approach cannot retrieve the pattern found by WoMine due to the existence of a loop. With the local process mining approach, the pattern is found, but the frequency is incorrect when the loop (J) is not executed, or when I is executed, because the final mark is reached in both cases. The episode mining approach cannot find this pattern in a feasible time, due to the number of combinations among tasks that it checks. PrefixSpan gets the pattern retrieved by WoMine replacing the loop with a sequence with one repetition, i.e., duplicating the tasks in the sequence. Also, PrefixSpan does not ensure that I or E are not executed. The tree mining approach presents the same drawback, but in a tree structure. WoMine finds, for the process model in Fig. 14 , two frequent patterns composed each one by an arc (Fig. 14a ) and separated by a selection. The knowledge extracted by heat maps (Fig. 14b) agrees with the result of WoMine. All the other techniques retrieve, among others, the sequence A-B-G-H as frequent with a 65%. This is because they do not take into account the process model while checking the frequency of the pattern, and they consider that the execution of F is due to the other parallel branch in the model. Finally, in the last case (Fig. 15), Fig. 15a shows a frequent structure executed in the 55% of the traces. The structural complexity of this pattern makes impossible its extraction by the heat maps approach (Fig. 15b) . Similar to the Fig. 13 case, w-find cannot retrieve the pattern, local process mining retrieves it with a wrong frequency, and the episode mining approach fails due to the high number of possible relations between the tasks. PrefixSpan and the tree mining approach cannot detect this pattern due to the parallel structures.
In summary, the state of the art algorithms fail to detect several patterns that can be retrieved with WoMine. The heat maps approach is very simple, and allows to extract interesting behaviour in a quick way, but with the inability to detect which task causes the firing of another task. The w-find algorithm uses the model to extract frequent patterns but, the approach to check the compliance of a trace with a pattern fails in some cases. Loops and choices are also unsupported by this algorithm. The local process mining technique does not ensure that the pattern was entirely executed, without disruptions in the middle of its execution. Moreover, it does not ensure that the loops of a pattern were executed when the final marking is reached either. The episode mining approach does not use the process model, which causes the extraction of a high number of similar patterns varying the relations between the tasks. Also, two sequences separated by infrequent selections are detected as one single sequence by this technique. The sequential pattern mining search, represented by PrefixSpan, has a similar problem. Moreover, it can only detect sequences.
Finally, the tree mining approach obtains results similar to sequential pattern mining, but searching in a tree structure.
Characteristics of the patterns and analysis of runtimes
This subsection presents the results obtained by WoMine in a set of process models for different thresholds. Tables 5 and 6 show the result of WoMine for 20 process models and three different thresholds. For instance, for process model g25, with a threshold of the 40%, WoMine discovered four patterns. These patterns have a frequency close to the 50% and, in average, 6.5 tasks per pattern, with a standard deviation of 4.43, containing all kind of structures -sequences, choices, parallels and loops. As explained in Sec. 5, the algorithm needs to execute the trace in the model to retrieve the executed arcs. This process is independent of the threshold -it only depends on the traces (log) and on the model. Thus, the runtime is divided in two parts to distinguish this preprocessing time and the time spent by the algorithm.
The event logs were randomly generated -up to 300 traces-from process models with different complexity levels, ranging from 20 to 30 unique tasks, and containing loops, parallelisms, selections, etc. A more detailed description of the behavioral structures of these process models can be found in [4, 29] . Furthermore, as WoMine takes as starting point a process model and an event log, we used ProDiGen [29] over this set of event logs to retrieve the process model.
As can be seen, WoMine is able to retrieve frequent patterns with all type of structures. When the threshold increases, WoMine obtains less and simpler patterns. This is because, as the minimum frequency is increased, more patterns become infrequent and stop belonging to the result set, which also reduces the possibilities for growing the patterns. Nevertheless, there are some cases where the number of frequent patterns becomes higher when the threshold increases (g10, g13, g21, etc.). This happens when a large pattern is splitted due to the increase of the threshold, as some parts of it become infrequent and trigger a disjointed structure. For instance, model g10 has a frequent pattern with 14 tasks for a threshold of 40%, and two patterns for 60% but with an average of 2.5 tasks per pattern. Table 5 : Behavioral structure of the frequent patterns extracted, for a threshold of 40%, from the process models in [4] . The values show the runtimes for the preprocessing and for the algorithm; the number of patterns retrieved; the average and standard deviation of the frequency, number of tasks, number of sequences, number of choices, number of parallels and number of loops per pattern. Table 6 : Continuation of results in Table 5 for thresholds of 60% and 80%.
Regarding the runtime of the algorithm, the preprocessing time is always under 60 ms, usually 20 ms. This is the time to parse the 300 traces, and retrieve the executed arcs. On the other hand, the runtime of the algorithm decreases when the threshold increases, as more patterns become infrequent and are pruned earlier, saving computational cost.
The global runtime -preprocessing plus algorithm-is under 500 milliseconds in all cases except the executions of g3 and g7, both with thresholds of 40% and 60%. Table 8 : Behavioral structure of the frequent patterns extracted with thresholds over 20%, 35% and 50% from the process models of the BPICs. It shows the information for the results with two process models of each log (Heuristics and Inductive). The information contains the runtime, the number of patterns and the distribution (average and standard deviation) of the frequency, the number of tasks, sequences, choices, parallels and loops of each pattern. The missing results in the 2011 log with the IM's model are due to a non convergence of the algorithm, taking more than 5
hours to execute a few iterations.
Regarding the runtime, we can observe that most of the values are close to 5 seconds, with the exception of the more complex models (BPIC 2011, BPIC 2012-fin, BPIC 2013-inc, IM of all BPIC 2015) ranging from 2 to 7 minutes.
Most of this time is spent on the preprocessing, which can be shared between executions with different thresholds, reducing the total runtime in real applications. Also, there is a significant difference in the algorithm runtime between models, specially for a threshold of 20%. These differences are due to the very different grades of complexity of the mined models. For higher thresholds, the differences weaken, as most of the structures are pruned in the first analysis, and the expansion step of WoMine does not consider them.
Besides, we have compared the number of patterns discovered for the same threshold for the HM and the IM models. With logs where the difference between the mined models is higher -2011 and 2015-, the number of retrieved patterns with more complex models (IM) is significantly higher. The algorithm builds more structures with these models and, consequently, extracts more patterns. This difference is attenuated when the threshold increases, because the patterns not represented in the HM models are patterns with low frequency. On the other hand, with simpler models -2012 and 2013-, the differences are less notable and the number of patterns extracted are almost the same.
In a more exhaustive comparison, we have analysed how many patterns extracted from one model are contained in the results of the other one (Fig. 16 ). With less complex logs -2012 and 2013-almost all of the patterns from the IM model are retrieved using the HM model. In contrast, with complex models, the set of patterns from the IM model is more complete than the set of patterns from the HM model. Usually, with a more complex model, more behaviour is examined and more patterns can be retrieved, with the penalty of a higher runtime. But increasing the complexity of a model might hide structures in the search of WoMine, causing the lost of frequent behaviour. corresponds to a Dutch Academic Hospital. This model contains more than 623 tasks and almost 1,500 arcs. Fig. 17a presents a pattern extracted from the model which appears in the 65% of the traces. This pattern is formed by a single task, with a loop to itself. A frequent structure like this may warn the staff of the hospital about a possible error that is occurring in the process. It might also be a correct behaviour, and its detection may help the process manager not to free the resources used after this task, because is very common to be executed more times. Fig. 17b shows another pattern formed by two sequences, joined by a choice. WoMine detects this pattern in the 20% of the traces. With this information, the process manager may try to optimize the subprocess, or schedule the resources to improve the execution of the process.
Conclusion and Future Work
We have presented WoMine, an algorithm designed to search frequent patterns in an already discovered process model. The proposal, based on a novel a priori algorithm, is able to find patterns with the most common control structures, including loops. We have compared WoMine with the state of the art approaches, showing that, although the other proposals fail for some of the models, WoMine always retrieves the correct frequent patterns. Moreover, we have also tested WoMine with complex real logs from the BPICs. Results show the importance of the frequent patterns to analyze and optimize the process model.
