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Abstract 
The majority of road accidents can be prevented by passive and active safety 
designs and systems present in today's modem passenger car and by road 
infrastructure improvements. However, large part of the accident risk depends on 
the driver status and vigilance, no matter how well the car is equipped and how 
safe the roads are. It is believed that an underestimated 20% of accidents are due 
to lack of sleep, inattentiveness and lack of vigilance, which can be summarized 
under impaired driving. 
In this study, a driver vigilance monitoring system is developed and its 
performance is tested applying signal processing, computer vision, and artificial 
intelligence state-of-the-art methods. The aim ofthe study is to suggest a 
predictive system capable of assessing the status of the driver and the risk level 
involved to prevent road accidents due to lack of vigilance. 
In order to achieve that, a fixed based simulator is equipped with several sensors 
and a high way scenario including a monotonous straight highway scene is used 
during the simulations. A controlled laboratory based simulator experiment is 
designed having the same subjects drive the same scenario under 'normal' and 
'sleepy' conditions. Collected data includes physiological indicators such as eye 
lid closure and gaze angle ofthe eyes, vehicle based signals like speed, 
acceleration and lateral deviation and finally human-car interface signals 
including the pressure applied by the dnver on the steering wheel column and 
human torso movement 'during the driving session. 
The data base including both normal and impaired sessions of the same subjects is 
examined through exploratory analysis. New performance indices separating the 
normal driver from the impaired one are developed and used in addition to already 
existing indicators in the literature. Artificial Intelligence (AI) methods are 
applied to the data base to develop a decision making system. Finally, a single 
measure of the risk at the output of the system is obtained. 
After establishing a risk level output from the system, and testmg it with data, a 
model based approach IS taken to exploit the database in a different way. Using 
Hidden Markov Models, driver manoeuvres are recognised as well as assessing 
their quality in a quantified way. A driver's longitudinal behaviour is modelled 
using a control theoretic model and a model based monitoring approach is 
suggested, supporting other findings. 
Finally, a prospectIve control algorithm is developed using Robust Control 
Theory concepts for avoiding lateral control loss in case of a drowsiness episode 
during driving. 
This thesis has three main contnbutions. First, it explores the vigilance monitoring 
problem with a relatively large database including normal and impaired 
performances for the same subjects. Previously suggested vigilance indicators in 
the literatJrre are tested and clarified. Secondly, it suggests newly developed 
performance indices and explores their reliability by AI methods. By using the 
new metrics of the driver's physiological and vehicle dynamic signals, 
vigilance/drowsiness level is quantified. Finally, the developed metrics are 
combined under different AI methods to search for the optimum decision system. 
It concludes by combining the output of the monitoriJ.1g system to existing control 
systems in a novel way, by modelling the driver drowsiness level as uncertainty in 
the system input, to prevent accidents due to a lack of vigilance in lateral control. 
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Chapter 1 
Introduction to Thesis 
1.1. Active Safety Design Concept and Systems for Motor 
Vehicles 
Vehicle safety systems can be grouped under passive and active safety. Passive 
safety systems usually act dunng and/or after a car accident to protect the 
occupants. TIns type of system is used for attenuating the Impact on the driver 
and occupants (air bags), holding the driver in the seat m case of a crash, 
collision or sudden brakmg (safety belts). On the other hand, active safety 
systems aim to predict, prevent or avoid accidents Instead of protecting the 
occupants during or after the accident Although passive safety devices in cars 
have been improved over the last 20 years, their development has eventually 
reached saturation point The development in active safety has been more 
significant and is stilI continuing as may be seen in Figure I. I. Having more 
chance of reducing the number of accidents and fatalities, active safety systems 
are m the focus of research and development as well as market and level of 
acceptance investigations and surveys. 
I 
Figure 1.1. Comparison of Active Safety and Passive Safety Development Trends, courtesy 
of Ford and Society of Automotive Engineers (SAE), 2004 
A closer examination of active safety systems reveals that they cover an area of 
problems starting from pedestnan detection to pre-crash sensing and from car 
dynamics control systems, i e. steer-bY-WIre systems, anti block brakes (ABS), 
electronic stability control (ESC) to driver momtoring and assistance systems to 
track driver behaviour. As can be seen from the trend of developments, the fmal 
aim of this approach is 'active accident avoidance '. In order to achieve such an 
ambItious target, the final active safety system should be capable of sensing the 
environmental condItIons together with the driving scenario (Le. urban, highway 
road, intersection, merging, lane keeping, lane changing, take over, heading car 
following, cruise, etc ), the car dynamics (i.e. speed, position, accelerations, tyre 
forces, etc. ) and the driver's condition and performance. After collecting this 
enormous data stream, the system needs a data analysis module or several 
modules to make sense of the informatlon and command the actuators and 
controllers in the car to act accordingly to avoid the imminent accidents or 
prevent them. 
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A modem car is expected to have some form of active safety control system and 
related actuators as a default design. In fact, some of them are enforced by safety 
regulations and laws (Bnefing on active safety in cars, 2007) through the 
European Automobile Manufacturers Association (ACEA) 
1.2. Boundaries and Aim of the Study 
Active safety systems that do not incorporate driver monitoring are relatively 
straightforward to design, test and deploy. The factors affecting the stability of 
the car are known and the active safety system is limited to keeping vehicle 
controlled or to planning aVOidance manoeuvres. Even if the problem is quite 
complex, It can be solved by sate-of-the-art control theory approaches. However, 
driver monitoring systems aiming to detect inattentiveness, speCifically 
drowsmess in this study, are more difficult to design and test, making this 
problem domain still open to mnovatlve ways of design and research. For this 
reason, m this thesis, different approaches will be tested and developed to detect 
driver drowsiness reliably and the system performance will be analysed. 
Furthermore, the designed dnver monitoring system will be fitted to an active 
safety system (lateral controller as a case study) structure using robust control 
theory. 
This thesis aims to design a robust and reliable driver vigilance morutoring 
system and combine it together with active controllers in a smooth way 
consldenng the driver in the loop, contrIbuting to the recent research on active 
safety in vehicles in three main areas: 
• Exploring non-intruSive ways of driver monitoring and developing 
metrics by designing a controlled expenment and defirung new non-
intrusive metrics 
• Suggesting a new method of sensor fusion for driver vigilance monitonng 
system to make the system more robust and reliable 
• Analysing and identlfymg various ways of combinmg the driver vigilance 
morutoring system With already developed controllers in cars 
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The first aim of exploring the successful metrics is considered crucial for this 
study because most of the research on drowsiness indicators and metrics is 
inconclusive and relationships are found to be not sufficiently clear to exploit 
them in a real system. For this reason a controlled simulator experiment will be 
carefully designed, equipping a fixed-based sImulator with various sensors. 
For fulfilling the second aim the data collected from the simulator will be 
examined thoroughly using state-of-the-art statistics, signal processmg, artificial 
intelligence and control theory where it is applicable and suitable. The robustness 
and reliability of the system will be examined by excluding different sensory 
information from the signal analysis. The system will then be optimized in terms 
of accuracy by applying dIfferent time wmdow intervals for calculations of the 
metrics. Finally, for Identifying novel ways of combining the dnver momtoring 
system with already built-in active controller systems, a SImple dnver and car 
model together with controllers will be simulated in a computer environment for 
proof of concept. A block diagram of these steps with their connections and 
succession is given in Figure 1.2. 
Monitoring System Design 
Proof of concept 
Proposal of a monitoring system 
1 Computer vision Combination of 
Exploration of system design Experimental design f-o monitoring 
non-lntruslve methods 
--
(Chapter4) with ' syst.mwlth ' 
for driver monitoring nxed-based simulator controllers 
(Chapter 3) other sensors ~, (ChapterS) (Chapter 9) 
on ~ - Data Analysis 1 flxed-based slmuiator' (ChapterS) (ChapterS) . 
t Driver ModeUng Controller design I (Chapter 7) (Chapter 9) 
Auxiliary lensor systems Decision making 
(ChapterS) system desIgn 
(Chapter 6) 
Figure 1.2. Block diagram of the various research stages described in the thesis 
The thesis covers a Wlde area but it should be noted that despIte all the 
comprehensive work detaIled through the chapters, the study has its limitations. 
First of all the simulator employed in the expenments does not have dynamic 
feedback to the driver and therefore It IS not equal to the real drivmg experience, 
• but as realistIc as possible in laboratory condItions. It would be closer to reality if 
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data were collected on real roads in a real driving task. Secondly, the population 
of drivers contributing to experiment is lunited to thirty and it was observed to be 
sufficient to mfer crucial knowledge. However, larger databases could give a 
better understanding of this area. Finally, the simulations mcluded here are kept 
simphstlc to prove the concept: a deeper understanding, analysis and test 
procedure is needed if this system is to be deployed in cars as an active safety 
system. 
1.3. Overview of the Thesis 
Chapter 2 gives the 'bIg pIcture' and concept of active systems and their 
advantages over passive systems in vehicle safety, setting the motivation of this 
study. In this section, active safety systems which are already implemented are 
introduced bnefly and a more complex system of driver VIgIlance monitoring is 
surveyed through preVIOUS research drawn from a multi-disciphnary area 
mcluding ergonomics, transportation engmeering, cognitive science and control 
engineering. Previous systems are examined in terms of therr advantages and 
drawbacks and Chapter 3 explains the new proposed system structure in general 
module by module. 
After giving the general idea of the proposed system and briefly introducing its 
sub-systems and ideas, the modules are descnbed m the order of importance. 
Chapter 4 mentions the heart of the proposed system: The Eye Tracking Unit. 
This section includes the development of the system and suggests an adaptive 
way of tracking using evolutionary methods from Genetic Algonthms which is 
different from the previous approaches. 
Chapter 5 includes the complimentary sensors, such as encoders, strain gauges 
and webcams. It exammes how the raw signals from all the sensors are reduced 
into concise information packages per 'calculation time window' of the system. 
This section detaIls the experimental design issues and methodology of data 
processing and reduction. 
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Chapter 6 explores on the decision systems in an Artificial Intelligence area 
including Fuzzy Inference Systems (FIS), and Artificial Neural Networks (ANN) 
and investigates their limits in this problem. Chapter 6 also gives the final results 
and validation of the experimental study through tests and optlmlzes the system 
through further analysis of the time window concept. 
Chapter 7 explores alternative ways of exploiting the data collected in the 
experiment. It uses Hidden Markov Models (HMM) to model the data in order to 
distinguish impaired drivers from normal ones. The rum of thIS approach is the 
same with that of data driven approach; however, HMM offers a dIfferent 
perspective on the data. HMM can estimate the type of the manoeuvre and 
driver's intent from their preparatory actions. This chapter also uses 
Lubashevsky's car following model to Identify drowsy drivers by their 
longitudinal control behaviour. Providing alternative ways, this investigation also 
creates an opporturnty to compare the different systems suggested: data driven or 
model based. 
Chapter 8 develops peripheral devices and ideas as auxiliary units for the driver 
monitoring system. It explores the bmits of the web-crun based computer vision 
system in a car dnvmg context as a human movement tracker, and low-resolution 
lane tracking system. It introduces a new metric we have nruned as 'actiVIty 
metric' yieldmg the activity of the driver as an auxiliary metric to previously 
designed FIS in Chapter 6, showing the pOSSIbIlity of developing the decision 
making system by adding more metrics, in other words more information on 
driver's condition. 
Chapter 9 gathers all the information gained during development of the sub-units 
and peripherals and puts them into a simulation. A simplistic driver model 
considering the level of the vigtlance and a bicycle model for car dynamics IS 
included in the simulation A lateral controller and the transItion of the authority 
from the driver to the active controller are simulated and the results are dIscussed 
with reference to fume developments. 
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Chapter 10 concludes the study with an open ended realm of research, 
emphasIses the novel concepts and findmgs of the thesis. It also draws attention 
to further research possibilities on this wide area. 
, 
In Figure 1 3, the structure of the thesis can be seen. From Chapter 2 to Chapter 6 
in a serial approach the system is bUIlt up having the data driven driver 
momtonng system design in focus. After this point, the study is extended in 
parallel sections in Chapter 7 exploring the model based approach, and in 
Chapter 8 investigating auxiliary sub-modules and new metrics that could be 
added to the decision making part in Chapter 6 to make the system more robust 
and reliable. Chapter 9 returns to the senal process of system building and 
combmes the driver monitoring system with a lateral controller as a case study in 
search for prospective control algorithms. 
Proposed System OvervIew 
computer VisIon System 
ExperIment DesIgn and 
Data AnalysIs 
DecIsIon MakIng System 
Chapter 3 
Chapter 4 
Chapter 5 
Chapter 6 
Chapter 7 (JDrlver Modelling Approach 
cf~o Auxiliary systemA 
Prospective Control AlgOrlthmsO Chapter 9 
ConclusIons and FurtherWork 6 Chapter 10 
Figure 1.3. Thesis structure 
Chapter 8 
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Chapter 2 
General Literature Survey 
This literature survey includes three main parts. First, in order to have a general 
understanding of the wide area of research in active vehicle systems, a very brief 
overview of active safety systems is provided. Next, the problem domain, 
inattentive driving and driver drowsiness are explored. Finally, a survey of 
previous studies from transportatIOn research, control theory and human factors 
is provided. In the final part, first the most relIable metrics for measurement of 
driver vigilance are identified. Then, driver modelling and control engineering 
approaches are examined for prospective solutions to the driver vigilance 
problem. In the last section of the final part, a selection of proposed to solutions 
to the driver vigilance monitoring problem is given. A schematic of this general 
lIterature survey can be seen in Figure 2.1. 
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I General Literature Survey r-
I 
Active Safety Systems Problem Domain Previous Studies 
(2.1) (2.2) (2.3) 
InattentIVe Driving ~~ Indicator me1r1cs IdentmcaUon of reliable me1r1cs 
~ Driver Modellng 
I Drlveo/JyoWlre I 
~~ 
~~ 
Unobtrusive Conlrol Engineering 
Approach 
Driver Monitoring 
And 
Assistance Systems 
Figure 2.1. Generalliteratore survey structure 
2.1. Active Safety Systems 
Selected Systems 
In this part, current active safety systems WIth their basic operating principles are 
given. 
The survey aims to give an oveIVIew of systems already deployed or about to be 
deployed in today's modem cars. 
2.1.1. Antilock Braking System (ABS) 
ABS uses sensors mounted on each wheel of the car to monitor the difference 
between the wheel speed and car speed. A computer calculates this dIfference 
which is known as slip. When the computer determines a wheel is about to lock 
because of slip, it sends the necessary command signals to hydraulic valves 
regulating the pressure distribution of the tyres at each wheel. In bnef, ABS 
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prevents the wheel lock up due to slip and mcreases the manoeuvrabihty of the 
car during braking. 
A car with ABS has certain advantages such as: 
• Cars WIth ABS will stop in less time reducing the accident risk 
• The stability of the car is improved 
• Steering and manoeuvring without sktddmg is still possible in need of 
obstacle avoidance 
ABS is now a default feature of most cars and it becomes even more efficient in 
sustaining the vehIcle stabIlity when combined WIth other technologies. Plochl et 
al (1996) demonstrated that if ABS is implemented to 4-wheel-steering (4WS) 
cars, two systems complete ea~h other to improve both the lateral and 
longitudinal vehicle dynamics. There are also constant efforts to increase the 
efficiency of ABS when it is used alone. Sugai et al (1999) proposed a new 
control technique to maximise the braking force in an ABS cycle. Already 
applied in vehicles, ABS is considered as an important part of future's combined 
control systems m cars. 
2.1.2. Traction Control System (TCS) 
Traction control systems are bwlt on ABS, adding extra valves m the hydraulic 
unit. Braking is applied on the wheels even though the brake pedal is not pressed. 
It minimIzes wheel spm and therefore increases vehIcle stability and control 
while the car is accelerating. Therefore, TCS is an extension of ABS for the 
acceleration case. There are currently different types of traction control systems 
developed and applied by dIfferent companies. Igata et al (1992) reported on 
development of a new control method for traction systems developed for Toyota. 
The very same year General Motors applied their traction control system under 
the name of acceleratIOn slip regulation (Hoffinan, 1992). BMW has applied the 
system together WIth electronic brake naming it as wheel slip control to their 
New 7 Series (Heinz, 1995). In a general report on their vehicle dynamics control 
system, Bosch's tractIon control system is explained by van Zanten et al (1995). 
As it is seen from application reports, traction control system IS another default 
part of a combinatory control structure for active safety apphcations concerning 
vehicle dynamics. 
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2.1.3. Brake Assist System (BA) 
In a research project conducted by Mercedes, USA (1998), drivers, especially 
women, are observed to react quickly to stop the car but could not press the brake 
pedal hard enough to achieve the necessary brakmg force. For this reason, this 
system momtors the driver's use of the brake pedal. It automatically senses an 
attempt to stop the car in emergency. Then this system generates a high braking 
power even if the driver is only pressing lightly on the brake pedal. If this system 
is used together with ABS, it increases the chance of a safe emergency stop. The 
relationship between brake force and brake pedal force can be seen with BA and 
without BA in Figure 2.2. Varying from driver to dnver, it can help to reduce 
the stopping distance in the range of 20-40 % which is a significant difference m 
highway speeds. Since it takes only 0.2 seconds to travel a car length in highway 
drivmg conditions, it can help significantly to reduce the nsk of a crash even 
though the danger is perceived in the close vicmity of the car . 
• 
---------1\ ABS 
t ~ flX\ction 
~ 
~ Emergency 
! brakrng zone 
~ ~ MO(!erate brakIng zone 
Brake pedal 101'09 
Figure 2.2. Brake force vs Brake pedal force with BA and without BA, courtesy of 
http://www.brakeassist.com/brakeassist.html 
BAS are already available in the active safety market and are highly 
recommended by producers and accident analysts. 
2.1.4. Drive-by-Wire Systems 
Drive-by-wire systems basically remove the phYSIcal connection between the 
user (car driver) and the machme (car). The car driver cannot have an idea about 
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the intervention level of the system to the driving task. One example of such 
systems in active car safety is 'Steer by Wire' systems. 
A typical steer-by-wire system has three components: steering wheel, steer-by-
wire controller and road wheels. The movement of the steering wheel supplied 
by the driver is transferred to the road wheels not through mechanical means but 
through a controller and a separate actuator. First, the driver operates the wheel 
to turn the vehicle as usual. Then the controller performs the controlling 
algorithm taking the angle of steering wheel and then finally this command is 
sent to the actuator responsible for turning the road wheels. There IS no direct 
mechanical connection between the steermg wheel and the road wheels, therefore 
these systems may accept intervention and the controller can adjust to the 
vehicle's actual dynamics. Usually feedback signals are included in the force and 
, torque format to prOVIde the traditional driving feel to the dnver. Aspects of 
modelling and control of a steer-by-wire velucle are discussed by Kleine et al 
(1998) 
2.1.5. Adaptive Cruise Control (ACC) 
As the name implies this system helps the driver to adapt the car's speed 
according to speed of the leading car (ACC mode) or to a reference speed set by 
the driver (CC mode). One of the earliest ACC concepts was proposed by Levine 
et al (1966) as an error regulation method m a string of moving vehicles. 
However, the realisation of the system had to wait until the supporting sensor 
systems were developed. Today, using a radar or vIsion system in the front of the 
car, the system measures the speed and the distance of the leading car and keeps 
a cntlcal distance. When the leading car IS decelerating the ACC system applies 
the brake. Initially designed for ride comfort, ACC is now an important module 
of the longitudinal control in a car equipped with an active safety system. ACC is 
also often a part of collision and obstacle avoidance systems. 
2.1.6. Lane Keeping System (LKS) 
Lane keeping systems address the lateral control of the car moving Within a lane. 
The first versIOns of the systems were lane departure warning systems (LDW) 
warning the driver when shelhe is unconsciously driftmg away from the lane. In 
the next development step, designers came up with lane keepmg system (LKS) 
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completing the car movement control in the lateral direction together with ACC 
in the longitudinal direction. The system is designed to provide an active lane 
keeping assistance; the driver can feel the recommended steering reaction as a 
gentle push of the steering wheel via an actuator. However, it can be manually 
overridden; therefore, the system does not interfere. Mammar et al (2004) 
proposed a lateral driving assistance using the driver-vehicle-road model 
embedded in the system considering the driver in the loop. 
The system usually uses an image acquisition and processing system to ana lyse 
the road scene and find the lane lines and relative position and orientation of the 
car with respect to lane. (Figure 2.3).Obviously this system is very useful on 
highways but not a helpful feature in urban traffic conditions where a lane may 
not exist. Therefore, the future step for these systems is to have the camera 
perform a scene anal ysis and understand the current traffic scenario and the 
actual condi tion. 
Figure 2.3. Lane Keeping Syste m principle using a CMOS camera, courtesy of Continental 
Automotivcs 
2.1.7. Electronic Stability Program (ESP) 
When the first ESP was introduced, the aim was to improve a vehicle's 
handling, particularly in the region where the driver may lose the control of the 
vehicle. Bosch introduced the system into active safety area (van Zanten, 1995). 
The system basically compares the driver ' s intended direction in steering and 
braking inputs to the vehicle's response in terms of lateral acceleration, rotation 
(yaw) and individual wheel speeds. After sens ing the vehicle response, the 
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system brakes Individual front or rear wheels and/or reduces the excess engine 
power in order to correct under-steer or over-steer of the car. 
ESP has a great potential to decrease the number of accidents due to stability and 
control loss. According to the NHTSA (National Highway Traffic Safety 
Administration) it reduces accidents by 35%. However, the system cannot push 
the physical limits of the car. If the driver pushes the system beyond its limits it 
cannot protect the car from falling into an unstable regIOn and eventually having 
an accident. For this reason the system IS cnticized because it encourages risk 
takIng behaviour. However, clearly the system is just a tool to maIntain the 
vehicle stability. The future direction is to harness this system together with other 
active safety systems to manage the vehicle dynamics. 
2.1.8. Obstacle Avoidance Systems 
Obstacle avoidance systems are not yet deployed Into the market; however they 
are a crucial part of the final aim of accident avoidance in the active safety 
system concept. The close range area and pre-crash time period is very important 
in these systems, The prospective systems have a sensor structure to sense a 
pending crash and assess its direction and impact.. 
In the first level the system plans avoidance manoeuvres. If it is pOSSible to 
intervene it starts the actuators to make an avoidance manoeuvre. If the time to 
collISIon is short, then the system applies a powerful brake to attenuate the 
magnitude of the impact. In tenns of applIcation, these systems may have 
different strategies of avoidance manoeuvre. Alleyne (1997) compared 
alternative strategies for obstacle aVOidance combining different wheel groups 
(front, rear or 4-wheel) In steenng With and without braking, He quantitatively 
measured the most efficient strategy using the percentage of tire use as a metric 
and concluded that all-wheel brake steering was the best option. 
2.1.9. Driver Monitoring and Assistance Systems 
Dnver assistance and monitoring systems are a big group of active safety ideas 
and products includIng a range of systems. Driver assistance systems usually 
manage the workload of the driver and help her/him to concentrate on the dnvIng 
task. The infonnation flow from automobile and environment to driver is 
managed by the system, sorted and presented to the driver In a very concise fonn, 
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On the other hand driver monitoring systems continuously monitor the driver's 
status to warn herlhim when the vigIlance level drops below the critical level for 
safe driving. The next step of design in these systems is to have the system 
robustly and reliably assess the driver status and intervene in the driving task 
where necessary. This system can be used to adjust the state of the passive safety 
systems and reconfigIIre them to provide better protection. It can also have an 
important role in determinmg when any active safety systems should intervene. 
However, this type of systems introduces a different problem in the design. 
Drowsiness or the vigIlance level of the driver is subjec!ive and it is extremely 
difficult to assess or infer without intrusive measurements. The research mto 
driver morutormg systems to detect drowsy dnvers together wiili drowsiness 
level was Inconclusive in an NHTSA report in 1999 by Tljerina et al (1999). It 
has been suggested to use more than one metric and more ilian one approach to 
reliably determine the drowsiness level. 
2.2. Problem Domain: Inattentive Driving and Indicator 
Variables 
First, m order to understand the problem domain well and to select the variables 
that could be measured non-intrusively to infer drowsiness, a wide literature 
survey is conducted covering human science, sleep studies, ergonomics, transport 
engineering and control engmeering approaches. The results of this survey are 
given here in Chapter 2 in a concise form. Next, the previous system designs that 
examine or detect the drowsiness states of drivers are given. 
A sleep research study by Home et al. (1995) on drivers reveals that accident 
types associated with sleepiness are the ones classified as 'run off the road' or 
'crash into another vehicle' type of accidents. Both of these types cause severe 
injuries and fatalities because no control action is taken on the car speed and 
trajectory. Therefore, ifthese states can be detected, an appropriate control 
algorithm might take action to prevent the accident or attenuate ItS impact on the 
occupants by using active or passive safety components To detect sleepiness and 
ItS level, sleep, drowsiness and fatIgue should be understood togeilier wiili their 
symptoms and causes. 
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Fatigue, drowsIness and sleepiness are often the causes oflack of vigilance in a 
driving task and they have different dynamics. In order to distinguish them from 
each other Johns (2000) gives the following defimtlOns: 
Sleepiness: According to sleep physiologists, the sleepiness is the 'sleep 
propensity' or the probability of faIling asleep at a particular hme. 
Fatzgue: It is defIned as overall changes in performance of a task over time 
including cognitive process. 
Drowsmess: The IntermedIate state between wakefulness and sleep. 
Although drowsiness can be detected by Electro Encephalography (EEG), eye 
movements and muscle actiVIty, sleepiness and fahgue are somehmes subjechve. 
However, these three phenomena usually occur at the same time and they can be 
detected over a time period by measuring some other physiological and 
performance variables over that time in a non-intruSIve way. Therefore, 
drowsIness, sleepiness and fatigue indicators were sought in the literature. 
One of the most promising measures revealed in the literature survey is eye 
blink. Stem et aI., (1984) measured eye blink in a waveform from an Electro-
Oculo-Graphy (EOG) deVIce. By using such a precIse device they were able to 
discriminate between the sections in a blink waveform. Eye blink IS correlated to 
attention level, hence yieldIng important mformation on vigilance. Another study 
by Stern, (1994), suggested blmk rate as a possible measure offatigue level. 
Although these studies suggest measuring fatigue using eye blink, the reliability 
of these measures is not found to be significant in Galley et al (1997). In brief, 
the research on eye blink rate lead to a parameter based on eye movement but in 
total it was inconclusive. 
In the search for promising measures of drowsiness, fatigue and dnver 
impairment, the Federal Highway Administration (FHW A) and the NatIOnal 
HIghway Traffic Safety Admimstration (NHTSA) considered a derived measure 
known as 'Percent Closure of Eyelid' PERCLOS as a promising indicator. 
Knipling and Rau, (2005) have tested thIS indicator against EEG and other 
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psychomotor vlgtlance indicators in their investigations. They compared SIX 
different techniques to measure vigilance against Psychomotor VIgIlance Test 
(PVT) validation. Two EEG algorithms, two eye blink monitors, one head 
position momtor and PERCLOS are used during the same experiment and they 
concluded that PERCLOS correlated highly with PVT lapses both within and 
between the subjects. However, they also noted that detection by PERCLOS only 
leaves a narrow window of opportunity to safely leave the road or avoid the 
accident with a possIble manoeuvre. 
2.3. Survey on Previous Studies and System Designs for 
Driver Vigilance Monitoring 
There has been a considerable amount of research on the indicators and detectIOn 
methods of driver vigilance from exploratory research to system design. A brief 
summary of these systems from each category and different approaches is gIven 
here 
2.3.1. Identification of reliable metrics and system structures 
Driver drowsiness is dIfficult to measure. Usual methods of measurement are 
EEG utilising bram waves or getting independent assessors to estimate the 
drowsiness level after watching the subject's driving videos. Before developing 
any systems measurmg the symptoms of drIver inattentiveness and drowsiness, 
all the indicators and symptoms should be correlated to the level of the vigilance. 
In order to correlate the symptoms WIth assessor estimates a study by Bittner 
et.a\. (2000) uses three different parameters: steering wheel adjustments, vertical 
EOG measurements to detect eye blink, and parameters developed from video 
sequences. In this study eye-blink parameters caused mIXed results whereas 
steenng wheel adJusttnents gave promising results. 
Thiffault and Bergeron, (2003) collected data on steering wheel adjusttnents to 
examine the external stimuli on driver fatigue using an analysis of variance 
method. They found that the monotony of the environment has a large impact on 
inducing driver fatigue, suggesting that highways are hkely to cause fatigue 
because of the monotony. Although, driver fatigue and drowsiness is most often 
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encountered on highways, a recent study by Dallas and Black (1997) has 
revealed that IDcidents of nucro-sleeps tend to occur even in short trips ID an 
urban driving scenario 
Considering this evidence from studies and also traffic accident statistics, 
ergonomIc related studies suggest dIfferent counter measures to prevent the onset 
of drowsiness. These studies aim to identify the factors causing fatigue and 
related countermeasures that can be applied in a road or car environment. In 
order to collect data for the identification process, intrusive experimental 
methods are often employed as ID Milosevic's study (1997). Milosevic used an 
intrusive method to measure heart rate and blood pressure during dnving and 
found a decline in driver's heart rate during prolonged city driving. Although the 
study reveals important indicator signals and a methodology, it has two main 
drawbacks: the method is intruSIve and heart rate can be easily affected by 
external stimuli, in other words the signal is unreliable. 
In order to find a reliable metnc ormetncs Brookhuis and DeWaard (1993) have 
carned out an ergonomics study to find out the coincidences of the changes in 
dIfferent sIgnals in the case of dnver impamnent. The importance of this study is 
having a concept of correlatmg the physiological signals from the dnver to the 
vehicle related performance metncs. This study clearly points in the right 
direction to find a reliable system: a multi-sensor approach exploiting the 
correlations between dIfferent signal channels. 
2.3.2. Driver Modelling 
The studies on driver modelling rely on experimental research designed for 
simulators and also real road conditions, exploring the reliable signals/metrics for 
dnver performance. Human performance and behaviour modelling in driving is a 
crucial topic to develop driver aSSIStance and control systems. An explanatory 
approach is used as a beginning step and IS used to built a dnver behavIOur 
model having its roots in experimental real data. Using these models, nominal, 
acceptable and safe driver behaviour can be represented in terms of the SIgnals 
collected from driver and vehicle. These studies set a reference model for 
detecting deviation from safe driving behaviour. 
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Driver models can be considered as two separate groups suggested by dIfferent 
approaches: 
TT Cogrntive models 
TT Functional models 
Cognitive models explain the driver's behaviour in an information processor 
sense, whereas in functional models, the driver is seen as a controller of the car 
system and is represented by a response time and a natural frequency. By 
combining these approaches, most of the driver related issues can be resolved. 
For example, more robust controllers can be designed or cruIse dynamics can be 
improved taking the dnver model into the design process. However, both of the 
approaches are likely to fall into explanatory pitfalls as Michon (1989) noted, 
that is they explain the end-result of the action ignoring the cognItIve 
mechanism. The functional models representing the engineering approach are 
criticized because they explain the behaviour but neglect the implicit process of 
cognition and tend to maintain a level like a thermostat. 
A more modef)l approach is to represent individual driver behaviours while 
maintaining a functional level rationality of driver actions for the use of control 
theory. Onken and Feranc, (1997) uses this approach and utilizes Fuzzy ART 
(Adaptive Resonance Theory) Systems to represent individual drivers from on-
line, learnt data. IndIVIdual driver style is captured during the learning phase and 
dnver intent is inferred from a rule base system. By this method dangerous 
driving behaviour is recognized. In this work, deviation from the normal dnver 
behaviour could be perceived, but the reason for thIS deviatIon remains unknown. 
The system can produce a risk level measure whIch is an input for a warning 
system only However, if the reason can also be sensed and analysed then a 
preventive technology (i e. intervention device) can act accordingly. 
Driver models have also been developed to evaluate intelligent systems. 
Kuriyagawa et.a!. (2002) developed a driver model using Neural Networks and 
multiple regression analysis. They searched for the casualty relationshIp between 
the informatIon given to the dnver and the resultant output actions of the drivers. 
In this study, information flow from the environment IS also taken into account. 
In order to present the environmental conditions and road structure which cause a 
driver actIOn, radar is used. A total of 17 variables are collected in this study: 12 
of them represent the car as a free body comprising angular velocities, angular 
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acceleration in yaw; roll and pitch in addition to steering, 4 of them are velocities 
and accelerations ofIongitudinal and lateral directions and finally the slip angle 
for the centre of gravity. Amongst them, to represent the driver's control actions, 
three elements are taken: 
n Steermg torque for lateral control, 
n Throttle valve opemng, and 
n Reaction force ofbrakmg for 10ngItudmal control. 
Modelling dnvers is not an easy task because of the multi-inputlmuIti-output 
nature of the driving task, besides driving is not a deterministic event. In order to 
simplify the models some inputs and outputs are igIlored and not all the 
uncertainties of the dnving task are modelled. Assurrung the road conditions are 
improved and automated highways are used, the human driver remains the source 
of uncertainty. For these reasons, integrating the uncertainty into the model is 
important Ulsoyand Chen (2001) used a system identification approach to 
obtain both the driver model and its uncertainty. They represented a driver's time 
varying behaviour and unstructured uncertainty from non-modelled dynamiCS. 
By using this model a driver-in-the- loop desigIl for active controllers was 
proposed. In a different approach Petland and Liu (1995) suggested an 
aUgInented controller system and modelled the dnver for a specific drivmg task. 
In this way their method dealt with all the uncertainties of modelling the specific 
tasks relating to eye position. In order to handle task specific structure of the 
driving, Finite State Machines were employed for simulating the discrete nature 
of driving. 
In order to propose active safety controllers the relationship between the driver 
and the car should be determined for several dnvmg tasks. Most of the time, this 
relationship is derived by observing the vehicle dynamic parameters and driver 
inputs. For instance, Hashimoto et.al (200 I) was only interested in lateral control 
strategy of the dnver and the driver model only represented this action. This 
approach was aimed at developing a specific system and a controller for only that 
driving task, however It carmot supply a comprehensive driver model for 
performance monitoring of driving as a whole task. Specific task driver models 
are very common in the literature due to their ability to simplify the modelling 
problem and focusing on the particular task. Such an approach can be found m 
Habib (1995), Sharp et.al. (2000), Tsimhoni et.al (2003), and Butz et.al. (2005) 
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focusing mainly on steering control actions of the driver. Habib, (1995) used a 
predictive driver model examining the effects of higher frequency neuromuscular 
system modes of the driver body structure by transfer functions. The model is 
useful in relating the neuro-muscular system to car controlling actions Sharp 
et.a!' (2000) proposed a discrete-time optimal control theory based structure for 
steering action modelling. However, this model does not consider the whole 
control ability of the driver. As a future aim, they propose a control structure 
simIlar to neural networks so that the controller wIll have the flexIbIlity of tuning 
the parameters as human controllers. Tsimhoni et a!. (2003) combined the 
mathematical model of the driver with simulator data. Vehicle heading, lateral 
position, road curvature and hand and eye positIOns outputs were used as inputs. 
The steering actions of the driver can be modelled with a different perspective as 
m Butz et.al (2005). They used optimal control, separating human control mto 
two levels: guIdance and stabilization. 
2.3.3. Unobtrusive and Control Engineering Approach 
The ideal driver momtoring system is deSIred to be non-invasive. Therefore 
vehicle performance parameters are investigated to reveal any change depicting 
driver performance unpairment. This approach proposes not only dnver 
monitonng but also assistmg the driver m certain tasks eIther contmuously or in a 
gradual way dependmg on the demand. Most of the studIes usmg a control 
engineering approach in dnver momtonng focus on lane keeping and active 
steenng aiming to prevent highway aCCIdents. 
A trend towards autonomous driving is drawn attentton to in Nwagboso (1997). 
Following thIS trend, an on board nsk monitoring and emergency handling 
system structure is suggested in several studies. The system is enabled to work in 
two different modes: driver and back-up modes and the operating principle 
depends on an expert system. Apart from back-up mode assistance systems, a 
more passive approach is to equip the car with a data recorder. Wouters et.a!. 
(2000) has followed this approach, however the feedback to the driver is a long 
process and the main aim is to improve a driver's attItudes by supplymg a 
- behavioural feedback. 
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A more realistic approach to human-related problems is driver assistance and 
active controller systems m cars. Sayed and Eskandanan (2001) suggested an 
unobtrusive system based on analysis of steering wheel input. The system they 
suggested uses Neural Networks to identify different steermg styles as drowsy 
and non-drowsy. However, the system cannot detect the general case of 
inattentive dTIving and it does not take any precautionary actions imtIated by 
controllers in the car. Therefore this reduces it to a specific detection system for 
drowsiness. 
The idea of assisting the driver through the steering wheel is considered by 
Schumann et.al. (1992). In order to compensate degraded lateral position 
performance of the driver a prio-perceptive tactile feedback is given by means of 
the steering wheel. Implemented in a contmuous way, this steenng wheel 
feedback is considered to give an early and direct warning. In addItion to 
assistance systems, there are other active steering wheel systems considering 
only vehicle dynamics. Huh and Kim, (200 I) have developed a tyre model to 
design a steering controller. Another active steering study by Guvenc et.al (2004) 
has a frequency domain approach. In the low frequency band the steenng actIOn 
is not conSIdered as critical. However, in the high frequency domam the 
situations are rather critical and a human dnver is not capable of keeping the 
stability of the vehicle Aiming at this high frequency range they suggest a two 
degree of freedom controller for steering. 
Lateral guidance of the vehicle and steenng action Improvement were considered 
together in Salvucci and Liu's work in (2002). In this study, the driver's 
resources are defined as vestibular (i e. feeling the accelerations and dynamics of 
the cruise), VIsual (essential for steering and lane changing), and proprioreceptive 
(providmg force feedback through ann and hand representing road and 
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environmental conditions). The visual resource can be considered the most 
important amongst them and this study utilizes it to examme lane changing 
behaviour in terms oftime management of the driver in lateral control of the 
vehicle. Almmg at a lateral guIdance system development, Bonnay et al (200 I) 
followed a linguisticlheuristic approach to keep the dnver in the loop. This is 
basically a co-pJiot structure and not only takes the vehicle dynamics into 
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account but also the driver. Horiuchi et.al (200 \) examined an obstacle 
avoidance system and through numerical optimisation calculates the optimal 
steering for every Situation. Phutti and Ulsoy (\999) used steering action as input 
(steering angle) and lane position and speed as outputs to Identify a drowsy 
driver by system identification technique. The system's natural frequency, 
damping ratio and DC gain were examined, however the expected change was 
seen in second order residuals. This approach is theoretically sound and reliable 
but because of the need for further analysis It might not be suitable for an on-line 
monitoring system. 
2.3.4. Selected Systems and Projects 
All the systems developed for monitoring the driver state have a common theme: 
that of 'mtegration'. The reason behind this is today's sensor technology and the 
complexity of the problem. It is widely accepted that several sensor outputs 
should be combined in order to fmd a robust measurement result representing a 
driver's state. 
There are two different trends in the research observed: 
TT Technologically improving the hardware and software of imagmg and 
other sensors for automotive applications, and 
TT Integrating imaging and other sensors into real environments making 
necessary development and feaSibility research. 
Victor (2005) has proposed an mtegrated monitoring system based on the 
imaging system by Matsumo et.al (2000) The system includes a stereo camera 
arrangement in order to obtain 3D information on gaze merge and head position 
of the driver 
MonitOring the road and the driver is not a new idea. In fact there have been 
several studies that tried to correlate the road conditions with a driver's control 
actions to identify the control strategies of a non-impaired human 
driver/controller. Apostoloff et al (2004) used a similar approach With an eye 
gaze tracker combined with a lane tracker based on a particle filter algorithm. 
The road ahead of the driver is modelled in 3D and correspondent gaze vector 
was projected onto real world coordinates by using homograph matrixes. 
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In some other systems, several sub-diagnosis units are used to buIld the entire 
control system. Gress-Hemandez et al (1998) grouped these sub-systems into 
behavioural, physical and critical. Behavioural analysis umt samples external 
behaviour such as vehicle speed, physical diagnosis system measures eyehd 
closures and the critical diagnosis system has a grip force sensor and a head 
positIOn sensor. 
As a part of a greater project SAVE, Giralt et al (1998) described a driving 
monitoring unit. Selected parameters were hand pressure on steering wheel, 
steering wheel movement, pedal movement, position on the vehicle lane and 
eyelid movement. Alessandro et al (1998) suggested a supervisory controller 
structure to safely stop the car in the event of emergency This system had CCD 
cameras, LIDAR and different controllers for different emergency cases. The 
controllers and systems included road detection by CCD, frontal object detection 
by LIDAR, lateral controller via steenng wheel, and longitudinal controller via 
throttle and brake. 
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Chapter 3 
Proposed Driver Vigilance Monitoring 
System 
3.1. Definition of an ideal driver monitoring system 
The ideal driver vigilance monitoring system is the one that IS robust and can be 
implemented to the cabm of a car compactly, economically and unobtrusIVely. 
Perhaps the most important feature of such a system is an unobtrusive 
measurement strategy applied in a robust, feasible and economical way 
Therefore Ifwe define an ideal monitoring system the properties can be enlisted 
as follows. 
• The system should be non-Intrusive and both visually and in principle 
acceptable by the drivers and occupants 
25 
• It should be economical and feasible to be implemented In the cars. It 
should use already built In-car technology and sensors, i e. off-the shelf, 
inexpensive devices as much as possible. AdditIOnally, the deVIces should 
be compatible with the common standards, i.e. CAN bus. 
• The system should be reliable, robust and fail-safe. When an informatIOn 
charmel is cut or a sensor fails, the system should be able to react in a safe 
way. The false alarm rates should be kept to a mInimum The system 
should also allow over-riding by the dnver. 
FollOWIng these design guidelines, the physiological parameters of a human 
driver and of the vehicle dynamics indicatmg the performance of the driver are 
identtfied from the literature. Low-cost sensors to measure these IndIcators are 
then selected and sub-system structures deSIgned. The selectIon and design 
process is summanzed in Figure 3.1. 
Search of 
Non-mtrusively 
Measurable Parameters 
+ 
Selection of Low-cost 
Sensors (hardware) 
+ 
Design of sub-module 
software and system 
mtegratlOn (software 
and data loggmg Issues) 
Figure 3.1. Design steps of sub-systems of driver vigilance monitoring 
First the overvIew of the system WIll be gIVen then the subsystems will be 
explaIned in greater detail. 
3.2. Overview of the system structure 
The system was designed as a multi-sensor measurement unit having dIfferent 
information charmels. The information from all the charmels IS to be fmally 
26 
reduced to a form such that they can be fused to give a single measure of 
drowsiness or risk level. This concept is realised through experimental test-rig 
designing, data collection, analYSIS, and sensor fusion steps. 
First, the experimental test ng was set up utilizing a simulator computer, 
projector and a fixed based simulator car frame with realistic interior condItions 
and dimensions. Sensors are attached to the suitable places on the simulator as 
will be detailed in section 3.3. The data is collected and stored on hard disks to 
be analysed afterwards. The analysis process revealed trends in the data and 
makes it possible to model the dynamics of drowsmess in terms of changes and 
shifts in collected signals. Then using these slufts and changes a 
decision/classification system is needed to finalize the diagnosis deciding on the 
level of drowsiness! risk or classifying the driver drowsy or normal on a scale 
baSIS. After realisation of such a system, several explorations were needed to test 
the performance and reliablhty. As an overview the system can be summansed as 
functional blocks in Figure 3.2. 
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r -- ---:--- ---. ....................................... . I :' i I - - I ; i +( , Sensors: '1+ ! Raw Signals t 
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r --- ---,- - ,. ............ ~ ......................... . 
computer Vision I NIR custom made 1..1 Eye closure, gaze 1 
for Eye Tracking .. l_ ~d~u~nabo: J L. ...... ~:~~.~~~~~ .... ..J + 
r------- !'" ................................... .. 
I ' ' -, J i TrajeclDry, Speed 1-' : Vehicle Dynamics + SlmulelDr I+! Accelerabon L ____ ~__ ••••••••••••• _ .......... _ ••••••••• : 
Human-car r - -EncodeiS-1 pliEeiiiiiiWii;;;,iBiigl.· .. 
+ I PotenbometelS r i ThroHle Angle 
,-_I_nt_e_rf_a_ce_--, L _ ~ S!"S!L ..... L.. .. f.?~ 2n.~~~n.n9. .... r j 
,-------, r- - ----- r .. ···_···· .. ··_·· .. _········· 
I ' Low-cosllmage - I i ' Human mobon ,-_p_er_IP_h_e_ra_I_--,+ l ~~~ ~~~ J + L ...... ~~~~~~.~~~ ...... . i : j
Denved memcs 
Performance Indices 
DsclsDn 
Classrficabon 
Risk Level 
Drowsiness Level 
Figure 3.2. Driver vigilance monitormg system functional architecture 
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3.3. System sub-modules 
The sub-modules of the system are introduced here; the entire system can be seen 
in Figure 3.3. However, more extensive explanations and design issues are 
arranged in Chapter 4 for eye tracking system and in Chapter 5 for the rest of the 
sub-modules. 
A realistic schematic of the actual simulator showing all the sub-systems and 
their actual place is given in Figure 3.4. 
1 Webcam ror lane tracking 
) 
2 Webcam ror human tracking 
3 Compute." vision system 
4 Speed ..... ler 
5 Encoders 
6 Strain gauge 
Figure 3.3. Sub~modulcs of driver vigilance monitoring system 
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2 
PC 
9 8 7 
Driver to simulator 
(a)I :Proj ector, 2: Webcam, 3: CVS, 4: Straiogauge, 5,6: Encoder, 7,8,9,10: Computers 
11 
10 
9 8 7 
(b)ll: Webcam 
Figure 3.4. Schematics of actual simulator arrangement: (a) Side view, 
(b) Top view 
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3.3.1. Computer vision module for eye tracking 
Chapter 4 is devoted only to explain the principle of eye tracking system 
development and performance analysis A brief mtroduction to the hardware 
components and working pnnciple is given here for the sake of placing the 
module into the system. 
This module comprises a CMOS camera and a circular near infrared (NIR) light 
source attached to the camera lens to be co-linear WIth the optical axis of the 
camera. The lens is covered WIth an optical absorption filter to block the VISIble 
light and pass the same near infrared range of the light source. T!te computer 
vision system aims to exploit the retro-reflective property of the human eye in 
order to have bright pupil images. Using this high contrast image, the pupIl of the 
eye region can be easily segmented, giving crucial information such as gaze 
vector and pupil area. 
Gaze vector reveals the focus of the attention of the driver, whereas pupil area 
measurement gIves the eyelid closure. This system can also locate the eyes in the 
2D plane of the image gIving a rough coordinate of the head position. The 
software environments to develop the eye gaze tracking are C++ and MATLAB 
Image Processing Toolbox. FigIITe 3.5 shows a schematic of the system 
arrangement. 
LIght Crrcuit on 
printed board 
Optical Lens 
Figure 3.5. Eye tracking hardware 
CMOS camera with 
USB mterface 
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3.3.2. Vehicle dynamics signals unit 
This unit is directly connected to the STISIM simulator computer. The unit is 
able to measure the trajectory, speed and acceleration of the vehicle together with 
the distance travelled. The aim of this unit is to supply crucial information on 
vehicle dynamics helping to Identify: 
• the condition of the car dynamically during the cruise so that it can be 
predicted that there is a risk of over-steer, under-steer, roll-over and loss 
of control due to excess speed 
• the performance of the driver-vehicle system in keeping the vehicle stable 
for a safe journey. 
In this thesis, the second aim will be emphasised by developing several metrics 
from these signals in Chapter 5. The first aim will also be taken also into account 
in the combined simulations of vehicle- dnver models to assess the collaboration 
of driver monitoring unit WIth other active safety systems and controllers in 
Chapter 9. ThIs unit is more crucial if a field experiment is to be designed and 
should be more elaborate. However, in a fixed based sImulator, accelerations, 
speed and trajectory information is consIdered adequate since there is no 
pOSSlbJiity to simulate the VIbrations and lateral accelerations etc. or forces. 
3.3.3. Human-car interface signals module 
This unit includes several potentiometers, encoders and strain gauges to measure 
the signals related to human-car interaction. Steering wheel and throttle! brake 
pedals are the interfaces to obtain information about how the information and 
control commands are flowing from the human to the car during a particular 
driving task. 
Steermg wheel angle inputs are measured to assess the lateral control ability of 
the driver and hislher state of vigilance. In addItion to this, the force on the 
steering wheel column appbed by driver can give crucia~ mformation on the 
attention level of the driver. Therefore, an encoder is attached to the steering 
wheel and a stram gauge is arranged on the steering wheel column. 
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Throttle opening IS measured by the angle ofthe pedal using an encoder. This 
signal eventually yields the speed control performance of the driver when 
examined closely. Speed control IS not only keeping the speed within a certain 
interval or at a certain value but also longitudinal control of the vehicle taking the 
headway (the distance between leading and following cars) if there is a car 
following scenario. 
In summary this unit gives information on two basic tasks of the driving: 
• Lateral control via steering wheel angle 
• Longitudinal control via throttle opening or acceleration pedal angle 
The force on the steering wheel column gives important information about the 
gnpping behaviour of the dnver dunng the steenng manoeuvres. An attentive 
driver is expected to mamtam a certain grip and force on the steering wheel, 
while an inattentive driver can apply force in an unexpected manner, such as 
extreme forces when awakening from micro-sleeps or no force at all. A 
schematic view of this unit can be seen in Figure 3. 6. 
Figure 3.6. Human-car Interface unit 
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3.3.4. Peripheral Modules 
Peripheral units of the system compris~ of a human motion tracking system and a 
separate computer VISion system for lane tracking. These units are of secondary 
importance, however extremely helpful in identifying the condition of the driver 
or driver-vehicle system. 
A human trackIDg system can detect head and hands ID motion and track them 
From these trajectories, nodding behaviour as an indicator for sleepiness and 
inappropriate placement of the hands on steering wheel as a sign of 
inattentiveness can be analysed and detected. This system uses a low-cost web-
cam with low resolution. Colour informationin the image is exploited to track 
the exposed skin areas of the driver. Head and hands are quickly located on a 
skin colour basis and unwanted areas can be eliminated by lOgiC filters and 
several other verification methods, such as Artificial Neural Networks based on 
trained example of skin colour. After detecting the regions of interest in the 
image they are tracked using the trackers appears in computer vision literature, 
such as the Kalman Filter, Mean-Shift, Lukas-Kanade methods 
The lane tracking system IS a simpler verSIOn of real lane trackers applied 
nowadays in cars using a much more complex computer vision system than the 
one prepared for the experimental test rig. The system used in this study meludes 
only a low-cost web-cam and a PC for Image processmg and data storage. Image 
processing basically tracks the lane lines which are brighter than all the 
background m the projected road scene. A basic threshold approach is adequate 
for such a system to fmd the lane marks, but under real road conditions the 
system should be designed to be more robust due to illummation changes, 
missing lane marks and a cluttered traffic scene. For the purpose of simulator 
based experiments a simple lane tracker is sufficient but the real conditions are 
also explored in auxIlIary systems in Chapter 8. The Peripheral unit in the 
equipped Simulator can be seen schematically in FigI1fe 3. 7 
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Figure 3. 7. Peripheral unit containing human motion tracking and lane tracking system 
3.4. Combination of the monitoring system with active 
controllers 
Having introduced each of the sub-modules in the driver vigIlance monitoring 
system a long disputed question is addressed here as a concept and is explored in 
Chapter 9 a~ a prospective active control system. The question IS 'Should the 
active controllers in the car take action in an emergent accident and intervene 
driving?' Possible combmation schemes to answer this question are discussed 
here at conceptual level. Depending on the reliability of the monitoring system 
and how much it is integrated into the closed loop of the vehicle control three 
different approaches are considered. These approaches might lead to a warning 
system, an authority transition system or an integrated system from less intruSIve 
and less effective to more mtrusive and more effective. 
3.4.1. Warning Systems 
Warning systems are suggested as the most non- intrusive and acceptable 
approach in terms of leaving the control of the car to the driver. However, there 
is an important question to be considered by the designer. The question IS 
whether a monitoring system can supply feedback to the driver well before a 
dangerous situation is imminent and whether the reaction time, manoeuvres and 
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the forces applied by the driver are adequate for evasive action. Drivers detected 
as drowsy by the system can be warned, however there IS often not enough time 
for the driver to become fully awake, recognise the situation he/she is in and plan 
a manoeuvre or stop the car safely. Besid~s, warning systems may cause panic 
behaviour and therefore fail to meet their objective. As can be seen from the 
block diagram of such a system (Figure 3 8), after a warning is issued it is 
completely left to the driver's skill to prevent the accident and if it is not 
prevented, only the passive systems can be re-adjusted to attenuate the impact of 
the crash on the occupants. For all these reasons, in this study a warning system 
will be considered as a feeble approach. The warning system approach does not 
provide any active safety mterventIon and the mtegration of such a system into 
cars is straightforward and can be tested using recognised transportatIOn 
engineering and ergonomics techniques by simulator and road tests. On the other 
hand, a safe way of authority transition from the driver to the car or mtegration of 
the momtoring system into control loops of prospective controllers offer a wider 
area of research m the control engineering discipline and can lead to more 
effiCient solutIOns. 
Physiological signals 
Risk 
= I Monitoring Level Warning Driver = 
Vehicle 
I System System 
-
r--
To passive 
, safety devices 
Waming signal 
Figure 3.8. Combination of monitoring system as a warning device 
3.4.2. Authority Transition Systems 
These systems behave hke a switch between the human dnver and the embedded 
control system in the car. Although it seems to take away the control from the car 
driver, it is actually a human-centred approach. This system allows the drivers to 
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control the car when they are fully attentive and when their physical lImits can 
handle the situation. Whenever the driver becomes unavailable due to sleepiness, 
inattentiveness or in extreme situations when it is too late for the dnver to act, 
this system can act to prevent most severe accidents. It acts as a co-pilot and 
watches over the physiological signals of the driver and his/her dnvmg 
performance as well as checking the car, environment, road and traffic, analysmg 
the risk level continuously. If the analysis can yield a reliable result then this type 
of system can take over the command of the car to avoid accidents or lower their 
impact to a certain degree. 
An authority transition system should be connected to different actuators and 
controllers in the car so that it can act accordingly under different circumstances: 
a lane change, obstacle avoidance, rear/ frontal collision avoidance, pedestrian 
detection, emergency stop, correction of under steer and over steer etc. In other 
words, this system connects the already available controllers and advanced 
systems in today's car under a different hierarchy including the driver vigilance 
monitoring system, making more efficient use of these systems to avoid and 
prevent aCCidents. Hierarchical structure of such a concept is shown in Figure 3 9 
and an example of an avoidance loop m block diagram representation is given in 
Figure 3.10. 
Driver 
Vehicle 
.., 
Momtoring System I 
I Authonty TranSition System I 
.., 
Supervisory 
Controller 
--/ , "\. ~---
LKS ACC ABS ESP TCS Active Steering 
and Throttle 
Figure 3.9. Hierarchical Structure of Authority Transition System 
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Figure 3.10. Authority Transition System (ATS) combined with Driver Vigilance 
Monitormg System 
3.4.3. Integrated Systems 
Decision 
System 
In an integrated system, the idea of authority transition is developed into intricate 
connections of the controllers so that the whole system acts as a combined 
diagnosis and prevention system. In this integrated approach, the driver can 
select the mode of the system in assistance mode where the system assists the 
driver or in full-mode overtaking the driver whenever it is needed 
Development of such a system should start with simulations then include the 
controllers mto sensor-motor control loops of the driver through simulator and 
field experiments. In this thesis a basIc driver and car model WIll be used to 
explore the idea of integrated system in Chapter 9 having the cross-over model. 
These systems are much more complex than the authonty transition system 
because the total response of controller and human together With vehicle is 
considered rather than having the vehicle, dnver and controller as separate 
systems. It is not known yet how the drivers are affected when a controller is 
augmented into their control loops to drive more safely. The level of the 
controller's contribution to the commands is also an interestmg research topic. In 
summary this approach can lead to these unexplored areas: 
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• Inclusion of the active controllers in driver-car control loops without 
being intrusive, supplying a smooth driving experience WIth the mental 
load of driver reduced. 
• Understandmg the interaction between the dnver-car and dnver-
controller 
• Suggestion of innovative ways of augmenting the controllers in car 
driving especially in the aim of accident prevention 
In this study not all of these questions can be addressed however the proposed 
driver vigilance monitoring system is consIdered as a preliminary step towards 
the final aim of active collision avoidance and a way to include the controllers in 
car-vehicle control loops. The possible system structures are explored using 
MATLAB Simuhnk software and results are included in Chapter 9 and the 
further directions are addressed ID Chapter 10. 
A schematic description ofan integrated system can be seen in FIgure 3.11. 
Physlo/og/cal signals 
" .... --- ..... _-_ ... -.---.. _ ........ _--------, 
11 
RIsk 
==: I Monitoring Level Diagnosis Driver 
==: Controller I Vehicle I System System 
-
r+- i-
---------------------------- --- ----------- I Vehicle condition J AugmentJ!d 
System 
ControUer condition 
Controls/gnal 
Figure 3.11. Integrated System Structure 
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Chapter 4 
Computer Vision System for Eye Tracking 
4.1. Introduction 
Before introducing the eye tracking system it should be clarified that throughout 
this thesis an eye tracking device is designed for detecting the eyes m a frontal 
image, segmenting them and actually tracking their movement to YIeld gaze and 
pupil area. Eye tracking systems have a long history since their introduction by 
Hutchinson et.al (1989). They have been used in medicme for chagnosls or in 
Human Computer Interfaces (HCI) as an alternative way to commumcate WIth 
computers via eye-related measurements. Although the idea is very clear and the 
target is completely identified, eye tracking technology IS sttll in ItS infancy. The 
challenges are mainly technical originating from sensor limitations, illuminatIOn 
conditIOns, and from the nature of the imaging problem such as dramattc and 
non-rigid motion of head in scenes, making the eye-Iocatmg task difficult 
39 
especially in cluttered backgrounds. Because the feature 'eye' in the image is 
small relative to the whole image, in remote eye measurement applications, most 
of the time the accuracy of an eye tracker used in medIcal diagnosis or in human-
computer communication (as low as lOin visual angle) is difficult to attain. The 
detection problem and accuracy constraints lead to different architectures. If 
c1ose-imaging systems are preferred then the imaging system should be mounted 
on a head gear system (Babcock, Pelz 2004 and Sodhi et.al. 2004). Alternatively 
if a non-intrusive, remote option is in favour, there should be at least two 
cameras, one with a wide field of view (WFOV) for head and one with narrow 
field of view (NFOV) to follow the eye. In addition to the second camera, a pan 
and tilt system is often needed for the latter. (XU et al. 1998, and Noureddin et.al, 
2005) Because the problem has more than one technical solution, the lIterature is 
mostly focused on eye detectIOn and trackmg algorithms without examining the 
final performances of the proposed algonthms and hardware selectIOn on 
measurement system. Hence, eye tracking systems are not handled adequately as 
a measurement unit, and there is a need to identify which technologtes and 
techniques (in terms of hardware, software and algorithms combination) are able 
to achieve the goals previously set for a particular application. 
The eye tracking system in this study is used to obtain visual cues or SIgnals 
relating to drowsiness to be combined with other signals in a driver vigilance 
monitoring framework. Therefore, it has a different range of requirements and 
deSIgn constraints from conventional HeI and medical diagnosis systems. The 
accuracy and speed expectations as well as the level and complexity of candidate 
image processmg algonthms dIffer from conventional systems. The desired 
accuracy of the eye gaze tracker for driver monitonng in this study should be as 
much as 50 in visual angle, if possible better accuracy (as much as 1) is 
beneficial in obtaining reliable data. Desirable features of such a tracking system 
are: 
• Imaging sensor should have reliable and fast output 
• The eye tracker system should be non-intrusive to driver 
• It should be compact and relatively mexpensive for in-cabin car application 
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• Off-the shelf smart sensor development is favourable if possible with 
relatively simple image processing algorithms leading to simple and robust 
plug-and-play operation 
• The system should have signals ready to feed into a more complex diagnosis 
system, therefore it should have an appropriate signal analysis part 
• The system should be autonomous or semi-autonomous WIth minimum need 
of aId by the user 
• The tracker should have sufficient precision to distinguish between important 
points of gaze on the in- cabin structure or on the road scene or a segment of 
It. 
As m any engineermg design problems, the constraints mdicate several trade-off 
problems. To be able to satisfy all the requirements at some certain degree, a 
wide literature survey must be conducted and appropriate hardware selected on 
the basis of the information obtained. Although the eye tracking unit is only a 
part of the multi-sensor monitoring system, all promising state-of-art algonthms 
should be compared, in terms of their performance and accuracy, to find the best 
solutIon within the available time and using limited sources. Therefore, the 
organisation of this chapter follows this investigation process. 
Frrst, under previous work, the literature and available devices will be exammed. 
Second, the hardware selection process and the 'Near Infrared Bright PupIl 
Technique' will be detailed with reasons for its selection. Next, the drawbacks 
introduced by hardware wIll be identified to guide the designer in selecting the 
best algorithm satisfying an acceptable overall performance. Third, the 
autonomous computer vision system algorithm wIll be separated into detection, 
verification and tracking/time association parts and alternative approaches WIll 
be compared Finally, the proposed solution will be defined and be examined in 
terms of accuracy by a modelling approach. 
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4.2. Previous Work 
Today, most eye gaze tracking systems are aimed at multimedia applications or 
Her. A large amount of work is on eye detection and tracking and this problem is 
handled in a general object tracking scheme in image sequences. In order to 
detect the eyes, three different approaches have found application: (Duchowski, 
2002) 
• Deformable templates allowing non-rigid motion extraction 
• Appearance based methods having robustness to changing illumination 
• Feature based methods simpler than the previous two, but needing 
reinforcement against misdetection. 
The software and algorithm for eye-tracking is intricately related to the selected 
hardware configuration. Furthermore, hardware can be selected to simplify 
detection and tracking problem; but such systems need custom designed set-ups. 
Beginning with off-the shelf components using viSible light with no active 
imaging or optical component, the systems tend to have a complex image 
processmg procedure (Hansen et al. 2005). Problems are mostly caused by 
motion and cluttered background. If special hardware and illumination conditions 
are to be used, near infrared bright pupil is one of the best known techniques for 
simpler detection algorithms and allows direct measurement of eye movements. 
However, it may suffer from false reflections from other objects (Morimoto et.al. 
2005).The false object problem can be easily solved by adding a venficatlOn step 
to the main algonthm at the expense of computation time and increased 
complexity. 
Apart from the general image processing approach the systems may be separated 
mto two configurations; non-intrusive/remote systems and intrusivelhead-gear 
systems (having a small camera on the head-gear directed to eye). Although 
head-gear systems have the advantage of close imaging and can achieve precise 
eye measurements, they are intrusive and not preferred out oflaboratory 
conditions. It would certainly not be suitable for the domestic car market. 
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Head gear systems may use an infra-red LED and a mirror to minimise the 
intrusion to the eye or may even use visible light. In both cases, the focus of the 
image processing algonthm IS to measure the pupil diameter and centre precisely 
usually by ellipse fitting, active snakes and simIlar algorithms allOWIng sub-pixel 
accuracy. The gaze measurements measured by head-mounted systems will also 
be superior to remote systems for two reasons: close imaging sub-pixel accuracy 
(Zhu, J. et.al, 2002) and elimination of head motion effect on the measurement 
system. 
Remote eye trackers have the advantage of non-intrusiveness, but often they need 
additional hardware or complicated image processing and analysis steps. 
Nevertheless, If near infrared bright pupil technique is employed the detection 
problem is Simplified. There have been a number of successful attempts to utilise 
this technique in remote eye trackers for driver vigilance monitoring purposes. 
(Zhu, Ji, Fujimura and Lee 2002) The system has evolved in time With 
improvements in calibration and precision issues. The second advantage of 
remote systems is that they provide the head position and eye related 
measurements simultaneously Although head movement causes the eye related 
measurements to deteriorate, it can be compensated for by a calibration process 
and/or modelling the motIOn of the head. 
Remote trackers made from passive imagmg components usually mclude only 
one CCD or CMOS camera and use visible light as an imagmg source and a PC 
, 
for processor. As a result they heavily depend on advanced active appearance 
models (Xiao et al. 2002) or template matching algorithms utilising textlire of the 
eye region m the face. For featlire extraction Wavelets, Fourier Transfonn, 
Entropy and Gabor wavelets are employed to represent the textlire and for 
classification Artificial Neural Networks or any other learning machine may be 
employed. These methods are mainly focused on modelling the face and having 
the eye as a featlire of the face. Most of the time, the measurement procedure for 
the eye-related parameters is not identified. Those methods certamly need a 
measurement module or detailed segmentation process after detection to obtain 
the pupil diameter, pupil centre and fmally derive the gaze vector, and this 
43 
I 
I 
measurement should be achieved on a continuous basis together with the object 
tracking task. 
Comparing active and passive imaging approaches, the active components have a 
significant advantage over passive ones. Because the passive approach has no 
control over illumination conditions, it needs more computational power to 
eliminate the drawbacks and hence has a lower success rate when applied 
outdoors in a compact scheme. 
4.3. Computer Vision Hardware 
Active illumination in the near infrared (NIR) band and an optimised sensor 
output to exploit the bright pupil technique was selected. The first prototype used 
a monochrome CMOS camera with a USB connection. A ring of fifteen NIR 
LED s on a PCB board emitting light at 880 nm wavelength was fixed to the 
camera coaxially with the optical axis. Finally, an optical absorption filter to 
block undesired wavelengths, thus enhancing contrast is arranged in front of the 
lens to optimise the camera response in a narrow band of 880±20 nm. (Figure 
4.1) 
Figure 4.1. Computer Vision Hardware 
Because the system was aimed to be low-cost, a CMOS camera was selected; this 
type of sensor is also an intermediate step for custom-made image arrays which 
are programmable. In the selection process the camera sensor' s response to 880 
nm wavelength light was considered as a criteria and it was 75% of the full 
response. In the testing stage of the hardware the images were found to have a 
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lower SNR than expected. In the NIR band, most of the wavelengths that can 
contrIbute to dlummation intensity were blocked by absorption filters. This 
makes the thermal noise cross-talk between sensor cells more apparent in the 
image decreasing the SNR ratio. 
The initial experiments in the NIR band identified the hardware problems to be 
resolved. Pre-processing or enhancement steps were designed in the light of this 
information. 
The problems identified were: 
• Low SNR problem due to attenuated lIght intensIty by the absorption 
filters and thermal noise in the CMOS sensor, increasing the LED 
power/number was not a solution due to emission rates and reflectIOn 
from the skin. 
• TIme latency problem caused by not optimised software and dependency 
on PC's operation system, this problem caused real-time working mode 
to crash. 
• Memory problem due to registering the whole frame to internal memory 
before processing and it is connected to time latency problem as well. 
For the low SNR problem, the corresponding values of SNR were measured 
and pre-processing and/or enhancement algorithms were identified. For time 
latency and memory problem, the system was converted into a VIdeo 
processing system and the real-time processing idea was postponed until a 
robust and fast total solution algorithm was found. After this stage, It is 
envisioned to make the whole system independent of a PC operating system 
employing FPGA and DSP technology. In order to assess evaluation times of 
different algorithms prototype programs were run in MATLAB environment 
and then faster ones are converted into C++ language in preparation for real-
time runs. 
In order to state image processing problem, SNR of the samples are 
calculated here. 
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Signal to Noise Ratio Assessment of NIR Computer Vision System 
If we need to calculate the SNR of the sensor not the image, we need to consider 
a more conservatIve defirution of SNR in terms of number of electrons filling the 
sensor wells as Yang, El Gamal et.a!' (1999) has identified. They showed that in 
low intensIty images, the SNR decreases because in the same time duration the 
charge collected In the sensor wells is less in low intensIty Illumination as in 
Figure 4 2. 
qmax . -_ ...... -~---. 
High 
lIIummatlon 
t 
: Low 
. Illumination 
Figure 4.2. Charge vs. integration time for low and high illumination for CMOS sensor 
The lower the capacity of the wells, the lower is the SNR because the signal is 
not powerful enough in the SNR formula. 
However, since there is no possIbIlIty of measuring the SNR of the available 
camera, only the SNR estimates from the obtained images were calculated. In 
order to approach SNR value equation (4 1) is used. 
SNR = 20 log iO (m"",. ) (4.1) 
S region 
mreglOn: mean gray level in the region 
SroglOn: standard deviation of the gray levels in the region 
An example calculation of SNR is given here to have an Idea about pre-
processing needs (Figure 4.3). 
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Figu re 4.3 . NIR Frontal image (contrast of the image was enhanced in this figure for display 
purposes) and RO) for SNR calculation 
Table 4. 1. SNR calculation of a sample region 
Grey level range in [0-2551 172 
Mean ofpixel values 63.189 
Standard deviation in ROI 4.2382 
SNR 54.04 dB 
Although SNR seems to be in acceptable range with 54 dB in conservative sense, 
improving it was expected to help in further steps. Therefore, a simple Gaussian 
filter for the neighbourhood of 3x3 was applied to improve SNR of the image 
easing further low-level processing like image segmentation. The effect of the 
Gaussian filter on improving SNR can be seen in Figure 4.4. 
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Figure 4.4. Effect of Gaussian filter passes on SNR improvement 
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4.4. Image Processing Problem 
4.4.1. Problem Statement 
The important issues in eye tracking for vigilance monitoring applications can be 
stated as follows: 
• Timing: image acquisition, transfer, pre-process and the main processing 
algorithms should be fast enough to output the required information by a 
larger system, which means it should be as close as pOSSible to real time. 
• Memory: The system memory should be managed to keep the extracted 
information from the frames but should erase the buffer to acquire new 
frames as soon as information extraction for the previous frame IS 
fInished. 
• Illumination conditions: Although the illumination is limited to a very 
narrow band of 860-900 nm and helps to control image brightoess, the 
fraction of ambient light having 880 nm wavelength may change and thus 
affect the contrast between the pupils and the rest of the image. Therefore 
the algorithm should be able to cope with such contrast changes. 
• False Objects and Cluttered Background: Active dlununation m the 
NIR band can be reflected by glasses or any other reflective surface; 
hence the algorithm should distinguish between the pupils to be tracked 
and false objects in order to be reliable. The background clutter poses a 
similar problem and must be distinguished from the tracked object. 
• Rapid Motion and Object Deformation: The object to be tracked -eye 
region and pupil- is under constant deformation because of the blinking 
and non-rigid face motion. In additIOn to object deformation head 
movements could be abrupt making the tracking task difficult. 
The timing and memory problem will be handled by video processing 
programs instead of real-time in the first prototype. In order to cope With 
dlummatIon changes, false objects and cluttered background intelligent 
Image processing introducing artificial intelligence (AI) at some step to 
classify false positives will be used. The rapid motIOn remains a problem for 
the eye trackers but slow motion of the object can be tracked by linear or 
non-linear approaches. 
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4.4.2. Definitions and Principles of the NIR Bright Pupil Technique 
Some basic defmitions of eye structure are given to refer to the low level image 
features to be extracted in image processing later on. 
~;;;--':::::"~~::---~"",RIOR 
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Figure 4.5. Eye structure and some definitions 
As seen in Figure 4 5, the structural parts of the eye are different in contrast; 
therefore, they can be used to extract the low level image features to detect the 
eye region. The gray level difference between the pupil, sclera and eye lids can 
be used. In fact, from the application point of view, the eyehd closure, pupIl area 
and the gaze direction are in the focus of the interest. 
In NIR imaging, the pupil appears to be bright m the range of [80-150] of an 
image with a [0-255] range representing 8-bit image ThIs IS caused by the retro-
reflection property of the retina and some contnbution from the low absorption 
by the vItreous liquid of the eyeball at 880 nm. This particular wavelength is the 
optimum point where both condItIons hold true: the eyeball has a retro-reflection 
peak and the eye ball absorbs the least, allowing the entering light fall onto retma 
and the reflected light to retlJm back to the imagmg system efficiently. This 
phenomenon is known as the bnght pupil response and distinguishes the pupil 
from other features in the Image by Its brightness level. The second feature to be 
utIlised in the NIR. technique is the corneal reflectIOn of the hght source known 
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as 'glint' in the image. The glint feature becomes smeared in extreme gaze 
locations but most of the cases it is stable. 
The principle of the NIR gaze measurement technique depends on these two 
basic image features. The glint location on the eyeball depends on the relative 
position of the eyeball to the light source. Once the light source has a fixed 
location, the position of the glint on the cye ball can be assumed as fixed. In 
order to focus the scene on the fovea, the eye ball is moved so as the pupil, 
therefore its centre position, changes relative to the glint position. The two 
dimensiona l vector, which is shown as gaze vector in Figure 4.6, beginning at the 
glint centre and ending in pupil centre changes both in direction and magnitude 
when the focus of the attention of the eye changes. This gaze vector measured on 
the image will be related to actual viewing direction later in section 4.6. By 
relating this gaze vector to visual angle, the eye-gaze tracking system can be used 
as an analysis tool for attention monitoring or cognitive studies. Gaze maps 
through time can be obtained for further attention monitoring analyses. The 
second information is the pupil area vs. time plots which can be uti lised in 
analysing the eye closure percentage during the experiment. 
Figure 4.6. Pupil, glint and gaze vector on NIR eye image 
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4.5. General Algorithms of an Object Tracking System 
The eye-tracking problem is not very different from general object tracking and 
can be separated into modules and sub-algorithms. An autonomous object/eye 
tracking algorithm should have the main parts depicted in the flowchart shown in 
Figure 4.7. 
Raw frame 
from 
contmuous 
Video stream 
ROIcrop 
TIme 
association to 
setnewROI 
Figure 4.7. General object tracking system 
Output 
For each block in the general object tracking system, the optimal algorithms were 
selected through an assessment. First the methods were reviewed and then the 
best ones showing high performance in terms of processing time and robustness 
were combined in the proposed algorithm section 4.5.6. 
4.5.1. Region of Interest (ROI) Cropping 
Region of Interest (ROI) is used in image processmg to descnbe the region in the 
image that is the main interest in search of an object tracking task. It is simply 
the sub-region of the entire image which is processed for a particular reason 
depending on the nature of the imaging problem. 
Although the ROI cropping process is not necessanly needed in general object 
tracking algorithms, it is an advantage If apriori information is available about 
the object's possible position. This will bring about faster processing times and 
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lower the chance of false positives. The whole algorithm can work without 
defining a ROI, but the processing times will differ. 
For eye tracking, the ROI is the eye region and is defined by anthropometric 
constraints if the whole frame includes a face ( Figure 4.8). In dnver momtonng, 
only frontal NIR face images constitute the video stream. During the simulations 
driver's eyes are expected to remam in a 3D space and this space is projected to a 
2D area in the image plane constituting the ROI. Eye region (i e. ROI in this 
task) cropping is a crucial step In the remote eye tracking m which the raw frame 
is the whole face image acqUIred by a fixed mono-camera system. The first ROI 
is cropped dependent on anthropological estimation of where the eyes are 
expected to be located given a face image and in the subsequent frames the pupil 
centre will be available for redefinmg/updating the ROI which for the successive 
frames will be smaller and will depend on the previous information via time 
association block as shown in Figure 4.7. 
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Figure 4.8. Anthropometric location of the eyes in a face image 
4.5.2. Segmentation of Low Level Image Features 
Once the RQI has been determined and cropped, the low level features of the 
new image should be segmented. There are several methods to segment the pupil 
and the glmt from the ROI sub-image, but all of them utilise the contrast between 
iris/pupil and pupIl/glmt. Three different methods were mvestIgated for 
segmentatIOn: Basic threshold, hysteresIs threshold With blob analYSIS and local 
spatial filters. 
52 
4.5.2.1 . Basic Threshold 
As the name suggest it passes or blocks the pixels in the image after comparing 
them with a previously determined threshold value. In order to determine the 
threshold, the image histogram can be used to obtain the grey value where the 
feature and background is distinguishable. 
If the problem is complicated with cluttered background etc., threshold selection 
methods get complicated with multiple thresholds, hence detailed or completely 
different segmentation algorithms must be applied. If the ROI is small enough to 
fit only the eye feature inside, the contrast between iris and pupil allows us to use 
only a basic threshold to segment the pupil from the rest of the eye region. A 
second threshold for the glint was applied after the pupil segmentation and 
proved to be adequate for most of the cases. If the ROI definition has to be large 
to include the regions from the face, then other featUres in the face like eyelids 
can also pass this basic threshold and the pupil is not represented as an object 
because there is no structural relationship in between the adjacent pixels. As a 
result poor segmentation was observed (see Figure 4.9). The basic threshold 
proved to be not adequate for segmentation process. It was concluded that the 
segmented object needs to be defined as a structured element in the image 
together with a certain gray level or gradient. 
Figure 4.9.From left to right: Cropped ROI, segmented pupil, segmented glint in small 
Rows: Top: (50x50) and Bottom: larger (100x100) RO! s 
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4.5.2.2. Hysteresis Threshold 
The hysteresis threshold method includes structurall connectivity information 
and it can be seen as a region-growing method. It was used to eliminate 
unnecessary edges by defining a spatial relationship between adjacent pixels in 
the (Canny, 1989) edge detector. The algorithm is as follows, g(x,y) representing 
a pixel in the image; 
I. Set two thresholds in the image: T1ow" and T UPP" 
2. If g(x, y» T uppe" let g(x, y)= g(x,y) 
3. If T1ow<g(x, y)<Tupp", g(x,y)=g(x,y) only if it is connected to another 
pixel holding the expression g(x,y»Tupp" true. 
The output of the hysteresis threshold was observed to be better than basic 
threshold even if large ROI is defined. The reason for that is the region growing 
effect of the algorithm. (Figure 4.10) 
100xlOO 
200x200 
Figure 4.10. Segmented pupil by Hysteresis Threshold: Top: ROI(IOOxIOO), 
Bottom: ROI(200x200) 
The connectivity definition was taken over a 4-pixel neighbourhood. It was 
understood that including structural information and even texture in the 
segmentation process can allow greater accuracy and reliability. For this reason, 
a local operator to identify the spatial parameters of the object-pupil was 
designed and optimised. 
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4.5.2.3. Spatial Filter/Local Operator 
A one dimensional spatial filter was designed to segment the pupil from the NIR 
frontal image. The filter has four parameters to control two search windows: One 
for finding the pupil in the sub-image (k-window) and another to seek gradient 
consistency within the pupil (f-window). The remaining two parameters are the 
gradients for iris-pupil segmentation (Gradient I) and a homogeneity test within 
the pupil (Gradient 2). 
This filter can be expressed using the following pseudo-code: 
k-window 
for pupil area 
segmentation 
for k=l: k_willdoHl 
if {l(x+k,y} - l (x+k+S,y}] >Gradienll 
for J=l:Lwindow 
if {I(x+k+j)-l(x+k+f+S}]< Gradienl 2 
[ (x,y) c J""pll(X,y} 
End 
Emi 
f-window 
>- for pupil area 
homogeneity test 
The parameters of the filter remain the same for each subject under similar 
illumination conditions. A new method was introduced to optimise these four 
parameters and automatically select them under different illumination conditions 
for different subj ects in section 4.9.1. 
Figure 4.11 .. A sample segmentation result from ID pupil segmentation filter. The "glint" is 
pOinted at with the arrows in both the original and segmented images 
Because the fi lter conservatively seeks for the pixels within the gradient band, 
some of the inside and edge pixels are missing (Figure 4.11 ). In order to correct 
these, a multi-step morphological algorithm was employed. A dilation process 
fi lls the missing pixels, and success ive erosion step return the pupil to its original 
dimensions after area filling. (Figure 4.12) 
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Figure 4.12. Correction to segmentation result by morphological process - (left) segmented 
pupil, (centre) dilated version, (right) eroded-dilated vers ion 
4.5.3. Verification of Low Level Features 
The system is expected to operate autonomously or semi-autonomously, in order 
to detect the object without the aid of the user. Although it segments the pupil 
successfully, there could be fa lse objects (reflection from glasses, reflective 
surfaces etc.) in the image and even in the sub-image although anthropometric 
clues are utilised (e.g. checking both of the eyes for verification). Therefore, for a 
robust detection performance a verification step is needed. The segmentation 
process is in fact blind and cannot assess if the segmented object is the pupil or 
not. 
In order to detect eyes in still images there has been a vast amount of studies 
based on artificial intelligence and texture-based methods, such as Gabor filters 
(Smeraldi, 2000). A range of verification methods will be investigated and the 
optimal one for the eye tracker system will be selected based on its performance 
on video streams. The methods to be investigated are selected from literature and 
will be examined in the fo llowing order: blob analysis (BA), principle 
component analysis (peA) and artific ial neural networks (ANN). 
4.5.3.1. Basic Blob Analysis 
This is the simplest idea to verify that the segmented structure is the pupil. It 
checks the segmented object against a set of statistical values of a typical blob 
that represents the pupil. It does not use any spatial relationship existing between 
the pixels in the eye region, hence it cannot distinguish between pupil and a 
spherical object with the same gray level range and same size in the image. 
Nevertheless, if it is known that the environment contains no false objects, given 
this apriori information, blob analysis can be used. Some statistics used in the 
analysis are: 
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• Brightness range: [60-120] / 255 
• Diameter: 15-25 pixels at 1024x l280 resolution 
• Ellipse ratio: 0.8< major axis/ minor axis < 1.2 
• Area: 300-400 units (pixels) at I 024x 1280 resolution 
These values were attained by experimentation. The blob analysis is found to be 
umeliable when the cropped image is very similar to a typical pupil image in 
terms of gray level value and size, but includes a false pupil, i.e. a shiny object in 
the scene with a similar size to the pupil. 
4.5.3.2. Principal Component Analysis (PCA) 
Principal Component Analysis is the baseline method in image recognition and 
classification. It uses the Eigenvectors concept to represent the database and 
several similarity measures can be devised to measure the distance of the new 
projected data to the clusters in the training set. To have a preliminary idea about 
how PCA can be successfu l for pupil verification work, a small data set was 
prepared from 14 different people containing the eye regions from their frontal 
NIR images (Figure 4.13) . Different gaze angles are not taken into consideration 
although this may affect the overall performance of the PCA based classifier. 
The performance of PCA is also fo und to be affected by the alignment of the 
pupil and illumination level in the sub-image. 
Figure 4.13.Eye region data base of 14 subjects for peA analys is 
PCA is one of the ways of representing the patterns in a data set, and it helps to 
identify the differences and similarities . It is used to compress the data via 
dimension reduction, for classification and recognition work. However, here it is 
employed as a verification tool. 
The main algorithm includes the following steps: 
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For N (i.e. number of the subjects) observations ofP (i.e. gray level values of the 
pixels) variables: 
I. Form the data matrix ordering the pixels of the image in raw vectors (er), 
pixel values representing variables and number of training samples 
representmg observations: 
2. Find the average signal If/: 
I N 
If/=-Le, N,., 
(4.2) 
(4.3) 
3. For each signal (er) in data base calculate the difference (q/,) from the 
mean (If/), 
4. Compute the covariance matrix: 
1 T 1 C=-AA as A=[q/, q/2 •.• q/. 
N 
5. Find the Eigen values and vectors of the covariance matrix 
AT AV; = u,V; 
U 1 = A V;, elgenvectors 
6. Principal component of each signal is calculated: 
w. = uix(e, -If/) 
where Wk represents the new parameters completely de-correlated and 
opthrused for classification. 
(4.4) 
(4.5) 
(4.6) 
(4.7) 
(4.8) 
For the Similarity measure the Euclidean Distance is employed and difference 
in Wk values for each signal IS calculated. It is observed that the training set 
gives distances below 11 units and above that it means the projected signal 
was not representing a pupil image. The values close to 11 in Fignre 4.14 are 
just outliers. 
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Figure 4.14. Euclidean distances for training set of 14 images 
For a new signal not belonging to a training set the classification results were 
satisfying and the peA method was able to detect non-pupil images with a high 
Euchdean distance to the principal components of the representative data set. The 
classification threshold is determined to be 11 and no confusIOn occurred during 
tests We could say the classification rate was 100%. A more conservative 
threshold would be 7; however the out of range pupil images may fail at the 
verification step If it was chosen to be 7. 
4.5.3.3. Artificial Neural Network for Verification 
ArtifiCial Neural Networks (ANN) have been employed for robust eye detection 
, m the visible or NlR wavelength range by several researchers. (Marcone et.a!' 
1998, Wolfe et al , 1997, and Pomplun, 1994). Most of these approaches aim to 
locate the eyes as part of a more general face recognition process boosting the 
accuracy of recognition and elinunating misalignment when working on stdl 
Images However, they can also be implemented as a verification tool after low-
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14 
level image processing to eliminate false pupils extracted in segmentation 
together with positive pupils. Such classifiers work on two Input classes: true and 
false examples of the segmented object However, if an ANN is to be used the 
limits and design challenges must be considered. In the pupil verification 
problem, verification through classification poses a relatively simple problem as 
can be seen in Figure 4.15 and 4.16. As can be seen the pupil signal has a 
peculiar shape, where glint and pupil grey levels and geometry of the pupil form 
an oscillatory Gaussian curve in row form, whereas the false signal has random 
distributions. Even though the object ID the false signal has a circular shape the 
range and magnitude informatIOn will chffer and the glint will not be present to 
form the peak. 
FALSE PUPIL SIGNAL 
038r-----r----~----r_--_.----_r----,_--~r_--_.----~ 
P,xellndex 
Figure 4.15. False pupil signal in row vector format 
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TRUE PUPIL CHARACTERISTIC SIGNAL 
06~--~-----.----~----~----~----~--~-----r----~ 
07 
06 
o1oL----2~O~O--~4~OO~--760LO--~6~O~0--~10~O~O---1~2LOO~~14~O~0---1~6~OO~~1~600 
Plxellndex 
Figure 4.16. True pupil signal in row vector format 
Neural Network Design can be achieved by using the following systematic steps: 
1. Data base preparation 
2. Selection of network structure 
3. Training 
4. Testing 
Database preparation: To obtain the signals in database the cropped pupil area 
was resized into 20x20 pixels and then all the grey level values were arranged in 
row format. Pre-processmg and signal feature extraction was not applied to the 
raw signals and each pixel value was used to represent the elements of the input 
signals for each entry. 
Selection of Neural Network Structure: It is the second most important section 
of the problem solution by neural network coming after feature extraction. The 
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network structure is selected based on the nature of the problem (Imearly 
separable! nonIinear), data structure and amount. Faster training sessions will be 
considered as an important criterion. The problem has several scales and 
different gray level values l!Od different positions of the peak in the signal. A 
nonlinear structure will be considered as it allows flexlblhty. From the previous 
knowledge obtained in peA there could be at least two hard thresholds for false 
and true data pomts. 
The Neural Network Design is a wide research topic and ANN was only used as 
a tool m the modules in this study; therefore, only the reasons of particular 
selection were given without gomg into detail. The most widely used Back 
Propagation learning was used as a general approach. The traming mode was 
batch training because there will be no need to do on-line adaptation to NN and 
the learning algorithm was Levenberg - Marquardt due to its faster operabon. A 
simple topology with minimum number of neurons was preferred. Two hidden 
layers With three and one neuron were used and the transfer functions were 
'Tangent SigmOid' and 'Linear' respectively. This type of network was 
representing a general function approximation; therefore a good performance 
was expected. 
Training: 112 positive and 100 negative examples are used in training and 30 
positive and 30 negative examples are used for testmg the network. The subjects 
for the images were completely different mdividuals between the training set and 
the test set. The performance of the network with different error goals was given 
in Figure 4.17 and 4 18 With a very small epoch value if the error goal was not 
set too high. The 'performance' value is the actual network error in the output, if 
it meets the goal error value set for trainmg, then the training session ends. 
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Performance Is 8 40211~05. Goal Is 0 0001 
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4 Epochs 
Figure 4.17. Performance Curve L-M (Levenberg- Marquardt) FFBP(Feed forward Back 
Propagation) network witb 1..04 error goal 
If the error goal was set too conservative, close to zero, the epoch number 
increases; however, still convergent networks could be obtained as in Figure 
4.18. This means the network could be improved untIl it reaches a critical epoch 
number which is unfeasibly long for the appitcation or leading to over fitting of 
the network to the data. 
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Figure 4.18. Performance Curve L-M (Levenberg- Marquardt) FFBP (Feed forward Back 
Propagation) network with le-OS error goal 
Testing the Network: Thirty positive and thirty negative examples were used as 
test inputs. The network output is compared with the ideal response and rounding 
function is applied after network to filter out the outlier results. The results of 
classification test can be seen in Figure 4.19. The filtered output is obtained by 
rounding the number to the nearest integer value, therefore network outputs of 
0.4 and -0.4 are rounded to zero. However, this filtering could be adjusted, if 
desired so that an output with the value 0.4 can be counted as 1 and therefore 
classified as the true pupil signal. 
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Figure 4.19. Ideal, Neural Network (NN) and filtered NN outputs of the test simulation 
The false and true negatives and positives of the filtered output are given in 
quantities in Table 4.2. 
Table 4.2. Confusion matrix oftbe network 
Classification Confusion Eye (+) Non-Eye(-) 
False I 0 
True 29 30 
In conclusion ANN method performed well with only one false positive and it 
was able to verify all non-pupil images. If the filtering ofthe NN output is 
carried out accordingly, by rounding the outputs greater than 0.3 to I, false 
positive cases can be eliminated as well. 
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4.5.4. Time Association using Tracking Algorithms 
Object Tracking is one of the most important topics in computer vision and it has 
been investigated wIdely, several approaches are proposed to overcome the 
dIfficulties such as background clutter, partly occluded objects, and non-rigId and 
rapid motion Tracking is essential to connect spatially extracted mformation in a 
temporal domain. Most tracking algorithms include segIllentationlfeature 
extraction parts integrated in the routine and they track the features of the object. 
WhIle segIllentatlon deals with the appearance of the object, tracking is mostly 
related to the object dynamics. Depending on the particular problem, 
segIllentation (appearance) or tracking (object dynamics) may be more important. 
In this study, most widely used tracking approaches wIll be surveyed and 
begInning WIth a general solution the best scheme for a pupil trackmg problem 
will be defmed. 
First of all, the most general approach is the probabilistic Bayeslan Tracker 
scheme and Its sub-solutIOn for hnear motion and a Gaussian distnbution 
assumption is the Kalman Tracker. These methods use a history of previous 
measurements to predict, aposteriori subsequent measurements and filters out 
doubtful values accordmg to a state space model of the motion. Thus, the 
Kalman FIlter both has a connection WIth probabihstic Bayesian filtering and it 
has a root m control theory because of the state space usage and filtering 
operatIOn. It has been applied to pupIl tracking (Zhul 2005) in alternating cycles 
with mean shift trackmg algorithm. However, they examined extreme cases in 
which the Kalman Tracker was not capable of tracking, so they combined it with 
a mean shift tracking algonthm Therefore, they will be considered as successful 
candidates for an in-car eye-tracker in our study. However, a different approach 
will be pursued to find a non-arbitrary solution to the specific problem of pupil 
tracking in videos, starting WIth a general algorithm. 
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As shown in the segmentation part in section 4.5.2, combming the spatial 
information together with the features extracted is more robust than other 
segmentation approaches. It is the same idea behind the tracking algorithm called 
'Kernel-Based Object Tracking' (Comaniciu et.aI2003). Therefore, this 
algorithm will be the starting point of the investigation. It has been successfully 
implemented m colour VIdeos with clutter and rapid motion, and hence a high 
performance is expected for mono-colour relatively statIC videos. After 
examining the Kernel based approach, a Kalman filter is considered and its 
weaknesses are identified. Finally a unique solution mc\uding a 1-0 tracking 
filter is represented, combming the Kalman FIlter's and Mean-shift Algorithm 
features. It will be called spatial filter based pupil position tracking as a result of 
tlus study. Because of the spatial filter, it wIll include the pupil appearance m the 
trackmg algorithm and it connects the temporal information as positions of the 
pupil based on previous measurements as in the Kalman Filter. Finally, all three 
approaches will be compared in terms of performance and computational 
compleXIty. 
4.5.4.1. Kernel Based Tracking 
Kernel based tracking is used by Comaniciu et al (2003) utilising the background 
information and histograms for tracking and closely related to the Kalman Ftlter. 
In Kernel based tracking, first the object to be tracked has to be defined in that 
frame and this is called the 'target model'. The probable targets for subsequent 
frames are called 'target candIdates'. A target candidate or target model is 
defined by its histogram based probability distributIOn function (POF). The 
histogram of the Image IS used as a non-parametric density estimate. 
The experiments with Kalman, Meanshift basic tracker defined on 1-0 spatial 
filter in the study has lead to the following performance observations' 
• Kalman tracker is just filtenng out the doubtful data predicting the 
covariance in the measurements and converges to a constant value after 
5-6 iterations as seen in Figrrre 4 20. Therefore it is not found to be useful 
in trackmg dIfferentiating regimes in measurements. 
• Meanshlft have 2-4 IteratIOns till It finds the location of the candidate but 
it could be faster 
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• BasIc tracker based on 1-0 spatial filter and simple feedback IS enough to 
meet the expectations and It does not include computationally expensive 
formulas, it uses already existing info. The kernel in the tracking is the 
segmented pupIl Itself and it is continuously updated. 
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Figure 4.20. Fast convergence of Kalman filter 
For the reasons above, the basic tracker has been employed but in case it cannot 
handle any non-anticipated Situation the Mean Shift Algorithm was preferred. 
4.5.5 Proposed Evolutionary Algorithm and its Advantages 
The proposed algorithm is a combmatlOn of investigated segmentation, 
verification and tracking algorithms. In addition to that, the parameters of the 
filter for pupil segmentation can be IdentIfied automatically by a Genetic 
Algorithm (GA) or it can be manually set. For the PC-based prototype system the 
parameters can be given manually but for the integrated system a fully automatic 
approach is needed. For that reason the GA is modified for optllnising the 1-0 
filter using ItS parameters as chromosomes and different combinations of them 
acting as indIviduals. The signal flow of the proposed system can be seen in 
Figure 4 21. 
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Figure 4.21. Slgnall10w for the proposed system 
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The only module in the signal flow which is not explained is the GA for filter 
\ 
optimisation. It WIll be covered briefly and some example results will be given to 
explain the working principles. 
4.5.6. Optimizing the spatial filter by genetic algorithms 
4.5.6.1. Problem Definition 
In this part the genetic algorithms were used to optimize the spatial filter used m 
the tracking process. The steps of the algonthm design were: 
1. Detennine the parameters of the filter 
2. List the range of the parameters and their variations 
3. Code the problem in binary domain having parameters previously 
detennined 
4. Operate the filter designed by genetIc algonthms (GA) on the images and 
set the proper values 
In this way, the filter will be automatically updated and the low SNR problem 
was overcome. To explain fully, there are two main challenges m the system. 
First of all, the spatial filter parameters change dependmg on the variance of the 
contrast value of the pupil response amongst people. The second challenge was 
that the effiCiency of NIR technique was based on sensor properties and the 
CMOS sensor was inefficient in the utIlised bandwidth. GA optimizes the 
parameters of the filter to tackle the problem caused by vanances between pupil 
responses of different people, as well as noisy images finding the most SUitable 
thresholds. 
Now the problem can be re-stated as to represent the fitness value or the 
objective function in the genetic algorithms in an applicable way to solve the 
imaging problem in hand. In genetic algorithms, the aim is to generally search 
the solution space quickly to find the proper solution in a short time. However, in 
our problem the solution space is relatively small; however, in order to automate 
findmg the right filters genetic algorithms were employed. Therefore, the 
property of GA utilised here was not their speed superionty to enumeration 
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methods, but the optimal way they could select the parameters, automattcally 
updating the filter. If the solution space was detailed by adding more variances to 
encoded data, then GA might serve as an identtfication tool charactenzing the 
right filter for that texture of the eye. A different approach from the conventional 
one defining the fitness value was carried out: the number of pixels found after 
applying the filter was used to detennine the fitness of the current filter. For 
keeping the focus on modification method and on novelty applied to general GA 
for filter optimisation, the background on GA is given in Appendix A and only 
the modificatIOn steps are detailed here. In Figure 4.22 the general GA algorithm 
flow can be seen. 
Re-defining the filter optimization problem in terms ofGA 
The spatial filters can be broken into four individual parameters to be adjusted· 
gradient I, gradient 2, large window of processing to employ the contrast 
difference between pupil and surroundings, and small window to employ the 
unifonnity in the pupil. These parameters were selected as the representative 
chromosome parts to form the, filter as an individual in the population. 
Generate strings and construct th,e sentences to express the filter 
Find the fitness values depending on image processing 
Choose the fittest candidates (Wheel Roulette) 
Figure 4.22. Genetic Algorithm Flow 
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The strings or genetic sentence representations of filters: 
The sentences representmg each individual can be expressed in two ways: 
genotype and phenotype of the filters. The genotype of the filters are fonned 
by four chromosomes, all the chromosomes are simply the binary 
representations of the contrast values and filter sizes. Because the highest 
value to be encoded was 6 digits in binary fonn, all the values are represented 
in six digits. An example of the encoding rule is given below in Table 4.3. 
Table 4.3. Representation of chromosomes 
Chromosome1 Chromosome 2 Chromosome 3 Chromosome 4 
(Gradient 1 of filter) (Gradient 2 ?f filter) Large window Small window 
Phenotype 16 1 8 4 
Genotype 010000 000001 001000 000100 
A spatial filter is an individual in the population pool of GA and they wdl be 
referred by their phenotype m the format as in '\6-1-8-4'. 
Finding a Fitness Function 
The fitness value represents the individual's possibility to be copied to 
next generations. In thiS problem there is no defmite mathematical fonnula to 
calculate the fitness, therefore, Image processing and sensor response is 
assumed to construct the environment where the mdlviduals/filters compete 
against each other to maximize a fitness function. However, the fitness 
function still remains undefined 
Finding a good fitness function is an important step in GA design. For 
this problem, first clustenng and blob analysis is used in order to locate the 
eyes, defme a region of interest and then extract the pupils. The threshold 
value to extract the pupils IS taken as a reference and the image obtained after 
applying tlus threshold is considered as a template. The difference between 
!Ius thresholded image and the images obtained after spatial filtering is taken 
to calculate the fitness mathematically. The number of non-zero pixels in the 
difference Image represents the amount that the filter deviates from the 
optimum Therefore the inverse of the number of pixels found in the 
difference image is taken as the fitness value as in equation (4.9). 
A schematic of the signal flow defining the process was given in Figure 4.23. 
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Figure 4.24. The images on which the fitness function is calculated 
For the individual 25-3-8-4 and individua125-3-l6-8, the difference images and 
corresponding fitness values can be seen in Figure 4.24. 
Provided that I dla(X,y) represents difference image, eq. (4.9) represents the 
fitness value 
Fitness 1 (49) 
in this formula I dla(X,y) represents difference image. 
Selection function for the problem 
Selection function uses the roulette wheel method (see Appendix A) to select the 
indiViduals to be copied to the next generation. By this way the fittest individuals 
are given the highest probability. 
Re-defining the crossover function 
The crossover function executes random generation of a bmary value depending 
on a Bernoulh distribution procedure. If the random number is 1, then the 
crossover takes place, if it is 0 then the crossover is skipped and the individuals 
goes under the mutation process only. 
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For this problem, because the individuals have four different chromosomes the 
crossover SiteS could only be the end points of these chromosomes. 
Because the search wmdows of the spatial filters are conditIOnally Imked, a 
conditional crossover procedure is defined. 
Pseudo-code for conditional crossover 
Crossover IS the process where two selected individuals from the population 
exchange their chromosomes to produce new off-spring. Since our phenotypes 
are the filter parameters and they should be changing m a 11Imted search space 
not every cross-over pOSSibility is allowed. Here only the pseudo-code for the 
conditional crossover is given with its inhibitory rules to keep the phenotype 
defmltion m search space. 
Crossover In site 18 of the whole string of24 unzts; 
If 
Phenotype (Chromosome 4 of 1 st individual) 
(Chromosome 3 of2 nd individual))I2; 
round (phenotype 
ORI2+! ORI2+2 
End 
Redefining the mutation 
Not every mutation was allowed in the process because some of the mutations 
were realised to diverge the algorithm from the optImum solution. For 
chromosome 1 the last four digits were taken for the mutation process, for 
chromosomes 2, 3 and 4 the last three digits are allowed to mutate because if the 
other bits are mutated then that individual represents a phenotype that is not 
defined in the range. Therefore an inhibitory mechanism is put forward for the 
mutation of the bits. 
Mutations took place if the probability of that bit gomg under mutation was high 
and It was a design parameter in the GA, because we had a relatively small 
populatIon we chose mutation probability high with inhibitory mechanisms. 
GA was a part of the whole image processing algonthm and applied usmg a GUI 
written in MATLAB. This GUI can be seen in Figure 4.25. 
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Figure 4.25. GUI for eye tracker 
Experimental Results and Performance ofGA 
Performance of GA IS analysed m terms of its computational speed by comparing 
it to enumeratton. If GA were not employed, the search for the best filter could 
be done senaIly checking all the possibilities of combinations for spatial filers. 
Usmg thIS comparison the benefit ofGA can be appreciated in terms of 
computational speed. 
Enumeration 
Before performing the Genetic Algonthm, the 'solutIOn space' is first searched 
by enumeration method to visualise any optimum values. Enumeration is 
performed combining all parameters possible in parameter mtervals m serial 
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order. The parameter intervals and some samples for illustration are given in 
Table44. 
Table 4.4. Parameter Intervals and Samples from Enumeration 
Parameters-~ I Gradient 1 Gradient2 I k-window f-window 
Intervals-~ I 001-0.1 0.001-0.01 I 5-12 3-6 
Examples 
1 0.01 0.001 12 6 
2 0.02 0002 12 6 
- - - - -
11 001 0.001 10 5 
12 002 0.002 10 5 
All the members of the enumeration list are formed in this fashion and an 
enumeration list of 500 members are tested on the same cropped RO!. The 
fitness of enumerated spatial filters IS calculated by usmg the same fitness 
function defined for GA. The fitness values obtained for all the members are 
plotted in Figure 4.26; the peak points occur with a period indicatmg sUitable 
parameter combination occurrences. 
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Figure 4.26. Fitness values of the members in enumerated list 
Although search of the solution space could be completed using serial 
enumeration method, it has got no evolutionary approach and takes a lot of 
computmg time and source. For this reason, in order to automatically evaluate 
and improve the filters for speCific conditions of imaging environment and 
vanatlOns Genetic Algorithms are employed The best candidate was found after 
by processing 500 members serially with a fitness of 0.028. 
.,.,., 
6 •• 
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Comparison of Genetic Algorithms to Enumeration 
A small population having only 30 members are chosen only by tossing a com 13 
tImes to represent an indivIdual (the spatial filter) as defmed Table 4.3 
previously. 
Tossing a fair coin 13 times is enough to form a spatial filter represented as an 
individual expressed m a binary string. 
It is obvious from Figure 4 27 that with half of the Iteration number of 
enumeration, the GA is able to converge to the same level of fitness value and it 
improves with more number of generations. Because the search IS executed in 
parallel it is faster than enumeration and any regressIOn analysis based serial 
approaches. This property of GA is named as impliCIt parallebsm and it can 
search the solution space through several search pipes at the same processing 
time, making It more efficient than any other Imear search mechanism. 
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Figure 4.27. Fitness value change over 250 generations 
Overall Performance of Tracker 
The algorithm is tested on videos of 100 frames long from eight different 
subjects with different iris! pupIl contrast and different pupil dIameter. In %90 of 
the cases the system was able to track the eyes. The failure of tracking occurs due 
to large occlusion and turning the head away from the system; however, system 
can re-irutlabse, redefme the eye regIOn and can continue to track the eyes. 
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Further Work for GA optimisation 
This way of implementing the spatial filters opens a possibilIty of applying a 
different blOmetric system in cars using the pupil responses of the people. 
Combined with the driving characteristics, every driver may have a digital 
signature comprising pupil response together With driving characteristics. 
The iridividuals compnse a filter bank to fmd the different textures on the 
image, below images in Figure 4.28 are obtained by filtering the original image 
by the individual "16-1-8-4" and "25-3-8-4". The fitness value for the first image 
is 6 67xl0-6 whereas the fitness value for the second image is 45x104. 
Figure 4.28. A sample result from GA-optimised filter 
There are 540 individuals representing the filter banks initially and they are 
gradually elimmated based on their fitness values At the end of this 
elimination process the texture of the pupil response is obtained and also the 
filter IS fine tuned for the best operation in a real time program. 
The number of individuals in the first generation is also an important 
parameter when deSigning a GA. Generally, if the popUlation IS small, a high 
mutation rate gives the best result. If the populatIOn IS large, mutation is not 
needed because there is divemty already represented in the population. In the 
problem of fmding the most successful filter, although the search space is 
large, the population is small because of the conditional statements in the 
problem, however the diversity is also represented in the population and 
mutation probability is set to a medium level. 
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Designed algorithm can serve two purposes: 
1. It may be a part of a biometrlc system utilizing the capability of defming 
the pupil response spatial properties parametncally. 
2. It can be used as an inztialisation tool andfine tunzng method of spatial 
filters before the real time program runs and tracks the pupils. 
The evolutionary spatial filters were found to be working very well in changing 
enVIronment and with different pupil responses. 
4.6. Measurement Reliability Analysis 
For the corneal reflection-bright pupil eye gaze trackers, a calibration scheme is 
needed. When the subject changes or current subject moves to a different 
position the measurements will be affected. However, those changes are 
predictable and can be corrected. Whereas eye trackers for HeI applications may 
need fine tuned calibration and very precise outputs; it cannot be expected for a 
remote tracker to be used in driver monitoring as a sub-system to be in the same 
category. There are several procedures for calibration and precision analYSIS 
(Y 00 et.al, 2005 and Lin, 2002) use nonlinear mapping functions or ANN to 
calibrate the measured vector magnitudes With real coordinates. In a remote 
tracker those methods are unnecessarily fine and precise because the system 
Itself is not very precise due to its set·up. Therefore, the calibration and precision 
analYSIS are handled m a more simplistic approach. The tracker and eye ball are 
modelled with geometrical constraints and assumptions! conclusions are 
supported by empirical data. 
The factors affecting the precision in the measured gaze vector are divided into 
vertical and horizontal components and are examined separately. 
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Vertical Factors 
The eye height affects the measured gaze-y (vertIcal component of the gaze 
vector) component. If the eye ball is modelled as a perfect sphere it could be 
understood that the reflection on the sphere (glint) WIll shift position causing the 
gaze-y vector to change from subject to subject and from time to time when the 
subject's head is moving up and down. Three dIfferent heights were exammed 
geometrically. Points denoted by P, are the pupil centres. All of the eyes are 
looking to the same point R on the screen and points indIcated by G, are the 
reflections on the eyeball. As observed from geometrical model the vector 
defined by PG and eventually the measured gaze vector magnitude (p,gJ depends 
on the vertical distance between the eye level and the light source/focal point (0) 
in the set-up. For thIs reason, the dIstance should not be changed once it is set. 
However, when the subject moves hislher head, the measured gaze-y component 
is affected as can be seen in Figure 4 29 As the eye height level is increased, the 
measured gaze-y magnItude increases. 
If the outliers are ignored, the standard deVIatIon is 2 pixels. If the measured 
gaze-y vector is close to 2-pixels the standard deviation causes unreliable data 
output However, for each coordinate on the screen there is a certain cluster of 
measurements instead of one exact point. Therefore, despite the precision is not 
good the actual screen coordinate can still be inferred using an offiine cluster 
analYSIS based eye tracker calibratIOn function. 
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Horizontal Factors 
The relationship between the measured gaze vector and the real world coordinate 
was assumed to be hnear for remote trackers. This assumption was supported by 
observations of six different subjects for the (_35° to +35°) visual range and may 
also be shown mathematIcally by deriving the relationship between the distance 
of the subject from the focal pomt and measured gaze-x component. The derived 
actual gaze (Zhu2 et al2005) is defined in terms of screen coordinates (x, z), the 
eye ball radius r, the camera lens focal length 1; and the vector PIR between pupil 
center and screen coordmate R. EquatIon (4.10) gives the gaze for two different 
points m the same plane parallel to the Image plane. 
X scene 
R 
miage plane 
z 
Figure 4.30. x-z plane of gaze tracker geometric model 
83 
gaze x vs angle 
,,;_~ A ') 'I" t " 
, " , 
, ,~ - ~,~-
~ 'f. ,q "" ,l" 
, . 
angles 
.. 
• subject1 
• subject2 
subject3 
X subject4 
:I( subject5 
• subject6 
-Linear (subject1) 
y = -0.4736x + 0.6889 
R2 = 09967 
Figure 4.31. Linear relationsbip between measured gaze and actual gaze coordinate/angle 
V (Z,-ZI)*XgI (xR-'1) V (z,-z,)*xgI + (xR-x,) 
xl =Ij ER"! +Ij ER 'xl =r, RR"j r, RR (4.10) 
I I 2 2 
If the eye ball radius, the distance from the system in the z direction, and the 
focal length are the same for points I and 2, and if XR IS large enough compared 
to Xl and X2 in Figure 4.30, then Equation (4 10) can be simpltfied to show the 
simple linear relationship (4.11) existing between the actual gaze and measured 
gaze for remote systems. 
(4.11) 
ill other words, the difference in the x-component of the gaze vector can be 
negligible when compared to x, and the actual gaze vector only depends on the 
measured value xg• Moreover, experimental results support this simplification. 
As seen in Figure 4.31, a regression line can be fitted (with a high correlation 
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value ofR2=O.9967) to express the relationship between the measured gaze 
vector x component and actual visual angles they represent on the screen. 
The repeatab!lity and precision of the measurements m gaze-x is shown in Figure 
4.32 for one subject as clusters for eight dIfferent angles, each measured five 
times. For each point, the subject was looking at a different height (y-coordInate) 
with the same abscissa on the screen, the head movement not being restricted. 
The same measurement was repeated for 24 subjects and the sample variance 
obtained was only 2 pixels. In terms of visual angle, the accuracy of the system is 
always between 1'-5', just as required for a driver VIgilance monitonng system. 
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Figure 4.32. Measured gaze x clusters (in pinls) for eight different • .igles, [-5' to +25") in 
steps of 5° ~ each cluster consisting five measurement taken from the same horizontal angle 
but with cbanging vertical angle 
4.7. Discussion and Conclusions 
A new approach focused on evolutionary spatial filter is proposed for 
autonomous eye trackmg. ArtIficial Neural Networks are used to verify eye 
region after obtaining eye candIdates by a simple threshold exploiting corneal 
reflection of light source on eye ball. On the other hand the pupil area is 
accurately segmented from detected eye region using spatial filters optimised by 
Genetic Algorithms. When closely examined, the system separates the high level 
supervisory algonthms from low level segmentation and detection part. By this 
way, high level algonthms can supervise low level process operation (in ANN 
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venfymg image threshold candidates) and tune the parameters of them (in GA 
optimising spatial filter parameters) without disturbing their operation and 
affectmg their speed. 
In addition to this hierarchical structure, evolutionary spatial filters are used as 
the kernel of the mean shift algorithm to Improve thelf tracking capablhty. 
Segmenting the pupil area by using spatial connectivity of pixels and gradients, 
the spatial filter is the best wily of representing empirical estimation of the pixel 
distribution constituting pupil area Therefore, the mean shift drift is not 
observed and algorithm tracked the eyes when there are available pupils. 
Lastly, because of separation of longer optimisation and supervision algorithms 
from the main tracking loop, the spatial filters can be implemented on a FPGA 
(field programmable gate array) having the higher level algorithms on a more 
powerful DSP (digital Signal processor). This scheme of autonomous on-clup 
device is suggested as a future work so that eye tracking technology becomes a 
sub-module for attention analysing, Human Computer Interface and drowsy 
driver monitoring systems readily. 
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Chapter 5 
Experiment Design and Analysis 
5.1. Experiment Set.up and Instructions 
In this section, an experimental set-up of a driver monitoring system is descnbed in 
detaIl. First the experimental set-up including all the sensors IS illustrated together 
\ 
with their places in the driver cabin. Experimental geometry and the projected scene 
are given in relationship with the eye gaze vector to be measured by the eye gaze 
tracker. 
Second, the control and conditIOn of the experiments are detailed. The special 
instructions given to the partICipants and their relevance to identification of different 
driVIng tasks are explained. 
5.1.1. Experiment Set-up and Geometry 
A controlled expenment was conducted In laboratory conditions using a human-in-
the-loop simulator and a projector to sinlUlate the driving scene and environment. For 
each expenment, data were collected in three sessions: beginning, middle, and close-
to-fInish sections of the entrre simulatIOn time. These were separated to Indicate the 
correspondIng time interval to observe the tiine-on-task effect on the perfonnance. 
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The experimental geometry can be seen in Figure 5.1. The road scenario includes a 
straight highway and no distraction in order to induce drowsiness due to a 
monotonous environment effect. The road scene was divided to left and right planes 
and on the separation axis the eye gaze tracker was placed. The location of the eye 
gaze tracker is important in registering the measured eye gaze vector to the real 
world correspondences. 
The location of the eye gaze tracker can be seen in Figure 5.1 named as computer 
vision system. Besides separating the eye gaze vectors for the left and right hand side 
of the road, the height of the eye tracker is also adjusted to divide the road plane 
horizontally to have a certain interval of the magnitude of eye gaze vector 
representing the road scene and another interval for speed meter viewing by driver. 
Lateral control 
Enlcoclers 
'_', _.' _Y ' ng wheel 
~~!,n~Jti!:5>ttle angle 
Figure 5.1. Experiment geometry 
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5.1.2. Instructions 
Thirty subjects participating in the expenments drove the same highway scenario for 
about 1.5 hours each under 'normal' and 'sleep deprived' conditions. For the 'sleep 
deprived conditions', subjects were asked to sleep at least 2 hours less the night 
before the simulation to induce sleepiness, following the experimental procedures 
performed by Tljerina et al (1999) for NHTSA. The 'sleep deprived' data collection 
was arranged to take place when the circadian rhythm was in a low state (in the 
afternoon around 2-4pm). The scenario included no other events and was deliberately 
designed to be monotonous. A wmd gust effect was added to force the subjects to 
counter the drift caused by this dIsturbance (response to a ramp function 
disturbance). The aim was to observe the decrease in lateral control capability when 
disturbances exist. For comparing the participant's impaired (i e. sleep deprived) data 
to hlslher normal state (inter-subject) and comparing the normal state with sleep 
deprived state for all the participants (between the subjects) the experiment is 
repeated with the same environment and same scenario havmg the participants met 
their normal sleep need. The experiments including the normal condition were 
particularly conducted only when the participants confirmed that they were 'fully 
awake'. 
A set of instructions was given to the partiCipants in order to exarnme the dnving 
task more closely. Driving is a complex task in nature involving several planning and 
execution sub-tasks simultaneously. However, it can be modelled as a combmation 
of two different tasks: 
• Longitudinal control (speed regulation) 
• Lateral control (yaw-rate and lateral acceleration regulation). 
In order to observe the performance of the participants in these tasks they are 
emphasised and tried to be separated m the dnvmg for settmg out specific goals for 
each task. For the longitudinal control task drivers are required to keep their speed at 
some constant value during the simulation. This task requires maintaining the speed 
in an allowed range and also can represent the situation in which a driver has to 
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follow a leading car leaving some distance between them, provided that their speeds 
are fairly constant. 
For analysis oflateral control behaviour, driver participants were requested to drive 
on a lane, keeping the lane deviation to a minimum by following the lane marks. The 
eye movements to check lane deviation was expected to focus on the lane marks on 
the road scene which would give a different value from the vertical eye gaze vector 
component when a dnver checked the speedometer due to their height differences. 
In order to obtain a ground truth signal for driver drowsiness level, participants were 
asked to assess their drowsiness levels after the experiment on a I to 5 scale, with I 
representing normal condition and 5 the drowsy state. In order to obtain a more 
reliable measure of actual risk level of the driving session, independent assessors 
watched the near infrared video of the driver showing frontal face, judging on the 
drowsiness level of drivers from their facial features i.e. eye lid closure times, 
yawnmg etc. Independent assessors also rated the video sections giving them a scale 
of 1-5, in the same way as the self-assessment of dnvers. Finally the two results of 
assessments were combined by taking an average and interpolation where a scale 
was not available. 
5.2. Data Structure and Signal Flow 
The raw data were collected off-Ime and they were stored in a PC and then processed 
using MATLAB signal and image processing, fuzzy and neural network toolboxes. 
For each subject, there were six different sessions; the first three belong to 
'beginning', 'middle', 'c\ose-to-finish' of 'normal' condition and the last three 
sessions belong to the same three sessions m the 'sleep deprived' condition. 
Although 'normal' condition data batches are significantly different from the 'sleep 
deprived' data, It was expected to observe gradual deterioratIon Within a 'normal' 
condition data batch if 'beginning', 'middle' and 'close-to-finish' sesSions were 
compared to each other. 
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For each subject the raw data is comprised of the followmg items, occupying 3GB on 
the hard disk of data collection computer for each subject: 
• two video streams in A VI mOVIe format from web-cams embedded in 
simulator, 
• one high resolutIOn video stream in A VI uncompressed movie format 
obtained from the CVS for eye tracking including frontal face images of the 
driver 
• force input by the driver in ASCII format VIa strain gauges, 
• steering wheel angle (SW A) measurement in ASCII format from encoders of 
the simulator 
• Speed from the simulator encoder for throttle opening in ASCII format 
One of the web-cams recorded the driver's motion during the simulation and the 
other recorded the road scene for lane deViation measurement. The CVS was 
explained in Chapter 4, therefore only the outputs of this system were investigated 
here to denve new metrics from the raw signals. 
The outputs from all the information channels were processed using the signal flow 
scheme depicted in Figure 5.2. 
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Figure 5.2. Signal flow and data reduction 
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In this scheme, all the signals coming from different sources in different formats 
(raw signals) are reduced into one dimensional signal versus tIme. These time series 
are then recorded to form the database to be used in further processing in MA TLAB. 
After obtainIng the raw signals in a convenient format for batch processing, a 
database was constructed. First, the time stamps for each signal were aligned to 
represent the same time sections. The second step was the baseline extraction and it 
involved to define the baseline for each driver and elimInate any off-set in the signal. 
By baseline defmition, the variation amongst the dnvers in terms of their preferences 
was taken Into account so that preferences would not be perceived as deviations from 
the normal dnver behavIOur. 
The third step included the normalisation necessary to compare the Signals from 
( different dnvers. After normalisation, a very basic statistical analysis was performed 
to see any trends in the signals and derive some metncs dependmg on them. Time 
window size to calculate the metrics was defined and using the defined values, 
histograms and the metrics related to them were derived. The final step of the 
database preparation is to combine the metrics from statistics and histograms 
calculated over pre-selected time windows. In summary database construction started 
with raw signals ended with feature vector spaces to be used in decision making and 
classification 
5_3. Metric Definitions and Derivations 
The signals collected have different natures and each of them is handled differently 
when deriving their characteristic metrics or salient features. For instance, the gaze 
vector output from the CVS for eye tracking is a distribution of spatial coordinates 
whereas the output from the strain gauges is a transitional, discrete signal. Therefore, 
each metnc derivation process IS different and will be descnbed here. 
5.3.1. Eye-related metrics 
The CV system provides the gaze vector in the x and y directions, head motion in 2D 
and constant pupil area measurement, helpmg to identify the number of blinks as 
well as eye closure information With respect to time The raw sensor output can be 
expressed as in eq. (5.1). 
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· CVRaw = [gazex gazey headx heady pupII_ area 1 (5.1) 
Eye Closure Metrics 
The most important signal from the CVS is pupil area versus time because of its 
direct relevance to drowsiness. As drowsiness increases the eyes tend to droop 
occluding the pupil. A typIcal example of this can be seen in Figure 5.3 as the time 
passes a subject tends to close the eyes more often. 
pupnArea 
o 500 1000 1500 2000 2500 
Frames 
Figure 5.3. Pupil Area versus TimelFrames for a drowsy subject 
There is already a derived metric from eye closure called PERCLOS (Wierwille et. 
al. 1994) and it has been validated agaInst both EEG and psychomotor vIgilance 
tests. Although it is the most reliable measure defIned up to now, it is not adequate to 
track the alertness level of a driver alone. Instead of PERCLOS, two new metrics, as 
defined in (5.2) and (5.3) below are used dependIng on the histograms of three 
sections in the simulation. 
Eye Closure Metric1 Number of frames pupils occluded (ECMI) (5.2) 
Number of frames pupz/s open 
E Cl 11 c2 _Ni.,..u_m-:b_er_o",if-:-"-fo:-,a.:..:m.:..:e..:..s--,-P..:..u'E.:.:,UA:.:,,,:...:e..:..a..:..>_0:-:-.9 ye osure JVletrl = 
Number of frames PupIIArea< 0.9 (ECM2) (5.3) 
ECMI was based on the ratio ofbhnks to wide open eyes, whereas ECM2 
considered partially occluded eyes in the analysIs. The numerator ofECM2 Included 
the pupil area observations greater than 90% of the maximum measurements were 
taken, whilst in denominator pupil area smaller than thIS portion is counted. Both 
metrics are derived after normahsation of the pupil area versus tIme signal. 
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Attention Division Ratio 
Attention division ratio is defined based on observations from the gaze vector 
measurements. The task division between lateral and longitudinal control of the car 
was made clear by instructing the driver to follow certain rules in the scenario as. For 
longitudinal control subjects are told to maintain speed at 55 mph with a (±5) 
allowance. To assess the lateral control, subjects were told to keep the lateral positIOn 
constant (i e remain within the lane markings) as much as possible. As a result of 
these instructions, subjects are supposed to look at the speed indicator to check their 
speed and at the road scene to check their lane deviation. This task division becomes 
visible in the gaze-y vector histogram. As expected, the alert drivers distribute their 
limited attention resources to lateral and longitudinal control in nearly the same 
proportions. As they become drowsy, attention focused on the speed and the lane 
tracking deteriorated and this can be inferred from the dIstnbution rattos in the gaze-
y signal histograms. A typical gaze-y vector can be seen m Figure 5.4. 
Lane Check 
<-0.5 
Gaze y Speed Check 
>-0.5 
Figure 5.4. Gaze y (pilels) normalized vector distribution 
As a result an attention ratio in eq (5.4) is derived comparing the speed checking 
with lane control. 
A D· R ~M~u~m~b~~~~of~£fr~a~m~e~s~~~e~s~ch~e~c~b~ng~~sp~e~ed~ lIentlon 'VISIOn allO = ---::: (5.4) 
Number of frames eyes checkmg lanemarks 
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Statistics Related Measures 
Other signals obtained from the CVS also carry important information and these are 
summarized by statistic measures because there were no immedIately obvious trends 
in their histograms. Therefore, their general characteristics are represented by mean, 
standard deviation and entropy. The histograms of signals of an alert and a drowsy 
session from the same subject are given in (Figure 5.5(a) and 5.5(b» respectively as 
an example to emphasise the observed trends. 
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Figure 5.5(a). Typical histograms of alert driver, all y.axis is the number of data points counted ID the 
, interval indicated in x-axis 
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Figure 5.S(b). Typical histograms of drowsy drive, all y-axis is the number of data points counted in 
the mterval indicated in x-axIs 
For the same subject under normal in FIgure 5.5(a) and sleep depnved in Figure 
5.5(b) conditions, three columns show gazey, gazex and pupil area hIstograms for 12 
minutes of the start, mid-term and final parts of the driving sessions. Note the change 
in gazey distnbution and the decaying gazey distribution in [-1,-0.5] mterval 
indicatmg attention on lane keeping task reduces as the time passes. Also a decrease 
m pupil area and non-uniform distnbutlOn of gazex can be distinguished, all giving 
important visual clues about drowsiness level. 
The other signals from the CVS having no specific metric dermed are gazex, Head 
motlon-x and Head ma/Ion -y measurements, and they can be seen in Figure 5.6. 
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Figure 5.6. Gaze I indicates a narrowing effect toward tbe end of tbe simulation and bead 
motion becomes stdl indicating drowsiness, tbe data is taken from a drowsy subject in middle 
section 
The Gaze-x may indicate a narrowing effect towards the end of the simulation 
meaning the attention is focused in a limited area and distribution of Gaze-x in the 
right or left part of this area does not exist any more. This could be detected easily by 
measuring the standard deviationlskewness of the Gaze-x, although the mean of the 
signal could remain the same, the standard deViatIOn will be definitely smaller, 
suggesting a good feature for detection. For the head motion-x and head motion-y 
signals, standard deviation also gives an important characteristIc. If the head 
becomes stdl and lacks repetItIve motion this could be double checked by pupil area 
centre coordinate and might be an mdication of 'dozing-off' at the wheel. 
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5.3.2. Basic statistics and Entropy as general characteristics of 
vigilance 
The basIc statIstics such as mean and standard deviation are helpful to identify any 
change in the sIgnal when these two variables are calculated within a moving time 
window. However, entropy could also be employed to assess the information content 
or complexity in the signal. 
In mformation theory, entropy is used to calculate the 'information content' of a 
dIscrete signal. Here, continuous signals were examined and the entropy estimate 
was used to dIstinguish between different segments of 'complexity' in the same 
sIgnal or to find out how dIfferent a signal was from another in terms of Its 
complexity. Shannon (1948) has formed an entropy measure as follows for two bit 
signals and theIr sequences: 
k 
En/(x) = - :2>, (x) log(p,(x)) (5.5) 
I=l 
,where x being the measured sequence and p(x) IS the actual value at the time i. 
In a communication system the distribution of the measurements can be BInomial, 
Gaussian etc., thus a previously known distnbutlOn. On the other hand, In a 
contInUOUS signal with an unknown probability distnbution function (PDF), entropy 
can be estimated using several methods. In Bercher and Vignat's (2000) work the 
time series are modelled as an autoregresslve system and a new entropy estimator is 
developed based on their spectrum as PDF. The law of change wltlnn the signal 
could be detected and different sources WIthin the signals could be separated. 
As a compleXIty measure, entropy IS also used in biological signal analysis 
applications. In Richman et al (2000) continuous biological tIme series are evaluated 
by their newly developed method SampEn (sample entropy) and it was compared to 
Pincus (1991) ApEn (approximate entropy). 
As we do not have any previous information about the signal's PDF, we will use the 
histogram of the currently acquired measurements as the PDF. In order to obtain a 
sound measure by this method, we WIll examine the measured entropy change and 
try to find the linear section to take the appropnate number of measurements for 
calculatIng a signal's PDF from its histogram. 
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In order to evaluate entropy measure from a histogram (HlstEn), two small 
investigations were carried out: 
Test 1: Comparing the entropy of a stationary signal with that of a random signal 
Test 2: Compare the entropies of two random signals: one of them having large 
fluctuations (i.e. drowsy driver SW A adjustments) and the other havmg low 
amplitude fluctuations (i.e. alert driver SW A small adjustments). 
Testl· The aim 'of this test was to compare the constant/stationary signal with random 
one having the same mean values (mean=O.5) as in Figure 5.7. 
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Figure 5.7.Signals for Test 1: constant and random signals 
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Figure 5.S.Change in estimated entropy as the histogram bin number Increases 
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The signals shown in Figure 5.7 were used to resample and sort the data into 
histograms with changing number of bins. Then the entropy values were calculated 
based upon the histograms As it can be seen in Figure 5.8 the entropy difference is 
constant after a certam number of bins in the histogram. After about 600 bins in the 
histogram (also can be seen from Figure 5.8), the linear region begins and the 
difference between the entropies could be used as a reliable measure of complexity. 
After 600 bins the difference between the entropies of the different signals remains 
constant and becomes a rellable measure. 
Test 2: In this test, two random signals with low and high amplitude fluctuations are 
compared in terms of their entropies through changing bin numbers in their 
histogram definitions. Example signals can be seen in Figure 4 9 bounded in the 
same interval of [0-1]. 
data points or time 
Figure 5.9. Low and high magnitude fluctuating signals 
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Figure 5.10. Entropy change versus number of bin. in histogram 
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Figure 5.11. Difference between entropies as the number of bins in the histogram increases 
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In FIgure 5.10 the entropy wfference between two random but different magnitude 
sIgnals were plotted. This means entropy can be used to wstinguish the signals 
between the same type ofrandornness (having same distnbution function) but with 
wfferent magnitude of fluctuation As Figure 5.11 suggests when comparing two 
chaotic or random signals the number of bins m the histogram should be selected to 
be as hIgh as possible to give a reliable entropy estimate. 
The same method can be used with a time-window based scheme to monitor the 
complexity changes within the same signal source/channel. For this purpose the 
length of the time window should be chosen very carefully. The time window should 
be as small as poSSIble to allow constant monitoring but as large as possible to give 
reliable measures. It has been observed in these two tests that 600 measurement 
points is a well-suited selection for time window size to have an error as Iow as 0 05 
units and to have constant entropy differences between two signals. 
5.3.3. Vehicle Dynamics and Driver Performance Indices 
. , 
The steering wheel angle (SW A), lane drift and speed signals were related to both 
vehIcle dynamics and human-machme interface signals Steering wheel angle 
measurement is filtered and digitised in the simulator computer. The performance of 
the driver can be described by utJlising them As shown in Figure 5.12 the speed 
regularisation behaviour is sinular to that of a time response of a second system to a 
step input. 
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Figure S.I2.Vehicle dyna,mics and HMI signals: speed, Jane dev, SWA, force on SWC 
The deviation from the reference speed is measured by the integral of the steady state 
error, known as performance mdices in the control theory used for PlO controllers. 
If the speed keepmg! regularisation behaviour resembles a second order system step 
response and steady state error showing that the longItudinal control performance of 
the dnver is of interest, the integral control performance indices can be utlhzed here 
as defined in equations (5.5) and (5.6) . 
Integrated squares error: ISE = ( e' (t)dt 
Integrated average error: IAE = (I e(t) I dt 
(5.5) 
(5.6) 
For the lane deviation and SW A, standard deviation was observed to be the most 
meaningful measure of mdicating the seventy of the deviation from a nominal on a 
straight road in highway drivmg scenario , 
103 
5.4. Feature Vector Design 
Before the decision making algorithms are employed, the salient features have to be 
combined in the best way to represent the data. Normally, the feature vectors are 
extracted by eliminatmg the redundant informatIOn usmg analytical methods such as 
principle component analysis and cluster analysis. Three different feature vectors are 
designed each representing a different point of view on the drowsmess phenomena. 
Table 5.1. Different feature vectors spaces Fl-F2 and F3 are designed to investigate the best 
representation of the phenomena 
Dynamic and Visual Cues (Fl) Dynamic Cues (F2) Visual Cues (F3) 
( SW A Staodard deviallon IAE Eye Closure Melne I 
, Eye Closure Metric 1 lSE Eye Closure Melne 2 
f, 
; Eye Closure Melne 2 SWAEntropy AttentIon DIVIsIOn Ratio 
, Attention DIVIsIon RatIo Gaze x Entropy Gaze x Mean 
Gaze x Mean Force on SWC Gazex Standard Devlallon 
Gaze x Standard DeViatIOn Entropy Head MotIOn Standard DeViation 
, Head Mollon ID x Standard DeViatIOn Head Mollon x Head Mollon y Standard 
f Head Mollon in y Standard Deviallon Entropy DeViatIOn 
, 
.' 
Head Mollon y 
, 
Entropy 
As shown in Table 5.1, the feature space FI represents a mixture of dynamic and 
visual cues together, F2 only mvolves dynamic cues and motion, and finally F3 
considers the visual cues only obtained from the near infrared computer Vision 
system. At this stage, the data is ready to be fed into appropriate artificial intelligence 
algorithms. 
Preparing three different feature vector spaces also gives the opportunity of testing 
the decisIOn making system in cases where one of the channels/ sensors has failed 
and was not able to deliver data. The decrease in the performance of the decision 
system when certain feature members are excluded, gives the idea of what should be 
included in the feature space in the final design. Therefore, in addition to grouping 
the feature members into different groups of informatIOn channels as m Table 5.1, a 
correlation analysis between each feature member and the ground truth risk level is 
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,1 
, 
examined as well. This way of feature member selection is simply a mathematical 
approach. The signals that followed a similar trend with ground truth signal were 
determined through correlation analYSIS descnbed in Section 5.4.1. 
5.4.1. Feature Space Design by Correlation Analysis 
Before investigating deCision systems, we need to observe how data vanations can be 
helpful in identifying and excludmg outliers in order to obtain the best performance 
from the decision algorithms. Some feature vector members are plotted together with 
risk function obtained from subjective assessments. It has been observed in our 
experiments that the most promismg feature vector members are coming from the 
visual cues in correlation analYSIS' the eye closure metrics (ECMl and ECM2) and 
attention division ratio (AttDivRatio) as expected, however other metrics sometimes 
amplify their implication (I.e. m agreement with them) and attenuate it (opposite 
implication). These effects are illustrated ID Figures 5.13 and 5.14 below. 
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Figure 5.13. Eye-closure Metric 1 is in good agreement with risk function 
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Figure S.14. Eye-closure Metric 2 is in inversely proportional relationship with risk function 
All feature vector members were plotted against the nsk function and the correlation 
coefficients (R values) for 'feature member vector-risk function' relatIOnshIp have 
been calculated for each WIth a p-significance value. When p<O.OOI, the correlation 
is reliable and there is a significant relationship. As observed in Table 5 2, Gaze-x 
vector basic statistics do not correlate well with the risk functIOn, however the rest of 
the members agree with a signIficance level p<=0.002 which is plausible. 
Table S.2.Feature vector members for Fl space by their correlations to risk function 
FVMembers R (cor.coef.) P (Slgnf.) 
ECMl 0.5886 0.000 
ECM2 -0.3951 0.000 
AttDivRatio 02642 0.002 
Gazex-mean -0.0384 0658 
Gazex-std -00383 0.659 
Head motion-x Std 0.3256 0001 
Head motion-y Std 0.3991 0.000 
SWAStd 06125 0000 
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In order to establish a mathematically supported feature space, correlation analysis 
was performed on each feature member over 150 sessions and correlation 
coefficients With significance p-values were calculated (Table 5.3). A new feature 
space having all the feature members with p<0.05 was taken and named F4. The 
members of the feature space F4 and the correlation analysis results of them can be 
seen in Table 5.4. 
Table 5.3. Feature members and corresponding correlation coefficients with significance values 
FVMembers R P FVMembers R P 
(COT.Coef.) (signf) (coT.coef.) (Slgnf) 
ECMl 05886 0000 IAE 0201 00193 
ECM2 -03951 0000 ISE 0174 00429 
AttDivRatio 02642 0002 SWAEntropy -0227 00079 
Gazex-mean -00384 0658 Gazex-Entropy -0083 03300 
Gazex-std -00383 0659 Force Entropy -0179 00360 
Head motion-x Std 03256 0001 Head motion-x entropy -018 00342 
SWAStd -01310 0130 Force Std 0196 00224 
Head molion-y Std 03991 0000 Head motion-y entropy -0198 00213 
Table 5.4. Feature members with p<O.OS defining best feature space (F4) 
FVMembers P (Slgnf) 
ECMl 0000 
ECM2 0000 
AttDivRatio 0002 
Head motion-x Std 0001 
Head molion-y Std 0000 
IAE 0019 
ISE 0042 
SWAEntropy 0007 
Force Entropy 0036 
Force Std 0022 
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5.5. Conclusion for Experimental Methodology and Data 
Preparation 
In this chapter, the experimental methodology was gIVen ID detail and data 
preparation steps were examined. Conclusion of this chapter are summarised below: 
• An experimental set-up and procedure was introduced and a database 
consisting 30 drivers were prepared 
• New metrics were developed to indicate driver drowsiness usmg the 
observations from raw signals each accordingly to the nature of the SIgnal 
• The new metrics were assessed to select the best ones by correlation analysis. 
Three feature spaces were fonned dependent on heuristics and one feature 
space was fonned dependent on correlation analysis. 
Utilising the database prepared m this chapter, in Chapter 6, decision systems will be 
trained and tested. Furthennore, the next chapter will attempt to optimise the 
decision system's perfonnance by examining the time window selection used for 
feature member/metric calculation here. 
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Chapter 6 
Artificial Intelligence Methods 
for Decision Making and Results 
6.1. Artificial Intelligence (AI) for decision making 
Artificial intelligence has been applied successfully to both Industrial and research 
projects to obtain inference and to solve many complex problems that cannot 
otherwise be solved using conventional methods. Many comphcated engIneermg 
problems can be re-formuhsed as problems of decision makIng, pattern recognItion 
or classification in AI. The aIm of re-stating the problem is to create an auto-decIsIve 
and intelligent system which is able to learn from its environment, adapt itself and 
make reasonable decisions. From a control engineering perspective, these decisIOns 
can be used as inputs to control systems or actuators to stabilize the systems or take 
pre-cautionary or corrective actions. 
Having the same aim in mind for this work, a suitable archItecture and AI method 
WIll be sought after for the decision makIng! classIfication step of the driver vIgilance 
monitoring system. In order to solve this problem systematIcally, the usual pattern 
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recognition approach is taken. In this approach, first the raw data is reduced to 
feature spaces ,including feature members representing the identities to be classified 
or recognised. The reduction procedure is known as feature extraction and it requires 
careful processing to eliminate the redundant information and emphasise 
distinguishing characteristics at the same time. Feature extraction methods and 
feature spaces formed uSing the extracted features were mentioned in Chapter 5. 
Here the mainstream, data driven pattern recognition approach continues with further 
examination and closer look at the feature spaces. 
After the feature extraction and feature space formation, the data structure should be 
examined closely for possible clusters and their distributions. If it is a classification 
problem, the feature space should be examined to see what type of distributions can 
explain these classes, how separable they are and whether the classification problem 
can be solved by a linear decision surface. 
Next, the candidate AI methods must be selected to fit well With the problem and 
data attributes. After seleCtion, the training IS performed and each one of the AI 
systems is tested using a different data batch from the training data In this step, the 
best classification method can be identified and proposed for the decision making 
system of the dnver vigilance momtoring system. 
Although we are searching for the best AI method for classification, it should be 
emphasised that it is not the only question in this study. In fact, the results of this 
analysis are two fold. First of all, the relationships between the collected signals and 
the dnvers' drowsiness level are sought in terms of rule bases. Second, the best 
classification method and optimum time window to calculate the features must be 
Identified. This is a different approach from the usual AI design problem in which at 
least one of the design parameters from inputs/rules/outputs triple is adequately 
known or deterministic. In our problem the inputs are selected heuristically, the 
outputs are obtained from a subjective assessment of the participants by observers 
and finally the rules linking them are not known clearly. In summary, by this analYSIS 
a co-pilot like system enabled to make decisions observing the driver's behavIOurs 
through the sensors and making the deCisions on drivers' drowsiness using an AI 
system IS chosen to identify the relationships as well. 
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6.1.1. Feature Spaces and Their Characteristics 
Smce drowsy and alert dnvers WIll have dIfferent patterns in feature space, the 
classIfication of them or decision on the risk level can be performed using previously 
designed feature spaces. A typical alert and drowsy subject's F3 feature spaces can 
be observed in Figure 6.1 (a) and 6.1 (b). 
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Although the differences between alert and drowsy states of the same subject was 
obvious from Figure 6.1 (a) and 6.1 (b), the rules governing the change were not clear. 
In order to start with a meaningful set of rules, this approach was to begin with the 
available relatIOnships in the literature as linguistic rules, then to justify these rules 
and add new ones, if necessary, via signal processing and statistical analysis. The 
ultimate aim was to develop an algorithm that would predict the status of dri~ers well 
before they reached a dangerous state. Therefore, a mathematical relationship! model 
were sought as a final aim. This part of the study explored the relationship between 
calculated feature vectors and risk level using the inference systems as a tool. 
Afterwards, it attempted to fmd the best classificatIOn method and optimum time 
window. 
6.1.2. Selection of Suitable AI Methods 
Analysis of the nature of the problem and careful observation of the feature space 
leads to the selection of two fundamentally different approaches m AI methods. 
If the selection issue is approached by taking the nature of the problem into account 
and assunung that the rules are more or less known, then a transparent and 
interpretable system is needed. In this problem, although some indicators exist in the 
literature, the underlying phenomena explaining how the selected features change 
with drowsmess level is not totally revealed. For that reason, the database was 
examined and linguistic rules were compiled from available mdicators from literature 
and heuristics. This heunstic rule extraction process was used with a Mamdani Fuzzy 
Inference System. This particular tool used lingwstic rules between the inputs and 
output(s) to explain the intrinsic system characteristics. In an expert system, usually 
the knowledge about the system or the control algorithm IS known by the designer. 
These rules are written down and a rule base is formed from these linguistic 
sentences. In thiS system, these rules were partly taken from the observations in the 
literature and partly from the observations of the feature changes in data base 
preparation process used in this work. 
The second approach takes the data base and extracts the rules using clustering 
methods in a feature space. The extraction of the rules from the available data itself 
gives more accuracy in terms of representing the charactenstics and dynamics of the 
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particular system or process under examination. Not all clustering methods will be 
covered here. In fact, Sugeno-Takagi Fuzzy Inference System (FIS) was used after a 
Fuzzy-c means clustering algorithm and are explained in section 6.2. The approach is 
very accurate in following the trends existent in data structure, inflexible in 
generalizing and the rules are not interpretable linguistically. 
Finally, artificial neural networks (ANN) are employed to observe any improvements 
compared to Fuzzy Inference Systems. Besides using these systems separately, ANN 
can be used to discover the rules and Fuzzy Inference can come after them for 
finding the decision on system r~sponse. Combinations of these systems can be 
actually employed in the second approach to extract the governing rules 
automatically. 
6.2. Inference systems based on Fuzzy Logic 
Inference systems using two different kinds of rule base are examined here: 
• Mamdani FIS: Fuzzy Inference with linguistic rule-base (human observatIOns 
leading to an observer co-pilot system) 
• Sugeno-Takagi FIS: Analytically denved rule-base using empIrical data, 
They are compared using three different attributes at the end of the investigations' 
• Correct classificatIOn rate and accuracy of the predictions, 
• False alarm rate, 
• Generalisation capability of the classifier 
The most widely used FIS structure IS the Mamdani type (Mamdani, 1975) when 
there is available expert knowledge or a system model which can be expressed in 
terms of lInguistic rules. The advantage of the Mamdani type fuzzy system is its 
transparency to the designer. The rules are explicitly understandable by the designer 
but they operate using Fuzzy set theory 
The second FIS structure is fundamentally different from the Mamdani type and 
derives rules analytically based on a database. It discovers the rules by the help of a 
Generative Neuro-Fuzzy Inference System called GENFIS in short In this second 
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approach, the Sugeno- Takagi Fuzzy system was used and unlike the Mamdani 
approach rules were not transparent for human interpretation. 
Before observing and comparing the performances of different systems operating on 
the same data base FIS structures are explained briefly. The basic pnnciple of 
inference systems is explained on Marndani system in section 6.2.1 and then the 
difference of Sugeno system IS emphasized in section 6.2.2. 
6.2.1. Mamdani Type Structures 
The first FIS system using linguistic rules was proposed by Marndani (1975) and it 
was for controlling a steam engine based on linguistic rules synthesized usmg human 
expertise. The principles of a FIS can be summanzed in five steps: 'fuzzification', 
application of a fuzzy operator, appiJcation of fuzzy implications and finding the 
output of each rule, aggregation of the outputs, and finally de-fuzzification to 
transform fuzzy sets into some smgle output value which has a particular meaning. 
Fuzzijication: 
This step includes transformation of crisp values into fuzzy sets via previously 
designed membership functions. During this step the uncertamties are included in 
the definition. 
Applying Fuzzy Operator: 
Fuzzy operators are the substitotes of 'AND' and 'OR' in conventional crisp 
logic. Instead of usmg binary values, they take two dIfferent sets and combine 
them with an operatIOn. This operation can be defined and customized but most 
of the time 'minlmum'l'min' operator is used instead of 'AND' and 'maximum'/ 
'max' operator is employed for 'OR'. 
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Applying the fuzzy implication and find the output of each rule 
The fuzzy implications map the fuzzy mputs mto fuzzy outputs. They are 
basicaIly the rules built into the system by the designer and most of the time they are 
synthesized linguisticaIly. These rules can have different weights when they are 
activated or 'fired' by the algorithm. It is the role of designer to give different 
weights to dominant and recesSIve rules. 
Aggregation of the outputs 
The aggregation is executed at the end of individual output calculation from each 
implication/rule. It combines all the outputs usually by a max/min operator and then 
outputs an aggregated fuzzy set. 
De-fuwfication 
ThIs step takes the aggregated output and then finds the centroid of the area under the 
fuzzy set. The result is a crisp value. It may represent a decision or a class in pattern 
recognition problems. 
Because of direct use of lmguistic rules, the system is transparent and these 
prmciples can eaSIly be foIlowed from the diagram shown in FIgure 6.2. In this 
figure, the inputs 1 and 2 go through a fuzzification step in vertical direction by usmg 
membership functions. These functions cover an interval in the input range on x-axis 
and any single mput value can be represented by a corresponding membership value 
on that function's y axIS. To define the input at least one membership functIOn is 
needed, however, some inputs might be covered WIth more than one membership 
function; hence they are defmed as fuzzy inputs partiaIly belonging to overlapping 
intervals covered by different membership functIons Then, the implications are 
. 
applied along the big arrow towards right with 'If inputl IS In membership x and/or 
Input2 is In membership y, then outputl is in membership z' structI1re, the operation 
AND/OR defines whether the membership values should be multIplied or summed or 
alternatIvely should be subjected to mmimum/maximum finding functions. The next 
step is defuzzification process mdicated with vertIcal arrow downwards. It aggregates 
all the outputs to form a single output membership function including all the rules. 
FinaIly, calculating the centroid of the cumulatIve area under the output function 
gives a single value of output and this step is caIled defuzzzficatlOn. 
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The rule base used m this FIS is extracted by using a Fuzzy-c means algorithm 
utilizing the whole data base concluding in a Sugeno-Takagi Fuzzy Inference System 
with 15 rules. The 'genfis' function in MATLAB Fuzzy Toolbox is used for deriving 
the Sugeno based FIS here. This algorithm is based on Fuzzy C-means algorithms 
(Bezdek, 1981). 
Fuzzy C-means algorithm Will be explained here briefly in order to demonstrate how 
It fmds the clusters in the data by usmg Euchdean distance between data points. 
Fuzzy C-means algonthm is an iterative optimization algorithm mmimizing a cost 
function J gIVen by (6.1), 
• c 
J = L~>mlk 11 Xk _vIii' 
lel 1=1 
Where, 
n: number of data points 
c: number of clusters 
Xk' kth data point 
v,: ith cluster center 
J.!,k: degree of membership ofkth data point in ith cluster, 
m: constant (=2) 
Degree of membership is given by: 
I 
fllk = --..".---=--::---
t(1I X. -V,II)21(m_l) 
J=llIx.-v,1I 
(6 I) 
(6.2) 
When the input precisely matches with the centre of the cluster, this definition 
guarantees that the input Will have zero membership coefficients for other clusters. It 
guarantees that the separate clusters are fonned, allowing the rules to be defined 
based on these clusters. 
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6.3. Results from FIS Structures 
The data base includes three features vector spaces (Fl-F2 and F3 descnbed in 
section 5 4) for 135 sessions obtained from 30 subjects. As the output of the system, 
subjective assessments of the drivers were graded on a 1 to 5 scales representing 1: 
alert/normal to 5: sleepylImpaired. The subjective assessments were in agreement 
with what was observed most of the time; however, an independent observation was 
also supplied from other people watching the videos obtained during the experiments 
and having been asked to assess the condition of the driver in the video. Apart from 
that, any observations indicating drowsiness (i.e. yawning, dozing off, inattention) 
during the experiments were recorded and used to give a third assessment for each 
session. These three different assessments were used to form the final output/ground 
truth signal for the AI to be designed. All of the methods are supervised in the sense 
that data mapping has inputs measured and outputs defined by this subjective 
assessment. 
The reliability of such subjective assessment is always questionable; however, 
validation of the measurements by using EEG sub-bands is not within the scope of 
this study. Instead, the process is modelled linking' the measured mput Signals With 
what is observed during the experiment by driver herseWhimself, an mdependent 
assessor watching the videos and the experiment designer. It is believed to supply a 
valid approximation of the real drowsiness level and perceived risk. Besides, this 
allows a non-intrusive experimental procedure which is more acceptable to the 
volunteer subjects. 
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Figure 6.2. Mamdani Type FIS working prmcipies 
6.2.2. Sugeno-type Fuzzy Inference Systems 
Although the Sugeno-type (1985) FIS is fundamentally different from Mamdani 
type; in fact, the first two steps are the same. The main difference is in the outputs. 
they are singletons in Sugeno systems instead of fuzzy sets in Mamdanl. The 
implication is managed by simple multiplications; the aggregation is basically the 
collection of all singletons Finally, the output is calculated by a simple average. 
The advantages of the Sugeno systems over Mamdani system are as follows, 
• Computational effiCIency is high 
• Works well with linear systems well 
• Well suited to mathematical analysis 
However, Mamdani type systems are more flexIble and open to human input and 
heuristic design. The application of these systems using prepared database includes 
trying these two different types of FIS systems over the three feature spaces 
previously designed as detailed in Chapter 5 Thus, the best mference system WIth 
best feature space defimtlon representing the phenomena can be found by tins 
analysis. 
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6.3.1. Results from the Mamdani FIS 
For the Mamdani FIS structure, 15 different linguistic rules were defined based on 
the observations in the fo1\owing fonn; 
'IfECMI is small and ECM2 is large Then RIsk is small' 
in which ECMl and ECM2 are the eye closure metrics defined in Chapter 5. 
Three of these 15 rules are gIven here to explain It fu1\y, this pattern of rules are 
followed With the other metncs as we1\; 
'IfECMI is small and ECM2 is large Then Risk is small' 
'IfECMl is large and ECM2 IS sma1\ Then Risk is large' 
'IfECMI is medium and ECM2 is medium Then Risk is medium' 
The words 'sma1\', 'medium' and 'large' are defined by triangular membership 
functions and these were arranged to cover the input range for each mput separately. 
The Rules and their firing can be seen in Figure 6.3. In this figure each column 
showed the inputs used m the rule and each row represented the rule using the inputs 
from the columns. The final column gives the output, i.e. the deciSIOn, of the 
Mamdani system in fuzzy tenns. Then, it is reduced to a single number by an 
averaging method. 
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Figure 6.3. Rule view of Mamdani-FIS structure using linguistic rule base 
The designed FIS system was simulated and it was compared agamst the ground 
truth Risk Function! drowsiness level. The result did not completely match and the 
, 
system 'preferred' to assign the nsk level 3 whenever the rules were not enough to 
explain the changes in the sIgnals as shown in Figure 6.4. This is because the human 
observer did not know the whole mechanism of drowsiness and the rules were just 
the observations; thus, not all the dynamics governing the changes of the signals 
were included in the data base. 
120 
1 
1 
1 , 
1 , 
j 
J 
1 , 
Apparently those observations matched with the perceived risk level defined by the 
human assessors in a flexible way, meaning It included the same trends although the 
values were not exactly matching. However the uncertainty was high and system 
'preferred' a neutral way to assign the levels for those data points fallmg out of the 
rule base in the data batch. This also justifies the aim of this analysis because the 
observations and perceived risk levels are somehow uncertain and unreliable. 
Therefore a linguistic approach is found to be inadequate' for this problem. 
45 
c 
o 4 g 
~ 
~ 35 
~ 
~ 3-' "'i~r § i,l j 
~ 25 I ~ ":1 ~ E I 
iij : 
- r-
(/) 2 ~ 
u:: 
15 
'lfU I 
I 
I 
I 
• 
• • 
" 
" 
" " 
" 
"  
" 
" ·. r-- I I rl-·h,'n 
, , I 
-
'O~~~L2~O~~UU4~OUUUL~6~OUL"-~~80~~~~'O~OWUL-~'2~O~~~'40 
data batches 
Figure 6.4. Simulated FIS output vs Risk function for linguistic rules; solid line risk function, 
dashed line the output by Mamdani·type FIS 
Although a linguistic approach was not found to be of use for thiS problem, a 
different Mamdani FIS was tested for each feature space for the sake of 
completeness. This analysis also gave insight into the problem that the derived 
relationships from the existing literature and observations are not enough to model 
the dynamics of the changes A more ngorous way of modelling the relationships is 
needed which is satisfied by the mathematical approach m the next session usmg 
Sugeno-type FIS. 
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6.3.2. Results from Sugeno·FIS 
The mapping from the input space to output space is performed using the rule base 
extracted by the MA TLAB function 'genfis'. The decision surface and the system 
can be seen for the case of two inputs and one output indicating a nonlinear 
separation process. (Figure 6 5) 
Figure 6.5. Sugeno-Takagi FIS: Non-linear Decision Surface and System Arcbitecture witb 15 
Rules 
The number of rules in the rule base is IS indicating a complicated relationship 
mapping the inputs to previously defmed output. 
The designed Sugeno PIS using feature space FI was simulated with the experiment 
data and its performance was compared to the defined risk functJon. The result IS 
shown in Figure 6.6. It can be seen that the output of the FIS system is in good 
agreement WIth the Risk Function. In fact the classificatIOn rate (risk level 
assignment) is 98 % true, which was very close to the 'real' value. The normal and 
impaired sessions are never misclassified. 
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Figure 6.6. Simulated Sugeno-FIS output vs Risk function defined by subjective assessments 
using Ft space 
If this tramed Sugeno FrS is simulated with the test data whIch was not presented to 
the system during the training, the system is observed to perform well. This means 
even though the system is exposed to unknown situations, it can deduce successfully 
the level of the risk. The result of this test can be seen in Figure 6.7. 
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Figure 6.7. Result of test for Sugeno FIS using Ft feature space 
The other two feature spaces (F2 and F3) are also tested usmg the same data set for 
their derivation. In the training session, trained systems were observed to track the 
output risk level well. Therefore only the test results are gtven to see how the feature 
spaces are capable of predicting the risk level. 
The test results from feature space F2 were given in Figure 6.8. From this figure it 
can be observed that the F2 feature space, which includes vehicle dynamiCS, control 
theory based metrics and entropies, did not perform welI as the Fl. The reason 
behind tJus is that F2 does not include any visual cues, winch are the strongest 
information channel directly including the physiological indicators of a driver's 
condition. 
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Figure 6.8. Result of test for Sugeno FIS using F2 feature space 
Finally, feature space F3 which Includes only the Visual cues was tested. Because the 
F3 feature space was a mixture of physiological signals, It was expected to give 
better results compared to those of feature space F2. As can be seen from Figure 6.9, 
the F3 feature space was also well-performing. Although the predicted risk levels did 
not strictly track the ground truth values, in fact there were hardly any false alarms in 
the system keepIng the rate in acceptable levels. 
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Figure 6.9. Result of test for Sugeno FIS using F3 feature space 
In summary, amongst the heuristically designed feature spaces, FI and F3 were 
found to be successful in terms of accuracy of the results. However, F3 might be 
preferred due to the lack of false alarms. The results are summarised as a 
performance matrix in Table 6.1 
Table 6.1. Comparison of Performances for two FIS system utilizing the three chosen Feature 
Vecton 
; 
, .. 
, .( ~ c /~' ;" " " , " 
COMPARISON', " Success False Success False Success False 
'-< ,~ (%) Alarm (%) Alarm (%) Alarm 
, ' 
. , (%) (%) (%) 
, , ' . (, 
Mamdam (LInguIstIcally 90 10 80 20 85 IS 
Dnven) 
Sugeno-Takagt 98 2 90 10 95 none 
(Mathemallcally Dnven 
uSing Cluster AnalYSIS) 
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Next, feature space F4, which was built as a result of the correlation analysis in 
Chapter 5, was tested to report any improvements by design of the feature space with 
correlation analysis. As expected, feature space F4 performed wen, however the 
improvements cannot be classified as significant. As seen from Figure 6.1 0, the 
system has a slight tendency to amplify the risk level in prediction. Nonetheless, this 
could add to the predictive capabilities of the system, provided this amplification did 
not lead to any false alarms. 
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Figure 6.10.Result of test for Sugeno FIS using F4 feature space 
6.4. Artificial Neural Networks as an alternative method 
In this part of the study, Artificial Neural Networks (ANN) is considered as an 
alternative method to FIS. By doing so, the problem is seen as pattern recognItion! 
classification problem rather than an inference problem. 
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It should be said that the neural network analysis in this application is not a thorough 
examination of all the network structures and learnmg methods. Only a restricted set 
of network structures and learning methods are considered here and not the all neural 
network topics are covered. The general overview of ANN will be given m section 
6.4.1 empbaslzmg the selected structure and methods. Next, the results Will be given 
in comparison to Fuzzy Inference Systems. 
6.4.1. Artificial Neural Networks 
Artificial neural networks are built by mterconnections of many Imear processing 
units called 'perceptrons'. Perceptrons or neurons in a network take inputs and 
mUltiply them by a weight adding a bias depending on the type of neuron, and 
outputting a value activated by a transfer function such as a linear ramp or sigmoid. 
Most of the time, the single neuron represents a linear relationship between the input 
and output. Despite its linear properties when smgle, perceptrons are connected 
together in multiple layers they can deal with non-linear problems. The output of the 
neuron Cart be thresholded by a non-linear sigmoidal function such as a hyperbolic 
tangent sigmoid In Figure 6.11, an artificial single neuron model is represented. 
Signalmput 
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accumulator t-'-"H-t-+l Function 
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output 
cache 
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mput 
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SIgnal Output 
1+--0 
Errormput 
Figure 6.11. A single neuron with bias and negative feedback 
These simple units combine to become a powerful artd complex tool for 
classification, pattern recognition and function mapping when they are connected in 
layers artd connected in a parallel structure, having a specific 'learning rule' and 
usually back-propagation feedback for training. Almost any function can be 
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approximated by artificial neural networks due to their parallel processing and 
capabilities for handlmg non-lineanty. With the help of weights stored in neurons 
during training, the function is represented as a whole network after the training 
session. Once the network is trained and judged to be robust, any mput havmg the 
same relationship with the possible outputs can be mapped to correspondmg values 
in a fraction of a second Therefore, a robust ANN can be a powerful tool in 
applications involving a complex classificatIOn! decision problem where the answer 
is required in a short time and a convenient mathematical model is not available. 
In ANN design there are three main parameters to take into account: Choice of 
network model, learning algorithm selection and robustness of the network. In tins 
overview, only a brief explanation of the issues used in the analysIs is given. 
The ANN structure selected for this work was the feed forward MLP and trained by 
back propagation. The trairung algontbm is chosen as Levenberg-Marquardt due to 
Its converuent properties. The Network Structure was 14-3-1-1 With 2 hidden layers 
as can be seen in Figure 6.12. The inputs were the metrics used in F4 space as 
identified to be the best feature space by correlation analysis in Chapter 5. 
1=1 
1=2 
1=3 
1=14 
\ ..... _--.. .--_oJ} Y y 
Input Layer HIdden Layers Output Layer 
Figure 6.12.The ANN used for decision making for driver monitoring system 
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6.4.2. Results from ANN Analysis 
ArtIficial neural networks are considered as another alternative for detecting drowsy 
drivers; however the perfonnance has been found unsatisfactory for an end-user 
application. The ANN can stIll work as a decision system but the training goal had to 
be set to 0.17 meaning the network was not very accurate and error convergence was 
poor but it was expected to generalise well as the error restriction was not severe. 
The sImulated outputs can be seen in FIgure 6.13 for training set and m Figure 6.14 
for test data set. 
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As seen from the results, however unsatisfactory the ANN can be considered as an 
alternative to the FIS approach. However, before drawing firm conclusIOns in this 
issue, the following comparison should be made with a wider database: 
• Robustness of the declSlon system: This deals with what happens If a 
disturbance/noisy data set is fed through the system The ANN is prone to 
change its weIght factors and loses the mformation content if It IS not enabled 
adaptively. Therefore, a larger mvestigation should be conducted with 
adaptive structures. A Fuzzy System is more robust compared to ANN in this 
aspect. 
• The FIS is mterpretable; it handles the structure of the data through the 
fuzziness of the rules governing the pattern. Once the rules are identified, the 
system acts as a decision mechanism. The designer has a control on the 
internal structure of a FIS and can derive new rules and heuristics as well. 
• It is WIdely known that hybrid methods mcludmg both of them are found to 
be best as seen in neurofuzzy applications (Jang, 1993). Therefore further 
analysis on decision systems should be performed usmg hybrid methods. 
l3l 
This analysis was considered extensive and left for the further work and will be 
detailed in Chapter 10. In the next section, the effect of the time window selection in 
feature member calculation was examined. 
6.5. Time Window Analysis 
In this part of the decision system design, a crucial question is asked and an optimum 
answer was sought. The quest is for the best time window over which the feature 
vectors were calculated The best time window represents the following 
characteristics: 
• AbilIty to capture the trend and necessary mformation content in the data It 
has to represent sufficient history of the signals so that trends become more 
viSIble and distinguishable. 
. 
• Ability to allow a suitable update on driver status, so that a preventative 
system can act promptly 
• Physical restrictions of processmg in terms of power and tIme 
As an insight mto the concern oftime window analYSIS, a Mamdani Frs was 
constructed using the rules on drowsiness detection stated m literature and raw 
outputs from the sensors without feature vector calculation. However, as can be seen 
from FIgure 6.15, the system is too quick! agile to respond, leading to false alarms. 
The decision system depends on the raw inputs and mstantaneous states ofthe 
conditions that holds true. Therefore it cannot capture the trend in the data, leaclmg JO 
unreliable risk predictions. 
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6.5.1. Aim oftime window analysis 
Time window analysis was conducted to investigate the effect of time window length 
selection on feature vector calculation and fmaIIy on the performance of a fuzzy 
inference system which is using the feature vector space 
The analysis leads two answers to two important questions about the reliability of the 
methodology of the research: 
• How the time windows over which the feature vectors are calculated affect 
the accuracy/reliability of the feature vector members and fmaIIy fuzzy 
inference response in predicting the drowsmess level 
• What IS the most appropriate time window selection to give both a fast and a 
reliable answer? In other words, how far can the tIme window be narrowed 
down before the response of the fuzzy inference system deteriorates? 
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6.5.2. Methodology 
In order to investigate the time wmdow effect on the system performance m decision 
malang, four different data batches were prepared based on origmal reduced raw data. 
The time windows were chosen as successive sets of frames rather than overlapping 
screens on the signal. The time windows were set at 12, 6, 3 and 1.5 minutes. 12 mm 
time wmdow was already used for FIS system analysis. For each time window value a 
different data batch was prepared using that value for calculatmg for the feature vectors 
For the output risk functIOn, the available risk function obtained by SUbjective 
assessment only at two pomts (beginnmg and end of the Simulation) is basically 
considered a linear contmuous function. It IS re-sampled to give a contmuous output 
reference for more data points in narrowed tIme window cases. 
The feature vector members are selected as shown in Table 6 2 amongst the candidates 
havmg the highest correlatIOn coefficient with risk function and lowest Significance 
values p. 
Table 6.2. Selected feature members to form the feature vector space for analysis 
Feature Vector Member CorrelatIOn Coefficient 'r' SIgnIficant Value 'p' 
Eye Closure Metric 1 05886 0000 
Eye Closure Metnc 2 -0.3951 0.000 
Attention DiviSIOn Ratio 0.2642 0002 
Head movement x STD 0.3256 0.001 
Head movement y STD 03991 0.000 
Force SD -0 17989 0.036 
Head movement x ENT -0.1824 00342 
Head movement y ENT -0.198 00213 
SWAENT -0.22756 0.008 
Integrated A ve~age Error(IAE) 020109 0019351 
Integrated Standard Error(ISE) 0.17448 0042974 
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The raw signals and their reduction into features are shown as a diagram in Figure 6 16. 
Gaze-y Attention DIVISion Ratio I 
Pupil Area I Eye Closure Melnc I I Eye Closure Melnc 2 I 
Force on SWC I SD of force 
Speed IAE I ISE 
SWA SWAENT 
-Head-x Head-x ENT Head-x SD 
Head-y Head-y ENT Head-y ENT 
Figure 6.16.Raw data reduced to feature vectors using 12, 6, 3 and 1.5 min time Intervais 
A MATLAB GUI (Graphical User Interface) was wntten to help to process the raw data 
, 
with different time windows and finally record them for further processing in a fuzzy 
Inference system In this GUI, the signals can be plotted, their histograms can be viewed 
and all the feature vector members can be derived just pressing one button assigned for 
each signal. An example of the GUI outp.ut IS shown in Figure 6.17. 
6.5.3. Results of Time Window Analysis 
The previous fuzzy inference analysis was completed consldenng only 12 min tIme 
window Intervals. In this short investIgatIOn, 6 min, 3 min and 1 5 tIme window optIons 
were examined. 
In Figure 6.18 the result for traimng data batch usmg a 6 min tIme Window can be seen. 
As can be deduced, the prediction is htghly correct missing only 2 data points slightly 
amongst 270 data pomts. However, when presented With completely unknown feature 
vectors, the trained FIS gives reduced performance as seen in Figure 6.19. It was 
believed that the poor performance is caused by over-fitting and inflexibility of the 
resultant FIS system. 
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Figure 6.17. GUI for signal analysis with adjustable time window 
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Figure 6.18. Risk Level vs FIS prediction of risk level over training data batch using 6 min time window 
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Figure 6.19. Risk Level vs FIS predIction of risk level over test data batch using 6 min lime window 
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For 3 min time window the same analysis was repeated and the system was observed 
to be more flexible, and gIVIng the same level of performance over both training and 
test data batches. It cannot track the exact data points but overall performance is 
better than the 6 min time window. (FIgure 6.20 and FIgure 6.21) 
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data batch prepared using 3 min time window 
Figure 6.20. Risk Level vs FIS prediction of risk level over training data batch using 3 min time 
window 
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Figure 6.21. Risk Level vs FIS prediction of risk level over test data batch using 3 min time 
window 
As can be seen in Figure 6 20 and Figure 6.21, the resulting Fuzzy System from 3 
min tlme window data batch is more flexible than the Fuzzy System using 6 min data 
batch. It can track and predict the risk level with slight deviations even if the feature 
vectors are completely unknown. 
If the time wmdow is narrowed down one step more to a 1.5 min mterval, again a 
more flexible response is observed. The system is not strict about following the exact 
risk levels but it can predict the values nearby. Besides flexibIlIty, instability is also 
observed larger time windows usage. (Figure 6.22 and Figure 6.23) 
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Figure 6.22. Risk Level vs FIS prediction of risk level over training data batch using 1.5 min 
time window 
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Figure 6.23. Risk Level vs FIS prediction of risk level over test data batch using 1.5 min time 
window 
141 
As can be seen in Figure 6 22 and Figure 6.23 the FIS system obtained using a 1.5 
min tim~ windowed data batch is more flexible but also unstable in tracking the risk 
level. 
6.5.4. Conclusion and Discussion on Time Window Analysis 
From the analysis the following conclusIOns have been reached: 
• Narrowmg down the time window makes the system more flexible 
eliminating any linear dependencies that will lead to rank deficiencies. 
However, If the time window is narrowed too much, such as in the case of 
1.5 min, the response becomes noisy. 
• The fluctuating response of the narrower time windowed fuzzy systems 
could be because of output vector interpolation, resulting in quantisation 
error. Because the actual output values between two known output values 
is assumed to change linearly this may not be representing the real case. 
• Some of the feature vector members become unstable and non-mdicative 
when less number of data bms was used as observed in entropy analysis. 
For further research, the interval output points should be known by measuring the 
ground truth value from a reliable drowsiness sensor such as EEG. By this way the 
quantisatlOn error due to linear interpolation will not be interfering with the 
predictIOn performance of the system. 
In order to give the whole picture, a 12 min time window was also repeated ID Figure 
6.24 and 6.25. The response of the system is acceptable however 12 min time 
window can be a long time delay under some emergent conditions (i.e. obstacle 
avoidance, lane departure etc ) if the same risk levels can be predicted with shorter 
signal history hence narrower time windows. (Figure 6.24 and Figure 6.25). 
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Figure 6.25. Risk level vs FIS response ror 12 min time window ror test batch 
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To sum up the observatIOns, as the time window for calculation of the feature vectors 
narrows, the system was able to track the general trend efficiently. However, if a 
wmdow ofless than 3 min is used, the response begins to fluctuate. The fluctuation 
occurs because of more quantlsation and re-sampling between the data points. 
However, the system is able to give reasonable response for each time window. 
Preferably, the 3 min time window is a good compromise between fast response and 
generalisation I tracking capability. 
, 
6.6. Conclusions on Decision Making Systems 
The Sugeno FIS system obtamed via Fuzzy Sub-clustering had the right data 
mapping inner function and it can be used as an initial system for Adaptive Neuro-
Fuzzy design. However, the results obtamed from Fuzzy system seem promising and 
adequate for the purpose of detecting drowsiness With reasonable reliability. 
Therefore, ANFIS will not be studied here, but left for future work. 
For the tIDle window analysis problem a trade-off should be conSidered. A system 
WIth a fast response and suffiCient accuracy to capture the trends was required and a 
3 min time wmdow is considered from the observations to satisfy these two 
conditions to a large extent. 
Since a well-performing data driven system with a classification rate of as high as 
98% is completed by decision system selection in this chapter, the next chapter, 
Chapter 7, approaches to the same problem with a model driven method. However, 
the monitoring system obtained by data driven approach will be combined with a 
controller in Chapter 9 to prove the whole concept. 
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Chapter 7 
Driver Modelling Approach for Performance 
Monitoring 
So far, this mvestigatlon has covered controlled experiments and has used AI 
modelling approaches to transform the multi-sensor mformation available on 
drowsiness level of the driver into a useful parameter of risk level to be used as a 
warning or as an input to an accident prevention system. It could be said that up 
to this point, the vigilance monitoring system has been designed in a data driven 
approach. However, this leaves the question open: 'Could we design another 
system which IS model driven to better predict risk level in the future?' To 
answer this question, driver modelling approaches are examined in thiS chapter 
and as an ultimate a1ffi of the chapter; they are combmed in an mtegrated model. 
Thus, driving data are used as a validation tool for the modelling approach rather 
than the source of information. The mam methods used in tins chapter are Hidden 
Markov Models (Rabiner, 1989) and Quantitative Models from control theory. 
The cognitive science theones used for dnver modelling are mentioned bnefly 
and the ideas are applied to a final integrated driver model proposed here in an 
attempt to be more realistic in terms of constraints of the human driver. 
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7.1. Introduction to Human Car Driver Modelling 
In this section, the questions why and how driver modelling approaches can be 
helpful for diagnosmg the distracted, inattentive and drowsy driver are answered. If 
we group all these abnormalities under the title 'low driver perfonnance', the 
nominal driver behaviour becomes the centre of the investigation to be determined or 
described. There are several approaches to model nominal driver behaviour. After 
defining the nominal behaviour, the low perfonnance and the causes leading to it 
(distraction, secondary task! multi-tasking, inattentiveness, drowsiness etc.) can be 
modelled as fonns of deviations from the nominal. However, modelling the human 
dnver is a very challenging endeavour due to following issues: 
• Diversity and variations: Human drivers have a wide-range of responses 
even if the environment, stimuli and the tasks required are the same. 
Therefore, defining the nominal behaviour is not straightforward. It is 
acceptable to say that there is a range of strategies of control that people 
apply to execute the same task and this variation should be taken mto account 
for modellmg. If this IS not taken into account, different driver behaviour 
might be confused With abnonnalities. 
• Low repeatability: It is also true that even the same person responds 
chfferently to the same task at chfferent times. Therefore a generic scheme 
must be used and free parameters should be spared in the model to adjust It to 
fit the validation data. The same experiment must be repeated involving the 
same subject to extract the general trend of the infonnation. 
• Multi-tasking: Drivmg is an extremely complex task including several sub-
tasks needing execution in parallel. However, the modeller usually needs to 
consider one or two mam tasks in order to capture just enough details to 
explain only that particular aspect of driving. On the other hand, in order to 
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examine the multi-tasking capabilIty and interaction between driver 
assistance systems and driver, integrated models including several tasks can 
be designed. 
• Complexity: The complexity of the models comes from the fact that there are 
different levels of cognitive and control processes in driving. To be clearer, a 
human driver can be modelled as a hierarchical structure havlllg supervisory 
cognitive ability on top, whIch produces the navigation and reasoning, 
neuromuscular system to apply these control commands produced by the 
cognitive structure and finally the controlling actions which are functional 
low level tasks In addition to this complexity, the human driver has several 
constraints imposed on cognition and on the neuromuscular system. 
These difficulties in human driver modelling are addressed and tackled by 
different approaches. In SectIOn 7.2, a closer look into how they can be solved is 
gIven through a wide literature survey. 
7.2. Driver Modelling Approaches 
In this section driver models serving different aims are examined to understand how 
they tackle several problems that can be encountered in modelling such a complex 
task. The ultimate aim of this survey is to weIgh theIr potentials in helping the dnver 
performance measurement 
7.2.1. Cognitive Models 
Cognitive models of the human driver consider the decision making mechanism and 
the constraints of the associated cognitive structure Cognitive models take the dnver 
as a higher-level supervisory decision maker and therefore can model the motivation 
of the driver, in the sense that It explains the reasons to do that particular manoeuvre 
because of traffic and environmental conditions, reasoning and any 
delays/constraints in cognition. Because distractions and lack of sleep can cause 
cognitive abilities to dimimsh, this model can be extremely helpful III human 
performance measurement aspects. 
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In handling the multi-tasking property of the driving, Salvucci (2004) proposed a 
theoretical scheme using Atomic Thought Components theory (known as ACT-R) 
He tried to generalIse the executives (the commands forming the task) in the model 
and the compound continuous tasks such as driving. The time dependency of the 
tasks to be executed was proposed first in this model. This approach was very useful 
in representing the time scheduling and delay mechanism in cognItive structures as 
well as representing the compound tasks including more than one task executed 
simultaneously. By using this theory, he was able to integrate procedural and 
declarative knowledge in driving. (Salvucci, 2005) Building on this approach, 
Brumby and Salvucci (2007) used this theoretical scheme to model driver distractIOn 
in dialling a cellular phone while driving. Tackling the multi-tasking problem, the 
theory allowed the examination of the driving task as a pnmary and the diallmg task 
as a secondary task of the driver. The interleaving between these tasks was 
examined. This study showed that as the intervals between the steering corrections 
increased, the car tended to dnft more. However, most of the dnvers were observed 
to use an efficient strategy to mterleave the tasks, therefore the effect of the 
secondary task was msignlficant as long as the driver was vigilant and applied an 
interleaving strategy. 
Cogruhve models are supenor to control theoretic models in the sense that they can 
accommodate some constraints and they naturally include a multi-tasking capability. 
In additIon to that, some cogrutlve models can predict the eye gaze and attention 
distrIbution of the driver (Salvucci, 2005). Apart from multi-tasking and dIstraction 
modelling, cognitive models can be used for on-board driver intention prediction as 
well. Brumby et.al. (2007) used a 'model tracing' approach for prediction of lane 
changes before they occur. The driver model uses two salient points on the road 
scene denoted as near and far reference points. In addItion to these two cues, time 
headway to eIther the lead vehIcle or to a lead vehicle in the adjacent lane is taken. 
This model of the driver is oversimplified, therefore they were able to run parallel 
driver models to track the current model, the best fit amongst the parallel running 
models was selected and a prediction of lane change was YIelded as an output. 
Although cognitive models are capable of prediction and tacklmg the multi-tasking 
problem, drIver performance deterioration c~ manifest itself in low-level tasks, 
which are best examined by control theoretic or functional models. Therefore, 
section 7.2.2 is devoted to these models. In section 7 2 3 attempts of combining the 
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cognitive models, control models and the stochastlc nature of human behaviour are 
addressed as hybrid models. 
7.2.2. FunctionaIl Control Theoretic Models 
In his wide survey of driver models MacAdams (2003) mainly examined the control 
theoretic approaches leaving driver distraction, side tasking and human driver 
performance to human factor research. The focus of his survey was on control 
behaviour of human dnvers mcludmg steermg and braking/acceleration commands 
for both lateral and longitudinal controls. The control behaviour of the dnver is 
usually modelled for use in vehicle closed loop testing, or for adaptation of a newly 
designed system and understanding of its effects on the dnver-vehicle ensemble. 
However, in this investigation, we WIll make use of these models and ideas for dnver 
monitoring 
It is believed that not only human factor research tools but also control theoretic 
models can help in monitoring the driver, because human control commands carry 
valuable information on drivmg style and performance. If these signals can be 
modelled with a sound mathematical approach, such as system dynamics and control 
theory, it should be pOSSible to diagnose the deviating responses from the predicted 
responses. Therefore, a careful examination of control theoretic models is performed, 
thus opening and extending thelf capabilities for driver monitoring. 
As a conclusion of his survey MacAdams (2003) emphasized the following items as 
being crucial and of primary importance in a high-fidelity human control model: 
• Provisions for human transport time delay 
• Driver preview UtilisatIOn for both longitude and lateral control 
• Adaptive driver capablhtles that reflect knowledge or understanding 
of the controlled plant dynallllcs and recognise the changes m 
operating conditions and/or plant dynamics. 
• Use of an internal vehicle model to permit projection or estimation of 
fume vehicle states 
• Dynamic response characteristic representing the cross over frequency 
in a linear regIme 
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He also drew attention to several limitations of human information processing and 
sensory systems. 
The control theoretic model approach generally separates the driving task into two 
subtasks, namely lateral and longitudinal control because of the specific applications 
of these models to develop controllers for these sub-tasks of driving. On the other 
hand, there are several models to combine these two tasks to represent the driver in 
full detail. Here, longitudinal and lateral models are exammed separately. 
7.2.2.1. Driver Models with Lateral Control Focus 
Lateral control models are usually designed to assess, develop or improve dnver 
assistance systems such as lane keeping and lane departure warning systems. These 
models can be used to replace the driver in the simulation to assess the designed 
control or assistance system in a closed loop performance. The second aim is to have 
the driver in the simulation to Improve the acceptability of the system by predictmg 
the strategies of a human driver and accommodating different driving styles. In 
addition to these conventional uses of control theoretic models; those focusing m 
particular on lateral control can serve as monitormg tools for mattentive and diowsy 
drivers. The reason for this is that drowsiness manifests itself mostly in steering 
wheel angle commands and lateral deViation of the vehicle as a result 
Two central abilities of a human make herlhim unique as a controller. These are 
adaptability to changing dynamics of the task or controlled plant and preview ability 
to observe and use future trajectories or disturbances. MacAdams (1981) suggested 
first an optimal preview control algorithm of human for simulation of closed-loop 
dnving. 
Ungoren and Peng (2005) modelled the driver using these two traits for the lateral 
control task yieldmg a predictive/preview model They focused on producing a 
lateral driver model for high lateral acceleration range. 
Butz et al (2005) also used optimal control theory for modelling the vehicle dnver. 
c 
This application involved a real time vehicle dynamics simulation. The model had 
, two levels termed anticipatory and stabJlisation. The full vehicle dynamics model 
was guided by a non-linear position controller on stabilisation level. The dnver's 
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motivation for driving is depicted by travelled distance, minimum square values of 
vehicle's deviation from the road centre and minimum lateral acceleration. The 
controller parameters are preview, controller gain and steering delay, which can be 
adjusted to represent human properties in vehicle guidance. 
7.2.2.2. Driver Models with Longitudinal Control Focus 
As with lateral control models, longitudinal models are primarily developed for 
assessing corresponding vehicle systems. These systems are mainly active cruise 
control and brake assist systems which assist drivers to achieve a safe longitudinal 
control of the car accordIng to the current situatIOn. For these purposes Bengtsson 
et al. (200 I) used three different approaches of system identification. linear 
regression, sub-space based models and behaviour models. The model used headway, 
velocity and differences of velocities between the lead and following vehicles The 
outputs of the model are throttle angle and brake pressure. They were able to explain 
the major difference between the drivers such as choice of space, headway and safe 
~y 
distance. Amongst these parameters, headway IS the main one influencing the human 
control strategy. Boer et al. (2005) used target time headway (THW) to model the 
driver as three loops that contrIbute to final pedal posItIon. Two separate proportional 
controllers were used for distance error signal and speed error signal respectively. In 
addition to this, a bias term was used to produce the desired speed with the pedal 
position If It is pressed long enough. The vehicle dynamics model accompanying and 
testing the human model was kept simplistic; it was constructed around the steady 
state speed. Boer et al. (2005) drew important conclUSIOns about longitudinal control 
behavIOurs of drivers. First of all, they concluded that drivers adoptIng longer THW 
also develop less effortful control strategy, since they have more time to react as it 
was observed in the lower bandwidth of the frequency response diagram of driver 
commands. The second and very important observation was that the subjects 
contrIbutIng to the experiment spanned the full range of intermediate expected THW 
(the nominal value for that speed) which means there was a significant variation 
amongst the drivers. Therefore they emphasized that observed THW is not 
necessarily an indicator for driver performance, instead it gIVes information about the 
adopted control strategy of the particular driver. 
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7.2.3. Hybrid Models 
Hybrid models are mostly the results of attempts to combine different approaches to 
the human driver modelling problem. As already apparent in section 7.2.2.1 in lateral 
control focused methods, the optimal control theory is widely used for modelling the 
dnver. The missmg point in those models is that they assume that the driver is 
perfect and rational. However, in reality drivers have uncertainty and the decision 
mechanism is not perfect, especially under a Ingh workload. Lubashevsky et al 
(2003) addressed this Issue nicely in therr bounded rational model. In this model, in 
addition to modelling the longitudinal behaviour of the driver ID a microscopIc range 
(explainmg the individual car movement in traffic flow), the constraints of the human 
dnver were also explored. They used the bounded rationality approach to explain the 
constraints in human control strategy. According to this approach, even if the driver 
succeeds in finding the optimal solution she/he is only capable of setting the 
acceleration to a fixed value. After this, she waits till the deViation from optimal case 
becomes too large to ignore, which leads to a re-computation of another optimal 
path. In the model, these re-computations are assumed to take place stochastically, 
representing human nature with probabilities increasing proportional to the deviation 
from desired optimal acceleration. This is very important in that it includes error 
tolerant behavIOur of the human controller. 
In this work a new model is proposed in Section 7.4 that combines different levels of 
driving as a general model. However, for the speCific scenario of city/urban driving 
,which is more challenging to model, a framework of Hidden Markov Models as 
descnbed below are applied for perfonnance monitoring during the manoeuvres. 
7.3. Hidden Markov Models for Performance Monitoring 
7.3.1. Background on Hidden Markov Models 
Hidden Markov Models (HMM) are stochastic modelling tools extending the use of 
Markov Chain Models to allow modelling of unobserved states. In HMM, 
observation is a probabilistic function of the states and can only be observed through 
another set of stochastic processes that produce the sequence of observations. 
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model of sWItching between the different phases of the aVOIdance manoeuvre. 
Pentland and Liu (1999) used Kalman filters to model the continuous nature of the 
manoeuvre signals and HMM were used to model switching between the modelled 
signal segments representing change of control strategy of the driver. 
Taking the mspiration from these works, HMM can be seen as a suitable tool for 
human driver manoeuvre modelling. Section 7.3.3 includes the original work done 
by author and Its details usmg HMM. 
7.3.3. Implementation of HMM in Driver Performance Measurement 
In this section a new approach to driver performance monitonng during manoeuvres 
is presented. Although HMM is employed for driver manoeuvre recogrntlOn before 
as mentioned in section 7.3.2 ,here the aim is also to estImate or quantify the 
performance level of each manoeuvre as well as recognising them. It was believed 
that the driver manoeuvre recognItion was cruCIal if driver assistance systems are to 
be useful in a predictive way. However difficult and complex, if the manoeuvres can 
be segmented into suitable parts corresponding to the phases then that can supply 
enough information for the future course of driving makmg Driver AssIstance 
Systems (DAS) predIctive. Furthermore, if a quantitative measurement of dnver 
performance for a particular manoeuvre could be developed, this system could help 
to dIagnose the driver condition even in a complex scenarIO such as city/ urban 
driving. 
In this approach, system architecture in terms of signal analYSIS is proposed and 
tested WIth a data base containing twenty drivers. DIfferent signal modelling 
approaches are explored and a new graphical method based on local mIDJma and 
maxima is proposed, which takes into account the differences amongst drivers. The 
SIgnals are segmented automatically into meanmgful phases using this model. Then, 
the phases are recognized and classified by a previously trained Artificial Neural 
Network (ANN). The classes or phases were transferred into a code book usable in 
stochastic modelling, namely in training the HMM. After modelling, the whole 
system is tested with samples of good and bad performances of the same manoeuvre. 
The system design will be considered first, followed by the expenmental procedure 
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The most wide and successful use ofHMM is in speech processmg. They are 
employed to recognise the words from a finite vocabulary. However, HMM are very 
versatile tools since the stochastic phenomena to be modelled can include discrete or 
continuous signals. Before going into implementation details a brief background 
must be given here. Rabiner's tutorial on HMM (1989) is a very comprehensive 
source on this tOpiC. Therefore, only the important points to understand how HMM 
works are mentioned here. 
, 
In section 7.3.3 a new way of implementing HMMs for driver performance 
measurement is attempted. The idea is to recognise the patterns of driving that appear 
in time sequences. In fact, the actuai aim is to model the process which produces 
these patterns in the Signals. Discrete states are used with the Markov assumption 
that each state is influenced by the previous state. The system IS descnbed as a 
Markov process and relevant probabilities are identified. The observed states are not 
the actual states hence they are hidden. However, there is a probabllistic Imk between 
the hidden and observed states as well. By calculatmg the tranSitIOn probability 
matnx between the states of dnving a quantitative driver performance metnc 
definition IS attempted. A brief background can be found in the Appendix B. 
7.3.2. Review on Application of HMM in Driver Modelling 
HMM has been used in driver modelhng before by several researchers. Nechyba et 
al (1998) used HMM for a new stochastic discontinuous framework. They reported a 
better fidehty for human training data than the continuous modelling approach. In 
their work, they modelled the continuous control of steering wheel by Neural 
Networks (NN) Discontinuous commands like acceleration and brake were managed 
by HMM models. The limitation of this work was stability. 
In their work on predictIOn of human dnver behaviour, Liu and Salvucci (2001) used 
HMM for identifying the mtentlon of dnvers. The approach assumed that drivers 
have a large number of mternal mind states and cognitive structure of the human was 
captured by MDM (Markov Dynamic Model) transition matrices. 
KIm et al. (2005) modelled a dnver's colliSIOn avoidance manoeuvre using a 
piecewise polynomial for signal modelhng and employing HMM for the stochastic 
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and results; with a discussion in the concludmg section on how to extend the work 
with more sensors and m real driving conditions. The aim is to use sound theory and 
data analYSIS methods to fmd a practical solution. 
7.3.3.1. System Design for Driver Performance Monitoring by HMM 
Before describing the system architecture, the whole system and the signal flow must 
be understood (Fig. 7.1). The signals used in tlus study are the vehicle speed and 
steering wheel angle (SW A). For the sake of simplicity, only these two signals 
defining the longitudinal and lateral movement of the car are considered in this 
preliminary search for the patterns. 
First, the Signals are normalized into a [-1, 1] (- representing left and + nght) 
interval for steering wheel angle and a [0, 1] interval for the vehicle speed. The 
Signals are then re-sampled into twenty minute time spans for easier modelling. This 
normalisatIon and re-sampling comprises the pre-process step shown in Figure 7.1. 
The second step includes the signal modellIng and uses a graphical technique 
exploiting local minima and maxima of the signals to segment them into 
meaningful/convenient phases of the manoeuvre. Although the graphical model is 
designed through observation, the phase segmentation IS executed automatically by 
the algorithm. 
Pre-process 
1 
Signal 
Modeling 
1 
ClaSSification & 
Recognition 
, 
Hidden Markov 
Model TraJnJng 
Figure 7.1. General signal flow and the steps in system design 
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The thtrd step is the recognition and classification of the manoeuvre phases. For 
this stage, many recognition schemes could be used. However, due to the large 
variety in the signals caused by dIfferent driving behaviour, classification cannot be 
performed using lInear approaches. For thIS reason ANNs have been employed The 
forth and the final step is to use HMMs to predict the sequences of the signals coded 
in terms of phases which are labelled by the ANN. The contmuous flow of the signal 
in the system allows autonomous executIon which is very Important If the system is 
to be applicable in practice. 
Signal Characteristics and Modelling 
For the sake of simplIcity, the procedure will be explained using only the 'Right 
Turn' manoeuvre signal to prove the concept. A well-perfornied 'Right Turn' and an 
impaired one can be seen in terms of steering wheel angle in Figure 7.2 and speed in 
Figure 7.3, broken manually into four phases (preparation, manoeuvre and recovery). 
A bad and good signal is assessed depending on the abilIty of driver to keep the 
lane when he/she is manoeuvring. When the lane deviation was minimum the 
, 
steering wheel angle and speed signals followed a characteristic pattern as shown 
WIth solid lines in Figure 7.2 and 7.3. 
In the preparation stage the speed should be reduced and the angle must be 
constant, during the manoeuvre the speed should be kept at minimum and the 
steenng angle must be reversed smoothly without jerky movements. If Figure 7.2 
and 7.3 are looked at closely these observations hold for solid lines presenting good 
manoeuvres and not true for the dashed lInes representmg bad performance. 
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The aim of signal modelling is to take the sIgnal charactenstIcs into account and 
segment the signal into phases automatically. Initially, conventional methods are 
applied and they indIcate a trend in the manoeuvres common to the drivers. 
Piecewise polynomials are used to examine their potential in segmenting the signals 
automatically. However, the coefficients and break pomts as piecewise polynomials 
do not indicate any method of separation, but help to observe the same trend for the 
same manoeuvre amongst the drivers studIed. As seen m Figure 7 4, the coefficients 
of a 4th order polynomIal (coefficIent I belongs to the highest degree and the others 
follow consecutively) shows the same trend and the mtervals in which the 
coefficients range are sImIlar, (-1.5, I) for top and (-I, 0.8) for bottom graph. 
• 
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Figure 7.4. Piece- wise polynomlal coefficients for SW A of two driver subjects 
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For this reason, piecewlse polynomials are used to observe the trends and a generic 
manoeuvre is formed using them to derme the shape of the signal in terms oflocal 
and global mimma and maxima For the actual segmentation below, rules are denved 
from the generic signal and used to segment the test signal automatically. 
GraphIcal SegmentatIon Rules· 
• FIrs t two seconds are for imtzal preparatzon (PI) 
• After first 2 sec find the first local maxImum: between t=(2- tIme at local 
maximum 1) is preparatzon phase 2 (P2) 
• Fmd the, second local maxImum after the global mlmmum· Between t=(time 
at local maximum I-tIme at local maximum 2) IS manoeuvre phase (M) 
• Between t=( time at loc~l maximum 2- 20) is the recovery phase (R) 
The segmented phases for the whole database can be seen m Figure 7.5 depicting the 
fIrst and third phases of the 'Right Turn' manoeuvre. ThIS shows the vanabiIity of 
the signal phases WIthin the 'good' performance class. From this point on the 
segmented phases database is used rather than the whole signal database. In 
preparation of this database, the good and bad performance examples are separated 
as well to test the whole diagnosis system with different cases at the end 
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Figure 7.5. Phase 1 and Phase 3 of the 'Right Turn' manoeuvre showing only the good 
performances for twenty drivers 
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Classification and Recognition 
After segmenting the signals into manoeuvre phases, a classification and 
recognition algorithm IS needed to label them The classification algorithm has two 
important roles in the whole structure. The first role is to recognize the different 
phases of the signal when it IS coming from a data stream, and the second is to 
classify them in such a way that the labels of the classification can be used in the 
next step. In sequence modeIIing, which comes after classification, a code book 
representation of the phases is needed and the accuracy of the classificatIon 
algonthm is very important if 'realistic' stochastic models are to be obtained. 
The classificatIOn algorithm is thus chosen carefuIIy to handle the variation In the 
common pattern in terms of time shift and magnitlIde changes. These changes are 
inherent in such data-driven systems and any algorithm chosen should be able cope 
With them at an acceptable level, to give correct classification percentages of 95% 
and higher. Due to variances, time shifts and magnitlIde distortions of the signals, the 
classificatIOn problem cannot be handled by straightforward linear methods. For this 
reason an ANN is trained using 35 correctly performed manoeuvre examples. The 
feed-forward, multiIayer perceptron neural network architecture (MLP) IS used, with 
back-propagation error learnmg. The network contains 3 layers of neurons in a 10-5-
1 configuration and uses a Levenberg-Marquardt learning algorithm. The training 
curve of the network can be seen In Figure 7 6. 
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Figure 7.6. ANN training curve showing the convergence of the training process to performance 
goal of error=0.015 after 47 training epochs 
The trained network is tested with another set of35 'good' manoeuvres selected 
randomly from the database and the perfonnance of the network can be observed in 
Figure 7.7. The phases of the manoeuvres are assigned to output levels of[I-4] in 
order and the network is able to classify them correctly. The class number I 
corresponds to preparation phase I , 2 to preparation phase 2, 3 to manoeuvre and 
class 4 to the recovery phase. As can be seen in Figure 7.7 not all the manoeuvres 
were correctly classified, these cases can be overcome by training the ANN with 
more training examples. 
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Figure 7.7. ANN output vs. ground truth signal 
A second ANN is trained in the same way to classify bad performance examples of 
the same manoeuvre, with outputs from 5 to 8, representing the same phases of PI, 
P2, M andR. 
Sequence Modelling and Hit/den Markov Models 
In this section, HMMs are first described briefly before being applied to the 
particular problem under investigation. 
AppliC(l/ion 
A HMM is used here in a bottom-up rather than the top-down approach used in 
Torkkola et al. (2005). The top-down approach uses HMM modelling to find 
'drivemes ', (named after the ' phonemes ' used in speech recognition) and employs a 
hierarchical approach to establish the basic construction units of the manoeuvres. It is 
an exploratory method. However, we use HMMs in our case to recognize the 
manoeuvres and the model is built from bottom to top level. The basic construction 
units are identified by graphical signal modelling and by the ANN, manoeuvres 
being built using these units. 
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The sequence of the phases in a certain manoeuvre is considered as a chain of 
events, which are probabilistically connected. To test the initial system design, the 
'Right Turn' manoeuvre is modelled using a code book of length four symbols . 
These are Preparation 1, Preparation 2, Actual Manoeuvre, and RecovelY coded as a 
I 23 4 chain having the same labels as the classification algorithm. This chain is 
nearly deterministic because the states are physically connected and they have to 
follow each other in a certain manner. Bad performance of the same manoeuvre is 
coded as 5 6 7 8 chain. The transition between consecutive states is allowed with a 
transition probability. Additionally, transition between a 'bad ' manoeuvre phase and 
' good' manoeuvre phase is allowed in the model as long as they are consecutive 
events. The transition matrix A is designed to represent all these possibilities and can 
be seen in matrix representation (7.1). 
0 pp 0 0 0 pq 0 0 
0 0 pp 0 0 0 pq 0 
0 0 0 pp 0 0 0 pq 
pp 0 0 0 pq 0 0 0 (7 .1 ) A= 0 qp 0 0 0 qq 0 0 
0 0 qp 0 0 0 qq 0 
0 0 0 qp 0 0 0 qq 
qp 0 0 0 qq 0 0 0 
The columns and rows of the transition matrix A represent each state from 1-8: the 
first half (1-4) representing 'Right Turn' manoeuvre phases in chain form indicating 
good performance, and second half (5,8) representing the same manoeuvre phases 
but with bad performance. 
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pp: probability of transition to next phase while maintaining good 
performance: e.g. A (1,2) : PI(good)-7P2(good) 
pq: probability of transition to next phase changing from good to bad 
performance: e.g. A(I ,6): PI(good)-7P2(bad) 
qq: probability of transition to next phase maintaining bad performance: 
e.g. A(5 ,6): PI (bad)-7 P2(bad) 
qp: probability of transition to next phase changing from bad to good 
performance, e.g. A(5,2): PI (bad)-7 P2(good) 
The symbolic model of this HMM structure can be seen in Figure 7.8. 
Good 
Bad 
Figure 7.8. State and state transition in modified HMM structure. 
The emission matrix B will be an identity matrix, since the states and observations 
are the same for our model. 
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· The application of the model to identify real sequences is a reverse engineering 
approach, which gives insight into development of a quantitative performance 
measure. The real sequences are used to predIct the transition matrix probabilities 
associated wIth a particular driver, using a Viterbi algorithm (a method of finding the 
, most likely sequence of hidden states that result in a sequence of observed events). 
These probabilIties are then interpreted as a performance index, Le a high pp value 
indicates that a driver tends to stay withIn the good performance range, whereas a 
high pq value indicates that the driver tends to change from good to bad performance 
in successIve phases. A higher value of qq means it is more probable that the driver 
wIll operate ID the bad performance range for a longer time, whereas qp indicates the 
pOSSIbility of shifting to the good performance regIOn. If the probabilities of pq and 
qp are equal or close enough to each other, the dnver has an inconsistent behaviour, 
which is also considered as bad performance. In the light of thIS interpretation, a 
performance value is denved from equation (7.2), using these identified transition 
probabilities. 
P = pp(i = 1..4) + qp(i = 1..4) + [1- qq(i = (1..4)]+ b - pq(i = 1..4)] (7.2) 
7.3.4. Results of HMM Analysis 
The manoeuvres were modelled and classified as described above and a code book 
for the HMM was formed It was observed that the HMM was able to predict the 
manoeuvres and also was able to gIVe a quantitative measurement of ~ver 
performance. In order to visualise dIfferent driving performances a 2000 manoeuvre 
length sequence was simulated with 
(i) Good performance [pp=0.9, pq=O.1, qq=O.1, qp=0.9], P=3.6 
(ii) Inconsistent performance [pp=qq=pq=qq=O.5], P=2 
(iii) Bad performance [pp=O.1, pq=0.9, qq=O 9, qp=O.1], P=O.4 
The results of the simulated sequences can be seen in FIgures 7.9 to 7.11. 
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Good performance d~vlng behaviour 
I I 
600 800 1000 1200 1400 
number of sequences! hmm simulation time steps 
Figure 7. 9. Good Performance with P=3.6, the driver performed the manoeuvres mostly in 1-4 
range representing good performance 
As seen in Figure 7.9 the simulated sequences are accumulated in the [1-4) tnterval 
representing the good performances with very few instances tn [5-8) range 
representing bad performances. If we had a sequence like this and feed it to the 
process, It is pOSSible to retrieve the probabilities pp, pq, qp and qq from the 
sequences, and finally obtain a performance index, i e. this particular driver has 3.6 
out of 4 as performance. The same logic follows for the results given in Figure 7.10 
and 7.11. In Figure 7.10 the driver has equal probability of performing the 
manoeuvre bad or good, therefore the sequence is dlstnbuted evenly in [1-8) range, 
this behaviour can be addressed as inconsistency of driver and in Figure 7.11 the 
driver is performing the manoeuvres poorly. 
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The applicatIOn of this scheme ofHMM was designed to be lIke Figure 7.12. 
I' r ~ Determine pp, pq, Collect sample Pre-process C qq and qp from -sequences Classify database 
-- Put into Output ~ 
the performance HMM model for 
of driver predictions 
Figure 7.12. Application of modified HMM 
7.4. Control Theory for Quantitative Driver Models 
In this section, the conventIonal control theoretIc methods are extended for driver 
monitoring purposes. The branches of control theory that can be exploited in driver 
modeUing are: 
• OptImal Control Theory (for optimal trajectory tracking! lane keepmg) 
• Robust Control Theory (for measuring the robustness of human and vehicle 
system in the case of disturbances represented here by inattentiveness, 
drowsiness etc ) 
Tools from these two mainstreams of control theory are used here, but to model 
impaired performance only. 
7.4.1. Framework for Impaired Performance Diagnosis using Control 
Theory 
The main idea of using control theory In diagnosing the impaired driver performance 
is to model the expected nommal behaVIOur of a fully attentive person in a sound 
theoretical scheme. This theoretical scheme is helpful in connecting the human 
model with the vehicle model and any prospectIve controllers! assist systems to be 
applied. In Figure 7.13 the framework of the control theoretical approach to dnver 
monitoring is shown. 
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Figure 7.13. Framework of control theoretic modelling for driver monitoring 
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The data was exactly the same used in Chapter 5 and 6, however here the model was 
proposed first and data was used to validate it. As can be recalled from Chapter 5 in 
experiment instructions, the drivers were told to maintain a speed and they had a 
visual feedback which is the speedometer instead of a leading car. However the 
speed limit was substituted the heading car's speed in the model used here. 
7.4.1.1. Observations on Longitudinal and Lateral Control from Data 
Before modelling, a statistical investigatIon is performed for observation on the 
lateral and longitudinal SIgnals as indicated stated in the framework. The signals used 
ill this analysis are given ill Table 7.1 with (m) for measured values, (s) for set and 
(d) for the derived ones. 
Table 7.1. Driving signals used for analysis 
Longitudinal Control Lateral Control 
Lead car spee;llspeed limIt: Vleader (m) Steering wheel angle (SWA) 
Follower speed: Vfollawer (s) Lane deviatIon 
Headway' xlea,rxfollow (d) 
Relallve speed. vteader-vfollower (d) 
Time headway: (xlea,rxfollowj/ (Vleader-Vfollower) (d) 
AcceleratIOn: a= dldt(vfollower) (d) 
Jerk. dldt(a) (d) 
Database contains SIgnals listed in Table 7.1 for 22 subjects collected under 'normal' 
and 'drowsyhmpaired performance' condItions. As It was explained in more detail in 
Chapter 5, data is segmented mto 3 sessions of driving as 'start', 'mid-term' and 
'final' here too. 
The statistics used to analyse the signals ill the simplistic sense are mean value and 
standard deviation. They are performed separately over three segmented sessions 
separately. The mean values and standard deviations of the signals are used to 
examine the range of the drivers and theIr preferences as well. 
(m) 
(m) 
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Furthennore, the standard deviations of signals give an idea about the perfonnance of 
the driver through time. An mcrease in standard deViation means the control signal 
had large amplitude changes which should not be needed for highway <iriving unless 
there is an emergency situation. These observations are summmsed here under 
itemised headings. 
Mean Acceleration 
( 
As seen in Figure 7.14 mean acceleration values are plotted for all the subjects In 
thiS graph, each column is used for one subject containing mean values of 
acceleration over 6 sessions the first three under 'nonnal' conditions and last three 
under 'lack of sleep/impaired' condition. 
The following general trends were observed from thiS graph: 
• Since the driver's task is defmed as 'following a lead car wInch has a fixed 
speed with a safe headway distance', It IS not expected from drivers should 
accelerate and decelerate in large magnltudes but only make small 
adjustments. This actually shows in the graph where most of the mean values 
are very close to zero. 
• The outIiers in the graph are results of acceleratIOn phase in the beginning of 
each driving test. Therefore session 1 and session 4 is expected to be high as 
also observed in the graph. 
• The mean acceleration value is not an indicator metric for Impaired driver 
diagnosis because we cannot visualise the variation of the signal from mean 
values However, it can be useful if It is deviating from zero m unacceptable 
amounts (larger than 0 2 g= 1.96 rn/ S2) unless it is needed as in the fIrSt 
phases of simulator experiment. 
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FIgure 7.14. Mean Acceleration (m / s') value over aH tbe subjects and explanation of data poInts 
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Mean Jerk 
The jerk signal is derived usmg the acceleration values and the simulator tune intervals 
recorded. As expected from a car following behaviour mean jerk values are very close to 
zero (FIgure 7.15). Mean jerk values is also a good cue for general overview on the range 
of the signal in driver population and it supports what IS expected, although having some 
outliers either because the dnver was a nOVice, as in subject 5, or shelhe was malang a 
correction to the acceleration to change the optimal time headway in hislher drivmg style. 
all subjects mean jerk 
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Figure 7.15. Mean jerk (rn/ S') vaiues over all the subjects 
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Mefln Time Headway (THW) 
As with the other mean values of the signals, mean time headway was plotted over all the 
subjects to examine the range. It was clearly observable that the time headway is chosen 
between 0-10 sec with most of the drivers (Figure 7.16). The values below the zero 
means the driver was not able to keep the headway and overtake the vehicle or crashed. It 
is considered unsafe If the headway tune is below 2 sec. However, this does not 
necessarily imply that drivers adopting a headway time below 2 sec are impaired. On the 
contrary, they might be in more charge of control smce the close distance followmg 
reqUires more attentlon. Time headway chOice IS a driver characteristic and varies widely 
across the drivers. Therefore it cannot be considered as an mdicator metric for diagnosis. 
all subjects mean time headway 
. , 
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Figure 7.16. Mean time headway for all subjects indicating a well defined interval of (0-10) sec 
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Standard Deviation o/Speed, Acceleration and Jerk 
For longitudinal control of the car m a 'lead car following' task, the driver was expected 
to make fine adjustments to speed and acceleration hence resulting m very small changes 
in jerk signal. From 22 dnvers participating in the experiment, 60.6% of the sessions 
showed an increase in the standard deviation of the speed signal between normal and 
impaired conditions. This rough statistical mformation supports the hypothesIs that the 
control ability of the drivers was expected to decreasel deteriorate under distractIOn! 
sleepmess and drowsiness. Moreover, amongst 66 sessions from 22 drivers the standard 
deViation of the acceleration was higher in 72.7% of the sessions when the drowsy driver 
IS compared to normal condition Followmg the same trend, the standard deViatIOn of the 
jerk was higher in 69 7 % of the sessions. These rough statistical observations imply that 
for at least 60% of the cases, drivers lose longitudinal control of the car under 'lack of 
sleep' conditions. To the best of the author's knowledge,longltudinal control of drivers 
has not been analysed in terms of driver momtonng either statistically or by modehng 
before. The emphasis has usually been to the lateral control modelmg or statistics in 
prevIOus studies. By this rough analysis, the need for a longitudinal driver model for 
driver monitoring is Justified. To further support this observatIOn, the standard deviation 
of speed, acceleration and jerk is plotted across all the subjects in Fignre 7.17 to 7.19 In 
each column of the graph the values from a particular subject IS seen and the first three 
data pomts are representing the normal conditIOn, whereas the last three points belong to 
the impaired condition. After examining the general trend over the whole population, in 
order to examine these changes more closely for mdivlduals, subject 30 was taken as an 
example at random For this subject we can observe deterioration in all three metrics. 
(FIgure 7.20) 
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Figure 7.19. Standard deviation of the jerk (m I S3) values across aD the subject 
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Figure 7.20. Close examination of standard deviations of speed (m/s), acceleration (m I S2) and 
jerk (m Is') for subject 30 as representative of the changes 
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Standard Deviation of Steering Wheel Angle and Lane Deviation 
The steering wheel angle and lane deviation signals were considered the most 
prominent information channels in monitoring dnver vigilance. These signals carry 
crucial information about a driver's lateral control strategy and how well the lateral 
control is attamed. From simple statistics, 54.54 % of the sessions showed an 
increase in the standard deviation of the lane deviation and steering wheel angle in 
lack of sleep condition. More than half of the drivers had problems With controlling 
the car and keeping it in the lane. As an example the plots for subject 30 is shown 
here in Figure 7.21. 
subject 30 std steering wheel angle 
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Figure 7.21. Standard deviations of SW A (degrees) and lane deviation (m) f or subject 30 
As seen from Figure 7 21, subject 30 learns and corrects hislher lateral control under 
normal condition however hislher performance gets degraded under sleep deprived 
condition. 
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7.4.1.2. Comparison of Normal and Impaired Drivers with Modelling 
Approach 
Microscopic Scale Longitudinal Driver Model 
In this part, Lubashevsky's (2003) microscopic longitudinal driver model was 
examined and the model was used as a base for normal car following behaviour. By 
using this model as a template, the predictions from model and actual values are 
compared to identify trend changes in driver performance. In Figure 7.22 the 
longitudinal control signals from subject 3 under normal and sleep depnved 
conditions were plotted to gIve an example. As can be seen from this figure, the 
trends in these control SIgnals change widely and it is feasible to detect these changes 
with the nght template model. In Figure 7.22 the signals from subject 3 under 
normal condItions and it was observed that the headway (delta x in Figure 7.22 (a) 
were controlled very carefully WIth a decreasing pattcrn and very small differences m 
speed dIfference Figure 7 .22(b) was observed. All these observatIOns were signs of a 
controlled longitudinal strategy. However, in Figure 7.23, the same driver was 
observed under sleep deprived conditions. As It was seen, the headway difference 
(Figure 7.23(c» was not kept long enough to be safe and negative values IndIcate the 
speed lImIt violation. Furthermore, under sleep deprivation there is sudden speed 
increases Figure 7.23(b) and Figure 7.23(d) observed possibly indicating episodes of 
drowsiness. Using all this information a model can summarise these changes and put 
this observation into use to assess drowsiness from longitudinal control signals on 
highway. Therefore, first the exploitation of the model was explained here and in the 
next step it was used In driver momtonng. The variables and explanations of them 
are given in Table 7.2. 
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Table 7.2. The parameters used in Lubashevsky's longitudinal control model 
Symbol Explanation 
Q Acceleration 
Qc Controlled acceleration, correction 
aopt OptImal acceleration 
ami Random correction to acceleration 
v Vehicle speed 
V Leadmg vehIcle speed 
h-hv Headway between vehicles in traffic flow 
'! Time constant of the acceleration change. penod 
C(.) Controlled acceleratIon function 
11 nOIse 
e error 
'!. Characteristic Time constant of the acceleratIOn change. period 
<I> Boundary function 
n Decay function 
g.,gv,t:.,Jl are model constants to be fine tImed. 
In car following task, driver has to update herlhis acceleration from time to time 
because he/she cannot track the optimal path all the time This correction on the 
acceleration can be written in discrete time as follows: 
(7.3) 
If the same relationship was to be written in continuous time below equation was 
obtained. 
da 1 
- = --(a - aopl (h, v, V» + 1Js(t) dt Ta (7.4) 
Here the random tenn in the acceleratIon statement represents the randomness of 
human control. The frrst tenn is the dtfference from the optunal value over a period 
of time which is Ta. 
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The optimum acceleration is calculated depending on headway h, the speed of the 
follower v and speed of the lead car V. It is expressed by following formula: 
(7.5) 
It can be seen from this formula that when the headways and speeds are the same, 
meaning that the inside of parenthesis are zero, there is no need to accelerate; 
therefore optimum acceleration is zero. 
The boundary condition for the driver to take action is expressed by below 
dimensionless function: 
(7.6) 
If rjJ( h, V, V, a) » 1 this means that driveris actively controlling the car. In order 
to calculate the interval of the correction times this function is substituted in 
following exponential expression: 
Q(x) = exp«x-l)/ d)/(exp«x-l)/ d)+ 1) (7.7) 
7.4.2. Implementation of Quantitative Model 
For the implementation of the model for driver vigilance monitoring following route 
was taken: 
1. Determine " from data by observation: spectrum analysis can give the 
main frequency of the signal. [ " =characteristic time scale for 
speed vanation] 
2. Calculate tP boundary function which depens on h,v,V,a, Jl and g. 
3. Substitute tP into n evaluation function where x is used 
4. Use the omega from step 3 to find out "a by definmg g. 
5. Finally calculate optimum acceleration using" , h, v, V, a, and g. 
6.Fmd optimum accelaration to calculate the jerk and compare the jerk estimated by 
theory and jerk measured from the experiment. 
7. Fine adjustlnent of the parameters g.,g.,il,Jl 
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An example of predIcted and measured jerk sIgnal is shown in Figure 7.24. The 
difference between the prediction and the measurement can be used as a quantitative 
dnver performance indicator. 
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Figure 7.24. Comparison of model predicted jerk with measured values 
7.5. Conclusion on Driver Modelling Approach 
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In this chapter, the mainstream data driven approach was put aside and the same 
problem of driver monitoring was tackled by a modelling approach. Using Hidden 
Markov Models, the manoeuvres of the dnvers were modelled as a discrete time 
senes of dnving phases. By this method, the limits of the whole application were 
extended to urban/city driving scenarios. It should be stated that the model driven 
approach IS significantly dIfferent from the data driven approach. The differences, 
achievements of this chapter and its contribution to the data driven approach are 
given as follows: 
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• This method used only two signals to achieve the manoeuvre recognitIon and 
assessment. Despite the reduced information flow, the methods performed 
well. Therefore, it was expected that if more sensor channels were combined 
the results would be enhanced greatly. Unlike the data-driven, multi-sensor 
approach, mathematical models were exploited to give reliable results using 
fewer sensor channels. 
• Next, the often neglected longitudmal model m drowsiness detection was 
justified statisticaIly. After that, based on Lubashevsky's (2003) rational 
bounded driver model, a car foIlowing behaviour was used to assess drivers 
on the highway. The difference between the model predictIOn representing 
the rational and expected behaviour and the observed behaviour was 
suggested as an assessment tool. To the best of the author's knowledge this is 
the first model based driver monitoring system to be validated based on wide 
experimental data 
• Using ANN and HMM for driver manoeuvre recognition and quantitative 
assessment of dnver performance, a pOSSible driver momtonng scheme for 
city/ urban dnving scenanos was suggested. This extends the main approach 
to a more difficult realm of defined manoeuvres and trajectories instead of 
monotonous high-way driving, which does not require an explicit model. 
In conclusion, this chapter gave a new insight into driver vigilance monitoring 
problem and offered two new solutions by using HMM and control theoretic car 
foIlowmg model. It extended a paraIlel way to the main approach used throughout 
the thesis which has been mainly data driven. 
The next chapter explores the pOSSIbilities of addmg new sensor channels, albeit of 
secondary importance, in order to obtain more metrics that could be used both in a 
data driven AI based approach or a model dnven control theoretic approach. 
Therefore Chapter 8 is also a paraIlel path in our exploration which was represented 
schematicaIly in Figure 1.2 of Chapter I. 
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Chapter 8 
Auxiliary and Peripheral Systems 
Dnver momtonng system includes several sub-systems or modules to collect data for 
the decIsion system to act upon. It was observed that addmg more mformation 
channels would make the system more robust. In need of an answer to thIS quest, in 
Chapter 8 auxIlIary and peripheral systems for driver monitoring were examined. 
In addition to providing auxiliary or peripheral systems for driver monitoring, this 
chapter explores the use of web-cams m car technology for active safety sub-system 
candidates 
Human tracking from video streams can be done with different methods depending 
on feature detection, contrast based filtering, motion and optical flow. However, the 
most convenient cue and most of the time the first step is to detect the skin colour to 
narrow down the possible areas which may contain human to be tracked. 
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8.1. Web-cam based human motion tracking in car driving 
context 
As driver monitoring becomes an important module in active safety 
syst~ms, so computer vision becomes a key component in these monitoring 
systems. Tracking human dnvers can reveal crucial information about their 
vigilance state to be fed to a monitonng system for further analysis. A human 
tracking computer vision system poses challenges in terms of sensor selection 
and algorithm design. Web-cams are chosen as sensors in this part of the study 
due to their low cost and wide availability. The real car driving enVironment 
and selection of web-cams force the algorithm to be highly robust m difficult 
conditions such as continuously changing illumination, low resolution and low 
sensor response. In this chapter, the limIts of a web-cam based human tracking 
system in a car driving context are investigated. The steps used in algorithm 
design are skin detection, segmentation and tracking. For the detection of skm 
pixels, three different approaches are followed and compared after 
transformation of colours from RGB (Red-Green-B1ue) to HSV (Hue-
Saturation-Value) colour space. The colour spaces are explained in section 
8.1.2. After colour transformation, Histogram based probability distribution 
function (section 8.1.3), Gaussian MixtIrre Modelling (section 8.1.4) and 
mUltiple thresholds of separate channels (8.1.5) are employed on the same data 
for modelling the skin coloured plxels. For the case of low-illumination, the 
best solution is found to be Multiple Thresholds of separate channels and in 
combination with a logic filter. For tracking and high-level scene analysis, 
blobs are found and their centres are tracked by a Mean-Shift Algonthm. This 
algorithm is not detailed here since it was used and explamed for use with the 
Eye Tracker system descnbed in Chapter 4. The human tracker system 
developed here was able to find the eXistence of skin blobs, calculate and track 
their centres through time and create a multiple object hypothesis allowing as 
many blobs as in the image and deletmg them from a tracking list as soon as 
they disappear because of the movements of the subjects or the occlusions. 
The algorithm is tested on real data collected dunng the Simulator expenment 
with a highway scenario. The results are reported quantitatively on the 
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performance of the algorithm As a final result of this investigation, an activity 
index IS developed as a metric for driver vigtJance and is vahdated usmg the 
data available from simulator experiments. 
8.1.1. Skin Colour Based Detection and Segmentation of Human in 
Video Streams 
In this part of the investigation, the video streams obtained by web-cams arranged in 
the driver's cabin are processed to segment the driver's head, hands arms in order to 
track them throughout the driving session for measuring hand coordination on the 
steering wheel and nodding of the head which could reveal the vigilance level. 
The method includes colour space manipulation first to emphasize the skm coloured 
pixels. After this, two very widely used methods for skin colour modelling are 
employed: HIstogram Based Probablhstic Methods and GauSSlan Mixture Based 
Methods A better segmentation scheme is offered using multI-threshold combmed 
logic filters for separate colour channels The next step after segmentation is to 
calculate the centre of any skin coloured blobs and to track them through the video 
stream. As a result of this investigation, a new metric called Activity Index is 
developed and validated using the video streams obtained under normal and sleep 
deprived conditions in a highway driving simulation. 
8.1.2. RGB and HSV Colour Spaces 
There are several colour space models used for different kinds of application. Each 
model represents the colour mathematically to emphasize some characteristics of the 
colour to make the segmentation easIer for that particular problem. Only two of them 
are mentioned here for the sake of simplicity: RGB and HSV. 
The standard colour space IS RGB (Red-Green-Blue) and used heavily m computer 
graphics because of ItS addItive property m producmg the colours and its coverage in 
human perception range of colour. This additive colour space uses red, green and 
blue components, coded as numbers, where any colour can be expressed as a tuple in 
this space. Depending on the resolution of the colour space the colours can be 
expressed as triplet form of [R, G, Bj, i.e. the values ofR, G, B ranging between 0 
and 255 for an 8-bit resolution image. 
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The HSV space on the other hand IS qUite different from ROB both in terms of what 
it represents and where it actuaIly finds use. H stands for 'hue' which can be 
interpreted as pure colour in terms of perception. It is very relevant to the wavelength 
of the particular light winch separates It from the other lights in the spectrum; 
therefore it defines where that colour stands on the colour spectrum distinguishing It 
" 
from others. H ranges from 0 degree to 360 degree on the colour cone. 's' stands for 
the saturation or 'tmt' of the colour expressing how fuIl the colour is. Saturation can 
be also expressed as 'shades' of the same colour. S is represented by the radius of the 
colour cone. Towards the centre the colours fade out and approaching to the rim the 
colours are fuIly saturated. FinaIly, 'V' is the value of the colour expressing ItS 
brightness (i.e. dark or light) V is represented by the height of the colour cone which 
can be seen in Figure 8.1. HSV is known to represent human defmition and 
perception of 'colour'. In Image processing It is also noted by Zarit et al (1999) that 
the HSV colour space is the most successful colour space in separating skin colour 
from backgroUlld. 
H 
s 
Figure 8.1. Colour cone for HSV colour space 
Therefore the images from the video stream are transformed from ROB to HSV 
according to foIlowing formulas. 
191 
H= 
G-B 6rJ'x . ,ij max=R, and G?B 
max- mm 
G-B 
6rJ' x . + 36rJ',if max = R, and G < B 
max-mm 
6rJ'x B-R +12rJ',ij max=G 
max-mm 
6rJ'x B-R +24rf,ij max=B 
max-mm 
where min = MlN(R,G,B) and max = MAX(R,G,B) 
{ 
O,ij 
S = 1- min , 
max 
V=max 
max =0 
othenvise 
An example of this colour transformation is observab le in Figure 8.2. 
Figure S.2.0riginal image frame in RGS (top), image transformed into HSV color space 
(bottom) 
(8.1) 
(8.2) 
(8.3) 
This figure is obtained by plotting the HSV values as an RGB image to represent the 
values. Hue value takes the maximum value (255=white) in deep blue range whereas 
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it turns to minimum towards red (O=black). Hue value corresponds to R channel in 
RGB plotting. Saturation is the purity of the colour and coincides with the second 
channel (G) ofRGB. The last channel ofHSV is the value and it changes with 
brightness and represented with blue in the plotting. Therefore from the Figure (8.2), 
it can be deduced that the skin areas were brighter therefore appears blue. The 
background is dominantly red pointing the darker blue range in the hue channel. The 
mapping is between RGB and HSV according to given relationship however to 
obtain the plotted image HSV values are taken as RGB values. 
8.1 .3. Histogram Based Probabilistic Methods in Skin Colour Modelling 
Histogram based skin colour representation is the simplest data driven statistical 
approach. However, as reported by lones and Rehg (2002), histogram construction 
method requires a large database to over-perform other methods . Two dimensional 
histograms of the colour space are used to represent the distributions. The simplest 
way to follow this approach is to construct 2D histograms of previously sampled skin 
and non-skin areas as a look-up table. Every pixel is assigned to the corresponding 
bin in the histogram. Finally, these distributions are normalized and treated as 
empirical probability functions . The signal flow and processing steps can be seen in 
Figure 8.3. 
ROB 
Image 
HSV 
Image 
Channel 
Separation normalisation 
Probability 
Distribution of 
Skin and Non-skin 
Areas 
Figure 8.3. Steps of algorithm in obtaining probability distributions of skin and non-sldn classes 
in H-S and H-V two dimensional spaces 
In order to assess the performance of this approach on our data base, the samples of 
skin and non-skin class are taken manually and two 'one class only' images 
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containing samples from 40 subjects are formed as seen in Figure 8.4. Using the 
videos from 40 subjects, the sldn areas from hands, arms and faces are collected to 
form the sldn class image on the left. Different segments of images from simulator's 
internal environment are sampled and put together to form the second image to 
represent the 'non-skin' class, on the right. 
Figure 8.4. Skin-class and non-skin class database 
The next step is to construct the 2D-histograms by combining H-S or H-V channels 
after transformation of the RGB image data base to HSV. 
For constructing histograms, different numbers of bins can be used. It is generally 
observed that 32 bins are adequate to represent the colour space in sufficient detail. 
64-bin histograms have also been constructed but the added computational expense 
does not result in any significant improvement in the performance of the 
classification. Therefore, the entire algorithm uses 32 bin histograms. 
The histogram method is an easy and straightforward way of representing the 
probability of skin and non-sldn colours, however it is expected that it might give 
poor results due to the following reasons: 
• The samples of sldn and non-skin are not large enough to represent the 
probability distribution in full detail 
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• Low illumination affects the Hand S channels, although the V value is 
separated from chromaticity in this space. The reason is the physical 
phenomena of colour forma tion. In order for the colours to be perceived by 
human vision or by sensors, sufficient light must exist in the environment. In 
addition to this, because of uneven distribution of light and self-occlusion, the 
saturation CS) channel may contain different values in a skin area. The 
variation inside an area makes segmentation difficult. 
HS space 20 skin colour and non-skin colour distributions are given in Figure 8.5 Ca) 
and 8.5 Cb). From this figure it can be casily seen that overlapping regions do not 
permit a clear separation of two classes. The top graph represent the skin and the 
bottom graph represents the non-skin classes, in the region [15-20] in H channel and 
region [20-30] in S channel overlaps making the classification difficult. 
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Figure 8.5. (a). HS 2D colour distributions or skin, the contours represent the number or data 
points according to colour bar 
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Figure 8.5. (b). HS 2D colour distribulions of non-skin, the contours represent the number of 
data points according to colour bar 
8.1.4. Gaussian Mixtures for Skin Colour Models 
lIIl 
Hili 
UID 
Gaussian Mixture Models have been used for skin colour representation by Yang and 
Ahuja, 1999. The method outperforms Ihe histogram method when limited data is 
available. A brief background of GM M is given here. For more detailed explanation 
of the methods Figueiredo et al (200 I) have a genera l study on energy minimisation 
methods in computer science including GMM. 
Gallssian Mixture Model 
A non-singular, multivariate normal distribution of a D-diroensional random variable 
can be defined as in (8 .4). 
I I 
x - N(x; j.J. ,L) = 1/2 exp[ -- (x - j.J.)' L-1 (x - j.J.)] 
(21C) DI2 iLl 2 (8.4) 
196 
- - - - -- - ---- - -- -
In case of 2-D colour space distribution D=2. The Gaussian distribution given in 
(8.4) can be used as an approximation of a probability density function (PDF) of the 
real valued random variable x; bivariate colour in the skin model. 
In modelling the distributions with (8.4) there following assumption must be stated: 
• Values are distributed smoothly and can be modelled with Gaussian 
distribution model and co variance is homogenous through the population 
Although the first assumption does not create any problems, usually such 
distributions are not unimodal. A GMM probability density function can be defined 
as a weighted sum of the Gaussians as in (8.5). 
N 
p(x,B) = 'ip,N(x;f.1., ,"LJ (8.5) 
11 = 1 
, 
Cl, : the weight of the component, 0 $ Cl, $ I and I Cl, = 1. 
,-I 
The mixture members are represented by a parametric vector in (8.6). 
(8.6) 
The main purpose of GMM is to estimate this parameter vector for a given 
distribution to represent the data with least error. For the solution of the problem 
there are two main approaches: Maximum Likelihood (ML) and Bayesian 
Estimation. ML can be executed using three different methods, the last two improved 
versions of the first one: 
• Basic Estimation Maximisation 
• Figueiredo -lain Algorithm 
• Greedy Estimation Maximisation 
In this investigation, the Figueiredo-lain algorithm with a Bayesian classifier was 
used. For the sake of brevity, only these methods and basic Expectation 
Maximisation (EM) will be briefly explained. 
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Maximum Likelihood 
A set of independent samples is drawn from a single distribution described by a 
probability distribution function p(x;6) where 6 is the PDF parameter vector. The 
likelihood of occurrences is defined as the multiplication of all probabilities in (8.7). 
N 
L(x; 8) = IT p(x,,; 8) 
11-1 
The goal of the algorithm is to find a (j maximizing this likelihood. For the 
mathematical simplicity, the log-likelihood is used and in practice an iterative 
method called Expectation Maximisation (EM) is used to estimate e. 
Basic EM estimation 
(8.7) 
This algorithm consists of two steps: Expectation and Maximisation. The steps are 
repeated until a convergence condition is reached. The expectation step and 
maximisation step are given in (8.8) and (8.9) respectively. 
Expectation step: Q(8,8' ) '" E,[lnL(X,Y;8) I X;8' J 
Maximisation step: 8 '+1 f-- arg maxQ(8;8') 
e 
(8 .8) 
(8 .9) 
The EM algorithm starts with an initial guess 8 ' for the distribution parameters and it 
is guaranteed for log-likelihood to increase in each iterations until it converges to a 
global minimum or maximum. 
Data X used to train the GMM is taken as 'incomplete' data and the part to be 
completed is Y comprising the knowledge of which component produced each 
sample x,. 
Initialisation is very important for GMM because 8 ' partly determines where the 
algorithm converges or hits the boundary of the parameter space yielding singular 
solutions. The complete data log-likelihood is the sum of all the samples measuring 
the probability of each sample to be produced by each component as given in (8.10). 
N C 
In L(X,Y;8) = L:l>"" In(a,p(x" I c;8) (8.10) 
11=1 c:::J 
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The conditional expectation represented in (8.1 1) can be put into log-likelihood 
statement to obtain (8.12); 
W '" E[y! X ,B] 
Q(B,B;) '" E[ lnL(X,Y;B) I X,B;]= inL[X,W;B] 
where the elements of Ware defined as (8. 13). 
W" ,< ",E[y" ,< IX,B;]=Pr[y",< =l l x",B;] 
This probability can be estimated by Bayes Law as well in (8. 14). 
a ;p(x" I c;B;) 
W = 
",e c 
L:a~P(x" I j;B;) 
)-1 
Where a ; is the a priori probability of estimate Band w",< is the a posteriori 
probability that y",c=1 after observing x" . Hence, this probability shows the 
probability of x" was produced by component c. 
(8.1 1 ) 
(8 .1 2) 
(8.13) 
(8.14) 
To estimate the distribution parameters for c-component Gaussian Mixture with 
arbi trary covariance matrices, iterative formulas (8.15-16) are used in the 
maximization step, 
;+1 1 ~ 
a c =-~ WII.C N 1/ : 1 
N 
LXnWn ,c 
1, ;+1 = -",,,-,,,,, ~_ 
f"'< N 
LwlI •c 
,,=1 
N 
~ i+l i+l T ~ WII ,t: (x" - J.Lc )(XII - Ilc ) 
11- 1 
Figlleiredo-Jain (FJ) Algorithm 
(8.15) 
(8.16) 
(8,17) 
This algorithm tries to overcome 3 major weaknesses of the basic EM algorithm. 
I , The original EM algorithm requires the user to set the number of components 
and the number remains constant during the estimation process. The FJ 
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algorithm adjusts the number of components during estimation by 
annihilating components that are not supported by the data. The annihilation 
process leads to the boundary of parameter space; however F J avoids the 
boundary. 
2. FJ allows starting with an arbitrary number of components tackling the 
initialisation problem of EM. 
3. The classical way of choosing the number of mixture components was using 
model c1ass/ model hierarchy. FJ abandons this; it finds the best overall 
model in the end. 
If all the data in the imagc database is included then the GMM algorithm becomes 
computationally expensive. For this reason only 20 columns of skin and 20 columns 
of non-skin classes are used for training and the rest of the data base are used as test 
data in 20 columns in each class for each test. The training and one example of test 
data can be seen in Figure 8.6 used in this process. As can be noted, the overlap exist 
in these distributions as well, however they are separated as separate Gaussian 
distributions, therefore overlapping areas may be less problematic. 
Figure 8.6. Training (top) and test data (bottom) containing both classes in HS space 
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Figure 8.7 shows the results on the trained GMM illustrating the performance of the 
model on 25 different test samples ranging between 70% and 88% correct 
classification rate. The model is also applied on a test image. The Bayesian classifier 
based on a GMM classified image is reconstructed and the result is shown in Figure 
8.8. From this result, it can be said that although the skin areas were detected 
correctly there was a lot of noise and misclassified background pixels. Therefore, the 
results of GMM application on the images, however high the rate, were considered to 
be poor. 
B8r--------r--------r--------r--------.-----~_, 
" 
72 
7~ -------'}-------·,~O------~,~'------~ro~-------;,,· 
number of tests 
Figure 8.7. Test results showing correct classification rate in percentage from GMM 
Figure 8.S. Reconstructed classified image: darker areas arc meant to be skin pixclS 
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8.1 .5. Multi-threshold combined logic filter 
The third and final method to be examined includes multi-threshold and logic filter. 
In this method Hue and Value channels are utilized. 
It can be clearly seen from the HSV image in Figure 8.2 that the skin pixel areas can 
be easily distinguished from the background pixels. Due to low illumination values, 
the saturation (S) channel cannot yield well-defined borders between skin and 
background pixels. Hence only the H and V channels were employed. A single 
threshold was applied in the V channel, and a double thresho ld in the H channel. 
Two images obtained after .thresholding were combined by the AND logic operation. 
In order to clear up small areas misclassified as skin pixels, morphological operations 
of image closing and opening (Gonzalez et aI, 1992) were used. The result of Hand 
V channel threshold, 'AND' combined image and image after morphological 
operations can be seen in Figure 8.9. 
Figure 8. 9. Result of H channel double threshold (top-left) , V channel single threshold (bottom 
left) , combined H& V channel threshold by AND (top-right) and Morphological operatiolls 
closing and opening (bottom-right) 
From Figure 8.9, it was decided that this result outperformed the GMM and the 
histogram approaches for the conditions of the imaging in the set. Therefore, the 
Activity Index in the next section was calculated based on the images processed by 
multi-threshold- logic filter approach. 
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8.1.6. Activity Index Metric Development and Validation 
Smce the segmented blobs in the image were clearly obtained, the next step was to 
label them correctly and to calculate their centres in terms of image coordinates. 
Obtaining centres of the blobs in very first frames of the video stream reduces the 
processing load for the consecutive frames for narrowing down the region of interest. 
The centres of the blobs are also used for tracking the blob through time by the 
Mean-Shift Algorithm. 
In order to extract information from segmented images, higher level scene analysis 
was required. 
Blob Analysis and High-Level Scene Analysis 
High-level scene analysis starts as soon as the blobs of skin areas are obtained Small 
blobs corresponding to nusclassified plxels, if there are any, are excluded by a 
statistical test. The properties of blobs such as size, centre and roundness are 
measured. After elimination of small blobs, the remaining blobs are labelled and 
their centres are tracked. 
The informatIOn of existence of objects and how many objects exist should be 
obtained from the video scene. For this reason, a multi-obJect hypothesis idea IS used 
by Argyros and Lourakis, (2004). 
According to the number of objects and their relative positions, the movements of the 
driver were analyzed and used in upper level. The upper level information about the 
video scene should give: 
• ActiVity level of the driver 
• Whether the hands are placed on the steering wheel or not; if they are placed 
on steermg wheel are they in correct position 
• The trajectory of the head; nodding behavIOur IS investigated 
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These operations can be explained in Figure 8. 10. in detail. The activity level is 
measured by calculating entropies of the blob centres trajectories in the image. 
Before tracking and trajectory analysis, the existence of the blobs and number of the 
blobs are identified. 
HeadIHands 
RegIOn 
~~~ X coordinate ....... Entropy ActlVlty measurement level 
T y / 
I Warning coordmate 
Figure 8. 10. High-level analysis signal flow 
An example of analysIs of a vIdeo sequence comprismg 200 frames is gIven in 
Figure 8.11. In this particular video, subject stops placing the hands in the 
recommended position of (l 0- 14 o'clock position) on the steering wheel as detected 
by system. The head moves very slightly in horizontal direction but with a larger 
magmtude vertically. From these trajectory graphs several information cues can be 
extracted such as entropy, the main frequency from spectrum analysIs of the 
movement and standard deviation to indicate the activity level of the driver. 
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Figure 8. 11. Head coordinate X, y and hand coordinate x (top-bottom) during video sequence 
for subject 12 
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From the basIc measurement ofx-y coordinates of head and hands, three differen 
higher level information packages from the simplest to most complex can be 
extracted: 
• The existence of hands on the steering wheel and existence of head in the 
field of view of the camera. 
t 
• 3-point model to check the coordmation and correct places of hands on th e 
steering wheel and the head. 
• Entropy, frequency and standard deviation of the movements to identify th 
trends or sudden changes 
r 
e 
the 
These three measures are exemplified here taking a subject and comparing he 
drowsy condition With the normal. For validation, metrics were correlated to 
subjective risk function used in Chapter 5. For this analysis, the data from sub 
12 was separated into 200-frame sessIOns and all the metrics were calculated 
based on those sessions. In Figure 8 12, 50 consecutive sessions each contam 
~ect 
mg 
200 frames are shown. 
Existence of Hands and Head 
This Item was straightforward to measure, just counting the frames havmg a skin 
I colored area in the corresponding regions of mterest, which are the steering whee 
and the head restraint area of the driver's seat. In Figure 8.12, the normal condlti 
was examined and the number of nonzero correspondmg to eXistence of the hand 
on 
was plotted. 
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From Figure 8.12, it can be deduced that the driver chose to control the steering 
wheel in a relaxed mode and the hands were not placed correctly. In Figure 8.13, the 
driver was in sleep deprived condition and although in the beginning she was 
attentive in terms of steering control towards the end she was not placing them 
correctly, the trend of decrease can be observed here. 
nonzeros 
o 10 20 30 40 50 
number of sessions 
Figure 8.13.Number of occasions hands were existent in the frames in sleep deprived condihon 
Obvious decrease in the number of appearances, when a large enough time WIndow 
is taken into consideration, on the steerIng wheel column in sleep deprived condition 
was seen as one of the prospective measures apart from the metrics developed in 
Chapter 5, or supportive measure, second check POInt for the FIS developed In 
Chapter 6. 
3-point Model Driver Posture 
Three-point driver posture was suggested here to emphaSIZe the correct placement of 
the hands on the steering wheel measured relative to the head of the driver. It was 
also pOSSIble to determine the existence of these three points representing hands and 
head. Therefore, this measure took the existence measure one step further by takIng 
also the hand and head coordination (as in Figure 8.14) into account. 
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Figure 8.14. Three-point driver posture model 
In Figure 8.14 the three-point driver posture model shows the relatIOnship between 
three areas in the image plane. The dIstances between each hand and the head can be 
measured and baselines can be IdentIfied. If the measures devIate from these 
baselines, the amount of the devIation can be used as supportive information for 
early warnmg systems 
Trends and Sudden Changes Detection 
In order to identIfy the trends, three different measures were used. 
1. Log frequency magnItude of the movements 
2. Log entropy of the movements 
3. Standard deVIatIon of the movement 
Log Frequency Magnitude (LFM) 
This parameter is calculated by talang the Fast Fourler Transform of the measured 
movements of head and hands to IdentIfy the main frequency of the movement. The 
metric derived has the formula given in eq. (8.18), x representmg a segment of the 
time series over a tIme window of200 frames long: 
LFM = 10g(max(FFT(x»)' (8.18) 
From Figure 8.15, It was observed that the frequency magrutude was fluctuatmg for a 
normal condItion driving session. However, in FIgure 8.16 this observation was not 
true for sleep deprived condItion. A gradual mcrease was observed, which could be 
used as an early indIcator of sleepmess m long term Journeys The results are given 
for only thIS subject but held true across the database. 
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Log Entropy o/the movements (LEM) 
In this measure, Shannon's Entropy (1948) description was used to calculate the 
entropy of the signal. The formula was equation (8 19), x representing a segment of 
the time series over a time window of 200 frames long, to reconditIOn the signal for 
logarithm operation. 
LEM = log(absolute(entropy(x») (8.19) 
Because the absolute values of the entropIes were taken, the larger values in LEM 
correspond to smaller entropy values. When examined closely, in both of the 
conditions (Figure 8.17 and 8.18) there is a gradual increase ID LEM (gradual 
decrease in entropy), however the last sessions of both conditions indicate a sudden 
drop in LEM (sudden increase in entropy) indicating the subject's effort to keep 
awake towards the end of the driving session After observing the same trend from 
other dnvers as well, it was concluded that drivers showed a common pattern of 
settlement during the driving where the entropy is lower due to sleepiness, after 
whIch they become active again to fight against the sleepiness. 
log entropy head x movement 
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Figure 8.17.LEM for the head movement under normal condItion 
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log entropy head x movement 
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Figure 8.18. LEM for the head movement under the sleep deprived condition 
Standard Deviation 
Standard deviation is an important statistic measuring the variation of the signal 
through time. Supportmg most of the observations, a significant difference was 
observed between the normal and sleep deprived conditions especially in hand 
movements controlling the steering wheel In line with the previous observations of 
Sayed et aI's (2001), the adjustments to the steering wheel were coarse and with 
greater magnitude under sleep deprived condition 
standard deviation of hand y movement 
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Figure 8.19.Standard deviations of hand movement during normal condition 
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50 
. 
" -45 
" 
., f 40 
• 35 
, • 
,\ " 
~ r ' .,. 
30 
•• > " 
" 25 ;; 
, , 
20 
15 
. ' . , .. 
10 
) 
• 
" y ( , -
5 
• 0 • 
,r,' 
, > ,- . " ~) ~ 
•• • 
0 10 20 30 40 50 
number of sessions 
Figure 8.20.standard deviations of band movement during sleep deprived condition 
As can be observed from Figure 8.19 and 8.20, in the sleep deprived condition, the 
driver was struggling more to maintam the lateral control of the car With large 
magnitude adjustments to steenng wheel. This measure can be used as a supportive 
measure to the steering wheel angle. If one of the sensors measuring steering wheel 
angle fails, the entire system does not fail to get mfonnation about the lateral control 
if this system IS applied. For fail-proof safety systems, redundant infonnation is very 
important. These two sensors can also be fused to have a better measurement 
attenuating the noise. 
To conclude this section followmg metrics and mdlcators were developed for 
auxiliary mfonnatlOn for decision making system: 
• Existence indicator: null when the hands are not placed on the steenng wheel 
• Activity level metrics: 3-point model lengths, log frequency magnitude 
(LFM) and log entropy of movements (LEM), and Standard deViatIOn of the 
measurements over a time window. 
8.2. Web-cam based lane tracking 
Lane tracking is needed for supplying infonnation to driver assistance systems such 
, as lane departure warning systems or lane keeping systems. However, there is 
another prospective use for lane trackmg systems, which IS a supportive aUXiliary 
sensor role for detection of drowsmess. As already shown 10 Chapter 7, 10 the 
statistical observations from the data, standard deviation of the lane deviations from 
the lane centre increases proportionally to the drowsiness level. Therefore, because a 
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mechatronics system is designed, a low-cost and feasible solution for lane tracking is 
sought. Albeit in low resolution, the webcams were employed for this purpose and 
the system was able to track the lane marks ill the highway scene With sufficient 
precision. The results found from measurement by web~,am and the lane deviation 
measurements from the simulator itself were compared and found to be in perfect 
agreement. It should be emphasized here that measuring the lane deviation from a 
simulated road scene is much easier than measuring the lane deviation in a real 
highway or urban road. In fact, in real driving conditions there might be no lane 
marks at all, posing a problem in image processing to recognise the road limits and 
thus to position the car relatively to those limits to derive lane deviatIOn information. 
Taking the difference of real roads from the simulated ones into account, first the 
road scenes and land marks were considered to identify the salient features on road 
for segmenting the lane reference points for final measurement of the lane deviation 
in 8.2.1. After defining the features, the measurement algonthms were applied as 
detailed in 8.2.2. The use of such a system under real driving conditions is also 
explored in section 8.3. 
8.2.1. Road Scene and lane marks 
Most of the roads in today's infrastructure have SignS, lane markings and other 
salient features like safety benches. These features on the road can be used to 
measure the car's position relative to lane centre or lane edge. In Figure 8 21 an 
example of a simulators' highway scene IS given. The lane markings in this scene are 
easily traceable. Whereas, in Figure 8.22 examples of a real highway road are given 
to emphaSize the clutter, self occlUSIOn and many other difficulties they expose to 
image processing system 
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Lane 
marking Figure 8.21. A highway sccne from the simulator 
Figure 8.22. Road scenes from current infrastructure in Turkey: (a) occlusion of the lane marks, 
(b) faded lane mark, (c) occlusion and faded lane mark together, (d) illumination change in a 
tunnel 
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8.2.2. Simple lane deviation measurement from lane marks and road 
scene 
In order to measure the lane deviation a straightforward and simple method is 
applied. First the colour image (RGB) is divided into its channels and red channel is 
used for further processing. The lane marks in the red channel is particularly bright in 
contrast to other background. Therefore this channel is thresholded to detect the lane 
marks. Finally a row of pixels from bottom and left side of the image is taken and the 
white pixels' coordinates were recorded. The obtained coordinates represented the 
lane deviation in terms of pixels. This process can be seen in Figure 8.23. 
(a) 
~) L-____________ ~~ __ __ 
(c) 
Figure 8.23. Lane-mark segmentation process, (a) colour image, (b) red channel, (c) thresholded 
image 
In Figure 8.24 and 8.25, it was observed that the lane deviation measurements from a 
low-cost web-cam were highly in agreement with the real values if necessary 
calibration was performed. It is possible to overlap the measurement with the real 
values with insignificant differences. 
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Figure 8.24. Lane deviation measurement from web-cam, measured in pixels and calibrated to 
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Figure 8.25.Lane deviation measurement from the simulator 
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8.3. Test of web-cam based systems in real car driving 
scenarios 
For this section, data has been collected under real conditions in a long journey 
between Istanbul and Sakarya cities in Turkey. The roads included single and dual 
carriage highways, several merging conditions and 'side roads in urban areas. Some 
of the difficulties show again that lane keeping systems should be designed carefully 
so that they can work under real conditions. In this section, some samples from this 
experiment are processed and the results are analysed. Some suggestions to develop 
these systems are given. However, the discussion is kept brief not to divert from the 
main focus of this study, which is to develop a working monitoring system with 
automatic control capability. 
In order to show the capacity and accuracy of web-cams in measuring driver 
movement and lane deviation, a sample showing ten frames of the journey was 
examined. In Figure 8.26 the driver's first ten frames are shown. During this episode 
the driver is multi-tasking and one of the hands is not on the steering wheel. Apart 
from that, the other hand of the driver is tracked to check if he is in control or not. 
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In Figure 8.27 the head and hands are located in terms ofpixel coordinates and with 
the exception of one measurement in head coordinates at frame 3, all the 
measurements were correct. 
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Figure 8.27. Measurements from driver's web-cam: Top: Driver's head coordinates, bottom: 
driver's hand coordinates (y) 
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A more accurate measurement was recorded from the road web-cam measuring the 
lane deviation. As seen in Figure 8.28, the car has slightly drifted towards the right, 
as can be noticed also from the driver 's hand movement in Figures 8.26. In fact 
Figure 8.29 and 8.27 are nearly the reverse of each other in a mirroring sense along a 
horizontal line. The measured lane deviation indicates the car is drifting towards the 
right. 
Figure 8.28. Road web-cam image samples for lane deviation measurement 
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Figure 8.29. Lane deviation measurement from road web-cam 
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However as mentioned earlier, road and driver's web-carns do not supply clear 
images all the time. When this occurs, the system may ignore these information 
channels if it has the ability to recognise the perturbed data whIch IS most likely to _ 
occur due to illumination changes. Two auxiliary systems were proposed in this 
chapter to strengthen the driver monitoring system. These systems can be also used 
ID modelling approaches to supply important information such as lane deviation. 
Longer sessions from real road experiment were processed, however only an 
example is reported here. In general, the lane tracking system performed very well 
under stable IllummatIon conditIOns WIth no mishaps, however, the human tracking 
system was observed to be dIstracted more easIly and a study devoted only to thIS 
part IS suggested as future work. 
To sum up this chapter, the usefulness of the peripheral and auxiliary systems was 
shown as well as exploring the capacity of web-cams as sensors for this purpose. 
New metrics are developed based on human tracking results based on entropy and 
frequency based transformation logarithm of max FFT of the signal. Finally, the 
system was observed to gIve dlstmct results in sleep depnved and normal conditions, 
therefore proving their eligIbility as new metncs for dnver momtoring. The system 
was tested in real conditIons to emphaSIse the drawbacks and how they can be 
addressed. 
In the next chapter, a lateral car dynamics and a driver model as an uncertainty in the 
steering wheel input IS presented. In order to have such a model based system, lane 
deviation and the dnver's condItion measurements are crucial Therefore, the driver's 
web-cam could contribute to condition monitoring, whereas the road web-cam could 
supply important information for lane deVIatIon feedback to the automatic controller 
for lane regulation 
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Chapter 9 
Prospective Control Architectures for Accident 
Avoidance in Lateral Control Loss 
In this final chapter, the driver monitoring system is embedded in a state-of-the-art 
controller for lateral control of the vehicle using robust control theory and especially 
H-infinity norm. By combining the driver momtonng system with a controller, the 
benefit of having a monitoring system is demonstrated m simulations. This is done 
by having the uncertamtles from driver estimated by monitoring system in the design 
of robust controller explicitly. In order to obtain such a system, section 9.1 defines 
the problem of lateral control loss in the case of driver drowsiness! inattentiveness 
and justifies the reasons for designing a lateral controller as a prospechve system for 
accident avoidance. Prominent studies for lateral control design are examined m this 
section to give a background for further analysis. Next, the vehicle lateral dynamics 
are examined in section 9 2 After understanding the lateral dynamics of the vehicle, 
the H-mfimty norm and robust control method are described briefly in section 9.3. 
Section 9.4 gives details of the implementation of the robust control approach for the 
lateral dynamics and combines the driver monitoring system as a modelled 
uncertainty in the controller design problem. Finally, in section 9 5 the test result 
from the simulations are shown to support the hypothesis that the lateral controllers 
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can play a role in avoiding accidents when there is a lateral control loss because of 
driver uncertainties, wind gust or ICY road conditions, all of which can be classified 
as perturbationsl disturbances. The structure of this chapter is shown as a block 
diagram in Figure 9.1. 
Lateral· 
Control Loss 
Problem 
Definition 
Vehicle 
Model 
BUilding 
Uncertainty 
Modelling 
Robust 
Control 
Theory 
SlmulatIons 
and 
Results 
Figure 9.1. Structure of Chapter 9 combining the prohlem definition, vehicle model and 
uncertainty model under robust control theory 
9.1. Problem definition and the need for lateral control 
Accidents classified as 'due to driver drowsiness and inattentiveness' are mostly run-
off road type aCCidents, often associated With loss of the lateral control of the vehicle. 
According to NHTSA (2007), common patterns are observed for the accidents 
caused by drowsiness. These are: 
• Peak-time pattern: This characteristic is in agreement With the drowsiness 
increase intervals in human circadian rhythm. Starting from early evening to 
dawn IS the most risky interval. Most of the aCCidents due to drowsiness are 
observed late night. In the older age group, the drowsiness and frequency of 
accidents increases in the early afternoon interval. This pattern can be seen in 
Figure 9.2. 
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Figure 9.2.Time of occurrence of crashes in drivers of different ages in which the crashes were 
attributed by the police to the driver being asleep but in which alcohol was not judged to be 
involved. The four panels show plots for drivers of the following ages: (A) drivers 25 years of 
age or younger; (D) drivers between 26 and 45 years of age, inclusive; (C) drivers between 46 
and 65 years of age, inclusive; and (D) drivers older than 65 years. In each panel, the X axis is 
tbe time of day and tbe Yaxis is tbe number of crashes. However, tbe scale of the Yaxis is 
different for each panel. Tbe data are for tbe years 1990 to 1992, inclusive. [Courtesy of 
NHTSAI 
• Serious often fatal results: The results of the accidents are often serious 
injuries and fataL It is connected to the speed levels involved in this type of 
accident. 
• 'Single vehicle leaving the road' pattern: The majority of the non-alcohol, 
drowsy-dnving crashes were observed as single-vehicle roadway departures. 
• High-speed crashes: In companson WIth other types of crashes, drowsy-
driving crashes more often take place on highways and major roadways with 
speed limIts of 80 kmIh. 
• No-attempt of avoidance crashes: NHTSA data show that sleepy dnvers are 
less likely than alert drivers to take corrective action before a crash. After-
accident reports also indicate that evidence of a corrective manoeuvre, such 
as skid marks or brake lights, is usually absent in fall-asleep crashes. 
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Besides the reports from NHTSA and previous work on dnver drowsiness, very 
similar results were observed in this study as supported by the statistics in 
Chapter 7. The drowsy drivers were observed to have higher speed range 
especIally towards the end of the sImulation when drowsiness was at its peak 
level and less control on the lateral dynamIcs which was apparent from the 
standard deviation of the lane deVIation. 
These observations and already existing knowledge calls the attention of the 
engIneers/researchers to come up WIth a solution to this problem, to tackle 
dIrectly source of such accIdents: Ingh speed and lateral control loss. Motivated 
by thIS aim, in this chapter of the thesIs, the driver momtonng system is 
combmed with a suitable controller system regulatmg the speed and lateral 
dynamics of the vehicle to propose a total solution connecting the gap between 
today's control technologies with the designed monitoring system. 
In search for the most suitable controller structure, the nature of the problem 
guided the selection m favour of robust control. The uncertainties in road 
condItions, vehicle dynamICS and dnver mput can be easIly applied to the 
problem synthesis and modelling work in a robust control scheme. As a result of 
the analysis of this constructed problem, a controller able to cope with these 
uncertainties can be designed WhIle the robustness of the system is gnaranteed, 
the definition of the problem including the uncertainties and perturbations are 
taken into consideration The next section commences the formulation of the 
problem WIth the linear vehicle model derivation 
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9.2. Derivation of linear vehicle model for lateral dynamics 
The vehicle model derived here is based on the so·called Bicycle Model as proposed 
by Ackermann et.al (1999) and used by You, S.S et al (2002). Derivation was also 
based on the assumptions below for the reasons given: 
1. The model concerned only the planar lateral dynamIcs of a front wheel steered 
(2WS) vehicle. The pitch and roll movements of the car were neglected since they 
are not relevant to the problem. 
2. The corresponding real vehicle was assumed to have adequate sensors 
implemented to measure the steering wheel angle, yaw rate WIth gyroscopic affects 
and side slip angle from an observer, which could be designed as in Yih et al 
(2004)'s work based on steer-by·wire technology Hence, the vehicle was also 
assumed to have steer-by-wire technology as the actuator so that the controller 
commands could be applied through this actuator. 
3. Small angles were assumed therefore the model was linear. This left the 
unmodelled dynamics of the car coming from the non-linearity to the robust 
controller As proven several times, such as by Orozco (2004), controllers designed 
by the robust control method were found to be capable ofhandlmg such non-
linearities. Moreover, the frequency ranges demanding more attention can be 
emphasized by weIghts in pre-filters in the H-infinity method. 
In order to clarify the notation of the variables in the model, a nomenclature is given 
in Table 9.1. 
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Symbol 
Cfor 
J 
m 
r 
U 
Ye 
'f 
afor 
fJ 
P"f 
If' 
If'd 
aJ 
C, 
a, 
Table9.1. Nomenclature for the lateral dynamics of vehicle model 
Definition 
Cornering stiffuess for the front (Cf) or the rear (Cr) tyre 
Yaw moment of inertia about z-axis passing through Centre of Gravity (CG) 
Mass of the velucle 
Yaw rate of vehicle at CG 
Vehicle speed at CG 
Lateral offset or deviation at CG 
Wheel steering angle of the front tyre 
Slip angle of front or rear tyre 
Vehicle side slip angle at CG, with sUbscript r (rear), f(front) 
Reference road curvature 
Yawl heading angle 
Desired yaw angle 
Angular frequency of the vehicle 
To understand the variables and their physical meaning in the model, Figure 9.3 
should be used where necessary. As seen in Figure 9 3 two coordinate systems are 
employed: 
O-XYZ absolute coordinate system: this system is held stationary and attached to the 
ground 
0- xyz vehicle coordinate system: thIS system IS attached to the vehIcle frame and is 
able to move with the vehicle relative to the absolute coordInate system. In fact, the 
yaw angle, If' , could be described as the angle between these coordinate systems. 
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o F,. vdocity 
(loogitudinal) 
rear tyre 
fumttyre 
Z and z-sis out of paper 
Figure 9.3. Vehicle lateral dynamics: torque, forces, speeds and angles 
Using assumption 3, small angles were taken into account so that trigonometric 
expressions reduce to pure angles or to I in speed relations as in (9.1) and (9.2). 
u=Ucos[J=U 
v=Usin[J=U[J 
(9.1) 
(9.2) 
The tyre sideslip angles [JI and [J, given by (9.3) and (9.4) with the small angles 
assumption were reduced to (9.5) and (9.6). 
hlr 
tan[JI =tan[J+ [J Ucos 
hr tanfJ =tan[J+ ' 
, Ucos[J 
[J -[J hlr 1- + U 
[J,=[J_h;; 
(9.3) 
(94) 
(9.5) 
(9.6) 
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Tyre slip angles were expressed geometrically using Figure 9.3. 
af=-r-Pf 
aT =-p, 
Tyre slip angles were also written combining the equations from (9.5) to (9.8) 
relating the slip angles to yaw rate r. 
hf a f =-r-p-ur 
a =_P+ h, r 
, U 
-, 
(9.7) 
(9 8) 
(9.9) 
(9.10) 
The vehicle is supposed to track the lanes while in a curved segment or in a straight 
part of the highway. Therefore the curvature of the road was included in the analysis. 
The reference road curvature is P"f. The heading error of the vehicle in any IOStant 
can be derived from the angle between the tangent to the desired path and the actual 
heading direction. This heading error and its derivative are defined as 10 (9.11) and 
(9.12). 
(9.11) 
(9.12) 
The rate of the lateral offset of the vehicle at CG is given in (9.13) based on the 
heading error. 
Ye ~U(P+E'I')=v+UE'I' (9.13) 
Taking the derivative of the equation (9.13), the lateral acceleration at CG is reached. 
ac =U(p+r) 
The lateral acceleration is measured by a sensor attached to the car frame at a 
distance of Is and thIS measured acceleration value IS thus defined 10 (9.15). 
a, =ac +1,r=U(p+r)+I,r 
For 'perfect' path following, the equatIOns given in (9.16) would apply. 
(9.14) 
(9.15) 
(9.16) 
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In equation (9.16), a, represents the desrred lateral acceleration required by the 
reference path and the instantaneous turnIng centre (le) The primary objective of the 
highway could be descnbed as keepIng the car in the lane centre along a desired path 
with or without curvature, provided that there is no lane change. 
Here these simplified lateral dynamics are described by a two degree of freedom 
model and the equations of motion are written in (9.17) and (9.18) F representing the 
force and N is used for the moment. 
mU(r+ /1)= 'i}ateral force = IJ (9.17) 
Jr= LYaw moment= LN (9.18) 
In order to write the forces on the tyres explicitly the sideslip angles at each tyre a 
non-linear relationshIp WIth the force should be taken mto account. However, 
assuming the side-slip angles are small, the forces on tyres are expressed as in (9.19) 
and (9.20). 
Y, =C,a, 
(9.19) 
(9.20) 
By USIng the defmition of tyre side-slip angle from equations (9.9) and (9.10), the 
tyre forces can be approxImated as in (9 21) and (9.22). 
hfCf Ff '" Yf = Cf T-Cf /3--U r 
hC 
F '" Y = -C /3+-'-' r 
T r r U 
After obtaining the force equations in full, the equations of motion are written 
completed form in (9.23) and (9 24). 
(921) 
(9.22) 
1 
mU(r+ /3) = LF = Ff +F, =-(Cf +C,)/3+ U (h,C, -hfCf)r+ CfT (923) 
Jr= LN=hfFf-h,F, =(h,C,-hf Cf )/3- ~(hJCf +h;C,)r (9.24) 
Lateral acceleration a, in (9 15) can be re-wntten by substituting U(/3+ r) from 
(923) by dividing both SIdes by m and I, r from (9.24) by dividing ItS both sides 
with J and mUltiplying It WIth I, . This new expression was given in (9.25). 
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a, = {-(Cf +C,)/m+l,(h,C, -hfCf )/J}/3 + {(h,C, -hfCf )/mU -1,(hJCf +h;C,)/ JU}r 
+[Cf /~+I,(hfCf /J)]T (9.25) 
As the system is to be written in state-space representation for further analysis and 
convenience, the states are selected as side-slip angle (/3) and yaw rate (r). Because 
the vehIcle was assumed to be equipped WIth steer-by-wire technology, input to the 
system was the wheel steering angle ( T). The outputs of the system were assumed to 
be side-slip angle (/3), yaw rate (r) and lateral acceleration (a,). In a fully automated 
vehicle this input is completely supplied by the active steenng system, however in an 
augmented system, the driver and the active system both try to correct the vehicle's 
deVIations. The dnver's input in an augmented system can be considered as a 
perturbation in this system. However, the details of an augmented and a fully 
automated system are given ID section 9.4.2. Here, the velucle dynamics model is 
examined and re-written in state-space format to understand all the certainties 
coming from the velucle and Its envIronment. The state space form of the nominal 
vehicle model is gtven ID (9 26)-(9 27) 
Where, in a format x = Ax + Bu , 
B=[!J u=T 
And in the output format, y = Cx + Du 
[~H:' 'f }~J+[:} 
Wb~y= m 
The elements of the matrices were given explicitly in (9.28). 
a" = -(Cf +C,)/mU, al2 = -1 + [(h,C, -hf Cf )/mU2] 
a2I = (h,C, - hfCf)/J, a22 = -(h;Cf + h,2)/ JU 
(926) 
(927) 
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-bl =Cf/mU, b2 =hfCflJ 
CII = -{(Cf + C,)/ m] + [I, (h,C, - hfCf )IJ] 
CI2 = [(h,C, -hfCf)/mU]-I,[(h;Cf + h;C,)/ JU] 
dl = [(Cf/m) + 1,(hfCflJ)] (9.28) 
The linear lateral dynamics of the car was examIned by simulation with the nominal 
values first gIven in Table 9.2. After examining this nominal case, the speed was 
Increased and different cornering stiffuess values were inserted into equations to 
observe the instable states of the vehIcle. In order to examine the stability, Nyquist 
diagrams were used. 
Table 9.2. Nominal vehicle data 
Nominal vehicle data 
Parameter Nominal value I Perturbation (%) 
Vehicle mass, m 1600 kg 
Vehicle speed, U 100km/h 
Yaw momen t of inertia, J 2200kgmA2 
Distance, he 14m 
Distance, hr ISm 
Distance, I, 15 m 
Cornering stiffness, front, Cr 60000 N/rad 032 (%32) 
Cornering stiffness, rear, er 50000 N/rad 034(%34) 
Nominal Vehicle Model Open-loop Stability 
The nominal vehicle model was calculated using the vehicle parameters given in 
Table 9.2. The state space matrIces of the nominal model are given in (9.29). 
[-2.475 
- 0.9951] [1.35] A-
-4.5752 ' B = 38.1818 ' 2.7273 
r64.6591 
-67279] [~n27] 
C= I o ,D= 0 (9.29) 
0 I 0 
This system yielded three transfer functions from Inputs to outputs. Examining the 
transfer functions in frequency domaIn was useful to understand the instability 
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behaviour in the particular channel of the vehicle lateral system; therefore they are 
given explICItly m (9.30). 
a (8) 94.7782 +3248+2727 
TF1=-'- = 2 ' 'Lateral acceleration' response 
1"(8) 8 + 7.058 + 1404 
TF2 fJ(8) 1.358 - 31.82 'S·d I·' =-- = , I e SIp response 
1"(8) 82 + 7.058 + 1404 
TF3 r(8) 38.188+98.18 'Y I ' =-- = , aw ang e response 
1"(8) 82 + 7.058 + 14.04 (9.30) 
NyqUlSt diagrams are plotted using MATLAB for each transfer functIOn to examme 
the stabIlity As widely known in control theory, Nyquist diagrams are a frequency 
based method of examinmg stability. The locus of the poles and zeros of the system 
are expected to remam in a unit circle passing at -1 in the real axis. If the diagram is 
on the right hand side, thi: system can be said to be inherently stable. 
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Figure 9.4.Nyquist diagram of the first transfer function (TFl= a, (8) / 1"(8) >, indicating inherent 
stability in open-loop for this channel. 
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Figure 9.5.Nyquist diagram of the second transfer function (TF2= P(s) /1"(s) ) indicating 
inherent instability in open-loop for this channel; notice the graph i. out of the unit circle 
passing through -1. 
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Figure 9_6_Nyquist diagram ofthe third transfer function (TF3=r(s)/1"(S) indicating inherent 
stability in open-loop for this channel_ 
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As seen in Figure 9.4-9.6, three channels of vehicle dynamics mapping the control 
input, the steering angle .. , to the three ou tputs a" p , and r (lateral acceleration, 
side-s lip angle and yaw rate) are examined in terms of open loop stabili ty. From 
these figures, it was concluded that the second channel mapping the steering angle to 
the side slip angle is inherently instable with the given conditions and thus this 
channel requires more attention during the analysis. 
Before starting to design a robust controller for the simplified vehicle, the 
uncertainties had to be modelled properly . The two uncertainties are the cornering 
sti ffness values as given in Table 9.2. Apart from that, the effect on stability of 
increasing speed had to be taken into account. These two issues were taken into 
account in the fo llowing sub-section for observation. 
Variations ill Nomillal Vehicle Model am/Its Effects 011 Opell-Loop Stability 
First of all, the effect of the speed on open loop stability is examined. Speed is 
increased with 50 km/h intervals between 100 krnIh and 250 krnIh. From the Figures 
9.7-9.9, it can be observed that the instability increases for the second transfer 
function for increasing speed, whereas the first channel also loses the stabi lity and 
grows more instable with the increasing speed. For the third channel, increasing the 
speed does not have any adverse effect on the stability. 
500 
400 
300 
200 
~ 100 
~ 
• 
's, 
• !; ·100 
·200 
·300 
4 00 
.50? 
. 00 0 100 200 
Nyquisl Diagram 
300 
Re~Axis 
400 500 
- 100kmll 
- 150kmll 
- 200kmlh 
- 250kmlh 
600 700 
Figure 9.7.Thc effect of speed increase in the first channel, between the steering angle at wheel 
and lateral acceleration 
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Figure 9.9.The effect of speed increase in the third channel, between the steering angle at wheel 
and yaw rate 
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The next step is to take the cornering into account and observe the changes on the 
system's response. As seen from Figure 9.10-9. 12, the cornering stiffness took the 
Nyquist diagram towards unstability but not heavily as seen for the speed increase. If 
the cornering stiffness is zero, then unstability is obvious especially in the second 
channel. 
Nyquist Diagram 150'r---..,------.---=:::::;==--r===="",===="i1 
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Figure 9.10. Effect of cornering stiffness change on open loop stability, first channel 
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Figure 9.11. Effect of cornering stiffness change on open loop stability, second channel 
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Figure 9.12. Effect of cornering st iffness change on open loop stability, third channel 
With the ideas about the instab le behaviour of the plant with nominal values and the 
variations of speed and cornering stiffness, the prob lem is formulated using a robust 
control approach. The next section, 9.3 suppl ies a background on the robust control 
approach especially regarding H-infinity norm method. 
9.3. Background on H_oo norm/l.l-Synthesis and Robust 
Control Approach 
The robust control problem can be summarised as a problem domain requiring the 
design of robust uncertainty-tolerant multi variable feedback control systems. Three 
important sub-problems must be tackled to obtain a fu lly robust system: 
• Stability margin should be large enough allowing the system to respond 
free ly before it reaches the stability margin 
• Sensitivity of the system should be small to be immune to measurement noise 
• Disturbance attenuation should be acceptable to give the expected! designed 
response even if the disturbances exist. 
All these three sub-problems and specific frequency response requirements can be 
imposed upon the system by the designer or the conditions can be formulised in a 
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robust control theory scheme. A bnef explanation of this formulation will be given 
here and in section 9 4 these principles will be applied to the lateral control problem. 
At the heart of modem robust control IS the defimtlOn of the smgular value. The 
singular values join indIvidual measures of multivariable feedback system 
performance indicators. A WIder explanation and more mformation on this topic can 
be found in Robust Control Toolbox User Guide from MATLAB. 
Amongst them are' 
• Dominant pole locatIOns related to dIsturbance rejection bandwidth and 
transient response 
• Transmission zeros related to steady-state response and internal modes 
• Root mean square (RMS) error of control signals 
For this reason fust the singular values and norms are defmed here then their 
utilisation in canonical robust problems is given. 
Definitions of Singular Values and Norms 
Singular Values 
The singular values of a rank r matrix Ae Cmxn , denoted by 0", , are the non-
negative square roots of Eigen-values of A * AT ordered such 
thatO"I ::::: 0"2 ::::: ••• ::::: O"p ::::: 0, pS; min{m,n}. 
Ifr<p, then there are p-r zero smgular values as follows: 
0",+1 = 0",+2 = ... = O"p = 0 
(9.31) 
-
The bIggest singular value being denoted by 0"( A) and the smallest by <!( A) , they 
determine the maximum and minimum gains of the matrix A. These gains are used in 
definition of the norms bounding the systems for robust response as given in (9.32) 
and (9.33). 
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_ IIA~I 
o(A) - maxxeC' Txf . (932) 
. IIA~I ~A) = mm""c' Txf (9.33) 
For stable, continuous time Linear Time Invariant (LTI) systems generalIsed by G(s), 
H2 and H-infinity norms are defmed in terms of frequency-dependent singular values 
of Gaw) as in (9.34) and (9.35). 
Norms 
(9.34) 
A -
H-mfimty norm IIGIL =sup u( G(jw» , sup: least upper bound (9.35) 
w 
Now the smgular values and norms are defined, the generalIsed canonical robust 
control problem can be defined m mathematically (FIgure 9.13). In the general robust 
control problem, a given multivanable plant pes) IS controlled by a stabilising 
controller F(s) such that the closed loop transfer function Tylu! satisfies the condition 
given in (9.36). 
I 
-----<1 
KM (Ty,u,(jw» 
In thIS equation the denominator IS defined in (9.3 7) as: 
de! _ 
KM (Ty'u') = i~f{u(~) I det«I -Ty,u')~) = O} 
with~ = diag(~" ... '~n) 
(9.36) 
(937) 
239 
Fictitious uncertainty 
,------. 
: ~ : ,..-------... n 1 _________ , 
L _____ I 
Il, 0 0 0 
-
0 112 0 0 
t--
0 0 0 
0 0 0 Il._, le ~ 
et uncertainty ) 
P" P'2 
------- P" P'2 -------
plant 
F(s) 
controller 
Figure9.13. Generalised canonical robust control problem block diagram 
In search for a controller F(s), the expressIOn KM in the robustness condition given 
by (9.36) is the size of the smallest uncertainty that can destabilise the closed loop 
system. The reciprocal of KM is known as the structured singular value and is 
denoted by Jl . Computable upper bounds on this smgular value are given in the 
followmg equation in (9.38). 
(9.38) 
In which D p E D is the Perron optimal scaling matrix: 
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IITy",i'-IS also an upper bound, moreover a conservative one. Using these definitions 
and bounds the f.l-synthesis algorithm is summarised m the next section. 
f.l-synthesis Algorithm 
The objective of this algorithm is to find a stabilising controller F(s) and a diagonal 
scalmg matrix D( s) such that 
IIDTy"p-'1L < 1 ,where Tylul represents the condition for the canonical robust control 
problem criterion shown in Figure 8.13. 
d·1 1 
Since IITy",i'- as an upper bound of the structured singular value, f.l = K' having the 
infimtynorm ofTylulless than one, IS sufficient to ensure robust stability. 
A conceptual procedure for f.l-synthesis IS gIVen here: 
1. Let D(s) = I and use the H-mf1n1ty norm to fmd F(s) which minimizes the 
cost IIDTy",D-'IL . 
2. Fix F(s), use the singular value calculation to find a cost minimising D(s) 
3 Using a curve fitting method, find a low-order rational approximation to D(s) 
obtained in Step 2. 
4 If the cost function is less than 1 stop, otherwise go to Step 1. 
This procedure is called D-K iteration for f.l-synthesis. 
9.4. Application of H_oo norm/ll-Synthesis to the lateral control 
of vehicle subject to uncertainty due to driver drowsiness 
In this section, the particular problem of lateral control of the car under uncertainty 
due to drowsiness is re-phrased to fit into a robust control mathematical scheme. In 
order to do this, the uncertainties from the vehicle dynamics and driver are modelled 
separately in section 8.4.1 and in 8.4.2 leading to a generalised block diagram of the 
system as a whole. 
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· 9.4.1. Uncertainties from road conditi ons, vehicle parameters and 
measurements 
First of all, the vehicle model is constructed together With all the uncertamties thiS 
del G •• comprised the uncertainties from 
However, with the model given in Figure 
though the uncertain vehicle model only 
extended model had three inputs 
time as seen in Figure 9.14. The velucle mo 
the parameters, mainly the corner stiffuess. 
9.14 measurement noise is also included. Al 
had I input ("I) and 3 outputs ( a,p,r), the 
(nQ,np, "I) in which the first two represente d noise in acceleration and side-slip 
angle measurements. The extended model h as SIX outputs, addmg the weighted error 
by (ed,,,,,,,eQ,ep )' The weights included in 
particular frequencies (usually high 
terms to the previous three outputs denoted 
the model are selected to hmlt the Signals at 
frequencies) and also for scahng Ilmplement ing the phySical conditions and 
limitations in the problem formulation 
The weights are given in Table 9.3 together With the reasons for their particular 
selections. 
Table9.3. The weight selection for extended model representation 
Weight Transfer Function Selection Reasosns 
W"""" 57.3/35 To limit t he deflection of steering angle 
WQ 117 Limiting the acceleration for passenger comfort 
Wp 57.3/9 Side slip angle never exceeds 9 degrees 
WnQ o 5(s+1)/(s+500) Measure ment noise, gain: expected max noise 
Wnp O.3(s+1)/(s+500) Measure ment noise, gain: expected max noise 
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Figure 9.14. Extended generalised plant model for robust control problem definition 
9.4.2. Uncertainties from driver steering input 
In this section the dnver's attentIon level is modelled as an uncertainty level in the 
contributIOn to the steering angle of the front wheel. This idea is Implemented 
depending upon the statisttcal observation ID Chapter 7 and the reported erratic 
behaviour of dnvers in lateral control when they are sleepy or drowsy. The standard 
deviation and entropy of the steering angle input from drivers tend to increase when 
they are sleepy. Therefore the driver model is butlt with this information taken into 
account. In fact, this is the connection point WIth the designed dnver vigilance 
. monitoring system and the proposed control system here. The momtoring system 
supplies the system with the expected uncertainty level at driver's steenng angle 
input causing an adaptive structure in the robust controller as well. 
As seen in Figure 9.15, the driver model IS added as a multtphcattve uncertainty in 
the system and its transfer function was denoted by Wact • 
243 
a 
p 
r 
n. 
e. 
cb edrrver Wdrzver 
a, 
I 
ctJ 
i ep 
r 1... _______ , ___ _ 
I front wheel angle + 
uncertam generalIzed system uncertaindriver 
I mput, 3 outputs model 
np 
Figure 9.15. Extended plant model including the driver model as multiplicative uncertainty at 
the steering angle input 
Wact itself contained two different weIghts and transfer functions. These were the 
cross-over model transfer function of the driver and the uncertamty model lImiting 
high frequencies The uncertainty percentage in the latter represents the drowsmess 
level of the dnver. Therefore, the drowsmess level scale [1-5] estimated by the driver 
momtonng system is converted to percentage values to interface with this function, 
i e. level 1 drowsiness is 20% uncertainty, whereas level 5 is 100% uncertainty. 
These functions are given m (9.39). 
1 Wcrossover = -::-::-...,. 
0.2s+1 
Wi .o..:('X-"ou_n..:..:c ):.0:( s:....+.,-2-".5~) unc=- (s+250) (9.39) 
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9.5. Controller Design and Simulations 
In this section, improvements to the system behaviour are reported and explained in 
terms of time-domain simulations. A step input representmg a sudden wind gust and 
a sinusoidal input for lane change are simulated. Different levels of uncertainty in 
driver's input were simulated as well to see the effect of driver drowsiness in whole 
system behaviour. 
First of all, the uncertam generalised vehicle was simulated with step and sinusoidal 
inputs of the steering angle These can be seen in Figure 9.16 and 9.17. 
, linear Simulalion Results 
2 I I 
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Figure 9.16. Step input response of uncertain generalised vehicle, signals: acceleration, side-slip 
angle and yaw rate in order 
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Unear Simulation Results 
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Figure 9.17. SinusOidal input response of uncertain generalised vehicle; signals: acceleration, 
side-slip angle and yaw rate in order 
In the second part of our simulation, a controller was designed using Jl -synthesis 
and is SImulated here. It was observed that the controller reduced the magnItude of 
lateral acceleration by a considerable amount as can be observed in Figure 9.18 and 
9.19. 
Linear Simulation Results 
j 
10~::::===~~:::J {!. 
.50!;- 005 01 015 02 025 03 035 04 045 05 
Time (sec) 
Figure 9.18. Step input response of extended uncertain vehicle with controUer, signals: driver 
uncertainty, acceleration 
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Figure 9.19. Sinus input response of extended uncertain vehicle with controller, signals: driver 
uncertainty, acceleration, side-slip angle 
The perfonnance of the synthesized controller is exammed The lower and upper 
bounds were given as 0.0301 which is well below the critical value of 1. From the 
comparison between FIgure 9.16 and 9.18 or FIgure 9.17 and 9.19 as pairs, the 
controller restricted the disturbance of the driver and the acceleration however, It is 
not effective on the side-slIp angle. In order to Illustrate the controller's effect 
clearer, the NyqUlSt dIagrams of the system with and without controller are also 
compared. (Figure 9.20) As observed from this figure, after the implementation of 
the controller, side-slip angle (second channel) frequency response is shaped into 
narrower circles, which IS a step towards stabilising the system. Although the 
controller narrows the frequency response, it is not adequate to stabIlIse the car. This 
is related to the limited power of actuators, they can help stabilIsation to a certam 
extent. In order to fully stabIlIse the car the speed must be reduced. The speed 
reduction effect on the stabilisation is also examined and reducing the speed from 
100 km/h to (30-40) km/h interval is enough for stabdisatlOn. To see the further 
effect 30, 20 and 10 km/h speeds are also examined. As can be seen from Figure 
9.21-9.24, the reduction of the speed is very important to stabilise the car laterally. 
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Figure 9.20. Nyquist diagrams for the system (70% driver uncertainty) without controller (top) 
and with controller (bottom), narrowing effect of frequency response 
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Figure 9.21. Reduced speed (40kmpb), controlled system frequency response. 
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Figure 9.22. Reduced Speed (30 kmpb), controlled system frequency response 
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Figure 9.23. Reduced speed (20 kmph), controlled system frequency response 
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Figure 9.24. Reduced speed (lOkmph), controlled system frequency response 
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9.6. Conclusions and Discussion for Robust Control 
Approach 
In this chapter, utilising a Bicycle Model of the velncle and a cross-over model of 
driver, a lateral controller is designed. The approach was different from the previous 
studies because it mcluded the uncertainties of dnver input connected to drowsmess 
state whIch is estImated by dnver monitoring system. By this method, the controller 
can anticipate the uncertainty in the steenng angle input and can update Its structure 
accordingly. Alternatively, a single robust controller appbed together WIth gradual 
speed reduction can reconstitute the stabIlIty even if the uncertamty from driver mput 
is as high as 70%, corresponding to (4-5) interval in drowsiness! risk scale. 
However, for the comfort of the driver, the adaptive controller structure might be 
more converuent. 
An example of a controller was designed taking the monitoring system's outputs into 
account. The uncertainty value can be taken once and for all to design the controller 
for all the cases. Alternatively, the controller can be adaptive and can re-configure 
itself according to estimated uncertamty. This demonstrates the main idea of 
combming the driver monitonng system with possible controllers to avoid accidents. 
In the investigation a lateral controller was designed and the disturbances were 
attenuated and stabIlIty was recovered by reducing the speed at the same time. When 
the uncertamty percentage from the dnver IS estimated to be small by the morutonng 
system, the controller does not affect the magnItude of the input In this way, the 
input to the steering wheel IS always kept correct. If the speed of the vehicle is 
gradually decreased when the uncertainty is hIgh, the effect of stabilisation increases 
and no unstable roots eXIst in the left half of the Nyquist dIagram of the first transfer 
function related to acceleration. Although the improving effects of the controller are 
demonstrated here, it should be noted that the system IS not tested under real 
conditions. 
In order to fully understand the benefits and any problems that might arise from a 
human-controller, compatIbibty should be addressed WIth a field test under real 
conditions. In order to use the full capacIty of the morutonng system, several 
controllers can be developed and combined under a supervisory controller which 
works accordmg to the risk level estimated by the dnver monitonng system. 
251 
Chapter 10 
Conclusions and Further Work 
10.1. Conclusions 
In this thesIs, a dnver vigilance morutoring system has been developed and tested in 
order to propose a solution for driver monitonng to overcome the drowsiness 
problem in particular and dnver mattentlveness in general. In the design process, an 
experimental test ng comprismg sub-modules was Implemented. The sub-modules of 
the system are selected to collect infonnatlOn on a dnver's status measured by the 
physiological signals, vehicle dynamic parameters and human-car interface 
interaction SIgnals. These three dIstinct groups of sensors! mformation channels 
mcJuded the following hardware and systems: 
• Dnver's Physiological Signals: eye closure and eye gaze, measured by a 
custom designed Near Infrared (NIR) computer vision system 
• VehIcle DynamICS SIgnals: vehIcle posItion, speed, acceleration, lateral 
deVIation 
• Human-Car Interaction SIgnals: human movement via web-cam, steering 
wheel angle, force on steering wheel column via strain gauges 
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Amongst these sub-modules, a computer vision system for eye c10surefeye gaze 
measurement was the central focus amongst the sensor implementation due to its 
high correlation to the real driver drowsiness level A new computer vision system 
using NIR illuminatIOn and the bright pupil technique was developed and a new 
algorithm was suggested to make the system adaptive to changing i1lummation 
conditions, different noise level and response level of the retina of the eye. This new 
algorithm used a basic two level 1 -dimensional filter whose parameters are updated 
by a genetic algorithm to give the best segmentatIOn result. 
Implementation of sub-modules and the experimental procedure were designed to 
emphasise the drowsmess effect on the driver In order to achieve this, a controlled 
experiment was performed, contnbuted to by thirty dnvers as subjects. In this 
experiment, the subjects were requested to drive the same monotonous highway 
scenano once in their normal conditIOn haVing had theu usual sleep pattern, and 
again under lack of sleep conditIOn which reduced theu normal sleepmg time at least 
by 3 hours. This extensive experiment supplied a reliable database to examine the 
difference between the signal patterns under normal and sleep deprived conditions 
for the same set of subjects 
After an exploratory search for trends in the data usmg statistical analysis, a 
complete set of drowsiness indicators have been developed. This set of indicators 
drew their origins from statistics, histograms, entropies, and control theory 
performance indices 
Newly developed performance indices were used to design an intelligent decision 
making system utilising Fuzzy Inference Systems. Both Mamdani and Sugeno FIS 
were employed and Sugeno FIS was decided to have better performance by 
correlating the FIS results to a subjective assessment of dnver drowsiness levels on a 
scale of[I-5]. This decision system was later optimised by searching for the most 
convenient time-window for mdicator calculations. It was observed that the system 
was able to make estimations given 1.5 mmutes previous informatIOn about the 
driver. This was conSidered a significant contnbution towards having early diagnosis 
of a drowsy driver and thus a higher chance of preventing an imminent accident. 
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The method of monitonng and predlctmg the dnver drowsiness level by data analysis 
and artificial intelligence methods was a 'data driven' approach, since the nature of 
the problem is generally not clear. After understanding how drowsiness develops 
during a driving scenario and which signals including what type of patterns/trends 
could be used, a completely new approach was taken. In t1us approach, instead of 
data driven exploratory methods, a model was bUllt havmg certain assmnptions. 
In Chapter 6, the statiStiCS in the vehicle dynamics were exammed more carefully to 
build a longitudmal control model of the driver In addition to longitudinal 
modelling, the manoeuvnng performance of the dnvers were modelled using Hidden 
Markov Models and thiS suggested a way to extend the work beyond the highway 
scenario mto City/urban driving. In Chapter 7, human motion tracking information 
from webcams was utilised in two approaches This system was suggested as an 
auxiliary system to improve the performance of the system and to show that as long 
as a new information charmells found to be useful it could be added to the whole 
design to improve the results and make the system more reliable. First an activity 
index to be used m FIS was developed by a data driven approach. Secondly, the 
coordinates of hand and head were connected by a motIOn model to reveal the 
normal driving patterns applying the model based approach and using the data to 
vahdate t1us approach. 
In Chapter 8, connectmg two approaches the dnver monitoring system was 
connected to work With a controller which modelled the driver as an uncertainty m 
the input to the vehicle. In this chapter, a new way of connecting the vigilance 
monitoring systems to eXisting controllers to aVOid accidents was presented. By this 
proposition, adaptive control systems can be obtamed which adjust the controller 
structure according to attentiveness level of the dnver or the risk level. 
In summary the contribution of this thesis can be listed as follows: 
I. A vigilance momtonng systems was developed together with hardware and 
software aspects and was used m an extensive experimental work to collect 
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data from thirty subjects under normal and lack of sleep conditions. This is 
the most extensive study performed to date to this researcher's knowledge. 
2. As a conclusion of the exploratory data analYSIS, new process metrics were 
designed (eye closure metrics, attention division ratio, and entropy based 
metrics). 
3. The metrics defined m the experimental process were put to practical use to 
build up an intelligent decision making system using FIS and this system was 
optimised examining the time window effect on metric calculation. It was 
concluded that time windows as narrow as 1.5 minutes were enough to 
estimate the driver drowsiness with 89 % accuracy. 
4. Hidden Markov Models were used to recognise driving manoeuvre and its 
performance level m urban driving using a database of twenty drivers 
collected m the same-set up WIth a CIty drivmg scenario. 
5. Web-cams were utilised in human tracking in a driving context. A low-cost 
auxiliary system was proposed which could be used both m data driven and 
modelling approaches. A measure for momtonng system was suggested as an 
output of this system and a model of hands-head coordination of drivmg was 
proposed. 
6. A lateral controller was designed based on the assumption that the uncertainty 
added by the driver to the steenng mput increases with increasing drowsiness 
level. By tills chapter the whole approach was connected all together: 
_ understanding the problem, designing a monitoring system and connecting it 
to a controller system to aVOId aCCIdents. 
10.2. Further Research Directions 
This research stated a hypothesis that driver drowsiness can be predicted by a 
monitoring system and it can be connected to an existing controller to avoid 
accidents. Based on the original concept proof of the hypothesis and this designed 
system, this work extends mto many dIrections. 
First of all, the computer VlSlon system needs to be optImised and developed to work 
in real time. In this way, eye related data can be obtained more quickly. The 
processing power and speed needed for this should be tested using FPGA and DSP 
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based systems. It was understood that the current PC based system can be transferred 
to such systems; however it was beyond the scope of current work. Adapting a 
computer vision system to be able to work in a real automobile and the 
environmental conditions was seen as another rather technologIcal challenge. 
Secondly, the simulator used in this study was a fixed based simulator with a modest 
fidelity level of representing reality. Since the simulator did not have any gyration 
effects and lateral acceleration was not fed back to driver as forces, it did not include 
the driver's vestibular reception channel in the simulations. It is widely known that 
the experienced driver uses vestibular information to help the visual information 
channel and that novice drivers use primarily the visual channel. In order to better 
sImulate the SItuatIOn, a higher fidehty sImulator would be more suitable to obtam 
more reliable results. It is suggested that repeatmg this expenment under real driving 
conditions with a real car along a controlled pre-planned trajectory would gIVe better 
results and a better understanding of the problem. The whole system includmg the 
control system should be tested under real condItIOns before deploying such a 
product 
The methods selected to design the decision making system were not trivial. 
However, extending the study to search for more indicator signals, adding them 
gradually and explonng better methods of artificial mtelligence or by other means 
, 
combining the information to give a prediction would be very valuable, further 
research into method perfection IS a very promismg area to generate a more reliable 
system. Moreover, addmg more sensors or refming their implementation may help to 
improve the quality of the data obtained giving a better msight mto the problem. 
Fmally, the last chapter examined a controller which was focused on lateral control 
loss of the driver. However, other controllers can also be connected to such a system. 
They can utilise such a system as a fine tuner or disturbance observer to adapt their 
structures to better suit to the situation arising. A large hierarchical arrangement of 
the prospective controllers WIth a supervisory control would be a fruitful area m 
which to explore. 
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APPENDIX A: Genetic Algorithms Background 
• How does a simple genetic algorithm work? 
1. GAs work with a coding of the parameter set, not the parameters 
themselves. 
2. GAs search from a population of points, not a single point. 
3. GAs use payoff (objective function) info, not derivatives or other auxiliary 
knowledge 
4. GAs use probabilistlc transition rules, not deterministic ones. 
Some definitions: 
Reproduction a process in which individual strings are copied according to their 
objective function values. The reproduction can be implemented in a number of 
ways and the most common one is the roulette wheel, each slot is sized in 
proportion to its fitness. After reproduction, simple crossover may proceed in 2 
steps. First, members of the newly reproduced strings in the mating pool are 
mated at random. Second, each pair of strings undergoes crossing over as follows: 
an integer position k along the string is selected uniformly at random between 1 
and the string length less one [1, 1-1] Two new strings are created by swapping all 
characters between positions k+ 1 and 1 inclusively. Consider this: 
A\= 011011 
A2=110010 
Here k=4. 
Resulting crossover: 
A\'= 01100 
A2'= 11 001 
Mechanics of reproduction and crossover: random number generation, string 
copies and some partial string exchanges. 
GAs are intended to mimic some of the processes observed in natural evolution in 
the following ways: 
• Evolution is a process that operates on encoding of biological entities, 
rather than on the living beings themselves. Evolution takes place at the 
level of the chromosomes. 
• Natural selection is the link between a chromosome and its performance. 
Nature obeys the rule of 'survival of the fittest'. 
• Steady state reproductIOn replaces one or more individuals at a time 
instead of the whole population. 
• GAs require only an objective function which acts as the enviromnent in 
order to evaluate the suitability of the derived solutions (chromosomes). 
A typical GA consists of the followings. 
• A population of stnngs or coded possible solutions (biologically 
referred as chromosomes) 
• A mechanism to encode a possible solution (mostly as a binary string) 
• Objective function and associated fitness evaluation techniques 
• Selection/reproduction procedure 
• ,Genetic operators (crossover and mutation) 
• ProbabIlities to perform genetic operations 
Population: 
To solve an optimization problem, GAs start with the chromosome representation 
of a parameter set {XI. X2, ••• , xp}, the set is to be coded as a finite length string 
over an alphabet of finite length. The number of different chromosomes is i 
where I is the stnng length Each chromosome actually refers to a coded possible 
solution. A set of such chromosomes in a generation is called a population. The 
size of a population may vary from one generation to another or it can be constant. 
Usually, the initial population is chosen randomly. 
11 
Encoding! Decoding mechanism: 
The mechanism to convert the parameter values of a possible solution into binary 
strings resulting into chromosome representation. If the solution of the problem 
depends on p parameters and if we want to encode each parameter with a binary 
string of length q, the length of each chromosome will be p x q. Decoding is the 
just the reverse of encoding. 
Objective function and associated fitness evaluation techniques 
It is chosen in a way that highly fitted strings (possible solutions) have high 
fitness values. It is the only index to select a chromosome to reproduce for the 
next generation. 
Selection/reproduction procedure 
The selection/reproduction process copies individual strings (called parent 
chromosomes) into a tentative new population (known as mating pool) for genetic 
operations. The number of copies reproduced for the next generation by an 
individual is expected to be directly proportional to its fitness value, thereby 
mimicking the natural selection procedure to some extent. (Roulette wheel) 
Crossover 
Main purpose is to exchange information between randomly selected parent 
chromosomes with the aim of not losing any importartt information. It recombines 
genetic material of two parent chromosomes to pr~duce off-spring for the next 
generation. The cross-over operation is a 3-step process. 
1. Pairs of chromosomes are chosen from the mating pool. 
2. In this step whether these chromosomes should go crossover or not is 
determined by generating a random number and comparing that number 
with the crossover probabIlity 
3. Interchange between mating pairs is completed. 
iii 
APPENDIX B: Background on Hidden Markov Models 
The Building Blocks of HMM 
Any HMM can be characterised by the following five building blocks. 
1. Number of states in the model: Although the states are Indden they usually have a practical 
meaning corresponding to the nature of the phenomena. Therefore selection of number of 
statements is very important. The number of states is denoted by 'N' and the states 
byS = {S"S2,,,,,SN}' 
2. Number of distinct observation symbols per state, denoted by 'M', corresponding to a 
discrete alphabet size. The alphabet can be represented byV = {VI' V2 , .. ·, vu} . 
3. The state transition probability distribution A = {alj}' The transition probability can take the 
value zero for some models. 
4. The observation symbol probability distribution in state j (emission matrix) 
b/k) = P[vk@t/q, = S), 1 S; j S; N, 1 S; k S; M 
5. The initial state distribution has to be defined. 
1!' = {1!'/} 
1!'/ = P[ql = Sf]' 1 S; j S; N 
The HMM Algorithm 
Given the appropriate values for M, N, A, B and 1!' = {1!',} , HMM can generate an observation 
sequence using the below procedure: 
1. Choose an initial state according to initial state distnbution probabilities. 
2. Set t=1, t being particular time in the sequence. 
3. Choose 'Observation= Symbol' according to emission probability matrix B. 
4. Transit to a new state according to A, transition probability matrix. 
5. Set t=t+1 and return to step 3 Ift<T otherwise terminate. 
Three Main Problems of HMM 
Given the form ofHMM three basic problems must be solved for the model to be useful in 
real-world applications. 
Problem 1 (Evaluation): 
Given the observation sequence 0= 0102 ... 0Tand a modelA = (A,B,n'), this problem deals 
with the efficient calculation ofprobabliity of observation sequence from that particular 
model. 
Problem 2: 
Given the observation sequence and the model, this problem tries to choose a state sequence 
, 
which is optimal in some sense. 
Problem 3: 
It deals with the estimation problem of the model parameters A, B and;r = {1f,} . 
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