Abstract. We study the action of operators on tent spaces such as maximal operators, Calderón-Zygmund operators, Riesz potentials. We also consider singular non-integral operators. We obtain boundedness as an application of extrapolation methods in the Banach range. In the non Banach range, boundedness results for Calderón-Zygmund operators follows by using an appropriate atomic theory. We end with some consequences on amalgalm spaces.
Introduction
For a measurable function F : R n+1 + := R n × (0, ∞) → C and 0 < r < ∞, let |F(y, t)| r dy dt t n+1 1 r , x ∈ R n .
Consider the tent space T q r , 0 < q, r < ∞, defined as the space of all measurable functions F such that A r (F) ∈ L q (R n ). We also define the weak tent space wT q r as the space of all measurable functions F such that A r (F) ∈ L q,∞ (R n ).
These spaces play an important role in harmonic analysis as evidenced in [14] , starting from the use of Lusin area functional on harmonic functions. They are heavily used in the recent theory of Hardy spaces associated with operators ( [28] , [29] ). They also appear if one wants to study maximal regularity operators arising from some linear or nonlinear partial differential equations ( [33] , [8] ). In particular, one wants to understand how some (sub)linear operators act on them. More precisely the following two types of operators appear. First,
T (F)(x, t) := T t (F(·, t))(x),
where T t acts on functions on R n . Second,
T (F)(x, t) :=
∞ 0
T t,s (F(·, s))(x) ds s
where T t,s acts on functions on R n . For the second type, we refer to [7] , [31] , [8] . Positive results on T q 2 all rely on the use of L 2 off-diagonal estimates (or improved L min(q,2) − L max(q,2) off diagonal estimates) and change of angle in the tent space norms.
For the first type, there is a simple sufficient condition that also depends on the change of angle. Let us assume that T t acts on L 2 functions with compact support and with some γ ≥ 0, provided f is supported in C j (B(x, t)) where C j (B(x, t)) = B(x, 4t) if j = 1 and C j (B(x, t)) = B(x, 2 j+1 t) \ B(x, 2 j t) when j ≥ 2. Then
where A
2 is defined as A 2 with B(x, t) replaced by B(x, αt) in (1.1). Using the well known change of angle inequality
we can conclude for the T q 2 boundedness of T if γ > n max(1/2, 1/q). Note in particular that if γ ≤ n/2, this argument gives no boundedness, even for q = 2. Often, the operators T t are assumed to be uniformly bounded on L 2 (R n ), which gives T 2 2 boundedness of T , whatever γ. Still, a condition γ > 0 does not seem to guarantee boundedness on T q 2 for a range of q about 2 in general. Thus, there is no available general criterion when γ ≤ n/2.
If we let T t = T be independent of t and be a Calderón-Zygmund operator, then one obtains (1.2) with γ = n/2. Similarly we get γ = n/2 if we let T t = M be the centered maximal operator. As said, this argument does not apply.
On the other hand, it is well-known that if we replace A 2 by the vertical norm V 2 where
|F(x, t)| r dt t 1 r
, x ∈ R n , then for T being the maximal operator M,
is the vector-valued maximal inequality of Fefferman-Stein, valid when 1 < q, r < ∞ ( [19] ). It is thus a natural question whether V r can be replaced by A r , that is whether the maximal operator, identified with its tensor product with the identity on functions of the t variable, is bounded on T q r . A modern simple proof of (1.3) is by invoking extrapolation (see [17] ): it suffices to prove V r (M(F)) L r (w) V r (F) L r (w) for any w ∈ A r to obtain (1.3), and the latter follows from Muckenhoupt's theorem. Thus we are tempted to follow the same route and indeed, we shall prove
for any w ∈ A r using simple upper bounds and known results. We note that the functionals V r and A r do not compare on L q when q r, as shown in [4] . Hence, one cannot deduce such results directly.
For other operators, we shall also show how extrapolation allows us to conclude tent space boundedness: we will consider Calderón-Zygmund operators, Riesz potentials and fractional maximal functions, in which case, one looks for T p r to T q r boundedness for some q > p. We will also consider singular non integral operators such as the Riesz transform of elliptic operators to test applicability of our methods. In this case, it is a representation of the operator in the form ∞ 0 θ s ds s that is essential. We obtain tent space boundedness with limited range in q and r that is consistent with that of the L p theory.
For Calderón-Zygmund operators, we shall explore what happens when q ≤ 1. At q = 1, we prove a weak-type inequality. We can also take advantage of cancellations in using atomic decompositions at the level of tent spaces. Then, atoms need to satisfy the additional condition R n A(x, t) dx = 0, for a.e. t > 0 and we get results for q > n n+1 . Imposing more vanishing moments against polynomials allows to get smaller values of q as it is the case with Hardy spaces on R n .
As easy corollaries, we obtain results in amalgam spaces in Section 8.
Main results
As mentioned, if (T t ) t>0 is a family of operators on R n acting on (some) measurable functions, we let T defined by
provided the formula makes sense, that is provided F(·, t) belongs to an appropriate domain of T t . If T is a single operator and T t = T for each t > 0 then T = T ⊗ I. In that case and from now on, we use the same notation by a slight abuse. We are ready to state our main results. Precise definitions will be given later. 
Here is an interesting corollary.
Corollary 2.5. Assume (T t ) t>0 is a family of operators with
This applies to the heat semigroup e t 2 ∆ or the Poisson semigroup e −t √ −∆ . Note that, in both cases, there is enough decay. Often, the sup norm is too strong an hypothesis. Here is a weaker one, applying for example to semigroups e −t 2 L associated to elliptic operators such as the ones in Section 7.
Corollary 2.7. Assume (T t ) t>0 is a family of operators with a kind of reverse Hölder estimate
for some α > 1 and some 1 ≤ ρ < s, uniformly for all (x, t) ∈ R n+1 + . Then, for all (r, q) with ρ < r ≤ s and ρ < q < ∞,
This follows from the pointwise inequality
, and Theorem 2.1.
Weights
Since we are going to use some weight theory, let us recall definitions and some properties. We say that a function, w, is a weight if w ∈ L 1 loc and w(x) > 0 for a.e. x ∈ R n . For 1 < p < ∞ if B represents a ball in R n we say that w ∈ A p if
, for a.e. x ∈ B and for all B ⊂ R n .
We introduce also the reverse Hölder classes. For 1 < q < ∞ we say that w ∈ RH q if
And for
w(y)dy, for a.e. x ∈ B and for all B ⊂ R n .
We sum up some of the properties of these classes in the following result, see for instance [25] , [18] , or [26] . Proposition 3.1.
Hardy Littlewood maximal operator
The centered Hardy-Littlewood maximal operator is defined for locally integrable f by
For this operator we use the following pointwise inequality.
Lemma 4.1.
For all x ∈ R n , t > 0, and 1 < r < ∞, and all f locally r integrable, we have that
where M u is the uncentered maximal operator.
Proof. Fix x ∈ R n and t > 0, and split the supremum into 0 < τ ≤ t and t < τ. Then,
Now, since, for 0 < τ ≤ t and y ∈ B(x, t) it happens that B(y, τ) ⊂ B(x, 2t),
where in the last inequality we have used that M :
As for II, note that, for ξ, z ∈ R n , ξ ∈ B(z, t) ⇔ z ∈ B(ξ, t), and also that if z ∈ B(y, τ), ξ ∈ B(z, t), and τ > t, then ξ ∈ B(y, 2τ). Besides, observe that the fact that x ∈ B(y, t) and τ > t implies that x ∈ B(y, 2τ). Hence, applying Fubini's theorem,
Gathering the estimates obtained for I and II, we conclude (4.2).
4.1. Proof of Theorem 2.1, part (a). Let w be a Muckenhoupt weight. We shall prove for all w ∈ A r that for all F ∈ T r r (hence F(·, t) is locally r integrable for almost every t > 0)
From this, by [17, Theorem 3.9] , we have that, for all 1 < q < ∞, F ∈ T r r and w 0 ∈ A q ,
In particular, for w 0 ≡ 1, we have that w 0 ∈ A q for all 1 < q < ∞, then, for all F ∈ T r r , 
Proof of Theorem 2.1, part (b)
. By (4.2) and the change of angle in tent spaces, for all λ > 0, we have that
where
Then, applying the Fefferman-Stein vector-valued weak type (1, 1) inequality [19] , we control the second term in the above sum by
for some constant C > 0. Therefore, taking the supremum over all λ > 0, conclude that
Calderón-Zygmund operators
Recall that T is a Calderón-Zygmund operator of order δ ∈ (0, 1] if T is bounded on L 2 (R n ) and has a kernel representation
for almost every x not in the support of f ∈ L 2 (R n ), with the kernel, K, satisfying the standard conditions: for some δ > 0,
Classically, T extends to a bounded operator on L r (R n ) for 1 < r < ∞ (see for instance [18, Theorem 5.10] ) and the kernel representation holds also when f ∈ L r (R n ). The following lemma gives us a useful pointwise inequality for Calderón-Zygmund operators.
Lemma 5.4. Let T be a Calderón-Zygmund operator and f ∈ L r (R n ). We have, for 1 < r < ∞, and for each x ∈ R n and all t > 0,
Proof. Fix x ∈ R n and t > 0, consider the ball B(x, 2t) and
As for II, apply the fact that, for y ∈ B(x, t), {z : |x − z| > 2t} ⊂ {z : |x − z| > 2|x − y|} and (5.3). Then,
Proof of Theorem 2.2, part (a)
. As we said above we first use (5.5) to prove a weighted version of the case q = r for T . We recall that we use the same notation T for its extension to tent spaces.
We consider F ∈ T r r so that for almost every t > 0, F(·, t) ∈ L r (R n ) and all calculations make sense. For a weight w ∈ A r ∩ RH ∞ , by (5.5), Fubini, the fact that T * , M : L r (w) → L r (w) (see for instance [13] , [18 
Therefore, for all w ∈ A r ∩ RH ∞ and F ∈ T r r ,
In particular for w ≡ 1 and F as above,
where the estimate does not depend on F. This proves the case q = r. Note now that in view of (5.6), we can apply [17, Theorem 3.31] , for p − = 1 and p + = r. Then, we obtain that, for all 1 < q < r and w 0 ∈ A q ∩ RH r q ′ , and all F ∈ T r r ,
Hence, taking w 0 ≡ 1, we have in particular that w 0 ∈ A q ∩ RH r q ′ . Then, for 1 < q < r and all
We conclude by density of T r r ∩ T q r into T q r . In order to prove the boundedness for 1 < r < q < ∞, we use a duality argument. Take
By the previous argument and dualization we obtain,
where T is the adjoint of T . Also
Thus, Fubini's theorem and
Finally, taking the supremum over all G as above, such that G T q ′ r ′ ≤ 1, we conclude that, for all
. By density, this allows to extend the action of T to all F ∈ T q r . Remark that
But when q r, the argument does not allow to conclude for the convergence of this integral for arbitrary F ∈ T q r and G ∈ T q ′ r ′ . Of course, this inequality holds for the extension of T on T q r .
Proof of Theorem 2.2, part (b). Let
The first term has L 1 (R n ) norm controlled by c F T 1 r for some constant c > 0 by change of angle in tent spaces.
For the second one, one applies Fefferman-Stein vector-valued weak type (1, 1) inequality and then, the fact that the norm in L 1 (R n ) of the vertical function V r (F) is controlled by the norm in L 1 (R n ) of the conical function A r (F) (see [4] ).
For the third term, the needed weak type estimate is
It should be known but as we have not been able to locate a proof, we provide one for the reader's comfort. Once this is proved, we use again the result in [4] mentioned above.
Fix λ > 0 and consider the set
where we recall that M u represents the uncentered Hardy-Littlewood maximal operator. We have that Ω λ is open and, since V r (F) L 1 (R n ) < ∞, we conclude that |Ω λ | < ∞. Therefore, we can take a Whitney decomposition Ω λ = i∈N Q i , where Q i are dyadic and disjoint cubes such that
Hence,
Then if we set
we have that V r (F) = G+B is a Calderón-Zygmund decomposition of V r (F) at heigh λ satisfiying:
and
Then,
Applying Chebychev's inequality and the L r (R n ) boundedness of T * , we obtain
As for the estimate of II, note that
we just need to consider the second term in the previous sum. For t > 0, and x ∈ R n \ j∈N 2 √ n Q j , let us study the T * (H)(x, t) . Pick ε > 0 and consider
We distinguish three possible cases in the series. Case 1:
, we can use the mean value
It follows that
Taking the supremum over all ε > 0, we obtain,
Therefore, by Minkowski inequality
Consequently, applying Fefferman-Stein weak type (1, 1) inequality and Chebychev's inequality 
Proof of Theorem 2.2, part (c). For
Let us now introduce, for 0 < q ≤ 1 and 1 < r < ∞, a subspace of T q r that we denote by T q r . We say that A is a T q r atom if it is a T q r atom and satisfies R n A(x, t)dx = 0 for a.e. t > 0. This integral makes sense as
We define T Proof. Let A be a T q r atom such that supp(A) ⊂ B, for some ball B ⊂ R n . Defining, for 0 < η < ρ, where ρ is the radius of B,
we have that A − A η are T q r atoms, uniformly in η, thus 
. Since the t support of F is contained in some interval [a, b], we may eliminate the atoms associated to balls with radii less than a. Following the proof of Theorem 4.9 in [7] , we obtain that the decomposition converges in T r r . Thus we may write
and use the hypothesis to conclude that
. By density, we conclude the argument.
We say that function M is a T q r molecule if there exists a ball B ⊂ R n such that, for some ε > 0, and, for all j ≥ 2,
where we define 
Let us finally prove part (c) of Theorem 2.2. We follow the same scheme as in [15] and show that Calderón-Zygmund operators of order δ ∈ (0, 1] apply T We shall show that, for ε = n + δ − n q which is positive since q > n n+δ ,
For each j ≥ 2, denote by r j := 2 j r B and B j := B(x B , r j ). Besides, recall that C 1 := B 2 and
We start by proving (1). Since T is bounded in T r r , we have that
On the other hand, for j ≥ 2, because A(x, t) = 0 for t > r B , the radius of B,
Now, applying the fact that R n A(x, t) dx = 0 for a.e. t > 0, and the property (5.2) of the kernel K, we obtain that 
This shows (2). 
Proof of Theorem 2.2, part (d). Remark that if
For all j ≥ 1, define
and observe that supp α j ⊂ B j+1 × (0, r j+1 ] ⊂ B j+2 and
Besides,
where c depends on ε, r, q only. Therefore, A j := 2 jε c α j is a T q r atom, for all j ≥ 1. On the other hand, note that
Then, considering
we have that supp β j ⊂ B j+3 , and that
Besides, since, for a. e. t > 0,
This, together with the fact that
gives, for a.e. t > 0,
Hence, for all j ≥ 1,
Therefore,
where c ′ depends on ε, r, q only. Hence,
Therefore, we have shown that M = j≥1 c2 − jε A j + j≥1 c ′ 2 − jε A ′ j , which evidently shows that
Let us finally show that if T is a Calderón-Zygmund operator, then T applies T q r atoms to T q r molecules, up to a uniform constant. Note that, from the above proposition, and an adaptation of Lemma 5.9, this is enough to conclude the proof. From the part (c) of the proof, we already know that T applies T q r atoms to T q r molecules, up to a uniform constant. It remains to show R n T (A(·, t) )(x) dx = 0. Note for almost every t > 0, A(·, t) is a multiple of an atom in the Hardy space H 1 (R n ). Indeed, its support is contained in B, it is in L r (B) with r > 1 and has mean value 0. We knew that T (A(·, t) ) ∈ L 1 (R n ) since T (A) has been shown to be a T q r molecule. Thus, R n T (A(·, t) )(x) dx = 0 as T * (1) = 0.
Riesz potentials and fractional maximal functions
For 0 < α < n, consider the Riesz potential
, and the fractional maximal function
Note that
where V n is the volume of the unit ball in R n .
Consequently, it is enough to prove Theorem 2.3 for Riesz potentials. Let us start by proving the following pointwise inequality. Lemma 6.2. Let 0 < α < n, 1 < ϑ < r < ∞, and
Proof. For each x ∈ R n and t > 0, split the support of f into B(x, 5t) and R n \ B(x, 5t). Then,
On the one hand, using that I α : L ϑ (R n ) → L r (R n ) (see [37, Theorem 1, p.119] ), obtain that
On the other hand, Finally, to estimate II, we shall proceed by extrapolation. We first recall some definitions. We say that a weight w is a A τ,s weight, for 1 < τ ≤ s < ∞, if it satisfies for every B ⊂ R n that
Now, since 0 < α < n and 1 < ϑ < 
Then, since 1 < ϑ < r < ∞ and 1 < p < q < ∞ with In particular for w 0 ≡ 1, we have that w 0 ∈ A p,q . Hence,
Riesz transform
Consider a second order divergence form elliptic operator L which is defined as
and is understood in the standard weak sense as a maximal-accretive operator on L 2 (R n , dx) with domain D(L) by means of a sesquilinear form, and where A is an n × n matrix of complex and L ∞ -valued coefficients defined on R n . We assume that this matrix satisfies the following ellipticity (or "accretivity") condition: there exist 0 < λ ≤ Λ < ∞ such that
for all ξ, ζ ∈ C n and almost every x ∈ R n . We have used the notation ξ · ζ = ξ 1 ζ 1 + · · · + ξ n ζ n and therefore ξ ·ζ is the usual inner product in C n . Note that then
We recall some facts regarding the operator −L. This operator generates a C 0 -semigroup {e −tL } t>0 of contractions on L 2 (R n ) which is called the heat semigroup. As in [2] and [5] , we denote by (p − (L), p + (L)) the maximal open interval on which this semigroup {e −tL } t>0 is uniformly bounded on L p (R n ):
Moreover, we denote by (q − (L), q + (L)) the maximal open interval on which the gradient of the heat semigroup, i.e. {t∇ y e −t 2 L } t>0 , is uniformly bounded on L p (R n ):
We shall obtain a pointwise inequality for the Riesz transform taking a generalized version of two inequalities that appear in [2, Lemma 4.8 and (4.6)]. These are: 
Lemma 7.5. For every ball B, with radius r B , and q
It is in the first inequality that was used the integral representation ∇L −
for appropriate h (to replace for the kernel representation in the case of Calderón-Zygmund operators). From these two results we have the following corollary.
For every x ∈ R n and t > 0 and f ∈ L r (R n ).
where M ∈ N is arbitrarily large and
Proof. Fix x ∈ R n , t > 0 and M ∈ N arbitrarily large. We have that
where A t,M := I − (I − e −t 2 L ) M . Then, applying Lemma 7.5 for B = B(x, t) and h = f , we obtain that
As for the estimate of II, note that expanding the binomial expression, we have that
7.1. Proof of Theorem 2.4. Recall that the Riesz transform associated with this operator L, acting over a function F ∈ T r r (so that F(·, t) ∈ L r (R n ) for almost every t > 0), is defined by ∇L − 1 2 (F(·, t))(x) for almost every t > 0. Applying Corollary 7.7, we obtain, for all F ∈ T r r ,
Applying [14, Section 3, Proposition 4] or [3] , but taking r in place of 2 (the proof is the same), and taking M > . Besides, we can also take r < q 0 < q + (L) so that w ∈ RH q 0 r ′ . Using these three facts, applying Hölder's inequality for q 0 r , the L r (R n ) − L q 0 (R n ) off-diagonal estimates that the semigroup {e −t 2 L } t>0 satisfies (see [2] ), and Fubini's theorem, we have that 
Concluding remarks
We note that all the arguments using extrapolation prove much more than what we stated. For n n+1 < q < ∞ and 1 < r < ∞, one can show that the set
R n ϕ(x, t) dx = 0 for all t > 0 is dense in T q r when q ≤ 1 and in T q r when q > 1. For q ≤ 1, it suffices to do that on T q r atoms and for q > 1, we already know that the space of compactly supported smooth functions in R n+1 + is dense and those functions can be approximated in L r norm imposing the mean value condition using r > 1. So the fact that there is a common dense subspace is an indication that the space T q r is not to small.
It is clear one can push Theorem 2.2, part (c) and (d), to any Calderón-Zygmund operator on R n of order δ ≥ 1 (see [18] , [26] for definition) imposing more vanishing moments in the definition of T q r atoms when q ≤ n n+1 and more cancellation conditions on the adjoint. Similarly, we can play the same game on slice-spaces. These slice-spaces will be subspaces of the classical real Hardy spaces as one can show. We do not insist.
Consider a standard Littlewood-Paley decomposition of R n given from a pair of C ∞ 0 functions ψ,ψ with all vanishing moments and such that
on appropriate distributions f , where Q t andQ t are convolutions with ψ t andψ t respectively. We have set ψ t (x) = t −n ψ(x/t) and likewise forψ t . One can show that f ∈ H q (R n ) implies F(x, t) = Q t f (x) belongs to T belongs to H q (R n ) and the action is bounded. This is fairly easy to show using atoms and molecules. This can be done for 0 < q ≤ 1. Thus, H q (R n ) can be seen as a retract of the space T q 2 . It is also the case using T q 2 instead as shown in [14] . Nevertheless, the spaces T q 2 are preserved by the singular integrals (of convolution) while the T q 2 are not. It would be interesting to explore further these spaces (interpolation, etc) and their applications. In particular, one could recover boundedness for Calderón-Zygmund operators on tent spaces from interpolation.
