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ABSTRACT
Studies were performed on two seemingly different topics, molecular thin films on
graphite/graphene and metal induced changes in various cuts of silicon (Si) surfaces. However,
both projects share the underlying theme of self-assembly. Since nature can rely upon selfassembly at the nano-scale, all that is needed is to discover functional means to create
components for integrated circuits as well as electronic and photonic devices.
Scanning Tunneling Microscopy and Spectroscopy (STM/STS) studies were carried out to
characterize the morphology of thin porphyrin films on graphite and the effects of ZnPhthalocyanine (Zn-Pc) adsorption on the electronic properties of graphene. It was found that
the metal atom complex of porphyrin molecules can determine the morphology, intermolecular
forces and ability to create thin films on a graphite surface. Zn-Pc adsorption onto graphene
shifts the position of the Dirac point with respect to Fermi level which leads to localized p- and
n-type doping effects in the graphene substrate.
STM, STS and Low-Energy Electron Diffraction (LEED) measurements were carried out on
iridium (Ir) modified Si(111) and Si(100) surfaces. The Ir-modified Si(111) surface exhibited a
√

√

domain formation that was composed of Ir-ring clusters. LEED measurements

showed that on Ir-modified Si(100), a

structure arose after annealing at

. The

proposed model for the Ir-silicide nanowires shows that an Ir atom replaces every other Si
dimer along the Si dimer rows of Si(100)-

.

xi

CHAPTER I
INTRODUCTION
“There’s Plenty of Room at the Bottom” is the title of the lecture given by Richard
Feynman at Caltech back in 1959. In this lecture, he spoke about how it should be possible to
write the entire Encyclopedia Britannica on the head of a pin, he also alluded to the possibility
of using atomic manipulation for downscaling computer components or creating such devices
like an electric motor at the molecular scale.1 Since then, there have been multiple techniques
such as Atomic Force Microscopy and Scanning Tunneling Microscopy, to name a couple, that
have been developed to study and manipulate surfaces at the atomic scale. With the advent of
these new techniques, Richard Feynman’s predictions have been realized over the last 30 years.
In order to create atomic- or molecular-scale devices, two approaches can be employed.
One is the “top-down” approach and the other is a “bottom-up” approach. In the top-down
method, photo-lithographic techniques are used in conjunction with masks to etch substrates
and then materials are subsequently deposited. However, the limits of photo-lithography are
currently being reached since the cost to create smaller and faster components is extremely
high and specialized equipment is needed to employ shorter wavelength sources such as
extreme ultra-violet, x-rays or electrons for etching.2 The “bottom-up” method involves
growing or constructing components by the atom or molecule with atomic precision. This
method is extremely time consuming and thus not feasible for mass production yet, there exists
1

a tactic to overcome this hurdle. Self-assembly of ordered structures can be obtained by
utilizing physical interactions between atoms and/or molecules. Physical interactions include
non-directional Van der Waals forces and directional hydrogen bonds. One can also make use
of the natural morphology of surfaces to influence the formation of specific nano-structures
such as wires, quantum dots, etc.3-5
In my dissertation, I focused on the self-assembly as a possible solution to scale-down
components of integrated circuits. Below, you will find a brief introduction to each system that I
have studied.
1.1: Porphyrins and Phthalocyanines on HOPG
On the chemically inert surface of highly ordered pyrolytic graphite (HOPG), the
adsorption of molecules occurs via Van der Waals interactions which can hinder the control
over the morphology of a monolayer. Even with the directional hindrance between molecule
and substrate, large and uniform lamellae of molecules are still possible due to intermolecular
forces such as hydrogen bonding and Van der Waals.6-8 Using organic acids with long carbon
chains on HOPG, Feng Tao, et al. showed that it is possible to grow self-assembled domains of
well-ordered lamellae that span tens of nanometers. Various other molecules have been
studied and found to create novel structures on the surfaces of silicon, copper, and platinum is
in ultra-high vacuum (UHV) and at solid-liquid interfaces.9,10
Porphyrins have a delocalized conjugated π-electron system in a two-dimensional (2D)
conformation that obey Huckel's rule.11 Studies of self-assembling molecular nanostructures of
porphyrins, specifically metallo-porphyrins, have been of great interest not only due to their
2

wide range of structural properties but also for their various optical properties that make them
viable candidates for sensors, solar cells, catalysts for oxygen, and other molecular scale
electronics.12-18 Even if a porphyrin molecule has the same overall structure, the metal atom in
the center can completely change the properties of the molecule. For example, depending on
the metal atom, the porphyrin molecule will absorb only certain wavelengths of light. A
previous study has shown that π-π interactions between porphyrin molecules can dictate how
porphyrins adsorb on HOPG (flat or angled) or how they can interact with one another to form
porphyrin stacks.19 In Chapter 3, we address the following question: Is it possible to control the
morphology of porphyrin thin films by just using physical interactions? A question remains of
how these molecules might affect the substrate on which they are adsorbed and one of the
most interesting surfaces that has unique attributes to investigate is graphene.
1.2: Graphene
Due to the chemical properties of carbon, carbon based molecules show a wide variety
in their physical and chemical properties. So far, various allotropes of carbon have attracted
attention such as carbon nanotubes, “bucky-balls”, and most of all graphene. Graphene is a
true two-dimensional sheet of carbon atoms arranged on a honeycomb structure composed of
hexagons.20 Epitaxial growth of graphene on a silicon carbide surface is a promising method for
the future of graphene-based electronics. Graphene has attracted a lot of attention for its
unique properties that include the quantum Hall effect, massless Dirac fermions, long distance
spin correlation, and gate control of electron or hole transport.21-23 In 2008, hundreds of
transistors were produced on a single graphene sheet by researchers at MIT Lincoln Lab.24 In
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2009, very high frequency transistors were produced at the Hughes Research Laboratories on
monolayer of graphene epitaxially grown on silicon carbide (SiC).25
However, graphene has one major hurdle to overcome. Graphene is a gapless semimetal and therefore it is not suitable for use in electronics that function off of a band gap. To
induce a band gap in graphene, there have been studies on vacancies and substitutional
impurities to modify the electronic properties, yet there are drawbacks to this method.26 The
drawback is that they significantly alter the mobility of charge carriers and the defect or
impurity will act as a scattering source, effectively destroying the unique physical properties of
graphene.27,28 In order to avoid this problem, physisorption of molecules on the surface can
induce charge transfer between the molecule and graphene. This functionalizes graphene by
opening up a gap in the band structure as well as creating electron-rich or electron-poor
regions in the graphene layer. Sun et al. performed first-principle calculations and
photoemission spectroscopy to investigate the impact of strong acceptor and donor molecules
adsorbed on a graphene surface and showed that graphene could be effectively p-doped or ndoped near the adsorbed molecules.29
Considering the importance of graphene as well as molecules like porphyrins and
phthalocyanines, we wanted to bring them together and investigate effects of physisorption on
graphene. In this dissertation, the effects of physisorbing of Zn-Phthalocyanine (Zn-Pc) onto
graphene epitaxially grown on SiC were investigated with scanning tunneling microscopy (STM)
and scanning tunneling spectroscopy (STS).

4

1.3: Iridium-Silicon Surfaces
Ir-silicides have the lowest (highest) Schottky barrier for holes (electrons). This makes
them ideal for metal oxide semiconductor devices (e.g. MOSFET’s) and infrared detection
technology.30,31 They are even more attractive than Pt-silicide which is commonly employed in
large focal plane arrays for the detection of infrared wavelengths

.32 The reason why

Ir-silicides are more attractive than Pt-silicide for use in infrared detectors is due to the inherent
cut-off wavelengths for photoemission. The Schottky barrier height between Pt and p-doped
Si(001) is about

.33 This corresponds to a cut-off wavelength of

. However, this

cut-off wavelength needs to be extended in order to increase the sensitivity for longer
wavelengths. Ir-silicide and p-doped silicon exhibits the lowest Schottky barrier of about
and has a cut-off wavelength of

.34 Due to these technological applications, there

were extensive studies that focused on bulk properties of Ir-silicides epitaxially grown on
Si(001) and Si(111).35-39
We are particularly interested in physical and electronic properties of metalsemiconductor systems due to their technological importance and the novel physical properties
they exhibit. For example, it has been shown that alloying flat and/or vicinal silicon (Si) and
germanium (Ge) substrates with various metals produces one-dimensional structures on the
surface.40-44 These one-dimensional structures, usually called nanowires, can be made up of any
elements ranging to bismuth, transition metals and other rare-earth metals.45-50 Among the
possible nanowire systems, the nanowires made from gold and platinum hold a unique place.
Their main advantage is that these 5d metals are resistant to oxidation which makes them

5

better candidates for device applications in ambient conditions. As you will see in the coming
chapters, we successfully made Ir-Si nanowires on Si(001) and we also explored the morphology
of Ir modified Si(111) surface. This surface is particularly interesting since instead of nanowires,
the surface consists of Ir ring clusters similar to previously observed cobalt and nickel ring
clusters on Si(111). Although there is extensive literature for almost all metal/silicon systems
with various motivations, techniques and conclusions, it seems that the early stages of Ir
growth on Si(111) and Si(001) surfaces have not been studied in detail.

6

CHAPTER II
MEASUREMENT METHODS
The experiments in this dissertation have been carried out on two different scanning
tunneling microscopes (STMs). Solid-Liquid interface experiments were done with a Nanosurf
EasyScan 2: STM under ambient conditions. Experiments carried out under Ultra-High Vacuum
(UHV) conditions were performed with an Omicron variable temperature STM. Auger Electron
Spectroscopy (AES) and low-energy electron diffraction (LEED) measurements were also
performed under UHV conditions. This chapter is an overview of the physical principles behind
the STM, LEED and AES systems and technical information for the experimental set-up.
2.1: UHV System and Components
The ultra-high vacuum system is custom built with one rough pump, one turbo pump
and two ion pumps (with one ion pump containing a titanium sublimation system). To reach the
standard operating pressure of

, the system is initially baked at

C for 24

hours and allowed to pump down with the ion pumps for another 24 hour period. The UHV
system houses three main measurement apparatuses, the STM, LEED and a Cylindrical Mirror
Analyzer (CMA) for AES. A detailed picture is shown in Figure 2.1a and the LEED/Auger setup is
shown in Figure 2.1b.

7

Figure 2. 1 (a) UHV system setup with a sample preparation chamber on left side and STM
exclusively on the right side. (b) LEED screen and Auger CMA setup,
with respect to one
another.
2.2: STM Theory
The basis of STM relies upon the quantum mechanical wave nature of electrons and
their probability of tunneling across potential barriers. The potential barrier under UHV
conditions is the vacuum gap in between the STM tip and the sample. However, for solid-liquid
interface studies, the barrier is the solvent. A schematic of tip and sample electron tunneling in
one-dimension is shown in Figure 2.2. When a voltage is applied to the tip/sample gap then
contributions from both the work function difference and the applied voltage allow a range of
energy for tunneling to occur (gray region in Figure 2.2c). Above the energy range, there are no
electrons to contribute to tunneling and below the energy range there are no empty states for
tunneling electrons to tunnel into.

8

Figure 2. 2 One-dimensional representation of potential barriers. (a) Non-interacting system
with energy EVAC. (b) Tip and sample in equilibrium with common Fermi energies and the
difference between work functions is depicted as an electric field in the gap. (c) An applied
voltage promotes tunneling between tip and sample where the energies in the gray area can
contribute to tunneling.
In order to calculate the tunneling between tip and sample, one needs to accurately
determine the transmission coefficients across the potential barrier by knowing the work
functions for the tip and the sample. However, this can become intractable as models cannot
deal with complicated tip and sample structures. One way is to consider the tunneling current
in first-order perturbation theory because the coupling between tip and sample can be treated
as a weak interaction. In first-order perturbation theory the tunneling currents can be written
as:

∑[

(

Where in Eqn. 1,

)]|

|

is the Fermi function, eV is the applied gap voltage,

tunneling matrix elements between states
energies

and

(surface) and

is the

(tip) with their respective

. Since most samples and tips used for STM are at room temperature or

lower, the tunneling current equation can be further simplified by considering low temperature
and low voltage limits. At low temperatures, the Fermi functions can be regarded as step
functions near the Fermi energy since nearly all the states that contribute to tunneling are near
the Fermi level. Next, for low voltage, the term in Eqn. 1 in square brackets can be further
9

simplified to a delta function and energies near

only need to be considered for both the tip

and surface which gives the simplified form in Eqn. 2.

∑|

|

Bardeen and Chen used approximations such as an s-orbital wave-function for the tip to
show that at low voltages the tunneling matrix

can have a continuum limit that relates the

measured current to basically the density of states of the tip and the surface.51,52 For the
continuum limit consideration, another approach to calculate the tunneling current is to assign
a density of states to both the tip and the sample, keeping in mind that the density of states of
the surface depends on the position and their associated energies. Summing continuously over
all contributing energies to tunneling, where
tunneling factor with the work functions

denotes the density of states,

denotes the

of the surface and tip yields Eqn. 3.

∫

√

(

)

∫

As shown above, the first term in the derivative of the tunneling current is proportional
to the surface density of states. However, the tunneling rate term and its derivative
⁄

and

are exponential functions and they can limit the resolution of the spectrum. In

order to overcome this problem, Feenstra et al. suggested normalizing the derivative by
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dividing it by the total conductance (Eqn. 5 and 6).53 This is now a standard method of analyzing
electronic properties of the surface and it is called the Local Density of States (LDOS). The LDOS
curves can be derived from current vs. voltage curves (I-V curves), calculating the derivative
numerically and normalizing or using a lock-in amplifier to physically measure the

⁄

vs.

voltage curve.
⁄
|⁄ |

| |

Normalizing Eqn. 4 yields the LDOS,

∫
∫

The lock-in amplifier can be used to physically measure derivatives of the tunneling
signal. To do this, a sine-wave with a reference frequency (in our case, supplied by the trigger of
a function generator) is added to the input voltage
signal has a small voltage

of the STM control unit. The added AC

with respect to the applied DC voltage from the STM and therefore

the modulated tunneling current can be expanded as a Taylor series, see Eqn 7.

(

)

(

)

Using the trigonometric double-angle formula, Eqn. 7 can be expanded further:
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(

(

)

(

)

)

Then, the modulated response signal is received from the STM measurement. In order to get
the first derivative, the signal is multiplied by a sine-wave at the reference frequency

with a

phase separation so that only the first harmonic of the response signal is non-zero. Thus, the
amplitude of the first harmonic is proportional to the first derivative of the tunneling current.
By multiplying at higher multiples

of the reference frequency, one may get

higher order derivatives but those are for other physical values (not discussed here).
It is all well and good that one can get the spectroscopy of a surface but incorporating
the STS function while taking and STM image, now that’s truly useful and necessary to gain
insight to surface states. A simultaneous STM and STS measurement allows one to determine
spatial differences in the spectroscopies so not only will the energies be known but also the
spatial location of states on a surface. This can be extremely useful to see the effects of
deposited atoms or molecules onto substrates and their localized effects on the states.
2.3: Low Energy Electron Diffraction
Low energy electron diffraction (LEED) makes use of elastically scattered electrons and
the wave nature of electrons to produce a diffraction pattern which allows one to probe the
lattice structure(s) of a surface. The surface sensitivity arises from the low energy of the
incident electrons and their large cross section for inelastic scattering which only allows the
12

incident electron to penetrate to a depth of about 1nm (about 3-4 atomic layers). The source
for inelastically scattered electrons is primarily from interactions with collective excitations
such as plasmons and phonons.
In LEED, low energy electrons are accelerated towards a surface by an electron gun and
the elastically backscattered electrons are observed with a phosphorescent screen. A schematic
of the LEED instrument is shown in Figure 2.3a. A tungsten filament is heated by direct current
generating free electrons at the kink of the filament. A voltage is applied to the compartment
(electron gun) which houses the tungsten filament (not shown) which creates an essentially
mono-energetic, collimated electron beam that strikes the sample. In order to collect the
elastically backscattered electrons, a series of grids are employed to remove the inelastically
scattered electrons from reaching the phosphorescent screen. The positions of the LEED spots
on the phosphor screen are a function of both electron energy and the surface crystal
structure.
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Figure 2. 3 (a) Schematic of LEED setup with sample. (b) Ewald construction of surface
scattering where diffraction pattern is the rods vertical to the surface.
To obtain a diffraction pattern, the Laue condition (Eqn. 9) must be satisfied for wave
vectors parallel to the surface, where the reciprocal lattice vector ⃑ must be equal to the
difference of the incoming wave vector ⃑⃑

and the diffracted wave vector ⃑⃑ . The Ewald

construction for surface scattering is depicted in Figure 2b, where the vertical lines denote the
diffracted pattern that can be observed on the phosphorescent screen. The ovals denote larger
intensities of the diffraction pattern if the Laue condition for the perpendicular component of
the scattering vector is approximately met.
⃑

⃑⃑

⃑⃑

2.4: Auger Electron Spectroscopy
Auger electron spectroscopy (AES) is one of the most reliable means to study chemical
data of surfaces. AES relies on the Auger-process which can be described in three steps. First,
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an incoming electron creates an excitation in an atom which can ionize the atom by causing
emission of one of the core level electrons, leaving a hole. Since this excited state is
energetically unfavorable, one of the outer shell electrons will then decay to the empty core
state by emitting energy. This emitted energy will in turn be absorbed by another outer shell
electron which will subsequently be emitted from the atom with a specific kinetic energy that is
characteristic of the transitions that took place in that atom. The most common transitions are
KLL and LMM but there are others as well such as those that include the valence electrons
denoted LMV, LVV, etc. The characteristic kinetic energy of the Auger-electron can be
approximated by Eqn. 10 where

is the core electron’s energy,

the outer shell electron that decayed, and

is the energy level of

is the energy level of the emitted Auger-electron.

The emitted Auger-electrons are then analyzed with a double pass cylindrical mirror
analyzer (CMA) which is depicted in Figure 4. In the case of the CMA2000, the inner cylinder is
held at ground potential while the applied voltage on the outer cylinder is scanned for various
pass energies. The electrons that pass enter an electron multiplier to amplify the signal. Signal
detection is also facilitated by modulating the outer cylinder voltage at 2.5 kHz and detecting
the 5 kHz component by means of a lock-in amplifier. The resulting spectrum is the firstderivative

⁄

of the electron energy distribution curve

. In this first-derivative, the

intensity ratio of each peak correlates to the ratio of elements on the surface and along with
STM measurements an accurate surface coverage can be calculated.

15

The signal intensity of a substrate (S) covered by a fraction

of a monolayer of an

adsorbate (A) can be written as:

(

)

And the signal from the over layer can be respectively written as:

[

](

)

Figure 2. 4 Schematic of AES setup with sample set at a grazing angle with respect to incident
electrons.
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Where,
-and

and
and

are the intensities of the signal from the adsorbate and substrate, respectively
are the intensities that would be measured from pure substances of the

adsorbate and substrate. Also in Eqn. 12,

and

are back-scattering terms,

mean free path of electrons at the respective energies
with respect to the surface normal, and

and

,

is the elastic

is the angle of emission

denotes the atomic size of the adsorbate. However,

it does not make much sense to measure these intensities since the comparison between the
pure and mixed states for the intensities cannot be measured at the same time and other
factors like sample roughness come into play, therefore only ratios can truly be considered.
Thus, from Eqn. 9 and Eqn. 10, the fractional monolayer coverage ratio is given by:

(

)
(

[
)

]

⁄
⁄

Eqn. 13 is the equation that is used to calculate surface coverage ratios and was employed to
calculate the coverage of iridium on silicon surfaces in Chapter 5 and 6 of this dissertation.
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CHAPTER III
PHYSISORPTION OF MOLECULES ON HOPG
Porphyrins and phthalocyanines have a nearly square core conformation and they have
a delocalized π-electron system. Metal porphyrins are the focus of extensive studies as they
have unique properties that make them valuable for device applications in areas such as lightemitting diodes, organic displays, and thin film transistors.54,55 In addition to this, metal
porphyrins constitute the active centers of biologically important molecules such as heme and
chlorophyll.56,57 There are extensive studies of thin films of these molecules in ultra-high
vacuum and at solid-liquid interfaces.58-60 The feasibility of these technological applications
partly depends on the quality and properties of the thin films of these molecules. In order to
contrive building novel molecular structures of porphyrins, one can employ physical
interactions between adsorbed molecules as wells as between the molecules and substrate.
These physical interactions include non-directional van der Waals forces and directional
hydrogen bonds. On a chemically inert surface such as highly-ordered pyrolytic graphite
(HOPG), the adsorption of molecules occurs via van der Waals interactions which hiders the
control over the morphology of the thin film. Even though the molecule-substrate interaction is
non-directional, it is still possible to compile large and uniform lamellae of molecules with the
help of directional intermolecular forces, such as hydrogen bonding.61,62

18

Formation of porphyrin chains has been reported before.63-65 However, these porphyrin
chains form with the aid of long carbon tails that are attached to the porphyrin core itself via
chemical bonds. In this chapter, we want to illustrate an alternative technique that employs
only physical interactions between porphyrin molecules and long chain acids to control and
build novel porphyrin structures and to explicitly show how different central-atom complexes in
the same porphyrin core can influence the formation of novel structures such as a uniform
lamellae and molecular chains.
3.1: 5-OIA Assisted Growth of Metal-TCPP Domains on HOPG
We chose two similar molecules, Copper(II) meso-tetra (4-carboxyphenyl) porphyrin
(Cu-TCPP) and Iron(III) meso-tetra (4-carboxyphenyl) porphyrin Chloride (Fe-TCPP), diagrams
shown in Figure 3.1.66,67 As their names suggest, the only difference between these two
molecules is the central metal complex where Cu-TCPP has only a Cu atom and Fe-TCPP has an
iron-chloride complex (See Figure 3.1). The central metal atom significantly changes the
morphology of thin films of porphyrin molecules which has been shown before in a sequence
of studies on platinum, nickel and vanadium-oxide octaethyl-porphyrin molecules adsorbed on
bare and 5-OIA modified HOPG surfaces. 68,69
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Figure 3. 1 Schematics of Fe-TCPP, Cu-TCPP, and 5-OIA molecules.
Another reason to choose these specific molecules was to employ intermolecular
hydrogen bonding from their carboxyl (COOH) groups. The carboxyl groups are attached to the
porphyrin core through phenyl rings (See Figure 3.1). The existing carboxyl groups in the TCPP
molecules makes them ideal molecules to study 2-D networks of hydrogen bonded porphyrins.
Studies on various derivatives of the TCPP molecules showed that the phenyl rings of TCPP do
not lay parallel to the surface. This geometry of phenyl groups weakens the van der Waals
interactions between the molecules and the HOPG surface. This makes them highly mobile on
the surface and prevents them from forming stable thin films. 70 One method to solve this
problem is to use a binary solution. A binary solution has both the target molecules and a
secondary molecule which readily forms a stable layer on the surface. 71,72 Typically, the
secondary molecules are long chain acids which form 2-D domains with the help of van der
Waals interactions and hydrogen bonding. 2-D domains of these acids are ideal to cover up the
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otherwise featureless morphology of HOPG surface and pin down the target molecules. In this
project we chose, 5-(Octadecyloxy) Isophthalic Acid (5-OIA) as a secondary molecule.
3.2: Experimental
Cu-TCPP and Fe-TCPP were both purchased from Frontier Scientific. 1-Phenyloctane
(98%) and 5-OIA (98%) were purchased from Aldrich. 1-Phenyloctane was used as a solvent.
Both Cu-TCPP, Fe-TCPP and 5-OIA were used without further purification. STM tips were
mechanically cut from Pt-Ir (0.8-0.2 alloy)

diam. wire purchased from Nanoscience

Instruments. HOPG substrates were purchased from Nanoscience Instruments and
mechanically cleaved using scotch tape. Experiments were performed at the solid-liquid
interface and under ambient conditions using a NanoSurf® EasyScan2 STM. Cu-TCPP and FeTCPP molecules don’t dissolve very well in 1-phenyloctane

however the

secondary 5-OIA molecule dissolves very well. In this study, only saturated solutions of TCPP
and 5-OIA molecules were used.
3.3: Results & Discussion
5-OIA is a special di-acid in the sense that two carboxylic acid groups bonded at the 3and 5-position of its phenyl ring head group. Since there are two opportunities for hydrogen
bonding at one end of the molecular chain, 5-OIA molecules form interesting supramolecular
structures on HOPG. A saturated solution of 5-OIA molecules covers majority of the surface
almost instantly. Two adjacent 5-OIA molecules in a domain assemble with opposite faces in
order to maximize the van der Waals interactions and Lei et al. showed that the head groups
form three O–H–O bonds and forms rows that are visible in Figure 3.2a.
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Figure 3. 2 (a)
STM image of 5-OIA on HOPG,
.
(b)
STM image of two Cu-TCPP molecules (two white blobs) adsorbed on 5OIA modified HOPG surface,
.
The typical surface coverage of Cu-TCPP molecules is less than 3%. However, this
seemingly disadvantageous situation was used in favor of observing individual porphyrins, and
porphyrin chains. Figure 3.2b shows an STM image of two individual (white blobs) Cu-TCPP
molecules adsorbed on 5-OIA covered HOPG surface. 5-OIA molecules create diffusion barriers
high enough to stabilize individual Cu-TCPP molecules. We believe that the interaction between
5-OIA and Cu-TCPP molecules is through the carboxyl groups of these molecules. Similar
interlayer interactions between the hydrogen bonds of each layer were observed on various
cases.73-75 Although, single Cu-TCPP molecules were immobile enough to be imaged, they still
have some degrees of freedom which prevented getting better resolution images of these
molecules.
Cu-TCPP chains are the most common form of structures observed on the surface and
an example of a porphyrin chain is in Figure 3.3a. The length of the chains can easily reach up to
22

hundreds of nanometers. The distance between individual Cu-TCPP molecules along the chain
range from

to

, showing that Cu-TCPP molecules can be separated further than

the length of a typical hydrogen bond. In addition to this, usually, Cu-TCPP chains follow the
boundaries between 5-OIA domains. However, in the absence of a domain boundary Cu-TCPP
molecules follow the phenyl groups of 5-OIA molecules. These common trends for chains on
the head-groups of 5-OIA suggests that the interaction between carboxyl groups of 5-OIA layer
and Cu-TCPP molecule plays a significant role in the formation and the stabilization of Cu-TCPP.
A computational study which takes into account on various adsorption sites and geometries is
required to obtain a better model for the chain.

Figure 3. 3 (a)
. (b)
next to a step edge (denoted by SE),

STM image of Cu-TCPP chain over 5-OIA head groups,
STM image of Cu-TCPP 2-D patch building
.

Cu-TCPP molecules adsorbed on 5-OIA layer can also form a rectangular lattice (see
̂ and

Figure 3.3b) with unit cell vectors of

̂. However, a

patch was only observed along a step edge (denoted SE in Figure 3.3b). A former study by Lei,
23

et al. on 5,10,15,20-tetrakis (4-carboxylphenyl)-21H,23H porphyrin (H-TCPP) adsorbed on bare
HOPG surface with the help of stearic acid showed that the H-TCPP molecules form a square
lattice and the unit cell vectors are about

. Absence of any relation between the

absorbed Cu-TCPP molecules and the underlying 5-OIA layer indicates that the driving force to
form these 2-D domains are the intralayer interactions between Cu-TCPP rather than inter-layer
interactions between Cu-TCPP and 5-OIA molecules.
We have repeated the aforementioned experiments by using Fe-TCPP and 5-OIA
solutions hoping that a different central metal complex would lead to a change in the
interaction between the porphyrin and 5-OIA molecules and lead to the formation of porphyrin
chains. Figure 3.4a shows that, once deposited onto HOPG surface, the solution leads to the
formation of three different domains i.e. 5-OIA domain, Fe-TCPP/5-OIA chains and an oblique
domain that co-exist on the surface. The size of the unit cell vectors measured on Fe-TCPP
molecular chains are
lattice vectors is
chains is about

̂

̂ and the angle between the

. The measured

spacing between the Fe-TCPP/5-OIA

larger than the spacing between the rows of 5-OIA molecules alone.

Based on the experimental data, we proposed the following tentative model in which the
chloride ion at the center of a porphyrin molecule moves in between the head groups of 5-OIA
molecules and pins the porphyrin molecules into this new type of superlattice, see Figure 3.4b.
It is not possible to find out the orientation of the phenyl groups from the STM images.
Therefore, in order to keep the model perceptible we ignore the rotational freedom of the
phenyl groups and show them lying flat on the surface. However, if we consider the rotational
freedom of phenyl groups, we can speculate about possible hydrogen bonds between Fe-TCPP
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molecules and the underlying 5-OIA layer. Unlike smaller 5-OIA domains, the domains of FeTCPP/5-OIA chains can stretch up to tens of nanometers. This also provides additional proof
that the chains of Fe-TCPP molecules are not simply formed by Fe-TCPP molecules adsorbed on
the head groups of 5-OIA molecules but instead these two molecules with rather different
geometries work together to form these molecular chains.
As we mentioned before, the chains of Fe-TCPP/5-OIA molecules are not the only
domain that exists on the surface. Figure 3.4c shows high-resolution STM images of one of
these oblique domains. The lattice vectors for the uniform oblique domain of Fe-TCPP
molecules are

̂

̂ with

. In an oblique

domain, the surface coverage becomes approximately 0.08 Fe-TCPP molecules per

. The

oblique rings that can be attributed to the carboxyphenyl groups of the Fe-TCPP molecules
(blue dots) and the underlying 5-OIA carboxyphenyl groups (green dots). A combination of
these six carboxyphenyl groups and their electronic contribution gives a rather unusual
hexagonal appearance to the Fe-TCPP molecules.
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Figure 3. 4 (a)
STM image of Fe-TCPP and 5-OIA domains,
. (b) Schematic of Fe-TCPP chains over the head groups of 5-OIA. (c)
STM image of Fe-TCPP hexagonal domain,
. (d) Schematic of
hexagonal domains, again with Fe-TCPP over the head groups of 5-OIA.
In order to provide experimental proof for the proposed models above, we came up
with the following experiment. We deposited 5-OIA molecules on freshly cleaved HOPG surface
from a saturated solution of 5-OIA dissolved in 1-phenyloctane. We confirmed the formation of
5-OIA layer with the STM. Then a small drop of Fe-TCPP solution (solvent is acetone) was placed
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on the STM tip. Once the acetone was evaporated, the tip had miniscule amount of Fe-TCPP
molecules. The STM images measured right after immersing the tip into the thin film of 5-OIA
solution (solvent is 1-phenyloctane) on HOPG showed that the surface is uniformly covered by
oblique domains. Since the surface was initially covered with 5-OIA layer, the observation of
oblique domains of Fe-TCPP molecules prove that for this particular domain Fe-TCPP molecules
simply lie down on top of 5-OIA molecules. We repeated this experiment with different tips and
freshly prepared samples but we never observed the formation of Fe-TCPP/5-OIA chains
indicating that the formation of these chains requires co-adsorption of Fe-TCPP and 5-OIA
molecules. In order to reveal 5-OIA molecules underneath the Fe-TCPP molecules, we scanned
the surface with low voltage-high current settings (specifically

and

). Under these

conditions, the tip moves closer to the surface and pushes the porphyrin molecules away. Once
we zoomed out and scanned the surface at usual tunneling settings, we observed that the
oblique domain of Fe-TCPP is partly removed and the 5-OIA layer became visible once again.
The difference in the morphology of Cu-TCPP chains and Fe-TCPP/5-OIA chains clearly
supports the basis of how important the central metal atom is to the morphology of porphyrin
thin films. Studies involving other porphyrin derivatives on various substrates with no coadsorbed molecules show that porphyrins can form close-packed hexagonal domains with
lattice spacing of about

.76,77 Such close-packed domains were also observed when

porphyrins are co-adsorbed with 5-OIA molecules. This happens only when the moleculemolecule interaction is much stronger than molecule substrate interaction.
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3.4: Conclusion
In summary, binary solutions of Cu-TCPP/5-OIA and Fe-TCPP/5-OIA were measured with
an STM at solid-liquid interface under ambient conditions. We showed that 5-OIA molecules
facilitate a means to anchor TCPP molecules on HOPG surface to form chains and other novel
structures. The formation of porphyrin chains in both cases prefer to get adsorbed on the head
groups of 5-OIA and in the case of Cu-TCPP, the chains prefer to grow along domain boundaries
of the 5-OIA layer. We think that this is because of the fact that not all the carboxyl groups of
TCPP molecules are used while forming the chain, therefore, the unused carboxyl groups, with
the ability to make hydrogen bonding, interact with the 5-OIA molecules. The question arises
on what effect molecular adsorption has on a substrate and this merits further investigation.
Hence a study on monolayer graphene is a very promising surface to focus upon.
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CHAPTER IV
PHYSISORPTION OF MOLECULES ON EPITAXIAL GRAPHENE
Graphene is a single-atomic-layer of carbon atoms in a

hexagonal bonding

configuration making it one of the strongest materials in nature. This two-dimensional allotrope
of carbon comes in a few forms such as a planar monolayer, carbon nanotubes which are
essentially graphene sheets rolled upon itself and arguably C60 (“Bucky balls”). Compared to
other nanomaterials, graphene is unique in the sense that the lateral dimensions of graphene
are up to tens or hundreds of micrometers while the thickness is only one atom and still can be
seen with a visible light microscope.78 In addition to the strength of the

hybridized bonds,

they also have delocalized -orbitals parallel to the surface. The delocalized -orbitals lead to
the zero-gap, semi-metal nature of graphene and Dirac cones/points along the K- and K’-points
of the Brillouin zone. The reason the term Dirac point is used is because a linear relationship
can be derived from the Dirac equation:
√
If there is a particle that is massless, then the first term in Eqn. 11 drops out yielding the
relationship in Eqn. 12 (Figure 4.1a). Electrons in graphene near the K-point follow the same
linear dispersion relation, therefore any electrons at this energy and momentum are considered
as massless Dirac fermions.
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Figure 4. 1 (a) Two-dimensional band structure of graphene showing the Dirac point at the Kpoint and Fermi level.

The band structure of graphene can be described fairly well by considering nearest- and
next-nearest-neighbor interactions in the tight-binding model, such as that given by Wallace in
1947.79 The other, more well-known tight-binding approximation was developed by Saito et al.,
where they made an approximation of a non-finite overlap between the basis functions and
only included nearest-neighbor interactions.80 In their work, Saito et al. showed that the
dispersion relation can be expressed as Eqn. 13 (depicted in 3-dimensions in Figure 4.1b). In
Eqn. 13,

√

̇.

and

(

(

)

(

)
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(
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Overall, it is the massless behavior of electrons in graphene that leads to the properties
of ballistic conduction along the K direction where electrons can travel over one hundred
nanometers with a very low probability of scattering. The low probability of scattering also
leads to a long-distance spin correlation which makes graphene extremely attractive for use in
spintronics. For these very reasons, graphene based electronics are very promising. However, a
band gap is needed in order to realize graphene based transistors. This is the basis for our work
on physisorbing molecules onto a graphene surface and investigating the effects of their
presence on the Dirac point.
For our experiments, it was imperative that we chose a molecule that would be able to
adsorb on the chemically inert surface of graphene via van der Waals interactions as well as a
molecule that has both donor and acceptor atoms within its structure. The donor/acceptor
atoms would provide a very strong comparison of localized effects on the surface density of
states. Hence, the molecule Zinc(II)-Phthalocyanine tetrasulfonic acid (Zn-Pc) was chosen. A
schematic of the Zn-Pc molecule is shown in Figure 4.2. The Zn complex at the core will be able
to serve as a donor site while the electronegative sulfonic acid groups on the perimeter will
serve as acceptors.
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Figure 4. 2 Schematic of Zn-Pc molecule.
4.1: Experimental
The experiments were performed in UHV using an Omicron Variable Temperature STM
and LEED to characterize the surface. Zinc(II)-Phthalocyanine tetrasulfonic acid (Zn-Pc) was
purchased from Frontier Scientific and was used as purchased. The 6H-SiC(0001) samples were
mechanically cut, washed with isopropanol, and loaded into UHV as purchased from University
Wafer. The SiC samples were then degassed at
multiple times at

C for 24 hours and then flash annealed

C while keeping the pressure

by direct

current heating. Once a clean monolayer graphene layer was confirmed with LEED and STM, ZnPc was deposited via two methods.
Due to the chemical passivity of graphene, the SiC surface that was covered with
graphene could be exposed to atmosphere briefly with no noticeable contamination (results
not shown). Once exposed to atmosphere, Zn-Pc dissolved in isopropanol was deposited onto
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the surface (method 1). Zn-Pc was dissolved to create a saturated solution. Once the solution
was deposited, the sample was immediately loaded back into high vacuum with enough time to
allow the 1-phenyloctane to evaporate (

hr) and then loaded into UHV for STM

measurements. The second deposition method was via a home-built Knudsen cell that was
used to thermally evaporate Zn-Pc onto the graphene surface. The Knudsen cell was heated to
C under high vacuum

for deposition and afterwards the sample

was loaded back into UHV for STM measurements (method 2). In all STM images, the applied
voltage is sample biased therefore a negative/positive bias represents the filled/empty states of
the surface, respectively. STM measurements were carried out at room temperature.
4.2 Results & Discussion
Graphitization of SiC is one of the most reliable fabrication techniques for graphene
growth since SiC is already a semiconducting substrate and there is no transfer process involved
for the graphene layer itself. The graphene layer forms atop a

√

√

(hereafter

referred to as √ ) reconstruction which has been previously studied.81,82 Many models for the
√

reconstruction have been proposed but it is still not absolutely known. The

√

reconstruction acts as a buffer layer between graphene and the bulk SiC crystal and the
monolayer of graphene only interacts with the √ via van der Waals interactions. A schematic
of graphene is shown in Figure 4.3a and a side-view of graphene atop the √ reconstruction is
shown in Figure 4.3b and the corresponding STM image is shown in Figure 4.3c. In the STM
image, the underlying √ surface can be seen as a bright hexagonal superstructure where the
small hexagonal structure is graphene.
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Figure 4. 3 (a) Schematic of graphene. (b) Side-view schematic showing graphene atop the √
buffer layer on a SiC substrate. (c)
STM image of graphene over ( √ )
reconstruction.
.
Figure 4.4a shows a high-resolution STM image of graphene and one can clearly see the
rings of carbon. Once the clean graphene surface was confirmed by STM measurements, Zn-Pc
molecules were subsequently deposited. Whether Zn-Pc was deposited via method 1 or
method 2, the amount of stable coverage (in monolayers (ML)) was in the average range of
to

and both methods produced identical types of molecule coverage. In
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the results below, method 1 was used to obtain Zn-Pc molecules on the surface. STM
measurements (not shown) performed directly after deposition had a very amorphous and
unstable surface configuration. The sample was subsequently heated to

under UHV

for a period of 1 minute in order to provide thermal energy for rearrangement of the Zn-Pc
molecules.
In Figure 4.4b, two Zn-Pc molecules can be seen in the lower right hand corner and
Figure 4.4c shows a higher quality image of the adsorbed Zn-Pc molecules. Line scans from
Figure 4.4c (shown to the right of 4.4c) clearly show that the Zn-Pc molecules exhibit a dip (red
arrow) in the center of the molecule and the adsorbed Zn-Pc molecule has an overall donut-like
structure. This means that the core complex with the Zn atom has very minimal contribution to
the filled states and the delocalized

-orbitals of the phthalocyanine structure are the main

contribution to the filled states. The line scans also shows that the measured height of the ZnPc molecule is

above the graphene surface as well as the diameter of the molecule is

. Since the Zn-Pc molecule is lying flat on the surface, one can infer that the

-

interactions between the molecule and the graphene surface is aiding in anchoring the
molecule on the surface. However, due to the low surface coverage of the Zn-Pc molecules, it is
easy to speculate that these molecules are extremely mobile at room temperature and may
have a low vaporization pressure under vacuum. One can further speculate that the molecules
that are stable on the surface may have adsorbed on defect sites in the graphene lattice
however ab-initio calculations are needed to investigate further.
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STS measurements were carried out with a lock-in amplifier in order to directly measure
the first derivative of the

curve and then normalized to yield LDOS curves (see Figure

4.5a). The LDOS curves measured on graphene exhibit a dip at

below the Fermi energy

which is attributed to the Dirac point and is comparable to LDOS curves reported in
literature.83,84 The LDOS results obtained show clear shifts in the Dirac point for the edge and
inner-core of the Zn-Pc molecule (see Figure 4.5b). Near the edge of the Zn-Pc molecule, the
Dirac point shifts to

below the Fermi level which correlates to a slight p-doping of the

graphene states. LDOS curves measured on the inner-core of the Zn-Pc molecule exhibit a shift
to

below the Fermi level which correlates to a n-doping of the graphene states. Similar

doping of monolayer graphene has been reported for various other molecules such as 4-aminoTEMPO by Choi et al. and PTCDA.85 In order to gain further insight to the localized doping
effects, density functional theory calculations are needed.
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Figure 4. 4 (a)
STM image of graphene over ( √ ) reconstruction
. (b)
STM image of Zn-Pc molecules on graphene
. (c)
STM image of highlighted region in (b),
and respective line scans across each of the Zn-Pc molecules.
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,
,

Figure 4. 5 (a) LDOS comparison of the graphene surface, edge of the Zn-Pc molecule, innercore of the Zn-Pc molecule. (b) Section of the same LDOS curves in (a), near the Dirac point
. Clear shifts of the Dirac point near the (edge/inner-core) of the Zn-Pc molecule are
evidence of (n-doping/p-doping), respectively.
4.3: Conclusion
STM measurements showed that Zn-Pc molecules were successfully adsorbed on
epitaxially grown graphene on SiC(0001) and they lay parallel to the surface. The surface
coverage in very small and it was very common to see only a few Zn-Pc molecules over a
region. STS measurements specifically showed shifts in the Dirac energy that can be
attributed to localized doping effects caused by the presence of the Zn-Pc molecule. A uniform
lamellae of this type of molecule would be able to alter the electronic structure of graphene
enough to realize non-substitutional doping and functionalization of graphene.
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CHAPTER V
IRIDIUM ON SILICON
Although there is extensive literature for most metal/silicon systems with various
motivations, techniques and conclusions, it seems that Iridium (Ir) growth on silicon (Si)
surfaces have not been studied with scanning tunneling microscopy/spectroscopy (STM/STS).
Until our investigations, iridium silicides have only been studied in bulk phases and little was
known of the initial growth of iridium on Si surfaces. Therefore, the work presented in this
chapter fills an essential gap in our understanding of this important transition metal–silicon
interface.
Iridium-silicides have three known crystal phases, which can be grown selectively in the
sense that each silicide phase grows in a specific temperature range and only one silicide phase
grows at a given temperature. The samples annealed below 410°C show no sign of
crystallization. If the annealing temperature is between 410°C and 660°C, then a semiamorphous and semi-conducting Ir3Si5 phase forms. The metallic IrSi phase forms when the
annealing temperature is kept between 660-720°C. Above 720°C, the IrSi phase disappears and
then if the annealing temperature reaches 1080°C, then the metallic IrSi 3 phase forms.86,87
Therefore, it is vital to know how Ir grows on various surfaces of Si starting at sub-monolayer
coverage to one or two monolayer coverage. This chapter covers our investigations of Ir on two
different cuts of silicon, Si(111) and Si(100).88,89
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5.1: Experimental-Si(111)
The Si(111) samples used in the STM experiments were cut from nominally flat
, single side-polished n-type (phosphorous doped) wafers purchased from
Goodfellow. The samples were mounted on molybdenum holders and contact of the samples to
any other metal during preparation and experiment was carefully avoided. The STM/STS studies
have been performed by using an ultra-high vacuum (UHV with a base pressure
) system equipped with an Omicron variable temperature STM and an LK
technologies RVL2000 LEED–Auger system. Before introducing Si(111) samples in to the UHV
chamber, samples were washed with isopropanol and dried under the flow of nitrogen gas.
Si(111) samples were degassed extensively and then flash-annealed at
Si(111)-

to obtain the

reconstructed surface. The sample temperature was measured with a pyrometer.

The quality of the clean Si(111) samples was confirmed both with LEED and STM prior to Ir
deposition. Ir was deposited over the clean Si(111)-

surface from a current heated Ir wire
⁄ . All the STM experiments were

(99.9%) with a standard deposition rate of

performed at room temperature. I–V curves measured at all points of the image while
measuring high resolution STM images of the surface. The measured I–V curves were then
averaged. The local density of states curves (
curves.
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| |) were calculated out of the I–V

5.2: Results and Discussion-Si(111)
Figure 5.1 shows an STM image and a LEED intensity image of the clean Si(111)surface. After confirming the quality of the sample both with STM and LEED,
(monolayer) of Ir was deposited. Due to the existence of the three known crystal phases or Irsilicides, we anticipated that there may be more different phases for various temperatures.

Figure 5. 1 (a)
STM image of Si(111). (b) LEED intensity image of same surface at
.

,

Therefore, we gradually increased the annealing temperature in a sequence up to
sequence of LEED pattern measurements showed only the
temperature range of

to

pattern of Si(111) for a

(see Figure 5.2a). A new surface reconstruction was

observed after the sample was annealed at
pattern was determined to be √

.A

as shown in Figure 5.2b. The new LEED

√

(hereafter as √

√ ) and was confirmed

using the LEEDPAT3.0 software package. The domains on the surface contained a √
superlattice that is rotated

with respect to the hexagonal unit cell (
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√

) of the

substrate. At temperatures higher than
and when the sample is annealed at

the √

√ reconstruction starts to disappear

the surface remains with

and

Figure 5. 2 LEED pattern sequence after annealing at: (a)
pattern, (b)
with √
pattern.
√
A typical large scale STM image of the √

domains.

showing only a Si

√ surface is shown in Figure 5.3a and a

closer look into the domain boundary clearly depicts the

rotation (Figure 5.3b), further

confirming the LEED pattern we observed. The clusters that make up the √

√ domain are

Ir-ring clusters, which will be discussed in detail later. Another important feature of the
√

√

domains is the existence of holes that can be seen between domains or in the

domains themselves. The size of these holes range from a few

to tens of

. Obtaining

well resolved structures in the smaller holes was not possible but larger holes show the typical
Si(111)-

structure, shown in Figure 5.3c. The height difference between the hole and the

surrounding √

√

domain is about

which shows that they are on the same

terrace (see Figure 5.3d and 5.3e).
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In order to find further correlation between
was annealed at
the ‘

. It was found that the √

and √

√ domains, the sample

√ Ir-ring clusters coexist together with

’ domains although the concentration of Ir at the surface decreases drastically,

leaving isolated Ir-ring clusters (see Figure 5.4a and 5.4b). It is also important to note that the
Ir-ring clusters exist exclusively on the ‘

’ domains and not on the

present on the surface. It can also be seen that the

domains that are

domains are primarily established at

terrace steps.
To investigate the √

√ domains further, high-resolution STM images were taken

with a dual voltage scan mode: where for each line the forward (backward) scan imaged the
filled (empty) states. This allows us to correlate filled- and empty-state images without having
to worry about drift. In both STM images (Figure 5.4c and 5.4d), the white protrusions marked
with the letter ‘X’ are the ring clusters forming on top of a fully grown √

√ domain. The

filled- and empty-states are taken over the exact same area. The empty-state image shows
three dot-like protrusions inside each cluster. A similar structure has been observed on cobaltmodified Si(111) surfaces where the structure was referred to as a ring cluster.90-92 According to
this ring cluster model (see Figure 5.4e), the transition metal atoms substitute Si atoms in the
top substrate layer. This leaves each metal atom surrounded by six Si atoms, three of which
directly bind to the transition metal atom and are called bridging adatoms and the remaining
three Si atoms are called the capping adatoms which bind to two bridging adatoms and one Si
substrate atom. Furthermore, the capping adatoms are situated slightly higher than the
bridging adatoms and the underlying Si substrate that includes the Ir atom. Therefore, we
attribute the three dot-like protrusions to the capping adatoms.
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STM image of Si(111)-√
reconstructed surface,
√
. (b)
STM image of the √
√ domain boundary,
clearly showing a rotation of
,
. (c)
STM
image of a large hole on surface with the line scan presented in (d). (e) Schematic showing Irring clusters are on same terrace as Si(111).
Figure 5. 3 (a)
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Figure 5. 4 (a)
STM image of Ir modified Si(111) surface after annealing at
,
. (b)
STM image of same surface showing
domains of Ir-silicide ring clusters,
. (c,d)
STM
images taken with dual voltage scan with (c)
and (d)
and
for both. The green circles indicate the same ring cluster and the blue dots in (d) indicate the
capping adatoms. (e) Schematic of Ir-ring cluster with blue and red dots representing the
capping and bridging adatoms, respectively.
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Ir is a 5d metal and has a larger bonding radius than the 3d metal Co. The larger atomic
radius can modify the atomic positions of a ring cluster in such a way that can make bridging
adatoms less prone to tunneling; hence they show up darker in the STM image. On the other
hand, in the filled-state STM image, the ring cluster appears as a single protrusion indicating
that the filled-states must have significant contribution from the Ir atom at the center of the
ring cluster.
Having elucidated the atomic structure of the Ir/Si(111) system by STM and LEED
measurements, we now turn to the electronic structure of the surface. Figure 5.5a shows LDOS
data obtained for the clean Si(111)-

surface. The presented LDOS curved is similar to that

in previously published results.93,94 Following the literature, the filled states located at
and

are attributed to the corner holes and rest atoms, respectively The empty states at
and

are assigned to adatoms and adatom backbonds, respectively. Futhermore,

there is the adatom state that crosses the Fermi level, making the Si(111)-

surface

metallic.
’ and √

The LDOS curves measured on the ‘

√

domains exhibit a marked

change from that of the clean Si(111) LDOS curve. In Figure 5.5b, we observe two main features
located at

below and

above the Fermi level. It is possible to used filled- and

empty-state STM images like the ones presented in Figure 5.4(c,d) to explain the origin of these
states. Working on this basis, we determined that the state located at

above the Fermi

level originates from the capping adatoms of the ring clusters and similarly, we determined that
the state

below the Fermi level carries a significant contribution from the Ir atom
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together with the Si adatoms of the ring cluster. The LDOS curve measured the ‘
shows a state located about

’ domain

below the Fermi level. In addition to that, there are multiple

states that occupy the filled states. By comparing Fiugre 5.4b and 5.4c, one can argue that the
filled state located at

below the Fermi level observed on the √

some contribution from the underlyind adatoms of the ‘

√ domain carries

’ domain. In order to gain further

knowledge of Ir-silicides and explore other possible structures, we turn to another cut of the Si
crystal, Si(100).
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Figure 5. 5 LDOS curves measured on (a) a clean Si(111)and (c) ‘
’ domain.

surface, (b) √

√ domain,

5.3: Experimental-Si(100)
The Si(100) samples used in the STM experiments were cut from nominally flat
, single side-polished n-type (phosphorous doped) wafers purchased from
Goodfellow. Sample preparation methods and UHV equipment were similar to that used on
Si(111). Si(100) samples were degassed extensively and then flash-annealed at
obtain the Si(100)-

to

reconstructed surface. The quality of the clean Si(100) samples was
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confirmed both with LEED and STM prior to Ir deposition. Ir was deposited over the clean
Si(100)-

surface from a current heated Ir wire (99.9%) with a standard deposition rate of
⁄ . All the STM experiments were performed at room temperature and Ir

coverage was measured and calibrated with the help of Auger spectroscopy.
5.4: Results and Discussion-Si(100)
Figure 5.6a shows the LEED intensity image of Si(100)-

reconstructed surface, prior

to Ir deposition. After the deposition of Ir, we followed the same annealing method as
performed on Si(111) by annealing at various temperatures to see if there would be different
phases of Ir-silicides on the surface. The LEED intensity images shown in Figures 5.6(b-e) were
measured after the sample was annealed at
The

,

,

, and

, respectively.

pattern in Figure 5.6b deteriorates after annealing at higher temperatures. Once

the sample was annealed at

, the characteristic

pattern reappeared indicating

that a clean Si(100) surface had returned. The quality of the surface was confirmed by LEED and
STM, seen in Figure 5.7(a,b). However, as one can see, the surface has a high density of vacancy
line defects (VLDs). These VLDs are attributed to the miniscule amount of Ir in the sub-surface
layers.95
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Figure 5. 6 LEED intensity images of: (a) Clean Si(100)reconstructed surface, (b) Irmodified Si(100) surface with a
pattern, (c,d,e) Surface after annealing at
,
, and
, respectively. The electron energy for all LEED images is 49 eV.
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Figure 5. 7 (a) LEED intensity image showing Si(100)returned after the Ir-modified
sample was annealed at
. The electron energy is 49eV. (b)
STM image
of the sample after the LEED image was taken,
.
Once the transition from
not bring back the

to

occurs, annealing the sample at

pattern. The permanent loss of the

does

domains is attributed

to the diffusion of Ir atoms into the build of the silicon crystal. However, it is possible that some
of the Ir atoms of the surface were evaporated back into the vacuum. In order to show that the
disappearance of the

pattern is due to Ir deficiency near the surface, we evaporated

one more monolayer of Ir over the same surface. LEED and STM measurements confirmed that
the

pattern returned. Figure 5.8(a-c) shows two STM images of the

surface.

The surface consists of relatively small, irregular-shaped Ir-silicide terraces. The most striking
feature of these terraces is that there are rows that stretch along [110] directions similar to the
dimer rows of clean Si(100).96 This suggests that the morphology of the Si(100) surface directly
influences the structure of these Ir-silicide terraces. Figure 5.8d shows two line scans measured
on boundaries that separate two Ir-silicide terraces that are aligned perpendicular (green
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arrow) and parallel (blue arrow) to one another. As the graphs show, the terraces that are
aligned perpendicular are at different heights indicating the presence of a step edge. On the
other hand, the terraces aligned parallel are separated by a regular domain wall meaning that
the terraces are at the same height.
In order to study the initial stages of growth of these Ir-silicide terraces and find the
correlation between them and the Si(100) surface, we deposited
sample was annealed at

of Ir. As before, the

. Figure 5.9a shows a LEED intensity image of the surface

measured after Ir deposition and in Figure 5.9b the line scan measured from (01) beam to the
(21) beam shows a faint

peak. In the inset of Figure 5.9b, an STM image shows that there

are Ir-silicide terrace islands amidst a wetting layer. The subsequent STM measurement, shown
in Figure 5.10a, clearly demonstrates that the Ir-silicide terraces are aligned along the [110]
direction of the silicon dimer rows. A high resolution STM image of the Si(100) wetting layer is
shown in Figure 5.10b. The Ir modified Si(100) surface is full of VLDs and Figure 5.10c shows a
line scan over one of these VLDs. The VLDs are a combination of one-dimer vacancy (1-DV) and
two-dimer vacancy (2-DV) defects.97,98 A schematic model of a VLD is presented in the inset of
Figure 5.10c. The VLDs on the Ir modified Si(100) surface prefer to form on two neighboring
dimer rows leading to ‘coupled’ VLDs. One such a structure is encircled in Figure 5.10b.
Observation of these ‘coupled’ VLDs is in line with the previously claimed short-range attractive
interaction between VLDs.99
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Figure 5. 8 (a)
STM image of the Ir modified Si surface,
. Inset is the LEED intensity image of such a surface with the electron energy of 49 eV.
(b)
STM image of the same surface,
. (c)
STM image of the same surface,
. (d) Line scans measured
over the green and blue arrows in (c). The green (blue) arrow goes over a boundary that
separates two Ir-silicide terraces rotated
.
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Figure 5. 9 (a) LEED intensity image after
of Ir deposition and annealing at
. (b)
Line scan of LEED image from (01) beam to (21) beam. The electron energy for the LEED pattern
is 49 eV. Inset is the corresponding large-scale STM image of the surface.
A high resolution, 3-D STM image of an Ir-silicide terrace is present in Figure 5.11a. The
terrace is made out what we call Ir-silicide nanowires. The lattice vector across the nanowires is
approximately
dimer rows

which is almost equal to the distance between two neighboring Si
of a clean Si(100) surface. On the other hand, the length of the lattice

vector along the nanowires is
between Si dimers

, which is about two times longer that the distance
. In addition to that, the line scans in Figure 5.11b(top) show

that the nanowires are composed of asymmetric dimers. Based on this information, we propose
a model for the Ir-silicide nanowires, shown in Figure 5.11b(middle). According to this model, Ir
atoms replace ever other Si dimer. The taller part of a dimer is attributed to the Ir atom since
large 5d orbitals of Ir atoms enable a higher tunneling rate which leads to a protrusion in the
STM image. However, ab-initio calculations are needed to determine the exact nature of this
structure.
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Figure 5. 10 (a)

STM image showing both Ir-silicide terrace and Si(100) surface,
. (b)
STM image of the Ir modified Si(100) surface,
. The longer arrows indicates both the direction of Ir-silicide nanowires
and dimer rows of Si(100). (c) Line scan over the shorter arrow presented with a model of the
Si(100) terrace.
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Figure 5. 11 (a)
3-D STM image of the Ir-silicide nanowires,
. (b) Top (bottom) shows a line scan along (across) the nanowires. A schematic model for
the Ir-silicide nanowires is presented between the line scans.
5.5 Conclusion
In conclusion, Ir-modified Si(111) and Si(100) surfaces were studied with LEED and STM
to gain insight on the initial growth of Ir-silicides and their electronic behavior. The Ir-modified
Si(111) surface exhibited a √

√

domain formation in which we proposed that these

domains consist of Ir-ring clusters. In each cluster, an Ir atom is surrounded by six silicon
adatoms. LDOS measurements on the √

√ domain showed peaks at

below and

above the Fermi level and when compared with filled- and empty-state STM images,
these states were attributed to Ir atoms together with the Si adatoms of the ring cluster and
capping adatoms, respectively.
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The Ir-modified Si(100) surface yielded the formation of Ir-silicide nanowires that form
at

. Once the sample was annealed at higher temperatures, a non-reversible transition

was observed. This transition was attributed to the diffusion of Ir atoms into the bulk of the Si
crystal. Deposition of more Ir reverses this transition and the

domain reconstructs.

The proposed model for the Ir-silicide nanowires shows that an Ir atom replaces every other Si
dimer along the Si dimer rows of Si(100)-

.

57

CHAPTER VI
CONCLUSION
The presented dissertation focuses on two seemingly different topics, molecular films
on graphene/graphite and metal induced changes in various cuts of silicon surfaces. However,
both projects share an underlying theme: self-assembly. I believe that self-assembly is the
answer for scaling down functional components in integrated circuits, increasing efficiency of
electronic and photonic devices as well as reducing costs of consumer electronics. Since nature
can rely on self-assembly, we just need to find recipes to create functional structures out of
atoms and molecules.
Experiments performed on molecular lamellae and chains on highly ordered pyrolytic
graphite in Chapter 2 served as inspiration to study the effects of molecular adsorption on the
technologically relevant surface of graphene. The main motivation behind this project was to
investigate whether it is possible to modify the electronic properties of graphene, especially
around the Dirac point, by the physical adsorption of organic molecules. Such a system, with
carefully designed organic molecules can be used in various applications such as harvesting
solar energy or electronic sensors. For this project we chose Zn(II)-Phthalocyanine tetra sulfonic
acid (Zn-Pc). STM measurements showed that a low coverage of Zn-Pc molecules were
successfully adsorbed on epitaxially grown graphene on 6H-SiC(0001). Most importantly, LDOS
measurements showed shifts in the Dirac point of graphene that correlate to localized n-doping
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effects from the core of the Zn-Pc molecule and localized p-doping effects from the sulfonic
acid groups on the edge of the molecule.
We also investigated Ir-modifed Si(111) and Si(001) surfaces. STM measurements
showed that Ir-ring clusters form on the Si(111) surface. The ring clusters contains six silicon
adatoms surrounding an Ir atom at the center. The clusters come together and form √

√

domains on the surface. The surface has a band gap and by comparing filled and empty state
STM images, we managed to assign the origins of the observed peaks in the LDOS
measurements.
On the other hand, STM images measured on Ir-modified Si(001) surface showed that
the surface hosts Ir-silicide nanowires. LEED images showed a
the deposition of Ir and subsequent annealing of the surface at

intensity pattern after
. STM images of

neighboring Ir-silicide domains as well as the wetting layer near the Ir-silicide wires suggest that
the wires form along the dimer rows of Si(100)-

. A tentative model proposed for the Ir-

silicide nanowires shows that an Ir atom replaces every other Si dimer. Our investigation on Irmodified Si(001) surface is nowhere near completion and I believe that these initial studies will
constitute a strong foundation to future work.
As it was said by Richard Feynman, “…’there is plenty of room at the bottom’ –not just
‘there is room at the bottom’.”
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