Solutal driven flow is studied for a binary solution submitted to solvent evaporation at the upper free surface. Evaporation induces an increase in the solute concentration close to the free surface and solutal gradients may induce a convective flow driven by buoyancy and/or surface tension. This problem is studied numerically, using several assumptions deduced from previous experiments on polymer solutions.
I. INTRODUCTION
Numerous natural and industrial processes are affected by evaporation of solutions, like drying of salty lakes, drying of paint films, crystal growth or distillation. Evaporation induces a decrease of both temperature and solvent concentration near the surface. Because the density and surface tension of the solution are usually temperature and concentration dependent, buoyancy forces and/or surface tension variations can destabilize the liquid layer leading to pattern formation 1, 2 . When one of the components is non-volatile, the final state of the dried product may depend strongly on the convective flow induced by the evaporation, and understanding the formation of the convective patterns is an important challenge.
The thermal problem (namely Rayleigh-Bénard or Bénard-Marangoni convection induced by temperature gradient) is also encountered during the evaporation of pure liquids and has been widely studied. In the majority of theoretical and numerical works published on evaporation problems, the transition from diffusion to convection is studied for asymptotic temporal regimes. Indeed several authors have developed linear stability analysis for a steady basic state, taking into account hydrodynamics in the liquid and in the gas 3-5 .
Margerit et al. 6 also addressed dynamics in both phases, but considered only diffusion in a gas at rest. It should be emphasized that an asymptotic regime is not always present.
For instance in configurations with adiabatic solid walls, evaporation induces a transition from an initial motionless state with uniform temperature to a final new isothermal state at a lower temperature 7 . Between these two states, the regime is time-dependent, diffusive or convective. The cooling by evaporation of a liquid layer has been investigated by Vidal and Acrivos 8 in the framework of a frozen time approach. The frozen-time assumption consists in a decoupling of the temporal growth rate of the disturbances from the characteristic time-scales of the basic solution. Other approaches that take the time dependence of the basic state explicitly into account have been developed using amplification theory 9 or a more recent linear analysis based on a non-normal approach 10 . Results have been compared to numerical simulations 11, 12 as well as experimental observations 7 . Other experiments to characterize flow structures have also been reported in the literature. Berg et al. At last numerical simulations are presented to study the competition between buoyancy and Marangoni effects in the nonlinear regime. For that purpose the two mechanisms are considered first separately, then the coupled problem is adressed.
II. MATHEMATICAL MODEL
In the following the superscript/subscript s, p, i, int indicate solvent, solute, initial and interface value, respectively. A symbol without superscript/subscript refers to the fluid solution. Vectors are indicated in boldface.
A. Assumptions
The mathematical model of solutal Rayleigh-Bénard-Marangoni convection used in this paper is based on a one-layer model (i.e. the vapor dynamic is neglected), with the following geometrical and physical assumptions :
• constant and uniform evaporative flux.
• Newtonian and incompressible fluid, with a constant mass diffusion coefficient and constant or variable viscosity
• constant density except in the buoyancy term,
• solutal convection,
• 2D rectangular geometry with a mobile but flat interface,
• local thermodynamic equilibrium at the interface.
The numerical approach presented here follows an experimental study dealing with drying of polymer solutions 7 and several of the above assumptions are inferred from typical characteristics of polymer solutions. Figure 1(a) ). During this first regime, buoyancy or surface-tension thermal-driven convection can be observed, depending on the initial thickness and viscosity. As stated in the introduction, this transient thermal regime has been previously analyzed both experimentally and theoretically 7, [10] [11] [12] , so that it will not be considered here.
The present paper focuses on the second regime (domain 2 in Figure 1 (a)), where the temperature and the evaporative flux are nearly constant. This regime results from polymer solution properties. In the framework of the one-layer model, the local solvent evaporative
where h m is the mass transfer coefficient (m/s), c g s,int and c g s,∞ are the solvent concentration in the gas phase just above the interface and far from the interface, respectively (kg/m 3 ).
The latter is zero for experiments performed in the open atmosphere with organic solvents.
Using the ideal gas law, we get:
where M S is the solvent molar mass, a s is the solvent activity, P V S0 is the saturated solvent vapor pressure, T is the temperature, ϕ s is the solvent volume fraction in the liquid phase at the interface and R is the ideal gas constant.
For polymer solutions, the activity is close to one over a large range of solvent concentration, as illustrated in Figure 1 (b) for the polyisobutylène(PIB)/toluene solution 21 . It is usually expressed by the well-known Flory-Huggins model:
where ϕ p = 1 − ϕ s is the polymer volume fraction in the solution at the interface, and χ the interaction parameter which characterizes the affinity between the solvent and the polymer (χ = 0.496 + 0.261ϕ p for PIB/toluene at 25 0 C 21 ).
In the following we assume that the temperature is constant and we neglect the variation of the activity for small polymer volume fractions: a s ≃ 1 for ϕ p,int < 0.6 (cf Figure 1(b) , a s > 0.9 in this concentration domain). Then, from equation 2, we get a known and constant evaporative flux. The relative error induced by setting a s = 1 everywhere is less than 10%
for the local variations of the evaporative flux as well as for its mean value. The boundary condition at the free surface used in this paper is then a uniform, constant and a priori known evaporative flux. The validity domain of our simulations is restricted to ϕ p,int < 0.6.
In the last stage, not considered here, the evaporative flux drops rapidly when the saturated vapor pressure of the solution becomes strongly dependent on the solvent concentration (domain 3 in Figure 1 (a)).
In the regime studied in this paper (domain 2), we consider a binary solution with a mutual diffusion coefficient D, which can be assumed constant in the concentration domain of our simulations (ϕ p,int < 0.6) 21 . The solution density is also assumed constant (constant and same partial specific volumes for the solute and the solvent), except for the buoyancy term in the Navier-Stokes equation. The following linear relations are used to express the solution density, ρ and the surface tension, σ:
where ρ 0 and σ 0 are the density and surface tension of the pure solvent, ϕ p = 1 − ϕ s is the polymer volume fraction and β and γ are positive constants.
As a first approximation the fluid is assumed Newtonian and incompressible. 
with X = log 10 (ϕ p ), (a is the unit vector in the horizontal (vertical) direction. The evaporation takes place at the upper surface. The thickness e(t) is time dependent but the free surface is assumed nondeformable. This assumption is fully justified as long as the surface tension and the gravity are large enough to balance the free surface deformation induced by the fluid flow. Close to the thresholds, and using the diffusion velocity as a reference velocity, this corresponds to the crispation number Cr ≡ (µD)/(σe) ≪ 1 and the Galileo number Ga ≡ (ge
where g is the acceleration due to gravity. For higher velocities or variable viscosity we have used an a posteriori procedure to estimate the domain of validity for the flat interface assumption (cf. section IV C).
B. Governing equations
Let us define v = ue x + we z to be the mass-averaged velocity of the solution, given by :
where c s , ω s and v s are the local solvent concentration, its mass fraction, and velocity, respectively. Subscript p applies to the solute. With the above assumptions, the velocity and the solvent volume fraction are governed by the following equations:
with ρ being the initial density, p the deviation from the initial hydrostatic pressure and
, with β the solutal expansion coefficient (from equation (4)), and ϕ pi the initial polymer volume fraction. We impose no-slip boundary conditions along the rigid bottom (z = 0) and lateral walls (x = 0 and x = L). Across these boundaries the normal mass flux is zero (non-permeable surfaces).
The upper boundary conditions at the free surface (z = e(t)) are defined in the following way. With Eq. (5), the stress equilibrium gives the boundary condition for the horizontal velocity u:
The global and solvent mass flux conservation relations at the free surface give the two other boundary conditions, for the vertical component of the velocity and the concentration. We first express these two relations in the general case of different partial specific volumes for the solute and the solvent. They are then simplified using the assumption of constant solution density.
Following Fick's law, the local flux of solvent is given by:
The solvent flux across the moving liquid/gas interface reads:
where v int = v int e z is the interface velocity.
Since the solvent is the only volatile fluid, the volumic evaporative flux is v evap = Φ ev .V s ,V s being the solvent specific volume in liquid phase. Moreover, the bottom being impermeable, the interface velocity v int is equal to −v evap . In the framework of this model the interface velocity is then constant and a priori known. The solvent mass conservation across the interface reads:
Taking into account that the polymer does not evaporate, the same analysis gives a similar equation for the polymer:
Adding Eqs. 15 and 16, with c s + c p = ρ and ω s + ω p = 1:
Neglecting the density variation as already done in the diffusion equation, we obtain
Finally Eq. (15) reads
Boundary conditions at the upper interface are then described by equations (12), (18) and (19) .
C. Dimensionless equations
To transform to dimensionless relations, coordinates x and z, the velocity v = ue x +we z , the dynamic pressure p and the time t are scaled by e i , D/e i , ρD 2 /e 2 i and e 2 i /D, respectively. The solvent volume fraction is scaled in the following way:
P e int = v evap e i /D is the non dimensional velocity of the interface and is then called in the following the Peclet number of the interface.
For the sake of clarity, no extra notation is used to highlight the new variables. The dimensionless form of Eqs. (8)- (10) is:
where Sc = µ i /ρD is the Schmidt number and Ra = gρβ ′ ∆ϕe
The dimensionless expression for the boundary conditions is:
where M a = Finally the above model is valid for t ≤ min(t lim , t lim2 ), where t lim and t lim2 are the limiting times over which the evaporative flux can be assumed constant, and the interface flat. This latter condition is discussed in details in section (IV C).
D. Numerical method
Eqs. (21)- (23) are expressed using a finite volume method on moving staggered and structured grids. An arbitrary Lagrangian Eulerian method 24 is used in order to follow the displacement of the interface versus time. We consider moving control volumes V u (x, t) and V w (x, t) for the components u and w of the velocity, and V p,φ (x, t) for the scalar variables, namely the pressure and the volume fraction. We also let δV u (x, t), δV w (x, t) and δV p,φ (x, t)
be the boundary surfaces of the corresponding control volumes, n the unit normal vector pointing outward and v mesh (x, t) the mesh velocity. The equations governing fluid flow are then:
with c = v(x, t) − v mesh (x, t). It is worth noticing that Eq. (26) reduces to
because the volume flow rate due to the moving mesh, that is δV p,φ v mesh · n dS, is exactly balanced by (∂V p,φ )/(∂t), the change rate of the control volume V p,φ .
The equations are solved sequentially, by starting with the solute Eq. and a geometric progression (with ratio 0.95) was used to allocate more nodes near the free surface. When the flow is driven by surface tension, the time step was ∆t ≃ 10 −9 . For buoyancy-driven flows we used ∆t ≤ 10 −7 . In all cases the results were verified to be relatively insensitive to any extra refinement of the grid or the time step.
III. DIFFUSIVE PROBLEM
Let us first consider the purely diffusive problem (M a = Ra = 0). Starting from a uniform solvent volume fraction ϕ si , the concentration field evolves due to solvent evaporation. With the boundary conditions and assumptions of the problem, the diffusive problem is 1D and the time-varying field φ s (z, t) satisfies the dimensionless equation:
with boundary conditions ∂φs ∂z = 0 at z = 0 and − ∂φs ∂z
There is no stationary state in this evaporation problem, since the thickness and the solvent concentration evolve all through the drying process. Figure 3 gives an illustration of the evolution of the concentration profile in the layer, with P e int = 24. For this moving boundary problem and when P e int > 1, it can be shown with scaling arguments that the penetration depth δ of the solutal perturbations evolves as √ t for t < 1/P e To characterize the occurrence of convection, a criterion based on the velocity has been used. For a given set of parameters Q = (ϕ si , P e int , M a, Ra, Sc), the convection will be considered as significant if, when the system is submitted to an initial perturbation of the concentration field, the mean flow velocity increases and reaches the diffusion velocity D/e i .
In dimensionless form, this condition can be written:
with ||v(t)|| 2 the L2 norm of the velocity v(t) and t d the diffusive/convective transition time.
The thresholds and critical times are defined in the following way. The critical Marangoni number M a c is taken to correspond, for a given initial perturbation with all other parameters frozen, to the smallest value of M a that fulfills condition (31). The critical time is taken to
Although the choice of criterion may seem somewhat arbitrary, we have checked that for several configurations the thresholds were not very sensitive to the criterion definition. For instance threshold variations were less than 10% for criteria based, either on the L2 norm of the velocity (i.e. the criterion outlined here), or on the deviation of the concentration profile from the pure diffusive case (cf 26 for more details).
B. Influence of random perturbations on convection
Since the transient problem is sensitive to initial perturbations, a preliminary study was performed on two very different configurations to analyze the influence of the initial conditions on the evolution of the velocity and concentration fields. In both cases, the viscosity was assumed to depend on the solvent concentration. The patterns of real experimental perturbations not being known a priori, small perturbations were applied randomly on the uniform concentration field φ s (t = 0) as follows:
where a is the amplitude of the perturbation and "Rand(x i )" is a random draw from a uniform distribution between −0.5 and +0.5. Other choices for the spatial structure of the initial perturbation were discussed for the thermal regime (see domain 1 of Figure 1 (a)) in previous papers 12, 27 . It has been shown that the use of a simple random perturbation, as described by Eq. (32), gives similar results to those obtained with more sophisticated methods which assumed spatial correlations for the disturbances.
Impact of random draws
In the first run, the amplitude a of the perturbation was fixed to 10 −6 . Simulations were performed with variable viscosity, for the following parameters: ϕ pi = 0.01, M a = 4950, P e int = 10, Ra = 0, Sc = 10. In this configuration, the Marangoni number was larger than the critical one, so that convection was observed.
For a set of 20 random draws, Figure 5 gives typical illustrations, on the one hand, of the evolution of the L2 norm of the velocity, and on the other hand, of the evolution of the difference between the spatial mean values of the solvent concentrations at the bottom and at the free surface, ∆φ s =< φ s (x, z = 0, t) > − < φ s (x, z = e(t)/e i , t) >.
Due to the evolution of the concentration field and of the film thickness, the velocity first increases up to a maximal value before decreasing and tending to zero again ( Fig. 5(a) ).
Convection can also be highlighted by considering the mean concentration gap between the pure diffusive reference case and the simulations (Fig. 5(b) ). As can be seen, the curves deviate from each other for 0.06 t 0.085, which roughly corresponds to ||v(t)|| 2 > 1.
Moreover, it can be seen that the velocity norm and the diffusive/convective transition time do not depend much on the specific draw used for the simulation. We then use only one draw in the following. 
Impact of the perturbation amplitude
The influence of the perturbation amplitude a (see relation (32)) was analyzed in a second run on another configuration defined by M a = 9.9 × 10 5 , Ra = 9.2 × 10 4 , Sc = 1.1 × 10 4 , P e int = 3 and ϕ pi = 0.006. The random draw is the same for all the simulations performed in this section. Figure 6 shows the evolution of the mean velocity for different amplitudes of the disturbance. It is evident that, for very short times t 5 × 10 −4 , the evolution depends on the perturbation amplitude. This corresponds to the linear regime in the sense that velocities scaled with respect to "a" are superposed. For larger times, that is in the nonlinear regime, the evolution of the velocity is qualitatively the same whatever the perturbation amplitude.
It can also be emphasized that the diffusive-convective transition time t d (see relation (31))
is not very sensitive to the initial perturbation amplitude. Indeed, the reduction of the perturbation amplitude by four orders of magnitude delays the transition time t d by about half a decade. This is the uncertainty range due to the lack of knowledge about initial perturbations.
C. Model validity
Some attention is now paid to determine the validity domain of our model, using the configuration of the previous section (M a = 9.9 × 10 5 , Ra = 9.2 × 10 4 , Sc = 1.1 × 10 4 , P e int = 3 and ϕ pi = 0.006). First, the evaporative flux was found to be constant as long as the solutal volume fraction was larger than 0.4. Results of the simulation therefore imply that the simulation time must not exceed t lim = 0.3 for this configuration. The second assumption of the model is related to the non-deformable interface. Assuming small deflections, the normal component of the normal stress
is balanced either by the Laplace pressure induced by the surface tension or by gravity 28 .
The Laplace pressure is given by the pressure jump across the interface
where We = ρD 2 /(σe i ) is the Weber number with σ being the surface tension and R the dimensionless radius of curvature. With the small slope approximation, the curvature be-
with λ and ∆h L being the dimensionless wavelength and the dimensionless interface deflection, respectively.
Thus, the deflection given by the Laplace pressure is finally expressible as:
If the normal component of the normal stress is now balanced by the fluid weight per unit surface, the resulting deflection is:
with Fr = D 2 /(e 3 i g) being the Froude number and g the acceleration due to gravity. If we assume that the interface remains flat when ∆h L and ∆h B are smaller than 1% of the current thickness e(t)/e i , the conditions (36) and (37) provide the time t lim2 . Using parameters corresponding to the experimental configuration (cf section V E) and e i = 1mm to get the Weber and Froude numbers, and estimating σ zz and λ from numerical simulations, we get t lim2 ≃ 0.15, about half t lim . Notice however that the transition time is As mentioned in section II, the problem depends on the initial concentration through Eq. 6, when the variation of the viscosity with concentration is taken into account.
In Figure 10 , thresholds and critical times are compared for an initial polymer volume fraction varying from 10 −4 to 10 −1 with Ra = 0, Sc = 10 and a = 10 −6 . At high P e int the thresholds depend strongly on the initial polymer volume fraction through the function µ(ϕ p ) (Eq. 6). Indeed the increase in viscosity is especially felt when the polymer volume fraction has significantly changed. Let us first consider the three lower initial polymer volume fractions. The critical times are very close, which corresponds to the same scaled volume fraction φ p at the onset of convection (with φ p = (ϕ p − ϕ pi )/∆ϕ = −φ s ). Indeed, for t < t c , the problem is mainly driven by diffusion and φ p is then described by Eq. 30, whatever the value of ϕ pi . The solution viscosity depends on ϕ p , with ϕ p − ϕ pi = φ p P e int ϕ pi .
For the same φ p , variations of ϕ p and then of the viscosity are larger for high P e int and ϕ pi , 
E. Simulation and experiments
In this section, we turn to a consideration of the experimental parameter plane (initial thickness -initial concentration). For the PIB/toluene drying experiment, the evaporation rate was v evap = 3 × 10 −7 m/s. The viscosity of the solution is given by relation (6) The critical thickness for different initial polymer volume fractions in the Bénard-Marangoni ("BM") and Rayleigh-Bénard ("RB") problems is presented in Figure 11 . Considering the experimental evaporation rate, P e int varies from 0.03 to 3 for thicknesses 10 µm and 1 mm respectively. For the small thicknesses, corresponding to small P e int and Bénard-Marangoni convection, the thresholds are not very sensitive to the viscosity as shown in Figure 7 (a). Consequently, the results obtained with constant or variable viscosities are similar. The effect is more important for larger thicknesses corresponding to RayleighBénard convection and for larger P e int (cf. Figure 8(a) ).
For small polymer volume fraction (ϕ pi ≤ 0.001), asymptotic behaviors can be inferred from numerical results. For this purpose, viscosity µ i can be assumed to be constant and not to depend significantly on ϕ pi . From Figure 10 (a) we notice that M a c (P e int ) grows by less than one order of magnitude whereas P e int increases by three orders of magnitude. Thus, we can consider the critical Marangoni to be roughly constant, with a value of M a c ≃ 100.
We can then deduce an estimation of the critical thickness for dilute solutions:
It is worthwhile comparing this expression with the scaling law obtained by de Gennes = v evap , which does not apply to evaporation of dilute solutions. Indeed, using boundary condition 19 in de Gennes analysis leads to Equation 38, which successfully predicts that the critical thickness goes to infinity in the limit of pure solvent.
For larger thicknesses and Rayleigh-Bénard instability, the same approach can be developed, even if the approximation Ra c ∼ cste is somewhat questionable. Using Ra c ≃ 10 3 (Figure 8(a) ), we get:
Both scalings for low solute concentrations are reported in Figure 11 . shown for instance in Figure 13 . This is related to the distance of the studied configuration to the thresholds. Indeed it is not very far from the RB threshold, so that the time of Figure 12 . Evolution of ||v|| 2 over time at the free surface ("fs", z = e(t)/e i ) and in the middle of the layer ("ml", z = e(t)/(2e i )) for BM, RB and BM+RB configurations. Parameters: M a = 2.5×10 7 , Ra = 1.5 × 10 8 , Sc = 10 3 , P e int = 24 and ϕ pi = 0.047, variable viscosity. The differences between the configurations is further illustrated by the observation of the convective structures evolution during the drying. For the two configurations with surface tension contribution (M a = 0) convection occurs at t ∼ 10 −5 , which corresponds to a penetration depth of the perturbation of about 1% and to only a small increase in the surface polymer concentration (cf Figures 3 and 4 ). The surface viscosity is then close to the initial one and small convective structures first appear near the surface. These plumes then penetrate into the bulk, improving the mixing between the solute and the solvent and the whole layer is progressively overrun, as shown in Figure 14 (and corresponding animations enhanced on line). Once again it can be seen that the additional effect of buoyancy is weak, and results mainly in the reduction of the time needed by the perturbation to reach the bottom of the layer. Indeed, as can be seen in Figure 14 , plumes have almost reached the bottom of the layer at t = 7.5 × 10 −4 (480 s) for the RBM configuration, while only about one half of the layer is concerned for the BM configuration. The differences in the structure morphologies observed at t = 1.1 × 10 −3 are not really significant as a factor of two in wavelengths can easily be obtained by changing a little the initial perturbations (see for instance 27 ).
But when surface tension is not active (M a = 0), the behavior is different. Convection occurs much later, as already seen in Figure 12 . At t = 3.5 × 10 −3 (about 37 min) the perturbation has overrun about 20% of the thickness and a strong concentration gradient, corresponding to a viscous skin, has formed at the surface (cf Figures 3 and 4) . Indeed the viscosity at the surface is 500 times larger than the one in the bulk (cf Figure 15 and corresponding animations enhanced on line). Small plumes appear under this viscous skin.
Then convective structures grow up and carry viscous fluid from the surface to the bulk and vice versa.
It is worthwhile to zoom on the upper surface to compare the evolution of the viscosity for the different configurations. For the RBM configuration, the viscosity of the surface increases slowly during the drying. For instance, at t = 0.01, i.e. about 107 min after the beginning of the drying, the maximal viscosity is about three times higher than the initial one (see spatio-temporal diagram in Figure 16(a) ). Quite the reverse can be observed for the RB configuration: at t = 0.01 the upper surface morphology is very different with strong concentration gradients. Indeed part of the surface is very viscous (viscosity about five orders of magnitude larger than its initial value, the local velocity is very small in this part of the surface), while convection has succeeded to form holes in the crust and to carry up less viscous bulk fluid in some places where the velocity is a few µm/s. Note that the evaporation rate is imposed a priori and is the same for the two configurations. In both cases the thickness has decreased of about 2mm at t = 0.01. The mean concentration in the whole layer is then the same, while the surface behavior is very different.
As a conclusion, for the polymer solution studied in this paper, Marangoni effects are clearly dominant even for rather thick layer (several millimeters). Only a strong decrease of the surface tension dependence with concentration would modify this behavior. It would be interesting, but beyond the scope of the present paper, to shift to reverse configurations when surface tension becomes a stabilizing effect and thus may compete with buoyancy.
VII. CONCLUSION
The onset of solutal convection for a transient drying problem has been studied. A model was developed taking into account the variation of the viscosity with the solute concentration and the decrease of the film thickness due to evaporation. The model assumed a constant evaporative flux and a non-deformable interface, and the validity domain of these assumptions was numerically investigated.
In order to describe the onset of convection, a criterion based on the mean velocity was defined and discussed. The impact of the amplitude of a random initial perturbation was studied and the sensitivity to initial conditions found to lead to a small transition region where the fluid flow changes from a diffusive to a convective regime. The dependence of critical parameters on the Péclet number has been estimated for the limiting cases of purely • P e int 1
If P e int < 1, the second term is always smaller than the third (δ being always ≤ 1).
The mobility of the interface can then be neglected and the problem boils down to a classical diffusion problem with an evolution of the perturbation thickness as the square root of time: δ ∼ √ t, up to δ ∼ 1.
• P e int 1
At the beginning, the diffusion (third term) is balanced by the temporal derivative (first term) and as before one obtains a classical diffusion problem with an evolution of the perturbation thickness as the square root of time. Then the second term due to the moving interface becomes dominant and the thickness saturates to a value δ max .
We get the following orders of magnitude:
t t l ⇒ δ ∼ √ t and t t l ⇒ δ ∼ 1/P e int (A6) with t l ∼ 1/P e 2 int .
