This paper considers statistical inference for additive partial linear models when the linear covariate is measured with error. To improve the accuracy of the normal approximation based confidence intervals, we develop an empirical likelihood based statistic, which is shown to be asymptotically chi-square distributed. We emphasize the finite-sample performance of the proposed method by conducting simulation experiments. The method is used to analyze the relationship between semen quality and phthalate exposure from an environment study.
INTRODUCTION
Linear models and nonparametric models are often used to explore the relationship between a response variable and its covariates. In practice, however, these models may not be valid, either because of model misspecification or because the small sample size does not allow one to use nonparametric models. Partial linear models [1] allow the response variable to depend nonlinearly on one covariate and linearly on the remaining variables. Although the partially linear models play an important role in data analysis, they may not be sufficient when more than one covariate is nonlinearly related to the response. Additive partial linear models (APLM) generalize partial linear models to allow more than one covariate to have a nonlinear relationship to the response. APLM have proved to be very useful as they combine the flexibility of additive models [2, 3] and the interpretation of linear models. One of the attractive features of the APLM is that one can derive estimators of the linear parameters, which are root-n consistent and asymptotically normal. Furthermore, in APLM the estimators of the nonparametric components have the same desirable optimal convergence rates as in the traditional nonparametric regression. Recently a variety of algorithms such as the backfitting * Corresponding author.
algorithm [4, 5] and marginal integration [6] have been proposed for the APLM and developed in the commonly used software packages, Splus/R and Matlab. This convenience makes the APLM more and more appealing in practice. See Stone [2] for a more detailed discussion on APLM.
Liang et al. [7] studied estimation of the parameters in an additive partial linear model when the linear covariate is measured with the additive error; i.e., 
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T are the linear and nonparametric components, f 1 , . . . , f D are unknown smooth functions, U is the measurement error, independent of (X, Z, Y ), and has covariance matrix Σ uu , β = (β 1 , . . . , β p ) is a vector of unknown parameters, and the model error ε has mean zero given (X, Z). The authors proposed attenuation-to-correction and SIMEX estimators of the parameter β, showed that the first resulting estimator is asymptotically normal, and pointed out that no undersmoothing is necessary as was the case for the previously published approaches for the APLM. The motivation, as pointed out by these authors, was to study the relationship between chemical exposures and semen quality, from an environmental study conducted at Massachusetts General Hospital (MGH) because nonlinear relationships between semen quality and several covariates are expected, especially for abstinence time [8] , and age. Based on the asymptotic results developed, Liang et al. [7] calculated the estimated values of the parameters and the corresponding standard errors, from which confidence intervals can be derived easily. However, we actually encountered several challenges. For instance, (i) the finite-sample performance of the proposed method may be underestimated because of the complexity of the covariance matrix and the need to plug in several estimated terms (see Theorems 1 and 2 of [7] ); (ii) the confidence region derived by this procedure is based on a normal approximation, which may not be realistic; (iii) there is a very large computation burden for the proposed SIMEX approach. The contribution of this paper is to develop a new approach to address this concern by using the empirical likelihood principle [9] , where the focus is on constructing a nonparametric likelihood for parameters of interest in a parametric or semiparametric setting, with nice properties typical for the parametric likelihood such as Wilk's Theorem. This paper is organized as follows. In Section 2, we briefly mention the correction-for-attenuation estimation procedure proposed in [7] . In Section 3, we propose the empirical likelihood based statistic and show that it has an asymptotic chi-squared distribution. Section 4 reports the results of a simulation experiment, and Section 5 presents the results applied to the same MGH semen study that was analyzed in [7] . All technical derivations are given in the Appendix.
CORRECTION-FOR-ATTENUATION ESTIMATION
For notational simplicity, we first consider D = 2 in (1). To ensure identifiability of the nonparametric functions, we assume that E{f 1 (Z 1 )} = E{f 2 (Z 2 )} = 0. Without loss of generality, we also assume that X and Y are centered.
be an iid sample of size n from model (1) . Let X = (X Under a set of assumptions similar to A1-A6 given in the Appendix A.1, the authors derived the asymptotic distribution of the proposed estimators. For Σ u,u unknown, the asymptotic variance of β n,ac is Γ
. These quantities can further be estimated by Γ X|Z = W T (I− S 12 ) 2 W/n − Σ uu and
where W i is the ith row of (I − S 12 )W, Y i is the ith element of (I − S 12 )Y, and ε i is the ith element of (I − S 12 )(Y − W β n,ac ). Also Σ uu can be estimated using external data or internal replicates [7, 10] . It is easily seen that Σ β,ac = Γ
is a consistent estimator of Σ β,ac .
INFERENCE BASED ON EMPIRICAL LIKELIHOOD
Based on the estimators of the covariance matrix or its bootstrap version, one can obtain a confidence region for β. However, its finite-sample behavior may be affected by the need to plug in several estimated terms, and the reasons we described earlier. An alternative method is to use the empirical likelihood principle, which uses the likelihood function incorporating auxiliary information such as known constraints on the parameters, adjustments for biased sampling schemes, and does not involve specifying the shape of the confidence region [11] . The most appealing features of the empirical likelihood method include avoiding estimation of the covariance of the estimators, increasing coverage accuracy because it includes auxiliary information, and convenience of implementation. See Owen [9] for a comprehensive survey on empirical likelihood, and [9, 12, 13 ] for a more detailed discussion on advantages of the empirical likelihood methods over the conventional methods. The methods have been applied in a variety of topics, for example, linear models [11, 14, 15] , general estimating equations [13] , and partially linear models [16] [17] [18] [19] [20] .
In the remainder of this section, we assume that the ε i are independent and identically distributed and independent of (W i , Z i ). We will study the empirical-likelihoodbased confidence interval for β. Let F be the distribution function which assigns probability p i at points
We now motivate and define our semiparametric empirical likelihood ratio estimator.
Recalling the estimator given in (3) and the definition of Y i , we notice that β n,ac is actually the solution of the equation:
Consequently, our empirical likelihood ratio function for β is defined as
Theorem 1. Under Assumptions A1-A6 given in the Appendix, −2 log{R n (β)} converges in distribution to a chisquared distribution with p degrees of freedom.
Based on this result, a confidence region for β can be given by {β : −2 log{R n (β)} ≤ c α }, where c α denotes the α quantile of the chi-squared distribution. When Σ uu is unknown, we need replicate data in the usual way. In the special case of m i ≡ 2, we can then replace W i by W i and Σ uu β by Σ uu β/2. The resulting statistic still has the property given in Theorem 1. A justification of this last assertion can be easily obtained by using the fact that
where W ir is analogous to W i except replacing W in (I − S 12 )W by W.
Remark 1.
Comparing to the attenuation correction method, which requires estimation of Σ ac and Γ X|Z for inference, the EL method only requires W , Y , and an unbiased estimator Σ uu if Σ uu is unknown. The implementation of the new method is a simple optimization, which can be achieved in well-developed software packages such as R/Splus or Matlab.
Remark 2.
The bandwidth h 1 and h 2 are of order n −1/5 . Thus, any bandwidths with this order give the same limiting distribution of β n,ac , and the same limiting distribution of −2 log{R n (β)}. In our implementation, we used an equal-spaced sequence of length 20 in the interval
The optimal bandwidth is selected as the minimizer of the criterion:
where
stands for the fitted value based on the data with the ith observation excluded.
A SIMULATION STUDY
To evaluate the performance of the proposed methods, we conducted a small scale simulation experiment. We generated n = 200 and n = 400 observations from model (1) with D = 2 and X, Z 1 , and Z 2 independently generated from uniform(0, 1). In our simulations, β = 4, f 1 (z 1 ) = exp(2z 1 )− 3.75 and f 2 (z 2 ) = 0.2z
We also assume that the measurement error follows W = X + U , where U ∼ normal(0, 0.2 2 ). We considered two different error structures for , (a) ε follows normal{0, σ 
. We selected bandwidth as the minimizer of the criterion:
stands for the fitted value based on the data with the ith observation excluded. We generated 500 data sets for each case. To estimate the variance of U , we generated duplicate samples of W . The results are presented in Table 1 . The lengths of the confidence intervals for the EL method were always as small or smaller than the AC method. Although the coverage probabilities for the AC method were generally somewhat larger than the EL method, the coverage probabilities for both methods were close to 95%. Overall, our simulation results suggest the EL method generally performs better than the AC method.
MGH SEMEN STUDY
We now present the results of the empirical likelihood based confidence interval as applied to the same MGH semen study that was examined in [7] . An earlier version of this dataset was also examined in [8, 21] . Our analysis uses complete data on 455 subjects, and our interest focuses on the covariate-adjusted and bias-corrected relationship between sperm concentration and monobutyl phthalate (MBP), the metabolite of di-n-butyl phthalate. In order to account for differences in urinary dilution, MBP was specific gravityadjusted, consistent with [7, 8, 21] . Both sperm concentration (millions of sperm per ml), and MBP (ng monoester per ml urine) were log-transformed to better satisfy regression assumptions.
MBP is subject to substantial measurement error, not because of the measurement process itself, but because of the very short half-life of MBP. The short half-life of MBP, which is less than a day long, means that short-term changes in di-n-butyl phthalate exposure can give rise to large temporal variations in MBP concentration. Thus a single measurement of MBP is not an accurate representation of the average exposure over a 3-month time window, which is the time interval thought to be important for sperm development. Replicate measurements on 78 subjects [22] allow us to estimate the measurement error variance. On the logarithmic scale, the sample correlation between replicate MBP measurements was only 0.101 [7] , indicating an extremely large measurement error. Liang et al. [7] argued that log(sperm concentration) may nonlinearly depend on age and BMI, but linearly depend on log(MBP) and abstinence time. Age, race, and abstinence time have been justified to be important predictors by [8, 21] . We now apply the model and method described in Section 3 to explore this data set and address the concerns mentioned in Section 1. We present results using empirical likelihood (EL), and compare them to results using attenuation correction (AC): see Table 2 . The confidence intervals for the bias-corrected log(MBP) for the EL method were noticeable shorter than for the AC. The length of the confidence intervals for the other covariates were similar for the two methods.
DISCUSSION
To simplify statistical inference for the additive partial linear model with an error-prone linear component, we developed an empirical likelihood-based approach to construct a confidence interval for the linear parameter of this model. The proposed approach is simpler than its competitor normal approximation, can easily be implemented in standard software, and computation of the estimators is efficient. The finite-sample performance of the proposed statistics shows promise.
In this article, we only studied continuous response variables. A natural extension is the generalized additive partial linear measurement error models (GAPLMeM) which takes the form
where μ(·) is a link function, and Z Z
Making statistical inference on the parameters for these GAPLMeM is extremely difficult, if not impossible, using the asymptotic properties established in the literature. However, defining an empirical likelihood ratio and developing an empirical likelihood based method for statistical inference are also not trivial and in fact may be very challenging. There are several reasons why inference for the GAPLMeM model is much more difficult than for the APLMeM model. First, the backfitting algorithm is needed in order to estimate the model parameters, and this involves iterative computations. Second, the involvement of measurement error increases the difficulties because correction for the effect of an error-prone covariates is never trivial. Lastly, implementation of the procedure into standard software may be difficult. Development of an appropriate procedure to solve these problems is an important area of future research.
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Assumption A3. E|Y |
Assumption A4. The kernel function K(·) satisfies the following conditions:
Assumption A5. The density functions of Z 1 and Z 2 are bounded away from zero and have bounded continuous second partial derivatives.
Assumption A6. The random variable
U satisfies E( U 3 ) < ∞.
A.2 Uniform rate of convergence of local regression
To finish the proof of the main result, we first derive the uniform rate of convergence of local linear regression under the mild assumptions. This result is independently interesting.
Suppose that we model data by Y = m(Z) + ε and that we have an iid sample (Z 1 , Y 1 
, where
Bernstein's Inequality [23] : Let V 1 , . . . , V n be independent random variables with zero means and bounded ranges: 
Proof. We first derive a uniform convergence rate for the local linear constant estimators, and then express the local linear regression as a function of the local constant estimators and complete the proof. This idea was used by Hansen [24] . Write
Then the local constant kernel estimators m(z, 0, h) equals g(z)/ f (z). It follows that
In the remainder of the proof of Lemma 1, we simply assume that |Y i | < τ n . Cover the interval [0, 1] by N equal-length sub-intervals,
for some δ > 0, and K * (u) still satisfies Assumption A4(i) and (ii).
Write g
then |z − z j | ≤ a n h and, for large enough M ,
It follows that
By using the Bernstein's inequality, we obtain that, for any given z,
For a large enough n, this term is less than Cn −2 . By the Borel-Cantelli inequality, we know that sup z | g(z) − E g(z)| = O p (a n ). On the other hand, it is easy to see
. Summarizing these arguments, we conclude that
and (A.1) follows. In the same way as for (A.1), we obtain that
A direct manipulation yields that
We now consider m(z, 1, h), which can be rewritten as
Using the arguments similar to the proof for (A.2), we can show that, uniformly on z,
Because f (1) (z) and g (1) (z) are bounded, we know, uniformly on z, .4) . We therefore complete the proof of Lemma 1.
We will use the following lemma, whose proof can be found in [25] . On the other hand, based on the assumptions, Theorem 1 of [7] and the strong law of large numbers, we have (A.8) max
The second term is o p (n −1/2 ) since |a
It then follows from (A.6) that
Noting n i=1 p i = 1 and using an argument similar to that for (A.9), we have that
Therefore, we have (A.10)
Consider R n (β). Using a Taylor expansion of log(1 + x) on x, we have
The remainder term Q n is bounded by a 2 max 1≤i≤n |a (1) . Using (A.9) and (A.10), we have −2 log{R n (β)} = n
Recall W i = e i (I − S 12 )W, where e i is a n × 1 vector of zero except the ith entry being 1, and S 12 = {I−(I−S
