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ABSTRACT
The method of random projections has become a standard tool for
machine learning, data mining, and search with massive data at
Web scale. The effective use of random projections requires effi-
cient coding schemes for quantizing (real-valued) projected data
into integers. In this paper, we focus on a simple 2-bit coding
scheme. In particular, we develop accurate nonlinear estimators
of data similarity based on the 2-bit strategy. This work will have
important practical applications. For example, in the task of near
neighbor search, a crucial step (often called re-ranking) is to com-
pute or estimate data similarities once a set of candidate data points
have been identified by hash table techniques. This re-ranking step
can take advantage of the proposed coding scheme and estimator.
As a related task, in this paper, we also study a simple uniform
quantization scheme for the purpose of building hash tables with
projected data. Our analysis shows that typically only a small num-
ber of bits are needed. For example, when the target similarity level
is high, 2 or 3 bits might be sufficient. When the target similarity
level is not so high, it is preferable to use only 1 or 2 bits. There-
fore, a 2-bit scheme appears to be overall a good choice for the task
of sublinear time approximate near neighbor search via hash tables.
Combining these results, we conclude that 2-bit random projections
should be recommended for approximate near neighbor search and
similarity estimation. Extensive experimental results are provided.
1. INTRODUCTION
Computing (or estimating) data similarities is a fundamental task
in numerous practical applications. The popular method of random
projections provides a potentially effective strategy for estimating
data similarities (correlation or Euclidian distance) in massive high-
dimensional datasets, in a memory-efficient manner. Approximate
near neighbor search is a typical example of those applications.
The task of near neighbor search is to identify a set of data points
which are “most similar” (in some measure of similarity) to a query
data point. Efficient algorithms for near neighbor search have nu-
merous applications in search, databases, machine learning, recom-
mender systems, computer vision, etc. Developing efficient algo-
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rithms for finding near neighbors has been an active research topic
since the early days of modern computing [12]. Near neighbor
search with extremely high-dimensional data (e.g., texts or images)
is still a challenging task and an active research problem.
In the specific setting of the World Wide Web, the use of hash-
ing and random projections for applications such as detection of
near-duplicate Web pages dates back to (e.g.,) [3, 6]. The work in
this area has naturally continued, improved, and expanded; see, for
example, [5, 15, 1, 14, 10, 18, 19, 22, 20, 24] for research papers
with newer results on the theoretical frameworks, performance, and
applications for such methods. In particular, such techniques have
moved beyond near-duplicate detection and retrieval to detection
and retrieval for more complex data types, including images and
videos. Our work continues on this path; specifically, we seek to
obtain accurate similarity scores using very small-memory random
projections, for applications where the goal is to determine similar
objects, or equivalently nearest neighbors in a well-defined space.
1.1 Data Correlation
Among many types of similarity measures, the (squared) Eu-
clidian distance (denoted by d) and the correlation (denoted by ρ)
are most commonly used. Without loss of generality, consider two
high-dimensional data vectors u, v ∈ RD. The squared Euclidean
distance and correlation are defined as follows:
d =
D∑
i=1
|ui − vi|2, ρ =
∑D
i=1 uivi√∑D
i=1 u
2
i
√∑D
i=1 v
2
i
The correlation ρ is nicely normalized between -1 and 1. For
convenience, this study will assume that the marginal l2 norms∑D
i=1 |ui|2 and
∑D
i=1 |vi|2 are known. This is a often reason-
able assumption [21], as computing the marginal l2 norms only re-
quires scanning the data once, which is anyway needed during the
data collection process. In machine learning practice, it is common
to first normalize the data before feeding the data to classification
(e.g., SVM) or clustering (e.g., K-means) algorithms. Therefore,
for convenience, throughout this paper, we assume unit l2 norms:
ρ =
D∑
i=1
uivi, where
D∑
i=1
u2i =
D∑
i=1
v2i = 1
1.2 Random Projections and Quantization
As an effective tool for dimensionality reduction, the idea of ran-
dom projections is to multiply the data, e.g., u, v ∈ RD, with a
random normal projection matrix R ∈ RD×k, to generate:
x = u×R ∈ Rk, y = v ×R ∈ Rk,
R = {rij}Di=1kj=1, rij ∼ N(0, 1) i.i.d.
This method has become popular for large-scale machine learn-
ing applications such as classification, regression, matrix factor-
ization, singular value decomposition, near neighbor search, bio-
informatics, etc. [25, 7, 2, 4, 11, 26, 8, 17, 27].
The projected data (xj = ∑Di=1 uirij , yj = ∑Di=1 virij) are
real-valued. For many applications it is however crucial to quan-
tize them into integers. The quantization step is in fact mandatary
if the projected data are used for the purpose of indexing and/or
sublinear time near neighbor search (e.g.,) in the framework of lo-
cality sensitive hashing (LSH) [16].
Another strong motivation for quantization is for reducing mem-
ory consumption. If only a few (e.g., 2) bits suffice for producing
accurate estimate of the similarity, then we do not need to store the
entire (e.g., 32 or 64 bits) real-valued projection data. This would
be a very significant cost-saving in storage as well as computation.
In this paper, we focus on 2-bit coding and estimation for mul-
tiple reasons. As analyzed in Section 4, the 2-bit coding appears
to provide an overall good scheme for building hash tables in near
neighbor search. The focus of this paper is on developing accurate
nonlinear estimators, which are typically computationally quite ex-
pensive. Fortunately, for 2-bit coding, it is still feasible to find the
numerical solution fairly easily, for example, by tabulation.
2. 2-BIT RANDOM PROJECTIONS
Given two (high-dimensional) data vectors u, v ∈ RD, we gen-
erate two projected values x and y as follows:
x =
D∑
i=1
xiri, y =
D∑
i=1
xiri, ri ∼ N(0, 1) i.i.d.
Assuming that the original data u, v are normalized to unit l2 norm,
the projected data (x, y) follow a bivariate normal distribution:[
x
y
]
∼ N
([
0
0
]
, Σ =
[
1 ρ
ρ 1
])
(1)
Note that when using random projections in practice, we will need
(e.g.,) k = 200 ∼ 2000 independent projections, depending on
applications; and we will use xj , yj , j = 1 to k, to denote them.
As the projected data (x, y) are real-valued, we will have to
quantize them either for indexing or for achieving compact stor-
age. Figure 1 pictures the 2-bit coding scheme after random pro-
jections. Basically, a random projection value x is mapped to an
integer ∈ {0, 1, 2, 3} according to a threshold w (and −w).
x
y
0
0,1
0,0 1,0
1,1 2,1
3,0
3,1
0,2 1,2 2,2 3,2
0,3 2,31,3 3,3
2,0
−w
−w
w
w
Figure 1: 2-bit random projections.
As shown in Figure 1, the space is divided into 16 regions ac-
cording to the pre-determined threshold w. To fully exploit the
information, we need to jointly analyze the probabilities in all 16
regions. We will see that the analysis is quite involved.
The first step of the analysis is to compute the probability of
each region. Fortunately, due to symmetry (and asymmetry), we
just need to conduct the computations for three regions:
P2,2(ρ,w) = Pr {Region (2,2)} =
∫ w
0
∫ w
0
f(x, y)dxdy,
P2,3(ρ,w) = Pr {Region (2,3)} =
∫ w
0
∫
∞
w
f(x, y)dxdy,
P3,3(ρ,w) = Pr {Region (3,3)} =
∫
∞
w
∫
∞
w
f(x, y)dxdy.
Due to symmetry, the probabilities of other regions are simply
P3,2(ρ,w) = P0,1(ρ,w) = P1,0(ρ,w) = P2,3(ρ,w),
P2,0(ρ,w) = P3,1(ρ,w) = P0,2(ρ,w) = P1,3(ρ,w) = P2,3(−ρ,w),
P1,1(ρ,w) = P2,2(ρ,w), P1,2(ρ,w) = P2,1(ρ,w) = P2,2(−ρ,w),
P0,0(ρ,w) = P3,3(ρ,w), P0,3(ρ,w) = P3,0(ρ,w) = P3,3(−ρ,w).
2.1 Region Probabilities and Their Derivatives
We use the following standard notation for the normal distribu-
tion pdf φ(x) and cdf Φ(x):
φ(x) =
1√
2pi
e−
x
2
2 , Φ(x) =
∫ x
−∞
φ(x)dx.
After some tedious calculations (which are skipped), the probabili-
ties of the three regions are
P2,2(ρ,w) =
∫ w
0
φ(x)
[
Φ
(
w − ρx√
1− ρ2
)
− Φ
(
−ρx√
1− ρ2
)]
dx
P2,3(ρ,w) =
∫ w
0
φ(x)Φ
(
−w + ρx√
1− ρ2
)
dx,
P3,3(ρ,w) =
1
4
+
arcsin ρ
2pi
− P22(ρ,w)− 2P23(ρ,w)
Their first derivatives (with respect to ρ) are
P ′2,2 =
∂P2,2(ρ,w)
∂ρ
=
1
2pi
1√
1− ρ2
[
1− 2e−
w
2
2(1−ρ2) + e
−
w
2
1+ρ
]
P ′2,3 =
∂P2,3(ρ,w)
∂ρ
=
1
2pi
1√
1− ρ2
[
e
−
w
2
2(1−ρ2) − e− w
2
1+ρ
]
P ′3,3 =
∂P3,3(ρ,w)
∂ρ
=
1
2pi
1√
1− ρ2 e
−
w
2
1+ρ
Their second derivatives are
P ′′2,2 =
∂2P2,2(ρ,w)
∂ρ2
=
1
2pi
ρ
(1− ρ2)3/2
− 1
2pi
2ρ
(1− ρ2)3/2 e
−
w
2
2(1−ρ2)
[
1− w
2
1− ρ2
]
+
1
2pi
1√
1− ρ2 e
−
w
2
1+ρ
[
ρ
1− ρ2 +
w2
(1 + ρ)2
]
P ′′2,3 =
∂2P2,3(ρ,w)
∂ρ2
=
1
2pi
ρ
(1− ρ2)3/2 e
−
w
2
2(1−ρ2)
[
1− w
2
1− ρ2
]
− 1
2pi
1√
1− ρ2 e
−
w
2
1+ρ
[
ρ
1− ρ2 +
w2
(1 + ρ)2
]
P ′′3,3 =
∂2P3,3(ρ,w)
∂ρ2
=
1
2pi
1√
1− ρ2
e−
w
2
1+ρ
[
ρ
1− ρ2 +
w2
(1 + ρ)2
]
Because ρ is bounded, we can tabulate the above probabilities
and their derivatives for the entire range of ρ and selected w values.
Note that in practice, we anyway have to first specify a w. In other
words, the computations of the probabilities and derivatives are a
simple matter of efficient table look-ups.
2.2 Likelihood
Suppose we use in total k projections. Due to symmetry (as
shown in Figure 1), the log-likelihood is a sum of 6 terms (6 cells).
l(ρ,w) =
∑
i,j
ki,j logPi,j (ρ,w)
= (k2,2 + k1,1) logP2,2(ρ,w)
+ (k2,3 + k3,2 + k0,1 + k1,0) logP2,3(ρ,w)
+ (k3,3 + k0,0) logP3,3(ρ,w) + (k1,2 + k2,1) logP2,2(−ρ,w)
+ (k0,2 + k1,3 + k2,0 + k3,1) logP2,3(−ρ,w)
+ (k0,3 + k3,0) logP3,3(−ρ,w)
Corresponding to Figure 1, k1,1 is the number of observations (among
k observations) in the region (1,1). k0,0, k0,1 etc are defined simi-
larity. Note that there is a natural constraint:
k =(k2,2 + k1,1) + (k2,3 + k3,2 + k0,1 + k1,0) + (k3,3 + k0,0)
+ (k1,2 + k2,1) + (k0,2 + k1,3 + k2,0 + k3,1) + (k0,3 + k3,0)
In other words, this 6-cell problem only has 5 degrees of freedom.
In fact, we can also choose to collapse some cells together to re-
duce this to an even smaller problem. For example, later we will
show that if we reduce the 6-cell problem to a 5-cell problem, the
estimation accuracy will not be affected much.
There are more than one way to solve the MLE which maxi-
mizes the likelihood l(ρ,w), for finding ρ. Note that this is merely
a one-dimensional optimization problem (at a fixed w) and we can
tabulate all the probabilities (and their derivatives). In other words,
it is not a difficult problem. We can do binary search, gradient de-
scent, Newton’s method, etc. Here we provide the first and second
derivatives of l(ρ,w). The first derive is
l′(ρ,w) =
∂l(ρ,w)
∂ρ
= (k2,2 + k1,1)
P ′2,2(ρ,w)
P2,2(ρ,w)
+ (k2,3 + k3,2 + k0,1 + k1,0)
P ′2,3(ρ,w)
P2,3(ρ,w)
+ (k3,3 + k0,0)
P ′3,3(ρ,w)
P3,3(ρ,w)
− (k1,2 + k2,1) P
′
2,2(−ρ,w)
P2,2(−ρ,w)
− (k0,2 + k1,3 + k2,0 + k3,1) P
′
2,3(−ρ,w)
P2,3(−ρ,w)
− (k0,3 + k3,0) P
′
3,3(−ρ,w)
P3,3(−ρ,w)
and the second derivative is
l′′ (ρ) = (k2,2 + k1,1)
P ′′2,2(ρ,w)P2,2(ρ,w)−
(
P ′2,2(ρ,w)
)2
(P2,2(ρ,w))
2
+ (k2,3 + k3,2 + k0,1 + k1,0)
P ′′2,3(ρ,w)P2,3(ρ,w)−
(
P ′2,3(ρ,w)
)2
(P2,3(ρ,w))
2
+ (k3,3 + k0,0)
P ′′3,3(ρ,w)P3,3(ρ,w)−
(
P ′3,3(ρ,w)
)2
(P3,3(ρ,w))
2
+ (k1,2 + k2,1)
P ′′2,2(−ρ,w)P2,2(−ρ,w)−
(
P ′2,2(−ρ,w)
)2
(P2,2(−ρ,w))2
+ (k0,2 + k1,3 + k2,0 + k3,1)
P ′′2,3(−ρ,w)P2,3(−ρ,w)−
(
P ′2,3(−ρ,w)
)2
(P2,3(−ρ,w))2
+ (k0,3 + k3,0)
P ′′3,3(−ρ,w)P3,3(−ρ,w)−
(
P ′3,3(−ρ,w)
)2
(P3,3(−ρ,w))2
If we use Newton’s method, we can find the solution iteratively
from ρ(t) = ρ(t−1) − l′(ρ)
l′′(ρ)
, by starting from a good guess, e.g.,
the estimate using 1-bit information. Normally a small number of
iterations will be sufficient. Recall that these derivatives and second
derivatives are pre-computed and stored in look-up tables.
For this particular 2-bit coding scheme, it is possible to com-
pletely avoid the numerical procedure by further exploiting look-up
table tricks. Suppose we tabulate the MLE results for each ki,j/k,
spaced at 0.01. Then a 6-cell scheme would only require O
(
1010
)
space, which is not too large. (Recall there are only 5 degrees of
freedom). If we adopt a 5-cell scheme, then the space would be
reduced to O(108). Of course, if we hope to use more than 2 bits,
then we can not avoid numerical computations.
2.3 Fisher Information and
Asymptotic Variance of the MLE
The asymptotic (for large k) variance of the MLE (i.e., the ρ
which maximizes the log likelihood l(ρ,w)) can be computed from
classical statistical estimation theory. Denote the MLE by ρˆ2,MLE .
Then its asymptotic variance should be
V ar (ρˆ2,MLE) =
1
I2,ρ,w
+O
(
1
k2
)
(2)
where I2,ρ,w = −E(l′′(ρ)) is the Fisher Information.
THEOREM 1. The Fisher Information is
I2,ρ,w = 2k [A] , where (3)
A =
(
P ′2,2(ρ,w)
)2
P2,2(ρ,w)
+ 2
(
P ′2,3(ρ,w)
)2
P2,3(ρ,w)
+
(
P ′3,3(ρ,w)
)2
P3,3(ρ,w)
+
(
P ′2,2(−ρ,w)
)2
P2,2(−ρ,w) + 2
(
P ′2,3(−ρ,w)
)2
P2,3(−ρ,w) +
(
P ′3,3(−ρ,w)
)2
P3,3(−ρ,w) .
Proof: We need to compute I2,ρ,w = −E(l′′(ρ)). Because the ex-
pectation E (k2,2 + k1,1) = 2P2,2(ρ,w), the expression E(l′′(ρ))
can be simplified substantially. Then we take advantage of the fact
that
∑
i,j Pi,j(ρ,w) = 1,
∑
i,j P
′
i,j(ρ,w) =
∑
i,j P
′′
i,j(ρ,w) =
0, to obtain the desired result. ✷
While the expressions appear sophisticated, the Fisher Informa-
tion and variance can be verified by simulations; see Figure 5.
2.4 The 2-Bit Linear Estimator
A linear estimator only uses the information whether the code of
x equals the code of y. In other words, linear estimators only use
the diagonal information in Figure 1. With a 2-bit scheme, ρ can
be estimated from counts in collapsed cells, by solving for ρ from
(k0,0 + k1,1 + k2,2 + k3,3)/k = P0,0 + P1,1 + P2,2 + P3,3,
which still requires a numerical procedure (or tabulation). The
analysis of the linear estimator was done in [23], and can also be
inferred from the analysis of the nonlinear estimator in this paper.
2.5 The 1-Bit Estimator
This special case can be derived from the results of 2-bit random
projections by simply letting w → ∞. The estimator, by counting
the observations in each quadrant, has a simple closed-form [13,
6], i.e., Pr (sgn(x) = sgn(y)) = 1 − 1
pi
cos−1 ρ. The Fisher In-
formation of estimator, denoted by I1,ρ, is then
I1,ρ =2k
[(
P ′2,2(ρ,∞)
)2
P2,2(ρ,∞) +
(
P ′2,2(−ρ,∞)
)2
P2,2(−ρ,∞)
]
=2k
1
4pi2(1− ρ2)
[
1
1
4
+ arcsin ρ
2pi
+
1
1
4
− arcsin ρ
2pi
]
The ratio
Rρ,w =
I2,ρ,w
I1,ρ
(4)
characterizes the reduction of variance by using the 2-bit scheme
and the MLE, as a function of ρ and w.
We provide the following Theorem, to show that the ratio Rρ,w
is close to 2 when ρ→ 0. Later we will see that, for high similarity
regions, the ration can be substantially higher than 2.
THEOREM 2. For (4) and ρ→ 0, we have R0,w = [g(w)]2,
where g(s) = 1
2


[
1− e−w
2
2
]2
Φ(w)− 1
2
+
e−w
2
1− Φ(w)

 . ✷ (5)
Figure 2 shows that g(w) has a unique maximum = 1.3863 (i.e.,
maximum of [g(w)]2 is 1.9218), attained at w = 0.9816.
0 1 2 3 41
1.1
1.2
1.3
1.4
w
g(w
)
Figure 2: The curve of g(w) as defined in (5).
2.6 The Choice of w
The performance depends on w (and ρ). In practice, we need
to pre-specify a value of w for random projections and we have
to use the same w for all data points because this coding process
is non-adaptive. Figure 3 and Figure 4 plot the ratio Rρ,w (left
panels) for selected w values, confirming that w = 0.75 should
be an overall good choice. In addition, we present some additional
work in the right panels of Figure 3 and Figure 4 to show that if we
collapse some cells appropriately (from a 6-cell model to a 5-cell
model), the performance would not degrade much (not at all for
high similarity region, which is often more interesting in practice).
According to Figure 1, we collapse the three cells (0,3), (0,2),
and (1,3) into one cell. Note that (0,2) and (1,3) have the same
probabilities and are already treated as one cell. Due to symmetry,
the other three cells (3,0), (2,0), and (3,1) are also collapsed into
one. This way, we have in total 5 distinct cells. The intuition is
that if we are mostly interested in high similar regions, most of the
observations will be falling around the diagonals. This treatment
simplifies the estimation process and does not lead to an obvious
degradation of the accuracy at least for high similarity regions, ac-
cording to Figure 3 and Figure 4.
2.7 Simulations
As presented in Figure 5, a simulation study is conducted to con-
firm the theoretical results of the MLE, for a wide range of ρ values.
The plots confirm that the MLE substantially improves the 1-bit es-
timator, even at low similarities. They also verify that the theoret-
ical asymptotic variance predicted by the Fisher Information (3) is
accurate, essentially no different from the empirical mean square
errors. We hope this experiment might help readers who are less
familiar with the classical theory of Fisher Information.
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Figure 3: The ratio Rρ,w (4) at w = 0.4, 0.6, 0.75, 1, 1.5, which
characterizes the improvement of the MLE (ρˆ2,ρ) over the 1-bit
estimator ρˆ1. It looks w = 0.75 provides an overall good trade-
off. The problem is a 6-cell (ie., left panel) contingency table
estimation problem. To demonstrate the simplification of the
process by using 5 cells (see the main text for the description of
the procedure), we also include the same type of improvements
for using the reduced 5-cell model in the right panel.
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Figure 4: The ratio Rρ,w (4) at w = 0.6, 0.7, 0.75, 0.8, 0.9, to
show w = 0.75 is an overall good trade-off. There is no space
to label w = 0.7, 0.75, 0.8 but the order of curves should be a
good indicator. We plot w = 0.75 in red, if color is available.
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Figure 5: Mean square errors (MSE) from the simulations
to verify the nonlinear MLE. The empirical MSEs essentially
overlap the asymptotic variances predicted by the Fisher infor-
mation (3), confirming the theoretical results. In addition, we
also plot the empirical MSEs of the 1-bit estimator to verify the
substantial improvement of the MLE.
3. OTHER COMMON CODING SCHEMES
In this section, we review two common coding strategy: (i) the
scheme based on windows + random offset; (ii) the scheme based
on simple uniform quantization. Note that both of them are strictly
speaking infinite-bit coding schemes, although (ii) can be effec-
tively viewed as a finite-bit scheme.
3.1 Quantization with Random Offset
[9] proposed the following well-known coding scheme, which
uses windows and a random offset:
h(j)w,q(u) =
⌊xj + qj
w
⌋
, h(j)w,q(v) =
⌊yj + qj
w
⌋
(6)
where qj ∼ uniform(0, w), w > 0 is the bin width and ⌊.⌋ is the
standard floor operation. [9] showed that the collision probability
can be written as a monotonic function of the Euclidean distance:
Pw,q =Pr
(
h(j)w,q(u) = h
(j)
w,q(v)
)
=
∫ w
0
1√
d
2φ
(
t√
d
)(
1− t
w
)
dt
where d = ||u− v||2 = 2(1− ρ) is the distance between u and v.
3.2 Uniform Quantization without Offset
A simpler (and in fact better) scheme than (6) is based on uni-
form quantization without offset:
h(j)w (u) = ⌊xj/w⌋ , h(j)w (v) = ⌊yj/w⌋ (7)
The collision probability for (7) is
Pw = Pr
(
h(j)w (u) = h
(j)
w (v)
)
=2
∞∑
i=0
∫ (i+1)w
iw
φ(z)
[
Φ
(
(i+ 1)w − ρz√
1− ρ2
)
− Φ
(
iw − ρz√
1− ρ2
)]
dz
Pw is a monotonically increasing function of ρ ≥ 0.
The fact that Pw is monotonically increasing in ρ makes (7) an
appropriate coding scheme for approximate near neighbor search
under the general framework of locality sensitive hashing (LSH).
Note that while Pw appears sophisticated, the expression is just
for the analysis. Without using the offset, the scheme (7) itself is
operationally simpler than the popular scheme (6).
In the prior work, [23] studied the coding scheme (7) in the con-
text of similarity estimation using linear estimators with application
to building large-scale linear classifiers. In this paper, we conduct
the study of (7) for sublinear time near neighbor search by building
hash tables from coded projected data. This is a very different task
from similarity estimation. Moreover, much of the space of the pa-
per is allocated to the design and analysis of nonlinear estimators
which are very useful in the “re-ranking” stage of near neighbor
search after the potentially similar data points are retrieved.
There is another important distinction between (7) and (6). By
using a window and a random offset, (6) is actually an “infinite-bit”
scheme. On the other hand, with only a uniform quantization, (7) is
essentially a finite-bit scheme, because the data are normalized and
the Gaussian (with variance 1) density decays very rapidly at the
tail. If we choose (e.g.,) w ≥ 3 (note that 1−Φ(3) = 1.3×10−3),
we essentially have a 1-bit scheme (i.e., by recording the signs of
the projected data), because the analysis can show that using w ≥ 3
is not essentially different from using w = ∞. Note that the 1-bit
scheme [13, 6] is also known as “sim-hash” in the literature.
In this paper, we will show, through analysis and experiment, that
often a 2-bit scheme (i.e., a uniform quantization with w ≥ 1.5)
is better for LSH (depending on the data similarity). Moreover,
we have developed nonlinear estimators for 2-bit scheme which
significantly improve the estimator using the 1-bit scheme as well
as the linear estimator using the 2-bit scheme.
4. SUBLINEAR TIME C-APPROXIMATE
NEAR NEIGHBOR SEARCH
In this section, we compare the two coding schemes in Section 3:
(i) the scheme based on windows + random offset, i.e., (6); (ii)
the scheme based on simple uniform quantization, i.e., (7), in the
setting of approximate near neighbor search. We will show that (7)
is more effective and in fact only a small number of bits are needed.
Consider a data vector u. Suppose there exists another vector
whose Euclidian distance (
√
d) from u is at most √d0 (the tar-
get distance). The goal of c-approximate √d0-near neighbor al-
gorithms is to return data vectors (with high probability) whose
Euclidian distances from u are at most c×√d0 with c > 1.
Recall that, in our definition, d = 2(1−ρ) is the squared Euclid-
ian distance. To be consistent with the convention in [9], we present
the results in terms of
√
d. Corresponding to the target distance√
d0, the target similarity ρ0 can be computed from d0 = 2(1−ρ0)
i.e., ρ0 = 1 − d0/2. To simplify the presentation, we focus on
ρ ≥ 0 (as is common in practice), i.e., 0 ≤ d ≤ 2. Once we fix a
target similarity ρ0, c can not exceed a certain value:
c
√
2(1− ρ0) ≤
√
2 =⇒ c ≤
√
1
1− ρ0
For example, when ρ0 = 0.5, we must have 1 ≤ c ≤
√
2.
The performance of an LSH algorithm largely depends on the
difference (gap) between the two collision probabilities P (1) and
P (2) (respectively corresponding to √d0 and c
√
d0):
P (1)w = Pr (hw(u) = hw(v)) when d = ||u− v||22 = d0
P (2)w = Pr (hw(u) = hw(v)) when d = ||u− v||22 = c2d0
The probabilities P (1)w,q and P (2)w,q are analogously defined for hw,q .
A larger difference between P (1) and P (2) implies a more effi-
cient LSH algorithm. The following “G” values (Gw for hw and
Gw,q for hw,q , respectively) characterize the gaps:
Gw =
log 1/P
(1)
w
log 1/P
(2)
w
, Gw,q =
log 1/P
(1)
w,q
log 1/P
(2)
w,q
(8)
A smaller G (i.e., larger difference between P (1) and P (2)) leads
to a potentially more efficient LSH algorithm and ρ < 1
c
is par-
ticularly desirable [16]. The general theory of LSH says the query
time for c-approximate d0-near neighbor is dominated by O(NG)
distance evaluations, where N is the total number of data vectors in
the collection. This is better than O(N), the cost of a linear scan.
4.1 Theoretical Comparison of the Gaps
Figure 6 compares Gw with Gw,q at their “optimum” w values,
as functions of c, for a wide range of target similarity ρ0 levels.
Basically, at each c and ρ0, we choose the w to minimize Gw and
the w to minimize Gw,q . This figure illustrates that Gw is smaller
than Gw,q , noticeably so in the low similarity region.
Figure 7 and Figure 8 present Gw and Gw,q as functions of w,
for ρ0 = 0.9 and ρ0 = 0.5, respectively. In each figure, we plot the
curves for a wide range of c values. These figures illustrate where
the optimum w values are obtained. Clearly, in the high similarity
region, the smallest G values are obtained at low w values, espe-
cially at small c. In the low (or moderate) similarity region, the
smallest G values are usually attained at relatively large w.
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Figure 6: Comparison of the optimum gaps (smaller the bet-
ter) for hw and hw,q . For each ρ0 and c, we can find the small-
est gaps individually for hw and hw,q , over the entire range of
w. For all target similarity levels ρ0, both hw,q and hw exhibit
better performance than 1/c. hw always has smaller gap than
hw,q , although in high similarity region both perform similarly.
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Figure 7: The gaps Gw and Gw,q as functions of w, for ρ0 =
0.9. The lowest points on the curves are reflected in Figure 6.
4.2 The Optimal Gaps
In practice, we normally have to pre-specify the bin width w,
for all c and ρ0 values. In other words, the “optimum” G values
presented in Figure 6 are in general not attainable. Thus, Figure 9
and Figure 10 present Gw and Gw,q as functions of c, for ρ0 = 0.9
and ρ0 = 0.5, respectively. In each figure, we plot the curves for
a wide range of w values. These figures again confirm that Gw is
smaller than Gw,q , i.e., the scheme without offset (7) is better.
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Figure 8: The gapsGw andGw,q as functions ofw for ρ0 = 0.5
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Figure 9: The gaps Gw and Gw,q as functions of c, for ρ0 = 0.9.
In each panel, we plot Gw and Gw,q for one w value.
To view the optimal gaps more closely, Figure 11 plots the best
gaps (upper panels) and the optimal w values (bottom panels) at
which the best gaps are attained, for selected values of c. These
plots again confirm the previous comparisons:
• We should always replace hw,q with hw . At any ρ and c,
the optimal gap Gw,q is at least as large as the optimal gap
Gw. At relatively low similarities, the optimal Gw,q can be
substantially larger than the optimal Gw.
• If we use hw and target at very high similarity, a reasonable
choice of the bin width w might be w = 1 ∼ 1.5.
• If we use hw and the target similarity is not too high, then we
can safely use w = 2 ∼ 3.
We should also mention that, although the optimal w values for
hw appear to exhibit a “jump” in the right panels of Figure 11, the
choice of w does not influence the performance much, as shown in
previous plots. In Figures 7 and 8, we have seen that even when the
optimal w appears to approach “∞”, the actual gaps are not much
different between w = 3 and w ≫ 3. In the real data evaluations
in the next section, we will see the same phenomenon for hw.
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Figure 10: The gaps Gw and Gw,q as functions of c, for ρ0 =
0.5. In each panel, we plot Gw and Gw,q for one w value.
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Figure 11: Upper panels: the optimal (smallest) gaps at given c
values and the entire range of ρ. We can see that Gw,q is always
larger than Gw, confirming that it is better to use hw instead
of hw,q . Bottom panels: the optimal values of w at which the
optimal gaps are attained. When the target similarity ρ is very
high, it is best to use a relatively small w.
Note that the Gaussian density decays very rapidly at the tail, for
example, 1−Φ(3) = 1.3× 10−3 and 1−Φ(6) = 9.9× 10−10 . If
we choose w ≥ 1.5, then we practically just need (at most) 2 bits
to code each hashed value, that is, we can simply quantize the data
according to (−∞, −w], (−w, 0], (0, w], [w,∞) (see Figure 1).
5. RE-RANKING FOR LSH
In the process of using hash tables for sublinear time near neigh-
bor search, there is an important step called “re-ranking”. With a
good LSH scheme, the fraction of retrieved data points could be rel-
atively low (e.g., 1%). But the absolute number of retrieved points
can still be very large (e.g., 1% of a billion points is still large). It
is thus crucial to have a re-ranking mechanism, for which one will
have to either compute or estimate the actual similarities.
When the original data are massive and high-dimensional, i.e., a
data matrix in Rn×D with both n and D being large, it can be chal-
lenging to evaluate the similarities. For example, it is often not pos-
sible to load the entire dataset in the memory. In general, we can not
store all pair-wise similarities at the cost of O(n2) space which is
not practical even for merely n = 106. In addition, the query might
be a new data point so that we will have to compute the similarities
on the fly anyway. If the data are high-dimensional, the computa-
tion itself of the exact similarities can be too time-consuming.
A feasible solution is to estimate the similarities on the fly for re-
ranking, from a small projected data stored in the memory. This has
motivated us to develop nonlinear estimators for a 2-bit coding
scheme, by exploiting full information of the bits.
There are other applications of nonlinear estimators too. For ex-
ample, we can use random projections and nonlinear estimators for
computing nonlinear kernels for SVM. Another example is to find
nearest neighbors by random projections (to reduce the dimension-
ality and data size) and brute-force linear scan of the projected data,
which is simple to implement and easy to run in parallel.
Two-stage coding. Note that the coding scheme for building hash
tables should be separate from the coding scheme for developing
accurate estimators. Once we have projected the data and place the
points into the buckets using a designated coding scheme, we can
actually discard the codes. In other words, we can code the same
projected data twice. In the second time, we store the codes of (a
fraction of) the projected data for the task of similarity estimation.
6. RE-RANKING EXPERIMENTS FOR LSH
We conduct a set of experimental study for LSH and re-ranking
to demonstrate the advantage of the proposed nonlinear estimator
for the 2-bit coding scheme. Again, we adopt the standard (K,L)-
LSH scheme [16]. That is, we concatenate K (independent) hash
functions to build each hash table and we independently build L
such hash tables. Note that here we use the capital letter K to
differentiate it from k, which we use for sample size (or number of
projections) in the context of similarity estimation.
We have showed that, for building hash tables, it is good to use
uninform quantization with bin width (e.g.,) w1 = 1.5 if the target
similarity is high and w1 ≥ 3 if the target similarity is not so high.
Here we use w1 to indicate that it is the bin width for building
hash tables. For simplicity, we fix w1 = 1.5 (for table building)
and w = 0.75 (for similarity estimation). We choose K = 10 and
L ∈ {50, 100}. The results (especially the trends) we try to present
are not too sensitive to those parameters K and L.
Once we have built the hash tables, we need to store a frac-
tion of the coded projected data. To save space, we should store
k ≪ K × L projections. Here we choose k = 100 and k = 200,
which appear to be sufficient to provide accurate estimates of the
similarity for re-ranking of retrieved data points.
We target at top-T nearest neighbors, for T ∈ {10, 20, 50, 100}.
We re-rank the retrieved points according to estimated similarities
based on 3 different estimators: (i) the MLE (nonlinear) for 2-bit
coding as studied in this paper; (ii) the 2-bit linear estimator; (iii)
the 1-bit estimator. We present the results in terms of precision-
recall curves (higher is better) for retrieving the top-T points. That
is, we first rank all retrieved points according to estimated similar-
ities. Then for a particular T , we examine the top-m of the list to
compute one (precision, recall) tuple. By varying m, we obtain a
precision-recall curve for each T , averaged over all query points.
As shown in Figure 12, Figure 13, and Figure 14, in all our exper-
iments, we see that the 2-bit MLE substantially improves the 2-bit
linear estimator, which substantially improves the 1-bit estimator.
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Figure 12: Youtube: precision-recall curves (higher is better) for retrieving the top-10, -20, -50, -100 nearest neighbors using standard
(K,L)-LSH scheme and 3 different estimators of similarities (for the retrieved data points). The Youtube dataset is a subset from
the publicly available UCL-Youtube-Vision dataset. We use 97,934 data points for building hash tables and 5,000 data points for the
query. The results are averaged over all the query points. In the LSH experiments, we fix K = 10 and L = 50 (upper two layers)
and L = 100 (bottom two layers). We estimate the similarities using two different sample sizes, for k = 100 and k = 200. We can
see that for any combinations of parameters, the nonlinear MLE (labeled as “MLE”) always substantially improves the 2-bit linear
estimator (labeled as “2-bit”), which substantially improves the 1-bit estimator (labeled as “1-bit”).
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Figure 13: Peekaboom: precision-recall curves (higher is better) for retrieving the top-10, -20, -50, -100 nearest neighbors using
standard (K,L)-LSH scheme and 3 different estimators of similarities (for the retrieved data points). Peekaboom is a standard
image retrieval dataset with 20,019 data points for building the tables and 2,000 data points for the query.
0 20 40 60 80 1000
20
40
60
80
100
Recall (%)
Pr
ec
is
io
n 
(%
)
 
 
LabelMe: Top−10
K=10, L=50, k=100
MLE
2−bit
1−bit
0 20 40 60 80 1000
20
40
60
80
100
Recall (%)
Pr
ec
is
io
n 
(%
)
 
 
LabelMe: Top−20
K=10, L=50, k=100
MLE
2−bit
1−bit
0 20 40 60 80 1000
20
40
60
80
100
Recall (%)
Pr
ec
is
io
n 
(%
)
 
 
LabelMe: Top−50
K=10, L=50, k=100
MLE
2−bit
1−bit
0 20 40 60 80 1000
20
40
60
80
100
Recall (%)
Pr
ec
is
io
n 
(%
)
 
 
LabelMe: Top−100
K=10, L=50, k=100
MLE
2−bit
1−bit
0 20 40 60 80 1000
20
40
60
80
100
Recall (%)
Pr
ec
is
io
n 
(%
)
 
 
LabelMe: Top−10
K=10, L=50, k=200
MLE
2−bit
1−bit
0 20 40 60 80 1000
20
40
60
80
100
Recall (%)
Pr
ec
is
io
n 
(%
)
 
 
LabelMe: Top−20
K=10, L=50, k=200
MLE
2−bit
1−bit
0 20 40 60 80 1000
20
40
60
80
100
Recall (%)
Pr
ec
is
io
n 
(%
)
 
 
LabelMe: Top−50
K=10, L=50, k=200
MLE
2−bit
1−bit
0 20 40 60 80 1000
20
40
60
80
100
Recall (%)
Pr
ec
is
io
n 
(%
)
 
 
LabelMe: Top−100
K=10, L=50, k=200
MLE
2−bit
1−bit
0 20 40 60 80 1000
20
40
60
80
100
Recall (%)
Pr
ec
is
io
n 
(%
)
 
 
LabelMe: Top−10
K=10, L=100, k=100
MLE
2−bit
1−bit
0 20 40 60 80 1000
20
40
60
80
100
Recall (%)
Pr
ec
is
io
n 
(%
)
 
 
LabelMe: Top−20
K=10, L=100, k=100
MLE
2−bit
1−bit
0 20 40 60 80 1000
20
40
60
80
100
Recall (%)
Pr
ec
is
io
n 
(%
)
 
 
LabelMe: Top−50
K=10, L=100, k=100
MLE
2−bit
1−bit
0 20 40 60 80 1000
20
40
60
80
100
Recall (%)
Pr
ec
is
io
n 
(%
)
 
 
LabelMe: Top−100
K=10, L=100, k=100
MLE
2−bit
1−bit
0 20 40 60 80 1000
20
40
60
80
100
Recall (%)
Pr
ec
is
io
n 
(%
)
 
 
LabelMe: Top−10
K=10, L=100, k=200
MLE
2−bit
1−bit
0 20 40 60 80 1000
20
40
60
80
100
Recall (%)
Pr
ec
is
io
n 
(%
)
 
 
LabelMe: Top−20
K=10, L=100, k=200
MLE
2−bit
1−bit
0 20 40 60 80 1000
20
40
60
80
100
Recall (%)
Pr
ec
is
io
n 
(%
)
 
 
LabelMe: Top−50
K=10, L=100, k=200
MLE
2−bit
1−bit
0 20 40 60 80 1000
20
40
60
80
100
Recall (%)
Pr
ec
is
io
n 
(%
)
 
 
LabelMe: Top−100
K=10, L=100, k=200
MLE
2−bit
1−bit
Figure 14: LabelMe: precision-recall curves (higher is better.) for retrieving the top-10, -20, -50, -100 nearest neighbors using
standard (K,L)-LSH scheme and 3 different estimators of similarities (for the retrieved data points). LabelMe is a standard image
retrieval dataset with 55,599 data points for building the tables and 1,998 data points for the query.
7. CONCLUSION
The method of random projections is a standard tool for many
data processing applications which involve massive, high-dimensional
datasets ( which are common in Web search and data mining). In
the context of approximate near neighbor search by building hash
tables, it is mandatary to quantize (code) the projected into inte-
gers. Prior to this work, there are two popular coding schemes: (i)
an “infinite-bit” scheme [9] by using uniform quantization with a
random offset; and (ii) a “1-bit” scheme [13, 6] by using the signs
of the projected data. This paper bridges these two strategies.
In this paper, we show that, for the purpose of building hash
tables in the framework of LSH, using uniform quantization with-
out the offset leads to improvement over the prior work [9]. Our
method only needs a small number of bits for coding each hashed
value. Roughly speaking, when the target similarity is high (which
is often interesting in practice), it is better to use 2 or 3 bits. But if
the target similarity is not so high, 1 or 2 bits often suffice. Overall,
we recommend the use of a 2-bit scheme for LSH. Not surpris-
ingly, as an additional benefit, using 2-bit scheme typically halves
the preprocessing cost compared to using the 1-bit scheme.
For approximate near neighbor search, an important (and some-
times less well-discussed) step is the “re-ranking”, which is needed
in order to identify the truly similar data points among the large
number of candidates retrieved from hash tables. This re-ranking
step requires a good estimator of the similarity, because storing the
pre-computed all pairwise similarities is normally not feasible and
computing the exact similarities on the fly can be time-consuming
especially for high-dimensional data. In this paper, we propose the
use of nonlinear estimators and we analyze the 2-bit case with de-
tails. Although the analysis appears sophisticated, the estimation
procedure is computationally feasible and simple, for example, by
tabulations. Compared to the standard 1-bit and 2-bit linear es-
timators, the proposed nonlinear estimator significantly improves
the accuracy, both theoretically and empirically.
In summary, our paper advances the state-of-the-art of random
projections in the context of approximate near neighbor search.
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