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ABSTRACT
Considering the chromosphere and a stratified corona, we examine, by performing 2D com-
pressible magnetohydrodynamics simulations, the capability of a coronal mass ejection (CME)
scenario to drive a Moreton wave. We find that given a typical flux rope (FR) magnetic con-
figuration, in initial pseudo-equilibrium, the larger the magnetic field and the lighter (and
hotter) the FR, the larger the amplitude and the speed of the chromospheric disturbance, which
eventually becomes a Moreton wave. We present arguments to explain why Moreton waves are
much rarer than CME occurrences. In the frame of the present model, we explicitly exclude
the action of flares that could be associated with the CME. Analysing the Mach number, we
find that only fast magnetosonic shock waves will be able to produce Moreton events. In these
cases an overexpansion of the FR is always present and it is the main factor responsible for
the Moreton generation. Finally, we show that this scenario can account for the Moreton wave
of the 2006 December 6 event (Francile et al. 2013).
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1 IN T RO D U C T I O N
Moreton waves are large-scale perturbations propagating at a chro-
mospheric level. They were first detected by Moreton (1960) using
H α observations. These waves propagate distances of the order
of ∼500 Mm with linear velocities ranging from 500–2000 km s−1.
Due to the slow characteristic speeds of the chromosphere (of tens
of km s−1) in comparison with the larger typical Moreton speeds, it
is now well established (Uchida 1968) that Moreton waves originate
at a coronal level and not at the chromospheric one. Both flares and
coronal mass ejections (CMEs) are impulsive coronal events capa-
ble of producing large-scale coronal shocks and therefore they are
potential triggers of Moreton waves. Uchida (1968) and Uchida,
Altschuler & Newkirk (1973) showed that a coronal shock pro-
duced by a flare can ‘sweep’ the chromospheric surface leading to a
compression that could be associated with a Moreton phenomenon.
Analysing flare events, Warmuth et al. (2001, 2004a,b), suggested
that EUV Imaging Telescope (EIT) coronal waves are the coun-
terpart of these chromospheric disturbances. Although there were
discrepancies about the apparent velocity differences between the
 E-mail: gustavo.krause@unc.edu.ar (GK); cecere@oac.unc.edu.ar (MC);
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EIT and Moreton waves (Klassen et al. 2000; Asai et al. 2012) –
which can be attributed to the poor temporal resolution of the ob-
servations and to the presence of multiple EUV wavefronts (e.g.
Liu et al. 2010, Chen & Wu 2011) – numerous studies, including
multiwavelength analysis, that cover a larger range of wave kine-
matics had led to the conclusion that EIT waves are the counterpart
of Moreton events (e.g. Vrsˇnak et al. 2002; Warmuth, Mann &
Aurass 2005; Warmuth 2010). Moreover Shen & Liu (2012), found
that high-cadence EUV observations have confirmed that both EUV
and Moreton waves are triggered by the same disturbance.
Since CMEs and flares can be jointly observed, it is difficult to
identify which phenomenon produces the Moreton wave. In order to
distinguish the mechanisms that produce both phenomena, Vrsˇnak
& Cliver (2008) suggested that the propagation of a flare shock wave
resembles the action of a piston (in which the ambient medium can-
not move behind the piston and the shock wave can be faster than
the piston speed). Meanwhile the evolution of a CME lift-off can
be emulated by the combination of a piston (in its expansion) and
a projectile (in its rising). A projectile generates a bow-shock with
the same speed and the medium can flow behind it. With these
considerations, Temmer et al. (2009) analytically interpreted that
Moreton waves are generated either by the volume expansion of
a flare or by the lateral motion of the CME flanks (given by its
expansion) rather than by the upward motion of the CME front
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(bow-shock). However, Francile et al. (2016), through an analysis
of the observations of the 2014 March 29 event, found a large co-
incidence between the initial ejection velocity of a filament (Kleint
et al. 2015; Liu et al. 2015) and the expansion velocity of a quasi-
spherical shock wave responsible for the Moreton wave, which sug-
gests that a bow-shock mechanism could generate the disturbance
in its initial stages.
Type II radio bursts (T2RBs) – generally coincident with Moreton
waves – can help to understand the origin of the coronal event
responsible for the chromospheric wave. However, while Vrsˇnak
et al. (2006), Narukage et al. (2008), Magdalenic´ et al. (2012) and
Su et al. (2015) provided evidence that T2RBs related to Moreton
waves are only produced by flares, due to the high energy that this
phenomenon releases, Zucca et al. (2014) associated the detection
of two T2RBs with a CME.
On the other hand, several numerical simulations have been car-
ried out to explain the generation and evolution of Moreton waves in
the frame of the flare and CME scenarios (Chen, Ding & Fang 2005;
Wu, Wu & Liou 2013; Krause et al. 2015; Wang et al. 2015). In par-
ticular, Wang, Shen & Lin (2009) studied the capability of a CME
to produce a chromospheric wave. They concluded that a CME
can produce a Moreton wave, analysing the interaction between
a fast coronal shock with a fixed boundary emulating the chro-
mosphere. Recent numerical simulations of Vrsˇnak et al. (2016)
showed that an overexpanding flux rope (FR) can trigger a coronal
large-amplitude fast magnetohydrodynamics (MHD) mode that is
able to produce chromospheric perturbations like Moreton waves
and other secondary effects.
The 2006 December 6 Moreton event, associated with both a
CME and a flare, has been extensively studied. Balasubramaniam
et al. (2010) proposed, through a kinematic study, that the CME
flanks caused this Moreton wave. Studying the same event, Francile
et al. (2013) proposed that the Moreton wave is produced by a coro-
nal fast shock wave of a ‘blast’ type originating in a single source
during a CME. They found that the event showed an overlap with
the flare explosive phase and a small-scale ejecta ignition. In Krause
et al. (2015) (hereafter Paper I) we simulated this particular Moreton
wave and found that a piston mechanism could be at the base of the
explanation of the phenomenon. We concluded that either a flare
(simulated as an instantaneous piston) or the expansion of CME
flanks (simulated through a temporary piston) can cause a Moreton
wave. However, our scenario would not account for Moreton waves
of higher speeds as in the 2014 March 29 event (∼1200 km s−1)
described by Francile et al. (2016), i.e. for a faster wave a higher
field strength would be required, which would then result in an
amplitude that is too low to be compatible with observations (see
Paper I).
In this work, as a continuation of the analysis in Paper I we now
explore the CME scenario with an FR-type magnetic configuration
(whose evolution could emulate the flank expansion – piston mech-
anism – and/or the bow-shock – projectile mechanism). We analyse
as a particular case the event of 2006 December 6. Unlike Paper I,
we here explicitly consider that any reconnection process (or flare
associated with the CME) will allow the magnetic reconfiguration
but will not determine the FR dynamics, i.e. only the CME lift-off
is considered to be the driver of the Moreton wave.
2 TH E M O D EL
We implemented the 2D compressible resistive MHD equations
considering gravity for a completely ionized hydrogen plasma, with
γ = 5/3 (γ the ratio of specific heats) to study Moreton waves in
the frame of a CME scenario:
∂ρ
∂t
+ ∇ · (ρu) = 0, (1)
∂ρu
∂t
+ ∇ · (ρuu) = −∇p + 1
c
j × B + ρg, (2)
∂E
∂t
+ ∇ · [(E + p)u] = ρg · u + ∇ · (B × ηc j ) − ∇ · Q, (3)
∂B
∂t
= ∇ × (u × B) −∇ × ηc j , (4)
where ρ indicates the plasma density, u the velocity, B the magnetic
field, p is the pressure, g is the gravity acceleration, E is the total
energy density given by
E = p(γ − 1) +
1
2
ρu2 + B
2
8π
, (5)
and
j = c
4π
∇ × B (6)
is the current density, where c is the speed of light. The parameter
η is the magnetic resistivity and Q is the conductive thermal flux.
These equations are completed with the assumption of a perfect-gas
law p = 2ρkBT/mi, kB being the Boltzmann constant, T the plasma
temperature and mi the proton mass. In addition, the divergence-free
condition ∇ · B = 0 must be satisfied.
For the simulation of a CME we use a model that treats the
current-carrying filament floating in the corona as an FR located
at a height h0 from the solar surface. The magnetic configuration
consists of three components: the current-carrying FR, the mir-
ror of the FR, and the background magnetic field produced by a
dipole of relative intensity M. The initial magnetic field is given by
(Forbes 1990):
Bx = Bφ(R−)(y − h0)/R− − Bφ(R+)(y + h0)/R+
−MdBφ(r + 2 )(r +

2
)[x2 − (y + d)2]/R4d ,
By = −Bφ(R−)x/R− + Bφ(R+)x/R+
−MdBφ(r + 2 )(r +

2
)2x(y + d)/R4d , (7)
with d the depth of the line dipole below the boundary surface and
R± =
√
x2 + (y ± h0)2,
Rd =
√
x2 + (y + d)2. (8)
Bφ(R), the field oblique to the FR axis, is determined by the electric
current density distribution j(R) inside the FR in the z-direction:
Bφ(R) = −2π
c
j0R, 0 ≤ R ≤ r − 2 ,
Bφ(R) = −2πj0
cR
{1
2
(r − 
2
)2 − (
π
)2 + R
2
2
+ R
π
sin[ π

(R − r + 
2
)]
+ (
π
)2 cos[ π

(R − r + 
2
)]},
r − 
2
< R ≤ r + 
2
,
Bφ(R) = −2πj0
cR
[r2 + (
2
)2 − 2(
π
)2], R > r + 
2
, (9)
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r being the radius of the FR,  the thickness of the transition layer
between the FR and the corona, and j0 is the electric current density
inside the FR.
Given the spatial distribution of the current density:
j (R) = j0, 0 ≤ R ≤ r − 2 ,
j (R) = j0
2
{cos[ π

[R − r + 
2
] + 1},
r − 
2
< R ≤ r + 
2
,
j (R) = 0, R > r + 
2
, (10)
the initial pressure inside the FR in equilibrium with its neighbour-
hood results in
p = p0 − 1
c
∫ ∞
R
Bφ(R′)j (R′) dR′, (11)
where p0 is the background pressure. We obtain the FR density as-
suming different plasma temperatures Tfr, which can be either higher
or lower than the coronal temperature Tc, depending on whether the
FR is hot (Aparna & Tripathi 2016; Fan 2016) or cold (Ciaravella
et al. 2000; Mei et al. 2012). In the following analysis, for compari-
son, we consider three FR temperatures: 0.1 MK, 1 MK and 10 MK,
which we refer as the cold, tepid and hot cases, respectively. Note
that the tepid case corresponds to the coronal ambient temperature.
We consider a stratified atmosphere due to gravity in order to
satisfy the hydrostatic equilibrium of the background environment.
The gravity in the vertical direction is
g = −GM(y + R)2
, (12)
with G the gravitational constant, M = 1.989 × 1033 g the mass
of the Sun and R = 696.3 Mm the solar radius. On the other
hand, to analyse the effects of coronal waves on the chromosphere
we model three different atmosphere regions, a lower layer repre-
senting the chromosphere of height hchr = 2000 km, followed by
the transition region of width wtr = 500 km and the corona. The
thermodynamic properties are set considering an isothermal corona
of temperature Tc = 106 K, an isothermal chromosphere of temper-
ature Tchr = 5000 K, and a linear temperature variation in the tran-
sition region connecting the other two regions. The pressure and
the density are obtained considering the hydrostatic equilibrium,
dp/dy = −ρg, where the density and pressure reference values are
calculated at the coronal base assuming a fixed number density, nc,
and a given temperature, Tc.
In the proposed model, the atmosphere and the background mag-
netic field are in total equilibrium, except for the unstable FR-like
prominence (or filament) that triggers the CME. The equilibrium
of this system can be analysed considering a generalized poten-
tial energy. Near the equilibrium state the system varies quasi-
statically in response to slow changes of the parameters M and j0,
but for certain critical points a catastrophic loss of equilibrium oc-
curs (Forbes 1990). We here start with the state of the system, t0,
that is already out of equilibrium (Wang et al. 2009), the time when
the Lorentz forces surpass the gravity force.
2.1 Numerical code
In order to evaluate the plasma behaviour, equations (1)–(4) are
numerically solved. For the simulations we use the finite-volume
Table 1. Initial values of the parameters
needed to set the initial condition. The ra-
dius of the FR is r, the height of the FR is h0,
the depth of the line dipole below the bound-
ary surface is d, the thickness of the tran-
sition layer between the FR and the corona
is , the relative intensity of the dipole is
M, the coronal temperature is Tc, the chro-
mospheric temperature is Tchr, the numerical
density at the base of the corona is nc, the
chromospheric height is hchr and the transi-
tion region width is wtr. The electric current
density j0 and the temperature Tfr of the FR
are the control parameters.
Parameter Value
r 2500 km
h0 6250 km
d 3125 km
 1250 km
M 1
Tc 106 K
Tchr 5000 K
nc 1.2 × 108 cm−3
hchr 2000 km
wtr 500 km
FLASH Code (Fryxell et al. 2000) that solves the compressible
MHD equations with adaptive mesh refinement (AMR) and message
passing interface (MPI) capabilities. We choose the ‘unsplit stag-
gered mesh’ (USM) scheme (Lee, Deane & Federrath 2009) avail-
able in FLASH, which uses a high-resolution finite-volume method
with a directionally unsplit data reconstruction and the constraint
transport method (CT) to enforce the divergence-free condition of
the magnetic field. The Riemann problems in the cell interfaces are
calculated by the multistate Harten–Lax–van Leer Discontinuities
(HLLD) Riemann solver (Miyoshi & Kusano 2005).
Cartesian 2D AMR grids are used to represent the physical do-
main of [−250, 250] Mm × [0, 250] Mm with a initial 20 × 10
discretization and eight refinement levels, taking into account the
variation of the pressure, the density and the magnetic field. This
results in a maximum resolution of 200 × 200 km, which allows
us to model the chromosphere with a resolution of 10 cells and the
transition region with 3 cells in the y-direction for the parameters of
Table 1. Boundary conditions are set as follows. At both lateral ends
outflow conditions (zero-gradient) are applied for thermodynamic
variables and velocity, allowing waves to leave the domain without
reflection, whereas the magnetic field requires extrapolation of the
initial configuration to ghost cells in order to avoid the generation
of spurious magnetic forces produced with outflow conditions. Ob-
viously, this model is valid as long as shocks or disturbances do not
reach the lateral ends of the domain. In the lower and upper limits
the hydrostatic boundary conditions proposed by Fuchs et al. (2010)
are implemented to guarantee the conservation of the hydrostatic
equilibrium at both ends. In addition, to ensure the line-tied mag-
netic field condition in the solar surface during the CME evolution,
at the bottom we implement the boundary condition described by
Robertson & Priest (1987).
The capability of the code to preserve hydrostatic equilibrium
in the whole domain must be taken into account. This is essential
when strong gradients of hydrostatic pressure are present, as oc-
curs between the chromosphere and the transition region. As the
FLASH code uses a type-MUSCL scheme, even using high-order
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Figure 1. Initial configurations of the plasma temperature distribution (for
x < 0), density distribution (for x > 0) and the magnetic field lines (the
image is zoomed-in) with j0 = 1000 statA cm−2 and Tfr = 0.1 MK.
reconstructions of the interface pressure, spurious accelerations ap-
pear in the stratified atmosphere (Zingale et al. 2002; Ka¨ppeli &
Mishra 2016). Although these effects can be reduced, improving
the resolution of the grid, the present configuration does not allow
this strategy because of the strong hydrostatic pressure gradients;
i.e. the chromosphere is a very small part of the domain. Thus,
a fine enough grid in the chromosphere will produce too dense a
mesh with a consequent increment of the computational require-
ments, even when AMR capabilities are used. To obtain a well
balanced code considering the initial force-free condition at the
domain ends we here implemented the second-order hydrostatic re-
construction scheme proposed by Fuchs et al. (2010). Although this
reconstruction is not strictly well balanced for atmospheres with
variable temperature, the scheme behaves well enough, avoiding
strong spurious accelerations.
2.2 Initial condition
In Table 1 we list the parameters used to set the initial condition of
Eqs. (7)–(11). Parameters j0 and Tfr are control variables used as the
independent variables in the study of the triggering and propagation
of Moreton waves.
In Fig. 1 we show the initial configuration of the magnetic field
lines and the plasma density distribution in regions close to the
FR. Here we start with a pseudo-equilibrium condition where the
internal pressure of the FR equilibrates the magnetic pressure and
the initial velocity is zero in the whole domain. Note that in this
initial configuration, in contrast with the model proposed in Vrsˇnak
et al. (2016), it is not necessary to force the eruption of the FR, but it
is triggered by the imbalance between the force due to the magnetic
tension and the gravity force (weight) in the y-direction.
2.3 Diffusion effects
We include the anisotropic thermal conduction of Spitzer (1962),
whose thermal flux is locally split into its parallel and perpendicular
components with respect to the magnetic field,
Q = −κ‖(∇T )‖ − κ⊥(∇T )⊥, (13)
where κ‖ and κ⊥ are thermal conductivities along and across the
magnetic field direction, while (∇T)‖ and (∇T)⊥ are the correspond-
ing temperature gradients. Because κ‖  κ⊥ with κ⊥ being very
small, the heat flux is mostly funnelled along the field direction
and highly inhibited perpendicular to it (see e.g. Zurbriggen et al.
Figure 2. Plasma density distribution at t= 200 s with j0 = 2000 statA cm−2
and Tfr = 1 MK. The left-hand panel corresponds to an ideal MHD simula-
tion and the right-hand panel to a resistive MHD one.
Figure 3. Evolution of the plasma density for j0 = 1000 statA cm−2 and
the parameters of Table 1 with an FR temperature of 10 MK. The domain
has been reduced to highlight the evolution near the FR.
(2016) and references therein). Performing a few runs for short time
intervals (up to ∼1 min), we conclude that the heat conduction is
inefficient to modify the FR evolution due to its closed magnetic
configuration (Fig. 1), where the heat interchange between the FR
and its surroundings is null.
We also consider magnetic resistivity to simulate reconnections
at current sheet locations while the FR rises. For this purpose, we
set a uniform physical magnetic diffusivity of η = 5 × 109 cm2 s−1
in the small region below the FR, where the magnetic field lines
of opposite polarities increase due to the stretching of the field
lines. Outside the region of the current sheet we assume that the
magnetic diffusivity is zero (η = 0). Fig. 2 shows the FR evolution
at time t = 200 s with j0 = 2000 statA cm−2 and Tfr = 1 MK, without
resistivity (left-hand panel) and with resistivity (right-hand panel).
For different trials, we obtain that the rise speed and the position
of the FR, as a function of time, are almost the same for these two
cases. Thus, we neglect the resistivity and heat conduction terms,
keeping the ideal MHD equations, i.e. Q = 0 and η = 0.
3 R ESULTS AND DI SCUSSI ON
3.1 CME mechanism
In Fig. 3 we schematize the dynamics of the FR that starts to rise pro-
vided that the magnetic field forces surpass the FR weight. We plot
the density at different times for the parameters of Table 1, a current
density of j0 = 1000 statA cm−2 and an internal FR temperature of
10 MK (hot case). In the figure we show that a fast magnetosonic
shock is generated around the FR by both the projectile and piston
effects. The FR lift-off also produces a chromospheric depression
(not detectable in the figure) that induces a travelling perturbation
that advances in the horizontal direction. As will be seen, depend-
ing on the initial setup values this perturbation will give rise to the
Moreton wave formation.
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Figure 4. FR velocities vfr as a function of j0 for all the FR temperatures
here considered.
Figure 5. FR position in the y-direction as a function of time for
j0 = 1000 statA cm−2 and all the FR temperatures considered.
The FR temperature defines the acceleration of the FR in the
y-direction. That is, due to equation (11) the initial internal pressure
is assumed to be in equilibrium with the neighbourhood magnetic
pressure. Thus, for a given pressure the equation of state deter-
mines that higher temperatures are associated with lower densities,
i.e. lighter FRs. As mentioned, we choose three different values
for the internal temperature that emulate a cold, tepid and hot FR
(Ciaravella et al. 2000; Nindos et al. 2015; Aparna & Tripathi 2016).
Fig. 4 shows that while the temperature increases for a given j0
value, the speed of the FR also increases. The velocity values were
obtained following the evolution of the FR centre (at the pressure
peak) at t = 180 s, after the system speeds have reached a stable
regime (see Fig. 5). Note that for the hot case an increase of j0
implies a significant increase of the speed (for j0 ranging between
1000–4000 statA cm−2 the speed increases ∼200 km s−1), but for
the cold case, the speed remains almost constant for the same j0
increment.
The acceleration and the rise speed of the FR also depend on the
magnetic field strength, which is modified through the control pa-
rameter j0. In Table 2, we show for different j0 and FR temperatures,
at time t = 100 s, different magnetic field strength values. One of
them is the maximum value of the magnetic field strength achieved
at a position below the FR located at the upper chromospheric sur-
Table 2. Maximum magnetic field strength and magnetic
field strength at (x, y) = (30, 5) Mm at t = 100 s.
j0 [statA cm−2] Tfr [MK] B [G] Bmax [G]
1000 0.1 2.3 57.8
1000 10 3.2 30.2
4000 0.1 9.7 232.6
4000 10 12.7 147.4
5500 5 19.3 292.7
8000 2.5 27.6 425.7
9000 1 33.0 479.0
face, where it is assumed that the magnetogram measurements are
obtained (Balasubramaniam et al. 2010). To give a reference value
of the coronal magnetic field strength in the neighbourhood of the
FR we show other values at (x, y) = (30, 5) Mm.
To study the evolution of the FR speed, in Fig. 5 we plot the
FR position in the y-direction as a function of time for the three
temperature cases for j0 = 1000 statA cm−2 (the evolutions for the
other values of j0 are similar). The figure shows that the tepid and hot
cases have similar behaviours, beginning with a strong acceleration
(distinguished in the inset, e.g. lasting ∼5 s for the hot case); a
subsequent deceleration stage of ∼145 s (for the hot case) leads to
a final approximately constant speed stage starting at t 150 s. The
cold FR case has an almost constant rise speed with a vanishing
acceleration.
Depending on the final upward constant FR speed a coronal
shock can be developed due to the combined projectile and piston
mechanisms. The FR rising can initiate a bow-shock configuration
(projectile mechanism) and while it rises the imbalance of the inner
FR pressure with respect to that of the stratified environment can
trigger the FR expansion (piston mechanism). Fig. 6 shows the
plasma density features for j0 = 1000 statA cm−2, at time t = 50 s
and two different FR temperature values: the cold (left-hand panel)
and hot (middle panel) cases, respectively. Note the presence of
a fast magnetosonic shock wave for the hot case, which is absent
for the cold one. This can be clearly seen in the right-hand panel
showing the density along cuts of the two configurations: in red
the density profile along the cut superimposed on the left-hand
panel, and in blue the density profile along the cut superimposed
on the middle panel. The density enhancement is clearly seen in
the blue line and is difficult to identify in the red one (see the
arrows in the figure). The evolution shows that while the heavier FR
delays its lift-off, and consequently its expansion, the lightweight
one has travelled a long distance in the corona, experiencing a strong
expansion. Note from the figure that the expansion shock – featured
by an approximately spherical geometry – dominates the dynamics
of the hot case. In contrast, the cold FR remains almost quiescent
with a balanced pressure (since the total pressure is initially in
equilibrium); later a weak expansion is produced. The expansion
of the hot FR that occurs when the internal pressure surpasses the
external one (due to the exponential ambient pressure decay) can
eventually lead to a spherical shock wave travelling radially from
its centre, i.e. the so-called overexpansion.
When the expansion front reaches the transition region its denser
plasma produces a strong deceleration of the expansion speed in the
y-direction, but in the x-direction this speed is not reduced, induc-
ing the wave sweeping of the chromospheric surface (see Fig. 3).
Although a bow-shock (if present) is not directly related to the
perturbation of the chromosphere, it is certainly an indicator of a
large FR rise speed. Larger FR speeds result in stronger FR expan-
sions because the imbalance between the internal pressure and the
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Figure 6. Density pattern of two FR configurations at time t = 50 s: (left-hand panel) 0.1 MK and (middle panel) 10 MK. The right-hand panel displays the
density profile along the vertical cuts shown in the left-hand panel (red) and in the middle panel (blue).
Figure 7. Coronal wavefront velocities in the x-direction vcw as a function
of j0 for all the FR temperatures considered.
declining ambient one will be larger. To distinguish the cases with
shocks from those without them, in Fig. 4 we indicate with filled
marks the cases with a shock and with unfilled marks the cases
without a definite one. From the figure we see that all the cases dis-
play a shock pattern, except for the j0 = 1000 statA cm−2 tepid case
and the almost static one with vfr ∼ 10 km s−1 for Tfr = 0.1 MK.
A way to increase the rise speed is through the increase of the FR
temperature in order to obtain a lighter FR.
As we are interested in the coronal wavefront that disturbs the
chromosphere, in Fig. 7 we plot the wavefront speed of the FR
expansion in the x-direction as a function of the current density j0.
The speed is measured at the base of the corona (h = 2550 km)
at t = 180 s, when, for all cases, the wave has reached an almost
constant speed. From Paper I we know that a sufficiently strong
disturbance, i.e. a coronal shock wave, is required to produce a
strong enough chromospheric density enhancement detectable by
instruments. Also, considering that typical Moreton wave speeds
(between ∼400 km s−1 and 2000 km s−1) are known to be of the
fast magnetosonic type we analysed the Alfve´nic Mach number
MA. Filled symbols in Fig. 7 indicate that a fast magnetosonic
shock wave (MA > 1) is produced whereas empty symbols account
for sub-Alfve´nic disturbances.
The figure shows, as expected, that cold FRs will not produce
fast magnetosonic expanding shocks since they are too heavy. Only
slow magnetosonic shocks are detected propagating upward in the
y-direction. On the other hand, hot FRs are capable of generating
fast magnetosonic expanding shock waves with speeds increasing
with j0. For the tepid case, MA  1 for j0 < 2000 statA cm−2 and
MA  1 for j0 ≥ 2000 statA cm−2. Note that, in agreement with the
Moreton wave observational values, the speeds corresponding to
fast magnetosonic shock waves are in the range 350 km s−1. This
suggests that a combination of relatively large internal FR temper-
atures and relatively large magnetic field strengths are required to
obtain a detectable Moreton wave. The argument that the overex-
pansion of the FR is the main mechanism producing shock waves
in the base of the corona is reinforced by the analysis of Fig. 7.
As the internal pressure of the FR increases with the magnetic field
strength, the expansion will be larger for larger values of j0, leading
to larger shock speed, as seen from the figure. In contrast, Fig. 4
shows that the rise speed of the FR – and the bow-shock speed (if
present) – remains constant or increases less than the increase of
the shock speed at the coronal base, suggesting that the bow-shock
does not significantly contribute to the Moreton wave formation. We
conclude that only CME configurations with hot and tepid FRs and
relatively strong magnetic fields are candidates for the production
of Moreton waves.
3.2 Moreton formation and propagation
Fig. 8 displays the density profiles for different times
(t = 150, 200, 250 s) as a function of the x-coordinate for two dif-
ferent heights: (upper panel) at a coronal altitude of 2550 km and
(bottom panel) at an upper chromospheric height of 1500 km, where
the H α emission is produced (Vernazza, Avrett & Loeser 1981;
Leenaarts, Carlsson & Rouppe van der Voort 2012). From the fig-
ure we note a delay between the coronal fast magnetosonic shock
that sweeps the chromospheric surface and the compressional wave
registered at the chromosphere, which is consistent with the geome-
try of the expansion whose curvature radius increases continuously
(see Paper I for details). The wave that travels through the chro-
mosphere is followed by a density decrease associated with the
expansion caused by the rising of the FR.
When processing the H α images in Francile et al. (2013) we
determined that an ∼8 per cent threshold in the intensity contrast
of the running difference images was required to detect a Moreton
perturbation, i.e. lower threshold values were not reliable due to
the high noise levels of the data. Leenaarts et al. (2012) show that
the optical depth in the upper chromosphere is proportional to the
column mass so the brightness is linearly related to the plasma
density. In this case, besides the density increase, there will be an
additional contribution to the H α intensity due to the Doppler shift
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Figure 8. Density profiles in the corona–chromosphere interface (h = 2550 km) (upper panels) and in the upper chromosphere (h = 1500 km) (lower panels)
for j0 = 4000 statA cm−2, Tfr = 1 MK and the parameters of Table 1.
Figure 9. Chromospheric compression density ratio ρ1/ρ0 as a function of
j0 for all the FR temperature values considered.
(Moreton 1964) and Doppler brightening effect (Rompolt 1980) of
the line due to the radial speed originating in the compression of
the chromosphere. The Moreton propagation shifts the H α line with
respect to the filter passband, resulting in an intensity increase in the
line core as well as in the blue line wing, and an intensity decrease
in the red wing. Thus we here impose an upper limit to the density
of ∼8 per cent as the minimum density contrast required to detect a
chromospheric Moreton wave. This threshold explains the distance
without wave perturbations between the radiant point (the probable
location of the single wave source projected into the chromosphere)
and the place where the Moreton wave is initially visible.
Fig. 9 displays the chromospheric compression density ratio
(ρ1/ρ0, ρ0 the background density and ρ1 the maximum density
perturbation at height y = 1500 km and t = 180 s) for the different
temperature cases as a function of j0. The dotted line indicates the
∼8 per cent compression density limit above which we consider
that the chromospheric perturbation is detected as a Moreton wave.
Note that only the cases that lead to a fast magnetosonic shock for-
mation close to the upper chromospheric surface will account for
an observable Moreton perturbation (see Fig. 7).
The rarity of the Moreton wave observations with respect
to the numerous CME events could be explained by the
small number (∼1 per cent) of coronal shocks driven by CMEs
(Gopalswamy 2006). Thus, in the frame of our scenario, the CME
with a sufficiently rapid lift-off that leads to a strong expansion of
the FR would be a necessary requirement to produce a detectable
Moreton wave. Indirectly, this would imply the presence of a fast
bow-shock produced by the upward motion of the FR, since it would
indicate a rapid rise and consequently a strong expansion.
In order to study how the temperature of the FR and mag-
netic field strength affect the kinematics of a chromospheric per-
turbation, in Fig. 10 we show the chromospheric distance trav-
elled by the Moreton wave for different values of the FR tem-
perature (Tfr = 1, 2.5, 5, 10 MK) and the electric current density
(j0 = 2000, 4000, 5500, 8000, 9000 statA cm−2). The symbols in
this figure represent the position of a density enhancement equal
or greater than 8 per cent that moves away from the initial position
of the FR in the x-direction. As stated above, the density pertur-
bation is measured in the upper chromosphere, at h = 1500 Mm.
The delay between the coronal triggering time and the onset of the
Moreton wave is due to the time that it takes the shock front to reach
the upper chromosphere plus the time that it takes the density com-
pression ratio to surpass the ∼8 per cent threshold. As observed in
the figures, the delay of the Moreton onset is in the range of 30 s to
150 s corresponding to distances ranging from 30 Mm to 100 Mm,
respectively. These distances are consistent with observed minimum
distances for Moreton waves as reported by Warmuth et al. (2004a)
and Narukage et al. (2008). The figure shows that the larger the
current density, the shorter the delay time (upper panel), and that
the larger the FR temperature, the shorter the travelled distance to
surpass the required density threshold (bottom panel). The speed
of the Moreton wave is given by the slopes in Fig. 10 and is de-
termined by both parameters. Note that, as expected, the hotter the
FR (lighter) and the larger the current density the faster the More-
ton wave. In accordance with most observations, our simulations
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Figure 10. Chromospheric distance travelled by a Moreton wave as a func-
tion of time. The upper panel displays the results obtained with Tfr = 1 MK
and j0 = 2000 statA cm−2 in blue squares, j0 = 4000 statA cm−2 in blue dia-
monds and j0 = 9000 statA cm−2 in blue circles. The bottom panel displays
the results obtained with Tfr = 2.5 MK and j0 = 8000 statA cm−2 in green tri-
angles, Tfr = 5 MK and j0 = 5000 statA cm−2 in violet circles, Tfr = 10 MK
and j0 = 2000 statA cm−2 in red squares and j0 = 4000 statA cm−2 in red
diamonds. In both panels, the solid black line represents the chromospheric
distance travelled by the Moreton wave of the 2006 December 6 event.
show that the speeds of detectable Moreton waves are greater than
∼400 km s−1.
The solid line of Fig. 10 represents the evolution of the Moreton
wave of 2006 December 6. The wave registered an average speed
of 732 km s−1 with a delay time of about 130 s at a distance of
∼100 Mm (Francile et al. 2013). Our numerical results are able to
capture many of the kinematic features of the phenomenon, i.e. the
Moreton wave speed (when hot FRs are considered) and the density
chromospheric profiles (see Fig. 8). The delay of the space–time
location in the numerical results with respect to the observational
data could be adjusted modifying the parameters of Table 1, such as
the initial altitude h0 of the FR and the dipole parameter d, for each
of the particular combinations of FR temperatures and j0 values.
4 C O N C L U S I O N S
In Paper I, we numerically showed, using as a case study the 2006
December 6 event, that the action of a piston mechanism emulat-
ing either a flare-ignited blast wave (simulated as an instantaneous
pressure pulse) or the flank expansion of a CME (simulated as a
temporary pressure pulse) could be responsible for the formation of
Moreton waves. We established that to obtain a sufficiently strong
coronal shock (able to generate detectable chromospheric waves)
a relatively low magnetic field strength is required in comparison
with that registered in active regions. However, a low magnetic field
strength leads to a slow Alfve´n speed and thus to a slower coronal
shock. Thus, although the blast wave scenario could reproduce the
2006 December 6 event, it could not explain higher-speed events
such as the 2014 March 29 Moreton wave (Francile et al. 2016).
In this work we numerically evaluated the capability of a CME
event to produce Moreton waves considering a pseudo-equilibrium
model that treats the current-carrying filament floating in the corona
as a flux rope (FR) located at a certain height from the solar surface.
Although in a real CME the reconnection process could actually
influence the kinematics of the eruption (see e.g. Lin et al. 2005), we
here assumed that the rearrangement of the magnetic field through
reconnection processes in the current sheet does not determine the
CME dynamics.
For this model the eruption arises from the imbalance between
the magnetic tension in the y-direction and the gravity force. This
constitutes a key difference with respect to other models that pro-
pose initial configurations with internal overpressure values in the
FR (e.g. Vrsˇnak et al. 2016).
In contrast with the blast wave scenario analysed in Paper I, we
show that the coronal shock, which results from the FR overex-
pansion, increases its strength when the magnetic field is increased
(controlled through the parameter j0) if high enough temperatures
inside the FR are considered. This is because the overexpansion is
due to the loss of the equilibrium balance between the FR internal
pressure and the total external one. Thus, taking into account that
the stronger the magnetic field, the faster the FR rise in the direction
of declining pressures, this results in the strength of the expanding
waves increasing with the strength of the magnetic field. In addi-
tion, the large rise speed of the FR makes strong expanding coronal
shocks appear together with bow-shock-type features moving ahead
of the FR.
In agreement with Vrsˇnak et al. (2004), Temmer et al. (2009) and
Vrsˇnak et al. (2016), considering a scenario where the initial config-
uration is in pseudo-equilibrium, we show that only strong lateral
expansions of FRs leading to fast magnetosonic coronal shocks
are able to sweep the chromospheric surface producing detectable
Moreton waves. Varying the control parameters that define the FR
temperature and the magnetic field strength we find that the resulting
Moreton waves (when present) exhibit the main kinematic features
of the observed events. Therefore, we conclude that only very im-
pulsive CMEs, i.e. configurations with hot FRs and relatively strong
magnetic fields that lead to an FR overexpansion, could generate
detectable chromospheric disturbances. However, it should be taken
into account that although the piston mechanism that produces the
required expansion would be responsible by itself for the Moreton
wave generation, bow-shock features could be present, as they are
a consequence of large FR rise speeds (Francile et al. 2016).
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