Rats' leverpressing was reinforced on variable-ratio (VR) schedules. As ratio values increased, response rates initially increased with them, then eventually decreased. In Experiment 1, rates were uniformly higher with one-pellet reinforcers than with two-pellet reinforcers-the paradoxical incentive effect. Killeen's (1994) mathematical principles of reinforcement (MPR) described the data quantitatively but failed to predict the advantage for the one-pellet condition. In Experiment 2, rats receivedone-, two-, and three-pellet reinforcers with counterbalanced preloads of pellets; the continued superiority of the smaller reinforcers ruled out a satiation explanation. Experiment 3 introduced a 20-sec intertrial interval (ITI), and Experiment 4 filled the ITI with an alternate response to test a memorial/overshadowing explanation. In Experiment 5, the rats received one or two standard grain pellets or one sucrose pellet as reinforcers over an extended range of ratios. Once again, rates were higher for one than for two pellets at short to moderate VR values; thereafter, two pellets supported higher response rates. The diminution of the effect in Experiment 3 and its reversal in Experiment 4 and in Experiment 5 at large ratios provided evidence for overshadowing and reconciled the phenomenon with MPR.
mathematical principles of reinforcement (MPR) are based on three assumptions: (1) An incentive can sustain only a limited amount (a seconds) of responding; (2) response rates are constrained by the time required for a single response (d); (3) reinforcement only occurs when both a response and an incentive are contained within the same memory window-that is, when the response is coupled to the incentive. The effectiveness of reinforcement is a joint function of the motivational factor, characterized by a (which depends on qualities of the incentive and state of the organism, such as its deprivation level), and the tightness of the coupling between the reinforcement and the target response. This last factor is characterized by the coupling coefficient, which captures what historically have been called the contingenciesof reinforcement. These principles, instantiated in a mathematical model, were able to account for the ability of reinforcement to govern behavior in a variety of situations. They are recapitulated here. Killeen, Hanson, and Osborne (1978) showed that the motivational level of an organism is asymptotically proportional to the product of the rate of reinforcement (R) and the parameter a. Because of ceilings on response rate, this proportionalityis reflected in a hyperbolic relation between reinforcement rate and response rate. The coupling coefficient C(·) multiplies that hyperbolic function:
Model and Predictions
where B is the rate of responding and R the rate of reinforcement. The coupling coefficient was originally written as z, but here is given as C(·), to indicate that it is specific to a particular schedule (·). Notice that dividing by a renders this equivalent to Herrnstein's hyperbola (Herrnstein, 1979) , with C(·) / d 5 k and l /a 5 R 0 . The specific activation parameter, a, increases with the magnitude of the incentive: Doubling the incentive value (which may require more than doubling the amount of reinforcement; Killeen, 1985b) will have the same effect on response rates as doubling the rate of reinforcement (Leon & Gallistel, 1998) . Reinforcement strengthens more than just the immediately preceding response; it strengthens whatever is in the organism's memory at the time of reinforcement. This may include other target responses or other interresponses that occur between measured target responses-pausing, "superstitious" responding, and stylistic ways of making an extended target response (Herrnstein, 1966) . Interresponses are more likely on interval schedules than on ratio schedules, since the former nondifferentially reinforce any response (including another target response) that occurs before the final target response. Interresponses may include consummatory behavior when that precedes the target response (as on schedules of continual reinforcement, CRF). In general, the reach of a reinforcer decays exponentially with time, and its contact with prior target responses may be overshadowed by other substantial activities, such as consummation of a reinforcer (Killeen & Smith, 1984; Shimp & Moffitt, 1977) or other intervening behavior (Kramer, 1982) . The coupling coefficient has been derived for the basic reinforcement schedules (Killeen, 1994) . In the appendix it is rederived for variable ratio (VR) schedules and shown to be
with C(VRn) the coupling for a VR schedule with average response requirement of n and b the weight of the last response in memory; here, it is a free parameter 0 < b £ 1. According to Equation 2, coupling is a hyperbolically increasing function of the average VR requirement n, asymptoting at 1.0. If all of memory is concentrated on the last (reinforced) response (b 5 1), coupling attains its maximum of 1.0 under a VR 1 schedule. As memory becomes more persistent (i.e., for smaller values of b), it requires larger mean ratio values to saturate memory. For instance, if b is .2, it will require a mean ratio of n 5 36 for the weighted sum of the memories of the target response-coupling-to equal .90. It is trivial to predict the response rate on ratio schedules given knowledge of reinforcement rate; it is simply B 5 nR. The game becomes more interesting if one attempts to predict response rate as a function of the schedule parameter n. This may be done by substituting the schedulefeedback function for ratio schedules (from above, R 5 B /n) for R in Equation 1 and solving for B to arrive at the fundamental equation for ratio schedules:
In the case of VR schedules, coupling is given by Equation 2. Note that at large values of n, response rate falls toward zero, and coupling is close to its maximum (1.0), so that at this point Equation 3 solves to n max 5 a/d, which is Skinner's (1938) extinction ratio. The locus of Equation 3 is shown in Figure 1 for representative parameter values. In this figure, the default values of the parameters are a 5 75 response-seconds, b 5 0.1/sec, and d 5 0.3 sec; inserted into Equations 2 and 3, they describe the continuouscurve in all three panels. The dashed lines show the effects of increasing the parameters as indicated. The top panel shows the effect of changes in a on response rates: Doubling the incentive value halves the slope of the descending limb of the function.
Increasing the minimum interresponse time (IRT), d, which might result from a more effortful task, decreases response rates overall. Bizo and Killeen (1997) confirmed this effect by comparing pigeons' rates of keypecking and treadlepressing. Estimates of d were larger and response rates were lower for treadlepressing than for keypecking.
As n increases from 1, response rates also increase. This is because for larger values of n, there is an increasing probability that long strings of the target response will precede reinforcement, which increases the coupling between them and reinforcement. With a long memory window (small b), however, it is more likely that remote and irrelevant events, such as consummation of a prior reinforcer, will displace memory of the target response. When the rate of decay of memory is faster (dashed line, middle panel), memory saturates more quickly with the target response, so that response rates approach their asymptote (n /a) more quickly. Baum (1993) noted that the lower response rates on short ratio schedules were essentially eliminated if extreme IRTs were given minimal weight, by using a robust average of the IRTs akin to the median (Killeen, 1985a; Mosteller & Tukey, 1977) . Bizo and Killeen (1997) also found a decrease, but not elimination, of the lowered rates for small ratios when the postreinforcement pause (PRP) time was excluded in calculating response rates. Pause durations on both interval and ratio schedules increase regularly with interreinforcement time and are not different for ratio and interval schedules (Baum, 1993) . But pause times are relatively longer on small ratio schedules than on larger ones, and their removal from rate calculations thus increases rate estimates for small ratios more than for large ones. But why are they relatively longer for small ratios? On small ratio schedules, a reinforcer strengthens not only the target response, but also consummatory activities, such as focal search elicited by the prior reinforcer, activities that are still within its memory at the time of the next reinforcer and that occur immediately after reinforcement (Timberlake, 2000) . Thus, the decreased coupling to the target response at small ratio requirements is predicted to lengthen both IRTs and PRPs.
Equation 3 provides a good account of the behavior of pigeons on ratio schedules, both on VR schedules with the coupling coefficient defined by Equation 2 (e.g., Green, Kagel, & Battalio, 1982; Mazur, 1983) , and on fixed-ratio (FR) schedules (e.g., Powell, 1968) using the appropriate coupling coefficient. In particular, changes in the amount or quality of the reinforcer have the expected effects on both the shape of the response rate functions and on the corresponding values of a (see Figure 2 , from Bizo & Killeen, 1997) . Greater incentives promoted higher response rates and a larger value of a than did lesser incentives.
The Present Experiments
In order to extend the generality of the theory, we attempted to replicate the effect shown in Figure 2 with rats. In particular, we expected that rates would increase with increases in reinforcer amount (see, e.g., Pubols, 1960; Reed & Wright, 1988) in a manner similar to that shown in the top panel of Figure 1 . The rats were exposed to a sequence of increasing VR values. The failure of their data to conform to that prediction led to the second through fifth experiments reported below.
EXPERIMENT 1
The following experiment tested the prediction that the level of specific activation, a, should increase with increases in reinforcer amount. Amount was manipulated by varying the number of pellets delivered per reinforcer earned on VR schedules of reinforcement.
Method
Animals. Four female hooded rats (Rattus norvegicus, Long-Evans strain) participated in the present experiment. The rats were food deprived to 85% ± 10 g of their ad-lib weights and were postfed 4-12 g of Teklad rodent diet to maintain their weights within the prescribed range. The rats had free access to water in their home cages and were housed in pairs, with a reversed 12:12-h day:night cycle of illumination; the day cycle began at 6 p.m.
Apparatus. An interface panel formed the right wall of an experimental enclosure 31 cm wide, 22 cm deep, and 19 cm high, located inside a Lehigh Valley (Laurel, MD) sound-attenuating chamber. A ventilation fan and radio provided masking noise. A white houselight was mounted on the interface panel 13.5 cm from the chamber floor and 10.5 cm from the side wall. A standard Lehigh Valley response lever was mounted on the interface panel 3.5 cm above the chamber floor, 4.5 cm from the side wall. A force of approximately 0.2 N applied to the end of the lever was required to close a microswitch attached to the lever. A nosepress key was located on the front panel symmetric with the lever but was not used in this experiment. A pellet dispenser (Davis Scientific Instruments, Model PD-104) could deliver 45-mg grain pellets (Noyes Formula A/1 Rodent Pellets; Lancaster, NH) into a centrally located food tray mounted 3 cm from the floor. Experimental events were controlled and recorded by a computer located in an adjacent room.
Procedure. The rats had experience responding on FR schedules prior to serving in the present experiment. The rats were reinforced for leverpressing according to a VR schedule, whose 15 component ratios were arranged according to Catania and Reynolds's (1968) algorithm. There were 60 reinforcers per session, with a nominal (1-sec) blackout after reinforcement. The rats were given a single session's exposure to each of a progression of VR values (n 5 2, 3, 5, 8, 11, 17, 26, 38, 50, 75, 100, and 125) . Two of the rats initially received two pellets per reinforcer, the second pellet delivered 1 3 sec after the first. The other 2 received one pellet per reinforcer. After completing the progression, the reinforcer quantity was changed to the alternate number, and the rats were exposed to the progression a second time.
Results and Discussion
For all the experiments reported in the present paper, response rates were calculated by dividing the number of responses up to the last reinforcement by the session duration to that point and subtracting eating times and intertrial interval (ITI) times. These data were then averaged across individual animals. The data in the top panel of Figure 3 show that response rates initially increased with ratio value and then decreased as the requirement increased further. Response rates were always lower when two pellets were delivered as a reinforcer (filled circles) than when one pellet was delivered (empty circles). The curves are the trace of Equation 3.
It came as a surprise that the one-pellet condition generated substantially higher response rates than the twopellet condition. The data refuted our predictions and common sense as well-although, perhaps, not a literature that has seen positive, negative, and inverted-U relations between reinforcer magnitude and rate (Bonem & Crossman, 1988) . We had thought that a larger amount of food would generate higher response rates, which Figure 3 illustrates is not the case. Instead, they generated lower rates in 43 of the 48 comparisons (4 rats 3 12 ratios, one vs. two pellets). We call this apparently greater incentive value of smaller amounts the paradoxical incentive effect (PIE) .
What causes the PIE? Two simple explanations come to mind. First, the larger PRPs associated with larger reinforcers might be sufficient to reduce overall response rates below those occurring when smaller reinforcers are delivered. This may be due to momentary satiation or to increased postconsummatory activity. If the PRP is excluded from the calculation of response rate, would a PIE still be evident? The middle and bottom panels of Figure 3 answer this question by showing PRP and run rates when one pellet (empty circles) or two pellets (filled circles) were delivered as a reinforcer. Run rates were calculated for the time from the f irst response to the time of the last response of the VR requirement. Run rates therefore excluded the PRP from their time base. The PRPs are lower for one pellet than for two pellets. Nonetheless, run rates mirrored the same paradoxical effect evident for overall response rates: Rates were lower when two pellets were delivered as a reinforcer (filled circles) than when one pellet was delivered (empty circles). The PIE is not simply the result of longer PRPs associated with larger reinforcers.
The second possibility is that the incentive effects might reflect greater satiation of our rats during the session in which they consumed two pellets rather than one, per reinforcer. It is conceivable that the two-pellet condition decreased hunger more than it increased the incentive motivation conferred by the second pellet of food (Killeen, 1995) . Perhaps the rats in the two-pellet condition were simply less hungry. In Experiment 2, this satiation hypothesis was tested explicitly.
EXPERIMENT 2
The satiation hypothesis was tested by varying reinforcer amount while prefeeding the rats so that they received a constant amount of food in three of five conditions and different amounts in two other conditions.If response rates are depressed by satiation, rates should be lowest when the rats are prefed the most pellets and receive only a single pellet per reinforcer: Two thirds of the amount delivered contributes only to satiation, and one third of the amount contributes to both satiation and responsecontingent incentive motivation. Response rates should be highest when the rats are not prefed and receive three pellets per reinforcer, when all of the food contributes to incentive motivation.
Method
Animals. Five experimentally naive male albino Sprague-Dawley rats participated in the present experiment. The rats were housed individually, and all other conditions of treatment were the same as in Experiment 1.
Apparatus. The chamber was the same as used in Experiment 1, with an additional food cup mounted on the chamber floor. The cup was situated against the intelligence panel next to the original food cup on the side away from the lever. The response lever was replaced by a retractable lever (Coulbourn, E23-07), which required 0.25 N for activation. The reinforcers were 45-mg (nominal) Noyes Formula A/1 grain pellets, with those used in our experiment averaging 42.2 mg.
Procedure. The rats were initially trained to leverpress by exposure to a concurrent schedule fixed time (FT 90 sec, CRF): Pellets were delivered after each leverpress and once every 90 sec whether or not leverpressing occurred. Once leverpressing occurred regularly, initial training was instituted. This consisted of three sessions of VR schedules, each comprising 60 deliveries of food: Day 1 VR 3; Day 2 VR 5; Day 3 VR 8. The 15 component ratios were arranged according to Catania and Reynolds's (1968) algorithm.
There were three levels of prefeeding (0, 60, and 120 pellets) and three levels of reinforcer amount (1, 2, and 3 pellets per reinforcer). Five conditions were sampled from this matrix, with the rats exposed in a random order to the following conditions: 120 pellets prefed, 1 pellet per reinforcer; 60 pellets prefed, 2 pellets per reinforcer; 0 pellets prefed, 3 pellets per reinforcer; 0 pellets prefed, 2 pellets per reinforcer; and 0 pellets prefed, 1 pellet per reinforcer. The experimental VR values (n 5 3, 5, 8, 11, 17, 26, 38, 50, 75, 100, and 125) were presented in ascending order, one session per value.
At the start of each session, the rats were placed into the experimental chamber, and the prefeeding food, if any, was placed in the cup located beside the reinforcer cup. After 12 min-which observation had shown to be ample time for the rats to consume the preload-the houselight was illuminated, and the lever was inserted into the experimental chamber; leverpressing was reinforced according to the VR schedule. After each reinforcement, the lever was retracted for 10 sec, and the houselight was turned off. When multiple pellets were delivered per reinforcer, these were separated by 1 3 sec, and a 10-sec time-out followed the last. Experimental sessions terminated after 60 deliveries of food. In the last condition of the experiment, the rats' capacity to consume 45-mg pellets was tested by allowing the rats unlimited access to a cup of pellets for 1 h. Figure 4 shows that response rates increased with ratio value up to a point, and then either leveled off or decreased as the ratio requirement increased further. The curves are from Equation 3.
Results and Discussion
The top panel replicates the PIE shown in Figure 3 : With no prefeeding, one pellet per reinforcer generated a higher response rate than did two pellets per reinforcer. Furthermore, two pellets per reinforcer generated a higher response rate than did three pellets per reinforcer, except at ratios of 75 and above.
The bottom panel of Figure 4 shows the effect of prefeeding on response rates. If the inversion in average rates from their expected ordering seen in the top panel-the PIE-had been due to satiation, one would expect to see either (1) a decrease in the one-pellet and two-pellet rates, causing a reversal of the rank order of rates, because any existing incentive effect from the larger reinforcers could now rise above any (equated) demotivation effect, or (2) three overlapping curves, if the marginal utility function for additional pellets was flat after one pellet. Neither occurred: Rates for the one-pellet reinforcer condition showed little decrease with preloading, except at the smallest ratio values; rates for the two-pellet condition actually increased slightly over baseline but did not exceed the one-pellet condition. Rates for the three-pellet condition remained the lowest of all, except at VR 125.
In the free-feeding condition, the rats consumed 12 , 13, 15, 15, and 16 g of pellets, bringing about increases in their body weights of 10 , 9, 12, 15, and 13 g, respectively. The maximum 180 pellets the rats received during a normal experimental session (7.6 g) was thus approximately one half of their unfettered consumption in 1 h. Although 180 pellets could begin to have a demotivating effect, it was far from the level they would have eaten had food been freely available during the same time period.
A modicum of evidence for demotivation caused by the prefeeding may be found in the decrease in the response rates of the 1-earned / 120-prefed condition relative to the control 1-earned / 0-prefed condition at small ratios. But this demotivation is inadequate to account for the PIE in general: With motivation levels relatively constant (bottom panel), there remains no evidence for a normal incentive effect, since response rates for three-pellet reinforcers are substantially lower than those for both one-and two-pellet conditions, which in turn are quite similar.
This robustness of the response rates in the face of prefeeding is consistent with research reported by Ferguson and Paule (1995) . These authors varied the time at which rats were fed their daily ration between 15 min and 23 h prior to a session and found no effects on progressive ratio response rates. In a later study, they found substantial and regular changes in indices of responding with changes in percentage of free-feeding weight (Ferguson & Paule, 1997) . Apparently, the mechanisms governing hunger motivation in the rat are more a function of deep-level satiety monitors (e.g., blood chemistry; Toates, 1986) than of early-level monitors (e.g., gut distension; cf. Campbell & Dougan, 1995; Deutsch, 1983) . McSweeney and coworkers (e.g., Roll, McSweeney, Johnson, & Weatherly, 1995) have argued that patterns of within-session responding are generally not affected by satiation operations, although Bizo, Bogdanov, and Killeen (1998) did f ind changes in response rates of pigeons owing to satiation.
The data for Experiment 2 are plotted in Figure 5 separately for the first half (left panels) and second half (right panels) of each session at each VR value for both the prefeeding and the no-prefeedingconditions.If within-session satiation were a factor in this phenomenon, there should be a substantial difference in these functions. In all cases, however, three pellets generated the lowest response rates at all but the highest ratios.
In summary, the preloading operations had little effect on response rates in this experiment, and that is consistent with the general ineffectiveness of preloading as a demotivationaloperation for rats, particularly at low ratio values. The ineffectiveness of preloading, taken together with the presence of a paradoxical effect during the first half of the session, rules out satiation as an explanation of the PIE.
If Not Satiation, What? Killeen and Smith (1984) showed that the presentation of a reinforcer reduced pigeons' ability to report whether their responding was responsible for that reinforcement; as the duration of the reinforcer was increased to 4 sec, discriminability of the source of reinforcement fell to chance levels. The basic models of MPR assume that reinforcers erase memory for prior events: Prior reinforcers cut off the decaying memory trace of target responses that occurred before them from the strengtheningeffects of the subsequent reinforcer (see Figure 6 ). This constitutes overshadowing of earlier target responses by intervening reinforcers. In the original formulation of MPR the erasure was assumed to be complete, in order to avoid the invocation of an additional parameter specifying the amount of erasure. If erasure is not complete, the response curves shown in Figures 1-5 should start above the origin at short ratio values. This happens for reinforcers that involve minimal consummatory activity, such as points on a counter (McDowell & Wixted, 1986) , or responding for electrical stimulation of the brain. In light of Killeen and Smith's demonstration of incomplete erasure by brief reinforcers, it is conceivable that in our Experiment 1, the rats' shortterm memory for the target response is more completely erased in the two-pellet condition, because two pellets involve more consummatory behavior than does one pellet.
Consummatory (or other) responses block the impact of reinforcement more than does the simple passage of time: Killeen and Smith (1984) showed that an equal amount of time with the hopper light on, but no food available, was much less effective in blocking pigeons' ability to report the source of reinforcement. The brief postreinforcement blackouts in these experiments may be much less effective in blocking traces of prior behaviors than is more intense consummatory responding.
Incomplete erasure. Equation 2 may be modified to allow incomplete erasure (see the Appendix). This entails an increase in coupling that, after several reinforcers, approaches an asymptote of
where e is the degree of erasure, which can range from 0 when there is no erasure by consummation of the reward to 1 when there is complete erasure. In the case of no disruption (e 5 0), coupling equals 1.0 at all ratio values; in the case of complete erasure (e 5 1), it reduces to Equation 2. Equations 3 and 4 were applied to the data shown in Figure 4 . With d held constant at 0.31 sec and b at .10 over all conditions, the goodness of fit remained at the same level as that given by Equation 2 (average VAC 5 0.91) when those parameters were allowed to vary between conditions; e took values of .6 for the single-pellet condition, .85 for the two-pellet condition, and 1.0 for the three-pellet condition.
Without the additional erasure parameter, Equation 3 must cope with the fast-rising curves by attributing different depths of memory (values of b) under those conditions-as happened in the fitting of the model to the first two experiments. Equation 4 introduces the necessary erasure parameter, letting the rate functions start to rise more quickly at small ratios without attributing that to differential half-lives of the memory trace, a function that we believe should be a relatively invariant system parameter.
Because both b and e are free parameters, both Equations 2 and 4 may be written as C ¥ 5 n / (n + k). Thus, the original model is expected to fit the data as well as the expanded model under these manipulations; however, absent the residual memory parameter, it will lie about changes in the short-term memory parameter.
The remaining three experiments tested this memorial explanation of the PIE. In Experiment 3, the ITI was increased to 20 sec to increase the erasure of memory for target responses in all conditions. In Experiment 4, alternative responses were introduced during the ITI to further buffer both large and small reinforcer conditions from the differential impact of decaying memory traces. In Experiment 5, ratios were extended to verify the eventual superiority of multiple pellet reinforcers.
EXPERIMENT 3
If larger numbers of pellets decrease coupling because of increased consummatory activity, it should be possible to attenuate the differential erasure by increasing the ITI. To test this inference, the ITI was lengthened to 20 sec, and the reinforcer amount was varied. The longer ITI should decrease the difference between response rates, perhaps even letting the incentive effect dominate.
Method
Animals. Three of the rats were the same as those used in Experiment 1. One of those rats died and was replaced by another of the same age and strain.
Apparatus. The apparatus was the same as that used in Experiment 2, without the added food cup.
Procedure. The procedure was the same as that in Experiment 1, except that trials were now separated by a 20-sec ITI spent in darkness. Sessions terminated after 70 reinforcers or 75 min, whichever occurred first. Two of the rats initially received two pellets per reinforcer, and the other 2 received one pellet. After completing the progression, the reinforcer quantity was reversed, and the subjects were exposed to the progression a second time. Only data from sessions completed by all 4 rats are reported. Figure 7 shows that response rates increased with ratio size up to about VR 25, after which they decreased. Consistent with our hypothesis, the ITI attenuated the difference between the response rates for one versus two pellets seen in Experiments 1 and 2. However, the two-pellet rates did not exceed the one-pellet rates. Although the paradoxical advantage of small reinforcers over large ones has been almost eliminated, the expected advantage of two pellets over one has not been demonstrated.
Results and Discussion
There could be several reasons for the failure of our expectations. It could be that two pellets really are not significantly "better" than one: This would be the case if there was a very steep decreasing marginal utility for pellets. But whereas the discount function is steep, it is not so steep as to preclude an enhanced incentive from the two pellets (Killeen, 1985a ). An alternative explanation is to note that this was a relatively weak manipulation: Values for b of .03 per sec, as was found in the twopellet condition of Experiment 1, indicate a half-life of memory of approximately 30 sec. This is consistent with the ability to shape naive rats at delays of 30 sec (Lattal & Gleeson, 1990) . Although this manipulation was a move toward "leveling the playing field" of memory in the two conditions, it could not have been completely effective, as this logic and the data in Figure 7 show. If this is the case, the two-pellet condition might cause higher response rates for ratio values longer than those utilized here and for longer ITIs. Unfortunately, longer ITIs are likely to generate contrast effects (Bizo & Killeen, 1997) ; although these may be interpretable within the framework of MPR (Nevin, 1994) , we wished to avoid that confound here. A better way of ensuring more complete, and thus equal, erasure of memory was employed in the next experiment.
EXPERIMENT 4
It is possible that Experiment 3 did not completely equate the erasure effects of consumption on coupling, because the data in Figure 7 do not show lower response rates for the one-pellet condition, as one might in that case expect. Perhaps the simple passage of 20 sec is not sufficient to overcome the activities associated with eating two pellets. Experiment 4 provides a more potent manipulation of coupling by giving the rat an alternative source of reinforcement during the ITI and requiring a topographicallydifferent response to acquire it. Reinforcer amount was manipulated,and with putative equal erasure of prior target responses, it was expected that the pure incentive effect would generate higher response rates for the larger reinforcer amounts.
Method
Animals. The rats were the same as those used in Experiment 2. Apparatus. The apparatus was the same as that used in Experiment 3, with the addition of a sonalert. In this experiment, the nosepress key was used for the first time; presses of 0.15 N were adequate to close its switch.
Procedure. All the rats were trained to press the key with their noses in the presence of the tone, using the same shaping schedule as that originally employed for leverpress training. Once this was learned, the regular experiment was begun. Three minutes after the rats were placed into the experimental chamber, the houselight was illuminated, the lever was inserted into the chamber, and leverpresses were reinforced with either one or three pellets according to a VR schedule. The rats were given a single session exposure to each of an ascending progression of VR values in the absence of the tone, with n 5 3, 5, 8, 11, 17, 26, 38, 50, 75, 100, 125, 150, 175, 200, and 225 . The 15 components of the VR were arranged according to Catania and Reynolds's (1968) algorithm. Sessions ended after 61 reinforcers were received on the VR schedule for leverpressing.
Trials were separated by a 20-sec ITI in blackout. During the ITI, the lever was retracted, the sonalert was sounded, and nosepresses were reinforced with a single pellet with a probability p 5 1/30 per press (i.e., on a random ratio 30 schedule). Figure 8 (top panel) shows that response rates were higher with three-pellet reinforcers than with one-pellet reinforcers. The introduction of an alternate response during the ITI has overcome the PIE. The curves are from Equation 2. The average value of b has decreased from around .3 (Condition 1 of Experiments 2 and 3) to .07 (Condition 1 of this experiment), consistent with our suspicion that the high response rates at low ratios, which the model fit by driving up b, were actually evidence for incomplete erasure of memory, rather than for changes in the rate of trace decay. In the Appendix, it is shown that this is how such incomplete erasure would be manifest.
Results and Discussion
The bottom panel of Figure 8 shows rate of nose poking as a function of the VR value for leverpressing, with the number of pellets for leverpressing as a parameter. There is a clear contrast effect, with nose-poking rate being twice as high when one pellet was delivered as a reinforcer for leverpressing (empty circles) than when three pellets were delivered for leverpressing (filled circles). There was also a slight increase in nose-poking rate as the VR requirement for leverpressing increased.
An alternative to the memorial explanation of these results is a contrast explanation: The higher rates of reinforcement for nose poking under the one-pellet condition might have generated a contrast effect, differentially reducing rates of leverpressing for one pellet. One remedy is to reconduct this experiment with constant rates of reinforcement for nose poking. An alternative tactic is employed in Experiment 5.
EXPERIMENT 5
Although the PIE was reversed in Experiment 4, as was predicted, that could have been due to contrast. In this experiment, we collect data that the theory (MPR) may predict but that the contrast hypothesis cannot. Our model assumes that the PIE results from incomplete erasure of memory for target responses preceding the prior reinforcer: Larger reinforcers erase more of an animal's memory for those target responses (Killeen & Smith, 1984) and thus undermine their incentive/reinforcement effectiveness, especially at small ratio values. The effect of this erasure should be attenuated at very large ratio values, where leverpressing will almost exclusively saturate an animal's memory, allowing incentive effects to predominate. There is a hint in Experiment 2 that the PIE is reduced or reversed at the largest ratio values (n > 100). Here, we increase the range of VR values substantially to see whether the predicted incentive effects will be observed at larger ratio values. We also manipulate reinforcer quality: If reinforcer quantity is held constant while reinforcer quality is varied, incentive effects should predominate.
Method
Animals. Six experimentally naive male Sprague-Dawley rats served as subjects. They were maintained at 85% ± 10 g of their adlib weight and, if necessary, were postfed supplemental rodent chow to sustain their weight within the specified range. The rats were housed individually, and all the other conditions of treatment were the same as those for the other experiments.
Apparatus. Two operant chambers were utilized. Rats 33, 34, and 38 completed all sessions in a chamber measuring 31 cm wide, 17 cm high, and 22 cm deep, enclosed within a Lehigh Valley (Laurel, MD) sound-attenuating chamber. A white houselight was centered on the work panel 14 cm above the metal-rod floor. A Coulbourn Instruments (Allentown, PA) retractable lever was located on the work panel 2.5 cm above the floor and 2 cm from the left wall. A force of 0.22 N applied to the lever activated a microswitch and registered with the computer. A pellet dispenser (Davis Scientific Instruments, Model PD-104) clicked when delivering 45-mg pellets into a food tray centered on the work panel 2.5 cm above the floor.
Rats 35, 36, and 37 completed all the sessions in a chamber measuring 30 cm wide, 26 cm high, and 24 cm deep, enclosed within a Lehigh Valley (Laurel, MD) sound-attenuating chamber. A white houselight was centered on the work panel 19 cm above a wiremesh floor. A BRS/LVE (Laurel, MD) retractable lever was located on the work panel 3.5 cm above the floor and 3 cm from the left wall. A force of 0.45 N applied to the lever activated a microswitch and registered with the computer. A Med Associates (Georgia, VT) pellet dispenser delivered 45-mg pellets into a food tray that was centered on the work panel 3 cm above the floor.
Procedure. The rats were initially trained to leverpress for food under a concurrent FT 90-sec FR 1 schedule. One pellet was delivered every 90 sec or after a leverpress occurred. Once leverpressing occurred reliably, the rats were exposed to a VR 2 schedule of reinforcement for three sessions, after which the experiment began.
Before each session, the rats were given 12 min to habituate to the chamber with the houselight illuminated. Following this habituation time, the lever was extended, and leverpressing was reinforced on a constant-probability VR schedule. Sessions terminated after 90 reinforcers or 90 min, whichever occurred first. Each reinforcer was followed by a 1-sec blackout, during which the lever was retracted. A single session exposure was given to each of the fol- lowing VR values: 3, 5, 8, 11, 17, 26, 38, 50, 75, 100, 125, 150, 200, 250 , 300, 400, 500, 600, 700, 800, 900, and 1,000. This series was repeated with three different reinforcers.
Reinforcement consisted of one 45-mg pellet (Noyes Formula A/1 Rodent Pellets), two 45-mg pellets, or one 45-mg sucrose pellet (Noyes Formula F Sucrose Pellet). These are referred to as 1 Noyes, 2 Noyes, and 1 Sucrose. The rats were exposed to the conditions in a counterbalanced order. The second pellet, if scheduled, was delivered 0.33 sec after the first. Conditions (reinforcement type) were changed after the completion of the VR progression or when the rat obtained no reinforcers for two consecutive sessions.
Results and Discussion
The PIE was replicated, although at a magnitude somewhat diminished from the previous experiments. The top panel of Figure 9 shows the data plotted over a linear axis, and the bottom panel shows them plotted over a logarithmic axis. One Noyes pellet generated higher response rates on ratios up to 100, close to the upper limit of ratios studied in the previous experiments. Thereafter, two pellets supported much higher response rates, as is predicted by MPR.
The data from the sucrose pellets reinforce these interpretations. Rates were highest for the sucrose pellet until ratios of around 300, when the two-Noyes-pellet condition caught up. A sucrose pellet has incentive motivation (a) approximately equivalent to two pellets (and thus their congruence at high ratios), but it overshadows prior responses less than do two Noyes pellets. The reduced value of e permits the greater motivational value to carry rates above the two-pellet condition at moderate ratio values.
The effects shown in Figure 9 are significant, both theoretically and statistically. To show this, the data were detrended by fitting the model to the data for ratios between 3 and 100, pooled across conditions: first, pooled across sucrose and one pellet, then across sucrose and two pellets, and finally across one pellet and two pellets. Residual deviations were calculated. Since each subject experienced each condition,it is possible to do a paired t test for deviations from the model as a function of condition. All the comparisons were significant beyond the p 5 .01 level.
GENERAL DISCUSSION
Ours is not the first set of experiments to show that larger reinforcers do not necessarily entail higher response rates: Bonem and Crossman (1988) reviewed the effects of reinforcer magnitude in a wide variety of animal learning studies and found exceptions to every generalization. But only a few studies have shown an inverse effect of magnitude. Svartdal (1993) found that humans would respond less vigorously for large magnitude payoffs than for small, as Di Lollo, Ensminger, and Notterman (1965) found to be the case for rats. Black and Elstad (1964) found that rats ran faster in a straight alley for a 10-sec than for a 30-sec access to food. Leslie and Toal (1994) found little effect of one versus four pellets on interval schedules and an inverse effect on ratio schedules. They noted Bonem and Crossman's "pessimistic conclusions" and recommendation that "further experiments should be of a theory-testing nature rather than be simply directed at the collection of further data" (p. 119).
Larger amounts of food often increase the postreinforcement pause (see, e.g., Harzem, Lowe, & PriddleHigson, 1978; Lowe, Davey, & Harzem, 1974) , although in contrasted conditionsof reinforcement, smaller amounts of food may cause longer pauses, a negative contrast effect (Blakely & Schlinger, 1988) . Hatton and Shull (1983) found larger feedings to presage longer pausing than did smaller feedings on fixed-interval schedules-but only when they were intermixed, not blocked. These results are similar to those found by Keesey and Kling (1961) on variable-interval schedules, and by Perone and Courtney (1992) and Baron, Mikorski, and Schlund (1992) on ratio schedules. In the present study, pausing was longer after larger feedings (e.g., in all the phases of Experiment 3, median PRPs were 2.6 sec for the three-pellet conditions, 1.25 sec for the 2-pellet conditions, and 1.0 sec for the 1-pellet conditions). However, running rates-response rates calculated from the end of the pause until the next reinforcer-show the same effects as those reported here for overall rates. Therefore, although a contributing factor, longer pauses after larger reinforcers cannot solely account for the data in this experiment.
Ours is not the first model to suggest that reinforcement has negative as well as positive effects on response rates. Catania (1971) studied the effect of reinforcement on prior responding and later (Catania, 1973; Catania, Sagvolden, & Keller, 1988) derived a model, analogous to Equation 1, based on the inhibitory effects of reinforcement.
These equivocal effects of magnitude should not be taken as an indication that it is a weak controlling variable. Pigeons can discriminate small differences in sizes of grain and strongly prefer larger sizes (Killeen, Cate, & Tran, 1993) . When animals are given a choice between different amounts, preference is strongly controlled by amount (Neuringer, 1967) , and the effect increases with the delay to reward (e.g., Ito, 1985) . Rather than a weak independent variable, the problem is that absolute response rates are an insensitive dependent variable, especially at high rates of reinforcement. One of the reasons for this insensitivity are ceilings on rate: Osborne (1978) showed that general activity increased to a much greater extent with increases in amount of reinforcement than did keypecking or leverpressing.
Incentive effects will be most clearly differentiated when larger reinforcers do not also differentially reduce the transreinforcer effect of reinforcement, thus undermining their effectiveness at high rates of reinforcement. This was shown in Experiment 4, where increased erasure by interposed tasks permitted a large nonparadoxical incentive effect to be manifest. In choice experiments, there is often additional erasure by the trials procedure, changeover delays, and so forth, which will tend to level the erasure and let incentive effects predominate. This analysis predicts that incentive effects will be greatest when the reinforcer is delayed, which will tend to equate transreinforcer effects. This has been found (e.g., Green & Snyderman, 1980) . Specific activation (a), the carrier of incentive effects in this theory, is the inverse of Herrnstein's R o (see, e.g., de Villiers & Herrnstein, 1976) , which covaries substantially with motivational operations-both incentive operations, such as changes in magnitude of reinforcers, and drive operations, such as satiation (see Petry & Heyman, 1997 , for a recent review). Variations in a will affect response rates primarily at high ratio values: The derivative of Equation 3 with respect to a is n /a 2 , showing that a's effect on rates is proportional to the mean ratio value n. The incentive motivational effects of larger reinforcers were visible only at the highest ratio values. At high rates of reinforcement (small n), the effects of variations in amount will be small. At high incentive values (small 1/a 2 ), the effects of variations in amount will be small. Effects of manipulations in amount will be most noticeable when both rate of reinforcement and levels of motivation are low. The equation of motion for interval schedules has similar properties: Its derivative with respect to a is an inverse function of both a and the square of the reinforcement rate. Consistent with these predictions, Heyman and Monaghan (1994) showed that effects of changes in sucrose concentration had little effect on response rates at high rates of reinforcement, and Dallery, McDowell, and Lancaster (2000) found the effects of sucrose magnitude to be greatest at very low concentrations.
Increases in reinforcer magnitude will change a number of mediating factors of different importance in different experimental contexts: Incentive motivation will generally increase, hunger drive will sometimes decrease, and response-reinforcer coupling may decrease. When animals can eat to satiation, different magnitudes of reinforcement have large effects on meal spacing (Collier, Johnson, & Morgan, 1992) . In this case there is an inverse-but not paradoxical-incentive effect, because very large quantities of reinforcer satiate the animal for substantial periods. Reed (1991) found that a normal magnitude effect (four-pellet response rates greater than onepellet response rates) on a VR 30 schedule was greatly attenuated when the hopper was illuminated during reinforcement and that a paradoxical magnitude effect (onepellet response rates greater than four-pellet response rates) on a random-interval 30-sec schedule was abolished when the hopper was illuminated during reinforcement. Some portion of these effects might have been due to increased blocking in the one-pellet case when the hopper was illuminated. As Leslie and Toal (1994) suggested, disentanglingsuch convolutedeffects may benefit more from theoretically driven experiments than from purely empirical studies. The present set of experiments constitutes a step in that direction.
APPENDIX The Coupling Coefficient for Variable-Ratio Schedules
On idealized VR schedules requiring a mean number of responses n, there is a constant probability p 5 1 / n that any response will terminate the count and provide reinforcement. At least one response must be made, guaranteeing coupling of b. The probability that the sequence of responses will survive until the second response is (1 2 p) and that it will survive until the j th response is (1 2 p) j21 .
The last response-the one that triggers reinforcement-must always occur and will always receive a strengthening of b, the first addend in the following equation. The penultimate response will occur with probability 1 2 p and will receive a strengthening of b (1 2 b) , the second addend: 
Incomplete Erasure
The above assumes that if the first response after a previous reinforcer is reinforced, it receives a maximum coupling of b. This is because the consummation of a reinforcer fills memory with that consummatorybehavior(and its sequalae,such as postprandial area-restricted search, etc.) and those, rather than the earlier target responses, fill the remainder of memory. But brief reinforcersmay not completely overshadowthe memory of prior target responses. Call the proportion by which memory of prior target responses is erased after a reinforcement e. Then, the response that triggered the prior reinforcer receives, in addition to the usual strengthening of b, the residual from the current epoch-diminished by the erasure e and the additional weakening created by the intervening target responses in the current epoch. Under the assumption of complete erasure, the amount of associationallocated to responses is given above. With incomplete erasure, another series must be interleavedwith it. The response that triggers reinforcement now receives an additional strengthening of C + 5 p(1 2 b) (1 2 e)C + .
With probability p, the next response will also be reinforced; it will be distant by one interveningresponse and one intervening reinforcer and therefore will receive the additional strengthening of (1 2 b)(1 2 e)C + . The first term representsthe decrement that is due to the next response,the second to erasure by reinforcement. The third term gives the coupling to all additional reinforcers in the future, a quantity we are in the process of calculating.
The next potentialadditionalsource of strengthfor a response that precedes reinforcementis another reinforcer two responses later. The expected strengthening then becomes And in general, Combining this surplus with the direct effects of reinforcement gives
We may solve this equation for C + :
where S is the sum over the first N responses:
This result shows that the expected level of coupling will increase over the beginning of a session as N increases.This effect may look like "warm-up," but it involvescontingencies/coupling, not motivation.
Asymptotically, which further reduces to
Compare this with Equation 2 in the text. Thus, after all this bookkeeping,we see that incomplete erasure of memory does not change the form of the model but just modifies the apparentvalue of the rate of decay of memory. Since both e and b are usually free parameters, for ordinary use the coupling coefficient for VR schedules is simply a hyperbolic function of the ratio requirement:
C(VR n) 5 . 
