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Abstract 
In this paper, the adequacy of fifth normal form (5NF) in relational database design is 
investigated. It is shown that 5NF is inadequate because it does not generalise fourth normal 
form (4NF) and because it is equivalent to the very stringent requirement that every attribute is 
a key, a requirement that is effectively impossible to satisfy in practical database design. By 
restricting the join dependencies (JDs) in the set of constraints to those that do not have 
superfluous components, the definition of 5NF is then changed to a new normal form, called 
reduced fifth normal form (SNFR), and it is shown that 5NFR generalises 4NF. It is also shown 
that SNFR is a strictly weaker condition than projection-join normal form (PJ/NF), the other 
normal form that has been proposed for JDs. 
Keywords: Relational database; Database design; Normalisation; Join dependencies; 
Fifth normal form 
1. Introduction 
In the research literature, two normal forms have been proposed for relational 
database design when the set of dependencies contains arbitrary join dependencies 
(JDs) [17]. The original, called projection-join normalform (PJ/NF) [9], was motivated 
by the database design goal of avoiding update anomalies in a relation and a design 
satisfies PJ/NF if every JD is implied by the set of key functional dependencies (FDs). 
The second normal form isfifth normalform (5NF)’ and a design satisfies 5NF if every 
component of every nontrivial JD is a key [13]. The motivation for 5NF was to 
extend the definition offourth normalform (4NF) [8] in a natural fashion to the more 
general case where arbitrary JDs are present. In the literature there is also some 
confusion about these two normal forms and their relationship, with some sources 
*E-mail: millist.vincent@unisa.edu.au. 
‘To be more precise, [13] also refers to this normal form as PJ/NF, but it is referred to as 5NF in this paper 
to avoid confusion with the original PJ/NF and to be consistent with current usage [7, 123. 
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claiming that 5NF and PJ/NF are equivalent [7, 121, while in others [13] it is claimed 
that 5NF is weaker than PJ/NF. The purpose of this paper is to re-examine the 
definition of 5NF and to resolve the question of its relationship to PJ/NF. 
The first contribution of the paper is to show, as first noted in [16], that the 
definition of 5NF is incorrect because it does not satisfy the requirement that it 
generalises 4NF, i.e. 5NF is not equivalent to 4NF when every JD in the set of 
dependencies is a multivalued dependency (MVD) [S]. This requirement is based on the 
fact that 4NF has been shown to ensure desirable semantic properties of relations 
such as eliminating redundancy and update anomalies [lo, 19,21,23]. In fact, we 
show that 5NF is equivalent to the condition that every attribute is a candidate key. 
This is a very stringent condition and is virtually unattainable in practical database 
design. We then demonstrate that the source of the difficulty with 5NF is a property of 
implied JDs that is not shared by implied FDs and MVDs. This property is that a JD 
always implies a JD obtained from adding an arbitrary number of components to the 
original JD and so the set of implied JDs includes JDs which have unnecessary or 
redundant components. To overcome this difficulty we introduce a new notion, called 
a strong-reduced JD. A JD is strong-reduced if when any component of the JD is 
removed, the resulting JD is either not an implied JD or does not contain every 
attribute in the relation scheme. Based on this concept, we propose a corrected and 
weaker definition of 5NF, called reduced-5NF (SNFR), which has the same definition 
as 5NF except that only strong-reduced implied JDs, rather than all implied JDs, have 
to satisfy the requirement that every component is a superkey. We then show that 
5NFR has the desired property of generalising 4NF. 
While 5NFR solves the original problem with 5NF, to use the definition directly 
involves the computationally difficult problem of having to generate the set of all 
implied strong-reduced JDs. A similar computational problem occurs in testing for 
Boyce-Codd normal form (BCNF) and 4NF since they are also defined in terms of the 
set of implied dependencies.’ However, it has been shown that only the FDs and 
MVDs in the set of dependencies have to be used in testing for BCNF [3] and 4NF 
[21], thus resulting in efficient polynomial algorithms. The second contribution of the 
paper is to show that 5NFR also has the same property provided that the JDs in the 
set of dependencies are strong-reduced, thus also resulting in an efficient polynomial 
algorithm for testing for SNFR. The last contribution of the paper is to investigate the 
relationship between PJ/NF, 5NF and SNFR, and thus settle the confusion on this 
issue in the literature. We show that 5NF is a strictly stronger condition than PJ/NF 
and that PJ/NF is strictly stronger than SNFR. 
The rest of the paper is organised as follows. Section 2 contains basic relational 
concepts and definitions. In Section 3, we firstly show that 5NF does not satisfy the 
‘This is not a coincidence, since if a normal form is defined in terms of the set of implied dependencies then it 
satisfies another fundamental requirement of any normal form, that it be independent of which cover is used 
c31. 
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requirement that it generalises 4NF. The notions of a strong-reduced JD and SNFR 
are introduced and we show that SNFR generalises 4NF. PJ/NF, 5NF and SNFR 
are compared in Section 6 and it is shown that 5NF is strictly stronger than PJ/NF 
and that PJ/NF is strictly stronger than SNFR. Finally, Section 5 contains some 
concluding comments. 
2. Basic definitions and concepts 
We assume that the reader is familiar with basic relational concepts and the 
definitions of FDs and MVDs as given in standard database texts [13]. We now 
outline some of the basic results and notation that will be used later in this paper. 
2.1. Functional and multivalued dependencies 
A relation scheme is a set of attribute names. A set C of FDs and MVDs apply to 
a relation scheme R if all the attributes appearing in every FD and MVD are members 
of R. In this paper we consider only a single relation scheme, and we assume that a set 
of FDs and MVDs always apply to the relation scheme. The set of all relations which 
satisfy a set C of FD and MVD constraints is denoted by SAT(C). The set of attributes 
in a dependency d is denoted by ATT(d). 
Given a set C of FDs and MVDs and an FD Z + W (or MVD Z -+ -+ W), C implies 
the FD Z + W (or MVD Z -+ -+ W) if every relation that satisfies C also satisfies 
Z + W (or Z + -+ W). It has been shown [4] that it is possible to decide whether a set 
z of FDs and MVDs implies another FD or MVD by using a proof based on a finite 
application of rules taken from a finite set of inference rules. For the purpose of this 
paper, we recall the following inference rule from [4]. 
Al: IfX++Y, ZsY, WnY=4 and W-Z, thenX-+Z. 
A dependency is trivial in a relation scheme R if it is satisfied by every relation 
defined over R. It can be shown [13] that an FD X + Y is trivial if and only if Y E X, 
and an MVD X + + Y is trivial if and only if Y s X or R = XY. The closure of a set 
C of FDs and MVDs, denoted by C+, is the set of FDs and MVDs implied by C. Two 
sets of dependencies, C and y, are equivalent, written as _E = Y’, if C+ = Y +. If C = Y 
then C and Y are said to be covers for each other. 
The closure of a set of attributes X, denoted by X +, is the set of attributes such that 
anattributeAoX+ifandonlyifX-+AEC+. 
A set of attributes X is a superkey for a relation scheme R if the FD X + R E C+. 
X is a candidate key if it is a superkey and it has no proper subset X’ such that 
X’+REC+. The set of key constraints, denoted by Ck, is the set of all FDs in C+ of 
the form K + R, where K is a candidate key of R. Obviously, if a relation satisfies 
C then it also satisfies Ck but the converse is not true. The set of all relations satisfying 
zk is denoted by SAT(Ck). Also, it is easily seen that a relation is in SAT(Ck) if and only 
if no two tuples in the relation have the same value for a candidate key. 
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Let R be a relation scheme and let C be a set of MVDs and FDs that apply to R. 
Then (R, C) is in Boyce-Codd normalform (BCNF) if for every nontrivial FD X + Y in 
C+, X is a superkey, and (R, C) is in fourth normal form (4NF) if for every nontrivial 
MVD X + + Y in z+, X is a superkey [S]. 
2.2. Join dependencies 
Let RI, . . . , R, be nonempty subsets of R. If there are tuples tl, . . . , t, (not 
necessarily distinct) in a relation Y such that ti[Rin Rj] = tj[Ri n Rj] for all i, j such 
that 1 < i < p, 1 < j d p, then tl, . . . , t, are said to join completely on (RI, . . . , Rp}. In 
this case, there exists a unique tuple t such that t[Ri] = ti[Ri] for all i such that 
1 < i 9 p which is called the join of tl , . , t, on {RI, . . . , Rp). A JD is a constraint 
denoted by *[RI, . . . , RP]. A relation r satisfies the join dependency *[RI, . . . , Rp] if 
for every set of tuples t 1, . , t, E r which joins completely on {RI, RZ, . . . , RP), r also 
contains the join of tl, . . . , t, on (RI, . . . , Rp). RI, . . . , R, are referred to as the 
components of the JD. The result [S] that any MVD X + + Y is equivalent to the JD 
*[XY, XZ], where Z = R - XY, will be used often in this paper. A JD is trivial if it is 
satisfied by every relation r. It can be shown that a JD *[RI, . . . , Rp] is trivial iff there 
exists a component such that Ri = R. 
A JD *[RI, . . . , Rp] is total if R = RI . . . R,. In this paper all JDs in C will be 
assumed to be total. We also note the following inference rule for determining when 
a total JD implies another total JD [S]. 
A2: Let *[RI, . . . , Rp] and *[S,, . . . , Sk] be total JDs deJned over a scheme R. Then 
*CR 1, . . . , Rp] implies *[S,, , Sk] ifs or every Ri there exists an Sj such that Ri E Sj. 
2.3. Tableau 
A tableau is a matrix consisting of sets of rows [2, 141. Each column in the tableau 
corresponds to an attribute in R. Each row consists of variables from a set T/, which is 
the disjoint union of two sets V, and V,. V, is the set of distinguished variables (dvs) 
and V, is the set of nondistinguished variables (ndvs). Any variable can appear in at 
most one column, a dv must appear in each column and at most one dv can appear in 
a column. 
A valuation is a function p that maps each variable to an element in DOM (A) where 
A is the column in which the variable appears. This is extended to a function from 
a tableau T to a relation over R in the obvious manner. Let C be a set of FDs and JDs 
(any MVD is treated as a JD). The chase is the result of applying the following 
transformations to a tableau T until no further changes can be made. 
F-Rule: If X + A E C and T has rows w1 and o2 where w1 [X] = o2 [X] and 
v1 = o1 [A] and v2 = o2 [A], then if either of v1 or v2 is a dv and the other is not, then 
all occurrences of the ndv is changed to the dv. If both are ndvs, then the one with the 
larger subscript is replaced by the one with the smaller subscript. 
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J-Rule: If *[RI, . . . , Rp] E C and there exists a row o, distinct from the rows in T, 
such that w[Rl] E T [RI], . . . , o[R,] E T CR,], o is added to T. 
Let chase,( T ) be the tableau that results from applying the F-rule and J-rules until 
no more changes can be made. It can then be shown [14] that the chase always 
terminates and the resulting tableau is unique, independent of the sequence in which 
the rules are applied, up to a renaming of the ndvs. 
We will use the following result [14] on the properties of the chase later in this 
paper. 
Lemma 2.1. Let C be a set of FDs and JDs and let o denote the JD *[RI , . . . , Rp]. The 
tableau T, is constructed asfollows. It contains rows ol, . . . , cop, where row wi contains 
dvs in the columns of Ri and distinct ndvs elsewhere. Then o E C ’ ifSchase,( T,) contains 
a row of only dvs. 
3. Deficiencies with 5NF 
We firstly recall the definition of 5NF [13]. 
Definition 3.1. Let R be a relation scheme and let C be a set of FDs and total JDs. 
Then (R, C) is in 5NF if for every nontrivial total JD 0 E C+, every component of 0 is 
a superkey. 
While not discussed in the original proposal for 5NF, one motivation for this 
definition, that of naturally extending the definition of 4NF, can be more easily seen 
from the following result. 
Lemma 3.1. Let C be a set of FDs and MVDs. Then (R, C) is in 4NF #for every 
nontrivial total JD in C’ of the form *[RI, R2], both RI and R2 are superkeys. 
Proof. If: Let X --f -+ Y be any nontrivial MVD in C+ and let *[XY, XZ] be the 
equivalent JD. Obviously, this JD is nontrivial and total since X -+ -+ Y is nontrivial 
and so both XY and XZ are superkeys by the 5NF property. Hence XY -+ Z and 
XZ + Y are in C’, and so, by inference rule Al, X + Y E C’ and X + Z E C’, and 
thus, X + R E C+, and hence X is a superkey and so (R, C) is in 4NF. 
Only if Immediate. 0 
The other motivation for 5NF is to minimise the storage cost of a relation. It is 
known that (R, C) is in 5NF if and only if the total number of values (including 
duplicates) appearing in any relation r defined over R is less than or equal to the total 
number of values in the relations formed by projecting r on the components of any JD 
in C+ [6]. In other words, 5NF guarantees that any relation defined over the scheme 
has minimum storage. 
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However, we now show that 5NF it is not equivalent to 4NF when all the JDs in 
C are MVDs and so violates the fundamental requirement that it generalises 4NF. 
Example 3.1. Let R = {A, B, C> and C = {A -+ B, A -+ C}. Clearly (R, C) is in 4NF. 
However, (R, Z) is not in 5NF since C implies the nontrivial JD *[A& AC, C] in 
which the component C is not a superkey. 
In fact, 5NF is a very stringent requirement as we now demonstrate by showing that 
it is equivalent to the property that every attribute is a superkey. 
Lemma 3.2. (R, Z) is in SNF ifS every attribute in R is a superkey. 
Proof. Zt Immediate. 
Only if: Let A be an arbitrary attribute in R and consider *[RI, . . . , R,], an 
arbitrary nontrivial total JD in C+. Then *[RI, . . . , R,, A] is total and nontrivial 
since *[RI, . . . , Rp] is total and nontrivial. It follows from rule A2 that 
*CR , , . . , R,, A] E Ci and so A must be a superkey by the 5NF property and the 
result follows since A is arbitrary. 0 
This result shows that 5NF is virtually impossible to achieve in practice, and is 
clearly not what was intended in the introduction of 5NF. The reason for 5NF not 
generalising 4NF originates from the different properties of implied JDs to those of 
implied MVDs and FDs. MVDs and FDs have the property that if the lhs of every 
nontrivial dependency in C is a superkey, then the lhs of every nontrivial MVD or FD 
in C+ is a superkey [22,21]. Thus, as noted in Section 1, equivalent definitions of 
BCNF and 4NF can be obtained if the condition that all dependencies in C+ have the 
normal form property is replaced by the requirement that the dependencies in C have 
the property. However, as the following example and Example 3.1 demonstrate, the 
fact that every component of a JD in C is a superkey does not imply that every JD in 
C’ has the same property. 
Example 3.2. Let R = {A, B, C, D} and let C = {A + BCD, C + ABD, *CAB, BC, 
CD] ). The only candidate keys are A and C and *CAB, BC, CD] is not implied by the 
two FDs. Also, each component of the JD is a superkey. However, using inference rule 
A2, C implies *CAB, BC, CD, D] in which component D is not a superkey. 
The difficulty occurs in Examples 3.1 and 3.2 because no restrictions are placed on 
which JDs in Cf are considered and hence JDs which are obtained from other JDs by 
adding an arbitrary component are allowed. This suggests a solution to the problem. 
Change the definition of 5NF to consider only those JDs in C+ which do not have 
superfluous components. As a first attempted solution, we recall the standard defini- 
tion of a reduced JD that appears in the literature [l]. 
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Definition 3.2. A JD *[R 1, . . . , RJ is reduced if it is total and Ri $ Rj for all i, j, i # j. 
However, if we then modify the definition of 5NF by requiring that every component 
of every nontrivial reduced JD in Cf is a superkey, then this still does not achieve the 
desired goal of generalising 4NF. 
Example 3.3. Let R = {A, B, C} and let C = {A + BC}. The only candidate key is 
A and so (R, C) is in 4NF. However, C implies the JD *[A& AC, BC] which is 
reduced, yet component BC is not a superkey. 
In this example, we note that although the component BC of the JD *[A& AC, BC] 
is not a subset of any of the other components, it is still superfluous in the sense that 
the JD obtained from removing it *[AB, AC], is also in Cf. This leads to the following 
notion of a strong-reduced JD. 
Definition 3.3. Let Z be a set of FDs and JDs. A JD *[RI, . . . , RJ in C+ is strong- 
reduced if it is total and for every component Ri, 1 < i Q p, the JD obtained by 
removing Ri from *[RI, . . . , RJ is either not in C+ or it is not total. 
For instance, in Example 3.3, the JD *CAB, AC] E C+ and is strong-reduced since 
removing either component results in a JD that is not total, whereas *CAB, AC, BC] is 
not strong-reduced since component BC can be removed and the resulting JD is total 
and in Z’. 
Also, using inference rule A2, it is easily seen that removing a superfluous compon- 
ent from a JD that is not strong-reduced maintains equivalence and so, by repeatedly 
removing superfluous components, a cover containing only strong-reduced JDs can 
always be generated for any set of FDs and JDs. It also follows, using rule A2 again 
and Example 3.3, that the strong-reduced property is strictly stronger than the 
reduced property defined earlier in Definition 3.2. Based on this new notion, we now 
define a corrected definition of 5NF, which we call reduced-_5NF (SNFR). 
Definition 3.4. Let R be a relation scheme and let C be a set of FDs and total JDs. 
Then (R, C) is in SNFR if for every nontrivial, strong-reduced and total JD (T E C+, 
every component of cr is a superkey. 
We now show that SNFR achieves the desired goal of generalising 4NF. 
Theorem 3.1. If R is a relation scheme and C is a set of FDs and MVDs then (R, C) is in 
4NF ifSit is in SNFR. 
Proof. If: Immediate from Lemma 3.1 and noting that any nontrivial total JD of the 
form *[RI, R2] is also strong-reduced. 
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Only if: Since (R, C) is in 4NF, then C is equivalent to a set of FDs, where the Ihs of 
every FD is a superkey so, without loss of generality, we consider C to be such a set. 
Consider any strong-reduced JD *[R 1, . . . , R,] E C+, denoted by 0, and its associated 
tableau T,. We will show that every component of g is a superkey. Firstly, by Lemma 
2.1, chase,(T,) must contain a row w of dvs. Let Ri be an arbitrary component of g. 
We firstly claim that the row mi in T, corresponding to Ri must be involved in at 
least one application of an F-rule during the chase. Otherwise, one can remove Oi 
(and hence Ri from a) and generate a w which shows both that *[RI, . . . , Ri_ 1, 
Ri+l, ... > Rp] E C+ and that it is total (otherwise a dv could not be generated in every 
column of w), thus contradicting the assumption that 0 is strong-reduced. Denote by 
T’ the tableau in the chase computation just prior to the Jirst application of a rule 
involving Oi using an FD K + R. Since this is the first application of a rule involving 
Oi, the ndvs in Oi are distinct from every other row and so, for the F-rule to be applied, 
K G Ri and so Ri is a superkey which completes the proof since Ri was arbitrary. 0 
As discussed earlier, a difficulty with the 5NFR property from a computational 
perspective is that using the definition directly to test if a scheme satisfies the property 
is expensive since the number of total strong-reduced JDs in C+ can be exponential in 
the number of dependencies in C. This observation follows from the fact that the 
number of nontrivial FDs in the closure can be exponential [ 133 in the number of FDs 
in C and noting that the JD *[XY, XZ] corresponding to a nontrivial FD X --+ Y is 
nontrivial, strong-reduced and total. However, we now demonstrate that this problem 
can be avoided, similar to the BCNF and 4NF situations, by showing that 5NFR can 
be equivalently defined using only the dependencies in C. 
Theorem 3.2. Let C be a set of nontrivial FDs and strong-reduced JDs. Then (R, C) is in 
5NFR #the lhs of every FD in C is a superkey and every component of every JD in C is 
a superkey. 
Proof. If: Consider any strong-reduced JD *[RI, , R,] E C’, denoted by (T and let 
Ri be an arbitrary component of 0. We will show that Ri is a superkey. Consider the 
tableau T, defined in Lemma 2.1. Firstly, by Lemma 2.1, chase,(T,) must contain 
a row w of dvs. For the same reasons outlined in Theorem 3.1, row oi in T, 
(corresponding to component Ri) must be involved in at least one application of either 
an F-rule or a J-rule during the chase. Denote by T’ the tableau in the chase 
computation just prior to thejrst application of a rule involving Oi. Since this is the 
first application of a rule involving LOi, the same argument used in Theorem 3.1 shows 
that if the rule used is an FD-rule then Ri must be a superkey. Alternatively, suppose 
that the first rule applied is the JD-rule corresponding to a JD *[S,, . . . , S,] in C and 
so there exist rows tl, . . . , t, (not necessarily distinct) that join completely on 
{S 1, ... 9 S,}. By relabelling the rows if necessary, let tl, . . . , tk, 1 d k < p, denote the 
rows identical to wi and let tk+ 1, . . , t, denote the rows not identical to Wi. Let 
s=si . . . Sk and S’ = Sk+i . . . S,. It follows by the definition of a J-rule that both 
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S and S’ are nonempty since otherwise a new row would not be generated. Since this is 
the first application of a rule involving Wi, the ndvs in Wi appear only in Wi and 
combining this with the fact that ti , . . . , t, join completely, it follows that SI n Sj E Ri, 
for all l,j such that 1 < 1 6 k and k + 1 < j d p, and so, by taking the union over all 
such 1 and j, SnS’ c Ri. Then applying inference rule A2 shows that *[S, S’] E C+ 
and this is an MVD because SS’ = R since *[Sr, . . . , S,] is total. Also, both S and S’ 
are superkeys because every Si is a superkey and because both S and S’ contain at least 
one such component. The same argument used in Lemma 3.1 then shows that S n S’ is 
a superkey and so, since S n S’ c Ri, Ri is a superkey which completes the first part of 
the proof. 
Only if: It is clear that since (R, C) is in 5NFR then every JD in C has the required 
property. For the FD constraints, we suppose to the contrary that there is a nontrivial 
FD X + Y in C where X is not a superkey. This implies that there exists *[XY, X2] 
in C+ which is nontrivial and strong-reduced since X + Y is nontrivial and X is not 
a superkey. A simple application of the FD inference rules then shows that if X is not 
superkey then XY is not a superkey contradicting the 5NFR assumption. 0 
A few comments on the above result are appropriate at this point. Firstly, the 
assumption that the JDs in C are strong-reduced does not place any restriction on 
C since, as noted earlier, every set of dependencies has a cover in which the JDs are 
strong-reduced. Secondly, since it is known that determining whether an FD is 
implied by a set of FDs and JDs can be computed in polynomial time [ 151, it follows 
that testing whether a set of FDs and strong-reduced JDs is in SNFR can be computed 
in polynomial time. We note though that the question of what is the computational 
complexity of determining if a JD is strong-reduced is open. 
4. Relationship between 5NFR and PJ/NF 
In this section we examine the relationship between SNFR, the new definition of 
5NF presented in the previous section, and PJ/NF, the original normal form for JDs 
proposed by Fagin. Firstly, we recall the definition of PJ/NF. 
Definition 4.1. A relation scheme R is in PJ/NF if for every JD o E Z+, 0 is implied by 
Ck; in other words, satisfaction of the key constraints implies satisfaction of all other 
constraints. 
The following algorithm, based on Lemma 2.1, can be used to test whether a relation 
scheme is in PJ/NF by determining whether a JD is implied by the set of key FDs [9]. 
Algorithm 1 
INPUT: A relation scheme R, a JD *[RI, . . . , RJ and the set of key constraints 
(K, + R, . . . , K, + R} derived from a set of FDs and JDs 
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OUTPUT: True if *[RI, . . . , Rp] is implied by {K, --) R, . . . , K, + R} and false 
otherwise 
VARIABLES: V: a set of attribute sets 
METHOD: 
Initialise I/ to {RI, . . . , R,}; 
DO UNTIL no more changes 
IF there exists Y and Z in V and a candidate key Ki such that Ki c Y n Z 
THEN 
Remove Y and Z from V; 
Add the single set YZ to V; 
ENDO; 
IF there is a Y in V such that Y = R THEN return True 
ELSE return false; 
For example, suppose that one starts with R = {A, B, C, D}, the JD *[A& AD, BC] 
and the key constraints {A -+ BCD, B + ACD}. Initially, V is set to {AB, AD, BC}. 
The FD A + R can be applied to yield V = {ABD, BC), then the key FD B + R 
can be applied to yield V = {ABCD} and so the algorithm returns true and 
*CAB, AD, BC] is implied by {A + BCD, B + ACD}. 
Before deriving the main result of this section on the relationship between PJ/NF 
and 5NFR,3 we resolve the question discussed in Section 1 of determining the 
relationship between 5NF and PJ/NF. In the original definition of 5NF in [ 131, it was 
firstly claimed that PJ/NF is stronger than 5NF. It was also claimed that the example 
where R = {A, B, C} and C = {A + BC, C -+ AB, *CAB, BC]} demonstrates that 
PJ/NF is strictly stronger than 5NF since the only candidate keys are A and C and 
thus (R, C) is in 5NF, but is not in PJ/NF since *CAB, BC] is not implied by {A + BC, 
C + AB}. Both these claims are incorrect. Dealing with the example first, the set of 
candidate keys is not {A, C> as claimed but {A, B, C} since rule Al can be applied to 
the MVD *CAB, BC] to show that B + AC. It then follows that (R, C) is in PJ/NF 
since *CAB, BC] is implied by the key FD B + AC. Dealing with the first claim on the 
relationship between 5NF and PJ/NF, the correct statement is that 5NF is stronger 
than PJ/NF as we prove in the following theorem. 
Lemma 4.1. Zf (R, C) is in 5NF then it is in PJINF. 
Proof. By Lemma 3.2, if (R, C) is in 5NF then every attribute in R is a superkey. 
Consider then any JD *[RI, . , R,], denoted by 0, in z+. We shall show that 
Algorithm 1 returns true when applied to 6. Suppose firstly that is 4 a superkey. Then 
the intersection of any components of (T is a superkey and thus Algorithm 1 returns 
3Another normal form, Q-SNF, was introduced in [16], but we do not investigate its relationship to 5NFR 
since it was shown in [16] to be equivalent to PJ/NF. 
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true since 0 is total by the 5NF definition. Alternatively, suppose that 4 is not 
a superkey and that Algorithm 1 returns false. For this to happen the elements of I/, 
which are unions of the components of cr, must be disjoint since every attribute is 
a superkey and 4 is not a superkey. We can thus construct two arbitrary nonempty 
sets,Si = RI . . . RkandSz = Rk+, . . . R,, such that S1 n S2 = 4. By inference rule A2, 
o implies *[S1, S,] which is equivalent to the MVD 4 + + S1 lSz. Since every 
attribute is a candidate key, Si and Sz are superkeys and combining this with 
4 + + S1 ( Sz and using rule Al shows that 4 -+ Sr and 4 + S2 and so $J + R and 
hence 4 is a superkey which is a contradiction and so Algorithm 1 returns true. 0 
To verify that 5NF is strictly stronger than PJ/NF, Example 3.1 demonstrates 
a case where a scheme is not in 5NF yet is in PJ/NF since PJ/NF is equivalent to 
BCNF when the only dependencies are FDs [9]. 
Next, we prove that PJ/NF is stronger than SNFR. 
Theorem 4.1. If (R, C) is in PJ/NF then it is in SNFR. 
Proof. Let *[RI, . . . , R,], denoted by O, be any strong-reduced JD in C’ and 
consider the operation of Algorithm 1 applied to 0 which, by the PJ/NF property, 
must terminate with a set Y E I/ such that Y = R. It can easily be seen that at every 
step of the algorithm, I/ contains only components of o or unions of its components. 
Let RI, . . . , Rk denote the components of o (by relabelling components if necessary) 
which are merged during the algorithm to result in Y. Since Y = R, it follows that 
R 1 . . . Rk = R. We firstly claim that k = p and thus every component of (T is merged 
into Y. To verify this, if there is some component Ri which is not merged into Y, 
then it follows that R can be generated by Algorithm 1 using only the set 
(R 1, ... FRi-i,Ri+r, ... , RP} and SO the JD *[RI, . . . , Ri-1, Ri+ 1, . . . , Rp] is also 
implied by Ck and thus is in C+. It is total since Y = R and so the strong-reduced 
property of o is contradicted. 
We now let Ri then be an arbitrary component of g and show that Ri is a superkey. 
If Ri = Y then Ri = R since Y = R and SO Ri is a superkey. Alternatively, if Ri # Y 
then, as shown in the previous paragraph, Ri must be merged with another set Z E I/ 
at some stage of the algorithm to finally produce Y. For this to happen, there must be 
a candidate key K such that K E Ri n Z and so K E Ri and hence Ri is a superkey 
which completes the proof since Ri was arbitrary. 0 
The next example shows that PJ/NF is a strictly stronger condition than SNFR. 
Example 4.1. Let R = {A, B, C} and let C = {AB -+ C, AC -+ B, BC + A, 
*[A& AC, BC]}. It can be verified that *[A& AC, BC] is strong-reduced and so R is 
in SNFR. However, R is not in PJ/NF since Algorithm 1 does not generate a set equal 
to R. 
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5. Conclusions 
In this paper we have investigated the adequacy of the normal form 5NF in 
relational database design. We demonstrated that it fails to satisfy the requirement 
that it generalises 4NF and is, in fact, equivalent to the very stringent requirement that 
every attribute be a superkey. It was then demonstrated that the source of the 
difficulty with the 5NF definition is that it requires that all derived JDs, includ- 
ing those with removable components, satisfy the condition that every component is 
a superkey. We then introduced a restricted class of derived JDs, called strong- 
reduced JDs, in which no removable components are permitted. It was then shown 
that if the definition of 5NF is relaxed by requiring that only derived JDs which 
are strong-reduced satisfy the condition that all of their components are superkeys, 
a normal form condition that we call SNFR, then 5NFR satisfies the requirement 
that it generalises 4NF. It was also shown that 5NFR can be efficiently tested by 
only checking the JDs in the original set of dependencies, rather than all derived 
JDs. 
The other issue addressed in the paper was the relationship between PJ/NF, 
the other normal form proposed for JDs, and 5NF and SNFR. We proved that 5NF 
is a strictly stronger condition than PJ/NF and PJ/NF is strictly stronger than 
SNFR. 
In conclusion, the landscape for normal forms for relationship database design in 
the presence of arbitrary JDs is more complex than for the case where all JDs are 
MVDs and is consistent with other work on the properties of JDs which has shown 
them to be more intractable than MVDs. For instance, the implication problem is 
finitely axiomatisable for MVDs [4] but not for JDs [ll]. In some related work 
[18,20], we have shown that when the intuitive notion of redundancy is appropriately 
formalised, the equivalent condition on the scheme which ensures the absence of 
redundancy is yet another normal form, termed key-complete normal form (KCNF), 
which is a strictly weaker condition than SNFR. Thus, there are three distinct normal 
forms for JDs - PJ/NF, 5NFR and KCNF - with each corresponding to a different 
requirement of database design. PJ/NF corresponds to an absence of key-based 
update anomalies [9], 5NFR corresponds to minimisation of storage costs and 
KCNF corresponds to the elimination of redundancy. This situation is in contrast to 
the case where every JD is a MVD when it can be shown that all these normal forms 
reduce to 4NF [19]. 
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