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AUTOMATIC GRIDDING CITRA MICROARRAY 
DENGAN MENGGUNAKAN IMAGE 
THRESHOLDING 
 
JOKO SISWANTORO 
Universitas Surabaya, joko_siswantoro@ubaya.ac.id 
 
 
Abstract. Microarray images are accuired by using laser scanner from microarray which ara 
used to detect the hybridization effects differences of two groups DNA samples. The images 
are analyzed to obtain fluorescence intensity at each point of microscopic DNA microarray. 
One of microarray image analysis step is determine regions on the image that contains a DNA 
microscopic spot. Determination of this region can be done either manually or automatically. 
Automatic method for determine the region is  known as automatic gridding.  
Several studies using k-means clustering for automatic gridding, but this method is time 
consuming in computation. A method for automatic gridding by using image thresholding 
will be presented in this paper. The method was simulated in MATLAB to compare 
computation time with k-means clustering. The simulation results show that the computation 
time automatic gridding with image thresholding is better than with k-means clustering. 
 
Key words and Phrases: automatic gridding, microarray, fluorescence, image thresholding.. 
 
 
Abstrak.  .Citra microarray adalah citra hasil pemindaian laser scanner terhadap microarray 
yang umumnya digunakan untuk mendeteksi perbedaan efek hibridisasi dari dua kelompok 
sampel DNA. Citra tersebut kemudian dianalisis untuk mendapatkan intensitas fluorescence 
setiap titik mikroskopis DNA pada microarray. Salah satu tahapan analisis citra microarray  
adalah menentukan daerah pada citra microarray yang memuat satu titik mikroskopis DNA. 
Penentuan daerah ini dapat dilakukan secara manual maupun secara otomatis atau yang 
dikenal dengan automatic gridding.  
Beberapa penelitian menggunakan k-mean clustering untuk melakukan automatic gridding, 
tetapi metode ini membutuhkan waktu komputasi yang cukup lama.  Dalam makalah ini akan 
dipaparkan metode untuk automatic gridding dengan menggunakan image thresholding. 
Selain itu juga dilakukan simulasi dengan menggunakan MATLAB untuk membandingkan 
waktu yang diperlukan untuk komputasi automatic gridding dengan image thresholding dan 
automatic gridding dengan k-mean clustering. Hasil simulasi menunjukkan bahwa waktu 
komputasi automatic gridding dengan image thresholding jauh lebih sedikit di bandingkan 
dengan automatic gridding dengan k-mean clustering. 
 
Kata kunci: automatic gridding, microarray, fluorescence, image thresholding. 
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      1. Pendahuluan 
 Teknologi microarray banyak digunakan oleh para peneliti di bidang biologi 
molekuler dan kedokteran untuk melakukan penelitian yang berkaitan dengan genetika 
manusia, diagnosis penyakit, toxicological, dan penemuan obat-obatan. Microarray 
memuat susunan ribuan titik  mikroskopis DNA yang biasanya digunakan untuk 
melakukan analisis kuantitatif terhadap signal fluorescence yang merepresentasikan 
kelimpahan relatif mRNA dari dua sampel jaringan yang berbeda. Untuk menghasilkan 
cDNA microarray, cDNA dari sampel jaringan kontrol dan perlakuan dilabeli dengan 
pewarna fluorescent yang berbeda, biasanya fluorescent merah untuk kontrol dan hijau 
untuk perlakuan dengan emisi masing-masing 630-660 nm dan 510-550 nm. Kemudian 
kedua sampel tersebut dicetak dalam slide kaca berukuran mikro yang disusun dalam 
format array (gambar 1) untuk proses hibridisasi. Setelah proses hibridisasi terjadi, 
selanjutnya dibuat citra microarray (gambar 2) dengan laser scanner untuk menangkap 
emisi foton dari dua warna yang berbeda. Citra tersebut kemudian dianalisis untuk 
mendapatkan intensitas fluorescence setiap titik mikroskopis DNA pada microarray. 
Citra microarray terdiri dari dua buah array dua dimensi yaitu array untuk warna merah 
dan array untuk  warna hijau, intensitas kedua warna inilah yang diukur untuk 
mendapatkan intensitas fluorescence [1].  
Tahapan dasar dalam analisis citra microarray dimulai dengan tahap penentuan 
lokasi, yaitu penentuan daerah pada citra microarray yang memuat satu titik mikroskopis 
DNA, daerah ini kemudian disebut sebagai daerah target. Tahap penentuan lokasi dapat 
dilakukan secara manual maupun secara otomatis atau yang dikenal dengan automatic 
gridding. Setelah semua daerah target diketahui tahap berkutnya adalah segmentasi, pada 
tahap ini setiap piksel yang ada di daerah target dipisahkan menjadi menjadi piksel titik 
mikroskopis (foreground) dan piksel latar (background). Tahap terakhir adalah reduksi, 
yaitu penentuan intensitas warna merah dan hijau dari piksel-piksel di setiap titik 
mikroskopis [5] . 
 
 
           
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Gambar  1: Microarray 
(citra asli: http://en.wikipedia.org/wiki/File:Affymetrix-microarray.jpg) 
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Gambar  2: Citra Microarray 
(citra asli: http://en.wikipedia.org/wiki/File:Microarray2.gif) 
 
Saat ini telah banyak alat yang menyediakan algoritma untuk melakukan analisis 
terhadap citra microarray, seperti GenePix [3], Imagene [4], QuantArray GSI [7] dan 
ScanAlyze [6]. Namun sebagian besar metode yang digunakan pada alat-alat tersebut 
berasumsi bahwa titik-titik mikroskopis selalu berbentuk lingkaran dan penentuan lokasi 
titik mikroskopis dilakukan secara manual oleh pengguna dengan menginputkan beberapa 
parameter. 
Salah satu metode automatic gridding yang sering digunakan adalah dengan 
menggunakan k-mean clustering [10]. K-mean clustering digunakan untuk 
megelompokkan garis-garis vertikal dan horisontal pada citra microarray menjadi 
foreground dan background. Kemudian garis yang berada di tengah-tengah background 
dijadikan sebagai garis pemisah antara  daerah target satu dengan lainnya. Namun metode 
ini membutuhkan waktu komputasi yang cukup lama terutama pada citra yang berukuran 
besar. Pada makalah ini akan  dibahas metode automatic gridding yang lebih sederhana 
dengan menggunakan image thresholding. 
. 
2. Hasil Utama 
2.1 Automatic Gridding dengan k-mean Clustering 
Algoritma automatic gridding dengan k-mean clustering dimulai dengan 
mendefinisikan R(i,j) dan G(i,j) sebagai intensitas warna merah dan hijau dari piksel baris 
ke-i dan kolom ke-j  pada citra microarray, untuk 1,2, , 1,2,1 2i N j N= =K K , 1N  dan 2N  
masing-masing adalah banyaknya baris dan kolom piksel pada citra microarray. Berikut 
ini langkah-langkah automatic gridding dengan k-mean clustering: 
1. Iterative clustering. Dilakukan untuk mengelompokkan semua piksel ke dalam 
foreground  dan background (gambar 4) menggunakan k-mean clustering ( 2k = ), 
dengan tahapan sebagai berikut: 
a. Definisikan ( ) ( )min , ,min ,10
, ,
m R i j G i j
i j i j
⎛ ⎞=⎜ ⎟⎜ ⎟⎝ ⎠
 dan ( ) ( )max , ,max ,20
, ,
m R i j G i j
i j i j
⎛ ⎞⎜ ⎟=⎜ ⎟⎝ ⎠
 sebagai 
nilai awal titik pusat cluster. 
b. Pada iterasi ke-k, untuk setiap piksel pada baris ke-i dan kolom ke-j definsikan  
fungsi indikator ( ),I i j  sebagai  
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( ) ( ) ( )( ) ( ) ( ) ( )( ) ( )( ) ( )( ) ( ) ( ) ( )( ) ( )
0, , , , , , ,1 1 2 1
,
1, , , , , , ,1 1 2 1
R i j G i j m R i j G i j mk k
I i j
R i j G i j m R i j G i j mk k
⎧ − < −− −⎪=⎨⎪ − ≥ −− −⎩
 
dengan .  adalah norm Euclidean atau  norm Manhattan. Nilai 0 menunjukkan 
piksel dikelompokkan sebagai background  dan nilai 1 menunjukkan piksel 
dikelompokkan sebagai foreground. 
c. Hitung pusat cluster baru, 1m k  dan 2m k  masing-masing sebagai rata-rata 
intensitas warna merah dan hijau di background dan di foreground, yaitu   
( ) ( )( ) ( ){ }, , , | , 0, 1,2, , 1,2,1 1 2m mean R i j G i j I i j i N j Nk = = = =K K  
( ) ( )( ) ( ){ }, , , | , 1, 1,2, , 1,2,2 1 2m mean R i j G i j I i j i N j Nk = = = =K K  
d. Ulangi dua langkah di atas sampai kriteria konvergensi dipenuhi. Kriteria 
konvergensi yang umum digunakan adalah ( ) ( )( )max ,1 1 1 2 2 1m m m mk k k k ε− − <− −  
dengan ε  adalah bilangan riil postif yang cukup kecil (misal 0.000001ε = ). 
e. Hitung fraksi piksel foreground (f) sebagai jumlah piksel pada foreground dibagi 
dengan jumlah semua piksel  pada citra. 
f. Jika f masih kurang dari suatu nilai tertentu (misal 0.2) ulangi proses clustering di 
atas hanya pada piksel background saja. Kemudian tambahkan foreground hasil 
langkah ini ke foreground hasil langkah sebelumnya. 
 
                                             
   Gambar  3. Citra microarray asal                    Gambar  4. Hasil iterative clustering 
(citra asli: http://csmres.jmu.edu/biology/Bio480/Fall10/groupmap/Website/microarray3[1].png) 
 
2. Pengelompokan baris dan kolom piksel dalam background dan foreground. 
a. Untuk setiap baris (kolom) l, hitung fraksi piksel foreground di baris (kolom) ke-l 
( fl ) sebagai jumlah piksel foreground di baris (kolom) ke-l dibagi dengan jumlah 
semua piksel di baris (kolom) tersebut.   
b. Lakukan penghalusan fl  dengan jendela berukuran tetap (misal 7w= ), yaitu 
dengan menghitung rata-rata w buah fl  yang berdekatan.  
c. Jika f fl >  maka baris (kolom) l dikelompokkan sebagai garis foreground dan 
sebaliknya sebagai garis background. 
3. Penentuan garis pemisah daerah target pada baris dan kolom (gambar 5) 
a. Tentukan interval garis background yang berdekatan pada baris dan kolom. 
b. Hitung titik tengah interval di atas sebagai garis pemisah daerah target. 
c. Sesuaiakan garis-garis pemisah tersebut berdasarkan median jarak antara dua 
garis. 
4. Potong daerah target berdasarkan garis-garis pemisah (gambar 6). 
 
           Automatic Gridding Citra Microarray dengan Menggunakan Image…   157 
 
                                             
Gambar  5. Hasil automatic gridding                             Gambar  6. Potongan citra 
(citra asli: http://csmres.jmu.edu/biology/Bio480/Fall10/groupmap/Website/microarray3[1].png) 
 
2.2 Automatic Gridding dengan Image Thresholding 
Algoritma automatic gridding dengan k-mean clustering memerlukan waktu 
komputasi yang cukup lama terutama pada langkah iterative clustering. Langkah iterative 
clustering ini sebenarnya adalah langkah pemisahan objek (foreground) dari background. 
Pada pengolahan citra digital terdapat metode yang lebih sederhana untuk pemisahan 
foreground dari background pada citra skala keabuan yaitu dengan metode image 
thresholding khususnya bi-level thresholding. Bi-level thresholding dapat dilakukan pada 
citra yang memiliki histogram bimodal. Pada bi-level thresholding objek dan background 
membentuk dua kelompok dengan tingkat keabuan yang berbeda  [2]. 
Citra microarray pada skala keabuan memiliki histogram bimodal (gambar 7), 
hal ini dapat digunakan sebagai dasar untuk melakukan bi-level thresholding guna 
memisahkan foreground dari background pada citra microarray. Sehingga metode bi-
level thresholding dapat digunakan untuk menggantikan k-mean clustering pada langkah 
iterative clustering  agar waktu komputasi untuk automatic gridding menjadi lebih 
singkat. Hal ini akan diperlihatkan pada bagian simulasi untuk membadingkan waktu 
komputasi automatic gridding dengan k-mean clustering dan image thresholding. 
 
 
Gambar 7. Histogram citra microarray 
 
Sebelum melakukan iterative bi-level thresholding terlebih dahulu citra 
microarray diubah menjadi citra pada skala keabuan, kemudian definisikan ( ),G i j  sebagai 
tingkat keabuan dari piksel baris ke-i dan kolom ke-j pada citra microarray. Berikut ini 
langkah iterative bi-level thresholding yang digunakan untuk menggantikan langkah 1.a 
sampai dengan langkah 1.d  pada iterative clustering: 
a. Definisikan 10 200 2
m mT +=  sebagai nilai awal threshold T, dengan ( )min ,10
,
m G i j
i j
=  
dan ( )max ,2
,
m G i j
i j
= . 
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b. Pada iterasi ke-k, untuk setiap piksel pada baris ke-i dan kolom ke-j definsikan  
fungsi indikator ( ),I i j  sebagai  
( ) ( )( )
0, , 1,
1, , 1
G i j TkI i j
G i j Tk
⎧ <⎪ −=⎨ ≥⎪ −⎩
. 
c. Hitung nilai threshold baru 1 2
2
m mk kTk
+= , 1m k  dan 2m k  masing-masing sebagai 
rata-rata tingkat keabuan di background dan di foreground, yaitu   
( ) ( ){ }, | , 0, 1,2, , 1,2,1 1 2m mean G i j I i j i N j Nk = = = =K K  
( ) ( ){ }, | , 1, 1,2, , 1,2,2 1 2m mean G i j I i j i N j Nk = = = =K K  
d. Ulangi dua langkah di atas sampai kriteria konvergensi dipenuhi. Kriteria 
konvergensi yang umum digunakan adalah 1T Tk k ε− <−  dengan ε  adalah bilangan 
riil postif yang cukup kecil (misal 0.000001ε = ). 
Hasil iterative bi-level thresholding tidak jauh berbeda dari hasil iterative 
clustering (gambar 8) dan langkah  automatic gridding selanjutnya menggunakan langkah 
seperti pada automatic gridding dengan k-mean clustering. 
 
 
Gambar 8. Hasil iterative bi-level thresholding 
(citra asli: http://csmres.jmu.edu/biology/Bio480/Fall10/groupmap/Website/microarray3[1].png) 
 
2.3 Simulasi 
Simulasi dilakukan dengan menggunakan MATLAB [8] untuk membadingkan waktu 
komputasi antara automatic gridding dengan k-mean clustering dan image thresholding, 
dengan metedologi sebagai berikut: 
1. Sebagai bahan simulasi dipilih empat buah citra microarray dengan format jpg 
berukuran 4 7×  titik mikroskopis DNA, yang masing-masing adalah: 
• dua citra berresolusi 247 139×  m1.jpg (gambar 9.a) dan m2.jpg (gambar 9.d) 
dengan intensitas m1.jpg lebih tinggi dari m2.jpg, serta ukuran dan bentuk titik 
mikroskopis DNA di m1.jpg lebih seragam dibandingan dengan di m2.jpg 
• dua citra berresolusi 65 37×  m3.jpg (gambar 10.a) dan m4.jpg (gambar 10.d) 
dengan intensitas m3.jpg lebih tinggi dari m4.jpg,  serta ukuran dan bentuk titik 
mikroskopis DNA di m3.jpg lebih seragam dibandingan dengan di m4.jpg 
2. Dilakukan automatic gridding dengan k-mean clustering (KM) dan image 
thresholding (IT) pada keempat citra kemudian dihitung waktu komputasinya, yaitu 
waktu miKM untuk waktu komputasi mi.jpg dengan k-mean clustering, waktu 
komputasi miIT untuk mi.jpg dengan image thresholding, 1,2,3,4i= . Langkah ini 
diulang sebanyak sepuluh kali.  
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(a)                  (b)                                       (c) 
           
(d)                  (e)                                      (f) 
Gambar 9. (a) Citra m1.jpg (b) m1KM (c) m1IT (d) Citra m2.jpg (e) m2KM (f) m2IT 
(citra asli: http://csmres.jmu.edu/biology/Bio480/Fall10/groupmap/Website/microarray3[1].png) 
 
 
                
(a)                    (b)                    (c) 
           
 (d)                  (e)                    (f) 
Gambar 10. (a) Citra m3.jpg (b) m3KM (c) m3IT (d) Citra m4.jpg (e) m4KM (f) m4IT 
(citra asli: http://csmres.jmu.edu/biology/Bio480/Fall10/groupmap/Website/microarray3[1].png) 
Hasil simulasi menunjukkan bahwa automatic gridding dengan k-mean clustering 
maupun image thresholding memberikan hasil yang sama pada keempat citra microarray 
yang digunakan dalam simulasi, seperti pada gambar 9.b dan gambar 9.c, gambar 9.e dan 
9.f, gambar 10.b dan gambar 10.c, serta gambar 10.e dan gambar 10.f. Ringkasan data 
waktu komputasi disajikan pada tabel 1 yang memuat rata-rata (mean), standar deviasi 
(sd), nilai minimum (min), kuartil 1 (Q1), median, kuartil 3 (Q3) , dan nilai maksimum 
(max) dari waktu komputasi yang diperlukan untuk automatic gridding dengan k-mean 
clustering dan image thresholding pada keempat citra microarray, dan boxplot data 
waktu komputasi dapat dilihat pada gambar 11.  
 
Tabel 1: Ringkasan data waktu komputasi  
 waktu  mean    sd      min     Q1   median   Q3     max  
m1KM 134.3249  9.246131172 120.859 126.48800 137.1950 140.69525 146.188  
m1IT  26.7454  1.286926416  25.359  25.85175  26.2350  27.84000  29.031  
m2KM 184.4298 15.329845153 163.438 174.92175 180.5470 190.03950 209.781  
m2IT  39.9220  3.581999038  34.969  37.39850  38.9925  42.73825  45.000  
m3KM   0.8968  0.025698249   0.875   0.87500   0.8905   0.90600   0.938  
m3IT   0.4564  0.009879271   0.438   0.45300   0.4530   0.46525   0.469  
m4KM   2.3031  0.015139720   2.281   2.29700   2.2970   2.30900   2.328 
m4IT   0.7717  0.013208162   0.750   0.76500   0.7660   0.78100   0.797   
 
Pada gambar 11 terlihat bahwa semua data waktu komputasi automatic gridding  
dengan image thresholding lebih kecil dibandingkan dengan k-mean clustering. 
Sedangkan pada tabel 1 terlihat bahwa image thresholding dapat mereduksi rata-rata 
waktu komputasi automatic gridding  dengan k-mean clustering sebesar 80.08 % untuk 
citra m1.jpg,  78.35 % untuk citra m2.jpg, 49.09 % untuk citra m3.jpg, dan 66.49 % untuk 
citra m4.jpg.  
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Gambar 11. Boxplot waktu komputasi (a) m1.jpg (b) m2.jpg (c) m3.jpg (d) m4.jpg 
 
Tabel 2: P-value hasil uji t 
   Ha      P-value 
µm1KM > µm1IT  1.442e-11 
µm2KM > µm2IT  2.258e-10 
µm3KM > µm3IT  1.464e-12 
µm4KM > µm4IT  < 2.2e-16 
 
 
Selanjutnya dilakukan uji statistik untuk membandingkan rata-rata waktu 
komputasi untuk automatic gridding dengan k-mean clustering dan image thresholding 
pada keempat citra, dengan hipotesis alternatif Ha:    , 1, 2, 3, 4µ miKM µ miIT i> = . Dengan 
menggunakan uji t untuk data berpasangan diperoleh kesimpulan bahwa rata-rata waktu 
komputasi untuk automatic gridding dengan k-mean clustering lebih besar dari rata-rata 
waktu komputasi untuk automatic gridding dengan image thresholding pada keempat 
citra secara signifikan ( )-  0p value ≈ . P-value untuk masing-masing uji t pada keempat data 
dapat dilihat pada tabel 2.  
 
3. Kesimpulan 
Penentuan lokasi titik mikroskopis DNA adalah salah satu tahap terpenting pada 
analisis citra microarray. Penentuan lokasi ini dapat dilakukan secara manual maupun 
secara otomatis atau yang dikenal dengan automatic gridding.  Beberapa peneliti 
menggunakan k-mean clustering untuk melakukan automatic gridding. Namun metode 
terebut membutuhkan waktu komputasi yang cukup lama terutapa pada citra yang 
berukuran besar.  Automatic gridding dengan image thresholding memberikan hasil yang 
sama dengan automatic gridding dengan k-mean clustering, tetapi dapat mereduksi waktu 
komputasi dengan cukup signifikan pada semua citra microarray yang  digunakan dalam 
simulasi 
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