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Abstract
The classical problem of testing the equality of the covariance matrices from k  2 p-dimensional normal
populations is reexamined. The likelihood ratio (LR) statistic, also called Bartlett’s statistic, can be decom-
posed in two ways, corresponding to two distinct component-wise decompositions of the null hypothesis
in terms of the covariance matrices or precision matrices, respectively. The factors of the LR statistic that
appear in these two decompositions can be interpreted as conditional and unconditional LR statistics for
the component-wise null hypotheses, and their mutual independence under the null hypothesis allows the
determination of the overall significance level.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
For notational simplicity, a family of matrices (A(1), . . . , A(k)) is denoted by A(·), the hypothe-
sis A(1) = · · · = A(k) is denoted by {A(·) =}, and the alternative ¬{A(·) =} is denoted by {A(·) /=}.
The symmetric square root of any S ∈S+p (the space of symmetric positive definite p × p real
matrices) will be denoted by S 12 . The p × p identity matrix is denoted by 1p. Probabilistic
independence is denoted by the symbol |= .
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We study the classical problem of testing the equality of the covariance matrices(1), . . . ,(k)
from k  2 p-variate normal populations Np(ξ(α),(α)), 1  α  k, where the mean vectors
ξ (1), . . . , ξ (k) are assumed to be unknown. After reduction by translation–invariance and suffi-
ciency, this testing problem assumes the following canonical form. Based on independent Wishart
random matrices S(1), . . . , S(k) with S(α) ∼ Wp(nα,(α)) and (α) ∈S+p , test
H : {(·) =} vs. K : {(·) /=}. (1)
We assume that nα  p, α = 1, . . . , k, so each S(α) ∈S+p with probability one. Let S =
∑
α S
(α)
and n =∑α nα .
Step-down tests for multivariate hypotheses are appropriate when the p variates are arranged
a priori in a “descending order of scientific importance”, e.g. [13,3]. It is well-known that with
respect to such an ordering, the hypothesis H can be decomposed as (i): an intersection (87)
of variate-wise hypotheses of equality of conditional variances (·)
i·ı (see (75)) and equality of
regression coefficients β(·)
iı (see (80)). In Section 3 below we show that, furthermore, the LR(≡ Bartlett’s) statistic λ, given by
λ ≡ λ(S(·)) := |S|
n
2∏
α |S(α)|
nα
2
(2)
(cf. [1, §10.2], can be decomposed correspondingly (87) as the product of the LR statistics for
these variate-wise hypotheses, and these LR statistics are mutually independent under H . This
immediately yields an exact step-down test for H based on testing the variate-wise hypotheses
individually, a more informative testing procedure than that based on λ alone. This decomposition
also yields simultaneous confidence regions for the variate-wise conditional variance ratios and
for contrasts among the variate-wise regression coefficients. These results have been established
previously for the case of k = 2 populations,1 e.g., [13,3].
In Section 4 we present a new, alternative decomposition of H as (ii): an intersection (147)
of variate-wise hypotheses of equality of conditional precisions ˜(·)
i·←ı ≡
(
(·)
i·ı
)−1
(see (144) and
(119)) and equality of partial ≡ conditional regression coefficients β˜(·)←
ıi
≡ −β(·)←
ıi·ı (see (140) and(121)). Again λ can be decomposed correspondingly as the product of the LR statistics for these
variate-wise hypotheses, also independent under H . This yields a second exact step-down test2
for H , as well as simultaneous confidence regions for the conditional precision ratios and partial
regression coefficient contrasts.
An example with applications of both decompositions appear in Section 5. Some alternative
approaches to the problem of testing equality of covariance matrices are reviewed in Section 6.
2. A basic decomposition of the LR statistic
For S ∈S+p , partition S as
1 Although Krishnaiah [6] obtained the decomposition (87) of H for the general case k  2, he proposed a step-down
test whose component tests are based on union–intersection tests (UIT) rather than on LRTs. Gnanadesikan [5] also
considered the case k  3, but his step-down test is also based on component UITs rather than LRTs.
2 It will be seen that, in fact, our two step-down procedures differ only in their treatment of the regression coefficients
and partial regression coefficients.
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S =
( p1 p2
p1 S1 S12
p2 S21 S2
)
, p1 + p2 = p (3)
and partition  ∈S+p similarly. Define
S1·2 :=S1 − S12S−12 S21 ∈S+p1 (4)
1·2 :=1 − 12−12 21 ∈S+p1 (5)
B12 :=S12S−12 ∈Mp1,p2 (6)
β12 :=12−12 ∈Mp1,p2 (7)
whereMp1,p2 denotes the set of all p1 × p2 real matrices. For convenience we state the following
well-known facts as a lemma (cf. [4, Propositions 5.8, 8.7]).
Lemma 1. (a) Each of the mappings
 ↔ (1.2,12,2), (8)
 ↔ (1.2, β12,2), (9)
determines a bijection betweenS+p and (S+p1 ,Mp1,p2 ,S+p2).
(b) Let S ∼ Wp(m,). Then S1.2 |= (B12, S2). Furthermore,
S1.2 ∼ Wp1(m − p2,1.2); (10)
B12|S2 ∼ Np1p2(β12,1.2 ⊗ (S2)−1); (11)
S2 ∼ Wp2(m,2). (12)
Now let S(·) ≡ (S(1), . . . , S(k)) and S =∑α S(α) be as in Section 1. We begin our preliminary
decomposition of the LR statistic λ with the observation that
S1·2 = T1 + D1 (13)
(compare to [12, (2.17)–(2.19)]), where
T1 ≡ T1(S(·)1.2) :=
∑
α
S
(α)
1·2 (14)
D1 ≡ D1(B(·)12 |S(·)2 ) :=
∑
α
(
B
(α)
12 − B12
)
S
(α)
2
(
B
(α)
12 − B12
)t
(15)
= YPY t, (16)
with
Y := (Y (1), . . . , Y (k)) : p1 × kp2; (17)
Y (α) := S(α)12
(
S
(α)
2
)−1/2 : p1 × p2; (18)
P ≡ P(S(·)2 ) := 1kp2 − V t(V V t)−1V : kp2 × kp2; (19)
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V ≡ V (S(·)2 ) := (V (1), . . . , V (k)) : p2 × kp2; (20)
V (α) :=
(
S
(α)
2
)1/2 : p2 × p2. (21)
Then λ in (2) can be decomposed as follows:
λ(S(·))= |S1·2|
n
2 |S2| n2∏
α |S(α)1·2 |
nα
2
∏
α |S(α)2 |
nα
2
(22)
= |
∑
α S
(α)
1·2 |
n
2∏
α |S(α)1·2 |
nα
2
· |T1 + D1|
n
2
|T1| n2
· |S2|
n
2∏
α |S(α)2 |
nα
2
(23)
≡λ1(S(·)1·2) · δ1(S(·)1·2, B(·)12 |S(·)2 ) · λ2(S(·)2 ) (24)
≡λ1 · δ1 · λ2. (25)
We shall study the interpretation and joint distribution of the statistics λ1, δ1, and λ2 in (25).
Lemma 2. (a) The LR test for testing
J1 :
{
(·)1·2 =
}
vs. M1 :
{
(·)1·2 /=
}
(26)
based on S(·) rejects J1 iff λ1 > c1. The LR test for (26) based on S(·)1·2 rejects J1 iff
λ′1 ≡ λ′1
(
S
(·)
1·2
) :=
∣∣∣∑α S(α)1·2 ∣∣∣
n−kp2
2
∏
α
∣∣S(α)1·2 ∣∣ nα−p22
> c′1. (27)
(b) Under J1, (λ1, λ′1) |= (δ1, S(·)2 ), and when n 
 kp2,
2 log(νλ′1) ≈ ρ−1 · χ21
2 p1(p1+1)(k−1)
, (28)
where
ν=
∏k
α=1(nα − p2)
nα−p2
2
(n − kp2)
n−kp2
2
, (29)
ρ=1 − 2p
2
1 + 3p1 − 1
6(p1 + 1)(k − 1)
(∑
α
1
nα − p2 −
1
n − kp2
)
. (30)
Proof. (a) By (2) and (10), λ′1 is the LR statistic for (26) based on S(·)1·2. The LR statistic for (26)
based on S(·) is given by
maxJ1∪M1 f(·) (S(·))
maxJ1 f(·) (S
(·))
. (31)
Under J1 ∪ M1, (·) is unrestricted and f(·) (S(·)) is a product of k Wishart densities with
n1, . . . , nk degrees of freedom, so the MLE of (α) is 1nα S
(α) (e.g. [4, Example 7.10]) and the
numerator of (31) is proportional to∏
α
|S(α)|− p+12 . (32)
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To evaluate the denominator of (31), by Lemma 1 we have
f(·) (S
(·)) = f
(·)1·2
(S
(·)
1·2) · fβ(·)12 ,(·)1·2(B
(·)
12 | S(·)2 ) · f(·)2 (S
(·)
2 ), (33)
where the three factors are, from (10), (11), and (12), a Wishart pdf, a multivariate normal pdf, and a
Wishart pdf, respectively, and where the parameters (·)1·2, β
(·)
12 , and 
(·)
2 are variation-independent.
Thus, if 1·2 denotes the common value of (α)1·2 under J1, the denominator of (31) equals
max
β
(·)
12 ,1·2
[
f1·2(S
(·)
1·2) · fβ(·)12 ,1·2(B
(·)
12 | S(·)2 )
]
· max
(·)2
f
(·)2
(S
(·)
2 ). (34)
As above, the MLE of (α)2 under J1 is
1
nα
S
(α)
2 and the second maximum is proportional to∏
α
|S(α)2 |−
p2+1
2 . (35)
To evaluate the first maximum in (34), hold 1·2 fixed and maximize over β(α)12 : the MLE of β(α)12
under J1 is B(α)12 and the first maximum is proportional to
max
1·2
[
f1·2(S
(·)
1·2) ·
∏
α
|1·2 ⊗ S(α)2 |−1/2
]
∝ max
1·2
[(∏
α
|S(α)1·2 |
nα−p−1
2
|1·2|
nα−p2
2
e−
1
2 tr
(
−11·2S
(α)
1·2
))
· |1·2|
−kp2
2
∏
α
|S(α)2 |
−p1
2
]
=
(∏
α
|S(α)1·2 |
nα−p−1
2 |S(α)2 |−
p1
2
)
· max
1·2
[
|1·2|− n2 e− 12 tr(−11·2
∑
α
S
(α)
1·2 )
]
∝
∏
α |S(α)1·2 |
nα−p−1
2 |S(α)2 |−
p1
2
|∑α S(α)1·2 | n2 . (36)
Thus we see that the MLE of 1·2 under J1 is 1n
∑
α S
(α)
1·2 ≡ 1nT1. By combining (32), (35), and(36), we find that (31) = λ1.
(b) By Lemma 1b, S(·)1.2 |= (B(·)12 , S(·)2 ), hence
(λ1, λ
′
1, T1) |= (B(·)12 , S(·)2 ). (37)
Under J1, T1 is complete and sufficient for 1·2 based on S(·)1.2 and (λ1, λ′1) is ancillary, so
(λ1, λ
′
1) |= T1 by Basu’s Theorem. Thus
(λ1, λ
′
1) |= T1 |= (B(·)12 , S(·)2 ) (38)
under J1 (that is, (λ1, λ′1), T1, and (B(·)12 , S(·)2 ) are mutually independent). Since δ1 is a function
of (T1, B(·)12 , S
(·)
2 ), (b) follows. For the approximation (28), see [1, §10.5]. 
Lemma 3. Suppose that J1 :
{
(·)1·2 =
}
holds.
(a) The conditional LR test for testing
Q1 : {β(·)12 =} vs. R1 : {β(·)12 /=} (39)
based on
(
S
(·)
1·2, B
(·)
12 |S(·)2
)
rejects Q1 iff δ1 > d1. This is also the unconditional LR test based on
S(·).
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(b) Under J1 ∩ Q1, (λ1, λ′1) |= δ1 |= S(·)2 and
δ
− 2
n
1 ∼ U(p1, (k − 1)p2, n − kp2), (40)
a Wilks’ distribution for the MANOVA testing problem (cf. [1, Lemma 8.4.2])), from which d1
may be determined.
Proof. (a) By Lemma 1b, S(·)1.2 |=
(
Y, S
(·)
2
)
and, under J1,
S
(α)
1.2 ∼ Wp1(nα − p2,1·2), α = 1, . . . , k, (41)
Y |S(·)2 ∼ Nkp1p2(µ12,1·2 ⊗ 1kp2), (42)
where 1·2 ∈S+p1 is the common value of the (α)1·2 under J1 and
µ12 ≡ µ12(β(·)12 , S(·)2 ) :=
(
β
(1)
12 V1, . . . , β
(k)
12 Vk
)
∈Mp1,kp2 . (43)
Thus, underJ1 and conditional onS(·)2 , (T1, Y ) is a complete and sufficient statistic for (1·2, µ12) ∈
S+p1 ×Mp1,kp2 based on
(
S
(·)
1·2, Y
)
(equivalently, on
(
S
(·)
1·2, B
(·)
12
)
, since for fixed S(·)2 these two
pairs are in 1–1 correspondence by (17) and (18)), and
T1 ∼ Wp1(n − kp2,1·2). (44)
Furthermore, the hypothesis Q1 can be expressed as
Q1 : µ12C = 0, (45)
where C ≡ C(S(·)2 ) : kp2 × (k − 1)p2 is the matrix of rank (k − 1)p2 given by
C =


V −11 0 · · · 0
−V −12 V −12 · · · 0
0 −V −13
.
.
. 0
...
...
.
.
. V −1k−1
0 0 · · · −V −1k


Thus, under J1 and conditional on S(·)2 , the problem of testing Q1 vs. R1 based on (T1, Y ) is a
(sufficiency-reduced) canonical MANOVA testing problem; cf. [4, §9.1]). The conditional LR
test rejects Q1 for small values of Wilks’ statistic
U12 ≡ |T1||T1 + YC(CtC)−1CtY t| (46)
= |T1||T1 + D1| (47)
=δ−
2
n
1 , (48)
where (47) holds since C(CtC)−1Ct = P , hence rejects Q1 for large values of δ1, as asserted.
That this is also the unconditional LR test follows from (33).
(b) Under J1 ∩ Q1, another application of Basu’s Theorem shows that δ1 |= (T1 + D1)|S(·)2 .
Also, it is well known for this (conditional) canonical MANOVA testing problem that U12 has the
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Wilks’ distribution (40) both conditionally and unconditionally. Since (40) does not depend onS(·)2 ,
δ1 |= S(·)2 . These two independence relations together imply that δ1 |= (T1 + D1, S(·)2 )underJ1 ∩ Q1.
But
(
λ1, λ
′
1
)
|=
(
δ1, T1 + D1, S(·)2
)
under J1 by Lemma 2b, hence
(
λ1, λ
′
1
)
|= δ1 |=
(
T1 + D1, S(·)2
)
under J1 ∩ Q1.
Next, by (42),

− 12
1·2 YP |S(·)2 ∼ Np1kp2
(

− 12
1·2 µ12P, 1p1 ⊗ P
)
, (49)
under J1, so

− 12
1·2 D1
− 12
1·2 |S(·)2 ∼ Wp1
(
1; (k − 1)p2, 1p1
)
, (50)
a noncentral Wishart distribution with tr P ≡ (k − 1)p2 degrees of freedom and (conditional)
noncentrality matrix
1 ≡ 1(S(·)2 ) :=
− 12
1·2 µ12Pµ
t
12
− 12
1·2 (51)
(cf. [4, §8.3]). Since
µ12P =
((
β
(1)
12 − β12
)
V1, . . . ,
(
β
(k)
12 − β12
)
Vk
)
, (52)
where
β12 = S12S−12 =
(
β
(1)
12 S
(1)
2 + · · · + β(k)12 S(k)2
)
S−12 , (53)
we find that (compare to (15))
µ12Pµ
t
12 =
∑
α
(
β
(α)
12 − β12
)
S
(α)
2
(
β
(α)
12 − β12
)t
. (54)
Thus 1 = 0 iff Q1 :
{
β
(·)
12 =
}
holds, so
D1|S(·)2 ∼ 
1
2
1·2Wp1
(
(k − 1)p2, 1p1
)

1
2
1·2 (55)
under J1 ∩ Q1, hence D1 |= S(·)2 under J1 ∩ Q1. Since T1 |= (D1, S(·)2 ) by Lemma 1b, T1 |=D1 |= S(·)2
under J1 ∩ Q1, so (T1 + D1) |= S(·)2 . Combine this with the result at the end of the preceding
paragraph to obtain that
(λ1, λ
′
1) |= δ1 |= (T1 + D1) |= S(·)2 (56)
under J1 ∩ Q1, which implies the independence assertion in (b). 
Lemma 4. (a) Regardless of the validity of J1 ∩ Q1, the LR statistic for testing
H2 :
{
(·)2 =
}
vs. K2 :
{
(·)2 /=
}
(57)
based on S(·)2 or on S(·) rejects H2 iff λ2 > c2.
(b) If J1 ∩ Q1 holds then
(λ1, λ
′
1) |= δ1 |= λ2. (58)
Proof. The first statement follows immediately from (12), (33), and (2). The second follows from
Lemma 3b. 
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3. The first step-down decomposition of the LR statistic
For disjoint subsets a, b ⊆ I :={1, . . . , p} let S+a and Ma,b denote the spaces of symmet-
ric positive definite a × a real matrices and a × b real matrices, respectively. For S ∈S+I let
Sa ∈S+a and Sab ∈Ma,b denote the a × a and a × b submatrices of S, respectively, and let
Sa·b = Sa − SabS−1b Sba ∈S+a .
Set S(·) ≡ (S(1), . . . , S(k)) and S =∑α S(α) be as in Section 1. For i ∈ I define
ı = {i + 1, . . . , p}, ( p ≡ ∅), (59)
→
ı = {i, . . . , p}, (60)
←
ı= {1, . . . , i − 1}, (←1= ∅), (61)
 →
ı= {1, . . . , i}. (62)
Partition S →ı ∈S+→ı as
S →ı =
( i ı
i Si Siı
ı Sıi Sı
)
(63)
partition S(α)→
ı
∈S+→
ı
and (α)→
ı
∈S+→
ı
similarly, and define
Biı := SiıS−1ı , (64)
B
(α)
iı := S(α)iı (S(α)ı )−1, (65)
β
(α)
iı := (α)iı ((α)ı )−1. (66)
Define
Ti :=
∑
α
S
(α)
i·ı , (67)
Di :=
∑
α
(
B
(α)
iı − Biı
)
S
(α)
ı
(
B
(α)
iı − Biı
)t
, (68)
so that (recall (13))
Si·ı = Ti + Di. (69)
Now define
κi ≡ κi
(
S
(·)
i·ı
)
:=
(∑
α S
(α)
i·ı
) n
2
∏
α(S
(α)
i·ı )
nα
2
, (70)
κ ′i ≡ κ ′i
(
S
(·)
i·ı
)
:=
(∑
α S
(α)
i·ı
) n−k(p−i)
2
∏
α(S
(α)
i·ı )
nα−(p−i)
2
, (71)
δi ≡ δi
(
S
(·)
i·ı , B
(·)
iı |S(·)ı
)
:= (Ti + Di)
n
2
(Ti)
n
2
, (72)
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λı ≡ λı
(
S
(·)
ı
)
:= |Sı |
n
2∏
α |S(α)ı |
nα
2
, (73)
where δp :=1 and λ p :=1. Set λ0 = λ and apply (25) with (p1, p2) = (1, p − i) to obtain the
recursion
λ (i−1) = κi · δi · λı . (74)
By a simple extension of Lemma 2a, κi is the LR statistic for testing
Ji :
{
(·)
i·ı =
}
vs. Mi :
{
(·)
i·ı /=
}
(75)
based on S(·), while κ ′i is the LR statistic for (75) based on S(·)i·ı . It follows from Lemma 2b with
p1 = 1 and p2 = p − i that under Ji ,
(κi, κ
′
i ) |= (δi, S(·)ı ), (76)
2 log(νiκ ′i ) ≈ ρ−1i · χ2k−1 (77)
when n 
 kp, where
νi =
∏
α(nα − p + i)
nα−p+i
2
(n − k(p − i)) n−k(p−i)2
, (78)
ρi =1 − 13(k − 1)
(∑
α
1
nα − (p − i) −
1
n − k(p − i)
)
. (79)
By Lemma 3a, under Ji , δi is the conditional LR statistic for testing
Qi :
{
β
(·)
iı =
}
vs. Ri :
{
β
(·)
iı /=
}
(80)
based on
(
S
(·)
i·ı , S
(·)
iı |S(·)ı
)
and δi is also the unconditional LR statistic for (80) based on S(·). [Note
that Qp and Rp are vacuous.] It follows from Lemma 3b that under Ji ∩ Qi ,(
κi, κ
′
i
)
|= δi |= S(·)ı , (81)
which implies that under Ji ∩ Qi ,(
κi, κ
′
i
)
|= δi |=
(
(κi+1, κ ′i+1), δi+1, S
(·)
(i+1)
)
. (82)
Furthermore, it follows from (40) with (p1, p2) = (1, p − i) that under Ji ∩ Qi ,
δ
− 2
n
i ∼U(1, (k − 1)(p − i), n − k(p − i)) (83)
=Beta
[
n − k(p − i)
2
,
(k − 1)(p − i)
2
]
(84)
– cf. [1, §8.4.3].
By Lemma 4, λı
(
S
(·)
ı
)
is the LR statistic for testing
Hı :
{
(·)ı =
}
vs. Kı :
{
(·)ı /=
}
(85)
based on S(·). [Note that H p and K p are vacuous.]
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Set H0 = H and apply (9) of Lemma 1 to (·)(i−1) with (p1, p2) = (1, p − i) to obtain the
recursion
H (i−1) = Ji ∩ Qi ∩ Hı . (86)
We now apply (86), (74), and (82) for i = 1, . . . , p to obtain our first step-down decompositions
of H and λ:
Theorem 1. The hypothesis H and LR statistic λ can be decomposed as
H =
p⋂
i=1
(Ji ∩ Qi), λ =
p∏
i=1
(κi · δi). (87)
Under H,
(κ1, κ
′
1) |= δ1 |= · · · |= (κp−1, κ ′p−1) |= δp−1 |= (κp, κ ′p). (88)
By (87), we can test H by testing J1,Q1, . . . , Jp−1,Qp−1, Jp based on the sequence of LR
statistics
κ1, δ1, . . . , κp−1, δp−1, κp, (89)
or, preferably,3 based on the modified sequence
κ ′1, δ1, . . . , κ ′p−1, δp−1, κ ′p, (90)
for which the distributional approximation (77) and exact distribution (84) are available. For
i = 1, . . . , p, a significant value of κ ′i indicates rejection of H due to failure of Ji , while for
i = 1, . . . , p − 1, if Ji is not rejected then a significant value of δi indicates rejection of H due
to failure of Qi .
If 
i and ηi denote the significance levels selected for testing Ji and Qi based on κ ′i and δi
respectively, then by (88) the overall significance level is
PrH [Reject H]=1 − (1 − 
1)(1 − η1) · · · (1 − 
p−1)(1 − ηp−1)(1 − 
p)
≈
1 + η1 + · · · + 
p−1 + ηp−1 + 
p (91)
if the 
i’s and ηi’s are small. Alternatively, one can obtain an overall p-value for H based on the
step-down statistics (90) by computing the p-values associated with these statistics and combining
them by either Fisher’s method or the logit method – cf. [11, §2.3].
Remark 1. Perlman [12] showed that the LR statistic (2) yields an unbiased test for (1). Whereas
the step-down test statistics κ ′i and δi are each unbiased for their component testing problems,
we have been unable to establish the overall unbiasedness of the step-down test for (1) based on
(90) as described in the two preceding paragraphs. However, the following partial result can be
established. From (67), (70), (72), and (87),
λ =
p∏
i=1
(∑
α S
(α)
i·ı + Di
) n
2
∏
α(S
(α)
i·ı )
nα
2
=:
p∏
i=1
φi, (92)
3 Since κ ′
i
yields an unbiased test for Ji whereas κi does not – cf. [12].
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where φi = κi · δi . By the method of Perlman [12, §3, cf. (3.1)], it can be shown that for any
c > 0,
PrMi∪Ri [φi > c|S(·)ı ]  PrJi∩Qi [φi > c|S(·)ı ] (93)
from which the step-down procedure based on φi, . . . , φp is unbiased for (1). 
For greater specificity, the hypotheses Qi and Ri and the statistic δi admits a finer decompo-
sition, as follows. For i = 1, . . . , p − 1 and j, r ∈ ı define
Bij ·  :=Sij ·  (Sj ·  )−1, (94)
B
(α)
ij ·  :=S(α)ij ·  (S(α)j ·  )−1, (95)
β
(α)
ij ·  :=(α)ij ·  ((α)j ·  )−1, (96)
Di,j :=
∑
α
(
B
(α)
ij ·  − Bij · 
)2
S
(α)
j ·  , (97)
δi,r :=
(
Ti +∑rj=i+1 Di,j) n2(
Ti +∑r−1j=i+1 Di,j) n2
. (98)
Then, since Di =∑pj=i+1 Di,j , it follows that
δi =
p∏
r=i+1
δi,r ; (99)
Qi =
p⋂
r=i+1
Qi,r , where Qi,r :=
{
β
(·)
ir·r =
}
; (100)
Ri =
p⋃
r=i+1
Ri,r , where Ri,r :=
{
β
(·)
ir·r /=
}
. (101)
By Lemma 1b, S(·) →
ı ·ı |=
(
S
(·)
 →
ı ı , S
(·)
ı
)
. Apply this for i = 1, . . . , p − 1 to obtain
(κ1, T1) |= (D1,2, κ2, T2) (102)
|= (D1,3,D2,3, κ3, T3) |= · · · |= (D1,p, . . . , Dp−1,p, κp, Tp).
As in Lemma 2b, κ1 |= T1 under J1, so in this case
κ1 |= (δ1,2, T1 + D1,2, κ2, T2) (103)
|= (D1,3,D2,3, κ3, T3) |= · · · |= (D1,p, . . . , Dp−1,p, κp, Tp).
As in Lemma 3a, under J1, δ1,2 is the LR statistic for testing Q1,2 vs. R1,2. As in (56) of Lemma
3b, under J1 ∩ Q1,2
κ1 |= δ1,2 |= (T1 + D1,2) |= (κ2, T2) (104)
|= (D1,3,D2,3, κ3, T3) |= · · · |= (D1,p, . . . , Dp−1,p, κp, Tp),
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and similarly, under J1 ∩ Q1,2 ∩ · · · ∩ Q1,r for r = 2, . . . , p,
κ1 |= δ1,2 |= · · · δ1,r |= (T1 + D1,2 + · · · + D1,r ) (105)
|= (D1,r+1, . . . , Dr,r+1, κr+1, Tr+1) |= · · · |= (D1,p, . . . , Dp−1,p, κp, Tp)
|= (κ2, T2) |= (D2,3, κ3, T3) |= · · · |= (D2,r , . . . , Dr−1,r , κr , Tr).
More generally, under Ji ∩ Qi,i+1 ∩ · · · ∩ Qi,r−1, δi,r is the LR statistic for testing Qi,r vs.
Ri,r , while under Ji ∩ Qi,i+1 ∩ · · · ∩ Qi,r ,
κi |= δi,i+1 |= · · · δi,r |= (Ti + Di,i+1 + · · · + Di,r ) (106)
|= (Di,r+1, . . . , Dr,r+1, κr+1, Tr+1) |= · · · |= (Di,p, . . . , Dp−1,p, κp, Tp)
|= (κi+1, Ti+1) |= (Di+1,i+2, κi+2, Ti+2) |= · · · |= (Di+1,r , . . . , Dr−1,r , κr , Tr),
δ
− 2
n
i,r ∼ Beta
[
n + i + 1 + (k − 1)r − k(p + 1)
2
,
k − 1
2
]
. (107)
(These results remain true if κi is replaced by (κi, κ ′i ), i = 1, . . . , p.)
Theorem 2. The hypothesis H and LR statistic λ can be decomposed as
H =
p⋂
i=1
Ji ∩

 p⋂
r=i+1
Qi,r

 , λ = p∏
i=1

κi · p∏
r=i+1
δi,r

 . (108)
Under H,
(κ1, κ
′
1) |= δ1,2 |= · · · δ1,p |= · · · |= (κp−1, κ ′p−1) |= δp−1,p |= (κp, κ ′p). (109)
(Note that Qp−1 = Qp−1,p and δp−1 = δp−1,p.)
Thus, we can test H by testing J1,Q1,2 . . .Q1,p . . . , Jp−1,Qp−1,p, Jp based on the modified
sequence
κ ′1, δ1,2, . . . , δ1,p, . . . , κ ′p−1, δp−1,p, κ ′p. (110)
A significant value of κ ′i indicates rejection of H due to failure of Ji , while if Ji ∩ Qi,i+1 ∩ · · · ∩
Qi,r−1 is not rejected then a significant value of δi,r indicates rejection of H due to failure of
Qi,r . If ηi,r denotes the significance level selected for testing Qi,r based on δi,r , then by (109)
the overall significance level is
PrH [Reject H]=1 −
p∏
i=1
(1 − 
i) ·
∏
1i<rp
(1 − ηi,r )
≈
p∑
i=1

i +
∑
1i<rp
ηi,r (111)
if the 
i’s and ηi,r ’s are small. As noted after (91), the p-values based on the step-down statistics
(110) can be combined to obtain an overall p-value for H .
Remark 2. If Ji is rejected then the problem of testing Qi conditional on S(·)ı becomes a Behrens–
Fisher problem, so cannot be tested exactly. However, even if Ji ∩ Qi is rejected, by Lemma 4a
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we may proceed to test Ji+1 and Qi+1, although these tests may not be independent of those in
the preceding steps. Similarly, if Ji ∩ Qi,i+1 ∩ · · · ∩ Qi,r−1 is rejected, we may proceed to test
Ji+1 and Qi+1,i+2, . . . ,Qi+1,p (but not Qi,r , . . . ,Qi,p).
Remark 3. Simultaneous confidence regions for contrasts among the variate-wise regression
coefficients β(·)
iı (resp., β
(·)
ir·r ) based on the step-down test statistics δi (resp., δi,r ), can be obtained
by standard methods for MANOVA, e.g. [10], [1, §8.4.5 Eq. (45)]. Simultaneous confidence
regions for the ratios of the variate-wise conditional variances (·)
i·ı based on κ
′
i are described
in [2].
4. The second step-down decomposition of the LR statistic
When the Wishart distribution Wp(n,)(n  p, ∈S+I ) is expressed in exponential form,
the natural parameter is the precision matrix ˜ :=−1 ∈S+I rather than . The testing problem
(1) can be expressed equivalently as
H˜ : {˜(·) =} vs. K˜ : {˜(·) /=}. (112)
(That is, H˜ ≡ H and K˜ ≡ K .) For consistency of notation we denote the LR statistic for (112) ≡
(1) by λ˜ ≡ λ. An alternative decomposition of this testing problem in terms of the components
of ˜ leads to a new step-down testing procedure for (112) ≡ (1), as now shown.
Let S(·) ≡ (S(1), . . . , S(k)) be as in Section 1 and set S˜(α) = (S(α))−1 ∈S+I . For i ∈ I ≡
{1, . . . , p}, partition S˜(α) →
ı
∈S+ →
ı
as
S˜
(α)
 →
ı
=


←
ı i
←
ı S˜
(α)
←
ı
S˜
(α)
←
ıi
i S˜
(α)
i
←
ı
S˜
(α)
i

, (113)
and partition ˜(α) →
ı
∈S+ →
ı
similarly, and define
B˜
(α)
←
ıi
:= (S˜(α)←
ı
)−1S˜(α)←
ıi
, (114)
β˜
(α)
←
ıi
:= (˜(α)←
ı
)−1˜(α)←
ıi
. (115)
Define4
S  →ı ·ı :=
∑
α
S
(α)
 →
ı ·ı ∈S
+
 →
ı
, (116)
partition S  →ı ·ı as
S  →ı ·ı =
( ←ı i
←
ı S←ı·ı S←ıi·ı
i S
i
←
ı·ı Si·ı
)
, (117)
4 Note that here, unlike the previous sections, we do not introduce S ≡∑αS(α).
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partition S(α) →
ı ·ı ∈S
+
 →
ı
and (α) →
ı ·ı ∈S
+
 →
ı
similarly, and note the following fundamental relations:
S˜
(α)
i·←ı =(S
(α)
i·ı )
−1, (118)
˜
(α)
i·←ı =((α)i·ı )−1, (119)
−B˜(α)←
ıi
=S(α)←
ıi·ı (S
(α)
i·ı )
−1=:B(α)←
ıi·ı , (120)
−β˜(α)←
ıi
=(α)←
ıi·ı (
(α)
i·ı )
−1=:β(α)←
ıi·ı . (121)
Define (recall (14)–(21))
T˜←ı :=
∑
α
S
(α)
←
ı· →ı , (122)
D˜←ı =
∑
α
(
B
(α)
←
ıi·ı − B←ıi·ı
)
S
(α)
i·ı
(
B
(α)
←
ıi·ı − B←ıi·ı
)t
(123)
=
∑
α
(
B˜
(α)
←
ıi
− B˜←ıi
) (
B˜
(α)
←
ıi
− B˜←ıi
)t
S˜
(α)
i·←ı
(124)
= Y˜←ı P˜i Y˜ t←ı , (125)
where
B←ıi·ı := S←ıi·ı (Si·ı )−1=: − B˜←ıi , (126)
Y˜←ı := (Y˜ (1)←ı , . . . , Y˜
(k)
←
ı
) : (i − 1) × k; (127)
Y˜
(α)
←
ı
:= S(α)←
ıi·ı
(
S
(α)
i·ı
)−1/2 : (i − 1) × 1; (128)
P˜i ≡ P˜i(S(·)i·ı ) := 1k − V˜ ti (V˜i V˜ ti )−1V˜i : k × k; (129)
V˜i ≡ V˜i(S(·)i·ı ) := (V˜ (1)i , . . . , V˜ (k)i ) : 1 × k; (130)
V˜
(α)
i :=
(
S
(α)
i·ı
)1/2 : 1 × 1, (131)
so that by (13), (116), and (117),
S←ı· →ı = T˜←ı + D˜←ı . (132)
Now define (compare to (70)–(73))
λ˜←ı ≡ λ˜←ı
(
S˜
(·)
←
ı
)
:=λ←ı
(
S
(·)
←
ı· →ı
)
≡
∣∣∣∑α S(α)←ı· →ı
∣∣∣ n2
∏
α
∣∣∣S(α)←
ı· →ı
∣∣∣ nα2 , (133)
δ˜i ≡ δ˜i
(
S˜
(·)
←
ı
, B˜
(·)
←
ıi
|S˜(·)
i·←ı
)
:=δi
(
S
(·)
←
ı· →ı , B
(·)
←
ıi·ı |S
(·)
i·ı
)
≡ |T˜←ı + D˜←ı |
n
2
|T˜←ı |
n
2
, (134)
κ˜i ≡ κ˜i
(
S˜
(·)
i·←ı
)
:=κi
(
S
(·)
i·ı
)
≡ (Si·ı )
n
2∏
α
(
S
(α)
i·ı
) nα
2
, (135)
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κ˜ ′i ≡ κ˜ ′i
(
S˜
i·←ı
)
:=κ ′i
(
S
(·)
i·ı
)
≡ (Si·ı )
n−k(p−i)
2
∏
α
(
S
(α)
i·ı
) nα−(p−i)
2
, (136)
where δ˜1 :=1 and λ˜←1:=1. Set λ˜ ←(p+1) = λ˜ and apply (25) with (p1, p2) = (i − 1, 1) to S
(α)
 →
ı ·ı rather
than S(α) (so nα is replaced by nα − (p − i)) to obtain the recursion
λ˜ ←
(i+1) = λ˜←ı · δ˜i · κ˜i . (137)
By Lemma 2a and (119), λ˜←ı is the LR statistic for testing
H˜←ı :
{
(·)←
ı· →ı =
}
≡
{
˜
(·)
←
ı
=
}
vs. K˜←ı :
{
(·)←
ı· →ı =
}
≡
{
˜
(·)
←
ı
/=
}
(138)
based on S˜(·) (equivalently, S(·)). [Note that H˜←
1
and K˜←
1
are vacuous.] Here S(·)←
ı· →ı |= (B
(·)
←
ıi·ı , S
(·)
i·ı ) by
Lemma 1b, so as in the proof of Lemma 2b, under H˜←ı
S
(·)
←
ı· →ı |= (δ˜i ,
(
κ˜i , κ˜
′
i )
)
. (139)
By Lemma 3a and (121), under H˜←ı , δ˜i is the conditional LR statistic for testing
Q˜i :
{
β
(·)
←
ıi·ı =
}
≡
{
β˜
(·)
←
ıi
=
}
vs. R˜i :
{
β
(·)
←
ıi·ı /=
}
≡
{
β˜
(·)
←
ıi
/=
}
(140)
based on (S˜(·)←
ı
, B˜
(·)
←
ıi
|S˜(·)
i·←ı ) (equivalently, (S
(·)
←
ı· →ı , B
(·)
←
ıi·ı |S
(·)
i·ı )) and δ˜i is also the unconditional LR sta-
tistic for (140) based on S˜(·) (equiv., S(·)). [Note that Q˜1 and R˜1 are vacuous.] It follows from
Lemma 2b and (121) that under H˜←ı ∩ Q˜i
S
(·)
←
ı· →ı |= δ˜i |=
(
κ˜i , κ˜
′
i
)
, (141)
which implies that under H˜←ı ∩ Q˜i(
S
(·)
←
(i−1) · →(i−1)
, δ˜i−1,
(
κ˜i−1, κ˜ ′i−1
))
|= δ˜i |=
(
κ˜i , κ˜
′
i
)
. (142)
Furthermore, it follows from (40) with (p1, p2) = (i − 1, 1) and nα replaced by nα − (p − i)
that under H˜←ı ∩ Q˜i ,
δ˜
− 2
n
i ∼ U(i − 1, k − 1, n − k(p − i + 1)). (143)
By Lemma 4a and (119), κ˜i is the LR statistic for testing
J˜i :
{
(·)
i·ı =
}
≡
{
˜
(·)
i·←ı =
}
vs. M˜i :
{
(·)
i·ı /=
}
≡
{
˜
(·)
i·←ı /=
}
(144)
based on S˜(·) (equivalently, S(·)) while κ˜ ′i is the LR statistic for (144) based on S˜(·)i·←ı (equiv., S
(·)
i·ı ).
Note that J˜i = Ji , M˜i = Mi , κ˜i = κi , and κ˜ ′i = κ ′i , so under J˜i , the approximation (77) continues
to apply for κ˜ ′i .
Set H˜ ←
(p+1) = H˜ and apply (9) of Lemma 1, (119), and (121) to ˜
(·)
←
(i+1) (equiv., 
(·)
←
(i+1) · →(i+1)
)
with (p1, p2) = (i − 1, 1) to obtain the recursion
H˜ ←
(i+1)=H˜←ı ∩ Q˜i ∩ J˜i (145)
= J˜1 ∩ Q˜2 ∩ J˜2 ∩ · · · ∩ Q˜i ∩ J˜i . (146)
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Now apply (145), (137), and (142) successively for i = p, . . . , 1 to obtain our second step-down
decompositions for H˜ ≡ H and λ˜ ≡ λ:
Theorem 3. The hypothesis H˜ and LR statistic λ˜ can be decomposed as
H˜ =
p⋂
i=1
(Q˜i ∩ J˜i ), λ˜ =
p∏
i=1
(δ˜i · κ˜i ). (147)
Under H˜ ,
(κ˜1, κ˜
′
1) |= δ˜2 |= (κ˜2, κ˜ ′2) |= · · · |= δ˜p |= (κ˜p, κ˜ ′p). (148)
By (147) we can test H˜ by testing J˜1, Q˜2, J˜2, . . . , Q˜p, J˜p based on the sequence of LR statistics
κ˜1, δ˜2, κ˜2, . . . , δ˜p, κ˜p, (149)
or, preferably, based on the modified sequence
κ˜ ′1, δ˜2, κ˜ ′2, . . . , δ˜p, κ˜ ′p, (150)
for which the distributions (77) and (143) are available. A significant value of κ˜i or κ˜ ′i indicates
rejection of H˜ due to failure of J˜i , while for i = 2, . . . , p, if H˜←ı ≡ J˜1 ∩ Q˜2 ∩ J˜2 ∩ · · · ∩ Q˜i−1 ∩
J˜i−1 is not rejected then a significant value of δ˜i indicates rejection of H˜ due to failure of Q˜i .
If η˜i and 
˜i (= 
i) denote the significance levels selected for testing Q˜i and J˜i based on δ˜i and
κ˜ ′i , respectively, then by (148) the overall significance level is
Pr
H˜
[Reject H˜]=1 − (1 − 
˜1)(1 − η˜2)(1 − 
˜2) · · · (1 − η˜p)(1 − 
˜p)
≈ 
˜1 + η˜2 + 
˜2 + · · · + η˜p + 
˜p (151)
if the 
˜’s and η˜’s are small. Alternatively, as noted in Section 3 one can obtain an overall p-value
for H˜ by combining the individual p-values via Fisher’s method or the logit method.
Because δ˜
2
n
i ≡
|T˜←
ı
+D˜←
ı
|
|T˜←
ı
| is the reciprocal of a Wilks’ U -statistic for a (conditional) MANOVA
testing problem, the hypotheses Q˜i and R˜i and the statistic δi can be decomposed more finely for
greater specificity as follows (cf. [1, §8.4.1, 8.4.5]). For i = 2, . . . , p and r ∈←ı partition T˜←ı and
Y˜←ı as
T˜←ı =


T˜←r T˜←rr T˜←r(
←
ı\  →r )
T˜
r
←
r T˜r T˜r(
←
ı\  →r )
T˜
(
←
ı\  →r )←r T˜(←ı\  →r )r T˜←ı\  →r

 , Y˜←ı =

 Y˜
←
r
Y˜r
Y˜←ı\  →r

 , (152)
and partition D˜←ı similarly to T˜←ı . Then
δ˜
2
n
r,i :=
|T˜←ı\  →r |
|T˜←ı\←r |
· |T˜
←
ı\←r + D˜←ı\←r |
|T˜←ı\  →r + D˜←ı\  →r |
(153)
= 1 +
(
Y˜r − T˜r(←ı\  →r )T˜ −1←ı\  →r Y˜←ı\  →r
)
P˜iW˜
−1
r,i P˜i
(
Y˜r − T˜r(←ı\  →r )T˜ −1←ı\  →r Y˜←ı\  →r
)t
T˜
r·(←ı\  →r )
(154)
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= 1 +
(
B˘
(·)
ri·(r\i) − B˘ri·(r\i)
)
U˜iW˜
−1
r,i U˜i
(
B˘
(·)
ri·(r\i) − B˘ri·(r\i)
)t
∑
α S
(α)
r·r +
∑
α
(
B
(α)
r(
←
ı\  →r )·→ı − Br(←ı\  →r )·→ı
)
S
(α)
←
ı\  →r
(
· · ·
)t , (155)
where (see Remark 5)
B˘
(·)
ri·(r\i) :=
(
B
(1)
ri·ı − B¯r(←ı\  →r )·→ıB(1)(←ı\  →r )i·ı . . . , B
(k)
ri·ı − B¯r(←ı\  →r )·→ıB(k)(←ı\  →r )i·ı
)
: 1 × k,
(156)
B˘ri·(r\i) :=
(
Bri·ı − B¯r(←ı\  →r )·→ıB(←ı\  →r )i·ı . . . , Bri·ı − B¯r(←ı\  →r )·→ıB(←ı\  →r )i·ı
)
: 1 × k,
(157)
B¯
r(
←
ı\  →r )·→ı := T˜r(←ı\  →r )T˜ −1←ı\  →r ≡
(∑
α
S
(α)
r(
←
ı\  →r )·→ı
)(∑
α
S
(α)
(
←
ı\  →r )·→ı
)−1
, (158)
U˜i := diag
(
V˜
(·)
i
) : k × k, (159)
W˜r,i := 1k + P˜i Y˜ t←ı\  →r T˜
−1
←
ı\  →r Y˜←ı\  →r P˜i : k × k (160)
and where the equality of the denominators in (154) and (155) follows from (13). We now find
that
δ˜i =
i−1∏
r=1
δ˜r,i; (161)
Q˜i = ⋂i−1r=1 Q˜r,i , where Q˜r,i := {β˜(·)ri·←r =
}
=
{
β
(·)
ri·(r\i) =
}
, (162)
R˜i = ⋃i−1r=1 R˜r,i , where R˜r,i := {β˜(·)ri·←r /=
}
=
{
β
(·)
ri·(r\i) /=
}
. (163)
Also, under H˜←ı ∩ Q˜1,i ∩ · · · ∩ Q˜r−1,i , δ˜r,i is the LR statistic for testing Q˜r,i vs. R˜r,i , while under
H˜←ı ∩ Q˜1,i ∩ · · · ∩ Q˜r,i ,
δ˜
− 2
n
r,i ∼ Beta
[
n − kp + (k − 1)(i − 1) + r
2
,
k − 1
2
]
. (164)
Theorem 4. The hypothesis H˜ and LR statistic λ˜ can be decomposed as
H˜ =
p⋂
i=1
(
i−1⋂
r=1
Q˜r,i
)
∩ J˜i , λ˜ =
p∏
i=1
(
i−1∏
r=1
δ˜r,i
)
κ˜i . (165)
Under H˜ ,
(κ˜1, κ˜
′
1) |= δ˜1,2 |= (κ˜2, κ˜ ′2) |= · · · |= δ˜1,p |= · · · |= δ˜p−1,p |= (κ˜p, κ˜ ′p). (166)
Note that Q˜2 = Q˜1,2 and δ˜2 = δ˜1,2.
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Thus, we can test H˜ by testing J˜1, Q˜1,2, J˜2, . . . , Q˜1,p, . . . , Q˜p−1,p, J˜p based on the modified
sequence
κ˜ ′1, δ˜1,2, κ˜ ′2, . . . , δ˜1,p, . . . , δ˜p−1,p, κ˜ ′p. (167)
A significant value of κ˜ ′i indicates rejection of H˜ due to failure of J˜i , while if H˜←ı ∩ Q˜1,i ∩ · · · ∩
Q˜r−1,i is not rejected then a significant value of δ˜r,i indicates rejection of H˜ due to failure of
Q˜r,i . If η˜r,i denotes the significance level selected for testing Q˜r,i based on δ˜r,i , then by (166) the
overall significance level is
Pr
H˜
[Reject H˜]=1 −
p∏
i=1
(1 − 
˜i ) ·
∏
1r<ip
(1 − η˜r,i )
≈
p∑
i=1

˜i +
∑
1r<ip
η˜r,i (168)
if the 
˜i’s and η˜r,i’s are small. As above, the individual p-values based on the step-down statistics
(167) can be combined to obtain an overall p-value for H˜ .
Remark 4. If H˜←ı is rejected then the problem of testing Q˜i conditional on S˜(·)i·←ı (equiv., S
(·)
i·ı )
becomes a Behrens–Fisher problem, so cannot be tested exactly. However, even if H˜←ı ∩ Q˜i is
rejected, by Lemma 4a we may proceed to test J˜i (but not Q˜i+1), although this test may not be
independent of those in the preceding steps, cf. Lemma 4b. Similarly, if H˜←ı ∩ Q˜1,i ∩ · · · ∩ Q˜r−1,i
is rejected, we may proceed to test J˜i (but not Q˜r,i , . . . , Q˜i−1,i).
Remark 5. The notations B˘(·)
ri·(r\i) and B˘ri·(r\i) are suggested by the relations B
(α)
ri·(r\i) = B(α)ri·ı −
B
(α)
r(
←
ı\  →r )·→ıB
(α)
(
←
ı\  →r )i·ı and Bri·(r\i) = Bri·ı − Br(←ı\  →r )·→ıB(←ı\  →r )i·ı , respectively. Note, however, that in
general, B˘(α)
ri·(r\i) /= B(α)ri·(r\i) and
(
B˘ri·(r\i)
)(α)( ≡ Bri·ı − B¯r(←ı\  →r )·→ıB(←ı\  →r )i·ı) /= Bri·(r\i).
5. Example
Thomson and Randall-Maciver [15] gave measurements on male Egyptian skulls from k = 5
historical epochs, ranging from Early Predynastic (4000 BC) to Roman (150 AD). The p = 4
variables measured on the N(α) = 30 skulls in each population are
• X1 = basilbregmatic height,
• X2 = basialveolar height,
• X3 = nasal height,
• X4 = maximum breadth.
Since each population mean must be estimated, nα = 29, α = 1, . . . , 5. The data set also can
be found in [9, Table 1.2].
The hypothesis H : (1) = . . . = (5) of the equality of the population covariance matrices is
first tested by the overall LRT statistic λ in (2), yielding an approximate overall p-value of 0.25.
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Fig. 1. The first step-down decomposition (87) of the LRT statistic λ: (a) observed values of the step-down statistics;
(b) corresponding p-values.
Fig. 2. The second step-down decomposition (147) of the LRT statistic λ: (a) observed values of the step-down statistics;
(b) corresponding p-values.
The first step-down decomposition of λ is summarized in Fig. 1. The diagonal entries in Fig.
1a and b are, respectively, the values of the step-down statistics (νiκ ′i )−1 for testing Ji vs. Mi , and
their associated p-values 
i , i = 1, 2, 3, 4, cf. (75)–(79). The off-diagonal entries are the values
of the step-down statistics δi for testing Qi vs. Ri , and their associated p-values ηi , i = 1, 2, 3,
cf. (80), (84).
From Fig. 1b the approximate p-values 
1 ≡ 0.93, η1 ≡ 0.28, 
2 ≡ 0.33, and η2 ≡ 0.54 are
not significant, so the equality hypotheses J1, Q1, J2, and Q2 can be accepted. The p-values

3 ≡ 0.13 and 
4 ≡ 0.12 are weakly significant, so J3 : {(·)3·4 =} and J4 : {(·)4 =} are weakly
rejected. The p-value η3 ≡ 0.31 is not significant so Q3 : {β(·)34 =} is accepted, but this test is
valid only if J3 is accepted.
The diagonal entries in Fig. 2a and b are, respectively, the values of the step-down statis-
tics (νi κ˜ ′i )−1 ≡ (νiκ ′i )−1 for testing J˜i ≡ Ji vs. M˜i ≡ Mi , and their associated p-values 
˜i ≡ 
i ,
i = 1, 2, 3, 4. The off-diagonal entries are the values of the step-down statistics δ˜i for testing Q˜i
vs. R˜i , and their associated p-values η˜i , i = 2, 3, 4, cf. (140), (143).
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Fig. 3. The first finer step-down decomposition (108) of the LRT statisticλ: (a) observed values of the step-down statistics;
(b) corresponding p-values.
From Fig. 2b the approximate p-values 
˜1 ≡ 0.93, η˜2 ≡ 0.31, and 
˜2 ≡ 0.33 are not sig-
nificant, so the equality hypotheses J˜1 ≡ J1, Q˜2, and J˜2 ≡ J2 can be accepted. The p-value
η˜3 ≡ 0.15 is weakly significant, so the equality hypothesis Q˜3 ≡ {β˜(·)(12)3 =} ≡ {β(·)(12)3·4 =} is
weakly rejected.5 The p-values 
˜3 ≡ 0.13 and 
˜4 ≡ 0.12 are weakly significant, so again J˜3 ≡ J3
and J˜4 ≡ J4 are weakly rejected. The p-value η˜4 ≡ 0.67 is not significant so Q˜4 would be
accepted, but this test is valid only if H˜←4, hence necessarily Q˜3 and J˜3, are accepted.
Thus we see that in this example, the second decomposition reveals a possible departure from
the equality hypothesis H not revealed by the first decomposition, namely, possible non-equality
of the partial regression coefficients β(·)(12)3·4.
The component p-values 
i, ηi from the first step-down decomposition can be combined by
Fisher’s method or by the logit method, yielding overall p-values of 0.27 and 0.22, respectively.
The component p-values 
˜i , η˜i from the second step-down decompostion similarly combine to
yield overall p-values 0.23 and 0.21. These are comparable to the overall p-value 0.25 obtained
from the LRT.
The diagonal entries in Fig. 3a and b are the same as those in Fig. 1a and b, while the off-
diagonal entries are, respectively, the values of the finer step-down statistics δi,r for testing Qi,r
vs. Ri,r , and their associated p-values ηi,r , 1  i < r ≤ 4, cf. (100), (107). From Fig. 3b the
approximate p-values 
1 ≡ 0.93 and η1,2 ≡ 0.31 are not significant, so the equality hypotheses
J1 and Q1,2 can be accepted. The p-value η1,3 ≡ 0.09 may be considered significant, however,
whence Q1,3 : {β(·)13·4 =} (and therefore H ) is rejected.6 In this case the component test for Q1,4 is
invalid. By Remark 2, however, we may proceed to test J2, Q2,3, and Q2,4 via the p-values 
2 ≡
0.33, η2,3 ≡ 0.26, and η2,4 ≡ 0.79, respectively, none of which are significant. The conclusions
regarding J3, J4, and Q3,4 ≡ Q4 are identical to those drawn from the p-values in Fig. 1b.
The diagonal entries in Fig. 4a and b are the same as those in Fig. 2a and b, while the off-
diagonal entries are, respectively, the values of the finer step-down statistics δ˜r,i for testing Q˜r,i
vs. R˜r,i , and their associated p-values η˜r,i , 1  r < i ≤ 4, cf. (162), (164). These p-values reveal
no new significances.
5 See Footnote 6.
6 Note that Q1,3 ⊃ Q3, so rejection of Q1,3 implies rejection of Q3.
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Fig. 4. The second finer step-down decomposition (165) of the LRT statistic λ: (a) observed values of the step-down
statistics; (b) corresponding p-values.
6. Other approaches
For the case of k = 2 populations, Dempster [3, §5] noted that under H (but not K), the
distribution theory for the LR decomposition (87) remains as given in Section 3 if the original
p variables are replaced by the sample principle component variables in each population. It is
readily seen that this remains true for the case k  3. Ruymgaart and Smith [14] also presented
a test for (1) based on the sample principle components, but their test does not readily allow a
variate-wise approach.
For testing H vs. K in (1), Anderson [1, p. 418] considered the nested sequence of hypotheses
H ≡ H0 ⊂ H1 ⊂ · · · ⊂ Hk ≡ K , where Hr is now the hypothesis that 1r
∑r
α=1 (α) = (r+1).
The LR statistic λ for H vs K is decomposed as λ = λ1 · · · λk−1, where λr is now the LR statistic
for testing Hr−1 vs. Hr . The hypothesis H is rejected if any of λ1, . . . , λk−1 is significant. Of
course, each λr admits a variate-wise factorization of the form (87).
Manly and Rayner [8] proposed a three-stage hierarchical procedure for testing the hypothesis
H in (1). They considered the nested sequence of hypotheses H ≡ H0 ⊂ H1 ⊂ H2 ⊂ H3 ≡ K ,
where H1 is now the hypothesis that the k covariance matrices (1), . . . ,(k) are proportional,
and H2 is now the hypothesis that the corresponding k correlation matrices are equal. The LR
statistic λ is decomposed as λ = λ1 · λ2 · λ3, where λi is the LR statistic for Hi−1 vs. Hi . The
hypothesis of equality H is rejected if any of λ1, λ2, or λ3 is significant. Like the step-down
methods, this provides a more informative testing procedure, but unlike the step-down methods
is not a variate-wise approach.
Larntz and Perlman [7] presented a simple procedure for testing equality of k correlation
matrices based on the Fisher z-transforms of all sample correlation coefficients. This can be
combined with standard variate-wise tests for equality of variances to provide a simultaneous
variate-wise test for (1).
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