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Abstract
Chlorophyll-a concentrations are a widely used parameter for analyzing
and quantifying the quality of surface water. The procedure for
determining it is a lengthy chemical process. This report presents an
alternative automated process for near-instant chl-a concentration
determination through spectral analysis of water samples using
quantification of characteristics in transmission signals.
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Chapter1
Introduction
When looking at a swimming pool, we consider the water clean when it
has a high transparency and, if anything, a blueish colour. When the wa-
ter appears more greenish, we automatically (and often rightfully) assume
that it has a high concentration of algae. This way, we make use of the op-
tical properties of the water to determine its quality and even some of its
composition. However, the possibilities which the human eye gives us for
this are very limited: we can only distinguish three separate colours and
are not able to quantify what we see.
Modern physics can take the same techniques to the next level. Using
spectrometric analysis, we can distinguish hundreds to even thousands of
different colours (different wavelengths) within a source of light. In addi-
tion, those values can be quantified to high precision. Spectrometers can
determine the intensity of light within a certain wavelength and quan-
tify their value relative to other wavelengths with great accuracy. If we
are already able to take phenomenological conclusions on the quality and
composition of water using our eyes, what can we accomplish using those
more advanced analysis systems?
When biologists analyse the quality of ditch- or laboratory water, the
concentration of algae is an important variable. It indicates the condition
of the water and is vital for the state of under-water ecosystems. Gener-
ally it is measured through a strongly related variable: the concentration
of chlorophyll-a (chl-a) within the water. The contemporary method for
this is a lengthy process which consists of multiple consecutive chemical
processes and takes nearly a full day to produce results. However, mak-
ing use of more advanced optical methods could greatly speed up and
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improve this process.
Figure 1.1: The chemical struc-
ture of chl-a, C55H72MgN4O5,
from [1].
This thesis reports on a procedure which
has been developed and a device which
is being built to make use of such op-
tical techniques for determining the chl-
a in water samples within seconds. The
reported algorithm compares the trans-
mission spectra of natural water samples
with the spectra of pure water. Con-
secutive fits of the data then approxi-
mate the intensity of absorption- and flu-
orescence processes characteristic for chl-
a and related substances in order to make
fast approximations of their concentra-
tions.
The method has been developed and calibrated using water samples
and corresponding reference data from a research project by the Leiden
Institute for Environmental Sciences (CML): the Living Lab. In the Living
Lab, a series of 38 small ditches is treated with various types and con-
centrations of nutrients and pesticides to determine the influence of those
substances on the ecosystems in the ditches.
This report starts with some more background information regarding
the Living Lab, chlorophyll-a and the general method for chl-a concentra-
tion determination. Next the physics-theories on which the project relies
are elaborated on, followed by an explanation of the methods used. Then
the results of the project are stated and discussed. Finally, a future outlook
regarding the project as well as possibilities for further research on this
topic are stated.
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Chapter2
Background information
2.1 The Living Lab
The Living Lab is an outdoor research facility by the Leiden Center for
Environmental Sciences (CML) which has been set up in early 2017 and
which will be used to perform eco-toxicological experiments to determine
the effects of toxic substances used in agriculture on the quality and the
biodiversity of the water. It consists of 38 small, adjacent ditches which all
have their own natural ecosystem.
Figure 2.1: Martina Vijver and Henrik Barmentlo
working at the Living Lab in an early stage of the
project, from [2].
The research is performed
by a team led by dr.ing.
M.G. Vijver and focuses on
the effect of a range of
substances, such as pesti-
cides and microplastics, on
the ecosystems. For the
project described in this
thesis, it mainly served as
an ideal testing ground as it
provides multiple different
samples to measure includ-
ing the facilities to perform
the measurements. Addi-
tionally, the biologists also
performed chl-a determina-
tions (using the standard
method described in sec-
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tion 2.3) which offered an adequate possibility to calibrate the results de-
scribed in chapter 5. In two of the ditches, being ditches 1 and 38, eDNA-
research was performed which meant that the ditches could not be dis-
turbed. Therefore all measurements in this thesis are made in the 36 other
ditches.
2.2 Micro-algae and chlorophyll-a
Micro-algae play a crucial role in underwater ecosystems as the primary
producer at the base of the food chain. Through photosynthesis they are
able to produce algal biomass from water, carbon-dioxide and the en-
ergy from sunlight [3]. This biomass then serves as a food source for
the rest of the food chain. Therefore, when determining the status of an
underwater ecosystem the amount of micro-algae is an important vari-
able to determine. Often, the determination of micro-algae in the wa-
ter happens through an important component of the photosynthetic sys-
tem: chlorophyll-a (C55H72MgN4O5, abbreviated as chl-a, sometimes also
called α-chlorophyll). It is a pigment which is crucial for the release of
chemical energy in so-called oxygenic photosynthetic reactions [4], the
most common type of photosynthetic reaction, in which water is used as
electron donor and oxygen is released as a byproduct:
6 CO2 + 12 H2O
sunlight−−−−→ C6H12O6 + 6 O2 + 6 H2O (2.1)
Determining chl-a concentrations is important both for biologists (for
example, all Living Lab-ditches’ concentrations are measured every month)
as well as environmental authorities. It is part of the guideline for surface
water monitoring of most water-control agencies like the Dutch Rijkswa-
terstaat [5] or EPA in the United States [6].
The absorbance spectrum of chl-a (figure 2.2, left) shows two clear
peaks. Those can be used, like in equation 3.8, to determine the concentra-
tion of a solution of chl-a in water. However, most natural water samples
will also contain another component of the photosynthetic system: pheo-
phytin (C55H72N4O5), a degradation product of chlorophyll-a. It has the
same chemical structure except it misses the Mg2+-ion. The absorption
spectrum of pheophytin is highly comparable to the spectrum of chl-a: see
figure 2.2, on the right.
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Figure 2.2: The absorption spectra of chl-a (left) and pheophytin (right) in
methanol. Amended from [7].
When trying to determine the concentration of chl-a in a natural wa-
ter sample, the absorption caused by the two substances will add up at
some wavelengths. Attempting to separate the two substances is an im-
portant objective in this report. Furthermore it is important to realise that
in biological systems, other versions of these substances (with very similar
spectra), like chl-b, are usually also present in strongly varying ratios.
2.3 General procedure for chl-a determination
The contemporary method used for the determination of chlorophyll-a
concentration is a process which involves an extensive series of chemical
steps. It is described in various documents which generally describe com-
parable procedures. Two typical and relevant ones are the Dutch standard
for spectrophotometric determination of chl-a concentrations (NEN-6520,
[8], 2011) and the method described by the U.S. Environmental Protection
Agency (Method 445.0, [9], 1997) as it is used at the Living Lab. The main
steps involved in this process and other relevant information is presented
in this section.
First, a sample of (at least) 250mL of water is taken from the ditch and
filtered (for the Living Lab: using Whatman GF/F-filters). The residue of
this process (including the filter) is put into a tube with 90% ethanol. In
the case of NEN-6520, this mixture is heated while being shaken for seven
minutes, after which it is cooled using an ice bath. In the case of Method
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445.0, the mixture is immediately cooled for approximately 20 hours.
Equivalently for both methods, the extract is consequently centrifuged
until a clear solution remains. This solution is pipetted into another cu-
vette. Thereafter the extinction of the sample at 665nm and 750nm (for
NEN-6520) or its fluorescence-response (Method 445.0) is determined. Then
hydrochloric acid is added to the extract to break down the chlorophylls
and after several minutes the extinctions or the fluorescence response (de-
pending on the method used) is determined again. Based on the measured
values before and after the acidification, the concentration of chl-a can sub-
sequently be calculated.
Because of the variety of steps which have to be performed in order to
get a result using those processes and due to the generally complex com-
position of natural samples, those determinations come with significant
variations in the result, leading to high uncertainties. NEN-6520 reports
on an analysis of the performance characteristics of chl-a concentration
determination based on these general methods. The uncertainties of mea-
surements range from about 27% (for high concentrations) to 46% (for low
concentrations) based on the reproducability of the determinations. The
repeatability of the measurements mainly lead to discrepancies between
the results for low concentrations, where it leads to variations of about
20%. For higher concentrations, it is about 3%.
Based on this, it is advised to only use this determination procedure for
concentrations of at least 5µg/L chl-a for samples of about 2L. For smaller
samples, this lower limit is higher. Method 445.0 indicates comparable
lower limits for chl-a concentrations, also depending on the volume of the
sample.
6
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Theory
3.1 Transmission spectra
3.1.1 Single transmission spectra
Emission of electromagnetic radiation, the process in which a system in
an excited state loses its surplus of energy through emitting a signal in the
form of a photon with a specific energy, produces emission spectra which
can be used to determine the nature of its source. The reverse process, ab-
sorption, can be used to produce absorption spectra which characterise the
substances which absorb the light. When light travels through a sample
(like, for this project, ditchwater) from a certain source to a detector, the
detected signal will not be the same as the signal emitted by the source.
This change can be used to produce the transmission spectrum T (as a
factor or as a percentage) of the sample based on the measured intensity
for each wavelength Sλ when the sample is present compared to the ref-
erence intensity Rλ (the intensity when the sample is not present), after
correcting for the dark signal of the measurement device and the constant
background signal, Dλ:
T =
Sλ − Dλ
Rλ − Dλ (3.1)
Using the same variables, the absorbance A at each wavelength can be
calculated as the natural logarithm of the transmission.
A = − ln (T) = − ln
(
Sλ − Dλ
Rλ − Dλ
)
(3.2)
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Both the absorbance and the transmission spectrum one measures when
measuring through a sample depend on the composition of the sample:
the nature of the substances in the sample and in what concentration ev-
ery substance is present over the transmission distance. If one takes the
attenuation by the sample to be uniform over the full transmission dis-
tance, according to the equation commonly known as the Beer-Lambert
law absorbance is linearly dependent on the transmission distance x (m)
and the attenuation coefficient µ (m−1) of the sample:
A = µx (3.3)
Here, the attenuation coefficient is a measure of how easily electromag-
netic radiation with a certain wavelength can pass through the sample.
Sometimes the decadic attenuation coefficient µ10 is also used if the ab-
sorbance is calculated using a common logarithm (as opposed to a natural
logarithm).
If the transmission distance through a uniformly attenuating sample is
known, one can determine its attenuation coefficient for every wavelength
from the measured transmission:
µ =
A
x
= −1
x
ln (T) (3.4)
In the simple case of a single spectrometer detecting the signal pass-
ing through the sample where transmission and absorbance are calculated
using equations 3.1 and 3.2, scattering, emission and absorption cannot
be distinguished. They are all represented by the aforementioned ab-
sorbance. Of those three components, both the emission and the absorp-
tion of substances in the water are dependent on the nature of the sub-
stances, and can thereby be used as markers. They can (in the case of
a strong change in signal) be distinguished via the nature of the change:
peaks in the transmission indicate emission and dips indicate absorption.
In the cases of water samples taken from ditches, the sample gener-
ally consists of pure water mixed with a variety of substances. If one
uses a pure water-sample as reference signal when determining a trans-
mission spectrum, the water-based scattering of light will not influence
the measured transmission spectrum as it is present in both the actual and
8
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the reference signal. The difference in scattering between the sample and
pure water will still remain, but it is usually a relatively continuous (com-
pared to emission and absorption spectra) signal of low intensity [10]. This
minimises its influence on the determination of substances’ concentrations
based on emission and absorption-peaks.
3.1.2 Combined transmission spectra
As mentioned before, natural water samples consist of pure water mixed
with a wide variety of other substances. Those substances, as well as the
water itself, all influence the total transmission spectrum. If one deter-
mines a transmission spectrum of such sample via equation 3.1, the re-
sulting transmission spectrum is this combined transmission spectrum.
When trying to determine the concentration of a certain substance within
the sample, this causes a problem as it is not always possible to directly
distinguish the various substances. In the same way, the attenuation co-
efficient as calculated by equation 3.4 also depends on all components in
the sample. All single attenuation coefficients add up to the total atten-
uation coefficient; for a sample consisting of N different components, all
with their own attenuation coefficient µi, the total attenuation coefficient
is simply the sum of those µi’s.
µtotal =∑
N
µi (3.5)
Or equivalently, using equation 3.4, for every wavelength we can also
write the total transmission spectrum as a product of the transmission
spectra of the N components:
Ttotal = e−µtotal x =∏
N
e−µix =∏
N
Ti (3.6)
If we consider a water sample as a uniform combination of pure water
and the rest (all other substances), and we know the transmission spec-
trum of pure water (Twater) over the measured distance, we can determine
the total transmission spectrum of the rest (Trest). As the total transmis-
sion spectrum (Ttotal) is the product of Twater and Trest, the latter can be
calculated through (wavelength-wise) division:
Trest =
Ttotal
Twater
= e−µrestx (3.7)
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For which the assumption has to be made that pure water makes up
nearly all of the volume of the sample, as otherwise the impact of the
water on the total transmission spectrum would decrease. If there are
peaks in the remaining Trest we can then determine their corresponding
absorbances and attenuation constants.
Again based on the Beer-Lambert law, in the case of uniform solu-
tions the attenuation coefficient of a certain substance can be written as
the product of the concentration of that substance ([c]) times a proportion-
ality constant (e) [11]. So the total absorbance due to that substance at a
certain wavelength can be written as:
A = µx = ex[c] ≡ 1
α
[c] (3.8)
Where α is a substance-dependent proportionality constant which is
stays constant for different concentrations of the same substance if the
transmission length does not change. If we know the value of a for a cer-
tain substance from a certain measurement, this means that it will be the
same for other measurements with different concentrations as long as the
same setup (with an unchanged transmission distance) is used. As it will
be used a lot within this thesis, using this proportionality factor improves
the clarity of calculations and computations.
3.2 Fluorescence
When a molecule absorbs a photon with a certain energy (and thereby a
certain wavelength), an electron within the molecule gets into an energet-
ically higher excited state, at an energy equal to the ground state energy
plus the energy of the absorbed photon. As the electron tends to return
to the state with the lowest energy, it can fall back to a state of lower en-
ergy by emitting a photon. Usually this photon will again have an energy
equal to the difference in energy between the orbital states. However, there
are certain systems which can also the emitted photon has a lower energy
(and therefore longer wavelength) than the difference between the orbital
states. In this case, the additional energy dissipates in the form of heat in
the solvent [12]. This process, in which a certain wavelength of light is
absorbed and light with a longer wavelength is emitted, is known as fluo-
rescence.
10
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Figure 3.1: The setup on which the fluorescence-derivation is based. The full
transmission length through the water sample is denoted x, and for a fluores-
cence reaction the distance d denotes the distance from the beginning of the water
sample at which the reaction happens.
When dealing with fluorescence in a sample of water from, for exam-
ple, a ditch (as shown in figure 3.1), fluorescence can happen anywhere
over the transmission distance through the water (x). If we call the dis-
tance at which a fluorescence-reaction happens d (at the red dot in 3.1),
the distance which an emitted photon has to travel to reach the spectrom-
eter equals x − d. The number of absorbed photons, at wavelength λa,
decreases as d increases if the transmission of λa in the sample is less than
one. However, emitted photons (at wavelength λe) might also not reach
the spectrometer if the transmission of λe is less than one. The factor of
emitted photons which will reach the spectrometer increases as x− d de-
creases (so as d increases). So the number of photons emitted at a distance
d which reach the detector depends on the transmission of the absorbed
photons over a distance d (Ta(d)) and the transmission of the emitted pho-
tons over a distance x− d (Te(x− d)):
∂∆Ie
∂d
∝ Ta(d)Te(x− d) = e−µade−µe(x−d) (3.9)
Here the ∆ in front of the Ie indicates that it is the difference in inten-
sity at the emission wavelength due to fluorescent emission, not the total
intensity at that wavelength. Based on [13], the fluorescence intensity of
a source for transmission over a path length x without taking absorption
of the emitted photons into account is given by the following equation,
where φ is a quantum efficiency of the fluorescence process and I0 is the
initial intensity of the absorbed wavelength. [c] represents the concentra-
tion of the fluorescent substance.
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I f luo = I0φ(1− e−e[c]x) (3.10)
' I0φe[c]x (3.11)
= I0φe[c]
∫ x
0
dd (3.12)
The approximation used in step 3.11 is the Taylor approximation e−x '
1− x which can be used if e[c]x is small (so measuring with low concen-
trations over short transmission distances). The integral-notation used in
equation 3.12 is necessary for the following step, where we combine this
equation with the transmission-dependence as noted in equation 3.9.
I f luo = I0φe[c]
∫ x
0
e−µade−µe(x−d)dd (3.13)
= I0φe[c]e−µex
∫ x
0
e(µe−µa)ddd
=
I0φe[c]e−µex
µe − µa
(
e(µe−µa)x − 1
)
= I0φe[c]
e−µax − e−µex
µe − µa
= I0φe[c]x
Ta − Te
ln(Ta)− ln(Te) (3.14)
The last step was made using Ta = e−Aa = e−µax and Te = e−Ae =
e−µex, like in equation 3.8. Important to note is that those transmission
at the absorbed wavelength refers to the transmission if the fluorescent
substance would not have been present, so by the rest of the sample. The
influence of the fluorescent substance is already covered by equation 3.10.
Also, if Te is determined using equation 3.1, the resulting value includes
the additional intensity due to fluorescence at that wavelength. So writing
Te − ∆Te, where ∆Te gives the difference in transmission at that emission
wavelength due to the fluorescence, instead of Te is more precise:
I f luo = I0φe[c]x
Ta − (Te − ∆Te)
ln(Ta)− ln(Te − ∆Te) (3.15)
We can divide both sides of equation 3.14 by the intensity of the source
at the wavelength which is emitted in the fluorescence reaction. The left
12
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hand side then gives the difference in transmission at that emission wave-
length (∆Te).
I f luo
I0,e
= ∆Te =
I0
I0,e
φe[c]x
Ta − (Te − ∆Te)
ln(Ta)− ln(Te − ∆Te) (3.16)
When performing multiple measurements with the same light source,
I0 and I0,e remain unchanged. The same applies to φ, e and x. Therefore,
we could under those circumstances turn them all into another (unknown)
constant C = I0,eI0φex which can be determined experimentally by measuring
the spectral properties of a sample of known concentration:
∆Te =
[c]
C
Ta − (Te − ∆Te)
ln(Ta)− ln(Te − ∆Te) (3.17)
So, if the source- and setup-dependent factor C is known, one can de-
termine the concentration of a fluorescent substance using the transmis-
sion spectrum of the sample (if the absorption- and emission-wavelengths
are known):
[c] = C∆Te
ln(Ta)− ln(Te − ∆Te)
Ta − (Te − ∆Te) (3.18)
Again, it is important to realise that this derivation made use of a num-
ber of assumptions. For the overview, those are that e[c]x has to be small,
all dissolved substances are dissolved homogeneously and the input in-
tensity of the light source is constant both at the emitted and the absorbed
wavelength.
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Methods
4.1 Setup
The setup used for making all spectral measurements consists of three
components: a light source, a water tank to hold the sample and a spec-
trometer placed at the same height as the light source. A schematic version
is shown in figure 4.1, and a picture of it shown in figure 4.2. With this
setup, transmission spectra of samples can be measured using equation
3.1. The dark spectrum is determined with the light source turned off, the
reference signal is determined with the empty water tank and the actual
signal is determined with the sample placed within the water tank.
Figure 4.1: A schematic version of the setup.
Two different spectrometers have been used. The initial measurements
have been made using an OceanOptics USB-650 Red Tide spectrometer,
whereas later measurements (like the one shown in figure 4.2) were made
using an OceanOptics STS-VIS spectrometer. An overview of the specifi-
cations of both spectrometers can be found in table 4.1. Most of the mea-
surements in this report have been made using the STS-VIS. In the case of
exceptions it will be mentioned separately.
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λ-range SNR DynamicRange Slit size
Resolution
(FWHM)
USB-650 350-1000nm 250:1 1300:1 25 µm 2.0nm
STS-VIS 350-800nm 1500:1 4600:1 50µm 3.0nm
Table 4.1: The specifications of the two spectrometers used in this project, from
the website of OceanOptics [14].
Figure 4.2: A photograph of the setup in
the Huygens laboratory. The heights of
the three components are adjusted using
lab jacks and the tape on the spectrome-
ter is used to keep it on its place.
The water tank in the setup
was a rectangular glass tank with
inside dimensions of 19.2cm and
5.2cm. Multiple different tanks
of the same type and dimensions
have been used. Initially measure-
ments were made in both direc-
tions (so over transmission lengths
of 5.2cm and 19.2cm) to obtain
additional data, but most mea-
surements in this thesis were only
made over the longer axis. In
the case of exceptions, it will be
stated explicitly. The tanks were
filled with approximately 650mL
of sample water for measure-
ments. Deviations in the exact vol-
ume hardly influenced the mea-
sured results, as shown in section
5.4.3.
The light sources which were
used were ordinary desk lamps of
the Huygens Laboratory. Since the
measured values were the trans-
mission (instead of the intensity) spectra of the water, slightly different
input spectra should not influence the results. However, higher input in-
tensities decrease the relative noise in the transmission signals.
A typical reference spectrum (as used in equation 3.1, so including the
dark noise) is shown in figure 4.3.
16
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Figure 4.3: Reference spectrum of the measurements made on may 31, 2017.
Initially, all measurements were made on dark places (like in figure 4.2)
to minimise the effect of the surroundings on the results. Later it turned
out that the effect of measuring within a lighter area could hardly be no-
ticed as long as no light sources shined directly into the spectrometer. So,
for practical reasons, most measurements were done within lowly illumi-
nated places (like the site office at the Living Lab).
The spectrometer was connected to a computer which could read out,
process and store the data using SpectraSuite software [15]. After storing
dark- and reference spectra, it automatically generated the transmission
spectra based on the measured signal. Integration times were chosen such
that the signal did not over-saturate but was still as strong as possible
to improve the accuracy: usually somewhere between 35ms and 70ms.
Scans could automatically be averaged a chosen number of times to reduce
noise. It was usually set between 25 and 150 times averaging.
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4.2 Absorbance determination
4.2.1 Pure chlorophyll-a
Using the setup described in the previous section, transmission spectra of
samples could be determined. Those spectra contain information about
the composition of the samples, for example through absorption as de-
scribed in section 3.1.2. In this context, an important characteristic of chl-a
is the absorption-peak at around 675nm.
Figure 4.5a (page 19) shows an example of the transmission spectrum
through a 27.8µg/L solution of chl-a in water. In it, multiple peaks and
dips are visible. However, most of them are caused by the properties of
water and are therefore also present in figure 4.5b. According to equation
3.1.2, the transmission spectra caused by the remainder of the sample (in
this case being the chl-a), can be calculated by dividing the total transmis-
sion signal by the transmission signal of the water. The result of that can
be seen in figure 4.5c: a far smoother signal.
The linearity in the vicinity of the dip around 675nm makes it possible
to accurately fit the values which the transmission spectrum would have
obtained at the wavelengths within the dip if the dip would not have been
present. In figure 4.4, the actual signal is shown in blue and the (3rd-order
polynomial) fit in red. The difference between the data and the fit can then
be determined, resulting in the depth of the dip (the green line).
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Figure 4.4: The fitting procedure for finding the depth of the dip in figure 4.5c.
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(a) The raw data of the transmission
spectrum of 27.8µg/L chl-a.
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(b) The transmission spectrum of
demiwater. Transmission exceeding
100% is a result of the shorter optical
path length through water.
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(c) The transmission spectra of 4.5a divided by 4.5b
element-wise to give the relative spectrum.
Figure 4.5: Removing the influence of the water on the transmission spectrum
of a ditch-sample smoothens the signal, making it easier to detect and quantify
irregularities like peaks and dips.
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Using the now known values, the absorbance at the peak’s location
can be determined using equation 3.2. According to equation 3.8, this
absorbance is linearly dependent on the concentration of the chlorophyll
within this stock sample:
[chl-a] = αA = −α ln
(
Tf it − Tdipdepth
Tf it
)
(4.1)
As this α should be constant for different concentrations, this should
give a linear relationship between the measured absorbances and the con-
centration of chl-a in different stock samples. If, then, α is known, this
should make it possible to (for later measurements) determine the concen-
tration of chl-a from the spectral properties of the sample. The results of
such determination can be found in the Results-chapter, starting on page
25.
4.2.2 Natural samples
The example shown in the previous section refers to a rather ideal laboratory-
situation which will not be found in nature: a sample which only contains
water and chlorophyll, no other substances which can influence the trans-
mission spectrum. Also, the lack of pheophytin within the samples makes
that it does not pose a problem either. Samples from the Living Lab do not
have this ideal situation. They come from actually functioning ecosystems
which also contains pheophytin and a variety of other substances which
influence the spectrum.
An example of the spectrum from a sample from the Living Lab is
shown in figure 4.6. In the difference between the transmission spectra
of the water and the sample (figure 4.6b) the transmission is clearly not as
linear in the vicinity of the 675nm-peak as in the case of pure chlorophyll-
samples.
20
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(a) The raw data of the transmis-
sion spectrum. The noisy, even nega-
tive values at lower wavelengths are
caused by low signals and slightly
fluctuating intensities (section 5.4.4).
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(b) The transmission spectrum of
figure 4.6a element-wise divided by
the spectrum of demiwater.
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(c) The corresponding determination of the depth of the
dip around 675nm is less unambiguous for this spectrum
than was the case in figure 4.4, and the dipdepth itself is
less of a ’perfect’ Gaussian.
Figure 4.6: In an actual natural water sample, the transmission spectra are not
as unambiguous as they were for the chlorophyll stocksamples of figure 4.5. The
shown data belong to a measurement on Living Lab ditch 20 on May 31, 2017.
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4.2.3 Additional signals
A direct result of the presence of more substances within the sample is that
there are more (traces of) signals to be found within the measurement. Two
striking ones are a small dip at about 480nm and a peak at about 690nm.
Both are usually not as distinguished as the 675-nm-dip, but as they will
be of interest multiple times within the results section, their background
will shortly be shown. The 690-nm-peak can which gets more visible when
looking at the difference between the derived and the fitted versions of the
dip-depth signal at about 675nm:
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Figure 4.7: The difference (black) between the actual data for the dip depth
around 675nm (green) and the corresponding Gaussian fit (red) shows a peak
around 690nm. The shown data belong to Living Lab ditch 8, which was chosen
as it visualises the 690-peak well. Note that the transmission peak which is being
referred to is shown as a dip within this figure as the figure shows absorption
data.
This additional peak appeared at consistently the same location in mul-
tiple measurements. In the results-section it is elaborated on further.
The dip around 480nm can be analysed in a comparable way to how the
dip around 675nm was analysed, as shown above. The vicinity of the dip
22
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(in the Traw/Twater-spectrum) can be fitted with a third-order polynomial,
after which the dip depth can be determined via the difference between
the fit and the actual signal. The logarithm of the ratio between the depth
of this dip and the fitted signal then indicates the absorbance. If the dip
is caused by absorption due to another substance, this absorbance should
then be linearly dependent on that substance. An example of this is shown
in figure 4.8.
450 460 470 480 490 500 510
Wavelength (nm)
0.24
0.26
0.28
0.3
0.32
0.34
0.36
Tr
an
sm
is
si
on
Figure 4.8: An example of the small dip in the signal around 480nm. Because the
magnitude of the dip is lower than is usually the case around 675nm, the fitting
of the vicinity proves somewhat more difficult, possibly causing a constant offset
of the measured absorbance values.
The implications of those two additional peculiarities in the signal (the
690nm-peak and the 480nm-dip) are used and further analysed in sections
5.2 and 5.3.
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Chapter5
Results
5.1 Chlorophyll-a stock samples
Section 4.2.1 showed how the absorbance due to chlorophyll of a stock
sample of chl-a could be determined from its transmission spectrum. The
same way, dilutions with seven other concentrations were measured. The
stock samples were obtained via Henrik Barmentlo (CML) and extracted
from spinach. The initial stock samples were 15.8mg/L (so 20mg/kg) chl-
a in acetone. They were diluted in tapwater before they were measured in
order to obtain a variety of concentrations. The resulting absorbances can
be found in figure 5.1.
As one would expect based on equation 4.1, even within the small error
margins the absorbance shows a linear dependence on the concentration
of the chlorophyll-a in the samples. This applies both for high and for low
concentrations of chl-a. The coefficient αchl−a in equation 4.1 can now be
determined via the slope of the fit through the data. This returns (taking
the offset to be negligible) αchl−a = 1/(2.23 ∗ 10−3)µg/L = 449µg/L.
If this method works ideally, this coefficient should be specific for chl-
a, so it would also be the value found in other measurements (for example,
using natural samples). This will further be discusses in section 5.3, where
the chlorophyll-concentrations of Living Lab samples are analysed.
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Figure 5.1: The absorbances measured for various concentrations of chl-a stock
samples diluted in tapwater. The blue line is a linear fit through the data, with
a slope of 2.23 ∗ 10−3 and a small offset of 6.7 ∗ 10−5, with the same units as in
the figure. The error margins are based on the 95% confidence interval for the
Gaussian fits plus a correction for the goodness of the fit of the vicinity of the dip.
See appendix A.1 for this exact procedure.
5.2 Possible fluorescence
Section 4.2.2 showed a dip (at about 480nm) and a peak (at about 690nm)
which appeared in multiple measurements. As a semi-wild guess, they
were compared using a scatter plot of their values as measured in 36 ditches
of the Living Lab on May 31. When simply looking at the absolute values
of the transmission differences of both signals, this provided data which
hardly seemed to show any correlation: see figure 5.2.
If one would however assume that both signals are signals belonging
to the same substance and are linked by a fluorescence-process (again by a
semi-wild guess), using equations 3.8 and 3.18 they should both return the
same concentrations, apart from the unknown coefficients in both equa-
tions.
26
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Figure 5.2: The differences in transmission intensity of the 480nm-dip and the
690nm-peak of all 36 Living Lab-ditches as of May 31 compared.
Determining the concentrations which the signals would indicate in-
stead of the differences in transmission returned the data shown in fig-
ure 5.3. Evidently, the data now shows a clear linear dependence - like it
would if the measurements indeed belonged to the same substance within
the sample (and so with the same concentration as well). As most of the
data points are in a bulk around (0.01, 0.015), a log-log plot makes this
easier to visualise: see figure 5.4 below. The relationship between the two
coefficients is also observable here.
Although it does not provide any hard evidence, these results indi-
cate that these signals within the measured transmission spectra could
be caused by a fluorescent material. The pheophytin-spectrum of figure
2.2 shows a peak around 690nm which could possibly be linked to the
peak measured in the transmission spectra. The choice for abbreviating
the concentration of the theorised substance as [p] was because of this cor-
relation. However, the absorption around 480nm can not be found in just
the same way in literature so this is no hard evidence - mainly an indica-
tion. In the following section the possibility of these determined concen-
trations belonging to pheophytin will be used to try improving the results.
If this signal indeed turns out to be caused by pheophytin, this observa-
tion could make it possible to distinguish the pheophytin from the chl-a
in the spectra. Note that this theory has been used in the following section
5.3. However, as explained in section 6, this assumption later turned out
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to be highly improbable.
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Figure 5.3: The concentrations determined using the peaks and dips in the signals
at 690nm and 480 nm, except for their respective constant coefficients. The orange
fit is a linear least squares-fit with a slope of 1.3 and an y-intercept of 3.7 ∗ 10−3.
Individual data points indicate measurements of single ditches in the Living Lab.
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Figure 5.4: The same data as shown in figure 5.3, but in a log-log plot and zoomed
in on the bulk of data points around (0.01, 0.015). The apparent non-linearity of
the fit is caused by the influence of the offset on logarithmic axes.
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5.3 Living Lab ditches
5.3.1 Measurement results
As mentioned before, the Living Lab offered the opportunity to test tech-
niques and procedures and to calibrate results. In the early stages of this
project, it offered samples which could be used to develop fitting proce-
dures and which could be analysed for finding additional peculiarities in
the signals. Later, it offered the possibility to perform chl-a determinations
using the method described in this thesis and compare the results to ref-
erence results as obtained by the biologists working at the Living Lab us-
ing the procedure described in section 2.3. This way, coefficients could be
gauged and checked, results could be checked for repeatability and repro-
ducability and it could be found if the results showed a strong correlation.
The latest of such series of measurements was performed on the afternoon
of May 31, at the same time when a complete set of reference values was
being determined. The obtained transmission spectra resulted in a series
of values for both the absorbance of the dip at 675nm as well as data on
the possible fluorescence signal as reported in the previous section. The
results of the absorbances at 675nm are shown in figure 5.5.
0 5 10 15 20 25 30 35
Ditch number
0
0.1
0.2
0.3
0.4
0.5
Ab
so
rb
an
ce
 o
f 6
75
-n
m
 d
ip
Figure 5.5: The absorbances around 675nm of the 36 Living Lab-ditches measured
on May 31. Strong variations in the absorbances of the ditches can be seen, rang-
ing from 0.01 to 0.39. Error bars are determined using a 95% certainty confidence
interval for the determined absorbances and goodness of the fit of the vicinity of
the dip. The exact procedure and code is shown in appendix A.1.
Important to note is that the Living Lab ditches had been treated with
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different treatments: in the weeks prior to the measurements, some ditches
had received nutrients, others pesticides, some received both and some re-
ceived neither. This meant that significant differences between the ditches
were to be expected during the measurements.
To improve the visibility of the relative values of lower absorbances in
figure 5.5, these same data are shown with a logarithmic y-axis in figure
5.6 below.
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Figure 5.6: The same data as in figure 5.5, plotted with a logarithmic y-axis. Note
that the lower values do not mutually vary as much as they do compared to the
higher values.
Those absorbances at 675nm show strongly increased values in certain
ditches. The results for the concentration [p] as described using fluores-
cence based on the 690nm-peak in the previous section show some peaks
in some of the same ditches, but not consistently in the same ditches or by
the same ratios: see figure 5.7. These data should be almost the same when
determined via the absorbance of the 480nm-dip. Those data are shown
in figure 5.8. Not taking the deviating signal in ditch 32 into considera-
tion, the relative values of the concentration of [p] for the various ditches
are indeed highly comparable for figures 5.7 and 5.8, as figure 5.3 already
showed.
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Figure 5.7: The values of [p] for all ditches. The error bars are based on a 95%-
certainty measurement of the fit for the 690-nm-peak. Evidently, the mean per-
centual uncertainties in these fits are much higher than was the case for the data
shown in figure 5.5. α690 is the coefficient which gives the ratio between [p] and
the corrected height of the emission peak.
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Figure 5.8: The values of [p]/α480. As expected, strong correlation with the re-
sults of figure 5.7 are observed, but the error margins turn out even larger for
these data. Errors are determined based on a 95% confidence interval for the
Gaussian fit and a correction for the goodness of the fit of the vicinity of the dip:
see appendix A.3.
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5.3.2 Fitting results to chl-a concentrations
As mentioned in section 2.2, the main absorption characteristics of chlorophyll-
a and pheophytin overlap around 675nm. This implies that the measured
absorbances shown in figure 5.5 could be the sum of the relative absorbances
of chl-a and pheophytin (using equation 3.5):
A675 =
1
αchla
[chl-a] +
1
αpheo
[p] (5.1)
On the other hand, assuming that the concentrations shown in figure
5.7 do indeed belong to pheophytin, apart from another coefficient the
concentration of pheophytin can be determined independently. Denot-
ing the values of [p]/α690, as shown in figure 5.7) as Cp (coefficient of
p(heophytin)) and α690/αpheo as α′pheo, this would mean that the concen-
tration of chl-a can be determined as follows:
[chl-a] = αchl−a
(
A675 − 1
αpheo
[p]
)
= αchl−a
(
A675 − α′pheoCp
)
(5.2)
This makes use of the results shown in figure 5.7. Equivalently, it can
also be done using the results shown in figure 5.8. The advantage of that is
that in the situation shown here, α′pheo depends on the intensity of the light
source at two wavelengths (approximately 480 and 690nm in this case), as
is explained in the theory behind fluorescence. The disadvantage in this
case is that the error margins of the measurements are bigger, and there-
fore the error margins in the determined values of [chl-a] will be too. For
the latter argument the next section will make use of the data as deter-
mined via emission as reference values.
As reference values for the chl-a concentrations of all 36 measured
ditches on May 31 are available, those can be used as reference for those
measurements. The error margins of those values are not available, but
based on section 2.3 those error margins are also substantial with uncer-
tainties of about 27 to 46 percent.
Because the obtained values for A675 and Cp come with heteroscedas-
tic error margins, varying their coefficients and determining the minimal
value of the weighted sum of least squares gives the opportunity to find
the optimal values for those coefficients. The equation for determining the
32
Version of June 29, 2017– Created June 29, 2017 - 13:02
5.3 Living Lab ditches 33
weighted sum of least squares (S) is shown in equation 5.3, where xi repre-
sents the value of a data point using certain coefficients, ri is the reference
value for that data point and ∆xi is the uncertainty of the value.
S =∑
i
(xi − ri)2
∆x2i
(5.3)
The uncertainty of each data-point, ∆xi, is itself also dependent on the
values of the coefficients being determined. Based on equation 5.2, the
other uncertainties propagate as follows:
∆xi = ∆[chl-a]i = |αchl−a|
√
∆A2675 + α
′2
pheo∆C
2
p (5.4)
where ∆αchl−a and ∆Cp are the uncertainties of αchl−a and Cp, respec-
tively. Computing this, using the script shown in appendix A.2 with incre-
ments of 1 per step for αchl−a and 0.01 per step for α′pheo returns a minimal
value of S ' 218 for αchl−a = 68 and 0.01 per step for α′pheo = 1.04:
[chl-a] = 68
(
A675 − 1.04Cp
)
(5.5)
If the correction for possible pheophytin would not have been made,
so if the weighted sum of least squares would have been determined for
[chl-a] = αchl−a A675, the result would be S ' 317 for αchl−a = 63. So the
correction does significantly improve the correspondence between the re-
sults and the reference values.
The resulting values (as calculated using equation 5.5) are plotted to-
gether with the reference values in figure 5.9. Although some of the results
deviate from the reference values (mainly returning higher values for the
samples with higher concentrations), there is a clear correlation between
the data. Lower concentrations do indeed return lower values whereas
higher values in the reference data are also higher in the results. To quan-
tify this, we can look at the (adjusted) r-squared values of the fitted data,
with n the number of data points (36 in this case) and d the number of ex-
planatory variables (1 in this case, as αchl−a mathematically only functions
as a scaling variable), which returns a value close to one but also confirms
that there certainly are still differences between the data sets:
R2adj = 1−
SSresid
SStotal
n− 1
n− d− 1 = 1−
∑i(xi − ri)2
∑i(xi− < x >)2
35
34
= 0.852 (5.6)
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An alternative way of visualising these results is through a logarithmic
scatter plot of the determined values compared to the reference concentra-
tions. This figure is shown below.
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Figure 5.10: The same data as shown in figure 5.9, displayed as a log-log scat-
ter plot. A linear dependence between the two would indicate a perfect match
between the two data sets.
The data show a clear correlation, but with fluctuations, both returning
higher and lower concentrations. Remarkable is that for very low concen-
trations (lower than 1µg/L) the reference data decrease more quickly than
the determined data. This indicates either an overestimation of the deter-
mined results or an underestimation within the reference results for lower
values. Interesting to note regarding this is that (as mentioned in section
2.3) those low concentrations are well below the lower limit of concentra-
tions which can be measured correctly using the general method for chl-a
determination.
An important factor of influence regarding those data and the afore-
mentioned reduced r-square value is that (though it was not included in
the shown data) the reference data also comes with errors. Taking this into
account can be expected to influence the r-squared value but might also ex-
plain some of the deviations between the results shown in figures 5.9 and
5.10. As mentioned in section 2.3, the expected uncertainty for the refer-
ence data is about 27% to 46%. Taking this into account when comparing
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the results, nearly all data matches. However, there are some exceptions.
Interesting ones are ditches 20, 32 and 36, which all show consistently high
concentrations, but the reference values (red) are all significantly lower
than the determined values (yellow). This either indicates a problem in
the presented method, or a problem regarding the method used for deter-
mining the reference value. Henrik Barmentlo (CML) indicated that there
were some difficulties with the filtration of the samples for these higher
concentrations, which might explain an underestimation of the chl-a con-
centrations. The other option, a problem in the presented method, is an
interesting source for further research and requires obtaining additional
data. The measurements of pure chl-a-samples did not return problems
when looking at higher concentrations, but it can not with certainty be
said that the same applies to natural samples.
Another remarkable thing regarding the presented data is the deter-
mined value ofαchl−a. The optimal value resulting from the weighted least
squares-fit was 68. However, if the concentration of [p] in equation 5.2 is
set to zero (like it should for, for example, the pure chl-a stock samples),
we are left with the same equation as which was used for determining
αchl−a for the stock samples. This means that the value determined there
should, according to the model, also be returned for the natural samples.
Obviously, that result is not found: αchl−a = 449µg/L in the first case
whereas αchl−a = 68µg/L in the latter. This, again, could either be caused
by a deviation between the presented model and the general procedure.
A possible explanation, for example, is that there is a high concentration
of other chlorophylls in the water. Even though the general procedure
only determines the concentration of chl-a, there are more (very compara-
ble) structures of chlorophylls: chl-a, chl-b, chl-c1, chl-c2, chl-d and chl-f.
The ratios between their relative concentrations are not constant. They
depend, for example, on their absolute concentrations and the amount of
nitrogen in the water [16]. However, the concentrations of the chlorophylls
apart from chl-a can be a significant amount. As most of their spectra are
nearly the same as that of chl-a (mainly regarding the 675nm-peak) [17],
their presence can increase the absorbance of the 675-nm peak, leading to
a decrease of αchl−a by the same ratio. This also poses an interesting source
for further research.
In the data it is visible that the relative uncertainties of the obtained
results are large for lower concentrations. For increasingly high concen-
trations, these relative uncertainties stably decrease. As visible in figure
5.11, this effect by good approximation decreases inversely proportionally
36
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to the concentration.
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Figure 5.11: The percentual uncertainties in the determined concentration based
on the goodness of the polynomial fit and the 95% certainty-interval of the Gaus-
sian fit significantly decreases as the concentration increases. The orange line is a
fit of the form y = a/x with a ' 65.6. The 95% confidence interval for a reaches
from 64.3 to 66.9.
Based on a value for the coefficient a of 65.6, as used in the fit in figure
5.11, if the method would work properly the lower limit of the uncertainty
as given for the general procedure as mentioned in section 2.3 would be
reached at a concentration of 2.5µg/L. From thereon it would increase
even more. This would indicate a strong advantage of the method, as it
gives the potential of determining chlorophyll-concentrations with high
accuracy, already for relatively low concentrations.
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5.4 Influence of other factors
When making any measurement, certain choices had to be made, like how
much sample-water to put into the tank. In addition, biological substances
can change due to influences from the environment, which is the reason
why the biologists try to keep their laboratories dark when performing
the initial steps of their chl-a determinations. It important to know which
factors influence the measurements (and in what way) and which do not,
in order to be able to prevent unforeseen fluctuations.
For the integrality of this report and so possible successors on this
project will be able to take these factors into account they are briefly re-
viewed in the following subsections. The reviewed factors are, in the fol-
lowing order:
• Light or dark: What is the influence of light on samples, and is it
important to perform measurements in the dark?
• Sedimentation: If a sample is stored for a certain amount of time,
does sedimentation influence the sample? And if so, can this simply
be corrected with stirring the sample up?
• Volume of samples: When taking samples using the setup described
in chapter 4, does the obtained amount of sample water change the
results?
• Fluctuating reference intensity: Is it necessary to determine the ref-
erence intensity again shortly before every measurement?
• Repeatability of measurements: If the transmission of the same sam-
ple is measured multiple consecutive times, does the result change
significantly? Or is the repeatability high enough?
• Location in the ditch: Samples can be taken from various locations
within the ditches. How does this influence the results? Can the
ditches be assumed to have homogeneous concentrations of chl-a?
38
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5.4.1 Light or dark
When measuring the same samples on consecutive days, a decrease in the
absorbance by the samples appeared. Biologists working at the Living
Lab suggested that this could be caused by the samples having been in
the dark or light for hours, changing the optical activity of the algae in the
sample. To test this∗, two samples from the same ditch were measured
on two consecutive days. Between the respective measurements, one of
the samples was placed under a lamp all the time whereas the other one
remained in the dark. When being measured again on the next day, the
samples were first stirred up a bit so all algae and other substances were
evenly mixed through the water again:
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Figure 5.12: The change in transmission of the samples which remained in the
dark (orange) and in the light (blue) overnight.
Although the results for the dark and the light deviated slightly, the
difference was limited and there was no specific additional difference at
the wavelengths which could be linked to chl-a. This indicated that the
observed decrease in absorbance could not be dedicated to the optical ac-
tivity of the algae changing due to light/dark. Another possibility was
that it had to do with the sedimentation of the substances in the samples
overnight and the consecutive stirring-up of the samples. This is discussed
in the next section.
∗Note: the measurements for this section and the next section (5.4.2) were performed
with the USB-650 spectrometer instead of the STS-VIS
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5.4.2 Sedimentation
If substances within the samples had clotted up overnight within a sedi-
ment which had formed on the bottom of the tank, the stirring up would
mix (many of) those clots back into the water, but the sample would still
have changed compared to before the clots formed. Also, the clots would
sink back to the bottom after some time. To test this, the stirred-up sam-
ples were measured directly after stirring and at some later times. The
resulting transmissions increased over time, as can be seen in figure 5.13.
This indicated that the clotting process did indeed still influence the
samples (even after stirring them up) and that it was probably the cause of
the measured change in transmission overnight. Therefore it is important
only to measure using ‘fresh’ samples in order to obtain the ideal results.
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Figure 5.13: The change in average transmission measured between 500 and
850nm for the samples which were stored in the light (blue) and in the dark (red).
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5.4.3 Volume of samples
Because of the size of the available containers during the project, all mea-
surements were done using approximately 650mL of water. The exact
volume could sometimes fluctuate slightly (for example through minor
spills), so it is good to be sure of it that the measurement results were not
influenced by that. Also, if a device as described in chapter 7 is used to
perform the measurements, it is important to know how the depth below
the surface of the water at which the device is kept influences the mea-
surement.
To quickly test if an increased volume of the sample influenced the
resulting absorbance, the spectra of samples with 650mL (normal), 975mL
(150%) and 1300mL (200%) were measured. The resulting values are shown
in table 5.1 below.
Table 5.1: As a typical example: the determined values of A675 and ∆T690 for
samples of different volumes from ditch 37.
Volume A675 ∆T690
650mL 0.0120± 0.0010 0.0082
975mL 0.0119± 0.0010 0.0080
1300mL 0.0114± 0.0010 0.0081
The absorbance does change slightly, but only within its 95% confi-
dence interval, and ∆T690 hardly changes at all. This table shows the result
for vastly different volumes, and the observed changes are limited. So it
is safe to assume that slight (several mL) fluctuations in the volume does
not affect the measurement results.
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5.4.4 Fluctuating reference intensity
Early measurements were made while determining the reference signal
again before every measurement to prevent changes in the input signal
or the position of some of the components of the setup from influencing
the measurements. For later measurements, like the measurements of all
Living Lab ditches described in section 5.3, the initial reference measure-
ment was used for all transmission spectra. This greatly reduced the time
it took to measure all the samples but could also improve the accuracy of
the measurements. When repeatedly determining the reference spectra, it
is for example possible that some water from the previous sample remains
on the edges of the water tank and influence the signal through absorption
or refraction.
However, when using the same reference spectrum for a longer time it
is possible that the input signal changed. Therefore it was measured again
at the end of the 36 measurements: see figure 5.14.
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spectra (Ibe f ore/Ia f ter).
Figure 5.14: A comparison of the initial input spectrum (which was used as the
reference spectrum) and the spectrum after the measurements described in sec-
tion 5.3.
Evidently, the signal had changed over time but not by a great amount
and, more importantly, the characteristics (peaks, dips, slopes) of the sig-
nal did not change. The change in the signal was not constant for all wave-
lengths. But because the wavelength-dependence of the change in the sig-
nal is a smooth function, this will hardly or not influence the final results
42
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(absorbances) as the third-order polynomial fit of the vicinity of the dips
is able to correct this difference.
To be even more certain of this, the influence of using the reference
spectrum which was obtained after the measurements instead of the ref-
erence spectrum which was obtained before the measurements can be de-
termined by changing the transmission spectra accordingly. This can be
done by changing the transmission spectra accordingly:
Tre f=a f ter =
S− D
Ra f ter − D =
S− D
Rbe f ore − D
Rbe f ore − D
Ra f ter − D
= Tre f=be f ore
Rbe f ore − D
Ra f ter − D (5.7)
As all spectra at the RHS of equation 5.7 are known, the transmission
spectra which would have been obtained using the reference spectra after
the measurements can be determined. Determining the values of A675 and
∆T690 based on the old and the new spectra for all ditches shows that their
values do not, or at most, hardly change due to this. The corresponding
results are shown in figure 5.15.
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Figure 5.15: A logarithmic comparison of the old (based on the initial reference
spectrum) and the new (based on the reference spectrum after the measurements)
values of A675 and ∆T690. Individual data points refer to a measurement made for
a single ditch.
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5.4.5 Repeatability of measurements
The transmisson spectrum measured when analyzing a sample fluctuates
slightly over time. To measure the reach of the influence this has on the
measured results, a sample of Living Lab-water has been measured three
times in a row. The results of that are shown in figure 5.16, where for every
ditch the maximum relative deviation between the measured absorbances
has been indicated. This has been calculated as 100% ∗ (Amax/Amin − 1).
The results show that the variation in absorbance for measurements re-
peated a short time after each other is very low (0.1-2.3%), so the repeata-
bility is high. All fluctuations of the absorbances fit within the respective
95% certainty intervals, so single measurements (instead of triple or other
multifold measurements) give consistent results.
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Figure 5.16: The relative differences between the maximum and minimum values
of the absorbances calculated for all 36 Living Lab-ditches.
Comparing those results to the repeatability of measurements using
the general procedure as described in section 2.3, the results in figure 5.16
show a high consistency: the repeatability of measurements on samples
with comparable concentrations ranged from 3% to 20% using the general
method. So the presented results indicate consistently lower deviations.
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5.4.6 Location in the ditch
The ditches at the Living Lab are relatively small and shallow, leading to
possible differences in chl-a concentrations for example closer to or further
away from the edges of the ditches. In addition, the ditches which were
treated with nutrients had small bags of nutrients hanging at three places
across the ditch. The samples for all measurement were taken around the
middle of the ditch, but how much would it differ if the measurement was
taken at another location?
To test this, the absorbances immediately next to and as far as possible
away from the nutrient-infusers in ditch 20 were compared. The resulting
absorbance A675 far from the nutrients was 0.1761 ± 0.0040 whereas the
same measurement near the nutrients returned 0.1862± 0.0042. The lat-
ter is significantly higher, but considering the biologically different back-
ground this can well be explained by the biological processes without be-
ing an error in the measurements. However, it is relevant to be aware of
this when comparing measured results to reference values. If the exact lo-
cation of sampling differs, so might the concentration of chl-a within the
sample.
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Chapter6
Amendment regarding the
hypothetical fluorescence
A significant part of this thesis reports on the possibility of pheophytin-
related fluorescence within the measured transmission signals. Even though
it was consistently hypothetical, it is important to note that shortly before
the deadline of the thesis it was found that it is likely that the analysed
signals (690nm-peak and 480nm-dip) are probably not related to physi-
cal processes but to deviations in the determined transmission for dem-
ineralised water. When taking a closer look at the transmission signal
through the demiwater (which is used for the smoothening of other sam-
ples), amongst other peaks and dips there are a dip and a peak around
690nm and 480nm: see figure 6.1. As all measured transmissions of sam-
ples are divided by this spectrum, these deviations in the signal propagate
to all later spectra, where they were wrongly thought of as possible emis-
sion and absorption signals.
This does, however, not yet explain why those signals seemed to be
uncorrelated (figure 5.2) but linearised when their hypothetical relative
concentrations were determined (figure 5.3). The answer to this question
could lie in the respective equations used for determining those concen-
trations combined with the notion that, if a transmission signal is divided
by the erroneous demiwater transmission spectrum, the amplitudes of
the resulting deviations in the signal are linearly dependent of the abso-
lute transmission of the measured sample at the wavelength of the devi-
ation in the demiwater signal: ∆T480 = −mT480 and ∆T690 = nT690 with
0 < m, n 1 constant for all measurements.
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Figure 6.1: The measured spectrum of demineralised water, an average of three
other separate measurements. All those separate measurements show the same
deviations at 480nm and 690nm, but they are not found in measurements of for
example tapwater or literature data.
We can plug this into the observation that the two hypothesised con-
centrations were linearly dependent (using T480 = Ta and T690 = Te):
[p] ∝ ∆Te
ln(Ta)− ln(Te − ∆Te)
Ta − (Te − ∆Te) ∝ ln
(
Ta + ∆Ta
Ta
)
(6.1)
nTe
ln(Ta)− ln(Te(1− n))
Ta − (Te(1− n)) ∝ ln (1+ m)
Ta − (Te(1− n))
Te
ln(1+ m)
n
=
(
Ta
Te
− 1+ n
)
C
∝ ln(Ta)− ln(Te(1− n)) (6.2)
Where C = ln(1+m)n is a constant. Taking the exponent on both sides
of the final equality (and implementing both C and the linearity constant
into another arbitrary constant C2),
C2eC(Ta/Te−1+n) =
Ta
Te(1− n) (6.3)
48
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Defining yet another constant, C3 = C2eC(n−1)(1−n), this can be rewrit-
ten yet again:
Ta = C3eC∗Ta/Te Te (6.4)
As the limit of ln(1+m)m for m → 0 equals 1, based on the condition
0 < m, n 1 we can make the approximation C = ln(1+m)n ' 1. Using that
we can come to the conclusion that the following equation should hold in
order for the peaks in the demiwater-transmission-spectrum to be able to
account for the observed correlation between the peaks as explained in
section 5.2:
Ta ∝ eC∗Ta/Te Te ' eTa/Te Te (6.5)
Plotting the LHS to the RHS of equation 6.5 does indeed indicate that
this dependence is valid for the measured data:
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Figure 6.2: The LHS and the RHS of equation 6.5 compared for all measurements
of the Living Lab on May 31. Individual data points represent single ditches. As
expected, the two variables show a linear dependence, indicating that the signals
as explained in section 5.2 cannot be explained using fluorescence.
Based on this observation, it is likely that the that the results presented
in section 5.2 do not actually represent fluorescence nor do they present a
method for determining pheophytin concentrations as was used in section
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5.3.
At the current point in the writing of this thesis it is no longer possible
to re-analyse and re-write all analyses, but the main results of adjusting the
results to these new findings are briefly analysed below. In general there
are two obvious ways to alter the fitting method (based on the weighted
least squares) described in section 5.3: the influence of the 690nm-peak
and/or 480nm-dip can either be ignored altogether or the way they are
determined can be corrected by using an alternative water spectrum (one
where the deviating transmission intensities at 480nm and 690nm are not
present).
The first method would change equation 5.2 to one with only one coef-
ficient to be determined:
[chl-a] = αchl−a A675 (6.6)
This returns an optimal fit for αchl−a = 63, with R2 = R2adj = 0.876
(the explanatory variable as present in equation 5.2 is removed now, so
the adjusted R-squared simply equals the normal R-squared). The latter
result is remarkable, as it is actually an improvement as compared to the
value resulting from the method including the hypothesised pheophytin-
concentrations (with R2adj = 0.852).
The second way to alter the fitting method, by using an smoother water
transmission spectrum, does not return any satisfactory results. Holding
on to the requirement that α′pheo, as used in equation 5.2, has to be pos-
itive, this returns optimal values for the coefficients of αchl−a = 46 and
α′pheo = 1.43. The corresponding r-squared has however significantly re-
duced here: R2adj = 0.806 now. So it can well be concluded that still making
use of the determined [p]-concentrations with a smoothened demiwater
spectrum does not work out well.
However, the high r-squared which equation 6.6 returns indicates that
the presented method still gives a result which strongly correlates with the
reference data. This way, it can still be used for determining relative chl-a
concentrations.
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Towards developing a device
All measurements which have been referred to in this report were made
using the setup as described in chapter 4. This setup does deliver the de-
sired spectra of the samples, but in order to perform measurements one
still has to manually take samples from the ditches and place these into
the water tanks which have been used for determining the reference spec-
tra and which on their turn first have to be aligned in the correct position
and height with respect to the spectrometer and the light source. In ad-
dition the whole setup cannot easily be transported and taken to another
measurement location. So even though the presented method gives a large
improvement regarding the measurement speed as compared to the con-
ventional method, it still shows significant room for improvement.
An evident means of making this improvement is by automating the
process and placing the various components needed for measurement in
a more accessible, easy-to-use and permanently aligned device. If such a
device would be handheld it would make it easier to measure a series of
consecutive ditches. Other conditions which it would have to meet are that
it is waterproof, have suitable dimension (easily portable by hand consid-
ering size and weight) and be practical in control. This last step is partic-
ularly relevant as determining a transmission spectrum requires various
consecutive measurements performed at the right time under the correct
circumstances. First a dark spectrum should be obtained without any ad-
ditional light source. Then, still outside the water, a reference spectrum
has to be obtained with a light source correctly aligned. After that another
spectrum has to be obtained while the operator keeps the device under the
water. Ideally, all those spectra have to be obtained in multifold in order
to be able to average them out and reduce the noise. All those spectra then
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have to be stored correctly while making the distinction for which ditch or
sample has been measured during the measurement. Finally, based on the
determined transmission spectra, the absorbances have to be determined
in order to reach any conclusions regarding chlorophyll-concentrations.
In cooperation with Gert Koning of the Fine Mechanical Department
(FMD) of Leiden University a device has been designed which meets all
those requirements. A sketch of the design is shown in figure 7.1.
Figure 7.1: The sketch of the designed device, as described in the text. The spec-
trometer is found in the left bottom, a light source will be placed at the right
bottom. The green components are digital components used for controlling the
equipment, with the Bluetooth-transceiver shown in blue. The components be-
tween the spectrometer and the light source will be made of transparent plastic.
The total length (from left to right) will be about 30cm. Credits for this sketch go
out to Gert Koning of the FMD.
As shown in the sketch, a Bluetooth-transceiver will be implemented
within the device. This transceiver will be able to connect with a mobile
phone (running on Android). From this mobile phone the device can then
be operated via the green digital component. The initial plan was to do
this using an Arduino, but it proved (if possible at all) difficult to read
out the spectrometer using such Arduino. Therefore, in consultation with
52
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OceanOptics (the supplier of the spectrometer), it has been decided to step
over to a Raspberry Pi, as OceanOptics was able to deliver software which
could be used to read out the spectrometer using such Raspberry Pi. The
connectability with a mobile phone has multiple advantages. Implement-
ing a (waterproof) user interface onto the device is technically difficult
and it is far more realistic to program a straightforward application for a
mobile phone (using the MIT App Inventor [18]), which is also easier to
adjust afterwards or to adjust to the preferences of the user. For example
making it possible to label a measurement result with the number of a spe-
cific ditch or saving it under a specific name is hard to make possible us-
ing hardware, but straightforward using a mobile phone’s interface. Most
mobile phones also come with available storage space, whereas Arduinos
or Raspberry Pies do usually not come with extensive storage space. Fi-
nally, all code to process the transmission software has been programmed
in Matlab, which cannot be used on a simple Arduino or Raspberry Pi.
Mobile phones do have the possibility to implement Matlab programs, or
can alternatively send the data to a computer which can then process the
data.
Due to some difficulties ordering the several components of the de-
vice the device is not functional yet. The plastic frame has been built us-
ing a 3D-printer and an early version of the software has been produced.
However, when it gets to work and function properly, it would make it
far easier to determine the characteristics of the ditches being measured.
This both benefits further research for this project (as obtaining new mea-
surements for further development and gauging can done more quickly
and/or more regularly) and in a later stage it could greatly benefit wa-
ter agencies or, for example, the researchers at the Living Lab as it makes
it possible to make far more frequent measurements of the state of the
ditches.
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Chapter8
Conclusion and future outlook
The main conclusion of this project is that, based on the high correla-
tion between determined concentrations and reference concentrations, it
shows great potential and is certainly worth investigating further. Part of
the initial objective of the project was to be able to phenomenologically
determine the presence of certain substances. In the case of chl-a that has
well been achieved and large steps have also been made to quantification.
There are, however, still several catches to the presented method. The two
most important ones are the lack of consistency in the determined coef-
ficients and the (well possibly related) inability to distinguish chl-a from
pheophytin and the other chlorophylls. The presented attempt to solving
the latter problem in the end turned out not to work, but it did personally
provide an important academic admonition for my later research. An im-
portant starting point for further research to this topic is to acquire more
numerous and varied reference data for better gauging. This will be made
easier when the device which is currently being developed is finished.
The main strengths of the presented method lie in the rapidity of ob-
taining results and the repeatability and reproducability of those results.
For conclusiveness an overview of estimations of the relative characteris-
tics of the general method and the newly presented method is included
in table 8.1 below. Estimations for the new method are based on the way
they are determined in the results-section whereas those for the general
method are based on the characteristics from the method [8] as described
in section 2.3.
The presented method as it currently is is not yet in such a stage of
completion that it can provide reliable quantitative measurement results
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Table 8.1: A brief overview of estimated characterisations of both the general and
the newly presented method for chl-a concentrations.
General Method New Method
Single measurement
duration Approx. 1 day
5-10 minutes (lab setup)
1-2 minutes (device)
Repeatability
uncertainty
20% (2.5 µg/L)
3% (25 µg/L) 0.5-2.5%
Reproducability
uncertainty
46% (2.5 µg/L)
30% (25 µg/L)
26% (2.5 µg/L)
2.6% (25 µg/L)
Equipment costs
(based on
quick estimates)
>10K¤: vacuum pump,
centrifuge, cooling,
fluorescence
spectrometer
ca. 2K¤: spectrometer,
electronics,
device frame
for the chl-a concentrations in ditches. However, based on the high corre-
lations between the measured concentrations and the reference concentra-
tions (R2adj = 0.876 only using A675) the method, in combination with the
device being developed, can already provide helpful information regard-
ing the relative concentrations in situations like the Living Lab. At the
same time, plenty of opportunities for a continuing research project are
available to improve the method and maybe, some day, reach the point
where it can instantly determine the absolute concentration of chlorophyll
in water.
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AppendixA
MATLAB codes
In this section, the most important Matlab codes for processing data are
shown. To keep it concise and clear, plotting functions are left out. Every
piece of code is preceded by a short introduction and explanation. All
codes are written for Matlab version R2016a.
A.1 Obtaining information from spectra
This file goes through all data sets which include the transmission spectra
of all ditches, and returns all information within an array called ditches.
The program makes refers to wavelengths uses the indices of the corre-
sponding wavelengths for the STS-VIS spectrometer. The input data sets,
in .txt format, are named using a ’d’ (for ditch) followed by the 2-digit
number corresponding to the ditch where the sample came from. So the
spectrum of ditch 8 is saved as ’d08.txt’ and that from ditch 22 is saved
as ’d22.txt’. This name is used by the program to assign the data to the
correct ditch.
1 % f o r a l l d i t c h e s , 170531
2 %% Producing LL− and ditch−matr ices
3 warning ( ’ o f f ’ , ’ a l l ’ ) ;
4 % d e c l a r a t i o n of i n d i c e s in the ’ di tches ’−array :
5 A = 1 ; % absorbance
6 Aerror = 2 ;
7 d e l t a T f l u o = 3 ; % 690nm−peak
8 d e l t a T e r r o r = 4 ;
9 Tactual755 = 5 ; % wl ( 7 5 5 ) = 690nm
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10 Tactual310 = 6 ; % wl ( 3 1 0 ) = 480nm
11 di tchnr = 7 ;
12 date = 8 ; % always l a s t
13
14 f i l e s = d i r ( ’ ∗ . t x t ’ ) ;
15 f i lename = d ir ;
16 d i t c h e s = zeros ( length ( f i l e s ) , date ) ;
17
18 data = ( importdata ( ’ demiwater0205/demi3 . t x t ’ ) +
importdata ( ’ demiwater0205/demi2 . t x t ’ ) +importdata ( ’
demiwater0205/demi1 . t x t ’ ) ) /3 ; % average of three
measurements
19 wl = data ( : , 1 ) ; % same f o r a l l data s e t s
20 Tdemi = data ( : , 2 ) /100; % dividing by 100 f o r changing
percentages to f a c t o r s
21
22 f o r n = 1 : length ( f i l e s ) % running through a l l f i l e s
23 data = load ( f i l e s ( n ) . name) ;
24 T = data ( : , 2 ) /100./Tdemi ; % T = T { r e s t }
25
26 w l f i t a = 5 6 2 ; w l f i t b = 6 4 6 ; w l f i t c = 7 8 1 ;
w l f i t d = 8 3 2 ; % i n d i c e s of the corresponding
wavelengths
27
28 w l f i t 1 = [ wl ( w l f i t a : w l f i t b ) ; wl ( w l f i t c : w l f i t d
) ] ;
29 T f i t 1 = [ T ( w l f i t a : w l f i t b ) ; T ( w l f i t c : w l f i t d ) ] ;
30 [ f i t 1 , g ] = p o l y f i t ( w l f i t 1 , T f i t 1 , 3 ) ;
31 a = f i t 1 ( 1 ) ; b = f i t 1 ( 2 ) ; c = f i t 1 ( 3 ) ; d= f i t 1 ( 4 ) ;
32 T f i t = d+wl∗c+wl . ∗wl∗b+wl .∗wl . ∗wl∗a ; % f i t of the
v i c i n i t y of the dip
33
34 dipdepth = T f i t − T ; % the depth of the 675nm−dip
35 w l f i t 2 = [ wl ( 6 6 7 : 7 4 9 ) ; wl ( 7 5 9 : 7 9 1 ) ] ;
36 T f i t 2 = [ dipdepth ( 6 6 7 : 7 4 9 ) ; dipdepth ( 7 5 9 : 7 9 1 ) ] ;
37 [ d i p d e p t h f i t ] = f i t ( w l f i t 2 , T f i t 2 , ’ gauss1 ’ ) ;
38 c i = c o n f i n t ( d i p d e p t h f i t , 0 . 9 5 ) ;
39 wl dipmax = d i p d e p t h f i t . b1 ;
40
41 T f i t = d+wl dipmax∗c+wl dipmax∗wl dipmax∗b+
wl dipmax∗wl dipmax∗wl dipmax∗a ;
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42 Tactual = T f i t − d i p d e p t h f i t . a1 ;
43 T a c t u a l e r r o r = T f i t − c i ( 1 , 1 ) + g . normr/ s q r t ( g . df )
; % f o r e r r o r margins
44 cc0 = log ( T f i t ) − log ( Tactual ) ; % absorbance of
the 675nm−peak
45 c c e r r o r = log ( T f i t ) − log ( T a c t u a l e r r o r ) ; % f o r
e r r o r margins
46
47 subpeakdata = − ( dipdepth − d i p d e p t h f i t . a1∗exp
(− ((wl−d i p d e p t h f i t . b1 ) / d i p d e p t h f i t . c1 ) . ˆ 2 ) ) ;
% ∗(−1) to make i t a p o s i t i v e peak f o r e a s i e r
f i t t i n g
48
49 p e a k b f i t = f i t ( wl ( 7 4 9 : 7 5 9 ) , subpeakdata ( 7 4 9 : 7 5 9 ) , ’
gauss1 ’ ) ; % peakb = 690nm−peak
50 c i = c o n f i n t ( p e a k b f i t , 0 . 9 5 ) ;
51 T peakbmax = p e a k b f i t . a1 ;
52 T peakbmax error = T peakbmax − c i ( 1 , 1 ) ;
53 wl peakbmax = p e a k b f i t . b1 ;
54 peakbmax fit = d+wl peakbmax∗c+wl peakbmax∗
wl peakbmax∗b+wl peakbmax∗wl peakbmax∗
wl peakbmax∗a ;
55 T f i t b = d+754∗ c +754∗754∗b+754∗754∗754∗a ;
56
57 d i t c h e s ( n ,A) = cc0 ;
58 d i t c h e s ( n , Aerror ) = cc0 − c c e r r o r ;
59 d i t c h e s ( n , d e l t a T f l u o ) = max( 0 , T peakbmax∗Tdemi
( 7 5 5 ) ) ;
60 d i t c h e s ( n , d e l t a T e r r o r ) = T peakbmax error ;
61 d i t c h e s ( n , Tactual755 ) = max( 0 , T ( 7 5 5 ) ∗Tdemi ( 7 5 5 ) ) ;
62 d i t c h e s ( n , Tactual310 ) = max( 0 , T ( 3 1 0 ) ∗Tdemi ( 3 1 0 ) ) ;
63 d i t c h e s ( n , d i t chnr ) = str2num ( f i l e s ( n ) . name ( 2 : 3 ) ) ;
64 d i t c h e s ( n , date ) = 0531 ; % date of the measurement ;
nota t ion : (m)mdd
65 end
66
67 d i t c h e s % d i t c h e s i s the array t h a t conta ins a l l
r e s u l t i n g information
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A.2 Coefficient optimisation
This code uses the ditches-array as resulting from the previous section and
then determines the optimal values for the coefficients a (= αchl−a) and
b (= α′pheo) using the weighted sum of least squares (equation 5.3). The
array refdata (36x1) contains the reference values for the chl-a concentra-
tions. The array data is a re-declaration of the values in the ditches-matrix
(which is invariant of changes in the indices used in the previous file). The
elements of the array bterm are the values for Cp as defined on page 32. In
the end, the R-squared and the reduced R-squared of the found configura-
tion are determined.
1 dif fmin = 1 0 ˆ 1 0 0 ; % a r b i t r a r i l y high
2 output = zeros ( 1 , 3 ) ; % conta ins the i n c r e a s i n g l y
optimal c o n f i g u r a t i o n s
3 n = 1 ;
4 a = 0 ; b = 0 ;
5
6 data = [ transpose ( 2 : 1 : 3 7 ) d i t c h e s ( : ,A) d i t c h e s ( : ,
Aerror ) d i t c h e s ( : , d e l t a T f l u o ) d i t c h e s ( : , d e l t a T e r r o r
) d i t c h e s ( : , Tactual755 ) d i t c h e s ( : , Tactual310 ) ] ;
7
8 bterm = data ( : , 4 ) . ∗ ( log ( data ( : , 7 ) )−log ( data ( : , 6 )−data
( : , 4 ) ) ) . / ( data ( : , 7 )−(data ( : , 6 )−data ( : , 4 ) ) ) ; %
determining C p values
9 btermerror = data ( : , 5 ) . ∗ ( log ( data ( : , 7 ) )−log ( data ( : , 6 )
−data ( : , 4 ) ) ) . / ( data ( : , 7 )−(data ( : , 6 )−data ( : , 4 ) ) ) ;
10
11 f o r i = 1 : 3 6 % i f a t ransmiss ion was measured as sub−
zero , the logari thms can return NaN’ s which make
the program malfunction
12 i f i s i n f ( bterm ( i ) ) == 1 | | isnan ( bterm ( i ) ) == 1
13 bterm ( i ) = 0 ;
14 btermerror ( i ) = 0 ;
15 end
16 end
17
18 f o r a = 0 : 1 : 6 0 0 % the i n t e r v a l and s t e p s i z e of
considered values of the v a r i a b l e a
19 f o r b = 0 : 0 . 0 1 : 5 % the i n t e r v a l and s t e p s i z e of
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considered values of the v a r i a b l e b
20 d i f f = 0 ;
21 chlacon = a ∗ ( data ( : , 2 )−b∗bterm ) ; % the chl−a
c o n c e n t r a t i o n s found using a and b
22 f o r i = 1 : 3 6
23 d i f f = d i f f + ( r e f d a t a ( i )−chlacon ( i ) ) ˆ 2 /(
abs ( a ) ∗ s q r t ( data ( i , 3 ) . ˆ 2 + b ˆ2∗ btermerror
( i ) . ˆ 2 ) ) ; % weighted l e a s t squares
24 end
25
26 i f d i f f < dif fmin % then the found sum of
squares i s the lowest so f a r
27 output ( n , : ) = [ a b d i f f ] ;
28 n = n+1;
29 dif fmin = d i f f ;
30 end
31 end
32 end
33
34 sizeA = s i z e ( output ) ; % A( sizeA ( 1 , 1 ) , : ) conta ins the
optimal values of a and b and the corresponding
d i f f
35 a = output ( sizeA ( 1 , 1 ) , 1 ) % value of a f o r the bes t
found c o n f i g u r a t i o n
36 b = output ( sizeA ( 1 , 1 ) , 2 ) % value of b f o r the bes t
found c o n f i g u r a t i o n
37 d i f f = output ( sizeA ( 1 , 1 ) , 3 )
38
39 chlacon = a∗ ccs ( : , 2 )−b∗bterm ;
40 SSres id = sum ( ( chlacon − r e f d a t a ) . ˆ 2 ) ;
41 S S t o t a l = sum ( ( chlacon−mean( chlacon ) ) . ˆ 2 ) ;
42 rsq = 1 − SSres id/ S S t o t a l % R−squared of the f i t
43 r s q a d j = 1 − SSres id/ S S t o t a l ∗ ( length ( chlacon )−1)/(
length ( chlacon )−2) % reduced R−squared of the f i t
Version of June 29, 2017– Created June 29, 2017 - 13:02
67
68 MATLAB codes
A.3 480nm-dip determination
The transmission-dip around 480nm was, in the end, not used for deter-
mining the concentrations of chl-a as the choice was made to determine its
corresponding values using the 690nm-peak. However, as it is mentioned
and used several times throughout this thesis, it can be relevant to include
exactly how it was determined. Most of the steps happen analogous to the
code shown in appendix A.1, so to keep it concise some notes have been
omitted here. Determined values are returned in the ditches480-array. In-
put files are the same as in appendix A.1.
1 % f o r a l l d i t c h e s , 170531 , 480nm−dip
2 %% Producing LL− and ditch−matr ices
3 warning ( ’ o f f ’ , ’ a l l ’ ) ;
4 %d e c l a r a t i o n of i n d i c e s :
5 A480 = 1 ; % absorbance around 480nm
6 Aerror = 2 ;
7 di tchnr = 3 ;
8 date = 4 ; % always l a s t
9
10 f i l e s = d i r ( ’ ∗ . t x t ’ ) ;
11 f i lename = d ir ;
12 di tches480 = zeros ( length ( f i l e s ) , date ) ;
13
14 data = ( importdata ( ’ demiwater0205/demi3 . t x t ’ ) +
importdata ( ’ demiwater0205/demi2 . t x t ’ ) +importdata ( ’
demiwater0205/demi1 . t x t ’ ) ) /3 ;
15 wl = data ( : , 1 ) ;
16 Tdemi = data ( : , 2 ) /100;
17
18 f o r n = 1 : length ( f i l e s ) % running through a l l f i l e s
19 data = load ( f i l e s ( n ) . name) ;
20 T = data ( : , 2 ) /100./Tdemi ; % f a c t o r i a l values of T
{ r e s t }
21
22 w l f i t a = 2 2 4 ; w l f i t b = 2 9 6 ; w l f i t c = 3 4 2 ;
w l f i t d = 4 1 6 ; % i n d i c e s of the corresponding
wavelengths
23 w l f i t 1 = [ wl ( w l f i t a : w l f i t b ) ; wl ( w l f i t c : w l f i t d
) ] ;
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24 T f i t 1 = [ T ( w l f i t a : w l f i t b ) ; T ( w l f i t c : w l f i t d ) ] ;
25 [ f i t 1 , g ] = p o l y f i t ( w l f i t 1 , T f i t 1 , 3 ) ;
26 a = f i t 1 ( 1 ) ; b = f i t 1 ( 2 ) ; c = f i t 1 ( 3 ) ; d= f i t 1 ( 4 ) ;
27 T f i t = d+wl∗c+wl . ∗wl∗b+wl .∗wl . ∗wl∗a ; % f i t of the
v i c i n i t y of the 480nm−dip
28
29 dipdepth = T f i t − T ; % transmiss ion d i f f e r e n c e
within the dip
30 [ d i p d e p t h f i t ] = f i t ( wl ( 2 9 7 : 3 1 4 ) , dipdepth ( 2 9 7 : 3 1 4 )
, ’ gauss1 ’ ) ;
31 c i = c o n f i n t ( d i p d e p t h f i t , 0 . 9 5 ) ;
32 wl dipmax = d i p d e p t h f i t . b1 ;
33
34 T f i t = d+wl dipmax∗c+wl dipmax∗wl dipmax∗b+
wl dipmax∗wl dipmax∗wl dipmax∗a ;
35 Tactual = T f i t − d i p d e p t h f i t . a1 ;
36 Tactualmax = T f i t − c i ( 1 , 1 ) ;
37 cc0 = log ( T f i t ) − log ( Tactual ) ;
38 c c e r r o r = log ( T f i t ) − log ( Tactualmax ) ; %
u n c e r t a i n t y of the data
39
40 di tches480 ( n , A480 ) = max( 0 , cc0 ) ;
41 di tches480 ( n , Aerror ) = max( 0 , cc0−c c e r r o r ) ;
42 di tches480 ( n , d i t chnr ) = str2num ( f i l e s ( n ) . name ( 2 : 3 )
) ;
43 di tches480 ( n , date ) = 0531 ; % date on which the
data was acquired . Notation : (m)mdd
44 end
45
46 di tches480 % di tches480 conta ins the output data of
t h i s program
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