Improved Bounds on the Restricted Isometry Constant for Orthogonal
  Matching Pursuit by Wen, Jinming et al.
ar
X
iv
:1
40
6.
43
35
v1
  [
cs
.IT
]  
17
 Ju
n 2
01
4
Improved Bounds on the Restricted Isometry
Constant for Orthogonal Matching Pursuit
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In this letter, we first construct a counter example to show that for any
given positive integer K ≥ 2 and for any 1√
K+1
≤ t < 1, there always
exist a K−sparse x and a matrix A with the restricted isometry constant
δK+1 = t such that the OMP algorithm fails in K iterations. Secondly,
we show that even when δK+1 = 1√
K+1
, the OMP algorithm can also
perfectly recover every K−sparse vector x from y =Ax in K iteration.
This improves the best existing results which were independently given
by Mo et al. and Wang et al.
Introduction: Consider the following linear model:
y=Ax (1)
where x∈Rn is an unknown signal, y ∈Rm is an observation vector and
A∈Rm×n (with m<<n) is a known sensing matrix. This model arises
from compressed sensing, see, e.g., [5] and one of the central goals is to
recover x based on A and y. It has been shown that under some suitable
conditions, x can be recovered exactly, see, e.g., [2].
The orthogonal matching pursuit (OMP) [6] is one of the commonly
used algorithms to recover x from (1). A vector x∈Rn is k−sparse if
|supp(x)| ≤ k, where supp(x) = {i : xi 6=0} is the support of x. For any
set T ⊂{1, 2, . . . , n}, let AT be the submatrix of A that only contains
columns indexed by T and xT be the restriction of the vector x to the
elements indexed by T . Then the OMP can be described by Algorithm 1.
One of the commonly used frameworks for sparse recovery is the
restricted isometry property, which was introduced in [2]. For any m× n
matrix A and any integer k, 1≤ k≤ n, the k−restricted isometry constant
δk is defined as the smallest constant such that
(1 − δk)‖x‖22 ≤ ‖Ax‖22 ≤ (1 + δk)‖x‖22 (2)
for all k−sparse vector x.
It has conjectured in [3] that there exist a matrix with δK+1 ≤ 1√
K
and a
K−sparse x such that the OMP fails in K iterations [8]. Counter examples
have independently given in [8] and [9] that there exist a matrix with
δK+1 =
1√
K
and a K−sparse x such that the OMP fails in K iterations.
In this letter, we will give a counter example to show that for any given
positive integer K ≥ 2 and for any 1√
K+1
≤ t < 1, there always exist a
K−sparse x and a matrix A with δK+1 = t such that the OMP algorithm
fails in K iterations. This result not only greatly improves the existing
results, but also gives a counter example with δK+1 < 1√
K
such that the
OMP fails in K iterations.
It has respectively shown in [4] and [7] that δK+1 < 13√K and δK+1 <
1
(1+
√
2)
√
K
are sufficient for OMP to recover every K-sparse x in K
iteration. The sufficient condition has independently improved to δK+1 <
1
1+
√
K
in [8] and [9]. In this letter, we will improve it to δK+1 ≤ 11+√K .
Algorithm 1 OMP [6], [9]
Input: measurements y, sensing matrix A and sparsity K .
Initialize: k=0, r0 = y, T 0 = ∅.
While k <K
1: k= k + 1,
2: tk =argmaxj |〈rk−1,Aj〉|,
3: T k = T k−1
⋃{tk},
4: xˆTk = argminx ‖ y −ATkx ‖2,
5: rk = y −ATk xˆTk .
Output: xˆ=argmin
x:supp(x)=TK ‖ y −Ax ‖2.
Main Results: In this section, we will give our main results. We will first
construct a counter example to show the OMP algorithm may fail in K
iterations if 1√
K+1
≤ δK+1 < 1.
Theorem 1: For any given positive integer K ≥ 2 and for any
1√
K + 1
≤ t < 1
there always exist a K−sparse x and a matrix A with the restricted
isometry constant δK+1 = t such that the OMP fails in K iterations.
Our proof is similar to the method used in [8], but the critical idea is
different.
Proof. For any given positive integer K ≥ 2, let
B =
[
K
K+1
IK
1
K+1
1
T
K+1
K+2
K+1
]
where 1 is a K−dimensional column vector with all of its entries being 1
and IK is the K−dimensional identity matrix.
By some simple calculations, we can show that the eigenvalues
{λi}K+1i=1 of B are
λ1 = . . .= λK−1 =
K
K + 1
, λK = 1−
1√
K + 1
, λK+1 = 1 +
1√
K + 1
.
let s= t− 1√
K+1
and C =B − sIK+1. Then by the aforementioned two
equations, the eigenvalues {λi}K+1i=1 of C are
λ1 = . . .= λK−1 =
K
K + 1
− s
λK = 1− 1√
K + 1
− s= 1− t, λK+1 =1 + 1√
K + 1
− s.
Since 1√
K+1
≤ t < 1, C is a symmetric positive definite matrix.
Therefore, there exists an upper triangular matrix A such that ATA=C .
By the aforementioned inequations and (2), δK+1(A) = t.
Let x= (1, 1, . . . , 1, 0) ∈RK+1, then x is K−sparse. Let ei, 1≤ i≤
K + 1, denote the i− th column of IK+1, then one can easily show that,
K
K + 1
− s= max
1≤i≤K
|〈Aei,Ax〉| ≤ |〈AeK+1,Ax〉|= K
K + 1
so the OMP fails in the first iteration. Therefore, the OMP algorithm fails
in K iterations for the given vector x and the given matrix A.
In the following, we will improve the sufficient condition δK+1 <
1√
K+1
[8], [9] of the perfect recovery to δK+1 ≤ 1√
K+1
.
Theorem 2: Suppose that A satisfies the restricted isometry property of
order K + 1 with the restricted isometry constant
δK+1 =
1√
K + 1
(3)
then the OMP algorithm can perfectly recover any K−sparse signal x
from y=Ax in K iteration.
Before proving this theorem, we need to introduce the following two
lemmas, where Lemma 2 was proposed in [9].
Lemma 1: For each x,x′ supported on disjoint subsets S, S′ ⊆ {1, . . . , n}
with |S| ≤ s, |S′| ≤ s′, we have
|〈Ax,Ax′〉|= δs+s′‖x‖2‖x′‖2 (4)
if and only if:
‖Ax‖22
‖x‖22
+
‖Ax′‖22
‖x′‖22
= 2. (5)
Proof. Let
x¯= x/‖x‖2, x¯′ =x′/‖x′‖2 (6)
since S
⋂
S′ = ∅, we have, ‖x¯ + x¯′‖22 = ‖x¯ − x¯′‖22 =2. By (2), we have
2(1 − δs+s′ )≤ ‖A(x¯ ± x¯′)‖22 ≤ 2(1 + δs+s′ ) (7)
By the parallelogram identity and (6), we have
|〈Ax¯,Ax¯′〉|= 1
4
|‖A(x¯+ x¯′)‖22 − ‖A(x¯ − x¯′)‖22| ≤ δs+s′ . (8)
By (6), (4) holds if and only if the equality in (8) holds. By (7), the equality
in (8) holds if and only if
‖A(x¯+ x¯′)‖22 =2(1 − δs+s′ ), ‖A(x¯ − x¯′)‖22 = 2(1 + δs+s′ )
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or
‖A(x¯ − x¯′)‖22 = 2(1− δs+s′), ‖A(x¯+ x¯′)‖22 =2(1 + δs+s′).
Therefore, (4) holds if and only if
‖A(x¯ − x¯′)‖22 + ‖A(x¯ + x¯′)‖22 = 4.
Obviously, the aforementioned equation is equivalent to (5), so the lemma
holds.
Lemma 2: For S ⊂ {1, 2, . . . , n}, if δ|S| < 1, then
(1− δ|S|) ‖x ‖2≤‖ATSASx ‖2≤ (1 + δ|S|) ‖x ‖2
for any vector x supported on S.
We will prove it by induction. Our proof is similar to the method used
in [8], but the critical idea is different.
Proof of Theorem 2 Firstly, we prove that if (3) holds, then the OMP
can choose a correct index in the first iteration.
Let S denote the support of the K−sparse signal x and let α=
maxi∈S |〈Aei,Ax〉|. Then
|〈Ax,Ax〉|= |
∑
i∈S
xi〈Aei,Ax〉| ≤ α ‖x ‖1≤α
√
K ‖x ‖2 .
By (2), it holds that
|〈Ax,Ax〉| ≥ (1 − δK+1) ‖x ‖22 . (9)
By the aforementioned two inequations, we have
max
i∈S
|〈Aei,Ax〉| ≥ (1− δK+1) ‖x ‖2√
K
(10)
and if the equality in (10) holds, then the equality in (9) must also hold.
By Lemma 2.1 in [1], for each j 6∈ S, it holds
|〈Aej ,Ax〉| ≤ δK+1 ‖x ‖2 . (11)
So if (3) holds and at least there is one equality in (9) or (11) does not hold,
then for each j 6∈ S, it holds
|〈Aej ,Ax〉|<max
i∈S
|〈Aei,Ax〉|.
Therefore, it suffices to show that the equality in (9) and the equation in
(11) can not hold simultaneously.
Suppose both the equality in (9) and the equation in (11) hold, then by
Lemma 1, ‖Aej ‖22=1 + δK+1. Let C = (AS ⋃ j)TAS ⋃ j , thenCjj =‖
Aej ‖22=1 + δK+1, thus for each i∈ S, Cij =0. In fact, suppose there
exists one i∈ S such that Cij 6= 0, then
‖ATS ⋃ jAS ⋃ jej ‖2≥
√∑
i∈S
C2ij > 1 + δK+1
which contradicts Lemma 2. Therefore, for each i∈ S, Cij = 0. However,
in this case, we have
|〈Aej ,Ax〉|= 0
which contradicts the equality in (11). Thus the equality in (9) and the
equation in (11) can not hold simultaneously. Therefore, if (3) holds, then
the OMP can choose a correct index in the first iteration.
By applying the method used in [8] or [9] and the aforementioned proof,
one can similarly show that if (3) holds, then the OMP can choose a correct
index in the latter iterations, so the theorem is proved.
Future Work: In the future, we will prove or disprove whether 1√
K+1
<
δK+1 <
1√
K+1
is a sufficient condition for the OMP to recover every
K−spares signal x from y=Ax in K iterations.
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