Application of Non-Iterative Method in Image Deblurring by Stojanovic, Igor et al.






 






  



 
EDITOR IN-CHIEF
Eugen GERGELY - University of Oradea, Romania
EXECUTIVE EDITORS
Gianina GABOR - University of Oradea, Romania Daniela E. POPESCU - University of Oradea, RomaniaHelga SILAGHI - University of Oradea, Romania  Viorica SPOIAL   - University of Oradea, Romania
ASSOCIATE EDITORS
Mihail ABRUDEAN Technical University of Cluj-Napoca, RomaniaLorena ANGHEL I.N.P. Grenoble, FranceGheorghe Daniel ANDREESCU "Politehnica" University of Timisoara, RomaniaAngelica BACIVAROV University Politehnica of Bucharest, RomaniaValentina BALAS Aurel Vlaicu University of Arad, RomaniaBarnabas BEDE The University of Texas at El Paso, USADumitru Dan BURDESCU University of Craiova, RomaniaPetru CASCAVAL "Gheorghe Asachi" Technical University of  Iasi, RomaniaHoria CIOCARLIE "Politehnica" University of Timisoara, RomaniaTom COFFEY University of Limerick, IrelandGeert DECONINCK Katholieke Universiteit Leuven, BelgiumIoan DESPI University of New England, Armidale, AustraliaJozsef DOMBI University of Szeged, HungaryToma Leonida DRAGOMIR "Politehnica" University of Timisoara, RomaniaIoan DZITAC Agora University of Oradea, RomaniaJános FODOR Szent Istvan University, Budapest, HungaryVoicu GROZA University of Ottawa, CanadaKaoru HIROTA Tokyo Institute of Technology, Yokohama, JapanStefan HOLBAN "Politehnica" University of Timisoara, Romaniatefan HUDÁK Technical University of Kosice, SlovakiaGeza HUSI University of Debrecen, HungaryFerenc KALMAR University of Debrecen, HungaryJan KOLLAR Technical University of Kosice, SlovakiaTatjana LOMAN Technical University of Riga, LatviaMarin LUNGU University of Craiova, RomaniaAnatolij MAHNITKO Technical University of  Riga, LatviaIoan Z. MIHU Lucian Blaga University of Sibiu, RomaniaShimon Y. NOF Purdue University, USAGeorge PAPAKONSTANTINOU National Technical University of Athens, GreeceDana PETCU Western University of Timisoara, RomaniaMircea PETRESCU University Politehnica of Bucharest, RomaniaEmil PETRIU University of Ottawa, CanadaMircea POPA "Politehnica" University of Timisoara, RomaniaConstantin POPESCU University of Oradea, RomaniaDumitru POPESCU University Politehnica of Bucharest, RomaniaAlin Dan POTORAC "Stefan cel Mare" University of Suceava, RomaniaDorina PURCARU University of Craiova, RomaniaNicolae ROBU "Politehnica" University of Timisoara, RomaniaHubert ROTH Universität Siegen, GermanyEugene ROVENTA Glendon College, York University, CanadaIoan ROXIN Universite de Franche-Comte, FranceImre J. RUDAS Tech Polytechnical Institution, Budapest, HungaryRudolf SEISING European Centre for Soft Computing, Mieres (Asturias), SpainIoan SILEA "Politehnica" University of Timisoara, RomaniaLacramioara STOICU-TIVADAR "Politehnica" University of Timisoara, RomaniaAthanasios D. STYLIADIS Alexander Institute of Technology, GreeceLorand SZABO Technical University of Cluj Napoca, RomaniaJanos SZTRIK University of Debrecen, HungaryHonoriu V LEAN Technical University of Cluj-Napoca, RomaniaLucian VINTAN "Lucian Blaga" University of Sibiu, RomaniaMircea VLADUTIU "Politehnica" University of Timisoara, Romaniaahin YILDIRIM Erciyes University, Turkey
ISSN 1844 - 6043
This volume is sponsored by The National Authority for Scientific Research, Romania, within the frame of Grant no.
17M/08.05.2012.
__________________________________________________________________________________________________________Volume 5, Number 1, May 20122
CONTENTS
BAKHT Humayun - Taitec College Manchester, United Kingdom
On-Demand Data Delivery Routing for Mobile Ad-hoc and Wireless Sensor’s Network ................................................ ..5
BEN JOUIDA Haythem1, LAKHOUA Mohamed Najeh2 - 1University of Tunis, ESSTT, Tunisie, University
of Carthage, ESTI, Tunisie
Combination of the Methods OOPP and FMECA for the Analysis of Process Systems.................................................. .9
BEN IA Ioana, SZABÓ Loránd, RUBA Mircea - Technical University of Cluj-Napoca, Romania
A Novel Rotary-Linear Switched Reluctance Motor................................................................................ ........................13
CHINDRIS Virgil, SZASZ Csaba  Technical University of Cluj-Napoca, Romania
Real-Time Simulation Environment for Embryonic Networks ........................................................................ .................17
COSTEA Claudiu Raul  University of Oradea, Romania
A Control Design for Grinding Systems with Feedforward Compensation ............................................................ .........23
DACHIN Tudor1, MEZA Serban2, NEMES Marian 3, VODA Adriana4, BADILA Florin5 - 1Lucian Blaga
University of Sibiu, Romania, 2Technical University of Cluj-Napoca, Romania, 3Continental Automotive
Systems S.R.L, Sibiu, Romania, 4Artsoft Cluj-Napoca, Romania, 5Wenglor Electronic S.R.L. Sibiu, Romania
Novel current monitoring techniques without shunt resistors.................................................................... ......................27
DAVE Dhiren, NALBALWAR Sanjay, GHATOL Ashok - Dr. Babasaheb Ambedkar Technological University,
Lonere, India
Location Aware Control  A Merchant Shipping Perspective .......................................................................................31
HROZEK Frantiek, IVAN ÁK Peter - Technical University of Koice, Slovak Republic
Depth Map Calculation for Autostereoscopic 3D Display .......................................................................... .....................37
KHAN Muhammad Zahid1, ASIM Muhammad, KHAN Ijaz Muhammad2 - 1Liverpool John Moores University,
Liverpool, United Kingdom, 2Dhofar University, Salalah, Oman
An Overview of Hierarchical Schemes for Fault Management in Wireless Sensor Networks ........................................43
LUPU Ciprian, PETRESCU C t lin  University POLITEHNICA of Bucharest
Optimization Solution for Multiple Model Control Structures .................................................................... ......................49
MARGINEAN Ana-Maria, MARGINEAN Calin, TRIFA Viorel - Technical University of Cluj Napoca, Romania
Simulation of Temperature Control in Fermentation Bioreactor for Ethanol Production............................................ .....55
PETRUS Vlad1, 2, POP Adrian-Cornel1, 2, GYSELINCK Johan2, MARTIS Claudia1, IANCU Vasile1 - 1Technical
University of Cluj-Napoca, Romania, 2Université Libre de Bruxelles, Belgium
Average torque control of an 8/6 Switched Reluctance Machine for Electric Vehicle Traction ......................................59
__________________________________________________________________________________________________________3Journal of Computer Science and Control Systems
POP Adrian-Cornel1, 2, PETRUS Vlad1, 2, GYSELINCK Johan2, MARTIS Claudia1, IANCU Vasile1 - 1Technical
University of Cluj-Napoca, Romania, 2Université Libre de Bruxelles, Belgium
Finite Element Based Multiphysics Optimal Design of Switched Reluctance Motors Used in Electric Vehicles
Propulsion..................................................................................................................... ..................................................65
POPA Dan-Cristian, GLIGA Vasile-Ioan, SZABÓ Loránd, IANCU Vasile - Technical University of Cluj-Napoca,
Romania
Analytical Analysis of the Tubular Transverse Flux Reluctance Motor............................................................ ...............71
PORURAN Sivakumar1, MARIMUTHU Rajaram2 - 1SKP Engineering College Thiruvannmalai, India, 2Anna
University of Technology, Thirunelveli, India
Performance Improvement of DFE on CDMA channel................................................................................. ..................75
RAGAB Khaled - King Faisal University, Hofuf, Saudi Arabia
Peer-to-Peer Overlay Network for On-demand Video Streaming..................................................................... ..............79
RUSU C lin1, BARA Alexandru2, SZOKE Eniko1, DALE Sanda2  1Technical University of Cluj-Napoca,
2University of Oradea, Romania
Fuzzy Based Reactive Controller for a Small Mobile Robot Platform .............................................................. ..............89
SOME AN Liviu, P DURARIU Emil, VIOREL Ioan-Adrian, SZABO Lorand - Technical University of
Cluj-Napoca, Romania
Steady State and Dynamic Behavior of a Permanent Magnet Flux-Switching Machine ................................................95
STOJANOVIC Igor1, STANIMIROVIC Predrag2, MILADINOVIC Marko2, STOJANOVIC Dragana1 - 1Goce
Delcev University, Stip, Macedonia, 2University of Nis, Serbia
Application of Non-Iterative Method in Image Deblurring ........................................................................ .......................99
SZILÁGYI Szabolcs1, ALMÁSI Béla2, - 1University of Oradea, Romania, 2University of Debrecen, Hungary
A Review of Congestion Management Algorithms on Cisco Routers .................................................................. .......103
UNHAUZER Attila, VÁRADINÉ SZARKA Angéla - University of Miskolc, Hungary
Online Software Module for Measurement of Audio-Frequency Controlled Heat- Storage Power ..............................108
YILDIRIM ahin, ARSLAN Erdem - Erciyes University, Turkey
Design and Dynamic Analysis of Six Legged Walking Robot ........................................................................ .............112
__________________________________________________________________________________________________________4 Volume 5, Number 1, May 2012
Application of Non-Iterative Method in Image Deblurring
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Abstract – This paper presents a non-iterative method that
finds application in a broad scientific field such as image
deblurring. A method for image deblurring, based on the
pseudo-inverse matrix is apply for removal of blurr in
an image caused by linear motion. This method
assumes that linear motion corresponds to an integral
number of pixels. Compared to other classical
methods, this method attains higher values of the
Improvement in Signal to Noise Ratio (ISNR)
parameter and of the Peak Signal-to-Noise Ratio
(PSNR). We give an implementation in the MATLAB
programming package.
Keywords:  deblurring; image restoration; matrix
equation; pseudoinverse.
I. INTRODUCTION
Blurring is a form of bandwidth reduction of an ideal
image owing to the imperfect image formation process
[1-3]. It can be caused by relative motion between the
camera and the original scene, or by an optical system
that is out of focus. When aerial photographs are
produced for remote sensing purposes, blurs are
introduced by atmospheric turbulence, aberrations in the
optical system, and relative motion between the camera
and the ground. The field of image restoration is
concerned with the reconstruction or estimation of the
uncorrupted image from a blurred one. In the use of
image restoration methods, the characteristics of the
degrading system are assumed to be known a priori.
The method, based on pseudoinverse matrix, is
applied for the removal of blur in an image caused by
linear motion. For comparison, we used two commonly
used filters from the collection of least-squares filters,
namely Wiener filter and the constrained least-squares
filter [2]. Also we used in comparison the iterative
nonlinear restoration based on the Lucy-Richardson
algorithm [3].
This paper is organized as follows. In the second
section we present process of image formation and
problem formulation. In Section 3 we describe a method
for the restoration of the blurred image. We observe
certain enhancement in the parameters: ISNR, MSE and
PSNR, compared with other standard methods for image
restoration, which is confirmed by the numerical
examples reported in the last section.
II. MODELING OF THE PROCESS
OF THE IMAGE FORMATION
We assume that the blurring function acts as a
convolution kernel or point-spread function
and the image restoration methods that are described
here fall under the class of linear spatially invariant
restoration filters. It is also assumed that the statistical
properties (mean and correlation function) of the image
do not change spatially. Under these conditions the
restoration process can be carried out by means of a
linear filter of which the point-spread function (PSF) is
spatially invariant. If we denote by  the
desired ideal spatially discrete image that does not
contain any blur or noise, then the recorded image
 is modeled as [2]:
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The objective of the image restoration is to make an
estimate  of the ideal image, under the
assumption that only the degraded image  and
the blurring function  are given. The problem
can be summarized as follows: let H be a
),( 21 nnf
),( 21 nng
nm
),( 21 nnh
 real
matrix. Equations of the form:
 (2)nmnm HfgHfg ;;,
describe an underdetermined system of m simultaneous
equations (one for each element of vector g) and
1lmn  unknowns (one for each element of vector
f). Here the index l indicates horizontal linear motion
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blur in pixels. The problem of restoring an image that
has been blurred by linear motion, usually results of
camera panning or fast object motion can be expressed
as, consists of solving the underdetermined system (2).
A blurred image can be expressed as:
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The elements of matrix H are defined as: lhi /1
for i=1, 2,..., l. The objective is to estimate an original
row per row f (contained in the vector ), given each
row of a blurred g (contained in the vector ) and a
priori knowledge of the degradation phenomenon H. We
define the matrix F as the deterministic original image,
its picture elements are  for i=1,…, r and for j=1,…,
n, the matrix G as the simulated blurred can be
calculated as follows:
Tf
Tg
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with , where l is the linear motion blur in
pixels. Equation (4) can be written in matrix form of the
process of horizontal blurring as:
1lmn
TTT FHHFG .   (5)
Since there is an infinite number of exact solutions
for f or F in the sense that satisfy the equation Hfg or
, an additional criterion that find a sharp
restored matrix is required.
TFHG
The process of blurring with vertical motion is with
the form:
 (6)rmrm HfgHfg ;;,
where , and l is linear vertical motion blur
in pixels. The matrix H is Toeplitz matrix as the matrix
given in (3), but with other dimensions. The matrix form
of the process of vertical blurring of the images is:
1lmr
nrrmnm FHGHFG ;;, .  (7)
Let us first consider a case where the blurring of the
columns in the image is independent of the blurring of
the rows - separable two-dimensional blur. When this is
the case, then there exist two matrices and , such
that we can express the relation between the original and
blurred images as:
cH rH
. (8)
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where 112 lmn , 121 lmr
2l
,  is linear
horizontal motion blur in pixels and is linear vertical
motion blur in pixels.
1l
III. METHOD FOR IMAGE DEBLURRING
We will use the following proposition from [5]:
Let ,  and we have a
relationship
mnm RbRT ,
bTx
)(Tb
, then we have , where u is
the minimal norm solution and  is the pseudoinverse
matrix of T.
ub†T
†T
Since relation (2) has infinitely many exact solutions
for f, we need an additional criterion for finding the
necessary vector for restoration. The criterion that we
use for the restoration of blurred image is the minimum
distance between the measured data:
)ˆmin( gf    (9)
where  are the first m elements of the unknown image
f, which is necessary to restore, with the following
constraint:
fˆ
.0gHf    (10)
Following the above proposal, only one solution of
the relation Hfg  minimizes the norm gHf . If
this solution is marked by , then for it is true:fˆ
.   (11)gHf †ˆ
Taking into account the relations of horizontal
blurring (2) and (5), and relation (11) solution for the
restored image is:
.  (12)TT HGHGF )()(ˆ ††
In the case of process of vertical blurring solution
for the restored image, taking into account equations (6),
(7) and (11), is:
.   (13)GHF †ˆ
When we have a separable two-dimensional blurring
process, the restored image is given by:
.   (14)Trc HGHF )(ˆ ††
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IV. EXPERIMENTAL RESULTS
In this section we have tested the method based on
pseudoinverse matrix (GIM method) of images and
present numerical results and compare with two standard
methods for image restoration called least-squares
filters: Wiener filter and constrained least-squares filter
and the iterative method called Lucy-Richardson
algorithm. The experiments have been performed using
Matlab programming language on an Intel(R) Core(TM)
i5 CPU M430 @ 2.27 GHz 64/32-bit system with 4 GB
of RAM memory running on the Windows 7 Ultimate
Operating System.
In image restoration the improvement in quality of
the restored image over the recorded blurred one is
measured by the signal-to-noise ratio (SNR)
improvement. The SNR of the recorded (blurred and
noisy) image is defined as follows in decibels [6]:
),(),(ofVariance
),(ofVariance
log10
2121
21
10
nnfnng
nnf
SNRg .
    (15)
The SNR of the restored image is similarly defined as:
),(),(ˆofVariance
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nnfnnf
nnfSNR f .
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Then, the improvement in SNR is given by:
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2121
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The simplest and most widely used full-reference
quality metric is the mean squared error (MSE) [6],
along with the related quantity of peak signal-to-noise
ratio (PSNR). The advantages of MSE and PSNR are that
they are very fast and easy to implement. With PSNR
greater values indicate greater image similarity, while
with MSE greater values indicate lower image similarity.
Below MSE, PSNR are defined:
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where MAX is the maximum pixel value.
A. Horizontal Motion
Fig. 1, Original Image, shows a deterministic
original standard Matlab image Camera. Fig. 1,
for l=30. Finally, from Fig. 1, GIM Restored Image,
Wiener Restored Image, Constrained LS Restored Image
and Lucy-Richardson Restored Image, it is clearly seen
that the details of the original image have been
recovered.
Original Image                 Degraded Image                 GIM Restored Image
   Wiener Restored Image    Constrained LS Restored Im.     Lucy-Richardson Restored Im.
Figure 1. Restoration in simulated degraded Camera image
The difference in quality of restored images can
har
for length of the horizontal blurring process, l=30.
dly be seen by human eye. For this reason, the ISNR
and MSE have been chosen in order to compare the
restored images. Fig. 2 and Fig. 3 shows the
corresponding ISNR and MSE values.  The figures
illustrate that the quality of the restoration is as
satisfactory as the classical methods or better from them
(l<100 pixels).
Figure 2. Improvement i signal-to-noise-ratio vs.n
length of the blurring process in pixels.
Figure 3. Mean error vs.
 length of the blurring process in pixels.
 squared
Degraded Image, presents the degraded Camera image
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B. Vertical
hod is not restricted to restoration
f i
pre
 Motion
Obviously the met
o mages blurered from horizontal motion. The results
sent in Fig. 4 – 5 refer when we have vertical
blurring process.
        Original Image                 Degraded Image               GIM Restored Image
   Wiener Restored Image    Constrained LS Restored Im.     Lucy-Richardson Restored Im.
Figure 4. Restoration in simulated vertical degraded image for
length of the blurring process, l=30.
Figure 5. Improvement in signal-to-noise-ratio vs.
length of the blurring process in pixels.
C. Separ
 image Camera
ase of separable two-dimensional blur are given
6 –
able two-dimensional blur
The results for  the standard Matlab in
c on Fig.
 7.
        Original Image                 Degraded Image                  GIM Restored Image
   Wiener Restored Image    Constrained LS Restored Im.     Lucy-Richardson Restored Im.
Figure 6. Restoration in simulated degraded Camera image for
length of the blurring process l =35 and l =25.
Figure 7. Peak signal-to-noise-ratio vs.
IV. CONCLUSIONS
We introduce a computational method, based on the
pse
e problem of restoring blurry
im
d and
tha
e studied, the resolution of the
res
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