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POLYNOMIAL INTERPOLATION AND APPROXIMATION
IN Cd
T. BLOOM*, L. P. BOS, J.-P. CALVI AND N. LEVENBERG
Abstract. We update the state of the subject approximately 20 years
after the publication of [8]. This report is mostly a survey, with a sprin-
kling of assorted new results throughout.
1. Introduction.
Let z0, ...zn be n + 1 distinct points in the plane and let f be a func-
tion which is defined at these points. The polynomials lj(z) =
∏
k 6=j(z −
zk)/
∏
k 6=j(zj − zk), j = 0, ..., n, are polynomials of degree n with lj(zk) =
δj,k which we call the fundamental Lagrange interpolating polynomials, or
FLIP’s, associated to z0, ..., zn. The polynomial p(z) =
∑n
j=0 f(zj)lj(z) is
then the unique polynomial of degree at most n satisfying p(zj) = f(zj), j =
0, ..., n; we call it the Lagrange interpolating polynomial, or LIP, associated
to f, z0, ..., zn. If Γ is a rectifiable Jordan curve such that the points z0, ..., zn
are inside Γ, and f is holomorphic inside and on Γ, we can estimate the er-
ror in our approximation of f by p at points inside Γ using the Hermite
Remainder Formula: for any z inside Γ,
(1.1) f(z)− p(z) = 1
2πi
∫
Γ
ω(z)
ω(t)
f(t)
(t− z) dt,
where ω(z) =
∏n
k=0(z − zk). This elementary yet fundamental formula is
the key to proving many important results on polynomial approximation
and interpolation. We first recall the following result of Walsh which gives
a quantitative version of the classical Runge theorem.
Theorem 1. (Walsh) Let K be a compact subset of the plane such that
C\K is connected and has a Green function gK. Let R > 1, and define
DR := {z ∈ C : gK(z) < logR}.
For f continuous on K, let
(1.2) dn(f,K) := inf{||f − pn||K : pn polynomial of degree ≤ n}
where ||f − pn||K = supz∈K |f(z)− pn(z)|. Then
lim sup
n→∞
dn(f,K)
1/n ≤ 1/R
if and only if f is the restriction to K of a function holomorphic in DR.
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Here, C\K has a Green function gK means that gK is continuous and
subharmonic in C, harmonic in C\K with gK(z)− log |z| bounded as |z| →
∞, and gK = 0 on K. This final condition says that K is a regular compact
set.
Consider the following situation. Let {znj}, j = 0, ..., n; n = 1, 2, ...
be an array of points. For each f defined in a neighborhood of this array,
we can form the sequence of LIP’s {Lnf} associated to f . Let ωn(z) :=∏n
j=0(z−znj). An easy consequence of Theorem 1 and (1.1) is the following.
Theorem 2. Let K ⊂ C be compact and regular with C \K connected. Let
{znj} be an array of points in K. Then for any f which is holomorphic in
a neighborhood of K, we have Lnf ⇒ f on K (uniform convergence) if and
only if
lim
n→∞
|ωn(z)| 1n+1 = δ(K) · egK(z)
uniformly on compact subsets of C \K.
Here δ(K) is the transfinite diameter of K. In [8], several conditions on
the array {znj} were discussed which imply for any f which is holomorphic
in a neighborhood of K, we have Lnf ⇒ f on K. The results in this
univariate setting are well understood. In Cd, d > 1, knowledge of Lagrange
interpolation is less complete. Let Pn denote the complex vector space of
holomorphic polynomials of degree at most n and let
N = N(n) := dimPn =
(
n+ d
n
)
.
Thus
Pn = span{e1, ..., eN}
where {ej(z) := zα(j)} are the standard basis monomials. We let
ln :=
N∑
j=1
degej =
dnN
d+ 1
.
For points ζ1, ..., ζN ∈ Cd, define a (generalized) Vandermonde determinant
of order n as
(1.3) V DM(ζ1, ..., ζN) = det[ei(ζj)]i,j=1,...,N
= det
 e1(ζ1) e1(ζ2) . . . e1(ζN)... ... . . . ...
eN (ζ1) eN(ζ2) . . . eN (ζN)
 .
Given N points An = {An1, ..., AnN} with
V DM(An1, ..., AnN) 6= 0,
we can form the FLIP’s
lnj(x) :=
V DM(An1, ..., x, ..., AnN)
V DM(An1, ..., AnN)
, j = 1, ..., N.
In the one (complex) variable case, we get cancellation in this ratio so that
the formulas for the FLIP’s simplify. In general, we still have lnj(Ani) = δji
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and lnj ∈ Pn since lnj is a linear combination of e1, .., eN . For f defined at
the points in An,
(1.4) (Lnf)(x) :=
N∑
j=1
f(Anj)lnj(x)
is the Lagrange interpolating polynomial (LIP) for f and the points in An.
In one variable, V DM(An1, ..., AnN) 6= 0 provided the points in An
are distinct. Given a compact set K ⊂ Cd, we say that K is determin-
ing for
⋃Pn if whenever h ∈ ⋃Pn satisfies h = 0 on K, it follows that
h ≡ 0. For these sets we can find points {An1, ..., AnN} for each n with
V DM(An1, ..., AnN) 6= 0; we call these points unisolvent of degree n. De-
spite the lack of a Hermite-type remainder formula, we can describe one
condition on an array {Anj}j=1,...,N ; n=1,2,... lying in a compact set K ⊂ Cd
satisfying a multivariate version of “regular with C \K connected” which
implies for any f which is holomorphic in a neighborhood of K, we have
Lnf ⇒ f on K. We call
Λn := sup
z∈K
Λn(z) := sup
z∈K
N∑
j=1
|lnj(z)|
the n-th Lebesgue constant for K,An (the function z → Λn(z) is the n−th
Lebesgue function). It is the norm of the linear operator Ln : C(K)→ Pn ⊂
C(K) where Ln(f) = Lnf from (1.4) and we equip C(K) with the uniform
norm. The next result follows from a multivariate version of Theorem 1
together with the Lebesgue inequality which says that for every continuous
function f on K we have
(1.5) ||f − Lnf ||K ≤ (1 + Λn)dn(f,K)
with dn(f,K) as in (1.2) using polynomials in C
d.
Proposition 3. Let K ⊂ Cd be polynomially convex and L−regular and let
An ⊂ K satisfy V DM(An1, ..., AnN) 6= 0 for each n = 1, 2, ... If lim supn→∞Λ1/nn =
1, for each f ∈ C(K),
lim sup
n→∞
||f − Lnf ||1/nK = lim sup
n→∞
dn(f,K)
1/n.
The notions of polynomial convexity and L−regularity will be defined in
the next section.
This property lim supn→∞Λ
1/n
n = 1 is one of several we consider in the
definition below.
Definition 4. Let K be compact. Consider the following four properties
which an array {Anj}j=1,...,N ; n=1,2,... ⊂ K may or may not possess:
(1) limn→∞ Λ
1/n
n = 1;
(2) limn→∞ |V DM(An1, ..., AnN)|1/ln = δ(K);
(3) limn→∞ 1N
∑N
j=1 δAnj = µK weak-*;
(4) Lnf ⇒ f on K for each f holomorphic on a neighborhood of K.
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Here δA denotes the unit point mass at A. The probability measure
µK is the (pluri-)potential theoretic equilibrium measure of K; i.e., for
K ⊂ C nonpolar, µK = 12π∆V ∗K and for K ⊂ Cd nonpluripolar with d > 1,
µK =
1
(2π)d
(ddcV ∗K)
d, the complex Monge-Ampe`re measure of V ∗K(z) :=
lim supζ→z VK(ζ) where
VK(z) = sup{ 1
deg(p)
log |p(z)| : p ∈
⋃
Pn, ||p||K ≤ 1}
= sup{u(z) : u ∈ L(Cd) and u ≤ 0 on K}.
Here L(Cd) is the set of all plurisubharmonic functions on Cd of logarithmic
growth; i.e., u ∈ L(Cd) if u is plurisubharmonic in Cd and u(z) = log |z| +
0(1) as |z| → ∞. In [8] it was shown that for K ⊂ C regular; i.e., VK =
V ∗K = gK , and C \K connected, we have the implications
(1.6) (1) =⇒ (2) =⇒ (3) =⇒ (4),
while none of the reverse implications are necessarily true (although for
arrays lying on the boundary of K, (3) and (4) are equivalent; for a more
precise discussion, see [11]). Proposition 3 being true in Cd for any d shows
that the implication (1) =⇒ (4) remains true in Cd; and, as was shown in
[8], (1) =⇒ (2) as well.
We continue in the next section with the necessary definitions and an
elaboration on the relationship between conditions (1) and (2). Recent deep
results of R. Berman and S. Boucksom ([3] and with Nystrom [4]) yield
that (2) =⇒ (3); we discuss consequences of this result on recovering the
measure µK in section 3. In section 4 we describe methods of recovering the
extremal function VK . We discuss the important Bernstein-Markov property
in section 5. A brief introduction to weighted pluripotential theory in Cd
is provided in section 6, and a connection with unweighted pluripotential
theory in Cd+1 as in [7] is given. Section 7 provides explicit and semi-explicit
constructions of arrays in certain compact sets satisfying conditions related
to (1)-(4). We give a reprise of the analysis of so-called Bos arrays on the real
unit disk B2 ⊂ R2 ⊂ C2 in section 8. In section 9, we discuss computational
approaches to constructing arrays in a compact set K satisfying some of
the properties (1)-(4). A brief discussion of Kergin interpolation forms the
content of section 10, and we conclude this work, as was done in [8], with a
list of ten open problems.
We would like to thank the organizers of the Conference on Several
Complex Variables on the occasion of Professor Jo´zef Siciak’s 80th birthday
for their hospitality and we dedicate this work to Professor Siciak for his
contributions and inspiration to the pluripotential theory community.
2. Subexponential Lebesgue constants and asymptotic Fekete
arrays.
We work in Cd using the same notation as in section 1. For a compact
subset K ⊂ Cd let
Vn = Vn(K) := max
ζ1,...,ζN∈K
|V DM(ζ1, ..., ζN)|.
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Then
(2.1) δ(K) = δ1(K) = lim
n→∞
V
d+1
dnN
n
is the transfinite diameter of K. Points z1, ..., zN ∈ K satisfying Vn =
|V DM(z1, ..., zN )| are called n−th order Fekete points for K. The tempo-
rary superscript “1” refers to a weight w ≡ 1 (see section 6). Zaharjuta [42]
showed that the limit exists. Clearly if a compact set K is contained in an
algebraic subvariety of Cd then δ(K) = 0. It turns out that for K ⊂ Cd
compact, δ(K) = 0 if and only if K is pluripolar [29].
If the compact set K ⊂ Cd is L-regular, meaning that VK = V ∗K , and for
R > 1 we define
(2.2) DR := {z : VK(z) < logR};
then we have the Bernstein-Walsh inequality
|p(z)| ≤ ||p||KRdegp, z ∈ DR
for every polynomial p in Cd. A compact set K ⊂ Cd is polynomially convex
if K coincides with its polynomial hull
K̂ := {z ∈ Cd : |p(z)| ≤ ||p||K, p polynomial}.
Then Theorem 1 of Walsh goes over exactly to several complex variables:
Theorem 5 ([36]). Let K be an L-regular, polynomially convex compact set
in Cd. Let R > 1, and let DR be defined by (2.2). Let f be continuous on
K. Then
lim sup
n→∞
dn(f,K)
1/n ≤ 1/R
if and only if f is the restriction to K of a function holomorphic in DR.
The “only if” direction is the same for any d and uses the Bernstein-
Walsh inequality. Theorem 5 immediately yields Proposition 3, showing
that for L-regular, polynomially convex compact sets in Cd, condition (1)
implies (4). Unless otherwise noted, when discussing conditions (1)–(4) of
Definition 4 we will always assume K is L-regular and polynomially convex.
It is easy to see that (1) implies (2) but the converse is not true. On pp.
462-463 in [8], it was observed that for an array {Anj} ⊂ K with
|V DM(An1, ..., AnN)| = cnVn(K)
where
0 < cn < 1, lim sup
n→∞
c1/nn < 1, and lim
n→∞
c1/lnn = 1
(e.g., cn = v
n for 0 < v < 1), property (2) holds but (1) does not. More
precisely, we have the following.
Proposition 6. Let {Anj}j=1,...,N ; n=1,2,... ⊂ K be an array of points. Sup-
pose that
lim
n→∞
( Vn(K)
|V DM(An1, ..., AnN)|
)1/n
= 1.
Then (1) holds.
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Proof. The result follows trivially from the observation that if
Vn(K)
|V DM(An1, ..., AnN)| ≤ an,
then Λn ≤ N · an. This observation is a consequence of the fact that each
FLIP can be written as
lnj(z) :=
V DM(An1, ..., z, ..., AnN)
V DM(An1, ..., AnN)
so that
|lnj(z)| ≤ an |V DM(An1, ..., z, ..., AnN)|
Vn(K)
.
Since |V DM(An1, ..., z, ..., AnN)| ≤ Vn(K) for each z ∈ K, we have ||lnj||K ≤
an. 
3. Arrays yielding µK.
In one variable, −1
n2
log |V DM(z1, ..., zn)| is a discrete “approximation”
to the logarithmic energy of the measure µn =
1
n
∑n
j=1 δzj . This is the idea
behind the classical proof that (2) =⇒ (3). In several complex variables,
the complex Monge-Ampe`re operator is non-linear and, until recently, no
reasonable notion of the energy of a measure existed. We state without
proof the remarkable result of Berman, Boucksom and Nystrom [4] that,
nevertheless, (2) =⇒ (3) for general nonpluripolar compact sets K in the
multivariate setting.
Theorem 7 ([4]). Let K ⊂ Cd be compact and nonpluripolar. For each n,
take points x
(n)
1 , x
(n)
2 , · · · , x(n)N ∈ K for which
(3.1) lim
n→∞
|V DM(x(n)1 , · · · , x(n)N )|
(d+1)
dnN = δ(K)
(asymptotic Fekete points) and let µn :=
1
N
∑N
j=1 δx(n)j
. Then
µn → µK weak− ∗.
This gives a positive answer to question 6 posed in [8]. In Proposition
3.7 of [8] it was shown that for a Leja sequence {x1, x2, ...} ⊂ K,
lim
n→∞
|V DM(x1, ..., xN)|
(d+1)
dnN = δ(K).
Thus the asymptotic Fekete property (3.1) holds for this sequence of points;
so from Theorem 7 it follows that the discrete measures
µn :=
1
N
N∑
i=1
δxi
converge weak-* to µK . A Leja sequence is defined inductively as follows.
Take the standard monomial basis {e1, e2, ...} for
⋃Pn ordered so that
degei ≤degej if i ≤ j. Given m points z1, ..., zm in Cd, we write
V DM(z1, ..., zm) = det[ei(zj)]i,j=1,...,m.
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Starting with any point x1 ∈ K, having chosen x1, ..., xm ∈ K we choose
xm+1 ∈ K so that
|V DM(x1, ..., xm, xm+1)| = max
x∈K
|V DM(x1, ..., xm, x)|.
We remark that despite possessing the desirable property that µn → µK
weak-*, it is unknown if (1) always holds for a Leja sequence, even in the
univariate case (d = 1). This is the first question in section 5 of [8]. We end
this subsection with the statement of a result of R. Taylor and V. Totik
that gives a partial answer in the d = 1 setting.
Theorem 8 ([39]). Let K ⊂ C be compact and assume that the outer
boundary of K can be written as a finite union of C2 arcs. Then any Leja
sequence for K satisfies property (1).
In particular, Leja sequences on an interval satisfy property (1). We
return to this topic in section 7.
4. Recovering the function VK.
In section 2.4 of [8], an elementary argument showed that for arrays
satisfying property (1) of Definition 4, the Lebesgue functions Λn(z) can be
used to recover VK in the sense that
(4.1) lim
n→∞
log Λn(z) = VK(z), z ∈ Cd.
This was proved in the univariate case but the same proof works in all
dimensions. Property (2) is not sufficient for (4.1) to hold. In this section,
we investigate special families of polynomials which can be used to recover
the extremal function VK .
Zaharjuta’s proof of the existence of the limit in (2.1) introduced the
useful notion of directional Chebyshev constants. Let e1(z), ..., ej(z), ... be a
listing of the monomials {ei(z) = zα(i) = zα11 · · · zαdd } in Cd indexed using
a lexicographic ordering on the multiindices α = α(i) = (α1, ..., αd) ∈ Nd,
but with degei = |α(i)| nondecreasing. Define the class of polynomials
Pi = P (α(i)) := {ei(z) +
∑
j<i
cjej(z)};
and the Chebyshev constants
T (α) := inf{||p||K : p ∈ Pi}.
We write tα,K := tα(i),K for a Chebyshev polynomial; i.e., tα,K ∈ Pi and
||tα,K ||K = T (α). Let Σ = Σd denote the standard simplex in Rd; i.e.,
Σ = {θ = (θ1, ..., θd) ∈ Rd :
d∑
j=1
θj = 1, θj ≥ 0, j = 1, ..., d},
and let
Σ0 := {θ ∈ Σ : θj > 0, j = 1, ..., d}.
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For all θ ∈ Σ0, the limit
τ(K, θ) := lim
α/|α|→θ
T (α)1/|α|
exists and is called the directional Chebyshev constant for K in the direction
θ. Zaharjuta showed that
(4.2) δ(K) = exp
[ 1
meas(Σ)
∫
Σ0
log τ(K, θ)dθ
]
.
In [6], the following theorem was proved.
Theorem 9 ([6]). Let K ⊂ Cd be compact, L−regular, and polynomially
convex. Let {pj} be a sequence of polynomials such that for all θ ∈ Σ0, there
exists a subsequence Yθ ⊂ Z+ with pj ∈ P (αj), j ∈ Yθ and
lim
j∈Yθ
||pj||1/degpjK = τ(K, θ).
Then [
lim sup
j→∞
1
degpj
log
|pj(z)|
||pj||K
]∗
= VK(z), z 6∈ K.
The family {pj} is said to be θ−aT – “theta-asymptotically Chebyshev”
– if the property in Theorem 9 holds. Bloom proved, in particular, that Leja
polynomials associated to a Leja sequence have this θ− aT property. Using
Theorem 9, he proved an interesting corollary related to our condition (1).
To this end, we begin with a triangular array {Bsj}j=1,...,s; s=1,2,... with the
property that V DM(Bs1, ..., Bss) 6= 0 for each s. Define, for each multiindex
α = α(s), the polynomial
Gα(s)(z) :=
V DM(Bs1, ..., Bss, z)
V DM(Bs1, ..., Bss)
.
Note that Gα(s)(z) = z
α(s) +
∑
j<s cjz
α(j) ∈ Ps. Moreover, it is straightfor-
ward to see that
Gα(s)(z) = z
α(s) − Lα(s)(zα(s)) = tα(s),K − Lα(s)(tα(s),K)
where Lα(s)(f) is the LIP for f and the points Bs1, ..., Bss; i.e.,
Lα(s)(f)(z) =
s∑
j=1
f(Bsj)lsj(z)
and
lsj(z) =
V DM(Bs1, ..., Bs(j−1), z, Bs(j+1), ...Bss)
V DM(Bs1, ..., Bss)
.
Letting
Λα(s) := sup
z∈K
s∑
j=1
|lsj(z)|,
we have the following.
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Theorem 10 ([6]). If K is L−regular and lim|α(s)|→∞ Λ1/|α(s)|α(s) = 1, then
VK(z) =
[
lim sup
|α(s)|→∞
1
|α(s)| log
Gα(s)(z)
||Gα(s)||K
]∗
for z ∈ Cd \ K̂.
The hypothesis lim|α(s)|→∞ Λ
1/|α(s)|
α(s) = 1 implies that the family of polyno-
mials {Gα(s)} is θ−aT . In particular, Fekete polynomials for each s = 1, 2, ...
defined from an array that maximizes |V DM(ζ1, ..., ζs)| over (ζ1, ..., ζs) ∈ Ks
are shown to have this property. Note that in this case, for s = N = dimPn,
the s points Bs1, ..., Bss coincide with the n−th order (degree) Fekete points
An1, ..., AnN . A weighted version of Theorem 9 was proved as Theorem 3.5
of [13]. We will utilize this in section 6.
5. Bernstein-Markov property.
For a compact set K ⊂ Cd and a measure ν on K, we say that the pair
(K, ν) satisfies a Bernstein-Markov property if there exist constants {Mn}
with lim supn→∞M
1/n
n = 1 and all polynomials Qn ∈ Pn satisfy
||Qn||K ≤Mn||Qn||L2(ν).
In [8] it was shown (Theorem 3.3) how one could recover the transfinite
diameter δ(K) from asymptotics of Gram determinants associated to a
Bernstein-Markov pair (K, ν). More recently, strong Bergman asymptotics
were proved in [4] in this setting: if (K, ν) satisfies a Bernstein-Markov
property, then
(5.1)
1
N
Bνndν → µK weak-∗
where
Bνn(z) :=
N∑
j=1
|qj(z)|2
is the n−th Bergman function for K, ν and {q1, q2, · · · , qN} is an orthonor-
mal basis for Pn with respect to L2(ν). Thus it is natural to ask which
compact sets K admit measures ν satisfying a Bernstein-Markov property.
The following result was proved in [15]; since the proof is short, we include
it.
Proposition 11 ([15]). Let K ⊂ Cd be an arbitrary compact set. Then there
exists a probability measure ν such that (K, ν) satisfies a Bernstein-Markov
property.
Proof. To construct ν, we first observe that if K is a finite set, any measure
ν which puts positive mass at each point of K will work. If K has infinitely
many points, for each k = 1, 2, ... let mk =dimPk(K), the holomorphic
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polynomials on Cd restricted toK. Then limk→∞mk =∞ andmk ≤
(
d+k
k
)
=
0((d)k). For each k, let
µk :=
1
mk
mk∑
j=1
δ
z
(k)
j
where {z(k)j }j=1,...,mk is a set of Fekete points of order k for K; i.e., if
{e1, ..., emk} is any basis for Pk(K),
(5.2)
∣∣det[ei(z(k)j )]i,j=1,...,mk∣∣ = max
q1,...,qmk∈K
∣∣det[ei(qj)]i,j=1,...,mk∣∣.
Define
ν := c
∞∑
k=3
1
k(log k)2
µk
where c > 0 is chosen so that ν is a probability measure. If p ∈ Pk(K), we
have
p(z) =
mk∑
j=1
p(z
(k)
j )l
(k)
j (z)
where l
(k)
j ∈ Pk(K) with l(k)j (z(k)k ) = δjk. We have ||l(k)j ||K = 1 from (5.2)
and hence
||p||K ≤
mk∑
j=1
|p(z(k)j )|.
On the other hand,
||p||L2(dν) ≥ ||p||L1(dν) ≥ c
k(log k)2
∫
K
|p|dµk
=
c
kmk(log k)2
mk∑
j=1
|p(z(k)j )|.
Thus we have
||p||K ≤ kmk(log k)
2
c
||p||L2(dν).

This gives a positive answer to the first part of question 2 in [8]. The second
part has a negative answer, as the simple example of
K = {z ∈ C : |z| ≤ 1} ∪ {2}
shows.
For certain measures ν with compact and non-polar support on the real
line R ⊂ C, pointwise asymptotics of the Bergman functions {Bνn} are known
(cf., [40]). In the higher dimensional setting, very little is known. Bos, et al
[18] consider one natural analogue of the interval, namely, the real unit ball
Bd := {(z1, ..., zd) ∈ Cd : Imzj = 0, j = 1, ..., d;
d∑
j=1
(Rezj)
2 ≤ 1}
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in Rd ⊂ Cd. Writing xj := Rezj and x = (x1, ..., xd), it is known that
dµBd = ω
0(x)dx :=
2
ωd
√
1−∑dj=1 x2j dx
where dx = dx1 ∧ · · · ∧ dxd is d−dimensional Lebesgue measure and ωd is
the surface area of the unit sphere Sd ⊂ Rd+1. Lemma 1 in [18] shows that
if dν(x) = ω(x)dx where ω(x) = ω(−x) is a positive centrally symmetric
weight satisfying a certain Lipschitz property, then
(5.3) lim
n→∞
1
N
B
µBd
n (x) =
ω0(x)
ω(x)
and the convergence is uniform on compact subsets of the Rd−interior of
Bd. The first step is the special case where ω(x) = ω
0(x) (note in this case
the right-hand-side of (5.3) is the constant function 1; it is also shown that
the limit is the constant function 2 on the sphere |x| = 1).
Having a Bernstein-Markov measure allows one to replace Chebyshev
polynomials by orthogonal polynomials in certain asymptotic computations.
Using this idea, the exact calculation of the transfinite diameter of the real
ball Bd := {x ∈ Rd : |x| ≤ 1} and the real unit simplex, S = Sd := {x ∈
Rd+ :
∑d
j=1 xj ≤ 1} in Rd ⊂ Cd was recently achieved in [9].
Proposition 12 ([9]). The transfinite diameter of the unit ball Bd is:
(1) for d even,
δ(Bd) =
1
2
exp
(
−1
4
2d+ 1
d
d∑
j=1
1
j
+
1
2
+
1
2
log(2) +
1
4d
d∑
j=1
(−1)j
j
)
,
(2) for d odd,
δ(Bd) =
1
2
exp
(
−1
4
2d+ 1
d
d∑
j=1
1
j
+
1
2
+
d− 1
2d
log(2)− 1
4d
d∑
j=1
(−1)j
j
)
.
The transfinite diameter of the simplex Sd is
δ(Sd) = (δ(Bd))
2.
6. Weighted vs. unweighted.
In the weighted theory, one considers closed sets which, for certain weights,
may be unbounded. To be precise, let K ⊂ Cd be closed and let w be an
admissible weight function on K: w is a nonnegative, usc function with
{z ∈ K : w(z) > 0} nonpluripolar; if K is unbounded, we require that w
satisfies the growth property
(6.1) |z|w(z)→ 0 as |z| → ∞, z ∈ K.
Let Q := − logw and define the weighted extremal function or weighted
pluricomplex Green function V ∗K,Q(z) := lim supζ→z VK,Q(ζ) where
VK,Q(z) := sup{u(z) : u ∈ L(Cd), u ≤ Q on K}.
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In the unbounded case, property (6.1) is equivalent to
Q(z)− log |z| → +∞ as |z| → ∞ through points in K.
Due to this growth assumption forQ, VK,Q is well-defined and equals VK∩BR,Q
for R > 0 sufficiently large where BR = {z : |z| ≤ R} (Definition 2.1 and
Lemma 2.2 of Appendix B in [33]). It is known that the support
Sw := supp(µK,Q)
of the weighted extremal measure
µK,Q :=
1
(2π)d
(ddcV ∗K,Q)
d
is compact;
Sw ⊂ S∗w := {z ∈ K : V ∗K,Q(z) ≥ Q(z)};
moreover,
V ∗K,Q = Q q.e. on Sw
(i.e., V ∗K,Q = Q on Sw \ F where F is pluripolar); and if u ∈ L(Cd) satisfies
u ≤ Q q.e. on Sw then u ≤ V ∗K,Q on Cd.
The unweighted case is when K is compact and w ≡ 1 (Q ≡ 0); we then
write VK := VK,0 to be consistent with the previous notation.
Even in one variable (d = 1) the weighted theory introduces new phe-
nomena from the unweighted case. As an elementary example, µK puts no
mass on the interior of K (in one variable, the support of µK is the outer
boundary of K); but this is not necessarily true in the weighted setting.
As a simple but illustrative example, taking K to be the closed unit ball
{z : |z| ≤ 1} and Q(z) = |z|2, it is easy to see that VK,Q = Q on the ball
{z : |z| ≤ 1/√2} and VK,Q(z) = log |z|+ 1/2− log(1/
√
2) outside this ball.
One can check that if KR is the ball {z : |z| ≤ R} for 1 ≤ R ≤ ∞ and
Q(z) = |z|2, one has VKR,Q = VK,Q.
Now let K ⊂ Cd be compact and let w be an admissible weight function
on K. Generalizing (1.3), given ζ1, ..., ζN ∈ K, let
W (ζ1, ..., ζN) := V DM(ζ1, ..., ζN)w(ζ1)
n · · ·w(ζN)n
= det
 e1(ζ1) e1(ζ2) . . . e1(ζN)... ... . . . ...
eN (ζ1) eN (ζ2) . . . eN (ζN)
 · w(ζ1)n · · ·w(ζN)n
be a (generalized) weighted Vandermonde determinant of order n. Let
Wn(K) := max
ζ1,...,ζN∈K
|W (ζ1, ..., ζN)|
and define an n−th order weighted Fekete set for K and w to be a set of N
points ζ1, ..., ζN ∈ K with the property that
|W (ζ1, ..., ζN)| = Wn(K).
We also write δw,n(K) := Wn(K)
d+1
dnN and define
δw(K) := lim
n→∞
δw,n(K) = lim
n→∞
Wn(K)
d+1
dnN .
POLYNOMIAL INTERPOLATION AND APPROXIMATION IN Cd 13
A proof of the existence of the limit may be found in [3] or [14]; in the latter
work one defines the circled set
F = F (K,w) := {(t, z) = (t, tλ) ∈ Cd+1 : λ ∈ K, |t| = w(λ)}
and shows that, indeed, for the closure F ,
δw(K) = δ(F )
d+1
d .
In [4] the authors proved a weighted version of (2) =⇒ (3):
Theorem 13 ([4]). Let K ⊂ Cd be compact with admissible weight w. For
each n, take points x
(n)
1 , x
(n)
2 , · · · , x(n)N ∈ K for which
lim
n→∞
|W (x(n)1 , · · · , x(n)N )|
(d+1)
dnN = δw(K)
(asymptotically weighted Fekete points) and let µn :=
1
N
∑N
j=1 δx(n)j
. Then
µn → µK,Q weak− ∗.
The main results in [3], which are stated and proved in a much more
general setting than weighted pluripotential theory in Cd and lead to the
results in [4], require the weighted theory. A self-contained exposition of the
weighted pluripotential theoretic setting can be found in [28].
As a final remark on weighted pluripotential theory, we provide a solution
of Problem 3.4 in Appendix B of [33] in the locally regular, w continuous
case, correcting the end of section 8 in [13]. The problem is to show that
the weighted Fekete polynomials can be used to recover the weighted pluri-
complex Green function VK,Q in the sense of Theorem 3.5 of [13]; see (6.2)
below. Let K ⊂ Cd be locally regular and let w be a continuous admissible
weight on K. We define weighted Chebyshev constants
τwi (K) := inf{||w|α(i)|p||K : p ∈ Pi}
1
|α(i)|
and we let twα,K denote a weighted Tchebyshev polynomial; i.e., t
w
α,K is of
the form wα(i)p with p ∈ Pi and ||twα,K ||K = τwi (K)|α(i)|.
Let ms =
(
d+s
s
)
. Note that |α(i)| = s for ms−1 + 1 ≤ i ≤ ms. Given
ζ1, ..., ζi ∈ K, let
W (ζ1, ..., ζi) := V DM(ζ1, ..., ζi)w(ζ1)
|α(i)| · · ·w(ζi)|α(i)|.
Generalizing the notion of an n−th order weighted Fekete set for degree n,
for each i = 1, 2, ..., an i−th weighted Fekete set for K and w will be a set
of i points ζ1, ..., ζi ∈ K with the property that
Wi := |W (ζ1, ..., ζi)| = sup
ξ1,...,ξi∈K
|W (ξ1, ..., ξi)|.
Fix i with |α(i)| = s. We will define weighted Fekete polynomials pi for each
positive integer i with |α(i)| = |α(i− 1)| = s; i.e., ms−1 + 1 ≤ i− 1 ≤ ms.
Choose an (i− 1)−st weighted Fekete set ζ1, ..., ζi−1 and form the weighted
polynomial
w(z)|α(i)|pi(z) = w(z)
|α(i)|{ei(z) +
∑
j<i
cjej(z)} := W (ζ1, ..., ζi−1, z)
Wi−1
.
14 T. BLOOM*, L. P. BOS, J.-P. CALVI AND N. LEVENBERG
Thus
Wi
Wi−1
≥ ||w|α(i)|pi||K ≥ τwi (K)|α(i)|.
Next we choose an i−th weighted Fekete set ζ1, ..., ζi. In the expansion of
the determinant of this weighted Vandermonde
W (ζ1, ..., ζi) := V DM(ζ1, ..., ζi)w(ζ1)
|α(i)| · · ·w(ζi)|α(i)|,
we replace the last row w(ζk)
|α(i)|ei(ζk), k = 1, ..., i by twα(i),K(ζk), k = 1, ..., i.
Expanding the weighted Vandermonde determinant by the last row,
Wi ≤
i∑
k=1
|twα(i),K(ζk)| · |W (ζ1, ..., ζi−1|
≤ iτwi (K)|α(i)|Wi−1.
Thus
τwi (K)
|α(i)| ≤ ||w|α(i)|pi||K ≤ Wi
Wi−1
≤ iτwi (K)|α(i)|.
The sequence of weighted polynomials {w|α(i)|pi : α(i) 6= (s, 0, ..., 0), s =
1, 2, ...} satisfies the hypothesis of Theorem 3.5 of [13] – note that (1, 0, ..., 0) 6∈
Σ0 – so that we obtain its conclusion:
(6.2)
[
lim sup
i→∞
1
|α(i)| log
|pi(z)|
||w|α(i)|pi||K
]∗
= VK,Q(z), z 6∈ K̂.
7. Explicit good interpolation points
An important question in numerical analysis and computational math-
ematics is to provide explicit or computable arrays {An} = {Anj, j =
1, . . . , N} ⊂ K satisfying (4) in Definition 4. By this we mean points whose
values can be entered on a computer with arbitrary precision to evaluate
LIP’s. Typical explicit points in the univariate setting are Chebyshev points
for which
{An} =
{
cos
(
2k + 1
2(n+ 1)
π
)
, k = 0, . . . n
}
, K = [−1, 1],
or the roots of unity for which
{An} = {exp(2ikπ/(n+ 1)), k = 0, . . . , n}, K = {|z| ≤ 1}.
Semi-explicit points, such as Fejer points (the image of a complete set of
roots of unity under an exterior conformal mapping) or points related to
orthogonal polynomials still deserve interest since, in particular cases and
for n not too large, they can be computed with high precision. The Fekete
points for [−1, 1] are extreme points of Legendre polynomials plus {−1, 1}.
Recently Xu [41] constructed semi-explicit points on a region in R2 bounded
by two lines and a parabola using zeros of Jacobi polynomials. Typical non-
explicit good points are multivariate Fekete points, which cannot currently
be efficiently computed. Even in the one variable case, only a few examples
of explicit good interpolation points are known. If K is not an interval or a
disk one generally uses algorithms which provide numerical approximations
for the points (cf., section 9).
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To clarify what we mean by good points for polynomial interpolation we
utilize the following hierarchy which slightly refines some conditions listed
in Definition 4.
Definition 14. Let {An} be an array of interpolation points in K ⊂ Cd.
We denote by Λn the Lebesgue constant for An, K and Lnf the LIP of f, An.
Here are four properties that {An} may or may not possess:
(H1) Lnf ⇒ f on K for each f holomorphic on a neighborhood of K, see
Definition 4, (4).
(H2) The Lebesgue constants Λn grow sub-exponentially: limn→∞ Λ
1/n
n =
1, see Definition 4, (1).
(H3) The Lebesgue constants Λn grow polynomially: there exists s ∈ N
such that Λn = O(n
s) as n→∞.
(H4) The Lebesgue constants Λn grow sub-polynomially: Λn = o(n) as
n→∞.
Clearly (H4) =⇒ (H3) =⇒ (H2) =⇒ (H1). None of the reverse
implications is true. That there are sequences of points satisfying (H3) but
not (H4) and (H2) but not (H3) will follow from the results below. In the
multivariate case, since there is currently no analogue to Theorem 2, we
are left with the last three conditions and are obliged to study multivariate
Lebesgue constants. In the univariate case, we may establish (H1) without
having recourse to Lebesgue constants, e.g., in obtaining a discretization of
the equilibrium measure (using (3) =⇒ (4) in (1.6)). An array of multi-
variate Fekete points is a fundamental example satisfying (H3).
For theoretical approximation of holomorphic functions on a neighbor-
hood of K, conditions (H4) and (H3) do not provide better results than
(H2). However, computations with arrays of points having smaller Lebesgue
constants benefit from a higher stability and, from the point of view of ap-
proximation theory, one can derive convergence results for larger classes of
functions. For instance, from Lebesgue’s inequality (1.5) and Jackson’s the-
orem, see e.g. [31, §1.1.2], if K is a product of intervals in Rd ⊂ Cd then
(H3) implies that Lnf ⇒ f on K for each f which is (s + 1)-times con-
tinuously differentiable on a neighborhood of K while (H4) only requires f
to be continuously differentiable. In general, conditions (H3) and (H4) im-
ply convergence results for classes of functions f for which dn(f,K) (recall
(1.2)) is known to decrease polynomially in n. Such estimates are known for
several natural spaces of functions holomorphic on the interior of K with
some regularity up to the boundary (cf., [34] and the references therein).
The array of Padua points {Pn} is an explicit example of multivariate
interpolation points satisfying condition (H4). We follow the presentation
given in [19]. Another point of view can be found in [20]. The points of
Pn lie in K = [−1, 1]2 and are located on the classical Lissajous curve
t ∈ [0, π] 7→ γn(t) := (cos(nt), cos((n + 1)t)). The Padua points are the
double points of this curve together with its points on the (real) boundary
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of the square. A simple formula is the following:
(7.1) Pn =
{
γn
(
i
n+ 1
π +
j
n
π
)
: i+ j ≤ n, (i, j) ∈ N2
}
.
It is readily seen that the above
(
n+2
2
)
points are pairwise distinct but the
fact that Pn is a unisolvent set of degree n is not immediate. To see this,
it suffices to exhibit a FLIP for any point a ∈ Pn. There is a remarkable
formula expressing such a FLIP with the help of the reproducing kernel Kn
for the inner product based on the tensor product of two arcsine measures,
(p, q) ∈ Pn 7→ 〈p, q〉 := 1
π2
∫
[−1,1]2
p(x, y)q(x, y)
1√
1− x2
1√
1− y2dxdy
=
1
π2
∫
[0,π]2
p(cos(t), cos(s))q(cos(t), cos(s))dtds.
The reproducing kernel Kn is defined on [−1, 1]2 via the relation
p(w) = 〈p,Kn(w ; ·)〉, p ∈ Pn, w = (x, y) ∈ [−1, 1]2.
It can be shown that the FLIP corresponding to a = (xa, ya) ∈ Pn is given
by
la(x, y) = wa {Kn(a; (x, y))− Tn(y)Tn(ya)}
where wa is constant and Tn is the ordinary Chebyshev polynomial of degree
n. The proof uses certain quadrature formulas for the the tensor product of
two arcsine measures using the points of Pn. Next, it can be shown that the
kernel Kn, hence the FLIP’s for Pn, are expressible as a linear combination
of quotients of classical trigonometric polynomials. A careful analysis leads
to the following result.
Theorem 15 ([19]). The Lebesgue constants Λn for the Padua points Pn
and K = [−1, 1]2 satisfy
Λn = O(log
2 n), n→∞.
In particular, Lnf ⇒ f on K for each f which is continuously differentiable
on a neighborhood of K.
Lagrange interpolants at Padua points can be easily computed, cf., [21,
22]. Unfortunately, it is not clear what might be the analogues of Padua
points in higher dimensions (n > 2).
We present another construction of good points based on a different
idea. These points will only satisfy the weaker condition (H3) but there is a
simple and efficient way of going from dimension 1 to dimension k for every
k. The starting point is a classical algebraic formula giving multivariate
interpolation points starting with univariate points. Given d sets of (n+1)-
tuples
As = (a0s, . . . , ans) , s = 1, . . . , d
consisting of distinct points in C, we intertwine these tuples:
A1 ⊕A2 ⊕ · · · ⊕Ad := {(ai11, ai22, · · · , aidd) , i1 + i2 + · · ·+ id ≤ d} .
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Changing the ordering of the points would provide a different set of points
in Cd. The set of points we obtain is unisolvent of degree n in Cd. Such
points were studied by Siciak [35] and used in [8, Theorem 4.8] to prove
the existence of points satisfying properties (2), (3) and (4) in Definition
4. We want to construct interpolation points by intertwining well-chosen –
and well-ordered – univariate interpolation points which satisfy (H3). The
obvious strategy is to try to relate the Lebesgue constants of the multivariate
interpolations points to the Lebesgue constants of the univariate points.
Such a relation is given in the following theorem. For simplicity, we state
only the case d = 2.
Theorem 16 ([23]). Let K be a compact set in C2 containing A1 ⊕ A2.
We let K1 (K2) denote the projection of K on the z1 (z2) axis. Then
Λn(A1 ⊕A2|K) ≤ 4
(
n+ 2
n
) ∑
i+j≤n
Λn
(
A1
[i]|K1
)
· Λn
(
A2
[j]|K2
)
where A1
[i] = (a0, . . . , ai) and Λn
(
A1
[i]|K1
)
denotes its Lebesgue constant
with respect to the compact set K1 (likewise for A2
[j]).
In order to estimate the Lebesgue constant Λn(A1 ⊕A2|K), bounds on
Λn(A1|K1) and on Λn(A2|K2) do not suffice. We must have bounds on the
Lebesgue constants of every subset A1
[i] and A2
[j] for i + j ≤ n. The only
practical way of using the theorem is to start with univariate points given
by a sequence of interpolation points An
s
= (a0s, . . . , ans), so that for every
i ≤ n,An
s
[i] = Ais. Then the search for good multivariate interpolation points
via the intertwining process is reduced to the problem of finding univariate
interpolation points given by a sequence and satisfying (H3). Surprisingly,
such sequences did not seem to be known until recently.
We now discuss the construction of such univariate sequences. All exam-
ples currently available are constructed with the help of Leja sequences for
the closed unit disk. Recall that a Leja sequence for a compact set K ⊂ C
is a sequence {an} in K such that
max
z∈K
d∏
i=0
|z − ai| =
d∏
i=0
|ad+1 − ai|, d ≥ 0.
If we are to produce explicit points we must restrict to K = D = {|z| ≤ 1}.
In this case, the structure of Leja sequences is given by the following result.
We always assume that the first term equals 1.
Theorem 17 ([5]). Leja sequences for the unit disk D satisfy:
(1) A 2n-Leja section is formed by the 2n-th roots of unity.
(2) If E2n+1 is a 2
n+1-Leja section then there exist a 2n-th root ρ of −1
and a 2n-Leja section U2n such that E2n+1 = (E2n , ρU2n).
Using this result, the following estimates were recently established.
Theorem 18 ([25]). Let {ej} be a Leja sequence for D. As n→∞, Λn =
O(n logn) where Λn is the Lebesgue constant for {e0, . . . , en−1}.
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A similar estimate holds for the image of Leja sequences under external
conformal mappings C \ D → C \ K for K sufficiently regular, e.g., K
bounded by a C2 Jordan curve [25]. It is also shown in [25] that a Leja
sequence for D cannot satisfy (H4), thus showing that, in general, (H3)
does not imply (H4).
For practical applications, real points are more useful. A simple idea to
construct such points is to project a Leja sequence for D onto the real axis.
Since a Leja sequence for D is symmetric with respect the real axis, complex
conjugate points provide the same real point. Eliminating this redundancy
we obtain a so-called Re-Leja sequence [26]. One can specify the n-th entry
of a Re-Leja sequence in terms of the real part of a certain entry of the Leja
sequence used in its construction.
Theorem 19 ([26]). Let X = {xj} be a Re-Leja sequence. The Lebesgue
constants Λn for the points x0, . . . , xn−1 satisfy
(7.2) Λn = O(n
3 log n), n→∞.
By combining the above two results and the general version of Theorem
16 we obtain the following result.
Theorem 20 ([25, 26]). Intertwining k Leja sequences for D and d−k Re-
Leja sequences for [−1, 1] yields unisolvent sets on the Cartesian product of
these sets in Cd whose Lebesgue constants Λn satisfy (H3).
Moreover, the degree of the polynomial growth of Λn can be estimated.
One can give an explicit expression for the n-th element of certain simple
Leja (or Re-Leja) sequences that depend only on the binary expansion of
the index n. Details can be found in [25, 26]. In view of Theorems 16 and
8, the intertwining of Leja sequences for many compact sets provides fur-
ther examples of multivariate interpolation points satisfying property (H2).
Goncharov [27] has constructed a sequence in [−1, 1] satisfying (H2) but
not (H3) by arranging the classical Chebyshev points in a certain manner.
8. The quest for good points in the real disk
We describe a natural strategy for finding good points in the real disk
B = B2 = {(x, y) ∈ R2 : x2+y2 ≤ 1}. Using Theorem 3.3, one can calculate
the transfinite diameter of B to find
δ(B) =
1√
2e
;
and its equilibrium measure is well-known,
dµB =
r
2π
√
1− r2drdθ
in polar coordinates in R2; i.e., dµB is absolutely continuous with respect
to Lebesgue measure on B with density 1
2π
√
1−r2 .
It was shown in [8] that (3) ; (1), (2), (4). The set B was used in con-
struction of Bos arrays satisfying (3) but not (4) (and (3) but not (2)). The
points at the n−th stage in a Bos array are formed by taking a union of
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equally spaced points on concentric circles centered at the origin. Precisely,
if n = 2s is even, one chooses s + 1 radii Rs0 < · · · < Rss = 1 and 4j + 1
equally spaced points on the circle of radius Rsj. The Vandermonde deter-
minant |V DM(An1, ..., AnN)| depends only on the radii Rs0, · · · , Rss and
if the asymptotic distribution of the radii on [0, 1] is given by a function
G : [0, 1]→ [0, 1]; i.e., if G( j
s+1
) = R2sj , then
lim
n→∞
|V DM(An1, ..., AnN)|1/ln = 1√
2
exp
3
4L(G)
where
L(G) =
∫ 1
0
x2 logG(x)dx+ 2
∫ 1
0
∫ 1
x
x log[G(y)−G(x)]dydx.
Thus, if one could construct a Bos array with L(G) = −2/3, then this array
would satisfy (2).
Taking G(x) = (1 − cos πx)/2, the radii distribute asymptotically like
the Chebyshev distribution on [0, 1] and this is a necessary condition (see
[8]) that such an array satisfies (4). We state without proof an interesting
calculation.
Lemma 21. For G(x) = (1− cos(πx))/2 = sin2(πx/2),
L(G) = −4
3
log(2) +
2
π2
ζ(3) ≈ −0.6806085842 · · ·
where ζ(x) is the classical zeta function.
In particular with this G, L(G) 6= −2/3 so such a Bos array does not satisfy
(2).
Taking G(x) = 1− (x2 − 1)2, the arrays satisfy (3): we obtain µB as the
limiting measure. Elementary but nontrivial calculations yield
Lemma 22. For G(x) = 1− (x2 − 1)2,
L(G) = −26
9
− 4 log(2) + 4
√
2 log(
√
2 + 1) ≈ −0.675675691 · · · .
Thus again, with this G, L(G) 6= −2/3 so such a Bos array does not
satisfy (2). Indeed, if one could find a Bos array with L(G) = −2/3, then,
by Theorem 7, the array satisfies (3) and hence, a posteriori, G(x) = 1 −
(x2−1)2, a contradiction. Thus, unfortunately, Bos arrays on B never satisfy
(2), giving a negative answer to question 9 of [8].
9. Algorithms
It is clear that one can expect to have lists of explicit good interpolation
points only for a very limited class of compact sets, even in the univariate
case. If we have to produce good points for a more or less arbitrary compact
set, one must produce them algorithmically. We now discuss some recent
work in this direction.
In a series of papers, Bos, Sommariva and Vianello (cf. [38] and with De
Marchi [17]) have introduced the notion of approximate Fekete points. For
K ⊂ Cd compact, a basis {P1, P2, · · · , PN} for Pn, and a set of M ≥ N
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points {a1, ..., aM} of K, we consider the N ×M matrix whose columns are
of the form
~V (aj) :=

P1(aj)
P2(aj)
...
PN(aj)
 .
Selecting a subset of columns is then equivalent to selecting a subset of
points. We choose the first point x1 ∈ {a1, ..., aM} to maximize ‖~V (aj)‖2.
Having chosen x1, x2, · · · , xk ∈ {a1, ..., aM} the (k + 1)st point xk+1 ∈
{a1, ..., aM} is chosen so that the volume generated by the columns ~V (xk+1)
and ~V (x1), ~V (x2), · · · , ~V (xk) is as large as possible.
Suppose K is L−regular. If for each n = 1, 2, ... one chooses a set of
M(n) ≥ N points AM(n) = {a(n)1 , ..., a(n)M(n)} of K so that
⋃
nAM(n) forms
a weakly admissible mesh for K (WAM), then the corresponding array of
approximate Fekete points satisfies (2) and hence (3) (Theorem 1 of [16]).
The mesh
⋃
nAM(n) is weakly admissible, according to [24], if #AM(n) grows
polynomially in n and
||p||K ≤ Cn||p||AM(n) for all p ∈ Pn
where Cn grows polynomially in n. All L−regular compact sets K admit a
weakly admissible mesh; cf., Theorem 16 of [24]. We remark that a WAM
is called admissible (AM) if one can take Cn = C, a constant independent
of n.
There is also an algorithmic notion of discrete Leja points; as with ap-
proximate Fekete points, constructing discrete Leja points from a weakly
admissible mesh
⋃
nAM(n) gives an array satisfying (2) and hence (3). The
interested reader is referred to [17] for details of the algorithm.
10. Kergin interpolation
Of the many polynomial interpolation alternatives to Lagrange interpola-
tion, one of the most productive ones utilized for interpolating holomorphic
functions in Cd, d > 1 is Kergin interpolation.
In this section, we give a new presentation of Kergin interpolation which
highlights its canonical character. We let O(Cd) denote the space of entire
functions and L(O(Cd),Pn) the space of continuous linear maps fromO(Cd)
to Pn.
Theorem 23. There exists a unique map K,
(10.1) K : A = (a0, . . . , an) ∈ (Cd)n+1 −→ K[A] ∈ L(O(Cd),Pn),
such that
(K1) for every f ∈ O(Cd), K[A](f)(aj) = f(aj), j = 0, ..., n;
(K2) for every f ∈ O(Cd), the map A→ K[A](f) is continuous;
(K3) K is coordinate-free.
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The map K is defined by
(10.2) K[A](f)(x) =
n∑
k=0
∫
Sk
Dkf
(
k∑
j=0
tiai
)
(x− a0, . . . , x− ak−1)dmk(t),
where Dkf is the k-th total derivative of f , Sk = {t = (t0, . . . , tk) ∈
[0, 1]k+1 :
∑k
i=0 ti = 1} and dmk is Lebesgue measure on Sk.
That K[A] is coordinate-free means that for every invertible linear map
m on Cd
K[A](· ◦m) = K[mA](·) ◦m,
where mA := (m(a0), . . . , m(ad)).
Condition (K1) is relatively weak (e.g., if ai = a for i = 0, . . . , d there is
only one condition). We shall see later that, together with (K2) and (K3),
it implies much stronger properties. The operator K[A] is called the Ker-
gin interpolating operator with respect to A. In contrast with multivariate
Lagrange interpolation, the number of points n + 1 is independent of the
dimension d of Cd.
Proof. We first prove that there exists at most one map
Π : A ∈ (Cd)n+1 → Π[A] ∈ L(O(Cd),Pn)
satisfying (K1), (K2) and (K3). Suppose Π1 and Π2 are two such maps.
We prove that for every A ∈ U := {A ∈ (Cd)n+1 : al 6= aj for l 6= j} and
every f ∈ O(Cd), Π1[A](f) = Π2[A](f). Since U is dense in (Cd)n+1 and
A→ Πi[A](f) is continuous, this suffices to prove our claim.
We can reduce the problem as follows. Since Πi[A] is continuous on
O(Cd) and the space V spanned by ridge entire functions – functions of the
form z 7→ h(〈λ, z〉), where h ∈ O(C) and λ ∈ Cd – is dense in O(Cd), it
suffices to prove that Π1[A] = Π2[A] on V . Further, since Πi[A] is linear we
simply need to prove Π1[A](f) = Π2[A](f) for f = h(〈λ, ·〉), with h ∈ O(C)
and λ ∈ Cd, λ 6= 0.
Fixing such an f , let H = {〈λ, ·〉 = 0} be the hyperplane orthogonal
to λ. For ǫ > 0 we define a linear map mǫ by mǫ(λ) = λ and mǫ|H = ǫId
where Id denotes the identity onH . Clearlymǫ is invertible. Moreover, since
mǫx− x ∈ H , we have
(f ◦mǫ)(x) = h(〈λ,mǫx〉) = h(〈λ, x〉) = f(x).
Since Πi is coordinate-free, we deduce that
Πi[A](f) = Πi[A](f ◦mǫ) = Πi[mǫA](f) ◦mǫ, ǫ > 0.
We have mǫ(x)→ 〈λ, x〉 λ‖λ‖2 as ǫ→ 0, thus by (K2),
(10.3) Πi[A](f)(x) = Πi
[
〈λA〉 · λ‖λ‖2
]
(f)
(
〈λ, x〉 · λ‖λ‖2
)
where 〈λA〉 · λ‖λ‖2 = (〈λai〉 · λ‖λ‖2 : i = 0, . . . , n). Since Πi takes values in Pn,
(10.3) implies that there exists a univariate polynomial p of degree at most
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n depending on f , A and λ such that
Πi[A](f)(x) = p(〈λ, x〉).
We specialize to the case where the 〈λ, ai〉 are distinct. Since the ai them-
selves are distinct, the set U˜ of all such λ is dense in Cd. It remains to use
assumption (K1). We have
h(〈λ, ai〉) = f(ai) = Πi[A](f)(ai) = p(〈λ, ai〉), i = 0, . . . , n.
Hence p is a polynomial of degree at most n that interpolates h at these
n+ 1 points, i.e, pn is the LIP of h at these points which we write as
(10.4) Πi[A](f) = L[〈λ, a0〉, . . . 〈λ, an〉 ; h](〈λ, ·〉), λ ∈ U˜ .
In particular, Π1[A](f) = Π2[A](f). We now use the density of U˜ and the
continuity of f → Πi[A](f) to extend the identity to the case where λ 6∈ U˜ .
This finishes the proof of the uniqueness.
Identity (10.4) shows that if a map Π with the required properties exists
then it should come as a natural multivariate generalization of one of the
many available expressions of univariate Lagrange-Hermite interpolation.
Formula (10.2) is the natural multivariate version of the classical Hermite-
Genocchi formula. The proof that this map satisfies the required properties
is a simple calculation; cf., [30]. 
It is not difficult to show that the map K[A] interpolates in the Hermite
sense; i.e., if a point a appears k times in A then DjK[A](f)(a) = Djf(a),
j = 0, . . . , k − 1. Kergin interpolating operators enjoy many interesting
algebraic properties including the following.
(1) K[A] is independent of the ordering of the points in A, and
(2) K[B] ◦ K[A] = K[B] for every B ⊂ A.
In Theorem 23, Kergin operators are defined only for entire functions.
Andersson and Passare [1, 2], showed that Kergin operators KD can ac-
tually be defined on O(D) where D is a C-convex domain in Cd, i.e., the
intersection of D with any complex line is connected and simply connected.
In Rd this is simply ordinary convexity if we replace “complex line” by “real
line.”
There are many results on the approximation of holomorphic functions
by Kergin polynomials. We offer a brief sample.
Let K ⊂ D be compact and set Kn := KD[An] where, for n = 1, 2, 3, . . .,
An = [An0, . . . , Ann] ⊂ K. For D with C2−boundary, Bloom and Calvi
[10] gave conditions on the array {An}n=1,2,... so that Kn(f) converges to
f uniformly on K as n → ∞ for every function f holomorphic in some
neighborhood of D. They utilized an integral representation formula for the
remainder f −Kn(f) proved by Andersson and Passare [1].
More in line with the ideas in this work, we call an array {An}n=1,2,...
extremal for a compact set K if Kn(f) converges to f uniformly on K for
each f holomorphic in a neighborhood of K. For K ⊂ Rd, Bloom and Calvi
[11] proved the following striking result.
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Theorem 24. Let K ⊂ Rd, d ≥ 2, be a compact, convex set with nonempty
interior. Then K admits extremal arrays for Kergin interpolation if and
only if d = 2 and K is the region bounded by an ellipse.
Thus, for example, the real disk
B = B2 = {(z1, z2) ∈ C2 : Imz1 = Imz2 = 0, (Rez1)2 + (Rez2)2 ≤ 1}
admits extremal arrays for Kergin interpolation.
11. Open problems.
We conclude with some open questions, a subset of which comes from
[8].
(1) Is the converse of Proposition 6 true?
(2) Does (2) =⇒ (4)?
(3) If an array lies in the Shilov boundary SK of K, does (4) =⇒ (3)?
The Chebysev-radii Bos array in B2 described in section 8 might
give a counterexample.
(4) Construct an explicit array in the ball B2 in section 8 satisfying (2),
or, even better, (1).
(5) Find an example of a compact set K ⊂ Cd, d > 1, for which one
can explicitly construct Fekete points.
(6) Do multivariate Leja sequences satisfy (1)? (4)?
(7) One can define multivariate weighted Leja sequences; starting with
any point x1 ∈ K, having chosen x1, ..., xm ∈ K we choose xm+1 ∈ K
so that
|W (x1, ..., xm, xm+1)| = max
x∈K
|W (x1, ..., xm, x)|.
Do these yield asymptotic weighted Fekete arrays?
(8) For K ⊂ Cd compact and L−regular, does there exist c = c(K) > 1
such that Fekete arrays of order cn, n = 1, 2, , form an admissible
mesh (AM) for K?
(9) For K ⊂ Cd compact, L−regular, and polynomially convex, if a
triangular array satisfies {Gα} is θ − aT for K, is (4) satisfied? Is
the converse true? Note if d = 1 this equivalence is (essentially)
Theorem 2.
(10) Let K ⊂ Cd, d > 1, be L−regular. If one takes asymptotic Fekete
points, can the corresponding polynomials be used to recover the
pluricomplex Green function VK as in Theorem 10?
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