For a random matrix following a Wishart distribution, we derive formulas for the expectation and the covariance matrix of compound matrices. The compound matrix of order m is populated by all m × m-minors of the Wishart matrix. Our results yield first and second moments of the minors of the sample covariance matrix for multivariate normal observations. This work is motivated by the fact that such minors arise in the expression of constraints on the covariance matrix in many classical multivariate problems.
1. Introduction. Conditional independence constitutes one of the key concepts in multivariate statistical modeling. In a multivariate normal random vector X = (X 1 , . . . , X r ) T ∼ N r (µ, Σ), conditional independence expresses itself in the vanishing of minors, that is, subdeterminants of the positive definite covariance matrix. Let I, J, K ⊆ [r] := {1, . . . , r} be three pairwise disjoint index sets. Then X I and X J are conditionally independent given X K , in symbols X I ⊥ ⊥ X J | X K , if and only if det(Σ {i}∪K×{j}∪K ) = 0 ∀i ∈ I, j ∈ J. (1.1)
The restrictions (1.1) correspond to vanishing partial correlations and can thus be tested using sample partial correlations, which yields a simple approach to model selection and assessment of goodness of fit of Gaussian independence models.
The situation becomes more complicated, however, in hidden variable models because conditional independences involving hidden variables may lead to constraints on the covariance matrix of the observed variables that no For an example in which an m × m-minor yields the only equality constraint on the covariance matrix, consider 2m + (m − 1) random variables X 1 , . . . , X 2m , Y 1 , . . . , Y m−1 . Define an acyclic digraph (DAG) G m with these random variables as vertices and edges as follows. Every variable Y i is adjacent to every one of the variables X j by a directed edge Y i → X j . Every pair of vertices in {X 1 , . . . , X m } is joined by an edge, and the same holds for every pair of vertices in {X m+1 , . . . , X 2m }. For uniqueness assume that X i → X j implies i < j. Figure 1 shows the graph G 3 , which we will take up in a data example in the conclusion in Section 6.
In the remainder of this section, let I = [m] and J = {m + 1, . . . , 2m}. The graph G m encodes that X I is conditionally independent of X J given Y [m −1] and that the random variables Y i are completely independent; see, for example, [10] for details on the stochastic interpretation of directed graphs. Treating Y 1 , . . . , Y m−1 as hidden yields a Gaussian model for (X 1 , . . . , X 2m ) T . It can be shown that this model contains exactly those distributions N 2m (µ, Σ) that have a covariance matrix of the form Σ = Ω + ΛΛ T , where Λ is an arbitrary 2m × (m − 1)-matrix and Ω is a positive definite block-diagonal matrix; Ω I×J = 0. Let C m be the set of covariance matrices Σ in this model. The following lemma is proven in the Appendix. Lemma 2.3. If a polynomial f in the entries of the covariance matrix Σ evaluates to zero at every matrix in C m , then f is a polynomial multiple of the off-diagonal m × m-minor det(Σ I×J ).
3. Invariance under orthogonal transformations. Given that minors of covariance matrices arise so naturally in independence models, it is interesting to study their natural estimators, namely the minors of the sample covariance matrix. Up to a scaling factor depending on the sample size, such sample minors are distributed like the minors of Wishart matrices, which arise as follows.
Let X ∈ R r×n be a matrix whose columns are independent random vectors distributed according to the multivariate normal distribution N r (0, Σ) with positive definite covariance matrix Σ ∈ R r×r . Then S = XX T is distributed according to the Wishart distribution with scale parameter matrix Σ and n degrees of freedom, in symbols, S ∼ W r (n, Σ). We refer to the Wishart distribution W r (n, I r ) with the identity matrix I r ∈ R r×r as scale parameter, as standard Wishart distribution.
Simple invariance arguments based on ideas from Olkin and Rubin [13] (see also [4] and [7] , Problem 4, page 330) will permit us to learn much about the standard case.
Definition 3.1. Let O(r) be the group of orthogonal matrices in R r×r . The distribution of a symmetric random matrix V ∈ R r×r is orthogonally invariant, if for all G ∈ O(r), the distribution of GV G T is identical to the distribution of V . We will say, for brevity, that V ∈ R r×r is orthogonally invariant.
For S ∼ W r (m, Σ) and G ∈ O(r), we have that GSG T ∼ W r (n, GΣG T ), and hence, the standard Wishart distribution W r (n, I r ) is orthogonally invariant.
The objects of our study are minors det(W I×J ) or det(S I×J ) that are specified by two subsets I, J ⊆ [r] of equal cardinality |I| = |J| = m. We . If the symmetric random matrix V ∈ R r×r is orthogonally invariant, then
Proof. We extend the proof of [13] , Lemma 1, which treats the case m = 1, in which the minors reduce to individual entries of V . Let I, J ∈ r m be two distinct subsets. For j ∈ J \ I, let D j ∈ O(r) be the diagonal matrix equal to the identity matrix except for entry (j, j) which is equal to −1. Then D j V D T j differs from V in that all off-diagonal entries of the jth row and column have been negated. Since
Since |I| = |J|, we can find a permutation that maps the indices in I to those in J . Let P = P IJ ∈ O(r) be the matrix representing this permutation. Then, (P V P T ) I×I = V J×J , and E[det(
Our approach to determine the moment structure of the minors of a Wishart matrix is based on the following ideas. First, recall that if S ∼ W r (n, Σ), and W ∼ W r (n, I r ), then
[For notational simplicity, we will use the symmetric square root throughout the paper but nonsymmetric square roots (e.g., lower triangular) could be used instead.] Second, recall that for a matrix A ∈ R r×r and an integer m ∈ [r], the mth compound of A is the matrix
that is populated with all m × m-minors of A. If m = 0, we set A (0) = 1 ∈ R. The Binet-Cauchy theorem (see, e.g., Marshall and Olkin [11] , page 503 and Aitken [1] , Chapter V) states that
which allows us to use (3.1) for the transfer from standard to general Wishart matrices. The last ingredient to our approach is the fact that the products
which are exactly the quantities of interest for studying the variance-covariance structure of minors of S, are the entries of the Kronecker product S (m) ⊗ S (m) . The next proposition states that the first and second moments of the compound matrix S (m) can be obtained from those of the compound matrix W (m) for a standard Wishart matrix. The result follows from (3.1) and (3.2). Proposition 3.3. Let S ∼ W r (n, Σ) and W ∼ W r (n, I r ) and let Σ 1/2 denote the unique symmetric and positive definite square root of Σ. Then
Proposition 3.3 is only useful if we are able to compute the necessary moments of W (m) . However, the invariance of W under the orthogonal group tells us a great deal about these moments. The full first and second moment structure of W (m) will be derived in Corollary 4.2 and Theorem 4.5.
In the next result I △ J denotes the symmetric difference (J \ I) ∪ (I \ J).
, and let V ∈ R r×r be orthogo-
Moreover, under any permutation of σ the indices in [r],
Proof. Again we extend the ideas in [13] , Lemma 1. 
, as well as (3.4), follows immediately from the orthogonal invariance of V . (4), (3.4) 
We will illustrate the use of Proposition 3.4 further in Example 4.6 where we consider a standard Wishart distribution.
4. Choleski-decomposition of a standard Wishart matrix. The arguments presented in Section 3 determine the first and second moments of minors of orthogonally invariant random matrices only up to constants. In this section we determine these constants for the standard Wishart distribution W r (n, I r ). For this task we use the Choleski-decomposition that has the following convenient distributional property; see, for example, Muirhead [12] , Theorem 3.2.14, for a proof of this classical result.
Lemma 4.1. Let W follow the W r (n, I r ) distribution with n ≥ r. Let T = (t ij ) i≤i,j≤r be lower-triangular with positive diagonal entries such that W = T T T . Then the t ij , i ≥ j, are independent random variables distributed as t 2 ii ∼ χ 2 n−i+1 , i = 1, . . . , r, and t ij ∼ N (0, 1), 1 ≤ j < i ≤ r.
We remark that the elements t ij have been called rectangular coordinates.
, we obtain the following corollary to Proposition 3.2 and to Lemma 4.1 applied to W I×I .
and
The Choleski-decomposition W = T T T of a standard Wishart matrix W reveals additional information. In the remainder of this section assume that n ≥ r, which implies that T is of full rank with probability 1. 
t jj det(TJ ×{c+1,...,m} ).
we obtain that
ii so that we are left with studying the second factor on the right-hand side of (4.1).
For
be the submatrix comprising all rows of T with index in D. Then we can write
represents the orthogonal projection on the kernel of T [c] . Since T is lower diagonal with by assumption nonzero diagonal entries, it holds that ker(T [c] ) = {0} c × R r−c , which means that the projection considered replaces the first c entries of a vector in R r by zeros. Therefore, 
where W i , i = 1, . . . , m, are independent χ 2 n−i+1 random variables and Z = (Z ij ) ∈ R (m−c)×(m−c) is a random matrix of independent N (0, 1) random variables that are also independent of (W 1 , . . . , W m ). In particular, For the derivation of the second moment, recall that E[χ 2 n ] = n and E[(χ 2 n ) 2 ] = n(n + 2). Let S h be the group of permutations of [h] . Then
The variance is obtained using Corollary 4.2.
We next turn to moments of the form E[det(W I×J ) det(W K×L )] with (I, J) = (K, L). By Proposition 3.4, this expectation is nonzero only if I △ J = K △ L. At this point, before proceeding to derive the desired expectation, we would like to emphasize that throughout the paper we consider an index set I = {i 1 , . . . , i m } to be equipped with an ordering. Such an ordering yields an index sequence (i 1 , . . . , i m ) that dictates the order in which we list the rows (or columns) of a submatrix. Since our results so far did not depend on the choice of ordering, we kept this view implicit. For our next result, however, the order in which the indices in I are listed matters since different orderings may lead to different signs of determinants due to the interchanging of the rows or columns in submatrices. For example, 
Moreover, assume that the indices in I, J , K and L are listed according to a total order in [r] under which
Under these conventions it holds that if W ∼ W r (n, I r ), then 
where from Theorems 4.4 and 4.5 respectively, we have f 1 = 2n(2n+1)(n−1) and f 4 = 2n(n − 1) 2 . Next, we have a series of six blocks of size 2 × 2, each involving two pairs (I, J) and (K, L) for which I △ J = K △ L and |I ∩ J| = 1, or equivalently, |I △ J| = 2. Two representatives of these six blocks are 12, 13 24, 34 f 2 f 5 f 2 and 12, 14 23, 34
where by Theorems 4.4 and 4.5 respectively, f 2 = n(n + 2)(n − 1) and f 5 = n(n − 1) 2 . The last block is obtained for the pairs (I, J) with I, J disjoint, or equivalently, 
with f 3 = 2n(n − 1) and f 6 = n(n − 1).
The remainder of this section is devoted to the proof of Theorem 4.5 in which we can assume that r = max(
|, the formula in Theorem 4.5 is not changed if the order of (I, J) and (K, L) is reversed.
where A c = A \ C for any subset A ⊆ [r], and
Proof. The claim follows from the fact that
in conjunction with the independence of W C×C andW (see Lemma 5.2 below).
Since Theorem 4.4 yields the term E[det(W C×C ) 2 ] appearing in Lemma 4.7, the proof of Theorem 4.5 is completed by the following lemma, which is proven in the Appendix. 
where c = |I ∩ J| = |K ∩ L| and p = |Ī ∩K| = |J ∩L|.
Variances of minors.
In Sections 3-4 we found the covariance matrix of the compound S (m) of a Wishart matrix S ∼ W r (n, Σ). However, due to the involved square roots Σ 1/2 , the form of the individual entries of Cov[S (m) ] is not transparent. In this section, we derive explicit formulas for the variances of m × m-minors with m ≤ n.
We begin by reviewing the well-known formula for a principal minor [2] , Section 7.5.
Proof. Apply Let I, J ∈ r m be two disjoint subsets. Then the minor det(S I×J ) is offdiagonal in that it does not involve any diagonal elements of S. Let S IJ×IJ and Σ IJ×IJ be the (I ∪ J) × (I ∪ J)-submatrix of S and Σ, respectively. We partition these 2m × 2m-submatrices into four m × m-submatrices according to I and J where we adopt the shorthand notation S I×I = S II , S I×J = S IJ , etc. Let
Our line of attack in computing the variance of the off-diagonal minor det(S I×J ) = det(S IJ ) is to employ the decomposition
The evaluations of the two terms on the right-hand side of (5.1) are given in Lemmas 5.3 and 5.4, which are based on the following well-known result [12] , Theorem 3.2.10.
Lemma 5.2. If S ∼ W r (n, Σ) and m < n then S JJ ∼ W m (n, Σ JJ ), S II.J ∼ W m (n−m, Σ II.J ), and the random matrix S II.J is independent of (S IJ , S JJ ). Finally, the conditional distribution of S IJ given S JJ is normal and such that
Proof. By (5.2) in Lemma 5.2,
Now the claim follows from Proposition 5.1.
Lemma 5.4. Let Σ IJ denote the I ×J -submatrix of the inverse of Σ IJ×IJ . Then are independent normal random variables with variance 1, albeit these entries are not identically distributed as their means may differ in arbitrary fashion. We are led to the problem of computing Var[det(X)], where the matrix X ∈ R m×m is distributed according to the multivariate normal distribution
Lemma A.1 provides an evaluation of E[det(X) 2 ], and from (5.4) we find that
JJ · det(W JJ ) has the invariance property that for
. In analogy to Proposition 3.2 and the derivation of Theorem 4.4, it holds that
The claim now follows because, by simple considerations about the inverse of the partitioned matrix Σ IJ×IJ , it holds that Σ JJ C = −Σ JI Σ IJ .
Combining Lemmas 5.3 and 5.4 according to (5.1) yields the following proposition.
Proposition 5.5. Let I, J ∈ r m be two disjoint subsets. Then the offdiagonal minor det(S I×J ) = det(S IJ ) of the Wishart matrix S ∼ W r (n, Σ) has variance
Corollary 5.6 ([16]).
In the special case m = 2 the off-diagonal minor det(S I×J ) = det(S IJ ) is known as a tetrad, and
Proof. The claim follows from Proposition 5.5, and the fact that if m = 2, then
Proof. DefineS in analogy toΣ. Since det(S I×J ) = det(S C×C ) det(SĪ ×J ) and S C×C andSĪ ×J are independent (Lemma 5.2), the claim follows from Propositions 5.1 and 5.5.
6. Conclusion. We study first and second moments of minors of a Wishart matrix, relying fundamentally on the properties of compound matrices. For a standard Wishart matrix W , invariant under O(r), we extended classic invariance arguments due to Olkin and Rubin [13] to the case of compounds. This was possible because the Binet-Cauchy theorem implies that the distribution of the compound W (m) is invariant under compounds of matrices in O(r). Note, however, that the distribution of W (m) is not invariant under all matrices in O( r m ). Our results yield closed-form test statistics that are useful for evaluating the goodness of fit of hidden variable models; compare [6] , Section 3. As an example, consider the model from Section 2 that is induced by the graph G 3 in Figure 1 . For illustration we use classic data on physical variables for 305 fifteen-year-old girls from the University of Chicago Lab schools; a correlation matrix is reported in [9] , Table 7 .1, page 169. We choose X 1 , . . . , X 6 as Height, Arm span, Length of forearm, Weight, Chest girth and Chest width. The partition in I = {X 1 , X 2 , X 3 } and J = {X 4 , X 5 , X 6 } thus separates variables relating to lankiness from those relating to stockiness. We compute the I × J minor of the sample correlation matrix (recall Lemma 2.3) and estimate its sampling variance by inserting the correlation matrix into the formula from Proposition 5.5. When doing this we omit the first term in the formula because det(Σ IJ ) is hypothesized to be zero. Comparing the ratio of sample minor and estimated standard deviation to the standard normal distribution gives a p-value of 0.42. In comparison, the likelihood ratio test computed using the EM algorithm has p-value 0.39, which also indicates a good model fit. Repeating the same procedure for a less meaningful variable partition obtained by exchanging Length of forearm (X 3 ) and Chest width (X 6 ) leads to p-values of 0.0034 and 0.0026 for the minor and the likelihood ratio test, respectively. These results suggest that the closed-form minor test may indeed have good power.
In the above example, the only data available were a sample correlation matrix, which we treated as if it were a sample covariance matrix. This is justified, however, because the ratio of sample minor and standard deviation estimate is the same when evaluated over the sample correlation matrix instead of the sample covariance matrix. This fact is a consequence of the multilinearity of the determinant and the Binet-Cauchy theorem, which implies that Var Σ [det(S I×J )] = ( i∈I σ ii )( j∈J σ jj ) Var R [det(S I×J )]. Here, R is the correlation matrix of the covariance matrix Σ. While we can justifiably compute standardized sample minors from correlation matrices, our Wishart distribution results do not yield the moments of minors of sample correlation matrices. The determination of these is an interesting problem for future research. The distribution of sample correlation matrices is orthogonally invariant when the covariance matrix is a multiple of the identity but it is not so in general.
Our data example falls into a traditional large sample setting. We believe that minors may also be useful for high-dimensional settings in which the number of variables is large, perhaps even larger than the sample size. The reasoning behind this speculation is that sample minors may be formed from full rank submatrices even when the entire sample covariance matrix is singular. Clearly a likelihood ratio test against a saturated alternative is impossible under such singularity. APPENDIX A.1. Proof of Lemma 2.3. Let R[σ] be the ring of polynomials in the indeterminates σ ij , i ≤ j. Define I 1 ⊆ R[σ] to be the ideal generated by the minor det(Σ I×J ). Since this minor is irreducible, I 1 is a prime ideal. Define I 2 ⊆ R[σ] to be the ideal of all polynomials that vanish when evaluated at a matrix Σ ∈ C m . The ideal I 2 is also a prime ideal [5] , Section 4.5. In Lemma 2.3, we claim that I 1 = I 2 .
Let V 1 and V 2 be the irreducible varieties of complex matrices Σ such that f (Σ) = 0 for all f ∈ I 1 and all f ∈ I 2 , respectively. In all distributions in the graphical model induced by the graph G m defined in Section 2 it holds that X I ⊥ ⊥ X J | Y [m−1] . Hence, by Proposition 2.2(ii), det(Σ I×J ) = 0 for all Σ ∈ C m , which implies that I 1 ⊆ I 2 and V 2 ⊆ V 1 . Conversely, a matrix Σ ∈ V 1 can be written as Σ = Ω + ΛΛ T with Ω ∈ C 2m×2m block-diagonal and Λ ∈ C 2m×(m−1) . A polynomial in I 2 must vanish at such a matrix Σ. Thus Σ ∈ V 2 , and consequently V 1 = V 2 . Since I 1 is a prime ideal it now follows from the Strong Nullstellensatz [5] , Section 4.2, that I 1 = I 2 .
A.2. Proof of Lemma 4.8. First, we emphasize thatĪ ∩J = ∅,K ∩L = ∅,Ī∪J = I △ J = K △ L =K∪L, and |Ī| = |J| = |K| = |L| = m − c. Defining q = |Ī ∩L| = |J ∩K|, it also holds that p + q = |Ī ∩K| + |Ī ∩L| = |Ī| = m − c. Moreover, since |Ī ∩K| + |J ∩K| = |K| = m − c, it holds that |Ī ∩K| = p = |J ∩L| and |Ī ∩L| = q = m − c − p = |J ∩K|.
