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Abstract. A new methodology for neural learning of nonlinear mappings is presented. It exploits 
the concept of adjoint operators to enable a fast global computation of the network’s response 
to perturbations in all system parameters. 
1. INTRODUCTION 
A considerable effort has recently been devoted to the development of efficient computa- 
tional methodologies for learning. Attention has largely focussed on the back-propagation 
algorithm because of its simplicity, generality and the promise that it has shown in regard 
to various applications [9,12]. More recently, Pineda [8] has derived a generalization to 
back-propagation for recurrent networks. In a similar vein, Williams and Zipser [13] have 
presented algorithms for learning tasks with temporal dependencies. Pearlmutter [7] has 
proposed a similar technique which minimizes an error functional between output and tar- 
geted temporal trajectories. In a significantly different approach, Barhen, Gulati and Zak 
[3,4] recently introduced neural formalisms to efficiently learn nonlinear mappings using a 
new mathematical construct, i.e., terminal attractors [14]. Terminal attractor representa- 
tions were used not only to ensure infinite local stability of the encoded information, but 
also to provide a qualitative as well as quantitative change in the nature of the learning 
process. In particular, they imply loss of Lipschitz conditions at energy function minima, 
which results in a dramatic increase in the speed of learning. 
The development of learning algorithms is generally based upon the minimization of a 
“neuromorphic” energy-like function. A fundamental requirement of all previously men- 
tioned methods is the computation of the gradient of this objective function with respect to 
the various parameters of the neural architecture, e.g., synaptic weights, neural gain, etc. 
In the present paper we introduce a new methodology for their efficient analytical computa- 
tion, as a single solution of a set of “adjoint” equations. We have already successfully used 
adjoint operators in some of our earlier work in the fields of energy economy modeling [l] 
and nuclear reactor thermal hydraulics [2,11] at the Oak Ridge National Laboratory, where 
the concept flourished during the past decade [5,6]. 
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Jet Propulsion Laboratory, California Institute of Technology, and was sponsored by agencies of the U.S. 
Department of Delense, and by the Office of Basic Energy Sciences of the U.S. Department of Energy, through 
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2. ADJOINT OPERATORS 
Consider, for the sake of generality, that a problem of interest is represented by the following 
system of N coupled nonlinear equations 
@(ii,P) = 0 (2.1) 
where 8 denotes a nonlinear operator. If differential operators appear in Eq. (2.1), then a 
corresponding set of boundary and/or initial conditions to specify the domain of cp must also 
be provided. The learning model discussed in this paper focuses on the adiabatic approxi- 
mation only (steady state networks). Nonadiabatic learning algorithms will be discussed in 
a forthcoming article [lo]. 
Let 6 and p represent the N-vector of dependent variables and the M-vector of system 
parameters, respectively. We will sssume that generally M >> N and that elements of F 
are, in principle, independent. Furthermore, we will also assume that, for a specific choice 
of parameters, a unique solution of Eq. (2.1) exists. Hence, 6 is an implicit function of p. A 
system response, R, represents any result of the calculations that is of interest. Specifically 
R= R(f4 13 P-2) 
i.e., R is a known nonlinear function of p and ti and may be calculated from (2.2) when 
the solution 6 in Eq. (2.1) has been obtained for a given ii. The problem of interest is 
to compute the “sensitivities” of R, i.e., the derivatives of R with respect to parameters 
P/J, P = I,***, M. By definition 
dR bR + _.- aR ati 
dp, = ap, a,U ap, 
(2.3) 
Since the response R is known analytically, the computation of aR/ap, and aR/aii is 
straightforward. The quantity that needs to be determined is the vector aiilap,. Differen- 
tiating the state equations (2.1), we obtain a set of equations to be referred to as “forward” 
sensitivity equations 
(2.4) 
To simplify the notations, we are omitting the “transposed” sign and denoting the N X 
N forward sensitivity matrix a@/% by A, the N-vector aiijap, by fi.7 and the %ource” 
N-vector -@lap, by p’s. Thus 
A ‘Z = p’s (2.5) 
Computation of the response gradient using the forward sensitivity equations would require 
solving a system of N nonlinear algebraic equations for each parameter p,, since the source 
term in Eq. (2.5) explicitly depends on p. This difficulty is circumvented by introducing 
adjoint operators. Let A’ denote the formal adjoint of the operator A [l,ll]‘. The adjoint 
sensitivity equations can then be expressed as 
A’ Pf’ = “E’ (2.6) 
By definition, for algebraic operators* 
Pi’ . (A b’f) = PE’ . P~c = Pf . (A’ “r*) = Pi . /“I’ (2.7) 
lAdjoint operators can only be considered for densely defined linear operators on Banach spaces. For the 
neural application under consideration we will limit ourselves to real Hilbert spaces. Such spaces are self-dual. 
?The domain of an adjoint differential operator is determined by selecting appropriate adjoint boundary 
conditions. The associated bilinear form evaluated on the domain boundary must generally be also included. 
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Since Eq. (2.3) can be rewritten as 
if we identify 
(2.8) 
(2.9) 
we observe that the source term of the adjoint equations is independent of the specific pa- 
rameter pr. Hence, the solution of a single set of adjoint equaiions will provide all the 
information required to compute the gradient of R with respect to all parameters. TO under- 
score that fact we shall denote pi’ as O. Thus 
dR dR+c 
dp, = dP, 
. 1’s. (2.10) 
3. APPLICATIONS TO NEURAL LEARNING 
We formalize a neural network as an adaptive dynamical system whose temporal evolution 
is governed by the following set of coupled nonlinear differential equations 
u, + K, un = c G, drfn %l> + kL (3.1) 
” 
where u, represents the mean soma potential of the nth neuron and T,, denotes the synaptic 
coupling from the m-th to the n-th neuron [3]. Th e constant K,, characterizes the decay 
of neuron activity. The sigmoidal function g(.) modulates the neural response, with gain 
given by y,,, ; typically, s(v) = tanh(yz). The “source” term, ‘I,, encodes component 
contributions by the presented attractors k~ of the E-th training pattern via the expression 
LIn = 
{ 
[k% - s(m %a> lP ifnESx 
0 ifn ESHUSy ’ 
(3.2) 
The topographic input, output and hidden network partitions SX, Sy and SH are architec- 
tural requirements related to the encoding of mapping-type problems. Details are given in 
[3]. In previous articles [3,4,14] we have demonstrated that in general, for p = (2i + l)-’ 
and i a positive integer, such attractors have infinite local stability and provide opportunity 
for learning in real-time. 
To proceed formally with the development of a learning algorithm, we consider an ap- 
proach based upon the minimization of a constrained “neuromorphic” energy-like function 
E given by the following expression: 
E(u,i,$ = f c 1 w,, ( T’,,, - Tnn, Gm ) + (3.3) 
n m 
where the constraints are of the form 
‘r n 
ka* - g(m kGd if n ESxUSy = 
0 if n E SH 
(3.4) 
Typically, a positive value such as 2 is used for a. The weighting factor w,, is constructed 
in such a fashion, as to favor locality of computation. The indices n, m span over all neurons 
in the network. Lagrange multipliers corresponding to the n&th constraint are denoted 
by ‘A,,. The superscript - denotes quantities evaluated at steady state. The proposed 
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objective function includes contributions from two sources. First, it enforces convergence of 
every neuron in Sx and Sr to attractor coordinates corresponding to the components in 
the input-output training patterns, thereby prompting the network to learn the underlying 
invariances. Secondly, it regulates the topology of the network by enforcing symmetry, and 
by minimizing interconnection strengths between distant synaptic elements to favor locality 
of computation. 
Lyapunov stability requires an energy-like function to be monotonically decreasing in time. 
In our model the internal dynamical parameters of interest are the synaptic strengths Tij of 
the interconnection topology, the characteristic decay constants Ki, the gain parameters yi 
and the Lagrange multipliers ‘Ai. This implies that we require 
’ = C C $ i;:j + C g ii + T g +i + C C $ ‘ij < 0 (3.5) 
i j ij i s Ii i 
One can always choose, with p > 0 
dE 
i;:j = -~ - 
dTij (3.6) 
where v introduces an adaptive parameter for learning (see, e.g., [3,4]). Similar expressions 
can be constructed for k and 4, e.g., 
dE 
pi = --r, - 
dtci 
and 
dE 
pi = -? dyi (3.7) 
with r*, rv > 0. Then, substituting in Eq. (3.5) and denoting tensor contraction by $, 
one obtains 
VxE CB i < r~ ( VTE$VTE) + r, (V,EsV,E) + T. (V,E@V,E) (3.8) 
Without loss of generality, one can assume r = r~- = r, = rv. 
The equations of motion for the Lagrange multipliers ‘Ai must now be constructed in such 
a way that Eqn. (3.8) is strictly satisfied. In addition, when the constraints are satisfied, 
i.e., as ‘m + 0 in Eq. (3.4), we require that ‘Xi * 0 V 1. We have adopted the following 
analytical model for the evolution of Ai, 
‘~j = T rI 
A + (l/(A + Q) 
‘[VxEli w-9 
where II = VTE $ VTE + V,E $ V,E + V,E $ V,E , A = VxE 63 VAE and B 
is an arbitrary positive constant. It is straightforward to prove that this model fulfills the 
above requirements. 
In relating adjoint theory to the neural learning algorithms, we identify the neuromorphic 
energy-like function, E in Eq. (3.3), with the system response. Let ~7 denote the following 
system parameters: 
The adiabatic solution to the 
k, AZ = 1,*-e , 1-C is given by 
“cp,( ‘C$ = 
nonlinear equations of motion (3.1), for each training pattern 
-&a ‘6, + c Tn, g(ym kii,) + “I,, = 0. (3.11) 
m 
So, in principle, kii, = ‘ii, [T, ii-, 7, ‘on, .. -1. Using Eqs. (3.1 
matrix can be computed and compactly expressed as 
l), the forward sensitivity 
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kAnm = a = a”% [ -&I + -$I 6,, + Tn, “&n ym 
(3.12) 
= ‘rln L, + ym kiL Tnm 
where ij,,, represents the derivative of g,,, with respect to u,. The adjoint sensitivity matrix 
is 
‘A;,,, = k~mLn + yn “in Tmn. (3.13) 
Using Eqs. (2.9) and (3.3), we can compute the adjoint source: 
kg = - 
” k/l, kr;-t yn kjn (3.14) 
The system of adjoint equations can then be constructed using Eqs. (3.13) and (3.14), to 
yield : 
C[ “v7m 6,, + Tm, ‘jr, y,, ] “Gm = - “A,, kI’;-t yn “i,, (3.15) 
m 
Notice that the above system, (3.15), is linear in ‘C. Furthermore, its components can be 
obtained as the equilibrium points, (i.e., tii + 0) of the concomitant dynamical system 
kjn [ cT,n,, v,,, + “A,, krnQ-l ] 
” 
(3.16) 
To proceed with our derivation of learning algorithms, we differentiate the steady-state 
equations (3.11) with respect to each parameter, pti, to obtain the forward source term, P~k: 
pSk = - a kin 
n [ Sk6 I ‘p,,si + [ bni g(Yj ‘cj) ] 'p,,T,j + [ Tni kii kG + dri ]6pr,7, 
(3.17) 
Substituting Eq. (3.17) in (2.10), and recalling that our abstract response corresponds here 
to the energy function E, yields 
The explicit energy gradient contributions for parameters p, = T, R, 7 
immediately result : 
dE 
- = wij Tij - wji Tji 
oij 
- C kiJi g(Yj 'cj) 
k 
dE 
z = C ‘Gi C kiin 
i 
k n 
(3.18) 
(3.19) 
(3.20) 
dE 
dyi 
= -c kAi kyp-1 kji Qi (3.21) 
k 
+ }-Ix [ Tni ‘ii kiii + 2 ] ‘Cn 
k n L 
Substituting Eqs. (3.19)-(3.21) into Eqs. (3.6) and (3.7), we then obtain the complete 
learning dynamics. 
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4. CONCLUSIONS 
In this paper we have presented a powerful theoretical framework for learning continuous 
nonlinear mappings using artificial neural networks. Central to our approach is the concept 
of adjoint operators which enables a fast computation of energy function gradients with 
respect to all system paramters using a single solution of the adjoint equations. 
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