Abstract: In the detection of particles using digital in-line holography, measurement accuracy is substantially influenced by the hologram processing method. In particular, a number of methods have been proposed to determine the out-of-plane particle depth (z location). However, due to the lack of consistent uncertainty characterization, it has been unclear which method is best suited to a given measurement problem. In this work, depth determination accuracies of seven particle detection methods, including a recently proposed hybrid method, are systematically investigated in terms of relative depth measurement errors and uncertainties. Both synthetic and experimental holograms of particle fields are considered at conditions relevant to particle sizing and tracking. While all methods display a range of particle conditions where they are most accurate, in general the hybrid method is shown to be the most robust with depth uncertainty less than twice the particle diameter over a wide range of particle field conditions.
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Introduction
Digital in-line holography (DIH) has been extensively applied to the detection and characterization of particle fields, where the particles can be tracer particles in flow measurements [1] [2] [3] [4] , droplets in spray diagnostics [5] [6] [7] [8] , micro-organisms in biological mobility studies [9, 10] , bubbles in multiphase flows [11, 12] and other particles of interest [13] [14] [15] . Besides the simplicity of the in-line setup, the accessibility to three-dimensional (3D) information has promoted the application of DIH, in which the particle size, shape and 3D location can be measured. Furthermore, 3D, three-component velocities can be determined by pairing particles detected in sequential holograms. The performance of DIH relies heavily on the accuracy of the measured particle depth (z location). Reconstruction at an accurate depth gives a well-focused particle image and ensures precise extraction of the particle's size, shape and transverse location (x-y location). In addition to hardware issues (e.g., low pixel resolution of digital cameras) that affect the accuracy of particle detection, the methods (algorithms) to extract the depth also have a remarkable influence on the measurement accuracy.
Various methods have been developed to process in-line holograms, and methods to determine particle depth can be broadly grouped into three categories. The first category includes methods that utilize the reconstructed intensity (amplitude) image of the particle. The presumption is that when the hologram of a particle is reconstructed at the particle's true depth, i.e., focal plane of the particle, the focus criterion reaches its extremum. In the reconstruction of particle holograms without filtering of the DC term, the focused image of a particle appears as a dark region with sharp edges in contrast to the bright background. For this reason, the minimum intensity of a reconstructed particle image is commonly used as a focus criterion [15] [16] [17] . Specifically, the particle depth is determined by locating the z-position where the particle image intensity reaches a minimum. Similarly, the depth may also be found by maximizing a sharpness index applied to the reconstructed particle image [14, [18] [19] [20] [21] [22] . Furthermore, assuming the focused particle image has an even intensity distribution, the minimum variance may also be used as a focus indicator [23, 24] . Additionally, symmetry of the out of focus images about the in-focus z position has been utilized by Yang et al. [25] to find the depth by maximizing a correlation coefficient (CC) of the particle images reconstructed before and after the focus position. Finally, the HYBRID method [22] is a new method which has recently been proposed by the authors. In-focus particles are found by searching for regions with a minimum intensity and maximum edge sharpness. Particular advantages of the HYBRID method include automatic selection of thresholds for image segmentation, precise determination of the in-plane (x-y plane) shape, and suitability to particles of arbitrary shapes.
The second category includes approaches that use the complex amplitude information of the reconstructed light field. For example, Pan and Meng [26] use the dip position in the root mean square (RMS) value of the imaginary part of the reconstructed complex amplitude as the focus position. Yang et al.
[27] discover a phase signature near the particle focus depth and locate a particle by searching for this phase signature in the depth direction. Dubois et al. [28] determine that the integrated amplitude of the reconstructed wave reaches a minimum for pure amplitude objects and achieves a maximum for pure phase objects at the focal plane of the object.
Finally, the third category includes methods that determine the depth by analyzing the interference pattern without reconstruction of the holograms. The wavelet analysis has been applied to the detection of particle size and location [29, 30] . Also, Soulez et al. [31] propose a depth refinement method by looking for the set of particle parameters at which the discrepancies between the model and the experimental data are minimized statistically.
Among the aforementioned works, methods used to determine measurement accuracy are inconsistent. Consequently, a systematic comparison of method accuracy is difficult, and it remains unclear which method is best suited to a given measurement problem. To conduct a systematic characterization of measurement accuracy, both synthetic and experimental holograms of particles are needed. Results obtained from synthetic holograms, which do not include all experimental noise sources, can be considered to give an estimation of the optimal performance of a method. On the other hand, results obtained from experimental holograms are necessary to investigate the influence of realistic noise sources on detection accuracy.
This work focuses on applications of DIH for simultaneous measurement of particle position and size. The range of conditions investigated is selected based on recent applications [7, 8, 11 , 23] and current sensor technology. In general particle sizes are significantly larger than the pixel size, which allows for extraction of particle morphology from in-focus images. Note, for applications where tracer particles are utilized in flow measurements (e.g., holographic particle image velocimetry, HPIV), particle sizes are often on the order of pixel sizes. In that case, accurate particle sizing is typically not of interest and alternative depth retrieval method are often utilized [17, 26, 34] . This work is not intended to address such ap-plications. Further note, as is often the case in the literature for applications of DIH to particle sizing and tracking [11, 20] , some of the conditions explored here violate the critical recording distance, defined in [34] . Consequently fringes near the hologram borders are not fully resolved. More work is needed to determine if the critical recording distance, which was originally developed for HPIV applications, can or should be applied for situations where the particle size is much greater than the pixel size.
In the present study, the measurement accuracy of the HYBRID method is quantified in terms of relative depth error and depth uncertainty using both synthetic and experimental holograms. Considering comparability and the amount of coding needed, we also quantify the accuracies of six alternative methods, which belong to the first category of particle detection methods. The HYBRID method and the alternative methods are described after a brief introduction to the technique of DIH. This is followed by the numerical and experimental quantification of measurement accuracy and the conclusions. The schematic of DIH for particle detection is shown in Fig. 1 . In the recording step, a plane wave illuminates the particles, and the hologram is formed by the interference between the light scattered off the particles (object wave) and the undisturbed part of the illuminating light (reference wave). The hologram is recorded as a digital grayscale image h(m, n) by an imaging sensor (CCD or CMOS) and stored in a computer. In the reconstruction step, the RayleighSommerfeld diffraction equation is evaluated numerically to simulate the analog reconstruction process in which the reference wave illuminates the hologram and further propagates to a reconstruction plane forming the reconstructed image. The numerically reconstructed complex amplitude E r can be expressed as
(1)
is the discrete analytical expression for the Fourier transform of the Rayleigh-Sommerfeld diffraction kernel [32] . The reconstructed amplitude is A r = |E r |, and the reconstructed intensity is I r = |E r | 2 . One advantage of numerical reconstruction is digital focusing, in which particles at different depths can be brought into focus by altering the value of z r during reconstruction using Eq. (1), as shown in Fig. 1(b) . Accordingly, the depth at which a particle is in focus is determined as the z coordinate of the particle. Further, the transverse (x and y) coordinates and in-plane size and shape of the particle can be evaluated from the focused image of the particle.
Hybrid method for particle field detection
The HYBRID method was recently proposed in [22] . Here, further details of the method implementation are given. This method uses the edge sharpness in conjunction with the image intensity to realize automatic selection of segmentation thresholds and optimized detection of particle binary images. Depth is determined by maximizing the edge sharpness. Four steps are involved in the implementation of the method. 
The first step is volume reconstruction of the hologram to obtain the minimum intensity map, I min , maximum Tenengrad map, T max and its depth map, D T , as shown in Figs. 2(a)-2(d). These are expressed mathematically as
T (k, l, z r ) is the sharpness of the reconstructed image, quantified by the Tenengrad operator, which can be expressed as
where S x and S y are the horizontal and vertical Sobel kernels, respectively. The depth range (z min ≤ z r ≤ z max ) for the volume reconstruction is established such that the particles of interest are enclosed. It is assumed that the interval between consecutive depths is small enough to neglect its influence on the measurement accuracy. The second step is segmentation of the particle field by thresholding I min using an automatically selected threshold. Symbol T t {} denotes the thresholding operation using a threshold t, which results in a binary image, as illustrated in Fig. 2(f) . Symbol E {} denotes an operation that finds the exterior edge pixels (exterior contours) of binary segments, which can be realized by subtracting the original binary image from the morphologically dilated binary image. Figure 2(g) shows the E {} operation applied to the binary image in Fig. 2 (f). An optimal threshold is selected from a sequence of tentative thresholds bounded by the minimum and maximum values in I min . The selection process is automated using the global sharpness S(t) at each tentative threshold t, which is defined as
where · denotes pointwise multiplication. The profile of S(t) achieved from Figs. 2(b) and 2(c) is shown in Fig. 2 (e). t o is selected from the maximum value of S(t) and defines the optimal threshold, at which the particle segments ( Fig. 2(f) ) are separated from each other and easily identified. The third step refines the detection of each particle. According to the size and in-plane (x-y) location information of the segments obtained in the second step, rectangular local windows are defined to enclose individual particles, as indicated by the red rectangles in Fig. 2 . The typical size of a local window is twice that of the segment enclosed. Next, the procedures in the second step are applied locally in each window to find the optimal threshold for each particle. Specifically, the optimal threshold for a particle, t o , is obtained by maximizing the local sharpness, S W (t), expressed as
where W is the set of pixels that belong to the window. The edge pixels are identified by E {T t o {I min }}. Assuming that the edge sharpness is maximized when the particle is in focus, the z location is estimated by conditionally averaging the depths of the edge pixels (according to D T ). To exclude potential outliers during the averaging, the edge pixels, whose sharpness values are less than half of the maximum sharpness value in the window (according to T max ), are eliminated. An initial depth z d is then determined by taking the mean of the depths of the rest of edge pixels. The fourth step is further refinement of the measurement using the local intensity. After the hologram is reconstructed at z d , a new optimal threshold, t o , is decided by replacing I min in Eq. (8) with the local intensity, I r (k, l, z d ). The final depth, z d , is determined for the particle, following the procedure in the third step. Since the local intensity, shown in the inset in Fig. 2 , describes the particle better than I min , the refined particle binary image with smooth contours is obtained by thresholding the local intensity with t o , as shown in Fig. 2(h) . Further, the transverse location, in-plane size and shape of the particle can be measured from the refined binary image.
Alternative particle detection methods
In addition to the HYBRID method, six other particle detection methods are tested in order to evaluate the accuracy of each method and determine the measurement problems to which they are best suited. Below is a brief introduction to these methods.
Laplacian (LAP) method
The LAP method [14] locates a particle in the z direction by maximizing the sum of squared Laplacian values in an investigation window enclosing the particle. The LAP value can be expressed as
where
is the Laplacian kernel. Then, the particle depth z d is determined by maximizing LAP(z r ). In the present study, the size of the window is twice that of the particle enclosed.
Correlation coefficient (CC) method
The CC method [25] finds the particle depth by maximizing the CC value along the z direction, which can be written as
is the mean intensity in the window. ∆C z is the correlation interval, which is set to 1 cm [25]. For the CC method, the size of the window is 3 times that of the particle enclosed.
Variance (VAR) method
A focused particle image tends to have a uniform intensity distribution, based on which the z location can be determined by minimizing the variance of the intensity of the particle [23, 24] . This can be calculated by
where P is the set of pixels that belong to the particle, N P is the number of the particle pixels, andĪ P (z r ) is mean intensity of the particle.
Minimum intensity (MINI) method
By minimizing the mean intensity of the particle, the depth of a particle can be determined as [15] 
Minimum edge intensity (MINEI) method
Similar to the MINI method, the average depth of the edge pixels has been used to estimate the particle depth [11] , which can be obtained by
is the depth map for I min (k, l). IE is the set of interior-edge pixels, which is a subset of P. N IE is the number of interior-edge pixels.
Integrated gradient (IG) method
In the IG method, there are two focus criteria [20] , which are both based on the difference between the average intensity of the particle image and that of the background. According to the particle diameter and distance, one of the criteria is selected and maximized to locate the particle in the z direction. The first criterion IG 1 (z r ) is defined as
where EE is the set of exterior-edge pixels, which are the background pixels that just encompasses the particle. N EE is the number of exterior-edge pixels. The second criterion IG 2 (z r ) is defined as
To implement the alternative methods, knowledge of the pixels that belong to the particle (or the particle binary image) is required. Therefore, in the processing of synthetic holograms, the alternative methods work on the exact particle pixels. This eliminates the effects of inaccurate particle binary images, such that the synthetic results give the optimum performance of the methods. In contrast, in the processing of experimental holograms, the exact particle information is not available. Since the HYBRID method is able to determine the particle binary image with a good degree of accuracy (Fig. 2) , the alternative methods are implemented according to the particle pixels detected by the HYBRID method. Note, no pre-processing of the hologram, such as DC filtering and noise reduction, is conducted for both synthetic and experimental holograms, before implementing the particle detection methods.
Quantification of measurement accuracy by synthetic holograms
In this section, particle detection methods are applied to synthetic holograms, and results are compared with the particle parameters used for hologram simulation.
Accuracy in detecting a single particle
The results obtained from detection of a single particle represent the ideal performance of a particle detection method, because the hologram is free of experimental noises, e.g., diffraction patterns due to dusts on optics, aberrations in the planar wavefront, interference between light scattered by different particles, etc.
Holograms of particles with circular and square cross-sections are simulated at different particle sizes and distances. and then digitized by rounding to the nearest integer. Normally distributed random noise with a standard deviation of 164 is added to each pixel. This procedure is analogous to an experimental hologram recorded by a 14-bit digital camera with the brightest pixel having a grayscale value of 9830 (60% of the full scale) and the readout noise is 1% of the full scale. For each particle condition (Fresnel number), 10 such holograms are simulated and processed to investigate the effects of random noises on particle detection. Therefore, a total of 480 holograms are simulated for each shape.
Shown in Fig. 3 is the measurement accuracy of the z location for single circular and square particles. The horizontal axis is the Fresnel number F, which is logarithmically scaled for clarity. The vertical axis (z d −z 0 )/D 0 is the relative depth error with respect to the particle diameter, where z d is the mean value of the depths detected from 10 holograms for each Fresnel number. δ z is the standard deviation (uncertainty) of depth determination caused by the random noise, which is also nondimensionalized by dividing by the particle diameter. Note, the depth error is the discrepancy between the measured depth and the actual depth, which can be interpreted as a systematic error in z-location measurement. In particle velocity measurements using two sequentially recorded holograms, the calculation of z-displacement by subtraction of depths tends to eliminate the mean depth error, and thus uncertainty in z-velocity measurement is best related to depth uncertainty, δ z . Particularly, z-velocity uncertainty can be estimated as 2 1/2 δ z /∆t, assuming that the precision of the time interval ∆t contributes negligibly to the overall uncertainty. Figure 3 reveals that all methods display a range of conditions where their performance is optimal. For applications of DIH, these results may provide guidance in selecting a reconstruction algorithm which is best suited to the expected particle conditions and desired measurement quantities. Here the results are shown as a function of F, revealing some general trends which are discussed further in the following paragraphs. In addition, a table containing the full simulation results is provided as Media 1. As shown in Fig. 3 , the HYBRID, CC, MINI, and IG methods all perform similarly well when applied to simulated holograms of single circles and squares. For these methods the depth error and uncertainty are generally less than two particle diameters. On the other hand, the LAP, VAR, and MINEI methods display significantly higher errors or uncertainties at certain conditions. While a complete analysis of the root causes of error and uncertainty in all seven methods is beyond the scope of this work, the following discussion attempts to provide initial explanation for some of the trends observed. Figure 4 shows two hologram simulations. The top row (Figs. 4(a)-4(c) ) is for a case of relatively high F = 0.063. Figure 4(a) shows the simulated hologram, while Fig. 4(b) shows the radial intensity profile along the dotted line in Fig. 4(a) . The inset in Fig. 4(a) shows the reconstructed intensity when the hologram is re-focused to the actual particle position, z 0 , using Eq. (1), while Fig. 4(c) shows the radial intensity profile along the solid line in the re-focused image. In addition, Fig. 4(c) shows the intensity profiles when the hologram is re-focused to z r = z 0 ± 10D 0 (green and blue lines). Finally, the bottom row (Figs. 4(d)-4(f) ) is for a case of relatively low F = 0.004 and is displayed in a similar manner.
The LAP and VAR methods both tend to display highest error and uncertainty at lowest F. As the bottom row in Fig. 4 reveals, at small F the interference fringes have a larger radial 
(a) and 4(d).
Consequently, focus metrics which rely on edge sharpness (e.g., the LAP method) or particle image uniformity (e.g., the VAR method) tend to display higher uncertainties at lower F.
On the other hand, the MINEI method tends to display higher error and uncertainty at higher F. This method relies on the assumption that pixels on the particle edge experience a minimum in intensity when reconstructed at the actual particle position, z 0 . Figure 4 (f) reveals that this is generally true at low F (notice the intensity near the particle edge is minimum when z r = z 0 , red line, in comparison to z r = z 0 ± 10D 0 , green and blue lines). In contrast, at higher F Fig. 4 (c) reveals that rapid variation in intensity at the particle edge results in some pixels near the border which do not follow this trend. Combined with necessary discretization of the edge region as selected by the MINEI method, this effect tends to increase error in the measured particle depth at higher F.
It is important to retaliate that this discussion addresses the effect of only one parameter, F, on the method accuracy. In practice it is well known that many other parameters can affect accuracy including the particle diameter/pixel size ratio, signal to noise ratio, particle morphology, position of the particle with respect to the detector edge, laser wavelength and coherence, particle number density, three-dimensionality of the particle fields, particle overlap within the field of view, etc. The results provided in Media 1 can be used to explore some of these effects (such as the particle diameter/pixel size ratio and the particle morphology). In addition, results presented in the proceeding sections use simulations and experiments of particle fields to provide some additional insight into the effects of particle number density, three-dimensionality of the particle field, and particle overlap. Nevertheless, due to the wide range of factors affecting measurement accuracy, caution should be applied before extending any of the results or conclusions presented here to conditions not explored in this work.
Finally, it is noted that, with the exception of the HYBRID method, simulation results presented in this section were calculated using a-priori knowledge of the particle x-y location and shape. In contrast, the HYBRID method has been specifically designed to automatically select thresholds for image segmentation, and therefore can also be used to measure particle x-y location and shape. Figure 5 shows the relative error and uncertainty of these quantities as measured by the HYBRID method for the range of conditions explored in this section. A particle can be located in the x-y plane with sub-pixel accuracy (less than 0.1 pixels). The relative error of size measurement is less than 5%, except at small Fresnel numbers where sizing becomes difficult due to decreased edge sharpness as displayed in the bottom row in Fig. 4 . Similar results are given in [22].
Accuracy in detecting a particle field
In practical applications, instead of a single particle, the object of interest is often a particle field, where light scattered from other particles contributes to the noise, resulting in increased depth errors and uncertainties. Here, synthetic particles are of spherical shapes and are randomly distributed in a volume of dimensions 7.6 mm × 7.6 mm × 5 cm, where 5 cm is the dimension in the z direction. Dimensions in the x and y directions are determined by the hologram size (1024 × 1024 with 7.4 × 7.4 µm 2 pixels). To exclude the effects of overlapping particles on particle detection accuracy, the particles are separated transversely from each other, such that the minimum in-plane distance between neighbor particle centers is 3D 0 . Particle diameters are normally distributed with a standard deviation of 10 µm. The mean diameter D 0 is 50 µm or 100 µm. The distance between the hologram plane and the nearest surface of the particle volume, L, is 0.06 m or 0.12 m. The particle number density, ρ n , which is the average number of particles over the cross-section area of the volume, has two values: 3 mm −2 and 6 mm −2 . Eight different particle fields are generated by varying D 0 , L and ρ n . To simulate the effects of particle displacement between sequentially recorded holograms, six holograms are calculated wherein the particle field is displaced 1 mm in the z direction between each hologram. In total 48 holograms are generated. The wavelength is 532 nm.
The hologram reconstruction equation (Eq. (1)) is applied to simulate holograms of particle fields. First, particles are sorted such that their distances to the hologram plane are arranged in a descending order, e.g., z 0,i > z 0,i+1 . The complex amplitude immediately after impinging on the i th particle can be expressed as 
is the mask function of the i th particle with diameter D 0,i located at (x 0,i , y 0,i , z 0,i ).
the complex amplitude right after impinging on the (i − 1) th particle, and E
, assuming a uniform plane wave impinging on the first particle. Finally, the hologram is obtained by
where K is the number of particles. To alleviate the space-domain aliasing introduced by the inverse FFT operation, the simulation is conducted within a much larger "frame", and the final hologram is cropped from the center of the larger hologram. Specifically, a 4096 × 4096 hologram is first simulated, then the 1024 × 1024 hologram used for uncertainty characterization is cropped from the center. The effects of digital recording are also included in the same manner as in Section 5.1. Two sample synthetic holograms of particle fields are shown in Figs. 6(a) and 6(b). Again, the alternative methods are operated on the exact particle pixels and windows, while the HYBRID method is implemented without knowledge about the particle field. Due to 
7.0 7.5 6.4 6.4 2.8 3.5 2.6 3.2 the limited size of the hologram, some fringes are lost for particles close to the borders, leading to inaccurate particle detection. Therefore, for L = 0.06 m, particles within 50 pixels of the borders are neglected; for L = 0.12 m, particles within 100 pixels of the borders are neglected. An average Fresnel number F can be calculated for each particle field using D 0 and the distance between the hologram plane and the particle field center, as shown in the first row of Table 1 . The z locations of the particles identified by the HYBRID method are determined using alternative methods by applying them directly to the exact particle pixels and windows. For each pair of particles in consecutive holograms, an individual displacement ∆z d can be obtained by subtraction of the first depth from the second depth. The standard deviation of displacements detected from all pairs of particles in the five translations is taken as the z-displacement uncertainty, which is then divided by 2 1/2 to obtain the depth measurement uncertainty, δ z . To evaluate the depth error, the detected depth, z d , is compared with the particle actual depth, z 0 , and the relative depth error is calculated by |z d − z 0 |/D 0 . For each particle field, the mean value of ∆z d is computed from all particle pairs in the five translations, and the mean value of |z d − z 0 |/D 0 is computed from all detected particles in the six holograms, as listed in Table 1 . The relative depth uncertainty is with respect to the mean particle diameter, D 0 .
As shown in Table 1 , for a given F, higher particle number density has negative effects on all particle detection methods, as is expected due to the increased noise introduced by neighboring particles. Similar to the results presented in Section 5.1, Table 1 indicates that the HYBRID, MINI, and IG methods all perform relatively well over the range of conditions explored here. Also, the VAR method is generally less accurate at low F, while the MINEI method is less accurate at higher F. However, in contrast to the results presented in Section 5.1, the LAP method shows relatively high uncertainty over the entire range of F, and the CC method degrades severely at high F. Both the LAP and CC methods are performed within windows that enclose target particles, thus noise due to light diffraction from adjacent particles are also included in the window, as shown in the background in Fig. 6(d) . It is theorized that the focus metrics of the LAP and CC methods are severely degraded by this noise resulting in the high uncertainty shown in Table 1 . Overall, the depth error and uncertainty of the HYBRID method are both less than one particle diameter, while the MINI and IG methods demonstrate superior performance compared to the HYBRID method in terms of smaller depth errors and uncertainties. One is reminded that knowledge of the exact binary images of synthetic particles contribute to their superior performances.
For the HYBRID method, the detection effectiveness is defined as the ratio of the number of detected particles to the total number of particles, which measures the method's capability to automatically extract particles in a particle field. The mean detection effectiveness of the HYBRID method averaged from the six holograms for each particle field is listed in Table 2 . The particle size and shape are also measured by the HYBRID method. For each particle field, Table 2 . The relative errors in measurement of the particle diameter, width and height are about 5%, which demonstrates the validity of the particle binary images extracted by the HYBRID method.
Quantification of measurement accuracy by experimental holograms
In most experiments involving 3D particle fields, the true x, y, z position of each particle is not known. Therefore, only depth uncertainty, δ z , can be quantified by processing of sequential holograms of particle fields translated in the z direction.
6.1. Accuracy in detecting a planar particle field A planar particle field is produced by placing silicon dioxide (S i O 2 ) particles on a thin flat glass. The surface of the glass, on which the particles are placed, is perpendicular to the z direction. The glass is further fixed on a translation stage, so that the particle field can be translated to different z positions. The expanded and collimated beam from a He-Ne laser (λ = 632.8 nm) is used to illuminate the particle field, and the hologram is recorded by a CCD camera (Cooke pco.2000) with 2048 × 2048, 7.4 × 7.4 µm 2 pixels. Most of the particles reside in a region of 1500 × 700 pixels, which is then cropped from the original size as the hologram. The glass is translated to sequential z positions with a positioning uncertainty of 12.7 µm. In an experiment, the glass slide is translated to a total of six different z-positions with uniform spacing, ∆z 0 .
Two different values of ∆z 0 are considered (127 µm and 635 µm), yielding a total of twelve holograms. Particle x-y positions and shapes are measured using the HYBRID method with the lower limit on detectable diameter set to 25 µm (3 pixels). The nominal mean diameter of the S i O 2 particles is around 40 µm. However, due to particle agglomeration and the size threshold, the measured average diameter, D d , is 86 µm. The average depth of particles is approximately 4.3 cm. Using these values, an average Fresnel number F of 0.065 is found. The particle number density ρ n is 3.7 mm −2 . Shown in Fig. 7 are a part of the hologram, a reconstructed intensity image at the average depth of all particles, the corresponding binary images extracted by the HYBRID method and the depth distribution of the particles measured from one hologram with a standard deviation of 174 µm (∼ 2D d ).
The detected particles in sequential holograms are matched based on their locations in the x and y directions. Following the accuracy quantification method used in Section 5.2, the mean displacement and depth uncertainty are quantified for each method, as shown in Table 3 . The HYBRID, CC, MINI and MINEI methods demonstrate comparable performances. Interestingly, the CC method shows a considerable improvement, which may be attributed to the fact that the particles are on the same plane, and thus the CC values for each particle tend to reach their maximums at the same z location. Unlike in the processing of synthetic holograms, the exact particle information in experimental holograms is not available to alternative methods. As a result, the MINI and IG methods downgrade from their ideal performances. The LAP and VAR methods display the highest uncertainties.
6.2. Accuracy in detecting a 3D particle field A 3D particle field is produced by dispersing polystyrene particles in an optical glass cuvette filled with Dow Corning silicone oil. The inner dimensions of the cuvette are also those of the particle field, which are 5 cm × 5 cm × 5 cm. Due to the high viscosity (10000 cSt) of the oil, the particles settle very slowly and can be assumed to be stationary during the duration of an experiment [22] . The cuvette is placed on a translation stage with a positioning uncertainty of 3 µm. In these experiments ∆z 0 = 2 mm, and the particle field is displaced seven times in the z direction. The collimated laser beam from a DPSS laser (Coherent Verdi V6, λ = 532 nm) illuminates the particle field, and the resulting hologram is recorded by a CCD camera (Redlake MegaPlus EC16000) with 4872 × 3248, 7.4 × 7.4 µm 2 pixels. To improve statistical convergence, the procedure is repeated after stirring the oil to create a new particle field and degassing in a vacuum to remove any bubbles. In total, fourteen holograms are recorded and processed by the HYBRID method. Particles that are within 200 pixels to the hologram borders are rejected to account for the degradation of accuracy due to loss of diffraction fringes. The particle size distribution is previously measured using a Malvern Mastersizer [22] . Accordingly, the minimum detectable diameter is set to 300 µm to minimize false particle detection in regions where noise results in local intensity gradients. The average diameter is measured to be 438 µm, close to that measured by the Mastersizer (450 µm). The average distance between the hologram plane and the cuvette center is about 19.5 cm. Therefore, F = 0.452 with measured ρ n = 0.14 mm −2 . Fig. 8 shows a photo of the cuvette filled with silicone oil and particles, a sample region of the hologram and the corresponding particle binary image extracted by the HYBRID method. The quantified accuracy in terms of mean ∆z d and δ z /D d are presented in Table 4 . Overlapping particles, as circled in Fig. 8(b) , are erroneously detected as single particles with incorrect size and position [22] . A manual refinement, which identifies and removes the overlapping particles, is performed to eliminate the influence of these particles. After this refinement, considerable improvement is observed for most of the methods. Once again, the HYBRID and MINI methods demonstrate the best performance with depth uncertainty less than twice the particle diameter. Compared to the results shown in Section 6.1, the VAR method has a reduced depth uncertainty due to the increase of the Fresnel number, while the IG method has degraded considerably, which may be indicative of its sensitivity to the predetermined particle binary image. Table 4 . Error of measured mean displacement and relative depth uncertainty for measurement of a 3D experimental particle field after removal of the overlapping particles such as those circled in Fig. 8(c 
Conclusion
Particle depth measurement uncertainties of the HYBRID method and six other methods are quantified using synthetic and experimental holograms. Numerical and experimental conditions are chosen to include or resemble those used in [7, 8, 11, 23] , such that the uncertainty quantification results are of relevance to practical applications for particle sizing and tracking. A number of factors which are known to impact the accuracy of particle detection methods are investigated, including the Fresnel number, particle shape, particle number density, threedimensionality of the particle field and particle overlap in the x-y plane. Note, to allow for accurate sizing, the particle diameter is generally significantly larger than the pixel size for the conditions investigated here. Extension of these results to applications where the particle size is on the order of the pixel size (such as HPIV [17, 26] ) is generally not possible. The performance of the particle detection methods is a strong function of conditions, and each method tends to display a particular range of conditions wherein accuracy is superior. In future applications, these results could be used to select an optimum particle detection method based on the specific conditions expected. In addition, for the range of conditions considered here, the HYBRID method is generally shown to be among the most accurate methods for particle depth measurement, with depth uncertainty less than twice the particle diameter. Unlike other methods, the HYBRID method is also capable of automatic particle segmentation, with a high-degree of accuracy as quantified in this work. Consequently, it is believed that the HYBRID method will be particularly useful for applications to particle tracking and sizing.
