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Abstract
The evidence supporting the existence of a new type of matter, know as
dark matter, is both considerable and wide ranging. From this evidence, it
is predicted that ∼84% of the matter in the universe is dark. Further to
this, multiple theories, that attempt to extend our understanding beyond
the incomplete standard model of particle physics, naturally produce dark
matter candidate particles. One popular hypothesis states that dark matter
is both weakly interacting and massive, leading to the term WIMP (Weakly
Interacting Massive Particle). The three methods used to find such a particle
are indirect, direct and collider searches.
The focus of this work is the development of a large scale direct detection
experiment, capable of reconstructing the direction of a recoiling target nu-
cleus. The detector is envisioned as a Negative Ion Time Projection Chamber
(NI-TPC) with a 20 Torr SF6 target volume. The ultimate goal is to use the
discriminatory power of directionality to explore the dark matter parameter
space that is subject to a neutrino background. The detector would be ei-
ther a single 1000 m3 structure, named CYGNUS-1000, or multiple smaller
structures that sum to the same target volume. A first step in this process
would be the construction of a 10 m3 prototype, named CYGNUS-10. The
achievable low energy (1-10 keVee) gamma background rejection of these de-
tectors was studied using simulation and found to be 10−4 keV−1 yr−1 above
a 6 keVee threshold. This result was used, along with a neutron limit of <
1 yr−1, to prove the feasibility of a CYGNUS TPC from a background per-
spective, using a dedicated GEANT4 Monte Carlo simulation. A method to
enhance the sensitivity of a future detector, using machine learning (ML),
was demonstrated on existing data from DRIFT-IId (Directional Recoil Iden-
tification From Tracks). The ML algorithm produced an improved WIMP
cross section reach of 32% compared to the standard analysis. The results
of this study were used to produce WIMP search reach predictions for a
CYGNUS-1000 and CYGNUS-10 TPC, which showed that a 1000 m3 target
volume, of 20 Torr SF6, could eventually observe a neutrino background with
directional sensitivity.
A readout constructed from an MWPC (Multi-Wire Proportional Cham-
ber) and ThGEM (Thick Gaseous Electron Multiplier) amplification stage
was found to produce the least background for a CYGNUS TPC. This result
led to the construction of an MWPC-ThGEM hybrid prototype using a 10
cm diameter ThGEM and a 30 cm long wire array with sub-mm pitch (the
lowest achieved for an MWPC). The chosen array size reflected the scale up
requirements of a future detector with large readout areas. For the prototype,
2D track reconstruction in SF6 gas was demonstrated using alpha tracks and
initial gain measurements were performed in CF4, resulting in gains O(103).
A large scale ThGEM device, with an area of 40×40 cm2, was tested sepa-
rately from the readout and was shown to produce ∼2 orders of magnitude
lower gain than it’s smaller counterpart, suggesting that the performance of
a ThGEM is reduced when scaling the device to larger areas.
A CYGNUS TPC prototype, called CYGNO, is planned for construction
at LNGS (Laboratori Nazionali del Gran Sasso). This prototype uses camera
based readouts and an atmospheric gas mixture of He and CF4. The gamma
background from the camera was studied here and a TPC design aimed at
reducing this was considered. It was found that introducing shielding into the
TPC geometry had little effect on the resulting background rate, due to the
need for transparent windows, suggesting that other background mitigation
methods are required for this readout.
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Chapter 1
Introduction to Dark Matter
This chapter provides a general overview of dark matter. Section 1.1 de-
scribes an historical account of some of the first observations made that
suggested the existence of a new type of matter. The section then outlines
the most current observational evidence and estimates of the amount of dark
matter in the universe. Section 1.2 provides a theoretical perspective on the
possible nature of dark matter particles, consistent with observation.
1.1 Observational Evidence
This section introduces key pieces of evidence in support of the existence of
dark matter, since it was fist proposed almost 90 years ago. The evidence
is not limited to the few cases presented here, nor is it suggested that every
observation discussed is the first of it’s kind (unless stated otherwise), rather,
the aim of this section is to highlight a few very different methods that all
independently predict a yet unobserved type of matter.
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1.1.1 The Coma Cluster
One of the first accounts of dark matter comes from Fritz Zwicky’s studies of
the Coma cluster in 1933 [1]. Zwicky used the virial theorem to calculate the
mass of the cluster and compared this to the mass estimated using the clus-
ter’s luminosity. To apply the virial theorem the following were assumed: The
cluster is in a state of mechanical equilibrium; the galactic motions within
the cluster are isotropic; the cluster mass, M , is uniformly distributed; all of
the galaxies within the cluster are of the same mass. With these assumptions
the theorem was used to equate the cluster’s mean kinetic energy, 〈Ek〉, to













and G is the gravitational constant, R is the cluster’s radius and 〈v2〉 is
the magnitude of the average square velocity of the cluster’s galaxies. With
the assumption of isotropy, 〈v2〉 is related to the magnitude of the radial
















Values of vr were measured, for galaxies within the Coma cluster, from





where λ is the spectral line wavelength and ∆λ is the shift in wavelength.
From this a value of 〈v2r〉
1/2, between 1500-2000 km s−1, was obtained. Zwicky
calculated that for 〈v2r〉
1/2 = 1000 km s−1 the Coma cluster mass must be
at least 400 times that obtained from luminosity observations alone. Zwicky
termed the inferred missing mass, dark matter.
This result led to other mass to light ratio measurements, some of which
were summarised in a table produced by M. Schwarzschild in 1954 [2], which
is shown in Figure 1.1.
Figure 1.1: Mass to light (M/L) ratio measurements as of 1954. Table from
[2].
Although the measurements shown in the above figure (and that made by
Zwicky) were based on the best luminosity estimates available at the time,
and were therefore not always accurate, they consistently pointed towards
the existence of non-luminous matter. A more modern estimate of the mass
to light ratio of the coma cluster, which is given as ∼160 [3], still supports
this hypothesis.
3
1.1.2 Galactic Rotation Curves
Arguably a more dramatic piece of evidence comes from the unexpected
observation of flat rotation curves for spiral galaxies.
An object in a circular orbit around a central body experiences a cen-
tripetal acceleration of magnitude, v2/r, where v is the object’s speed and r
is the distance between the object and the body’s centre. This is equal to
the magnitude of the gravitational acceleration, GMr/r2, experienced by the
object due to the presence of the central body, where, Mr is the total mass






If the majority of Mr is concentrated at the centre of the system, such
as found in the solar system, this results in a Keplerian rotation curve char-
acterised by the relation, v ∝ r−1/2. As the majority of luminous matter in
a typical spiral galaxy is located at it’s centre, the same behaviour was ex-
pected for galactic rotation curves. However, observations of the Andromeda
galaxy made in 1970 [4] showed that v remained ∼constant with increasing
r, resulting in a flat rotation curve. Further results published in 1983 [5]
reported flat rotation curves from observations of 60 other galaxies. For each
galaxy, v was measured from the doppler shift in wavelength (given by Eq.
1.6) of light emitted from clouds of hydrogen and helium. Considering Eq.
1.7, it can be seen that v only remains constant with increasing r if Mr con-
tinues to increase with r. This is represented in Figure 1.2, which shows that
the flat rotation curve of galaxy NGC 6503 is explained by the addition of
a dark matter halo that increases in mass as r increases. The evidence from
rotation curves suggests that these halos constitute ∼95% of a galaxies total
mass [6].
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Figure 1.2: An example of a galactic rotation curve for the galaxy NGC
6503 taken from Ref [6]. The disk alone follows a Keplerian profile and the
observed flat curve requires the addition of a halo of dark matter surrounding
the galaxy.
1.1.3 Gravitational Lensing
Another indication of the presence of dark matter comes from a phenom-
ena predicted by Einstein’s theory of general relativity, termed gravitational
lensing. The theory states that as mass warps the space-time around it, elec-
tromagnetic radiation, traversing nearby, follows the warped path. The first
observational evidence of this behaviour was made by Arthur Eddington and
Frank Dyson during a total solar eclipse that occurred in 1919 [7]. During
the eclipse, the known position of a distant star was seen to change as the
light from the star passed near the Sun. This effect was due to the distant
star’s light being deflected by the Sun’s gravitational field.
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Gravitational lensing was used in 2006 to show the existence of dark mat-
ter within the cluster merger 1E0657-558 [8] or, as it is more famously known,
the bullet cluster. Figure 1.3 shows an optical image of the cluster, overlaid
with an X-ray image (taken by the Chandra space telescope), shown in pink,
and an image of the cluster’s mass distribution as inferred using gravitational
lensing, shown in blue.
Figure 1.3: Optical image of the cluster merger 1E0657-558 (bullet cluster)
overlaid with an X-Ray image (pink) and an image of the cluster’s mass
distribution (blue), inferred from gravitational lensing. From [9].
In the above figure, the optical image shows the distribution of the stella
component (mainly galaxies) within the cluster, which remain mostly undis-
turbed by the merger. Whilst the X-Ray image shows intracluster plasma
experiencing ram pressure during the merger and, therefore, separating away
from the stella component. In the absence of dark matter, the cluster’s mass
distribution would be concentrated around the dominant baryonic mass of
the plasma and the blue and pink images on Figure 1.3 would ∼ align. In-
stead, the figure shows that the cluster’s mass is mostly concentrated around
the non-dominant baryonic component provided by the collisionless stella
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material. Therefore, the vast majority of the mass distribution causing the
gravitational lensing must be due to the presence of a non-baryonic compo-
nent, i.e dark matter.
1.1.4 Big Bang Nucleosynthesis
The conclusion from the above sections is that the dominant matter in the
Universe is non-luminous. Despite this, it could still be argued that dark mat-
ter is somehow composed of baryons, however, consideration of the amount
of baryons produced in the early stages of the Universe, during big bang
nucleosynthesis (BBN), suggests that this can not be the case.
∼One second after the big bang, at temperatures of around 1010 K, the
baryonic matter of the Universe (protons and neutrons) began to fuse to-
gether and produce deuterium (D). When temperatures reduced to a point
at which the photodisintegration of D became statistically less likely, the D
survival time was long enough to undergo other fusion processes and create
tritium (T), 3He, 4He and a small amount of 7Li. As the temperature reduced
further, fusion processes could no longer occur and the number of primor-
dial light elements became constant. The abundance of light elements in the
early universe is similar to the same abundance found in remote regions of
the cosmos (after taking into account the average amount of elements pro-
duced in this region by stella evolution). Figure 1.4 from Ref. [10] shows how
spectrographic observations of the light element abundance in these regions
(green shaded areas) can be compared to those predicted by the BBN model
(blue curves) to give a prediction of the modern day baryonic matter density
fraction, given by Eq. 1.8.
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Figure 1.4: Light element abundances as a function of Ωbh2, given as bary-
onic mass fraction (for 4He) and relative to the 1H mass fractions (for D,
3He and 7Li). The green shaded areas are the abundances as measured from
spectroscopic observations. The blue curves show how the predicted abun-
dances are expected to change with Ωbh2, the thickness of which, represents
the prediction uncertainty. The gold and dotted black lines show results from













where H0 is the current Hubble constant and G is Newton’s gravitational
constant. Ωb, in Figure 1.4, is multiplied by the normalising constant h,
which is given as,
h =
H0
100 km s−1 Mpc−1
(1.10)
It can be seen from Figure 1.4 that the observed abundance of D, 3He
and 4He fits well with both the BBN prediction and the CMB measurement.
The same conclusion can not be made for the 7Li abundance, which is an
unresolved question in cosmology known as the lithium problem. However,
by only considering elements lighter than 7Li, Figure 1.4 suggests that Ωbh2
< 0.024, which for H0 = 70 km s−1 Mpc−1 gives Ωb < 0.05. This result
indicates that at least 95% of the total density of the Universe must be due
to something other than baryonic matter, or, from another perspective, non-
visible baryonic matter can not make up all of the missing matter predicted
by the other means discussed in this chapter.
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1.1.5 Cosmic Microwave Background
Arguably the most compelling evidence for the existence of dark matter
comes from observations of the cosmic microwave background (CMB). This
isotropic background is produced by photons that uncoupled from matter
∼4×105 years after the big bang. During this time, know as the era of re-
combination, temperatures were low enough for neutral atoms to form. This
significantly reduced the amount of electron-photon scattering and allowed
the majority of photons to traverse the Universe unimpeded.
The current CMB temperature has been measured as a near uniform
2.7 K [13]. However, small fluctuations in the CMB temperature have been
measured, the latest (2018) of which comes from the Plank collaboration [11],
and is shown by the temperature power spectrum given in Figure 1.5.
Figure 1.5: Upper panel: CMB temperate angular power spectrum, the x-axis
gives the multipole number and the y-axis gives the temperature variation.
Bottom panel: The residuals of the fitted line. Image from [11].
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The x-axis on the above figure describes the angular separation, θ, be-





The peaks in the data points shown in Figure 1.5 are found to be consis-
tent with theoretical predictions of acoustic oscillations. These oscillations
results from over dense regions of space that collapse inward under grav-
ity and then expand back outward due to radiative pressure. The acoustic
peaks of the CMB capture a snap shot of this process at the time of recom-
bination. The first peak in Figure 1.5 corresponds to a compression under
gravity, the second to a subsequent expansion and the third to another com-
pression. After the first expansion, radiative pressure pushes the majority of
baryonic mass away from the over dense regions. This means that the sec-
ond compression (captured by the third peak in Figure 1.5) is mostly caused
by the presence of non-baryonic dark matter, which does not experience ra-
diative pressure. The odd and even numbered peaks, shown in Figure 1.5,
correspond to regions of maximum (following a compression) and minimum
(following an expansion) density, respectively. The more baryonic matter in
the universe the greater the density is during compression, which enhances
the odd peaks. By comparing the odd to even peak ratios and the height of
the third peak to that predicted by theoretical models of the universe (each
containing different amounts of baryonic and dark matter) the baryonic and









Where ρcrit is the critical density given by Eq. 1.9. Results from the
Plank collaboration, give present day estimates of Ωbh2 = 0.0224 ±0.0001
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and Ωdmh2 = 0.120 ±0.001, where h is given by Eq. 1.10 with H0 = 67.4
±0.5 [11]. This result indicates that ∼84% of the total mass in the universe
is dark matter.
1.2 Dark Matter Particle Candidates
The previous section explained some of the most prominent observations
supporting the existence of dark matter. This section looks at the various
theories, proposing a dark matter particle, consistent with these observa-
tions. The full extent of theoretically motivated dark matter candidates is
not limited to the few cases discussed in this section. Instead, the aim here is
to address the current most promising and popular dark matter hypotheses
that are consistent with the standard model of cosmology, ΛCDM (Λ Cold
Dark Matter) [14]. The model is well supported by the observations discussed
in the previous section as well as n-body computer simulations of large scale
structure formation in the Universe [15].
1.2.1 Axions
An outstanding question from the theory of QCD is the observed absence of
CP (charge-conjugation and parity) violation during strong interactions, to
provide a possible solution to this question a new particle, called an axion is
required, which also provides a natural candidate for dark matter.
The standard model of particle physics presents no reason why CP should
be conserved for the strong force and suggests that it’s violation should be ap-
parent from the observation of the neutron’s electric dipole moment (nEDM).
The nEDM is expected to exist due to the distribution of quarks (one up
and two down) within the neutron. The particle, which has a radius of
∼ 1× 10−18 cm and a nuclear charge distribution of ∼ e, would be expected
to have an nEDM of ∼ 1× 10−18 e cm (e = elementary charge). However, to
date, an nEDM has not been observed, with the latest result confining it to
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< 3.0 ×10−26 e cm (90% CL) [16]. This suggests that either CP is conserved
for the strong force or that the amount of violation is extremely small. A pos-
sible explanation for this comes from Peccei-Quinn theory [17], which adds a
CP-violating term to the QCD Lagrangian, promoting the CP-violation from
a constant value to a field that naturally inclines towards zero. The particle
associated with excitations of this field was predicted by Weinberg [18] and
Wilczek [19] in 1978 and was termed the axion. The Peccei-Quinn theory,
therefore, potentially solves both the CP-violation problem and provides a
possible explanation to the nature of dark matter.
The axion mass is predicted to be extremely small, on the µeV-meV scale,
therefore, the particle is not expected to cause a detectable recoil event.
Instead, the axion has a non-zero probability of converting into a photon,
which can be detected, in the presence of a magnetic field [20]. This process,
known as the Primakoff effect, is shown in Figure 1.6.
Figure 1.6: The conversion of an axion, a, into a photon, γ, due to the pres-
ence of a magnetic field, B. gaγγ is the coupling constant for the interaction.
The Axion Dark Matter eXperiment (ADMX) [21] is currently looking for
photons produced by the process shown in Figure 1.6. The experiment uses
tuning rods to change the frequency of a magnetic field inside a microwave
cavity. As the frequency is related to the axion mass, the experiment is
able to look for axions of different mass by changing the field’s frequency
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over time. Figure 1.7 shows the current limits on axion dark matter set by
ADMX and other axion experiments (solid lines), along with the predicted
limits of future experiments (dashed lines). The results presented in this
figure are projected over the axion mass and coupling constant phase space,
the diagonal stripes show QCD model predictions for axion dark matter.
Figure 1.7: Current (solid lines) and predicted (dashed lines) limits on the
axion mass and coupling constant for axion dark matter experiments. The
two diagonal lines (labelled KSVZ and DFSZ) are predictions from QCD
models. Image from [22].
1.2.2 Sterile Neutrinos
There are three neutrino types known to the standard model of particle
physics (SM), these are e, µ and τ neutrinos, all of which interact via the weak
force and gravity. A fourth type of neutrino is postulated which, unlike the
other types, has avoided direct detection by only interacting gravitationally.
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Due to it’s lack of weak interaction, this fourth type is called sterile and it
provides a plausible dark matter candidate.
It has been proven that neutrinos are able to change between the three
different types, which is known as neutrino oscillations [23]. This evolution
in time indicates that the particle does not travel at the speed of light and
as a consequence must have mass. As the vast majority of neutrinos are
relativistic, they are not consistent with the cold dark matter predicted by
λCDM. However, because most particles within the SM have been shown to
exhibit both left and right handed chiral versions, it is predicted that the neu-
trino should also have a right handed counterpart. The right handed (sterile)
neutrino, could be much heavier than the known types and thus provide a
candidate for dark matter. As with other right handed particles, the sterile
neutrino would not interact weakly and it’s presence must be inferred by
other means. In October 2018 the mini Booster Neutrino Experiment (Mini-
BoonNE) combined it’s data on neutrino oscillations with that of the Liquid
Scintillator Neutrino Experiment (LSND) to show an νe and νe excess at a
6.1 σ significance level [24]. For a two-neutrino oscillation, it was concluded
that the excess would require four different neutrino types, suggesting that
sterile neutrinos could have been involved in the oscillation process. Future
neutrino detectors, such as the Short-Baseline Neutrino Detector (SBND),
will be able to investigate this finding further.
1.2.3 Weakly Interacting Massive Particles
The Weakly Interacting Massive Particle (WIMP) is not necessarily con-
fined to a particular theory, instead, it describes a generic particle that is
consistent with λCDM. To fit this model, the WIMP is predicated as being
non-relativistic, neutral, massive, stable and weakly interacting. The interac-
tion scale arises from predictions of the dark matter abundance, such that, if
the annihilation cross section for a dark matter–anti-dark matter interaction
was larger than the weak scale, there would be less dark matter than inferred
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from observations [25]. Multiple theories that go beyond the standard model
of particle physics (SM) predict the existence of WIMP like particles. Two
of the most promising of these theories are discussed here.
Minimal Supersymmetric Standard Model (MSSM)
The Minimal Supersymmetric Standard Model (MSSM) is a version of SU-
perSYmmetry (SUSY) that predicts the existence of a WIMP particle called
the neutralino. SUSY predicts a heavier type of each standard model (SM)
particle that are bosons if their SM partners are fermions and visa versa, as
shown by Figure 1.8.
Figure 1.8: The standard model particles and their predicted SUSY partners.
MSSM is the simplest version of SUSY that introduces the least amount
of particles required to solve the hierarchy problem associated with the Higgs
mass. The problem arises from quantum loop corrections to the boson’s mass,
which are required due to it’s interactions with massive virtual particles such
as the W boson [26]. The model produces supersymmetric partners to the
SM virtual particles that cancel the quantum corrections and produce a Higgs
mass of < 130 GeV c−2. In 2012 the ATLAS detector of the Large Hadron
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Collider (LHC) published a finding consistent with a Higgs boson mass of
126.0±0.8 GeV c−2 [27]. This result is within the bounds predicted by MSSM
and, therefore, provides evidence in support of the theory.
MSSM introduces a parity called R-parity, PR, which is a combination of
the baryon (B), lepton (L) and spin (s) quantum numbers and is given as
[28],
PR = (−1)3B+L+2s (1.14)
Conservation of PR prevents the lightest supersymmetric particle (LSP) from
decaying into SM particles, making the LSP stable. MSSM also predicts that
the LSP is a neutralino (see Figure 1.8), making it neutral, and has a mass
between 100 GeV c−2 - 1 TeV c2, making it non-relativistic. All of these
predictions are consistent with the WIMP criteria outlined at the start of this
section. SUSY is not the only symmetrical theory to predict new particles
and solve the hierarchy problem. Little Higgs theories also predict additional
particles, including less massive versions of the Higgs boson, along with a
parity conservation, called T-Parity [29]. Like the neutralino from MSSM,
the lightest particle from little Higgs theories is made stable by T-parity
conservation and produces a WIMP candidate.
Universal Extra Dimensions Theory
Universal Extra Dimensions (UED) theory predicts the existence of particles,
heavier than SM particles, that exist in higher dimensions. The lightest of
these is stable and provides a dark matter candidate.
The existence of extra dimensions, beyond the four described by general
relativity, was first proposed by Kaluza in 1921 [30]. Kaluza postulated the
existence of a fifth dimension that would unify the forces of gravity and elec-
tromagnetism (the only known forces at the time). A quantum interpretation
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of the theory, now called Kaluza-Klein (KK) theory, was later provided by
Klein in 1926 [31], who suggested that motion through a tiny compact circu-
lar fifth dimension gives rise to charge quanta. UED is an adaptation of KK
that allows for multiple compact extra dimensions, through which, all stan-
dard model fields can propagate [32]. UED states that a particle at rest inside
an extra dimension appears in four dimensions as a standard model parti-
cle (SM). Whilst, a particle with motion inside an extra dimension creates
heavier KK-particles in four dimensions, which acquire mass energy due to
their higher dimension motions. A KK parity, PKK , (analogous to R-parity
in supersymmetry) was introduced to UED [33] and is given as,
PKK = (−1)n (1.15)
where n is the KK mode corresponding to the mass of the KK particle.
SM particles are predicted by the theory to have, n = 0, so that for SM
particles, PKK = 1. The conservation of PKK has the consequence that the
lightest KK particle (LKP), with n = 1 and PKK = -1, can not decay to
a SM particle. Therefore, the LKP is stable and provides a viable WIMP
candidate.
1.3 Conclusion
The evidence described in this chapter shows that, since the first discoveries
made in the early part of the 20th century, the case for the existence of dark
matter has only strengthened. Based on this evidence, it seems indisputable
that the vast majority of dark matter is non-baryonic and constitutes most of
the mass of the Universe. Although other dark matter candidates exist, the
WIMP hypothesis is supported by multiple different theories and, therefore,
seems to be the most promising. For this reason, the detection of WIMP
dark matter is the main subject of the remainder of this thesis.
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Chapter 2
WIMP Dark Matter Detection
There are three different methods employed in the detection of WIMP dark
matter particles. The first attempts to create the particles from energetic
collisions inside an accelerator, such as the LHC based at the European
Organization for Nuclear Research (CERN) in Geneva, Switzerland. The
latest search results from the LHC are presented in Section 2.1. The second
is to indirectly detect WIMPs from the particles produced as a consequence of
dark matter–anti dark matter annihilation or from dark matter decay, results
from this method are discussed in Section 2.2. The third is to directly detect
a rare baryonic–WIMP interaction. As this method is the main subject of
this thesis, an extended review of direct detection results is given in Section
2.3.
2.1 Creation at the LHC
The LHC searches for dark matter with the ATLAS, CMS and LHCb detec-
tors, all of which attempt to create dark matter particles via high energy (up
to 13 TeV) proton collisions [34]. As the momentum of the proton beams
is in the longitudinal direction, conservation of momentum states that the
total transverse momentum is zero both before and after the collision. The
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LHC looks for an excess in missing transverse momentum, after the collisions,
above that expected from SM particles (neutrinos). This would indicate the
presence of new particles, such as dark matter. The LHC also looks for an
excess in SM particles, which would appear as a resonance peak above back-
ground. This peak could be attributed to either the decay of dark matter
mediators, into SM particles, or to the creation of SM particles in conjunction
with dark matter. Figure 2.1 shows Feynman diagrams for dark matter pro-
duced by a mediating particle (left) and directly from a SM particle collision
(right).
Figure 2.1: Feynman diagrams of dark matter produced by a particle medi-
ating between the SM and non-SM (left) and directly from the collision of
SM particles (right). Figure from Ref [35].
The predicted amount of missing transverse energy and SM excess, as
well as the type and number of possible mediator particles, depends on the
theoretical model under investigation. This enables the LHC to test the
predictions of different theoretical models, for which, none have yet resulted
in a dark matter discovery [36]. As an example of a model dependent search
result, a WIMP mass vs cross section exclusion limit is given in Figure 2.2
for a model in which the dark matter mediator is a Z like boson and the dark
matter particle only interacts with leptons. The result shown in this figure is
from run 2 of the LHC with the ATLAS detector. For comparison, the figure
also includes exclusion curves for some of the world leading direct detection
experiments.
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Figure 2.2: Spin-independent exclusion curve result from run 2 of the LHC,
using the ATLAS detector, for a dark matter model in which the dark mat-
ter particle interacts only with leptons and the mediating particle is a Z like
boson. ETmiss+X = events with missing transverse energy and a highly ener-
getic event or "jet" (X) in the transverse direction. Dijet = events with two
times X. Dilepton = events with a lepton and anti-lepton pair of the same
flavour. Shown for comparison are direct detection results from CRESST III,
DarkSide-50, Panda-X, LUX and XENON1T (all of which are discussed in
Section 2.3). Figure from [34].
If the LHC were to identify a signal originating from a non-SM particle, it
would not be able to establish it as dark matter as the particle’s traversal time
through the detector would be too short to confirm that it is stable. Instead,
a model dependent LHC result would help guide direct and indirect dark
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matter search experiments. Although the search, so far, has not revealed a
possible WIMP particle, there are still many theoretical models to investigate
and the LHC improvements, made for run 3 and run 4, are expected to
significantly increase the amount of available data [37].
2.2 Indirect Detection
Dark matter–anti-dark matter annihilation and dark matter decays are, on
average, expected to be extremely rare, otherwise the dark matter density
would not have been stable enough for large scale structures to form. How-
ever, by studying locations across the Universe with a high gravitational field,
and therefore a significant dark matter number density, these events could
potentially be inferred from an excess in SM background. The main excesses
looked for are from high energy γ-rays, neutrinos and charged cosmic rays
originating from the Galactic centre, nearby dwarf galaxies, the Sun and
the Earth’s centre. This allows any experiment capable of detecting these
sources to take part in the indirect search for dark matter. For a full review
of indirect searches looking for an excess in γ-Ray emissions see Ref. [38],
for an excess in neutrinos see Ref. [39] and for an excess in charged cosmic
rays see Ref. [40]. The following discusses two possible cases of an observed
excess in the γ-ray and cosmic ray backgrounds.
After taking into account the expected γ-ray emissions originating from
the Galactic centre, the Fermi Large Area Telescope (Fermi LAT) reported
a residual contribution to the γ-ray flux, between 1-100 GeV, which could be
evidence of an excess produced by dark-matter annihilation [41]. Although
the source of the residual excess is not conclusive, a detailed scrutinisation
of the Fermi LAT data, using high-resolution maps, indicated that the resid-
ual excess can not be explained by known phenomena and is consistent with
WIMP particles, of mass 36-51 MeV c−2, annihilating to bb [42]. Figure 2.3
shows a high resolution image of the raw γ-ray flux from the galactic centre
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(left) and the residual flux remaining after subtracting the expected back-
ground (right).
Figure 2.3: High resolution γ-ray images of the Galactic centre. The raw
flux is shown on the left and the residual flux is shown on the right, both
measured in units of photons cm−2 s−1 sr−1. Images from [42].
A positron excess from cosmic-rays was discovered by the PAMELA (Pay-
load for Antimatter Matter Exploration and Light-nuclei Astrophysics) de-
tector, which was attached to the Resurs DK1 satellite in Earth orbit. This
result can be explained by a dark matter annihilation model in which the
product is a new light boson that decays to produce the positron excess [43].
2.3 Direct Detection
Direct detection aims to observe an interaction event between a WIMP and
SM particle. As an example, this could occur via a mechanism similar to,
or the same as, neutral current exchange. After an event, a WIMP parti-
cle would deposit a portion of it’s energy to a target nuclei, which would
subsequently recoil and produce ionisation, light emission and/or phonon vi-
brations in the target material. The following describes methods to detect
these signals using crystal (Sections 2.3.1 and 2.3.2), noble liquid (Section
2.3.3) and low pressure gas targets. As the latter is the focus of this thesis, an
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extended review, of the latest developments towards this method, is given in
Section 2.4. Other techniques being employed to directly detect dark matter
are described in Section 2.5.
2.3.1 Cryogenic Crystal Detectors
Crystal detectors, maintained at close to zero Kelvin, are extremely sensi-
tive to the minute changes in temperature caused by a particle interaction
within the crystal. For semiconducting Ge or Si crystals, the temperature
change can be detected by the associated change in resistivity of a connected
bolometer. These type of experiments are also able to detect ionisation,
caused by a recoil event, using an applied electric field to drift ionised charge
onto a collection plate. After shielding the detector from most of the outside
radiation, the remaining events can be distinguished as either an electron
(background) or nuclear (possible signal) recoil from the ratio of the event’s
ionisation and phonon signal. The CDMS-II (Cryogenic Dark Matter Search)
detector, located at the Soudan Underground Laboratory (SUL), employed
these methods to look for low mass WIMPs (< 10 GeV) utilising 19 Ge and
11 Si based crystals, with a total mass of 230 g and 100 g, respectively. In
2013, CDMS-II reported the observation of three signal events within their
Si crystals and used a likelihood test to show a 0.19% chance that these were
background [44]. However, this result conflicts with the null-findings from
the CDMS-II Ge crystals as well as the Ge crystals used in the next gener-
ation SuperCDMS detector, located at SUL [45]. The CDMS collaboration
are now planning to test the Si result by introducing crystals of the same
material into the SuperCDMS detector, which will be moved to the Sudbury
Neutrino Observatory (SNOLAB) to provide a greater rock overburden than
at SUL and, therefore, increased shielding from the cosmic ray background
[46].
Other low energy crystal experiments include: CRESST (Cryogenic Rare
Event Search with Superconducting Thermometers) located at Laboratori
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Nazionali del Gran Sasso (LNGS), the EDELWEISS (Expérience pour DE-
tector Les WIMPs En Site Souterrain) experiment located at Modane under-
ground laboratory and CoGeNT (Coherent Germanium Neutrino Technol-
ogy) located at SUL. CRESST uses CaWO4 crystal targets and CRESST-III
is predicted to achieve a recoil threshold of less than 100 eV [47]. EDELWEISS-
III, is a next generation dark matter detector using germanium crystals and
is predicted to achieve a threshold of a few keV and below [48]. These types
of experiments are some of those leading the way with regards to low mass
dark matter searches. As a consequence, they are subject to the higher
background levels found at lower recoil energies, which can be difficult to
model accurately. For example, the CoGeNT experiment originally reported
an excess of recoil events below 3 keV, consistent with both the CDMS-II
and DAMA/LIBRA results (see Section 2.3.2) [49]. However, closer scrutiny
showed that these events were most likely background [50].
2.3.2 Annual Modulation Detectors
In addition to the cryogenic searches described in the previous section, crystal
detectors are also being emlpoyed to detect a dark matter annual modulation
signal, first predicted in 1985 [51]. As the Sun orbits the Galactic centre it
passes through the dark matter halo, which manifests as a ‘WIMP wind’ in
the Earth’s frame of reference. During the Earth’s orbit, the speed of the
WIMP wind modulates as the Earth’s velocity component parallel to it first
opposes and then aligns with the WIMP wind direction. This process is
depicted in Figure 2.4.
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Figure 2.4: The WIMP wind velocity magnitude is higher in June when
the Earth’s velocity component parallel to the WIMP wind is in the opposite
direction and lower in December when the contrary is true. Image accredited
to the Sheffield Dark Matter Research Group.
The modulation should be detectable as a corresponding modulation in
the recoil energy of a target nuclei. The DAMA/LIBRA experiment uses
the light scintillation caused by recoiling nuclei within NaI(Tl) (Thallium
doped Sodium Iodine) crystals to look for this signal. The light is collected
by Photo-Multiplier Tubes (PMTs) surrounding ×25 9.7 kg crystals, shielded
from outside radiation by a combination of concrete, Cu, Pb, Cd, polyethy-
lene and paraffin shield layers. DAMA/LIBRA reports an annual modulation
seen in the 2-6 keV energy region at a 12.9 σ confidence level [52]. The data,
shown by Figure 2.5, was collected by the experiment over 2 phases, totalling
14 annual cycles, and is reported to be consistent with the modulation pre-
dicted due to the presence of a dark matter halo.
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Figure 2.5: The annual modulation observed by phase 1 (top) and phase
2 (bottom) DAMA/LIBRA runs, totalling 14 annual cycles of data taking.
The curve is a sinusoidal fit to the data. Figure from [52].
The DAMA/LIBRA result is in contrast to multiple null-findings, re-
ported for the same parameter space, by most of the other experiments de-
scribed in this chapter. The COSINE-100 detector, located at the Yangyang
underground laboratory in South Korea, was established to test the DAMA/LIBRA
result by replicating the experiment as closely as possible. The detector mea-
sured the light scintillation observed in ×8 NaI(Tl) crystals (totalling 106
kg). After the first 59.5 days of data taking, the COSINE-100 collabora-
tion reported no signal excess above background and were, therefore, able to
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disclude spin-independent WIMP nucleon interactions from being the source
of the signal observed by DAMA/LIBRA [53]. After a total of 1.7 years of
data taking, the COSINE-100 experiment was able to look for the annual
modulation reported by DAMA/LIBRA. The results, shown in Figure 2.6,
is consistent with both the null-hypothesis (no signal modulation) and the
observed DAMA/LIBRA modulation [54].
Figure 2.6: Annual modulation as a function of recoil energy for the COSINE-
100 result after 1.7 years of data taking. Also shown is the multi-hit results
from the COSINE-100 background and the phase 1 and 2 DAMA/LIBRA
results. Image from [54].
The COSINE-100 experiment is currently taking data using an improved
event selection and plans to reduce the energy threshold to 1 keV. This will
allow the experiment to test the DAMA/LIBRA signal to a 3σ significance
within the next five years [54].
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2.3.3 Noble Liquid Detectors
Direct detection search experiments with noble element targets either use
liquid xenon (LXe) or liquid argon (LAr), both of which produce scintillation
and ionisation signals. A detailed comparison of the two target types is given
by Ref. [55], here, their main advantages are summarised. The benefits of
LXe include: it’s high atomic mass (131.3, compared to 40 for LAr), which
presents a large WIMP target and provides significant self shielding; the lack
of radioactive isotopes (for example, LAr includes the radioactive isotope
39Ar); unlike LAr, no wavelength shifters are required to see the scintillation
light. The benefits of LAr include: it can be procured straight from the
atmosphere, making it much more readily available and, therefore, cheaper
to acquire; it allows for better pulse shape discrimination.
Most Noble liquid detectors use a dual-phase process, shown in Figure
2.7, to discriminate between electron recoil backgrounds and nuclear recoils.
Figure 2.7: Dual phase signal process, used by most noble liquid detectors.
S1 occurs in the liquid volume and S2 occurs in the gas phase as a result of
drifting ionised electrons. Figure from [56].
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The dual-phase process, shown in the above figure, involves the observa-
tion of two separate light scintillation signals, the first of which (S1), is due
to the primary recoil occurring in the liquid volume. The recoil also ionises
electrons, which are drifted by an electric field to a gas phase of the detector
where they produce a second light scintillation signal (S2) via the process
of electroluminescence. The ratio of S1 and S2 is then used to classify the
observation as either background or signal.
Notable experiments that use the dual-phase process in LXe are: the
Large Underground Xenon experiment (LUX) located at the Sanford Under-
ground Research Facility (SURF), XENON1T located at LNGS and PandaX-
II located at China’s Jinping Underground Laboratory (CJPL). All of which
are yet to detect a dark matter signal and as a result have set world leading
exclusion limits on the WIMP mass and cross section, as reported by Ref.
[57] (LUX), [58] (XENON1T) and [59] (PandaX-II). Each experiment also
has a planned next generation detector, which will take their target masses
beyond the 2 tonnes currently achieved by XENON1T. LUX will join with
the ZEPLIN collaboration to build LZ [60], XENON1T will be expanded to
XENONnT [58] and the PandaX collaboration are planning to build PandaX-
4T [61].
An example dual-phase LAr detector is DarkSide-50, located at LNGS,
which also uses pulse shape discrimination to determine signal from back-
ground [62]. The Dark Matter Experiment using Argon Pulseshape discrim-
ination (DEAP-3600) uses a combination of pulse shape discrimination and
ultra-pure LAr to overcome the 39Ar background without having to use a
dual-phase design. The large target mass of DEAP-3600 (3.6 tonnes) meant
that it was able to set competative exclusion limits, for spin-independent
WIMP interactions in LAr, after just 4.4 days of data taking [63].
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2.4 Low Pressure Gas TPCs
As mentioned in Section 2.3.2, there exists a WIMP wind in the Earth’s
frame of reference due to it’s motion around the Galactic centre. The WIMP
wind, originating from the constellation of Cygnus, could be detected in a
low pressure gas TPC that is able to reconstruct the direction of WIMP
induced nuclear recoils. A signal consistent with the WIMP wind would be
distinguishable from an isotropic background, and therefore, would provide
an unambiguous dark matter detection.
The main subject of this thesis is the direct detection of Spin-Dependant
(SD) WIMP dark matter using a gas Time Projection Chamber (TPC).
Therefore, the following provides a detailed review of the current progress,
in gas TPC technology, towards this goal.
2.4.1 Recoil Axial Signature and Head-Tail Effect
This section describes the components of a recoil track, produced inside a gas
TPC, used to derive an incident particle’s direction. Reconstruction of the
recoiling nuclei gives information regarding the incident particle’s orientation
with respect to the WIMP wind, which is called the axial directional signature
[64]. The vector direction, towards or away from the Cygnus constellation,
of the recoiling nucleus can be deduced from the ratio of ionised charge in
the first half of the track to that of the second, which is called the head-
tail effect (HT) [65]. Nuclear recoils are expected to deposit more ionisation
charge at the beginning of the recoil than at the end, producing a positive
HT along the direction of motion. Figure 2.8 shows HT measurements, made
with the DRIFT-IId (Direction Recoil Information From Tracks) dark matter
detector, using neutrons from a 252Cf source to mimic the WIMP wind [65].
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Figure 2.8: HT measured with DRIFT-IId, given as a percentage, δ, (rather
than a ratio) and plotted against recoil energy, expressed as Number of
Ionised Pairs (NIPs). The blue circles show measurements of nuclear re-
coils in a gas mixture of CS2, CF4 and O2. The red stars show measurements
made in the same gas mixture but for recoils parallel to the readout and the
black triangles show measurements of nuclear recoils in pure CS2 gas. Figure
from [65].
The blue and black points in Figure 2.8 show the presence of HT, which
is shown to increase in magnitude with recoil energy. The improved HT ef-
fect, shown by the blue points in Figure 2.8, is attributed to the addition of
lighter fluorine molecules (compared to sulfur), which produce longer recoil
tracks and, therefore, a more clearly defined charge distribution [65]. HT is
measured in the drift direction so for recoils parallel to the readout no effect
is expected, as shown by the red points in Figure 2.8. This can be used to
check that the asymmetry is due to HT and not some other influence, such
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as the readout electronics, which would be apparent regardless of the recoil’s
orientation. Ref. [66] used Monte Carlo simulations of recoils, induced within
a directional detector, along with null-hypothesis tests of isotropy to estab-
lish the number of events required to confirm a signal consistent with the
WIMP wind (at a 90% CL). This resulted in a prediction of O(10) required
events with both axial and HT information and an order of magnitude higher
number of required events with the absence of HT.
2.4.2 Background from Coherent Neutrino Scattering
As next generation detectors become increasingly sensitive to low mass and
low interaction cross sections, coherent neutrino-nucleus scattering (as re-
cently observed by the COHERENT collaboration [67]) will produce an ad-
ditional background for dark matter searches. This background, from solar,
atmospheric and DSNB (Diffuse Supernova Neutrino Background) neutrinos,
is shown in Figure 2.9 as a function of mass and cross section. The figure
also includes some of the latest results from SD WIMP search experiments.
As shown in Figure 2.9, a xenon target is more sensitive to nucleus-neutrino
scattering than a fluorine target. This is due to the coherent nature of the
interaction, which causes the neutrino-nucleus cross section to scale as A2,
where A is the atomic mass number. For a xenon nucleus, A = 131, whilst
for fluorine, A = 19.
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Figure 2.9: WIMP exclusion limits for some of the current SD dark matter
detectors, showing the expected neutrino floor for a Xe and F target.
It can be seen from Figure 2.9 that dark matter detectors are starting to
push towards a search parameter space with a neutrino background (AKA
the neutrino floor). For solar neutrinos, shown by the large bump in the
neutrino floor on the left side of Figure 2.9, the background would be non-
isotropic and, therefore, distinguishable from that of a WIMP signal inside a
directional detector. Figure 2.10 shows the differential event rate distribution
across the sky for 8B neutrinos originating from the Sun and for the expected
WIMP wind. The figure shows that the two different signals remain separated
throughout the year.
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Figure 2.10: Sky map of the expected WIMP wind and solar neutrino (8B)
differential event rate. The WIMP contribution is on the left and right of
the bottom and top rows, respectively. Figure from [68].
The non-isotropic WIMP wind signal could also potentially be observed
above isotropic neutrino backgrounds, such as that caused by the DSNB and
atmospheric neutrinos.
2.4.3 Negative Ion TPCs and Fiducialisation
Recent R&D, regarding the ideal gas target for dark matter searches, has
shown that the negative ion gas, SF6, has many of the required properties
[69]. These properties are introduced here in the context of DRIFT-IId,
which uses a gas mixture of CS2, CF4 and O2. It is then shown that these
properties are apparent in SF6 gas, for which it is argued, makes a more
suitable choice for dark matter searches.
A TPCs function is to drift ionised electrons, produced by a recoil event
for example, through the gas volume of the detector and on to a signal
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collection point. For the DRIFT-IId detector, the positive electron affinity
of CS2 causes ionised electrons to attach to the gas molecule and create
negative ions. As the anions are transported by the drift field they diffuse
at the thermal limit, an amount of diffusion equivalent to thermal motion.
This significantly reducing the amount of diffusion compared to electron drift
[70]. The heavier ions also have a slower drift speed, resulting in a detectable
difference in the ‘time of arrival’ between different points of ionisation (for
events with a component perpendicular to the readout), which can be used
to reconstruct the track in the drift direction. CF4 gas is included in DRIFT-
IId for it’s fluorine content, which having a spin value of 1/2, provides a SD
target for WIMP interactions [71]. The small amount of oxygen, added to
the gas mixture, causes the negative ions to group into separate ‘species’ of
anions with slightly different drift velocities. This causes a delay between
the anion species’ arrival times at the TPC anode, resulting in a signal with
a main peak and three other ‘minority’ peaks [72]. The difference in anode
arrival time, t, between these peaks and the measured drift velocities of the
anion species, v, are used to establish the drift distance, z, travelled by the
ionised charge [73],




where a and b are two different peaks. Knowing the z position of the
ionisation event, enables DRIFT-IId to achieve fiducialisation in the drift
direction [72].
The presence of a minority peak has been proven to exist in SF6 [69],
suggesting that z fiducialisation is possible with this gas. Figure 2.11 shows








The SF−6 peak also provides anion drift, analogous to CS2 in the DRIFT-
IId gas mixture, allowing for track reconstruction along the drift direction in
SF6 gas. Advantages of using SF6, over the DRIFT-IId gas mixture, is the
higher SD fluorine target available compared to CF4. The SD target is also
increased by not having to use additional (non-SD) gases to provide anion
drift and z-fiducialisation. A further advantage is the non-toxicity of SF6,
making it safer and easier to handle than CS2. The disadvantages of using
SF6 is it’s high CO2 equivalence, making it a significant polutant, and the
lower gas gains achieved as a result of the molecule’s high electron affinity.
The former can be mitigated by cleaning and recirculating the SF6 gas and
the latter can be mitigated using specially designed electron amplification
devices, both of these methods are described below.
37
SF6 Cleaning and Recirculation
Impurities, such as water oxygen and nitrogen, can accumulate over time
within the SF6 target gas volume. These impurities lower the breakdown
voltage of the gas, causing a degradation in gain performance. Cleaning
the gas and recirculating it back into the detector would prolong it’s usable
lifetime and prevent the need to replace the gas volume on a regular basis.
After a period of time, at which the gas has become significantly degraded, it
can then be captured and disposed of, preventing it’s release to atmosphere.
R&D towards the cleaning and recirculation of SF6 has shown that radon
impurities, which cause an additional background inside the TPC, can be
reduced using 5 Å sieves cooled in dry ice [74], as shown in Figure 2.12.
Figure 2.12: The radon reduction achieved by recirculating SF6 through a 5
Å molecular sieve. Red, green and blue show the radon levels for the sieve
off, on and on surrounded by dry ice, respectively. Plot from [74].
The above figure shows a radon reduction factor of ∼2 and ∼8 with the
sieve on and with the sieve on and surrounded by dry ice, respectively. The
up turn in contamination towards the end of the plot is due to an increase in
the dry ice temperature over time. Further R&D efforts are ongoing, using
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similar methods, towards the reduction of the other impurities mentioned at
the start of this section.
Electron Multiplication with Micro-Pattern Gaseous Detectors
To strip ionised electrons from SF−6 anions, so they can be collected at the
readout, a high electric avalanche field is required before the readout stage.
In order to achieve signal amplification in the gas (gain), the avalanche field
needs to be high enough to impart the stripped electron with sufficient energy
to cause additional ionisation and prevent re-attachment. The high avalanche
fields required can be implemented using a type of Micro-Pattern Gaseous
Detector (MPGD) called a Gaseous Electron Multiplier (GEM) or a Thick
Gaseous Electron Multiplier (ThGEM). Both of these MPGDs are made
from three layers: two thin copper layers astride a central insulating layer
made from such materials as FR4 or Kapton. GEM’s are around 50 µm
thick and ThGEMs are usually between 0.4 and 1 mm thick. In both cases
the majority of the thickness is due to the insulating layer, with the copper
layers being ∼5 and < 100 µm thick for GEMs and ThGEMs, respectively.
Small holes, of sub-mm diameter, are drilled through the layers in regular
intervals. The rigidity of the GEM (or more so, of the ThGEM) allows a high
potential difference to be maintained between the copper layers, creating a
high avalanche field within the holes. Figure 2.13 shows a microscopic surface
image of a ThGEM.
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Figure 2.13: A microscopic image of a ThGEM from Ref. [75].
The insulating layer can be seen behind the copper layer, in the above
figure, which has been etched away from the hole rim to prevent surface
discharges through the holes. Gas gains of O(103) have been observed using
a ThGEM in low pressure SF6, which is high enough to see low energy (5.9
keV) electron recoils from 55Fe X-Rays, as well as the small amplitude signal
from the SF−5 minority peak (see Figure 2.11) [69].
2.4.4 TPC Readout Options
The ideal type of readout for a next generation dark matter TPC has been
extensively reviewed [76] [77]. Other than cost, the choice of readout depends
on the achievable resolution (both energy and spatial) and radiopurity level.
The former helps to increase the signal, whilst the latter helps to decrease
the background. The following describes some of the readouts currently
under consideration by the CYGNUS collaboration (formed with the goal
of producing a large scale gas TPC detector). For each of the readouts
discussed, it is presumed that track reconstruction in the drift direction is
achievable using a negative ion gas, which, along with the 2D information
provided by the readout plane, enables full 3D tracking.
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MWPC
The Multi-Wire Proportional Chamber (MWPC) is constructed from wire
arrays that collect the ionised charge. The main advantage of an MWPC
readout is the low radioactivity produced by the relatively small amount
of material used to construct the wires, which are typically between 20-100
µm in diameter. A disadvantage is that the spatial resolution is limited by
how closely the wires can be placed together (the pitch). For DRIFT-IId,
the avalanche field is produced between the wire arrays. This limits the
spatial resolution to 2 mm, as a lower pitch would start to produce electrical
discharges between the wires.
As discussed in the previous section, a ThGEM or GEM would be required
to produce sufficient electron avalanche in SF6 gas. For an MWPC with a
(Th)GEM avalanche stage, the wire arrays could be held at 0 V, allowing
for a reduction in pitch between the wires. This concept has been proven to
work in SF6 gas using an ∼4 cm2 MWPC prototype with a 1 mm pitch and
a ThGEM avalanche stage. With this configuration, the prototype was able
to achieve a gain O(103) [78]. Figure 2.14 shows an Fe55 spectrum obtained
using this MWPC-ThGEM readout in 30 Torr of SF6. Chapter 7 details the
testing of a larger scale (30 cm long) version of this prototype with the wire
array maintained at ground potential to allow for a reduced pitch of 600 µm.
Figure 2.14: Fe55 spectrum obtained using an MWPC prototype with
ThGEM avalanche stage in 30 Torr SF6.
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µ-PIC
The micro-pixel chamber (µ-PIC) is a type of MPGD that uses cathode
and anode strips to give track information in the 2D plane. Figure 2.15
shows a schematic of the µ-PIC, where the cathode strips can be seen with
a regular hole pattern, at the centre of which, are located electrodes that
connect to the anode strips at the bottom of the µ-PIC. An avalanche field
is created between the cathode and the anode strips, which are separated by
a polyimide substrate. This design results in a rigid single piece that can
achieve a spatial resolution of 400 µm and would require minimal support
structure when scaled to a larger size.
Figure 2.15: µ-PIC Schematic from [79].
The NEWAGE collaboration has reported gains of 1-2×103 in 20 Torr of
SF6 for a 10 ×10 cm2 µ-PIC with a GEM avalanche phase [80]. NEWAGE
has also shown the successful operation of a scaled up µ-PIC, with surface
area 30.72 × 30.72 cm2, in CF4 gas [81].
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Pixel Chip
Pixel readout chips are used to either detect and convert photons into an
electric signal or to directly detect ionised charge. Pixel chips that are used
for the latter purpose, which are discussed here, are constructed from a semi-
conducting material, such as silicon, and include an integrated signal ampli-
fication stage.
A matrix of pixel chips gives the 2D distribution of ionised charge by the
number and location of the chips that collected the charge. Due to the high
sampling frequency of pixel chips, the pulse time of arrival can be used to
reconstruct track information, in the drift direction, for electron gasses (such
as pure CF4) so that a negative ion gas is not required for this purpose.
However, to take advantage of the other benefits associated with negative
ion gasses (as discussed earlier in this section), the sampling frequency can
be adjusted to allow for the slower anions. This was achieved using 55×55
µm2 Timepix chips, with a triple GEM avalanche stage, to produce gains
O(103) in SF6 [82].
Track reconstruction using ATLAS FE14B pixels, inside a gas TPC filled
with a mixture of He and CO2, showed that the high positional resolution
achievable with pixel chips allows z to be determined from the amount of
track diffusion [83], which, as shown by Figure 2.16, is visible from the re-
constructed track. This technique offers an alternative to using minority
peaks when establishing the z position of ionised charge.
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Figure 2.16: Alpha track image from [83]. The track diffusion, which is pro-
portional to the z distance travelled by the ionised charge, can be measured
from the width of the ztrack and ytrack components.
Micromegas
The Micromesh Gaseous Structure (micromegas) is an MPGD that uses ei-
ther charge readout strips or pixels connected to collection pads, where the
ionised charge is deposited. The micromegas has a fixed micromesh placed
above the readout that provides the avalanche field. Figure 2.17 shows a
schematic of the micromegas used by the MIMAC collaboration [84], which
provides a spatial resolution of ∼400 µm.
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Figure 2.17: Micromegas diagram from [84]. The bottom image shows the
micromegas from the top, looking through the mesh and the top image shows
the micromegas from the side. The square charge collection pads are shown
in red and the readout strips are shown connected to the pads in grey.
The bottom image, in Figure 2.17, shows the readout as viewed from the
top, looking down through the mesh onto the collection pads (shown in red),
where readout strips can be seen connecting the pads diagonally in the x and
y directions. The top image, in this figure, shows the readout from the side,
where it can be seen that the strips are separated vertically. The testing
of micromegas in low pressure SF6 is planned for the near future as part




An alternative to collecting ionised charge is to, instead, collect the photons
produced by de-excited molecules, excited during the avalanche phase of a
detector. Figure 2.18 shows an image, taken with a Charge-Coupled Device
(CCD) camera, of an alpha track in 100 Torr CF4 [85].
Figure 2.18: CCD camera image of alpha tracks in CF4, from [85].
The concept of using CCD cameras for the direct detection of dark matter
has been proven by the directional detector, DM-TPC (Dark Matter Time
Projection Chamber) [86]. DM-TPC used CCD cameras in a CF4 target
volume to produce a SDWIMP limit that reached a cross section of 2.0×10−33
cm2 at a WIMP mass of 115 GeV c−2 [87].
The use of Complementary Metal-Oxide Semiconductor (CMOS) cam-
eras, with a triple GEM avalanche stage, for particle tracking has been
demonstrated in a gas mixture of He and CF4 [88]. The light yield in this gas
mixture was shown to be 0.2 ph eV−1, such that 1 photon was produced for
every 5 electrons ionised in the avalanche fields. The advantages of using a
camera based readout include high-resolution tracking and low noise levels,
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allowing for low energy thresholds to be achieved (for example, Ref. [88]
reports a 2 keV threshold). The disadvantages include the relatively high
background levels originating from the camera materials (see Chapter 9) and
the low light yield expected from negative-ion gases, although the latter is
still to be investigated.
2.5 Other Direct Detection Methods
The direct detection research field has produced many various techniques
towards the search for dark matter, most of which have been described in
this chapter. This section briefly introduces a few other promising techniques
not mentioned thus far.
Reconstructing recoil tracks using nuclear emulsion is being investigated
as a possible WIMP detection method [89]. The method looks for silver
grains that form around a sub-µm long track trajectory, produced by nuclear
recoils within the emulsion.
The TREX-DM (TPC for Rare Event eXperiments Dark Matter) ex-
periment, located at Canfrac Underground Laboratory, takes the opposite
approach to the low pressure dark matter searches described in Section 2.4
and uses a high pressure (10 bar) TPC, with micromegas readout, filled with
a mixture of Ar and Ne gas [90]. This method sacrifices directionality in
favour of a larger target mass.
Spherical Proportional Counters (SPC) are another type of gas TPC used
by experiments, such as NEWS-G (New Experiments With Spheres-Gas), to
conduct dark matter searches. The cathode of an SPC is provided by the
vessel, shown in Figure 2.19 (left), which is held at ground potential, and
the anode, shown in Figure 2.19 (right), is provided by a small spherical
ball, placed at the centre of the vessel and biased with high voltage via a
connecting rod [91].
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Figure 2.19: NEWS-G prototype detector. Left: The spherical vessel (cath-
ode). Right: The metallic ball (anode) suspended at the end of a connecting
rod. Figure from [92].
A spherical geometry provides the most volume per vessel surface area
and as a consequence produces a reduced background level, from the vessel,
compared to other geometries. Another advantages of this geometry is the
low capacitive noise level. These properties enable NEWS-G to achieve a
trigger threshold of ∼36 eVee (i.e. a single electron trigger) [93], which is a
promising result, in general, for gas TPC dark matter detectors. Similar to
the TREX-DM experiment, NEWS-G also uses noble gases at greater than
atmosphere pressure (∼3 bar) to search for low mass dark matter candidates
[93].
The PICO detectors, located at SNOLAB, are bubble chambers filled
with C3F8 that detect an ionisation event by the gas bubbles that form
around it. The fluorine target enables PICO to set the current world leading
(non-directional) SD limit on WIMP dark matter [94].
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Chapter 3
Low Energy Gamma Rejection
Simulation
The ability of dark matter search experiments to lower their detection thresh-
old is vital, as the search for dark matter pushes towards lower interaction
cross sections and WIMP masses. Section 2.4.2 of the previous chapter de-
scribed how a background from neutrino’s will become apparent for next gen-
eration detectors. However, a more immediate background at lower thresh-
olds comes from low energy (sub-10 keV) electron recoils produced by the
Compton scattering of gammas, which can be difficult to distinguish from
nuclear recoils of similar energy. The desired electron recoil rate for a dark
matter detector is < 1 yr−1. This can potentially be achieved using low in-
trinsic background materials and shielding to construct the TPC, which is
the subject of Chapters 5 and 6, and by using discrimination techniques dur-
ing analysis, which is the subject of this chapter. For a dark matter detector
capable of directional discrimination (see Section 2.4), features of the recoil
track, such as range, can help differentiate between electron and nuclear re-
coils. In the work presented here, machine learning techniques are used to
investigate the level of simulated electron recoils that can be rejected at low
energy (1-10 keV) as a function of detection efficiency. The simulated recoils
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are also used to investigate the presence of Head-Tail (HT, see Section 2.4.1)
over the same energy range.
For the reasons described in Section 2.4.3 of the previous chapter, all
simulated recoils were produced in 20 Torr of SF6 gas, with the exception
of the simulation described in Section 3.2, which used recoils generated in
CF4 gas to cross check the simulated quenching factor with measurement.
The first section of this chapter describes the recoil simulation procedure
and Section 3.3 describes how the effects of spatial resolution and diffusion
were added to the simulation. The recoil parameters used for background
rejection and the calculation of HT are the subject of Section 3.4 and the
recoil analysis procedure is described in Section 3.5. The resulting gamma
rejection and HT, before and after diffusion, is given in Section 3.6 for an
idealised detector capable of 100 µm resolution and with a 50 cm long drift
region. This section also presents results after diffusion for a more realistic
detector capable of 600 µm resolution and with the same drift length.
3.1 Recoil Track Simulation
The first essential component of the simulation work described in this chapter
is the generation of the ionised electrons produced by electron and nuclear
recoil events. The former is described in Section 3.1.1 and the latter in
Section 3.1.2.
3.1.1 Nuclear recoils
To generate nuclear recoils, either the GEANT4 (GEometry ANd Tracking)
[95] or SRIM (Stopping and Range of Ions in Matter) [96] simulation packages
could be used. It was found that the SRIM extension package TRIM allowed
for the full recoil cascade to be simulated, which enabled the majority of
ionisation to be captured. This was found not to be possible using GEANT4,
which only produced the first level of recoils from the primary recoil cascade.
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The simulation of nuclear recoils in TRIM was automated via a python
script using the pySRIM package [97]. The track information produced by the
simulation was output into two separate files. The first, the EXYZ.txt file,
included positional information of the track, given in cartesian coordinates,
and the electronic and nuclear stopping powers, recorded every time the
track lost a few eV in kinetic energy. The second, the COLLISONS.txt file,
recorded the energy, particle type and position of nuclear recoils caused by
the primary ion as well as the resulting recoil cascades. Each recoil listed in
this file with a kinetic energy greater than 200 eV was generated as a separate
track in TRIM. The 200 eV threshold was chosen as simulated tracks below
this energy were found to rarely produce ionisation. The resulting positional
information, in the recoil’s EXYZ.txt file, was rotated to reflect the cascade
direction and subsequently translated into position along the ion track. The
recoil’s COLLISONS.txt file was then inspected for further recoil events and
the process described above was repeated for those recoils. To increase the
track structure detail and to include as much of the ionisation as possible,
the process was repeated up to the fourth level or recoils.
The electronic stopping and positional information, included in the EXYZ.txt
file for the ion and all simulated recoils, was converted into ionised electron
locations using a C++ script. For each step, the script accumulated the
energy loss to electronic stopping, Estop, until the value was greater than or
equal to the W value of the gas. At this point the size, N , and the centroid













Figure 3.1 shows an example of ionised electrons produced by a 50 keVr
fluorine recoil in 20 Torr SF6.
Figure 3.1: Ionised electrons, form the primary, 1st, 2nd, 3rd and 4th level
of recoils, for a 50 keVr fluorine track in 20 Torr of SF6 gas.
3.1.2 Electron Recoils
As SRIM is specifically designed for the simulation of ions, electron recoils
were generated in GEANT4. The fortran based Degrad simulation package
[98] was considered but was found not to generate a number of electrons
consistent with the measured SF6 W value of 34±0.4 eV [99]. For GEANT4
simulations, a secondary electron production cut could be fine tuned to pro-
duce, on average, the expected amount of electrons. The latest version of
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the simulation package was used (version 10.04) with the low energy physics
list, G4EmLowEPPhysics, and the photo-absorption and ionisation model,
G4PAIModelPhoton. This allowed for the direct generation of secondary
electrons ionised by the primary recoil. Figure 3.2 shows the ionisation gen-
erated by GEANT4 for a 10 keV electron recoil in 20 Torr SF6.
Figure 3.2: Ionisation from a 10 keV electron recoil in 20 Torr SF6, simulated
using GEANT4.
3.2 Simulated Quenching Factor
The quenching factor is the fraction of a nuclear recoil’s kinetic energy that
is lost to ionisation. It is proportional to the gas composition, pressure
and W value as well as the type of recoiling nucleus and it’s kinetic energy.
Understanding the quenching factor is necessary to convert the observed
ionisation into an accurate prediction of the recoil energy.
Due to the lack of reported measurements regarding the quenching factor
of SF6 at low energies, fluorine ions were first simulated in CF4 at 50 mbar to
allow for a direct comparison to the measurements made in Ref. [100]. 100
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ions were generated (per recoil energy) for recoil energies between 5 and 50
keVr and the quenching factor of each recoiling ion was recorded. The mean
quenching factor per recoil energy is shown in Figure 3.3.
































Figure 3.3: Simulated (black squares) and measured (red diamonds) quench-
ing factor for low energy fluorine recoils in 50 mbar CF4. Measured result
taken from Ref. [100].
The result presented in Figure 3.3 shows agreement, within error, with
the measurements reported by Ref. [100] for recoil energies at and above
10 keVr. The simulated quenching factor at 5 keVr, shown on this figure, is
slightly lower than the measured value, suggesting that the simulation is less
accurate at energies of ∼2 keVee and below. After validating the simulation
in this way, the same simulation procedure was used to predict the quenching
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factor for low energy fluorine and sulfur recoils in 20 Torr SF6. These are








































Figure 3.4: Simulated quenching factor for low energy fluorine (circles) and
sulfur (squares) recoils in 20 Torr SF6. The data is slightly offset along the
x axis to prevent overlap.
3.3 Diffusion and Spatial Resolution
This section describes the simulation of diffusion and spatial resolution for
the recoil tracks described in the first two sections of this chapter. As an
example, the simulation is used to show how the raw signal of a 10 keV
electron is affected for diffusion lengths of 1, 25 and 50 cm and for spatial
resolutions of 10, 20 and 50 µm.
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As described in Section 2.4.3 of the previous chapter, for recoils occurring
in SF6 gas, the ionised electrons attach to the electronegative SF6 molecule
and produce the anion, SF−6 . This then drifts and diffuses within the gas
volume. To simulate the attachment process the anions, not the ionised
electrons (generated by the procedures described in 3.1.1 and 3.1.2), were
simulated at each point of ionisation. The anions were generated inside a 1
m3 volume of 20 Torr SF6 gas, using the C++ based simulation tool Garfield
[101], and a drift field of 500 V cm−1 was implemented in the x direction. The
volume size was chosen to provide ample room for the anions to diffuse, over
distances of up to 50 cm, without being lost from the simulation. The drift
field was chosen to produce a reduced field at which the SF−6 reduced mobility
was known, which was a required input parameter for the simulation. The
reduced field, F 0, and reduced mobility, µ0, were calculated using Eq. 3.3
and Eq. 3.4 respectively, where vd is the drift velocity, N0 is the gas number








F 0 is used as this directly effects the SF−6 mean energy (which is related
to diffusion), such that an increase in N would decrease the anion’s mean
free path, whilst E is directly proportional to the energy gained by the anion
between collisions. The density of an ideal gas at a pressure, P , of 20 Torr
and at room temperature, T , is given by Eq. 3.5, where NA is Avagadro’s
constant, 6.022×1023 mol−1 and R is the ideal gas constant, 6.236×104 cm3
Torr K−1 mol−1. Inserting Eq. 3.5 into Eq. 3.4 gives the reduced field as
a function of E and P for a constant T of 300 K (∼room temperature), as









This gives a reduced field, via Eq. 3.6 of ∼78 Td, where 1 Td = 10−17
V cm2. Based on the measurements made by Ref. [69] this results in an
SF−6 anion reduced mobility of 0.540±0.002 cm2 V−1 s−1. This value was
imported into Garfield, which then used the information to simulate the
drifting of the anion. Ref. [69] also shows that at this reduced field the
longitudinal diffusion displays a deviation of ∼20% from the thermal limit.
However, thermal diffusion was used as a first approximation to the real
diffusion in both the longitudinal, DL, and transverse, DT , directions for
these simulations. Eq. 3.7 shows the calculation for thermal diffusion, where
kb and q are the Boltzmann constant and the ion charge, respectively, and
δs is the step size over which the diffusion was calculated. A δs of 1 µm
was chosen as smaller step sizes were found to significantly increase the CPU
time. After each δs, Garfield updates the anion position with a diffusion
sampled from 3 (2 for each DT and 1 for DL) gaussian distributions [102],
each given by Eq. 3.7.







To simulate the spatial resolution of different readouts, the x, y and z
locations of the anions were binned into a 3 dimensional histogram and the
bin size was changed to reflect different resolutions. Figure 3.5 shows a
2 dimensional representation of how the track shape of a 10 keV electron
changes with diffusion, increasing from top to bottom, and spatial resolution,
increasing from left to right. The figure shows that, as expected, the electron
track is less well resolved as both the diffusion increases and the spatial
resolution decreases. Despite this, the general shape of the recoil is still
57
observable on all of the images in Figure 3.5. This indicates that the recoil
information required to reject a low energy electron background remains over
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Figure 3.5: The effects of diffusion and spatial resolution on a 10 keV elec-
tron track in 20 Torr SF6. Diffusion lengths of 1, 25 and 50 cm are shown
increasing from top to bottom and spatial resolutions of 10, 20 and 50 µm are
shown increasing from left to right. The key indicates the electron density
per bin.
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The next section describes a set of parameters identified from the track
profiles of the generated electron and nuclear recoils, after the simulation
of diffusion and spatial resolution, that can be used to reject an electron
background.
3.4 Discrimination Parameters
With the track simulation established the next step, described here, was the
identification of key parameters that maximised the separation between nu-
clear and electron recoil tracks. The three parameters chosen were range,
charge asymmetry and charge density distribution along the track. Range
was chosen as, on average, electron recoils produce a lower ionisation den-
sity per track length than nuclear recoils and will, therefore, produce longer
tracks. In the same vein, the charge density distribution parameter was cho-
sen as this is expected to be more dispersed or ‘clumpy’ for electrons than
for nuclear recoils, which produce a smoother distribution of charge. Finally,
the charge asymmetry parameter was chosen as the electron recoil profile is
expected to follow a Bragg curve, depositing the majority of charge at the
end of the track and creating a large asymmetry. Although nuclear recoils
deposit most of their energy as ionisation at the beginning of the track, the
asymmetry is expected to be less. These features can be recognised from a
visual inspection of the electron and nuclear recoils, of similar energy, shown
in Figure 3.6.
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Figure 3.6: Left: 24 keV electron recoil. Right: 28 keVee nuclear recoil.
Taken, in 100 Torr CF4, using CCD camera imaging [85].
Although the above figure shows recoils in CF4 gas, the track profiles are
expected to be very similar in SF6.
To calculate the parameters a Singular Value Decomposition (SVD) al-
gorithm was used to create a line of best fit to the 3D distribution of ionised
electrons. The SVD algorithm factorises the matrix of 3D electron positions,
P, into three separate matrices:
Pm×n = Um×m ·Σm×n ·VTn×n (3.8)
where U and V are unitary matrices and Σ is a diagonal matrix of non-
zero, real numbers. The m rows of the P matrix lists the electrons and the
n columns gives their position in cartesian coordinates. The three matrices,
U, Σ and VT represent a rotation a scaling and a rotation, respectively. The
first row of the transpose of V, v0, gives the bases vector for a least squares
line of best fit to the positional data. An example fit is shown in Figure 3.7
for an 11 keVee fluorine recoil in 20 Torr SF6.
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Figure 3.7: The blue points are ionised electrons from an 11 keVee fluorine
recoil in 20 Torr SF6, after 25 cm diffusion and with a 100 µm resolution.
The red points are the electron positions projected onto a line of best fit.
The blue points, in the above figure, are the ionised electron positions,
after 25 cm diffusion, binned to reflect 100 µm spatial resolution. The pro-
jection of the electron locations onto the fitted line (the red points in Figure
3.7) were calculated as,
v0(pm · v0) , P = [p0, ...,pm] ∈ Rm×n (3.9)
and the range parameter was calculated from the line of best fit as,
max {pm · v0} −min {pm · v0} (3.10)
The charge asymmetry parameter, λ, was measured in the positive x-
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direction, v0,x, as the ratio of charge in the first half of the fitted line to that
of the second half, with the half way point defined as,
max {pm · v0}+ min {pm · v0}
2
v0,x (3.11)
Nuclear recoils were generated in the positive x-direction to simulate the
expected WIMP wind in the lab frame of reference (see Section 2.4 of the
previous chapter), whilst the electron recoils were generated isotropically. For
each simulated recoil type (electron, fluorine and sulfur) of a certain energy,









where N is the number of recoils simulated. The statistical error in the
above equation is boolean in nature as each recoil has a value of λ that
is either less than or greater than 1. For the directed nuclear recoils, the
majority are expected to have a λ greater than 1 and, therefore, Eq. 3.12
is expected to give HT > 0.5. This should then distinguish the nuclear
recoils from the isotropic electron background, which is expected to show no
statistical λ bias and, therefore, Eq. 3.12 is expected to give HT ' 0.5.
The charge density variation along the track was measured as the stan-
dard deviation from the mean electron density along the fitted line. Figure
3.8 shows this for a 7 keVee fluorine recoil in 20 Torr SF6, which has a charge
density variation of 5.15 electrons per 100 µm bin or 5.15×10−2 q µm−1,
where q is the electron charge.
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Entries  206
Mean    12.45
Std Dev     5.147
100 micron bins


















Figure 3.8: Electron density distribution, for 100 µm resolution, over the
length of the best fit line for a 7 keVee fluorine recoil in 20 Torr of SF6. The
charge density variation parameter is the ’Std Dev’ value given in the stats
box (top right).
A strong correlation is expected between the range and charge variation
parameters as longer tracks are more likely to have a greater spread in elec-
tron density. However, the charge density parameter includes information
about the track structure that is used to help distinguish between nuclear
and electron recoils of similar range. Figure 3.9 shows where fluorine, sulfur
and electron recoils of 6±0.5 keVee are positioned within a parameter space
made up of the three parameters discussed. The recoil data in this figure is
based on 25 cm diffusion and 100 µm resolution.
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Figure 3.9: Parameter space made up of the parameters: range, charge asym-
metry and charge density variation. For a spatial resolution of 100 µm and
after 25 cm diffusion. Fluorine, sulfur and electron recoils of 6 ±0.5 keVee in
20 Torr SF6 are shown as red, green and blue points respectively.
The above figure clearly shows the discrimination potential of the three
parameters discussed in this section. It can be seen, from this figure, that
the most effective separators between electron (blue) and nuclear (red and
green) recoils are the fitted range and, the closely correlated, charge density
variation parameters. The charge asymmetry parameter is not as effective,
however, it does still provide some added discrimination at higher values.
The recoil data plotted in Figure 3.9 is for an energy of 6 ±0.5 keVee, which
was chosen as an average for the 1-10 keVee energy range. For example, the
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same plot for 10 keVee energies would show even greater separation between
the electron and nuclear recoils and the opposite is true for energies < 6 keVee.
In the next section a new type of analysis, for gas TPCs, is introduced that
can maximise the discrimination potential visible in Figure 3.9.
3.5 Decision Tree Analysis
It can be seen from Figure 3.9 that, on the main, there exists good sepa-
ration between nuclear and electron recoils. However, the figure also shows
some cross over between the two recoil types, where the separation between
them, if it exists, is less easy to recognise by eye. Therefore, a Decision Tree
(DT) algorithm, from the python module scikit-learn [103], was used to help
develop the best possible parameter cuts, for the recoil data, that maximises
the electron rejection at different recoil detection efficiencies. The usual func-
tion of a DT is to train a signal selection algorithm on a given data set and
number of parameters, which can then be tested on a separate set of data
(this is the basis of the analysis performed in Chapter 4 for DRIFT-IId).
However, for the analysis described in this section, the DT is instead used to
estimate the background rejection capabilities, for recoil energies between 1
and 10 keVee, at different detection efficiencies. The following describes the
process used to achieve this.
The DT analysis choses cuts, based on the three parameters discussed
in Section 3.4, that optimises the separation between signal (nuclear recoils)
and background (electron recoils). The level of the analysis can be set such
that a level one analysis performs just a single cut on the data and produces
two data sets, a level two analysis performs a further cut on the data and
produces four data sets and so on. If the data is fully separated as either
pure background or pure signal no further cuts are performed. Figure 3.10
shows a level three DT analysis performed on the recoil data shown in Figure
3.9.
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Figure 3.10: Level three DT analysis performed on a recoil sample made up
of 6±0.5 keVee electron and fluorine recoils. For each box, the left and right
side of the row labelled "value" gives the percentage (units not shown) of
electron and fluorine recoils, respectively, remaining after each cut.
The data in the above figure is made up of∼105 electron and∼200 fluorine
recoils. Each box on the figure represents an array of recoil parameters and
lists the following: the parameter being used to separate the data (top row);
the number of recoils in the box (second row); the percentage of electron
(left) and nuclear recoils (right) in the box; the majority classification (last
row). It can be seen from Figure 3.10 that a cut in charge density variation
of < 0.069 q µm−1 rejects ∼ 99.6% of the electron background whilst keeping
100% of the fluorine recoils. Following the signal path, shown in dark blue on
Figure 3.10, shows that the electron rejection can be increased to ∼ 99.9%
by introducing a range cut of < 3.92 mm and reducing the charge density
variation cut down to < 0.065 q µm−1. However, this also has the effect
of reducing the fluorine recoil detection efficiency from 100% to ∼ 99.5 %.
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DTs with an increasing level of cuts will increase the electron rejection even
further but will also start to further reduce the signal detection efficiency. By
studying DTs with up to 20 levels, the electron rejection at different detection
efficiencies was investigated for recoil energies at and below 10 keVee. In each
case the electron recoil is either rejected or not, which results in a boolean
distribution. Therefore, the error on the rejection factor was computed in
the same way as the error in HT (see Eq. 3.12).
A DT also gives information on the significance of each parameter used
to help separate the data. The most significant parameter used in the anal-
ysis shown in Figure 3.10 was the charge density variation, as a cut on this
parameter rejects most of the background. Figure 3.11 shows the parameter
significance after the initial cut, for 12 more levels of cuts, which allowed
the background rejection to be studied down to 10% detection efficiency. It
can been seen from the figure that all parameters have a significant affect on
background reduction, with the range parameter being the most important
in this case. The significance of each parameter varies with the amount of
cut levels chosen, however, on average there exists a contribution from all
three parameters.
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Figure 3.11: The significance of each parameter in separating nuclear re-
coil data from electron recoil background, given after the initial cut (which
removed the majority of background).
3.6 Resulting HT and Gamma Rejection
All of the following results are based on a gas TPC with a target volume
of 20 Torr SF6 at room temperature and with a drift field of 500 V cm−1.
For each energy between 1 and 10 keVee, approximately 105 gamma induced
electron recoils, 200 fluorine and 200 sulfur recoils were simulated.
Figure 3.12 shows the measured HT for the simulated fluorine, sulfur
and electron recoils between 1-10 keVee, for a resolution of 100 µm. The
diamond (square) points on this figure show the effect before (after) diffusion.
The figure shows significant HT before diffusion, at all energies, for both
fluorine and sulfur recoils and no clear HT after an averaged 25 cm diffusion,
with the exception of 10 keVee fluorine recoils. As expected the electron HT
is consistently 0.5 (within error) at all energies, before and after diffusion,
correctly identifying the background’s isotropic distribution.
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Figure 3.12: Low energy HT measured before (diamond points) and after
(square points) diffusion in 20 Torr SF6 for fluorine, sulfur and electron recoils
in the energy range 1-10 ±0.5 keVee. The simulation was conducted at 100
µm resolution and a 50 cm drift region was simulated by diffusing all tracks
over an averaged 25 cm.
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The results of Figure 3.12 suggests that HT could be used to look for
a WIMP signal at low energy and low diffusion, by identifying anisotropy
within the recoil data. However, the result also suggests that the affect
reduces with diffusion. The exact relation between the magnitude of the ob-
served HT and the amount of diffusion can not be inferred from these results,
and as such, should be a focus of future work. That said, the preliminary
result presented here, suggests that HT would be more obvious for recoils
occurring closer to the readout.
For energies greater than 6 keVee all of the electrons were rejected at high
signal detection efficiencies, as shown by Table 3.1 for 100 µm resolution and
25 cm diffusion. This amount of diffusion was chosen as the mean amount
experienced by recoils distributed uniformly within a 50 cm drift region,
which is based on the DRIFT-IId drift length (see Chapter 4).
Table 3.1: Detection efficiencies at which all, ∼105, electrons were rejected,
for fluorine (top row) and sulfur (bottom row) recoil energies above 6 keVee.
Energy (keVee) 7 8 9 10
Efficiency (%)
69 75 75 100 Fluorine
93 99 100 100 Sulfur
As the electron recoils were either rejected or not, the result was boolean
in nature and the gamma rejection error was calculated in the same way as
the HT error (see Eq. 3.12). This meant that the high gamma rejection
factor of 10−5, associated with the results given by Table 3.1, produced an
error of ±10−5. For this reason, a sample size of 105 caused gamma rejection
factors better than 10−4 to be unreliable. This error could be reduced by
increasing the background sample size, from 105 to 106, however, the CPU
time required to achieve this would also increase ten fold. Therefore, lines
were instead fitted to data points representing lower rejection factors and
used to make predictions of the detector efficiency at higher rejection factors.
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The gamma rejection factor at detection efficiencies between 20 and 100%,
for fluorine and sulfur recoils with energies between 1 and 5 ±0.5 keVee, are
shown on the left and right of Figure 3.13 respectively.
Figure 3.13: Gamma rejection at detector efficiencies of 20-100% for fluorine
(left) and sulfur (right) recoils in 20 Torr SF6, for recoil energies of 1-5 ±0.5
keVee. Top row: 25 cm diffusion, 100 µm resolution, middle row: no diffusion,
100 µm resolution, bottom row: 25 cm diffusion, 600 µm resolution. The
shaded region shows one sigma deviation from the fitted lines.
The top, middle and bottom rows of Figure 3.13 show, respectively, the
rejection factor at 25 cm diffusion and 100 µm resolution, no diffusion and
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100 µm resolution and 25 cm diffusion and 600 µm resolution. The latter
represents a more realistic spatial resolution and matches that used by the
prototype readout discussed in Chapter 7. The lines on the figure are linear
least square fits to the rejection factor data points and the fits were weighted
using the relative boolean error of each rejection factor. To ensure a reliable
fit, data points with relative errors greater than one half of the point value
were not used and a fit was only attempted if at least 5 data points were
present. Gamma rejection at detector efficiencies of less than 20% showed
deviation from a linear profile, therefore, no fit was attempted below this
efficiency. The shaded regions around the fitted lines represent one sigma
deviations.
Figure 3.14 shows the gamma rejection between 1 and 10 keVee, extrap-
olated from Figure 3.13 for a 50% detection efficiency. The top, middle and
bottom rows of Figure 3.14 show, respectively, results for 25 cm diffusion
and 100 µm resolution, no diffusion and 100 µm resolution, and 25 cm dif-
fusion and 600 µm resolution. The first column of the figure shows results
for fluorine recoils and the second column for sulfur recoils. The error bars,
shown in blue on the figure, were used to perform linear weighted orthogonal
distance regression fits to the data, which are shown by the solid lines. The
error in gamma rejection comes from the one sigma error of the fitted lines
in Figure 3.13 and the error in energy was ±0.5 keVee. The dotted lines in
Figure 3.14 represent predictions where no data was available. The shaded
regions on the figure show one one sigma deviation from the fitted lines.
Figure 3.14 shows a wide range in gamma rejection capabilities at low
energy, for example the top row shows a rejection factor of ∼10−8, within
error, at 10 keVee, for both fluorine and sulfur recoils, and a steep decline
towards < 0.1 at 1 keVee. The figure also shows a significant reduction in
the gamma rejection after diffusion, for example at 6 keVee the rejection
factor reduces by ∼2 and ∼4 orders of magnitude for fluorine and sulfur
recoils respectively, at the same (100 µm) resolution. Comparing the gamma
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rejection at different resolutions (after 25 cm diffusion), Figure 3.14 shows a
less severe reduction, with ∼similar results at both resolutions below 8 keVee
and ∼one order of magnitude better results for 100 µm resolution above this
energy.
Figure 3.14: Gamma rejection at 50% detection efficiency for fluorine and
sulfur recoils with energies between 1-10 keVee, given for different diffusion
lengths and spatial resolutions. The blue points with error bars were extrap-
olated from the data shown in Figure 3.13 and the solid line is a fit to these
points. The dotted lines are predictions of the rejection factors. The shaded
region shows 1 σ deviation from the fitted lines.
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The results presented in Figure 3.14 show the first (to the authors knowl-
edge) serious attempt at a low energy (sub-10 keVee) analysis for a gas TPC.
The diffusion is shown as either off (zero drift) or on (averaged 25 cm drift),
of course in reality, diffusion is not on or off but a continues function of the
drift distance. Therefore, the approximate gamma rejection at low diffusion
lengths (>0cm and <25 cm) can be estimated from these results. For exam-
ple, for an averaged 10 cm diffusion length, the rejection would be approxi-
mately half way between that found at the minimum, 0 cm, and maximum,
25 cm, diffusion limits. This would correspond to an ∼1 (for fluorine) and
∼2 (for sulfur) orders of magnitude better rejection after 10 cm diffusion,
compared to the rejection found after 25 cm diffusion.
The high rejection factors, found in this section, indicate that a significant
gamma background could be tolerated for a large next generation gas TPC.
These backgrounds are studied and compared to the gamma rejection results
found here, for a 1000 m3 and 10 m3 gas TPC in Chapters 5 and Chapter 6,
respectively.
The results of this chapter could be improved by using real, rather than
simulated, recoil events. It is therefore an R&D priority to test prototype
readouts in SF6 gas and obtain real recoil data. The construction and oper-
ation of such a prototype is discussed in Chapter 7.
3.7 Conclusion
This chapter detailed the first attempts made to investigate the gamma re-
jection of a low pressure gas TPC, at sub-10 keVee energies, using simulated
recoils. The nuclear and electron recoils were generated using SRIM and
GEANT4, respectively, for a 20 Torr SF6 gas target. Spatial resolution and
diffusion were implemented into the simulation, the latter was achieved us-
ing GARFIELD to simulate a drift field of 500 V cm−1. It was shown how
a decision tree analysis could be used to find parameter cuts that maximise
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the gamma rejection at different detection efficiencies. The gamma rejection
at 600 µm spatial resolution, after 25 cm diffusion, and at 100 µm spatial
resolution, before and after 25 cm diffusion, was investigated (25 cm was
chosen to represent the mean diffusion experienced by events occurring uni-
formly within a 50 cm drift region). Three recoil parameters were used for the
gamma rejection analysis, these were range, charge asymmetry and charge
density variation.
From the charge asymmetry parameter it was possible to look for a HT
affect that could be used to distinguish an anisotropic signal over an isotropic
background. The affect was found to be a function of track diffusion, being
more obvious at no diffusion and almost non-existent after 25 cm diffusion,
for recoil energies between 1 and 10 keVee. This suggests that HT could be
used to look for an anisotropic WIMP signal at low energy for recoil tracks
experiencing low diffusion.
For both fluorine and sulfur recoils, the simulated gamma rejection was
found to be higher before diffusion. This would indicate that the ability to
reject gammas varies with drift length, with shorter drift lengths giving better
rejection factors, as expected. Although the results of this chapter can be
used to approximate the gamma rejection for different diffusion lengths, the
simulation could be used in future to find a more accurate relation between
gamma rejection and diffusion. The variation in gamma rejection between
100 and 600 µm readout resolutions was only found to be significant at
and above 8 keVee. Below this energy, a readout with 6 times less spatial
resolution, than an idealised 100 µm, was found to give similar results after
25 cm diffusion. This suggests that the readout resolution has less impact on
the achievable gamma rejection after the charge has been spread out, due to
diffusion, over a relatively large readout area (compared to the area covered
by the initial ionisation event). The small variation in gamma rejection
performance, with resolution, was one of the main motivations behind the
construction of a 600 µm pitch MWPC prototype, which is discussed in
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Chapter 7.
The results of this chapter could be improved with the simulation of a
greater number of background events. This would reduce the significant error
attributed to large gamma rejection factors, improving the gamma rejection
predictions at higher energies (6-10 keVee). The identification of more recoil
parameters would also help to further distinguish signal from background
and improve the resulting background rejection. The decision tree analysis,
used in this chapter, is an example of a machine learning algorithm. Instead
of being used to investigate the possible gamma rejection at different detector
efficiencies, a similar analysis could be trained and tested on a large (real or
simulated) data set and the resulting analysis model could be used to directly
search for a WIMP event from future data. The next section provides an




Efficiency using Machine Learning
A next generation large scale gas TPC, such as those introduced in the next
two chapters, will require a high detection efficiency in order to exploit the
maximum amount of target mass at it’s disposal. The previous chapter
used a machine learning algorithm, called a decision tree (DT), to explore
the gamma rejection capability of a future low pressure gas TPC, sensitive
to low energy recoils (sub-10 keVee). This chapter describes how a similar
algorithm can be used to maximise the detection efficiency of such a TPC.
Data provided by the DRIFT-IId experiment, introduced in Section 2.4.3
of Chapter 2, provides a means to investigate this, whilst also potentially
improving the detectors existing sensitivity.
DRIFT-IId is a 1 m3 low pressure Negative Ion Time Projection Cham-
ber (NI-TPC), located at the Boulby Underground Laboratory, designed to
directly detect WIMP dark matter particles and to ultimately identify the
WIMP wind originating from the Cygnus constellation (see Section 2.4 of
Chapter 2). This is potentially achieved by studying the directional infor-
mation of recoils caused by WIMP-nuclei interactions within the detector’s
target gas volume. This chapter describes a new type of data analysis that
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uses a machine learning algorithm called Random Forest Classifier (RFC) to
increase the DRIFT-IId detector efficiency. Section 4.1 describes the config-
uration and operation mode of the detector, Section 4.2 gives a theoretical
calculation of the expected WIMP interaction rate within the target gas vol-
ume and Section 4.3 describes the new analysis procedure. The results of
the latter two sections are used to produce an improved SD WIMP exclusion
limit for DRIFT-IId, presented in Section 4.4, which corresponds to an in-
crease in sensitivity of ∼30%. This result will have a greater impact on the
search potential of a next generation detector, which will have a significantly
larger target volume than DRIFT-IId.
4.1 The DRIFT-IId Detector
The DRIFT-IId detector, shown in Figure 4.1, consists of two MWPCs (this
readout was introduced in Section 2.4.4 of Chapter 2) placed 50 cm away
from, and to the left and right of, a central cathode. The cathode provides
a high voltage of -31.9 kV, which is reduced in uniform steps towards each
MWPC. This is achieved using a field cage consisting of 31 stainless steel
rings, mounted onto an acrylic frame, that surround the target volume of
gas. The first and last rings of the field cage are connected to the cathode
and MWPC, respectively, using 33 MΩ resistors and each intermediate ring
is connected to it’s adjacent counterpart by the same method. The field cage
maintains a uniform drift field between the cathode and MWPCs of 580 V
cm−1, over 50 cm, which inhibits the lateral displacement of ionised charge
as it drifts towards the readout.
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Figure 4.1: DRIFT-IId NI-TPC. Each MWPC, left and right, is separated
from a central cathode via a 50 cm field cage.
Each MWPC is comprised of three separate arrays of 552 stainless steel
wires with 2 mm pitch. The three arrays make up an anode of 20 µm thick
wires, and two grids, placed orthogonal to the anode, of 100 µm thick wires,
as shown by the schematic in Figure 4.2. The separation between the grid
and anode wires is 1 cm, within this region an avalanche field is produced
by setting the grid wires to -2884 V and maintaining the anode wires at
ground potential. The avalanched signal is collected on 448 of the anode
wires, which in turn, induces a response on the same number of inner grid
wires (see Figure 4.2). 52 wires, situated on both sides of each grid, provide
a veto region around the array that is used to exclude events entering the
fiducial volume from the outside. 41 wires, on both sides of the anode,
provide the same veto for this array. 11 anode wires, situated before the veto
on both sides, are stepped down in voltage to prevent electrical break down
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at the extremities of this array. The anode and inner most grid provide track
information in the x and y directions, respectively. For these arrays, every
8th signal wire is grouped in order to minimise the amount of processing
electronics. The grouping size was chosen as neutron calibrations showed
that no recoil, within the energy region of interest (<200 keVr), trigger 8 or
more wires. Each group of signal and veto wires is processed by a Cremat-110
pre-amplifier and Cremat-200 shaper, with 4 µs shaping time, before being
recorded by the DRIFT-IId Data AQuisition system (DAQ).
Figure 4.2: A schematic showing part of one of the two MWPCs used by
DRIFT-IId. Made from three arrays of 552 stainless steel wires of 100 µm
(grid) and 20 µm (anode) diameter. The wire pitch of each array is 2 mm
and the separation between the arrays is 1 cm.
The DRIFT-IId detector is placed inside a 7 mm thick steel vacuum
vessel [104]. The vessel is surrounded by polypropylene pellets, which provide
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shielding from neutrons produced during the radioactive decay of isotopes
found within the surrounding rock walls. Gamma shielding is not used as
DRIFT-IId, instead, uses a combination of signal threshold and short shaping
time to prevent the low ionisation density of Compton scattered electrons
from triggering a response. This allows for a gamma rejection of 1.98×10−7
with a threshold of ∼18 keVee [105]. The vacuum vessel allows the detector
to operate at a pressure of 41 Torr, utilising a gas mixture of CS2, CF4 and
O at a pressure of 30, 10 and 1 Torr, respectively. As described in Section 2.4
of Chapter 2, the gas mixture provides negative ion drift, a spin-dependant
(SD) target and fiducialisation in the drift direction, due to the presence of
minority peaks. The latter, combined with the planar information from the
MWPC readout, allows the location of an event to be determined in 3D.
Figure 4.3 shows the main ionisation peak, produced by a recoil event inside
the DRIFT-IId gas volume, along with two smaller minority peaks.
Figure 4.3: Neutron event showing the main peak and two minority peaks.
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Knowing the drift distance travelled by an event, enables background
events occurring at the cathode and MWPC to be vetoed. This is especially
important for cathode events produced by the decay of Radon Progeny Re-
coils (RPR). RPRs are produced when 222Rn gas, caused by isotope decay
within surrounding materials, mixes with the target gas volume and decays
to produce the cation, 218Po. The cation drifts toward the cathode, where
it can become trapped within the cathode material and decays to produce
214Po and 210Po nuclei, which can then recoil in the gas volume near to the
cathode plane. Most of these events can be tagged and removed with the
identification of an accompanying alpha particle, which is produced during
the decay process. Figure 4.4 shows an example RPR with coincident alpha
event, which can be clearly identified by the multiple wire hits caused by
it’s long ionisation trail. If the alpha particle becomes trapped within the
cathode material, however, it is not detected and the RPR recoil can mimic
a WIMP signal. This is mostly avoided with the implementation of a thin
film aluminised-mylar cathode of 0.9 µm thick, which prevents the majority
of alphas from becoming trapped [106]. The remaining RPRs are vetoed by
cutting all events that occur within 2 cm of the central cathode.
The ability to veto background in three dimensions ensures that the target
volume of gas is fully fiducialised. This along with the external neutron
shielding and gamma rejection, allows for the elimination of all background
above a certain threshold, and hence, enables the DRIFT-IId detector to run
background free. This allowed the DRIFT collaboration to set limits on the
possible mass and cross section of WIMP dark matter [105], which remain
the most stringent for a detector with directional sensitivity. Section 4.3



























































































































Figure 4.4: RPR recoil event originating from the cathode and triggering on
the left MWPC anode wire groups 1 and 2 (LA1, LA2), and some of the grid
wires, with associated alpha particle triggering on all of the anode and grid
wire groups of the right MWPC (RA, GA). The index notation from 1 to
8 signifies the wire group. The wires labelled V are veto wire groups and S
stands for the summed result of all triggered wires.
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4.2 Event Rate
This section details the derivation used to predict the rate of SD WIMP in-
teractions, occurring within the DRIFT-IId target volume, as a function of
WIMP mass and cross section. The derivation assumes a spherical, isother-
mal, galactic halo of non-relativistic WIMP dark matter as predicted by
ΛCDM. Although DRIFT-IId does contain spin independent targets, the
main target is the spin dependent (SD) fluorine found in CF4 gas. Fluorine’s
dependency on spin is due to it possessing an odd number of protons (9),
which gives the element the same spin as the proton: 1
2
. The following sec-
tion and the analysis performed in Section 4.3 focuses exclusively on a SD
search for WIMP dark matter using a fluorine target.
4.2.1 Basic Rate
This section develops a basic rate equation from first principles by assuming
a constant WIMP wind velocity magnitude, v0, and by invoking a classical
hard sphere approximation for nuclei interactions.
For a WIMP particle traversing, at speed v0, through a cubic volume of
gas with side length L, the expected rate of elastic interactions between the




where σWN is the WIMP-nuclei cross section and N0 the number of fluo-





where the denominator is the molar mass of fluorine, Mtotal is the total
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mass of fluorine in the detector and NA is Avogadro’s constant.
Predictions of the local dark matter density vary, Ref [107] suggests that
it could be 3.9×105 GeV c−2 m−3. However, to compare the results of this
chapter to previous DRIFT-IId results [105], the same standardised local
dark matter density, ρW , of 3.0×105 GeV c−2 m−3 is used. With this density,
a volume of size L3 (measured in m3) contains a number of dark matter




The expected rate of interactions from this number of WIMPs is given






DRIFT-IId is used to search for WIMP-nucleon interactions within the




(1− cos θ) (4.5)
Here MF is the fluorine mass in GeV c−2, θ is the scattering angle and µ












Assuming that the scattering angle is random and uniform, the nor-
malised probability of a recoil of energy ER occurring, p(ER), must be con-













In this section, the singular value given for the dark matter velocity magni-
tude, v0, is replaced by a more realistic Maxwell-Boltzmann velocity distri-





Substituting v0 in Eq. 4.9 with v (a value between the minimum and
maximum possible velocity magnitude) and then multiplying by the velocity











where 2πv20 is a normalising constant that returns unity for a 4π velocity
distribution with integration limits of 0 and infinity. More accurate integra-
tion limits would be vE (the magnitude of the Earth’s velocity relative to
the dark matter distribution) and vesc (the magnitude of the galactic escape




























Here, vmin is the minimum velocity required to produce a recoil of energy
ER, given by (p(ER)ER)1/2v0, and k is a scaling factor that accounts for the
change in integral upper limit from infinity to vesc. The value of k is close to
unity, given as 0.9965 [108].
4.2.3 Cross Section
The classical approach used, in the previous section, to calculate the WIMP
interaction rate is only valid where the target nucleus de Broglie wavelength,
λ = 2πh̄/q (where q is the momentum of the recoiling nucleus), is far greater
than it’s size. For the majority of fluorine recoils, the momenta produces a λ
not much greater than the size of the nucleus and the classical approximation
becomes less accurate. This leads to a form factor correction, F (qrn/h̄), to
the interaction cross section, where rn is the radius of the target nucleus.
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Dividing by h̄ (from here on h̄ = 1) makes the form factor a dimensionless
number that can be used to scale the cross section such that,
σWN = F (qrn)
2σ0 (4.13)
where σ0 is the cross section at the limit of zero momentum transfer. For





2 (qrn < 2.55, qrn > 4.5)
0.047 (2.55 ≤ qrn ≥ 4.5)
(4.14)
For a fluorine target, rn ≈ 1.0 fm ×191/3 = 2.7 fm and q can be converted
to ER via, 0.5×q2×M−1F . The form factor remains dimensionless by dividing
through by h̄c. This allows the form factor to be plotted as a function of ER
for fluorine, as shown by Figure 4.5.
Figure 4.5: Form factor correction as a function of recoil energy for fluorine.
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The above figure shows that the form factor reaches a constant value of
0.047 at a recoil energy of ∼700 keV, this corresponds to the point at which
qrn, in Eq. 4.15, is greater than 2.55.
The DRIFT-IId detector has an upper threshold on it’s fiducial volume
of 6000 NIPs (Negative Ion Pairs), for fluorine nuclei this corresponds to a
recoil energy threshold of around 200 keV and, therefore, a maximum qrn of
∼0.18. For this reason, the form factor correction to the WIMP-nucleus cross






In order to compare WIMP search results between different detectors
using different SD targets, the WIMP-proton cross section (at the limit of








where, µp and µ are theWIMP-proton andWIMP-nucleon reduced masses
in the centre of mass frame, CWp is a dimensionless correction to the cross
section for a WIMP-proton scatter and CpWN is the correction factor applied
due the proton contribution to the WIMP-nucleon cross section. Substituting











4.2.4 Differential Rate Equation







































where, R0 is now a function of σWp, not σ0, and p is a function of µp,
not µ. Table 4.1 summarises the other parameters that make up the rate
equations.
Table 4.1: Parameters, either predicted or measured, that make up the rate
equation, other than the WIMP mass or cross section which are unknown.
Parameter Value Units Ref
ρW 0.3 GeV c−2 cm−3 [110]
v0 230 km s−1 [111]
vE 260 km s−1 [108]
vesc 600 km s−1 [112]
CpWN/CWp 0.91 - [109]
k 0.9965 - [108]
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Figure 4.6 shows a plot of Eq. 4.19 for MF = 0.024 kg (the DRIFT-IId
fiducialised fluorine mass, see Section 4.3.2), MW = 100 GeV c−2 and σWp =
0.1 pb.
Figure 4.6: An example of the expected SD WIMP recoil rate, as a function
of recoil energy, inside the DRIFT-IId detector, for 100 GeV c−2 WIMPs
with a 0.1 pb cross section.
The downturn at higher energies, seen in the above figure, is due to the
sin2 function included in Eq. 4.15.
A remaining scaling factor for the differential rate equation is the DRIFT-
IId detector efficiency. The next section describes an analysis that improves
the current efficiency, resulting in an increased sensitivity to the detectable
rate, and therefore, to a larger range of WIMP masses and cross sections.
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4.3 Data Analysis
The latest published DRIFT-IId dark matter exclusion limits are given by
Ref. [105], since this result, there has been an additional ∼100 days of run
time. An updated limit, including this run time, is given by Ref. [113]. This
section describes efforts to improve the efficiency of the DRIFT-IId analysis,
used previously, by employing a machine learning algorithm similar to that
described in Chapter 3.
4.3.1 Data Selection and Calibration
Machine learning works by training and testing an algorithm on data that is
known to be, in this case, either signal or background. For the signal data,
DRIFT-IId was exposed to a 252Cf source, placed 10 cm above, and at the
centre of, the TPC vessel. The source produced neutrons at a rate of 2.8 ±
0.2×103 s−1 [105], a portion of which entered the fiducial volume and caused
nuclear recoils that mimicked a WIMP signal. A total 0.9 days of neutron
exposure was used to train and test the algorithm on signal recognition. For
the background data, 100 days of previously analysed WIMP search data
[113] was used, along with gammas produced during 3 days of exposure to
×3 60Co sources, placed on top of the vessel. For the WIMP search, 55
days of previously analysed data was used in order to compare the results
to the published ∼55 days [105]. Table 4.2 gives the list of files (as stored
on the HEP file cluster at the University of Sheffield) containing the recoil
data discussed and gives their usage as either background, signal or WIMP
search.
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Table 4.2: DRIFT-II data files used for the analysis.
Start End Usage Days
drift2d-20141204-03-wimp drift2d-20150701-02-wimp Background 99.99
drift2d-20150223-03-co60 drift2d-20150224-01-co60 Background 2.98
drift2d-20151002-01-neut drift2d-20150619-01-neut Signal 0.90
drift2d-20150709-02-wimp drift2d20151002-02-wimp WIMP search 55.24
The avalanche field between the grid and anode arrays of the MWPCs (see
Section 4.1) causes multiplication of each ionised electron, captured within
the field, by a factor of ∼1000 [114]. The electronics used by DRIFT then
amplifies this signal further. The total signal amplification is known as the
gain of the detector and it helps to provide a better signal to background
ratio. However, the original NIPs (Number of Ionised Pairs) caused by a
recoil event is lost. In order to regain this information the detector needs to
be calibrated using a source that produces recoils of a known energy. All of
the data used in this section was calibrated by regularly exposing the fiducial
volume to two 55Fe sources, located behind each MWPC. The sources were
placed behind an automated shutter that opened every six hours for approx-
imately three minutes. During this exposure the 15 mV hardware threshold
was lowered to enable 5.9 keV electron recoils, caused by the photoabsorbtion
of 55Fe X-rays, to be recorded. This produced a signal of known energy that
was used, along with the gas mixture W value (25.2±0.6 eV [115]) and the
recorded pulse heights, to calibrate the gain of each MWPC, enabling the
deposited recoil energy to be reconstructed.
4.3.2 Recoil Discrimination Parameters
After some initial waveform processing, involving the removal of high and
low frequency noise (originating, respectively, from the cathode and mains
supply), any event passing a hardware threshold of 15 mV was recorded by
the DAQ. This section describes the parameters, derived from the recorded
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waveforms, used to remove background events from the data.
The first parameter cuts used were boolean in nature, such that, any
events producing a ‘true’ response to the following were identified as back-
ground and removed:
1) Triggered 8 or more wires. An event that causes 8 wires to trigger has an
ionisation trail of at least 16 mm in length and is, therefore, most likely an
alpha event.
2) Triggered both MWPCs simultaneously. A WIMP interaction is extremely
unlikely to occur on both sides of the detector at the same time.
3) Produced non-contigouos wire hits. A recoiling nucleus is expected to
produce an uninterrupted trail of ionisation.
4) Originated within 11 cm of the MWPCs. For these events, the drift time
is too short for the minority carries to separate out and produce clear peaks
(see Section 4.1 and Figure 4.3). Therefore, the positional reconstruction
along the drift direction can not be trusted.
5) Occurred within 2 cm of the cathode. These events have most likely
originated from the cathode, as described in Section 4.1.
6) Produced more than 6000 NIPs. This corresponds to a recoil energy
greater than 200 keV, which can only be produced by a WIMP with a veloc-
ity magnitude exceeding the escape velocity of the Galaxy, see Section 4.2.2.
The effect of cut 4 and 5, along with the veto region around the MWPCs
(see Section 4.1), is to create a DRIFT-IId fiducial volume, V , of,
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2× 0.8m2 × (0.48− 0.11)m = 0.59m3 (4.20)
where, the reduction in area from 1 m2 to 0.8 m2 is due to the presence
of the veto and guard wires. For a CF4 pressure, P , of 10 Torr at a room




where Rgas is the gas constant given as 0.062 m3 Torr K−1 mol−1 and
MCF4 is the total molar mass of fluorine contained within a CF4 molecule,
given as, 4× 19 g mol−1 = 76 g mol−1.
The next stage of cut parameters were based on continuous values, such
as the anode wire hit parameter, which, after the 8 wire cut, has a value of
between 1 and 7. The continuous parameters used for the analysis are listed
in Table 4.3.
Table 4.3: The continuous parameters used to remove background from the
DRIFT-IId data.
Anode hits The number of anode wires hit.
Risetime The duration between 10% and 90% of the maximum
pulse height recorded on the anode wires.
Peak Ratio The ratio of the minority peaks to that of the main
peak (see Figure 4.3).
Grid NIPs The response induced on the grid wires, converted to
NIPs.
Grid/anode The ratio of Grid NIPs with the NIPs detected on the
anode wires.
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Figure 4.7 shows probability density histograms for the parameters listed
in Table 4.3 for signal (red) and background (blue) events. It can be seen from
this figure that, for each parameter shown, at least some separation exists
between signal and background events. Other parameters were investigated
but did not show enough clear separation between the two types of events.
Figure 4.7: Probability density histograms for the parameters listed in Ta-
ble 4.3 for background (blue) and signal (red) events. The x-axis gives the
parameter value and the y-axis gives the probability in arbitrary units.
The standard way of producing cuts, for the parameters listed in Table
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4.3, would be to investigate the best cut positions from the type of histograms
shown in Figure 4.7. For the new analysis described in the next section, the
boolean cuts were applied to the recoil data first (reducing the background
by 27%) and the remaining recoil parameter data were used to produce a
more complex background rejection model based on machine learning.
4.3.3 Analysis Algorithm
A python machine learning algorithm, called a Random Forest Classifier
(RFC) [103], was used to produce a new type of DRIFT-IId analysis. The
algorithm is based on the DT method for finding the best parameter cut
positions that maximise signal to background separation. This method was
used in Section 3.5 of Chapter 3 to study the low energy background rejection
capability of a simulated next generation detector. Figure 3.10 of Section 3.5
shows how a decision tree separates data based on the best parameter cut
locations. An RFC algorithm produces multiple DTs using the signal and
background recoil parameter data described in the previous section. It then
computes an averaged result from all of the trees to provide a better overall
background rejection, compared to that of a single tree. The accuracy of the
analysis can be optimised by setting the depth and number of DTs. The depth
selects the DT level used by the analysis, which was described in Section 3.5
of Chapter 3. Selecting a depth too small would limit the decision tree’s
ability to separate signal from background, whilst selecting a depth too large
would overfit the data during training and produce a less accurate result
when tested. Increasing the number of trees used by the RFC creates a more
accurate averaged result. However, this also increases the CPU time involved
and, at some point, a larger number of trees either no longer improves the
result or provides such a small improvement that the trade-off in CPU time
is not beneficial.
The total 103 background and 0.9 signal days, listed in Section 4.3.1,
were split such that 80% was used to train the analysis and 20% was used to
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test the resulting analysis model. The data selection was stratified so that
the same ratio of background to signal events was maintained for both the
training and testing data sets. After training, the RFC returned a probability
score, for each event, between 0 (most likely background) and 1 (most likely
signal). A confidence cut with a value between 0 and 1, was then found
that removes all of the background from the training data. The percentage
of remaining signal events, after the confidence cut was applied, gave the
analysis cut efficiency. The accuracy of the analysis model produced by the
RFC was then checked using the test data set. If the model incorrectly
identified a large percentage of the test data background events as signal,
then it was not an accurate model. Conversely, if all background events
from the test data were correctly rejected but the analysis efficiency was
significantly reduced, compared to the training analysis efficiency, then the
RFC model was overfitted to the training data. By fine tuning the depth
and number of decision trees, used by the analysis, the most accurate and
efficient model was achieved. This was found to occur for a DT depth and
number of 12 and 1000, respectively, with a confidence cut of 0.982. This
model still incorrectly identified 2 events (from the test set) as signal, which
were later rejected by eye.
The 2 events are shown to the left and centre in Figure 4.8 and can be
compared to an example signal event, from a neutron recoil, shown to the
right in this figure. The waveform profile of the centre image, obviously does
not compare to that of a nuclear recoil of similar energy and distance from
the readout, shown on the right. The second event, shown to the left in
Figure 4.8, was about half the energy of the other event and was slightly
more ambiguous, and therefore, less straight forward to reject. However,
comparison of the anode sum line of this event, labelled LAS (Left Anode
Sum) on the figure, and that of the nuclear recoil event, labelled RAS (Right
Anode Sum), revealed a clear profile difference between them that was used
to reject the non-recoil event.
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Figure 4.8: The left and centre images show the waveforms of the 2 events
that passed the RFC testing. The right image shows the waveform of a
nuclear recoil with the same z position (∼35 cm) as the 2 events and the
same energy (∼4000 NIPs) as the event shown in the centre image.
4.3.4 Improved Detector Efficiency
The cut efficiency of the model produced by the RFC analysis was converted
into a detector efficiency by comparing the amount of signal identified by
the model to that predicted by simulation. The simulated GEANT4 results
used to study the detector efficiency are those used by Ref [105] for the
same purpose. The simulation produced 0.9 billion neutrons, originating
from the 252Cf source position described in Section 4.3.1. To reduce the CPU
time, the simulation was run at 25 times the actual gas pressure, which was
possible as the probability of multiple scattering was found to be negligible
(via simulation) at this higher pressure. For each simulated neutron event,
that produced a recoil inside the DRIFT-IId gas volume, the resulting recoil
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type, energy and distance from the readout, d, were recorded. The recoil
energy was converted to NIPs using known conversion rates that take into
account the quenching factor per recoil energy and the W value of the gas.
The conversion rates, up to 100 keVr, are shown in Table 4.4.
Table 4.4: NIPs conversion rates for neutron events simulated inside the
DRIFT-IId detector. C =carbon, F = fluorine, S = sulfur. Values from
[105].
keVr C NIPs F NIPs S NIPs
10 164 140 115
20 395 332 259
30 659 552 416
40 946 792 588
50 1243 1055 773
60 1559 1326 966
70 1877 1616 1167
80 2205 1911 1370
90 2547 2223 1575
100 2886 2528 1788
The DRIFT-IId fiducial volume was binned into energy and d, using a bin
width of 250 NIPs and 2 cm, respectively. For each bin, the ratio between
signal correctly identified by the RFC analysis and signal predicted by the
simulation was evaluated. The result is shown as a false colour heat map in
Figure 4.9 (left), where white represents 100% efficiency and red represents
no efficiency. This can be compared to the efficiency map achieved using the
standard DRIFT-IId analysis [105], shown to the right in this figure, which
uses the same false colour scale.
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Figure 4.9: Efficiency maps for the RFC analysis (left) and the standard
analysis (right). White = 100%, red = 0%. The image on the right was
taken from [105].
It is clear, from a comparison of the two images in the above figure, that
the RFC analysis model improves the detector efficiency. For the standard
analysis, Figure 4.9 (right) shows a reduction in efficiency at high NIPs values
and low d, and at high d values and low NIPs. The former is due to high
energy events producing a large main peak, which causes the peak ratio
parameter cut to remove the majority of these events. The latter is due to
the larger amount of diffusion, experienced by charge drifting from high d,
which dampens the signal amplitude and pushes either the main peak or the
minority peaks below threshold. These effects are still apparent in Figure
4.9 (left) for the RFC analysis, however, the reduction in efficiency is much
less. This is a result of the DT analysis method, which does not remove
events that fail a parameter cut but instead treats the data as a separate
group of recoils that can be subject to further analysis. Therefore, a signal
event that fails one parameter cut can still be identified as signal, by a DT,
if it passes further data reduction stages. Figure 4.10 shows the detection
efficiency averaged over each of the NIPs bins shown in Figure 4.9 (left). The
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y error, in this figure, is given as
√
detected/predicted and the error in x is
the energy bin width (250 NIPs).
Figure 4.10: The detector efficiency, as a function of NIPs for the RFC
analysis.
As expected, the above figure shows a drop off in efficiency at lower and
higher NIPs values. This is due to, respectively, the loss of minority peak
information at low energy and the large main peaks that can occur at higher
energies, as previously explained.
4.4 Improved Limit Curve Result
The RFC analysis model, described in Section 4.3.3, was applied to 55 days of
WIMP search data. After which, it was found that 2 events remained within
the fiducial volume. As with the 2 events remaining after the RFC testing
(see Section 4.3.3), examination of these events by eye, revealed that neither
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response was consistent with the expected signal profile of a nuclear recoil.
The two events in question, shown to the left and centre of Figure 4.11, were
very similar in appearance, z position and energy. However, neither event
resembles the nuclear recoil, with similar z and energy, shown to the right of
Figure 4.11.
Figure 4.11: The left and centre images show waveforms of the two events
left over after the RFC WIMP search analysis. Both events have a NIPs
value of ∼1500 and a z position of ∼20 cm. For comparison, the right image
shows the waveform of a nuclear recoil with 1400 NIPs and a z position of
22 cm.
The left and centre images on the above figure do include multiple peaks,
as expected for a gas with minority carriers (see Section 2.4.3 of Chapter 2).
However, the profile of these peaks does not follow that expected of a nuclear
recoil (shown by the image on the right of the above figure), on this basis,
the events were rejected. As well as being used to perform WIMP search
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analysis, a machine learning algorithm could be employed, in future work,
to examine the waveforms of events and produce a more accurate minority
peak ratio parameter (this parameter was described in Section 4.3.2). This
would then improve the ability of the RFC analysis to reject events similar
to those shown in Figure 4.11 (left and centre).
After the analysis the data shown in Figure 4.10 was used to scale the
WIMP rate (per WIMP mass and cross section) to give a detectable rate and
produce a new DRIFT-IId dark matter exclusion limit. To achieve this the
differential rate given by Eq. 4.19 was integrated over the interval E1 and
E2, which are the lower and upper edges of the energy bins used to study
the detector efficiency. The solution is not a simple or short expression so
for the sake of brevity the following are defined,

























































where, v0 and vE are defined in Section 4.2.1 and Section 4.2.2 respectively
and their values are given in Table 4.1. p(ER) is defined by Eq. 4.8. The
function arguments differ from those given in Eq. 4.19 as vmin has been
converted to ER. With the above expressions the solution to the rate equation
for the finite energy region E1 and E2 is,
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R(E1, E2) = ε(ER)
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where, ε(ER) is the detector efficiency between E1 and E2, as given in
Figure 4.10 of the previous section, and F (E1rn)+F (E2rn)
2
is the mean form
factor (see Eq. 4.15 of Section 4.2.3) between E1 and E2.
For a particular MW , the lowest σWp that could be excluded, at 90%
confidence, was that which produced 2.3 events (based on poisson statistics).









where Mtotal and ttotal are the total mass of the detector and the total
exposure time, respectively. This results in the RFC exclusion curve shown
by the blue solid line in Figure 4.12, where all MW and σWp above the curve
are excluded by DRIFT-IId (at a 90% CL). The current limit, published by
Ref [105], derived using the standard analysis is shown by the red dashed
line in this figure.
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Figure 4.12: DRIFT-IId SD WIMP exclusion limits for the RFC analysis
(blue solid line) and the standard analysis (red dashed line).
The lowest σWp for the RFC analysis was 0.19 pb, which occurred at a
MW of 87 GeV c−2. The improvement in efficiency at low energy (< ∼2000
NIPs) increased the detector’s sensitivity to lower MW . This can be seen
in Figure 4.12, where the curve is shifted further to the left, compared to
the standard analysis curve which has it’s lowest point at a σWp of 0.28 pb
and a MW of 100 GeV c−2. This result corresponds to a 32% increase in
cross-section reach with the new analysis.
4.5 Conclusion
The new RFC analysis, described in this chapter, improved the efficiency
achieved by the standard analysis and as a result was able to exclude more
of the SD WIMP search parameter space for the same mass and exposure
time. Testing of the analysis algorithm revealed that two events remained
from a total of ∼21,000 background events, included in the test set, giving
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a background rejection of 99.9998%. However, having to reject a few events
by eye means that the analysis is not completely blind and will need some
improvement in future. Part of this improvement will occur naturally as the
RFC accuracy increases with the amount of training data available to it. The
resulting 90% limit exclusion curve, from the RFC analysis, reaches a cross
section of 0.195 pb at 100 GeV c−2 and 0.192 pb at 87 GeV c−2. The difference
in exclusion limits between the standard and RFC analysis is equivalent to
an increase in sensitive target mass of almost one third. The readout spatial
resolution of the DRIFT-IId MWPC is 2 mm, a next generation detector
with improved resolution would consequently have a better signal to noise
ratio, and therefore, a better background rejection than DRIFT-IId. This
would increase the efficiency of a future detector beyond the results presented
in this chapter. To this end, a prototype MWPC with 600 µm resolution
was created, which is described in Chapter 7. The importance of detection
efficiency is most notable when considering the running costs, of a large
scale gas TPC, as a function of detector performance. For example, a 100%
efficient (idealised) detector would take half the time to reach a particular
WIMP search parameter space, compared to the same detector running at
50% efficiency, and therefore, would incur half the running costs in doing
so. In conclusion, the increase in efficiency produced using machine learning
based data analyses, will have a significant impact on the performance and
total running cost of large mass next generation gas TPCs, such as those





The next goal for directional technology is to probe the WIMP parameter
space below the neutrino floor. As described in Section 2.4.2 of Chapter 2,
the unique ability to identify a recoil’s direction could allow for a neutrino
background rejection. To achieve this a directional detector would require
a volume O(103) m3, whether as a single unit or multiple units distributed
across different underground sites. This chapter details work towards the
first key step in determining the feasibility of a such an experiment, namely
a detailed assessment of the backgrounds. This is achieved through the study
of an example concept, termed CYGNUS-1000, comprising a 1000 m3 mono-
lithic detector filled with 20 Torr SF6 gas, located at the Boulby Underground
Laboratory. The gas was chosen for the reasons discussed in Section 2.4.3 of
Chapter 2. Boulby was chosen due to the familiarity of the background levels
and environment at this site. However, results could be extrapolated to other
potential sites such as the Laboratori Nazionali del Gran Sasso (LNGS) for
example.
GEANT4 [95] was used to model the geometry of the detector, as de-
scribed in Section 5.1, and simulate the neutron and gamma backgrounds,
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using the procedures described in Section 5.2. A separate procedure was
used to simulate the rock background, which is described in Section 5.3. The
strategy here was to work inwards from the rock walls, then the vessel and
then finally the internal components. The background due to the rock wall
and vessel material is discussed in Section 5.4 and the background due to
the internal TPC components is discussed in Section 5.5. Other sources of
background, originating from cosmic ray interactions and radon gas contam-
ination, are discussed in Section 5.6. Finally, the potential search reach of
CYGNUS-1000 is presented in Section 5.7.
Neutrons are of particular concern for dark matter detection as they can
cause recoils within a target volume that mimic a WIMP signal, therefore, the
goal here is to limit the neutron background to less than one per year within
the recoil energy region of interest: 1 to 200 keVr. This would mean that if a
nuclear recoil event was observed within one year of running, the statistical
analysis described by Feldman and Cousins [116] could be used to establish
the event as signal at a 90% C.L. Using the same analysis, if the expected
background rate was, instead, ≥one per year then this event would still be
consistent with background. For this reason, a detector with a limit of less
than one neutron event per year has a greater discovery potential and allows
for the most stringent dark matter discovery limits to be established. Chapter
3.6 shows that it may become possible to discriminate up to 104 gamma
induced electron recoils per year per keV, at and below a recoil energy of 10
keV, therefore, this was the goal for the gamma rejection study presented
in this work. For the background study, the external, vessel and internal
components were treated individually and the limits were applied separately
in each case. The results can then be used to guide future studies that
investigate the cumulative sum of background from a more specific TPC
design, as is done in the following chapter.
A previous background simulation study, of a large scale gas TPC for
dark matter detection, was conducted by Ref. [117]. However, this study
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focused on higher pressure CS2 gas (not low pressure SF6 as is done here).
Also, this study provides a more comprehensive review of the backgrounds
from multiple readout and vessel material options and includes both neutron
and gamma contributions. Further to this, the scale of detector considered
here is much larger than considered in Ref. [117].
5.1 Vessel and TPC Geometry
The CYGNUS-1000 vessel was simulated as a cube of side length 10 m,
located underground at Boulby. A simplified model was used for the simula-
tions in which the vessel walls and gamma shielding were regarded as a single
structure, referred to throughout this chapter as the ‘vessel material’. The
results can then be used in future, to help guide a more detailed design with
the vessel and gamma shielding separated. The structural support required
for the TPC vessel was not simulated directly, instead, results from the vessel
background simulations, conducted for different thicknesses of steel and tita-
nium, can be extrapolated to provide a background estimate for an averaged
thickness of support structure. Figure 5.1 shows a GEANT4 generated image
of the CYGNUS-1000 vessel located inside a rock cavern and surrounded by
a neutron shield made of water (which is discussed in Section 5.4.1). A back-
to-back configuration was envisioned for the TPC with a 50 cm drift region
between the central cathode and each readout, an example of this configura-
tion is shown by Figure 5.2. For a 10 m length, this resulted in 10 cathodes
and 20 readouts with respective total areas of 1000 and 2000 m2. Although a
50 cm drift distance was used here, the results can be extrapolated to study
the background for other drift distances.
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Figure 5.1: GEANT4 generated image of the CYGNUS-1000 vessel with
surrounding water shield.
Figure 5.2: Example of a readout-cathode-readout, back-to-back configura-
tion, taken from [118].
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5.2 Simulation Procedure
The background studies were conducted using the highest radiopurity levels,
for the materials, reported in the literature. These were sourced mainly from
other dark matter search experiments, for instance, the steel and titanium
values come from the LZ technical design report [119]. The material’s 238U,
232Th and 40K activities are listed in Table 5.1 and the rock salt activities
used for Boulby are listed in Table 5.2.
Table 5.1: Materials used for the background simulations and their radiopu-
rity levels given in mBq kg−1.
Material 23892 U 23290 Th 4019K Ref
Steel 0.27 0.49 0.40 [119]
Titanium <0.09 0.23 < 0.54 [119]
Copper < 0.012 < 0.0041 0.061 [120]
Acrylic 0.029 0.039 2.1 [121]
Silicon < 12.35 < 4.07 < 6.81 [122]
Aluminium < 0.52 1.94 < 6 [123]
Polyimide < 36.79 < 27.52 < 410 [124] [125]
Kapton < 98.77 < 36.59 58.82 [122]
Table 5.2: Salt rock activities in mBq kg−1 for Boulby.
238
92 U 23290 Th 4019K Ref
864 508 3.5×104 [122]
Table 5.1 shows that some up the reported radiopurity levels are upper
limits. For this work, these limits are used as the actual measured value
and results are discussed with this taken into account. Activities from other
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isotopes are sometimes reported in the literature but the three most com-
mon were selected here to enable a direct comparison between the different
materials. A 235U radioactivity level of 0.0072 times the 238U activity, based
on the 238U/235U abundance ratio, was included for all neutron simulations.
Neutron production rates, due to spontaneous fission and (α,n) reactions,
were obtained using Sources4C [126] for the materials listed in Table 5.1
and for the salt rock found at Boulby. These spectra were then input into
the GEANT4 simulation, which produced the neutrons within the simulated
material. The amount of neutron recoils observed within the gas volume






Where, Ptot is the total neutron production rate from Sources4C, in units
of m−3 yr−1 (mBq/kg)−1, Vtot is the total material volume in m3, Nn is the
number of neutrons simulated and λ is the material activity in mBq kg−1.
The gamma background was produced by homogeneously populating the
material with the 238U, 232Th and 40K isotopes. GEANT4 then automatically
follows the full decay chain of each isotope, assuming secular equilibrium,
and produces the associated gammas. A portion of the gammas enter the
target gas volume where they Compton scatter and cause an electron recoil
background. For each isotope, the amount of decays simulated, Ndecays, the
mass of the material under consideration, M , and the number of recorded







5.3 Rock Background Flux
The simulation of a large rock cavern along with the transportation of back-
ground events through the rock can be extremely CPU intensive. Further to
this, a large proportion of the simulated background may not emerge from
the rock surface, resulting in a significant waste of CPU time. Instead of
running such a simulation for each rock background study, the simulation
was conducted once and the neutron and gamma flux at the rock surface was
recorded. This flux was then used in subsequent simulations to create the
background directly at the rock surface and the resulting recoil rate within





where, R is the number of recoils detected, Asurf is the total surface area
of the simulated rock cavern, Ftot is the total background flux (neutron or
gamma) and N is the number of background events simulated.
5.3.1 Neutron Flux
To simulate the rock surface neutron flux, a Source4C spectrum, of the neu-
tron production rate per energy in salt, was used by the GEANT4 simulation
to populate a 5 m thick wall of salt rock with neutrons. Figure 5.3 shows the
spectrum, which was calculated using the activities listed in Table 5.2 and a
rock salt density of 2170 kg m−3 [127]. The starting depth of simulated neu-
trons that reached the rock surface was recorded and the flux was calculated
using Eq 5.1, with Rn replaced by the number of neutrons reaching the sur-
face. The rock neutron spectrum was produced using the correct activities
so λ in Eq. 5.1 was set to unity. The resulting flux was divided by the rock
surface area and is shown as a function of rock depth in Figure 5.4.
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Figure 5.3: Neutron production rate per energy for Boulby salt rock, calcu-
lated using Sources4C.
Figure 5.4: Total neutron flux at the rock surface as a function of rock depth.
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It can be seen from Figure 5.4 that the flux saturates at around 1.5 m,
therefore, the simulated 5 m of rock was more than adequate to capture the
majority of the neutron flux at the rock surface. The flux between 0.01 and
3 MeV was found to be 2.1×10−6 cm−2 s−1, in good agreement with previous
simulations of the rock neutron flux at Boulby [128]. The total flux over all
possible neutron energies, Ftot, was found to be 2.62×10−6 cm−2 s−1. The
flux per neutron energy (for 10 keV bins) at the rock surface is shown by
Figure 5.5.
Figure 5.5: Rock surface neutron energy spectrum.
Figure 5.5 shows a contribution from thermal neutrons below 1 MeV and
a peak due to fast neutrons at 1 MeV that decays exponentially, as expected.
The spectrum was used as input into GEANT4 for the generation of neutrons
at the rock surface.
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5.3.2 Gamma Flux
To produce the rock surface gamma flux, a 50 cm thick rock wall was simu-
lated and populated with 238U, 232Th and 40K isotopes. The gammas, pro-
duced via the decay of these isotopes, which emitted from the rock surface
had their originating depth recorded. The total gamma flux at the surface
was calculated using the values given by Table 5.2 and Eq. 5.2, with Rel
replaced by the number of gammas contributing to the flux. The result was
then divided by the rock wall surface area and is plotted as a function of rock
depth in Figure 5.6, where it can be seen that the flux saturates at around
40 cm.
Figure 5.6: Gamma flux at the rock surface as a function of rock depth.
The total gamma flux, Ftot, was found to be 0.115 cm−2 s−1 in close
agreement with the surface gamma flux measured, just outside of the Boulby
laboratory entrance, in Ref. [129]. The flux per energy (in 10 keV bins) used
to create the gamma background at the rock surface is shown in Figure 5.7,
where prominent lines from each isotope decay chain are labeled.
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Figure 5.7: Rock surface gamma energy spectrum.
5.4 Rock and Vessel Backgrounds
This section describes the neutron and gamma background originating from
the rock cavern and vessel material. The neutron background is investigated
first and is discussed in the following two subsections. The gamma back-
ground originating from the vessel material and surrounding rock can not be
studied separataly, as an increase in vessel thickness would provide shield-
ing from the rock background but would also increase the vessel background.
Therefore, the two background sources are discussed together in Section 5.4.3.
For the vessel material, steel, titanium, copper and acrylic were investigated
at a thickness of 5, 10, 20 and 30 cm, using the radiopurity levels listed in
Table 5.1.
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5.4.1 Rock Neutron Background
Water was selected as the shielding material for neutrons due to it’s high
hydrogen content. The shielding was simulated surrounding the central 1000
m3 gas volume and the energy spectrum shown in Figure 5.5 was used to
create the neutrons at the rock surface. 1.5 m of rock was simulated to allow
for the back scattering of neutrons. The recoil rate within the TPC gas
volume, due to rock neutrons, was calculated using Eq. 5.3 for water shield
thicknesses between 10 and 50 cm. The background rate per water shield
thickness data points were used to fit the solid line in Figure 5.8, which was
then used to predict the rate for larger water shields, shown by the dashed
line in Figure 5.8.
Figure 5.8: Predicted water shielding for a rock neutron recoil rate below 1
yr−1, indicated by the horizontal line at y=0. Red data points (with error
bars) = the simulation results. Solid line = fit to the data points. Dashed
line = extrapolation to larger water shields. Grey band = 1 σ error.
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Figure 5.8 shows that a water shield of ∼85 cm thick would be required
to reduce the neutron background below limit. The figure also shows that
with the addition of around 10 cm more water shielding, the rock neutron
background could be reduced down to << 1 yr−1. The CPU time required to
produce enough recoil statistics in the target volume, for a 50 cm thick water
shield, totalled ∼2 weeks. The simulation at 50 cm was conducted at 40 Torr,
twice the normal pressure, in order to increase the number of observed events.
It was checked, using 10 cm of shielding, that the simulation with increased
pressure returned the same result as that conducted at 20 Torr, after taking
into account the factor of two difference. The pressure could not be increased
further however, as it was found that the relation between pressure and recoil
statistics became non-linear above 40 Torr. Even with the increased pressure
and large CPU time only 4 events where observed. This result suggested that
a huge CPU time would be required, to observe a similar number of events,
for simulations conducted with a water shield greater than 50 cm thick. For
this reason, water shielding greater than 50 cm was not simulated, instead,
results from thinner water shields were extrapolated to estimate the neutron
background, as shown by the dashed line in Figure 5.8.
The background from water was not included here due to the extremely
low activities reported: 10−4 ppb for both 238U and 232Th [122]. It is also
assumed that the neutron background, from the water, would be reduced to a
negligible level by the material’s self shielding properties. For these reasons,
further consideration of this background source was left for future work.
5.4.2 TPC Vessel Neutron Background
The vacuum vessel, being the TPC component with by far the largest mass,
has the potential to dominate the neutron background. Here, the neutron
recoil rate within the TPC gas volume, due to the vessel neutron background,
is described, for the materials and thicknesses outlined at the start of this sec-
tion. For each material, the neutron energy spectrum produced by Sources4C
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was used to populate the GEANT4 simulated vessel with neutrons. The re-
sulting recoil rates were then calculated using Eq. 5.1 and are summarised
in Table 5.3. The checkmarks in this table indicate radiopurity levels that
produce a recoil rate within limit (< 1 per year). If the rate was found to be
above limit, the activity levels that could be tolerated were estimated and
are included in the same table, along with the reduction factor this implies.
Table 5.3: Neutron recoils per year for different vessel materials of different
thickness and the 238U and 232Th levels required for < 1 recoil per year.
Checkmarks indicate an acceptable radiopurity level.
Material Thickness Recoils U limit Th limit U reduction Th reduction
(cm) (yr−1) (mBq kg−1) (mBq kg−1) factor factor
Steel 5 21±4 0.016 0.019 17 26
10 50±9 5.5×10−3 9.4×10−3 49 52
20 177±25 1.8×10−3 2.3×10−3 150 213
30 242±36 1.5×10−3 1.5×10−3 180 327
Titanium 5 < 11±3 0.013 0.015 7 15
10 < 45±8 4.2×10−3 3.2×10−3 21 72
20 < 88±15 2.9×10−3 1.5×10−3 31 153
30 < 200±28 1.2×10−3 6.9×10−4 75 333
Copper 5 < 0.39±0.07 X X - -
10 < 1.0±0.16 X X - -
20 < 2.0±0.3 5.6×10−3 X 2 -
30 < 2.6±0.4 4.1×10−3 X 3 -
Acrylic 5 0.11±0.01 X X - -
10 0.17±0.02 X X - -
20 0.21±0.04 X X - -
30 0.17±0.04 X X - -
The above table shows that an acrylic vessel produces a neutron recoil
rate within limit for all simulated thicknesses, however, as will be shown
in the next section, this material does not provide sufficient shielding from
the rock gamma background. The next best material, with regards to a low
neutron background, is shown by Table 5.3 to be copper. A copper vessel
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of ≤ 10 cm thick would produce a neutron background within limit. The
same could also be true for a 20 cm (30 cm) thick copper vessel if the actual
238U activity of this material is approximately a factor of two (three) less
than the given upper limit value. For the same reasons, the 238U activity in
titanium could also be within the required limit, however, this is less likely
than with copper as the reduction factor, in this case, is much more severe.
Even if this were true for titanium, the 232Th activity would still require
further reduction. For a steel vessel further purification would be needed to
reduce the neutron background from this material at all thicknesses.
5.4.3 Rock and Vessel Gamma Background
The same vessel materials studied in the previous section are studied here
with regards to their gamma background. As the vessel material provides
shielding against rock gammas, this background is also investigated for each
material. The electron recoil rate within the TPC gas volume due to the
vessel and rock gamma backgrounds were calculated using Eq. 5.2 and Eq.
5.3 respectively. For the rock, gammas were produced at the surface using
the energy spectrum shown in Figure 5.7. For the vessel, the gammas were
produced by populating the material, in GEANT4, with the unstable iso-
topes: 238U, 232Th and 40K. For the reasons presented at the beginning of
this chapter, the gamma induced electron background was considered for the
recoil energy range, 1-10 keV, and a limit of 104 yr−1 keV−1 was imposed.
The electron recoil rates are shown in Table 5.4 for gammas originating
from the rock and from the vessel. The table also shows the total recoil rate
from the sum of both background sources. For vessel materials that produce
a gamma background within limit, a checkmark was used to indicate an
acceptable radiopurity. Failing this, the material radioactivity levels were
scaled down until a recoil rate within limit was achieved. This resulted in
upper limits for the material isotope activities, which are given by the final
three columns of Table 5.4.
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Table 5.4: Rock and vessel gamma background for different vessel materials
of different thickness. Checkmarks indicate an acceptable radiopurity level.
For vessel backgrounds above limit a prediction of the acceptable radiopurity
level is provided.
Material Width Rock γ recoils Vessel γ recoils Total γ recoils 238U limit 232Th Limit 40K Limit
(cm) (keV−1 yr−1) (keV−1 yr−1) (keV−1 yr−1) (mBq kg−1) (mBq kg−1) (mBq kg−1)
Steel 5 3.8±0.3×106 6.6±0.6×105 4.4±0.4×106 0.003 0.0045 0.08
10 6.0±1.0×105 7.2±0.9×105 1.32±0.19×106 0.003 0.004 0.06
20 2.1±0.6×104 7.3±1.4×105 7.5±1.5×105 0.0027 0.0042 0.075
30 4.6±3.0×103 6.3±1.5×105 6.3±1.5×105 0.003 0.0053 0.053
Titanium 5 1.0±0.2×107 < 2.9±0.2×105 < 1.0±0.2×107 0.003 0.0046 0.06
10 3.8±0.9×106 <4.13±0.36×105 < 4.2±0.9×106 0.0022 0.0031 0.05
20 6.6±1.1×105 < 4.17±0.53×105 1.08±0.16×106 0.002 0.0035 0.041
30 < 4.8±3.1×104 < 5.11±0.71×105 < 5.6±1.0×105 0.0017 0.0027 0.041
Copper 5 2.3±0.2×106 < 1.57±0.17×104 2.3±0.2×106 0.0057 X X
10 4.0±0.9×105 < 1.60±0.24×104 4.1±0.9×105 0.0058 X X
20 9.5±4.0×103 < 1.58±0.33×104 < 2.53±0.73×104 0.0056 X X
30 5.1±3.3×102 < 1.58±0.43×104 < 1.6±0.5×104 0.0053 X X
Acrylic 5 2.5±0.3×108 3.44±0.32×105 2.5±0.3×108 0.0002 0.0017 0.037
10 1.90±0.19×108 5.97±0.57×105 1.90±0.19×108 5.7×10−4 9.3×10−4 0.024
20 9.7±1.4×107 1.14±0.12×106 9.8±1.4×107 3.4×10−4 5.4×10−4 0.011
30 4.1±0.9×107 1.12±0.14×106 4.2±0.9×107 3.2×10−4 4.9×10−4 0.013
It can be inferred from the above table that if the actual 238U activity
in copper is a factor of ∼2 less than it’s upper limit, then all thicknesses of
copper would produce a tolerable gamma background. This is a consequence
of the self shielding properties of copper, which causes the material’s gamma
surface flux to saturate at low thickness (< 5 cm). The table shows that
acrylic is far less effective as gamma shielding, compared to the other options,
which is expected due to it’s lower density. Table 5.4 also shows that for a
tolerable gamma background level, from steel and titanium, a radioactivity
reduction O(10-100) is required for each isotope.
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5.5 Internal TPC Background
This section discusses the internal TPC background produced by the different
readout options introduced in Section 5.5.1 and from the main background
contribution from the cathode and field cage, discussed in the same section.
The resulting neutron and gamma backgrounds, recorded in the TPC gas
volume, originating from these components are presented in Section 5.5.2.
5.5.1 TPC Components Investigated
Various TPC readout options, such as those described in Section 2.4.4 of
Chapter 2, are currently being considered by the CYGNUS collaboration
[77], with consideration given to the readout performance, cost and back-
ground. As the work presented here is exclusively in terms of background,
only readouts with the most radiopure materials were considered. These were
the Micro Pixel Chamber (µ-PIC), pixel chip and MWPC. Other readouts,
which are still viable from a non-background perspective, were not included
here due to their higher radioactivity levels, these are briefly mentioned in
Section 5.5.3. The background from a camera readout is presented as a sep-
arate piece of work towards a specific CYGNUS protoype, which is discussed
in Chapter 9. The background from a Gaseous Electron Multiplier, GEM,
and thick GEM, ThGEM, amplification stage were also investigated. The
following gives a short description of the amplification stages and readouts,
chosen for this work, from a background perspective. A more general de-
scription of their configuration and applicability to dark matter searches is
given in Section 2.4.3 and Section 2.4.4 of Chapter 2, respectively.
The µ-PIC readout as used by NEWAGE [124] is composed of a double-
sided circuit board separated by a 1 mm-thick polyimide substrate. The sub-
strate produces the majority of background for this readout and is, therefore,
the focus of this study with regards to the µ-PIC background.
A readout based on the ATLAS FE-I4 pixel chip [130] is silicon based
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with metal and dielectric layers. Copper and aluminium make up the bulk
of the metal layers, which also include small amounts of other metals such
as tantalum, chromium and titanium. For the pixel chip background study a
simplified model, made from a 400 µm thick block of 98% silicon, 1% copper
and 1% aluminium by mass, was simulated.
An MWPC readout has two main sources of background: the wires and
the acrylic frame supporting the wires. For this readout, 50 µm thick wire
was simulated and the background results were scaled to a total MWPC steel
wire mass estimate of 1.94 kg. This is based on an estimated 1.94 g of steel
wire that make up the two MWPCs in the 1 m3 DRIFT-IId TPC. For the
acrylic frame, a 1 cm thick frame with a 2 cm thick border was simulated.
It is envisioned that each frame would hold a 1 m2 wire array.
A typical GEM has a 50 µm thick Kapton layer coated with a thin (∼5
µm) copper layer on either side. Only the Kapton was simulated as it is the
main mass contributor and has a relatively high background compared to
copper, as shown by Table 5.1.
In order to achieve high gas gains of ∼10’s to 100’s of thousand, the
stacking of GEMs is required such as in Ref. [85]. This, of course, would
double or even triple the background due to Kapton. An alternative approach
is to use a ThGEM, which has a thicker insulating layer. ThGEMs are usually
between 0.4 and 1 mm thick, 1 mm was chosen for these simulations as, at
this thickness, the insulating layer can be made of low background acrylic
[131]. The copper layers of a ThGEM are thicker than that of an ordinary
GEM, therefore, 0.1 mm of copper was simulated on either side of the acrylic.
For each readout and amplification stage a 1 m2 sheet of material was
simulated at the appropriate thickness and positioned centrally inside the
TPC gas volume. For the MWPC readout a single frame and a single wire,
1 m in length, was simulated. The resulting recoil rates, due to the material
background, were scaled to reflect the rate expected from the total 2000 m2
readout area. Table 5.5 lists the readout and amplification options investi-
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gated, along with the average material thickness that was simulated and the
total mass for 2000 m2.
Table 5.5: The simulated readouts, materials, thickness and total mass.
Readout Material Thickness Total mass(mm) (tons)
ThGEM Acrylic 1.0 2.36Copper 0.1 3.6
µ-PIC Polyimide 1.0 2.84
GEM Kapton 0.05 0.0142
MWPC Steel 0.05 1.94×10
−3





A large scale TPC readout would require structural support and this
would most likely be made of acrylic. The design of this, and the back-
ground contribution, is not explored here, as the purpose of this section is
to compare the readout component base materials directly. The inclusion
of a large scale support structure would, however, further increase the back-
ground inside the vessel for all readouts and the exact amount of support
required would depend on the readout. For example, the forces and torques
exerted by the wire tension of an MWPC means that this readout would re-
quire a more rigid support structure than that of other readouts. The basic
acrylic frame investigated in this section, for the MWPC, is used to hold
the wires in position and not to provide structural support. For the same
reasons, the background contribution from readout electronics is not studied
here. However, it is expected that in general this can be reduced by, where
possible, placing shielding around the electronics or locating the bulk of the
electronics outside of the vessel.
For the cathode and field cage components, the alumina found inside the
resistors that make up the partition chain along the field cage (used to define
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the drift field between the cathode and readout) provides the highest source
of background. Therefore, the resistor chain is the focus of this study with
regards to the field cage and cathode backgrounds. The total amount of
resistors required for a 10 m long CYGNUS TPC would be ∼10 times the
66 resistors required for the 1 m long DRIFT-IId field cage [104], totalling
660 resistors. TREX-DM report radiopurity levels of 0.4±0.2 and < 0.023
mBq/pc for 238U and 232Th, respectively [132], for their field cage SM5D
resistors. These resistors have dimensions 6.4 × 3.2 × 0.55 mm [133]. A
block of alumina with these dimensions was simulated at the centre of the
TPC gas volume and the resulting background rates were scaled to reflect
the full amount of resistors required.
5.5.2 Neutron and Gamma Background
Using the procedure described in Section 5.2 and the radioactivity levels
listed in Table 5.1, the neutron and gamma background rates within the
CYGNUS-1000 gas volume were calculated for each TPC component dis-
cussed in the previous section. As was done in Section 5.4, upper bounds on
the isotope activites were provided for recoil rates above limit. The results
are listed in Table 5.6 and Table 5.7 for the neutron and gamma backgrounds,
respectively.
Table 5.6 shows that an MWPC readout with ThGEM amplification
would produce a recoil rate, from neutrons, within limit. This is only the
case as the ThGEM is made of low background acrylic. For the GEM, which
is constructed from Kapton, the neutron background is ∼one order of mag-
nitude higher than the acceptable limit. The radioactivity levels used for
the silicon material, found inside the pixel chip readout, were upper limits.
Therefore, the neutron background from this readout could still be < 1 yr−1
if the actual 238U and 232Th activity of silicon is ∼40 and ∼10 times lower,
respectively, than the upper limit values. As with silicon, the radioactivity
levels of the polyimide material, found in the µ-PIC readout, were also upper
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limits. However, in this case the 238U and 232Th activities would have to be
∼200 and ∼70 times lower than the upper limit values, respectively, in order
to produce a neutron recoil background of < 1 yr−1. The result regarding
the field cage resistors, given by Table 5.6, shows that this main background
source, from the field cage and cathode configuration, is within the neutron
recoil rate limit.
Table 5.6: Neutron recoils yr−1 for different readout materials and estimated
238U and 232Th radiopurity for < 1 yr−1. Checkmarks indicate an acceptable
radiopurity level.
Readout Material





µ-PIC Polyimide <160±16 0.185/0.20








Resistors Ceramic < 0.35±0.23 X
Table 5.7 below shows that the ThGEM amplification stage and MWPC
readout gamma background is only just above the 104 limit. In both cases
the 40K radioactivity of acrylic needs to reduced by a factor of ∼4 and ∼2,
for the ThGEM and MWPC frame, respectively. The MWPC background
could also be reduced by minimising the amount of material used to construct
the readout frame. Both the pixel chip and µ-PIC readouts were found to
be above the gamma rejection limit by ∼1 and ∼4 orders of magnitude,
respectively. As mentioned previously, the pixel chip silicon material and
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the µ-PIC polyimide material radioactivities are upper limits, therefore, the
actual gamma background could be much lower and even within the required
limit. This is more likely for the pixel chip readout which, as mentioned, is
only 1 order of magnitude above the tolerable gamma background rate. The
high levels of 40K found within Kapton (as shown in Table 5.1) causes the
gamma background from this readout to be above limit, making it difficult to
justify it’s use over that of a ThGEM. The GEM result also emphasises the
need to produce ThGEM’s from acrylic, as described in Section 5.5.1, rather
than Kapton. The total gamma background from the field cage resistors,
shown in Table 5.7, was found to be above limit and a reduction in the 238U
activity of ∼ 1
4
would be required in this case. An alternative method here,
could be to construct the field cage with around 4 times less resistors.
Table 5.7: Gamma recoil rates for different TPC component materials and
the 238U, 232Th, and 40K limits to achieve 104 recoils keV−1 yr−1. Checkmarks
indicate an acceptable radiopurity level.
Readout Material
γ recoils U limit Th limit K limit
(keV−1 yr−1) (mBq kg−1) (mBq kg−1) (mBq kg−1)
ThGEM
Acrylic 3.3±0.7×104 X X 0.54
Copper < 1.5±0.3×103 X X X
µ-PIC Polyimide < 1.3±0.2×107 0.12 0.09 0.12
GEM Kapton 1.57±0.02×105 X X 3.65
MWPC
Steel 1.8±0.3 X X X
Acrylic 2.4±0.1×104 X X 0.88
Pixel chip
Silicon < 2.55±0.19×105 0.26 0.29 0.46
Copper < 24±2 X X X
Aluminium < 937±77 X X X
Resistors Ceramic 2.5±1.3×104 0.13 X X
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5.5.3 Other readouts
Available readout systems are by no means limited to the cases studied here.
For example the micro-RWELL [134], which combines a GEM-like structure
and printed circuit board readout, was not considered here due to the high
background rates quoted for printed circuit boards: 380 ppb 238U, 1100 ppb
232Th, 310 ppm 40K [122]. Similarly, a micromegas readout was not con-
sidered due to the high potential background: < 119.3 ppb 238U, 41.4 ppb
232Th, and < 54.9 ppm 40K [135]. To determine if either of these technologies
would be a viable option for CYGNUS, further R&D efforts to improve the
material radiopurity are required.
As with the pixel chip readouts, it could be argued that optical technology,
such as the CMOS cameras used by the LEMON project [88], provides the
highest resolution imaging. However, to reduce the background from the
camera electronics the CMOS cameras would have to be located outside
of the vessel, with transparent windows between the cameras and the gas
volume to act as shielding. To achieve this, a whole rethinking of the vessel
design, particularly to include transparent windows of low activity, would
be required. The backgrounds relevant to this special case are discussed
separately in Chapter 9.
5.6 Additional Background Sources
This section describes the additional background found within the TPC gas
volume due to cosmic ray interactions and internally produced radon gas.
These are discussed in turn by Sections 5.6.1 and 5.6.2.
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5.6.1 Cosmic Ray Background
Muons
High energy muons, created by cosmic ray showers, can penetrate the Earth’s
surface and enter either the TPC gas volume or the immediate environment
surrounding the TPC. Cosmic ray muons that produce spallation neutrons,
therefore, constitute an additional neutron background. A previous Monte
Carlo study, regarding the muon induced background for a CYGNUS-1000
TPC of 50 Torr SF6 gas [113], found that no neutron events were observed
from 200 million simulated muons. This led to an upper limit result on the
muon induced neutron background, at Boulby, of less than 3 yr−1 at a 90%
CL. As the gas pressure used for this study is only 20 Torr the same upper
limit applies. This result suggests that the actual neutron background, from
cosmic ray muons, could be above limit. However, it is feasible to reject this
background by detecting the coincidence muon using plastic scintillators or
by detecting the ionisation produced by muons that enter the fiducial volume.
Cosmogenic Activation
When materials are present at the surface they are subject to a much higher
flux of cosmic rays then they would be if situated underground. If TPC
materials spend a significant time above ground, cosmic ray interactions can
generate different long-lived isotopes within them. These isotopes can then
produce an additional source of background once the materials are trans-
ported underground and used in the TPC construction. For a large mass
TPC such as CYGNUS-1000, cosmogenic activation has an increased influ-
ence on the ultimate background rate. The activity of a cosmogenically
activated isotope is expressed as [136],
A = R[1− e−λtexp ]e−λtcool , (5.4)
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where R is the production rate, λ is the decay constant, texp is the time
the material spent exposed to the cosmic ray flux and tcool is the ‘cooling off’
time the material spent underground.
Activation can occur in all materials, but we use copper here as an exam-
ple. Cosmic ray interactions with copper at sea level can produce multiple
unstable isotopes, the longest lived of these is 60Co which originates from
59Co contamination and has a half-life of 5.26 years. Measurement of the
60Co activity in copper were performed by Ref. [137] after a relatively long
texp = 345 days compared to a much shorter tcool = 14.8 days. The activity
was found to be 340±8268 µBq kg−1. The upper end of this measurement,
results in an estimated upper limit for the rate of gamma-induced electron
recoils, for a 5 cm thick copper vessel, of < 9.8±0.6×104 keV−1 yr−1 in the 1–
10 keV energy region. This rate is ∼6 times larger than the upper limit recoil
rate due to 238U, 232Th, and 40K radioactivity in the same thickness of copper
(see Section 5.4.3). Since the measurement and simulation of the cosmogenic
activation in copper show good agreement [137], a future detailed study of
cosmogenics in CYGNUS-1000 could use the same simulation tool, ACTIVIA
[138], to predict the minimum amount of time a material should spend both
above ground and cooling off underground, in order to limit activation.
For SF6, the longest-lived isotope of fluorine, 18F (with a half-life of 109.77
minutes), is too short-lived to produce a lasting background contribution.
Nearly all isotopes of sulfur have half-lives on the scale of seconds to minutes
with the exception of 35S, which has a half-life of 87.5 days. ACTIVIA was
used to simulate 90 days of surface time, during which the SF6 gas was
exposed to cosmic rays sampled from an energy spectrum ranging between
10-10000 MeV. After this, a 180 day cooling off period underground was
assumed, during which time the gas was not exposed to the cosmic ray flux.
This resulted in a 35S production rate of R = 0.021 kg−1 day−1, giving a
decay rate of 2.61 mBq/kg. The 1000 m3 TPC, filled with SF6 at 20 Torr,
holds ∼160 kg of gas, of which ∼35 kg is sulfur, therefore, the total decay
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rate for the detector is 91.35 mBq. To estimate the background due to this
isotope decay, 105 35S decays were simulated, using GEANT4, at the centre
of the TPC gas volume. Only three gamma induced electron recoil events,
between 1−10 keV, were observed during the simulation time, which totalled
∼12.5 days. This resulted in an estimated background rate of 90± 50 yr−1,
too small to be a significant electron recoil background.
In general, the amount of cosmogenic activation can be reduced by lim-
iting texp and extending tcool. In addition, the amount of time the material
spends as air-shipment, and therefore, subject to a higher cosmic ray flux,
should be limited. It may also be possible to electroform the material under-
ground at the construction site.
5.6.2 Radon Gas
The rejection of Radon Progeny Recoils, RPRs, has been achieved by the
DRIFT-IId collaboration. A discussion on this type of background and the
mitigation methods used by DRIFT-IId is given by Section 4.1. The same
methods as those described in the aforementioned section, such as using an
ultra thin cathode material and fiducialisation, could be used by CYGNUS-
1000 to mitigate the radon induced background. Section 2.4.3 of Chapter 2
describes how fiducialisation is possible in SF6 gas.
5.7 CYGNUS-1000 Search Reach
Eq. 4.23 and Eq. 4.24 of Chapter 4 were used here to calculate the potential
search reach of CYGNUS-1000 (at a 90% CL). An exposure of 1 and 10
years was considered for an idealised 1 keVee threshold with 100% detection
efficiency and for a 6 keVee threshold with 50% detection efficiency. The
latter, more realistic configuration, was based on the results of Chapter 3,
which indicated a feasible gamma rejection of 10−4 at 50% efficiency, for
energies of 6 keVee and above, for a TPC with a 50 cm long drift region.
133
Figure 5.9: CYGNUS-1000 search reach after 1 (red) and 10 (blue) year
exposures, for a 6 keVee threshold and 50% detection efficiency (solid line)
and for a 1 keVee threshold and 100% detection efficiency (dotted line).
The above figure shows that for all thresholds, exposures and efficiencies
considered, the CYGNUS-1000 TPC would easily reach into the neutrino
background parameter space of a Xe based detector. The figure shows that
for a 1 keVee threshold and 100% detection efficiency, the fluorine target of
the CYGNUS-1000 TPC would become sensitive to the neutrino floor after
just one year of running. For a 6 keVee threshold and 50% detection efficiency,




This chapter described a Monte Carlo investigation of the neutron and gamma
background found within the prospective CYGNUS-1000 TPC. The TPC was
simulated with a 1000 m3 volume of SF6 gas at a pressure of 20 Torr. The
study focused on the background produced by the TPC vessel, shielding, in-
ternal TPC components and the salt rock found at the Boulby underground
laboratory. Consideration is also given towards the background produced by
cosmic ray interactions and internally produced radon gas. For the neutron
and gamma backgrounds, respective limits of <1 yr−1 and <104 keV−1 yr−1
were established with the aim of finding TPC components within limit or,
failing that, to estimate the radiopurity level required to achieve this. The
chosen gamma limit was based on the the results reported in Chapter 3.
It was found that 85 cm (95 cm) of water shielding would reduce the neu-
tron background to <1 (<<1) yr−1. To shield against rock gammas, a 30 cm
copper vessel would be sufficient. However, the actual 238U activity of copper
would have to be ∼half that of the upper limit used in this study, in order to
keep the total gamma background, from the rock cavern and vessel, within
limit. This would also cause the vessel neutron background to be within limit.
Future screening efforts are required to better understand the actual copper
radioactivity and confirm these conclusions. A vessel constructed of 30 cm
copper would most likely require a steel or titanium support structure. If this
structure were to average 5 cm in thickness, the total neutron and gamma
backgrounds would be increased above limit. The support structure would,
therefore, have to be < 5 cm thick on average and even in this case, the
material used (either steel or titanium) may need further purification. The
support structure could also be embedded within the copper to allow the
vessel to provide some shielding from this additional background source.
A back-to-back configuration with a 50 cm separation between each read-
out and cathode was adopted for the TPC, resulting in a total readout area of
20×100 m2. The readout closest to achieving a background within limit was
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the MWPC with ThGEM amplification stage. The latter, constructed using
a low background acrylic insulating layer. This configuration meets the re-
quired neutron background limit, however, the gamma rejection capabilities
at low energy would need improvement in order to accommodate this back-
ground or alternative materials of lower radioactivity would be required. For
most of the other readouts, further screening is needed and ultimately R&D
efforts towards their redesign and construction may be required to produce
background rates within limit. The background could also be reduced by
increasing the drift distance between cathode and readout, thus decreasing
the number of readouts required. However, this would increase the diffusion
for events with longer drift durations, which would have an impact on the
achievable electron discrimination.
Considering other background sources, that due to radon gas can be mit-
igated using known methods, currently employed by the DRIFT-IId TPC,
such as fully fiducialising the gas volume and using ultra thin material to
construct each cathode. For cosmic ray backgrounds, the low rate of muon
induced nuclear recoils can be mitigated using coincidence tagging of the
events and the amount of cosmogenic activation can be reduced by limiting
the exposure time of materials at the surface and allowing for the required
cooling off period underground.
The search reach of a CYGNUS-1000 TPC would extend further into the
SD parameter space, than a similar mass Xe based detector, without having
to reject a neutrino background. For a 6 keVee threshold and 50% detection
efficiency the TPC would not become sensitive to the neutrino floor, even
after 10 years of exposure. However, the results at 1 keVee threshold and
100% detector efficiency indicate that future R&D, along the lines of that
discussed in Chapters 3 and 4 with regards to threshold lowering and detector
efficiency, respectively, is required to realise the full search potential of the
CYGNUS-1000 TPC.
As mentioned at the start of this chapter, the CYGNUS-1000 concept
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may not be realised as a single large scale structure, instead, the target
volume could be shared between multiple smaller detectors. The next section
describes such a detector, with a 10 m3 volume, and builds on the results of
this chapter to produce a similar background study but for a more detailed





The results from Chapter 5 indicate the potential feasibility of a large scale
directional detector of order 1000 m3. However, it is recognised that a staged
approach in detector development will be needed to reach this goal. A rea-
sonable first step, that goes beyond the current 1 m3 volume demonstrated by
DRIFT-IId, is considered to be a moderate scale-up to 10 m3. The scaled-up
TPC, termed CYGNUS-10, would also include the technology developments
discussed in Section 2.4 of Chapter 2, such as SF6 operations and the use
of ThGEM avalanche devices. This chapter presents work towards the re-
alisation of a full conceptual design for CYGNUS-10, with a focus on the
expected radioactive background. The recoil rate limits and energy regions
described in Chapter 5, of < 1 yr−1 between 1-200 keVr and < 104 keV−1ee
yr−1 between 1-10 keVee, were used in this work, for the neutron and electron
background respectively.
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6.1 Laboratory Geometry and TPC Design
Boulby’s Large Experimental Cavern (LEC), shown in Figure 6.1, was chosen
as the location for the TPC. The LEC, which is 30 m long, 7 m wide and 6
m tall [139], was specifically designed to house a large scale gas TPC such
as CYGNUS-10. For instance, the LEC is orientated to maximise the direc-
tional signal expected from the WIMP wind (see Section 2.4.1 of Chapter 2).
Figure 6.1: Layout of the Boulby Underground Laboratory. The LEC is the
large corridor in the top left of this figure. Figure from [140].
In the previous chapter, a simple cube design was chosen for CYGNUS-
1000 as it was envisioned that a more complex geometry, for such a large
TPC, would cause construction issues. The basic cube design would also
be the most cost effective for a large scale TPC, as the shielding could be
provided in the form of ready made blocks. For the smaller CYGNUS-10
TPC, however, these issues are less significant and other geometries could be
considered. Therefore, in this case, it was decided that the vessel should be
cylindrical. This geometry provides natural support from the atmospheric
pressure exerted on the vessel walls during low pressure operations and, as a
result, allows the vessel walls to be constructed from steel of just 13 mm thick
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[141], minimising the associated background from this material. A cylindri-
cal geometry also allows the two end pieces of the vessel to be built as single
large flanges, something that would not be feasible at the scale of CYGNUS-
1000. The flange dimensions could not exceed the maximum possible for
the transportation of a single structure into Boulby mine so the radius of
these pieces were set at 1.1 m. The TPC and LEC area were simulated in
GEANT4 and the former is shown centrally located within the latter by the
GEANT4 generated image shown in Figure 6.2.
Figure 6.2: GEANT4 generated image of the CYGNUS-10 vessel, located at
the the centre of the LEC area.
The same back-to-back, readout-cathode-readout, configuration used for
the CYGNUS-1000 design (see Section 5.1 of the previous chapter) was en-
visioned here for the CYGNUS-10 TPC. However, unlike CYGNUS-1000 the
exact design of this for CYGNUS-10 depends on the internal shielding re-
quirements (see Section 6.3), which affects the length of the vessel (as the
radius is fixed at 1.1 m). For this reason, further discussion on the internal
TPC components and geometry is left until Section 6.4.1.
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6.2 Rock Neutron Background
The same procedure used in Section 5.4.1 (previous chapter) was followed
in this work to find the amount of water shielding required to produce a
recoil rate, due to rock neutrons, within limit. The simulated LEC has a
total surface area of 864 m2, for a rock neutron surface flux of 2.62 m−2
s−1 (see Section 5.3.1, previous chapter), this gives a total neutron flux,
Flec, of approximately 2260 s−1. To estimate the size of water shielding
required, a cylindrical volume of water was simulated, surrounding the vessel,
for thicknesses of between 0 and 35 cm, increasing in 5 cm increments per
simulation. The resulting recoil events observed in the gas volume, Rn, due
to rock neutrons, was recorded after each simulation and the recoil rate per





where N is the number of neutrons simulated. The recoil rate as a func-
tion of water shield thickness is shown in Figure 6.3. The figure shows an
exponential fit to the data, which was used to predict the water thickness
for a recoil rate of <1 and < 0.1 yr−1. It can be seen, from this figure, that
38±2 cm of shielding would reduce the neutron recoil rate to < 1 yr−1 and
the rate can be reduced further to < 0.1 yr−1 for a water shield thickness
of 46±2 cm. The latter was rounded to 50 cm and this thickness of water
shielding was included in the remaining simulations.
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Figure 6.3: Recoil rate within the gas volume, due to rock neutrons, as a
function of water shield thickness. Solid line = exponential fit to the data,
dashed line = fit extrapolated to larger water shield thicknesses, grey band
= 1 σ error, dotted line = recoil rate of < 1 yr−1.
The extrapolation used in Figure 6.3 was required for the same CPU time
considerations described in Section 5.4.1 of the previous chapter. The simu-
lated rate with a 30 cm (35 cm) water shield was conducted at an increased
pressure of ×10 (×100) in order to generate enough statistics to allow for a
rate prediction. The pressure increase was possible as long as the probability
of neutron double scattering remained negligible. This was checked, using
10 cm of water shielding, for which, the simulation returned the same results
(after applying the appropriate reduction factor) at all pressures considered.
6.3 Rock Gamma and Vessel Background
This section describes a simulation study of the electron recoil rate, found
within the TPC gas volume, due to the Compton scattering of rock and vessel
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gammas. The simulation was conducted using the procedures described in
Section 5.2 (for vessel gammas) and Section 5.3 (for rock gammas) of the
previous chapter. The rate due to vessel gammas was calculated using Eq. 5.2
and the radioactivity levels for steel, listed in Table 5.1. The contamination
due to 60Co, which is introduced to steel through industrial processors, was
also included with a measured activity level of 1.6 mBq kg−1 [119]. Eq 5.3
was used to calculate the rate due to rock gammas.
Results from Section 5.4.3 showed that copper was the most effective
gamma shielding material and also produced the lowest intrinsic gamma
background. Therefore, to reduce the electron recoil rate, due to gammas
produced by the steel vessel, copper shielding was placed on the inside of the
vessel walls. This internal shield was simulated at thicknesses of between 1
and 5 cm, in 1 cm increments. As the radius of the cylindrical vessel could
not be increased (see Section 6.1) the length of the vessel was instead in-
creased, along with the water shield, in order to maintain a 10 m3 TPC gas
volume. Figure 6.4 shows the resulting recoil rates for no shield and for a
shield thickness of 2 and 5 cm.
e- recoil energy (keV)













0 cm 2 cm 5 cm
Figure 6.4: Electron recoil rates, per keV, from CYGNUS-10 vessel gammas
for a 0, 2 and 5 cm thick internal shield.
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An observable feature of the data, shown in the above figure, is the flatness
of the rate at all energies. This is a consequence of the recoils being produced
by Compton scattering, which (for the energy range being considered here)
creates a continuum of recoil energies with no bias towards a particular energy
(i.e a flat recoil spectrum). Figure 6.4 shows that an internal copper shield of
5 cm is enough to produce a background well within limit, giving an average
electron recoil rate, due to vessel gammas, of 1.5±0.4×103 keV−1 yr−1. The
electron recoil rate due to gammas produced in the copper shield was also
studied and found to be < 500 keV−1 yr−1.
As well as shielding against the vessel gamma background, the internal
copper shield also helps reduce the rock gamma background. However, a
simulation of the latter, with the internal copper shielding in place, was still
found to produce a rate of ∼3×105 keV−1 yr−1 on average (for the region 1-10
keV), which is well above the upper limit. Thus, further copper shielding,
placed externally to the steel vessel, is required. This external shielding was
simulated around the outside of the cylindrical vessel walls, with a different
thickness for each simulation run. Ten billion gammas were then produced
at the rock surface of the LEC for each run, using the procedure described in
Section 5.3. It was found that 10 cm of external copper shielding was enough
to reduce the rock gamma recoil rate within limit, producing an average of
1.6±0.7×103 recoils keV−1 yr−1 (1-10 keV). The gamma background due to
the external copper shield was also investigated, using the radioactivity level
for copper listed in Table 5.1 and was found to be < 100 keV−1 yr−1 (1-10
keV). This very low rate is most likely due to the gammas produce in the
external shield having to pass through the internal shielding.
Table 6.1 summarises the TPC shielding required to produce an aver-
age gamma recoil rate within limit. As the simulations included the water
shielding, described in Section 6.2, this is also included in Table 6.1.
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Table 6.1: TPC shielding geometry required to produce an average gamma
recoil rate within limit for an energy range of 1-10 keV.
Internal shield External shield Water shield Recoil rate
(cm) (cm) (cm) (keV−1 yr−1)
5 10 50 3.1±1.1×103
The total neutron background, from the geometry listed in Table 6.1, was
also investigated using the procedure described in Section 5.2 and Eq. 5.1
(previous chapter). This was found to be 0.017±0.007 yr−1, well within the
1 yr−1 limit.
6.4 Internal TPC Background
In the previous chapter, results from Section 5.5 showed that the readout
closest to achieving the neutron (<1 yr−1) and gamma (<104 keV−1 yr−1)
background limits was the MWPC with ThGEM amplification stage. This
section investigates the background rates due to this readout configuration
for the CYGNUS-10 prototype. The background from a 1 mm thick cylin-
drical acrylic frame is also investigated. The purpose of which is to provide a
support structure for the readouts and field cage, as well as providing electri-
cal insulation between the TPC voltages and internal shield. The background
due to the same field cage resistors described in Section 5.5 of the previous
chapter, is also investigated here for the CYGNUS-10 field cage.
6.4.1 Internal TPC Geometry
As mentioned in Section 6.1, the steel vessel radius can not exceed 1.1 m.
For a 13 mm thick vessel with a 5 cm internal copper shield (see Table 6.1)
this gives a maximum target gas volume radius of 1.037 m. Therefore, to
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maintain a 10 m3 volume of gas, the steel vessel length was simulated as 3.08
m. These dimensions are summarised in Table 6.2.
Table 6.2: TPC vessel, internal shield and target gas dimensions for a 10 m3
target volume.
Radius (mm) Length (mm)
Vessel 1100 3080
Int. shield 1087 3054
Target gas 1037 2954
For a back-to-back readout design, the target gas length shown in Table
6.2 allows for a drift distance of ∼70 cm for a TPC consisting of two cath-
odes and four readouts. This configuration is shown by Figure 6.5, where
the structures outlined in red and blue are the cathodes and readouts, re-
spectively. A 2 cm clearance gap was maintained between each structure
(readout and cathode) and the internal shield, this reduced the total target
gas volume from 10 m3 to ∼9.5 m3. However, this is a practical requirement
that allows for support structure and other TPC infrastructure such as HV
access and cables.
Figure 6.5: CYGNUS-10 TPC back-to-back geometry. Red = cathode, blue
= readout.
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A drift distance of 70 cm is 20 cm longer than that envisioned for CYGNUS-
1000 and that used by DRIFT-IId (see Section 4.1 of Chapter 4). However,
improvements in detector efficiency at high drift lengths, as shown in Sec-
tion 4.3.4 of Chapter 4 for the DRIFT-IId TPC, suggest that it is possible
to operate with longer drift regions. This design gives a total cathode and
readout area of approximately 6.8 and 13.6 m2, respectively. The results of
this study can be extrapolated to other possible drift distances, for example
a drift distance of 35 cm would incur ∼twice the readout background.
6.4.2 Gamma and Neutron Backgrounds
The structures considered for the CYGNUS-10 internal TPC background
study are listed in Table 6.3 along with the simulated materials, dimensions
and total mass.
Table 6.3: The internal TPC structures simulated along with their dimen-
sions, material composition and total mass.
Structure Material Dimensions Total Mass (kg)
Frame Acrylic 1 mm thick hollow cylinder, 22
radius 1017 mm, length 2914 mm
ThGEM Acrylic ×4, radius 1017 mm, 1 mm thick 15.3
ThGEM Copper ×8, radius 1017 mm, 0.1 mm thick 23.3
MWPC Steel ×8 arrays, radius 1017mm, 0.1 mm thick 10.2
Resistors Alumina ×200, 6.4 mm, 3.2 mm, 0.55 mm ∼ 9−3
The 8 arrays, listed in the above table for the 4 MWPC readouts, are due
to each of these readouts being constructed from two orthogonal wire arrays.
At 1 mm thick, the ThGEMs can be made of acrylic [131], which has a
higher radiopurity than the Kapton usually used for this purpose. Copper,
0.1 mm thick, was also simulated on either side of each ThGEM. The wires,
constituting the MWPC arrays, were envisioned as 0.1 mm thick with a 0.1
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mm gap between each wire. This is an idealised MWPC configuration, how-
ever, more practical designs, with less spatial resolution (greater gap between
wires), would produce less background. Therefore, the idealised model con-
sidered here, is the worse case scenario from a background perspective. To
simulate the MWPCs, one long wire was positioned centrally inside the TPC
gas volume and the resulting background was scaled to reflect the total from
all 8 wire arrays. The simulated resistors were the same SM5D models [133]
considered for CYGNUS-1000 (see Section 5.5.1 of the previous chapter). For
the ∼3 m long CYGNUS-10 TPC, at least 200 of these would be required,
based on the 66 resistors used for the 1 m long DRIFT-IId field cage [104].
To study the background from these resistors, a single resistor was simulated
at the centre of the TPC gas volume and the resulting recoil rate was scaled
to reflect the total background from 200 resistors.
After each simulation run, the background from the TPC material was
calculated using the procedure described in Section 5.2 (previous chapter)
and the activities listed in Table 5.1. The neutron and gamma background
recoil rates were calculated using Eq 5.1 and Eq 5.2, respectively. Table 6.4
shows the neutron background for each of the materials and Figure 6.6 shows
the gamma background for the same materials, the total recoil rate is given
by the solid black line in this figure.
Table 6.4: CYGNUS-10 internal neutron background.
Structure Material Recoil Rate (yr−1)
Frame Acrylic 1.6± 0.4× 10−3
ThGEM Acrylic 1.3± 0.3× 10−3
ThGEM Copper 2.6± 0.7× 10−6
Wires Steel 1.1± 0.2× 10−4
Resistors Alumina 1.2± 0.6× 10−5
Total Internal TPC ∼ 3± 1× 10−3
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Figure 6.6: The internal TPC electron recoil background, between 1 and
10 keV, originating from gammas produced within the structural materials
listed in Table 6.3. The total rate is shown by the solid black line.
Table 6.4 shows that the total neutron background, from the internal
TPC components, is well within the imposed limit of 1 yr−1. The above
figure shows that the gamma background is just within the 104 keV−1 yr−1
limit above 3 keV and is only just above this limit at lower energies.
6.5 Total Background
The total electron background (yr−1 keV−1), from the Compton scattering
of gammas, was given as the sum of the internal, vessel and rock background
contributions and is shown in Figure 6.7. The vessel and internal back-
grounds are also shown separately in this figure and the contribution from
rock gammas was included as an added 1.6 × 103 yr−1 keV−1, which is the
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average value (between 1-10 keV) given by Section 6.3. It can be seen from
Figure 6.7 that the total gamma background is just within limit (< 104 keV−1
yr−1) above 4 keV and is just above limit at lower energies.
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Figure 6.7: Total gamma-electron recoil background for CYGNUS-10 and
the contribution from the steel vessel and internal TPC components. The
rock gamma background is included as an averaged amount per keV.
The neutron background, from both the internal components and vessel,
was found to be ∼0.02 yr−1 and the same background from the surrounding
rock did not exceed 0.1 yr−1. Therefore, the total neutron recoil rate within
the target gas volume was well within the 1 yr−1 limit.
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6.6 CYNGUS-10 Search Reach.
Results from Section 3.6 of Chapter 3 indicate that 104 electron recoils could
be rejected per year per keV at and above a threshold of around 6 keVee.
Using Eq. 4.23 and Eq. 4.24 of Chapter 4, a projected limit curve (at
90% CL) was calculated for an idealised CYGNUS-10 TPC with a 1 keVee
threshold and 100% detection efficiency and for a more realistic CYGNUS-10
TPC with a 6 keVee threshold and 50% detection efficiency. The idealised
case envisions future improvements in background discrimination that would
allow for a 104 keV−1 yr−1 gamma rejection at and above 1 keV. The limit
curves were calculated for a one year and ten year exposure and are shown
in Figure 6.8.
Figure 6.8: CYGNUS-10 search reach after 1 year (red) and 10 year (blue)
exposures, for 6keVee threshold and 50% detection efficiency (solid line) and
for a 1 keVee threshold and 100% detection efficiency (dotted line).
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The results presented in Figure 6.8 suggest that a CYGNUS-10 TPC,
with a threshold lower than 6 keVee, would be able to perform a background
free search of a parameter space that, for a SD WIMP search experiment
using a Xe target, would otherwise be susceptible to a neutrino background.
However, it can be inferred from the same figure that the fluorine target mass
of the TPC would not become sensitive to the neutrino background, even
after 10 years of exposure, for any threshold or efficiency. This result would
suggest that the CYGNUS-10 TPC should be considered as a prototype for
the larger CYGNUS-1000 TPC and/or as the first of many modules that will
collectively sum to a mass the same as, or even greater than, that achieved
by a monolithic 1000 m3 detector.
6.7 Conclusion
This chapter described the simulated background found within a CYGNUS-
1000 prototype TPC, located at Boulby, named CYGNUS-10. The back-
ground from neutron recoils, between 1-200 keVr, and gamma induced elec-
tron recoils, between 1-10 keV, was studied for a target gas volume of 20 Torr
SF6. The recoil rate, within the gas volume, due to neutrons and gammas
originating from the rock cavern, vessel, shielding and internal TPC compo-
nents was investigated. A limit on the neutron and gamma recoil rates of <1
yr−1 and <104 keV−1 yr−1, respectively, was imposed.
It was found that for a CYGNUS-10 cylindrical vessel design, a 50 cm
thick water shield and a 15 cm thick copper shield (10 cm external and 5 cm
internal), reduced the neutron and gamma background contributions, from
the rock, vessel and copper shielding, to within limit. The TPC was en-
visioned with a back-to-back (readout-cathode-readout) configuration with
70 cm drift regions. The internal TPC components investigated included:
4 ThGEM’s (used for signal amplification), 8 MWPC wire arrays (used to
readout the signal in 2D), a 1 mm acrylic frame (used for structural support
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and voltage insulation) and 200 resistors (used to configure the field cage).
With these additional background sources, the total neutron background was
found to be <<1 yr−1, while the total gamma background was found to be
within limit for recoil energies >4 keV. Below this energy, the gamma back-
ground was found to be only just above limit (between 1-2×104 keV−1 yr−1).
The CYGNUS-10 TPC would also be subject to the additional backgrounds
discussed in Section 5.5.3, of the previous chapter, for the CYGNUS-1000
TPC, however, the same mitigation methods discussed in that section could
also be used for CYGNUS-10.
WIMP exclusion limits were predicted for a realistic CYGNUS-10 TPC
with a 6 keVee threshold and 50% detection efficiency (based on results from
Section 3.6 of Chapter 3), as well as for an idealised version that could
achieve a 1 keVee threshold and 100% detection efficiency. The resulting
limit curves showed that the CYGNUS-10 TPC could explore a parameter
space that would prove difficult for a Xe based detector (due to the higher
neutrino floor for a Xe target). However, a larger scale TPC or multiple 10
m3 TPCs would be required to extend the sensitivity into the neutrino floor
for a fluorine based target.
The background study presented in this, and the previous, chapter suggest
that the best readout option, from a background perspective, would be an
MWPC with ThGEM avalanche phase. The testing of a prototype version





The study described in the previous two chapters revealed that the main con-
cern, from a background perspective, for a large scale TPC such as CYGNUS-
1000 or CYGNUS-10 comes form the internal TPC components. In particu-
lar, the choice of readout was found to significantly impact the background
rate. For this reason, an important step for the CYGNUS collaboration is
to find a low background readout that does not compromise on other impor-
tant aspects, such as low energy threshold, high positional resolution and 3D
track reconstruction. As described in the previous chapters, most readouts
(such as pixel chip or µ-PIC for example) do not currently meet the required
radiopurity levels, at least in the case of CYGNUS-1000. The most promising
readout, in terms of low background, is the MWPC. However, the magnitude
of the avalanche field, induced between the wire arrays of an MWPC, is lim-
ited to the amount of tension that the wires can withstand before breaking.
This means that, for the reasons given in Section 2.4.3 of Chapter 2, it is not
feasible to solely operate an MWPC readout in SF6. Instead, by combining
the readout with a ThGEM, the avalanche field can be induced through the
ThGEM rather than between wire arrays, which can then be dedicated to
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the accumulation of the avalanched signal. This hybrid design also allows for
the combination of high ThGEM gains with low noise wires to potentially
produce a significant signal to noise ratio. Further to this, not having to
apply voltage to the wires allows the wire pitch to be reduced (compared to
the 2 mm pitch of the DRIFT-IId MWPCs). The design, setup and testing
of a 600 µm pitch wire array with ThGEM avalanche stage is the subject of
this chapter.
For CYGNUS-10, and eventually CYGNUS-1000, large readouts will be
required to cover the scaled-up areas. A typical readout would be between
30×30 cm2 and 1×1 m2. The prototype introduced in this chapter is at
the lower end of this scale, utilising a 30 cm wire array. The next chapter
describes the study of a similar size ThGEM but for the work presented
here, a more commonly sized ThGEM of 10 cm diameter was used, as the
performance of this device is well understood and, therefore, allows for a
direct test of the wire array. Only 16 30 cm long wires, placed along a single
axis of the readout plane (x-axis), were required for these initial tests, the goal
of which were: to show MWPC wire operations at sub-mm pitch; establish
the readout gain; to demonstrate tracking for a readout with a size relevant to
a future large scale TPC. The work presented here, builds on previous results
that show the successful operation of a 4 cm2 ThGEM-MWPC hybrid, with
1 mm pitch, in low pressure SF6 gas [78].
The design and setup of the prototype is covered in detail by Section 7.1
and the testing, including gain measurements and track reconstruction, is
covered in Sections 7.2 and 7.3, respectively.
7.1 Readout Design and TPC Configuration
The ThGEM was constructed at the European Organization for Nuclear
Research (CERN) using the parameters listed in Table 7.1.
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Table 7.1: ThGEM parameters in mm.
Diameter Width Hole diameter Hole pitch Etched rim
100 0.4 0.4 0.6 0.04
The MWPC was constructed as a single array of 16 100 µm steel wires,
with a 600 µm pitch. Resulting in the highest spatial resolution achieved for
an MWPC wire array (known to the author), which as described in Section
3.3 of Chapter 3, is important for low energy background rejection. A 1
mm gap was maintained between the ThGEM and the wires and the readout
was mounted onto a printed circuit board (PCB), designed using the PCB
software package EAGLE (Easily Applicable Graphical Layout Editor) [142]
and constructed by Quick Circuits UK [143]. The readout is shown, mounted
onto the board, in Figure 7.1.
Figure 7.1: ThGEM-MWPC hybrid readout. The two SHV cables attached
to the ThGEM were for voltage supply. The wires were grounded via 1 MΩ
resistors (shown on the left of the figure).
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Figure 7.2 below, shows the design schematic, created in EAGLE, of the
PCB wire connection pads and card edge connector (shown on the right in
Figure 7.1). The latter was used to connect the wires to SMC (SubMinia-
ture version C) cables, which then transferred the signal to the processing
electronics.
Figure 7.2: A design schematic, created using EAGLE, showing the wire
connection pads (denoted by the black crosses) and card edge connector of
the ThGEM-MWPC PCB.
The wire connection pads, shown in the above figure, were horizontally
separated into four rows, to prevent any overlap between them. The blue and
red lines on the figure show the electrical connections between the wire pads
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and the card edge connector. The blue lines are on the top of the board and
the red lines are underneath. The green dots show via points that connect the
top of the board to the bottom. The electrical connections were separated
onto either side of the board to ensure sufficient spacing between them. The
100 µm wires, constituting the array, were held in place by tension weights
and then soldered, by eye, onto the centre of each wire connection pad. An
error of ±150 µm was estimated for the wire positions.
The readout was separated from a copper plate cathode by a 9 cm field
cage, the cathode and field cage are shown in Figure 7.3.
Figure 7.3: Field cage and cathode used to create the drift field for the
ThGEM-MWPC hybrid readout.
The field cage was constructed out of acrylic and the field rings were made
of 1 cm thick copper tape. The cathode and each ring was consecutively
connected together using 33 MΩ resistors and the final ring was connected
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to ground via a 100 MΩ resistor. The full readout, field cage and cathode
configuration is shown in Figure 7.4.
Figure 7.4: ThGEM-MWPC readout, cathode and field cage configuration
shown to scale. The blue dotted line, between the readout and field cage,
denotes a change in scale. There are two avalanche fields present in the
configuration, one within the ThGEM and one between the ThGEM and
wires, labelled avalanche 1 and 2 respectively.
As side 1 of the ThGEM (see above figure) was at negative potential for all
voltage setups, the field cage resistor configuration ensured that the drift field
was always in the correct direction and was stepped down uniformly towards
the ThGEM potential. The configuration shown in Figure 7.4 includes two
avalanche fields, one between either side of the ThGEM and one between the
ThGEM and wire array (labelled 1 and 2, respectively, on the figure).
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Each wire was individually grounded via a 1 MΩ resistor, shown on the
left of Figure 7.1. The resistors ensured that signal collected on the wires
was not sent to ground and that each wire was separated from the others.
The wire signal was collected at the opposite side of the board to the resis-
tors using a card-edge connector, where it was then sent to a Cremat-110
pre-amplifier [144] and Cremant 200 4 µs shaper [145] for digitisation, am-
plification and pulse shaping. The signal was then received by a 16 channel
National Instruments Labview Data Acquisition System (DAQ) where it was
recorded as digital waveforms. The TPC (made up of the ThGEM, MWPC,
cathode, field cage and electronics) was placed inside a 2 cm thick steel vac-
uum vessel. Figure 7.5 shows the full TPC setup inside the vessel, with the
ThGEM and MWPC wires attached to the PCB and then mounted onto the
field cage.
Figure 7.5: The prototype TPC setup inside the steel vacuum vessel.
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The three grey boxes, in the above figure, contain the MWPC pre-amplifiers
and shapers and the silver box on the floor of the vessel contains the same
electronics for the ThGEM, allowing the ThGEM response to be studied
independently of the MWPC.
7.1.1 Electric Field Configuration
For the gain measurements described in Section 7.2, the gain due to avalanche
1 was studied independently of that due to avalanche 2 (see Figure 7.2). This
was done to study the separate contributions, to the total gain, from the two
avalanche fields. The signal was collected on either side 2 of the ThGEM (see
Figure 7.2) or on the wires, depending on wether the gain contribution from
avalanche 1 or avalanche 2, respectively, was being studied. Table 7.2 shows
an example of the voltage configuration used for signal collection on side 2 of
the ThGEM and on the wires. The table also lists the corresponding drift,
avalanche 1 and avalanche 2 fields.
Table 7.2: Voltage configuration examples for signal collection on the wires
and on the ThGEM. As shown in Figure 7.2, side 1 is the ThGEM side facing
the cathode and side 2 is the ThGEM side facing the wires.
Signal Cathode Side 1 Side 2 Wires Drift field Avalanche 1 Avalanche 2
Collection (V) (V) (V) (V) (V cm−1) (V cm−1) (V cm−1)
Wires -3400 -880 -200 0 280 17000 2000
ThGEM -3200 -680 +200 0 280 17000 0
To study the electric field line configuration for signal collection on the
ThGEM and on the wires, Ansys Mechanical v14.5 [146] was used to create
field maps from the TPC geometry and different field configurations listed in
Table 7.2. The maps were imported into Garfield [101] and 100 electrons were
simulated above the ThGEM with a uniform spatial distribution. Diffusion
was turned off in the simulation so that the field lines could be observed
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directly from the electron drift paths. These are shown in Figure 7.6 for
electrons entering one of the ThGEM holes and being collected on side 2 of
the ThGEM (left) and on one of the wires (right).


























Figure 7.6: Electron drift paths (with no diffusion), generated in Garfield,
for the two voltage configurations listed in Table 7.2. Signal collection on
the ThGEM and on the wires is shown on the left and right, respectively.
The above figure shows, that as expected, the field lines terminate on the
ThGEM or on the wire depending on the chosen field configuration.
7.2 Gas Gain Measurements
Gain is produced when ionised electrons enter a high electric field region, such
as the avalanche fields shown in Figure 7.4, causing the electron to accelerate
and produce further impact ionisation. The ionised electrons cause further





where α is the first Townsend coefficient, n(d) is the number of electrons
leaving an avalanche region of length d and n0 is the initial number of elec-
trons (the primary ionisation). The gain is then given as n(d)/n0.
The ultimate goal for the ThGEM-MWPC hybrid readout is to prove
gainsO(103) are possible in 20 Torr SF6, as achieved by Ref. [69] using similar
ThGEM readouts. However, for these initial tests, CF4 gas was selected due
to the higher gains achievable with electron drift (as opposed to negative
ion drift, where attachment processes can reduce the electron signal). A
stable gas pressure of 50 Torr was chosen to limit the number of electrical
breakdown events that could occur during the initial testing phase.
7.2.1 Calibration of the Signal Electronics
As well as the signal amplification produced by the avalanche fields (gain),
further amplification was also produced by the pre-amplifier and shaping
electronics, which enabled small signal responses to be visible on the recorded
waveform. To prevent this extra amplification from being associated with
gain, the electronics were calibrated. This was achieved using an Ortec Model
480 Pulser [148] to generate pulses with voltage amplitude, V . The pulses
were converted into a charge, q, by passing them through a capacitor with
capacitance, C, to give, q = V C. This charge was then passed through the
pre-amplifier and shaping electronics and the resulting signal amplitude was
recorded. By varying the amplitude of the pulses, produced by the pulser, a
linear relation between input charge and output signal amplitude was found,
which could then be used to convert any signal into a charge reading. Such
a relation is shown in Figure 7.7 for the ThGEM electronics.
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Figure 7.7: Linear relation between charge and signal pulse height, found
from calibrating the ThGEM electrons.
7.2.2 55Fe Measurements
As the avalanche field through the ThGEM (avalanche 1) was expected to
provide the majority of the electron multiplication, the change in ThGEM
and wire gain with variation in this field was studied, whilst the drift and
avalanche 2 fields were kept constant. To produce a known amount of ioni-
sation charge inside the TPC gas volume, an 55Fe source was placed within
the drift region, close to the readout, as shown in Figure 7.8. 55Fe decays
via electron capture to produce 55Mn and a 5.9 keV X-Ray. The latter is
subsequently photo-absorbed by a CF4 molecule, resulting in the emission of
a 5.9 keV electron. As the electron recoils in the gas, it’s energy is deposited
as ionisation. CF4 has a W value of 34.2 eV [149] and, therefore, the recoil
produces a known ionisation of 5900 eV / 34.2 eV = 172 q, where q is the
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elementary charge.
Figure 7.8: 55Fe source positioned close to the readout.
To study the gain, the known ionisation charge was compared to the
mean avalanche charge, collected on both the ThGEM and the wires, for
avalanche 1 fields of between 16500 and 18000 V cm−1, increasing by 250
V cm−1 increments (all other fields where kept at the constant values listed
in Table 7.2). The mean charge, for each avalanche 1 field, was calculated
from a gaussian fit to a spectrum of signal amplitude responses, recorded
during an 55Fe exposure. An example of such a spectrum, produced using a
Multi-Channel Analyser (MCA), is shown in Figure 7.9 for signal collection
on the ThGEM. Comparison of the signal spectrum (blue) and background
spectrum (red), in this figure, was used to confirm that the ThGEM was
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detecting the source.
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Figure 7.9: Blue: Spectrum of signal collected on the ThGEM during an
55Fe exposure with an avalanche 1 field of 17500 V cm−1. Red: Background
spectrum taken with the same field configuration and duration (100 s) used
for the 55Fe exposure but with the source removed. Black: Fitted gaussian.
The MCA default binning is 8192 bins over a 12 V range.
A clear peak can be seen in the above figure, to which, a gaussian curve
was fitted (shown in black). This was used to derive the mean signal am-
plitude, which is related to the gain, and the FWHM (Full Width at Half
Maximum), which is related to the energy resolution. The high signal to
background ratio, shown in Figure 7.9, was achieved by locating the pream-
plifiers inside the vessel and as close to the MWPC as possible. This helped
to minimise the noise induced on the SMC cables, which transported the raw
signal to the preamplifiers.
The same spectrum is shown in Figure 7.10 for signal collection on the
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wires during a 10 minute 55Fe exposure, from which, the presence of signal
above background can be observed. An increased exposure time was required
for the wires (compared to that of the ThGEM), as the total signal collection
area was much smaller.
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Figure 7.10: Blue: Signal spectrum for signal collected on the wires during an
55Fe exposure with an avalanche 1 field of 17250 V cm−1. Red: Background
spectrum taken with the same field configuration and duration (10 minutes)
used for the 55Fe exposure but with the source removed. Black: Fitted
gaussian. The bin width used for the spectra is 10 mV.
During the 55Fe exposures, the wire signal was seen to extend across up
to five separate wires, an example of this is shown in Figure 7.11. Due to the
multi-wire responses, the amplitude of each wire was summed to give a total
amplitude, which is the data presented in Figure 7.10. This meant that, for
some of the time, only part of the full signal was being recorded and the total
amplitude was, therefore, slightly lowered. This caused the peak shown in
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Figure 7.10 to be slightly skewed to the left.
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Figure 7.11: 55Fe signal, in 50 Torr of CF4, showing response across five
wires.
The lack of response seen at low voltage amplitudes, for both 55Fe spectra
shown in Figures 7.9 and 7.10, was due to the threshold position, which was
set to remove low amplitude noise and to minimise the data collection dead
time. Although both peak positions are similar for both the ThGEM and
wire spectra, this is not an indication of similar gain, mainly because the
binning is different for each spectra but also because the ThGEM and wire
electronics were calibrated independently.
7.2.3 Results and Discussion
The gain variation with avalanche 1 field is shown in Figure 7.12 for signal
collection on the wires, where the error is given as the standard deviation
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of the fitted gaussian curves. Also included in this figure are two gain mea-
surements made for signal collection on the ThGEM (the red points), which
show a gain of 79±28 and 104±40 for avalanche 1 fields of 17500 and 18000 V
cm−1, respectively. The field between the ThGEM and wires (the avalanche
2 field) contributes an additional gain factor of ∼15.
Figure 7.12: ThGEM-MWPC hybrid readout gain (blue), for avalanche 1
fields between 16500 and 18000 V cm−1. The remaining fields are set at
the constant values listed in Table 7.2. Shown in red are two ThGEM gain
measurements.
The mean FWHM resolution of the ThGEM and MWPC was measured
from the data in Figure 7.12 and found to be 74% and 73%, respectively. The
lack of significant change in energy resolution, between the ThGEM and the
MWPC, indicates that the resolution is determined by the avalanche field
169
through the ThGEM.
These results demonstrate that the ThGEM-MWPC hybrid concept works
well in CF4 gas at a 30 cm scale and with a sub-mm pitch. However, previous
ThGEM gain studies, conducted using the same type of ThGEM (without
MWPC) as used in this work, have proven to produce gas gains, in 50 Torr
CF4, of ∼×100 that reported in this study [150]. The observed reduction in
gain was most likely due to a degradation in ThGEM performance caused
by damage incurred from the handling and operation of the device over time
(the ThGEM used in this study was at least four years old). In particu-
lar, this involves damage inflicted on the ThGEM holes due to a build up
of small discharge events. This could also result in a variation in avalanche
fields between each ThGEM hole and, therefore, negatively effect the energy
resolution. For these reasons, it was not possible to observe 55Fe signal, with
this readout, in SF6 gas. However, as described in Section 2.4.4 of Chapter
2 a measurement made in 20 Torr SF6, using an earlier ThGEM-MWPC
readout prototype, reports a gain O(103) [78]. Figure 2.14, of the aforemen-
tioned section, shows an 55Fe spectrum taken with this prototype, which has
an ∼4 cm2 readout area and 1 mm wire pitch. This result provides a proof
of concept for the operation of a ThGEM-MWPC hybrid readout in SF6 gas,
indicating that, with improvement (i.e. a new ThGEM device) the same
result would be possible for the larger prototype discussed in this chapter.
7.3 Alpha Track Reconstruction
Although low energy 55Fe X-Rays were not observed in SF6 gas, the tracking
of particles in this gas, using the 30 cm long, sub-mm wire array, remains
a key goal of this work. This section describes the reconstruction of higher
energy (compared to 55Fe) alpha tracks with the ThGEM-MWPC hybrid
readout and details the process used to measure the SF−6 reduced mobility.
The SF6 pressure was optimised to give the clearest signal response, which
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occurred at a pressure of 15 Torr. The alphas where produced, with an energy
of 5.5 MeV, using an 241Am source, which was initially positioned behind a
shutter device placed on top of the field cage (the shutter can be seen in
position in Figure 7.5). By closing the shutter the TPC was shielded from
the emitted alphas and no signal response was observed, which confirmed
that the response observed with the shutter open was due to the source.
With this confirmation, the next step was to investigate the presence of
signal delay across the wires, which was required to both reconstruct the
alpha tracks in 2D and to measure the SF−6 reduced mobility. The delay
is a result of drifting SF−6 ions (as described in Section 2.4.3 of Chapter
2) that are produced by a recoil with a vector component normal to the
readout plane. An example of signal delay, detected using the ThGEM-
MWPC hybrid prototype, for an 241Am alpha, is given in Figure 7.13.
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Figure 7.13: Alpha track in 15 Torr of SF6, showing signal delay between
each wire. The two wires showing no response were purposely disconnected
due to a high noise level observed on those wire.
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The delay in signal response, seen for some of the alpha events, was used
to study the ion drift speed, vd. From this, the reduced mobility, µ0, could
be derived for a drift field, E, of 300 V cm−1 and for 15 Torr of SF6 gas. By





where N0 is the SF6 gas density at 0 °C and 760 Torr and N is the gas
density at room temperature and 15 Torr.
For alpha events showing signal delay, the duration between the first
and last signal response, t, and the separation (along the drift direction)
between the corresponding ionisation, L, could be used to calculate the drift
velocity via, vd = L/t. Figure 7.14 shows the source position used to induce
signal delay across the wires. The geometry shown in this figure results in
the maximum value of L, LMAX , occurring when an emitted alpha particle
crosses the intersection point marked by the red circle in the figure.
Figure 7.14: The source position used to induce signal delay across the wires.
The 241Am source is shown by the blue rectangle. The red circle shows the
intercept point, between an emitted alpha and the first wire, when L =
LMAX .
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As the source emits alpha particles isotropically, the average L, L, can
be approximated as the middle value between LMIN , corresponding to no
delay, and LMAX , which is shown in Figure 7.14 to be 4 cm. This gives L
∼2 cm, which along with the mean t, t, gives the average drift velocity, vd =
L/t. To calculate t, only alpha recoils that produced a signal above 10 mV
on at least 10 wires were selected. Alpha events with t greater than 400 µs
were found to contain either multiple events or a significant noise element,
therefore, these events, as well as those with no signal delay, were cut from
the data. The alpha selection process reduced the data from 486 to 65 events,
for which t = 301 ± 45 µs, giving, vd = 67±9 m s−1. Inputting the latter
into Eq. 7.2 (in place of vd) gives, µ0 = 0.48±0.06 V−1 cm2 s−1. This agrees,
within error, with the reduced mobility value of 0.540±0.002 V−1 cm2 s−1,
which was extrapolated from measurements made by Ref. [69] for the same
reduced field (E/N).
Figure 7.15 shows the 2D distribution of ionisation for three different
alpha recoils in 15 Torr SF6, demonstrating track reconstruction with sub-
mm resolution using the large area ThGEM-MWPC hybrid readout. The
signal response on each wire was converted to the ionisation charge shown
in this figure using the procedure described in Section 7.2.1, along with an
SF6 W value of 34 eV [99]. The drift distance (z) of the ionisation, shown
in Figure 7.15, was reconstructed as, z = vdt. The figure shows ionisation
from only a part of each full alpha track as the particle is not fully contained
within the drift volume. Despite this, an increase in ionisation can be seen
towards the end of the observable recoils, which is associated with the start
of the alpha particle’s Bragg peak.
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Figure 7.15: Contour plot of alpha ionisation in 15 Torr SF6. The key gives
the electron density.
7.4 Conclusion
This chapter described the performance of a CYGNUS-10 prototype, con-
structed from an MWPC readout with a ThGEM amplification stage. The
ThGEM used was 10 cm in diameter with a 600 µm hole pitch. The wires
constituting the MWPC were 100 µm thick with 600 µm spacing, resulting in
the highest spatial resolution achieved by an MWPC (known to the author).
Gain measurements taken in 50 Torr CF4 were found to be unexpectedly
low, being in the region of ∼102 rather than the ∼104 gains reported in the
literature. The low gain was most likely due to degradation in the ThGEM
performance with time due to an accumilation of damage. Despite this,
observation of signal collection on the wires, from low energy 55Fe X-Rays,
proved that the ThGEM-MWPC hybrid readout does work at large scales
174
(30 cm) and with sub-mm pitch. The low gain measured in CF4 meant that
it would be unlikely to observe the X-Rays in SF6 gas, however, this was
achieved for a smaller preceding prototype readout of a similar design, which
suggests that, with improvements the same result could be achieved for the
larger prototype described in this chapter. Although gain measurements in
SF6 were not attempted in this work, track reconstruction of alpha events
was shown in 15 Torr of SF6. Using the alpha track data, the negative ion
reduced mobility was investigated and found to be 0.48±0.06 V−1 cm2 s−1, in
agreement with measurements found in the literature. The results presented
in this chapter suggest that a ThGEM-MWPC readout is a viable option for
a large scale TPC such as CYGNUS-10 or CYGNUS-1000. The next stage
of prototype tests, for this type of readout, should look to include a second
wire array, in the y-direction, to enable full 3D tracking and should include




Testing of a Large Area ThGEM
The work presented in the previous chapter showed the successful operation
of a high resolution MWPC-ThGEM readout, with a wire array of appro-
priate length for a future large scale CYGNUS TPC. The ThGEM used for
this readout prototype was 10 cm in diameter. Whilst it would be feasible
to tile this size of ThGEM to cover large readout areas, it would be prefer-
able, and cheaper, to construct these devices on a similar scale to that of
the readout (between 30×30 cm2 and 1×1 m2). This is true, not only for
the MWPC-ThGEM prototype discussed in the previous chapter, but for
any type of potential CYGNUS TPC readout, which will all require a stable
avalanche phase. This chapter reports a study, along these lines, of a large
area ThGEM, conducted in collaboration with the CERNMPDG group. The
work was also a collaborative effort with Kobe University, where the study
took place, with the ultimate aim of comparing multiple large scale read-
out options inside a single CYGNUS prototype TPC, called CYGNUS-KM
(CYGNUS-Kamioka).
For this chapter, the ThGEM design and experimental setup is discussed
in Section 8.1 and the measurement technique and calibration is discussed in
Section 8.2. Section 8.3 then describes a simulation procedure used to predict
the ThGEM performance and this is compared to the gain measurement
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result presented in Section 8.4.
8.1 Large Area ThGEM Design and Setup
The ThGEM was constructed at the European Organization for Nuclear
Research (CERN), with the parameters listed in Table 8.1.
Table 8.1: Large Area ThGEM parameters.
Size Signal Area Hole Pitch Hole Diameter Hole Rim Thickness
(mm2) (mm2) (mm) (mm) (mm) (mm)
400× 400 354× 354 1.2 0.4 0.04 0.4
A previous large area ThGEM study, conducted in collaboration with the
Atomic Weapons Establishment (AWE) [150], revealed issues that the new
design, for the ThGEM presented in this chapter, aimed to alleviate. These
design features, which where implemented after discussion with the CERN
MPDG group, are described in the following.
The ThGEM copper surface, on the side where voltage was to be applied,
was segmented, as shown by Figure 8.1, to help localise the damage inflicted
by electrical discharge. The voltage was applied to each segment via surface
mounted 1 MΩ resistors, which reduced the current flow to the ThGEM
during the application of voltage and prevented current surges, occurring
at a segment, from reaching the attached electronics or other parts of the
ThGEM. Figure 8.1 shows a veto strip surrounding the segments, which
was included in the design to exclude external events entering the TPC gas
volume. However, the veto was not tested as part of the work presented
in this chapter as the focus here was the electron amplification performance
only. Figure 8.2 shows a scaled drawing of three ThGEM holes, with the
hole pitch, diameter and etched rim dimensions given in Table 8.1.
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Figure 8.1: Large area ThGEM produced at CERN. The segmented side is
shown with the surrounding veto ring. The surface mounted resistors can be
seen connected to the segmented pads.
Figure 8.2: To scale diagram of three ThGEM holes, showing the hole diam-
eter, pitch and etched rim.
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The ThGEM was designed to fit the CYGNUS-KM vessel, which is lo-
cated at Kobe University. The vessel design, shown in Figure 8.3 (top), allows
for the fitting of 18 different readouts, which can then be directly compared
using the same TPC setup (gas composition, voltage arrangement, drift dis-
tance etc.). Readouts of ∼30×30 cm2 can be fitted to the opposite side of
the vessel flanges shown in Figure 8.3 (bottom, left).
Figure 8.3: Top: Design drawing of the CYGNUS-KM vessel. Bottom: Front
of the CYGNUS-KM vessel, located at Kobe University, showing the multiple
door flanges (left) and prototype testing vessel that replicates a single door
flange (right).
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At the time of these tests, CYGNUS-KM was still under construction
at Kobe University. Therefore, the tests were conducted inside a smaller
prototype vessel, shown in Figure 8.3 (bottom, right). This vessel was made
to exactly mimic a single flange of the larger CYGNUS-KM vessel but with
a shortened drift distance of 5 cm, compared to the 50 cm provided by
CYGNUS-KM.
The ThGEM was supported 11 cm away from the vessel door flange using
acrylic rods, which positioned it 5 cm away from a thin film Mylar cathode
installed inside the vessel. Figure 8.4 (top left) shows the ThGEM connected
to the supporting rods and attached to the vessel door flange. The bottom
left of this figure shows the cathode, through which, the ThGEM can be
seen on the opposite side. The image on the right in Figure 8.4 shows a
sketch of the ThGEM and cathode configuration inside the vessel, as well
as the two feedthroughs used to pass the high voltage (HV) supply to the
ThGEM and cathode and to pass signal to the electronics. No field cage
was used for these tests as the ratio of readout area to drift distance was
sufficient to assume that all of the ionised charge, contained within the drift
volume, remained contained as it drifted towards the readout. Further to
this, as these tests were only concerned with the ThGEM gain performance,
no track reconstruction was required and, therefore, charge displacement,
due to diffusion, was not a concern.
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Figure 8.4: Top left: CERN ThGEM installed onto the test vessel door
flange. Bottom left: Thin film Mylar cathode installed inside the test vessel.
Right: Sketch (not to scale) of the ThGEM and cathode configuration inside
the CYGNUS-KM prototype vessel.
The signal processing electronics, shown in Figure 8.5 (top), included a
Cremat-111 preamplifier [151], an AD8011 amplifier [152] and an RC circuit,
which was used to shape the signal by implementing a 47 µs decay time. The
schematic at the bottom of this figure shows the circuit design of the elec-
tronics. In order to record spectra using a Multi-Channel Analyser (MCA),
the signal had to be inverted from negative to positive using a fan in-out de-
vice. This device had a 50 Ω impedance, which effectively halved the signal
amplification provided by the electronics. This was taking into account dur-
ing the calibration of the electronics, which is described in the next section.
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Figure 8.5: Top: signal processing electronics used for the ThGEM tests
conducted at Kobe. The CR-111 preamplifier and AD8011 amplifier chips
can be seen attached to the board. Bottom: circuit diagram of the electronics.
8.2 Measurement Procedure and Calibration
The eventual goal is to test large area ThGEMs in SF6 gas. However, as
was done for the ThGEM-MWPC readout in Chapter 7, CF4 gas was chosen
for the tests described in this chapter so that electrons could be drifted and
higher gains could be achieved. Initial gain measurements were attempted
using an 55Fe source but no clear signal was observed, therefore, all further
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tests were conducted using an 241Am source, which produces a larger signal
from the emission of 5.5 MeV alphas. SRIM [96] calculations of 5.5 MeV
alphas in CF4 showed that the particle’s range was no greater than 26 cm at
a gas pressure of 50 Torr, as shown in Figure 8.6.
Figure 8.6: SRIM range calculation for 5.5 MeV alphas traversing 50 Torr of
CF4 gas. The alpha track range does not exceed 26 cm.
The maximum alpha range of 26 cm, shown in the above figure, did not
exceed the length of the ThGEM readout area (see Table 8.1). A further
SRIM calculation showed that, on average, 99.7% of the alpha particle’s
energy was converted directly into ionisation, shown by the red area in Figure
8.7.
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Figure 8.7: SRIM calculation of the energy loss to ionisation (red) and recoils
(blue) for 5.5 MeV alphas in 50 Torr CF4 gas.
These SRIM calculations indicated that by using a pressure of 50 Torr
and by collimating the source to emit alphas parallel to the ThGEM, it could
be assumed that the alpha tracks were fully contained within the drift region
and deposited 5.5 MeV in ionisation.
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The 241Am alpha source was placed inside the vessel, just above the
ThGEM and in-between the ThGEM and cathode. Example signal pulses
induced by the alphas, taken using an oscilloscope connected to the signal
electronics, are shown in Figure 8.8.
Figure 8.8: Three signal pulses induced by alpha ionisation in 50 Torr CF4,
recorded using an oscilloscope, for a 300 V cm−1 drift field and for a ThGEM
voltage difference of 660 V.
MCA spectra of the alpha signal amplitudes were recorded for a drift field
of 300 V cm−1 and for ThGEM voltage differences of between 560 and 660 V,
increasing in 10 V intervals. The lowest voltage difference corresponded to
the avalanche field at which signal was first observed and the highest corre-
sponded to the field just below the point at which breakdown was observed.
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A low pass filter was used when applying the ThGEM voltage to reduce high
frequency noise originating from the voltage supply. For each MCA spec-
trum a gaussian function was fitted and the mean and sigma values were
used to estimate the signal peak position and error. An example spectrum,
for a voltage difference of 600 V, is shown in Figure 8.9. The fitted gaussian
can be seen as the red curve in this figure and background noise can be seen
decaying exponential as the MCA channel number increases.
Constant  106.2
Mean      404.4
Sigma     36.21
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Figure 8.9: MCA alpha spectrum. The channel number corresponds to the
signal amplitude and the count shows the number of signal responses within
a certain amplitude bin. The fitted gaussian is shown in red.
Each MCA channel number, shown in the above figure, was associated
with a signal amplitude. This was converted to a charge value by calibrating
the electronics using the same procedure described in Section 7.2.1 of Chapter
7. The gain was then calculated as the ratio of this charge value (which was
produced after the avalanche stage) to that of the initial charge deposited by
the alpha track, which was given as 5.5×106 eV / 34.2 eV = 1.6×105 q, where
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q is the elementary charge and 34.2 eV is the gas W value [149]. The gain
measurement result is presented in Section 8.4, where it is compared to the
predictions made using the simulation procedure described in the following
section.
8.3 Large Area ThGEM simulation
This section describes the simulation procedure used to predict the expected
ThGEM gain for the drift and avalanche fields mentioned in the previous sec-
tion. The detector geometry and fields, used in the simulation, were modelled
using ANSYS Mechanical v14.5 [146] and are described in Section 8.3.1. The
ANSYS field maps were then imported into Garfield [101], which was used to
simulate the transportation of electrons through the detector geometry and
field configuration in 50 Torr of CF4 gas. It is known that electrons land-
ing on the dielectric layer of a ThGEM effect the avalanche field over time,
the simulation of this effect, using a similar procedure to that described by
Ref. [153], is detailed in Section 8.3.2. The gain simulation process is then
described in Section 8.3.3.
8.3.1 Detector Geometry and Fields
The ThGEM geometry was modelled in ANSYS using the parameters listed
in Table 8.1. As the electric field was identical at each ThGEM hole it was
only necessary to model a single hole and the surrounding surface closest to
it. Further to this, only a quarter of the geometry was required as Garfield
could mirror the imported maps over the x and y axis and produce the full
electric field configuration. Figure 8.10 shows the ThGEM hole geometry,
created in ANSYS, after a quarter has been mirrored over each axis.
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Figure 8.10: ThGEM geometry modelled using ANSYS. It can been seen
that mirroring a quarter of the geometry over the x and y axis produces a
single ThGEM hole.
The gold and white areas in the above figure represent the copper and
the dielectric material, respectively. The materials were defined in ANSYS
by their relative permittivity, which for copper was infinite, for the dielectric
it was 4.8 [154] and for the gas a value of 1 was used. For copper, the
material’s resistivity was also defined as zero. Figure 8.11 shows an example
of the calculated equipotential lines, through the ThGEM geometry shown
in Figure 8.10, for a 700 V difference between the ThGEM copper surfaces.
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Figure 8.11: Equipotential lines through the ThGEM geometry, calculated
in ANSYS, for a 700 V difference between the ThGEM copper surfaces.
The drift field was modelled, using ANSYS, as a 1 cm long gas region,
located before the ThGEM, with an electric field of 300 V cm−1. A gas
induction region of 1 mm was included, located behind the readout side of
the ThGEM, to allow for the transportation of electrons after the avalanche
stage. The equipotential lines of the drift, avalanche and induction fields are
all shown together, for a quarter of the ThGEM geometry, in Figure 8.12.
The field map shown in this figure was that imported into Garfield, which
then reflected the geometry over the x and y axis to produce the full field
configuration, as previously mentioned.
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Figure 8.12: One quarter of the full field configuration, modelled in ANSYS
and imported into Garfield, shown as equipotential lines. The side of the
ThGEM facing the drift region is set at 0 V and the opposite side at 650 V.
The 1 cm drift region, located before the ThGEM, is set at 300 V cm−1 and
a 1 mm induction region is included behind the ThGEM to allow for electron
transportation after the avalanche stage.
8.3.2 ThGEM charge up
To accurately simulate electron avalanche through the ThGEM, the charge
up effect of the insulating glass-epoxy material (found in-between the copper
layers) must first be simulated. The charge up is caused by electrons and
ions, produced during an avalanche, attaching to the material’s dielectric
surface. The resulting accumulation of charge causes an electric field that
opposes the avalanche field and ultimately reduces the gain of the ThGEM
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down to a constant value, at which point no further significant amount of
electrons or ions attach to the material. To investigate the distribution of
the accumulated charge, the insulating layer of the ThGEM geometry was
split into ten equal layers in ANSYS, as shown by Figure 8.13.
Figure 8.13: A quarter segment of the ANSYS ThGEM geometry, showing
the insulating layer split into 10 equal parts.
In order to include the charge accumulation due to ions, argon gas was
simulated (rather than CF4) as Garfield includes the mobility tables for the
transportation of cations in this gas (which is not the case for CF4). The
argon pressure was set to 110.15 Torr, to match the gas density found at 50
Torr CF4, which is the gas and pressure used for the measurements described
in Section 8.2. The charge up process of the ThGEM insulating layer is re-
lated to the material permittivity (as discussed above) and the gas density,
which affects the avalanche process. Therefore, by keeping the latter con-
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stant, it was assumed that changing the gas composition had no significant
effect on the charge up process being investigated.
During the simulations the drift field, modelled with ANSYS, was kept at
a constant 300 V cm−1 and the ThGEM potential difference was maintained
at 500 V. One hundred electrons were then generated, in Garfield, above the
ThGEM hole and allowed to avalanche through it. The end point locations of
the electrons and ions, produced by the avalanche, were recorded and if the
particle’s location was found to coincide with one of the insulating layers,
the particle’s charge was added to that layer in ANSYS. New field maps,
including the additional charges, were then produced and the simulation was
repeated with the new maps. The entire process was automated by a C++
script and repeated until the ThGEM gain, which is defined here as the mean
amount of electrons (per repetition) that left the ThGEM hole and landed
on the copper surface, reached a constant value. For each repetition, the gain
was recorded and is shown as a function of repetition number in Figure 8.14.
Repetition No













Figure 8.14: Decrease in gain due to the charge up of the ThGEM’s dielectric
material. The red line is a second degree polynomial fit to the data.
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The error bars in the above figure were calculated as the mean gain mul-
tiplied by n−1/2, where n is the number of electron avalanches simulated per
repetition (100). The fitted line, in Figure 8.14, shows that the gain is ap-
proximately constant after around 40 repetitions, at which point it has been
reduced to around half the value measured after one repetition.
The ThGEM charge up effect was included, for the remaining simulations
discussed in this chapter, by applying the charge accumulation found after
50 repetitions to each field map generated in ANSYS. Figure 8.15 shows the
avalanche field through the ThGEM hole, generated using Garfield, before
any charge accumulation and after the material is fully charged.
Figure 8.15: ThGEM field before (left) and after (right) charge accumulation
on the insulating material, in V cm−1.
The above figure shows that the electric field is reduced, at the centre of
the hole, after the dielectric material is fully charged. This result indicates
that the avalanche process of the ThGEM is also reduced when taking into
account the accumulation of charge on the ThGEM’s insulating material,
resulting in the gain reduction shown in Figure 8.14.
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8.3.3 Gain simulation
ANSYS field maps were produced within the ThGEM operating range of 560
to 660 V (see Section 8.2), in steps of 10 V. The charge up effect (reported in
the previous section) was also included for each field map. After importing
the field maps into Garfield, electrons were simulated at random positions
between 0.1 and 1 cm above the ThGEM and within the diamond shaped


































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 8.16: Electrons (blue points) located above the ThGEM within a
diamond shaped area that is subject to field lines converging towards the
ThGEM hole.
Electrons located outside of the area, depicted in the above figure, were
not subject to field lines that converged towards the hole geometry, modelled
in ANSYS, being used to conduct the gain measurements.
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One hundred electrons were simulated per voltage step and the resulting
mean gain per step is shown in Figure 8.17.
THGEM V













Figure 8.17: Simulated gain per ThGEM voltage difference, with fitted ex-
ponential curve shown in red.
This result was used to predict the expected ThGEM performance, the
measurements of which, are given in the next section. Without simulating
the charge-up effect, the result shown in Figure 8.14 of the previous section,
indicates that the performance would have been over-estimated by a factor
of ∼2.
8.4 Gas Gain Measurements
The ThGEM gain results, measured using the calibration and procedure
described in Section 8.2 and the setup described in Section 8.1, are shown in
Figure 8.18. Section 8.3.2 showed, via simulation, that the charge up effect
of the ThGEM’s insulating glass-epoxy material causes the avalanche field to
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decrease. Therefore, it is not straightforward to directly translate the voltage
difference between each copper surface of the ThGEM to the avalanche field
existing within the ThGEM holes. For this reason, the results shown in
Figure 8.18 are presented as voltage differences of between 560 and 660 V,
the operating range of the ThGEM (as described in Section 8.2).











Figure 8.18: Measured gain per ThGEM voltage difference, with fitted ex-
ponential curve shown in red.
Comparing the result shown in the above figure with that predicted by
simulation (see Figure 8.17), shows a predicted gain of between 150 and 400
times higher than actually measured. This suggests that factors, other than
the charge up of the ThGEM’s insulating layer, are negatively influencing
the gain performance. One of these factors could be the damage incurred to
the ThGEM during it’s handling, as described for the smaller area device in
Section 7.2.3 of Chapter 7. However, this is less likely for the large area device
studied here, mainly because the ThGEM is much newer but also because
of the design features, described in Section 8.1, that were implemented to
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prevent damage. Despite this, in some respects, damage is also increasingly
likely for a larger device, simply because it includes more holes than a smaller
ThGEM and just a few damaged holes can effect the overall performance. For
example, the maximum avalanche that can be achieved through the ThGEM
is limited to the strength of the field that can be applied through the holes
without causing breakdown, which for damaged holes will occur at lower
avalanche fields. Despite the design improvements made, over the AWE
produced ThGEM (see Section 8.1), the gain results presented in this chapter
are consistent with the AWE ThGEM study conducted by Ref. [150]. This
would suggest that the reduced gain is not just a consequence of damage or
of the charge up effect studied in this chapter but could, instead, be an issue
inherent to the scaling-up of these devices.
8.5 Conclusion
This chapter described the performance of a large scale ThGEM, produced
at CERN, during tests conducted at Kobe University. Simulation was used
to show how the avalanche field through the ThGEM is expected to decrease
due to the charge up affect of the ThGEM’s insulating material. By taking
this effect into account, a simulated gain curve was produced for the ThGEM
over a range of voltage differences. The measured results were found to be
significantly lower, by a factor of ∼400 at the highest voltage difference, than
those predicted by the simulation. Further to this, Ref [150] also describes
a gain study, conducted by the author in collaboration with the Atomic
Weapons Establishment (AWE), using a similar large area ThGEM produced
by the UK company Quick Circuits. The results reported for this ThGEM,
are consistent with those presented in this chapter and, therefore, suggest
that the performance of smaller area ThGEMs (which have been shown to
produce gains O(104) for the same gas and pressure [150]) does not translate
in a straight forward manner to similar but larger area devices. Additional
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R&D, possibly involving ThGEMs with different parameters, is required to
further understand why this is the case and ultimately the tiling of smaller
area ThGEMs may be required for a CYGNUS-10 or CYGNUS-1000 TPC.
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Chapter 9
Camera Background Study for
CYGNO Prototype
It was mentioned in Section 5.5.3 of Chapter 5 that a TPC designed to op-
erate a camera based readout would differ to that of other TPC designs not
involving cameras. This chapter describes a Monte Carlo background study
of a camera based CYGNUS prototype, named CYGNO, which is planned
for construction at Laboratori Nazionali del Gran Sasso (LNGS). A camera
based readout offers high resolution track reconstruction, compared to an
MWPC or µ-PIC readout for example, which could potentially allow for an
improved background rejection at low energy (sub-10 keVee). However, the
intrinsic background from the camera, particularly at low energy, is assumed
to be higher than found from other readouts due to the increased amount of
electronics involved. The focus of this study, was to use GEANT4 simula-
tions to investigate the gamma background rate, found within the CYGNO
gas volume, originating from a CYGNO camera. The TPC geometry and
gas setup is discussed in Section 9.1. The gamma background is quantified
by a material screening process described in Section 9.2. As part of this
work, a shielding design was introduced with the aim of reducing the gamma
background, the simulation and results of which, is discussed in Section 9.3.
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9.1 CYGNO TPC Design
The TPC, shown in Figure 9.1, is envisioned as a 1 m3 target gas volume
located inside a 2 cm thick aluminium vessel. The TPC has a back-to-back
configuration constituting a central cathode with two stacks of three GEM’s
on either side. The GEM’s provide an avalanche region where ionised signal is
amplified and photons are produced via molecular and atomic de-excitation.
The photons are then recorded by ×18 CMOS cameras surrounding the gas
volume. Figure 9.1 shows the CYGNO vessel design and camera locations as
seen from the top of the TPC and from one side.
Figure 9.1: CYGNO design from the top of the vessel (top) and from one
side (bottom). 6 of the 18 camera locations can be seen from the top of the
vessel. The structures, labelled as shielding, between the cameras and the
vessel are used to prevent light contamination from entering the vessel. From
the side, the configuration of 9 of the total 18 cameras can be seen.
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The prototype builds on previous R&D conducted with the LEMON de-
tector [88] and uses the same gas mixture of He and CF4 but at a ratio of
70/30 (at atmospheric pressure), rather than 60/40. This ratio was selected
as it reduces the gas density, compared to the latter, and therefore, reduces
the amount of electrons available for the Compton scattering of the gamma
background.
9.2 CMOS Camera radio-assay
High Purity Germanium detectors (HPGe), located at LNGS, were used to
perform a radioassay of one of the Hamamatsu ORCA-flash 4.0 cameras
[155] (including the camera objective) selected for CYGNO. The GeMPI
(Germanium-Max Plank Institute) and GePaolo (Germanium-Paola) detec-
tors were used, respectively, to assay the camera over a live time of 83383 s
and the objective over a live time of 504104 s. The results of the radioassay
are listed in Table 9.1, where the uncertainties are given at a 68% CL.
Table 9.1: Radioassay results for the CYGNO camera and objective in units
of Bq pc−1.
Isotope Camera Objective Total
238U 7±2 0.9±0.3 7.9±2.3
235U 0.4±0.1 0.031±0.008 0.431±0.108
232Th 2.1±0.2 0.077±0.009 2.177±1.009
226Ra 1.8±0.1 0.41±0.02 2.21±0.12
138La 0 0.52±0.04 0.52±0.04
137Cs 0.09±0.03 < 0.0057 < 0.0957±0.03
60Co < 0.012 < 0.01 < 0.022
40K 1.9±0.3 11±1 12.9±1.3
Secular equilibrium was found to be broken for the 238U decay chain at
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the point of 226Ra. Therefore, the decay chain at, and after, this point is
given by the 226Ra activity listed in Table 9.1. Two separate measurements,
made at different points along the 232Th decay chain, suggest that secular
equilibrium is maintained in this instance.
9.3 CMOS Camera Background Simulation
This section describes the use of simulation to predict the gamma background
rate, within the CYGNO target gas volume, due to one of the cameras. To
shield against the camera background, a dividing wall of 4 cm thick copper
was simulated between the camera and the gas volume, with the camera
located behind a 2 cm thick silica window. The window diameter was 4
cm to accommodate the camera’s maximum aperture. A drawing of the
geometry, which was simulated using GEANT4, is given in Figure 9.2.
Figure 9.2: Drawing of the GEANT4 geometry, including the aluminium
vessel, copper shielding and silica window. Camera image from Ref. [155].
The distance between the copper shielding and the vessel, shown in the
above figure, is to accommodate the camera shielding shown in Figure 9.1.
The camera was simulated as a point source located just behind the window,
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in the position denoted by the camera image in Figure 9.2. One million
decays (or decay chains, where relevant) were simulated, for each isotope
listed in Table 9.1, at this position. The resulting gamma induced electron






where R is the number of recoils observed within a certain energy bin,
λ is the isotope radioactivity from Table 9.1 and N is the number of decays
simulated. Figure 9.3 shows the resulting gamma recoil rates for a camera
with no shielding wall in place, for a camera with the shielding in place and
for the same as the latter but with a 2 cm silica window included.
Recoil energy (2 keV bins)


















4 cm copper shielding
2 cm silica window
Figure 9.3: Gamma recoil rates, between 1 and 100 keV, for a single camera
with no shielding, a 4 cm thick copper shield and a 4 cm thick copper shield
with a 2 cm thick silica window.
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Simulating the shielding with no window shows that the amount, and
type, of shielding does reduce the camera background rate, which Figure 9.3
shows is reduced by a factor of ∼5 compared to the camera background with-
out shielding. However, the figure also shows that the introduction of a silica
window returns the camera background to almost the same level found with
no shielding. This result shows that the majority of gamma background,
from the camera, can not be significantly reduced using a shielding geometry
with windows. This suggests that alternative methods or possibly a reconsid-
eration of the geometry is required to reduce the gamma background further.
9.4 Conclusion
This chapter described a simulation study of the gamma background, found
within a gas mixture of 70% He and 30% CF4 at atmospheric pressure, from
a CMOS camera. The work was conducted as part of the CYGNO project
towards the realisation of a CYGNUS prototype TPC, planned for construc-
tion at LNGS. The results presented in this chapter show that although the
camera background can be reduced using copper shielding, the need for trans-
parent windows causes most of the shielding to be relatively ineffective, as
the majority of gammas pass through the silica material used for the win-
dows. This result suggests that means other than, or as well as, shielding
are required to reduce the gamma background from the camera. This could
involve reducing the camera material as far as practically possible and/or




Chapter 1 described the observational evidence supporting the existence of
dark matter, the missing matter component that constitutes ∼84% of the
mass in the universe. Some of the theoretically motivated dark matter can-
didates where also explored, including axions, sterile neutrinos and WIMPs.
Chapter 2 outlined the current methods (indirect, direct and collider)
and experimental efforts towards the detection of dark matter. Particular
attention was given to direct detection with a gas TPC, for which, it is
possible to reconstruct the direction of a recoiling nucleus. The ability to
distinguish a recoil direction consistent with the WIMP could potentially
provide a discrimination method for a large scale detector sensitive to a
neutrino background. It was argued that the negative ion gas, SF6, is an
ideal target for this type of detector, as it enables track reconstruction along
the drift direction, target gas fiducialisation and a considerable amount of
fluorine for spin dependant (SD) searches.
A key requirement, for pushing the search reach of a detector towards the
neutrino floor, is to lower the signal threshold as fas as possible without intro-
ducing an intolerable level of background. To that end, Chapter 3 described
a study of the gamma rejection at and below 10 keVee, in 20 Torr SF6, using
a type of Machine Learning (ML) analysis called a Boosted Decision Tree
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(BDT). The analysis was performed on parameters derived from simulated
electron and nuclear recoils, which included the effects of diffusion and read-
out resolution. The results of the study suggest that a gamma rejection of
O(10−4) is possible, at an energy of 6 keVee and above, for an averaged 25 cm
diffusion and for a readout resolution of 600 µm. The HT effect, introduced
in Chapter 2, was looked for using the simulated (sub-10 keVee) recoils, and
was found to be present, in 20 Torr SF6, before diffusion. However, the effect
was not present after an averaged 25 cm diffusion. Further work is required
to establish the exact relation between the HT effect and diffusion for low
energy recoils in SF6 gas.
The work presented in Chapter 4 explored the potential of ML to increase
the detection efficiency of a future large scale detector. This was achieved by
applying a type of BDT analysis, called a Random Forest Classifier (RFC), to
data obtained using the DRIFT-IId detector. It was found that this analysis
improved the detection efficiency of DRIFT-IId (compared to that achieved
using the standard analysis), increasing the dark matter cross section reach
of the detector by 32%.
Chapter 5 described a Monte Carlo study of the background found within
a large scale directional detector, called CYGNUS-1000. This detector was
simulated, in GEANT4, as a 1000 m3 volume of 20 Torr SF6, located at the
Boulby Underground Laboratory. Based on the gamma rejection study de-
scribed in Chapter 3, a tolerable limit of gamma background was set at < 104
yr−1 keV−1, whilst a limit of < 1 yr−1 was set for the neutron background.
The gamma rejection study focused on the energy region 1-10 keV and the
neutron background energy region of interest was 1-200 keVr. It was found
that the neutron and gamma backgrounds originating from the rock cavern
could be reduced to within limit with a 85 cm thick water shield and a 30
cm thick copper vessel, respectively. However, further screening of copper
is required to establish if the vessel gamma background is within limit and
the requirement of a steel or titanium support structure could push the back-
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ground levels above limit. A study of the internal TPC background indicated
that all components (readouts, amplification devices and field cage resistors)
need further purification to fall within the gamma background limit. The
MWPC readout with ThGEM amplification device proved to be closest to
this goal as well as being within the neutron background limit. Other back-
ground sources originating from radon gas and cosmic ray interactions were
considered. It was described how the former could be mitigated using a
combination of fiducialisation and thin film cathodes, and the latter using
a combination of muon tagging techniques and limiting the amount of cos-
mogenic activation. The SD search reach of CYGNUS-1000 was shown to
extend further into the WIMP search parameter space than a Xe based de-
tector without being subject to a neutrino background. The search reach
also indicated that a neutrino background would start to become obvious if
a sub-6 keVee threshold could be achieved.
In Chapter 6, the results of Chapter 5 were used to guide the design
of a smaller 10 m3 TPC, called CYGNUS-10, which could be one of many
similar detectors that contribute to a total volume on the same scale as
CYGNUS-1000. The TPC was simulated as a 13 mm thick cylindrical vessel
made of steel, located at Boulby. The vessel geometry and material was
chosen to provide the required support against the atmospheric pressures
exerted on a vacuum vessel. It was found that a water shield of 50 cm
reduced the rock neutron background to << 1 yr−1. To shield against the
gammas produced in the surrounding rock and vessel material an internal and
external copper shield of 5 cm and 10 cm thick, respectively, was required.
Based on the results of Chapter 5 the MWPC with ThGEM amplification
was chosen as the CYGNUS-10 readout. These were configured in a back-to-
back (readout-cathode-readout) arrangement, which produced 70 cm drift
regions. An internal acrylic support frame was also simulated along with
the background contribution from the field cage resistors. The total gamma
background from all of these internal components was found to be around
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the 104 limit and the contribution to the neutron background from the vessel,
shielding and all internal components was found to be∼0.02 yr−1. The search
reach of CYGNUS-10 showed that for a threshold of < 6 keVee, the TPC
would be sensitive to a WIMP search parameter space that would produce
a neutrino background for a Xe based detector. The result also showed
that the CYGNUS-10 TPC, by itself, would not be sensitive to a neutrino
background, and therefore, multiple such detectors would be required to
probe the neutrino floor using a fluorine based target.
The CYGNUS TPC background studies motivated the construction of
an MWPC-ThGEM hybrid prototype. The MWPC was constructed as a
single 30 cm long wire array with 600 µm pitch. The length was chosen to
accommodate the scale up requirements and the pitch, which is the smallest
attempted for an MWPC, was chosen to match the readout resolution studied
in Chapter 3. The ThGEM used was 10 cm in diameter, as the scaling up
of this device was addressed separately in Chapter 8. The 2D reconstruction
of alpha tracks, in SF6 gas, was demonstrated using the prototype and a
gain O(103) was shown in CF4 gas. Future improvements to this readout, in
particular to the ThGEM device, would likely allow for a gain measurement
in SF6 and prove this MWPC-ThGEM protoype to be a viable readout option
for a future CYGNUS TPC.
Chapter 8 described the design and construction of a large area (40×40
cm2) ThGEM. Testing of this device was conducted in collaboration with
Kobe University, where the tests took place inside a purpose built vacuum
vessel. The gain was predicted by a simulation that included the charge up
effect of the ThGEM insulating layer and the measured gain was found to be
up to 400 times lower than predicted. This results, which is consistent with a
previous large area ThGEM study, suggests a reduction in performance when
scaling to larger areas. Further work is required to confirm this, however,
it could be that the tiling of smaller ThGEMs is required to cover the large
readout areas of a CYGNUS TPC.
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The gamma background due to a camera based CYGNUS prototype TPC,
called CYGNO, was studied in Chapter 9. The gas mixture used in CYGNO
comprised of He and CF4 at a ratio of 70/30 at atmospheric pressure. A ra-
dioassay of one of the cameras was conducted using HPGe detectors, located
at LNGS. The resulting radioactivities were used to perform a Monte Carlo
study of the gamma background rate, due to the camera, found within the
CYGNO 1 m3 target gas volume. To reduce this background a 4 cm thick
copper shield was simulated with a 4cm wide and 2 cm thick silica window,
behind which, the camera was simulated as a point source. It was found
that the need for a silica window caused the shielding to be practically in-
effectual, suggesting that other methods, such as constructing cameras from
a reduced amount of highly radiopure materials, is required to mitigate the
gamma background. As demonstrated in Chapter 3 this is especially impor-
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