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Diese Arbeit bescha¨ftigt sich mit zweidimensionalen Active Noise Control Systemen
(ANC) in kreis- und linienfo¨rmigen Anordnungen. Ein derartiges System da¨mpft Schall
durch destruktive Interferenz bis zu einer systembedingten Grenzfrequenz unter Ver-
wendung von Fu¨hrungssensoren und Gegenquellen (Sekunda¨rquellen).
Das Grundprinzip basiert auf der Pra¨diktion (Extrapolation) eines gegebenen Schall-
feldes (Prima¨rfeld) anhand von Druck- und Schnellesignalen an den sogenannten Ana-
lysepunkten. Diese befinden sich in dem Raumbereich, in dem das Prima¨rfeld geda¨mpft
werden soll. Aus dieser Vorhersage und den invertierten Sekunda¨rpfaden zwischen den
Sekunda¨rquellen und den Analysepunkten lassen sich die Systemfilter ableiten.
Es werden verschiedene Extrapolationsverfahren auf Basis des Kirchhoff-Helmholtz-
Integrals, der Rayleigh-Integrale, der Zirkularen Harmonischen Extrapolation und ei-
ner modifizierten Plane Wave Decomposition vorgestellt und auf die Verwendung im
ANC-System hin untersucht. Fu¨r den linienfo¨rmigen Aufbau des Systems wird zudem
gezeigt, dass der Einsatz kardioider Referenzempfa¨nger anstelle von Druck- und Schnel-
leempfa¨ngern ausreichend ist.
Ein ANC-System kann als ein schallweicher Impedanzabschluss angesehen werden. Die-
se Betrachtung fu¨hrt zu neuen Ansa¨tzen der Filtersynthese, die fu¨r den kreisfo¨rmigen
und den linienfo¨rmigen Aufbau pra¨sentiert werden.
Des Weiteren wurde der Implementierung adaptiver Optimierungsverfahren in das
Multiple-Input-Multiple-Output-System (MIMO) nachgegangen. Die resultierenden
Ansa¨tze verwenden im Gegensatz zu den klassischen Verfahren teils vera¨nderte
Fu¨hrungs- und Fehlergro¨ßen. Die Reflexionen des ANC-Systems fließen hier ebenfalls in
ein neuartiges MIMO-Adaptionsverfahren ein, um das System auf einen schallweichen
Impedanzabschluss zu adaptieren. Unter Verwendung der Finiten Differenzen im Zeit-
bereich (FDTD) werden zeitbasierte, zweidimensionale Schallfeldsimulationen in Ver-
bindung mit den vorgestellten adaptiven Verfahren durchgefu¨hrt. Auf diese Weise kann
gezeigt werden, dass die Anwendung dieser adaptiven Verfahren zu einer Da¨mpfung des
Prima¨rfeldes durch das zweidimensionale ANC-System fu¨hrt.
Abschließend werden die u¨berarbeitete DSP-basierte Hardware des zweidimensionalen
ANC-Systems und Messergebnisse unter Verwendung adaptiver Verfahren pra¨sentiert.

Abstract
This thesis deals with two-dimensional active noise control (ANC) systems in linear
and circular setups. 2D ANC systems use reference sonsors and secondary sources to
attenuate sound by means of destructive interference. Due to the characteristics of the
system the ANC application is limited to an upper cut-off frequency.
The ANC algorithm bases upon the prediction (extrapolation) of the soundfield (pri-
mary field) inside of the area where it is to be attenuated. The system filters can be
derived by combining this prediction with the inverted transfer functions between the
secondary sources and points inside of the area. Usually, both acoustic pressure and
velocity have to be measured to accomplish this task.
Within this thesis several prediction methods of a given sound field are evaluated.
These methods are based upon the Kirchhoff-Helmholtz integral, the Rayleigh integrals,
circular harmonics and a modified plane wave decomposition. For the linear system
setup it is shown that the application of cardioid reference sensors instead of velocity
and pressure sensors is sufficient.
An ANC system can be regarded as a sound soft scatterer. From this point of view
it is possible to synthesize the system filters in a new manner. This method will be
presented for the linear and the circular system setup.
Furthermore, the implementation of adaptive algorithms into the two-dimensional ANC
system is investigated. In contrast to classical methods different reference and error
signals are engaged. The scattered or reflected fields of the ANC system are also used
to introduce a new Multiple Input Mutliple Output (MIMO) adaptation method to
make the system behave like a sound soft scatterer. Finite differences in the time-
domain (FDTD) have been utilized to simulate sound propagation and interference in
combination with the adaptive ANC system. In this way it is shown that the adaptive
algorithms presented within this work can be employed to attenuate primary fields with
the two-dimensional ANC system.
Finally, the modification of a DSP-based MIMO ANC system is presented. This system
is used to measure the attenuation effects using adaptive algorithms.
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La¨rm ist eines der gro¨ßten Umweltprobleme der heutigen Zeit. Durch zunehmende In-
dustrialisierung, Automatisierung und moderne Fortbewegungsmethoden hat sich ei-
nerseits die Lebensqualita¨t in vielen Bereichen des modernen Lebens stark verbessert,
andererseits ging diese Entwicklung mit einer stetigen Erho¨hung der Gera¨uschbelastung
des Menschen einher. Die durch La¨rm verursachten gesundheitlichen Risiken sind be-
kannt und viele La¨nder weltweit erließen in den vergangenen Jahrzehnten Normen zur
Begrenzung des zunehmenden La¨rms. Nicht zwangsla¨ufig, aber oft stehen industrieller
Fortschritt und Gesundheitsschutz auch beim Thema La¨rm im Widerspruch.
Die Gegenmaßnahmen, um La¨rm zu mindern, lassen sich grob in zwei Kategorien unter-
teilen: passive und aktive Maßnahmen. Der passive Teil erstreckt sich von Schallschutz-
mauern u¨ber schallisolierende Fenster bis hin zu poro¨sen Absorbern oder begru¨nten
Wallanlagen, um Straßenla¨rm von Wohngebieten fern zu halten. Aktive Maßnahmen
greifen anhand elektrischer Einrichtungen entweder direkt an der Quelle ein und ver-
mindern deren Schallabstrahlung, oder verringern Sto¨rgera¨usche am Empfangsort, wenn
auf die Quelle kein Einfluss genommen werden kann. Passive Verfahren sind u¨ber weite
Frequenzbereiche sehr effektiv. Fu¨r die Verminderung tiefer Frequenzen hingegen, wer-
den sie zunehmend aufwendig und nehmen große Raumbereiche ein, um noch Wirkung
zu zeigen, was ebenfalls stark erho¨hte Kosten bedeutet. Diese Eigenschaften fu¨hrten in
den letzten Jahren zu einem besonderen Pha¨nomen: Durch die immer bessere passive
Da¨mpfung im mittleren und hohen Frequenzbereich, fehlt ha¨ufig die Maskierung des
tieffrequenten La¨rms und dieser tritt sta¨rker in das Bewusstsein der Menschen. Aktive
Maßnahmen eignen sich insbesondere fu¨r die Verringerung tieffrequenten La¨rms und
stellen insofern gegenu¨ber passiven Mitteln eine erga¨nzende Lo¨sung zur La¨rmbeka¨mp-
fung dar.
1.1. Active Noise Control
Das zugrunde liegende Konzept von Active Noise Control (ANC) ist die destruktive
Interferenz von Schallfeldern. Sie wurde erstmalig 1933 von Paul Lueg in einem Pa-
tent beschrieben [Lue37]. Zwar war das Interferenzpha¨nomen fu¨r Schallwellen bereits
seit dem spa¨ten 19. Jahrhundert durch Lord Rayleigh und Helmholtz bekannt, doch
unternahm Lueg als erster den Versuch, Gera¨usche durch Gegenschall auszulo¨schen.
Einem gegebenen Schallfeld (Prima¨rsignal) muss demnach ein Sekunda¨rfeld u¨berlagert
werden, dass dem Prima¨rfeld mo¨glichst genau entspricht und um 180◦ in der Phase ge-
dreht ist. Obwohl das Grundprinzip sehr einfach ist, waren der technischen Umsetzung
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der Schallauslo¨schung durch Antischall u¨ber Jahrzehnte deutliche Grenzen gesetzt. Ei-
ner der ersten bekannten Artikel zu ANC wurde 1953 vero¨ffentlicht und beschrieb den
electronic sound absorber, der mit einem Mikrofon, einem Versta¨rker und einem Laut-
sprecher periodische Signale am Ort des Mikrofons zu da¨mpfen vermochte [Ols53]. Die
mittlerweile sehr etablierten ANC-Kopfho¨rer wurden erstmalig 1955 vorgestellt [Sim55],
doch brachten erst die 1980er und 1990er Jahre große Fortschritte fu¨r die Entwicklung
von Antischallverfahren und -systemen, dank der rasanten Entwicklung gu¨nstiger digi-
taler Signalprozessoren (Digital Signal Processor (DSP)).
Es werden in der Regel drei Arten von ANC-Systemen unterschieden: Feedback-,
Feedforward- und Hybridsysteme. Der in [Ols53] beschriebene elektronische Absorber
ist ein Feedbacksystem, das keine Information u¨ber das Prima¨rsignal a priori erha¨lt und
rein auf Basis der Fehlergro¨ße arbeitet. Ein derartiges System ist geeignet, um periodi-
sche Signale wie das Brummen eines Transformators zu da¨mpfen. Feedforward-ANC
greift auf mindestens eine Fu¨hrungs- und mindestens eine Fehlergro¨ße zuru¨ck, anhand
derer das Fehlersignal am Fehlersensor minimiert wird und kann daher auch die Ver-
ringerung breitbandiger Signale erreichen. Hybridsysteme stellen eine Kombination der
beiden erstgenannten Verfahren dar [Han01].
Neben der Verfu¨gbarkeit kostengu¨nstiger DSP-Systeme, brachte die Verwendung adap-
tiver Digitalfilter weiteren Fortschritt in der Entwicklung von ANC [Bur81]. Dies fu¨hrte
schließlich zur Formulierung des Filtered x Least Mean Square (FXLMS)-Algorithmus,
der in Kapitel 6 dieser Arbeit beschrieben ist [Mor80; WS85]. Der FXLMS wird ha¨ufig
in Umgebungen wie Lu¨ftungsscha¨chten eingesetzt, in denen die Wellenausbreitung als
eindimensional klassifizierbar ist. Der Raum, an dem die destruktive U¨berlagerung von
Prima¨r- und Sekunda¨rfeld stattfindet, ist dann klein gegenu¨ber der Wellenla¨nge und
vereinfacht die Anwendung von aktiver La¨rmkontrolle deutlich, wie auch im Fall der
ANC-Kopfho¨rer.
1.1.1. Wellenfeldsynthese und Active Noise Control
Ist die La¨rmminderung in einem gro¨ßeren ra¨umlichen Bereich erwu¨nscht, bedarf es
der mo¨glichst exakten Reproduktion des Prima¨rfeldes in diesem Bereich. Die U¨ber-
lagerung des Prima¨rfeldes mit dem phasengedrehten Sekunda¨rfeld erzeugt dann eine
sogenannte Zone der Ruhe. Das Prinzip der Reproduktion gegebener Schallfelder ist als
Wellenfeldsynthese (Wave Field Synthesis (WFS)) bekannt geworden und wurde 1988
von Berkhout eingefu¨hrt [Ber88]. Das Verfahren beruht auf Anwendung des Fresnel-
Huygensschen Prinzips: Jeder Punkt einer sich im Raum ausbreitenden Wellenfront
kann als Ausgangspunkt einer neuen Elementarwelle angesehen werden. Diese setzt
sich aus den Feldern einer kugelfo¨rmigen Quelle und eines Dipolstrahlers zusammen.
Somit ist es mo¨glich, das Feld beliebiger Prima¨rquellen durch eine geeignete Anordnung
von Sekunda¨rquellen zu reproduzieren. Fu¨r eine mo¨glichst exakte Synthese bis hin zu
hohen Frequenzen ist allerdings eine große Anzahl an Quellen in geringem Abstand
zueinander notwendig.
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Nach Einfu¨hrung der WFS wurden viele Arbeiten auf diesem Gebiet vero¨ffentlicht, von
denen hier nur einige genannt werden sollen. In [Vog93] und in [Sta97] lag zum Bei-
spiel der Fokus auf der Unterstu¨tzung der Wiedergabe bei Bu¨hnendarbietung durch
WFS, die im Gegensatz zu herko¨mmlichen Beschallungsanlagen die korrekte Ortung
der Quellen ermo¨glicht. Spa¨ter fiel das Augenmerk vornehmlich auf die Reproduktion
aufgenommener Schallszenarien oder der Schallfeld-Synthese fu¨r virtuelle Umgebungen
[Ver97; Son00; Hul04]. In [Spo05] richtete sich die Aufmerksamkeit auf die aktive Verrin-
gerung negativer Einflu¨sse des Wiedergaberaums auf die naturgetreue Reproduktion.
Es folgte die Anwendung weiterer Konzepte wie des Einschichtenpotentials und der
Versuch einer Generalisierung der der Wellenfeldsynthese zugrundeliegenden Theorie
[Ahr10; Faz10]. Eine fu¨r diese Arbeit wichtige Vero¨ffentlichung zeigt die Mo¨glichkeit,
die Sekunda¨rquellverteilung als schallweichen Reflektor zu betrachten und aus dieser
Betrachtung die Sekunda¨rsignale abzuleiten [FN13].
WFS basierte in erster Linie auf der Anwendung des Kirchhoff-Helmholtz-Integral
(KHI). In [Tri03] wurde die Synthese von Wellenfeldern mit Hilfe des KHI zur Aus-
lo¨schung eines Prima¨rfeldes durch einen Lautsprecherkreis oder andere geschlossenen
Quellanordnungen vorgestellt. Diese ANC-Anwendung ist daher sehr eng mit der WFS
verknu¨pft. Ein entscheidender Unterschied ist, dass fu¨r die Synthese eines Gegenfeldes
auf Basis von Mikrofonsignalen immer auch eine ausreichend schnelle Signalverarbei-
tung notwendig ist. Daru¨ber hinaus mu¨ssen die synthetisierten Wellenfelder sehr exakt
in Amplitude und Phase sein, um eine Da¨mpfung des Prima¨rfeldes bewirken zu ko¨n-
nen. Fu¨r einen
”
guten“ Ho¨reindruck in einem WFS-System sind diese Bedingungen
nicht zwangsla¨ufig zu erfu¨llen.
1.1.2. Schallweicher und schallharter Impedanzabschluss
Greift man erneut den Lu¨ftungskanal als Beispiel fu¨r die Anwendung der aktiven La¨rm-
kontrolle auf, so kann eine andere Sichtweise des physikalischen Vorgangs herangezogen
werden: Breitet sich ein ungewolltes Prima¨rfeld in dem Kanal aus und wird am Ort der
Sekunda¨rquelle durch ein exakt entgegengesetztes Schalldruckfeld u¨berlagert, so ver-
hindert die Gegenquelle, dass sich der Schalldruck an diesem Ort aufbauen kann. Die
Moleku¨le des Mediums schwingen zwar weiterhin, aber ohne dass das Medium kom-
primiert wird, da die Lautsprechermembran einen Unterdruck erzeugt, sobald Druck
aufgebaut werden soll und umgekehrt. Demnach wird an diesem Ort der Schalldruck
zu Null und die momentane Geschwindigkeit der Teilchen (Schallschnelle) verdoppelt
sich. Dieses Pha¨nomen entspricht einem akustischen Kurzschluss und wird schallwei-
cher Impedanzabschluss genannt. Im Gegensatz dazu steht ein schallharter Impedanz-
abschluss, bei dem die Schallschnelle zu Null wird und der Schalldruck sich verdoppelt.
Dies wu¨rde man erreichen, indem das Rohr durch ein mo¨glichst hartes Material wie Be-
ton verschlossen wu¨rde, wodurch die eigentliche Funktion des Lu¨ftungskanals sicherlich
abhanden ka¨me. Ein weiteres Merkmal, an dem der schallweiche und der schallharte
Impedanzabschluss unterschieden werden ko¨nnen, ist die Art der Reflexionen, die sie



























Abbildung 1.1.: Da¨mpfungsfeld einer schallharten Barriere (rote Linie) wie einer
Schallschutz-Mauer. Die Prima¨rquelle (rote Raute) erzeugt ein Rausch-
signal mit Frequenzanteilen zwischen 50 Hz und 350 Hz.
welle mit dem Faktor 1. Liegt hingegen ein schallweicher Abschluss vor, la¨uft eine Welle
zuru¨ck, die mit dem Faktor -1 gewichtet wurde. Die Unterscheidung der Reflexionen
wird im Rahmen dieser Arbeit verwendet, um einen schallweichen Impedanzabschluss
anhand der Erfassung der zuru¨ck laufenden Feldgro¨ßen kontrolliert herzustellen.
U¨bertragen auf eine zwei- oder dreidimensionale Anwendung ergibt sich der Unter-
schied zwischen einer schallharten und einer schallweichen Barriere. Stellvertretend fu¨r
die schallharte Barriere stu¨nde eine massive Betonmauer, die als Schallschutzmauer
dienen soll. In Abbildung 1.1 ist das Da¨mpfungsfeld einer schallharten Barriere der
La¨nge 2,5 m aus einer Computer-Simulation dargestellt. Links im Bild befindet sich
eine Quelle (rote Raute), die ein Rauschsignal mit Frequenzanteilen zwischen 50 Hz
und 350 Hz erzeugt und deren Feld zur rechten Seite hin mo¨glichst gut durch die als
vertikale, rote Linie dargestellt Mauer abgeschirmt werden soll. Helle Bereiche stellen
in der Abbildung Orte hoher Da¨mpfung dar. Das Da¨mpfungsmuster hinter der Mau-
er ergibt sich aufgrund von Beugungseffekten, da das Prima¨rfeld tiefe Frequenzanteile
besitzt, deren Wellenla¨ngen in der Gro¨ßenordnung der Barriere liegen. Das Feld direkt
vor der Schallschutzmauer zeigt deutlich, dass dort der Schalldruck ansteigt, da es sich
um eine schallharte Begrenzung handelt.
Das Da¨mpfungsfeld einer 2,5 m langen schallweichen Barriere ist fu¨r das gleiche Prima¨r-
signal in Abbildung 1.2 zu sehen. Es fa¨llt unmittelbar auf, dass die Da¨mpfung rechts der
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Abbildung 1.2.: Da¨mpfungsfeld einer schallweichen Barriere (rote Linie). Die Prima¨r-
quelle (rote Raute) erzeugt ein Rauschsignal zwischen 50 Hz und 350
Hz. Die schallweiche Barriere erzeugt einen ausgepra¨gten Schallschat-
ten.
Mauer hinsichtlich der Wirkung und der ra¨umlichen Verteilung wesentlich ausgepra¨g-
ter ist. Auf Seite der Prima¨rquelle, unmittelbar vor der Barriere, ist der Schalldruck
gleich Null und somit auch an den Enden der Barriere. Dadurch wird im Gegensatz
zur schallharten Barriere der Effekt der Beugung gemindert. Ein derartiges, schallwei-
ches Hindernis kann aus einer linienfo¨rmigen Anordnung von Lautsprechern hergestellt
werden. Der Abstand der Lautsprecher untereinander richtet sich nach der maximalen
Frequenz, fu¨r die das System anwendbar sein soll. In den vergangenen Jahren wurden
auch Hybridlo¨sungen vorgestellt, die schallweiche Aufsa¨tze fu¨r Schallschutzmauern ein-
setzen, um ausgepra¨gtere Schallschatten zu erzeugen [Mo¨s95; OUONT00; Koh04]. Diese
werden in Rahmen dieser Arbeit nicht betrachtet.
Aus den hier vorgestellten Beobachtungen kann geschlossen werden, dass aktive Verfah-
ren zur Anwendung als Schallschutzbarriere einen deutlichen Vorteil in der ra¨umlichen
Wirkung und der absoluten Da¨mpfungsleistung gegenu¨ber passiven Maßnahmen erzie-
len ko¨nnen. Hinzu kommt, dass eine aktive Barriere aus Lautsprechern kein Sichthin-
dernis darstellen muss, wenn der zu beda¨mpfende Frequenzbereich genu¨gend Abstand




Ein zweidimensionales ANC-System mit geschlossener Sekunda¨rquellanordnung auf Ba-
sis des KHI wurde ausfu¨hrlich in [Tri03] diskutiert. Fu¨r den Einsatz in der Praxis sind
geschlossene Anordnungen wie der ANC-Kreis oder der Aufbau als Quadrat nicht im-
mer geeignet. In vielen Situationen ist daher der Einsatz einer aktiven Schallbarriere
sinnvoller, a¨hnlich der Schallschutzmauer mit schallweicher Oberfla¨chenimpedanz aus
Abbildung 1.2. Vorteile der schallweichen Variante gegenu¨ber einer schallharten Mauer
sind offensichtlich: Eine Lautsprecherbarriere kann flexibel auf- und abgebaut werden,
stellt im Regelfall kein Sichthindernis dar und ist passierbar, Beugungseffekte sind we-
niger ausgepra¨gt und Da¨mpfung bei tiefen Frequenzen ist mo¨glich. Im Rahmen dieser
Arbeit wird das in [Tri03] vorgestellte System daher auf den linienfo¨rmigen Aufbau
erweitert.
Wie bereits erwa¨hnt wurde, basiert das ANC-System aus [Tri03] auf der Anwendung
des Kirchhoff-Helmholtz-Integrals. Das Integral wird eingesetzt, um den Verlauf des
Prima¨rfeldes innerhalb der Zone der Ruhe an den sogenannten Analysepunkten vorher-
zubestimmen. Anschließend werden aus den pra¨dizierten Signalen die Lautsprechersi-
gnale fu¨r das Gegenfeld hergeleitet. Da insbesondere im Umfeld der Wellenfeldsynthese
und der Ambisonics in den vergangenen Jahren weitere Methoden eingefu¨hrt wurden,
um akustische Felder messtechnisch zu erfassen und zu extrapolieren, werden einige
diese Methoden auf die Anwendbarkeit im zweidimensionalen ANC-System untersucht.
Das urspru¨ngliche ANC-System aus [Tri03] arbeitete mit einer reinen Pra¨diktion des
Prima¨rfeldes und fu¨hrte keinerlei Fehlergro¨ße zuru¨ck. Bei sich vera¨ndernden Parametern
konnte dieses System daher nicht auf die Vera¨nderung reagieren. Die Implementierung
adaptiver Verfahren zur Nachfu¨hrung und Optimierung des Systems ist daher ein wich-
tiger Aspekt, der im weiteren Verlauf besprochen wird.
Wie bereits gezeigt wurde, muss ein ANC-System einen schallweichen Abschluss her-
stellen, um den Schalldruck an der Gegenquelle zu Null werden zu lassen. Daraus erge-
ben sich bestimmte Reflexionsmuster, die messtechnisch erfasst werden ko¨nnen. Auch
kann diese Anschauung zu einer neuen Formulierung der Wellenfeldsynthese verwendet
werden [FN13]. Die Betrachtung eines ANC-Systems als schallweichen Reflektor stellt
daher einen der Kernpunkte dieser Arbeit dar. Aus ihr ergeben sich zwei Verfahren zur
Anwendung im zweidimensionalen ANC-System, die im weiteren Verlauf vorgestellt
werden: Die Reflexionsa¨quivalenz und die Reflexionspra¨diktion. Die Reflexionsa¨quiva-
lenz ist, im Gegensatz zu dem in [Tri03] vorgestellten Verfahren der Analysepunkte,
eine neue Mo¨glichkeit, die Signale der Gegenquellen zu bestimmen. Die Reflexionspra¨-
diktion ist ein neues Verfahren, in einem adaptiven ANC-System eine Fehlergro¨ße aus
der Messung reflektierter Feldanteile zu gewinnen.
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Die Arbeit teilt sich in sieben Kapitel auf. In Kapitel 2 werden die Grundlagen der
akustischen Wellenausbreitung und Lo¨sungen der Wellengleichung vorgestellt.
Kapitel 3 behandelt mathematischen Methoden zur Beschreibung von Wellenfeldern
im Raum-Frequenzbereich und stellt die Plane Wave Decomposition (PWD) und die
Zirkulare Harmonische Extrapolation (ZHE) vor.
Im darauffolgenden Kapitel 4 werden neben dem KHI weitere Verfahren zur Pra¨diktion
des Prima¨rfeldes fu¨r die Methode der Analysepunkte aus [Tri03] dargestellt. Es wird
dabei die Extrapolation mit linienfo¨rmigen und kreisfo¨rmigen Mikrofon-Arrays unter-
schieden. In diesem Abschnitt erfolgt auch die Betrachtung der Prima¨rfeldextrapolation
unter Beru¨cksichtigung schallweicher Impedanzabschlu¨sse.
Kapitel 5 beschreibt auf Basis der vorangegangenen Abschnitte die Mo¨glichkeiten der
Wellenfeldsynthese zur Auslo¨schung von messtechnisch erfassten Prima¨rfeldern durch
das kreisfo¨rmige und das linienfo¨rmige ANC-System.
Das Kapitel 6 fu¨hrt die Anwendung adaptiver Verfahren im zweidimensionalen ANC-
System ein und untersucht diese anhand von Zeitbereichs-Simulationen. Dieser Ab-
schnitt entha¨lt ebenfalls eine kurze Einfu¨hrung in die Methode der Finiten Differenzen
im Zeitbereich (Finite Differences in the Time Domain (FDTD)), die fu¨r die Simu-
lationen eingesetzt wurden und mit deren Hilfe auch Abbildung 1.1 und 1.2 erstellt
wurden.
In Kapitel 7 erfolgt die Beschreibung der Hardware des zweidimensionalen ANC-
Systems und deren Modifizierung. Dort werden auch erste Messergebnisse vorgestellt,
anhand derer ein Teil der in dieser Arbeit vorgestellten Ansa¨tze besprochen wird.
Kapitel 8 fasst diese Arbeit zusammen und zeigt Mo¨glichkeiten und Fragestellungen fu¨r




Das folgende Kapitel fu¨hrt die Grundlagen der Wellenausbreitung in isotropen und ho-
mogenen Medien ein. Im weiteren Verlauf dieser Arbeit werden diese Grundlagen ver-
wendet, um die Wellenfeldanalyse, -extrapolation und schließlich die Gegenfeldsynthese
im ANC herzuleiten. Daru¨ber hinaus beruhen auch die neuen Ansa¨tze der adaptiven
Optimierungsverfahren auf Annahmen aus diesem Kapitel. Grundsa¨tzlich wird fu¨r das
Medium, in dem sich die Schallfelder ausbreiten, die vereinfachende Annahme eines
idealen Gases getroffen. Alle Ausgleichsvorga¨nge sind demnach adiabatisch. Auch sind
die durch Schallwellen verursachten Druckschwankungen des Mediums klein gegenu¨ber
dem statischen Druck und wirbelfrei. Bei der Beschreibung der Inhalte dieses Kapitels
stellten sich die Arbeiten von [Spo05], [Hul04], [Ver97] und [Sta97] als ergiebige Quellen
heraus. Ebenso lieferte [Sch13] einen wichtigen Beitrag.
2.1. Die homogene Wellengleichung
In diesem Abschnitt werden die beiden fundamentalen Grundgleichungen der Akustik
eingefu¨hrt, auf deren Basis die homogene Wellengleichung und die homogene Helmholtz-
Gleichung hergeleitet werden.
Die erste Grundgleichung ist die Eulersche Bewegungsgleichung [ZZ93]
∇p(r,t) = −ρ ∂
∂t
v(r,t). (2.1)
Diese gibt den Zusammenhang zwischen der ortsbezogenen A¨nderung des skalaren
Schalldrucks p und der zeitlichen Ableitung der vektoriellen Schallschnelle v am Ort r
wieder. In Gleichung (2.1) beschreibt t die Zeit und ρ die Dichte des Mediums, in dem
die Wellenausbreitung stattfindet. Die Eulersche Bewegungsgleichung leitet sich aus




p(r, t) = −c2ρv(r, t) (2.2)
dar. Sie besagt, dass die Massena¨nderung in einem Volumenelement dem Fluss durch
die Begrenzungsfla¨chen des Volumens entspricht. Die Ausbreitungsgeschwindigkeit einer
Schallwelle in einem Medium ist durch die Gro¨ße c in (2.2) gegeben.
2. Wellenfeldtheorie
Die Kombination dieser grundlegenden Beziehungen ergibt die homogene Wellenglei-





p(r,t) = 0 (2.3)
Gleichung (2.3) beschreibt die Wellenausbreitung in einem quellfreien Medium.










ko¨nnen die akustischen Grundgro¨ßen p und v von einer zeitabha¨ngigen in eine fre-
quenzabha¨ngige Darstellung u¨berfu¨hrt werden oder umgekehrt. Die Anwendung der
Fouriertransformation auf die Eulersche Bewegungsgleichung und die Kontinuita¨tsglei-
chung ergibt
∇P (r,ω) = −jρωV(r,ω), (2.6)
jωP (r,ω) = −c2ρV(r,ω). (2.7)
Die Anwendung der Fouriertransformation auf die homogene Wellengleichung liefert die
homogene Helmholtz-Gleichung
4P (r, ω) + k2P (r, ω) = 0. (2.8)
Darin ist k die Wellenzahl und ω die Kreisfrequenz, deren Zusammenhang mit der








2.2. Elementare Lo¨sungen der homogenen Wellengleichung
Der folgende Abschnitt stellt die elementaren Lo¨sungen der homogenen Wellengleichung
in kartesischen Koordinaten, sowie in Zylinder- und Polarkoordinaten dar. Letztere sind
insbesondere fu¨r Betrachtungen innerhalb des kreisfo¨rmigen ANC-Systems wichtig. Die
Beziehungen zwischen den Koordinatensystemen sind in Abbildung 2.1 dargestellt.
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Abbildung 2.1.: Koordinatensysteme. Links: Kugelkoordinaten. Rechts: Zylinderkoor-
dinaten
2.2.1. Ebene Wellen
Die ebene Welle ist eine elementare Lo¨sung der homogenen Wellengleichung. Die Feld-
gro¨ßen p und v sind neben der Zeit nur von der Ortskoordinate in der Ausbreitungs-
richtung n abha¨ngig:






Der Begriff der ebenen Welle leitet sich aus der Tatsache ab, dass die Punkte gleichen
Drucks oder gleicher Schnelle in Ebenen liegen, auf denen der Ausbreitungsvektor n
senkrecht steht. In einer ebenen Welle sind zudem Druck und Schnelle in Phase, wie
anhand von Gleichung (2.10) und (2.11) zu erkennen ist. Durch die beliebige, zeitabha¨n-
gige Druckfunktion pˆ(t) ist die Wellenform bestimmt. Erneutes Hinzuziehen der Fou-
riertransformation fu¨hrt auf die Beschreibung der ebenen Welle fu¨r Druck und Schnelle
im Frequenzbereich:
P (r,ω) = Pˆ (ω)e−jkr, (2.12)
V(r,ω) = 1
ρc
P (r,ω) n. (2.13)
Die Funktion Pˆ (ω) ist die Fouriertransformierte der Funktion pˆ(t). Gleichung (2.12)
fu¨hrt zudem den Wellenvektor k = k · n = ωc · n ein. Eine ebene Welle kann als Bei-
trag einer Quelle im unendlichen verstanden werden, in der daher grundsa¨tzlich die
Fernfeldbedingung k · r 1 gilt [Zo¨l05].
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2.2.2. Lo¨sungen der homogenen Wellengleichung in Zylinder- und
Polarkoordinaten
Die im Folgenden hergeleiteten Lo¨sungen der homogenen Wellengleichung in Zylinder-
koordinaten basieren in erster Linie auf dem Vorgehen in [Ehl07] und [Wil99]. Die
Kennzeichnung des Drucks PY als Gro¨ße in Zylinderkoordinaten durch ein tiefgestelltes
Y folgt der Notation aus [Spo05].
















PY(r,ϕ,z) + k2PY(r,ϕ,z) = 0. (2.14)
















Als na¨chstes muss ein geeigneter Separationsansatz gefunden werden. Es wird folgender
Ansatz fu¨r PY(r,ϕ,z) gewa¨hlt
PY(r,ϕ,z) = R(r)Φ(ϕ)Z(z). (2.16)
Bei den Funktionen R(r), Φ(ϕ) und Z(z) handelt es sich um allgemeine und unbekannte
Ansatzfunktionen, die jeweils nur von einer der Variablen abha¨ngen. Nach Einsetzen






















+ k2 = 0. (2.17)
Da r, ϕ und z unabha¨ngig voneinander sind, mu¨ssen jene Terme in Gleichung (2.17)
konstant sein, wenn diese Gleichung fu¨r beliebige r, ϕ und z gelten soll. Es werden




+ ν2Φ = 0 (2.18)
∂2Z
∂z2
+ k2zZ = 0. (2.19)
Da (2.18) und (2.19) gewo¨hnliche Differentialgleichungen zweiter Ordnung darstellen,
sind folgende Lo¨sungen fu¨r Z(z) und Φ(ϕ) gu¨ltig [Wil99]:
Z(z) = Z1ejkzz + Z2e−jkzz (2.20)
Φ(ϕ) = Φ1ejνϕ + Φ2e−jνϕ. (2.21)
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Aufgrund der 2pi-Wiederholung (periodische Randbedingung) der Funktion Φ gilt
Φ(ϕ+ 2pi) = Φ(ϕ). (2.22)
ν ist daher ganzzahlig und wird als Ordnung oder Kreisfrequenz bezeichnet [Wil99].













R = 0. (2.23)
Mit
k2r = k2 − k2z , (2.24)
erha¨lt Gleichung (2.23) die Form einer Bessel’schen Differentialgleichung, die ausschließ-













R(r) = 0. (2.25)
Die Lo¨sung der Bessel’schen Differentialgleichung ist durch die Bessel-Funktionen erster
und zweiter Art, Jν(krr) und Yν(krr), gegeben, die in den Abbildungen 2.2 und 2.3
fu¨r ν =0, 1, 2 und 3 dargestellt sind. Yν(krr) wird die Neumann-Funktion oder auch
Webersche Funktion genannt [BS97]. Die allgemeine Lo¨sung, oder nach [Wil99] die
Lo¨sung der stehenden Welle, kann unter Verwendung zweier willku¨rlicher Konstanten
A1 und B1 angegeben werden:
R(r) = A1Jν(krr) +B1Yν(krr). (2.26)
Fu¨r sich fortbewegende Wellen werden die Hankel-Funktionen zur Lo¨sung der Bes-
sel’schen Differentialgleichung herangezogen [Wil99]
R(r) = A1H(1)ν (krr) +B1H(2)ν (krr). (2.27)
Die Hankel Funktionen sind wie folgt definiert [Wil99]
H(1)ν (krr) = Jν(krr) + jYν(krr), (2.28)
H(2)ν (krr) = Jν(krr)− jYν(krr). (2.29)
Dabei kann die Hankel-Funktion erster Art als Beschreibung einer einlaufenden, ra-
dialen Welle angesehen werden (konvergierend) und die Hankel-Funktion zweiter Art
als Beschreibung einer auslaufenden, radialen Welle (divergierend). Die allgemeine Lo¨-
sung der homogenen Wellengleichung in Zylinderkoordinaten wird durch Einsetzen aller














Abbildung 2.2.: Die Besselfunktionen erster Art fu¨r die Ordnungen ν =0, 1, 2 und 3.
stanten vernachla¨ssigt, ergibt sich die vorla¨ufige Lo¨sung der homogenen Wellengleichung
in Zylinderkoordinaten [Wil99]:
PY(r,ϕ,z) ∝ H(1),(2)ν (krr)e±jνϕe±jkzz. (2.30)
2.2.2.1. Zylindrische Harmonische Zerlegung
Um alle Linearkombinationen von Gleichung (2.30) in einer allgemeinen Lo¨sung zu
beru¨cksichtigen, wird die Summe u¨ber alle mo¨glichen negativen und positiven Werte
fu¨r ν und kz gebildet [Wil99]. Die Konstanten Z1, Z2, Φ1, Φ2, R1 und R2 werden durch
Koeffizienten-Funktionen ersetzt. Im Frequenzbereich kann die allgemeine Lo¨sung dann
14















Abbildung 2.3.: Die Besselfunktionen zweiter Art (Neumannfunktionen) fu¨r die Ord-



















Dies ist die Darstellung einer beliebigen Lo¨sung der Wellengleichung durch elemen-
tare Lo¨sungsterme, den Zylindrischen Harmonischen. Das Integral u¨ber kz kann als
ra¨umliches Fourier-Integral interpretiert werden und die Summe u¨ber ν als ra¨umli-
che Forier-Reihe [Spo05][Wil99]. Dabei sind Aν(ω) und Bν(ω) zwei noch unbekannte
Koeffizienten-Funktionen, die zur Darstellung eines Feldes als ein- und auslaufende Zir-
kulare Harmonische beno¨tigt werden. Eine anschauliche Beschreibung wa¨re eine Quelle
und eine Senke im Ursprung, die jeweils Zirkulare Harmonische beliebiger Ordnung
emittieren bzw. absorbieren. In den Ursprung einlaufende Wellen wu¨rden demnach
15
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durch die Senke erzeugt, wa¨hrend die Quelle alle Feldanteile hervorbringt, die vom Ur-
sprung fortlaufen. Die bereits erwa¨hnte periodische Randbedingung der ϕ-Komponente
fu¨hrt auf ra¨umlich gerichtete Muster, die fu¨r ν = 0 . . . 5 in Abbildung 2.4 dargestellt
sind. Wie zu erkennen ist, liegt bei ν = 0 eine omnidirektionale Richtfunktion vor. Dies
entspra¨che einer Quelle, die in alle Richtungen gleich abstrahlt oder einer Senke, die aus
allen Richtungen gleichma¨ßig empfa¨ngt. Mit steigender Ordnung ν nimmt die Anzahl
der Keulen der Basisfunktionen zu und diese werden schmaler.









































































Abbildung 2.4.: Richtcharakteristika gegeben durch |R {e±jνϕ} | fu¨r ν = 0 · · · 5.
Im vorangegangenen Kapitel wurde mit Gleichung (2.31) die allgemeine Lo¨sung der
homogenen Wellengleichung in Zylinderkoordinaten hergeleitet. Diese wird erneut auf-
gegriffen und keine Abha¨ngigkeit von der z-Koordinate angenommen. Dann geht das
Integral u¨ber z in den ra¨umlichen Dirac-Stoß 2piδ(z) u¨ber [Spo05]. Auf diesem Wege






Aν(ω)H(1)ν (kr) +Bν(ω)H(2)ν (kr)
]
. (2.32)
Diese Beziehung wird als Zirkulare Harmonische Zerlegung bezeichnet und ist das zwei-
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dimensionale Pendant der Zylindrischen Harmonischen Zerlegung. Sie kann als ra¨um-
liche Fourier-Reihe bezu¨glich des Winkels ϕ betrachtet werden. Mit ihrer Hilfe lassen
sich Schallfelder in zirkulare Basisfunktionen Zerlegen und als U¨berlagerung dieser dar-
stellen. Der Notation in [Spo05] entsprechend werden Funktionen in Polarkoordinaten
mit einem tiefgestellten P gekennzeichnet.
2.3. Die inhomogene Wellengleichung
Im vergangenen Abschnitt wurden bereits akustische Quellen erwa¨hnt. Zur Behandlung
von Lo¨sungsgebieten, die Quellen enthalten, mu¨ssen die homogenen Wellengleichungen
(2.3) und (2.8) erweitert werden. Zur Herleitung der inhomogenen Wellengleichungen
werden erneut die Eulersche Bewegungsgleichung und die Kontinuita¨tsgleichung heran-
gezogen und um Inhomogenita¨ten beziehungsweise um Quellterme erga¨nzt.
Die Kontinuita¨tsgleichung erha¨lt einen Quellterm in Form einer Volumenquelle, die fu¨r





p(r,t) + ρ∇v(r,t) = ρq(r,t). (2.33)
In dieser Gleichung der inhomogenen Massenerhaltung ist die Quellsta¨rke, Volumen-
schnelle oder auch Ergiebigkeit q gegeben als eine Funktion der Oberfla¨chenschnelle va





Der gesamte Quellterm auf der rechten Seite in Gleichung (2.33) stellt den Massenfluss
pro Einheitsvolumen ρ ·q dar und besitzt die Einheit [kg/m3s]. Als Beispiel fu¨r eine derar-
tige Volumenquelle wird in der Regel ein Lautsprecher in einem geschlossenen Geha¨use
genannt, sofern die abgestrahlte Wellenla¨nge wesentlich gro¨ßer als die Geha¨usemaße ist.
Fu¨r eine derartige Quelle gilt dann die Richtcharakteristik fu¨r ν = 0 in Abbildung 2.4.





v(r,t) +∇p(r,t) = f(r,t) (2.35)
Diese Gleichung wird auch als inhomogene Impulserhaltung bezeichnet. Der Quellterm f
stellt die durch eine Quelle verursachte Kraft pro Einheitsvolumen mit der Einheit
[N/m3 = kg/s2m2] dar und wird Dipolquelle genannt. Fu¨r Kraftquellen wird oft der Ver-
gleich mit zwei nah beieinander liegenden, gegenphasigen Monopolquellen herangezogen
oder ein Lautsprecher in einem offenen Geha¨use. Die Richtcharakteristik eines Dipols
ist in Abbildung 2.4 fu¨r ν = 1 zu sehen.
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p(r, t) = ∇f(r, t)− ρ ∂
∂t
q(r, t) (2.36)
Aus der Fouriertransformation von (2.36) resultiert die inhomogene Helmholtzglei-
chung:
∇2P (r, ω)− k2P (r, ω) = ∇F(r, ω)− jωρQ(r, ω) (2.37)
2.4. Elementare Lo¨sungen der inhomogenen Wellengleichung
2.4.1. Monopolquellen
Im vorangegangenen Abschnitt wurde die Volumenquelle als eine kleine, pulsierende
Kugel eingefu¨hrt, die in alle Richtungen eine gleichma¨ßige Abstrahlung erzeugt. Fu¨r
die Betrachtung der Monopolquelle bieten sich daher die Kugelkoordinaten an. Der
Radius der Kugelquelle kann als infinitesimal klein angenommen werden um eine so-
genannte Punktquelle zu erzeugen, deren Feld, in Kugelkoordinaten ausgedru¨ckt, nur
vom Abstand r, nicht aber von dem azimutalen Winkel ϕ oder dem Elevationswinkel θ
abha¨ngt. Eine derartige Monopolquelle im Ursprung des Koordinatensystems erzeugt
das Feld




im Aufpunkt mit dem Abstand r. Nach Anwendung der inveresen Fouriertransformation





Anhand der Gleichungen (2.38) und (2.39) sind deutlich die 1/r-Abha¨ngigkeit der Am-
plitude und die Definitionslu¨cke an der Stelle r = 0 der Monopolquelle zu erkennen.
Mit Hilfe der Eulerschen Bewegungsgleichung (2.1) kann ebenso das Schnellefeld einer
Monopolquelle angegeben werden. Aufgrund der kugelsymmetrischen Abstrahlung zeigt
der Schnellevektor grundsa¨tzlich in Richtung nr.









Wie in Gleichung (2.40) zu erkennen ist, sind im Gegensatz zur ebenen Welle beim





gendem r jedoch gegen 1, weshalb im Fernfeld (k · r  1) die Phasengleichheit von
Druck und Schnelle auch fu¨r den Monopol gilt.
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2.4.2. Dipolquellen
Auch die Dipolquelle wurde bereits als Kraftquelle mit einer Abstrahlcharakteristik
in Form einer Acht vorgestellt. Zur Herleitung des Dipol-Druckfeldes kann erneut das
Bild der nah beieinander liegenden Monopole mit entgegengesetzter Phase im Ursprung
eines Systems in Kugelkoordinaten herangezogen werden. Die beiden Monopole sind in
z-Richtung mit dem Abstand d symmetrisch zum Ursprung angeordnet. Der von dem
Dipol hervorgerufenen Druck im Aufpunkt r ist dann [Hul04]:




e−jk|r− 12dnz|∣∣∣r− 12dnz∣∣∣ −
e−jk|r+ 12dnz|∣∣∣r + 12dnz∣∣∣













Entsprechend Abbildung 2.1 ist ϑ der Zenitwinkel. Das Schnellefeld des Dipols kann























mit den Normalenvektoren nr und nϑ nach Abbildung 2.1.
2.4.3. Linienquellen
Fu¨r die Herleitung des Feldes einer Linienquelle eignet sich die Verwendung von Zylin-
derkoordinaten. Kapitel 2.2.2 enthielt bereits Hinweise auf die Linienquelle und stellte
die Hankel-Funktionen als Lo¨sungen der Wellengleichung in Zylinderkoordinaten vor.
Wie dort bereits dargestellt wurde, beschreiben die Hankel-Funktionen zweiter Art die
divergierenden Feldanteile und stellen demnach die verbindende Funktionen zwischen
einer entlang der z-Achse ausgedehnten unendlichen Linienquelle und einem Aufpunkt
in der Entfernung r dar [Spo05]:
P (r,ω) = j4 Pˆ (ω)H
(2)
0 (kr), (2.43)
V(r,ω) = 14ρcPˆ (ω)H
(2)
1 (kr)nr. (2.44)





· e−j(kr− 12νpi− 14pi) (2.45)
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der Hankel-Funktion zweiter Art, wird die 1/
√
r-Abha¨ngigkeit der Amplitude im Feld
der Linienquelle deutlich.
2.5. Lo¨sungen der Wellengleichung in begrenzten Gebieten
Die homogenen und inhomogenen Wellengleichungen und Helmholtz-Gleichungen ko¨n-
nen in Bezug auf Anfangs- und Randbedingungen unterschieden werden. Fu¨r die An-
fangsbedingungen soll angenommen werden, dass diese immer zu Null gesetzt wer-
den ko¨nnen. Bezu¨glich der Randbedingungen existieren eindeutige Lo¨sungen fu¨r die
zeitbezogenen Wellengleichungen nur im Freifeld, also in unbegrenzten Gebieten. Die
Helmholtz-Gleichungen hingegen sind Frequenzbereichsbeschreibungen der Wellenaus-
breitung und im Allgemeinen nur fu¨r begrenzte Gebiete definiert. Sie beno¨tigen daher
geeignete Randbedingungen. Diese ko¨nnen allerdings auch derart formuliert werden,
dass eine frequenzabha¨ngige Beschreibung fu¨r offenen Gebiete mo¨glich ist [Ehl07]. Ein














Abbildung 2.5.: Lo¨sungsgebiet fu¨r das allgemeine Kirchhoff-Integral mit a¨ußerer Quel-
lenverteilung Ψa und innerer Quellenverteilung Ψi. Das Gebiet V stellt
im Dreidimensionalen ein Volumen dar und im Zweidimensionalen eine
Fla¨che. F ist dann entsprechend eine Hu¨llfla¨che oder eine Hu¨llkurve.
2.5.1. Lo¨sungsmethode mit Green-Funktionen
In Abbildung 2.7 ist das Gebiet V dargestellt, welches in einer dreidimensionalen Be-
trachtung als Volumen angesehen werden kann oder als Fla¨che in einer zweidimensiona-
len Betrachtung. V wird durch F vollsta¨ndig begrenzt. Demnach ist F im Dreidimen-
sionalen eine Oberfla¨che und im Zweidimensionalen eine Kontur. Der Normalenvektor
n stehe senkrecht auf F und zeige in das Innere von V . Außerhalb von V befindet sich
die Quellenverteilung Ψa und innerhalb die Quellenverteilung Ψi. Es werde vorerst nur
20
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der Einfluss der inneren Quellen am Ort ri betrachtet und die Feldbeschreibung in V
durch die inhomogene Helmholtzgleichung:
4P (ri, ω) + k2P (ri, ω) = −Ψi(ri,ω). (2.46)
Die Green-Funktion dieses Problems kann ebenfalls durch eine Differentialgleichung
definiert werden [Ehl07]:
4G(rR|ri) + k2G(rR|ri) = −δ(rR − ri). (2.47)
Darin ist rR der Aufpunkt, fu¨r den die Lo¨sung des Randwertproblems gesucht wird
und G(rR|ri) die Green-Funktion, die zwischen der Quellverteilung und dem Aufpunkt
vermittelt. δ ist die Diracsche δ-Funktion. Gleichung 2.46 wird nun mit der Greenschen
Funktion G(rR|ri) und Gleichung 2.47 mit P (ri, ω) multipliziert. Anschließend werden
beide Gleichungen voneinander subtrahiert, sodass folgende Beziehung entsteht:
G(rR|ri)4P (ri, ω)− P (ri, ω)4G(rR|ri) = δ(rR − ri)P (ri, ω)−Ψi(ri,ω)G(rR|ri).
(2.48)
Der 2. Satz von Green mit ∂V = F [Leh10]∫
V
(f 4g − g4f) dV = −
∮
F
(f∇g − g∇f) n dF, (2.49)
wird herangezogen, auf die linke Seite von Gleichung 2.48 angewendet und deren rechte
Seite u¨ber V integriert. Dabei kann die Ausblendeigenschaft der δ-Funktion ausgenutzt








(G(rR|rF )∇nP (rF ,ω)− P (rF ,ω)∇nG(rR|rF )) dF,
(2.50)
mit ∇gn = ∇ng. Nach Gleichung (2.50) wird deutlich, dass das Feld in V eindeutig
u¨ber die innere Quellenverteilung Ψi und die Randbedingungen auf F definiert ist. Die
genaue Kenntnis der a¨ußeren Quellenverteilung Ψa ist demnach unerheblich, solange
die Feldgro¨ßen P (rF ,ω) und ∇P (rF ,ω) bekannt sind. Diese stellen die Randbedingung
auf F dar und ko¨nnen drei verschiedene Formen annehmen: die Dirichlet-, die Neumann




Liegt eine Dirichlet-Randbedingung vor, ist der Schalldruck P auf dem zu betrachtenden
Rand F durch eine willku¨rliche Funktion f vorgegeben:
P (rF ,ω) = f(rF ,ω). (2.51)
U¨ber den Schalldruckgradienten ∇nP (rF ,ω) wird keine Aussage getroffen und die pro-
blemangepasste Greensche Funktion wird zu GD(rR|rF ) = 0 gesetzt [Ehl07]. Man
beachte, dass die Dirichlet-Green-Funktion durch ein tiefgestelltes D gekennzeichnet
wurde. Durch zu Null setzen von GD verschwindet das Oberfla¨chenintegral des entspre-







P (rF ,ω)∇nGD(rR|rF ) dF. (2.52)
Diese Gleichung ist eindeutig bestimmt, wenn die Lo¨sung von Gleichung 2.47 fu¨r
GD(rR|rF ) = 0 gefunden wurde.
2.5.1.2. Neumann-Randbedingungen
Ist eine Neumann-Randbedingung gegeben, ist der Gradient des Drucks auf der Be-
grenzung F gleich einer willku¨rliche Funktion:
∇nP (rF ,ω) = f(rF ,ω). (2.53)
In diesem Fall wird keine Aussage u¨ber den Schalldruck auf F getroffen und folg-
lich wird der auf das Neumann-Problem angepasste Gradient der Greenschen Funktion







GN (rR|rF )∇nP (rF ,ω) dF. (2.54)
Diese Gleichung ist eindeutig bestimmt, wenn die Lo¨sung von Gleichung (2.47) fu¨r die
homogene Randbedingung ∇nGN (rR|rF ) = 0 gefunden wurde.
2.5.1.3. Robin-Randbedingungen
Die Robin-Randbedingung ist eine Linearkombination der erstgenannten Dirichlet- und
Neumann-Randbedingungen [Spo05]:
∇P (rF ,ω) + jσ(rF ,ω)P (rF ,ω) = f(rF ,ω). (2.55)
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σ(rF ,ω) sei eine vorerst nicht na¨her beschriebene Funktion. Lo¨st man Gleichung (2.55)
nach ∇P (rF ,ω) auf und setzt das Ergebnis in Gleichung (2.50) ein, muss fu¨r die Ein-
deutigkeit der Lo¨sung gelten:
∇nG(rR|rF ) = −jσ(rF ,ω)G(rR|rF ). (2.56)








GR(rR|rF )f(rF ,ω) dF. (2.57)
2.5.2. Wandimpedanz und Reflexionsfaktor
Mit Bezug auf den letzten Unterabschnitt sollen an dieser Stelle die Wandimpedanz
und der Reflexionsfaktor vorgestellt werden, die im weiteren Verlauf eine wichtige Rollen
spielen. Die Wandimpedanz, oder auch Oberfla¨chenimpedanz, beschreibt das Verha¨ltnis
des Schalldrucks zur Schallschnelle in Normalenrichtung auf einer Oberfla¨che F :




Die in Kapitel 2.5.1.3 verwendete Funktion σ(rF ,ω) kann fu¨r die homogene Robin-





Damit wird Gleichung 2.55 zu
ZW (rF ,ω) = −jωρ P (rF ,ω)∇nP (rF ,ω) , (2.60)
und entspricht mit der Eulerschen Bewegungsgleichung (2.6) der Definition der Wan-
dimpedanz. Der Reflexionsfaktor ergibt sich nun wie folgt aus der Schallkennimpedanz
Z = ρc des Mediums und der Wandimpedanz ZW [DEG06]:
ζ = ZW − Z
ZW + Z
. (2.61)
Es ist zu beachten, dass es sich sowohl bei der Impedanz als auch bei dem Reflexionsfak-
tor um komplexe Gro¨ßen handelt. Nimmt man erneut die Dirichlet-Randbedingungen
hinzu und gibt P (rF ,ω) = 0 vor, so ergibt sich ein Reflexionsfaktor von ζD = −1, da
die Wandimpedanz fu¨r das Dirichlet-Problem ZW,D = 0 ist. Es liegt eine sogenannte
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schallweiche Randbedingung vor, an der Schalldruckwellen mit dem Faktor -1 reflek-
tiert werden. Die schallweiche Randbedingung wird eine zentrale Rolle in dieser Arbeit
spielen, da ein ANC-System genau diese Randbedingung herstellen soll, wie spa¨ter noch
gezeigt wird.
Ebenso kann die Neumann-Randbedingung mit ∇nP (rF ,ω) = 0 betrachtet werden. In
diesem Fall konvergiert ZW,N gegen Unendlich und der Reflexionsfaktor wird zu ζN = 1.
Ist der Schalldruckgradient oder die Schnelle auf einer Begrenzung gleich Null, liegt eine
schallharte Randbedingung vor. Diese entsteht bei der Reflexion von Schallwellen an
sehr harten Materialien.
2.5.3. Das allgemeine Kirchhoff-Integral
Die Lo¨sungsmethode mit Green-Funktionen ermo¨glicht es, ein inhomogenes Randwert-
problem mit Hilfe der Greenschen Funktion als ein homogenes Randwertproblem zu
behandeln [Ehl07]. Das Auffinden einer geeigneten Green-Funktion fu¨r ein gegebenes
Problem erweist sich allerdings oft als schwierig [Wil99]. Klassische Methoden zum
Auffinden der Greenschen Funktion eines inhomogenen Randwertproblems stellen die
Spiegelquellenmethode und die Methode der Eigenfunktionen dar. Im Folgenden werden
konkrete Lo¨sungen der Green-Funktion aus Gleichung (2.50) gegeben werden. Besagte
Gleichung wird nachfolgend als das allgemeine Kirchhoff-Integral bezeichnet [Tri03].
2.5.3.1. Dreidimensionale Lo¨sung des allgemeinen Kirchhoff-Integrals
Die dreidimensionale Lo¨sung der Greenschen Funktion als Vermittlung zwischen der
Ursache am Ort rF und des Aufpunkts rR innerhalb des Volumens V ist gegeben durch
[Ehl07]
G3D(rR|rF ,ω) = e
−jk|rR−rF |
4pi|rR − rF | . (2.62)
Wie zuvor zu sehen war, wird die Ableitung der Greenschen Funktion ebenfalls beno¨tigt.
Mit den in Abbildung 2.7 dargestellten Vektoren
r = |rR − rF |, (2.63)
∆r = |rR − ri| (2.64)
und mit
∇f(|r|) = f ′(|r|) · er (2.65)
folgt
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Darin ist ϕ der Winkel zwischen dem Normalenvektor n und dem Vektor r beziehungs-
weise er nach Abbildung 2.7. Der U¨bersichtlichkeit halber werden die ω-Terme von nun
an weggelassen. In der dreidimensionalen Lo¨sung des allgemeinen Kirchhoff-Integrals























In Gleichung (2.68) bezeichnet Vn die Schnelle in Richtung des Normalenvektors n nach
Abbildung 2.7.
Das dreidimensionale Kirchhoff-Integral ermo¨glicht demnach die Beschreibung des Fel-
des im Volumen V anhand des Drucks und der Schnelle auf der einhu¨llenden Fla¨che F
und der inneren Quellverteilung Ψi. Dabei ist es unerheblich, ob der Rand aus Quellen
besteht oder dort die entsprechenden Signale messtechnisch erfasst werden.
2.5.3.2. Zweidimensionale Lo¨sung des allgemeinen Kirchhoff-Integrals
Die zweidimensionale Lo¨sung des allgemeinen Kirchhoff-Integrals wird in Kapitel 5 zur
Herleitung des Analysepunkte-Verfahrens verwendet und stellt somit die urspru¨ngli-
che mathematische Grundlage des zweidimensionalen ANC-Systems nach [Tri03] dar.
Im zweidimensionalen Fall besitzt Greens zweites Theorem ebenso Gu¨ltigkeit wie im
dreidimensionalen Fall und die Greenschen Funktion ist gegeben durch
G2D(rR|rF ) = j4H
(2)





Der Gradient ∇n der zweidimensionalen Green-Funktion ist demnach





















Das Kirchhoff-Helmholtz-Integral (KHI) ergibt sich aus dem allgemeinen Kirchhoff-
Integral, wenn das Lo¨sungsgebiet V keine innere Quellenverteilung Ψi besitzt [BVV93].
Demnach ist das Feld innerhalb von V vollsta¨ndig durch die Kenntnis der Randbedin-
gung auf F bestimmt.
2.5.4.1. Dreidimensionale Lo¨sung des Kirchhoff-Helmholtz Integrals
Ohne die innere Quellenverteilung wird Gleichung (2.68) zum dreidimensionalen
Kirchhoff-Helmholtz-Integral












2.5.4.2. Zweidimensionale Lo¨sung des Kirchhoff-Helmholtz-Integrals







jρcVn(rF )H(2)0 (kr)− P (rF )H(2)1 (kr) cosϕ
)
dF. (2.73)
Das zweidimensionale Kirchhof-Helmholtz-Integral ist eine Grundlage der in Kapitel 4
vorgestellten Methoden zur Extrapolation von Schallfeldern, die durch Mikrofon-Arrays
erfasst werden.
2.5.4.3. Bestimmung der Schnelle im Aufpunkt R
Im weiteren Verlauf dieser Arbeit wird die Bestimmung der Schnelle am Aufpunkt R
notwendig sein. Da sich die Herleitung des Kirchhoff-Helmholtz-Integrals zur Bestim-
mung der Schnelle als eher schwierig erweist, stellt die Approximation des Gradienten
am Punkt rR eine wesentlich einfachere Variante dar. Die Schnelle kann dann mit der
Euler-Gleichung (2.1) aus dem approximierten Gradienten gewonnen werden. Der Gra-








2.5. Lo¨sungen der Wellengleichung in begrenzten Gebieten
Der Druck an den Punkten p(rR) und p(rR + a · e) wird durch das KHI nach den












Abbildung 2.6.: Das Lo¨sungsgebiet zur Herleitung der Rayleigh-Integrale
Ist auf dem Randgebiet F nur eine der beiden Gro¨ßen Schalldruck oder Schallschnelle
bekannt und befinden sich keine Quellen in V , geht das Kirchhoff-Helmholtz-Integral
in ein Rayleigh-Integral u¨ber. Nach Abschnitt 2.5 liegt dann entweder eine Dirichlet-
oder eine Neumann-Randbedingung auf F vor. Zum Auffinden der problemangepass-
ten Green-Funktionen soll im Folgenden die Spiegelquellen-Methode eingesetzt werden.
Um das Verfahren der Spiegelquellen zu vereinfachen, wird das Lo¨sungsgebiet und des-
sen Berandung entsprechend Abbildung 2.6 modifiziert. Die Hu¨llkurve beziehungsweise
Kontur wird in zwei Abschnitte F0 und F1 unterteilt. F0 sei in seinem dreidimensionalen
Verlauf eben und in seinem zweidimensionalen Verlauf gerade, um Symmetrien fu¨r die
Spiegelquellen-Methode ausnutzen zu ko¨nnen. F1 befinde sich im Unendlichen, sodass
sein Beitrag im Lo¨sungsgebiet zu Null wird und das Integral u¨ber F1 verschwindet. Es
gilt demnach die Sommerfeldsche Austrahlungsbedingung [Sta97].
Am Ort R in V wird nun ein Quelle angenommen und eine zu F0 symmetrisch liegende
Spiegelquelle am Ort R′ außerhalb des Lo¨sungsgebietes. Aufgrund der akustischen Re-
ziprozita¨t ko¨nnen Quellen und Senken jederzeit ausgetauscht werden, ohne eine A¨nde-
rung der vermittelnden Funktion zu bewirken [KFCS00]. Es kann daher ein allgemeiner
Ansatz fu¨r die aufzufindenden, problemangepassten Dirichlet- und Neumann-Green-
Funktionen gewa¨hlt werden:
GD/N = G+B. (2.75)
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P (rF )∇n [G(rR|rF ) +B(rR′ |rF )] dF
(2.76)
2.5.5.1. Das Rayleigh-I-Integral
Liegt auf dem Rand F0 eine Neumann-Randbedingung vor, entsteht das Rayleigh-I-
Integral. In Gleichung (2.76) muss demnach das zweite Integral verschwinden und es
muss gelten:
∇nB(rR′ |rF ) = −∇nG(rR|rF ). (2.77)
Das dreidimensionale Rayleigh-I-Integral
Wird im dreidimensionalen Fall












mit r = r′ und er ·n = −er′ ·n (siehe Abbildung 2.6). Damit ist die problemangepasste
Neumann-Greenfunktion gefunden
GN = 2G (2.80)










Nach Gleichung (2.81) reicht die Kenntnis der Schnelle in Normalenrichtung auf der
geraden Berandung F0 aus, um das Feld in V exakt zu bestimmen. Auch in diesem Fall
ist es unerheblich, ob es sich um die Messung der Schnelle handelt oder um eine Repro-
duktion durch Quellen. Im Falle der Reproduktion handelt es sich um Monopolquellen
mit Quellsta¨rken proportional zu Vn(rF ).
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Das zweidimensionale Rayleigh-I-Integral







jρcVn(rF )H(2)0 (kr) dF. (2.82)
2.5.5.2. Das Rayleigh-II-Integral
Fu¨r das Rayleigh-II-Integral ist das Dirichlet-Randproblem gegeben und der erste Term
von Gleichung (2.76) muss zu Null werden. Die gespiegelte Punktquelle in R′ muss
demnach gegenphasig zu R sein:
B = −G. (2.83)
Das dreidimensionale Rayleigh-II-Integral
Mit der dreidimensionalen Green-Funktion ergibt sich





















Mit Gleichung (2.85) kann das Feld in V anhand des Drucks auf F0 bestimmt werden.
Fu¨r eine exakte Reproduktion werden demnach Dipolquellen mit einer Quellsta¨rke pro-
portional zu P (rF ) beno¨tigt.
Das zweidimensionale Rayleigh-II-Integral






P (rF ) cosϕH(2)1 (kr) dF. (2.86)
Es ist anzumerken, dass die Rayleigh-Integrale nur Gu¨ltigkeit besitzen, wenn der Teilbe-
reich F0 im Dreidimensionalen absolut eben und unendlich ausgedehnt ist. Ebenso gilt
im Zweidimensionalen, dass F0 eine unendliche Gerade darstellen muss. Die Rayleigh-
Integrale werden im weiteren Verlauf der Arbeit zur Extrapolation von Mikrofonsignalen






Abbildung 2.7.: Lo¨sungsgebiet fu¨r die Simple Source Formulation.
2.6. Simple Source Formulation
Im folgenden wird die Herleitung der Simple Source Formulation nach [Wil99] beschrie-
ben. Da das Kirchhoff-Helmholtz-Integral Druck und Schnelle beziehungsweise Druck
und Druckgradient fu¨r die Vorhersage von Druckfeldern beno¨tigt, soll eine Formulierung
gefunden werden, die nur eine Quellart verwendet. Der Druck innerhalb oder außerhalb




G(rR|rF )a(rF )dF (2.87)
Die Funktion a(rF ) ist die kontinuierliche Quellsta¨rkendichte auf dem Rand F , die im
Folgenden hergeleitet wird und G(rR|rF ) sei die Freifeld-Green-Funktion.
Als erstes werde der Fall betrachtet, fu¨r den Quellen in V und keine Quellen außerhalb
von V vorhanden sind. Der Außenraum von V werde mit V¯ bezeichnet. Die Einhu¨llende
F trennt die Gebiete V und V¯ . Zudem gelte die Sommerfeldsche Ausstrahlungsbedin-
gung fu¨r V¯ . Wird eine Ersatzquellverteilung auf der Einhu¨llenden F angenommen, kann




[G(rR|rF )∇nPe(rF )− Pe(rF )∇nG(rR|rF )] dF =

Pe(rR) rR ∈ V¯
1
2Pe(rR) rR ∈ F
0 rR ∈ V
. (2.88)
Als zweites wird der umgekehrte Fall betrachtet. Die Quellen sind nun außerhalb der
Einhu¨llenden F und es sind keine Quellen in V vorhanden. Der Normalenvektor n zeige
nun nach außen. Das Kirchhoff-Helmholtz-Integral zur Berechnung des Drucks Pi in V
hat dann folgende Form
∫
F
[G(rR|rF )∇nPi(rF )− Pi(rF )∇nG(rR|rF )] dF =

0 rR ∈ V¯
−12Pi(rR) rR ∈ F
−Pi(rR) rR ∈ V
. (2.89)
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Fu¨r beide Situationen gelte auf auf der Einhu¨llenden F : Pi = Pe. Zudem seien die
Gradienten von externem und internem Feld auf F ungleich: ∂Pi∂n 6= ∂Pe∂n . Wenn nun
Gleichung (2.89) von Gleichung (2.88) subtrahiert wird, resultiert
∫
F
[∇nPe(rF )−∇nPi(rF )]G(rR|rF )dF =

Pe(rR) rR ∈ V¯
Pe(rR) = Pi(rR) rR ∈ F
Pi(rR) rR ∈ V.
(2.90)
Die Differenz der Ableitungen in Normalenrichtung ist nun a¨quivalent der anfangs ein-
gefu¨hrten kontinuierlichen Quellendichte:
a(rF ) ≡ ∇nPe(rF )−∇nPi(rF ). (2.91)




a(rF )G(rR|rF )dF, rR ∈ R2,3. (2.92)
Ausgehend von einer kontinuierlichen Monopolverteilung auf F , kann damit der Schall-
druck an einem beliebigen Punkt im Raum bestimmt werden. Diese Lo¨sung ist gleich-
bedeutend mit der Formulierung des Einschichtenpotentials (Single Layer Potential)
und der Rand-Diskontinuita¨t (Jump Relation) [FN13]. Die Simple Source Formulation




Aus dem vorangegangenen Kapitel sind das KHI und die Rayleigh-Integrale bekannt,
um Schallfelder auf einer Hu¨llfla¨che oder Berandung zu erfassen oder zu synthetisieren.
Dieses Kapitel stellt weitere Methoden zur Analyse akustischer Felder vor. Basierend
auf der ra¨umlichen Fourieranalyse werden die Plane Wave Decomposition PWD und die
Zirkulare Harmonische Expansion eingefu¨hrt, die unter anderem auch zur Extrapolation
akustischer Felder eingesetzt werden ko¨nnen.
3.1. Zeitbezogene Fouriertransformation
Vor der Analyse akustischer Signale mit drei ra¨umlichen Freiheitsgraden und einer
zeitlichen Abha¨ngigkeit, soll zuerst ein eindimensionales Schalldrucksignal der Form
p(x,t) betrachtet werden. Die zeitliche Fouriertransformierte wurde bereits in Kapitel 2
verwendet und beschreibt ein gegebenes Zeitsignal im Frequenzbereich als eine infinite
U¨berlagerung von komplexwertigen Harmonischen:




Der Operator Ft zeigt die Fouriertransformation bezu¨glich der zeitlichen Variable t an.
ω = 2pif ist die Kreisfrequenz. Die inverse Fouriertransformierte F−1t bezu¨glich der Zeit
ist dann






In der Praxis wird in der Regel mit zeit- und wertdiskreten Messsignalen gearbeitet. So
sollen hier noch die diskrete Fouriertransformation Discrete Fourier Transform (DFT)
und die inverse DFT genannt werden, die ein zeitdiskretes Signal in den frequenzdis-
kreten Spektralbereich transformieren und umgekehrt:
P (x, ω[l]) =
NDFT−1∑
n=0
p(x, t[n])e−jln2pi/NDFT , (3.3)
p(x, t[n]) = 12pi
NDFT−1∑
l=0
P (x, ω[l])ejln2pi/NDFT . (3.4)
3. Wellenfeldanalyse
Wie zu erkennen ist, wird eine endliche Anzahl NDFT von zeitdiskreten Abtastpunk-
ten t[n] in die gleiche Anzahl an frequenzdiskreten Spektral-Linien ω[l] transformiert.
Zur Berechnung der DFT und der inversen DFT steht ein schneller Algorithmus zur
Verfu¨gung, die Fast Fourier Transform (FFT) [CT65]. Dieser Algorithmus kann ebenso
fu¨r die diskrete, ra¨umliche Fouriertransformation eingesetzt werden, die nachfolgend
beschrieben ist [HSVB03].
3.2. Ra¨umliche Fouriertransformation
3.2.1. Ra¨umliche Fouriertransformation in kartesischen Koordinaten
3.2.1.1. Eindimensionale Ra¨umliche Fouriertransformation
Die ra¨umliche Fouriertransformation stellt ein nu¨tzliches Hilfsmittel in der akustischen
Signalverarbeitung dar. Sie bildet zudem die Grundlage der Plane Wave Decomposition
PWD und findet Anwendung in der Zirkularen Harmonischen Expansion. Allgemein ist
die ra¨umliche Fouriertransformierte Fx einer eindimensionalen Funktion f(x) gegeben
durch [Wil99; Sta97]




und wird im Folgenden durch eine Tilde gekennzeichnet. Dabei ist es unerheblich, ob
die zu transformierende Funktion im Zeit- oder im Frequenzbereich vorliegt, da zeitli-
che und ra¨umliche Fouriertransformation separierbar sind [Spo05]. Daher ergeben sich
folgende Transformationen nach Anwendung der ra¨umlichen Fouriertransformation auf
die eindimensionalen Funktionen p(x,t) und P (x,ω):








Ebenso ko¨nnen auch die inversen Transformationen angegeben werden:














Mit Hilfe von (3.9) kann eine Funktion p(x) oder P (x) des Ortes x als U¨berlagerung un-
endlich vieler Funktionen p˜(kx,t)e−jkxx beziehungsweise P˜ (kx,ω)e−jkxx der Wellenzahl
kx dargestellt werden. Man beachte, dass im Vergleich zur zeitbezogenen Fouriertrans-
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formation das Minuszeichen im Exponenten der e-Funktion in der Ru¨cktransformation
zu finden ist. Diese Festlegung ist rein willku¨rlich.
Zur Veranschaulichung der ra¨umlichen Fouriertransformation sei im Folgenden eine
monofrequente, ebene Welle der Frequenz ω0 gegeben












Abbildung 3.1.: Veranschaulichung der auf die x-Achse entfallenden Wellenla¨nge.
Diese Welle bewege sich mit der Phasengeschwindigkeit c durch ein isotropes Medium.
Der Winkel ϕ liegt in der xy-Ebene und wird auf die x-Achse bezogen, der Winkel
ϑ wird auf die z-Achse bezogen. Die auf die jeweiligen Achsen projizierten Phasenge-
schwindigkeiten haben dann die Werte:
cx =
c · sinϑ
cosϕ , cy =
c · sinϑ
sinϕ , cz =
c
cosϑ. (3.11)
Vergleiche hierzu auch Abbildung 3.1. Fu¨r die zu betrachtende ebene Welle gelte
f0 = 300 Hz, ϕ0 = 30◦ und ϑ0 = 90◦. Daraus ergeben sich fu¨r eine Ausbreitungs-
geschwindigkeit von c = 343 ms−1 die Wellenzahlen
kx,0 = k0 cos(ϕ0) ≈ 4,8 m−1, ky,0 = k0 sin(ϕ0) ≈ 2,7 m−1, kz,0 = k0 sin(ϑ0) = 0 m−1.
(3.12)
Anwenden der ra¨umlichen Fouriertransformation nach (3.7) auf diese ebene, monochro-
matische Welle ergibt






























Abbildung 3.2.: a) Zweidimensionales Druckfeld einer ebenen Welle der Frequenz f =
300 Hz und dem Einfallswinkel ϕ = 30◦. b) Kontinuierliche ra¨umliche
Fouriertransformation der ebenen Welle.
Abbildung 3.2 zeigt die ebene Welle und deren ra¨umliche Fouriertransformierte bezu¨g-
lich der x-Achse. Da es sich um die Transformation einer monochromatischen Welle
handelt, ist die Fouriertransformierte ein einzelner Dirac-Stoß an der Stelle kx,0.
3.2.1.2. Zwei- und Dreidimensionale Ra¨umliche Fouriertransformation in
kartesischen Koordinaten
Die dreidimensionalen Fourier-Transformationspaare in kartesischen Koordinaten be-
zu¨glich der x-, y- und z-Komponenten eines Schallfeldes lauten





































Abbildung 3.3.: a) Zweidimensionales Druckfeld einer ebenen Welle der Frequenz f =
300 Hz und dem Einfallswinkel ϕ = 30◦. b) Kontinuierliche ra¨umliche
Fouriertransformation der ebenen Welle (k-Space).
Transformationen gegeben durch














mit dK = dkxdkydkz.
Fu¨r die mehrdimensionale Fouriertransformation in kartesischen Koordinaten gelten
Separierbarkeit sowie das Skalierungs- und das Faltungs-Theorem [Spo05]. Es kann also
fu¨r jede Dimension separat transformiert werden. Daher resultiert die zweidimensionale
Fouriertransformationen aus dem Fortlassen einer der ra¨umlichen Abha¨ngigkeiten in
den Gleichungen (3.15) und (3.17).
Abbildung 3.3 (b) zeigt die dreidimensionale Fouriertransformierte
P˜ (k, ω) = (2pi)3δ(ω − ω0)δ(k− k0) (3.18)
der monofrequenten, ebenen Welle, die bereits im vorangegangenen Beispiel untersucht
wurde. Da keine z-Abha¨ngigkeit besteht, liegt k vollsta¨ndig in der kx, ky-Ebene. Der
gestrichelte Kreis zeigt an, welche Werte der k-Vektor in Abha¨ngigkeit der Ausbrei-
tungsrichtung ϕ0 der ebenen Welle annehmen kann. Ka¨me zusa¨tzlich eine z-abha¨ngige
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Ausbreitung hinzu, wu¨rde dieser Kreis in eine Kugel des Radius k u¨bergehen. Die ra¨um-
liche Fouriertransformation stellt eine Abbildung auf den Wellenzahl-Raum dar. Dieser
wird folglich auch als k-Space bezeichnet [Wil99].




























Abbildung 3.4.: a) Druckfeld einer ebenen Welle der Frequenz f = 300 Hz und dem
Einfallswinkel ϕ = 30◦. Die ra¨umlichen Abtastpunkte, die in die Fou-
riertransformation eingehen, sind rot markiert. b) Diskrete ra¨umliche
Fouriertransformation der ebenen Welle.
In der Praxis ko¨nnen die kontinuierlichen, ra¨umlichen Fourierintegrale in der Regel
nicht angewendet werden, da mit einer endlichen Anzahl von Messpunkten gearbei-
tet werden muss. Ausgehend von NM Mikrofonen geht das eindimensionale, ra¨umliche
Fourierintegral in die Summenschreibweise
P˜ (kx[m], ω) =
NM∑
n=1
P (x[n],ω)ejkx[m]x[n] ·∆x (3.19)
u¨ber [Hul04]. Wie Gleichung (3.19) zudem zeigt, liegt gleichfalls eine Diskretisierung
des k-Raumes in Form von kx[m] vor. Betra¨gt der Abstand der Mikrofone ∆x, so kann












P˜ (kx[m], ω)e−jkx[m]x[n] ·∆kx. (3.21)
U¨bertragen auf den zweidimensionalen Fall ergeben sich somit folgende Transformatio-
nen
















































Abbildung 3.5.: a) Druckfeld einer ebenen Welle der Frequenz f = 300 Hz und dem
Einfallswinkel ϕ = 30◦. Die ra¨umlichen Abtastpunkte, die in die Fou-
riertransformation eingehen, sind rot markiert. b) Diskrete ra¨umliche
Fouriertransformation der ebenen Welle.
Auf die Darstellung der dreidimensionalen diskretisierten Form soll an dieser Stelle
verzichtet werden. Die Erweiterung um eine z-Abha¨ngigkeit erfolgt durch Erga¨nzen
eines weiteren Summenterms in den beiden vorangegangenen Gleichungen.
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Abbildung 3.6.: Links: Ausbreitung einer ebenen Welle mit dem Wellenzahlvektor k in
kartesischen Koordinaten und Zylinderkoordinaten. Rechts: Die zuge-
ho¨rige Darstellung im Wellenzahl-Raum (k-Space).
Fu¨r zylindersymmetrische Problemstellungen bietet sich das Arbeiten in Zylinderkoor-
dinaten an. Fu¨r dieses Koordinatensystem gilt
xY = [r, ϕ, z]T , (3.24)
kY = [kr, θ, kz]T . (3.25)
Man beachte, dass der Winkel θ im k-Bereich zwischen der kx-Achse und der Projektion
des Wellenzahlvektors k auf die kx,ky-Ebene liegt (Abb. 3.6). Der Bezug zum Ortsvektor
in kartesischen Koordinaten ist
xY =
[√




















k = [kr cos(θ), kr sin(θ), kz]T . (3.29)
Das Skalarprodukt kTx kann nun wie folgt ausgedru¨ckt werden
kTx = krr [cos(θ) cos(ϕ) + sin(θ) sin(ϕ)] + kzz = krr cos(θ − ϕ) + kzz. (3.30)
Das ra¨umlichen Fourier-Transformationspaar in Zylinderkoordinaten fu¨r Drucksignale
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P˜Y(kY, ω)e−j[krr cos(θ−ϕ)+kzz]krdkrdθdkz. (3.32)
In Zylinderkkordinaten gilt die Separierbarkeit nur fu¨r die z-Komponente. Die Skalier-
barkeit gilt in Zylinderkoordinaten uneingeschra¨nkt, ist jedoch aufgrund der Periodizi-
ta¨t der ϕ-Komponente nur fu¨r die beiden u¨brigen Dimensionen sinnvoll.
Fu¨r kreissymmetrische Probleme entfa¨llt die z-Abha¨ngigkeit und anstelle der radialen
Wellenzahl kr kann die Wellenzahl k verwendet werden. Der Orts- und der k-Vektor
werden reduziert zu
xP = [r, ϕ]T , (3.33)
kP = [k, θ]T . (3.34)















P˜P(kP, ω)e−jkr cos(θ−ϕ)kdkdθ. (3.36)
3.2.4. Fourier-Reihendarstellung in Zylinder- und Polarkoordinaten
In Zylinder- und in Polarkoordinaten ko¨nnen die Funktion PY(r,ϕ,z,ω) und PP(r,ϕ,ω)
aufgrund ihrer 2pi-Periodizita¨t von ϕ fu¨r feste r als Fourier-Reihen dargestellt werden








Darin bezeichnen FSϕ die Fourier-Reihenentwicklung bezu¨glich ϕ und ν die Kreisfre-
quenz oder auch die Ordnung und ist ein ganzzahliger Wert (siehe auch Kapitel 2.2.2).
In Abbildung 2.4 sind die sich ergebenden Richtcharakteristika fu¨r den Term ejνϕ in Ab-
ha¨ngigkeit der Ordnung ν dargestellt. Mit steigender Ordnung, werden immer schmale-
re Bereiche ausselektiert, was die Beschreibung komplexer Wellenfelder erst ermo¨glicht.












Die Expansions-Koeffizienten fu¨r die einzelnen Reihenelemente werden dabei wie folgt
bezu¨glich ϕ bestimmt
























Die Fourier-Reihenentwicklungen werden im Folgenden fu¨r die Plane Wave Decomposi-
tion PWD und fu¨r die Herleitung der Zirkularen Harmonischen Expansionskoeffizienten
verwendet.
3.3. Plane Wave Decomposition
Die in den vorangegangenen Abschnitten vorgestellte ra¨umliche Fouriertransformati-
on bildet die Grundlage der Plane Wave Decomposition (PWD). Die PWD bietet die
Mo¨glichkeit, akustische Wellenfelder vollsta¨ndig durch die richtungsabha¨ngige U¨ber-
lagerung ebener Wellen zu beschreiben und geht zuru¨ck auf [BVH01]. Anhand dieser
Beschreibung kann ein gegebenes akustisches Feld unter bestimmten Umsta¨nden wie-
derum an einen beliebigen Ort im Raum extrapoliert werden. Zudem ko¨nnen Aussagen
u¨ber die Orientierung und Richtungsabha¨ngigkeit einzelner Komponenten eines gege-
bene Feldes getroffen werden [Ver97]. Im Allgemeinen wird die PWD mit der PWD in
Polarkoordinaten gleichgesetzt. Dennoch soll aufgrund der Anschaulichkeit zuerst die
Dekomposition in kartesischen Koordinaten entlang der x-Achse vorgestellt werden.
3.3.1. Kontinuierliche Plane Wave Decomposition in kartesischen
Koordinaten
Es sei eine eben Welle mit der spektralen Quellfunktion Pˆ (ω) gegeben
P (x, ω) = Pˆ (ω)e−j(kxx+kyy+kzz). (3.45)
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α = 90◦ Pˆ (ω)
0
Abbildung 3.7.: Kontinuierliche Plane Wave Decomposition fu¨r verschiedene Einfalls-
richtungen einer ebenen Welle mit dem Quellspektrum Pˆ (ω). Die grau-
en Bereiche in der (kx, ω)-Ebene sind die Bereiche der evaneszenten
Wellenausbreitung.
Wird diese Welle entlang der x-Achse nach Gleichung (3.7) ausgewertet, ergibt dies
P˜ (k, ω) = 2piPˆ (ω)δ(kx − ω/cx)e−j(kyy+kzz). (3.46)
Demnach wird aufgrund der Ausblendeigenschaft des Dirac-Stoßes das Spektrum Pˆ (ω)
der ebenen Welle auf eine Gerade in der (kx, ω)-Ebene abgebildet [Hul04]. Der Winkel
der Geraden in der (kx, ω)-Ebene ist proportional zur Ausbreitungsrichtung der Wel-
le. Die ra¨umliche Fouriertransformation zerlegt demnach das akustische Feld in seine
ebenen Wellenanteile. Abbildung 3.7 stellt die PWD auf der x-Achse schematisch dar.
Fu¨r den ersten Fall verla¨uft die Wellenfront parallel zur x-Achse und der gemeinsa-
me Winkel α ist gleich 0◦. Das Quellspektrum Pˆ (ω) wird dann auf eine senkrechte
Gerade in der (kx, ω)-Ebene abgebildet. Fu¨r Ausbreitungsrichtungen der ebenen Wel-
le mit α 6= 0◦, verlagert sich auch die Gerade im Orts-Frequenz-Bereich bis maximal
45◦. Dort Beginnt der Bereich der evaneszenten (abklingenden) Wellenausbreitung, der
in den Abbildungen als graue Dreiecke dargestellt ist. Evaneszente Wellen treten zum
Beispiel bei Totalreflexion an Grenzfla¨chen auf und werden in [Wil99] behandelt.
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Abbildung 3.8.: Quellfunktion pˆ(t) und das zugeho¨rige Betragsspektrum |Pˆ (f)| der ebe-
nen Welle.
Zur Veranschaulichung der diskreten PWD soll nun eine ebene Welle unter drei ver-
schiedenen Einfallswinkeln durch ein diskretes Mikrofon-Array mit omnidirektionalen
Empfa¨ngern abgetastet werden. Die Quellfunktion pˆ(t) der ebenen Welle ist ein Gauß-
Wavelet der Ordnung 1, entsprechend Abbildung 3.8 (a). Die von den Mikrofonen emp-
fangenen Signale werden per FFT in den Frequenzbereich transformiert und anschlie-
ßend mit Gleichung (3.19) in den Raum-Frequenzbereich u¨berfu¨hrt. Abbildung 3.9 zeigt
wie schon in Abbildung 3.7 fu¨r die drei Winkel α = 0◦, 30◦ und 90◦ diesen Vorgang.
In der linken Spalte ist jeweils eine Momentaufnahme der ebenen Wellenausbreitung
und die Lage des Mikrofon-Arrays zu sehen. Das Array ist 2 m lang und besteht aus 20
omnidirektionalen Empfa¨ngern. In der mittleren Spalte sind die zugeho¨rigen Mikrofon-
signale aufgetragen. Die x-Achse zeigt die Mikrofon-Position, die y-Achse die Zeit an.
In der rechten Spalte ist das Ergebnis der diskreten Raum-Frequenz-Transformation zu
sehen. Darin ist der Wert 0 der Farbe Weiß und der Wert 1 der Farbe Schwarz zuge-
ordnet. Man beachte, dass sich das Spektrum Pˆ (f) aus Abbildung 3.8 (b) in der Sta¨rke
der Graufa¨rbung wiederfindet.
Zu erkennen sind vor allem drei Pha¨nomene: Aufgrund der o¨rtlichen Diskretisierung ist
die (kx,f)-Funktion keine gerade Linie, sondern eher eine Art Treppenfunktion. In 3.9
(b) und (c) ist der Leakage-Effekt durch die endliche Mess-Apertur gut zu erkennen, da
auch Bereiche seitlich der Spektrallinien eingefa¨rbt sind. Durch die Periodizita¨t der dis-
kreten Fouriertransformation wiederholt sich das Spektrum. Dieser Effekt ist besonders
ausgepra¨gt in Abbildung 3.9 (c). So wu¨rde die diskrete PWD ab 4 kHz fa¨lschlicherwei-
se Wellenanteile darstellen, die sich entgegengesetzt der eigentlichen Wellenausbreitung
bewegen. Die Periode ist, wie aus der zeitbezogenen Fouriertransformation bekannt,
durch die Anzahl der Abtastpunkte bestimmt.
44

















































































(c) α = 90◦
Abbildung 3.9.: Diskrete, eindimensionale PWD mit einem Mikrofon-Array der La¨n-
ge 2 m bestehend aus 20 Empfa¨ngern. Linke Spalte: Momentaufnah-
me der ebenen Welle. Die roten Kreuze stellen die Mikrofonpositionen
dar. Mittlere Spalte: Die zugeho¨rigen Mikrofonsignale. Rechte Spalte:
Darstellung im (kx,f)-Diagramm. In c), rechte Spalte sind die Wieder-
holungen im ra¨umlichen Spektralbereich aufgrund der Periodizita¨t der
diskreten Fouriertransformation zu sehen.
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Daher wiederholt sich die Wellenzahldarstellung mit der Anzahl der Mikrofone NM ,
also der Periode
∆kPer = NM . (3.47)
Die obere Grenzfrequenz fu¨r die diskrete Abtastung durch ein linienfo¨rmiges Mikrofon-
Array mit dem Mikrofon-Abstand ∆x betra¨gt analog zum Nyquist-Kriterium fu¨r zeit-
bezogene Signalverarbeitung [Sta97]
fmax ≤ fal = kmax · c2pi =
c
2 ·∆x. (3.48)
Oberhalb der ra¨umlichen Aliasing-Frequenz fal treten Artefakte im abgetasteten Signal
auf. Da jedoch die auf die x-Achse projizierte Wellenla¨nge λx gro¨ßer als die Wellenla¨nge
λ ist und diese vom Einfallswinkel der eintreffenden Welle abha¨ngen, sollte die Aliasing-
Grenze auch in Abha¨ngigkeit vom Einfallswinkel α der Wellenfront gegenu¨ber der x-
Achse angegeben werden. So gilt fu¨r die Abtastung auf der x-Achse
fmax ≤ fal = c2∆x sin(α) . (3.49)
Demnach handelt es sich bei (3.48) um eine Abscha¨tzung fu¨r den ungu¨nstigsten Fall,
wenn die Welle genau in Richtung der Abtastung la¨uft. In Abbildung 3.9 entspra¨che
dies dem Einfallswinkel α = 90◦. Zur Unterdru¨ckung des Aliasing-Effekts ko¨nnen neben
entsprechender Aliasing-Filter, wie aus der Signalverarbeitung bekannt [Opp96], auch
Mikrofone mit einer ausgepra¨gten Richtcharakteristik verwendet werden [Ver97].
3.3.3. Kontinuierliche Plane Wave Decomposition in Zylinder- und
Polar-Koordinaten
In einem komplexen akustischen Feld u¨berlagert sich eine Vielzahl ebener Wellen, die
unterschiedliche Ausbreitungsrichtungen besitzen und jeweils durch eine zugeho¨rige
Quellfunktion definiert sind. Es ist daher sinnvoll, die Expansions-Koeffizienten der
PWD in Zylinder- oder Polarkoordinaten darzustellen. Nach [Spo05] ist die PWD in
Zylinderkoordinaten wie folgt definiert










Der Operator PD bezeichnet die PWD fu¨r die Dimension D und das Ergebnis der Trans-
formation sind die Expansions-Koeffizienten der P¯ (θ, kz, ω). Gleichung (3.50) entspricht
im Grunde Gleichung (3.32), der ra¨umlichen Fouriertransformation in Zylinderkoordi-
naten. Jedoch beschra¨nkt sich die PWD in der azimutalen Ebene auf den Winkel θ.
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bereits implizit enthalten ist und zum anderen, weil die Expansions-Koeffizienten der
PWD gerade das Schallfeld winkelabha¨ngig beschreiben sollen.
Die inverse PWD kann ebenso anhand der inversen Fouriertransformation in Zylinder-
koordinaten hergeleitet werden, wobei das Integral u¨ber dkr mit (3.51) vernachla¨ssigt
werden kann [Spo05]
PY(xY, ω) = P−13
{







P¯ (θ, kz, ω)e−j[krr cos(θ−ϕ)+kzz]dθdkz.
(3.52)
In Polarkoordinaten sind die Transformationspaare der PWD gegeben durch





PP(xP, ω)ejkr cos(θ−ϕ)rdrdϕ, (3.53)







P¯ (θ, ω)e−jkr cos(θ−ϕ)dθ. (3.54)
Da fu¨r die meisten Anwendungen in der Praxis die zweidimensionale Dekompositi-
on ausreichend ist, wird in der Regel Gleichung (3.53) als PWD bezeichnet. Um von
der ra¨umlichen Fouriertransformierten in kartesischen Koordinaten zu den Expansions-
Koeffizienten der PWD zu gelangen, muss die Transformierte zuna¨chst mit (3.25) in
Zylinder- oder Polarkoordinaten dargestellt werden. Liegt die Fouriertransformierte ein-
mal in einem dieser Koordinatensysteme vor, ko¨nnen die Expansions-Koeffizienten der
PWD mit
P¯ (θ, kz, ω) = P˜Y(θ, kr, kz, ω)δ(kr −
√
(ω/c)2 − k2z) (3.55)
bestimmt werden [Spo05].
3.3.4. Plane Wave Decomposition in Polar-Koordinaten anhand des
Kirchhoff-Helmholtz Integrals
In [BVH01] ist die Herleitung der PWD in Polarkoordinaten anhand des zweidimen-
sionalen KHI beschrieben. Es wird dabei von einem Kreis des Radius R um den
Koordinaten-Ursprung ausgegangen, auf dem Druck- und Schnellesignale empfangen








Abbildung 3.10.: Lo¨sungsgebiet zur Herleitung der PWD in Polarkoordinaten mithilfe
des KHI.
sprung
P (o, ω) =−jk4
∫ 2pi
0







Als na¨chstes wird die Fernfeld-Approximation fu¨r kr  1 der Hankelfunktion zweiter
Art herangezogen






und davon Gebrauch gemacht, dass im Fernfeld die Schnelle in Normalenrichtung na¨-




Wird diese Vereinfachungen auf das zweidimensionale Kirchhoff-Helmholtz Integral
(3.56) angewendet, ergibt sich







Um den Beitrag auf R in eine U¨berlagerung ebener Wellen zu u¨berfu¨hren, muss gelten
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R→∞. Daraus folgt die PWD in Polarkorrdinaten







Anhand von Gleichung (3.60) ist gut zu erkennen, wie die PWD im Koordinatenur-
sprung das Schallfeld zirkular abtastet.













Abbildung 3.11.: Lo¨sungsgebiet zur Bestimmung der Expansions-Koeffizienten der
PWD anhand von Messsignalen auf der x-Achse.
In [Hul04] findet sich die Herleitung der PWD Expansions-Koeffizienten fu¨r die Abtas-
tung eines Schallfeldes mit linearen Mikrofon-Arrays. Es wird dabei von einem Array
der La¨nge L auf der x-Achse ausgegangen, auf dem Druck- und Schnellesignale erfasst
werden. Das inverse KHI bietet dann die Mo¨glichkeit, den Druck auf einen Kreis des
Radius R um den Ursprung zu extrapolieren (Extrapolations-Kreis). Die Anordnung
ist in Abbildung 3.11 dargestellt. Man beachte, dass die Winkel γ und ϕ sich auf den
negativen Normalenvektor n beziehen. Die Schnelleempfa¨nger sind demnach in Abbil-
dung 3.11 nach oben gerichtet. Ist ∆r der Verbindungsvektor von einem Punkt auf der
x-Achse zu einem Aufpunkt auf dem Extrapolations-Kreis, ist das inverse KHI gleich
[Hul04]
P (R, γ, ω) =−jk4
∫
L









Es werden folgende Fernfeld-Na¨herungen herangezogen






cosϕ ≈ cos γ, (3.63)
∆r ≈ R+ x sin γ. (3.64)
Dadurch wird Gleichung (3.61) zu
P (R, γ, ω) = k(1− j)4√pi
∫
L
(ρcVn(x,ω) + cos γP (x,ω))
ejkRejx sin γ√
kR+ kx sin γ
dL. (3.65)
Einsetzen in (3.60) ergibt die Extrapolationskoeffizienten der PWD fu¨r ein lineares
Mikrofon-Array aus Druck- und Schnelleempfa¨ngern:
P¯ (γ, ω) = k4pi
∫
L
(ρcVn(x, ω) + cos γP (x, ω)) ejxk sin γdL. (3.66)
Es ist zu beachten, dass diese Gleichung geringe Abweichungen zu der entsprechenden
Gleichung in [Hul04] oder [HSVB03] entha¨lt.
In Abbildung 3.12 ist die PWD fu¨r eine ebene Welle unter dem Einfallswinkel γ = 45◦
dargestellt. Die Welle besitzt die Quellfunktion Pˆ (ω) aus Abbildung 3.8. Die linke Ab-
bildung zeigt die 100 Mikrofonsignale des 4 m langen Mikrofon-Arrays. In der Mitte ist










































Abbildung 3.12.: PWD mit einem linienfo¨rmigen Mikrofon-Array. Die ebene Welle trifft
unter einem Winkel von 45◦ auf das Array. (a) Die Mikrofonsignale.
(b) Die Plane Wave Decomposition im Zeitbereich (Peak bei 45◦ und
10 ms). (c) Die Plane Wave Decomposition im Frequenzbereich.
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3.3.6. Expansions-Koeffizienten fu¨r ein kreisfo¨rmiges Mikrofon-Array
In [BVH01], [HSVB03], [Hul04] und [Spo05] ist bereits beschrieben, dass mit einem
kreisfo¨rmigen Mikrofon-Array und dem KHI die Expansions-Koeffizienten der PWD
nicht bestimmt werden ko¨nnen. Der Grund dafu¨r ist, dass das KHI das Feld nur fu¨r das
Innere des Mikrofon-Arrays bestimmen kann, nicht aber fu¨r den Bereich außerhalb. Dies
wa¨re jedoch fu¨r die PWD und Gleichung (3.60) notwendig. Fu¨r kreisfo¨rmige Mikrofon-
Arrays bietet sich daher die Zirkulare Harmonische Expansion an, die im folgenden
Abschnitt beschrieben ist.






Abbildung 3.13.: Lo¨sungsgebiet fu¨r die Zirkulare Harmonische Extrapolation mit ein-
fallender ebener Welle in Polarkoordinaten. Die kreisfo¨rmige Messan-
ordnung besitzt den Radius RM .
Ein zweidimensionales Wellenfeld kann durch Zirkulare Harmonische beschrieben
werden. Es folgt daher die Bestimmung der Zirkularen Harmonischen Expansions-
Koeffizienten zur Analyse des Schallfeldes durch eine kreisfo¨rmige Messanordnung.
In Kapitel 2 wurde mit Gleichung (2.32) die allgemeine Lo¨sung der homogenen Wellen-











Die bisher nicht na¨her bestimmten Koeffizienten-Funktionen Aν und Bν beschreiben
jeweils die konvergierenden und die divergierenden Wellenanteile der zirkularen Zer-
legung. Diese Koeffizienten-Funktionen werden fu¨r die folgende Herleitung umbenannt
beziehungsweise ersetzt. Dies geschieht aus folgendem Grund: Ein beliebiges zweidimen-
sionales Schallfeld soll mit Hilfe einer kreisfo¨rmigen Messanordnung erfasst und durch
Zirkulare Harmonische beschrieben werden. Den Zusammenhang zwischen den Zirku-
laren Harmonischen und den Messsignalen stellen die Koeffizienten-Funktionen her, die






M(1)ν (ω)H(1)ν (kr) +M(2)ν (ω)H(2)ν (kr)
]
. (3.68)
Unter Verwendung der Bewegungsgleichung (2.1) kann ebenso die zweidimensionale
Lo¨sung der homogenen Wellengleichung fu¨r die Schnelle angegeben werden. Zuvor wird
die Bewegungsgleichung in Zylinderkoordinaten u¨bertragen und eine Beschra¨nkung der












M(1)ν (ω)H ′(1)ν (kr) +M(2)ν (ω)H ′(2)ν (kr)
]
. (3.70)



















Zur expliziten Formulierung von M(1)ν (ω) und M(2)ν (ω) werden die Fourier-
Reihendarstellungen des Drucks (3.38) und der Schnelle (3.40) gegenu¨ber ϕ auf









Werden die beiden zuletzt genannten Beziehungen in (3.68) und (3.70) eingesetzt, re-
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sultiert daraus
Pν(RM ,ω)ejνϕ =M(1)ν (ω)H(1)ν (kRM )ejνϕ +M(2)ν (ω)H(2)ν (kRM )ejνϕ, (3.75)
jρcVn,ν(RM ,ω)ejνϕ =M(1)ν (ω)H ′(1)ν (kRM )ejνϕ +M(2)ν (ω)H ′(2)ν (kRM )ejνϕ. (3.76)





ν (kRM )Pν(RM ,ω)−H(2)ν (kRM )jρcVn,ν(RM ,ω)
H
(1)





ν (kRM )Pν(RM ,ω)−H(1)ν (kRM )jρcVn,ν(RM ,ω)
H
(2)
ν (kRM )H ′(1)ν (kRM )−H(1)ν (kRM )H ′(2)ν (kRM )
. (3.78)
Diese Expansionskoeffizienten ermo¨glichen die Beschreibung des gesamten Schallfeldes
als Zirkulare Harmonische und die Extrapolation an einen beliebigen Ort (siehe Kapitel
3.4).
In [Hul04] findet sich eine Vereinfachung der Zirkularen Harmonischen Expansionskoef-
fizienten fu¨r den Fall, dass sich Schallquellen ausschließlich außerhalb der Kreisfo¨rmigen
Messanordnung befinden. In dieser Situation sind M(1)ν (ω) und M(2)ν (ω) gleich und es




M(1)ν (ω) +M(2)ν (ω)
)
= 12 (Pν(RM ,ω) + ρcVn,ν(RM ,ω)) . (3.79)
Mit den Gleichungen (3.77) und (3.78) folgt dann fu¨r eine rein externe Quellenverteilung
der Zirkulare Harmonische Expansionskoeffizient [Hul04]
Mν(ω) =
1
2 (Pν(RM ,ω) + ρcVn,ν(RM ,ω))
H
(1)




4. Wellenfeldextrapolation: Neue Ansa¨tze
der Prima¨rfeld-Pra¨diktion
Im vorangegangenen Kapitel wurden Methoden vorgestellt, akustische Wellenfelder zu
analysieren. Auf Grundlage dieser Analyseverfahren wird in dem nun folgenden Kapitel
gezeigt, wie anhand von Mikrofon-Messungen Schallfelder an beliebige Orte im Raum
extrapoliert werden ko¨nnen. Dies ist wiederum die Voraussetzung fu¨r die Synthese von
akustischen Sekunda¨rfeldern, die der aktiven Unterdru¨ckung von La¨rm dienen ko¨nnen
(ANC), oder die Reproduktion akustischer Darbietungen per WFS oder High Order
Ambisonics (HOA) ermo¨glichen. Da die Extrapolation in den vorherigen Arbeiten zum
zweidimensionalen ANC-System ausschließlich auf dem Kirchhoff-Helmholtz Integral
beruhten [Tri03], sollen in diesem Kapitel zusa¨tzliche Wege der Extrapolation aufgezeigt
und auf ihre Tauglichkeit untersucht werden. Sa¨mtliche Untersuchungen beschra¨nken














Abbildung 4.1.: Die in den Simulationen verwendete Array-Geometrie fu¨r den kreis-
fo¨rmigen Aufbau. Links: Das kreisfo¨rmige Mikrofon-Array des Radius
RM mit NM = 24 Druck- und Schnelleempfa¨ngern. Rechts: Die kon-
tinuierliche Anordnung mit den Orts- und Verbindungsvektoren. Die
Ausrichtung der Schnellemikrofone ist −n.
Im Fokus stehen zwei Messanordnungen: Das kreisfo¨rmige und das linienfo¨rmige
Mikrofon-Array. Die zugrunde gelegten, simulierten Messdaten liegen dabei stets in dis-
kreter Form vor. Das zweidimensionale KHI ist nur fu¨r geschlossene Kurven definiert.
4. Wellenfeldextrapolation: Neue Ansa¨tze der Prima¨rfeld-Pra¨diktion
Die zweidimensionalen Rayleigh Integrale hingegen sind ausschließlich fu¨r unendliche
Linien definiert. Jedoch konnte bereits in [Sta97] gezeigt werden, dass unter Inkaufnah-
me von Artefakten auch finite Arrays fu¨r die Extrapolation oder Reproduktion anhand
der Rayleigh Integrale verwendet werden ko¨nnen. Zur Verminderung von Artefakten
durch finite Messaperturen kann zum Beispiel Tapering genutzt werden, dass fu¨r die
linienfo¨rmige Messanordnung in Kapitel 4.3.5 untersucht wird.
4.1. Grundlagen der Untersuchungen
4.1.1. Diskretisierung der Kirchhoff-Helmholtz- und Rayleigh-Integrale
Da innerhalb der Simulationen zeitdiskrete und o¨rtlich abgetastete Daten genutzt wer-
den, mu¨ssen das KHI und die Rayleigh-Integrale in diskreter Form dargestellt werden.
Das zweidimensionale KHI wurde in Kapitel 2 als Gleichung (2.73) vorgestellt. Fu¨r eine
















P (rM [m], ω)H(2)1 (kr) cosϕ ∆M.
(4.2)
Darin ist NM die Anzahl der Mikrofon-Paare auf der Berandung M und rM [m] die
Position des m-ten Mikrofon-Paares auf M . r ist der Betrag des Verbindungsvektors
zwischen Mikrofon-Paar und Aufpunkt rR, fu¨r den der Schalldruck extrapoliert wird.
∆M entspricht der Strecke zwischen zwei Mikrofon-Paaren. Bei einer kreisfo¨rmigen



















Abbildung 4.2.: Die in den Simulationen verwendete Array-Geometrie fu¨r den linien-
fo¨rmigen Aufbau. Links: Das diskrete Mikrofon-Array mit NM = 24
Druck- und Schnelleempfa¨ngern der La¨nge LM . Rechts: Die kontinu-
ierliche Anordnung mit den Orts- und Verbindungsvektoren. Die Aus-
richtung der Schnellemikrofone ist −n.












P (rM [m], ω) cosϕH(2)1 (kr)∆M. (4.5)
Fu¨r die Mikrofon-Linie gilt, dass ∆M gegeben ist durch
∆M = LM
NM − 1 . (4.6)
4.1.2. Wellenausbreitung und Quellenmodelle in den Simulationen
Aus Darstellungsgru¨nden werden fu¨r die Simulation der Extrapolationen ausschließlich
monofrequente Signale bei 300 Hz verwendet. Quantitative Untersuchungen fu¨r breit-
bandige Signale erfolgen in Kapitel 7. Fu¨r die Berechnung der Ausbreitung einer ebenen
Welle des Quell-Spektrums Pˆ (ω) ko¨nnen folgende Gleichungen fu¨r den Druck und die
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Schnelle am Aufpunkt rR verwendet werden:




Pˆ (ω)e−jkrR · nrR . (4.8)
Der Vektor nrR ist der Normalenvektor in Ausbreitungsrichtung der Welle. Zur Si-
mulation zweidimensionaler Wellenausbreitung, die durch in z-Richtung unendlichen
Linienquellen verursacht wird, werden nachstehende U¨bertragungsterme herangezogen:
P (r,ω) = j4 Pˆ (ω)H
(2)
0 (kr), (4.9)
V(r,ω) = 14ρcPˆ (ω)H
(2)
1 (kr) · nr. (4.10)
Darin stellt r den Abstand zwischen Aufpunkt und Quelle dar. Sa¨mtliche Untersuchun-
gen werden fu¨r ein zweidimensionales, quadratisches Feld der Seitenla¨nge vier Meter
durchgefu¨hrt. Der Radius RM des kreisfo¨rmigen Mikrofon-Arrays betra¨gt ein Meter
und dessen Mittelpunkt liegt im Ursprung. Das Line-Array hat eine Ausdehnung von
zwei Metern entlang der y-Achse und dessen Mitte liegt ebenfalls im Ursprung. Zur Be-
stimmung der U¨bereinstimmung der Extrapolation (Fehlerabstand) werden zeitbasierte
Simulationen verwendet und jeweils der quadratische Mittelwert des Schalldrucks u¨ber
den simulierten Zeitraum bestimmt. Als Grundlage zur Beurteilung der U¨bereinstim-
mung werden Differenz und Summe von Prima¨rfeld und Extrapolation gebildet. Die
Differenz ist definiert als
d(x[nx],y[ny],t) = ppri(x[nx], y[ny], t)− pext(x[nx], y[ny], t). (4.11)
Darin ist ppri(x[nx], y[ny], t) das diskretisierte Prima¨rfeld und pext(x[nx], y[ny], t) die
diskretisierte Extrapolation am Ort x[nx], y[ny]. Die U¨bereinstimmung von Prima¨rfeld
und Extrapolation an einem bestimmten Rasterpunkt x[nx],y[ny] ergibt sich dann als
Pegel ausgedru¨ckt aus dem Verha¨ltnis der quadratischen Mittelwerte des Prima¨rsignals
und des Differenzsignals:






Hohe Pegelwerte dru¨cken daher aus, dass Extrapolation und Prima¨rfeld gut u¨berein-
stimmen und der Fehlerabstand hoch ist. Als zweites Beurteilungsmaß wird die Summe
der Felder definiert als
s(x[nx], y[ny], t) = ppri(x[nx], y[ny], t) + pext(x[nx], y[ny], t). (4.13)
Fu¨r die U¨bereinstimmung anhand des Summensignals kann ebenfalls der Pegel angege-
58
4.2. Extrapolation mit kreisfo¨rmigen Mikrofon-Arrays
ben werden:






Hohe Pegelwerte fu¨r Ls(x[nx], y[ny]) zeigen, dass an dem betrachteten Punkt die um
180◦ in der Phase gedrehte Extrapolation mit dem Prima¨rfeld gut u¨bereinstimmt.
4.2. Extrapolation mit kreisfo¨rmigen Mikrofon-Arrays
Dieser Abschnitt erla¨utert die Mo¨glichkeiten anhand von Mikrofon-Messungen in kreis-
fo¨rmiger Anordnung den Verlauf akustischer Wellenfelder zu extrapolieren.
4.2.1. Extrapolation anhand des Kirchhoff-Helmholtz-Integrals mit
kreisfo¨rmigen Mikrofon-Arrays
Das KHI beno¨tigt grundsa¨tzlich die Kombination von Druck- und Schnellesignalen oder
Druck- und Druckgradientensignalen. Abbildung 4.3 zeigt die zweidimensionale Ex-
trapolation verschiedener Prima¨rfelder der Frequenz f = 300 Hz unter Anwendung
des KHI fu¨r ein kreisfo¨rmiges Mikrofon-Array des Radius RM = 1 m, bestehend aus
NM = 24 Mikrofonen. Die Mikrofonpositionen sind als rote Kreuze dargestellt. An
jeder dieser Positionen wird ein Druck- und ein Schnelleempfa¨nger angenommen. Die
Empfangsrichtung der Schnellemikrofone zeigt nach außen. In der linken Spalte ist das
Prima¨rfeld eine monochromatische, ebenen Welle, die sich unter dem Winkel ϕ = 30◦
ausbreitet. In der mittleren Spalte wird das Prima¨rfeld von einer Linienquelle in der
Na¨he des Mikrofonkreises erzeugt. In der rechten Spalte liegt diese Linienquelle im Ur-
sprung, demnach im Innern des Mikrofonkreises. In der Graustufendarstellung ist der
normierte Schalldruck auf den Wertebereich -1 (schwarz) bis +1 (weiß) abgebildet. Zeile
(a) von Abbildung 4.3 zeigt die Prima¨rfelder und Zeile (b) stellt die Extrapolationen
dar. In Zeile (c) ist die Differenz nach Gleichung (4.11) und in Zeile (d) die Summe
nach Gleichung (4.13) dargestellt.
Wird zuerst die Extrapolation der ebenen Welle betrachtet, so kann festgestellt werden,
dass die Nachbildung im Innern des Mikrofon-Kreises nahezu perfekt ist. Die Differenz
der beiden Felder ist dort u¨berall anna¨hernd gleich Null. Die gleiche Situation ergibt
sich fu¨r die mittlere Spalte, in der eine nahegelegene Linienquelle simuliert wurde. Die
dritte Spalte ist insofern interessant, weil dort gezeigt wird, dass eine Quelle im Innern
des Mikrofonkreises keinen Einfluss auf die Extrapolation im Innern hat. Es werden nur
Feldanteile nach außen extrapoliert. Diese Erkenntnis ist eine grundlegende Vorausset-
zung fu¨r die im na¨chsten Kapitel vorgestellten ANC-Algorithmen.
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Abbildung 4.3.: Extrapolation mit dem KHI bei 300 Hz. Die roten Kreuze markieren
die Mikrofonpositionen. Linke Spalte: Ebene Welle. Mittlere Spalte:
Linienquelle bei x = −1,7 m und y = −1 m. Rechte Spalte: Linienquelle
im Ursprung. (c) und (d) stellen jeweils die Differenz und die Summe
von Prima¨rfeld und Extrapolation dar.
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Abbildungen 4.4 (a)-(b) geben den Fehlerabstand nach Gleichung (4.12) an. Daraus ist
die hervorragende Nachbildung fu¨r das Innere des Kreises ersichtlich, da der Fehlerab-
stand im gesamten Inneren weit u¨ber 60 dB liegt. Fu¨r den Kreismittelpunkt kann der
Fehlerabstand mit ca. 290 dB angegeben werden, was fu¨r die sehr exakte Extrapolation
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Abbildung 4.4.: U¨bereinstimmung der Extrapolation mit dem KHI als Fehlerabstand
bei 300 Hz. (a) Ebene Welle mit ϕ = 30◦. (b) Linienquelle in z-Richtung
bei x = −1,7 m und y = −1 m. (c) Linienquelle in z-Richtung im
Ursprung.
Abbildung 4.4 (c) zeigt den Fehlerabstand fu¨r die Summe der Felder nach Gleichung
(4.14). Anhand dieser Darstellung ist die sehr gute Nachbildung fu¨r das A¨ußere des
Kreises zu sehen. Zudem zeigt dies erneut, dass fu¨r das Innere des Kreises keine Aus-
wirkungen durch eine innere Quelle bestehen.
4.2.1.1. Verhalten bei einer a¨ußeren dreidimensionalen Monopolquelle
Fu¨r praktische Betrachtungen ist interessant, wie sich die Extrapolation verhalten wird,
wenn die Prima¨rquelle kein echtes zweidimensionales Feld erzeugt. Fu¨r die dreidimen-
sionalen U¨bertragungsfunktionen des Monopols gilt













































Abbildung 4.5.: Zweidimensionale Extrapolation mit dem KHI bei 300 Hz fu¨r eine drei-
dimensionale Monopolquelle. Wie in der mittleren Abbildung zu sehen
ist, besitzt die Extrapolation auch Feldanteile außerhalb des Kreises.
Die Differenz von Prima¨rfeld und Extrapolation macht deutlich, dass


































Abbildung 4.6.: Fehlerabstand als Maß der U¨bereinstimmung fu¨r die zweidimensionale
Extrapolation mit dem KHI bei 300 Hz fu¨r eine dreidimensionale Mono-
polquelle. Da die Extrapolation nicht ideal ist, fa¨llt der Fehlerabstand
deutlich geringer aus als fu¨r eine zweidimensionale Linienquelle.
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4.2. Extrapolation mit kreisfo¨rmigen Mikrofon-Arrays
Wird erneut eine Simulation fu¨r eine Quelle am Ort x = −1,7 m und y = −1 m bei
einer Frequenz von 300 Hz durchgefu¨hrt, entsteht das in Abbildung 4.5 und Abbildung
4.6 dargestellte Ergebnis. Es ist zu erkennen, dass die Extrapolation weniger gut als
fu¨r den rein zweidimensionalen Fall verla¨uft. Dies ist darauf zuru¨ck zu fu¨hren, dass die
Ausbreitung einer von einem dreidimensionalen Monopol erzeugten Welle proportional
1/r verla¨uft, wohingegen eine unendliche Zylinderquelle ein Feld erzeugt, dass mit 1/
√
r
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Abbildung 4.7.: U¨bereinstimmung als Fehlerabstand bei Verwendung der Zirkularen
Harmonischen Extrapolation bei 300 Hz. (a) Ebene Welle mit ϕ = 30◦.
(b) Linienquelle bei x = −1,7 m und y = −1 m. (c) Linienquelle im
Ursprung.
4.2.2. Zirkulare Harmonische Extrapolation mit kreisfo¨rmigen
Mikrofon-Arrays
In Kapitel 3.4 wurde die Beschreibung akustischer Felder mittels Zirkularer Harmoni-
scher Expansionskoeffizienten beschrieben. Fu¨r die Extrapolation ist es nach Gleichung
(3.80) ausreichend, einen Mikrofonkreis mit nach außen gerichtete Mikrofonen kardio-
ider Richtcharakteristik zu verwenden [Hul04; Spo05]. Unter Verwendung der sich dar-
aus ergebenden Zirkularen Harmonischen Extrapolations-KoeffizientenMν(ω) kann die







































































































































Abbildung 4.8.: Zirkulare Harmonische Extrapolation fu¨r verschiedenen Prima¨rfelder
der Frequenz 300 Hz. Die roten Kreuze markieren die Positionen der 24
nach außen gerichteten Kardioid-Empfa¨nger. In (a) ist das Prima¨rfeld
und in (b) das extrapolierte Feld gezeigt. (c) und (d) stellen jeweils
Differenz und Summe von Prima¨rfeld und Extrapolation dar.
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4.2. Extrapolation mit kreisfo¨rmigen Mikrofon-Arrays
Die Abbildungen 4.7 und 4.8 stellen die Simulationsergebnisse fu¨r die gleichen drei Pri-
ma¨rfelder dar, die auch schon fu¨r die vorangegangenen Simulationen in diesem Kapitel
verwendet wurden. Die Zirkulare Harmonische Extrapolation zeigt demnach sehr gute
U¨bereinstimmungen mit den vorgegebenen Prima¨rfeldern. Auch ist die Wirkung der
innen liegenden Quelle fu¨r das Innere des Mikrofonkreises sehr gering.









Abbildung 4.9.: Lo¨sungsgebiet mit einfallender ebener Welle in Polarkoordinaten zur
Herleitung der Zirkularen Harmonischen Extrapolation unter Beru¨ck-
sichtigung einer kreisfo¨rmigen Impedanz ZW mit dem Radius RZ .
Die kreisfo¨rmige Messanordnung besitzt den Radius RM und es gel-
te RM > RZ .
In diesem Abschnitt wird eine Methode zur Bestimmung der Zirkularen Harmonischen
Extrapolation unter der Annahme einer kreisfo¨rmigen Impedanz ZW mit dem Radius
RZ innerhalb einer kreisfo¨rmigen Messanordnung des Radius RM hergeleitet (siehe
Abbildung 4.9). Die kreisfo¨rmige Impedanz kann ebenso als ein entlang der z-Achse
unendlich ausgedehnter Zylinder der Oberfla¨chenimpedanz ZW angesehen werden. Es
gelte RM > RZ . Das gesamte Feld, inklusive des durch die Impedanz gestreuten Anteils,
kann dann mithilfe der Zirkularen Harmonischen Expansionskoeffizienten extrapoliert
werden. Ebenso ist durch die Aufteilung in konvergierende und divergierende Feldanteile
die alleinige Betrachtung der Streuung mo¨glich.
Innerhalb der Messanordnung mit dem Radius RM seien keine Quellen vorhanden. Fu¨r
das Schalldruckfeld kann daher der bereits bekannte Ansatz der Zirkularen Harmoni-
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4. Wellenfeldextrapolation: Neue Ansa¨tze der Prima¨rfeld-Pra¨diktion





Aν(ω)H(1)ν (kr) +Bν(ω)H(2)ν (kr)
]
ejνϕ. (4.18)
Die Koeffizienten-Funktionen Aν(ω) und Bν(ω), die das Verhalten des Feldes na¨her be-
schreiben sollen, mu¨ssen nun aus geeigneten Randbedingungen bestimmt werden. Dabei
stellen die Expansionskoeffizienten wieder den Zusammenhang zwischen den Druck- und
Schnellesignalen auf RM und der Zirkularen Harmonischen Expansion her.










Einsetzen von Gleichung (4.18) in (4.19) ergibt




Aν(ω)H ′(1)ν (kRZ) +Bν(ω)H ′(2)ν (kRZ)
]
. (4.20)
Umstellen nach Bν(ω) ergibt
Bν(ω) = −Aν(ω) ·
H
(1)































geschrieben werden. Die Koeffizienten-Funktion Bν(ω) wurde somit in Gleichung (4.18)
eliminiert und alle divergierenden Feldanteile ko¨nnen nun anhand der Impedanz ZW auf
der Zylinderoberfla¨che auf die konvergierenden Anteile Aν(ω) zuru¨ckgefu¨hrt werden.
Fu¨r die zweite Randbedingung wird angenommen, dass die Impedanz im Innern nicht
vorhanden ist und somit RZ → 0 gilt. Die Untersuchung der Funktion Rν(ω) fu¨r diesen
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Eine Ausfu¨hrliche Begru¨ndung dieser Behauptung ist in B.1 beschrieben. Daher hat






H(1)ν (kr) +H(2)ν (kr)
]
ejνϕ. (4.25)
Bei direktem Vergleich mit (4.17) fa¨llt auf, dass gelten muss
Aν(ω) =Mν(ω). (4.26)
Somit kann die endgu¨ltige Berechnungsvorschrift fu¨r die Zirkulare Harmonische Ex-
trapolation bei Vorhandensein eines in z-Richtung unendlich ausgedehnten Zylinders










Mit Hilfe dieser Gleichung kann anhand von Schnelle- und Drucksignalen auf einer kreis-
fo¨rmigen Messanordnung das gesamte Schalldruckfeld beschrieben werden. Soll anstelle
des Drucks die Schnelle bestimmt werden, kann Gleichung (4.27) mit Hilfe der Euler-








H ′(1)ν (kr)−Rν(ω)H ′(2)ν (kr)
]
ejνϕ. (4.28)
4.2.3.1. Vergleich mit der analytischen Lo¨sung
In der Literatur sind verschiedene zweidimensionale Lo¨sungen fu¨r die akustische Streu-
ung an einem unendlichen Zylinder zu finden [Far51; BAUA87; Zio94]. Eine gute Her-
leitung in deutscher Sprache findet sich in [Mo¨s08]. Daraus ko¨nnen die analytischen
Lo¨sungen fu¨r den Zylinder mit der Randimpedanz Z bei einfallender ebener Welle di-
rekt entnommen werden. Fu¨r eine ebene Welle der Amplitude pˆQ mit dem Einfallswinkel

























































(d) Differenz der analytischen Lo¨sung
und der Extrapolation
Abbildung 4.10.: Vergleich der Zirkularen Harmonischen Extrapolation eines Prima¨rfel-
des fu¨r eine ebene Welle der Frequenz 300 Hz mit einer schallweichen,
kreisfo¨rmigen Impedanz im Innern. Der rote Kreis kennzeichnet die
Impedanz mit dem Radius 0.5 m und die roten Kreuze markieren die
Positionen der nach außen gerichteten 24 Kardioid-Empfa¨nger mit
dem Radius 1 m. a) Das ungesto¨rte Prima¨rfeld. b) Die Extrapolation
nach (4.27). c) Die analytische Lo¨sung nach (4.29). d) Die Differenz
von b) und c).
Der Faktor Rν wird ebenfalls nach Gleichung (4.22) bestimmt und fu¨r ν gilt
ν =
{
1, ν 6= 0
2, ν = 0.
(4.30)
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4.3. Extrapolation mit linienfo¨rmigen Mikrofon-Arrays
In Abbildung 4.10 ist der Vergleich zwischen der analytischen Lo¨sung nach [Mo¨s08] und
der Extrapolation nach Kapitel 4.2.3 dargestellt. Fu¨r die Berechnung der Extrapolation
wurden 24 Mikrofonsignale von nach außen zeigenden Kardioid-Empfa¨ngern herange-
zogen. Wie die Abbildung zeigt, sind beide Verfahren in der na¨heren Umgebung der
Mikrofone nahezu identisch. An den Ra¨ndern des Lo¨sungsgebietes treten zunehmend
Abweichungen auf, wie in der Differenz-Darstellung gut zu erkennen ist.
4.3. Extrapolation mit linienfo¨rmigen Mikrofon-Arrays
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Abbildung 4.11.: U¨bereinstimmung der Extrapolation mit dem KHI als Fehlerabstand
bei 300 Hz. (a) Eben Welle mit ϕ = 30◦. (b) Linienquelle bei x =
−1,7 m und y = −1 m. (c) Linienquelle bei x = 1 m und y = 0m.
Die in Kapitel 4.2 durchgefu¨hrten Simulationen werden nun fu¨r ein linienfo¨rmiges
Mikrofon-Array wiederholt. Anstelle der Linienquelle im Ursprung, liegt diese nun
rechtsseitig des Arrays bei x = 1 m und y = 0 m. Das Line-Array hat eine La¨n-
ge von 2 Metern und besteht ebenfalls aus 24 Mikrofon-Paaren. Es ist in negativer
x-Richtung ausgerichtet, sodass die Empfangsrichtung der Schnellemikrofone in diese
Richtung zeigt (sieh Abbildung 4.2). Der fu¨r den ANC-Algorithmus interessante Bereich
der Extrapolation liegt daher in der rechten Halbebene.
69





























































































































Abbildung 4.12.: Extrapolation mit dem KHI bei 300 Hz. Die roten Kreuze markieren
die Mikrofonpositionen. Linke Spalte: Ebene Welle. Mittlere Spalte:
Linienquelle bei x = −1,7 m und y = −1 m. Rechte Spalte: Lini-
enquelle bei x = 1 m und y = 0 m. (c) und (d) stellen jeweils die
Differenz und die Summe von Prima¨rfeld und Extrapolation dar.
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4.3. Extrapolation mit linienfo¨rmigen Mikrofon-Arrays
Die Abbildungen 4.11 und 4.12 zeigen die Simulationsergebnisse. Man beachte, dass der
Pegel des Fehlerabstands in 4.11 nun auf den Wertebereich von −20 dB bis +40 dB
skaliert wurde. Es ist sofort ersichtlich, dass die U¨bereinstimmung wesentlich ungleich-
ma¨ßiger als fu¨r den Kreisaufbau ausfa¨llt und dass der Fehlerabstand weniger hoch als
fu¨r den Mikrofonkreis ist. Dieses Ergebnis war zu erwarten, da das KHI fu¨r endliche
Linien-Arrays nicht definiert ist. Grundsa¨tzlich funktioniert die Extrapolation fu¨r den
interessierenden Bereich rechts des Arrays. Auch kann in Abbildung 4.11 (c) und in
4.12 (c) erkannt werden, dass Quellen, die rechts der Mikrofone liegen, zu keiner Beein-
flussung auf dieser Seite fu¨hren.
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Abbildung 4.13.: U¨bereinstimmung der Extrapolation mit dem Prima¨rfeld als Fehler-
abstand unter Verwendung des Rayleigh II Integrals mit kardioiden
Mikrofonen bei 300 Hz. Die Mikrofone sind in Richtung der negativen
x-Achse ausgerichtet. (a) Ebene Welle mit ϕ = 30◦. (b) Linienquelle
bei x = −1,7 m und y = −1 m. (c) Linienquelle bei x = 1 m und
y = 0 m.
Stehen anstelle von Druck- und Schnelleempfa¨ngern ausschließlich kardioide Mikrofo-
ne zur Verfu¨gung, kann das Rayleigh-II-Integral fu¨r die Extrapolation herangezogen
werden. Dieser Ansatz ist in der Praxis mo¨glich. Die Abbildung 4.13 zeigt die U¨berein-
stimmung der Extrapolation mit dem Prima¨rfeld fu¨r die Linie aus Kardioid-Mikrofonen.
Anders als bei der Extrapolation mit dem Kirchhoff-Helmholtz-Integral, entstehen bei
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4. Wellenfeldextrapolation: Neue Ansa¨tze der Prima¨rfeld-Pra¨diktion
der Extrapolation fu¨r die ebene Welle und Linienquelle von links auch Feldanteile auf
der linken Seite. Die Vorhersage des Feldes auf der rechten Seite des Arrays ist allerdings
a¨hnlich der Vorhersage durch das KHI. In einigen Bereichen ist der Fehlerabstand sogar
gro¨ßer als bei der KHI-Extrapolation, wie in 4.13 (a) und (b) zu erkennen ist. Fu¨r die
Quelle rechts des Mikrofon-Arrays ist die Wirkung der kardioiden Empfa¨nger deutlich
zu erkennen. Fu¨r diesen Fall werden kaum Feldanteile extrapoliert. Somit hat eine Quel-
le auf der der Empfangsrichtung abgewandten Seite lediglich einen vernachla¨ssigbaren
Einfluss.
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Abbildung 4.14.: Fehlerabstand der Extrapolation als Maß fu¨r die U¨bereinstimmung
zwischen Prima¨rfeld und Extrapolation durch die PWD bei 300 Hz.
(a) Ebene Welle mit ϕ = 30◦. (b) Linienquelle bei x = −1,7 m und
y = −1 m. (c) Linienquelle bei x = 1 m und y = 0 m.
Die PWD ermo¨glicht die vollsta¨ndige Beschreibung eines gegebenen Schallfeldes durch
die in 3.3 hergeleiteten Expansions-Koeffizienten. Diese Koeffizienten ko¨nnen wiederum
verwendet werden, das Schallfeld an einen beliebige Position im Raum zu extrapolieren.
In [Hul04] findet sich zu diesem Zweck die folgende Gleichung in Polarkoordinaten
P (r, γ, ω) =
∫ 2pi
0
P¯ (γ′, ω)e−jkr cos(γ−γ′)dγ′. (4.31)
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Abbildung 4.15.: Extrapolation per PWD bei f = 300 Hz. Linke Spalte: Ebene Welle
mit ϕ = 30◦. Mittlere Spalte: Linienquelle bei x = −1,7 m und y =
−1 m. Rechte Spalte: Linienquelle bei x = 1 m und y = 0 m. (c) und
(d) stellen jeweils die Differenz und die Summe von Prima¨rfeld und
Extrapolation dar.
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4. Wellenfeldextrapolation: Neue Ansa¨tze der Prima¨rfeld-Pra¨diktion
Anwenden von (4.31) in diskretisierter Form auf das gegebene Line-Array, ergibt fu¨r
die drei Prima¨rfeldsituationen bei 300 Hz die Extrapolationen aus Abbildung 4.15. Die
U¨bereinstimmungen der Extrapolationen mit den jeweiligen Prima¨rfeldern sind in 4.14
dargestellt. Es sei darauf hingewiesen, dass Gleichung (4.31) ebenso gut in Verbindung
mit Arrays anderer Geometrien verwendet werden kann.
Es ist deutlich zu erkennen, dass die Extrapolation fu¨r den interessierenden Bereich
rechts des Arrays gute U¨bereinstimmungen erzielt. Da es sich um die Zerlegung in
ebene Wellenfelder handelt, resultieren daraus auch Feldanteile links des Arrays. Dies
ist auch der Grund dafu¨r, dass in Abbildung 4.15 (b), rechte Spalte, der Einfluss einer
Quelle in der rechten Halbebene nicht ohne Einfluss auf dieser Seite bleibt.
Die PWD wird dahingehend modifiziert, dass nur eine Abtastung der linken Halb-
ebene erfolgt, indem der Winkel γ in Gleichung (4.31) auf den Bereich −pi/2 bis pi/2
einschra¨nkt wird. Dann ergibt sich die Pegelverteilung aus Abbildung 4.16. Hier ist
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Abbildung 4.16.: Fehlerabstand der Extrapolation als Maß fu¨r die U¨bereinstimmung
zwischen Prima¨rfeld und Extrapolation durch die modifizierte PWD
u¨ber die linke Halbebene bei 300 Hz. (a) Ebene Welle mit ϕ = 30◦.
(b) Linienquelle bei x = −1,7 m und y = −1 m. (c) Linienquelle bei
x = 1 m und y = 0 m.
74
4.3. Extrapolation mit linienfo¨rmigen Mikrofon-Arrays
4.3.4. Extrapolation unter Beru¨cksichtigung einer schallweichen










Abbildung 4.17.: Lo¨sungsgebiet fu¨r die Extrapolation unter Beru¨cksichtigung einer un-
endlich ausgedehnten Impedanz ZW .
In Kapitel 2 wurde bereits die Spiegelquellenmethode zur Herleitung der Rayleigh In-
tegrale verwendet. In diesem Kapitel wird diese Methode angewendet um mit einem
linienfo¨rmigen Mikrofon-Array die Extrapolation eines gegebenen Prima¨rfeldes an einer
unendlichen, schallweichen Randbedingung zu bestimmen. Das Lo¨sungsgebiet besitze
einen Impedanzabschluss ZW in Form einer unendlichen Geraden entlang der y-Achse
des zweidimensionalen Koordinatensystems. In der linken Halbebene befinde sich im
Abstand dM ein Mikrofon-Array der La¨nge LM parallel zur Randbedingung wie in
Abbildung 4.17 dargestellt.
Ein gegebenes Prima¨rfeld bewege sich in positiver x-Richtung aus der linken Halb-
ebene kommend auf das Mikrofon-Array zu. Anhand der Mikrofonsignale soll nun die
Extrapolation des Feldes bestimmt werden, unter der Voraussetzung, dass dieses an der
unendlichen Impedanz ZW reflektiert werde. Dazu werden in der Spiegelebene ebenfalls
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4. Wellenfeldextrapolation: Neue Ansa¨tze der Prima¨rfeld-Pra¨diktion
Empfa¨nger angenommen, deren Ausrichtung
nsp = −n (4.32)
ist. Die Spiegelempfa¨nger mu¨ssen die gleichen Signale wie die wirklich vorhandenen
Mikrofone erhalten, da die Reflexionen an der Wandimpedanz durch eine von rechts
kommende Welle nachgebildet werden ko¨nnen. Fu¨r einen Aufpunkt R in der linken
Halbenene kann die Extrapolation unter Beru¨cksichtigung des unendlichen Impedanz-
abschlusses ZW mit dem Reflexionsfaktor
ζ =
ZW/ρc− 1
ZW/ρc + 1 (4.33)



















jρcVn(rsp,M [m], ω)H(2)0 (krsp) ∆M.
(4.34)
Die Schnelle im Aufpunkt muss durch den Gradienten bestimmt werden, der sich mit
Gleichung (4.34) und der in Kapitel 2.5.4.3 vorgestellten Methode berechnen la¨sst.
Fu¨r einen schallweichen Impedanzabschluss, der sich fu¨r die Sekunda¨rquellen eines idea-
len ANC-Systems entlang des unendlichen Impedanzabschlusses ZW ergeben wu¨rde,
muss ein schallweicher Abschluss mit ZW = 0 angenommen werden. Daraus resultiert
der Reflexionsfaktor ζ = −1 nach Gleichung (4.33). Wird ζ = −1 in Gleichung (4.34)
verwendet, so ergibt sich fu¨r Aufpunkte entlang der y-Achse das zu erwartende Ergeb-
nis: Der Schalldruck wird zu Null und die Schnelle verdoppelt sich an dem schallweichen
Impedanzabschluss.
Die Simulationsergebnisse der Extrapolation unter der Annahme ZW = 0 sind in den
Abbildungen 4.19 und 4.18 dargestellt. Abbildung 4.19 zeigt in der ersten Zeile das un-
beeinflusste Prima¨rfeld. Spalte Zwei entha¨lt das erwu¨nschte Feld, das bei einer schall-
weichen Reflexion an der Geraden entlang der y-Achse bei x = 0 m entstehen wu¨rde.
Die dritte Zeile stellt die Extrapolation Anhand von Gleichung (4.34) dar. In Zeile Vier
ist die Differenz des erwu¨nschten und des extrapolierten Feldes aufgetragen.
Fu¨r den Einfall der ebenen Welle ist deutlich die stehende Welle in x-Abha¨ngigkeit zu
erkennen, die sich im Fehlerabstandsplot als vertikale, schwarze Streifen in der linken
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4.3. Extrapolation mit linienfo¨rmigen Mikrofon-Arrays
Halbebene darstellt. Auch fu¨r die beiden Linienquellen in den mittleren und rechten
Plots sind derartige Auspra¨gungen zu sehen, die aber entsprechend der Quellcharak-
teristik gekru¨mmt sind. An diesen Punkten ist der Schalldruck das erwu¨nschte Feldes
gleich Null, weshalb dort kein ho¨herer Pegel bei Differenzbildung mit der Extrapola-
tion entstehen kann. Insgesamt verla¨uft die Pra¨diktion gut. Besonders fu¨r eine dem
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Abbildung 4.18.: U¨bereinstimmung der Extrapolation mit dem erwu¨nschten Feld mit
der Methode der Spiegelempfa¨nger bei 300 Hz. (a) Ebene Welle mit
ϕ = 30◦. (b) Linienquelle bei x = −1,7 m und y = −1 m. (c) Linien-
quelle bei x = −2 m und y = 0 m. Die schwarzen Bereiche im jeweils
rechten Teil der Abbildungen kennzeichnen die Spiegelebene, in der
keine Wellenausbreitung stattfindet.
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Abbildung 4.19.: Extrapolation mit der Methode der Spiegelempfa¨nger. Linke Spal-
te: Ebene Welle mit ϕ = 30◦. Mittlere Spalte: Linienquelle bei
x = −1,7 m und y = −1 m. Rechte Spalte: Linienquelle bei x = −2 m
und y = 0 m. (a) Das ungesto¨rte Prima¨rfeld. (b) Das erwu¨nschte Feld.
(c) Die Extrapolation. (d) Die Differenz von Prima¨rfeld und Extrapo-
lation. Die grauen Bereiche im jeweils rechten Teil der Abbildungen
(b)-(d) kennzeichnen die Spiegelebene ohne Wellenausbreitung.78
4.3. Extrapolation mit linienfo¨rmigen Mikrofon-Arrays
4.3.5. Tapering bei der Extrapolation mit linienfo¨rmigen Mikrofon-Arrays
Die Extrapolationen mit dem linienfo¨rmigen Mikrofon-Array sind weniger exakt als fu¨r
den kreisfo¨rmigen Aufbau, da das KHI nur fu¨r eine geschlossene Berandung und die
Rayleigh-Integrale nur fu¨r unendliche Gerade definiert sind. Zudem ko¨nnen durch die
endliche Apertur Beugungserscheinungen am Anfang und am Ende des Arrays auftreten
(Truncation). Da der Mikrofonkreis keinen Anfang und auch kein Ende besitzt, treten
derartige Artefakte dort nicht auf. Das Truncation-Problem wurde zum Beispiel in
[Vog93] und in [Sta97] fu¨r die Synthese mit endlichen Lautsprecher-Arrays untersucht.
Als Gegenmaßnahme wird dort unter anderem Tapering als ra¨umliche Fensterung der
Lautsprechersignale vorgeschlagen. In [Hul04] wird dieses Verfahren auch fu¨r die Auf-
nahme mit Mikrofon-Arrays fu¨r das Holophonie-Verfahren betrachtet. Dort wird auch
darauf hingewiesen, dass Tapering besonders effektiv ist, wenn nur eine Prima¨rquelle
vorhanden ist, die idealerweise frontal zum Mikrofon-Array liegt. Beim Vorhandensein
mehrerer Quellensignale aus unterschiedlichen Einfallsrichtungen, habe Tapering eher
mehr Artefakte zur Folge.
In Abbildung 4.20 wird erneut die Extrapolation fu¨r ein zwei Meter langes Mikrofon-
Array bei 300 Hz dargestellt. Diesmal jedoch sind insgesamt 200 Mikrofon-Paare vor-
handen, um eine bessere Anna¨herung an eine kontinuierliche Linie zu erzielen. Das
Tapering wird in Form einer Hanning-Flanke auf die Mikrofone am Rand angewendet.
Die La¨nge der Flanke betra¨gt 1/8 der Array-La¨nge. Abbildung 4.20 (a) zeigt das Simu-
lationsergebnis ohne Tapering und 4.20 (b) mit Tapering bei 300 Hz. Zum Vergleich ist
die gleiche Simulation bei einer Frequenz von 1500 Hz in Abbildung 4.21 dargestellt.
Wie in den Abbildungen zu erkennen ist, verbessert Tapering die Extrapolation nur ge-
ringfu¨gig. Dies ha¨ngt damit zusammen, dass zur Berechnung der Extrapolation sowohl













des KHI hinzugenommen, so kann die Kombination aus Druck und Schnelle auch als eine
(hyper-)kardioide Empfangscharakteristik angesehen werden [Hul04]. Fu¨r eine derarti-
ge Richtfunktion sind Artefakte durch endliche Aperturen weniger ausgepra¨gt [Ver97]
und Tapering ist eher unno¨tig. Eine weitere, anschauliche Erkla¨rung ergibt sich, wenn
Lautsprecher anstelle von Mikrofonen angenommen werden, die das gegebene Feld syn-
thetisieren. Wu¨rde es sich dabei lediglich um Monopolquellen handeln, erga¨ben sich an
den Ra¨ndern die bekannten, ringfo¨rmigen Beugungsmuster. Wird hingegen eine Kom-
bination aus Omnipol- und Dipol-Strahler angenommen, ist sofort ersichtlich, dass die
Beugung geringfu¨giger ausfa¨llt.
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Abbildung 4.20.: U¨bereinstimmung von Extrapolation und Prima¨rfeld als Fehlerab-
stand Ld bei 300 Hz. Linke Spalte: Ebene Welle mit ϕ = 30◦. Mittlere
Spalte: Linienquelle bei x = −1,7 m und y = −1 m. Rechte Spalte:
Linienquelle bei x = −1 m und y = 0 m.
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Abbildung 4.21.: U¨bereinstimmung von Extrapolation und Prima¨rfeld als Fehlerab-
stand Ld bei 1500 Hz. Linke Spalte: Ebene Welle mit ϕ = 30◦. Mittlere
Spalte: Linienquelle bei x = −1,7 m und y = −1 m. Rechte Spalte:




zweidimensionalen Active Noise Control
Dieses Kapitel widmet sich der Synthese von Schallfeldern zur aktiven Auslo¨schung ei-
nes gegebenen Prima¨rfeldes und kann in drei Abschnitte unterteilt werden: Im ersten
Teil wird die in [Tri03] vorgestellte Methode der Analysepunkte in vera¨nderter Wei-
se hergeleitet und es werden Variationen aufgezeigt, die auf den bereits vorgestellten
Extrapolationsverfahren beruhen. Der zweite Abschnitt behandelt das neue Verfahren
der Synthese durch die Reflexionsa¨quivalenz, die ohne Analysepunkte auskommt. Im
dritten Teil wird ein Hybridverfahren der beiden erstgenannten Methoden gezeigt, dass
fu¨r das in Kapitel 7 vorgestellte System Relevanz besitzt.
5.1. Methode der Analysepunkte








NM = NL = NA
NA
Abbildung 5.1.: Prinzipieller Aufbau eines MIMO Feedforward ANC-Systems.
Das Ziel eines Feedforward Active Noise Control Systems ist den Schalldruck an einem
oder mehreren U¨berlagerungspunkten zu minimieren. Die Struktur fu¨r ein derartiges
System mit mehreren Ein- und Ausga¨ngen (Multiple Input Multiple Output (MIMO)-
Feedforward-ANC-System) ist in Abbildung 5.1 dargestellt ([Nel92; KM96; Ell01]). Bei
der Eingangsgro¨ße x(n) kann es sich um eine Reihe von NM Mikrofonsignalen handeln
oder aber auch um andere Gro¨ßen, wie die Drehzahl eines Motors, die Netzfrequenz,
oder deren Kombination. Durch die U¨bertragungsfunktion P(z) entstehen die Signale
d(n), deren Nachbildung verlangt wird (desired). Dabei handelt es sich streng genom-
men um Signale, die unerwu¨nscht und zu minimieren sind, weshalb sie gelegentlich
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auch als undesired bezeichnet werden. Zu diesem Zweck werden die Eingangsgro¨ßen
dem mehrdimensionalen Filter W(z) zugefu¨hrt. Dessen Ausgangssignale q(n) wirken
u¨ber die Sekunda¨rpfade S(z) in den U¨berlagerungspunkten und interferieren dort als
y(n) mit d(n). Die Fehlersignale e(n) ergeben sich daher aus der Summe
e(n) = d(n) + y(n). (5.1)
Man beachte, dass hier auch oftmals die Differenz verwendet wird. Fu¨r das weitere
Vorgehen sollen alle Signalvektoren die gleiche La¨nge NM = NL = NA besitzen.
Aus dem Ersatzschaltbild in Abbildung 5.1 ist direkt ersichtlich, dass W(z) die folgende,
optimale U¨bertagungsfunktion W◦(z) haben muss:
W◦(z) = −P(z) · S−1(z). (5.2)
Sind demnach die Prima¨rpfade P(z) und die Sekunda¨rpfade S(z) bekannt, kann die
mehrdimensionale U¨bertragungsmatrix direkt bestimmt werden.
In dem vorangegangenen Kapitel wurde gezeigt, wie anhand der Wellenfeldextrapola-
tion die Pra¨diktion akustischer Felder und somit eine Abscha¨tzung der Prima¨rpfade
mo¨glich ist. Des weiteren wurden in Kapitel 2 die Rayleigh Integrale und die Simple
Source Formulation vorgestellt, anhand derer die Synthese von Schallfeldern vollzogen
werden kann. Werden Extrapolation und Synthese zusammengefu¨hrt, kann das optimale
mehrdimensionale Filter abgescha¨tzt werden:
Wˆ◦(z) = −Pˆ(z) · Sˆ−1(z). (5.3)
Darin stellt Pˆ(z) die Pra¨diktion der Prima¨rpfade durch die Wellenfeldextrapolation dar
und Sˆ(z) eine Abscha¨tzung der Synthese durch die Sekunda¨rquellen. Die Herleitung und
Beschreibung durch akustische Feldgro¨ßen folgt im na¨chsten Abschnitt.
5.1.2. Eine alternative Herleitung der Methode der Analysepunkte anhand
des allgemeinen Kirchhoff-Integrals
Die nachfolgende Herleitung der Methode der Analysepunkte stellt eine leichte Abwand-
lung der in [Tri03] dargelegten Ausfu¨hrungen dar. Es wird das allgemeine Kirchhoff-
Integral verwendet, wie zum Beispiel in [KK10] dargestellt.
Das allgemeine zweidimensionale Kirchhoff-Integral beschreibt den Druck am Ort rR
als Superposition der Beitra¨ge auf dem Rand F und der inneren Quellenverteilung Ψi:














jρcVn(rF ,ω)H(2)0 (kr) dF.
(5.4)
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Abbildung 5.2.: Lo¨sungsgebiet fu¨r das allgemeine Kirchhoff-Integral mit a¨ußerer Quel-
lenverteilung Ψa und innerer Quellenverteilung Ψi.
Im Vergleich mit Abbildung 5.1 stellt der Punkt rR in der Fla¨che F die Superpositions-
punkte dar, an denen die Fehler e(n) minimiert werden sollen. Diese Orte werden nach
[Tri03] im Folgenden Analysepunkte genannt. Fu¨r eine Auslo¨schung des Prima¨rfeldes
d(n) muss an den Analysepunkten daher folgende Bedingung erfu¨llt sein:
P (rR,ω) = PPrima¨r(rR,ω) + PSekunda¨r(rR,ω)
!= 0. (5.5)













jρcVn(rF , ω)H(2)0 (kr) dF.
(5.6)














jρcVn(rF , ω)H(2)0 (kr) dF.
(5.7)
5.1.2.1. Verallgemeinerung der Methode der Analysepunkte
Das allgemeine Kirchhoff-Integral stellt die U¨berlagerung eines a¨ußeren und eines in-
neren Schallfeldes in V dar. Demnach kann die Methode der Analysepunkte weiter
verallgemeinert werden zur bereits erwa¨hnten Superposition von Extrapolation und
Gegenfeldsynthese am Analysepunkt. Die Extrapolation kann auf verschiedenen Wegen
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erzielt werden, wie bereits in Kapitel 4 gezeigt wurde. Die Gegenfeldsynthese ha¨ngt
von der Art der Sekunda¨rquellen und deren Anordnung ab. In Kapitel 7.4 wird darge-
legt, wie die Sekunda¨rpfade ausgemessen werden ko¨nnen, sodass keinerlei Modellbildung
notwendig ist.
Fu¨r die weiteren Untersuchungen in diesem Kapitel wird daher fu¨r die Synthese eines
kreisfo¨rmigen Sekunda¨rfeldes die Simple Source Formulation nach Kapitel 2.6 gewa¨hlt.























Abbildung 5.3.: Erweiterter Aufbau des MIMO Feedforward ANC-Systems unter Be-
ru¨cksichtigung von Druck- und Schnellesignalen.
Aufgrund endlicher Anzahl an Referenzempfa¨ngern und Sekunda¨rquellen wird die Syn-
thesegleichung auf Basis von Gleichung (5.7) in diskreter Form beno¨tigt:
qT · S = pTM ·Wp + vTn,M ·Wv. (5.8)
Darin ist q der Vektor der Sekunda¨rsignale, S sind die Sekunda¨rpfade, pM sind die Si-
gnale der Druckempfa¨nger, Wp ist die U¨bertragungsmatrix zwischen Druck-Mikrofonen
und Analysepunkten, vn,M sind die Mikrofonsignale der Schnelleempfa¨nger und Wv ist
die U¨bertragungsmatrix zwischen Schnelle-Mikrofonen und Analysepunkten. Das ANC-
System inklusive der Aufspaltung der Eingangsgro¨ße in Druck- und Schnellesignale ist
im Ersatzschaltbild in Abbildung 5.3 dargestellt.
Umformen nach q ergibt somit die gewu¨nschte Synthesegleichung
qT = pTM ·Wp · S−1 + vTn,M ·Wv · S−1. (5.9)
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Damit ko¨nnen die Lautsprechersignale direkt bestimmt werden, sofern die Sekunda¨r-
pfade S invertierbar sind. Es ergibt sich implizit, dass die Anzahl der Analysepunkte
gleich der Anzahl der Sekunda¨rquellen gewa¨hlt werden sollte: NA = NL.










Abbildung 5.4.: Aufbau des ANC-Systems bestehend aus Referenzmikrofonen, Gegen-
lautsprechern und Analysepunkten nach [Tri03]. Der Radius des Mi-
krofonkreises betra¨gt RM = 1,2 m, der Radius des Lautsprecherkreises
RL = 1 m und der Radius des Analysepunktekreises betra¨gt RA = 0,5
m.
Abbildung 5.4 zeigt den Aufbau des ANC-Systems, bestehend aus dem a¨ußeren Mikro-
fonkreis, dem Lautsprecherkreis und den kreisfo¨rmig angeordneten Analysepunkten.
Der Normalenvektor n zeigt die Empfangsrichtung der Schnelleempfa¨nger an. Zur Ver-
deutlichung des ANC-Verfahrens, sind die Extrapolation und die Gegenfeldsynthese an
den Analysepunkten eingezeichnet. Fu¨r die Gegenfeldsynthese wird die Simple Source
Formulation nach Kapitel 2.6 in diskretisierter Form herangezogen. Der Schalldruck des






q(rL[l],ω) H(2)0 (kr(l,a)) ∆L. (5.10)
Darin ist rA[a] der Ort des a-ten Analysepunkts und rL[l] der Ort des l-ten Lautspre-
chers und ∆L die La¨nge des Kreisabschnitts zwischen den Lautsprechern. r(l,a) stellt
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die La¨nge des Verbindungsvektors zwischen dem Lautsprecher l und dem Analysepunkt
a dar.

















Darin ist rl,a der Betrag des Verbindungsvektors zwischen der Sekunda¨rquelle l und
dem Analysepunkt a. Mit l = 0 . . . NL − 1 und a = 0 . . . NA − 1.
5.1.3.1. Extrapolation anhand des Kirchhoff-Helmholtz-Integrals
Erfolgt die Extrapolation mit dem KHI, ko¨nnen die U¨bertragungs-Matrizen Wp und





































In Gleichung (5.13) ist r(m,a) der Betrag des Verbindungsvektors zwischen der Mikro-
fonposition m und dem Analysepunkt a mit m = 0 . . . NM − 1. Dementsprechend ist
ϕm,a der Winkel zwischen dem nach Innen zeigenden Normalenvektor n auf dem Mi-
krofonkreis und r(m,a).
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Abbildung 5.5.: Simulation des kreisfo¨rmigen 2D-ANC-Systems unter Verwendung der
Methode der Analysepunkte bei 300 Hz. Linke Spalte: Ebene Welle
mit ϕ = 30◦. Mittlere Spalte: Linienquelle bei x = −1,7 m und y =
−1 m. Rechte Spalte: Linienquelle im Ursprung. (a) Das ungesto¨rte
Prima¨rfeld. (b) Das Sekunda¨rfeld. (c) Die Superposition.
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Abbildung 5.6.: Da¨mpfung des Prima¨rfeldes durch das 2D-ANC-System unter Verwen-
dung der Methode der Analysepunkte bei 300 Hz. (a) Ebene Welle
mit ϕ = 30◦. (b) Linienquelle bei x = −1,7 m und y = −1 m. (c)
Linienquelle im Ursprung.
Man beachte, dass in [Tri03] die U¨bertragungsfunktionen anders gebildet werden, da
dort zwei nah beieinander liegende Druckempfa¨nger anstelle der Kombination von
Druck- und Schnelleempfa¨nger angenommen werden. Der Schalldruck und dessen Gra-
dient werden dann aus der Summe und der Differenz der beiden Druckempfa¨nger an-
gena¨hert.
Das Simulationsergebnis des vollsta¨ndigen Systems ist in Abbildung 5.5 dargestellt.
Der Mikrofonkreis hat einen Radius von 1,2 m, der Lautsprecherradius betra¨gt 1 m
und der Kreis der Analyspunkte hat einen Radius von 0,5 m. Die Linke Spalte zeigt das
Prima¨rfeld, das durch die Sekunda¨rquellen erzeugte Sekunda¨rfeld und die Superposition
der beiden Felder fu¨r die ebene Welle in 30◦ Ausbreitungsrichtung. Die mittlere Spalte
zeigt die gleichen Felder fu¨r eine nahegelegene Linienquelle und die rechte Spalte fu¨r
eine Linienquelle in der Mitte des Kreises.
Fu¨r die von außen in den Kreis eindringenden Felder ist die fast perfekte Auslo¨schung
durch das Gegenfeld erkennbar. Fu¨r das Feld von Innen gilt, dass dieses lediglich zu
einer zu vernachla¨ssigen Reaktion durch das System fu¨hrt. Die durch die destruktive
Interferenz erzielten Da¨mpfungswerte sind in Abbildung 5.6 zu sehen. Auch diese be-
sta¨tigen die ausgezeichnete Auslo¨schung im Innern und die kaum erkennbare Reaktion
auf Quellen im Innern.
Daru¨ber hinaus ist eine wichtige, positive Eigenschaft der Methode der Analysepunkte
zu erkennen: Die Ansteuerung der Sekunda¨rquellen ergibt sich aufgrund der Inver-
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tierung der Sekunda¨rpfade implizit. In vielen Beitra¨gen zur Wellenfeldsynthese wird
die Problematik der korrekten Ansteuerung der Sekunda¨rquellen in kreisfo¨rmigen oder
konvexen Lautsprecher-Arrays genannt, wie zum Beispiel in [ARS08] beschrieben. Da
bei der Verwendung eines herko¨mmlichen Holophonie- oder Wave Field Extrapolation
(WFE)-Ansatzes die Lautsprechersignale direkt aus Mikrofonsignalen bestimmt wer-
den, kommt es in der Praxis zu unerwu¨nschten Feld-Anteilen im Reproduktionsgebiet,
da in der Regel nur Monopolquellen und nicht Monopol- und Dipolquellen verwendet
werden ko¨nnen. Fu¨r die korrekte Wiedergabe einer ebenen Wellenfront werden bei die-
sen Verfahren die hinteren Sekunda¨rquellen nicht angesteuert (siehe auch [FN13]). Das
Verfahren der Analysepunkte bietet in dieser Hinsicht einen klaren Vorteil, der aller-
dings auf der Invertierung der Sekunda¨rpfade beruht. Diese liefert in der Praxis nicht
immer befriedigende Ergebnisse.
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Abbildung 5.7.: Da¨mpfung des Prima¨rfeldes durch das 2D-ANC-System unter Verwen-
dung der Methode der Analysepunkte bei 300 Hz. Extrapolation mit
Zirkularen Harmonischen und kardioiden Empfa¨ngern. (a) Ebene Wel-
le mit ϕ = 30◦. (b) Linienquelle bei x = −1,7 m und y = −1 m. (c)
Linienquelle im Ursprung.
In Kapitel 4 konnte gezeigt werden, das die Extrapolation anhand Zirkularer Harmo-
nischer Expansionskoeffizienten ebenfalls eine sehr gute Pra¨diktion eines Prima¨rfeldes
ermo¨glicht. Fu¨r das Analysepunkte-Verfahren wird die diskrete Grundgleichung abge-
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wandelt und nimmt folgende Form an:
qT = pTZHE · S−1. (5.14)













H(1)ν (kra) +H(2)ν (kra)
]
ejνϕa . (5.16)
Fu¨r die ebene Welle, die externe Linienquelle und die interne Quelle sind die Simula-
tionsergebnis fu¨r das ANC-System auf Basis der ZHE im Grunde identisch mit dem
System auf Basis des KHI. Die Da¨mpfungsergebnisse zeigt Abbildung 5.7. Somit bietet
die ZHE eine gute Variation der Methode der Analysepunkte, da diese fast identische
Da¨mpfungsergebnisse liefert, keine Reaktion auf Quellen im Innern zeigt und mit kar-
dioiden Mikrofonen anstelle von Mikrofonpaaren auskommt. Somit halbiert sich die
Anzahl der zu verarbeitenden Eingangssignale.
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Abbildung 5.8.: Linienfo¨rmiger Aufbau des ANC-Systems bestehend aus Referenz-
Mikrofonen, Gegenlautsprechern und Analysepunkten.
Das ANC-System auf Basis der Analysepunkte-Methode und des KHI wurde bereits
ausfu¨hrlich in [Tri03] diskutiert. Fu¨r den Einsatz in der Praxis sind geschlossene An-
ordnungen wie der ANC-Kreis oder der Aufbau als Quadrat nicht immer geeignet. In
vielen Situation ist daher der Einsatz einer aktiven Schallbarriere sinnvoller, a¨hnlich
einer Schallschutzmauer mit schallweicher Oberfla¨chenimpedanz. Fu¨r das linienfo¨rmige
ANC-System sollen fu¨r Gleichung (5.9) zuerst die Sekunda¨rpfade S anhand des diskre-











q(rL[l], ω) H(2)0 (kr(l,a)) ∆L.
(5.17)
Darin sind rA[a] der Ort des a-ten Analysepunkts, rL[l] der Ort des l-ten Lautsprechers
und ∆L der Abstand der Lautsprecher. r(l,a) stellt die La¨nge des Verbindungsvektors
zwischen dem Lautsprecher l und dem Analysepunkt a dar. Die U¨bertragungsmatrix S
der Sekunda¨rpfade lautet dann mit der Anzahl an Lautsprechern NL und der Anzahl
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Abbildung 5.9.: Da¨mpfung des Prima¨rfeldes durch das linienfo¨rmige 2D-ANC-System
unter Verwendung der Methode der Analysepunkte bei 300 Hz. (a)
Ebene Welle mit ϕ = 30◦. (b) Linienquelle bei x = 1 m und y = 0 m.
(c) Linienquelle bei x = 1 m und y = 0 m.
Im Vorfeld wurde bereits erwa¨hnt, dass das zweidimensionale KHI nicht fu¨r eine endliche
Linienanordnung definiert ist. Dennoch wird es im folgenden Abschnitt, wie auch schon
in Kapitel 4, fu¨r die Pra¨diktion des Prima¨rfeldes an den Analysepunkten herangezogen.
Die Ergebnisse der Simulationen fu¨r die Frequenz 300 Hz zeigen die Abbildungen 5.9
und 5.10. Die La¨nge der Mikrofon- und Lautsprecherarrays betra¨gt jeweils zwei Meter
und jedes Arrays besteht aus 24 Elementen. Ebenso viele Analysepunkte werden u¨ber
die gleiche La¨nge angenommen. Die parallel zur y-Achse ausgerichteten Mikrofone,
Lautsprecher und Analysepunkte befinden sich jeweils bei x = −0,2 m, x = 0 m und
x = 0,4 m. In der linken Spalte von Abbildung 5.10 sind Prima¨rfeld, Gegenfeld und
Superposition fu¨r die ebene Welle mit dem Ausbreitungswinkel ϕ = 30◦ zu sehen.
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Abbildung 5.10.: Simulation des linienfo¨rmigen 2D-ANC-Systems unter Verwendung
der Methode der Analysepunkte bei 300 Hz. Linke Spalte: Ebene Wel-
le mit ϕ = 30◦. Mittlere Spalte: Linienquelle bei x = −1,7 m und
y = −1 m. Rechte Spalte: Linienquelle bei x = 1 m und y = 0 m. (a)
Das ungesto¨rte Prima¨rfeld. (b) Das Sekunda¨rfeld. (c) Die Superposi-
tion.
Dem entsprechend zeigen die mittlere und rechte Spalte diese Felder fu¨r die Linienquelle
links und die Linienquelle rechts. Die destruktive Interferenz durch das Gegenfeld fa¨llt
nicht so ausgepra¨gt aus wie bei dem kreisfo¨rmigen ANC-System. Dieses Ergebnis zeigt
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große A¨hnlichkeiten mit den in Kapitel 4 gezeigten Extrapolations-Simulationen. Der
linienfo¨rmige Aufbau ist demnach in der Lage, eine aktive Da¨mpfung des Prima¨rfeldes
zu erzeugen. Wie in Abbildung 5.9 zu erkennen ist, entsteht rechts der Sekunda¨rquel-
len ein Da¨mpfungsmuster, das keine gleichma¨ßig Auspra¨gung aufweist, sondern Zonen
starker und weniger starker Auslo¨schung besitzt. Der Grund dafu¨r liegt bei der end-
lichen Sekunda¨rquellverteilung, die bei einem kreisfo¨rmigen Aufbau nicht gegeben ist.
Den Abbildungen 5.9 und 5.10 kann zudem entnommen werden, dass das ANC-System
nicht auf die Quelle im Da¨mpfungsbereich reagiert, wie es anhand der Voruntersuchun-
gen aus Kapitel 4 zu erwarten war. Da fu¨r die Synthese des Gegenfeldes ausschließlich
Monopolquellen verwendet werden, kann Tapering in diesem Fall zu einer Verbesserung
fu¨hren [Sta97].
5.1.4.2. Extrapolation mit dem Rayleigh-II-Integral und Kardioid-Mikrofonen
Sollen keine Schnelleempfa¨nger verwendet werden, kann mit handelsu¨blichen Kardioid-
Mikrofonen gearbeitet werden. Die Extrapolation wird dann anhand des Rayleigh-II-
Integrals nach Kapitel 4.3.2 vollzogen und die diskrete Synthesegleichung erha¨lt die
Form
qT = pTM,kard ·Wp,kard · S−1. (5.19)
Die Matrix der U¨bertragungsfunktionen ist dann mit dem Abstand der ∆M der Mikro-




















Das Da¨mpfungsergebnis bei 300 Hz wird in Abbildung 5.11 gezeigt. Die Da¨mpfung ist
a¨hnlich der Da¨mpfung, die anhand des KHI erzielt wurde. Auch reagiert das System
nicht auf Quellen im Da¨mpfungsbereich. Daher bietet diese Methode der Verwendung
kardioider Mikrofone und dem Rayleigh-II-Integral eine gute Alternative zum Einsatz
von Druck- und Schnelleempfa¨ngern und dem KHI. Dabei werden zwei Vorteile deutlich:
Man beno¨tigt nur die halbe Anzahl an Mikrofonen und der Abgleich der Druck- und
Dipolkapseln entfa¨llt. Ein Nachteil in der Praxis kann sein, dass die Richtcharakteris-
tik der kardioiden Mikrofone u¨ber den gewu¨nschten Frequenzbereich nicht ausreichend
genau ist.
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Abbildung 5.11.: Da¨mpfung des Prima¨rfeldes durch das linienfo¨rmige 2D-ANC-System
unter Verwendung der Methode der Analysepunkte bei 300 Hz. Ex-
trapolation mit dem Rayleigh II Integral und kardioiden Mikrofonen.
(a) Ebene Welle mit ϕ = 30◦. (b) Linienquelle bei x = −1,7 m und
y = −1 m. (c) Linienquelle bei x = 1 m und y = 0 m.
5.1.4.3. Extrapolation mit der modifizierten Plane Wave Decomposition
In Kapitel 4.3.3 wurde gezeigt, dass die Extrapolation eines mit Druck- und Schnelle-
Empfa¨ngern erfassten Prima¨rfeldes anhand der PWD vollzogen werden kann. Es wurde
ebenfalls gezeigt, dass fu¨r die Belange des zweidimensionalen ANC-Systems eine Ab-
wandlung der Methode nach [Hul04] no¨tig ist, damit nur Wellen erfasst werden, die in
den Da¨mpfungsbereich hineinlaufen.
Die diskrete Synthesegleichung lautet unter Verwendung der PWD wie folgt:
qT = pTPWD · S−1. (5.21)
Der Vektor pPWD gibt den pra¨dizierten Druck anhand der auf eine Halbenene be-
schra¨nkten PWD den Analysepunkten an:
pTPWD =
[




Die einzelnen Vektorkomponenten werden dann nach Gleichung (4.31) in einer diskre-
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tisierten Abwandlung fu¨r eine Halbebene bestimmt:




P¯ (γ, ω)e−jkra cos(γa−γ)∆γ. (5.23)
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Abbildung 5.12.: Da¨mpfung des Prima¨rfeldes durch das linienfo¨rmige 2D-ANC-System
unter Verwendung der modifizierten PWD bei 300 Hz. (a) Ebene Welle
mit ϕ = 30◦. (b) Linienquelle bei x = −1,7 m und y = −1 m. (c)
Linienquelle bei x = 1 m und y = 0 m.
Die Extrapolations-Koeffizienten der PWD werden mit Gleichung (3.66) in diskretisier-
ter Form bestimmt:
P¯ (γ, ω) = k4pi
Nm−1∑
m=0
(ρcVn(rM [m],ω) + cos γ P (rM [m],ω)) ejkdM [m] sin γ∆M. (5.24)
In dieser Gleichung sind Vn(rM [m],ω) und P (rM [m],ω) jeweils das Schnellesignal in
Normalenrichtung und das Drucksignal des m-ten Mikrofonpaares. dM [m] ist der Ab-
stand des m-ten Mikrofonpaares vom Mittelpunkt des linienfo¨rmigen Mikrofon-Arrays
und ∆M der Abstand der Mikrofonpaare zueinander. Es sei erneut darauf hingewiesen,
dass γ = −pi2 . . . pi2 gilt, um nur die Halbebene in Empfangsrichtung abzutasten.
Das Da¨mpfungsergebnis des gerade beschriebenen Verfahrens ist in Abbildung 5.12
abgebildet. Da ein a¨hnliches Ergebnis wie mit den beiden vorherigen Verfahren un-
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ter Verwendung des KHI und des Rayleigh-II-Integrals erzielt wird und die Reaktion
der modifizierten PWD auf die Quelle im Da¨mpfungsgebiet anna¨hernd gleich Null ist,
stellt die modifizierte PWD eine weitere Mo¨glichkeit der Prima¨rfeld-Pra¨diktion im zwei-
dimensionalen ANC-System dar.
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Abbildung 5.13.: Aufbau des ANC-Systems bestehend aus Referenzmikrofonen und Ge-
genlautsprechern. Links: Der diskrete Aufbau, bestehend aus NL Ge-
genlautsprechern und NM Referenzempfa¨ngern. Der Normalenvektor
n zeigt die Empfangsrichtung der Schnelleempfa¨nger an. Rechts: Ver-
deutlichung der Geometrie anhand des kontinuierlichen Modells. Der
Lautsprecherkreis stellt hier den schallweichen Reflektor mit der Be-
randung L dar. Der Mikrofonkreis leigt demnach auf der Kontur M .
In Kapitel 2.6 wurde hergeleitet, dass fu¨r eine kontinuierliche Quellfunktion auf der
Berandung L nach Abbildung 5.13 gilt, dass diese gleich der Differenz der Gradienten
des internen und des externen Feldes ist:
a(rL) = ∇nPe(rL)−∇nPi(rL). (5.25)
Wie in [FN13] gezeigt wird, kann diese Eigenschaft genutzt werden, um eine geeig-
nete Quellfunktion a(rL) zur Nachbildung eines erwu¨nschten Prima¨rfeldes zu bestim-
men. Angenommen wird dafu¨r eine schallweiche Randbedingung (homogene Dirichlet-
Randbedingung) auf L:
Ptot(rL) = Ppri(rL) + Psca(rL) = 0. (5.26)
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Das Gesamt-Druckfeld Ptot(rL) auf L ist die U¨berlagerung des Prima¨rfeldes Ppri(rL)
und des gestreuten Feldes Psca(rL). Dieses muss der Randbedingung entsprechend gleich
Null sein. Nach [FN13] kann dann die kontinuierliche Quellfunktion a(rL) aus dem
Gradienten des Gesamt-Feldes gewonnen werden:
a(rL) = ∇nPpri(rL) +∇nPsca(rL) = ∇nPtot(rL). (5.27)
Man beachte, dass der Normalenvektor n in [FN13] nach außen zeigt. Ersetzen des








fu¨r das gesamte Feld. Fu¨r die Synthese des Gegenfeldes ist daher die Kenntnis der
Schnelle in Normalenrichtung Vn(rL,ω) auf der Reflektoroberfla¨che no¨tig. Wie bereits
in Kapitel 4.2.3 gezeigt wurde, kann diese fu¨r den unendlich langen Zylinder wie folgt








H ′(1)ν (krL)−Rν(ω)H ′(2)ν (krL)
]
ejνϕ. (5.29)
Der Zirkulare Harmonische Reflexionskoeffizient Rν(ω) vereinfacht sich fu¨r eine schall-









Die Zirkularen Harmonischen Expansionskoeffizienten Mν(ω) werden nach Gleichung
(3.80) mit den Fouriertransformierten kardioider Mikrofonsignale in Polarkoordinaten
gewonnen. Daher kann die diskrete Quellsignalgleichung wie folgt angegeben werden:
qT = −jωρ
[
Vn(rL[0],ω) Vn(rL[1],ω) . . . Vn(rL[NL − 1],ω)
]
. (5.31)
In Abbildung 5.14 ist das Ergebnis des gerade gezeigten Vorgehens bei den bisher ver-
wendeten Prima¨rsignalen dargestellt. In der linken Spalte ist die Da¨mpfung fu¨r eine
monochromatische, ebene Welle bei 300 Hz unter dem Ausbreitungswinkel ϕ = 30◦
dargestellt. Die Mikrofone sind durch rote Kreuze und die Sekunda¨rquellen durch ro-
te Punkte gekennzeichnet. Die hohe Genauigkeit der phasengedrehten Wiedergabe des
Prima¨rfeldes durch die Sekunda¨rquellen wird anhand der hohen Da¨mpfungswerte be-
sta¨tigt. Ein ebenso gutes Ergebnis erzielt die Methode der Reflexionsa¨quivalenz fu¨r das
Prima¨rfeld der Linienquelle mit den Koordinaten x = −1,7 m und y = −1 m. Auch
erfolgt keine Reaktion des Systems auf eine innere Quelle. Mit Hinblick auf die Auswahl
der Sekunda¨rquellen bei der Wiedergabe des Gegenfeldes, kann der gleiche Schluss wie
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bei der Methode der Analysepunkte gezogen werden: Die korrekte Ansteuerung der Se-
kunda¨rquellen ist bei der Reflexionsa¨quivalenz implizit gegeben. Zudem kann aber auch
ein wesentlicher Unterschied zum Analysepunkte-Verfahren genannt werden, na¨mlich
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Abbildung 5.14.: Da¨mpfung des Prima¨rfeldes durch das kreisfo¨rmige 2D-ANC-System
unter Verwendung der Reflexionsa¨quivalenz bei 300 Hz. (a) Ebene
Welle mit ϕ = 30◦. (b) Linienquelle bei x = −1,7 m und y = −1 m.
(c) Linienquelle im Ursprung.
5.2.2. Linienaufbau
Das Verfahren der Reflexionsa¨quivalenz soll im Folgenden auf den linienfo¨rmigen
System-Aufbau entsprechend Abbildung 5.15 u¨bertragen werden. Wie in der Darstel-
lung zu erkennen ist, befindet sich an den Orten der Sekunda¨rquellen der gedachte
Reflektor mit einer schallweichen Oberfla¨chenimpedanz. An den vorgelagerten Mikro-
fonpositionen werden Druck Pm und Schnelle in Normalenrichtung Vn,m gemessen. Der
Druck P (rR,ω) in einem Aufpunkt rR innerhalb des gedachten Reflektors kann mit dem







Wird angenommen, dass die Linie L einen schallweichen Reflektor oder Impedanzab-
schluss darstellt, kann dort die Schnelle in Normalenrichtung Vn bestimmt werden. Die-
se setzt sich auf dem gedachten Reflektor aus der Schnelle des Prima¨rfeldes Vn,pri und
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Abbildung 5.15.: Aufbau des ANC-Systems bestehend aus Referenzmikrofonen und Ge-
genlautsprechern. Links: Der diskrete Aufbau mit NM Referenzmikro-
fonpaaren und NL Gegenlautsprechern. Rechts: Verdeutlichung der
Geometrie anhand des kontinuierlichen Modells. Die Linie L stellt die
Kontur eines unendlich ausgedehnten, schallweichen Reflektors dar.
Auf dieser Kontur befinden sich die Sekunda¨rquellen. Auf M sind die
Referenzempfa¨nger platziert, aus deren Signalen die Schnellesignale
Vn(rL) fu¨r die Quellfunktionen der Sekunda¨rquellen bestimmt wer-
den.
der von der Gegenquelle verursachten Schnelle Vn,sek zusammen und muss bei einem
akustischem Kurzschluss der doppelten Schnelle des Prima¨rfeldes entsprechen:
Vn,Reflektor = Vn,pri + Vn,sek = 2 · Vn,pri. (5.33)
5.2.2.1. Verwendung von Druck- und Schnelleempfa¨ngern
Stehen Druck- und Schnellemikrofone auf M zur Verfu¨gung, ko¨nnen die von den Se-
kunda¨rquellen zu erzeugenden Schnellesignale mit Hilfe des zweidimensionalen KHI
und dem in Kapitel 2.5.4.3 bestimmt werden. Dies entspricht der in Abbildung 5.15
angedeuteten direkten Extrapolation der Lautsprechersignale.
Abbildung 5.16 veranschaulicht die Simulationsergebnisse des linienfo¨rmigen 2D-ANC-
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Systems auf Basis der Reflexionsa¨quivalenz als Da¨mpfungs-Plots. In der linken Darstel-
lung ist wie bei den vorherigen Simulationen das Prima¨rfeld durch eine ebene Welle, in
der mittleren durch die Linienquelle bei x = −1,7 m und y = −1 m und in der rech-
ten durch die Quelle innerhalb des Da¨mpfungsgebiets gegeben. Es werden demnach fu¨r
300 Hz ganz a¨hnliche Da¨mpfungsergebnisse erzielt wie beim Analysepunkte-Verfahren.
Auch ist wiederum keine negative Beeinflussung durch Quellen innerhalb der Da¨mp-
fungszone (rechte Halbebene) zu erkennen, wie sich aus 5.16 (c) ablesen la¨sst. Daher
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Abbildung 5.16.: Da¨mpfung des Prima¨rfeldes durch das linienfo¨rmige 2D-ANC-System
unter Verwendung der Reflexionsa¨quivalenz bei 300 Hz. (a) Ebene
Welle mit ϕ = 30◦. (b) Linienquelle bei x = −1,7 m und y = −1 m.
(c) Linienquelle bei x = 1 m und y = 0 m.
5.2.2.2. Verwendung von Kardioid-Empfa¨ngern
Wie schon fu¨r die Analysepunkte-Methode gezeigt wurde, ist bei einem linienfo¨rmigen
Aufbau des ANC-Systems auch die Verwendung von kardioiden Referenzmikrofonen
anstelle von Druck- und Schnellemikrofonen mo¨glich. Diese Variante ist ebenfalls fu¨r
die Methode der Reflexionsa¨quivalenz gu¨ltig. In diesem Fall wird die Schnelle auf dem
Reflektor erneut durch das in Kapitel 2.5.4.3 beschriebene Verfahren bestimmt. Die
Pra¨diktion des Drucks an den nah beieinander liegenden Punkten geschieht nun anhand
des Rayleigh-II-Integrals unter Verwendung der Signale der Kardioid-Mikrofone.
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Die Da¨mpfungsergebnisse der hier beschriebenen Methode sind in Abbildung 5.18 darge-
stellt und zeigen a¨hnliche Ergebnisse wie fu¨r den zuvor besprochenen Fall unter Verwen-
dung von Druck- und Schnelleempfa¨ngern. Die Da¨mpfung bei Verwendung kardioider
Referenzempfa¨nger ist teilweise sogar etwas ho¨her als fu¨r die Variante unter Verwendung
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Abbildung 5.17.: Da¨mpfung des Prima¨rfeldes durch das linienfo¨rmige 2D-ANC-System
unter Verwendung der Reflexionsa¨quivalenz mit kardioiden Empfa¨n-
gern bei 300 Hz. (a) Ebene Welle mit ϕ = 30◦. (b) Linienquelle bei
x = −1,7 m und y = −1 m. (c) Linienquelle bei x = 1 m und y = 0 m.
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Abbildung 5.18.: Da¨mpfung des Prima¨rfeldes durch das linienfo¨rmige 2D-ANC-System
unter Verwendung der Reflexionsa¨quivalenz mit kardioiden Empfa¨n-
gern und inversen Feedbackpfaden bei 300 Hz. (a) Ebene Welle mit
ϕ = 30◦. (b) Linienquelle bei x = −1,7 m und y = −1 m. (c) Linien-
quelle bei x = 1 m und y = 0 m.
Es konnte gezeigt werden, dass fu¨r die Methode der Reflexionsa¨quivalenz keine Inver-
tierung der Sekunda¨rpfade S notwendig ist. Dies ist zum einen ein Vorteil, da S−1 nicht
zwangsla¨ufig existiert, zum anderen fehlt aber ein Teil zur Beschreibung des Gesamtsys-
tems, da die Sekunda¨rpfade in der Praxis ausgemessen werden ko¨nnen. In diesem Fall
sollen aber nicht die Sekunda¨rpfade S verwendet werden, sondern die Feedbackpfade F,
also die U¨bertragungsstrecken zwischen Sekunda¨rquellen und Referenzmikrofonen. Es
ergibt sich eine Situation, in der die Orte der Analysepunkte mit denen der Referenz-
empfa¨nger u¨bereinstimmen. Die Pra¨diktion des Prima¨rfeldes zu den Analysepunkten
stellt dann die Pra¨diktion der Reflektion zu den Referenzempfa¨ngern dar nach Kapitel
4.3.4 . Die diskrete Synthesegleichung erha¨lt nun die Form
pT = pTM,kard ·Wp,rfx,kard · F−1. (5.34)
Darin ist Wp,rfx,kard die Pra¨diktion anhand kardioider Referenzsignale der schallweich
reflektierten Feldanteile, die zu den Referenzempfa¨ngern zuru¨ck gelangen. Die Matrix
F beschreibt demnach die Feedbackpfade, die nun invertiert werden mu¨ssen. Die Pra¨-
































































































Abbildung 5.19.: Simulation des linienfo¨rmigen 2D-ANC-Systems unter Verwendung
der Reflexionsa¨quivalenz mit kardioiden Empfa¨ngern und inversen
Feedbackpfaden bei 300 Hz. Linke Spalte: Ebene Welle mit ϕ = 30◦.
Mittlere Spalte: Linienquelle bei x = −1,7 m und y = −1 m. Rechte
Spalte: Linienquelle bei x = 1 m und y = 0 m. (a) Das ungesto¨rte
Prima¨rfeld. (b) Das Sekunda¨rfeld. (c) Die Superposition.
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wie folgt bestimmt werden:
Wp,rfx,kard = −jk∆M2 ·
H
(2)













In Gleichung (5.35) stellt r(msp,m) den Abstand zwischen dem Spiegelempfa¨nger msp
und dem Referenzempfa¨nger m dar. Entsprechend ist ϕ(msp,m) der Winkel zwischen
dem Normalenvektor und dem Verbindungsvektor r(msp,m).
Die Simulationsergebnisse der hier beschriebenen Methode sind in den Abbildungen
5.18 und 5.19 dargestellt. Demnach ist es mo¨glich, durch die Kombination der Pra¨dik-
tion reflektierter Feldanteile mit der Invertierung der Feedbackpfade geeignete U¨ber-
tragungsfunktionen fu¨r das zweidimensionale ANC-System zu bestimmen.
5.4. Zusammenfassung
In diesem Kapitel wurden drei Verfahren vorgestellt, die zur Gegenfeldsynthese im zwei-
dimensionalen ANC verwendet werden ko¨nnen: Die Methode der Analysepunkte, die
Reflexionsa¨quivalenz und eine Hybridmethode, die beide Herangehensweisen vereint.
Das Analysepunkte-Verfahren konnte sowohl fu¨r den Kreis- als auch fu¨r den Linienauf-
bau um die in Kapitel 4 aufgefu¨hrten Extrapolationsverfahren erweitert werden. Auch
wurde gezeigt, dass die Verwendung von Kardioid-Mikrofonen als Referenzempfa¨nger
ausreichend ist.
Die Reflexionsa¨quivalenz kommt ohne Analysepunkte aus. Die Gegensignale ko¨nnen di-
rekt aus dem gewa¨hlten Ansatz hergeleitet werden. Fu¨r das kreisfo¨rmige ANC-System
wird dafu¨r die Zirkulare Harmonische Expansion unter Beru¨cksichtigung einer kreis-
fo¨rmigen Impedanz im Innern des Mikrofonkreises herangezogen. Fu¨r das linienfo¨rmige
ANC-System werden das KHI oder das Rayleigh-II-Integral genutzt, um die Schnelle
auf der gedachten Reflektoroberfla¨che zu bestimmen, an der sich die Gegenlautsprecher
befinden.
Im Falle der Hybridmethode werden die Analysepunkte an den Orten der Referenzemp-
fa¨nger angenommen. Die Pra¨diktion bela¨uft sich auf die Vorhersage der schallweichen
Reflexion. Dazu werden im Reflektor Spiegelempfa¨nger angenommen, die jeweils die
gleichen Referenzsignale wie die Referenzmikrofone empfangen. Dadurch kann das ge-
wu¨nschte und zuru¨ck laufende Feld an den Referenzempfa¨ngern bestimmt und anhand




Im vergangenen Kapitel wurden die U¨bertragungsfunktionen innerhalb des zweidimen-
sionalen ANC-Systems anhand der Pra¨diktion von Wellenfeldern aus Mikrofonsigna-
len hergeleitet. Das Verfahren der Analysepunkte verwendetet zudem die inversen Se-
kunda¨rpfade, wa¨hrend die Methode der Reflexionsa¨quivalenz ohne Sekunda¨rpfade aus-
kommt. Demnach handelt es sich bei dem vorgestellten System um eine reine Steuerung,
da keinerlei Regelgro¨ßen zuru¨ckgefu¨hrt werden, um eine Anpassung des ANC-Systems
zu erreichen. Eine Fehlabscha¨tzung der U¨bertragungspfade und somit der U¨bertra-
gungsfunktionen wu¨rde demnach unweigerlich zu Fehlverhalten und schlimmstenfalls
nicht zu einer Da¨mpfung des Prima¨rschalls, sondern zu einer ungewollten Versta¨rkung
fu¨hren. Dieses Kapitel widmet sich daher der Implementierung zeitbasierter adaptiver
Optimierungsverfahren in das vorgestellte zweidimensionale ANC-System. Der Fokus
liegt mit Hinblick auf die Hardware-Implementierung auf der Verwendung des etablier-
ten MIMO FXLMS-Algorithmus innerhalb des gegebenen Systems. Fu¨r das Auffinden
geeigneter Fehlersignale wird in Kapitel 6.3 zudem eine neue Methode vorgestellt, die
auf Messung der durch das System reflektierten Feldanteile beruht: Die Reflexions-
Pra¨diktion.
6.1. Grundlagen
6.1.1. Das adaptive FIR-Filter
Finite Impulse Response (FIR)-Filter werden im Bereich adaptiver Optimierung ha¨ufig
eingesetzt, da sie inha¨rent stabil und einfach zu implementieren sind [KM96; MH00;
Ell01]. Zudem sind Multiply Accumulate (MAC)-Einheiten nicht nur in DSP-, son-
dern auch in Central Processing Unit (CPU)- oder Microcontroller Unit (MCU)-
Architekturen u¨blich. Dies erleichtert eine schnelle und effiziente Implementierungen.
Als Nachteil von FIR-Filtern kann die begrenzte Fa¨higkeit der Nachbildung langer
Impulsantworten angesehen werden. Fu¨r diesen Zweck sind Infinite Impulse Response
(IIR)-Filter die geeignetere Wahl, da diese in der Regel mit wesentlich weniger Koef-
fizienten auskommen, woraus ku¨rzere Rechenzeiten und geringerer Speicherbedarf re-
sultieren. Da IIR-Filter nicht inha¨rent stabil sind, werden fu¨r adaptive Aufgaben meist
FIR-Filter bevorzugt.











Abbildung 6.1.: Aufbau eines adaptiven FIR-Filters (Frei nach [MH00]).
Die Struktur eines adaptiven FIR-Filters der La¨nge N ist in Abbildung 6.1 dargestellt.
Der Ausgang des Filters berechnet sich fu¨r den Zeitpunkt n wie folgt:
y(n) = xT (n) ·w(n). (6.1)
Der Eingangs-Signalvektor x(n) entha¨lt zum Zeitpunkt n das aktuelle Eingangssignal
x(n) und dieN−1 vergangenen Eingangssignale x(n−1), x(n−2), . . . , x(n−N+1). Diese
befinden sich in den Verzo¨gerungselementen. Der Koeffizientenvektor w(n) besteht aus
den Koeffizienten w0, w1, . . . , wN−1. Das Fehlersignal e(n) resultiert aus der Differenz
des Filter-Ausgangs y(n) zum gewu¨nschten Signal d(n). Ein adaptiver Algorithmus
erha¨lt als Eingangsgro¨ße das Fehlersignal und gleicht daraus den Koeffizientenvektor w
ab.
6.1.2. Das Wiener-Filter der Fehlerfunktion
Der momentane Fehler der Adaption kann entsprechend Abbildung 6.1 wie folgt be-
stimmt werden
e(n) = d(n)− y(n). (6.2)
Als Gu¨temaß der adaptiven Optimierung wird der Erwartungswert des quadratischen
Fehlers (Mean Squared Error (MSE)) herangezogen. Dieser wird als Fehlerfunktion
J(w) = E{e2(n)} (6.3)
definiert. Durch Einsetzen von (6.2) in (6.3) ergibt sich
J(w) =E{(d(n)− xT (n) ·w(n))2} =
E{d2(n)}+ wT (n) · E{x(n) · xT (n)} ·w(n)− 2E{d(n) · xT (n)} ·w(n). (6.4)




R = E{x(n) · xT (n)} (6.5)
des Eingangssignals. Fu¨r reelle x(n) ist R symmetrisch und fu¨r komplexe Eingangssi-
gnale hermitesch. Zudem ist R Toeplitz, sofern x(n) schwach stationa¨r ist, niemals ne-
gativ definit und fast immer positiv definit [MH00]. Letzte Eigenschaft ist insbesondere
hinsichtlich ihrer Invertierbarkeit wichtig. Daru¨ber hinaus wird der Kreuzkorrelations-
vektor
p = E{d(n) · x(n)} (6.6)
definiert und E{d2(n)} gleich der Varianz σ2d von d(n) gesetzt, da d(n) als reell, schwach
stationa¨r und mittelwertfrei angenommen werden kann. Damit vereinfacht sich (6.4) mit
(6.5) und (6.6) zu
J(w) = σ2d + wT (n) ·R ·w(n)− 2pTw(n). (6.7)
Das Wiener-Filter ist das Optimalfilter w◦, fu¨r das die Fehlerfunktion J(w) ihr Mini-
mum bei
Jmin = J(w◦) = σ2d + w◦,T ·R ·w◦ − 2pTw◦ (6.8)







gelten. Der Gradient kann auf jeden der drei Terme in Gleichung (6.7) einzeln ange-




d = 0, (6.10)
da dieser nicht von w abha¨ngt. Der Gradient des zweiten Terms wird zu [MH00]
∂
∂ww
TRw = 2Rw (6.11)















Demnach kann fu¨r den Gradienten der Fehlerfunktion J(w)
∂J(w)
∂w = 2(Rw− p) = 0 (6.13)
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geschrieben werden. Umstellen der letzten Gleichung nach den Filter-Koeffizienten w
ergibt die Wiener-Hopf-Gleichung
w◦ = R−1p (6.14)
zur Bestimmung der optimalen Filterkoeffizienten [WH31; Lev47]. Die Fehlerfunktion
hat in diesem Fall den Wert [MH00; HBC06]:
Jmin = σ2d − pTR−1p. (6.15)
Um die Wiener-Hopf-Gleichung (6.14) anwenden zu ko¨nnen, muss ausreichend Infor-
mation u¨ber das Eingangssignal x(n) und das gewu¨nschte Signal d(n) zur Verfu¨gung
stehen. Auch du¨rfen sich die Signalstatistiken im Beobachtungszeitraum nicht mehr
a¨ndern, um eine ada¨quate Abscha¨tzung von R und p zu erhalten. Daru¨ber hinaus wird
fu¨r die Wiener-Hopf-Gleichung die Inverse von R beno¨tigt. Diese ist auf Grund der
genannten Eigenschaften effizient berechenbar. Der Aufwand liegt jedoch in der Gro¨-
ßenordnung O(N2) [MH00]. In der Praxis haben sich daher Algorithmen wie der Least
Mean Square (LMS)- oder Recursive Least Square (RLS)-Algorithmus etabliert.
6.1.3. Der LMS-Algorithmus
Der LMS-Algorithmus basiert auf einer momentanen Abscha¨tzungen des Gradienten der
Fehlerfunktion. Geht man von einem Koeffizientenvektor w(n) zum Zeitpunkt n aus,
dann liegt das Minimum der Fehlerfunktion in Richtung der Steigung des Gradienten
von J(w). Die Rekursionvorschrift des Gradienten-Verfahrens lautet daher [MH00]:
w(n+ 1) = w(n)− a∇wJ
∣∣
w=w(n). (6.16)
Darin ist a eine kleine, positive Konstante. Der LMS-Algorithmus basiert nun auf ei-







Einsetzen von (6.17) in die Rekursionsvorschrift (6.16) ergibt die Vorschrift zum Auf-
datieren des Koeffizientenvektors w des LMS-Verfahrens:
w(n+ 1) = w(n) + µx(n)e(n). (6.18)




Tabelle 6.1.: Der LMS-Algorithmus (Frei nach [MH00]).
Initialisierung: w(0) = 0
Fu¨r alle Zeitpunkte n = 0,1,2, . . .:
1. Filterausgang berechnen: y(n) = wT (n) · x(n)
2. Fehler bestimmen: e(n) = d(n)− y(n)
3. Koeffizienten aktualisieren: w(n+ 1) = w(n) + µx(n)e(n)
6.1.3.1. Konvergenzbetrachtungen
Fu¨r den LMS-Algorithmus gilt, dass der Erwartungswert des Koeffizentenvektors fu¨r
n→∞ im Mittel gegen den Erwartungswert der Wiener-Optimallo¨sung w◦ konvergiert,
wenn
|1− µλi| < 1 mit 1 ≤ i ≤ N (6.19)
erfu¨llt ist [Ell01; MH00]. Darin ist λi der i-te Eigenwert von der Autokorrelationsmatrix
R. Daraus folgt fu¨r die Schrittweite µ, dass diese kleiner einem Maximalwert µmax sein
muss. Dieser la¨sst sich aus dem gro¨ßten Eigenwert λmax von R bestimmen, so dass
0 < µ < 2
λmax
= µmax (6.20)
gilt. In der Praxis wird fu¨r FIR-basierte Systeme eine Sicherheitsgrenze angegeben, die
µmax aus der Eingangsleistung des FIR-Filters ableitet [MH00]:
0 < µ < 2
N · E{|x(n)|2} . (6.21)
Im Allgemeinen konvergiert der LMS-Algorithmus eher langsam und reagiert weniger
schnell auf Systema¨nderungen [Ell01; KM96; MH00].
6.1.3.2. Der normierte LMS-Algorithmus
Im vergangenen Abschnitt wurde gezeigt, dass die Konvergenzeigenschaften des LMS-
Algorithmus von der Leistung des Eingangssignals abha¨ngen. Zum einen ist es daher
wichtig, die Stabilita¨t des Algorithmus zu garantieren, indem die maximale Schrittweite
µmax nicht u¨berschritten wird, zum anderen kann die Konvergenzdauer reduziert wer-
den. Der normierte LMS-Algorithmus (Normalized Least Mean Square (NLMS)) passt
daher die Schrittweite µ der momentanen Eingangsleistung an. Die Schrittweite zum
Zeitpunkt n wird beim NLMS-Algorithmus wie folgt bestimmt [MH00]:
µ(n) = β
κ+ xT (n)x(n) mit 0 < β < 2. (6.22)
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Darin ist κ eine kleine, positive Konstante die sicherstellen soll, dass µ(n) nicht zu
groß wird, wenn die Scha¨tzung der Eingangsleistung zu gering ist [MH00]. Die Ak-
tualisierung des Koeffizientenvektors wird fu¨r den NLMS-Algorithmus folgendermaßen
durchgefu¨hrt:
w(n+ 1) = w(n) + µ(n)e(n)x(n). (6.23)









Abbildung 6.2.: Aufbau eines Feedforward ANC-Systems.
Abbildung 6.2 stellt den vereinfachten Aufbau eines einkanaligen ANC-Systems zur
Minimierung breitbandiger Signale dar. Ein klassischer Anwendungsfall ist die Unter-
dru¨ckung von Gera¨uschen in Lu¨ftungskana¨len. Dieser la¨sst sich als eindimensionales
Problem auffassen, sofern Frequenzanteile betrachtet werden, fu¨r die sich keine Mo-
den im Kanal bilden [KM96]. Wie bereits in Kapitel 5 gezeigt wurde, existiert die
z-Transformierte des optimalen Filters als Quotient des Prima¨r- und des Sekunda¨rpfa-
des:
W ◦(z) = P (z)
S(z) . (6.24)
Bei Verwendung des LMS- oder des NLMS-Algorithmus werden Prima¨r- und Sekunda¨r-
pfad als unbekannt angenommen. Der adaptive Algorithmus mu¨sste sowohl den Prima¨r-
pfad P (z), als auch den inversen Sekunda¨rpfad S−1(z) modellieren. Der Sekunda¨rpfad
entha¨lt die U¨bertragungscharakteristika des Digital to Analog Converter (DAC), des
Rekonstruktions-Filters, des Versta¨rkers, des Lautsprechers, der akustischen U¨bertra-
gungsstrecke zwischen Gegenlautsprecher und Fehlersensor, des Fehlersensors, des Vor-
versta¨rkers, des Aliasing-Filters und des Analog to Digital Converter (ADC) [KM96].
Es bedarf daher einer Modifikation des LMS-Algorithmus, sodass dem adaptiven Algo-
rithmus Informationen u¨ber den Sekunda¨rpfad zur Verfu¨gung stehen.
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Abbildung 6.3.: Blockschaltbild des einkanaligen FXLMS.
6.2.1. Der FXLMS-Algorithmus
Betrachtet man die Zusammenstellung des Fehlersignals e(n) in Abbildung 6.2, so kann
der augenblickliche Fehlerwert wie folgt bestimmt werden:
e(n) = d(n)− y′(n) = d(n)− s(n) ∗ [wT (n) · x(n)]. (6.25)
Darin ist s(n) die Impulsantwort des Sekunda¨rpfades S(z). Fu¨r den Gradienten der
Fehlerfunktion J(w) gilt dann:
∂J(w)
∂w (n) = −(s(n) ∗ x(n)) · e(n). (6.26)
Einsetzen von (6.26) in die Rekursionsvorschrift des Gradientenverfahrens (6.16), ergibt
die Gleichung zur Aufdatierung des Koeffizientenvektors unter Beru¨cksichtigung des
Sekunda¨rpfades:
w(n+ 1) = w(n) + µ(s(n) ∗ x(n)) · e(n). (6.27)
In der Praxis kann nur eine Abscha¨tzung sˆ(n) der Impulsantwort des Sekunda¨rpfades
verwendet werden. Dafu¨r wird
x′(n) = sˆ(n) ∗ x(n) (6.28)
gesetzt, sodass
w(n+ 1) = w(n) + µx′(n)e(n) (6.29)
gilt. Gleichung (6.29) ist die Aktualisierungsvorschrift fu¨r den Koeffizientenvektor
des FXLMS-Algorithmus. Der Begriff leitet sich aus dem mit dem Sekunda¨rpfad ge-
filterten Eingangssignal x′(n) ab. Der Sekunda¨rpfad kann entweder im Vorfeld des
System-Betriebs ausgemessen oder im Betrieb ermittelt beziehungsweise nachgefu¨hrt
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werden [KM96; Han01; Ell01]. In Abbildung 6.3 ist das Blockschaltbild des einkanali-
gen FXLMS-Algorithmus dargestellt. Hier passiert das Eingangssignal x(n) zuerst die
Abscha¨tzung des Sekunda¨rpfades, bevor es dem adaptiven Algorithmus zugefu¨hrt wird.
Aus diesem Grund entha¨lt Sˆ(z) auch die U¨bertragungseigenschaften des Referenzmikro-
fons, des Vorversta¨rkers und des ADC, die in Abbildung 6.3 nicht gesondert aufgefu¨hrt
sind.













Abbildung 6.4.: Blockschaltbild des einkanaligen FXLMS mit Feedback-Pfad.
Bei einem ANC-System nach Abbildung 6.3 muss beru¨cksichtigt werden, dass das Se-
kunda¨rsignal der Gegenquelle ebenfalls Einfluss auf das Prima¨rsignal x(n) hat. In der
Literatur wird die Abscha¨tzung Uˆ(z) des Feedback-Pfades U(z) zwischen Sekunda¨r-
quelle und Referenzmikrofon nach Abbildung 6.4 vorgeschlagen. Wa¨hrend der Adap-
tion wird dann das Ausgangssignal y(n) des ANC-Systems mit uˆ(n) gefaltet und das
Ergebnis vom Eingangssignal x(n) abgezogen [KM96; Ell01; Han01].
Eine andere Mo¨glichkeit ergibt sich aus der Verwendung von omnidirektionalen Mikrofo-
nen in Kombination mit Dipol-Empfa¨ngern zur Erfassung des Referenzsignals x(n), um
den negativen Einfluss des Feedback-Pfades zu unterdru¨cken. Zur Veranschaulichung
wird eindimensionale Schallausbreitung in x-Richtung angenommen. Der augenblickli-
che Schalldruck am Referenzmikrofon ergibt sich im Betrieb des ANC-Systems aus der
U¨berlagerung des hinlaufenden Prima¨rfeldes ppri,+(n) und des zuru¨ck laufenden Sekun-
da¨rfeldes psek,−(n). Ausgehend von einer ebenen Wellenausbreitung, ko¨nnen Prima¨r-
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und Sekunda¨rfeld am Referenzempfa¨nger getrennt werden:
ppri,+(n) =
1
2 [pref(n) + ρc · vref(n)] , (6.30)
psek,−(n) =
1
2 [pref(n)− ρc · vref(n)] . (6.31)
Damit ergibt sich die Mo¨glichkeit, Prima¨r- und Sekunda¨rfeld separat zu betrachten
und im einfachsten Fall dem adaptiven ANC-System nur das Prima¨rfeld zu zufu¨hren.
Dadurch wird der Einfluss des Sekunda¨rfeldes unterbunden. Man beachte, dass diese
getrennte Betrachtung in dem in Kapitel 5 vorgestellten MIMO-ANC-System bereits
inha¨rent vorhanden ist.
6.3. Reflektierte Feldgro¨ßen als Basis einer neuartigen
Fehlergro¨ße: Reflexions-Pra¨diktion
Es konnte im letzten Abschnitt gezeigt werden, dass durch Einsatz geeigneter Referenz-
Empfa¨nger eine getrennte Betrachtung des Prima¨r- und des Sekunda¨rsignals mo¨glich
ist. Diese Separation bietet aber auch eine weitere Mo¨glichkeit: aus der Beobachtung des
Sekunda¨rfeldes kann die schallweiche Bedingung am U¨berlagerungspunkt von Prima¨r-
und Gegenfeld u¨berpru¨ft werden. Wie in [FN13] und [CK13] gezeigt wird, ist die Refle-
xion an einem schallweichen Objekt eindeutig. Wird also ein gegebenes Prima¨rfeld in
der Umgebung eines derartigen Objekts vollsta¨ndig erfasst und ist die Reflexion durch
das Objekt ausreichend genau vorhersagbar, kann eine neue Fehlergro¨ße fu¨r ein ANC-
System definiert werden. Das Fehlersignal ergibt sich aus der Differenz der pra¨dizierten
schallweichen Reflexion und der gemessenen Reflexion:
e(n) = ppra¨d,− − psek,− = dˆ(n)− f(n). (6.32)
In (6.32) wird die Pra¨diktion ppra¨d,− des reflektierten Schalldrucks zum Zeitpunkt n
verwendet, die aus dem Prima¨rsignal ppri,+(n) gewonnen werden muss. Es wird ein
Modell beno¨tigt, dass die Reflexion ausreichend genau beschreibt und die Vorhersage
ermo¨glicht. Die im vergangenen Kapitel vorgestellte Reflexionsa¨quivalenz dient daher
als Grundlage der Reflexions-Pra¨diktion. Abbildung 6.5 veranschaulicht das Prinzip
der Adaption anhand des reflektierten Feldes. In 6.5 (a) ist ein Rohrmodell dargestellt,
in dem sich das Prima¨rfeld von links her als eindimensionale Schallwelle in positiver
x-Richtung ausbreitet. Auf der rechten Seite trifft die Welle auf einen schallweichen
Impedanzabschluss und wird reflektiert. Der Schalldruck ist an dieser Stelle und rechts
davon gleich Null. Der reflektierte Anteil gelangt als d(n) zuru¨ck zum Referenzempfa¨n-
ger und kann dort separat erfasst werden. Abbildung 6.5 (b) zeigt das zugeho¨rige ANC-
Modell des Aufbaus. Anstelle des schallweichen Impedanzabschlusses befindet sich an
der gleichen Stelle der Sekunda¨rlautsprecher, dessen Signal dem Prima¨rfeld u¨berlagert
wird.
117
6. Implementierung adaptiver Optimierungsverfahren
ppri,+(n) d(n) p = 0
Schallweiche Reflexion







Abbildung 6.5.: Veranschaulichung des Reflexionsmodells fu¨r eindimensionale Schall-
ausbreitung. (a) Das gewu¨nschte Signal d(n) tritt bei schallweicher Re-
flexion als zuru¨ck laufende Welle am Referenzempfa¨nger auf. (b) Das
ANC-System versucht die Differenz zwischen d(n) und f(n) zu mini-
















Abbildung 6.6.: Blockschaltbild des modifizierten FXLMS unter Verwendung der
Reflexions-Pra¨diktion. Das Eingangssignal ppri,+(n) wird mit der Ab-
scha¨tzung des Feedbackpfads Uˆ(z) gefaltet. Das Fehlersignal eˆ(n) ergibt
sich im Gegensatz zum herko¨mmlichen FXLMS als Differenz der Ab-
scha¨tzung der gewu¨nschten Reflexion dˆ(n) und dem zuru¨ck kommenden
Signal f(n).
Ziel des ANC-Systems ist den Gesamtschalldruck am Lautsprecher zu Null zu mini-
mieren und somit am Lautsprecher einen schallweichen Impedanzabschluss zu erzeu-
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gen. Das Gegenfeld breitet sich sowohl in positiver x-Richtung als auch in negativer
x-Richtung aus. Der zuru¨ck laufende Anteil gelangt als Feedbacksignal f(n) zum Re-
ferenzempfa¨nger und entspricht d(n). Dies gilt, wenn sich am Gegenlautsprecher eine
schallweiche Impedanz ergeben hat und der Schalldruck am Lautsprecher gleich Null
ist. Diese Annahme kann nur getroffen werden, wenn die Abstrahlung des Lautsprechers
in positiver und in negativer Richtung identisch ist.
Das Blockschaltbild des zugeho¨rigen ANC-Systems ist in Abbildung 6.6 zu sehen. Als
Eingagssignal dient das bereits separat erfasste Prima¨rfeld ppri,+(n) und wird dem ANC-
Filter W (z) zugefu¨hrt. Der Ausgang y(n) des Filters gelangt u¨ber den Sekunda¨rpfad
S′(z) zum physikalischen U¨berlagerungspunkt. S′(z) entspricht also der U¨bertragungs-
funktion, die alle Elemente vom DAC bis einschließlich dem Lautsprecher entha¨lt. Vom
physikalischen U¨berlagerungspunkt aus breitet sich das Gegenfeld entlang des Feedback-
Pfades U ′(z) bis zum Referenzempfa¨nger aus und wird dort als f(n) erfasst. Das ge-
wu¨nschte Signal dˆ(n) wird durch das Pra¨diktions-Filter Rˆ(z) aus dem Referenzsignal
ppri,+(n) gebildet. Rˆ(z) ist demnach eine Nachbildung des Reflexionsvorganges an der
schallweichen Impedanz. Das gescha¨tzte Fehlersignal eˆ(n) wird nun aus der Differenz
dˆ(n) − f(n) gewonnen und dem LMS-Algorithmus zugefu¨hrt. Im Gegensatz zum her-
ko¨mmlichen FXLMS muss das Referenzsignal nicht mit der abgescha¨tzten Impulsant-
wort des Sekunda¨rpfades, sondern mit der des Feedback-Pfades uˆ(n) = s′(n) ∗ u′(n)
gefaltet werden. Simulationsergebnisse zu dem eindimensionalen ANC-System unter
Verwendung der Reflexionsa¨quivalenz wurden in [KWK10] und [Kle10] vero¨ffentlicht.
Die Erweiterung fu¨r den zweidimensionalen Fall und deren Simulation werden im Fol-
genden beschrieben.
6.4. Erweiterung zum adaptiven MIMO-System
Die in den Kapiteln 6.1.2 bis 6.3 vorgestellten Verfahren werden nun fu¨r MIMO-Systeme
erla¨utert. Als Ausgangspunkt dient wiederum das Wiener Optimalfilter in der Erweite-
rung fu¨r mehrere Ein- und Ausga¨nge. Im Anschluss werden neue Varianten des MIMO
FXLMS vorgestellt, die zur Adaption des in Kapitel 5 vorgestellten zweidimensionalen
ANC-Systems verwendet werden ko¨nnen.
6.4.1. Das MIMO Wiener Filter
Die Wiener-Hopf-Gleichung kann ebenso fu¨r MIMO-Systeme angegeben werden, die




xT1 (n) xT2 (n) . . . xTNM (n)
]T
(6.33)
Der Vektor der Ausgangssignale y(n) und der Vektor der gewu¨nschten Signale d(n)
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d1(n) d2(n) . . . dNL(n)
]T
. (6.35)
Da alle Ausgangssignale des Systems von allen Eingangssignalen abha¨ngen, wird an-
stelle der Autokorrelationsmatrix der Single Input Single Output (SISO) Wiener-Hopf-
Gleichung die Kovarianzmatrix Rxx verwendet. Diese ist eine Block-Matrix, die aus den
Kovarianzmatrizen der NM verschiedenen Eingangssignale zusammengesetzt ist:
Rxx =









Die Koeffizienten-Vektoren, die jeweils zwischen einem der NM Einga¨nge und einem
der NL Ausga¨nge vermitteln, werden in der Matrix
W =
















zusammengefasst [HBC06]. Im eindimensionalen Fall wird in der Wiener-Hopf-
Gleichung der Kreuzkorrelationsvektor p verwendet. Im MIMO-Fall wird dieser durch
die Kreuzkorrelationsmatrix
P = E{x(n)dT (n)}NNM×NL (6.38)
ersetzt. Mit diesen Gro¨ßen kann die MIMO Wiener-Hopf-Gleichung
W◦,T = R−1xx ·P (6.39)
angegeben werden. Darin ist W◦,T ein mehrdimensionales Wiener Optimalfilter. Diese
Gleichung kann in NL unabha¨ngige Teilgleichungen zerlegt werden, sodass die MIMO-
Optimierung in NL Multiple Input Single Output (MISO)-Optimierungen aufgeteilt
werden kann [HBC06]. Diese Eigenschaft hat fu¨r die Praxis große Relevanz, da die un-
abha¨ngige Betrachtung die Komplexita¨t der computerbasierten Implementierung stark
reduziert.
Es ist anzumerken, dass bei schlechter Konditionierung der Kovarianzmatrix Rxx die
MIMO Wiener-Hopf-Gleichung keine eindeutige Lo¨sung besitzt und adaptive Algorith-
men langsam konvergieren [HBC06]. Eine schlechte Konditionierung liegt dann vor,
wenn die einzelnen Eingangssignale miteinander korreliert sind. Im Fall des zweidimen-
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sionalen ANC-Systems ist diese Bedingung gegeben. So wurden in der Vergangenheit
verschiedene andere Methoden vorgestellt, die vom mathematischen Standpunkt her
gesehen, besser geeignet sind. Ein Beispiel dafu¨r wird in [SB07] vorgestellt. Hinsichtlich
der Implementierung des in Kapitel 7 vorgestellten DSP-Systems, wurde dennoch der
MIMO FXLMS als bekannter und etablierter Algorithmus ausgewa¨hlt, fu¨r den zudem
effiziente Varianten existieren [Dou99].
6.4.2. Anpassung des MIMO FXLMS auf das zweidimensionale
ANC-System
Der MIMO FXLMS wird in diesem Abschnitt in vier verschiedenen Varianten dar-
gestellt: Der Aufbau unter Verwendung von Druck- und Schnellemikrofonen als Refe-
renzempfa¨nger, die Modifikation unter Verwendung kardioider Referenz-Mikrofone und
die Variante, die das Fehlersignal aus der Reflexions-Pra¨diktion bezieht. Letztere wird
wiederum darin unterschieden, ob Druck- und Schnelleempfa¨nger oder kardioide Refe-
renzmikrofone zur Verfu¨gung stehen. Da die Version aus Abbildung 6.7 dem aus der
Literatur bekannten Aufbau am ehesten entspricht, wird diese zuerst behandelt.
Sa¨mtliche System-Varianten werden innerhalb zeitbasierter Simulationen untersucht.
Dabei kommt das in Kapitel 6.5 beschriebene FDTD-Verfahren zum Einsatz. Der Fokus
der Untersuchungen liegt auf der Anwendung des zweidimensionalen ANC-Systems als
aktive Schallbarriere. In Kapitel 6.4.2.2 wird zusa¨tzlich das Simulationsergebnis fu¨r
die Adaption innerhalb des Kreisaufbaus pra¨sentiert, um das in [Tri03] vorgestellte
kreisfo¨rmige System durch eine adaptive Optimierung zu erweitern.
Die Rahmenbedingungen der Simulationen lassen sich wie folgt zusammenfassen:
• Abtastrate der FDTD und des adaptiven Systems: fs = 8 kHz
• Auflo¨sung des ra¨umlichen FDTD-Rasters: dx = 0,0606 m
• Seitenla¨nge des ra¨umlichen FDTD-Rasters: 6 m x 6 m
• Anzahl der Perfectly Matched Layer (PML): 20 Grid-Punkte (siehe Kapitel 6.5)
• Prima¨rsignal fu¨r den Linienaufbau: In der Amplitude ansteigendes Phasenrau-
schen mit
– fstop,u = 50 Hz
– fcut,u = 100 Hz
– fcut,o = 300 Hz
– fstop,o = 350 Hz
– Einblenddauer: tfade-in = 0,1 s
• Prima¨rsignal fu¨r den Kreisaufbau: In der Amplitude ansteigendes Phasenrauschen
mit
– fstop,u = 50 Hz
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– fcut,u = 100 Hz
– fcut,o = 250 Hz
– fstop,o = 300 Hz
– Einblenddauer: tfade-in = 0,1 s
• Adaptionsla¨nge: tadapt = 4 s
• La¨nge der Simulation zur U¨berpru¨fung des Da¨mpfungserfolges: tsim = 1 s
• La¨nge der FIR-Filter im System: 256
Der Ablauf einer jeden Simulation ist in Tabelle 6.2 zusammengefasst. Fu¨r das Ausmes-
sen der Sekunda¨r- und Feedback-Pfade wird ein Single Input Multiple Output (SIMO)
NLMS verwendet. Alle Quellen und Senken liegen auf Punkten des Rasters. Dabei wird
der Abstand in y-Richtung mit 0,5 m vorgegeben und die Positionen jedes Empfa¨ngers
und jeder Gegenquellen werden auf das Raster quantisiert.
Tabelle 6.2.: Ablauf der Simulationen zur adaptiven Optimierung.
1. Initialisierung, Erstellen des Prima¨rsignals
2. FDTD: Ausmessen der Sekunda¨r- und Feedback-Pfade
3. FDTD: Online-Adaption der ANC-Filterkoeffizienten
4. Erstellen eines neuen Prima¨rsignals (gleiche spektrale Verteilung)
5. FDTD: Simulation des ungesto¨rten Prima¨rfeldes
6. FDTD: Online-Simulation des ANC-System
7. Berechnung und Darstellung von Da¨mpfung aus 5. und 6. und MSE aus 3.
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Abbildung 6.7.: MIMO FXLMS unter Verwendung kardioider Referenzempfa¨nger
(ppri,+) und unter Vernachla¨ssigung der Feedback-Pfade. In der MIMO-
Variante mu¨ssen alle Eingangssignale mit allen abgescha¨tzten Sekun-
da¨rpfaden Sˆ(z) gefaltet werden. Eine ausfu¨hrliche Beschreibung dieser
Faltung ist in [KM96] gegeben.
Wie in der Abbildung 6.7 zu erkennen ist, wurde der FXLMS aus Grafik 6.3 zu einem
mehrdimensionalen U¨bertragungsystem erweitert. Die Eingangsgro¨ße ppri,+(n) besteht
aus NM kardioiden Mikrofonsignalen, wodurch die Feedback-Pfade im System vernach-
la¨ssigt werden ko¨nnen. Das Prima¨rfeld breitet sich u¨ber die Prima¨rpfade P(z) zu den
NA Analysepunkten aus, die als Summationsstelle dargestellt sind. Dort u¨berlagert sich
das Prima¨rfeld d(n) mit den Gegensignalen y′(n) des ANC-Systems. An dieser Stelle
werden die NA Fehlermikrofone angenommen, die wiederum die NA Fehlersignale e(n)
fu¨r den mehrdimensionalen LMS-Algorithmus liefern. Zum Aufdatieren der Koeffizien-
ten werden die mit einer Scha¨tzung Sˆ(n) der Sekunda¨rpfade gefalteten Prima¨rsignale
p′pri,+(n) beno¨tigt. Bei dieser Faltung ist zu beachten, dass jedes Eingangssignal mit
jedem Sekunda¨rpfad gefaltet wird, da auch alle Eingangssignale mit allen Gegenquel-
len u¨ber W(z) verknu¨pft sind. Eine ausfu¨hrliche Beschreibung dieser Faltung und der
Aufdatierung der Koeffizienten wird zum Beispiel in [KM96] gegeben.
Den MSE und die ra¨umliche Da¨mpfung der Simulation des Verfahrens aus Abbildung
6.7 stellen jeweils die Abbildungen 6.8 und 6.9 dar. Die Erwartungswerte der qua-
dratischen Fehlersignale steigen fu¨r jedes der sechs Fehlermikrofone zu Anfang stark
an, da erst die Wellenfronten des Prima¨rsignals die Empfa¨nger erreichen mu¨ssen und
das Prima¨rsignal eingeblendet wird. Anschließend adaptiert sich innerhalb von etwa
einer Sekunde der MIMO FXLMS auf stabile, niedrige Fehler-Werte, die weiter mini-
miert werden. Die beste U¨bereinstimmung wird bei den a¨ußeren Mikrofonen erreicht.
Die ra¨umliche Da¨mpfungswirkung nach Abbildung 6.9 zeigt zum einen eine sehr gute
Da¨mpfung an den Fehlermikrofonen, zum anderen aber auch den akustischen Schatten,
der durch die aktive Schallbarriere erzeugt wird.
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Abbildung 6.8.: MSE der Adaption mit dem MIMO FXLMS nach Abbildung 6.7 fu¨r das
ANC-System mit sechs kardioiden Referenzmikrofonen, sechs Sekun-
da¨rquellen und ebenso vielen Fehlermikrofonen. Die anfa¨ngliche Stei-
gung des MSE ha¨ngt mit der Ausbreitung der Welle von der Prima¨r-
quelle zu den Fehlermikrofonen zusammen und mit der Einblenddauer
des Prima¨rsignals von 0,1 s. Fehlermikrofon 1 ist jeweils das unterste
Fehlermikrofon in Bild 6.9.
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Abbildung 6.9.: Da¨mpfungsfeld nach der Adaption mit dem MIMO FXLMS nach Ab-
bildung 6.7 fu¨r das ANC-System mit sechs kardioiden Referenzmikro-
fonen (rote Kreuze bei x ≈ 3 m), sechs Sekunda¨rquellen (rote Punkte
bei x ≈ 3,5 m) und sechs Fehlermikrofonen (rote Kreuze bei x ≈ 4
m). Die Prima¨rquelle (rote Raute bei x ≈ 1,5 m) erzeugt Phasenrau-
schen zwischen 50 Hz und 350 Hz. Die Da¨mpfung ist erwartungsgema¨ß
an den Orten der Fehlersensoren am ho¨chsten und der Schallschatten
rechts der Schallbarriere ist gut zu erkennen.
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Abbildung 6.10.: MIMO FXLMS unter Verwendung von Druckmikrofonen (pM) und
Schnellemikrofonen (vn,M) .
Erweitert man den MIMO FXLMS-Algorithmus um die Kombination von Druck- und
Schnellemikrofon als Referenzempfa¨nger, ergibt sich das Blockschaltbild aus Abbildung
6.10. Zu erkennen sind die zwei U¨bertragungsfunktionen Wp(z) und Wv(z), die je-
weils separat, aber mit den gleichen Fehlersignalen e(n) adaptiert werden. Zu beachten
ist, dass die Schallkennimpedanz Z = ρc als Versta¨rkungsfaktor bei der Faltung der
Schnellesignale mit den abgescha¨tzten Sekunda¨rpfaden Sˆ(z) einfließt. Ebenso muss die
Schrittweite des LMS fu¨r das Aufdatieren von Wv(z) um diesen Faktor gegenu¨ber
der Schrittweite zur Aufdatierung von Wp(z) vergro¨ßert werden. Bei Verwendung des
NLMS hingegen ergibt sich diese Versta¨rkung durch die Abscha¨tzung der Schrittweiten
aus den Eingangsleistungen.
Der MSE und die Da¨mpfung des Systems als linienfo¨rmiger Aufbau und unter Ver-
wendung der Kombination aus Druck- und Schnelle-Referenzempfa¨ngern sind jeweils
in den Abbildungen 6.11 und 6.12 zu sehen. Demnach vermag das System unter den
gleichen Rahmenbedingungen ein besseres Ergebnis zu erzielen. Die Adaption verla¨uft
ein wenig schneller als fu¨r die Variante mit kardioiden Referenzmikrofonen. Auch ist
die Da¨mpfung rechts der Sekunda¨rquellen ausgepra¨gter. Die zusa¨tzliche Information,
die dem Algorithmus durch Trennung der Druck- und Schnelle-U¨bertragungspfade im
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Abbildung 6.11.: MSE der Adaption mit dem MIMO FXLMS nach Abbildung 6.10 fu¨r
das ANC-System mit sechs Sekunda¨rquellen und sechs Referenz- und
Fehlermikrofonen. Das Fehlermikrofon 1 ist das unterste Fehlermikro-
fon in Abbildung 6.12.
Wie eingangs erwa¨hnt wurde, soll an dieser Stelle zusa¨tzlich das Simulationsergebnis fu¨r
die Adaption mit dem kreisfo¨rmigen ANC-System gezeigt werden. Der Mikrofonkreis,
bestehend aus 24 Druck- und Schnelleempfa¨ngern, hat einen Radius von 1,2 m, der
Radius des Lautsprecherkreises betra¨gt 1 m und der des Fehlermikrofon-Kreises 0,5 m.
Man beachte, dass aufgrund des relativ groben Rasters und der o¨rtlichen Quantisierung
der Mikrofon- und Lautsprecherpositionen, die Kreisform nicht ganz eingehalten wird.
Die obere Grenz- und die obere Stopp-Frequenz des durch die Prima¨rquelle erzeugten
Phasenrauschens wurden etwas niedriger als fu¨r den Linienaufbau gewa¨hlt, da fu¨r den
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Kreisaufbau der Abstand zwischen den Referenzempfa¨ngern gro¨ßer ist. Das Resultat
der Adaption ist als ortsabha¨ngige Da¨mpfung in Abbildung 6.13 dargestellt. Demnach
erzielt die Adaption durch den modifizierten MIMO FXLMS nach Abbildung 6.10 eine
sehr gute Da¨mpfung innerhalb des Lautsprecherkreises und erzeugt einen ausgepra¨gten
Schallschatten auf der der Prima¨rquelle abgewandten Seite des ANC-Systems. Demnach


























Abbildung 6.12.: Da¨mpfungsfeld nach der Adaption mit dem MIMO FXLMS nach Ab-
bildung 6.10 fu¨r das ANC-System mit sechs Mikrofonpaaren beste-
hend aus Druck- und Schnelleempfa¨nger als Referenzmikrofone (rote
Kreuze bei x ≈ 3 m), sechs Sekunda¨rquellen (rote Punkte bei x ≈ 3,5
m) und sechs Fehlermikrofonen (rote Kreuze bei x ≈ 4 m). Die Pri-
ma¨rquelle (rote Raute bei x ≈ 1,5 m) strahlt Phasenrauschen zwischen
50 Hz und 350 Hz ab. Das System erzeugt eine ausgepra¨gte Da¨mpfung
an den Fehlersensoren und einen deutlichen Schallschatten rechts der
Sekunda¨rquellen.
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Abbildung 6.13.: Da¨mpfungsfeld nach der Adaption mit dem MIMO FXLMS nach Ab-
bildung 6.10 fu¨r das kreisfo¨rmige ANC-System mit 24 Mikrofonpaaren
bestehend aus Druck- und Schnelleempfa¨ngern als Referenzmikrofone
(rote Kreuze, Radius 1,2 m), 12 Sekunda¨rquellen (rote Punkte) und
12 Fehlermikrofonen (rote Kreuze, Radius 0,5 m). Die Prima¨rquelle
(rote Raute bei x ≈ 1,5 m) erzeugt Phasenrauschen zwischen 50 Hz
und 300 Hz. Das System erzeugt eine ausgepra¨gte Da¨mpfung an den
Fehlersensoren und einen deutlichen Schallschatten.
129
6. Implementierung adaptiver Optimierungsverfahren
























Abbildung 6.14.: MIMO FXLMS unter Verwendung kardioider Mikrofone (ppri,+) und
der Reflexions-Pra¨diktion.
Im Folgenden wird der Ansatz der Reflexions-Pra¨diktion auf das zweidimensionale
ANC-System u¨bertragen. Abilldung 6.14 zeigt das Blockschaltbild fu¨r das MIMO-
System. Die Struktur gleicht der eindimensionalen Variante aus Abbildung 6.6 mit
dem Unterschied, dass mehrdimensionale Ein- und Ausgangsgro¨ßen, sowie die entspre-
chenden mehrdimensionalen U¨bertragungsfunktionen verwendet werden. Die fu¨r die
Reflexions-Pra¨diktion der gewu¨nschten Signale dˆ(n) dargestellte U¨bertragungsmatrix
Rˆ(z) muss aus einem Modell zur zweidimensionalen Reflexion an einem Objekt in Form
der Sekunda¨rquellanordnung gewonnen werden. Dieser Sachverhalt stellte sich fu¨r den
eindimensionalen Fall wesentlich einfacher dar (vergleiche [KWK10]). Im Rahmen der
vorliegenden Arbeit wurden zwei Geometrien betrachtet und entsprechende Mo¨glichkei-
ten zur Bestimmung der reflektierten Felder beschrieben: Der Kreis und die Linie. Rˆ(z)
beschreibt also die Extrapolation des Feldes bei Vorhandensein eines schallweichen,
unendlichen Zylinders nach Kapitel 4.2.3, oder bei Vorhandensein einer unendlichen,
linienfo¨rmigen und schallweichen Barriere nach Kapitel 4.3.4 . Fu¨r andere Geometrien
existieren mitunter keine analytischen Lo¨sungen, weshalb dafu¨r Verfahren wie die Fi-
nite Elemente Methode (FEM) oder die Finite Differenzen Methode (FDM) eingesetzt
werden sollten [FN13].
Von den pra¨dizierten Reflexionen dˆ(n) werden wiederum die zuru¨ck laufenden Sekun-
da¨rsignale f(n) subtrahiert. An dieser Stelle wird erneut deutlich, dass fu¨r diese Aufgabe
die Referenzempfa¨nger so ausgelegt sein mu¨ssen, dass diese die hin- und ru¨cklaufende
Welle separieren ko¨nnen. Fu¨r die folgenden Simulationen wurde daher angenommen,
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dass die Signale an den Referenzmikrofonen wie folgt erfasst werden:
ppri,+(n) =
1
2 (pref (n) + ρc · vn,ref(n)) , (6.40)
f(n) = 12 (pref (n)− ρc · vn,ref(n)) . (6.41)
Die Separation erfolgt also bereits im Empfa¨nger, bevor die Signale dem System zu-
gefu¨hrt werden. Dies entspra¨che der Verwendung zweier entgegengesetzt ausgerichteter

































Abbildung 6.15.: (a) MSE an den Fehlersensoren im Da¨mpfungsbereich, die nicht fu¨r die
Adaption herangezogen wurden. (b) MSE der Differenz der Pra¨diktion
dˆ(n) und dem zuru¨ck laufendem Sekunda¨rfeld f(n). Wie zu erkennen
ist, minimiert der MIMO FXLMS unter Verwendung der Reflektions-
Pra¨diktion das Fehlersignal an den Referenzsensoren. Das Fehlersignal
im Da¨mpfungsbereich wird auch verringert, bleibt im Vergleich aber
sta¨rker. Die Mikrofone mit der Nummer 1 sind jeweils die unteren
Mikrofone in Abbildung 6.16
Die Simulationsergebnisse fu¨r das Verfahren nach Abbildung 6.14 sind in den Abbildun-
gen 6.15 und 6.16 veranschaulicht. Das Fehlersignal wird demnach entsprechend Ab-
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bildung 6.15 (b) zuverla¨ssig durch den mehrdimensionalen LMS minimiert. Innerhalb
des Da¨mpfungsbereichs wird der Fehler ebenfalls verringert, wie in 6.15 (a) zu erkennen
ist. Doch fa¨llt die Verringerung dort weniger stark aus. Das ANC-System vermag das
Prima¨rfeld zu da¨mpfen, die aktive Unterdru¨ckung ist jedoch weniger ausgepra¨gt als
fu¨r die Verfahren, die auf Fehlersensoren im Da¨mpfungsbereich zuru¨ckgreifen ko¨nnen.
Der Grund dafu¨r ist die nicht vollkommene Vorhersage des reflektierten Feldes. Eine
Ursache sind die Abweichungen durch die o¨rtliche Quantisierung der Quellen- und Sen-
kenpositionen. Eine andere Begru¨ndung liegt in der richtungs- und frequenzabha¨ngigen

























Abbildung 6.16.: Das Da¨mpfungsfeld nach der Adaption durch den modifizierten MI-
MO FXLMS und unter Verwendung der Reflexions-Pra¨diktion und
von kardioiden Referenzempfa¨nger-Paaren zur getrennten Erfassung
von Prima¨r- und Sekunda¨rfeld. Wie zu erkennen ist, fa¨llt die Da¨mp-
fungsleistung geringer aus, als bei dem Verfahren unter Verwendung
von Fehlersensoren im Da¨mpfungsbereich. Dies ist auf einen nicht aus-
reichend genaue Pra¨diktion der reflektierten Feldanteile zuru¨ck zu fu¨h-
ren.
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Um diese Behauptung zu u¨berpru¨fen, wird nun von einer fu¨r diese Untersuchungen
gu¨nstigen Eigenschaft der FDTD Gebrauch gemacht. Ist die Pra¨diktion der erwu¨nschten
Reflexionen innerhalb der FDTD nicht ausreichend genau, so ko¨nnen genauere Pra¨dik-
tionsfilter ausgemessen werden. Zu diesem Zweck wird eine separate FDTD-Simulation
durchlaufen, in der anstelle der Gegenquellen eine schallweiche Randbedingung am sel-
ben Ort geschaffen wird. Diese kann innerhalb der FDTD sehr einfach realisiert werden,
wie in Kapitel 6.5 beschrieben wird. Die Prima¨rquelle speist in der separaten Simulation
wiederum das zuvor beschriebene Phasenrauschen ein und die gewu¨nschten U¨bertra-
gungsfunktionen ko¨nnen per MIMO LMS zwischen den Referenzempfa¨ngern ausgemes-
sen werden. Es werden demnach die U¨bertragungsfunktionen zwischen den Signalen
ppri,+ und d adaptiert. Diese U¨bertragungsfunktionen ko¨nnen dann in der Simulation


































Abbildung 6.17.: MSE fu¨r die optimierte Reflexions-Pra¨diktion. (a) MSE J(n) an den
Fehlersensoren im Da¨mpfungsbereich, die nicht fu¨r die Adaption her-
angezogen wurden. (b) MSE Jrfx(n) der Differenz der Pra¨diktion dˆ(n)
und dem zuru¨ck laufendem Sekunda¨rfeld f(n). Der Verlauf des Erwar-
tungswertes der Fehlerquadrate ist bei dem optimierten Verfahren fu¨r
die Fehlersensoren und fu¨r die Referenzempfa¨nger nahezu identisch.
Das Resultat dieses Vorgehens ist einmal in Form des MSE in Abbildung 6.17 und
als Da¨mpfungsfeld in 6.18 dargestellt. Anhand des MSE fa¨llt direkt auf, dass nun die
Minimierung des Fehlers fu¨r die Fehlersensoren und fu¨r die Referenzempfa¨nger nahe-
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zu identisch verla¨uft. Dies la¨sst auf eine bessere Unterdru¨ckung des Prima¨rfeldes im
Da¨mpfungsbereich schließen, was durch Abbildung 6.18 besta¨tigt wird. Der o¨rtliche
Da¨mpfungsverlauf ist nun genauso ausgepra¨gt und intensiv wie bei der Adaption unter

























Abbildung 6.18.: Da¨mpfungsfeld nach der Adaption mit der optimierten Reflexions-
Pra¨diktion und kardioiden Referenzempfa¨ngern.
Aus der zuletzt beschriebenen Untersuchung lassen sich zwei Erkenntnisse ziehen. Zum
einen ist es mit dem modifizierten MIMO FXLMS und der Reflexions-Pra¨diktion theore-
tisch mo¨glich, a¨hnliche Ergebnisse wie mit der klassischen Methode des MIMO FXLMS
unter Verwendung von Fehlersensoren zu erreichen. Zum anderen bietet sich mit der ge-
rade beschriebenen Methode eine Mo¨glichkeit, die Pra¨diktionsfilter fu¨r die reflektierten
Signale in einer FDTD-Simulation auszumessen und auf ein reales System zu u¨bertra-
gen. Die Genauigkeit der Simulationen entscheidet dann daru¨ber, ob die ermittelten
U¨bertragungsfunktionen wirklichkeitsnahe Pra¨diktionen ermo¨glichen und in einem rea-
len ANC-System zur Da¨mpfung von unerwu¨nschten Signalen fu¨hren. Zudem bietet das
Ausmessen innerhalb der FDTD-Simulation die Mo¨glichkeit, komplexe geometrische
Formen von Sekunda¨rquellverteilungen zu verwenden.
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Abbildung 6.19.: MIMO FXLMS unter Verwendung von Druckmikrofonen (pM) und
Schnellemikrofonen (vn,M) und der Reflexions-Pra¨diktion.
6.4.2.4. MIMO FXLMS unter Verwendung von Druck- und
Schnelle-Referenz-Empfa¨ngern und der Reflexionsa¨quivalenz
Die Reflexionsa¨quivalenz kann ebenso im zweidimensionalen ANC-System eingesetzt
werden, wenn die U¨bertragungsfunktionen zwischen Druck- und Schnellesensoren und
den Sekunda¨rquellen separat optimiert werden sollen. Der modifizierte MIMO FXLMS
unter Verwendung von Druck- und Schnellemikrofonen als Referenzempfa¨nger ist in Ab-
bildung 6.19 dargestellt. Im Vergleich zum Systemaufbau aus Abbildung 6.14 wird nun
auch die Berechnung der schallweichen Reflexionen getrennt nach Druck- und Schnelle
durchgefu¨hrt. Die Abscha¨tzung des erwu¨nschten Signals d ist:
dˆ = dˆp + dˆv = pTMRˆp + vTn,MRˆv. (6.42)
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Abbildung 6.20.: MSE fu¨r die optimierte Reflexions-Pra¨diktion unter Verwendung von
Druck- und Schnelleempfa¨ngern. (a) MSE J(n) an den Fehlersensoren
im Da¨mpfungsbereich, die nicht fu¨r die Adaption herangezogen wur-
den. (b) MSE Jrfx(n) der Differenz der Pra¨diktion dˆ(n) und dem zu-
ru¨ck laufendem Sekunda¨rfeld f(n). Der Verlauf des Erwartungswertes
der Fehlerquadrate ist bei dem optimierten Verfahren fu¨r die Fehler-
sensoren und fu¨r die Referenzempfa¨nger nahezu identisch. Die unteren
Mikrofone in Abbildung 6.21 haben jeweils die Nummer 1.
Das abgescha¨tzte Fehlersignal ergibt sich wiederum aus der Differenz eˆ(n) = dˆ(n)−f(n)
mit
f(n) = 12 (pM(n)− ρcvn,M(n)) . (6.43)
Die restlichen Komponenten des Systems sind gleich dem Aufbau des in Kapitel 6.4.2.3
beschriebenen Systems. Aufgrund der Erkenntnisse aus Kapitel 6.4.2.3, wurden fu¨r die
Simulation des Systems die optimierten U¨bertragungsfunktionen Rˆ(z) in einer separa-
ten FDTD-Simulation ausgemessen.
Die Entwicklung des MSE fu¨r die Fehlersensoren im Da¨mpfungsgebiet und die Refe-
renzsensoren wa¨hrend der Adaption zeigt Abbildung 6.20. Wie zu erkennen ist, wird der
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Abbildung 6.21.: Da¨mpfungsfeld nach der Adaption unter Verwendung von Druck-
und Schnellemikrofonen und der optimierten Refelxions-Pra¨diktion.
Es entsteht ein ausgepra¨gtes Da¨mpfungsfeld.
Erwartungswert der Fehlerquadrate kontinuierlich durch das adaptive Verfahren mini-
miert und der Verlauf des MSE ist innerhalb des Da¨mpfungsgebietes fast identisch mit
dem Verlauf an den Referenzmikrofonen, wo das Fehlersignal fu¨r die Adaption gewon-
nen wird. Die zugeho¨rige Da¨mpfung, die durch das System nach der Adaption mit den
optimierten Pra¨diktionsfiltern erreicht wird, findet sich in Abbildung 6.21 wieder. Es
zeigt sich, dass der Da¨mpfungserfolg des Systems aus Abbildung 6.19 a¨hnlich dem des
Systems aus Darstellung 6.18 und der Schallschatten sogar etwas ausgepra¨gter ist. Dem-
nach ist die getrennte Optimierung von Schnelle- und Druck-U¨bertragungsfunktionen
auch fu¨r diese Variante des ANC-Systems von Vorteil.
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6.5. Die zeitbasierte Simulationen adaptiver Verfahren unter









Abbildung 6.22.: Staggered Grid.
Dieses Kapitel gibt einen U¨berblick der akustischen Feldsimulation mit Finiten Differen-
zen im Zeitbereich, die zur zeitbasierten Feldberechnung in diesem Kapitel verwendet
werden. Fu¨r tiefer gehende Einblicke in das Verfahren wird an die zitierten Quellen
verwiesen. Einen umfassenden U¨berblick gibt zum Beispiel [Sch10].
6.5.1. Grundlagen
Die FDTD-Methode ist ein numerisches Verfahren, um Wellengleichungen zu lo¨sen
und ein nu¨tzliches Instrument, akustische Wellenausbreitung in ra¨umlich begrenzten
oder unbegrenzten Gebieten zu simulieren. Beugungs- und Interferenzeffekte sind in
der FDTD-Methode inha¨rent enthalten. Dadurch ist diese Methode im Gegensatz zu
geometrischen Verfahren wie Raytracing gut geeignet fu¨r die Simulation tieffrequenter
Schallausbreitung. Die FDTD-Methode geht zuru¨ck auf [Yee66] und wird ha¨ufig zur
Berechnung elektromagnetischer Felder eingesetzt. Die Adaption auf akustische Wel-
lengleichungen wurde beispielsweise in [MC95] oder [Bot95] beschrieben.
Das im Rahmen dieser Arbeit verwendete akustische FDTD-Verfahren basiert auf der
Diskretisierung durch Taylorreihenentwicklung. Diskretisiert werden die Eulerschen Be-
wegungsgleichung und die Kontinuita¨tsgleichung. Fu¨r eindimensionale Wellenausbrei-







































6.5. Die zeitbasierte Simulationen adaptiver Verfahren unter Verwendung der Finiten
Differenzen im Zeitbereich zur akustischen Feldbeschreibung




am Ort x + 12 und zum Zeitpunkt n +
1
2 aus dem vergangenen
Schnellewert zur Zeit n− 12 und den benachbarten Druckwerten errechnet wird. Ebenso
wird ein neuer Druckwert pn+1x am Ort x aus dem vergangenen Druckwert und den
benachbarten Schnellewerten entsprechend (6.45) gewonnen. Druck und Schnelle sind
dabei immer einen halben Zeitschritt ∆t2 und einen halben Gitterschritt
∆x
2 voneinander
getrennt. Daraus ergibt sich das ra¨umlich versetzte Gitter zwischen Druck und Schnel-
le, das sogenannte Staggered Grid, welches fu¨r ein zweidimensionales FDTD-Gitter in
Abbildung 6.22 abgebildet ist [Yee66].
Das Stabilita¨tskriterium der FDTD ist mit der Courant-Zahl s und durch die Courant-
Bedingung gegeben:




Darin istNdim = 1,2,3 die Anzahl der Dimensionen. Gleichung (6.46) stellt demnach den
Zusammenhang zwischen der Auflo¨sung des ra¨umlichen und des zeitlichen Rasters her.
Fu¨r die in dieser Arbeit verwendeten Simulationen gilt s = 1/√2. Neben dem vorgestell-
ten FDTD-Gitter nach [Yee66] aus Abbildung 6.22 gibt es weitere FDTD-Verfahren,
die meist auf der Lo¨sung der Wellen-Gleichung (2.3) beruhen. Diese kommen mit der
Aufdatierung der Druck-Werte aus und ziehen zudem weiter entfernte Gitterpunkte
fu¨r die Berechnung eines Wertes heran. Einen guten U¨berblick hierzu bietet zum Bei-
spiel [Kow08]. Einige dieser Verfahren weisen bezu¨glich der numerischen Dispersion und
isotropischer Wellenausbreitung bessere Eigenschaften auf als das Staggered Grid. Auf-
grund der relativ einfachen Implementierung und des unkomplizierten Zugriffs auf die
Schnelle, wurde dennoch dieses Verfahren fu¨r die Simulationen ausgewa¨hlt. Zu beachten
ist, dass die Abtastrate ausreichend hoch gewa¨hlt werden sollte, sodass nach Gleichung
(6.46) etwa 10 bis 20 Gitterpunkte auf die kleinste zu betrachtende Wellenla¨nge entfal-
len.
6.5.2. Randbedingungen
Das Einbringen von Randbedingungen in der FDTD-Methode kann auf verschiedene
Arten geschehen. Fu¨r die Simulation frequenzabha¨ngiger oder frequenzunabha¨ngiger
Wandimpedanzen ko¨nnen lokal reagierende Oberfla¨chen (Lokally Reacting Surfaces)
implementiert werden, wie zum Beispiel in [Bot95], [Kow08] oder auch [CN08] beschrie-
ben wird. Bei dem Verfahren wird zugrunde gelegt, dass sich eine Wandimpedanz nur
lokal auf die umliegenden Gitterpunkte auswirkt und eine Wellenausbreitung in der
Wand vernachla¨ssigt werden kann. Dadurch wird die physikalische Beschreibung der
Wandimpedanz erheblich vereinfacht. Fu¨r die FDTD-Simulationen innerhalb dieser Ar-
beit wurden an den Grenzen des Lo¨sungsgebietes absorbierende Randbedingungen nach
[Ber94] angenommen. Mit der Implementierung der PML werden Freifeldbedingungen
angena¨hert. Bei dieser Methode wird dem Lo¨sungsgebiet ein Randbereich hinzugefu¨gt,
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in dem die eintreffenden Wellen sukzessive absorbiert werden. Vorteil der PML ist, dass
sehr geringe und kaum winkelabha¨ngige Reflexionen entstehen, die in das Lo¨sungsgebiet
zuru¨ck gelangen.
Schallharte oder schallweiche Randbedingungen ko¨nnen in der FDTD-Methode auf
sehr einfachem Wege realisiert werden. Die schallweiche Randbedingung wird durch
zu Null setzen von Druck-Gitterpunkten erreicht. Eine schallharte Randbedingung ent-
steht dementsprechend durch zu Null setzen von Schnelle-Gitterpunkten.
6.5.3. Akustische Quellen und Senken in der FDTD-Methode
Fu¨r das Einbringen akustischer Quellsignale in das FDTD-Gitter sind ebenfalls unter-
schiedliche Methoden bekannt. Wird der Druck an einer Stelle im Gitter durch eine
Quellfunktion g(n) vorgegeben, stellt dies eine harte Quelle dar (hard source). Dieses
Vorgehen hat den Vorteil, dass der vorgegebene Druck exakt in das Gitter u¨bertragen
wird. Nachteilig ist jedoch, dass diese Quelle eine schallweiche Reflektion verursacht.
Wellen, die sich im Gitter ausbreiten, ko¨nnen die harte Quelle nicht passieren und
werden totalreflektiert. Die Addition eines Quellsignals g(n) mit dem aus den FDTD-
Gleichungen bestimmten Druck erzeugt eine weiche Quelle (soft source). An einer wei-
chen Quelle treten zwar keine Reflexionen auf, jedoch wird das Quellsignal beim U¨ber-
tragen auf das Gitter stark verfa¨lscht, da sich dieses mit der Impulsantwort des Gitters
u¨berlagert. Um diesen Effekt zu minimieren, wurde in [SWB98] die transparente Quelle
eingefu¨hrt. Dabei wird g(n) wie bei der weichen Quelle am Gitterpunkt dem Feld hinzu
addiert, gleichzeitig wird aber die Faltung von g(n) mit der Impulsantwort des Gitters
davon subtrahiert. Diese Form der Quelle ist beim U¨bertrag der Quellfunktion auf das
Gitter ausreichend exakt und ist fu¨r sich ausbreitende Wellen transparent. Nachteilig
bei diesem Verfahren ist, dass im Vorfeld die Impulsantwort des Gitters ermittelt werden
muss. Dies kann mitunter sehr zeitaufwendig sein [SWB98]. Im Rahmen dieser Arbeit
wurde daher die Quellenimplementierung aus [SWF12] verwendet. Diese basiert auf der
Modellierung einer kleinen Kugelquelle und deren physikalisch korrekte Integration in
das FDTD-Gitter. Das Quellsignal wird dabei wiederum dem Feld hinzu addiert. Ar-
tefakte wie bei der weichen Quellen werden aber durch ein zusa¨tzliches digitales Filter
vermieden, dass die Dynamik der Kugelquelle simuliert. Diese Methode verlangt kaum
zusa¨tzlichen Rechenaufwand.
Mikrofonsignale ko¨nnen im Falle von Drucksignalen direkt aus dem FDTD-Gitter ent-
nommen werden, sofern sich das angenommene Mikrofon auf einem Gitterpunkt be-
findet. Schnellesignale hingegen mu¨ssen ra¨umlich und zeitlich interpoliert werden, um
Betrag und Richtung der Schnelle an einem Druck-Gitterpunkt zu erhalten. Fu¨r die
korrekte Erfassung muss zudem die Ausrichtung des Schnellempfa¨ngers beachtet und
der auf die Empfangsfla¨che entfallende Anteil der Schnelle bestimmt werden.
140
6.6. Zusammenfassung
Tabelle 6.3.: Ablauf einer FDTD-Simulation.
Initialisierung: Druck- und Schnelle-Felder mit Nullen belegen
Fu¨r alle Zeitschritte n = 1,2,3, . . . ,tsim/∆t
1. Druck zum Zeitpunkt n bestimmen
2. Quellsignale hinzufu¨gen
3. Schnelle zum Zeitpunkt n+ 12 bestimmen
4. Druck- und Schnellesignale fu¨r den Zeitpunkt n entnehmen
5. Berechnung der Quellsignale fu¨r n+ 1 (Adaptives Verfahren)
6.5.4. Simulationsablauf
Die Mikrofonsignale ko¨nnen in einem adaptiven Algorithmus verarbeitet werden und
wie im Falle des ANC-Systems weitere Quellsignale erzeugen. Die Berechnungen der
FIR-Filter und des LMS-Algorithmus mu¨ssen dabei nicht zwangsla¨ufig mit der gleichen
Abtastrate wie die der FDTD vollzogen werden. Der Ablauf einer FDTD-Simulation
ist in Tabelle 6.3 zusammengefasst.
6.6. Zusammenfassung
In diesem Kapitel wurde gezeigt, wie durch adaptive Verfahren die U¨bertragungs-
funktionen innerhalb des zweidimensionalen ANC-Systems ausgemessen werden ko¨n-
nen. Ausgehend von einer SISO-Beschreibung, wurden die Grundlagen adaptiver FIR-
Filter anhand der Wiener-Hopf-Gleichung und des LMS-Algorithmus vorgestellt. Der
im ANC-Bereich etablierte FXLMS-Algorithmus wurde anschließend als Basis des
Feedforward-ANC hergeleitet und fu¨r den MIMO-Fall erweitert.
Es wurden vier Varianten des MIMO FXLMS fu¨r den Einsatz im zweidimensionalen
ANC-System vorgestellt. Die ersten beiden Modifikationen beruhen auf der Verwen-
dung von Fehlersensoren im Da¨mpfungsgebiet und unterscheiden sich von dem aus
der Literatur bekannten MIMO FXLMS darin, dass zur Unterdru¨ckung der Feedback-
Pfade Kardioid-Mikrofone oder Druck- und Schnelleempfa¨nger verwendet werden. Bei
der letzteren Variante werden zudem zwei mehrdimensionale U¨bertragungsfunktionen
separat adaptiert, da zwei unterschiedliche Arten von Referenzsignalen verwendet wer-
den. Die beiden anderen Modifikationen des MIMO FXLMS nutzen ebenso kardioide
Empfa¨nger oder die Kombination aus Druck- und Schnellemikrofonen, doch beruht die
Fehlergewinnung dort auf der Reflexions-Pra¨diktion, die ebenfalls in diesem Kapitel
vorgestellt wurde.
Anhand von Simulationen mit der FDTD-Methode konnten daru¨ber hinaus in diesem
Abschnitt die folgenden Erkenntnisse gewonnen werden:
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• Alle gezeigten Varianten des MIMO FXLMS ko¨nnen zur Da¨mpfung eines breit-
bandigen Prima¨rsignals mit dem zweidimensionalen ANC-System eingesetzt wer-
den.
• Die Reflexions-Pra¨diktion liefert ein ebenso gutes Da¨mpfungergebnis wie die Me-
thode unter Verwendung von Fehlersensoren. Die Voraussetzung dafu¨r ist, dass
die Pra¨diktionsfilter ausreichend genau den Feldverlauf der Reflexionen vorherbe-
stimmen.
• Mit Hilfe der FDTD-Methode ko¨nnen die gewu¨nschten Pra¨diktionsfilter auch fu¨r
fu¨r komplexe geometrische Anordnungen der Sekunda¨rquellen bestimmt werden.





Abbildung 7.1.: Der in [NK08] vorgestellt Aufbau des ANC-Systems in kreisfo¨r-
miger Anordnung. An den Gegenlautsprechern sind Aluminium-
Vierkantrohre angebracht, in denen sich jeweils zwei Elektret-Mikrofone
mit Vorversta¨rkern befinden. Lautsprecher und Mikrofone waren u¨ber
ein gemeinsames Kabel mit der Zentraleinheit verbunden.
Das erste im Labor fu¨r Elektroakustik der Bergischen Universita¨t Wuppertal entwi-
ckelte zweidimensionale ANC-System ging aus [Tri03] hervor. Das System bestand aus
12 Mikrofonpaaren und 12 Gegenlautsprechern, die kreisfo¨rmig angeordnet waren. Die
Radien des Mikrofonkreises und des Lautsprecherkreises betrugen jeweils ca. 1,1 m und
0,7 m. Es wurden omnidirektionale Elektretkapseln als Referenzmikrofone eingesetzt,
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Abbildung 7.2.: Die urspru¨ngliche Anordnung der beiden Referenz-Empfa¨nger. Verwen-
det wurden zwei Bujeon BOS-T1344SD Elektret-Kapseln, die in einem
Abstand von 4 cm zusammen mit dem zweikanaligen Vorversta¨rker in
einem Aluminium-Vierkantrohr montiert waren, dass an der Ru¨ckseite
der Gegenlautsprecher befestigt war.
die 7 mm voneinander entfernt angebracht waren und aus deren Messsignalen Schall-
druck und Schalldruckgradient angena¨hert wurden. Zur Signalverarbeitung wurden vier
vernetzte Texas Instruments C6713 Floating Point DSP mit Wandlerkarten aus eigener
Entwicklung eingesetzt. Messergebnisse der Da¨mpfungsleistung, die im Oﬄine-Betrieb
ermittelt wurden, sind zum Beispiel in [Kra05] vero¨ffentlicht worden. Spa¨ter wurde
ein weiteres System vollsta¨ndig neu aufgebaut. Die Hardwarekomponenten und erste
Oﬄine-Messergebnisse wurden in [NK08] pra¨sentiert. Im Folgenden wird der Aufbau
dieses Systems beschrieben und welche Maßnahmen im Rahmen dieser Arbeit ergrif-
fen wurden, um dieses zu u¨berarbeiten. Messergebnisse, die mit diesem Systemaufbau
ermittelt wurden, sind in Kapitel 7.4 dargestellt. Dort ist auch die Unterscheidung
zwischen Oﬄine- und Online-Messung dargelegt.
7.1. Aufbau der Hardware
Der urspru¨ngliche Aufbau des zweiten Systems bestand aus 12 Canton CD-300 Laut-
sprechern, an die Aluminium-Vierkantrohre angebracht wurden, in denen sich jeweils
zwei Bujeon BOS-T1344SD Elektretmikrofone mit einer selbst entwickelten Vorver-
sta¨rkerplatine befanden. Fotografien des Systems und der in die Aluminium-Ausleger
montierten Elektretmikrofone sind in Abbildung 7.1 und 7.2 zu sehen. U¨ber ein mehr-
adriges Kabel wurden die Lautsprecher, die symmetrische Spannungsversorgung der
Mikrofon-Vorversta¨rker und die Ausgangssignale der Mikrofonvorversta¨rker an eine zen-
trale Einheit angeschlossen. Diese bestand aus einer 12-kanaligen Sonance SONAMP
1230 Endstufe, der Spannungsversorgung und einem Spectrum Digital DSK6455 DSP-
Entwicklungsboard mit aufgesteckter Wandlerkarte [Spe06]. Die Wandlerkarte mit 24
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analogen Einga¨ngen und 12 analogen Ausga¨ngen wurde eigens fu¨r das ANC-System
entwickelt und nutzte Texas Instruments ADS8364 ADCs und Burr-Brown DAC7744
DACs mit jeweils 16 Bit Auflo¨sung. Das DSK6455 entha¨lt einen mit 1 GHz getakteten
Texas Instruments TMX320C6455+ Festkomma-DSP mit 2048 KB internem Speicher
und einer maximalen Rechenleistung von 8000 Million Multiply Accumulate Cycles per
Second (MMACS) fu¨r 8 Bit Multiplikationen [Tex12]. Der TMX320C6455+ ist eine
Beta-Version des TMS320C6455+.
An dem bestehenden Aufbau wurden die Mikrofone ausgetauscht und deren Anbrin-
gung u¨berarbeitet. Zudem kammen andere Mikrofon-Vorversta¨rker und Wandler zum
Einsatz, wie im Folgenden beschrieben ist. Der DSP, die Endstufe und die Lautsprecher
blieben unvera¨ndert.
7.1.1. Vera¨nderte Mikrofon-Konfiguration
Der eingangs beschriebe Aufbau verwendete jeweils zwei Elektret-Mikrofonkapseln, die
sich in einem Abstand von 4 cm zueinander in einem Aluminiumrohr auf 0,90 m Ho¨-
he befanden, dass an die Sekunda¨rlautsprecher montiert wurde (siehe Abbildung 7.2).
Der Abstand des Mittelpunktes der beiden Mikrofon-Kapseln von der Ru¨ckseite des
Lautsprechers betrug 68 cm und zum Kreismittelpunkt 1,53 m. Im Kreisaufbau des
ANC-Systems ergaben sich so ein a¨ußerer und ein innerer Mikrofonkreis mit den Ra-
dien 1,51 m und 1,55 m. Die aus dem KHI abgeleiteten U¨bertragungsfunktionen des
Systems wurden fu¨r diese Konstellation aus den Na¨herungen fu¨r den Schalldruck und
den Schalldruckgradienten aus einem Mikrofonpaar gewonnen [Tri03]. Die messtech-
nisch ermittelten Frequenzga¨nge dieser Kapseln in Kombination mit den eigens entwi-
ckelten Vorversta¨rkern waren im interessierenden Frequenzbereich zwischen 20 Hz und
800 Hz sehr linear [NK08], doch konnten letztendlich keine zufriedenstellenden Ergeb-
nisse mit dieser Anordnung erzielt werden. Ein entscheidender Grund dafu¨r war der
nur begrenzt genaue Abgleich der Mikrofonpaare im aufgebauten System. Ein Ampli-
tudenunterschied zwischen den Kapseln, der durch einen fehlerhaften Abgleich entsteht,
kann sich insbesondere bei niedrigen Frequenzen aufgrund der Gradientenbildung aus
der Differenz der Einzelsignale als ein Phasenfehler bemerkbar machen. Schlimmsten-
falls wird dann eine Wellenfront in verkehrter Richtung detektiert. In dem beschriebenen
Aufbau gestaltete sich der genaue Abgleich der beiden Kapseln als eher schwierig. Ein
im Detail besserer Abgleich ha¨tte Entzerrungsfilter noch ho¨herer Ordnung verlangt,
die allerdings zu gro¨ßeren Signalverzo¨gerungen gefu¨hrt ha¨tten, was fu¨r den Echtzeit-
betrieb nicht akzeptabel gewesen wa¨re. Zudem verringert sich die Systemdynamik mit
dieser Mikrofon-Konstellation frequenzabha¨ngig [Kra10]. Auch zeigte sich bei weiteren
Untersuchungen, dass die Frequenzga¨nge der in das Aluminium-Vierkantrohr eingebau-
ten Elektret-Mikrofonkapseln ungleichma¨ßiger verliefen als im ausgebauten Zustand
[Sch13]. Zudem ist die mechanische Entkopplung der Referenzempfa¨nger von der Se-
kunda¨rquelle durch diese Konstruktion nicht gewa¨hrleistet. So wurden erste Versuche in
[Jac10] unternommen, als Dipolempfa¨nger Ba¨ndchenmikrofone einzusetzen. Dies fu¨hrte
erstmalig zu nennenswerten Da¨mpfungsergebnissen im Online-Betrieb.
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Abbildung 7.3.: Die Anordnung der Referenzmikrofone im u¨berarbeiteten Systemauf-
bau. Das AKG Perception 420 (unteres Mikrofon) kann wahlweise in
Kugel-, Nieren- oder Achtercharakteristik betrieben werden. Das Beh-
ringer ECM 8000 (oberes Mikrofon) ist ein reiner Druckempfa¨nger. Die
Auluminium-Ausleger sind an die Ru¨ckseiten der Canton CD 300 Laut-
sprecher montiert. Wegen des zusa¨tzlichen Gewichts der neuen Mikro-
fone, wurden die Ausleger versta¨rkt. Die Mikrofonspinnen dienen der
besseren mechanischen Entkopplung der Referenzempfa¨nger von den
Lautsprechern.
Anstelle von Ba¨ndchenmikrofonen standen fu¨r den Umbau des ANC-Systems
Großmembran-Kondensator-Mikrofone AKG Perception 420 als Referenzempfa¨nger
zur Verfu¨gung. Die Richtcharakteristik dieser Mikrofone kann auf Kugel-, Achter- und
Nierencharakteristik eingestellt werden. Die Konstruktion besteht aus zwei kardioiden
Mikrofonkapseln, die in entgegengesetzter Empfangsrichtung an den Ru¨ckseiten zusam-
mengefu¨gt sind. Durch die unterschiedliche Verschaltung der beiden Einzelsignale der
Kapseln ko¨nnen die verschiedenen Richtungsabha¨ngigkeiten des Mikrofons realisiert
werden [Wei08]. Als reine Druckempfa¨nger standen Elektret-Kondensatormikrofone
vom Typ ECM 8000 des Herstellers Behringer zur Verfu¨gung, die als kostengu¨nstige
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Messmikrofone angeboten werden. Diese ko¨nnen im u¨berarbeiteten Systemaufbau als
Referenz- und Fehlermikrofone eingesetzt werden. Sowohl das Perception 420 als auch
das ECM 8000 beno¨tigen Phantomspeisung. Um daru¨ber hinaus die Mikrofone besser
von den Sekunda¨rquellen zu entkoppeln, wurde die Konstruktion der Aluminium-
Ausleger mechanisch versta¨rkt und die Referenz-Empfa¨nger in Feder-Halterungen
(Mikrofonspinnen) daran befestigt. Die u¨berarbeitete Konstruktion ist in Abbildung
7.3 dargestellt.
7.1.2. Austausch der Wandler und Preamps
Abbildung 7.4.: Das auf das DSK6455 aufgesteckte Field Programmable Gate Array
(FPGA)-Board mit drei Alesis Digital Audio Tape (ADAT) Schnitt-
stellen. Im Bild ist zudem eines der Focusrite OktoPre MkII Dynamic
zu sehen, die als Mikrofon-Vorversta¨rker und Wandler eingesetzt wur-
den.
Mit der Zeit gab es aufgrund ha¨ufiger Umbauten sowohl bei den Mikrofon-
Vorversta¨rkern als auch bei der mehrkanaligen Wandlerkarte aus eigener Herstellung
zunehmend Ausfa¨lle. In dem u¨berarbeiteten Aufbau wurde daher versucht, mo¨glichst
auf kommerziell erha¨ltliche Produkte mit standardisierten Steckverbindungen zuru¨ck-
zugreifen. Aus diesem Grund wurden drei OktoPre MkII Dynamic mit ADAT-Interface
des Herstellers Focusrite verwendet, die mit einer Auflo¨sung von 24 Bit und Abtastra-
ten von bis zu 96 kHz arbeiten. Diese besitzen jeweils acht Mikrofon-Vorversta¨rker mit
48 V Phantomspeisung und acht Line-Ausga¨nge. Die OktoPre MkII Dynamic zeigten
im Vergleich mit anderen zur Auswahl stehenden Produkten die geringsten Latenzen
bei der Wandlung zwischen analogen und digitalen Signalen.
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Abbildung 7.5.: Messung der Verzo¨gerung im digitalen Loopback. Die als Eingangssi-
gnal dienende Sprungfunktion wird mit etwa 800 µs Verzo¨gerung aus-
gegeben. In dieser Zeit hat das Signal die gesamte Signalkette von den
Einga¨ngen bis zu den Ausga¨ngen der OktoPre MkII Dynamic nach
Abbildung 7.8 durchlaufen.
Um die digitalisierten Mikrofonsignale im DSP zu verarbeiten und dessen Ausgangssi-
gnale u¨ber die OktoPre MkII Dynamic wiederzugeben, bedarf es einer Schnittstellenum-
setzung, da der C6455+ u¨ber eine ADAT-Schnittstelle nicht verfu¨gt. Zu diesem Zweck
wurde in [Loh14] eine FPGA-Platine entwickelt, die auf das DSK6455 aufgesteckt wer-
den kann und zwischen drei ADAT-Schnittstellen und der seriellen DSP-Schnittstelle
Multichannel Buffered Serial Port (McBSP) vermittelt [Tex06]. Diese Platine, die einen
Xilinx Spartan-3A-XC3S200A FPGA verwendet, stellt die einzige Eigenanfertigung im
gesamten u¨berarbeiteten ANC-System dar [Xil10]. Im neuen Systemaufbau tauscht der
DSP Audio-Daten mit einer Abtastrate von 48 kHz u¨ber die ADAT-Schnittstelle aus.
Es ist an dieser Stelle anzumerken, dass die Wandlerplatine aus eigener Entwicklung
eine sehr geringere Latenz bei der Wandlung aufweist. Im digitalen Loopback -Modus,
in dem der DSP die Eingangssignale direkt zuru¨ck an die Ausga¨nge sendet, lag diese
bei etwa 50 µs. Diese geringe Latenzzeit konnten durch die Verwendung von Succes-
sive Approximation Register (SAR)-Wandlern erreicht werden. Im Studio-Bereich ist
der Einsatz von Delta-Sigma-Wandlern u¨blich, so vermutlich auch bei der OktoPre
MkII Dynamic. Diese hat nach Abbildung 7.5 eine Input/Output (IO)-Latenz im di-
gitalen Loopback -Modus von 800 µs, wobei lediglich 40 µs dieser Verzo¨gerung auf die
Schnittstellen-Umwandlung zwischen ADAT und McBSP im FPGA entfallen [Loh14].
Ausgedru¨ckt durch die Wegstrecke, die der Schall in dieser Zeit zuru¨ck legt, ist dies ein
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Verlust von ca. 0,27 m bei einer angenommenen Schallgeschwindigkeit von 343 ms−1.
7.2. Aufbau des zweidimensionalen ANC-Systems als aktive
Schall-Barriere



















Abbildung 7.6.: Draufsicht des MIMO ANC-Systems im reflexionsarmen Halbraum. Die
Prima¨rquelle (PQ) befand sich am Kopfende des Raums, in 3,70 m
Entfernung von den Referenzempfa¨ngern (RM). Der Abstand zwischen
den Sekunda¨rquellen (SQ), den Referenzempfa¨ngern (RM) und Fehler-
mikrofonen (FM) betrug jeweils 0,70 m. Die Messmikrofone rechts im
Bild konnten in x-Richtung verschoben werden.
Das zweidimensionale ANC-System wurde als Schallbarriere entsprechend den Abbil-
dungen 7.6 und 7.7 zur Untersuchung der Da¨mpfungswirkung im reflexionsarmen Halb-
raum der Bergischen Universita¨t Wuppertal aufgebaut. Die nutzbare Grundfla¨che des
Raumes betra¨gt 6,70 x 3,70 m2. Wie in Abbildung 7.7 zu erkennen ist, besitzt der
Messraum eine Deckenschra¨ge, die sich etwa von y = 1,40 m bis y = 3,70 m nach
Abbildung 7.6 erstreckt. Die nutzbare Ho¨he des Raumes ist demnach 2,70 m bei y = 0
m und 1,0 m bei y = 3,70 m. Das ANC-System besteht aus 12 Referenz-Empfa¨ngern
(RM), 6 Gegenlautsprechern (SQ) und 6 Fehlersensoren (FM). Kurzzeitig stand zudem
ein Messsystem mit 12 Elektret-Mikrofonen zur Verfu¨gung. Die Messmikrofone waren
in 0,25 m Abstand zueinander auf einer Einrichtung angebracht, die in x-Richtung
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verschoben und in der Ho¨he eingestellt werden konnte. Allerdings war die maximal ein-
stellbare Ho¨he des Systems durch die Deckenschra¨ge auf 1,30 m beschra¨nkt. Messungen
mit diesem System sind in Kapitel 7.4.3.2 aufgefu¨hrt.
Der Abstand der Referenzmikrofone, Gegenlautsprecher und Fehlermikrofone zueinan-
der in y-Richtung betrug 0,5 m. Aus dem Abstand von 0,70 m der Referenzmikrofone
von den Sekunda¨rlautsprechern in x-Richtung ergibt sich die maximale Verzo¨gerung,




343 m · s−1 = 2 ms. (7.1)
Diese Zeit entha¨lt die Verzo¨gerungen des gesamten Signalverlaufs nach Abbildung 7.8,
inklusive der Mikrofone und Lautsprecher.
Abbildung 7.7.: Aufbau des u¨berarbeiteten ANC-Systems als aktive Schall-Barriere im
reflexionsarmen Halbraum der Bergischen Universita¨t Wuppertal. Im
Vordergrund sind die Messmikrofone und etwas weiter hinten die Feh-
lermikrofone (FM) zu sehen. Danach folgen die Sekunda¨rlautsprecher
(SQ), Referenzempfa¨nger (RM) an den Aluminiumauslegern und am
Kopfende des Raumes die Prima¨rquelle.
Die Prima¨rsignale wurden von einen Lautsprecher (PQ) am Kopfende des Raumes er-
zeugt, der etwa 3,70 m in x-Richtung von den Referenzmikrofonen entfernt lag (verglei-
che Abbildung 7.6). Dieser Prima¨rlautsprecher konnte wahlweise an einem Ausgang des
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DSP-Systems oder an einem unabha¨ngigen Signalgenerator betrieben werden. Erstere
Variante wurde eingesetzt, um Prima¨rsignale synchron mit allen im System vorhan-
denen Mikrofonen aufzunehmen oder synchronisiert mit allen Sekunda¨rquellen abzu-
spielen (siehe auch Kapitel 7.3.1.1). Der Betrieb mit dem Signalgenerator diente den
Messungen im Online-Betrieb, der im weiteren Verlauf beschrieben ist.











Abbildung 7.8.: Signalflussplan des ANC-Systems.
Die Software zum Betrieb des ANC-Systems untergliedert sich in drei Bereiche: Das in C
geschriebene DSP-Programm, die in C# verfasste Windows-Software zur Fernsteuerung
und zum Austausch von Daten eines PCs mit dem DSP und die Signalverarbeitungs-
routinen in Matlab.
Aufgrund der neuen Hardware-Komponenten und der Verarbeitung von 24 Bit anstelle
von 16 Bit breiten Audio-Signalen musste die DSP-Software des Vorga¨nger-Systems
vollsta¨ndig u¨berarbeitet werden. Dem Signalflussplan aus Abbildung 7.8 entsprechend,
wird die serielle Schnittstelle McBSP0 des DSP eingesetzt, um die Audio-Daten von der
FPGA-Platine entgegenzunehmen [Tex06]. Damit keine unno¨tige Belastung der CPU
durch diesen Vorgang auftritt, werden die Ein- und Ausgangsregister des McBSP0 durch
den Enhanced Direct Memory Access (EDMA)3 Controller des C6455+ beschrieben und
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ausgelesen. Erst wenn ein vollsta¨ndiger Audio-IO-Frame transportiert wurde und neue
Daten im Speicher zur Verfu¨gung stehen, wird dies der CPU per Interrupt mitgeteilt
[Tex10b].
Sa¨mtliche Befehle zur Programmsteuerung, sowie Filterkoeffizienten und Audiodaten
werden u¨ber die Ethernet-Schnittstelle des DSP [Tex10a] mit einem Personal Compu-
ter (PC) u¨bertragen. Das fu¨r die Kommunikation mit der DSP-Software verantwortliche
C#-Programm tauscht wiederum Daten mit Matlab aus. Die Signalverarbeitung in-
nerhalb des DSP wurde auf die Berechnung der Tiefpass- und ANC-Filter, sowie der
FXLMS-Routinen beschra¨nkt. Die zusa¨tzlichen Berechnungen, um zum Beispiel U¨ber-
tragungsfunktionen zu bestimmen, wurden vollsta¨ndig in Matlab durchgefu¨hrt.
7.3.1. Betriebsmodi




• Adaptiver Online ANC-Modus
7.3.1.1. Audio Interface-Modus
In dieser Betriebsart arbeitet der DSP mit einer Abtastrate von 48 kHz der Audioda-
ten. Durch gleichzeitiges Abspielen und Aufzeichnen von bis zu 24 Ein- und Ausga¨ngen,
ko¨nnen mehrkanalige Aufnahmen erzeugt werden. Durch den Austausch der Audioda-
ten per Ethernet mit Matlab, ko¨nnen die Daten mit den Mitteln der Software weiter
verarbeitet werden um dort U¨bertragungsfunktionen zu bestimmen oder die Synthe-
se der Gegenfelder durchzufu¨hren. In diesem Betriebsmodus werden auch die spa¨ter
beschriebenen Oﬄine-ANC-Messungen durchgefu¨hrt.
7.3.1.2. Online ANC-Modus
Dieser Modus stellt den Online-Betrieb des ANC-Systems dar. Die Eingangssignale
werden bei einer Abtastrate von 48 kHz einer Dezimations-Routine zugefu¨hrt und an-
schließend bei einer Abtastrate von 4 kHz weiterverarbeitet [Zo¨l05]. Nach der Filterung
mit den ANC-Filterkoeffizienten, stehen die Lautsprechersignale zu Verfu¨gung. Diese
werden nach der Aufwa¨rtstastung auf 48 kHz erneut dem Dezimations-Tiefpassfilter zu-
gefu¨hrt und schließlich u¨ber die McBSP0-Schnittstelle an das Audio-Interface gesendet
und ausgegeben (siehe Abbildung 7.9).
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Abbildung 7.9.: Signalverarbeitung im Online-ANC-Modus und im adaptiven Online-
ANC-Modus.
7.3.1.3. Adaptiver Online ANC-Modus
Der adaptive Betrieb des Systems findet in diesem Modus statt. Entsprechend Ab-
bildung 7.9 werden die Eingangssignale bei 4 kHz verarbeitet und es wird der SISO
FXLMS in der in Kapitel 6 beschriebenen eindimensionalen Varianten berechnet. U¨ber
die Ethernetschnittstelle kann die Online-Adaption gesteuert und zwischen zwei Ver-
fahren gewa¨hlt werden: Der SISO FXLMS unter Verwendung eines kardioiden Refe-
renzmikrofons und eines Fehlermikrofons oder der SISO FXLMS, der das Fehlersignal
aus der Reflexions-Pra¨diktion und einem zweiten, entgegengesetzten, kardioiden Refe-
renzempfa¨nger abscha¨tzt.
7.3.2. Abscha¨tzung der beno¨tigten Rechenoperationen im Online-Betrieb
Fu¨r den Linien-Aufbau mit sechs Sekunda¨rlautsprechern und unter Verwendung von
jeweils sechs Omnidirektional- und sechs Dipol-Empfa¨ngern werden
NFIR,O+D = NRM ·NSQ = 12 · 6 = 72 (7.2)
FIR-Filter beno¨tigt. Darin ist NRM die Anzahl der Referenzmikrofone und NSQ die
Anzahl der Sekunda¨rquellen.
Innerhalb der Voruntersuchungen in den Kapiteln 5 und 6 konnte gezeigt werden, dass
kardioide Referenz-Empfa¨nger fu¨r den linienfo¨rmigen Aufbau des ANC-Systems aus-
reichen ko¨nnen, um eine Da¨mpfung des Prima¨rfeldes zu erzielen. Bei der Verwendung
von Kardioid-Mikrofonen verringert sich die notwendige Anzahl an Filtern innerhalb
des Systems zu
NFIR,K = NRM ·NSQ = 6 · 6 = 36. (7.3)
Bei einer internen Abtastrate von 4 kHz und einer Filterla¨nge vonN = 256 Koeffizienten
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werden demnach
NMACS,FIR,O+D = 72 · 256 · 4000 MACS = 73 728 000 MACS (7.4)
oder
NMACS,FIR,K = 36 · 256 · 4000 MACS = 36 864 000 MACS (7.5)
beno¨tigt. Die Tiefpassfilterung der Abtastratenumsetzung nutzt FIR-Filter mit NTP =
34 Koeffizienten. Bei zwo¨lf oder sechs Eingangs- und sechs Ausgangskana¨len ergeben
sich bei einer IO-Abtastrate von fs,IO = 48 kHz fu¨r die Dezimations-Filter
NMACS,TP,O+D = (NRM +NSQ) ·NTP · fs,IO MACS
= (12 + 6) · 34 · 48 000 MACS
= 29 376 000 MACS
(7.6)
oder
NMACS,TP,K = 2 · 6 · 34 · 48 000 MACS = 19 584 000 MACS. (7.7)
Die Gesamtanzahl an Multiplikationen ergibt sich demnach fu¨r den Betrieb mit
Omnidirektional- und Dipol-Empfa¨ngern zu
NMACS,ANC,O+D = NMACS,FIR,O+D +NMACS,TP,O+D = 103 104 000 MACS (7.8)
und fu¨r die Verwendung von kardioiden Empfa¨ngern zu
NMACS,ANC,K = NMACS,FIR,K +NMACS,TP,K = 56 448 000 MACS. (7.9)
Da Audio-Daten in 24 Bit Auflo¨sung verarbeitet werden, mu¨ssen 32 Bit große Register
fu¨r der Multiplikation eingesetzt werden, wobei die oberen acht Bit keine Informati-
on tragen. Die Filterkoeffizienten ko¨nnen hingegen 16 Bit oder 32 Bit groß sein. Laut
Datenblatt des C6455+ ko¨nnen pro Taktzyklus maximal eine 32 Bit x 32 Bit Multipli-
kation oder zwei 32 Bit x 16 Bit Multiplikationen von der CPU durchgefu¨hrt werden
[Tex12]. Wird von 32 Bit breiten Koeffizienten fu¨r einen mo¨glichst großen Dynamikum-
fang ausgegangen, ergeben sich maximal 1000 MMACS. Damit liegen die Anforderungen
durch die MIMO-Filterung des ANC-Systems an den eingesetzten DSP bei etwa 10 %
oder 6 % der zur Verfu¨gung stehenden Rechenleistung. Dennoch kann dieser Daten-
Durchsatz nur erreicht werden, wenn die Audio- und Koeffizienten-Daten dermaßen im
Speicher angeordnet sind, dass ein schneller Zugriff durch die CPU mo¨glich ist. Auch ist
zu beachten, dass die CPU-interne Pointer-Architektur fu¨r derart schnelle Zugriffe auf
den internen Speicher nur 15 Bit große near -Pointer besitzt. Gro¨ßere Speicherbereiche
mu¨ssen entweder mit den langsameren far -Pointern adressiert werden oder es ko¨nnen
beispielsweise trampolines eingesetzt werden [Tex11].
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7.3.3. Abscha¨tzung der beno¨tigten Rechenoperationen im Online MIMO
FXLMS-Betrieb
Nach [Dou99] kann die Anzahl beno¨tigter Multiplikationen fu¨r das Aufdatieren der
Koeffizienten des MIMO FXLMS mit NRM Eingangssignalen, NSQ Ausgangssignalen,
NFM Fehlersensoren und N Filterkoeffizienten fu¨r die ANC- und Sekunda¨rpfad-Filter
wie folgt angegeben werden:
NMACS,FXLMS,update,O+D = (NRM ·NSQ ·NFM · 2N +NFM) MAC · fs
= (12 · 6 · 6 · 2 · 256 + 6) · 4000 MACS
= 884 760 000 MACS.
(7.10)
Fu¨r nur sechs Eingangssignale ist die Anzahl Multiply Accumulate Cycles per Second
(MACS) entsprechend:
NMAC,FXLMS,update,K = (6 · 6 · 6 · 2 · 256 + 6) · 4000 MACS
= 442 392 000 MACS.
(7.11)
Zu diesen Werten mu¨ssen noch die Multiplikationen fu¨r die Filter-Berechnungen addiert
werden. Insgesamt belaufen sich die MACS fu¨r den vollsta¨ndigen MIMO FXLMS mit
12 Einga¨ngen auf
NMACS,FXLMS,O+D = 103 104 000 + 884 760 000 MACS = 987 864 000 MACS. (7.12)
Bei der Verwendung von sechs Einga¨ngen ergibt dies
NMACS,FXLMS,K = 56 448 000 + 442 392 000 MACS = 498 840 000 MACS. (7.13)
Auch bei dieser Anzahl an Multiplikationen liegen die Anforderungen in beiden Fa¨l-
len noch unterhalb der mo¨glichen 1000 MMACS des C6455+. Erfahrungsgema¨ß muss
die Programmierung die Hardware sehr gut ausnutzen, um diesen Daten-Durchsatz zu
erreichen und die CPU sollte mo¨glichst wenig andere Aufgaben bearbeiten. Eine Mo¨g-
lichkeit, den Rechenaufwand zu verringern, stellt die Nutzung geringerer Filter-La¨ngen
dar. In Tabelle 7.1 sind fu¨r typische Filter-Ordnungen die beno¨tigten MMACS in Ab-
ha¨ngigkeit der verwendeten Anzahl von Referenzempfa¨ngern fu¨r die aktive Schallbar-
riere mit sechs Gegenquellen und sechs Fehlermikrofonen aufgefu¨hrt. An dieser Stelle
sei erneut darauf hingewiesen, dass effiziente Implementierungen des MIMO FXLMS
bekannt sind [Dou99].
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Tabelle 7.1.: Beno¨tigte Rechenoperationen (MMACS) fu¨r den MIMO FXLMS in Ab-
ha¨ngigkeit der FIR-La¨nge N und der Anzahl der Referenzmikrofone NRM
fu¨r NFM = 6 Fehlermikrofone.
NRM
N
64 96 128 192 256
12 269 389 509 763 988
6 139 199 259 387 499 MMACS
Die Anzahl der beno¨tigten Filterkoeffizienten ergibt sich im Minimum aus der la¨ngs-
ten Strecke zwischen den Rerenzempfa¨ngern und den Gegenschallquellen. Die gro¨ßte
Distanz im System liegt zwischen dem a¨ußersten Mikrofon und dem a¨ußersten Laut-
sprecher am gegenu¨ber liegenden Ende der Schall-Barriere und betra¨gt etwa 2,60 m.
Bei einer angenommenen Schallgeschwindigkeit von 343 ms−1 und der Abtastrate von




· 14000 s ≈ 31. (7.14)
Somit ko¨nnte das zweidimensionale ANC-System nach Abbildung 7.6 durchaus mit
einer Filter-Ordnung von N = 64 betrieben werden, sofern alle Impulsantworten aus-
reichend schnell abklingen.
7.3.4. Anmerkungen zur Festkomma-Arithmetik
Der C6455+ ist ein Festkomma-DSP, weshalb alle Filter-Berechnungen entsprechend
angepasst werden mu¨ssen. Die Umwandlung von Filterkoeffizienten vom Fließkomma-
Format in ganzzahlige Werte wurde in der Matlab-Software vorgenommen. Fu¨r die
Berechnung der Filter-Ausga¨nge im DSP ist zu beachten, dass die Ausgangswerte auf-
grund der Festkomma-Arithmetik grundsa¨tzlich eine Versta¨rkung erfahren, die durch
eine shift-Operation des Wertes nach rechts ausgeglichen werden muss. Die bei der
Adaption verwendete Schrittweite µ (siehe Kapitel 6) wurde ebenfalls durch eine shift-
Operation nach rechts implementiert.
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7.4. Messungen am realen ANC-System
7.4.1. Rahmenbedingungen
7.4.1.1. Die Unterscheidung von Oﬄine-Messung und Online-Messung
Im Oﬄine-Betrieb wird das Prima¨rfeld durch die Referenzempfa¨nger aufgenommen und
abgespeichert. Anschließend werden die Lautsprechersignale bestimmt und entweder das
Gegenfeld separat, ohne das Vorhandensein des Prima¨rfeldes, wiedergegeben und die
Aufnahmen von Prima¨r- und Sekunda¨rfeld werden in einem Computer u¨berlagert und
die Da¨mpfung bestimmt. Wenn Zugriff auf die Prima¨rquelle besteht, ko¨nnen Prima¨r-
und Sekunda¨rfeld gleichzeitig abgespielt und aufgenommen werden und die Da¨mpfung
kann direkt gemessen oder wiederum oﬄine im Computer bestimmt werden. Bei bei-
den Varianten wird die Da¨mpfung aus dem Verha¨ltnis von Prima¨rfeld zur Superposition
bestimmt. Dieses Vorgehen besitzt die Vorteile, dass beliebig viel Zeit fu¨r die Berech-
nung der Gegensignale zur Verfu¨gung steht, blockweise Verarbeitung und die Faltung
mit nicht-kausalen U¨bertragungsfunktionen im Frequenzbereich mo¨glich sind. Zudem
haben die im System vorhandenen Feedback-Pfade bei dieser Art der Messung kei-
nen Einfluss. Aus diesen Gru¨nden kann eine Oﬄine-Messung nur zur Abscha¨tzung der
Da¨mpfungsleistung eines ANC-Systems herangezogen werden, da sie unter idealisierten
Rahmenbedingungen entsteht.
Bei einer Online-Messung hingegen wird das System so betrieben, dass die Referenz-
signale direkt gefiltert werden und das Ergebnis u¨ber die Sekunda¨rquellen ausgegeben
wird. Die Berechnung muss dementsprechend ausreichend schnell geschehen, damit die
Sekunda¨rsignale genau dann am Lautsprecher abgestrahlt werden, wenn das Prima¨rfeld
diesen passiert. Eine blockweise Verarbeitung der Eingangssignale kann daher oftmals
nicht eingesetzt werden [Kra04]. Zudem sind jetzt die Feedback-Pfade aktiv, da die
Sekunda¨rsignale auch zuru¨ck in die Referenzempfa¨nger gelangen ko¨nnen. Eine Aussage
u¨ber die Da¨mpfungsleistung und die Stabilita¨t des ANC-Systems kann daher nur unter
reellen Bedingungen im Online-Betrieb getroffen werden.
7.4.1.2. Pra¨dizierte Oﬄine-Da¨mpfung
Anhand der ausgemessenen Systempfade und der aufgenommenen Prima¨rsignale an
allen Sensoren im System, kann bereits im Vorfeld eine sehr exakte Vorhersage der
Da¨mpfung bestimmt werden. Dies zeigte sich beim Vergleich der Messergebnisse mit
Abscha¨tzungen, die auf Grundlage der gemessenen Sekunda¨rpfade bestimmt wurden.
Das Sekunda¨rfeld muss demnach nicht zwangsla¨ufig vom System wiedergegeben und von
den Fehlermikrofonen aufgenommen werden, da der Unterschied zwischen der messtech-
nischen Erfassung des Sekunda¨rfeldes und dessen Pra¨diktion anhand der Sekunda¨rpfade
vernachla¨ssigbar klein ist. Aus diesem Grund ko¨nnen Algorithmen auch ohne Messun-
gen am System hinsichtlich ihrer Oﬄine-Da¨mpfung evaluiert werden. Die Anwendung
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des hier beschriebenen Verfahrens wird im Folgenden als pra¨dizierte Oﬄine-Da¨mpfung
gekennzeichnet.
7.4.1.3. System-U¨bertragungsfunktionen
Fu¨r die in Kapitel 6 beschriebenen adaptiven Verfahren ist die Kenntnis der Sekunda¨r-
pfade oder der Feedback-Pfade notwendig. Fu¨r das Ausmessen dieser Pfade wurde die
auf [Far00] zuru¨ck gehende Messtechnik mit logarithmischen Sinus-Sweeps verwendet.














gegeben. Darin sind ω1 die Startfrequenz, ω2 die Stoppfrequenz und T die Dauer des
Sweeps, dessen Startzeit bei t = 0 s liegt. Im Gegensatz zu Rauschen haben Sweep-
Signale ein glattes Spektrum und es reicht ein Messdurchgang, um alle Frequenzanteile
zu beru¨cksichtigen. Dadurch erho¨ht sich gleichzeitig die Robustheit gegenu¨ber Zeitin-
varianzen im zu messenden System. Voraussetzung einer erfolgreichen Sweep-Messung
ist, dass dem Sweep-Signal ausreichend Stille folgt, damit dieses im Hintergrundrau-
schen abklingen kann. Die Sweep-Messmethode ermo¨glicht hohe Pegel des Messsignals,
da nichtlineare Verzerrungen der Lautsprecher bei der Dekonvolution zur Bestimmung
der Impulsantwort gro¨ßtenteils in den negativen Zeitbereich verschoben werden [Far00].
Dadurch la¨sst sich der Signal to Noise Ratio (SNR) im Gegensatz zu Messungen mit
Rauschsignalen erheblich verbessern [Wei08]. Fu¨r die Messungen der U¨bertragungsfunk-
tionen wurden Sweep-Signale zwischen 50 Hz und 1 kHz verwendet. Die Sweep-La¨nge
betrug eine halbe Sekunde.
7.4.1.4. Verwendete Prima¨rsignale
Fu¨r die Messungen wurde Phasenrauschen als Prima¨rsignal eingesetzt, dessen Band-
breite durch die Absorberla¨nge des reflexionsarmen Halbraums und die Aliasing-
Frequenz des ANC-Systems bestimmt war. Die Absorber besitzen eine La¨nge von
lAbsorber = 0,35 m und haben demnach eine untere Grenzfrequenz von
fcut,u =
c
4 · lAbsorber =
343 ms−1
4 · 0,35 m = 245 Hz (7.16)




2 · d =
343 ms−1
2 · 0,5 m = 343 Hz (7.17)
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vor. Unter diesen Rahmenbedingungen wurde Phasenrauschen verwendet, dass mit ei-
nem Hamming-Fenster bei den folgenden Stopp- und Grenzfrequenzen im Frequenzbe-
reich gewichtet wurde:
• fstop,u = 200 Hz
• fcut,u = 250 Hz
• fcut,o = 350 Hz
• fstop,o = 400 Hz.
Wie zu erkennen ist, besitzt das verwendete Phasenrauschen damit unter- und oberhalb
der durch Raum und Systemgeometrie vorgegeben Grenzfrequenzen noch Signalanteile.
Um Einschaltgera¨usche zu unterdru¨cken, wurde das Prima¨rsignal zudem im Zeitbereich
mit einem Tukey-Fenster der Anstiegsdauer 0,025 s gewichtet.
7.4.2. Auswahl der zu untersuchenden ANC-Verfahren
Es wurde eine Auswahl der im Rahmen dieser Arbeit vorgestellten zweidimensionalen
ANC-Verfahren getroffen, die am realen System untersucht werden sollten. Der Fokus
lag dabei auf dem Einsatz als linienfo¨rmige Schallbarriere. Da der Betrieb des Systems
als reine Steuerung unter Verwendung messtechnisch optimierter U¨bertragungsfunk-
tionen in [KSK14] gezeigt wurde, war die Untersuchung des adaptiven Betriebs von
besonderem Interesse. Es wurden daher folgende Verfahren am u¨berarbeiteten System-
aufbau untersucht:
• MIMO FXLMS unter Verwendung kardioider Referenzempfa¨nger und Fehlersen-
soren (Oﬄine-Adaption)
• MIMO FXLMS unter Verwendung kardioider Referenzempfa¨nger und der
Reflexions-Pra¨diktion (Oﬄine-Adaption)
• SISO FXLMS unter Verwendung eines kardioiden Referenzempfa¨ngers und eines
Fehlersensors (Online-Adaption)
• SISO FXLMS unter Verwendung eines kardioiden Referenzempfa¨ngers und der
Reflexions-Pra¨diktion (Online-Adaption)
7.4.3. MIMO FXLMS unter Verwendung kardioider Referenzempfa¨nger
und Fehlersensoren
7.4.3.1. Messungen im Oﬄine-Betrieb
In Kapitel 6.4.2.1 wurde der MIMO FXLMS vorgestellt, der Referenzsignale von kar-
dioiden Mikrofonen nutzt und das System mit Hilfe von Fehlersensoren im Da¨mp-
fungsbereich adaptiert. Zur U¨berpru¨fung dieses Algorithmus am Systemaufbau, wurden
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die AKG Perception 420 auf kardioide Empfangscharakteristik eingestellt. Die Behrin-
ger ECM 8000 Mikrofone entfielen demnach als Referenzempfa¨nger und wurden aus-
schließlich als Fehlersensoren verwendet. Somit handelte es sich bei dem Aufbau um
ein 6x6x6 MIMO ANC-System, dessen U¨bertragungspfade im Vorfeld mit der Sweep-
Messmethode ausgemessen wurden. Anschließend wurde im Audio Interface-Modus
des DSP das Prima¨rsignal u¨ber die Prima¨rquelle abgespielt und gleichzeitig mit den
Referenz- und Fehlersensoren aufgezeichnet. In Matlab erfolgte daraufhin die Adap-
tion der ANC-Filterkoeffizienten und Berechnung der Sekunda¨rsignale. Die Adaption
erfolgte u¨ber eine Signalla¨nge von vier Sekunden.
Die Filterkoeffizienten und Lautsprechersignale wurden anschließend an den DSP u¨ber-
mittelt. Es folgte das Abspielen der Sekunda¨rsignale und das gleichzeitige Aufnehmen
der Mikrofonsignale der Fehlersensoren im Audio Interface-Modus des DSP. Die auf die-
se Weise erhaltenen unabha¨ngigen Messungen von Prima¨r- und Sekunda¨rfeld wurden
in Matlab u¨berlagert und die Da¨mpfungen bestimmt. Tabelle 7.2 gibt die Da¨mpfung
des Prima¨rsignals als Root Mean Square (RMS) u¨ber eine Dauer von einer Sekunde an
den sechs Fehlermikrofonen wieder. In Abbildung 7.10 ist die spektrale Verteilung der
Da¨mpfung an den diskreten Frequenzpunkten fn = n fsNDFT dargestellt nach:






Ppri[fn] und Psup[fn] wurden mit Hilfe der FFT aus den Prima¨r- und Sekunda¨rsignalen
an den Fehlermikrofonen gewonnen. Die Zeitsignale wurden vor der FFT in sich u¨ber-
lappende Blo¨cke zerteilt, mit einem Hanning-Fenster gewichtet und nach der FFT im
Frequenzbereich gemittelt. Die Anzahl der DFT-Punkte betrug NDFT = 12000.
Tabelle 7.2.: Oﬄine-Da¨mpfung an den Fehlersensoren fu¨r den MIMO FXLMS unter
Verwendung von kardioiden Referenzmikrofonen und Fehlersensoren. Ge-
mittelt u¨ber t = 1s an den Fehlersensoren. Nummerierung der Fehlermi-
krofone entsprechend Abbildung 7.6.
Fehlermikrofon 1 2 3 4 5 6
20 log10 (p˜pri/p˜sup) [dB] 20,6 23,1 21,5 18,4 20,0 22,3
Der Tabelle 7.2 ist zu entnehmen, dass die Da¨mpfung des Prima¨rsignals an allen Feh-
lermikrofonen im Durchschnitt 20 dB betrug. Auch die in Abbildung 7.10 zu sehende
frequenzabha¨ngige Da¨mpfung ist fu¨r den gesamten Bereich zwischen den Grenzfrequen-
zen des Prima¨rsignals sehr ausgepra¨gt. Somit vermag das ANC-System unter Verwen-
dung von kardioiden Referenzmikrofonen und des MIMO FXLMS das Prima¨rfeld an
den Fehlersensoren in dem betrachteten Frequenzbereich sehr gut zu da¨mpfen.
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Abbildung 7.10.: Spektrale Verteilung der Da¨mpfungen an den sechs Fehlermikrofonen
(FM). Die blau gestrichelten Linien markieren die obere und untere
Grenzfrequenz des Prima¨rsignals. Wie zu erkennen ist, wird dieses an
allen Sensoren breitbandig geda¨mpft.
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7.4.3.2. Messungen im Online-Betrieb
Die im letzten Abschnitt gezeigten Messergebnisse beschra¨nkten sich auf die Orte der
Fehlermikrofone. U¨ber andere Positionen im Raum kann keine zuverla¨ssige Aussage ge-
troffen werden. Daru¨ber hinaus handelte es sich um Ergebnisse aus Oﬄine-Messungen.
Um die Eigenschaften der Da¨mpfungsleistung des ANC-Systems im Online-Betrieb zu
bestimmen, und mo¨glichst den ganzen Da¨mpfungsbereich hinter den Fehlermikrofonen
zu erfassen, wurden Messungen mit den kurzzeitig zur Verfu¨gung stehenden 12 Mess-
mikrofonen durchgefu¨hrt (siehe Abbildung 7.7). Die Messmikrofone waren auf einem
fahrbaren Untersatz befestigt und konnten zwischen den Fehlermikrofonen und der
Ru¨ckwand des reflexionsarmen Halbraums verschoben werden. Dies entspricht einer
Verschiebung in x-Richtung nach Abbildung 7.6. Die y-Positionen blieben unvera¨ndert.
Der Ablauf der Messungen gestaltete sich wie folgt:
• System einmessen und die ANC-Filter oﬄine per MIMO FXLMS bestimmen
• Filterkoeffizienten an den DSP u¨bertragen
• Fu¨r alle Positionen in x-Richtung:
1. Messposition anfahren
2. Prima¨rfeld einschalten und aufzeichnen
3. ANC-System im Online-Modus dazuschalten und das geda¨mpfte Feld auf-
zeichnen
Auf diese Weise wurde an 96 diskreten Punkten Messsignale erfasst und die Da¨mpfung
in drei verschiedenen Ebenen der Ho¨hen 0,90 m, 1,10 m und 1,30 m bestimmt. Es sei
daran erinnert, dass aufgrund der Dachschra¨ge keine Messungen oberhalb von 1,30 m
durchgefu¨hrt werden konnten. Das ANC-System wurde im Online-Modus betrieben
und somit gelangten auch Signale von den Sekunda¨rquellen u¨ber die Feedback-Pfade in
die Referenzempfa¨nger. Auf zeitliche A¨nderungen, die zum Beispiel durch Erwa¨rmung
hervorgerufen wurden, konnte das System nicht reagieren, da keine Online-Adaption
der ANC-Koeffizienten statt fand. Es musste zeitinvariantes Verhalten aller beteiligten
Gro¨ßen wie die Schallgeschwindigkeit oder die Nachgiebigkeit der Lautsprecher u¨ber
den Zeitraum der Messungen innerhalb einer Ebene angenommen werden. Bevor die
na¨chst ho¨her gelegene Messebene angefahren wurde, erfolgte ein erneutes Einmessen
des Systems um zwischenzeitliche A¨nderungen zu beru¨cksichtigen.
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Abbildung 7.11.: Da¨mpfungsfeld in der horizontalen Ebene in einer Ho¨he von 0,90 m im
Online-Betrieb des MIMO ANC-Systems nach der Oﬄine-Adaption
durch den MIMO FXLMS unter Verwendung von Fehlermikrofonen
und kardioiden Referenzempfa¨ngern. Die Messpositionen x = 0 be-
findet sich direkt vor den Fehlermikrofonen. Das Prima¨rfeld bewegte
sich von links kommend in positiver x-Richtung (Vergleiche auch Ab-
bildung 7.6).
Die Abbildungen 7.11, 7.12 und 7.13 stellen das Ergebnis der Messungen in jeweils
0,90 m, 1,10 m und 1,30 m Ho¨he dar. Die Positionen x = 0 m zeigt die Da¨mpfung
direkt vor den Fehlermikrofonen des Systems, welche ebenfalls auf einer Ho¨he von 0,90 m
angebracht waren. Aufgrund der Positionen der Messmikrofone wurden vorwiegend die
Zwischenra¨ume der Fehlermikrofone erfasst (vergleiche Abbildung 7.6).
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Abbildung 7.12.: Da¨mpfungsfeld in der horizontalen Ebene in einer Ho¨he von 1,10 m im
Online-Betrieb des MIMO ANC-Systems nach der Oﬄine-Adaption
durch den MIMO FXLMS unter Verwendung von Fehlermikrofonen
und kardioiden Referenzempfa¨ngern. Die Messpositionen x = 0 m be-
findet sich direkt vor den Fehlermikrofonen. Das Prima¨rfeld bewegte
sich von links kommend in positiver x-Richtung (Vergleiche auch Ab-
bildung 7.6).
Zu erkennen ist, dass die durch das System verursachte Da¨mpfung in 0,90 m Ho¨he
in der Na¨he der Fehlersensoren am sta¨rksten ausfa¨llt. Mit zunehmender Ho¨he ist die
Auslo¨schung des Prima¨rfeldes gleichma¨ßiger verteilt. Dies deckt sich mit dem subjekti-
ven Ho¨reindruck im Da¨mpfungsbereich. In allen drei Ebenen nimmt die Da¨mpfung des
Prima¨rfeldes in positiver y-Richtung ab. Dies ist ein deutlicher Hinweis darauf, dass
die Deckenschra¨ge einen negativen Einfluss auf die Wirkung des Systems hatte. Wird
zusa¨tzlich beru¨cksichtigt, dass die Da¨mmkeile fu¨r den Frequenzbereich der verwende-
ten Prima¨rsignale noch nicht vollsta¨ndig absorbieren, erkla¨rt dies das ungleichma¨ßige
Ergebnis in y-Richtung, da insbesondere tiefe Frequenzanteile von der Schra¨ge in den
Da¨mpfungsbereich hinein reflektiert wurden.
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Abbildung 7.13.: Da¨mpfungsfeld in der horizontalen Ebene in einer Ho¨he von 1,30 m im
Online-Betrieb des MIMO ANC-Systems nach der Oﬄine-Adaption
durch den MIMO FXLMS unter Verwendung von Fehlermikrofonen
und kardioiden Referenzempfa¨ngern. Die Messpositionen x = 0 m be-
findet sich direkt vor den Fehlermikrofonen. Das Prima¨rfeld bewegte
sich von links kommend in positiver x-Richtung (Vergleiche auch Ab-
bildung 7.6).
Im Online-Betrieb des ANC-Systems konnte auch festgestellt werden, dass die verwen-
deten Referenzmikrofone in der Einstellung als Kardioid-Empfa¨nger offensichtlich eine
ausreichende Da¨mpfung der Signale von der Ru¨ckseite besitzen. Das System zeigte zu
keiner Zeit instabiles Verhalten, auch nicht durch impulshaltige Gera¨uschquellen im
Da¨mpfungsbereich bei ausgeschaltetem Prima¨rsignal. Diese Beobachtungen besta¨tigen
die Erkenntnisse aus den Kapiteln 4 und 5, dass die Reaktionen des Systems auf Quellen
im Da¨mpfungsbereich bei Verwendung kardioider Referenzempfa¨nger zu vernachla¨ssi-
gen sind. Voraussetzung ist eine ausreichend gute und mo¨glichst frequenzunabha¨ngige
kardioide Richtcharakteristik des verwendeten Empfa¨ngers.
165
7. U¨berarbeitung der Systemimplementierung und Messergebnisse
7.4.4. MIMO FXLMS unter Verwendung kardioider Referenzempfa¨nger
und der Reflexions-Pra¨diktion
Im Rahmen dieser Arbeit wurden Modifikationen des MIMO FXLMS vorgestellt, die
das Fehlersignal aus der Messung der reflektierten Feldanteile durch das ANC-System
bestimmen und zur Adaption verwenden. Das System wird demnach nicht auf die Mi-
nimierung des Signals an den Fehlersensoren optimiert, sondern auf die Herstellung
einer schallweichen Reflexion. Zur U¨berpru¨fung dieses Ansatzes, wurde mit Hilfe der
im System gemessenen U¨bertragungsfunktionen, die Variante des MIMO FXLMS nach
Kapitel 6.4.2.3 untersucht. Bei den folgenden Da¨mpfungsergebnissen handelt es sich ei-
ne pra¨dizierte Oﬄine-Da¨mpfung (siehe Kapietl 7.4.1.2). Als Referenzempfa¨nger wurden
kardioide Mikrofone zur Erfassung des Prima¨rfeldes verwendet. Fu¨r die Messung der
ru¨cklaufenden Welle standen keine zusa¨tzlichen Kardioid-Mikrofone zur Verfu¨gung. Da-
her wurden die Omnidirektionalempfa¨nger genutzt. Dies stellt fu¨r die Untersuchungen
kein Hindernis dar, weil alle Feldanteile aufgrund der Verwendung der ausgemessenen
U¨bertragungsfunktionen separat betrachtet werden ko¨nnen.
Wie schon bei den Untersuchungen in Kapitel 6.4.2.3, stammen die Filterkoeffizienten
der Reflexions-Pra¨diktion aus einer FDTD-Simulation. Innerhalb dieser zweidimensio-
nalen Simulation wurden Freifeldbedingungen unter Einsatz der PML angenommen
(siehe Kapitel 6.5). Der Aufbau des ANC-Systems nach Abbbildung 7.6 wurde in der
Simulation u¨bernommen, mit einer Ausnahme: Die Referenzmikrofone wurden etwa
um die Strecke na¨her an die Sekunda¨rquellen gelegt, die durch die elektrische Ver-
zo¨gerung entsteht und welche nicht in der FDTD-Simulation abgebildet wurde. Wie
bereits gezeigt wurde, bela¨uft sich die elektrische Verzo¨gerung auf ungefa¨hr 800 µs
beziehungsweise auf 0,27 m als zuru¨ckgelegter Weg des Prima¨rfeldes. Dieser Wert wur-
de geringfu¨gig korrigiert, damit die Verzo¨gerungen der Feedback-Pfade aus Simulation
und Messung besser u¨bereinstimmen. Dadurch ergab sich eine Verku¨rzung der Distanz
zwischen den Sekunda¨rquellen und den Referenzempfa¨ngern fu¨r die FDTD-Simulation
zur Bestimmung der Filterkoeffizienten der Reflexions-Pra¨diktion um 0,21 m. Nachdem
die Pra¨diktions-Filter bestimmt waren, wurde die Adaption entsprechend Abbildung
6.4.2.3 mit den gemessenen Prima¨rsignalen und U¨bertragungsfunktionen des Systems
oﬄine in Matlab durchgefu¨hrt.
In Tabelle 7.3 ist die pra¨dizierte Oﬄine-Da¨mpfungen an den sechs Fehlermikrofonen
aufgefu¨hrt. Die Werte schwanken zwischen 5,0 dB und 11,7 dB. Im Vergleich zu den
Ergebnissen des MIMO FXLMS unter Verwendung von Fehlersensoren, fallen damit die
Ergebnisse im Durchschnitt 10 dB bis 15 dB geringer aus.
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Tabelle 7.3.: Pra¨dizierte Oﬄine-Da¨mpfung des ANC-Systems unter Verwendung des
MIMO FXLMS mit der Reflexions-Pra¨diktion. Gemittelt u¨ber t = 1 s an
den Fehlersensoren.
Fehlermikrofon 1 2 3 4 5 6
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Abbildung 7.14.: Spektrale Verteilung der pra¨dizierten Oﬄine-Da¨mpfung durch das
ANC-System. Zur Adaption wurde der MIMO FXLMS-Algorithmus
unter Verwendung der Reflexions-Pra¨diktion genutzt.
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Auch die spektrale Verteilung aus Abbildung 7.14 zeigt, dass die Auslo¨schung des Pri-
ma¨rfeldes weniger ausgepra¨gt ist. Dennoch erfolgt eine Da¨mpfung durch das ANC-
System und das Ergebnis besta¨tigt, dass die verwendete Methode verwendet werden
kann. Es ist zu bedenken, dass die Pra¨diktions-Filter außer der Laufzeitkorrektur keine
zusa¨tzlichen Optimierungen erfuhren. Die FDTD-Berechnungen mu¨sste demnach wei-
ter optimiert werden, sodass eine realistischere Simulation der Schallausbreitung im
reflexionsarmen Halbraum entsteht. In erster Linie ko¨nnten dreidimensionale Simula-
tionen unter Beru¨cksichtigung der Deckenschra¨ge und der ho¨henabha¨ngigen Anordnung
der Teilstrahler der Sekunda¨rquellen wesentliche Verbesserungen bringen. Daru¨ber hin-
aus ko¨nnte das Einbringen der U¨bertragungseigenschaften der realen Wandler in die
Simulation einen positiven Effekt auf die Pra¨diktion der Reflexionen erzielen.
7.4.5. SISO FXLMS unter Verwendung eines kardioiden
Referenzempfa¨ngers und eines Fehlersensors
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Abbildung 7.15.: Aufbau des SISO ANC-Systems zur Untersuchung des SISO FXLMS
im Online-Modus des ANC-Systems. Als Referenzempfa¨nger (RM)
wurden zwei kardioide Mikrofone in entgegengesetzter Ausrichtung
verwendet. Das vorderste Messmikrofon 1 befindet sich am gleichen
Ort wie das Fehlermikrofon (FM) des ANC-Systems. Die Messmi-
krofone haben einen Abstand von 0,10 m und befindet sich auf der
gleichen Ho¨he von 0,90 m wie das Referenz- und das Fehlermikrofon.
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Abbildung 7.16.: Fotografie des SISO ANC-Systems zur Untersuchung des SISO
FXLMS im Online-Modus des ANC-Systems im reflexionsarmen Halb-
raum. Die Prima¨rquelle befindet sich in einer Linie mit Referenz-
empfa¨ngern, Sekunda¨rquelle, Fehlermikrofon und Messmikrofonen. Es
wurde fu¨r den Aufbau des SISO ANC-Systems eine Position mo¨glichst
weit entfernt von der Deckenschra¨ge gewa¨hlt. Die beiden Sekunda¨r-
lautsprecher in der Bildmitte rechts hatten keine Funktion.
Da das eigentliche Interesse der Adaption im Online-Betrieb galt und in dieser Hin-
sicht ein MIMO-Experiment unverha¨ltnisma¨ßigen Aufwand dargestellt ha¨tte, wurden
Messungen im einkanaligen, adaptiven Online ANC-Modus des DSP-Programms durch-
gefu¨hrt. Der prinzipielle Aufbau ist in Abbildung 7.15 dargestellt. Demnach wurden
auf einer Linie Prima¨rquelle, Referenzempfa¨nger, Sekunda¨rquelle, Fehlermikrofon und
Messmikrofone angeordnet. Diese wurden mo¨glichst weit von der Deckenschra¨ge des re-
flexionsarmen Halbraums platziert, um ungewollte Reflexionen zu verringern. In Abbil-
dung 7.16 sind alle Komponenten des Systemaufbaus zu sehen. Im Vordergrund befinden
sich die sechs Messmikrofone, die jeweils in einem Abstand von 0,10 m voneinander an
ein Stativ befestigt wurden. Das vom Betrachter aus gesehen hinterste Messmikrofon
nimmt die Signale an der gleichen Position wie das Fehlermikrofon des SISO ANC-
Systems auf, um auch dort die Da¨mpfung des Prima¨rfeldes bestimmen zu ko¨nnen. Mit
diesem Aufbau konnte demnach die Da¨mpfung auf einer La¨nge von 0,60 m hinter dem
Fehlermikrofon erfasst werden.
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Abbildung 7.17.: Verwendung von zwei AKG Perception 420 als kardioide Referenz-
empfa¨nger mit entgegengesetzter Ausrichtung. Das obere Mikrofon
empfa¨ngt den zuru¨ckkommenden Schall der Gegenquelle und wird fu¨r
die Adaption des SISO FXLMS unter Verwendung der Reflexions-
Pra¨diktion genutzt. Das untere Mikrofon dient als kardioider Refe-
renzempfa¨nger.
Das Behringer ECM 8000 als Referenzempfa¨nger wurde durch ein weiteres AKG Per-
ception 420 ausgetauscht. Dadurch konnten zwei kardioide Referenzmikrofone mit ent-
gegengesetzter Ausrichtung eingesetzt werden. Entsprechend Abbildung 7.17 wurde das
obere Mikrofon zur Erfassung der von der Sekunda¨rquelle zuru¨ckkommenden Signale
und das untere Mikrofon zur Erfassung des Prima¨rfeldes eingesetzt. Die Sekunda¨rfeld-
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messung wurde fu¨r den SISO FXLMS unter Verwendung der Reflexions-Pra¨diktion
verwendet. Das DSP-Programm wurde fu¨r die Messungen im Adaptiven Online-Modus
betrieben und es wurden vier Untersuchungen durchgefu¨hrt. Die ersten beiden Ver-
suche verwendeten den SISO FXLMS mit einem kardioiden Referenzempfa¨nger und
einem Fehlermikrofon. Als Prima¨rsignal diente im ersten Versuch ein Sinussignal der
Frequenz f = 300 Hz und im zweiten Versuch ein Bandpass gefiltertes Phasenrauschen.
In den beiden weiteren Untersuchungen wurde der SISO FXLMS unter Verwendung der
Reflexions-Pra¨diktion und des oberen Referenzmikrofons aus Abbildung 7.17 eingesetzt.
Als Prima¨rsignale kamen dabei ebenfalls das Sinussignal und das Rauschsignal zum Ein-
satz. Das Bandpass-Rauschen besaß die gleichen Stopp- und Grenzfrequenzen wie das
Phasenrauschen aus dem vorangegangenen Kapitel: fstop,u = 200 Hz, fcut,u = 250 Hz,
fcut,o = 350 Hz und fstop,o = 400 Hz.
Tabelle 7.4.: Online-Da¨mpfung fu¨r ein Sinussignal f = 300 Hz durch den SISO FXLMS
an den Messmikrofonen.
Messmikrofon 1 2 3 4 5 6
20 log10 (p˜pri/p˜sup) [dB] 26,1 17,1 7,0 12,3 10,6 12,3
Tabelle 7.5.: Online-Da¨mpfung fu¨r Bandpass gefiltertes Rauschen durch den SISO
FXLMS an den Messmikrofonen.
Messmikrofon 1 2 3 4 5 6
20 log10 (p˜pri/p˜sup) [dB] 14,3 12,7 5,7 8,0 6,7 10,0
Die Da¨mpfungswerte des SISO FXLMS an den Messmikrofonen nach der Adaptions-
phase sind in den Tabellen 7.4 und 7.5 jeweils fu¨r das Sinussignal und das Bandpass-
Rauschen aufgefu¨hrt. Das Messmikrofon 1 nahm an der gleichen Position wie das Feh-
lermikrofon den Schalldruck auf. Der Adaptionsverlauf la¨sst sich aus den Abbildungen
7.18 und 7.19 erkennen. Das Sinussignal wird innerhalb ku¨rzester Zeit sehr stark ge-
da¨mpft. Der Tabelle 7.4 ist zu entnehmen, dass der RMS-Wert der Aufnahme durch
die Adaption um 26,1 dB verringert wird. Das Sinussignal war dann nicht mehr vom
Hintergrundrauschen der Aufnahme zu unterscheiden. Im Spektrum des Signals ergab
sich daher bei 300 Hz eine Da¨mpfung von 44 dB. Mit zunehmenden Abstand von dem
Fehlermikrofon wurde der Pegel des Restsignals erst sta¨rker und nahm an den hinteren
Mikrofonen wieder etwas ab. Dieser Verlauf ist sowohl in der Tabelle 7.4 als auch in
Abbildung erkennbar. Fu¨r die Da¨mpfung des Bandpass-Rauschens beno¨tigte der Algo-
rithmus deutlich la¨nger als fu¨r das Sinussignal, wie in Abbildung 7.19 zu sehen ist.
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Abbildung 7.18.: MSE an den Messmikrofonen fu¨r ein sinusfo¨rmiges Prima¨rsignal der

























Abbildung 7.19.: MSE an den Messmikrofonen fu¨r Bandpass-gefiltertes Rauschen als
Prima¨rsignal. Fu¨r die Adaption wurde der SISO FXLMS im Online-
Betrieb eingesetzt.
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Auch hier zeigte sich, dass die Da¨mpfung erwartungsgema¨ß am Fehlermikrofon ihr Ma-
ximum hat und mit gro¨ßerem Abstand etwas abnimmt. Aber auch bei dieser Messung
stieg die Da¨mpfung zu den hinteren Mikrofonen wieder etwas an. Dieses Interferenz-
muster kann vermutlich mit der Deckenschra¨ge in Zusammenhang gebracht werden und
ist demnach auf die nicht symmetrischen Verha¨ltnissen im Messraum zuru¨ckzufu¨hren.
Fu¨r verla¨ssliche Aussagen sind jedoch weiter Untersuchungen notwendig.
7.4.6. SISO FXLMS unter Verwendung eines kardioiden
Referenzempfa¨ngers und der Reflexions-Pra¨diktion
Fu¨r den FXLMS auf Basis der Reflexions-Pra¨diktion, wurde das Pra¨diktions-Filter mit
Hilfe der in Kapitel 4.3.4 beschriebenen Methode bestimmt. Wie eingangs beschrieben,
wurde zur Messung des von der Sekunda¨rquelle zuru¨ck laufenden Schalls das obere AKG
Perception 420 aus Abbildung 7.17 verwendet. Vor Beginn der Adaption wurden die
U¨bertragungsfunktion zwischen der Sekunda¨rquelle und diesem Mikrofon ausgemessen,
da diese fu¨r die Filterung des Eingangssignals beno¨tigt wird (vergleiche Kapitel 6.4.2.3).
Das untere Mikrofon aus Abbildung 7.17 diente als kardioider Referenzempfa¨nger. Die
Ergebnisse der Adaption sind fu¨r das sinusfo¨rmige und das rauschartige Prima¨rsignal

























Abbildung 7.20.: MSE an den Messmikrofonen. Als Prima¨rsignal wurde ein Sinus mit
f = 300 Hz eingesetzt. Zur Adaption wurde die SISO Reflexions-
Pra¨diktion verwendet.
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Fu¨r das Sinussignal adaptiert der Algorithmus auf ein Minimum der Fehlerfunktion
und verla¨sst dieses kurz darauf, um sich auf einem etwas ho¨heren Niveau zu stabilisie-
ren. Auffa¨llig ist auch das leichte U¨berschwingen zu Beginn der Adaption. Die beste
Da¨mpfung wird zudem nicht am Fehlermikrofon erzielt, sondern an den weiter hinten
gelegenen Mikrofonen. Es ist zu bedenken, dass der SISO FXLMS keine Information
u¨ber das in Abbildung 7.6 dargestellte Fehlersignal am Messmikrofon 1 beziehungs-






















Abbildung 7.21.: MSE an den Messmikrofonen. Als Prima¨rsignal wurde Bandpass gefil-
tertes Rauschen eingesetzt. Zur Adaption wurde die SISO Reflexions-
Pra¨diktion verwendet.
Die Pra¨diktion der Reflexionen ist nicht ausreichend genau und die Raum-Geometrie
erschwert die Adaption bei diesem Verfahren zusa¨tzlich. Bei dem letzten Punkt ko¨nnen
auch die Bodenreflexionen eine erschwerende Rolle spielen. Eine weitere Ursache kann
die Richtcharakteristik der Referenzempfa¨nger sein, die keine ausreichende Da¨mpfung
entgegen der Empfangsrichtung aufweist. Festzuhalten ist im Fall der Sinus-Messungen,
dass das Verfahren grundsa¨tzlich ein Da¨mpfung bewirkt, das Ergebnis aber noch nicht
vollkommen zufriedenstellend ist.
Bei Verwendung von Bandpass-Rauschen als Prima¨rsignal bewirkt das System an den
Messmikrofon nur geringe Da¨mpfungen. Auch fa¨llt anhand der zeitlichen Entwicklung
des MSE auf, dass Schwankungen im Systemverhalten vorhanden sind. Als Ursachen
ko¨nnen wohl die gleichen Gru¨nde wie zuvor genannt werden. Daher sollten fu¨r weitere
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Untersuchungen die Rahmenbedingungen verbessert werden. Das gesamte System sollte
nicht in einer Ho¨he von 0,90 m, sondern direkt auf dem Boden platziert werden. Ge-
gebenenfalls ko¨nnen mit anderen Referenzempfa¨ngern, die eine genauere Trennung der
unterschiedlich ausgerichteten Wellenfelder aufweisen, bessere Ergebnisse erzielt wer-
den. Fu¨r die Bestimmung der Pra¨diktion-Filter ist ebenfalls eine FDTD-Simulation zu
empfehlen.
Tabelle 7.6.: Online-Da¨mpfung fu¨r ein Sinussignal f = 300 Hz durch den SISO-FXLMS
mit Reflexions-Pra¨diktion an den Messmikrofonen.
Messmikrofon 1 2 3 4 5 6
20 log10 (p˜pri/p˜sup) [dB] 4,2 9,5 10,9 12,9 12,2 12,7
Tabelle 7.7.: Online-Da¨mpfung fu¨r Bandpass gefiltertes Rauschen durch den SISO
FXLMS unter Verwendung der Reflexions-Pra¨diktion an den Messmikro-
fonen.
Messmikrofon 1 2 3 4 5 6
20 log10 (p˜pri/p˜sup) [dB] 1,6 2,0 2,1 2,6 2,5 2,4
7.5. Zusammenfassung und weiterfu¨hrende Betrachtungen
In diesem Kapitel wurden die Hardwareimplementierung des zweidimensionalen
ANC-Systems und deren Modifikation vorgestellt. Die Verwendung von Mikrofon-
Vorversta¨rkern mit ADAT-Schnittstelle in Kombination mit dem C6455+ DSP erwies
sich als funktionstu¨chtig und ausreichend schnell, um innerhalb der Schalllaufzeit von
2 ms Gegenfelder synthetisieren zu ko¨nnen.
Anhand von Oﬄine- und Online-Messungen im MIMO-Betrieb konnte gezeigt werden,
dass die Verwendung kardioider Referenzempfa¨nger fu¨r den Aufbau als Schallbarriere
geeignet ist, ohne die Feedbackpfade beru¨cksichtigen zu mu¨ssen.
Der MIMO FXLMS unter Verwendung von Fehlersensoren zeigte innerhalb der Oﬄine-
Messungen sehr gute Da¨mpfungen an den Fehlermikrofonen. Die Online-Messungen im
Da¨mpfungsbereich konnten besta¨tigen, dass das System auch hinter den Fehlersensoren
eine Da¨mpfung erzeugt. Bei diesen Untersuchungen zeigte sich der negative Einfluss
der Deckenschra¨ge im verwendeten Messraum. Auch konnte festgestellt werden, dass
die Da¨mpfungswirkung in der Vertikalen nicht einheitlich ist, sondern mit der Ho¨he
zunimmt. Dies ist ein Hinweis darauf, dass ein Zusammenhang zwischen der Anord-
nung der Chassis innerhalb der verwendeten Sekunda¨r-Lautsprecher und der vertikalen
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Ausrichtung des Sekunda¨rfeldes besteht. Die Chassis sind derzeit der linken Seite in
Abbildung 7.22 entsprechend angeordnet. Eine gleichma¨ßig verteilte Anordnung der
Chassis, wie es auf der rechten Seite von Abbildung 7.22 dargestellt ist, ist empfeh-
lenswert. Das unterste Chassis sollte dann den halben Abstand, den es zum na¨chst
ho¨her gelegenen Chassis hat, vom Boden entfernt angebracht werden. Dadurch erga¨be
sich eine gleichma¨ßige Verteilung aller Elementarstrahler und deren Spiegelquellen im
Boden. Es entstu¨nde eine Abstrahlcharakteristik, die mehr Gemeinsamkeiten mit der
Abstrahlcharakteristik einer Zylinderquelle aufweist. Dies wu¨rde sich auch positiv auf
die Erfassung der zuru¨cklaufenden Wellen bei Verwendung der Reflexions-Pra¨diktion




Abbildung 7.22.: Schematische Darstellung der modifizierten Chassis-Anordnung.
Links: Anordnung der Chassis im derzeitigen System. Rechts: Emp-
fohlenen Chassis-Anordnung zur Herstellung eines mo¨glichst zylinder-
fo¨rmigen Sekunda¨rfeldes.
Der MIMO FXLMS unter Verwendung kardioider Referenzempfa¨nger und der
Reflexions-Pra¨diktion erzielte innerhalb der Oﬄine-Messungen eine gute Da¨mpfung
an den Fehlermikrofonen. Diese konnte durch Verwendung von Pra¨diktions-Filtern
aus einer FDTD-Simulation erreicht werden. Hier gibt es weitere Mo¨glichkeiten, die
Simulation genauer und realita¨tsna¨her zu gestalten, um dieses Verfahren zu verbes-
sern. So ko¨nnten beispielsweise die U¨bertragungsfunktionen des realen Systems in die
Simulationen integriert werden.
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Die Online-Messungen des SISO FXLMS unter Verwendung kardioider Referenzemp-
fa¨nger und Fehlersensoren konnte sowohl fu¨r das periodische als auch fu¨r das breitban-
dige Signal eine sehr gute Da¨mpfung im Online-Betrieb erreichen. Auch hier konnte
keine weitere Verbesserung durch Beru¨cksichtigung der Feedbackpfade innerhalb der
Adaption mit dem FXLMS festgestellt werden. Diese Beobachtung besta¨tigt erneut,
dass die verwendeten Kardioid-Empfa¨nger eine ausreichende Da¨mpfung entgegen der
Empfangsrichtung im betrachteten Frequenzbereich besitzen.
Online-Messungen des SISO FXLMS unter Verwendung kardioider Referenzempfa¨nger
und der Reflexions-Pra¨diktion zeigten gute Da¨mpfungsergebnisse fu¨r das sinusfo¨rmi-
ge Prima¨rfeld bei 300 Hz. Dennoch konnte anhand des Verlaufs des MSE festgestellt
werden, dass die Pra¨diktions-Filter nicht genau auf das System abgestimmt waren.
Noch deutlicher zeigte dies die Untersuchung des Verfahrens mit dem breitbandigen
Signal. Hier sind weitere Untersuchungen notwendig. Erste Ansa¨tze sind die bereits
vorgeschlagene Modifikation der Sekunda¨rquellen und die Verwendung einer realita¨ts-
na¨heren FDTD-Simulation zur Bestimmung der Pra¨diktions-Filter. Ebenso ko¨nnten
kleinere Sekunda¨r-Lautsprecher genutzt werden, um das gesamte System auf dem Bo-
den des reflexionsarmen Halbraums untersuchen zu ko¨nnen. Dies ha¨tte den Vorteil, dass
Bodenreflexion ausgeschlossen werden und die Decke etwas weiter vom Aufbau entfernt
wa¨re.
Innerhalb der in diesem Kapitel durchgefu¨hrten Messungen wurden ausschließlich die
Großmembranmikrofone in kardioider Einstellung verwendet. Ein Grund dafu¨r war,
dass sich in Voruntersuchungen gezeigt hatte, dass kardioide Mikrofone ausreichen, um
geeignete Referenzsignale fu¨r das linienfo¨rmige ANC-System zu erhalten. Ein weiterer
Grund war der Abgleich des Großmembranmikrofons in Achtercharakteristik mit dem
Druckempfa¨nger, der sich als problematisch herausstellte [To¨n14]. Vor diesem Hinter-
grund sollte der Einsatz abgeglichener Mikrofonpaare untersucht werden. Am Markt
sind zudem Großmembranempfa¨nger erha¨ltlich, bei denen die Signale der beiden kar-
dioiden Kapseln einzeln abgreifbar sind, sogenannte Twin-Mikrofone.
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8.1. Zusammenfassung
Diese Arbeit bescha¨ftigt sich mit zweidimensionalen ANC-Systemen und fokussiert sich
auf deren Aufbau als Schallbarriere. Einen besonderen Aspekt stellt die Betrachtung
eines ANC-Systems als schallweicher Reflektor dar. Aus dieser Herangehensweise erge-
ben sich die Reflexionsa¨quivalenz und die Reflexions-Pra¨diktion. Erstere ermo¨glicht eine
neuartige Methode zur Synthese der Lautsprechersignale im zweidimensionalen ANC-
System. Die Reflexions-Pra¨diktion hingegen kann genutzt werden, um aus den Signalen
einer geeigneten Referenzmikrofon-Anordnung ein Fehlersignal anhand der durch das
System reflektierten Feldanteile zu generieren und auf die Herstellung einer schallwei-
chen Impedanz zu optimieren.
Das urspru¨nglich zugrunde liegende Konzept aus [Tri03] wurde in Teilbereiche zerlegt.
Diese wurden na¨her untersucht oder um weitere Methoden erga¨nzt. Insbesondere aus
dem Bereich der WFS flossen weitere Methoden ein, die zur Analyse und Pra¨dikti-
on des Prima¨rfeldes eingesetzt werden ko¨nnen. Fu¨r linienfo¨rmige und den kreisfo¨rmi-
ge Mikrofonanordnungen konnten zudem Pra¨diktionsmethoden aufgezeigt werden, die
ein Feld unter Annahme einer linien- oder kreisfo¨rmigen Impedanz vorherbestimmen.
Diese sind die Voraussetzung fu¨r die Verwendung der Reflexionsa¨quivalenz und der
Reflexions-Pra¨diktion. Letztere kann daru¨ber hinaus in Verfahren wie der FDTD be-
stimmt werden, wie ebenfalls gezeigt wurde. Des weiteren konnte das ANC-Verfahren
um adaptive Optimierungsmethoden erweitert werden. Zum einen wurde der klassische
MIMO FXLMS-Algorithmus unter Verwendung von Fehlersensoren auf die Eigenschaf-
ten des Systems angepasst, zum anderen die Reflexions-Pra¨diktion genutzt, um eine
weitere Modifikation hervorzubringen. Anhand zweidimensionaler Feldsimulationen im
Zeitbereich wurde die Wirksamkeit dieser Adaptionsverfahren besta¨tigt.
Fu¨r Messungen stand ein Prototyp eines zweidimensionalen ANC-Systems zur Ver-
fu¨gung. Dieser wurde zum Teil u¨berarbeitet. Die urspru¨nglichen Referenzmikrofone
wurden ausgetauscht und durch Großmembran-Kondensator- und Elektretmikrofonen
ersetzt. Der Aufbau wurde zudem um Fehlersensoren erweitert, die ebenfalls aus Elek-
tretmikrofonen bestanden. Als Mikrofonvorversta¨rker und als Wandler konnten kom-
merziell erha¨ltliche Produkte aus dem Studio-Bereich eingesetzt werden. Diese verwen-
den die digitale ADAT-Schnittstelle und werden mit Hilfe eines FPGA an den DSP
angebunden. Es zeigte sich, dass dieser Systemaufbau ausreichend schnell ist, um ein
Gegenfeld zu synthetisieren.
8. Zusammenfassung und Ausblick
Erste Messungen mit diesem System, in denen die adaptiven Verfahren untersucht
wurden, zeigten gute Ergebnisse mit Hinblick auf die Anwendung als aktive Schall-
barriere. Auch der FXLMS-Algorithmus unter Verwendung der Reflexions-Pra¨diktion
erzielte vielversprechende Resultate. So konnten die fu¨r dieses Verfahren notwendigen
Pra¨diktions-Filter anhand einer FDTD-Simulation bestimmt werden, die das reale Sys-
tem virtuell abbildet. Diese Kombination aus Simulation und realer Hardware erzielte
gute Ergebnisse in der Oﬄine-Da¨mpfung ohne zusa¨tzliche Optimierung. Die Versuche
machten dennoch deutlich, dass fu¨r diese Methode weitere Untersuchungen und die
zusa¨tzliche Eliminierung von Fehlerquellen no¨tig sind.
8.2. Ausblick
Die im Rahmen dieser Arbeit vorgestellten Verfahren stellen eine breite Grundlage
fu¨r weitere Untersuchungen am zweidimensionalen ANC-System dar. In weiteren Un-
tersuchungen ko¨nnen die vorgestellten Extrapolations-Verfahren in Verbindung mit
der Analsepunkte-Methode am realen System verifiziert werden. Im Gegensatz zum
Analysepunkte-Verfahren stellt die Reflexionsa¨quivalenz ein Mo¨glichkeit dar, ohne die
Invertierung der Sekunda¨rpfade auszukommen. Auch hier sind weitere Versuche not-
wendig, um das reale System und dessen mathematische Beschreibung in Einklang zu
bringen. Ein wichtiges Element ist dabei die genaue Kenntnis aller System-Parameter,
insbesondere die der elektroakustischen Wandler.
Die Signalverabeitungskette des ANC-Systems beginnt bei den Referenzempfa¨n-
gern. Hier sollten weitere Untersuchungen angestellt werden. Die Kombination aus
Großmembran-Mikrofon und Druckkapsel kann im bestehenden Systemaufbau und un-
ter realen Bedingungen nicht ausreichend genau abgeglichen werden. Herstellerseitig
abgestimmte Mikrofone, die Druck- und Gradientensignale bereitstellen, sind daher
empfehlenswert. Eine gute Alternative dazu sind Mikrofone mit zwei entgegengesetzte,
abgeglichenen Kardioid-Kapseln, deren Signale einzeln abgreifbar sind. Die Referenz-
empfa¨nger sollten zudem mechanisch vollsta¨ndig von den Sekunda¨rquellen getrennt
werden.
Eine gleichma¨ßige Anordnung der Chassis in den verwendeten Gegenlautsprechern ha¨tte
eine positive Auswirkung auf die ho¨henabha¨ngige Da¨mpfungsleistung des Systems (siehe
Kapitel 7). Zudem wu¨rde es den negativen Einfluss von Bodenreflexionen verringern,
welche die Trennung der hin- und zuru¨ck laufenden Felder in den Referenzempfa¨ngern
erschweren. Fu¨r den Einsatz einer aktiven Schallbarriere in Ra¨umen, in denen Bo¨den
und Decken planparallel verlaufen, ist die Ausweitung der Lautsprechersa¨ulen bis zur
Decke sinnvoll.
Die Signalverarbeitung im DSP kann durch effektivere Implementierungen der Adapti-
onsverfahren weiter optimiert werden. Hinsichtlich der ANC-Algorithmen innerhalb des
MIMO-Systems ist sicherlich interessant, ob ein modular aufgebautes, verteiltes System




ADAT Alesis Digital Audio Tape
ADC Analog to Digital Converter
AKF Autokorrelationsfunktion
ANC Active Noise Control
CPU Central Processing Unit
DAC Digital to Analog Converter
DFT Discrete Fourier Transform
DSP Digital Signal Processor
EDMA Enhanced Direct Memory Access
EMAC Ethernet Media Access Controller
FDM Finite Differenzen Methode
FDTD Finite Differences in the Time Domain
FEM Finite Elemente Methode
FFT Fast Fourier Transform
FIR Finite Impulse Response
FPGA Field Programmable Gate Array
FXLMS Filtered x Least Mean Square
HOA High Order Ambisonics




LMS Least Mean Square
MAC Multiply Accumulate
MACS Multiply Accumulate Cycles per Second
McBSP Multichannel Buffered Serial Port
MCU Microcontroller Unit
MIMO Multiple Input Multiple Output
MISO Multiple Input Single Output
Notationen
MMACS Million Multiply Accumulate Cycles per Second
MSE Mean Squared Error
NLMS Normalized Least Mean Square
PC Personal Computer
PML Perfectly Matched Layer
PWD Plane Wave Decomposition
RLS Recursive Least Square
RMS Root Mean Square
SAR Successive Approximation Register
SIMO Single Input Multiple Output
SISO Single Input Single Output
SNR Signal to Noise Ratio
WFE Wave Field Extrapolation
WFS Wave Field Synthesis
ZHE Zirkulare Harmonische Extrapolation
Notationen
X(ω) Funktion der Kreisfrequenz ω
X(f) Funktion der Frequenz f
4 Laplace-Operator
P¯ Plane Wave Decomposition
X Matrix
x Vektor
F Fouriertransformierte bezu¨glich der Zeit t
F−1 Inverse Fouriertransformierte bezu¨glich der Zeit t
Fx Fouriertransformierte bezu¨glich der ra¨umlichen Variable x
F−1x Inverse Fouriertransformierte bezu¨glich der ra¨umlichen
Variable x
Fx Fouriertransformierte bezu¨glich des Ortsvektors x
F−1x Inverse Fouriertransformierte bezu¨glich des Ortsvektors x
∇ Nabla-Operator, Gradient
∂/∂ϕ Partielle Ableitung nach dem Winkel ϕ
∂/∂r Partielle Ableitung nach dem Radius r
∂/∂t Partielle Ableitung nach der Zeit
x˜ Effektivewert (RMS) von x
x Skalar
x(n) Funktion der diskreten Zeitpunkte n
x(t) Funktion der Zeit t
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Liste der verwendeten Symbole
Liste der verwendeten Symbole
F Einhu¨llende des dreidimensionalen Lo¨sungsgebiets oder
Kontur des zweidimensionalen Lo¨sungsgebiets
G Greensche Funktion
G2D Zweidimensionale Greensche Funktion






ν Hankelfunktion ν-ter Ordnung und der ersten Art
H
(2)
ν Hankelfunktion ν-ter Ordnung und der zweiten Art
Jmin Minimum der Fehlerfunktion
J
(1)
ν Besselfunktion ν-ter Ordnung und der ersten Art
J
(2)
ν Besselfunktion ν-ter Ordnung und der zweiten Art
J(w) Fehlerfunktion von w
N Anzahl der Filterkoeffizienten / La¨nge der Impulsantwort
NA Anzahl der Analysepunkte oder Fehlermikrofone
NDFT Anzahl der DFT-Punkte
NL Anzahl der Lautsprecher
NM Anzahl der (Referenz-)Mikrofone
P˜ [Pa] Schalldruck im Raum-Frequenzbereich
P [Pa] Schalldruck im Frequenzbereich
P˜P [Pa] Schalldruck im Raum-Frequenzbereich in Polarkoordina-
ten
P˜Y [Pa] Schalldruck im Raum-Frequenzbereich in Zylinderkoordi-
naten
R(r) Allgemeine Ansatzfunktion in Abha¨ngigkeit vom Radius r
R Autokorrelationsmatrix
RM [m] Radius Mikrofonkreis
RZ [m] Radius eines Zylinders
Rxx Kovarianzmatrix
R(z) U¨bertragungsfunktion der Reflexions-Pra¨diktion
R(z) Matrix der U¨bertragungsfunktionen der Reflexions-
Pra¨diktion
S(z) U¨bertragungsfunktion des Sekunda¨rpfades
Sˆ(z) Scha¨tzung der U¨bertragungsfunktion des Sekunda¨rpfades
S(z) Matrix der U¨bertragungsfunktionen der Sekunda¨rpfade
Sˆ(z) Scha¨tzung der Matrix der U¨bertragungsfunktionen der Se-
kunda¨rpfade
U(z) U¨bertragungsfunktion des Feedback-Pfades
Uˆ(z) Scha¨tzung der U¨bertragungsfunktion des Feedback-Pfades
Uˆ(z) Scha¨tzung der Matrix der U¨bertragungsfunktionen der
Feedback-Pfade
U(z) Matrix der U¨bertragungsfunktionen der Feedback-Pfade
V¯ [m3] Bereich außerhalb des Lo¨sungsgebiets V
V Drei- oder Zweidimensionales Lo¨sungsgebiet
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Liste der verwendeten Symbole
V [m/s] Schallschnelle im Frequenzbereich
Vn [m/s] Schallschnelle im Frequenzbereich in Richtung des Norma-
lenvektors n
Wp(z) U¨bertragungsfunktion des ANC-Systems fu¨r den Druck-
Empfa¨nger
Wp(z) Matrix der U¨bertragungsfunktionen des ANC-Systems fu¨r
die Druck-Empfa¨nger
Wv(z) U¨bertragungsfunktion des ANC-Systems fu¨r den Schnelle-
Empfa¨nger
Wv(z) Matrix der U¨bertragungsfunktionen des ANC-Systems fu¨r
die Schnelle-Empfa¨nger
W (z) U¨bertragungsfunktion des ANC-Systems
W(z) Matrix der U¨bertragungsfunktionen des ANC-Systems
Y
(1)
ν Neumannfunktion ν-ter Ordnung und der ersten Art
Y
(2)
ν Neumannfunktion ν-ter Ordnung und der zweiten Art
Z [Ns/m3] Schallkennimpedanz
Z1, Z2,Φ1,Φ2, R1, R2 Allgemeine Konstanten
ZW [Ns/m
3] Wand- oder Oberfla¨chenimpedanz
Z(z) Allgemeine Ansatzfunktion in Abha¨ngigkeit von z
c [m/s] Schallgeschwindigkeit
d(n) Erwu¨nschtes oder unerwu¨nschtes Signal (desired)
eˆ(n) Abscha¨tzung des Fehlersignals eines adaptiven Systems
e(n) Fehlersignal eines adaptiven Systems
f [Hz] Frequenz
f [N/m3] Kraftquelle
f(n) Feedback-Signal am Referenzempfa¨nger
g(n) Beliebige Quellfunktion der FDTD
k [1/m] Wellenzahlvektor in kartesischen Koordinaten
k [1/m] Wellenzahl
kY [1/m] Wellenzahlvektor in Zylinderkoordinaten
kr [1/m] Wellenzahl in radialer Abha¨ngigkeit
kx [1/m] Wellenzahl in x-Richtung in kartesischen Koordinaten
ky [1/m] Wellenzahl in y-Richtung in kartesischen Koordinaten
kz [1/m] Wellenzahl in z-Richtung in kartesischen Koordinaten
µ Schrittweite des LMS-Algorithmus
µ(n) Die zeitabha¨ngige Schrittweite des NLMS-Algorithmus
n [m] Normalenvektor
p˜ [Pa] Schalldruck im Raum-Zeitbereich
p [Pa] Schalldruck im Zeitbereich
q [m3s−1] Ergiebigkeit/Quellsta¨rke/Schallfluss/Volumenschnelle
q Diskreter Quellsignalvektor
r [m] Verbindungsvektor zweier Ortspunkte
rR [m] Ortsvektor im Innern eines Volumens oder einer Fla¨che
rS [m] Ortsvektor auf einer Oberfla¨che oder Berandung
s Courant-Zahl
σ2d Varianz des Signals d(n)
s(n) Impulsantwort des gesamten Sekunda¨rpfades inkl. Wand-
ler und Lautsprecher
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s′(n) Impulsantwort des akustischen Sekunda¨rpfades
t [s] Zeit
u′(n) Impulsantwort des akustischen Feedback-Pfades
u(n) Impulsantwort des gesamten Feedback-Pfades inkl. Wand-
ler und Lautsprecher
uˆ(n) Abscha¨tzung der Impulsantwort des gesamten Feedback-
Pfades inkl. Wandler und Lautsprecher
v [m/s] Schallschnelle im Zeitbereich
w(n) Koeffizientenvektor eines FIR-Filters
x′(n) Das mit dem Sekunda¨rpfad oder dem Feedpack-Pfad ge-
faltete Eingangssignal eines FIR-Filters
x(n) Eingangssignal eines FIR-Filters
y(n) Ausgangssignal eines FIR-Filters
β Versta¨rkungskonstante des NLMS-Algorithmus




θ [rad] Polarwinkel des Wellenzahlvektors in Zylinder- oder Po-
larkoordinaten
θ [rad] Elevations-Winkel in Kugelkoordinaten
κ Sicherheitskonstante des NLMS-Algorithmus
λ [m] Wellenla¨nge
ν Ordnung
ρ [kg/m3] Dichte des Mediums
Φ(ϕ) Allgemeine Ansatzfunktion in Abh. vom Winkel ϕ










B.1. Grenzwertbildung des Zirkularen Harmonischen
Reflexionsfaktors
















zu zeigen fu¨r ganzzahlige ν. Es gilt fu¨r die Hankel-Funktionen und deren Ableitungen
H(1)ν (krr) = Jν(krr) + jYν(krr) (B.2)
H(2)ν (krr) = Jν(krr)− jYν(krr) (B.3)







































Nu¨tzlich sind auch die folgenden Eigenschaften [AS65]




Jν−1(x)− Jν+1(x) = 2J ′ν(x) (B.9)




Yν−1(x)− Yν+1(x) = 2Y ′ν(x) (B.11)
(B.12)
B. Mathematische Erga¨nzungen
Daru¨ber hinaus sind die folgenden Grenzwerte der die Bessel- und Neumann-Funktionen
fu¨r x→ 0 bekannt [BS97; Wil99; AS65]
lim
x→0 J0(x) = 1 (B.13)
lim
x→0 Jν(x) = 0 (B.14)
lim




ν(x) = −∞. (B.16)
Zuerst werden die Hankelfunktionen und deren Ableitungen aufgelo¨st. Mit Zr = Z/ρc





ν (x) + jZrH ′(1)ν (x)
H
(2)
ν (x) + jZrH ′(2)ν (x)
= lim
x→0
Jν(x) + jYν(x) + j Zr2 [Jν−1(x) + jYν−1(x)− Jν+1(x)− jYν+1(x)]
Jν(x)− jYν(x) + j Zr2 [Jν−1(x)− jYν−1(x)− Jν+1(x) + jYν+1(x)]
= lim
x→0
Jν(x) + jYν(x) + jZr
[
ν
xJν(x) + jY ′ν(x)
]
Jν(x)− jYν(x) + jZr [J ′ν(x)− jY ′ν(x)]
= lim
x→0





Jν(x) + ZrY ′ν(x) + j [ZrJ ′ν(x)− Yν(x)]
(B.17)























2ν(ν − 1)! −
(ν + 2)xν+1
2ν+2(ν + 1)! +
(ν + 4)xν+3






(ν − 1)!2ν −
νxν+1
(ν + 1)!2ν+2 +
νxν+3
(ν + 2)!2ν+4 − · · ·
]
(B.20)
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)ν − · · · ]+ Zr [2νν!pi ]+ jZrxν+1 [ xν−12ν(ν−1)! − · · · ]+ jx [ (ν−1)!pi 2ν]
= 0
(B.24)

































)ν − · · · ]+ Zr [2νν!pi ]+ jZrxν+1 [ xν−12ν(ν−1)! − · · · ]+ jx [ (ν−1)!pi 2ν]
= − 1
(B.25)






































































)ν − · · · ]+ Zr [2νν!pi ]+ jZrxν+1 [ xν−12ν(ν−1)! − · · · ]+ jx [ (ν−1)!pi 2ν]
= 0
(B.27)
Damit ergibt sich fu¨r den gesamten Ausdruck
lim
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