Dichotomies between uniform hyperbolicity and zero Lyapunov exponents
  for SL(2,R) cocycles by Bochi, Jairo & Fayad, Bassam
ar
X
iv
:m
at
h/
05
10
23
2v
2 
 [m
ath
.D
S]
  2
4 J
un
 20
06 Dichotomies between uniform hyperbolicity
and zero Lyapunov exponents for SL(2,R)
cocycles
Jairo Bochi∗ and Bassam Fayad
October, 2005. Revised: June, 2006.
Abstract
We consider the linear cocycle (T,A) induced by a measure pre-
serving dynamical system T : X→ X and a map A : X→ SL(2,R). We
address the dependence of the upper Lyapunov exponent of (T,A) on
the dynamics T when the map A is kept fixed. We introduce explicit
conditions on the cocycle that allow to perturb the dynamics, in the
weak and uniform topologies, to make the exponent drop arbitrarily
close to zero.
In the weak topology we deduce that if X is a compact connected
manifold, then for a Cr (r ≥ 1) open and dense set of maps A, either
(T,A) is uniformly hyperbolic for every T, or the Lyapunov exponents
of (T,A) vanish for the generic measurable T.
For the continuous case, we obtain that ifX is of dimension greater
than 2, then for a Cr (r ≥ 1) generic map A, there is a residual set
of volume-preserving homeomorphisms T for which either (T,A) is
uniformly hyperbolic or the Lyapunov exponents of (T,A) vanish.
2000Mathematics Subject Classification: Primary 37H15, Secondary
37A05.
Keywords: Linear cocycles, Lyapunov exponents, Uniform hyperbol-
icity, Volume-preserving homeomorphisms.
1 Introduction and statement of the results
Throughout this paper let G = SL(2,R).
∗Partially supportedbyCNPq-ProfixandFranco-Braziliancooperationprogram inMath-
ematics.
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Let µ be a finite positive measure on ameasurable spaceX, T : X→ X be
a µ-preserving map, and A : X → G be a measurable map. The pair (T,A)
is called a cocycle. It induces a skew-product map FT,A : X ×R
2 → X ×R2
defined by FT,A(x, v) = (T(x),A(x)v). Denote, for n ∈N,
AnT(x) = A(T
n−1(x)) · · ·A(T(x))A(x), so that FnT,A(x, v) = (T
n(x),AnT(x)v).
The groupG also acts on P1 = P(R2), so (T,A) also induces a skew-product
map on X ×P1. By simplicity we use the same notations in both R2 and P1
cases.
Provided log ‖A‖ ∈ L1(µ), the upper Lyapunov exponent of the cocycle
(T,A) at x ∈ X, given by
λ(T,A, x) = lim
n→∞
1
n
log ‖AnT(x)‖,
exists for µ-almost every x ∈ X. (See e.g. [Arn] for basic facts about Lya-
punov exponents.) We denote also
LE(A,T) =
∫
X
λ(T,A, x) dµ(x).
A cocycle (T,A) where A is essentially bounded is called uniformly hy-
perbolic if there exists, for µ-a.e. x ∈ X, a splitting R2 = Eu(x) ⊕ Es(x), which
varies measurably with respect to x, is FT,A-invariant, and such that E
u is
uniformly expanded and Es is uniformly contracted.
Uniform hyperbolicity of (T,A) is equivalent to the following: there
exists c > 0, λ > 1 such that ‖An
T
(x)‖ > cλn for µ-a.e. x and n ≥ 0. See [Y,
proposition 2].
In this paper we address the question of the dependence of LE(A,T) on
the dynamics T, where A : X → G is fixed. We shall consider the following
two general situations:
Measurable situation: Assume that (X, µ) is a non-atomic Lebesgue space
and A : X → G is a bounded measurable map. The dynamics T
varies in the space Aut(X, µ) of the automorphisms of (X, µ) (i.e., bi-
measurable µ-preserving bijections). We will always consider the
space Aut(X, µ) endowed with the weak topology, according to which
Tn → T iff µ(Tn(B) △ T(B))→ 0 for every measurable set B ⊂ X.
Continuous situation: X is a compact manifold of dimension at least 2, µ is
a volume measure, and A : X→ G is continuous. Now the dynamics
T varies in the space Homeo(X, µ) of µ-preserving homeomorphisms,
which we endow with the uniform (C0) topology.
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Remark 1.1. In the respective topologies, the generic maps T ∈ Aut(X, µ)
and T ∈ Homeo(X, µ) are ergodic. These are classical theorems of Halmos [H]
and Oxtoby and Ulam [OU], respectively. Although we shall not use these
results, we use some related ideas from [AP].
More concretely, we are interested in finding out under what conditions
on the maps A and T, is it possible to find a perturbation (in one of the two
topologies above, according to the situation considered) T˜ of T so that the
Lyapunov exponent LE(A, T˜) drops to an arbitrarily small value or even to zero.
Moreover, we want those conditions to be checkable, instead of appealing
to Baire’s theorem. It is clear that such conditions must exclude some kind
of hyperbolicity: if for example A is constant and hyperbolic, then LE(A,T)
is positive and independent of T. (We will see later that the “kinds” of
hyperbolicity we have to exclude are not the same in the measurable and
continuous situations.) With this in mind, we look for the weakest possible
conditions that imply dichotomies between zero exponents and uniform
hyperbolicity.
In the measurable situation, we shall define a condition over A, called
richness, that guarantees the existence of maps T such that LE(A,T) = 0. In
fact, we will prove (theorem 1) that if A is rich then the generic T ∈ Aut(X, µ)
satisfies LE(A,T) = 0. The richness condition is explicit and involves only
the measure ν = A∗µ (see definition 1.5). It provides some “abundance” of
matrices in the support of ν that makes it possible to find elliptic products,
“mix directions”, andmake the exponents vanish after a perturbation of the
dynamics.
Richness involves absolute continuity. So it turns out that for the richness
condition to be checkable, we have to ask some differentiability of A. Since we are
working in the measurable category, that restriction may be considered as
a drawback. However, it is perhaps inevitable that some higher regularity
must be asked from A. We conjecture indeed (see § 5.3) that there exists
a map A : X→ G (that assumes finitely many values only) such that the
integrated exponent LE(A,T) is bounded from below by a constant λ0 > 0 for all
T ∈ Aut(X, µ), and nevertheless A assumes an elliptic value on a set of positive
measure.
Remark 1.2. Our problem of studying LE(A,T) as a function of T is parallel
to the one addressed in [B], where the map T on the base is fixed and
the cocycle A is perturbed. The following results are obtained in [B]: For
any ergodic T ∈ Aut(X, µ), there is a residual set RT ⊂ L∞(X,G) such that if
A ∈ RT then either the cocycle (T,A) is uniformly hyperbolic or LE(A,T) = 0.
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If, in addition, X is a compact Hausdorff space and µ is a Borel measure
then there exists a residual subset R′
T
⊂ C0(X,G) with the same properties.
(See also [BV] and [ArB] for extensions and related results.)
Definition 1.3. Let us say that a bounded map A : X → G satisfies the mea-
surable dichotomy if:
• either there is a constant λ > 1 such that ‖A(xn) · · ·A(x1)‖ > λ
n for
every x1, . . . , xn ∈ X (in particular, for every T ∈ Aut(X, µ) the cocycle
(A,T) is uniformly hyperbolic);
• or the set of T ∈ Aut(X, µ) for which LE(A,T) = 0 is residual in the
weak topology.
Our next goal would be to express that “most” A’s satisfy the measurable
dichotomy. We are able to prove that fact if we restrict ourselves to C1 maps
A : X → G on some connected manifold X. In fact, we give a complete
classification in that case (see theorem 2) that permits us to: 1) obtain the
measurable dichotomy for an open and dense set of maps A (corollary
3), 2) describe precisely which maps do not satisfy the dichotomy and
explicit all the possible behaviors of the Lyapunov exponents for these
maps (proposition 3.7).
In this regard, we also show that if we consider only maps A that
assume finitely many values, then “most” of them will satisfy dichotomy
(see theorem 7). However, that case is unrelated to richness, and actually
we lose any explicit condition for zero exponents.
In the continuous setting, we show that under certain conditions on
the map A and also on the volume-preserving homeomorphism T, it is
possible to perturb T and make the exponent drop or (under a stronger
assumption) vanish. We obtain those results as consequences of the afore-
mentioned measurable results. For that we use Alpern’s technique [A2] of
approximating measurable automorphisms by homeomorphisms.
At last, we obtain a dichotomy result concerning homeomorphisms.
Definition 1.4. We say that a continuous map A : X→ G satisfies the contin-
uous dichotomy if for the generic T ∈ Homeo(X, µ):
• either the cocycle (A,T) is uniformly hyperbolic;
• or LE(A,T) = 0.
We prove that if X is a Cr manifold (r ≥ 1) then the Cr-generic map A
satisfies the continuous dichotomy.
Next we give the precise statements.
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1.1 The measurable case
To define richnesswe needfirst to introduce some notation. If ν is ameasure
in G and v ∈ P1, then the push-forwards of ν by the maps
M ∈ G 7→M−1 ∈ G and M ∈ G 7→M · v ∈ P1
are indicated by ν−1 and ν ∗ v, respectively. If n ∈N, the push-forward of νn
by the map
(M1, . . . ,Mn) ∈ G
n 7→ Mn · · ·M1 ∈ G
(i.e., the n-th convolution power) is indicated by ν∗n.
Definition 1.5. Let ν be a finite measure on G of bounded support. Then ν
is called N-rich, for N ∈ N, if there exists κ > 0 such that for every v ∈ P1
we have
ν∗N ∗ v ≥ κm and (ν∗N)−1 ∗ v ≥ κm,
where m denotes Lebesgue measure in P1. The measure ν is called rich if it
is N-rich for some N ∈N.
The richness property is studied in § 3.1, where the following criterium
is obtained:
Proposition 1.6. Let M be a compact manifold (possibly 1-dimensional, possibly
with boundary, possibly not connected), with a smooth volume measure µ, and let
A : M → G be a C1 map. Assume there are points p1, . . . , pk ∈ M such that the
matrix A(pk) · · ·A(p1) is elliptic and moreover A is not locally constant at at least
one of the pi’s. Then A∗µ is rich.
Our main theorem is:
Theorem 1. Let (X, µ) be a non-atomic Lebesgue space. Let A : X → G be a
bounded measurable map such that the measure A∗µ is rich. Then there is a
residual set RA ⊂ Aut(X, µ) such that LE(A,T) = 0 for all T ∈ RA.
The following is an informal outline of the proof. Richness implies
the existence of products that send any chosen direction into any other.
Perturbing the dynamics in the weak topology we can make most of the
orbits periodic. Also, we do that perturbation so that a very small “rich
part” of the space is kept invariant. Then another well chosen perturbation
makes most of the orbits spend a few iterates in the rich region in such
a way that expanded directions are sent into contracting directions. This
forces the Lyapunov exponents to drop close to zero.
From theorem 1 and proposition 1.6, we obtain the following result:
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Theorem 2. Let X be a compact connected manifold (possibly 1-dimensional,
possibly with boundary), and µ be a volume measure. Let A : X→ G be a C1 map.
Then:
(i) either there is a closed interval I ⊂ P1 such that A(x) · I ⊂ I for every x ∈ X;
(ii) or LE(A,T) = 0 for the generic T ∈ Aut(X, µ) (w.r.t. the weak topology).
It is easy to describe all the possible behaviors of the Lyapunov exponent
under alternative (i) in the theorem– see § 3.3. In fact, for an open and dense
set of maps A (i) implies uniform hyperbolicity for any dynamics, so we
obtain the result mentioned in the abstract:
Corollary 3. Let 1 ≤ r ≤ ∞ and let X be a compact connected Cr-manifold. Then
the set of A ∈ Cr(X,G) that satisfy the measurable dichotomy is Cr-open and dense.
We remark that L∞ and C0 versions of corollary 3 are also true:
Proposition 1.7. Let (X, µ) be a non-atomic Lebesgue space. There exists a residual
subset R ⊂ L∞(X,G) such that measurable dichotomy holds for every A ∈ R. If,
in addition, X is compact Hausdorff and µ is a Borel measure then there exists
a residual subset R′ ⊂ C0(X,G) such that measurable dichotomy holds for every
A ∈ R′.
The proposition follows from the results of [B] mentioned in remark 1.2,
see appendix A.5 for details.
Question 1.8. Can theorem 2 be extended in some form to non-connected
manifolds? Does corollary 3 remain true if X is not connected?
1.2 The continuous case
Next we consider volume-preserving homeomorphisms as dynamics. As
explained before, it is useful to assume differentiability of the map A.
So nowwe letX be a smooth compact connectedmanifold, possiblywith
boundary, ofdimension d ≥ 2, and letµbe a smoothvolumemeasure. Recall
Homeo(X, µ) indicates the set of µ-preserving homeomorphisms, endowed
with the C0 topology. Our main result in that setting is:
Theorem4. Let T ∈ Homeo(X, µ) andA ∈ C1(X,G). Assume there is a T-periodic
point p = Tn(p) such that:
• An
T
(p) is elliptic;
• A is not locally constant at at least one of the points p, Tp, . . . , Tn−1p.
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Then for every ε > 0 there exists T˜ ∈ Homeo(X, µ) arbitrarily C0-close to T such
that LE(A, T˜) < ε.
In fact, it is easy to strengthen theorem 4 by demanding only the exis-
tence of periodic pseudo-orbits with similar properties; see § 4.3.
Let us call a periodic point p of period n for an homeomorphism
T : X → X persistent if for every ε > 0 there is δ > 0 such that if T˜ is an
homeomorphism δ-C0-close to T then T˜ has a periodic point p˜ of period
n which is ε-close to p. (For example, if p is an isolated fixed point of
Poincare´–Lefschetz index different from 1 then p is persistent.)
Theorem 4, together with a semicontinuity property (proposition A.2),
implies:
Corollary 5. Let T ∈ Homeo(X, µ) and A ∈ C1(X,G). Assume that T has a
persistent periodic point p = Tn(p) such that:
• An
T
(p) is elliptic;
• for some i = 0, 1, . . . , n − 1, the derivative DA(Tip) is non-zero.
Then there is a neighborhood U ⊂ Homeo(X, µ) of T and a residual subset R ⊂ U
such that LE(A, T˜) = 0 for all T˜ ∈ R.
Recall definition 1.4. The C0-generic map satisfies the continuous di-
chotomy – this follows easily from [B] and propositionA.7. Herewe extend
this result to higher topologies:
Theorem 6. Let 1 ≤ r ≤ ∞ and let X be a compact Cr-manifold, with a smooth
volume measure µ. Then there is a residual set R ⊂ Cr(X,G) such that if A ∈ R
then A satisfies the continuous dichotomy.
Our proof of the corollary 3 gives an effective way to decide whether a
given map A : X→ G satisfies the measurable dichotomy. That is not so for
our proof of the continuous dichotomy theorem 6. Two related questions
are:
Question 1.9. Is there any analogue of theorem 2 for the continuous case?
Question 1.10. In theorem 6, can we take an open and dense set, instead of
a residual one?
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1.3 The smooth case
If both T and A are assumed to have higher regularity, then dichotomy
between uniform hyperbolicity and zero exponents is no longer true –
either fixing A and varying T or fixing T and varying A. This is shown by
the following two examples:
1. Let T : X → X be a volume-preserving C2 Anosov diffeomorphism.
Then the exponent is positive on an open and dense subset ofC1(X,G),
by results of Bonatti and Viana [BnV].
2. Consider Schro¨dinger cocycles on the d-torus:
Sλ,V(θ) =
(
λV(θ) −1
1 0
)
, θ ∈ Td, λ ∈ R (1)
IfV(θ) is a non-constant trigonometrical polynomial, and the dynam-
ics in the base is restricted to real analytic maps in a neighborhood of
the unit polydisc in Cd, then Herman [He1] showed that there exists
a positive lower bound on the exponent, provided λ is greater than
some λ0.
In our setting, we can ask:
Question 1.11. Assume A : X → G is a C1 map that assumes both elliptic
and hyperbolic values. (A concrete interesting example in the torus X = Td
is A = SV,λ given by (1) with V(θ) = cosθ1 and λ ≫ 1.) When is it possible
to find a volume-preserving C1 map T : X→ X such that LE(A,T) is exactly
zero?
Wemention here two results obtained byHermanproving abundance of
zero exponents in the absence of uniform hyperbolicity for smooth cocycles
above uniquely ergodic diffeomorphisms of the circle. (Here the exponents
are computed above the unique invariant probability measure.) The results
are based on Baire category arguments and the method used is to approxi-
mate the base dynamics by periodic maps and concentrate the measure on
orbits above which the product of matrices are elliptic.
Define
F∞I = { f ∈ Diff
∞
+ (T
1); ρ( f ) ∈ RrQ}
where ρ( f ) denotes the rotation number of f . We consider maps A ∈
C∞
,0
(T1,G), that is, smoothmaps that are not homotopic to a constantmatrix.
The set F∞
I
× C∞
,0
(T1,G) is a Baire space with the C∞-topology. Then:
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Theorem 1.12 ([He2]). There is a dense Gδ set G ⊂ F
∞
I
× C∞
,0
(T1,G) of cocycles
( f,A) such that f is uniquely ergodic and LE(A, f, µ f ) = 0 with µ f the unique
invariant probability of f .
Here the absence of uniform hyperbolicity is granted by the fact that the
cocycle is not homotopic to identity – see [He1, proposition 4.2].
The set of smooth maps that are homotopic to a constant matrix is
denoted by C∞
0
(T1,G). Then:
Theorem 1.13 ([He2]). There exists a set F ⊂ F∞
I
×C∞
0
(T1,G) whose C∞ closure
F is C0 dense in the subset of non-uniformly hyperbolic cocycles in F∞
I
×C∞
0
(T1,G),
and such that there is a C∞ dense Gδ set G ⊂ F of cocycles ( f,A) such that f is
uniquely ergodic and LE(A, f, µ f ) = 0 with µ f the unique invariant measure of f .
1.4 The discrete case
We return to themeasurable case and consider this time the situationwhere
A : X → G assumes a finite number of values. Such A cannot satisfy the
richness condition, so the previous results do not apply. Nevertheless we
can prove that measurable dichotomy holds generically.
Definition 1.14. A bounded set Σ ⊂ G is called uniformly hyperbolic if there
exists λ > 1 such that
‖An · · ·A1‖ > λ
n for all A1, . . . ,An ∈ Σ.
(Notice that the first option in definition 1.3 just amounts to saying that
A(X) is a uniformly hyperbolic set.)
Given an N-tuple of matrices Σ = (A1, . . . ,AN), for simplicity we also
write Σ for the set {A1, . . . ,AN}.
Theorem 7. Let N ≥ 2 be an integer. There exists a residual set R ⊂ GN such
that for every Σ ∈ R:
• either Σ is uniformly hyperbolic;
• or for every measurable map A : X→ Σ which assumes every value in Σ on
a set of positive measure, there is a residual set RA ⊂ Aut(X, µ) such that
LE(A,T) = 0 for every T ∈ RA.
Remark 1.15. For the reader’s information, we mention a characterization
of uniform hyperbolicity obtained in [AvBY]: A compact set Σ ⊂ G is
uniformly hyperbolic iff there exists an open set U ⊂ P1 with finitely many
connected components and U , P1, such that A(U) ⊂ U for each A ∈ Σ.
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1.5 Structure of the paper
In section 2 we prove theorem 1. In section 3 we prove proposition 1.6 and
then theorem 2. Section 4 deals with the continuous case and contains the
proof of theorem 4 (that uses again theorem 1 and proposition 1.6). The
proof of theorem 7 is given in section 5 and it is independent of the other
results. In the appendix we present some technical results that are used
throughout the paper.
2 Proof of theorem 1
In all this section, (X, µ) denotes a non-atomic Lebesgue space (not neces-
sarily with µ(X) = 1).
The following are roughly the main steps of the proof:
• In § 2.1, we show that given A : (X, µ) → G, the existence of some
dynamics T ∈ Aut(X, µ) for which LE(A,T) is small depends only on
the push-forward measure A∗µ in G. That is very useful, because it
allows us to address the questions in Lebesgue spaces (X, µ) andmaps
A : (X, µ)→ G that are convenient for our constructions.
• In § 2.2, we show that if a measure ν = A∗µ is 1-rich then there exists
T ∈ Aut(X, µ) for which LE(A,T) is small.
• In § 2.3, we collect abstract lemmas on perturbation of measures and
maps. Then, in § 2.4, we relate the convolution measure ν∗N that
appears in the definition of richness with a dynamical construction.
• In § 2.5, we conclude theproof. We apply the result from § 2.4 to obtain
an induced cocycle whose push-forward to G is a measure which is
close to an 1-rich one. A specific argument of continuity is used to
allow the use of the results of § 2.2 despite the fact that we are dealing
with a measure that is only close to a 1-rich one.
2.1 Least exponent of order k
We begin introducing some notation: If A : (X, µ) → G is a bounded mea-
surable map, k ∈N, and T ∈ Aut(X, µ), let
Λk(A,T) =
1
k
∫
X
log ‖AkT‖ dµ .
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Observe that by subadditivity of
∫
X
log ‖Ak
T
‖dµwe have LE(A,T) ≤ Λk(A,T).
We define the least exponent of order k of A
Λk(A) = inf
T∈Aut(X,µ)
Λk(A,T).
The continuity property of Λk states as follows:
Lemma 2.1. Given k ∈N, C > 1 and δ > 0, there exists η > 0 with the following
properties: If A, B : (X, µ)→ G are measurable maps with ‖A‖∞, ‖B‖∞ ≤ C and
‖A − B‖1 =
∫
X
‖A − B‖ dµ < η
then
|Λk(A) −Λk(B)| < δ.
Proof. Take η = C−k+1δ. Fix any T ∈ Aut(X, µ). We can estimate pointwise
∣∣∣log ‖AkT‖ − log ‖BkT‖
∣∣∣ ≤ ∣∣∣‖AkT‖ − ‖BkT‖
∣∣∣ ≤ ‖AkT −BkT‖ ≤ Ck−1
k−1∑
i=0
‖B ◦Ti−A ◦Ti‖ .
Dividing by k and integrating overXwe obtain |Λk(A,T) −Λk(B,T)| < δ. 
Remark 2.2. If A : X → G is measurable and bounded, and S : (X, µ) →
(X′, µ′) is an isomorphism, it is clear that Λk(A ◦ S) = Λk(A), because Λk(A ◦
S,T) = Λk(A, S ◦ T ◦ S
−1) for every T ∈ Aut(X, µ).
In fact, we will prove in lemma 2.5 a stronger result: Λk(A) depends only
on the push-forward measure A∗µ. To prove that, we will need lemma 2.3
below.
Inwhat follows Idenotes the unit interval [0, 1] andm denotes Lebesgue
measure on I or (by abuse of notation) on the square I2.
Lemma 2.3. Let A : I → G be measurable and bounded. Let π : I2 → I be the
projection on the first coordinate, and consider the map
A ◦ π : (I2,m)→ G.
Then Λk(A ◦ π) = Λk(A) for every k ∈N.
The idea of the proof is to approximate π by something invertible and
to use remark 2.2 and the continuity property from lemma 2.1.
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Proof. It is clear that Λk(A ◦ π) ≤ Λk(A), because Λk(A ◦π,T × id) = Λk(A,T)
for anyT ∈ Aut(I,m). Fix δ > 0. LetT ∈ Aut(I2,m) be such thatΛk(A◦π,T) <
Λk(A ◦ π) + δ. For n ∈ N, define an isomorphism Pn : (I
2,m) → (I,m) such
that if I ⊂ I is a dyadic interval with |I| = 2−n then Pn(I × I) = I. Then
the functions π and Pn : I2 → I are uniformly 2−n-close. This implies L1-
convergence:
lim
n→∞
‖A ◦ Pn − A ◦ π‖1 = 0.
Indeed, given ε > 0 there exists, by Lusin’s theorem, a compact set K ⊂ I
such that A|K is continuous and m(K
c) < ε. If n is large enough then for
every x, y ∈ K that are 2−n-close we have ‖A(x) − A(y)‖ < ε. Let Gn =
π−1(K) ∩ P−1n (K); thenm(G
c
n) < 2ε. Thus∫
I2
‖A ◦ Pn − A ◦ π‖ dm =
∫
Gn
(· · · ) +
∫
Gcn
(· · · ) < ε + 2ε‖A‖∞.
By lemma 2.1, if n is sufficiently large thenΛk(A ◦Pn,T) < δ+Λk(A ◦π).
Let T′ = Pn ◦ T ◦ P
−1
n ; then Λk(A,T
′) = Λk(A ◦ Pn,T). This shows that
Λk(A) < δ + Λk(A ◦ π). Since δ > 0 is arbitrary, the lemma follows. 
Let us record for later use something we have proved:
Lemma 2.4. There exists a sequence of isomorphisms Pn : (I
2,m) → (I,m) such
that for any measurable bounded A : I → G we have ‖A ◦ Pn − A ◦ π‖1 → 0 as
n→∞.
Now we can state and prove the:
Lemma 2.5. Let A,B : (X, µ)→ G be such that A∗µ = B∗µ. ThenΛk(A) = Λk(B).
Proof. We can assume that µ(X) = 1. By remark 2.2, we can assume that
A and B are defined over (X, µ) = (I,m). Since A∗m = B∗m, by lemma A.4
there is an automorphism S of the square I2 such that A ◦ π = B ◦ π ◦ S. In
particular, Λk(A ◦ π) = Λk(B ◦ π). So, by lemma 2.3, Λk(A) = Λk(B). 
Based on lemma 2.5, we can introduce the following notation: If ν is a
finite measure in Gwith bounded support, and k ∈N, we write
Λk(ν) = Λk(A),
where A : (X, µ) → G is some map, defined on some non-atomic Lebesgue
space, such that A∗µ = ν. (Notice the existence of such A.)
The map Λk has the following convexity properties:
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Lemma 2.6. Let ν, ν′ be finite measures in G, with bounded supports, and let
t > 0. Then
(i) Λk(tν) = tΛk(ν);
(ii) Λk(ν + ν
′) ≤ Λk(ν) + Λk(ν
′).
Proof. The first part is obvious, so let us show the second one. Let I, I′ ⊂ R
be disjoint intervals with lengths ν(G), ν′(G), respectively. Take a map
A : I⊔I′ → G such thatA∗m|I = ν,A∗m|I′ = ν′ (wherem is Lebesguemeasure).
Then (1) Λk(ν + ν
′), (2) Λk(ν) + Λk(ν
′), are the infimum of Λk(A,T) where T
runs over (1) all automorphisms T ∈ Aut(I ⊔ I′,m), (2) the automorphisms
T such that T(I) = I, T(I′) = I′, respectively. 
2.2 An existence result
If ν is a finite measure on Gwith bounded support, we write
|ν| = ν(G) and ‖ν‖∞ = inf{C > 1; ‖A‖ < C for ν-a.e. A ∈ G},
where ‖·‖ is some fixed operator norm.
Proposition 2.7. Let C > 1, δ > 0, and σ be a 1-rich measure with ‖σ‖∞ ≤ C.
Then there exists k ∈N with the following properties: If ω is a measure in G such
that |ω| ≤ 1 and ‖ω‖∞ ≤ C then
Λk(ω + σ) < |ω|δ + |σ| logC.
The proposition implies that given A : (X, µ) → G, such that ν = A∗µ is
1-rich, there exists T ∈ Aut(X, µ) such that LE(A,T) is small. Indeed, take δ
small. Themeasure σ = δν is 1-rich as well, so we can apply the proposition
to ω = (1 − δ)ν.
The fact that k depends uniformly on ω, provided ‖ω‖∞ ≤ C, will be
important in the proof of theorem 1.
For the reader’s convenience, we will give an informal sketch of the
proof:
• We first deal with the case where ω is a Dirac measure on some
hyperbolic H ∈ G. We use 1-richness of σ and the abstract lemma A.4
to find products of length 2 that send the expanding direction of H
exactly to the contracting one. Then we construct a dynamics so that
orbits spend a long time in the (hyperbolic) ω-part of the space, then
spend two iterates in the σ-part, then return to theω-part. This makes
Λk(ω + σ) small for k large enough.
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• To reduce the general case to the previous one, we (essentially) ap-
proximate a given ω by a linear combination of Dirac measures, and
use lemmas 2.1 and 2.6.
Given a matrix H ∈ G, denote by ρ(H) ∈ [1,∞) its spectral radius. (That
is, ρ(H) = max(|λ1|, |λ2|) if λ1, λ2 are the eigenvalues of H.)
Proof of proposition 2.7. Definition of k: Given C > 1 and δ > 0, there is ℓ0 ∈N
with the following properties: If H,R ∈ G are matrices such that
• ‖H‖ ≤ C, ‖R‖ ≤ C2;
• H is a hyperbolic matrix and moreover ρ(H) ≥ eδ/4;
• R(eu) = es, where eu and es ∈ P1 denote respectively the expanding
and contracting eigendirections of H;
then the matrix RHℓ is elliptic for every ℓ ≥ ℓ0. To prove this fact, take a
basis {vu, vs} of unit eigenvectors of H. In this basis, R becomes
(
0 c
b d
)
. The
angle between vu and vs cannot be too small, hence we can give bounds
to b, c, d depending only on C and δ. Then | trRHℓ| = |d|ρ(H)−ℓ < 2 for
sufficiently large ℓ.
Given the 1-richmeasure σwith ‖σ‖∞ ≤ C, letκ > 0 be as in definition 1.5.
Fix an integer
ℓ ≥ max(ℓ0, 2/κ).
By propositionA.6, there exists k′ ∈N such that if E ∈ G is an elliptic matrix
with ‖E‖ ≤ Cℓ+2 then
1
p
log ‖Ep‖ <
(ℓ + 2)δ
2
∀p ≥ k′.
Fix p ≥ k′ large enough so that defining k = (ℓ + 2)p, we have
1
k
log ‖Hk‖ <
δ
2
for all H ∈ G s.t. ‖H‖ ≤ C and ρ(H) < eδ/4.
Let us verify that k has the stated properties.
First case: We will first prove the proposition in the case where ω is a Dirac
measure δH on someH ∈ G, with ‖H‖ ≤ C. Wewill exhibit a Lebesgue space
(X, µ), a map A : X → G with A∗µ = δH + σ, and a dynamics T ∈ Aut(X, µ)
such that Λk(A,T) < δ/2 + |σ| logC.
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If ρ(H) < eδ/4 (e.g. H is elliptic or parabolic), we simply take T = id, and
the claim follows.
So we assume H is a hyperbolic matrix, with ρ(H) ≥ eδ/4. Let eu and
es ∈ P1 be its expanding and contracting eigendirections, respectively. Since
σ is 1-rich, we have
σ ∗ eu ≥ κm, σ−1 ∗ es ≥ κm.
There are measures σ1, σ2 ≤ σ such that κm = σ1 ∗ e
u and κm = σ−1
2
∗ es.1 Let
L1 ⊂ J1, L2 ⊂ J2 be intervals with |Li| =
1
2κ =
1
2 |σi|, |Ji| =
1
2 |σ|, J1 ∩ J2 = ∅.
Choose twomeasurable mapsAi : Ji → G (i = 1, 2) such that (Ai)∗(m|Li) =
1
2σi and (Ai)∗(m|JirLi ) =
1
2 (σ−σi). By lemmaA.4, there exists an isomorphism
S such that the following diagram commutes a.e:
L1 × I
S

π // L1
A1(·)e
u
// P1
L2 × I π
// L2
A2(·)
−1es
>>
}
}
}
}
}
}
}
That is, for a.e. z ∈ L1 × I,
(A2 ◦ π)(S(z)) · (A1 ◦ π)(z) · e
u = es.
Define a convenient Lebesgue space to work on:
X = I ⊔ (J1 × I) ⊔ (J2 × I),
ThemeasureµonX restricted to I, resp. Ji×I, is one-, resp. two-, dimensional
Lebesguemeasure. ThemapA : X→ G is defined asA = H on I, A = A1 ◦π
on J1 × I, and A = A2 ◦ π on J2 × I. Then A∗µ = δH + σ. At last, we define
the measure-preserving dynamical system T : X → X. Break I into disjoint
intervals I1, . . . , Iℓ of equal measure m(I1) = 1/ℓ. Since 1/ℓ ≤ κ/2, we can
take a set Z ⊂ L1 × Iwith m(Z) = m(I1). Let U1 : Iℓ → Z be an isomorphism.
We define T as being the identity on
Xid = ((J1 × I) r Z) ∪ ((J2 × I) r S(Z)),
and in the rest as
I1 → I2 → · · · → Iℓ
U1
−→ Z
S
−→ S(Z)
U2
−→ I1 ,
1Given a homomorphism f : (X, µ) → (Y, ν) and ν1 ≤ ν, define a measure µ1 in X by
dµ1
dµ
=
dν1
dν
◦ f ; then f∗µ1 = ν1.
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where the unspecified arrows are translations and the isomorphism U2 are
chosen so that Tℓ+2|I1 is identity.
Let us estimate Λk(A,T).
Note that
If z ∈ I1 then
Aℓ+2T (z) = A(S ◦ T
ℓ−1(z))A(Tℓ−1(z))Hℓ,
with A(S ◦ Tℓ−1z)A(Tℓ−1z) · eu = es. By our choice of ℓ, Aℓ+2
T
(z) is elliptic
for every z ∈ I1. In fact this holds for any z ∈ X r Xid. Since p ≥ k
′ and
k = (ℓ + 2)p, we have, for any z ∈ X r Xid,
1
k
log ‖AkT(z)‖ =
1
(ℓ + 2)p
log ‖[Aℓ+2T (z)]
p‖ <
δ
2
.
On the other hand, 1k
∫
Xid
log ‖Ak
T
‖dµ ≤
∫
Xid
log ‖A‖dµ ≤ |σ| logC. This shows
that Λk(A,T) <
δ
2 + |σ| logC, as claimed.
General case: Now let ω be any measure satisfying the hypotheses of the
proposition. Let I1 = [0, |σ|), I2 = [|σ|, |σ| + |ω|], and A : I1 ∪ I2 → G be such
that
A∗(m|I1) = σ and A∗(m|I2 ) = ω.
Let η = η(k,C, δ|ω|/2) be given by lemma 2.1.
LetB : I2 → Gbe a simple function such that ‖B‖∞ ≤ C and ‖A|I2−B‖1 < η.
Extend B to I1 ∪ I2 by taking B = A on I1. We can write
B∗m = σ +
n∑
i=1
tiδHi = (1 − |ω|)σ +
n∑
i=1
ti(δHi + σ),
where Hi ∈ G, ti ≥ 0 and
∑n
i=1 ti = |ω| ≤ 1.
By lemma 2.6 and the case already considered,
Λk(B) ≤ (1 − |ω|)Λk(σ) +
∑
tiΛk(δHi + σ)
≤ (1 − |ω|)|σ| logC +
(∑
ti
) (
δ
2 + |σ| logC
)
= 12 |ω|δ + |σ| logC.
Since ‖A − B‖1 < η, we obtain Λk(A) < |ω|δ + |σ| logC. This proves the
proposition. 
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2.3 Perturbing measures
In this subsection, we introduce a definition of closeness in the space of
measures which is suitable to our purposes, and prove a couple of useful
properties.
Definition 2.8. Let ν1, ν2 bemeasures inGwith bounded support and same
mass |ν1| = |ν2| = a. Given η > 0, we say that ν1 and ν2 are η-close if there
exist A1,A2 : ([0, a],m) → G such that (Ai)∗µ = νi and ‖A1 − A2‖1 < η.
We can define a distance d(ν1, ν2) as the infimum of the η such that ν1
and ν2 are η-close in the sense above. That this is indeed a metric follows
from the lemma below:
Lemma 2.9. Let A : (X, µ)→ G and ν = A∗µ. If ν˜ is η-close to ν then there exists
A˜ : (X, µ)→ G such that ‖A˜ − A‖1 < η and ν˜ = A˜∗m.
Proof. Without loss of generality we assume |ν| = 1, and moreover, (X, µ) =
(I,m). By assumption, there are A1,A2 : I → G such that (A1)∗m = ν,
(A2)∗m = ν˜, and η′ = η − ‖A1 − A2‖1 > 0.
By lemma A.4, there exists S ∈ Aut(I2,m) such that andA1 ◦π◦S = A◦π
a.e. Let Pn : I
2 → I be given by lemma 2.4 and choose n ∈ N so that
‖A ◦ π − A ◦ Pn‖1 < η
′. Define A˜ = A2 ◦ π ◦ S ◦ P−1n . Then A˜∗m = ν˜ and
‖A˜ − A‖1 = ‖A˜ ◦ Pn − A ◦ Pn‖1 = ‖A2 ◦ π ◦ S − A ◦ Pn‖1 ≤
≤ ‖A2 ◦ π ◦ S − A1 ◦ π ◦ S‖1 + ‖A ◦ π − A ◦ Pn‖1 < ‖A2 − A1‖1 + η
′ = η.

We will also need the following:
Lemma 2.10. Let A : (X, µ)→ G, ν = A∗µ and σ ≤ ν. Then for every η > 0 there
exists a measurable set Y ⊂ X such that A∗(µ|Y) is η-close to σ.
Proof. There is no loss of generality in assuming that |µ| = |ν| = 1. So we
can also assume that (X, µ) = (I,m). Let f : G → I be the Radon-Nikodym
derivative dσdν . DefineY0 = {(x, t) ∈ X×I; 0 ≤ t ≤ f ◦A(x)}. Let Pn : X×I→ X
be as in lemma 2.4, with n ∈N large enough so that ‖A◦π−A◦Pn‖1 < η. Let
Y = Pn(Y0). ThenA∗(µ|Y) = (A◦Pn)∗((µ×m)|Y0) is η-close to (A◦π)∗((µ×m)|Y0).
The later measure equals σ. Indeed,(
(A ◦ π)∗((µ ×m)|Y0 )
)
(Z) = (µ ×m)
(
Y0 ∩ π
−1(A−1(Z))
)
=
∫
A−1(Z)
f ◦ Adµ =
∫
Z
f dν = σ(Z),
for any measurable Z ⊂ G. 
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2.4 Towers and convolutions
In this subsectionwe show that convolutionmeasures can be approximately
obtained in a dynamical way, in the following sense:
Lemma 2.11. Let A : I → G be bounded and ν = A∗m. Given N ∈ N and η > 0
there exists F ∈ Aut(I,m) and a set Z ⊂ I such that FN = id, the sets Z, F(Z), . . . ,
FN−1(Z) are disjoint, and the measure (AN
F
)∗(m|Z) is η-close to
1
Nν
∗N.
Proof. IfN = 1 there is nothing to prove; assumeN ≥ 2. Let us first consider
the case where A has a special form, namely there is M ∈ N such that A
restricted to each interval I j = [
j−1
M ,
j
M ), j = 1, . . . ,M, is constant, say equal
to A j. Then
ν =
1
M
M∑
j=1
δA j and ν
∗N =
1
MN
∑
j∈{1,...,M}N
δA jN ···A j1 .
Break each interval I j into NM
N−1 disjoint intervals of equal length, I j,k,
k = 1, . . . ,NMN−1. Take a bijection
{1, . . . ,N} × {1, . . . ,M}N → {1, . . . ,M} × {1, . . . ,NMN−1}
of the form (i, j) 7→ ( ji, k(i, j)), where j = ( j1, . . . , jN).
Write Ji,j = I ji,k(i,j); then {Ji,j}i,j is a partition of I. Define F : I → I by
mapping each J1,j to J2,j, J2,j to J3,j, . . . , and JN,j to J1,j by translations.
Let
Z =
⊔
j∈{1,...,M}N
J1,j .
Then Z, F(Z), . . . , FN−1(Z) are disjoint and (AN
F
)∗(m|Z) =
1
Nν
∗N.
General case: Given any bounded A : I → G, define C = ‖A‖∞ and assume
that N ∈ N and η > 0 are arbitrarily chosen. Let A˜ : I → G be a bounded
simple function which is ε(C,N, η) − L1-close to A and such that A˜ has M
level sets, all with the same measure 1/M; where M is some integer and
ε(C,N, η) will be defined later.
Take S ∈ Aut(I,m) that maps these level sets to intervals, so Aˆ = A˜ ◦ S
falls in the later case. Accordingly there exist Fˆ ∈ Aut(I,m) and a set Zˆ ⊂ I
such that Zˆ, Fˆ(Zˆ), . . . , FˆN−1(Zˆ) are disjoint and (AˆN
Fˆ
)∗(m|Zˆ) =
1
N (Aˆ∗m)
∗N.
Let F = S−1 ◦ Fˆ ◦ S and Z = S−1(Zˆ). Then (A˜N
F
)∗(m|Z) =
1
N (A˜∗m)
∗N. From
point 2 of the proof of lemma 2.1 we see that ε(C,N, η) can be chosen so that
the ε(C,N, η)− L1 closeness of A˜ and A implies that (A∗m)∗N and (A˜∗m)∗N are
η/2-close (in the sense of definition 2.8) as well as (AN
F
)∗(m|Z) and (A˜
N
F
)∗(m|Z).
This concludes the proof. 
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2.5 End of the proof
An interval permutation of rank M is an automorphism T ∈ Aut(I,m) which
sends each interval of the form
[
j
M ,
j+1
M
)
, j = 0, 1, . . . ,M − 1, onto another by
an ordinary translation. We call T cyclic if the induced permutation of the
intervals is cyclic. We are going to use the following fact:
Theorem 2.12 (Halmos). Cyclic interval permutations are dense in Aut(I,m),
in the weak topology.
For the proof, see Halmos [H, p. 65], or [AP, lemmas 6.4 and 3.2].
Proof of theorem 1. Since we are working in the measurable category we can
assume that X is the unit interval I and µ is the Lebesgue measure on it.
Suppose A : I→ G is such that ν = A∗m is rich. Due to proposition A.2,
we only have to show that given T ∈ Aut(I,m) and δ > 0, there exists T˜ ∈
Aut(I,m) arbitrarily close to T in the weak topology such that LE(A, T˜) < δ.
So let T and δ, and also an arbitrary ε > 0. By theorem 2.12, we can
assume thatT is a cyclic intervalpermutation andassume its rankM satisfies
M ≥ 4/ε. Let N be such that ν∗N is 1-rich.
Before going into the details of the proof let us sketch howwewill obtain
the perturbation T˜ that will actually satisfy m[T˜ , T] < ε. The perturbation
is done in two steps. In the first one, we will use richness of the measure
ν to produce a map T1 that is close to T and that has two cyclic towers: (1)
a (big) cyclic tower of height M that fills most of the space and that comes
from the original tower of T; (2) a (small) cyclic tower of heightN such that
the push forward of the measure on its base by the product of A’s along its
N levels is a measure close to a 1-rich one, namely σ/N, where σ = ε′ν∗N and
ε′ is small. (Actually, there is a third invariant set that can be disregarded
because it has small measure.)
LetW be the union of the basis of the big and the small tower. Then we
consider the first return on the set W: we obtain a derived cocycle over W
with identity for dynamics and a matrix map Aˆ such that Aˆ∗(m|W) contains
a part that is close to σ/N.
Here we pass to the second step and perturb T1 to T˜, keeping the two
towers aboveW invariant but modifying the first return map to a map S so
that the Lyapunov exponent LE(Aˆ, S) of the derived cocycle becomes small
(this is done by taking T˜ equal to T1 except on T
−1
1
W with nevertheless
T˜T−1
1
W = W). Since
⋃
n∈Z T˜
nW =
⋃
n∈Z T
n
1
W has almost full measure, the
latter implies smallness of LE(A, T˜). The map T˜ that we obtain is close to T1
since we only modify the dynamics on T−1
1
W.
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To understandhow themap S is obtained, replace for amoment Aˆ∗(m|W)
by a map A˜ such that A˜∗(m|W) contains σ/N so that proposition 2.7 applies
and identity onW can be replaced by a dynamics that reducesΛk(A˜, S) close
to zero (for some k that depends on σ/N). Now, the fact that k depends only
on the 1-rich part of the measure and a careful choice of quantifiers allow
to use the continuity of Λk and derive the same conclusion for Aˆ instead of
A˜. Now we give the exact proof.
Let C = ‖A‖∞ and
ε′ = min
(
ε/(4M), δ/(M logC)
)
.
Let σ = ε′ν∗N. We will use that the measure σ/N is 1-rich. Let k =
k(σ/N, δ,CM) be given by proposition 2.7, and let η = η(k, δ,Cmax(M,N)) be
given by lemma 2.1.
Using lemma 2.11, we find F ∈ Aut(I,m) such that FN = id, and a set
Z ⊂ I such that Z,. . . , FN−1(Z) are disjoint and (AN
F
)∗(m|Z) is η-close to
1
Nν
∗N.
By lemma 2.10, there exists a set Y ⊂ Z such that (AN
F
)∗(m|Y) is η-close to
1
Nσ
(from definition 2.8 this requires that m(Y) = |σ|/N).
Let TF =
⊔N−1
i=0 F
i(Y); this set is an F-tower of height N, and has small
measure:
m(TF) = Nm(Y) = |σ| < ε
′.
Let TT =
⋂M−1
i=0 T
−i(T c
F
). This set has almost full measure: m(T c
T
) ≤
Mm(TF) < Mε′ < ε/4. It is also invariant by T (since TM = id) and we can
write it as a T-tower of height M over I ∩ TT where I is any interval of the
cyclic permutation T.
Consider a first perturbation of T:
T1(x) =

T(x) if x ∈ TT,
F(x) if x ∈ TF,
x otherwise.
ThenTT andTF are two disjoint invariant towers for T1 with heightsM and
N respectively, and basis I∩TT and Y respectively. We defineT = TT ∪TF,
andW = (I ∩ TT) ⊔ Y.
The first-return map of T1 toW is the identity. The return-time function
is nW(x) =M for x ∈ I ∩TT and nW(x) = N for x ∈ Y. Hence we define onW
the following map:
Aˆ(x) =

AM
T
(x) if x ∈ I ∩ TT,
AN
F
(x) if x ∈ Y.
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Because (AN
F
)∗(m|Y) and σ/N are η-close, lemma 2.9 gives a map A˜ : Y→
G such that A˜∗(m|Y) = σ/N and ‖A˜−A
N
F
|Y‖1 ≤ η. Let Bˆ : W → G be such that
Bˆ(x) =

AM
T
(x) if x ∈ I ∩ TT,
A˜(x) if x ∈ Y.
By proposition 2.7, since we took k = k(σ/N, δ,CM), we get
Λk(Bˆ) = Λk(Bˆ∗(m|W)) = Λk
(
(AMT )∗(m|I∩TT ) +
σ
N
)
<
δ
M
+
ε′
N
logCM < 2δ.
Since ‖Aˆ − Bˆ‖1 ≤ 2η, with η = η(k, δ,C
max(M,N)), we conclude by lemma 2.1,
Λk(Aˆ) < 3δ.
This means that there exists an automorphism S : W → W such that
Λk(Aˆ, S) < 3δ, and consequently LE(Aˆ, S) < 3δ.
Finally, we define T˜ on I:
T˜(x) =

S(T1(x)) if x ∈ T
−1
1
(W),
T1(x) otherwise.
The setT = TT ∪TF is still invariant by T˜, the return time to the setW is
still the function nW as for T1 and the products of matrices above W before
the first return are still given by Aˆ. But the first return map to W by T˜ is
now S. Hence, by proposition A.1, we have LE(A|T , T˜|T ) = LE(Aˆ, S).
Recall that m(T c) ≤ m(T c
T
) ≤ Mε′ and that we took ε′ ≤ δ/(M logC),
therefore
LE(A, T˜) = LE(Aˆ, S) + LE(A|T c , T˜|T c) < 4δ.
We have
m[T˜ , T] ≤ m[T˜ , T1] +m[T1 , T] ≤ m(W) +m(T
c
T) ≤
(
1
M
+
ε′
N
)
+
ε
4
< ε,
as required. 
3 Applying theorem 1
3.1 Proof of the richness criterium
Before deriving any consequences of theorem 1, we have to prove proposi-
tion 1.6.
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Let us (temporarily) call a measure ν N-f-rich if there is κ > 0 such that
ν∗N ∗ v ≥ κm for every v ∈ P1. (The difference, compared to definition 1.5,
is that we only consider forward iterates.) We call ν f-rich if it is N-f-rich for
some N.
In this paragraph,M denotes a compact manifold, intM =Mr ∂M, and
µ is a smooth volume measure onM.
The following lemma essentially reduces the problem of proving rich-
ness to a one-dimensional case:
Lemma 3.1. Let A : M → G be a C1 map. Let ξ : [−2, 2] → intM be a C1
embedded arc. Assume that for any v ∈ P1,{
A(ξ(t)) · v; t ∈ [−1, 1]
}
= P1
and
∂
∂t
[A(ξ(t)) · v] , 0 ∀t ∈ [−2, 2].
Then A∗µ is 1- f -rich.
Proof. Consider a (normal) tubular neighborhood (map) of the arc ξ:
Ξ : [−2, 2] ×Dd−1 → M
such that Ξ(t, 0) = ξ(t). (Dd−1 denotes the open unit ball in Rd−1.) For
0 < δ ≤ 1 and j = 1, 2, let U
j
δ
= Ξ
(
[− j, j] × δDd−1
)
. We are going to show
that for sufficiently small δ > 0 there exists κ > 0 such that
d
(
A∗(µ|U2
δ
) ∗ v
)
dmP1
(w) ≥ κ ∀v,w ∈ P1. (2)
We push the euclidian metric inRd forward by the C1-diffeo Ξ, and without
loss, assume that µ|U2
1
is the Riemannian volume induced by that metric. In
the new metric, we have ‖ξ′(t)‖ = 1.
For convenience of notation, let v,w ∈ P1 be fixed. Let F : M → P1 be
given by F(x) = A(x) · v. Let {t1 < . . . < tk} = {t ∈ [−1, 1]; F(ξ(t)) = w}. Let
Dδ
i
⊂ U2
δ
be the connected component of F−1(w) ∩ U2
δ
that contains ξ(ti).
From the assumption, F has no critical points on a neighborhood of the are
ξ([−2, 2]). So, for small δ, Dδ
i
is a (d − 1)-submanifold. We have
d
(
F∗(m|U2
δ
)
)
dmP1
(w) =
∫
F−1(w)∩U2
δ
dσ(x)
‖∇F(x)‖
≥
k∑
i=1
∫
Dδ
i
dσ(x)
‖∇F(x)‖
,
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where σ is Riemannian (d − 1)-dimensional volume. Using that σ(Dδ
i
) ≥
σ(δDd−1) and that ‖∇F‖ is bounded, we have
∫
Dδ
i
dσ(x)
‖∇F(x)‖
=
σ(Dδ
i
)
‖(∇F)(ξ(ti))‖
+O(δd) ≥ Cδd−1 +O(δd) ,
for some C > 0. All bounds are uniform in v and w, hence we can find a
small δ so that (2) holds. 
In what follows, we denote:
Rθ =
(
cosθ − sinθ
sinθ cosθ
)
.
Remark 3.2. For each T ∈ (−2, 2), the set of A ∈ G such that trA = T consists
on twoG-conjugacy classes, namely {LRθL
−1; L ∈ G} and {LR−θL
−1; L ∈ G},
for a certain θ ∈ (0, π). (Note also that the set consists on a single GL(2,R)-
conjugacy class.) IfA andB are twoellipticmatrices in the sameG-conjugacy
class then there exists an unique L of the form
L =
(
a b
0 a−1
)
, with a > 0, (3)
such that B = LAL−1.
Next we prove the following special case of proposition 1.6:
Lemma 3.3. Let A : M → G be a C1 map. Assume there exists a point p ∈ M
such that A(p) is elliptic and trA is not locally constant at p. Then A∗µ is f-rich.
Proof. Wecan assume that p ∈ intM and that (∇ trA)(p) , 0. Let ξ : [−2, 2]→
intM be an embedded C1 path such that ξ(0) = p and
|trA(t)| < 2 and
d
dt
trA(ξ(t)) , 0 ∀t.
Let θ(t) = arccos
(
1
2 trA(ξ(t))
)
. Then θ(t) is a C1 function with θ′(t) , 0
for all t. For each t there exists L(t) ∈ G such that A(ξ(t)) equals either
L(t)Rθ(t)L(t)
−1 or L(t)R−θ(t)L(t)
−1 (see remark 3.2). By continuity, the same
alternative, say the first, occurs for all t ∈ [−2, 2]. Besides, we can choose
L(t) so that L : [−2, 2] → G is a C1 map.
ForN ∈N, we have A(ξ(t))N = L(t)RNθ(t)L(t)
−1 . It is easy to see that if N
is large enough then for any v ∈ P1,
{
A(ξ(t))N · v; t ∈ [−1, 1]
}
= P1 and
∂
∂t
(
A(ξ(t))N · v
)
, 0 ∀t ∈ [−2, 2].
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Next define
Mˆ =MN =M × · · · ×M,
µˆ = µN = µ × · · · × µ,
Aˆ : Mˆ→ G by Aˆ(x1, . . . , xN) = A(x1) · · ·A(xN),
(4)
and ξˆ : [−2, 2] → int Mˆ by ξˆ(t) = (ξ(t), . . . , ξ(t)). Applying lemma 3.1 to these
data, we obtain that Aˆ∗µˆ = (A∗µ)∗N is 1-f-rich, that is, A∗µ is N-f-rich. 
For the last part, we will need the following property about traces:
Lemma 3.4. Let A, B ∈ G be elliptic matrices that are conjugate via a matrix inG.
Then
trAB ≤ trA2,
with equality if and only if A = B.
The reader may check the lemma would be false had we assumed only
that the elliptic matrices have the same trace.
Proof. Write B = LAL−1, with L ∈ G. We can assume that A = Rθ and L is
given by (3). Of course, sinθ , 0. Direct calculation gives
trAB = 2 − (2 + a2 + a−2 + b2) sin2 θ ≤ 2 − 4 sin2 θ = trA2,
with equality if and only if a = 1 and b = 0. 
Now we conclude the:
Proof of proposition 1.6. It clearly suffices to show that A∗µ is f-rich.
Let Mˆ, µˆ, and Aˆ be as in (4) with k in the place of N. Let also pˆ =
(p1, . . . , pk). By assumption, Aˆ(pˆ) is elliptic and Aˆ is not locally constant at
pˆ ∈ Mˆ.
If tr Aˆ is not locally constant at pˆ in Mˆ then, by lemma 3.3, Aˆ∗µˆ = (A∗µ)∗k
is f-rich, and therefore so is A∗µ.
Assume then that tr Aˆ is constant at a neighborhood of pˆ in Mˆ. By
continuity, all Aˆ(xˆ), with xˆ close to pˆ, belong to a same G-conjugacy class
(see remark 3.2). Consider
Mˇ = Mˆ × Mˆ, µˇ = µˆ × µˆ, pˇ = (pˆ, pˆ), and Aˇ(xˆ1, xˆ2) = Aˆ(xˆ1)Aˆ(xˆ2).
Then tr Aˇ is not locally constant at pˇ ∈ Mˇ. (Otherwise, by lemma 3.4, Aˆ
would be locally constant at pˆ.) Applying lemma 3.3 to Aˇ we get that A∗µ
is 2k-f-rich. 
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3.2 Proof of theorem 2
We will need the following:
Lemma 3.5. Let Σ ⊂ G be a compact connected set. Assume that there is no closed
interval I $ P1 such that A · I ⊂ I for every A ∈ Σ. Then there are A1, . . . ,An ∈ Σ
such that A1 · · ·An is elliptic.
Proof. We claim that there is n0 ∈ N such that for all v, w ∈ P
1, there exist
A1, . . . ,An0 ∈ Σ such that A1 · · ·An0v = w.
Indeed, fix any matrix A0 ∈ Σ, and let v0 ∈ P
1 be such that A0v0 = v0.
Let In ⊂ P
1 be the set of directions A1 · · ·An(v0), with Ai ∈ Σ. Since Σ is
connected, each In is an interval or the circle. Also, In ⊂ In+1, because v0 is
invariant by a matrix in Σ. Let us see that In1 = P
1 for some n1. Assume
the contrary, and let I =
⋃
n In. We have A(I¯) ⊂ I¯ for all A. Since we are
assuming Σ has no invariant interval, we must have I¯ = P1. Therefore
I = P1 r {z} for some z. By the same assumption, there must be A ∈ Σ such
that A(z) , z. Then A−1(z) ∈ I and so there must exist A1, . . . , An such that
A1 · · ·An(v0) = A
−1(z). But this implies z ∈ I, a contradiction.
We have shown that there is n1 such that for any w there is a product
of length n1 which sends v0 to w. The same reasoning applied to the set
Σ−1 (which does not have an invariant interval as well) gives that there is
n2 such that for any v there is a product of length n2 sending v to v0. Let
n0 = n1 + n2. The claim is proved.
Next we construct an elliptic product. Fix any A ∈ Σ, A , id. If A is
elliptic, we are done.
If A is hyperbolic, let eu and es be its respectively expanding and con-
tracting eigenvectors. Let B be a product such that B(eu) ∈ Res. Then a
calculation shows that trAnB → 0 as n → ∞, so there exists an elliptic
product.
If A is parabolic then, relative to some basis {e1, e2},
A = ±
(
1 β
0 1
)
, with β , 0.
Let B be a product such that Be1 ∈ Re2. Write
B =
(
0 b
c d
)
, with c , 0.
Then |trAnB| = |βcn+ d| → ∞ as n→∞. This shows that Σ has a hyperbolic
product. Then we can repeat the previous reasoning and find an elliptic
product. 
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Remark 3.6. We ignore how to extend lemma 3.5 to non-connected sets Σ,
and that is why we are unable to answer question 1.8.
We are ready now to give the:
Proof of theorem 2. If the function A is constant then the first case holds if A
is hyperbolic or parabolic, and the second case holds if A is elliptic. So we
can assume A is not constant.
Assume the first case does not hold. Applying lemma 3.5 to Σ =
{A(x); x ∈ X}, we conclude that there is n ∈N such that the function
(x1, . . . , xn) ∈ X
n 7→ A(xn) · · ·A(x1)
assumes an elliptic value. This function is not constant and Xn is con-
nected, so proposition 1.6 applies and the exponent vanishes generically by
theorem 1. 
3.3 Addendum to theorem 2 and proof of corollary 3
We study how the Lyapunov exponent depends on T if the first alternative
in theorem 2 holds. There are two initial possibilities:
(i.1) There is an invariant point (i.e. ∃ v0 ∈ P
1 s.t. A(x) · v0 = v0 ∀x ∈ X).
(i.2) There is no invariant point.
In case (i.2), consider an invariant closed interval I. We further subdivide
case (i.2) into cases (i.2.1), (i.2.2), and (i.2.3) according towhetherA(x) · I ⊂ I◦
for none, some but not all, or all x ∈ X, respectively. (Notice that the case in
which A falls may depend on the choice of I.)
Proposition 3.7 (Addendum to theorem 2). Each case has the corresponding
consequence as below:
(i.1)⇒ There is λ0 ≥ 0 such that LE(A,T) = λ0 for all T ∈ Aut(X, µ).
(i.2.1) ⇒ LE(A,T) > 0 for all ergodic T ∈ Aut(X, µ).
(i.2.2) ⇒ There is λ0 > 0 such that LE(A,T) ≥ λ0 for all T ∈ Aut(X, µ).
(i.2.3) ⇒ The set A(X) ⊂ G is uniformly hyperbolic (see definition 1.14), so (A,T)
is uniformly hyperbolic for all T ∈ Aut(X, µ).
Proof. In case (i.1) we have
λ0 =
∣∣∣∣∣
∫
log
‖A(x)v0‖
‖v0‖
dµ(x)
∣∣∣∣∣ .
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Next recall some facts about the Hilbert metric. That is a Riemannian
metric d on I◦ with the property that if B ∈ G satisfies B(I) ⊂ I then there
exists τB ≥ 1 such that
d(B(x),B(y)) ≤ τ−1B d(x, y) ∀x, y ∈ I
◦ .
Besides, if B(I) ⊂ I◦ then τB > 1. Using these facts, it is not hard to prove the
remaining assertions in the proposition. 
Proof of corollary 3. For an open and dense set of A ∈ Cr(X,G), (i) implies
(i.2.3). 
4 More consequences: the continuous case
In this section X will denote a C1-smooth compact connected manifold,
possibly with boundary, of dimension d ≥ 2, and µ will denote a smooth
volume measure.
4.1 Notations and tools
Here we collect some results from the book [AP] that we will use in the
proof of theorem 4.
Let dbe ametric in themanifoldX. Theuniform topologyonHomeo(X, µ)
is determined by the metric d(T, T˜) = supx∈X d(T(x), T˜(x)). If T or T˜ (or both)
are not in Homeo(X, µ) but in Aut(X, µ) then the distance above should be
considered with essential supremum instead of sup.
In the proof of theorem 4, we will make a non-continuous perturbation
of the given homeomorphism, and then perturb again to get a homeomor-
phism. For that last step we will need Alpern’s [A2] volume-preserving
version of Lusin theorem:
Theorem 4.1 (Theorem 10.2 from [AP]). Let T ∈ Homeo(X, µ) and ε > 0.
Then there exists δ > 0 with the following properties: Given S ∈ Aut(X, µ), with
d(S,T) < δ and a weak neighborhoodW of S, there exists S˜ ∈ Homeo(X, µ), which
equals T in the boundary of X, and satisfies S˜ ∈ W and d(S˜,T) < ε.
The following result permits us to carry some geometry from the cube
(Id,m) to the manifold (X, µ). (In fact, the proof of theorem 4 would become
slightly easier if (X, µ) = (Id,m).)
Theorem4.2 (Theorem 9.6 from [AP]). There exists a continuousmapΦ : Id →
X, called a Brown map, such that:
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1. Φ is onto;
2. Φ|int Id is a homeomorphism of the interior of I
d onto its image;
3. Φ(∂Id) is a closed nowhere dense set, disjoint from Φ(int Id);
4. Φ∗m = µ.
For m ∈ N, consider the partition mod 0 of the cube Id into 2dm cubes
of size 2−m. The images of those cubes by the Brown map Φ form a mod
0 partition of X. Let us indicate this partition by Pm and call its elements
cubes as well. An automorphism S ∈ Aut(X, µ) such that the image of a cube
in Pm is mod 0 a cube in Pm will be called a generalized cube exchange map. If
additionally the map Φ−1SΦ sends cubes into cubes by translations of Rd,
we call S a cube exchange map.
A generalized cube exchange map induces a permutation of the set
Pm of cubes. We express the permutation as a product of disjoint cycles;
corresponding to each cycle there is an S-invariant subset ofM, that we call
a cyclic tower.
An important perturbation result due to Lax [L] is the following:
Theorem 4.3 (Theorem 3.1 from [AP]). Let T ∈ Homeo(Id,m). Then for any
δ > 0 there is a cube exchange P such that d(P,T) < δ.
In fact, it was shown by Alpern [A1] that we can take P in Lax theorem
with a single cycle tower. To show that he used the lemma below (which
we will also employ with a slightly different purpose):
Lemma4.4 (Lemma3.2 from [AP]). Given anypermutationσ ofN = {1, . . . ,N},
there is a cyclic permutation σ˜ ofN such that |σ˜( j) − σ( j)| ≤ 2 for all j ∈ N .
4.2 Proof of theorem 4
The proof has three steps:
1. We take a fine partition Pm of X and approximate the given T by a
generalized cube exchange map S4. This approximation is taken with
the following additional properties:
• S4 equals T in the (periodic) T-orbit of p (above which there is
the elliptic product) and is C1 in a neighborhood of it;
• S4 has two cyclic cube towers, the smaller of them consisting of
the n cubes that intersect the orbit of p.
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2. Using theorem 1, we change S4 in a set of small diameter to make the
Lyapunov exponent vanish. The new map S5 is still uniformly close
to T.
3. Theorem 4.1 provides a homeomorphism T˜ weakly close to S4, which
by semicontinuity will have small exponent.
We precise now these three steps. Let T, A, and p be as in the state-
ment, and let ε > 0. Let δ = δ(T, ε) be given by theorem 4.1. Let
O(p) = {p,Tp, . . . ,Tn−1p}. Without loss of generality, we assume that the
minimum distance between different points in O(p) is greater than δ.
Let Φ be the Brown map given by theorem 4.2. We can assume that
O(p) ∩ Φ(∂Id) = ∅ and, moreover, that O(p) does not intersect the cube
boundaries, for any of the partitions Pm.
Step 1. Lax theorem 4.3 provides a cube exchange S1 of rank m such that
d(S1,T) < δ/10. We assume that the rank is high enough so the diameter of
the cubes (in X) is less than δ/10. The partition into cubes is fixed from now
on.
Let Ci be the cube that contains T
ip, for i ∈ Zn. Let H be the cube
exchange that permutes each S1(Ci) withCi+1, and fixes the other cubes. Let
S2 = H ◦ S1; then S2 has a cyclic tower which contains O(p) and d(S2, S1) <
3δ/10.
Next number all cubes from PM in such a way that consecutive cubes
share a common face. Then delete the n cubes Ci andmonotonically renum-
ber the remaining cubes, say as C′
j
. Since distinct Ci cubes do not share a
common face, we have that if | j − k| ≤ 2 then the diameter of C′
j
∪ C′
k
is
less than 3δ/10. Applying the combinatorial lemma 4.4, we find a cube
exchange S3 which is 3δ/10-close to S2, cyclically permutes the C′j cubes
and still satisfies S2(Ci) = Ci+1.
Take open neighborhoods Ui ∋ T
ip with Ui ⊂ intCi such that there are
volume-preserving C1-diffeomorphisms fi : Ui → Ui+1 satisfying fi(T
ip) =
Ti+1p. Since Ci r Ui and Ci+1 r Ui+1 are Lebesgue spaces with the same
measure, we can extend each fi to a volume-preserving map Ci → Ci+1.
Changing S3 inside the Ci cubes according to those maps,
2 we obtain S4 ∈
Aut(X, µ) with d(S4,T) < 8δ/10.
2This last step would be simpler if the Brown map Φ happened to be C1.
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Step 2. The generalized cube exchange S4 obtained above has two cyclic
towers that cover all X. We select the cubes Ci ∋ p and C
′
1
as bases of those
towers. We canassume thatC1 andC
′
1
share a common face. LetW = C0∪C
′
0
;
then diamW ≤ 2δ/10. Consider the cocycle (U, Aˆ) =
(
(S4)W ,AS4,W
)
induced
by S4 onW.
The measure Aˆ∗(µ|W) ≥ (AS4)
n
∗ (µ|C1 ) is rich, by proposition 1.6. So the-
orem 1 yields a measurable dynamics U˜ : W → W such that LE(Aˆ, U˜) = 0.
Let S5 ∈ Aut(X, µ) be given by
S5(x) =

U˜(S4(x)) if x ∈ S
−1
4
(W),
S4(x) otherwise.
By proposition A.1, we have LE(A, S5) = 0. Moreover, d(S5,T) < δ.
Step 3. By semicontinuity of the Lyapunov exponent (proposition A.2),
there is a weak neighborhoodW ⊂ Aut(X, µ) of S5 such that LE(A, ·) < ε on
W. Theorem4.1 then gives some T˜ ∈ W∩Homeo(X, µ) such that d(T˜,T) < ε.
This concludes the proof.
Remark 4.5. Notice we haven’t used the full strength of theorem 1, but the
mere fact that if A∗µ is rich then there exists some T ∈ Aut(X, µ) for which
LE(A,T) is small.
4.3 Proof of theorem 6
It is interesting to mention that the following (apparently) stronger form of
theorem 4 holds:
Theorem 8. Given T ∈ Homeo(X, µ) and ε > 0, there exists δ > 0 with the
following properties: Let A ∈ C1(X,G) and assume there exists a periodic δ-
pseudo-orbit (x0, . . . , xn−1, xn = x0) for T such that:
• A(xn−1) · · ·A(x0) is elliptic;
• A is not locally constant at at least one of the points xi.
Then there exists T˜ ∈ Homeo(X, µ) ε-C0-close to T such that LE(A, T˜) is arbitrarily
close to zero.
Theorem 8 is actually a corollary of theorem 4. Indeed, given a periodic
δ-pseudo-orbit (x0, . . . , xn−1, xn = x0) for T, there exists a perturbation T˜
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of T such that T˜(xi) = xi+1 for i = 0, . . . , n − 1. (This follows from [AP,
theorem 2.4], for instance.)
We are going to use the following result due to Avila. Recall Rθ denotes
the rotation of angle θ, and ρ(·) denotes spectral radius.
Lemma 4.6 (Lemma 2 from [Y]). For every n ∈ N and A0,. . . ,An−1 ∈ G, there
is θ ∈ R such that
RθAn−1 · · ·RθA1RθA0 is elliptic and |θ| ≤
C
n
logρ(An−1 · · ·A0),
where C > 0 is some constant.
Proof of theorem 6. By proposition A.7, it suffices to prove that the set of
(A,T) such that either (A,T) is uniformly hyperbolic or LE(A,T) = 0 is
generic in Cr(X,G)×Homeo(X, µ). The uniformly hyperbolic cocycles (A,T)
form an open set. Also, the function
LE : Cr(X,G) ×Homeo(X, µ)→ R
is an upper semicontinuous function. So to prove the theorem, we have to
show that if (A,T) is not uniformly hyperbolic then for every ε > 0 there
exist A˜ Cr-close to A and T˜ C0-close to T such that LE(A,T) < ε.
Fix ε > 0 and a cocycle (A,T)which is not uniformly hyperbolic. Making
a Cr-perturbation if necessary, we can assume that A is nowhere locally
constant.
Let δ > 0 be given by theorem 8. Because T preserves volume, there
is some ℓ0 ∈ N such that for every pair of points y, x ∈ X there exists a
δ-pseudo-orbit (y0, y1, . . . , yℓ) for T, such that ℓ < ℓ0, y0 = y, and yℓ = x.
Since (A,T) isn’t uniformly hyperbolic, there exist arbitrarily large n ∈N
and x ∈M such that ‖An
T
(x)‖ < (1 + δ)n. Fix n and xwith n > ℓ0/δ.
By concatenation we obtain a δ-pseudo-orbit (x0, x1, . . . , xn+ℓ) of length
n + ℓ < n + ℓ0 with x0 = xn+ℓ = x and such that
‖A(xn+ℓ−1) · · ·A(x0)‖ < ‖A‖
ℓ
∞(1 + δ)
n.
According to lemma 4.6, there exists θwith |θ| < const.δ such that
A(xn+ℓ−1)Rθ · · ·A(x1)RθA(x0)Rθ
is an elliptic matrix. So theorem 8 applies to the Cr-perturbation A˜ = ARθ
of A, showing that there exist T˜ δ-C0-close to T such that LE(A˜, T˜) is as small
as we want. 
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5 The discrete case. Questions
In this section we prove theorem 7 and, in § 5.3, we pose related problems.
5.1 Preparation
Uniformly hyperbolic sets, elliptic products. The set of Σ ∈ GN which
are uniformly hyperbolic is open in GN, see [Y]. In fact, we will use the fol-
lowing result, which is indeed an immediate corollary of Avila’s lemma 4.6:
Theorem 5.1 (Proposition 6 in [Y]). There is an open and dense subsetR0 ⊂ G
N
such that if Σ ∈ R0 then either Σ is uniformly hyperbolic or there is an elliptic
matrix in the semigroup 〈Σ〉 generated by Σ.
Liouville pairs. Recall that ρ denotes the spectral radius.
Definition 5.2. Let ψ : N → N, with limn→∞ ψ(n) = ∞. If R and H belong
to G, we say that the pair (R,H) is ψ-Liouville if R is elliptic and
lim inf
n→+∞
1
ψ(n)
logρ
(
RnHψ(n)
)
= 0.
Notice that if H is not hyperbolic then, for any ψ, (R,H) is ψ-Liouville
for every elliptic R.
Lemma 5.3. Given any ψ : N → N with limn→∞ ψ(n) = ∞, let R be the set of
(R,H) ∈ G2 such that R is not elliptic or (R,H) isψ-Liouville. ThenR is a residual
subset of G2.
Proof. LetGell be the subset ofG formed by elliptic matrices, and letL ⊂ G
2
be the set of ψ-Liouville pairs. We have L =
⋂
m≥1,ε>0Um,ε, where
Um,ε =
{
(R,H) ∈ Gell ×G; ∃n ≥ m s.t.
1
ψ(n)
logρ
(
RnHψ(n)
)
< ε
}
.
Each Um,ε is open and we have to show it is dense in Gell × G. Given
(R,H) ∈ Gell × G, with H hyperbolic, take a basis of R
2 such that we can
write
H =
(
λ 0
0 λ−1
)
, |λ| > 1.
Arbitrarily close to R, there is an elliptic matrix R˜ such that R˜n(1, 0) ∈ R(0, 1)
for some n ≥ m, that we can choose satisfying 1 < eεψ(n). Hence
R˜n =
(
0 c
b d
)
and R˜nHψ(n) =
(
0 cλ−ψ(n)
bλψ(n) dλ−ψ(n).
)
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If n is chosen large enough we have
∣∣∣ tr R˜nHψ(n)∣∣∣ = |d||λ|−ψ(n) < Const · ‖R˜‖ |λ|−ψ(n) < 2.
Therefore ρ
(
R˜nHψ(n)
)
= 1 < eεψ(n), that is, (R˜,H) ∈ Um,ε. 
Monomials. Let N = {1, 2, . . . ,N}. To every word (k1, . . . , kℓ) ∈ N
ℓ, ℓ ≥ 1,
we can associate a map F : GN → G, (A1, . . . ,AN) 7→ Ak1 · · ·Akℓ , which is
called a monomial. For each i ∈ N , let us write
mi(F) = #
{
j ∈ {1, . . . , ℓ}; k j = i
}
,
that is, the number of appearances of the letterAi in the monomial F. Let us
call twomonomialsF1, F2 : G
N → G independent if the vectors (m1(F1), . . . ,mN(F1))
and (m1(F2), . . . ,mN(F2)) ∈ R
N are non-collinear.
Lemma 5.4. Let F1, F2 : G
N → G be independent monomials, and let F =
(F1, F2) : G
N → G2. Then for every residual subset R of G2, the set F−1(R) is
residual in GN.
Proof. Let C ⊂ GN be the set of critical points of F. We will show that C has
empty interior. That implies the lemma, because F restricted to the open
dense set GN r C is an open map.
The derivative of F at (id, . . . , id) is easily computed; it is:
(a1, . . . , aN) ∈ sl(2,R)
N 7→

N∑
i=1
mi(F1)ai,
N∑
i=1
mi(F2)ai
 ∈ sl(2,R)2.
Due to the independence assumption, DF(id, . . . , id) is surjective, that is,
(id, . . . , id) < C. Assume C has an interior point x. Consider a real-analytic
path [0, 1] → GN from x to (id, . . . , id). Bearing in mind that C is the zero-set
of some real-analytic function, we reach a contradiction. 
5.2 Proof of theorem 7
In all the proof we fix the function ψ(n) = n.
First we define the residual setR ⊂ GN for which we will prove the con-
clusion of the theorem. Given two independentmonomials F1, F2 : G
N → G,
let R(F1, F2) be the set of all Σ ∈ G
N such that
F1(Σ) is not elliptic or (F1(Σ), F2(Σ)) is ψ-Liouville.
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By lemmas 5.3 and 5.4,R(F1, F2) is a residual subset ofG
N. Take the intersec-
tion over all independent pairs F1, F2 and call it R1. Finally, let R = R0 ∩R1,
where R0 is the set from theorem 5.1.
From now on fix some Σ ∈ R. If Σ is uniformly hyperbolic, there is
nothing to do. In the other case, since Σ ∈ R0, there is a monomial F1 such
that R = F1(Σ) is elliptic. F1 will be fixed from now on. By construction,
(F1(Σ), F2(Σ)) is ψ-Liouville for every monomial F2 which is independent
from F1.
Let A : X → Σ be a measurable function such that every matrix in Σ is
attained on a positive measure set of X. As usual, we assume X is the unit
interval I. We can also suppose there is a partition I = I1 ⊔ · · · ⊔ IN into
intervals such that A|Ii = Ai, where Σ = (A1, . . . ,AN).
Now let T : I→ I be any given automorphism. We will explain how to
perturb T in the weak topology to make the exponent small. By proposi-
tion A.2, this will conclude the proof.
Using theorem 2.12, we may begin with T equal to a cyclic interval
permutation of some arbitrarily high rankM.
We will of course perturb T further, but will work only with automor-
phisms that are (not necessarily cyclic) interval permutations. In this regard,
a sequence of disjoint intervals Ji = T
i(J1), i = 0, . . . , ℓ − 1, is called a tower of
height ℓ. The tower is said to be cyclic if in addition Tℓ(J1) = J1. If moreover
the map A : I→ Σ is constant on each interval Ji then we can talk about the
product of matrices along the tower, that we denote by A(JM) · · ·A(J1).
Since the rankM is high, most of the intervals
[
j
M ,
j+1
M
)
, j = 0, 1, . . . ,M−1,
will be completely contained in one of the intervals Ii (whereA is constant).
By changing T on a set of small measure, we may assume the collection of
those “good” intervals is cyclically permuted by T. The union of the “bad”
intervals is now an invariant set of small (less than N/M) measure, and so
its contribution to the mean Lyapunov exponent is small. So, to simplify
writing, we will assume that all intervals are good.
Write F1(A1, . . . ,AN) = Akp · · ·Ak1 . Among the intervals that are per-
muted by T, select some J1, . . . , Jp such that A|Ji = Aki . Since M can be
chosen arbitrarily high compared to p, the measure of T1 =
⊔p
i=1
Ji is small.
So, after another perturbation, we can assume that that the dynamics of T
decomposes into two cyclic towers, the smaller of which is
J1 → J2 → · · · → Jp → J1.
Call this tower T1. The product of matrices along it is precisely the elliptic
matrix F1(Σ).
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Let T2 be the other, bigger, tower. Consider the product of matrices
along T2; as a function of Σ that product is by definition a monomial F2(Σ).
We may assume that F1 and F2 are independent monomials. In fact, via a
small perturbation of T we can remove a single level of the bigger tower to
make F1 and F2 independent. The removed interval becomes an invariant
set of small measure and can be disregarded.
Hence, by definition of R, the pair (R,H) = (F1(Σ), F2(Σ)) is ψ-Liouville.
That is, there is an integer n such that
1
n
logρ(HnRn) < ε, (5)
where ε > 0 is any fixed small number.
Decompose each interval Ji into n intervals of equal length Ji = Ji,1 ⊔
Ji,2 ⊔ · · · ⊔ Ji,p. Modify slightly T in order to form the following tower of
height np:
J1,1 → · · · → Jp,1 →
J1,2 → · · · → Jp,2 →
· · · →
J1,n → · · · → Jp,n → J1,1.
The product along this new tower is Rn. In the same way we decompose
the T2 tower in n towers that we unfold as above into a single tower along
which the product of matrices will be Hn. As sets, the two new towers are
still the same T1 and T2.
By our construction, T1 and T2 have bases of the same size. So we can
actually concatenate themone on top of the other to get a single cyclic tower
along which thematrix product isHnRn. (This is done by composing on the
left the dynamics with a map that permutes the bases of the towers.) Since
almost all the space is covered by this tower, we deduce from (5) that the
integrated Lyapunov exponent corresponding to the perturbed dynamics
is small. This proves theorem 7.
5.3 Some open questions
Problem 5.5. Does a finite set Σ ⊂ G with the following properties exist?
1. Σ cannot be approximated by a uniformly hyperbolic set;
2. there exists a measurable map A : I→ Σ which assumes every value in Σ on
a set of positive measure such that LE(A,T) > 0 for every T ∈ Aut(I,m).
(Or even stronger, such that LE(A,T) ≥ λ0 > 0 for every T.)
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By theorem 7, those Σwith #Σ = N form a meager subset of GN.
A positive answer to the followingmore elementary questionwould, by
the ergodic theorem, answer problem 5.5 (in the stronger form) positively:
Problem 5.6. Does there exist a pair of matrices A1, A2 ∈ G with the following
properties? A1 is hyperbolic, A2 is elliptic, and there are constants 0 < p < 1 and
λ > 1 such that for every word Ai1Ai2 · · ·Ain satisfying the frequency condition
#
{
j ∈ {1, . . . , n}; i j = 2
}
< pn , (6)
we have
‖Ai1Ai2 · · ·Ain‖ > λ
n . (7)
Fixing some integer N ≥ 2, we can also ask whether the set of Σ ∈ GN
that have the properties as in problem 5.5 has positive, or even full measure
in the complement of the hyperbolicity locus in GN.
Remark 5.7. From lemma 5.3 we see that even if the right hand side in (6)
is replaced by any function φ(n) such that φ(n)→ ∞ then the set of Σ ∈ G2
that satisfy the conclusion of problem 5.6 is meager.
A Appendices
A.1 Derived cocycles
Given a set W ⊂ X of positive measure, we define the first return map
TW : W → W by TW(x) = T
nW(x)(x), where nW(x) = min{n ≥ 1; T
n(x) ∈ W}.
nW and TW are defined a.e. and we have TW ∈ Aut(W, µ|W).
Define AT,W : W → G as AT,W(x) = A
nW(x)
T
(x). The pair (TW,AT,W) is a
G-cocycle on (W, µ|W). This is called the derived or induced cocycle.
Proposition A.1. We have LE(AT,W,TW) = LE(A|T ,T|T ), where T is the T-
invariant set
⋃
n∈Z T
−n(W).
In fact, ifT is ergodic thenT = X mod 0and the proposition is lemma2.2
from [K]. It is easy to adapt that proof to the general case, using Kac’s
formula in the form: ∫
W
nW dµ = µ(T ).
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A.2 Semicontinuity
It is well-known that:
LE(A,T) = inf
N
1
N
∫
X
log ‖ANT ‖ dµ.
Among the consequences, we have semicontinuity of LE(A, ·):
Proposition A.2. Let A : X → G be measurable and such that log ‖A‖ ∈ L1(µ).
Then the function T ∈ Aut(X, µ) 7→ LE(A,T) ∈ R is upper semicontinuous.
Proof. Wemayassume thatX is theunit interval I andµ is Lebesguemeasure
m. The weak topology in Aut(I,m) is then given by the weak metric
d(S,T) = inf{ρ > 0; m({|S − T| > ρ}) < ρ}.
Let A : I → G, T ∈ Aut(I,m), and ε > 0 be fixed. There exists N ∈ N
such that
LE(A,T) > −ε +
1
N
∫
I
log ‖ANT ‖ dm.
Since log ‖A‖ is integrable, there is δ1 > 0 such that if Z ⊂ I has mea-
sure m(Z) < δ1 then
∫
Z
log ‖A‖ dm < ε. By Lusin’s theorem, there exists
a compact set K ⊂ I such that the functions A|K and T|K are continu-
ous, and m(Kc) < δ1/(2N). Let C = supK ‖A‖. There is δ2 > 0 such
that if A1, . . . ,AN,B1, . . . ,BN ∈ G are matrices with norm at most C and
‖Ai −Bi‖ < δ2 for each i then ‖
∏1
N Ai −
∏1
N Bi‖ < ε. Let δ3 > 0 be such that if
x, y ∈ K, |x−y| < δ3 then ‖A(x)−A(y)‖ < δ2. Takenumbersη1 > · · · > ηN−1 > 0
such that η1 = δ3/2 and
x, y ∈ K, |x − y| < 2ηi+1 ⇒ |T(x) − T(y)| < ηi.
Let ρ = min(ηN−1, δ1/(2N)).
Now assume S ∈ Aut(I,m) is such that d(S,T) < ρ. LetW = {|S−T| ≤ ρ};
then m(Wc) < ρ. Define
G =
N−1⋂
i=0
[
T−i(K ∩W) ∩ S−i(K ∩W)
]
.
Then Gc has small measure: m(Gc) ≤ Nm(Kc +Wc) < δ1. We are going to
bound the expression 1N
∫
I
log ‖AN
S
‖ dm. To do so, we are going to split the
integral in two parts,
∫
I
=
∫
Gc
+
∫
G
. For the first part, we have
1
N
∫
Gc
log ‖ANS ‖ dm ≤
1
N
N−1∑
i=0
∫
Si(Gc)
log ‖A‖ dm ≤ ε.
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For the second part,
1
N
∫
G
log ‖ANS ‖ dm ≤
1
N
∫
G
log ‖ANT ‖ dm +
1
N
∫
G
‖ANS − A
N
T ‖ dm
< LE(A,T) + ε +
1
N
∫
G
‖ANS − A
N
T ‖ dm .
(We used that log(a + b) ≤ log a + b for a ≥ 1, b ≥ 0.)
Let x ∈ G. We claim that |Ti(x) − Si(x)| ≤ 2ηN−i for all i = 0, 1, . . . ,N − 1.
This is easily shown by induction:
|Ti+1(x) − Si+1(x)| ≤ |T(Ti(x)) − T(Si(x))| + |T(Si(x)) − S(Si(x))|
≤ ηN−i−1 + ρ ≤ 2ηN−i−1.
In particular, for all i we have |Ti(x) − Si(x)| < δ3 and thus ‖A(Ti(x)) −
A(Si(x))‖ < δ2. Therefore ‖ANT (x) − A
N
S
(x)‖ < ε.
Summing the two parts, we conclude that
LE(A, S) ≤
1
N
∫
G
log ‖ANS ‖ dm ≤ LE(A,T) + ε +
ε
N
.
This shows upper semicontinuity. 
Remark A.3. For the semicontinuity of LE(·,T) in the L1-topology, see [ArB].
A.3 An auxiliary result from measure theory
The aim of this section is to establish the lemma A.4 below, which we use
a few times in section 2. In what follows, I denotes the unit interval [0, 1],
m denotes Lebesgue measure in I or (by abuse of notation) in the square I2,
and π : I2 → I the projection in the first coordinate.
Lemma A.4. Let Y be either G or P1. Let A,A′ : I→ Y be measurable functions
such that A∗m = A
′
∗m = ν. Then there exists S ∈ Aut(I
2,m) such that A′ ◦π◦S =
A ◦ π m-a.e.
The lemma is a straightforward consequence of thework of Rokhlin [R],
as we explain below.
Let (X, µ) and (Y, ν) be Lebesgue spaces and let h : (X, µ) → (Y, ν) be a
homomorphism (that is, a measurable map with ν = h∗µ). Consider the
Rokhlin disintegration of the measure ν along fibers of h: For ν-a.e. y ∈ Y
we have a probability measure µy on the set h−1(y).
Lemma A.4 is in fact a particular case of the following:
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Proposition A.5. Let h, h′ : (X, µ) → (Y, ν) be two homomorphisms between
Lebesgue spaces. Let {µg} and {µ′g} be the respective Rokhlin disintegrations of the
measure µ. Assume that for ν-a.e. y ∈ Y, the measures µy and µ′y are non-atomic.
Then there exists an automorphism S : (X, µ)→ (X, µ) such that h′ ◦ S = h µ-a.e.
Proof. Consider the twodecompositionsζ = {h−1(y)}y∈Y and ζ
′ = {(h′)−1(y)}y∈Y
of the space X. The factor spaces X/ζ and X/ζ′ are isomorphic (to (Y, ν), see
[R, p. 32]). Therefore the result of [R, p. 51], together with the assumption
that µy and µ′y are non-atomic, gives that the decompositions ζ and ζ
′ are
isomorphic mod 0. This means (see [R, p. 9]) that there exist isomorphisms
U and V which make the diagram below commutes mod 0:
X
U //

X

X/ζ
V
// X/ζ′
(Vertical arrows denote quotient maps.) From U we construct the desired
automorphism S. 
A.4 Uniform spectral radius theorem
Let ‖·‖ be an operator norm in GL(d,R), and let ρ(A) denote the spectral
radius of A ∈ GL(d,R).
PropositionA.6. We have ρ(A) = limn→+∞ ‖An‖1/n for every A ∈ GL(d,R), and
the convergence is uniform in compact subsets of GL(d,R).
Proof. The first part is the spectral radius theorem. Now, fix A0 ∈ GL(d,R)
and ε > 0. Let n0 ∈ N be such that ‖A
n0
0
‖1/n0 < ρ(A0) + ε. Let δ > 0 be such
that ‖A − A0‖ < δ implies ‖An0‖1/n0 < ρ(A0) + 2ε and ρ(A) > ρ(A0) − ε. For
n ∈ N, we write n = mn0 + k with m ≥ 0 and 0 ≤ k < n0. If n is sufficiently
large and A is δ-close to A0 then
ρ(A) ≤ ‖An‖1/n ≤ ‖An0‖m/n ‖A‖k/n
< (ρ(A0) + 2ε)
mn0/n(‖A0‖ + δ)
k/n < ρ(A0) + 3ε < ρ(A) + 4ε.
This shows uniform convergence in the ball {A; ‖A − A0‖ < δ}. 
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A.5 Generic measurable dichotomy for L∞ or C0 cocycles
Here we show proposition 1.7. For that we need the proposition below,
which is also used in the proof of theorem 6.
Proposition A.7. If X, Y are separable Baire spaces and R ⊂ X × Y is residual,
then there is a residual subset R′ ⊂ X such that for every x ∈ R′, the set Rx = {y ∈
Y; (x, y) ∈ R} is a residual subset of Y.
Proof. First let A ⊂ X×Y be an open and dense set. For any open setV ⊂ Y,
let XA,V = {x ∈ X; there exists y ∈ V such that (x, y) ∈ A}. ThenXA,V is open
and dense inX. LetV be a countable base of open subsets ofY, and consider
the residual set XA =
⋂
V∈V XA,V. If we define Ax = {y ∈ Y; (x, y) ∈ A}, then
Ax is open and dense in Y for every x ∈ XA.
Now, given a residual set R ⊂ X × Y, write R =
⋂
n∈N An, where An
are open and dense. Let R′ =
⋂
n∈N XAn . Then for every x ∈ R
′, the fiber
Rx =
⋂
n∈N(An)x is a residual subset of Y. 
Proof of proposition 1.7. Wewill only prove the L∞ statement, because the C0
one is analogous. Note that if A ∈ L∞(X,G) then one should read the first
alternative in the measurable dichotomy with “a.e. points” in place of “all
points”.
By propositions A.2 and A.7, we only have to show that if the essential
image ofA ∈ L∞(X,G) is not anuniformly hyperbolic set (seedefinition 1.14)
then for everyT ∈ Aut(X, µ) there exist A˜ and T˜ close toA and T respectively
in the L∞ and weak topologies, such that LE(A˜, T˜) is small.
Fix such an A. Given T ∈ Aut(X, µ), to say that the cocycle (A,T) is not
uniformly hyperbolic means that
∀c > 0, ∀λ > 1, ∃n ∈N s.t. µ
{
x; ‖AnT(x)‖ < cλ
n
}
> 0 .
Therefore the set ofT ∈ Aut(X, µ) such that (A,T) is not uniformly hyperbolic
is a Gδ set (in the weak topology). That set is also dense, by Baire and the
assumption that the essential image ofA is not an uniformly hyperbolic set.
So given any automorphismT, we can find aweak perturbation T˜which
is ergodic (see remark 1.1) and such that (A, T˜) is not uniformly hyperbolic.
By a result from [B] (mentioned in remark 1.2), there exists A˜ L∞-close to A
such that LE(A˜, T˜) = 0. 
Acknowledgements: J.B. thanks IMPA, and universities of Villetaneuse,
Orsay, and Jussieu for their hospitality. Discussions with Fre´de´ric Le Roux,
40
Ivan Pan, Jorge Vito´rio Pereira, and specially Artur Avila and Jean-Paul
Thouvenot contributed to this paper. We also thank the referee for his/her
suggestions.
References
[A1] S. Alpern. New proofs that weak mixing is generic. Invent Math.,
32 (1976), 263–278.
[A2] S. Alpern. Approximation to and by measure preserving homeo-
morphisms. J. London Math. Soc., 18 (1978), 305–315.
[AP] S.Alpern, V. S. Prasad.Typical Dynamics of Volume Preserving Home-
omorphisms. Cambridge University Press, 2001.
[ArB] A. Arbieto, J. Bochi. Lp-generic cocycles have one-point Lyapunov
spectrum. Stochastics and Dynamics, 3 (2003), 73–81. Corrigendum.
ibid, 3 (2003), 419–420.
[Arn] L. Arnold Random Dynamical Systems. Springer, 1998.
[AvBY] A. Avila, J. Bochi, J.-C. Yoccoz. In preparation.
[B] J. Bochi. Genericity of zero Lyapunov exponents.Ergod. Th. Dynam.
Sys., 22 (2002), 1667–1696.
[BV] J. Bochi, M. Viana. The Lyapunov exponents of generic volume
preserving and symplectic maps.Annals of Math., 161 (2005), No. 3,
1423–1485.
[BnV] C. Bonatti, M. Viana. Lyapunov exponents with multiplicity 1.
Ergod. Th. Dynam. Sys., 24 (2004), 1295–1330.
[H] P. R. Halmos. Lectures on Ergodic Theory. The Mathematical Society
of Japan, 1956.
[He1] M. R. Herman. Une me´thode pour minorer les exposants de Lya-
punov et quelques exemples montrant le caracte`re local d’un
the´ore`me d’Arnol’d et de Moser sur le tore de dimension 2. Com-
ment. Math. Helvetici, 58 (1983), 453–502.
[He2] M. R. Herman. Unpublished notes.
41
[K] O. Knill. Positive Lyapunov exponents for a dense set of bounded
measurable SL(2,R)-cocycles. Ergod. Th. Dynam. Systems, 12 (1992),
319–331.
[L] P. D. Lax. Approximation of measure preserving transformations.
Commun. Pure Appl. Math., 24 (1971), 133–135.
[OU] J. C. Oxtoby, S. M. Ulam. Measure-preserving homeomorphisms
and metrical transitivity. Annals of Math., 42 (1941), 874–920.
[R] V. A. Rokhlin. On the fundamental ideas of measure theory. Mat.
Sbornik 25 (1949), 107–150. Translations Amer. Math. Soc., 71 (1952).
Reprinted on Translations Amer. Math. Soc., series 1, 10 (1962), 1–52.
[Y] J.-C. Yoccoz. Some questions and remarks about SL(2,R) cocycles.
inModern Dynamical Systems and Applications, edited by M. Brin, B.
Hasselblatt, Y. Pesin, (2004) Cambridge, 447–458.
Jairo Bochi
jairo@mat.ufrgs.br
Instituto de Matema´tica – UFRGS
Porto Alegre, Brazil
Bassam R. Fayad
fayadb@math.univ-paris13.fr
Paris 13
Villetaneuse, France
42
