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We propose a magnetic measurement method based on combining depth sectioning and electron
magnetic circular dichroism in scanning transmission electron microscopy. Electron vortex beams
with large convergence angles, as those achievable in current state-of-the-art aberration correctors,
could produce atomic lateral resolution and depth resolution below 2 nm.
Progress in the applications and development of mag-
netic nanostructures calls for the development of mea-
surement methods capable of providing information at
sufficiently high spatial resolution. Existing methods
such as spin-polarized scanning tunneling microscopy
[1, 2], magnetic exchange force microscopy [3], x-ray mag-
netic circular dichroism (XMCD; [4, 5]) or electron holog-
raphy [6, 7], lack either spatial resolution or depth sen-
sitivity. Recently, combining XMCD with tomography
has allowed experimentalists to map the average direc-
tions of magnetic moments with a spatial resolution of
about 100 nm [8].
Transmission electron microscopy (TEM) offers high
resolution, routinely reaching atomic resolution in to-
day’s aberration corrected instruments. It also allows
magnetic studies via the method of electron magnetic
circular dichroism (EMCD, [9]) at high lateral resolu-
tion. Recent EMCD studies done with atomic size elec-
tron beams, in scanning (S)TEM have succeeded in ex-
tracting magnetic information from sample areas of few
square nanometers [10–12]. An alternative setup based
on high-resolution TEM imaging has allowed for the de-
tection of quantitative magnetic information from indi-
vidual atomic planes [13]. Yet, in both cases depth infor-
mation is so far missing, with the observed data being a
two-dimensional projection of the three-dimensional sam-
ple.
Depth-sectioning in the STEM was first implemented
in the high-angle annular dark field mode (HAADF), de-
tecting electrons scattered (quasi-)elastically to large an-
gles, typically between 80–200 mrad. This has been used
to detect the three-dimensional position of dopant atoms
[14–19], or the inclination of dislocations [20, 21]. Recent
HAADF simulations with large convergence angles have
also shown how depth-sectioning could be used to mea-
sure sample thickness, study surface reconstruction or
detect impurity atoms [22, 23]. Going beyond HAADF,
theoretical prediction [24] and later experiments by Pen-
nycook et al. [25] have demonstrated nanometer scale
elemental mapping combining depth sectioning atomic-
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FIG. 1. Schematic drawing of a convergent electron beam
with convergence semi-angle a) α = 30 mrad and b) α =
60 mrad. The depth of focus parameter ∆z is indicated. c)
Structure model of a sample studied in this Letter: 1 nm
layer of bcc iron sandwitched between 10 nm thick layers of
GaAs. Three focal planes are illustrated with their associated
defocus parameter ∆f (see text for details).
resolution STEM with electron energy-loss spectroscopy
(EELS).
In this Letter we introduce depth sectioning to the do-
main of magnetic studies. We propose to use electron
vortex beams (EVBs; [26–28]) of atomic size [29, 30]
to scan over a region of sample. The magnetic signal
(EMCD) is extracted as the difference between two spec-
tra, one measured with a beam carrying orbital angular
momentum (OAM) +~ and another with −~. As we
demonstrate using a simulated experiment, depth sensi-
tivity is achieved by sweeping the focal plane through the
thickness of the sample.
First we describe the proposed experimental setup. In
STEM, an image is created by focusing a convergent
probe that is scanned over a region of a sample. The
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FIG. 2. Density functional theory calculations of L2,3-edge
spectra of bcc iron. Example spectra calculated with OAM
of ±~, their difference (EMCD) and average are being shown.
Areas under the L3 and L2 edge of the EMCD spectrum, AL3
and AL2 , can be used to determine magnetic properties via
sum rules [32, 33].
intensity in every pixel of the image is the result of the
integrated intensity of the electrons hitting the detector
for each electron probe position. Minimal diameter of the
electron beam, and thus the the best spatial resolution of
the image, is determined mostly by the convergence semi-
angle α and by geometric and chromatic aberrations of
the probe shaping electronics. Progresses in aberration
corrections allowed to increase α, by which the probe
sizes less than 1 A˚ can be routinely achieved. Increasing
α influences also another important electron beam pa-
rameter, namely, the depth of focus, ∆z. Depth of focus
describes the range of the z-coordinates around the fo-
cal plane, within which the probe diameter increases less
than by a factor of
√
2. Depth of focus is inversely propor-
tional to α2, given approximately by relation 1.77λ/α2
[31] where λ is the de Broglie wavelength of beam elec-
trons. Doubling the convergence angle reduces depth
of focus four times. See Fig. 1a,b, where two electron
beams with different convergence semi-angles, α = 30
and α = 60 mrad, are schematically illustrated. By shift-
ing the focal plane up or down one can focus the electron
beam into various depths of the sample. This is read-
ily achieved at the microscope by adjusting the defocus
setting, ∆f , as is illustrated in Fig. 1c. Here we assume
the convention ∆f = 0 if the focal plane is at the en-
trance surface of the sample. ∆f is defined as negative
(underfocused beam) when the focal plane is inside of the
sample.
The electron beam scatters when interacting with the
sample. Inelastic scattering processes cause beam elec-
trons to lose part of their kinetic energy to various exci-
tation processes in the sample. Excitations of core level
electrons in the sample lead to characteristic near-edge
structures in the energy spectrum of scattered electrons.
Like in x-ray absorption spectroscopy, they give a wealth
of information about the material’s chemistry and elec-
tronic structure, as well as magnetism. In analogy with
XMCD, electrons can be used to detect magnetic infor-
mation as well, via the EMCD method. In an EMCD ex-
periment [9], two electron energy-loss spectra are being
acquired under specific conditions and their difference,
the EMCD spectrum (see Fig. 2), carries information
about the magnetic properties of the sample. Specifi-
cally the areas within the EMCD spectrum at L3 and
L2 peak edges, respectively, are used to obtain the ratio
between the spin and orbital magnetic moments of the
sample using sum rule expressions [32, 33].
TABLE I. Tabulated depth-of-focus, ∆z, as a function of
beam convergence semi-angle, α, and acceleration voltage.
Acceleration voltage
∆z (nm) 80 kV 100 kV 200 kV 300 kV
α = 8 mrad 116 102 69 54[12]
α = 12 mrad 51 46 31 24
α = 15 mrad 33 29 20[11] 16
α = 20 mrad 19 16 11 8.7
α = 30 mrad 8.2 7.3[10] 4.9 3.9
α = 60 mrad 2.1 1.8 1.2 1.0
α = 100 mrad 0.7 0.7 0.4 0.3
Until recently, EMCD measurements were performed
with relatively small convergence angles, α. Therefore
the depth of focus, ∆z, exceeded typical sample thick-
nesses. This remains true even for very recent STEM-
EMCD experiments with atomic size aberrated electron
beams. At α = 8 mrad and an acceleration voltage of
300 kV, used in Ref. 12, the depth of focus is approxi-
mately 54 nm. In another work, where an EMCD mea-
surement method with atomic plane resolution was pre-
sented [11], α = 15 mrad and acceleration voltage 200 kV
leads to ∆z = 20 nm. However, opening the convergence
angle further to α = 30 mrad, the ∆z at 100 kV or 200 kV
becomes 7.3 nm or 4.9 nm, respectively, which is less than
the typical TEM sample thickness. EMCD experiments
with such settings have been performed at α = 30 mrad
and Vacc = 100 kV using four-fold astigmatic probes [10],
which have however different focusing properties despite
being of atomic size. For convenience, Tab. I summarizes
depths of foci as a function of acceleration voltage and
convergence semi-angle.
In 2010 it was proposed that EVBs can be used as
efficient probes for magnetic measurements [28]. Later
theoretical considerations refined this picture by nar-
rowing it down to the atomic resolution domain only
[34, 35]. Atomic size electron vortex beams have since
been demonstrated [29, 30] and other methods of their
preparation have been described [36].
Combining the use of EVBs of atomic size with depth
3sectioning we gain access magnetic information in all
three dimensions. At 100 kV and convergence semi-
angles of α = 30 mrad and α = 60 mrad we obtain depths
of foci of 7.3 nm and 1.8 nm, respectively. While aber-
ration corrected beams with a convergence semi-angle of
30 mrad are a routine task for today’s modern aberration-
corrected STEM, a corrected probe with 60 mrad conver-
gence semi-angle is now a reality with the latest state-
of-the-art of aberration correctors [37–39]. Yet, techno-
logical progress is bound to enable such experiments in
a wider range of instruments within a horizon of a few
years.
To verify our predictions of the use of EMCD depth
sectioning, a computational experiment has been de-
signed to reflect realistic experimental conditions. A
structure model consisting of four unit cells of bcc iron
(approximately 1.1 nm thick) is sandwiched between two
9.6 nm thick layers of GaAs [40]. The constructed unit
cell, tiled periodically in the x and y-directions, is vi-
sualized in Fig. 1c. We utilize the combined multislice
/ Bloch waves method for simulations of inelastic elec-
tron scattering, as implemented in software mats.v2 [41].
Electron vortex beam wavefunction at the entrance sur-
face of the sample was generated as a Fourier transform
of
ψ(k, φ) = eimφe−piλ∆fk
2
Θ(2piα/λ− k),
where m = ±1 for OAM of ±~, Θ(x) is Heaviside step
function, and k, φ are the cylindrical coordinates in re-
ciprocal space. EVB was centered on an atomic column,
collection semi-angle was set to 10 mrad and defocus was
varied from zero to −20 nm.
Figure 3 shows energy integrals of the average electron
energy-loss (EEL) spectrum (σnon-mag) and the (EMCD)
spectrum (σmag) for the L3 edge, up to 718 eV energy
loss (see Fig. 2), as a function of defocus ∆f . Calcula-
tions at both convergence angles show a peak nearby the
position of the iron layer. At 30 mrad convergence angle,
the maxima of the integrated EEL and EMCD spectra
are shifted about 2 nm before the actual iron layer be-
gins. A possible reason is the strong channeling of EVBs
through an atomic column [42–45], which onsets once the
vortex diameter reaches a sufficiently low value. In fact,
a much smaller yet noticeable shift of the peak magnetic
cross-section can also be observed at 60 mrad conver-
gence angle. However, with increased convergence angle,
both precision (depth-of-focus) and accuracy (position
of the peak relative to the position of iron layer) clearly
improves. We have verified that the depth-effect is not
related to the Pendello¨sung oscillations, which are com-
monly observed in EMCD studies [46, 47]. Placing the
magnetic layer to another depth within the multilayer
model also shifts the peaks of non-magnetic and mag-
netic components of inelastic scattering cross-sections as
a function of defocus (not shown).
GaAs Fe GaAs
GaAs Fe GaAs
FIG. 3. Simulated magnetic depth sectioning experiment on
the GaAs/Fe/GaAs structure model (total sample thickness
20.3 nm) at convergence angle a) α = 30 mrad, b) and c)
α = 60 mrad, respectively. Panels b) and c) differ in the po-
sition of magnetic layer, as indicated by the inset structure
model. Acceleration voltage was set to 100 kV and beam
direction along (001) zone axis. Blue line shows L3 edge in-
tegral of averaged spectrum (non-magnetic part of the inelas-
tic scattering cross-section, σnon-mag) and red line shows L3
edge integral of difference spectrum (magnetic part, σmag, i.e.,
EMCD).
One important result of the calculations is that the
EMCD signal converges to zero values, once the focal
plane is far from the magnetic layer. This contrasts with
the average (non-magnetic) cross-section, which is always
nonzero. This is likely due to the requirement of atomic
size vortex structures around atomic columns in order to
detect an EMCD signal. In contrast, the non-magnetic
component of the scattering cross-section to be nonzero
only needs the beam electrons to be sufficiently close
to the iron atoms, which they always do since the iron
layer is extended in the x, y-plane. This suggests that
depth sectioning should provide improved selectivity in
the magnetic cross section when compared with the non-
magnetic counterpart [24, 25].
Having demonstrated from the simulation study the
potential of this method, we now consider the practical
advice to successfully realise such a measurement which
4will depend on the attainable signal-to-noise-ratio (SNR).
Here, by signal we understand the energy-integral of the
EMCD spectrum, defined as the area AL3 in Fig. 2, and
the noise is determined by the energy-integral of the av-
erage spectrum, BL3 plus a background signal, which was
not simulated in Fig. 2, but is inevitably present in ex-
periments. Here we make an assumption that the back-
ground signal contributes about b = 2 times the average
edge signal. Assuming purely Poissonian noise, per spec-
trum the signal to noise ratio is then AL3/
√
2(1 + b)BL3 .
Since in our simulations [48] AL3 ≈ 0.12BL3 , we obtain
SNR of 0.085
√
BL3/(1 + b).
In a typical atomic resolution spectrum imaging exper-
iment the electron beam scans over the chosen region of
the sample, collecting thousands of spectra. Modern ex-
perimental practice for EELS mapping allows to sample
atomic columns by finely spaced probe positions. Typ-
ically each atomic column is sampled by a small cloud
of pixels. From previous numerical studies we know that
EMCD decreases quickly with increasing distance of the
EVB from the atomic column [34], therefore as a safe
compromise for accumulation of a magnetic signal from
spectrum image, one should be able to integrate over
a Npix = 3 × 3 pixel region centered about a single
atomic column position. Then the final SNR becomes
0.085
√
NpixBL3/(1 + b) = 0.15
√
BL3 for parameter val-
ues assumed here. In an experiment, where one just
aims for detection of the magnetic layer, a requirement of
SNR > 3 leads to BL3 > 400 counts, i.e., within an order
of few hundreds of counts. Advances in instrument sta-
bility and new best-practices including fast multi-frame
spectroscopy [49] make this increasingly achievable with
todays technology.. For quantitative measurements a
much higher SNR will be needed and the required counts
will increase accordingly.
Technology today is on a verge of realizing both the
precursor experiments and their combination should be
the next step. First, aberration correctors offering cor-
rected probes with well over 60 mrad convergence semi-
angles already exist [37–39] and it is only a question of
time, when they will be applied to depth-sectioning ex-
periments. Second, as of today, atomic size EVBs have
been produced [29, 30] and EMCD experiments with
them are likely in progress. Third, progresses in data pro-
cessing techniques have enabled to collect multiple spec-
trum images at reduced doses, to be stacked afterward
[49]. Using this method it is possible to counter scan
noise and significantly reduce the dwell times. Simul-
taneously, modern denoising strategies utilizing multi-
dimensional character of the spectrum images [50] pro-
vide efficient means to reduce the influence of noise
thanks to considering local correlations in both spatial
and energy dimensions. Acquiring focal series of spec-
trum images provides an additional dimension to the
dataset and exploiting the correlation of spectrum images
as a function of defocus will enable detection of magnetic
layers at lower count rates than is required for a single
spectrum image.
In summary, we have proposed a three-dimensional
magnetic measurement method which can offer atomic
lateral resolution and few-nm depth resolution. This is
achieved by utilizing spectrum images collected with elec-
tron vortex beams at various defoci. We have estimated
the feasibility of such magnetic measurements from a
realistic size of specimen and at realistic signal collec-
tion parameters, giving guidance to future experimental-
ists about the data quality required for detection of an
EMCD signal with this nanometer scale depth resolution
and atomic lateral resolution. We take this Letter as an
opportunity to think ahead of the future applications of
EVBs so that we can inform and engage in the process of
developing the targets for the instrumentation to achieve.
Delivering a technology enabling to measure magnetiza-
tion at nanometer scale volume resolution should pro-
vide such incentive. Successful experimental realization
of our proposal will play a crucial role in design of mag-
netic nano-structures across a whole range of today’s and
tomorrow’s electronic devices.
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