ABSTRACT With the development of deep learning, neural network-based (NN-based) methods have been applied in question answering (QA) widely and achieved significant progress. Although an NN-based QA system can obtain better performance and save manual efforts, the system is likely to suffer attacks from the external perturbation, due to its character of being black boxes. Limited in the area of home service, we present an innovative method for constructing an NN-based QA system. In our method, the accuracy can be further increased, and the stability can be enhanced in the meantime. Inspired by observing the process of performing home services, the tool information (tool names and tool sequences) is integrated with question terms, as a way of extending the question representation. The conception of attribution (word importance) is introduced to gauge the word importance since NN-based models can be easily affected by the uninformative question terms. In order to optimize the model parameters effectively, the reinforcement learning is employed and both factors on accuracy and stability are regarded as rules in designing rewards. A few state-of-theart methods are adopted to evaluate the effectiveness of the proposed method. The experimental results demonstrate that the model ability to produce effective answers in QA can be further improved with our method, and the model stability on perturbations can be enhanced with our method.
I. INTRODUCTION
Question answering (QA) is one of the most challenging problems in artificial intelligence, which contains language understanding, reasoning, and the utilization of common sense knowledge. Given natural language questions, the goal of QA is to automatically return answers according to corresponding questions. With the process of deep learning, neural network-based (NN-based) methods have attracted more and more attention, and also have been introduced to the QA task [1] , [2] . Different from previous methods, NN-based methods represent both of the questions and the answers as semantic vectors. Then the complex process of NN-based QA could be converted into a similarity matching process between the produced answers and the correct answers in a semantic space. The aim for a NN-based QA is to maximize the similarity score of the produced answers, when compared to the right answer.
For the purpose of increasing the accuracy of produced answers, the question representation in QA is of vital importance. Questions are often represented as semantic vectors through a BOW(Bag of Words) model initially [3] , but this kind of method cannot capture the relationship between words, and could easily suffer the curse of dimensionality [4] . To address this problem, approaches integrating neural networks have been proposed, including feature extraction based on neural networks with multiple layers [5] , and information representation with external knowledge base [6] . However, key question terms are not paid enough attention, and also we argue that a question should be represented according to the inner knowledge in the system, as the cognition on questions differs from person to person. Thus it is crucial to extend question representation properly. Another factor that affects the performance of a QA system is the stability, which means the ability to resist external perturbations. In this paper, we regard a QA system as stable if it can keep good performance under attacks from adversarial questions. In the field of question answering, most attention has been paid to increasing the accuracy of NN-based QA systems by expanding the scale of datasets, or constructing networks with more depth [7] , [8] , while the stability is often ignored. Researches in [9] demonstrate that NN-based models are inclined to neglect important question terms that may determine the answer quality, whereas uninformative words can often obtain more attention owing to their high frequency [10] , [11] . The extent that QA systems truly understand language remains unclear, and it is promising to make the QA system learn instructively and selectively.
In this paper, we limit our research in the area of home services, because we believe that there exists valuable information in texts oriented to home services, which can be used to provide guidance on performing services. Different from other areas where a topic related sentence can be regarded as appropriate, answers related to home services are logic and complicated, and can be observed as a sequential composition of subtasks. For instance, the answer to how to cook coffee should involve the operation of each subtask with correct orders, missing tools or reverse order can lead to failure of performing home services. Unfamiliar service tasks can be performed with the assistance of correct answers, so the generation of effective answers is valuable and practical, which is the precondition of information utilization. Based on this point, our goal is to construct a NN-based, home-service oriented QA system producing answers with accuracy and stability. There are three highlights in our method: Firstly, tool information (tool names and tool sequences), as inner knowledge in the system, is applied to extend the question representation in QA system. Secondly, the conception of Integrated Gradients (IG) is introduced as a standard to evaluate the attribution of question terms, in order to increase the model stability. The stability in this paper is the ability of a QA system on resisting external perturbations, which means the attacks from adversarial questions. Thirdly, reinforcement learning is employed to integrate key elements that determine effective answers, and optimize the model parameters selectively. With the ability of reinforcement learning, the model can be taught to produce answers complying with the designed rules. To verify the performance of our proposed method, comprehensive experimental tests have been conducted. To begin with, our method is compared with a few state-of-the-art methods on producing effective answers in tasks of home services. Then, by crafting a variety of adversarial questions, we make a comparison with other methods on the stability. Finally, in order to verify the effectiveness of components in the proposed models, models with different component combinations are compared. Experimental results demonstrate that the proposed method has better performance on generating effective answers, especially when adversarial questions are added. In a nutshell, our method can succeed in increasing the accuracy and stability of models.
The rest of this paper is organized as below: We give a description on related works in Section 2. In Section 3, the framework of the model constructed with the proposed method is described. Section 4 elaborates the process of extending question representation. The reinforcement learning implementation is described in Section 5. Experimental results are shown and analyzed in Section 6. Finally, the paper provides a summary and recommendations for future work in Section 7.
II. RELATED WORK A. QUESTION ANSWERING SYSTEM
Currently, there are two mainstream research directions for the task: semantic parsing-based (SP-based) methods [12] - [15] and information retrieval-based (IR-based) methods [5] , [16] . SP-based methods usually focus on constructing a semantic parser that could convert natural language questions into structured expressions like logical forms. IR-based methods usually search answers from the knowledge base according to the questions, where ranking techniques are often adopted to make correct selections from candidate answers.
Due to the progress made by deep learning, NN-based methods are used in constructing QA systems. In QA systems, the representation of questions can affect the system performance. Owing to the ease and applicability, the method based on bag-of-words (BOW) is widely used to represent a question into a single vector. However, there are two shortcomings in this kind of representation: First, the relationships between question terms are often ignored in BOW methods, because the method considers only the frequency of each word. Second, no enough attention has been paid to key question terms that determine answers. According to these problems, approaches with neural networks have been proposed [5] , [17] , [18] , the features of question can be extracted through a neural networks with multiply layers, and represented as a low dimensional vector. This kind of vector can capture semantic meanings and improve the representation, but the importance of key terms in questions stills lacks attention. Due to the high abstract and ambiguity in words, external information is applied to modify the expression of word meanings. However, the selection and format of external information cost manual efforts. Thus how to represent the question terms properly is promising.
B. THE STABILITY IN QA SYTEMS
The stability of NN-based QA models is often ignored in the process of constructing a system [10] , [11] . In the task of visual question answering, the network proposed in [19] neglects crucial question words, and provides most answers conditioned on given images. Through the analysis on the system in [7] , results indicate that selected answers are easily affected by content-free words, such as ''in,'' ''is,'' ''at,'' ''the,'' implying that the system pick answers without understanding the questions. Most questions are answered according to frequent question terms. In the task of answering questions on paragraphs, the analysis also shows the network tends to neglect important words [8] . Thus taking the stability into consideration in the process of constructing a QA system is of vital importance. As is pointed out in [9] , the effective VOLUME 7, 2019 FIGURE 1. The process of answer generation. Question terms are sent to tool inference layer to get tool informaiton for extending question representation. Conditioned on this representation, answer generation layer generates corresponding answers, which are optimized with designed rewards in reinforcement learning.
method to fix this problem is either improving training data, or introducing an inductive bias.
C. REINFORCEMENT LEARNING
Reinforcement learning can be used to model the long-term influence of essential elements by maximizing the reward value [20] . Owing to this advantage, models can be taught and guided by complying with reward functions, and the computation cost corresponding to action spaces can be alleviated [21] , [22] . Reinforcement learning has achieved some progress in a variety of domains, such as playing text-based games [23] , [24] , executing instructions for Windows help [25] , understanding dialogues that give navigation directions [26] or dialogue generation [27] . In question answering, reinforcement learning has been applied to learn generation policy, including appointment scheduling [28] , recommendation on landscape [29] , and giving advises on restaurants [30] . For more difficult problems, like negotiation policies [31] and tutoring domains [32] , reinforcement learning can still obtain great consequences. Thus reinforcement learning can be employed to integrate key elements into the generation of effective answers.
III. THE CONSTRUCTION OF THE HOME-SERVICE ORIENTED QUESTION ANSWERING SYSTEM
The goal of our proposed method can be formulated as follows. Given a question representing a home service task, the proposed system can produce effective answers. The answers are not only instructive enough to teach how to perform the task, but also stable to resist perturbations from adversarial questions. The process of answer generation is illustrated in Figure 1 : Firstly, the tool inference layer takes questions as inputs and generates corresponding tool information. So the question representation is extended by integrating question terms and tool information.
Then, based on the extended questions, the answer generation layer is able to produce relevant answers. Finally, answers are estimated with designed rules and parameters in the QA system are optimized during the process of reinforcement learning. The construction of the proposed NN-based QA system is described in three parts: tool inference layer, answer generation layer, and the process of reinforcement learning.
A. TOOL INFERENCE LAYER
As a sequence-to-sequence model, tool inference layer can produce tool information corresponding to the questions, which can be used to extend the question representation and guide the answer generation in reinforcement learning. Tool information, including tool names and tool sequences, is a list of tool names aligned in a certain order. In this paper, tool names denote objects related to home services, and tool sequences mean the order the tool first appears. For example, the tool information corresponding to how to cook coffee can be represented as (water, coffee maker, teabag, cup). Relevant objects are aligned with the order that they first appear, and we believe the order can reflect the execution order of subtasks. With tool inference layer, question representation is extended by integrating question vectors and hidden vectors that represent the tool information.
B. ANSWER GENERATION LAYER
The answer generation layer is an encoder-decoder model that can generate corresponding answers based on the extended question representation. The encoder-decoder model, consisting of an encoder and a decoder, can learn a continuous space representation of sentences and preserve both semantic and syntactic structure. The encoder maps a variable-length sequence to a fixed-length vector, and the decoder maps the vector back to a variable-length sequence [33] . In order to take advantage of the contextual information between sentences, both encoder and decoder in our model take the Bidirectional Long Short Time Memory (Bi-LSTM) as their backbones.
C. THE PROCESS OF REINFORCEMENT LEARNING
Given the produced answers, parameters of the NN-based QA system are optimized with reinforcement learning. The composition of tool inference layer and answer generation layer acts as the agent to produce answers according to question terms. Its parameters denote the policy for answer generation, sentences in answers are actions taken by the agent, the previous history of actions and the last sentence make up the current state, and rewards designed for both accuracy and stability are given conditioned on states. In the aspect of accuracy, tool names and tool sequences in tool information are regarded as standards to estimate the answer quality. More details are described in Section 5. In the aspect of stability, Integrated Gradients (IG) is introduced to estimate the attribution of question terms in question answering. When question terms with high attribution are uninformative words, the corresponding reward is negative. And the reward is positive, when important question terms are denoted as high attribution. The policy gradient algorithm is employed during the training process.
IV. QUESTION REPRESENTATION
Inspired by observing the process in performing home services, we find that tools play an important role in home service. Also, the QA system should have an inner cognition on tools when confronted with home service tasks. Based on this point, the tool inference layer, a sequence-to-sequence model [34] , is constructed to generate tool information related to service tasks. The tool information denotes the inner cognition of the system. As is illustrated in Figure 2 , given the question terms ''how to cook coffee,'' the tool inference layer produces (water, coffee maker, teabag, cup) as tool information. Tool information, containing tool names and tool sequences, can be adopted to extend the question representation, and works as a rule to estimate the accuracy of answers in reinforcement learning.
The generation of tool information consists of a encoding process and a decoding process. In the encoding process, a Bidirectional LSTM model is used to obtain the hidden vectors corresponding to question terms q = (q 1 , . . . , q n ). And an RNN model is used in the decoding process to produce vectors f corresponding to tool information t = (t 1 , . . . , t n ). Since tool sequence is reflected by the order of tool names, the vector from the RNN model denotes the complete vector of tool information. Firstly, in order to obtain the representation of words in question terms, a word embedding matrix E m ∈ R d×v , which is randomly initialized and updated during the training process, is used to convert question terms q = (q 1 , q 2 , . . . , q n ) into embedding vectors, where q i is the i th token. Here, d denotes the dimension of embedding vectors, and v means the vocabulary size of natural language words. Then, the embedding vectors are fed into tool inference layer for decoding. Instead of using LSTM (Long Short Term Memory) as backbones, we choose the Bi-LSTM to achieve the maximum utilization of sentence information. We believe both forward hidden vector and backward hidden vector are important. As in a cloze test, there are situations that we have to reason out the missing words based on future tokens. LSTM [35] is a variant ofthe RNN model to mitigate the gradient vanish problem of RNN, which can used to learn problems with long range temporal dependencies. Since single direction LSTM can easily suffer a weakness of not utilizing the contextual information from the future tokens. Bidirectional LSTM, a composition of two LSTM models in opposite direction, is designed to utilize both the previous and future context by processing sequences on two directions, and generating two independent sequences of LSTM output vectors. With Bi-LSTM, hidden vectors in the opposite direction can be obtained: the forward vector
By concatenating − → h and ← − h , we get the vector with the complete contextual information:
And h can also be represented as h = (h 1 , h 2 , . . . , h T ), T denotes the total time step.
Since the importance of words in sentences are different, we adopt the same attention mechanism in [17] to pick valuable information for generating tool information. The context vector c i is a weighted sum of h:
where T denotes the total time step, and a ij is the weight of each hidden vector h j , computed by
A(·) is an aligned model that scores the inputs around position j and the output at position i match, in this paper, the aligned model is parameterized as a feedforward network. f i−1 is the hidden vector of an RNN model at position i − 1. The RNN model is used to generate tool information conditioned on selected the contextual vector, and h j is the j th hidden vector of inputs. The score is based on f i−1 and h j . More details can be referred in [17] . Finally, as we can see from Figure 2 , f is the hidden vectors of an RNN model, representing the tool informaiton t = (t 1 , t 2 , . . . , t n ), where t i is the i th token. Thus we pick f as the feature vectors of tool information. By concatenating f and h, we obtain the extended question representation i = [h; f ]. Also, the dimension of f is d, so i is of dimension 2d. Conditioned on the extended question representation, the proposed system is able to produce more comprehensive and informative answers.
V. REINFORCEMENT LEARNING IMPLEMENTATION
In this section, the process of implementing reinforcement learning is described in detail.
As the agent in the learning process, the QA system generates answers in terms of corresponding questions. A complete question answer pair can be expressed as (q, p 1 , p 2 , . . . , p n ), where q denotes extended question terms and p i is the generated sentence from answers. The generated sentences are regarded as actions taken according to a policy defined by parameters of the proposed model. The components (states, actions, reward, etc.) are summarized in the following subsections.
A. COMPONENTS IN REINFORCEMENT LEARNING 1) ACTION
Sentences generated from QA model are regarded as actions in reinforcement learning. The action space, semantic space, is infinite since the length of sentences can be arbitrary.
2) STATE
Inspired by the idea in [36] 
3) POLICY
A policy takes the form of an Bi-LSTM encoder-decoder, the QA model, and is defined by its parameters: P(h|θ ), where θ denotes parameters that maximize the expected reward. The policy is a probability distribution over actions given states, and its parameters can be optimized with the policy gradient method.
4) REWARD
As a major factor that affects the model performance, rewards are separated into immediate rewards and delayed rewards. Immediate rewards are produced during the training process, as a way to optimize the answer quality, and delayed rewards are given at the end of the complete answer.
The training process of reinforcement learning is illustrated in Figure 3 . Conditioned on the initial policy, sentences are generated as actions by the proposed model. Then the produced sentences are sent to the semantic space for interaction. With the states after interaction, a reward related to accuracy and stability is given to optimize the model parameters for generating effective answers. 
B. REWARDS DESIGN
Integrating approximations with computable reward functions is described in the subsections. Rewards are designed in terms of two aspects: accuracy and stability.
1) TRIVIAL RESPONSES PENALIZING
Researches demonstrate that the sequence-to-sequence model has been showing a tendency towards generating trivial responses that are short in length and irrelevant to topics [27] , [36] . As the proposed model takes the sequenceto-sequence model as its backbone, measures have been taken to penalize semantic similarity between consecutive sentences from answers. Both h p i and h p i+1 are hidden vectors representing consecutive sentences generated from the proposed model, so the reward is the negative log of the cosine similarity between two vectors:
2) TOOL SELECTION Different tools are involved in performing home services. Correct tool selection is the precondition for generating qualified answers, thus the selection of proper tools is chosen as a standard for estimating the comprehensiveness of produced answers. Based on this point, we take tool information as a reference. When there is a match of tool names between tool information and corresponding answers, a positive score is produced. The reward relevant to tool selection is shown as follows:
where T denotes the tool list from tool information, it includes tool names related to the specific service, and t i is a tool name in T . n represents the total number of tool names in T . One thing to be noticed is that tool names in tool information are unique. f (t i ) is designed to produce scores according to the frequency of t i , and in order to avoid the situation that an answer is rewarded greatly due to the high frequency of tool names, γ is introduced as a penalizing coefficient whose value is limited to γ ∈ (0, 1). As a result, the influence of a tool name decreases when the tool is selected frequently. And ε is a positive number approximating to zero.
3) TOOL SEQUENCE
Another factor that determines the answer quality is the tool sequence in performing home services. We believe that subservices can be reflected in the tool sequence. For example, in the task of cleaning floor, we should sweep the floor first, and then mop it, so the tool sequence corresponding to this task should be (broom, mop). Owing to this character, tool sequence is taken as a standard for estimating the logic of answers. Tool names from generated answers are extracted sequentially, and stored as a tool list. Then the sequence similarity between tool list and tool information is evaluated. The reward function for estimating the similarity is designed as below:
Both tool sequences from the tool list and tool information are parametrized, and transformed with z-score. The vector representing the tool list is denoted as A, and B represents the vector of tool information. len(.) is a function used to return the length of lists. It is comprehensive when the tool number in A equals to that of B, so tool sequence is the only factor to be considered. However, there are situations when tools are absent in A, thus the Euclidean Distance, a typical method for computing sequence similarity of equal length, is not suitable.
To address this problem, DTW (Dynamic Time Warping) is employed to handle sequences with different length for similarity evaluation. In order to satisfy the situation in this paper, we have modified the DTW to limit the value of similarity to (0,1). h denotes the length deviation between A and B, and ε is a positive number approximating to zero. Three conditions are taken into consideration: 1. When h > 3, in the condition that the number of absent tools in answers is more than 3, the reward is set to 0, since too many tools are missing.
2. when h = 0, the reward is the negative log of the improved DTW.
3. when h ≤ 3, a situation that absent tools are within the permitted scope, a penalizing coefficient p is introduced, since missing tools can affect the result greatly.
4) QUESTION TERM ATTRIBUTION
It is necessary for the QA model to understand why an answer is produced, so this reward is designed to make sure answers are determined based on relevant question terms. In order to isolate question terms, we employ the attribution technique, Integrated Gradients (IG) [10] , due to its ease and efficiency of implementation. Suppose the extended question representation i = (i 1 , . . . , i j ), i j denotes the question word, the IG equation is shown as follows:
where i is a baseline for estimating the attribution of question terms in i. In this paper, a sequence of word embedding corresponding to padding value is chosen as the baseline. (12) where I (·) is a function used to determine whether the incentive from q t i is positive or negative. When q t i ∈L P , the reward is positive as the behavior for ascribing attributions to q t i is encouraged. When q t i ∈L N , the reward from q t i is negative. And when q t i / ∈ L P ∩ q t i / ∈ L N , the influence of q t i is ignored. V IG (·) denotes the integrated gradient of q t i . Also, ω i is introduced as a weight to indicate the importance of each question term.
The final reward is composed of r 1 , r 2 , r 3 , and r 4 , where r 1 and r 2 are observed by the end of each sentence as immediate rewards, and r 3 and r 4 are delayed rewards observed after the whole answer is produced. The reward is designed on aspects of accuracy and stability. r 1 , r 2 , r 3 affect the accuracy on producing effective answers, and r 4 is designed to make the proposed model imperceptible to external perturbations. The final reward is as follows: (13) where N denotes the total number of sentences in an answer, and ω i implys the importance of rewards. In this paper, ω 1 ,ω 2 , ω 3 , ω 4 are set to 0.1, 0.2, 0.4 and 0.3 respectively. It is easy for the system to produce answers that satisfies the comprehensiveness, since the tool inference layer can be trained to reach a high accuracy. Attention is paid to how to keep logic in produced answers, and how to make the system understand the importance of key question terms. If the weights corresponding to each part are changed, the performance can be influenced.
C. TRAINING PROCESS IN REINFORCEMENT LEARNING
In order to maximize the expected reward, the policy gradient algorithm is employed to optimize parameters of the agent. Instead of Q-learning, we choose policy gradient algorithm since the agent parameters need to be initialized with Maximum Likelihood Estimation (MLE) for producing plausible answers, while Q-learning cannot satisfy this as it estimates future rewards from actions directly. During the training process, our model has been parallelized with a 4-GPU machine with the mini-batch size of 128, the learning rate is set to 0.001, and the training time takes 72 hours. The expected reward corresponding to an answer is defined as follows:
where
E p(h|θ) [R(h)] denotes the expected value of R(h), R(h)
denotes the reward from the history h, and the variable h is conditioned on the distribution of p(h|θ ). So the gradient can be obtained with the likelihood ratio trick:
where p(a i |s i ; θ) is a softmax function denoting the output from the proposed model.
VI. EXPERIMENTS
In this section, experimental results with qualitative analysis are described.
A. TRAINING DATASET
Our experiments are designed conditioned on a combinational dataset, which integrates processed information from wikiHow, wikiSmall [37] , and WikiAnswer [38] .
As the main source of the dataset, wikiHow is a worldwide collaboration of thousands of people focused on one goal: teaching anyone in the world how to do anything. As a result, there is a large part of information teaching how to perform home services. Another reason for selecting wikiHow is its semi-structured representation. Due to the uniform writing style, the representation facilitates information extraction for constructing datasets. wikiSmall is a parallel corpus which has been extensively used as a benchmark for evaluating text simplification systems [39] , [40] . It contains aligned complex sentences from the ordinary English Wikipedias. And wikiAnswers, a Wikipedia-based dataset, consists of question-answer pairs in different fields.
In our constructed datasets, WikiHow is the main source, covering 85% of the datasets, and WikiSmall and WikiAnswers account for 15%. As is demonstrated in Figure 4 , we prefer the data representation in WikiHow, in which the information is expressed in steps, and the first sentence in each paragraph is often the topic sentence. It facilitates the operation on handling complex sentences. Compared with information in wikiHow, the information representation in wikiAnswer or wikiSmall is colloquial and redundant, adding difficulties in the extraction of valuable information, so we have to extract and formalize the information with manual efforts.
In order to reduce the complexity and the redundancy, each first sentence is picked and used to construct the corresponding answer for wikiHow, and for other datasets, the topic sentences are selected and aligned with manual efforts. By filtering information of irrelevant topics, we obtained the training dataset, denoted as wikiService. wikiService is composed of 7182 service items with 59613 sentences. Also, we extracted tool names corresponding to each service, and store them as a dataset, called wikiTool, which is used as the training dataset of tool inference layer. The information in wikiService and wikiTool is illustrated in Figure 5 . 
B. METRICS
Due to the complexity and variability, it is difficult to evaluate the quality of produced answers. Although typical metrics, such as BLEU [41] or perplexity, have been adopted to sentence quality evaluation [36] , but debates on whether these metrics can succeed in reflecting the true quality of sentences still exist. In order to assure the proposed model is able to produce informative information, F1 score is employed as the main evaluation matric. F1 score is a measure of a test's accuracy, it considers both the precision p and the recall r of the test to compute the score. The equation is shown as below:
Also, two other metrics that are designed based on tool information are proposed.
1) COMPREHENSIVENESS
Different tools are involved in the process of performing home services. In the task of cleaning floor, there are brooms, dustbins, rags, and buckets, and each tool plays an crucial role in performing home services successfully. Given this respect, correct tool selection is taken as metrics to evaluate the comprehensiveness of answers. By taking tool information as a benchmark, we compare tool names in tool information with that in answers. The produced answers are considered to be comprehensive when tool names in answers are consistent with that in tool information.
2) LOGIC
Besides correct tool selection, tool cooperation is also a key factor that determines the answer quality. The tool cooperation, which is reflected in tool sequence, can imply the logic of produce answers. In the task of cleaning floors, sweeping the floor should be prior to mopping, so the mop should be after the broom in tool sequence. It affects the result when the order is reversed. Owing to this character in home services, tool names in tool information are extracted and aligned with the order they appear, as the correct tool sequence.
3) HUMAN EVALUATION
Due to the complexity and variability in human language, answers with only comprehensiveness and logic cannot guarantee the success in teaching how to perform home services. In this paper, attention has been paid to the relationship among operators, tools and objects, so other unimportant errors can be omitted. Therefore, crowdsourced judges are employed to reevaluate the answers, changing answers with minor errors to correct ones.
C. RESULTS
In this part, the ability of our proposed model is tested in several aspects. There are two stages for training the proposed model. In the first stage, both tool inference layer and answer generation layer are trained separately. The data used to train the tool inference layer covers 90% of wikiTool, and 80% of data in wikiService is used to train the answer generation layer. In the second stage, the proposed system is trained with the designed reward functions in reinforcement learning. The rest data is used for validation. One thing to be noticed, VOLUME 7, 2019 the tool inference layer was trained independently to reach an accuracy of 95.4% for producing valid tool information, because precise tool information is the precondition of producing effective answers.
1) EFFECTIVENESS
Most researches of QA are in the open field, giving no attention on the field particularity, so it is difficult to find works on constructing QA related to home services. To address this problem, we decide to compare our method with others at the technical level. Our method extends question representation with tool information, and attempts to increase accuracy and stability of our model with reinforcement learning. Since tool information is further used in the learning process, we regard this operation as a form of knowledge utilization. Thus experiments are designed in the three aspects of text representation, reinforcement learning and knowledge utilization. As is shown in Table 1 , methods in [1] , [2] , and [5] are dedicated in text representation, both knowledge utilization and text representation are applied in [6] , and reinforcement learning plays an important role in [27] . These methods selected are typical and have achieved success in their field, so we hope this kind of comparison can have some persuasion. As is shown in Table 1 , [1] applies BOW (bag of words) to represent both question and answer as a single vector. [2] adopts the conception of subgraph embedding, and [5] represents questions with three columns of CNN (Convolutional Neural Networks). [6] employs memory networks for QA. And [27] combines reinforcement learning with mutual information to produce effective information. Our method extends question representation with tool information, and attempts to increase accuracy and stability of our model with reinforcement learning.
As is observed from the results, our method achieves the best performance. Methods in [1] and [2] represent questions with BOW, while we extend question representation with tool information. Reference [5] represents questions with CNNs, while we pay attention to contextual information by adopting Bi-LSTM. And [27] designs mutual information as rewards in reinforcement learning, while we regard tool information and question term attribution as rules to design reward functions.
Results demonstrate the good performance of the proposed method, thus we believe our method is more effective than others in the field of home services.
2) ATTACKS
In order to test the stability, a series of operation has been taken to change question terms by adding uninformative terms with high attribution, or replacing the subjects manually. After the operation, a dataset of 2000 perturbation questions is obtained. The dataset is used to evaluate the stability, and the corresponding results are shown in Table 2 . In Table 2 , we observe that questions with perturbations affect the accuracy of other methods largely, which verifies the viewpoint that NN-based models may focus more on uninformative question terms than relevant words in question answering. Although influenced by the adversarial questions, the proposed method still obtains a better result, when compared with other methods. Methods in [1] , [2] , and [5] pay more attention in the aspect of question representation, so key terms in questions are not emphasized. The method in [27] has obtained a better score, and we believe the mutual information can capture the relationship of question terms and answers in the process of reinforcement learning. In the proposed method, the key question terms are selected with manual efforts, and the weight corresponding to stability is set to 30% during the training process, so the proposed method deals with the stability problem more directly. Also, in order to testify the influence of question term attribution, we make some changes by removing attribution relevant rewards, and the result indicates that taking into consideration the attribution of important question terms can increase the model stability.
3) ABLATION
In this part, the impacts of components in our model are further discussed. Table 3 and Table 4 demonstrate the effectiveness of different parts in our model.
Each method is conditioned on the sequence-toarchitecture model. LSTM uses the hidden vectors to represent questions, and BiLSTM takes hidden vectors from both directions into consideration. T denotes tool information generated from tool inference layer, and RL means reinforcement learning. Our proposed method integrates BiLSTM , T and RL. In Table 3 , the performance of different components on comprehensiveness and logic is demonstrated. C denotes the comprehensiveness of answers, and L implys the logic. In the aspect of comprehensiveness, we can observe that the error rate of LSTM and BiLSTM are 14.6% and 13.7% respectively. With tool information, LSTM + T reduce the error rate by 6.1% (from 14.6% to 8.5%). Compared with LSTM + T , LSTM + T + RL obtains an error rate of 6.3%. The proposed method gets the best result, indicating its produced answers are comprehensive. In the aspect of logic, LSTM , BiLSTM and LSTM +T obtained bad results (the error rates are 35.1%, 33.7% and 25.3% respectively). LSTM + RL + T got a better result by decreasing the error rate to 9.5%, proving that it is necessary to regard the logic of tool sequence as a rule in producing effective answers. Our method, BiLSTM +T +RL, achieves the best performance and reduces the error rate to 4.3%, as the contextual information is fully used. In Table 4 , the result of different components on wikiService is demonstrated. LSTM + T obtains a better result than LSTM , increasing the F1 score from 32.5 points to 39.5 points, which indicates the importance of tool information. As we expected, the proposed method achieves the best performance, and improves the original LSTM dramatically by 15.1 points (from 32.5 to 47.6). It indicates that extending question representation with tool information is beneficial for producing effective answers. Also, the performance can be further improved by designing reward functions based on tool information.
VII. CONCLUSION
In order to increase the accuracy and stability of the NN-based QA systems, an ameliorated NN-based method with reinforcement learning has been proposed to improve the performance of question answering on home services. In the proposed method, question representation is extended with tool information to represent proper information, tool information (including tool names and tool sequences) is regarded as crucial elements to promote the model performance, and question term attribution is also introduced as a rule to increase the stability. In order to verify the proposed method, three experiments are constructed to appraise the performance. Firstly, our method is compared with several stateof-the-art methods in terms of effectiveness on producing qualified answers. The numerical results demonstrate that the proposed method can achieve better performance than other methods. In other words, the NN-based method with extended question representation and standards on accuracy and stability is effective. Secondly, our method and other methods are tested with 2000 perturbation questions to verify the stability. The results prove that out method is able to provide competitive results and has merit among other NN-based methods in question answering. Thirdly, impacts of components in the proposed model are analyzed thoroughly. The results indicate that the components based on tool information and question term attributions are the key elements to outperform other NN-based variants of question answering. Therefore, the presented method is successful and suitable for producing answers oriented to home services.
There are limitations in our proposed method. The proposed system is designed specific to home service tasks, because tools are key factors in performing services, and can be used as standards to estimate the answers. But this system is inadequate for other areas, a heuristic method for extracting relevant features automatically is still necessary. Also, manual efforts are involved in the process of designing rewards, which should be modified. In addition, the system has been trained with datasets containing only topic sentences, in order to reduce the conplexity of dealing with long sentences, so the ability of the system to handle complicated sentences should be further improved.
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