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ABSTRACT 
 
The environmental concerns together with the decrease in technology cost lead the solar 
market to growth rapidly along the last decade. The photovoltaic (PV) systems are one of 
the solar energy alternatives and the silicon solar cells are currently the most widespread 
technology. 
Photovoltaic (PV) modules are considered the most reliable component of a photovoltaic 
system. The reliability and lifetime depends on the modules energy conversion 
performance and degradation modes. 
The analysis of monitoring data give insights about the PV system performance along its 
service time. The comparison between this data and mathematical models configure a way 
to predict the futures and new PV installations performance. 
The goal of this study is to understand the PV systems performance and degradation along 
its lifetime. A mathematical model was employed to predict the power output of a real, 
relatively new operating PV system with respect to environmental parameters temperature, 
irradiance and cloud coverage. The model used is based on one diode ideality factor and 
takes into account the parasitic series resistance. The results have been compared with the 
actual PV output data collected for the year 2014 and show good correlation.  
As the model predicts the system power output assuming the system in new conditions, the 
deviation in performance of the real data in comparison to the modeling results need to be 
further investigated for systems in service for longer time. For this propose, the study 
presents a condensed review of various causes of degradation in silicon PV modules and 
techniques to observe and investigate these degradation mechanisms. Major effects on 
output performance exhibit increase in observed ideality factor n2 and recombination 
current J02 primarily caused by decrease in minority carrier lifetime, shunts and increase in 
series resistance. 
	 v 
The study further, investigates the governing degradation modes on a ten years old PV 
crystalline silicon module operating under the similar weather conditions and the resultant 
effect on its performance. IR imaging for hot spot detection has been employed in 
examining on this PV module that shows localized damaged regions. PV I-V characteristics 
reveal some cells performing poorly in the panel due to these degradations. This work may 
lead to future work on developing models that include dynamic changes in cell/module 
parameters and techniques to mitigate / inspect / monitor degradation in real time.   
	 vi 
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1. Introduction 
1.1 Motivation and background  
The world energy demand growth is based on two main drivers: the growth of the world population 
and the countries economic growth, especially the developing countries. The main sources of 
energy are the fossil fuels (coal, oil and gas), hydropower and nuclear as shown in Figure 1-1.  
	
Figure 1-1. World primary energy consumption. Source: U.S. Energy Information Administration (EIA).  
The consumption of fossil fuels, that are exhaustible sources, is responsible for releasing tons of 
carbon dioxide on the atmosphere, increasing the greenhouse effect and decreasing the air quality 
around the world. 
The hydroelectricity faces environmental issues since it requires flooding a huge area, affecting the 
human life in communities and the wild life. Furthermore, this energy source depends on the 
amount of rain to keep the reservoirs filled. Countries like Brazil, which had 64% of the energy 
	 2 
generated from hydropower in 2015, recently faced energy supply issues due to the drought along 
the same year.  
The nuclear power is losing investments around the world after the Fukushima nuclear disaster in 
2011 and the concerns with its waste disposal.  
The concerns with the available sources of energy and the need for diversification the world 
energetic matrix gave risen to the development of renewable energy sources such as wind, solar 
and biomass.  
	
Figure 1-2. Renewable energy consumption. Source: U.S. Energy Information Administration (EIA). 
According to the U.S. Information Administration (EIA), in 2014 about 11% of world energy 
consumption is from renewable energy sources. Despite the fact the solar energy still plays a small 
role on the world electricity generation, the development of the materials and manufacturing 
methods led this power source as being far more cost-competitive today than in the past. This gain 
in competitiveness was crucial to the growth of global installations that are continuously rising over 
	 3 
50% a year since 2006. In 2014 the global installation was 38.7 GW and its capacity reached 177 
GW worldwide in 2015 (IEA, 2015).  
The market share in PV technologies is dominated by the crystalline silicon (c-Si) modules. The 
mono and multi-crystalline Si solar cell were responsible for more than 90% of the global energy 
generated by solar cells in 2014 (Figure 1-3), with roughly 35% on mono-Si and 56% for multi-Si. 
The thin film technologies which include amorphous Si (a-Si), CdTe and CuInxGa(1-x)Se2 (CIGS) 
has market penetration around 10%. The companies Schott Solar, Evergreen Solar and EverQ were 
the manufacturers of the Ribbon-Si technologies. These companies are no longer in the market as 
so as the Ribbon-Si that had its market share dropped to almost zero. 
 
Figure 1-3. Data: from 2000 to 2010: Navigant; from 2011: IHS (Mono-/Multi- proportion by Paula Mints). 
Graph: PSE AG 2015. (Fraunhofer Institute for Solar Energy Systems, 2015) 
The extensive use of crystalline Si solar cells requires a better understanding of the performance 
along its service lifetime. Some models were build to predict the performance of a photovoltaic 
system composed of c-Si modules under environmental parameters such as solar radiance and 
temperature. The decrease in performance along the PV modules service time can be evaluated and 
the study of the different degradation modes acting on it is important to define its lifetime, which 
is translated to the manufacturer warranty that today reaches 20 years. 
	 4 
1.2 Problem definition 
The yearly increase in the global solar power installed is about 50% since 2006. This means that 
more photovoltaic (PV) systems are being designed and installed everyday for different atmosphere 
conditions. Additionally, the already installed ones are operating under outdoor conditions for more 
than ten years.  
The development of mathematical models to predict the performance of the PV system in a 
determined location offers a cheap and fast evaluation of that design and its economic feasibility. 
In this study, yearly power output of the Golisano Institute for Sustainability (GIS) PV system is 
investigated using a mathematical model and comparing with real data collected from the 
monitoring system. The building is located at Rochester Institute of Technology and is equipped 
with multicrystalline silicon PV modules with an annual capacity of 45,241 kilowatts-hour. This 
study evaluates the GIS PV system performance with respect to environmental parameters 
temperature, irradiance and cloud coverage. As the model predicts the system power output 
assuming the system in new conditions, the deviation in performance of the real data in comparison 
to the modeling results shall be further investigated for systems in service for longer time. 
The silicon PV modules are considered the most reliable component of a photovoltaic system and, 
according to the manufacturers, have a lifetime from 25 to 30 years. However, some modules 
degrade or fail along its service time under outdoor exposition. The reliability and lifetime depends 
on the modules energy conversion performance and degradation modes. To better understand the 
mechanisms behind the degradation and failure of PV modules this study investigates the governing 
degradation modes on a ten years old PV crystalline silicon module and the resultant effect on its 
performance.  
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2 Theoretical Background 
2.1 Introduction to solar energy 
2.1.1 Overview 
The electromagnetic radiation coming from the sun reaches the earth surface with about 885 million 
terawatt hours (TWh) every year. This amount of energy is about 6,200 times the commercial 
primary energy consumed by humankind in 2008 and 3,500 times the energy that would be 
consumed in 2050. (International Energy Agency IEA, 2014)  
In 1839 Edmund Becquerel, a French scientist, discovered the photovoltaic effect making possible 
to convert the Sunlight into electricity. The potential of converting this energy in order to make it 
available to the mankind is enormous and consists of a challenge that is being exhaustively 
researched around the world.  
2.1.2 Solar Radiation 
The solar radiation reaching the earth surface is about 1 kilowatt per square meter (kW/m2) in clear 
conditions when the sun is near zenith. It has two components, the direct or “beam” radiation, which 
comes directly from the sun and the diffused radiation, which comes indirectly after being scattered 
by the atmosphere. The sum of the direct and diffused radiation is the “global” radiation. 
Earth receives 4,380 daylight hours per year. Some areas, however, receive different average 
amounts of energy per year from the sun. When the sun is lower in the sky, the sunlight is spread 
over a larger area, and more is lost when passing the atmosphere due to the increased air mass. 
Therefore, inter-tropical areas should receive more radiation per land than the places in the north 
and south of the tropics. In order to reduce this disparities, the modules can be tilted towards equator 
increasing the annual energy received on PV systems. 
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2.1.3 Angle of incidence 
Defining the angle of incidence is an important step on the solar array design. Projecting the solar 
panels position in relation to the sun is a way to optimize the energy generated by the solar panels. 
Despite the fact the solar radiation varies depending on the period of the year and the geographical 
location, the solar panels are mounted in a way that they can have the highest efficiency on 
maximum solar radiation.  
Rochester has very well defined seasons and so the panel efficiency is expected to vary 
considerably between them. 
Geographically, Rochester, NY is located at coordinates of latitude 43.15ºN and longitude 77.6ºW, 
standard meridian for eastern time zone is 75º. 
The solar irradiation on an inclined surface is defined by [1]. !"1 = !#1 + !$1 + !%1    [ 1 ] 
The subscript T and H refer to tilted and horizontal respectively, and subscripts G, B, D and R refer 
to global, direct beam, diffused and reflected irradiation respectively. This equation can be 
expanded to [2]. 
 !"1 = !#4 5678567 9 + :(0/567;< + !$4 0=: =(0/:) 567;<   [ 2 ] 
Where  !#4 = !> exp −0.8662×(×&% ( ×IJ cos N   [ 3 ] !> = !O 1 + 0.033 cos 2R >/STUV    [ 4 ] ( = 0567 9=O.VOVW<(XU.OWXXV/9)YZ.[\[]   [ 5 ] 
And for m<20: &% ( = 6.6296 + 1.7513( − 0.1202(< + 0.0065(T − 0.00013(S /0 [ 6 ] 
For m>20: 
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&% ( = 10.4 + 0.718( /0    [ 7 ] b = Angle of incidence between the beam radiation on a surface and the normal to that surface. c = The angle between the plane of the surface and the horizontal. 
z = Solar zenith angle. d = Reflection coefficient. 
m = Air mass. &% (  = optical depth due to pure Rayleigh scattering as a function of air mass. IJ = Linke turbidity factor. 
n = day of the year. 
I0 = Solar constant (1366.1 W/m2). 
 
The angle of incidence b is calculated as: cos b = sin g sin h cos c − sin g cos h sin c cos i + cos g cos h cos c cosj +cos g sin h sin c cos i cosj + cos g sin c sin i sin j  [ 8 ] g = Declination angle. Angle that the sun’s rays make with the equatorial plane. 
L = Latitude. i = Surface azimuth angle. 
ω = The angular displacement of the sun east or west of the local meridian. 
 
The declination angle is obtained by [9]. g = sin/0 sin k lmn <oS=> TUOTUV ≅ k sin <oS=> TUOTUV   [ 9 ] 
Where k = 23.45º. 
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Figure 2-1. Solar incidence on an inclined surface. (Source: Green Rhino Energy) 
The daily amount of solar radiation on any location varies from sunrise to sunset due to clouds, the 
sun’s position in the sky and condition of the atmosphere. There are also considerable seasonal 
effects.  
The peak sunshine hours, hpss is defined as the equivalent number of hours per day when solar 
irradiance averages 1 kWm-2 (Solanki, Arora, Vasi, & Patil, 2013). ℎrss = tuvwxt	y>szxv{yz>	y>	|}~YÄTUV    [ 10 ] 
2.2 Solar Cells 
2.2.1 Crystalline-Si solar cell structure 
Figure 2-2 shows a schematic basic structure of a typical c-Si solar cell. The substrate is a p-type 
material doped with B (NA=1.5x1016 cm-3). The emitter is doped with P forming a layer of n+ 
(ND>1020 cm-3). In order to minimize the optical losses, the cell design accounts with an anti-
reflection coating (ARC) on its surface. The ARC is a thin layer of dielectric material, such as H-
rich silicon nitride (SiNx:H), designed to not absorb light, reduce the reflection and to work as a 
passivation layer. In addition to that, the front surface is textured to increase the probability of 
photons to bounce back on the surface, which also reduce the reflectivity. The metallization finger 
grid of Ag paste is deposited over the ARC layer and is responsible for conducting the electrons 
coming from the cell. On the rear side, a p+ layer is obtained doping Al (NA~1018 cm-3). It gives rise 
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to a back surface field, which represents a potential energy barrier to the minority electrons, 
reducing the recombination. 
 
Figure 2-2. Schematic basic structure of a c-Si solar cell (not to scale). (Hahn & Joos, 2014) 
2.2.2 Solar cell physics 
A solar cell functions as p-n junction diode under light illumination with a very large surface area. 
When solar irradiance is absorbed in a p-n junction diode, electron-hole pairs are generated. The 
incoming light generate holes in the n-type Si and electrons in the p-type Si. These minorities 
carriers generated at the space charge region (SCR) may diffuse to it creating an electric field 
(positively charged in the n-type region and negatively charged in the p-type region). The electric 
field in the SCR sweeps the hole across junction towards the p-type Si and the electron towards the 
n-type region, resulting in a current flow (Figure 2-3). The built-up electric field causes bending of 
energy bands and the Fermi energy EF, defined by the Fermi-Dirac function, is constant. 
 
Figure 2-3. Schematic band diagram of a c-Si solar cell. (Hahn & Joos, 2014) 
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The intrinsic semiconductors such as silicon have the same number of electrons in the conduction 
band as the number of holes in the valence band. Regardless if generated by thermal or photon 
excitation, the electrons and holes are always generated in pairs. 
At temperature equals 0 K the Fermi energy EF is in the band gap center at E = Eg/2 and is equal to 
the electron’s chemical potential. Increasing the temperature, the concentrations of electrons in the 
conduction band n and holes in the valence band p increase exponentially in intrinsic 
semiconductors. 
n = 2 Å|1<ÇℏÄ T < +/;(ÉÑ/Ö)	    [11] 
Ü = 2 á|1<ÇℏÄ T < +/;(Ö/Éà)	    [12] 
where β = 1/kBT and me and mh are the electron and hole effective mass. 
The product n.p defines the intrinsic carrier concentration ni and can be expressed as follows: ny< = nÜ = 4 |1<ÇℏÄ T ((u(~)T <+/;Éâ    [13] 
Fundamentally, the temperature-dependence of the intrinsic charge carrier generation is based on 
the thermal activation of the electrons from the valence band that are excited over the band gap 
energy to the conduction band leaving behind in the valence band the equal number of holes 
(Solanki et al., 2013). 
Since n = p in electrically neutral intrinsic semiconductors, we obtain: 
n = Ü = 2 |1<ÇℏÄ T < ((u(~)T S+/;Éâ/<    [14] ã = Éâ< + T|1S ån áÅ      [15] 
If me = mh, then µ = ½ Eg and the Fermi level is in the middle of the forbidden gap. Whether µ 
moves upward or downward in the energy gap as T increases is determined by the ratio mh/me. If 
it is less than 1 such as in Si, the chemical potential µ decreases with increase in T, the material is 
then said to be degenerate and will start to behave more like a metal than a semiconductor. 
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Therefore, the power output of a silicon photovoltaic cell is expected to decrease with the increase 
in temperature. (Cahill, 2003) 
The solar cell I-V characteristics can be obtained by solving the minority carrier diffusion equations 
in each region and in the space charge region (SCR), described by Shockley & Read (1952). ! = !J − !O0 +çé |1 − 1 − !O< +çé >|1 − 1    [16] 
The IL is the light-generated current, I01 is the reverse current due to neutral and I02 is the reverse 
current for the space charge region. The current contribution that presents ideal behavior is due to 
the SRH recombination in the quasi-neutral regions. This current contribution is traditionally called 
“diffusion current”. It is described by the first term of equation [16] and present ideality factor 
equal to 1. The current contribution due to the recombination in the depletion region is called 
“recombination current”, is described by the second term of equation [16] and usually has ideality 
factor equal to 2 (Breitenstein, Bauer, Altermatt, & Ramspeck, 2009). Equation [16] does not 
include the series (RS) and shunt (RSh) resistance which are generally present. Series resistance 
comes from a variety of components – metal grid, metal-semiconductor contact, etc. Shunt 
resistance usually can arise from edge leakage paths and pin holes defects. 
Taking into account RS and RSh: 
! = !J − !O0 +èêëíìîïñ − 1 − !O< +èêëíìîóòñ − 1 − é=ô%î%îá   [17] 
If we assume RSh → infinite, the last term of the equation is neglected. 
The equation for 1-diode model under illumination can be written as: ! = !öõ − !O +çé >|1 − 1      [18] 
with current I, saturation current I0, elementary charge q, Boltzmann’s constant k, and short circuit 
current ISC. 
There are four important parameters that define the solar cell performance. They are the short circuit 
current ISC, open circuit voltage VOC, fill factor FF and efficiency η. The I-V curve (Figure 2-4) 
results from the plot of the variation of the current with the voltage for a specific incident photon 
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flux and is used to determine these four parameters. The product of voltage and current gives the 
cell power output. The maximum power point is defined when dP/dV=0. 
The short circuit current (ISC) is the maximum current flowing in a solar cell when its terminals are 
shorted when V=0. With V=0, equation [17] results in ISC = IL. So the short circuit current is the 
light-generated current. 
The open circuit voltage (VOC) is the maximum voltage when the terminals are open. In this case 
I=0 and [17] results in: ,úõ = >|1ç ôùôû + 1     [19] 
The cell fill factor (FF) is defined as: üü = ô†°°é†°°ôî¢é£¢       [20] 
with the current at maximum power point Impp, and the voltage at maximum power point Vmpp.  ,rr = ,úõ − >|1ç ån çé†°°>|1 + 1    [21] 
ô†°°ôî¢ = çé† >|{0=çé† >|{     [22] 
The maximum power point is defined as: §v• = üü×,úõ×!öõ     [23] 
		
Figure 2-4. Normal I-V curve and P-V curve for PV cell. (2012 Coelho and Martins; license InTech) 
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The cell efficiency is defined as: ¶ = úß{rß{	®z©uwô>rß{	®z©uw = ®†™´®¨ó = ≠≠×é£¢×ôî¢®¨ó×õuxx	Æwuv    [24] 
Considering parasitic resistance, [18] is expressed as: 
I = I∞± − IO exp ≤≥¥µ V + IR∞ − 1 − ∏=π∫ª∫ºΩ 	   [25] 
Differentiating with I and extracting dV/dI: 
æéæô = 0= ìîìøá=èíûìîóïñ u•r èóïñ é=ô%îèíûóïñu•r èóïñ é=ô%î = Zìøá 	    [26] 
As the current is zero when open circuit condition, V=VOC: 
æéæô é£¢ = − 0= ìîìøá=èíûìîóïñ u•r èê£¢óïñèíûóïñu•r èê£¢óïñ = Zìøá    [27] 
Assuming Rsh=∞, 
æéæô é£¢ = − 0=èíûìîóïñ u•r èê£¢óïñèíûóïñu•r èê£¢óïñ     [28] æéæô é£¢ = − 0èíûóïñu•r èê£¢óïñ − ¿ö    [29] 
Then, ¿ö = − æéæô é£¢ − 0¡ê     [30] 
Where, ¬é = çôû>|1 +√Ü çé£¢>|1      [31] 
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2.3 PV Modules and Arrays 
A PV array is composed of modules and modules are composed of cells (Figure 2-5). 
 
Figure 2-5. PV Array composed of modules and modules composed of cells. (Coelho & Martins, 2012) 
The c-Si PV module set-up is shown in Figure 2-6. Generally, it consists of a glass front cover, a 
polymeric encapsulation layer, commonly EVA (Ethylene Vinyl Acetate), mono or multi-
crystalline silicon cells with metallization on the front and rear, solder bonds connecting the cells, 
and a polymeric backsheet. (Peike et al., 2013) 
 
Figure 2-6. General set-up of a c-Si PV module. (Peike et al., 2013) 
In the PV modules the cells can be arranged in series or in parallel. In the series configuration the 
open circuit voltages add and the short circuit current is defined by the poorer cell. When the cells 
are in parallel the short circuit current adds and the poorer cell determines the open circuit voltage. 
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The PV arrays follow the same principle in which each panel functions as a cell. This arrangement 
can be thought as building blocks of each cell. 
	
		
Figure 2-7. I-V curve for a PV array. (Alternative Energy Tutorials, 2016)  
Neglecting the effects of shunt resistance and considering parasitic series resistance, the short 
circuit current (IPV) and open circuit voltage (VPV) are defined as: ,®é + !®é¿s®é = ƒ , + !¿ö = ƒ , + ô≈ê∆ ¿ö 		 	 [32]	
	 !®é = «! = « !öõ − !O +è ê≈ê» ëí≈êìî…óïñ − 1 = « !öõ − !O +è ê≈êëí≈êìø≈ê»óïñ − 1 	 [33]	
	
Where M and N are number of cells in parallel and number of cells in series respectively and RsPV 
= NRS/M. 
 The maximum power of the PV array system can be defined by [23]. 
2.4 The Mismatch Effect 
The mismatch in PV modules occurs when the electrical parameter of one solar cell is different 
from those of the remaining device. The mismatch can be due different causes such as shading, 
breaking of cell or glass cover, and degradation of the encapsulant material. When the cells are 
connected and one of the cells present lower performance, the mismatched cells show reduction in 
power as poor cell goes in reverse bias. The mismatch of cells connected in series is shown in 
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Figure 2-8. In this case, the current of the combination is limited by the cell with lower current. 
Therefore, the total power generated will be less than the power of two individual cells. The 
combined ISC is defined at the intersection of the mirror curve of cell 2 with cell 1 curve and the 
voltages of the cells are added. The mismatch effect of cells connected in parallel arrangement is 
illustrated by Figure 2-9. In this case, the point where the reflected curve of cell 2 crosses cell 1 
curve gives the VOC and the current of both cells is summed. 
 
Figure 2-8. The mismatch effect in series arrangement. Source: pveducation.org. 
 
Figure 2-9. The mismatch effect in parallel arrangement. Source: pveducation.org. 
2.5 PV Systems 
The PV systems are designed to supply power to electrical loads. The load may be DC or AC type 
and depends upon the application. According to Solanki et al. (2013), PV systems can be defined 
in three categories: 
A. Stand-alone PV systems 
B. Grid-connected PV systems 
C. Hybrid PV systems 
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A. Stand-alone PV System configurations 
A stand-alone system is not connected to the power grid and so usually it has a battery support or 
an auxiliary source such as a wind generator or diesel generator connected to supplement the load 
requirements during the night-hours or whenever the solar radiation is not available (Solanki et al., 
2013). The stand-alone PV systems can be classified as: 
a) Unregulated Stand-alone System with DC Load 
The simplest stand-alone PV system configuration where the PV panels are directly connected to 
the load, as shown in Figure 2-10. The PV system is designed to supply power to a load during 
sunshine hours. It is called unregulated system due to the fact the PV voltage and current available 
to the load varies according to the sunshine condition and load characteristics. (Solanki et al., 2013) 
 
b) Regulated Stand-alone System with DC Load 
As shown in Figure 2-11 this system has a power electronic interface block with associated 
electronic control inserted between the load and PV panel. This electronic control enhances the 
performance of the solar PV system and could be a voltage regulator, current regulator or a 
maximum power point tracker (MPPT) circuit. (Solanki et al., 2013) 
 
PV	
panel	
DC	
load	
Figure 2-10. Unregulated stand-alone system with DC load. 
PV	
panel	
Power	electronic	
interface	+	
Electronic	controller	
DC	
load	
Figure 2-11. Regulated stand-alone system with DC load. 
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c) Regulated Stand-alone System with Battery and DC Load 
This type of PV system configuration is used when the load is required to operate at night or non-
sunshine hour. It facilitates load voltage regulation and in conjunction with the battery ensures 
uninterrupted and smooth load operation. (Solanki et al., 2013) 
d) Regulated Stand-alone System with Battery and AC/DC Loads 
This configuration is similar to the previous one with an AC load connected to the system as shown 
in Figure 2-13. The PV source and the battery can only supply DC power and so to supply power 
to an AC load is necessary use a DC to AC inverter. This configuration is highly suitable for 
domestic and commercial applications since the most commonly available loads are of AC type. 
(Solanki et al., 2013) 
!
AC!load!
PV!
panel!
AC-DC! inverter!+!!
DC-DC! inverter!+!
electronic!control!
DC!load!
Battery!
	
Figure 2-13. Regulated stand-alone system with battery and AC/DC load. 
B. Grid-connected PV Systems 
The main difference between this PV system and the stand-alone system refers to the energy storage 
feature. In the grid-connected PV system the excess or deficit of energy generated by the PV source 
Figure 2-12. Regulated stand-alone system with battery and DC load.	
PV	
panel	
Power	electronic	
interface	+	
Electronic	controller	
DC	
load	
Battery	
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is supplied to the grid or drawn from the grid. Due to this fact this system does not need a provision 
for energy storage. (Solanki et al., 2013) 
C. Hybrid PV Systems 
If a geographical location also supports other renewable energy resources, this additional source of 
power such as wind generators, micro-turbines and fuel cells could be connected to the system, 
which reduces power oscillations or power outs. This system can be stand-alone or grid-connected. 
	
Figure 2-14. Regulated hybrid stand-alone system with battery and AC/DC load. 
2.6 Mathematical Modeling 
The mathematical modeling is being used as a cheap, fast and accurate way of designing a 
photovoltaic system and predict the power output and/or energy generated taking into account 
several performance parameters such as solar radiation, temperature, soiling, shadowing and 
material degradation.  
The Sandia National Laboratories developed over twelve years a model to predict the PV module 
and arrays. It utilizes the one ideality factor equation to calculate five points in the module I-V 
characteristics as shown in Figure 2-15. They are the ISC, VOC, the maximum power point, the Ix, 
where the voltage is a half of the VOC, and the Ixx where the voltage is a half of the sum of VOC and 
Vmp. The model takes into account the parameters associated with basic electrical characteristics, 
irradiance dependence, solar resource optical effects and temperature. It was validated over seven 
years through extensive outdoor module testing and with comparison studies between other 
AC	load	
PV	panel	 AC-DC	inverter	+		
DC-DC	inverter	+	
electronic	control	
DC	load	
Battery	
Additional	power	
supply	+	power	
conditioner	
	 20 
laboratories and organizations. Currently, the model is widely being used by PV module 
manufacturers and system integrators.  
 
Figure 2-15. Illustration of a module I-V curve showing the five points on the curve that are provided by the 
Sandia performance model. (King, Boyson, & Kratochvil, 2004) 
González-Longatt (2005) developed a model based on the Shockley one diode equation, taking into 
account the series resistance and neglecting the parallel resistance [34]. The model was 
implemented using Matlab code and is equivalent to a circuit of solar cell in parallel with a diode 
(Figure 2-16a). It calculates the current using typical parameter of the module, the series resistance 
and the variables Voltage, Irradiation and Temperature. The ideality factor n used is 1.2. This model 
is a simplified version of the one presented by (Gow & Manning, 1999) which uses the two 
exponential model of a diode with series and shunt resistance equation [35]. Figure 2-16b shows 
the equivalent circuit in this model.  	! = !O +ç(é=ô%î) >|1 − 1      [34] 
! = !O0 +è(êëíìî)óZïñ − 1 + !O< +è(êëíìî)óÄòñ − 1 + é=ô%î%îá    [35] 
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Figure 2-16. Equivalent circuits of a photovoltaic cell (a) Single diode and shunt resistance is neglected. (b) 
Two diodes with shunt resistance. (Aparicio et al., 2013) 
2.7 Degradation 
The identification of degradation failure modes on PV modules is important to evaluate its 
performance along time and so, its lifetime. The capacity of operating within the limits of 
acceptability criteria defines the PV module lifetime. Some manufactures define it as when, under 
standard test conditions (STC), the PV panel reaches 80% of the specified power output. The main 
factors which causes the degradation are temperature, humidity, irradiation and mechanical shock. 
Quintana et al. (2002) defined the degradation modes into five categories: 
• Degradation of the packaging material 
• Loss of adhesion 
• Interconnect degradation 
• Moisture intrusion 
• Semiconductor device degradation 
Sharma & Chandel (2013) defined the degradation mechanisms and the corresponding stress factor 
as summarized in Table 2-1. 
(a) 
(b) 
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Table 2-1. Degradation mechanism and the corresponding agent causing the degradation and the test used to 
study its effects. (Sharma & Chandel, 2013) 
 
Currently, the Potential Induced Degradation has systematically been topic of discussion by 
photovoltaic researchers. This mechanism together with the ones exposed by Quintana et al. (2002) 
are discussed in this section. 
2.7.1 Packaging Material Degradation 
This degradation mode occurs when there is a damage on the packaging material or when it 
degrades along normal operation. According to Quintana et al. (2002), this category includes the 
glass breakage (Figure 2-17), dielectric breakdown, bypass diode failure, encapsulant discoloration 
(Figure 2-18), and backsheet cracking or delamination. The glass breakage is the most common 
mode between them and occur during handling when installing, maintenance or transportation. 
Usually it leads to mechanisms such as corrosion, delamination and discoloration. 
 
Figure 2-17. Broken glass. (Courtesy Firstgreen consulting) 
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Modules with packaging defect have safety hazards issues on high voltage systems due to the lack 
of proper insulation which increases the possibility of electrical shock. The fault of grounding 
and/or large module current leakage are other issues caused by this degradation mode. 
 
Figure 2-18. Encapsulant discoloration. (Chicca, Wohlgemuth, & Tamizhmani, 2016) 
2.7.2 Loss of Adhesion 
The most common encapsulant used to protect the PV model solar cells from the environment is 
the Ethylene vinyl acetate (EVA). The break of the bonds between the encapsulant and the glass so 
as with the back sheet are known as delamination. Delamination causes moisture infiltration and 
leads to metal corrosion, the decrease of transmittance of light, and affects the heat dissipation 
resulting in higher cell operating temperatures which results in lower performance. 
 
Figure 2-19. Delamination of solar panels through humidity. (Courtesy Eternal Sun) 
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2.7.3 Interconnect Degradation 
The interconnect degradation is the result of the segregation of metals, such as SbPb, in the 
soldering alloy causing structural changes on it. This changes increase series resistance and reduce 
performance. In addition, it can cause excessive heating of the module, generates hot spots, causing 
burns in the solder-joint, back sheet and encapsulant. 
 
Figure 2-20. Corrosion of interconnects. (Courtesy Kris Sutton) 
2.7.4 Moisture Intrusion 
The intrusion of moisture through the laminated edges or back sheet result in corrosion and 
increases leakage current. Corrosion attacks the grid metallization, reducing electrical performance. 
The accumulation of moisture in the packaging materials increase electrical conductivity leading 
to increased leakage current and lower performance. 
2.7.5 Semiconductor Device Degradation 
The semiconductor device has shown performance stability in operation. However, it can degrade 
during operation due to environmental conditions such as UV light exposure, temperature, 
moisture, thermal cycling, high voltage etc. (Sharma & Chandel, 2013). According to Quintana et 
al. (2002), the primary causes for performance loss in PV modules are associated with mechanisms 
external to the cells such as encapsulant browning, delamination, solder bonds and interconnect 
issues.  
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2.7.6 Potential Induced Degradation (PID) 
The Potential Induced Degradation (PID) of crystalline Si solar cells has been extensively 
investigated after being firstly reported by Pingel et al. (2010). Figure 2-21 (left) shows the setup 
of the PID experiment performed by the outhors. In this study they investigated the effect of the 
PID on the system, panel and cell level. At the system level the potential difference between PV 
system and ground is critical. At the module level, environmental parameters such as temperature 
and humidity are important. The intrusion of water in the module increases the encapsulant 
conductivity and so the leakage current. In the cell level the processing as well as the quality of the 
base material are critical. This effect is more pronounced in large PV system installations equiped 
with p-type Si crystalline PV cells. Due to the difference potential between the PV module and its 
structure, electrons can escape through the grounded wire when there is a lack of proper insulation. 
It generates leakage currents and this electrical current induced in the module causes a progressive 
performance deterioration (Ndiaye et al., 2013).  
 
Figure 2-21. PID setup (left) and leakage currents. (Pingel et al., 2010) 
In its most noticeable form PID decreases drastically the parallel resistance of silicon wafer-based 
solar cells. Pingel et al. (2010) showed that this is due to the shunting of solar cells in PID-affected 
areas of modules. The shunts were also observed by Naumann et al. (2013) using the scanning 
electron microscopy (SEM) and the electron beam induced current (EBIC) techniques (Figure 
2-22). 
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Figure 2-22. SEM images of shunt A. The secondary electron (SE) image (a) exhibits no particular feature 
visible at the surface, where the EBIC image (b) shows an extended area with low signal at the corresponding 
position. (Naumann et al., 2013) 
Recent studies correlated the PID to the accumulation of Na at the interface between the SiN ARC 
and the Si substrate and at the depletion region. Naumann et al. (2013) used the time-of-flight 
secondary ion mass spectroscopy (ToF-SIMS) to measure the positively charged ions. Figure 2-23a 
shows the Na intensity, represented by the green color, near the SiN/Si interface at the PID shunt 
A and at the same position as the later in the EBIC image. This evidence is also present at the depth 
profile (Figure 2-23b) which shows the accumulation of Na between the SiN ARC and the Si 
substrate. 
 
Figure 2-23. (a) ToF-SIMS ion image at shunt A with topography information in the total ion image (red) 
and distribution of Na (green). Blue squares indicate the same positions in ToF-SIMS and EBIC image. (b) 
Depth profile of the SiN+ and Na+ intensities throughout the SiN layer evaluated within the white marked 
region of interest (ROI). (Naumann et al., 2013) 
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Lausch et al. (2014) analized cross sections at nine different PID degradaded sites and all presented 
stacking faults in {111} planes. The author identified the presence of Na at the interface between 
the SiN ARC and the Si substrate and also at the depletion region. Figure 2-24 shows the scanning 
electron microscopy (STEM) and the EDX elemental analysis, confirming that at the tilted defect 
which is mainly placed at the junction presents high concentration of Na as well as in the stalcking 
fault located at the interface between the SiN ARC and Si. The authors concluded that the PID is 
influencing the parallel resistence and the recombination (J02 and n2) of the PV cell and that the PID 
affected regions have modified stacking faults with accumulation of Na. These stacking faults seem 
to be present before the degradation and the Na accumulates on them during PID. 
	
Figure 2-24. STEM analysis of a FIB-lamella and the elemental intensities measured by EDX and STEM. 
(Lausch et al., 2014) 
2.7.7 Hot Spots in PV Modules 
The mismatch in PV cells arrangements has been discussed in Section 2.6. Hot spot heating is 
characterized by the higher temperature of a single cell or a portion of a cell in relation to 
surrounding cells. This occurs when a solar cell within a module generates less current than the 
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string current of the module. The phenomenon is caused by shading, damaged cell or the electrical 
mismatch between cells. The affected cell becomes reversed biased and dissipate power in form of 
heat. (Herrmann, Wiesner, & Vaassen, 1997)  
Simon & Meyer (2010) correlated the formation of hot spots to the elemental composition of mc-
Si cell. Infrared Thermography (IR) was used to map the surface temperature distribution while in 
reversed bias mode. The scanning electron microscopy was used (SEM) reveled that the hot spot 
heating is responsible for irreversible destruction of the solar cell structure (Figure 2-25). The 
authors also performed the energy dispersive X-ray spectroscopy (EDX) and Auger electron 
spectroscopy (AES) analysis and detected the presence of several transition elements at hot spot 
regions. The presence of oxygen, carbon, iron and platinum in some areas is atributed to the 
formation of hot spots in the solar cell. 
 
Figure 2-25. Effect of focal point heating (hot-spot) leading to total cell destruction, area circled (a) and the 
corresponding temperature profile (b). (Simon & Meyer, 2010) 
Solheim et al. (2013) used an IR camera to measure the hot spots in solar cells and simulated it 
using a 3D finite element model. The temperature trends were shown as function of location relative 
to the edge of the cell and shunt size. The simulation showed that the hot spot near the edges reaches 
much higher temperatures than the ones in the middle due to the higher heat conductivity in the 
silicon solar cell when compared to the laminate (Figure 2-26). 
(a) (b) 
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Figure 2-26. Encapsulated cell temperatures after 56 s heating in (a) a hot spot near the center of the cell, 
and (b) a hot spot positioned 4mm from the edges in a corner of the cell. The plots show temperatures in 
squares of approximately 35 mm x 40 mm. (Solheim et al., 2013) 
Breitenstein et al. (2009) performed experiments with a multicrystalline Si PV cell to investigate 
the origin of non-ideal diode behavior. Figure 2-27 shows the Dark Lock-In Thermography (DLIT) 
with one image under forward bias of 0.5 V (a) and another image at a reverse bias of -0.5 V (b). 
The authors correlated the DLIT images with the I-V characteristics of a typical PV cell (Figure 
2-28). Under +0.5 V forward bias, both the diffusion and recombination currents are flowing in 
large amounts. At -0.5 V reverse bias, the recombination current is negligibly small, therefore, only 
current along some ohmic shunts paths are visible. This fact explains the structures visible in 
forward bias that are not shown in reversed bias in Figure 2-27. The forward bias shows the 
recombination currents at the edges of the cell and some spots in the interior area. 
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Figure 2-27. DLIT images of a typical industrial multicrystalline silicon solar cell, (a) under +0.5 V 
forward bias, (b) under -0.5 V reverse bias. (Breitenstein et al., 2009) 
	
Figure 2-28. Dark I-V characteristic of a typical industrial multicrystalline silicon solar cell. (Hu, 2009) 
2.7.8 Degradation Effects on the Ideality Factor 
As shown in the previous section, Breitenstein et al. (2009) correlated the DLIT images to the Dark 
I-V characteristic of mc-Si cells. The author investigated the increase of the ideality factor in 
defective spots in the solar cell and simulated the effect of recombination via coupled donor-
acceptor levels. Figure 2-29a shows the effect in the ideality factor of cells that were laser cut, 
scratched and indented. Figure 2-29b shows the simulated ideality factors of a cell in the dark. The 
authors vary the coupling rate between the two defects, r12, the energy levels E1 and E2 of the first 
and second defect and the lifetime parameters τ. 
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(a)      (b) 
Figure 2-29. (a) Ideality factors determined experimentally of cells that were laser cut, scratched or 
indented. (b) Ideality factors simulated of a cell in dark, containing heavily defected region. (Breitenstein et 
al., 2009) 
Lausch et al. (2014) investigated the increase in recombination process in PID affected regions and 
found out that the recombination at the depletion region results in increased J02 and ideality factor 
n2 higher than 2. Figure 2-30a shows the electroluminescence (EL) image of a PID degraded cell. 
In Figure 2-30b, the DLIT image reveals the shunts in the area affected by the PID. Figure 2-30c 
shows the J02 calculated according to Breitenstein (2011) from the DLIT image. Figure 2-30d shows 
the calculated ideality factor n2 that on PID degraded areas reaches values up to 7. 
 
Figure 2-30. (a) EL image of a degraded solar cell. (b) DLIT image where the shunted region is revealed by 
the increased DLIT signal. (c) J02 distribution calculated from four DLIT measurements at different 
voltages according to Breitenstein (2011)(calculated). (d) Ideality factor n2 (calculated). (Lausch et al., 
2014) 
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2.8 Methods for Failure Detection 
To identify the degradation mechanisms acting in field aged modules some techniques are 
frequently used, helping on the improvement of lifetime and manufacturing process. Standardized 
PV module accelerated aging tests and qualification tests are performed to ensure the module 
stability, lifetime and performance. The standard test conditions (STC) are: 
• Irradiance: 1000 W/m2 
• Cell temperature: 25 ºC 
• Spectral distribution of irradiance: AM1.5G 
• Normal incidence over the cell. 
The first step in the failure mode analysis is to evaluate the conditions of the physical location 
where the PV system is operating. The most used techniques to analyze the modules are described 
in this section. 
2.8.1 Visual Inspection 
In this step of analysis, the modules are inspected for visual defects. For future reference 
photographs are taken. The inspection should be done in different angles as a way to differentiate 
the layer where the defect happened and to avoid reflected images. 
2.8.2 Indoor and Outdoor Power Measurement 
I-V curve tracers are equipment used to measured the I-V characteristics of PV modules. The 
SPIRE SUN simulator 240 employ a load to generate the I-V curve. The AMPROBE® Solar 
Analyzer measures the current and voltage of the module under the solar radiation to generate the 
I-V characteristics. The resulted curve can detect a decrease in the module performance, an 
indicator of module degradation. The I-V measurement gives parameters such as ISC, VOC, PMAX 
and FF that indicate the performance.  
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Analysis of the module I-V curve is used for system troubleshooting when the system is performing 
lower than the expected. There are five basic PV array performance impairments: series losses, 
shunt losses, mismatch losses, reduced current and reduced voltage (Figure 2-31). 
 
Figure 2-31. I-V curve signatures for each of the five classes of PV performance impairments. (Hernday, 
2011) 
The series losses show up in the I-V curve as a decreased slope or inward tilt of the curve near VOC. 
This effect is equivalent to adding a single external resistance in series with the PV module. 
According to Hernday (2011), series resistance losses can be internal, in a PV module, or external, 
in the array wiring and switchgear. The internal loss is often related to broken internal 
interconnections. The corrosion or poor connection of array wiring are external causes of increased 
series resistance. 
Shunt losses due to shunt resistance result in an increased slope, or downward tilt, of the I-V curve 
near the ISC. The shunt resistance effect is equivalent to connecting resistors across PV cells. It is 
caused by resistive paths between the cell’s front and back surfaces. Cracked or damaged cells, 
imperfection in cell material and poor edge isolation can cause current leakage leading to shunt 
losses. 
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Mismatch losses are identified in the PV module I-V characteristics as notches or kinks. This effect 
has many possible causes including shading, cracked or defective cells, uneven soiling, shorted 
bypass diode and mismatched cells or modules.  
The reduced current is characterized by the reduction in the height of the I-V curve. Its causes are 
uniform soiling, edge soiling, PV module degradation or the weather condition with reduced input 
irradiance. 
Finally, the reduced voltage occurs when the width of the I-V curve is affected. It is caused by the 
high module temperature, module degradation, shorted bypass diodes. It is relatively insensitive to 
normal soiling. 
2.8.3 Infrared Images 
This technique consists of scanning the module with an electromagnetic radiation detector sensitive 
to infrared radiation (3-15 µm range). It identifies the presence of localized heat generation caused 
by the joule effect. The cells with poor contacts, which are shunted or short circuited are generating 
less current than the others connected in series and so become reverse bias, behaving like resistors, 
dissipating heat (Sharma & Chandel, 2013). The heat from these hot spots appears in the thermal 
imaging as bright spots (Figure 2-32). 
 
Figure 2-32. Infrared imaging showing a cell operating at a higher temperature. (Munoz, Alonso-Garcia, 
Vela, & Chenlo, 2011) 
	 35 
2.8.4 Luminescence Imaging 
There are two variations of this technique, photoluminescence (PL) and electroluminescence (EL). 
Their principle is based on the radiative recombination of excited charge carrier when forward bias 
is applied. The luminescence intensity depends exponentially on the energy separation of the 
electron and hole Fermi level in the bulk material. Hence, the output of luminescence imaging is 
the local lifetime distribution or the diffusion length. 
Electroluminescence (EL) imaging has been used as a non-invasive technique capable of analyze 
defects in PV cells and modules quickly. Fuyuki et al. (2005) first introduced this technique for 
photovoltaic applications by capturing with a CCD camera the light emission from PV cells under 
forward biased. The authors found that the intensity of the emission was distributed following the 
mapping of minority carrier diffusion length in poly-Si active layers and were able to detect the 
defective areas in the cell (Figure 2-33). 
 
(a) 
 
(b) 
Figure 2-33. (a) Emission intensity distribution. (b) Distribution of the minority carrier diffusion length. 
(Fuyuki et al., 2005) 
2.8.5 Electron Beam Induced Current 
The Electron Beam induced current (EBIC) is another non-intrusive method for characterizing 
photovoltaic cells. This technique consists of scanning an electron beam on the semiconductor 
device. It is generally performed using a scanning electron microscope (SEM) in current generation 
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mode. The images generated by the EBIC are usually compared with the secondary electron (SE) 
images. The EBIC can be applied to several different sample geometries. The surface Scottky 
diode, where the electron beam is incident normal to the cell surface, is the standard geometry. 
When the electron beam of the SEM reaches the device, it generates electron-hole pairs. Then, the 
current flows the same way as when incoming light reaches the PV cell. 
2.8.6 Lock-In Thermography 
The infrared (IR) camera based lock-in thermography (LIT) is a characterization technique for solar 
cells and other electronic devices that has extensively been used by researchers. According to 
Breitenstein et al. (2011), the dark lock-in thermography (DLIT) images the dissipated power 
density, which is the product of the local voltage and the local current density.  
DLIT images at low forward bias preferentially defects and ohmic shunts, that leads to the depletion 
region recombination current (described by the parameter J02 of the two diode model). At high 
forward bias, defects located at the base that affect the diffusion current (decribed by J01) are 
imaged. Local defects govern the dark I-V characteristics, thus, most characteristics can only be 
understood based on local analysis. If DLIT is performed under reverse bias, breakdown sites are 
detected, their current is measured quantitatively, and parameters such as the slope of the I-V curve 
or the temperature coefficient can be measured. When LIT is performed under illumination (ILIT), 
light is used instead voltage applied by contacts, to drive current through the shunts. 
The general limitation of LIT technique is the degraded spatial resolution caused by thermal 
blurring. 
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3 Methodology 
3.1 GIS PV System Design 
Located at Rochester Institute of Technology (RIT) the Golisano Institute for Sustainability (GIS) 
world-class building was designed following the Leadership in Energy and Environmental Design 
(LEED) Platinum standards of the U.S. Green Building Council. The building inauguration took 
place in mid-April 2013. Planned to be the energy auto sufficient, the building is equipped with a 
continuous supply of 400 kilowatts generated by the fuel cell installation, an annual 45,241 
kilowatts-hour generated by the solar panel array and 20 kilowatts-hour by wind turbines. 
The GIS PV array has an installed capacity to generate 40.56 kilowatts power. The solar panels, 
Suncase MX 60 240 are made of multicrystalline silicon and manufactured by MX Solar USA. The 
STC rated AM 1.5 module efficiency is 14.3%. The module electrical specifications are shown 
Table 3-1. There are twenty-six panels on the lower roof fixed at 10 degree tilt faced to the south. 
The upper roof has 143 panels at a 30-degree angle oriented to the south (Figure 3-1). 
 
Figure 3-1. View of the GIS photovoltaic system. (Courtesy GIS) 
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The PV sub-arrays 1, 3, 4, 5, 6 and 7 are composed of two sets of 13 panels connected in series, 
which gives a total power of 6.24 kW each sub-array. The PV sub-array 2 is composed of one 
arrangement of 13 panels connected in series, which gives a total power of 3.12 kW. The panels 
are connected to DC to AC inverters located in the first floor. Each inverter connects to a 
480Y/277V panel board that is separately metered and feeds back to the building power distribution 
system. 
The energy generated, building consumption and weather data such as wind speed, solar radiation 
and outside temperature are constantly monitored.  
	
Figure 3-2. Schematic of the GIS PV system. Each PV sub-array is designed to generate 6.24 kW. * PV 
sub-array 2 is designed to 3.12 kW. 
Table 3-1. Suncase MX60 240 specification. 
 
PV	Distributor	
Panel	–	AC	
Combiner	Panel	
only	
	
AC	load	
	
Inverter	1	
Inverter	2	
Inverter	3	
Inverter	4	
Inverter	5	
Inverter	6	
PV	Sub-array	1	
PV	Sub-array	2*	
PV	Sub-array	3	
PV	Sub-array	4	
PV	Sub-array	5
PV	Sub-array	6	
PV	Sub-array	7	 Inverter	7	
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3.2 Mathematical Model 
The model developed by González-Longatt (2005) generates the I-V characteristics with respect to 
changes in environmental parameters temperature and irradiance. The model is based on the 
Shockley & Read (1952) diode equation and was developed using Matlab script file. In this model, 
the net current of the PV system, IPV is the difference between the short circuit current, ISC and the 
diode current. 
!®é = « !öõ − !O + ê≈êëí≈êìø≈êó»òñ − 1   [36] 
   
Where M is the number of cells in parallel and N is the number of cells in series. A single diode 
model with ideality factor of n=1.2 is used. The system shunt resistance is neglected and the module 
series resistance is defined as 
R7À∏ = Ã∫ºÕ = − æéæô éŒÑ − 0¡ê	  [37] X∏ T∞µ± = IO T∞µ± ≤≥—µª“” e ‘’÷ “ª“”◊ÿ“ª“”    [38] 
 
Where TSTC is the temperature at standard test conditions (25ºC). 
The temperature dependence of the saturation diode current I0 is given in [29], where Eg is the Si 
bandgap and k is the Boltzmann constant.  
πû µπû µª“” = µµª“” T eŸ⁄ÿ Z“ª“”/Z“    [39] 
 
The solar radiation (expressed in suns) effect is given by: I sun, T	 = I∞±×Suns + KO T − T∞µ±    [40] 
Where K0 is the current/temperature coefficient (A/K) given by the PV module manufacturer. 
To simulate the GIS PV system, the model was incremented taking into account thirteen strings of 
thirteen modules Suncase MX 60 240. The model code can be found on the Appendix A. 
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3.3 Experimental Procedures 
The experimental performance evaluation will be done in the defective module shown in Figure 
3-3. This module was installed on a roof at Odonata Sanctuary in Honeoye Falls in 2005 and has 
been in service since then. The module was hit by a golf ball and the glass breakage is visible along 
the whole panel. However, the exact day the panel was damaged is unknown. The module studied 
is the Sunmodule SW 165 mono manufactured by SolarWorld. Its specification is shown in Table 
3-2. 
 
Figure 3-3. PV module analyzed. 
Table 3-2. Sunmodule SW 165 mono specification. 
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The methods used to evaluate the module performance are: 
• Visual Inspection 
• Field I-V measurement 
• Infrared imaging. 
3.3.1 Visual Inspection 
It is the first step of analysis; the modules are inspected for visual defects. For future reference 
photographs were taken. 
3.3.2 Field I-V measurement 
The module will be set facing south on a 20 degree tilt and connected to the AMPROBE® Solar 
500 Analyzer (Figure 3-4a). The solar radiation will be measured using the SEAWARD Solar 
Survey 100 (Figure 3-4b) and this value will be an input for the Solar Analyzer. This device also 
has a compass, measures the tilt, the ambient and panel temperatures. 
 
(a) 
 
(b) 
Figure 3-4. (a) AMPROBE Solar 500 Analyzer. (b) SEAWARD Solar Survey100. 
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The Solar Analyzer has two terminals, one positive and other negative that are plugged to the MC4 
connectors at the module. When pressing the SCAN button the analyzer build the module I-V 
characteristics.  
3.3.3 Infrared Imaging 
This technique consists of scanning the module with an electromagnetic radiation detector sensitive 
to infrared radiation (3-15 µm range). The equipment used is the Agilent U5855A TrueIR Thermal 
Imager (Figure 3-5). 
 
Figure 3-5. Agilent U5855A TrueIR Thermal Imager used. 
To detect the hot spots, the panel is connected to a power supply in reversed bias. The studied PV 
module has three bypass diodes, and so can be divided in three segments. In this module all the 
cells are connected in series. To a better analysis, each segment was set in reverse bias separately. 
Figure 3-6 shows a schematic view of the arrangement of cells in each segment. 
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Figure 3-6. Schematic view of a PV module with 3 bypass diodes. (pvServe, 2016) 
Thermal images of the PV panel have been analyzed, the hot spots identified and linked to a 
degradation mechanism. 
3.3.4 Shunt Inspection 
Experiments have been performed on multi-crystalline Si cells to determine the location of shunts. 
The Pasan Shuntometer (Figure 3-7) manufactured by Meyer Burger Technology Group located at 
SUNY Polytechnic Institute (SUNY Poly) was used. The tool consists of a lid of heat sensitive 
polymer, a surface of copper, where the cell to be analyzed is placed on, and is connected to a 
power supply so the reverse bias is applied to the cell. 
 
Figure 3-7. Pasan Shuntometer.  
Lid 
Copper surface 
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4 Results and Discussion 
4.1 Mathematical Model 
4.1.1 Solar Insolation 
Rochester has very well defined four seasons and so the panel performance is expected to vary 
considerably between them.  Geographically, Rochester, NY is located at coordinates of latitude 
43.15ºN and longitude 77.6ºW, standard meridian for Eastern Time zone is 75º. For the calculation 
we make some assumptions: 
1. The panels are mounted facing south with γ = 0. 
2. Pure Rayleigh atmosphere (Linke Turbidity Factor is 1) 
3. Reflection coefficient equals 0.55 (new concrete) 
The solar insolation on an inclined surface is given by [40]. 
I‡µ = I·µ + I‚µ + I∫µ		 	 	 	 	 [41]	
	
The subscript T and H refer to tilted and horizontal respectively, and subscripts G, B, D and R refer 
to global, direct beam, diffused and reflected irradiation respectively. This equation can be 
expanded to [41]. 
I‡µ = I·„ 567‰567 Â + Ê(0/567Á< + I‚„ 0=Ê =(0/Ê) 567 Á< 		 	 	 [42] 	
Where ρ is the ground reflection coefficient. The model developed to calculate the solar radiation 
is presented on Appendix B. The model built uses Excel VBA code. Taking into account the 
assumptions and the change in the declination angle with respect the day of the year, the solar 
insolation is calculated and compared with the measured data in Figure 4-1a. The difference is 
attributed to the varying atmospheric conditions such as cloud coverage. The monthly temperatures 
and cloud coverage for the year 2014 are shown in Figure 4-1b and Figure 4-1c respectively for the 
location obtained from WeatherSpark Beta. The PV array energy generated is also plotted and its 
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total amount in 2014 was 47,475 kWh which is higher than the value for which the system was 
dimensioned (45,241 kWh).  Analyzing the data in Figure 4-1 it is noticed that the clearest month 
of 2014 was September, with 23% of days being more clear than cloudy. The cloudiest month of 
2014 was December, with 97% of days being cloudier than clear correlating with higher PV 
performance in September and lower performance in December even though temperatures were 
lower in December. 
 
Figure 4-1. Solar radiation measured, calculated and the PV array energy generation along the year of 2014 
(a). The annual variation of temperature (b) and cloud coverage (c) for Rochester for the year 2014. 
(WeatherSpark Beta, 2014) 
(a) 
(b) 
(c) 
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4.1.2 PV System Performance Modeling 
To determine the maximum power point in each condition of temperature and solar radiation, the 
I-V and P-V characteristics of the PV system was generated using the program modeled (Figure 
4-2).  
 
(a) 
 
(b) 
Figure 4-2. Calculated I-V and P-V curves for the GIS PV array. (a) Solar radiation effect. (b) Temperature 
effect. 
Figure 4-3 represents the modeled change in maximum power with the irradiance at the 
temperatures of -15 ºC, 25 ºC and 40 ºC. The points represent the data collected at GIS for the year 
2014. The fitting results by the least square method for the data points has a R2 of 0.85 
characterizing a high correlation between the power output and the solar radiation. The trend line 
for the measured data has angular coefficient of 40.45 while the modeled curve has angular 
coefficient of 40.67. The points that fall outside the modeled lines suggest that the irradiance 
measured at the detector and that incident on the panels is different due to varying cloud coverage. 
The modeled contours plots of the effect of temperature and irradiance on the PV system power 
output are shown in Figure 4-4. As seen in Figure 4-4, the lower temperatures benefit PV output.  
The measured data for the PV system is plotted in Figure 4-5 and generally confirms the modeled 
results with variations due to intermittency caused by cloud coverage given in Figure 4-1.  
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Figure 4-3. Comparison between the modeled and measured data of maximum power with irradiance. 
The fact that the temperatures taken into account in the analysis were the ambient temperature and 
not the PV module temperature also influence the results and in part can explain the deviation of 
the modeled values of power output from the data. This simple model helps to predict PV system 
performance for a given location knowing the panel specifications.  
 
Figure 4-4. Effect of temperature and irradiance on the PV system power output. (Modeled). 
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Figure 4-5. Effect of temperature and irradiance on the PV system power output (Measured).  
However, the effect of aging caused by the several degradation modes acting on the PV system are 
not taken into account by the model. As exposed in section 2.7.8, Breitenstein et al. (2009) and 
Lausch et al. (2014) reported the increase of the ideality factor in degraded areas, important 
parameter that influences on the model calculations. Additionally, The effect of n2 over the 
degradation cell suggests that the two diode ideality factors model is more adequate when 
modelling PV systems in service for longer time. Hence, the deviation from the model could also 
be explained by these factors and the degradation of PV modules has been further investigated in 
this study.  
4.2 Degradation 
4.2.1 Visual Inspection 
When inspecting the damaged panel one can notice the presence of different defects. The glass 
presents cracks all over the module, some white areas characterize delamination defects and some 
areas located in a specific cell (Figure 4-6) show brown coloration, which indicates encapsulant 
discoloration. The module backsheet (Figure 4-7) shows the burn marks located at the same 
position as the damaged cell shown in Figure 4-6, which indicates the occurrence of hot spots. 
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Figure 4-6. Visual inspection of the 10 years old damaged mono-c PV panel. 
	
Figure 4-7. Damaged module backsheet. 
A closer analysis of the damaged cell also shows some green spots together with the brown marks. 
This coloration can be linked to a chemical mechanism and shall be subject for further investigation. 
4.2.2 Field I-V measurement 
The outdoor I-V measurement of the studied PV module showed interesting results. Figure 4-8 
shows the resulted I-V characteristics. The maximum power point reached was 87.83 W, lower 
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than the specified under STC (165 W). The drop in voltage was around 33% of its initial value, an 
indicative that one segment of the PV module has a mismatch cell and so the current is flowing 
through the bypass diode instead of the segment as shown in Figure 4-9. 
	
Figure 4-8. I-V and P-I curves of the studied PV module. 
 
Figure 4-9. Current path through the bypass diode due to defective segment. (pvServe, 2016) 
4.2.3 Infrared Imaging 
Figure 4-10 shows the infrared imaging of the defective cell. Using an external power source, we 
applied 21 V and 1.0 A to the panel, the hot spot reached temperature close to 50 ºC, which confirms 
the suspicion of mismatch losses in one of the segments. 
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(a) 
 
(b) 
Figure 4-10. (a) Defective cell photo. (b) Defective cell Infrared imaging. 
Supposing that Joule heat is taking place on the ohmic shunts and horizontal current flow in the 
emitter and contact lines, one can use the heat equation equation [43] to estimate the energy 
necessary to heat the cell from the ambient temperature (23.5ºC) up to 45.7ºC. Ë = (Èr(I< − I0)     [43] 
Where m, the mass of c-Si cell is estimated multiplying the area (125 mm x 125 mm) by the 
thickness (300 µm) and the density of silicon at 20ºC (2.329 g/cm3). The specific heat capacity (Cp) 
of silicon is 0.712x103 J/(kgºC). Hence, the energy calculated is 172 Joules which corresponds172 
Watt-second.  
The electric power is calculated by multiplying the voltage V by current I. Supposing that the 
potential applied on the module is essentially used to heat the defective cell in reverse bias, we can 
assume that the power dissipated in that spot is 21 W. Comparing to the previous calculation we 
deduce that the cell reached the temperature shown in Figure 4-10 eight seconds after applying the 
potential to the module, which matches with the experimental observation. 
Applying the reversed bias by segment is possible to identify each segment once they get hotter 
than the ones that are not under applied voltage (Figure 4-11). Segment 3, however, contains the 
damaged cell. This cell gets hotter than the other cells in the module and thus, this segment is not 
as visible when using the IR imaging. 
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(a) 
 
(b) 
 
(c) 
Figure 4-11. (a) Segment 1. (b) Segment 2. (c) Segment 3. 
Analyzing the images by segment, one can notice some spots slightly higher temperature. As shown 
in Figure 4-12 the temperature reached 76.6 ºF in areas of some cells near the frames.  
 
(a) 
 
(b) 
Figure 4-12. Slightly higher temperature spots in segment 2. 
The presence of the hot spots on the corner of the cells can be due to different causes, like: 
• Bad metal contact. 
• Higher impurity concentration on the silicon. 
• Potential induced degradation mechanism. 
To comprehend the mechanism behind the hot spot in this case, is necessary to understand the 
current flow in this region under forward and reverse bias. Figure 4-13 shows the current path under 
illumination, when the cell operates in forward bias. In this case the current flows from the emitter 
to the contacts and the current crossing the junction is nearly uniform. In the dark, when the cell 
operates in reverse bias, the most of the current crosses the junction directly under the metal 
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contacts and does not travel along the emitter (Figure 4-14). The current, therefore, is more 
concentrated in a small area in the reverse bias condition. If there is a defective pathway in this 
region, such as a micro crack, a crystalline defect, and edge shunt or an impurity, then localized 
power dissipation and non-uniform heating can occur.  
 
Figure 4-13. Current path in a PV cell under illumination (forward bias). Source: pveducation.org. 
 
Figure 4-14. Current path in a PV cell in the dark (reverse bias). Source: pveducation.org. 
The experiments performed with the Pasan Shuntometer on multicrystalline Si cells evidenced the 
presence of shunts resulting in hotspots on the scratched areas. These defects generated shunts 
where the power is dissipated. The voltage supplied was 4V and the current 0.2 A in reverse bias. 
Figure 4-15a shows the scratches made on the mc-Si cell, Figure 4-15b shows the hotspots revealed 
at the heat sensitive polymer and Figure 4-15c shows the IR image of the cell during the experiment. 
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As exposed by Breitenstein et al. (2009), the recombination at the depletion region causes the 
increase of the recombination current J02 and increase in the ideality factor n2 in the scratched areas. 
 
(a) 
 
(b) 
 
(c) 
Figure 4-15. (a) Scratches made on mc-Si cell. (b) The hotspots revealed at the Pasan Shuntometer device. 
(c) The IR image of the mc-Si cell with the hotspots revealed during test with the Pasan Shuntometer. 
Recent study performed by Johnston et al. (2016) attributed the defective areas on the cells near 
the frame in a multi-crystalline Si module to Potential Induced Degradation (PID). These cells are 
dark in the electroluminescence (EL) image (left) and show localized heating in the dark lock-in 
thermography (DLIT) image (Figure 4-16).  
As discussed in section 2.7.6, the microscopic investigation performed by Lausch et al. (2014) and 
Naumann et al. (2013) showed the accumulation of Na at the junction and interface between the 
SiN ARC and Si substrate. This observation together with the increase of J02 and n2 are evidences 
to better understand the PID. 
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Figure 4-16. Images of the module under PID. The EL image (left) and the DLIT image (right). (Johnston 
et al., 2016) 
The experiments performed with the Pasan Shuntometer on multicrystalline Si cells evidenced the 
presence of hotspots at the corners of the cell as shown in Figure 4-17. However, in this case, the 
observed hotspots are attributed to the heat dissipation along the cell. In this experiment the current 
flows equally along the cell by the contact of the copper surface with the back of the cell. As shown 
by Solheim et al. (2013), the different heat conductivity between the silicon and the external 
material in contact with the corners is responsible for the heat accumulation at the corners. 
 
(a) 
 
(b) 
Figure 4-17. (a) Evidences of hotspots at the corners of the mc-Si cell under reverse bias on the Pasan 
Shuntometer. (b) IR image of the cell tested on the Pasan Shuntometer. 
The origin of PID on the cell microscopy level is not clear. Some studies explained the presence of 
Na ions in the solar cell due to their migration from the cover glass. Islam et al. (2016) performed 
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experiment with two mini-modules (one covered with soda lime glass SLG and other using 
chemically strengthen glass CSG) of four series connected p-type c-Si solar cell in climate chamber 
at environmental condition (85ºC/85% of RH) under -1000 V for 1000 hrs and observed that the 
SLG covered module lost 100% of power generation capability while the one CSG covered only 
lost 20% (Figure 4-18). It is important to notice that the CSG module composition has low Na and 
higher electrical resistivity than the SLG, which is benefic to attenuate the effects of PID. 
 
Figure 4-18. Power generation capability over time of modules with covered materials SLG and CLG. 
(Islam et al., 2016) 
Lausch et al. (2014) attributed the PID mechanism due to two process as shown in Figure 4-19. 
The first is the decrease of parallel resistance due to the overlapping of neighbor levels which 
enables hopping conduction for charge carriers under reversed and forward bias. Hence, the process 
does not need thermal activation, which leads to ohmic conductivity across the depletion region. 
The second process occurs when the defect levels offer recombination paths to electrons and holes 
in the depletion region. This process is thermal activated and leads to an increase in J02 and n2 as 
explained by Steingrube et al. (2011), Breitenstein et al. (2009) and Lausch et al. (2014). 
	
Figure 4-19. Band gap structure along the stacking fault with Na accumulation. (Lausch et al., 2014)   
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5 Conclusions 
In this study, a mathematical model based on González-Longatt (2005) model has been applied to 
estimate yearly power output of the Golisano Institute for Sustainability (GIS) photovoltaic (PV) 
system with respect to environmental parameters temperature and solar radiation. The GIS PV 
system is operating under weather conditions since 2013 when the building was inaugurated. The 
model uses the one diode ideality factor equation and takes into account the parasitic series 
resistance. The results have been compared with the actual PV output data collected for the year 
2014 and show good correlation. 
However, some deviation of data points from the model suggests that the irradiance measured at 
the detector and that incident on the panels is different due to varying cloud coverage. The use of 
atmospheric temperature instead of the solar module temperature also can explain some differences 
between model and real data. Furthermore, the aging effects are not taken into account in the model. 
In the PV system studied, due to its the low service time (3 years), the model presented good 
correlation even though the degradation effects are not considered. For older systems, however, the 
advance degradation stage influences the power output and n2, which suggests that the two diode 
ideality factors model is more adequate. 
For degradation studies, a condensed review of possible degradation mechanisms and techniques 
to investigate them was carried out. To better understand the degradation modes and its effect on 
the PV system, a module under weather conditions for ten years was analyzed. Visual inspection 
revealed that the module had glass broken, delamination defects, metal contacts corrosion, 
encapsulant browning and hot spot evidences. The outdoor I-V characteristics measurement 
showed mismatch losses indicative of some cells degraded. The IR imaging exhibited an intense 
hot spot area on the damaged cell that reached temperature of 50ºC, which confirmed that under 
service, the current is flowing through the bypass diode instead through the segment 3. Less intense 
hot spots were observed in regions of some cells near the frame. The hypothesis is that these hot 
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spots are attributed to Potential Induced Degradation (PID), which is caused by the accumulation 
of sodium in defects, decreasing the parallel resistance and/or increasing current J02 and ideality 
factor n2 due to recombination of charge carriers in the depletion region. The study points to the 
need for a unified model that can take degradation into account to predict PV systems performance 
and techniques for monitoring modules in real time. 
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6 Suggested Future Work 
The investigation of the defects, their root cause and their effects is being done by researchers all 
over the world. The mechanisms behind the degradation modes in the solar cell semiconductor 
material need further research. The Potential Induced Degradation (PID) is a relatively new 
degradation mode first reported in 2010 by Pingel et al. (2010). The origin of the sodium 
accumulated at the shunts, defects and at the junction is still not confirmed and deserve further 
investigation. Additionally, the module analyzed in this study presented corrosion areas with 
different colorations which could indicate different degradations modes. The analysis of these spots 
can provide insights about the effects of agging in a wheather like Rochester, humid and where the 
temperature varies broadly along the year. Regarding the mathematical model, the development of 
a model using the two diodes equation, taking into account the aging effects, can provide an 
accurate prediction of the photovoltaic systems under service for longer time. 
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Appendix A 
Mathematical model of the PV system in Matlab code. 
	
function Ia = solar(Va,Suns,TaC) 
    % Ia,Va = current and voltage vectors [A] and [V] 
    % G = number of Suns [] (1 Sun = 1000 W/m2) 
    % T = temperature of the cell [C] 
    k = 1.38e-23; % Boltzmann constant [J/K] 
    q = 1.60e-19; % Elementary charge [C] 
    n = 1.2; % Quality factor for the diode []. n=2 for crystaline, <2 
for amorphous 
    Vg = 1.12; % Voltage  of the Crystaline Silicon [eV], 1.75eV for 
Amorphous Silicon 
    T1 = 273 + 25; % Normalised temperature [K] 
  
    % Sunpower A300's values 
    Voc_T1 = 0.62; % Open-current voltage at T1 [V]. See 
SunpowerA300CellDatasheet.pdf 
    Isc_T1 = 8.97; % Short-circuit current at T1 [A]. See 
SunpowerA300CellDatasheet.pdf 
    K0 = 2.39/1000; % Current/Temperature coefficient [A/K]. See 
SunpowerA300PanelDatasheet.pdf 
    dVdI_Voc = -0.007486356; % dV/dI coefficient at Voc [A/V]. See 
SunpowerCurves.xlsx 
     
    TaK = 273 + TaC; % Convert cell's temperature from Celsius to 
Kelvin [K] 
    IL_T1 = Isc_T1 * Suns; % Compute IL depending the suns at T1. 
Equation (3) 
    IL = IL_T1 + K0*(TaK - T1); % Apply the temperature effect. 
Equation (2) 
    I0_T1 = Isc_T1/(exp(q*Voc_T1/(n*k*T1))-1); % Equation (6) 
    I0 = I0_T1*(TaK/T1).^(3/n).*exp(-q*Vg/(n*k).*((1./TaK)-(1/T1))); % 
Equation (5) 
    Xv = I0_T1*q /(n*k*T1) * exp(q*Voc_T1/(n*k*T1)); % Equation (8) 
    Rs = - dVdI_Voc - 1/Xv; %Compute the Rs Resistance. Equation (7) 
    Vt_Ta = n * k * TaK / q; % Equation (9) 
    Ia = zeros(size(Va)); %Initialize Ia vector 
    % Compute Ia with Newton method 
    for j=1:5; 
        Ia = Ia - (IL - Ia - I0.*( exp((Va+Ia.*Rs)./Vt_Ta) -1))./(-1 - 
(I0.*( exp((Va+Ia.*Rs)./Vt_Ta) -1)).*Rs./Vt_Ta); 
    end 
end 
	
function GISPVsystem 
% Use of "solar" to calculate the GIS PV system design 
  
    %Define Voltage 
    Va = 0:0.05:1.665; 
    a=size(Va); 
    tam=a(1,2); 
    Ns =60 ; % Number of cells serially connected in a panel []. 
	 64 
    Nps =13 ; % Number of panels serially connected in the system [].  
    Npp =13 ; % Number of panels connected in parallel in the system 
[].   
    T=[-20:(60/(tam-1)):40]; 
    G=[0.05:(1.2-0.05)/(tam-1):1.2]; 
    Va0 = 0:0.68/(tam-1):0.68; % Voltage vector of one cell [V] 
    Pv = zeros(1,tam); 
    Store = zeros(tam+1); 
    Store(1,2:tam+1) = G; 
    Store(2:tam+1,1) = T; 
    TF = zeros(1,tam); 
    for i = 1:tam   %G 
        for j = 1:tam   %T 
            for k =1:tam   %V 
                Ia = Npp*solar(Va0(1,k),G(1,i),T(1,j)); % Compute 
current from voltage vector [A] 
                Pv(1,k) = Ns*Nps*Va0(1,k)*Ia; 
                Pm = max(Pv); 
                TF=convtemp(T(1,j),'C','F'); 
                Store(j+1,1) = TF; 
                Store(j+1,i+1) = Pm/1000; 
            end 
             
        end 
    end   
    format long; 
    figure 
    surf(Store); 
  
    %Compute the new voltage (reverse X and Y cell's graph) for Ns 
cells 
    %Do "interp1" to have a constant spaced vector 
    %Do "coerce" to limit extrap values to positive values 
     
    Ia1 = Npp*solar(Va0,1,25); 
    Va1 = max(Ns*Nps*interp1(Ia1, Va0, 0:0.001:ceil(max(Ia1)*100)/100, 
'linear', 'extrap'), 0); 
    
    Ia2 = Npp*solar(Va0,0.8,25); 
    Va2 = max(Ns*Nps*interp1(Ia2, Va0, 0:0.001:ceil(max(Ia2)*100)/100, 
'linear', 'extrap'), 0); 
     
    Ia3 = Npp*solar(Va0,0.5,25); 
    Va3 = max(Ns*Nps*interp1(Ia3, Va0, 0:0.001:ceil(max(Ia3)*100)/100, 
'linear', 'extrap'), 0); 
  
    Ia4 = Npp*solar(Va0,0.2,25); 
    Va4 = max(Ns*Nps*interp1(Ia4, Va0, 0:0.001:ceil(max(Ia4)*100)/100, 
'linear', 'extrap'), 0); 
     
     
    figure('Color', 'w') 
    subplot(2,1,1); 
    %title('Suncase MX 60 240 panel current/voltage') 
    hold on 
    set(gca,'FontSize',12) 
    plot(Va1,0:0.001:ceil(max(Ia1)*100)/100, 'k', 'LineWidth',2) 
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    plot(Va2,0:0.001:ceil(max(Ia2)*100)/100, '--b', 'LineWidth',2) 
    plot(Va3,0:0.001:ceil(max(Ia3)*100)/100, ':r', 'LineWidth',2) 
    plot(Va4,0:0.001:ceil(max(Ia4)*100)/100, '-.m', 'LineWidth',2) 
    xlabel('Voltage [V]', 'FontSize',12); 
    ylabel('Current [A]', 'FontSize',12); 
    legend({'Model @ 1000W/m^2 / 25C' ... 
            'Model @ 800W/m^2 / 25C', ... 
            'Model @ 500W/m^2 / 25C', ... 
            'Model @ 200W/m^2 / 25C'}, ... 
            'Location', 'NorthWest'); 
    grid on 
     
    subplot(2,1,2); 
    %title('Suncase MX 60 240 cell power/voltage') 
    hold on 
    set(gca,'FontSize',12) 
    plot(Ns*Nps*Va0,Ns*Nps*Va0.*Ia1, 'k', 'LineWidth',2) 
    plot(Ns*Nps*Va0,Ns*Nps*Va0.*Ia2, '--b', 'LineWidth',2) 
    plot(Ns*Nps*Va0,Ns*Nps*Va0.*Ia3, ':r', 'LineWidth',2) 
    plot(Ns*Nps*Va0,Ns*Nps*Va0.*Ia4, '-.m', 'LineWidth',2) 
    ylim([0,Inf]); 
    xlabel('Voltage [V]', 'FontSize',12); 
    ylabel('Power [W]', 'FontSize',12); 
    legend({'Model @ 1000W/m^2 / 25C' ... 
            'Model @ 800W/m^2 / 25C', ... 
            'Model @ 500W/m^2 / 25C', ... 
            'Model @ 200W/m^2 / 25C'}, ... 
            'Location', 'NorthWest'); 
    grid on     
     
    Ia5 = Npp*solar(Va0,1,0); 
    Va5 = max(Ns*Nps*interp1(Ia5, Va0, 0:0.001:ceil(max(Ia5)*100)/100, 
'linear', 'extrap'), 0); 
     
    Ia6 = Npp*solar(Va0,1,10); 
    Va6 = max(Ns*Nps*interp1(Ia6, Va0, 0:0.001:ceil(max(Ia6)*100)/100, 
'linear', 'extrap'), 0); 
     
    Ia7 = Npp*solar(Va0,1,20); 
    Va7 = max(Ns*Nps*interp1(Ia7, Va0, 0:0.001:ceil(max(Ia7)*100)/100, 
'linear', 'extrap'), 0); 
     
    Ia8 = Npp*solar(Va0,1,30); 
    Va8 = max(Ns*Nps*interp1(Ia8, Va0, 0:0.001:ceil(max(Ia8)*100)/100, 
'linear', 'extrap'), 0); 
     
    Ia9 = Npp*solar(Va0,1,40); 
    Va9 = max(Ns*Nps*interp1(Ia9, Va0, 0:0.001:ceil(max(Ia9)*100)/100, 
'linear', 'extrap'), 0); 
     
    figure('Color', 'w') 
    subplot(2,1,1); 
    %title('Suncase MX 60 240 panel current/voltage') 
    hold on 
    set(gca,'FontSize',12) 
    plot(Va5,0:0.001:ceil(max(Ia5)*100)/100, 'k', 'LineWidth',2) 
    plot(Va6,0:0.001:ceil(max(Ia6)*100)/100, '--b', 'LineWidth',2) 
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    plot(Va7,0:0.001:ceil(max(Ia7)*100)/100, ':r', 'LineWidth',2) 
    plot(Va8,0:0.001:ceil(max(Ia8)*100)/100, '-.m', 'LineWidth',2) 
    plot(Va9,0:0.001:ceil(max(Ia9)*100)/100, 'g', 'LineWidth',2) 
    xlabel('Voltage [V]', 'FontSize',12); 
    ylabel('Current [A]', 'FontSize',12); 
    legend({'Model @ 1000W/m^2 / 0C' ... 
            'Model @ 1000W/m^2 / 10C', ... 
            'Model @ 1000W/m^2 / 20C', ... 
            'Model @ 1000W/m^2 / 30C', ... 
            'Model @ 1000W/m^2 / 40C'}, ... 
            'Location', 'NorthWest'); 
    grid on 
         
    subplot(2,1,2); 
    %title('Suncase MX 60 240 cell power/voltage') 
    hold on 
    set(gca,'FontSize',12) 
    plot(Ns*Nps*Va0,Ns*Nps*Va0.*Ia5, 'k', 'LineWidth',2) 
    plot(Ns*Nps*Va0,Ns*Nps*Va0.*Ia6, '--b', 'LineWidth',2) 
    plot(Ns*Nps*Va0,Ns*Nps*Va0.*Ia7, ':r', 'LineWidth',2) 
    plot(Ns*Nps*Va0,Ns*Nps*Va0.*Ia8, '-.m', 'LineWidth',2) 
    plot(Ns*Nps*Va0,Ns*Nps*Va0.*Ia9, 'g', 'LineWidth',2) 
    ylim([0,Inf]); 
    xlabel('Voltage [V]', 'FontSize',12); 
    ylabel('Power [W]', 'FontSize',12); 
    legend({'Model @ 1000W/m^2 / 0C' ... 
            'Model @ 1000W/m^2 / 10C', ... 
            'Model @ 1000W/m^2 / 20C', ... 
            'Model @ 1000W/m^2 / 30C', ... 
            'Model @ 1000W/m^2 / 40C'}, ... 
            'Location', 'NorthWest'); 
    grid on  
     
    ss = size(Store); 
    out = fopen('PVarray.txt','w'); 
    fprintf(out,'%i\t%i\r\n',ss(1,2),ss(1,1)); 
    for i = 1:tam+1 
        for j = 1:tam+1 
            fprintf(out,'%.9f\t',Store(i,j)); 
        end 
        fprintf(out,'\r\n'); 
    end 
    fclose('all'); 
end 
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Appendix B 
Mathematical model of the solar irradiation using Excel VBA coding. 
Sub Insolation() 
 
Dim I0 As Double 
Dim n As Integer 
Dim Declination As Double 
Dim Hemisphere As String 
Dim E As Double 
Dim CT As Double 
Dim ST As Double 
Dim StandardMeridian As Double 
Dim Beta As Double 
Dim Lambda As Double 
Dim Omega As Double 
Dim SolarRadiation As Double 
Dim Latitude As Double 
Dim Longitude As Double 
Dim BeamRadiarion As Double 
Dim m As Double 
Dim DR As Double 
Dim TL As Double 
Dim Z As Double 
Dim DiffusedRadiation As Double 
Dim TotalRadiation As Double 
Dim r As Double 
Dim s As Double 
 
Sheets("Insolation").Select 
 
Pi = 3.14159265359 
I0 = Range("B2").Value 
'Beta = Range("B4").Value * Pi / 180 
Lambda = Range("B5").Value * Pi / 180 
Latitude = Range("B7").Value * Pi / 180 
Longitude = Range("B8").Value 
TL = Range("B9").Value 
r = Range("B10").Value 
s = Range("B11").Value 
ST = Range("B6").Value 
StandardMeridian = Range("B12").Value 
Hemisphere = "N" 
i = 15 
 
For n = 1 To 365 
If Hemisphere = "N" Then 
Declination = ArcSin(Sin(23.45 * Pi / 180) * Sin((Pi / 180) * (284 + 
n) * 360 / 365)) 
ElseIf Hemisphere = "S" Then 
Declination = -ArcSin(Sin(23.45 * Pi / 180) * Sin((Pi / 180) * (284 
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+ n) * 360 / 365)) 
End If 
 
E = 9.87 * Sin(4 * Pi * (n - 81) / 365) - 7.53 * Cos(2 * Pi * (n - 
81) / 365) - 1.5 * Sin(2 * Pi * (n - 81) / 365) 
CT = ST + (Longitude - StandardMeridian) / 15 - E / 60 
Omega = (ST - 12) * 15 * Pi / 180 
Beta = Abs(Latitude - Declination) 
SolarRadiation = I0 * (1 + 0.033 * Cos(2 * Pi * (n - 4) / 365)) * 
(Sin(Latitude) * Sin(Declination) + Cos(Latitude) * Cos(Declination) 
* Cos(Omega)) 
Z = ArcCos(Cos(Latitude) * Cos(Declination) * Cos(Omega) + 
Sin(Latitude) * Sin(Declination)) 
m = 1 / (Cos(Z) + 0.50572 * (96.07995 - Z) ^ (-1.6364)) 
 
If m < 20 Then 
DR = (6.6296 + 1.7513 * m - 0.1202 * m ^ 2 + 0.0065 * m ^ 3 - 
0.00013 * m ^ 4) ^ (-1) 
Else 
DR = (10.4 + 0.718 * m) ^ (-1) 
End If 
 
BeamRadiation = SolarRadiation * Exp(-0.8662 * m * DR * TL) * Cos(Z) 
DiffusedRadiation = Sqr(BeamRadiation * SolarRadiation / s) - 
BeamRadiation 
TotalRadiation = BeamRadiation * ((Sin(Declination) * Sin(Latitude) 
* Cos(Beta) - Sin(Declination) * Cos(Latitude) * Sin(Beta) * 
Cos(Lambda) + Cos(Declination) * Cos(Latitude) * Cos(Beta) * 
Cos(Omega) + Cos(Declination) * Sin(Latitude) * Sin(Beta) * 
Cos(Lambda) * Cos(Omega) + Cos(Declination) * Sin(Beta) * 
Sin(Lambda) * Sin(Omega)) / (Cos(Latitude) * Cos(Declination) * 
Cos(Omega) + Sin(Latitude * Sin(Declination)) + r * (1 - Cos(Beta) / 
2))) + DiffusedRadiation * ((1 + r) + Cos(Beta) * (1 - r) / 2) 
 
Range("A" & i) = n 
Range("I" & i) = Declination * 180 / Pi 
Range("B" & i) = SolarRadiation 
Range("C" & i) = Z * 180 / Pi 
Range("D" & i) = m 
Range("E" & i) = DR 
Range("F" & i) = BeamRadiation 
Range("G" & i) = DiffusedRadiation 
Range("H" & i) = TotalRadiation 
Range("J" & i) = CT 
Range("K" & i) = Omega * 180 / Pi 
Range("L" & i) = Beta * 180 / Pi 
i = i + 1 
Next n 
 
End Sub 
 
 
