Abstract-We study the problem of providing reliable data transmission in energy constrained Wireless Sensor Networks (WSNs). Low rate channel coding can increase reliability and eliminate the need of costly retransmissions for sensor data. However, low rate channel coding on end to end basis puts a considerable burden in terms of transmit energy on resource constrained sensor nodes. We propose a scheme that progressively provides error resilience as information reaches the final destination. Precisely, we present a novel framework for processing within the network (in-network) using irregular low density parity check (LDPC) codes for channel coding, in which nodes progressively decode the information at intermediate nodes.
Abstract-We study the problem of providing reliable data transmission in energy constrained Wireless Sensor Networks (WSNs). Low rate channel coding can increase reliability and eliminate the need of costly retransmissions for sensor data. However, low rate channel coding on end to end basis puts a considerable burden in terms of transmit energy on resource constrained sensor nodes. We propose a scheme that progressively provides error resilience as information reaches the final destination. Precisely, we present a novel framework for processing within the network (in-network) using irregular low density parity check (LDPC) codes for channel coding, in which nodes progressively decode the information at intermediate nodes.
We not only present the in-network processing setup, but also an Optimal Progressive Error Recovery Algorithm (OPERA) that optimally maps the decoding iterations to attain maximum throughput at the destination node. We use density evolution algorithm for belief propagation decoding of LDPC codes to cast the optimization problem and use dynamic programming to reach the solution.
We compare the performance of our scheme with end to end channel coding and establish the efficiency of proposed solution for a given energy budget. Finally, we give a comparison between our scheme and random iteration assignment for decoding at intermediate nodes, and show that our scheme performs considerably better.
Index Terms-Density evolution, LDPC, partial processing, sensor networks I. INTRODUCTION WL I IRELESS Sensor Networks require resilience against channel induced errors. Retransmission based schemes prove too costly for energy constrained sensor devices. This has prompted various research studies (see [8] [9] [10] [10] use BCH codes for Forward Error Correction (FEC) in sensor networks, whereas, Shih et al [9] base their work on convolutional codes. Mina et al [8] propose joint source and channel coding in sensor networks using LDPC codes for end to end error protection catering for worst case channel conditions. These schemes put an additional burden in terms of transmit energy on the nodes experiencing better link quality down the network than the nodes transmitting on noisy links. Transmitting an additional single bit of data is much costlier than instructions used for computation in the individual sensor nodes [11] [12] . In a recent study, a single bit transmission is shown equivalent to 1-4244-1037-1/07/$25.00 C2007 IEEE. I 2000 computational instructions executed in the sensor node [11] . This makes a strong case in favour of in-network processing for increased reliability in data transmission to the collector node. We achieve these processing benefits with proposed OPERA scheme using irregular low density parity check codes.
We start with brief discussion in section II on LDPC codes, Density Evolution, and relevant LDPC theorems. We formulate the constrained optimization problem for OPERA in section III. Section IV provides the dynamic programming solution to the optimization problem, whereas section V presents the simulation setup, results and related discussion. We summarize the key conclusions in section VI.
II. LDPC CODES, DENSITY EVOLUTION AND RELEVANT THEOREMS
Low Density Parity Check codes are systematic block codes renowned for their near capacity performance using low complexity decoders. Gallager provided an algorithm for near optimal decoding of LDPC codes [6] 
The distribution of messages passed from a variable node to a check node in the Ith iteration is given by the convolution sum PI Po 2 A(R(I1I)) (2) = lFlp(F(P, X2A(RI 1)) P, = PO XS A(R ) t t t Variable Nodesl Figure 1 shows the evolution of message densities over a Tanner graph [19] is a non increasing function of I.
Infact, the probability of error decreases exponentially fast within few decoding rounds for any £ < £ ( [1] for proof and further discussion on consistency).Therefore, motivated by monotonicity theorem, for a cascade of channels, a partial processing framework can be formulated in which intermediate nodes undertake some fixed number of decoding rounds prior to forwarding the information if channel error probability £ < £. Otherwise 
where, we take 3(1 ) -3(l+) = 1.
For extending the algorithm to a multihop multi path network with all nodes transmitting to a central base station, we optimally assign iterations to individual paths from source to destination to obtain assignment vector 1 and distortion D.
The distortion is then averaged over all the paths, from sources to base station to obtain cumulative bit error rate.
V. SIMULATION SETUP, RESULTS AND DISCUSSION
For the proposed OPERA, we consider a density evolution optimized Progressive Edge Growth [15] based irregular LDPC code with k(x) = 0. 207X6 + 0. 271X2 + 0. 522x1. We take k= 1024 bits for our simulations. We assume that if C < C , on average, only one iteration is sufficient to completely decode the LDPC code, which is usually the case for the given choice of rates and codes here. We set -min= 0.01 and£ = 0.11 [20] . For a single path, we fix F(l )budget = 25 iterations. We take per bit transmit power PT =Im W , per second, for each node. The total energy spent by sensor nodes per packet delivery to the destination node is the function of computational energy and the transmission energy. We have Etotal Etotal EETrans. + EComp (9) where, EcOCmp is the computational energy spent per packet for partial processing within the network and ETrans is the per packet transmission energy for end to end delivery.
Fossorier et al. [16] as compared to end to end case which gives an expected bit error rate of 0.035 approx. Figure 6 shows the performance of OPERA with variation in number of nodes. As the number of nodes increases, lesser amount of in-network processing is required to achieve improvement in reliability. Figure 7 shows considerable performance benefits achieved using OPERA as compared to Random iteration assignment.
The above results further show that as the number of nodes increase the amount of in-network processing required to achieve improvement in reliability reduces due to decrease in number of noisy links. This observation has important implications about adapting the functional usage of a sensor network through its life-time. With time as sensors die the density of sensors reduces. At such point if the functional demand is not reduced the amount of energy that will have to be spent is infact increased. This increase in energy spending may set-off a chain reaction eventually leading to the death of a network. Thus, as the density reduces, it may be essential to adapt the functional demands from a network. The EnergyDistortion curves obtained by our analysis can provide important guidelines on how these demands should be reduced as sensors start dieing.
VI. CONCLUSION
We presented a framework that progressively recovers errors over the network using irregular low density parity check codes. It provides significant performance enhancement at the cost of some computational energy. We give bounds on the performance of the algorithm for total energy spent within the network for partial decoding of ensembles of irregular LDPC codes and transmissions between the individual nodes. We give comparison between the proposed OPERA scheme and end to end channel coding and random iteration assignments. OPERA outperforms both these schemes by considerable margins. Additionally, we have based our work on belief propagation decoding of LDPC codes. Further reductions in computational energy can be achieved using optimizations of belief propagation such as Universally Most Powerful Belief Propagation algorithm (UMP-BP) studied by Fossorier et al. [16] at the cost of some decoding performance.
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