I. INTRODUCTION
Recently, almost every field produces large amounts of data at all times. The efficient analysis of large amounts of data is a challenging task in the field of data mining and pattern recognition. By finding the natural structure of data, tasks become easier and clustering analysis plays an important role. A similar object forms a cluster indicating that they have the same natural structure. As a result, a small number of objects from a cluster can provide almost the same information about the system. As a result, object clustering selects fewer objects from each cluster and reduces the amount of data without sacrificing any knowledge of the system. This is one of the important goals of clustering algorithms in the context of high-dimensional databases, which improves data analysis and knowledge mining performance.
Data clustering is usually used to partition a database into meaningful clusters, which capture the natural structure of the data to find objects of similar function.
For the distribution of data objects in groups, cluster analysis has long been applied to various fields from information science to social science, and more importantly, recent applications in biological sciences.
Therefore, a simple and effective clustering algorithm is imperative.
II.
RELATED WORK DBSCAN is a spatial clustering algorithm based on density, and widely applied in data mining and some other fields. DBSCAN has several advantages peculiarly, such as 1)It can cluster arbitrary shapes of clusters.2)You do not need to specify the number of class clusters.
3)It can automatically identify the noise points and point them out. Meanwhile, DBSCAN also has some tricky problems.
Bear the brunt of them is the fixed Eps parameter. It lead to the clustering of variable data sets is not good, and the following conditions can't be clustered. [4 5] As we can see, there are two clusters in this database with different density. So we can't word it out with only one Eps.
In this paper, we give you a new automatic density cluster. Instead of Eps, we introduce a new parameter "R"
as the radius of neighbour for objects. It still has the "minPts" parameter, and R is the distance of minPtsth object in neighbour with the object. we perceive R as a new definition of density. By means of such a model, we can have a better interpretation of the density of data sets. 
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neighbor of i. s. [7] . Table 4 The follow for each data there is no division of the same cluster of cases.
B Real data set experiment
Based on the clustering effect of artificial data set, the RDBC algorithm is used to cluster the real data sets and compared with the clustering results of K-means, DPC [8] (Density) and DBSCAN. The experimental data is selected from the eight different data sets in the UCI database (http://archive.ics.uci.edu/ml/, the University of California, Irvine's database for machine learning, which currently contains 223 data sets) , Each data set contains different data points, the number of different attributes, the number of different clusters, with a strong typical and universal. Table  UCI data sets The following is the experimental results of the four algorithms on the four datasets. We can see that the improved algorithm in the clustering accuracy of the superiority. In Win and Seeds although the accuracy rate is lower than the DPC, but also basically satisfactory. Through the demonstration of artificial data set experiment and the experimental verification of real data set, we can see the strong clustering ability of DBSC algorithm, which is fully capable of becoming a mainstream clustering method [9] .
At the same time, the algorithm also has some flaws, such as when the boundary of two clusters is relatively fuzzy, the algorithm is often divided into a cluster, which is the focus of future work [10] . In addition, because density is widely used in scatter data sets, so the density definition of this paper is also useful in other machine learning algorithms other than clustering [11] . 
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