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Abstract
Deterministic models are developed for the spatial spread of epidemic diseases in
geographical settings. The models are focused on outbreaks that arise from a small
number of infected hosts imported into subregions of the geographical settings. The
goal is to understand how spatial heterogeneity influences the transmission dynamics
of the susceptible and infected populations. The models consist of systems of partial
differential equations with diffusion terms describing the spatial spread of the under-
lying microbial infectious agents. The model is compared with real data from seasonal
influenza epidemics in Puerto Rico.
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1 Introduction
Epidemic outbreaks evolve in geographical regions with considerable variability in spatial
locations. This spatial variability is important in understanding the impact of public health
policies and interventions in controlling these epidemics. A major difficulty in developing
models to describe spatial variability in epidemics is accounting for the movement of people
in spatial contexts. Many efforts to develop realistic descriptions of epidemics in geographical
settings have used individual based models (IBM). These models employ large-scale societal
data of human movement and interaction to simulate human behavior at spatial and temporal
levels based on probabilistic assumptions. These models require intensive informational
input, as well as intensive computational output. Our objective is to provide an alternative
approach for modeling spatial epidemics based on deterministic models formulated as partial
differential equations in spatial domains.
Our specific focus is upon seasonal influenza outbreaks in geographical regions. Sea-
sonal influenza epidemics recur annually during the cold half of the year in each hemisphere.
Each annual flu season is normally associated with a major influenza-virus subtype. The
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associated subtype changes each year, due to development of immunological resistance to a
previous year’s strain through exposure and vaccinations, and mutational changes in previ-
ously dormant viral strains. The beginning activity in each season varies by location, and
evolves characteristically in the larger spatial domain. The exact mechanism behind the
seasonal nature of influenza outbreaks is unknown.
This paper is organized as follows: In Section 2 we formulate a general deterministic
model for the evolution of an epidemic outbreak in a spatial domain. In Section 3 we specify
the model to seasonal influenza epidemics in Puerto Rico, and simulate these epidemics in
2015-2016 and 2016-2017. In Section 4 we discuss our results and compare them to IBM
formulations of spatial epidemics. In the Appendix we state and proof theorems for our
deterministic model of a spatial epidemic.
2 A General Deterministic Spatial Epidemic Model
Partial differential equations with diffusion terms have been proposed by many authors to
describe the movement of people in various applications, including [10, 24, 21, 27, 5]. In
most applications, however, diffusion does not provide a valid description of the way people
move in societal settings. Diffusion provides only an averaging process that cannot account
for the extreme spatial and temporal heterogeneity in human movement. We argue, alterna-
tively, that the spatial movement of the micro-organisms causing the epidemic, rather than
the spatial movement of humans, is an effective way to account for epidemic spatial devel-
opment. The movement of the infectious agent can be viewed indirectly, as the movement of
infectious individuals, described with diffusion processes. It is clear that the contributions
of local-distance and long-distance transmission are both involved in the spatial evolution
of epidemics. In [13], however, it is argued that for the 2009 H1N1 influenza epidemic, local
transmission was of greater importance than distant transmissions, as outbreaks in prox-
imate communities resulted in successful infection chains, whereas, distant transmissions
died out after a small number of generations. The underlying assumption is that most infec-
tions occur close to home-base of infectious individuals, which spread to nearby susceptible
individuals.
Our model has the following formulation: Suppose that Ω ⊂ R2 is a bounded domain.
Let S(t,x) and I(t,x) be the spatial densities at location x ∈ Ω and at time t of susceptible
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and infected individuals, respectively.
∂
∂t
S(t,x) = − τ(x) I(t,x)
p
1 + κ(x) I(t,x)q
S(t,x), x ∈ Ω, t > 0 (2.1)
∂
∂t
I(t,x) = α(x)∆I(t,x) +
τ(x) I(t,x)p
1 + κ(x) I(t,x)q
S(t,x)− λ(x)I(t,x), x ∈ Ω, t > 0 (2.2)
∂
∂η
I(t,x) = 0, x ∈ ∂Ω, t > 0 (2.3)
S(0,x) = S0(x), I(0,x) = I0(x), x ∈ Ω (2.4)
where α(x) is the diffusion parameter for infected individuals, τ(x), κ(x), p and q are trans-
mission parameters, and λ(x) is the removal rate of infected individuals. The transmission
rate has nonlinear incidence form ([17], [15], [23]), where τI(t,x)p measures the force of in-
fectiousness and 1/(1 + κI(t,x)q) measures reduced infectiousness resulting from behavioral
change as the number of infected individuals increases. The parameter α(x), κ(x), τ(x), and
λ(x) are positive continuous functions on Ω, and the initial data S0 and I0 are nonnegative
continuous functions on Ω.
3 Seasonal Influenza Epidemics in Puerto Rico
In this section we simulate the 2015-2016 and 2016-2017 seasonal influenza epidemics in
Puerto Rico. The island of Puerto Rico consists of 76 municipalities, with total population
of almost 3,500,000, in a geographical region of approximately 170 km by 60 km. The four
major municipalities with largest population are the eastern San Juan (population 2,350,000),
the southern Ponce (population 262, 000), the western Arecibo (population 193,000), and
the western Mayagu˝ez (population 89,000 (see Figure 1).
The initial susceptible population S0(x) is obtained as follows: The boundary data
of Puerto Rico are latitudes and longitudes obtained from Mathematica using Country-
Data[”PuertoRico”, ”SchematicPolygon”], which forms a polygon with 71 points. The
boundary data is used to generate the mesh. The population density data is obtained
from http://sedac.ciesin.columbia.edu/data/collection/gpw-v4/maps/services, which gives
the population in each 1 km ×1 km unit square area on earth. The latitude bounds are
{17.9, 18.5} and the longitude bounds are {−67.3,−65.3}, with 1216 mesh nodes. The pop-
ulation data is used to calculate the population density for the initial susceptible population
S0(x) based on 1216 mesh nodes (see Figure 2).
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Figure 1: Top. The 76 municipalities in Puerto Rico (wikipedia.org). Bottom. The popula-
tion density of Puerto Rico (wikipedia.org)
Figure 2: Top. The population density of the initial susceptible population S0(x).
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3.1 Parameterization of the Model for Puerto Rico
The parameterization of any model of a seasonal influenza epidemic presents enormous chal-
lenges, because of the incompleteness of data. In the United States, typical epidemic data
consists of Morbidity and Mortality Weekly Reports (MMWR) published by the Centers for
Disease Control (CDC). For seasonal influenza, this data is very incomplete, and records
only a small fraction of total cases. A recent analysis argued that unreported cases and
attack rates (the fractions of the total susceptible populations that become infected over the
course of an epidemic) are largely underestimated [6].
In an earlier study we developed a formalism for estimating the ratio of reported to
unreported cases for the seasonal influenza epidemics in Puerto Rico in 2015-2106 and 2016-
9017 [19]. The estimates in [19] claimed attack rates of approximately 40% to 50%. These
attack rates are higher than usually claimed for seasonal influenza epidemics. Here we have
developed our parameters to reflect attack rates of approximated 30% for both epidemics,
based on a comparison of the graphs of the reported cases from CDC data and the graphs of
the total cases (both reported and unreported) obtained from our model simulations. The
objective was to match the duration of the epidemics, the turning points, and the character
of their graphs in the reported case data and the model simulations.
Based on these considerations we estimate the parameters for Puerto Rico as follows:
1. Time units are weeks. For the 2015-2016 epidemic, the initial time t = 0 corresponds
to week 44 of 2015. The 2015-2016 epidemic lasts approximately 30 weeks (until week
23 of 2016). For the 2016-2017 epidemic, the initial time t = 0 corresponds to week 37
of 2016. The 2016-2017 epidemic lasts approximately 35 weeks (until week 21 of 2017)
[2]
2. Spatial units are kilometers. The spatial region Ω is as in Figure ??.
3. The average length of the infectious period of infected people is about 2 days or 1/3.5
weeks: λ(x) = 3.5. [1]
4. The transmission parameters for the nonlinear incidence form are τ(x) = 0.02, κ(x) =
0.05, p = 1.0, and q = 1.0.
5. The diffusion parameter of infected individuals is α = 4.0, which corresponds indirectly
to the geographical spread of the virus.
In Figure 3 we graph the reported cases of influenza in Puerto Rico in 2015-2016 and 2016-
2017, provided by Departamento de Salud, Gobierno de Puerto Rico, Sistema de Vigilancia
5
Figure 3: Reported cases of seasonal influenza Puerto Rico in 2015-2016 (yellow graph) and
2016-2917 (black graph).
de Influenza de Puerto Rico ([2]). The seasonal influenza epidemics in Puerto Rico illustrate
the importance of epidemic spatial heterogeneity. In 2015-2016 the graph of reported cases
over 30 weeks showed 2 peaks: a high peak in week 10 and a low peak in week 25 (Figure 3).
In 2016-2017 the graph shows a low peak in week 7 and a high peak in week 12. Most models
of disease transmission without spatial heterogeneity show only one peak ([19]). However,
multiple peaks are possible if the spatial environment is heterogeneous, and we claim that
spatial variation can explain the positions of the peaks.
3.2 Simulation of the model for the 2015-2016 epidemic
The model simulates the seasonal influenza epidemic for all infected cases, not only reported
cases. The simulation of all cases reflects the simulation of cases reported by Departamento
de Salud, Puerto Rico (see Figure 3). Estimates of the ratio of unreported to reported cases
are difficult to obtain. For the US H1N1 epidemic in 2009, the CDC estimated this ratio
as 79 -1 (Health Day News, October 29, 2009). The ratio for the simulation of the 2015-
2016 epidemic is approximately 25-1. The estimated total infected cases for the 2015-2016
influenza epidemic are graphed in Figure 4, and our simulation Figure 4 captures the feature
of two peaks in the corresponding graph of reported case data in Figure 3.
6
Figure 4: Model simulation of the total infected cases (including unreported cases) of the
seasonal influenza 2015-2016 epidemic in Puerto Rico.
We graph the density of the infected population at different times in Figure 5, Figure 6,
and Figure 7. From the location of the initial outbreak In San Juan, the epidemic spreads
west toward Arecibo, then south toward Ponce, and then west toward Mayagu˝ez. The two
peaks in the total case count arise from the spatial evolution of the epidemic, first to the
regions of San Juan (population 2,350,000) and Arecibo (population 193,000), and then to
the regions of Ponce (population 262,000) and Mayagu˝ez (population 89,000). In Figure 8
we graph the total infected cases in the four major municipalities of Puerto Rico).
3.3 Simulation of the model for the 2016-2017 epidemic
A change in the outbreak location, with all other model inputs the same, simulates the data
for the 2016-2017 influenza epidemic. We graph the total infected cases from the model
simulation in Figure 9, and the graph (scaled) agrees with the graph for reported cases
in Figure 3 for the 2016-2017 epidemic. We graph the density of the infected population
at different time points in Figure 10. From the initial outbreak in Mayagu˝ez the epidemic
spreads north and east toward Arecibo, then east toward San Juan, and south toward Ponce.
In Figure 13 we graph the total infected cases in the four major municipalities of Puerto
Rico.
We introduce the local basic reproduction number
R0(x, y) =
τS0(x, y)I0(x, y)
p−1
λ(x, y)(1 + κI0(x, y))q
.
The local evolution of the epidemic at a given outbreak location (x, y) is governed by the
local basic reproduction number. If R0(x, y) < 1, the epidemic initially subsides, then grows.
If R0(x, y) > 1, the epidemic initially expands.
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Figure 5: Model simulation for the spatial spread of the 2015-2016 seasonal influenza epi-
demic in Puerto Rico.
Figure 6: Infected population densities in the 2015-2016 seasonal influenza epidemic in
Puerto Rico in all municipalities for week 2 (top) and week 6 (bottom) for data from Depar-
tamento de Salud (left) and the model simulation (right).
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Figure 7: Infected population densities in the 2015-2016 seasonal influenza epidemic in
Puerto Rico in all municipalities for week 10 (top) and week 22 (bottom) for data from
Departamento de Salud (left) and the model simulation (right).
Figure 8: The total infected cases in four major municipalities of Puerto Rico during the
2015-2016 influenza epidemic.
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Figure 9: Model simulation of the total infected cases (including unreported cases) of the
seasonal influenza 2016-2017 epidemic in Puerto Rico.
Figure 10: Model simulation for the spatial spread of the 2016-2017 seasonal influenza epi-
demic in Puerto Rico.
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Figure 11: Infected population densities in the 2015-2016 seasonal influenza epidemic in
Puerto Rico in all municipalities for week 4 (top) and week 10 (bottom) for data from
Departamento de Salud (left) and the model simulation (right).
Figure 12: Infected population densities in the 2015-2016 seasonal influenza epidemic in
Puerto Rico in all municipalities for week 18 (top) and week 22 (bottom) for data from
Departamento de Salud (left) and the model simulation (right).
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Figure 13: The total infected cases in four major municipalities of Puerto Rico during the
2016-2017 influenza epidemic.
4 Conclusions and discussion
The model indicates that influenza in Puerto Rico rises each season from initial small out-
break locations, and spreads through most of the island, dependent on geographic population
variation. The final size of the epidemic at the end of the season depends on the initial out-
break locations, the geographic heterogeneity of the population, and the model parameters.
The model suggests a reason for the seasonality of seasonal influenza epidemics. In a
general region, the epidemic lasts approximately 30 weeks, but in subregions the epidemic
last approximately 6 weeks (although sometimes re-occurring). The model indicates that the
epidemic duration depends strongly on the depletion of the susceptible population to a level
that no longer sustains transmission. This depletion happens rapidly in local regions, while
the general level of the epidemic occurs much longer in larger regions. Thus, geographic
variation is important in understanding the seasonality of seasonal influenza epidemics.
The model indicates that the most effective controls are to monitor the importation of
infected people into local regions, and to concentrate public health interventions in regions
of high population density (where the local basic reproduction number R0(x, y) is highest),
especially at the beginning of the season.
Future work involves the use of disease age to track infectiousness levels of infected
individuals, through the incubation period, and the rise and fall of the infectious period.
Particular emphasis will be given to pre-symptomatic infectiousness periods. The model will
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be extended to include public policy measures such as quarantine, vaccination, and school
closings. Future work will extend the model to study geographic variation in other diseases,
including vector-borne diseases such as zika, dengue, and malaria.
Appendices
Theorem .1 Let τ, κ, λ, p, q > 0 with 1 ≤ p ≤ q + 1, and let S0, I0 > 0. There exists a
unique solution S(t) ≥ 0, I(t) ≥ 0, satisfying S(0) = S0, I(0) = I0 and
S ′(t) = − τ I(t)
p
1 + κ I(t)q
S(t), (ODE.1)
I ′(t) =
τ I(t)p
1 + κ I(t)q
S(t)− λI(t). (ODE.2)
Let R0 = τI
p−1
0 S0/(λ(1 + κI
q
0). If R0 < 1, then S(t) decreases to a limiting value S∞ > 0
and I(t) decreases to 0. If R0 > 1, then S(t) decreases to a limiting value S∞ > 0 and I(t)
first increases, then decreases to 0.
Remark .2 For the spatially independent case, the graph of I(t) can have at most one peak.
Proof. Add (ODE.1) to (ODE.2) and integrate it over (0, t) to obtain
0 ≤ S(t) + I(t) + λ
∫ t
0
I(t)dt = S0 + I0. (.1)
The existence of a unique nonnegative solution on [0,∞) follows from standard theory. Since
S ′(t) ≤ 0, S(t) converges to a limt S∞ ≥ 0. Also, S(t) and I(t) are bounded on [0,∞), I ′(t)
is bounded on [0,∞), and ∫ ∞
0
I(t)dt <∞,
which implies that lim
t→∞
I(t) = 0.
Noticing 1 ≤ p ≤ q + 1, a simple calculation shows that
zp
1 + κ zq
≤ max(1, 1/κ)z, z ≥ 0.
Thus, ∫ ∞
0
τ I(t)p
1 + κ I(t)q
dt ≤ τmax(1, 1/κ)
∫ ∞
0
I(t)dt < ∞. (.2)
Divide both sides of (ODE.1) by S(t) and integrate it over (0, t) to obtain
log
(
S(t)
S0
)
= −
∫ t
0
τ I(s)p
1 + κ I(t)q
ds
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which implies
S∞ = S0Exp
(
−
∫ ∞
0
τ I(t)p
1 + κ I(t)q
dt
)
6= 0.
Then to show that I(t) can have at most one peak, observe from (ODE.2)
I ′′(t) =
((
1 + κI(t)q
)(
τpI(t)p−1I ′(t)S(t) + τI(t)pS ′(t)
)
−
(
τI(t)pS(t)
)(
κqI(t)q−1I ′(t)
))/(
1 + κI(t)q
)2
− λI ′(t).
If I ′(t¯) = 0, then
I ′′(t¯) =
τI(t¯)pS ′(t¯)
1 + κI(t¯)q
< 0,
which implies I(t) is concave down wherever I ′(t¯) = 0.
Rewrite (ODE.2) as
I ′(t) = λ
(
τ I(t)p−1S(t)
1 + κ I(t)q
− 1
)
I(t).
Then we can see that I(t) decreases at t = 0 if R0 < 1 and increases at t = 0 if R0 > 1. So
the claim on I(t) follows from the fact that I(t) converges to zero and has at most one peak.
Remark .3 If p = 1 and κ = 0, one can combine (.1) and (.2) to obtain
S∞ +
λ
τ
log
(
S∞
S0
)
= S0 + I0.
Theorem .4 Let Ω be a bounded domain in Rn with smooth boundary ∂Ω. Let α, τ, κ, p, q
be positive constants with 1 ≤ p ≤ q + 1, let λ ∈ C+(Ω) with λ(x) ≥ λ0 > 0 for all x ∈ Ω,
and let S0, I0 ∈ L1+(Ω) be nontrivial.
Then there exists unique S(t, ·), I(t, ·) : [0,∞)→ L1+(Ω) satisfying
∂
∂t
S(t,x) = − τ I(t,x)
p
1 + κ I(t,x)q
S(t,x), x ∈ Ω, t > 0 (PDE.1)
∂
∂t
I(t,x) = α∆I(t,x) +
τ I(t,x)p
1 + κ I(t,x)q
S(t,x)− λ(x)I(t,x), x ∈ Ω, t > 0 (PDE.2)
∂
∂η
I(t,x) = 0, x ∈ ∂Ω, t > 0 (PDE.3)
S(0,x) = S0(x), I(0,x) = I0(x), x ∈ Ω. (PDE.4)
Further, lim
t→∞
S(t, ·) = S∞(·) ≥ 0, lim
t→∞
I(t, ·) = 0 in L1(Ω), and S∞(·) 6= 0.
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Proof. Add (PDE.1) and (PDE.2) and integrate it over (0, t) and Ω to obtain∫∫
Ω
(S(t,x) + I(t,x))dx +
∫∫
Ω
(∫ t
0
λ(x)I(s,x)ds
)
dx =
∫∫
Ω
(S0(x) + I0(x))dx,
which implies ∫∫
Ω
(∫ ∞
0
λ(x)I(t,x)dt
)
dx <∞.
As in the ODE case, since λ(x) ≥ λ0 > 0,∫∫
Ω
(∫ t
0
τ I(t,x)p
1 + κ I(t,x)q
dt
)
dx ≤ τmax(1, 1/κ)
∫∫
Ω
(∫ t
0
I(t, x)dt
)
dx <∞.
The existence of a unique nonnegative solution in L1(Ω) on [0,∞) follows from standard
theory. As in the ODE case, (PDE.1) implies that for a.e. x ∈ Ω, ∂
∂t
S(t,x) ≤ 0 and
lim
t→∞
S(t,x) = S∞(x) ≥ 0. By the Lebesgue Theorem lim
t→∞
S(t, ·) = S∞(·) in L1(Ω). Integrate
(PDE.1) over t to obtain for a.e. x ∈ Ω,
log
(
S(t,x)
S0(x)
)
= −
∫ t
0
τ I(s,x)p
1 + κ I(s,x)q
ds.
Then ∫∫
Ω
(∫ ∞
0
τ I(t,x)p
1 + κ I(t,x)q
dt
)
dx <∞⇒
∫ ∞
0
τ I(t,x)p
1 + κ I(t,x)q
dt <∞ a.e. x ∈ Ω.
Thus,S∞ 6= 0, sinceS∞(x) = S0(x)Exp
(
−
∫ ∞
0
τ I(t,x)p
1 + κ I(t,x)q
dt
)
for a.e. x ∈ Ω.
For S0, I0 ∈ L1+(Ω), define the ω-limiting set of (S0, I0) in [L1(Ω)]2 as
{(u, v) ∈ [L1(Ω)]2 : (S(tn, ·), I(tn, ·))→ (u, v) in [L1(Ω)]2 for some {tn}}.
The ω-limiting set of (S0, I0) is bounded in L
1(Ω). Since S(t, ·) is convergent in L1(Ω),
{S(t, ·) : t ≥ 0} is compact in L1(Ω). Since the linear operator semigroup generated by the
Laplacian with Neumann boundary conditions is compact in L1(Ω), the nonlinear term in
(PDE.2) is bounded in t, and since λ0 > 0, {I(t, ·) : t ≥ 0} has compact closure in L1(Ω).
Thus, the ω-limiting set of (S0, I0) is non-empty in L
1(Ω).
To prove lim
t→∞
I(t) = 0, define V (S, I)(t) =
∫∫
Ω
(S(t,x)+I(t,x))dx and add (PDE.1) and
(PDE.2) to obtain
V˙ (S, I)(t) = −
∫∫
Ω
(∫ t
0
λ(x)I(t,x)
)
dx ≤ 0.
By the Invariance Principle (S(t), I(t)) converges to (S∞, 0) in L1(Ω), since the maximal
invariant subset of {(S, I) : V˙ (S, I) = 0} in L1(Ω) is (S∞, 0).
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