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A graph G is a line-critical block if x(G) = 2 and if for any line c of G the 
graph G-e has dG-e)= 1. 
If G is a line-critical block, then G is either a DT-block (i.e., G is a two- 
connected graph in which every line is incident to a point of degree two), or G 
contains a specific two-connected subgraph which is a DT-block (Theorem 1). 
Using this result and results of the preceding paper on DT-graphs, a simple 
proof of the conjecture that the square of every two-connected graph is Hamil- 
tonian is given. 
I. INTR~OUCTI~N 
At the Graph Theory Colloquium in Tihany, Hungary, in September, 
1966, C. St. J. A. Nash-Williams asked if it is true that the square of every 
two-connected graph is Hamiltonian [5]. He noted there that IL. W. Beineke 
and M. D. Plummer had also independently thought of this conjecture. 
Since that time this conjecture has been known as the Plummer-Nash- 
Williams conjecture. 
A simple example of a bridgeless graph with cutpoints whose square 
is not Hamiltonian is given in [3]. 
To prove this conjecture one must know certain properties of line- 
critical blocks. In fact, M. D. Plummer [6] and G. A. Dirac [l] investigated 
this important class of two-connected graphs and proved a number of 
interesting properties of such graphs. 
In this paper we shall prove first a property that a line-critical block 
has. Using this property and results obtained in [2] we shall prove the 
above conjecture. 
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II. DEFINITIONS, PREVIOUS RESULTS AND A THEOREM 
ON LINE-CRITICAL BLOCKS 
For the convenience of the reader we now state some definitions and 
theorems which mostly can be found in [2] and [4]. 
A block of a graph G is a maximal non-separable subgraph of G. If 
G is a nonseparable graph (i.e., it is connected, nontrivial, and has no 
cutpoints), then we call G a block. Particularly, if G is two-connected, then 
it is non-separable. If G is a graph containing a cutpoint, then a block B 
of G is said to be an endblock of G if B contains exactly one cutpoint of G 
(by [4, Theorem 4.41, a graph containing a cutpoint always contains an 
endblock). A graph G is a block-chain if its block-cutpoint graph be(G) is 
a non-trivial path. Note that the simplest block-chain is a path with 
three points. 
For a graph G without isolated points or endpoints, let D(G) = 
{(x, v) E E(G)/deg x > 2, deg y > 2) (E(G) denotes the line set, I’(G) the 
point set of the graph G). If D(G) = o, then every line of G is incident 
to a point of degree two; such a graph we call a DT-graph. 
THEOREM A. Let G be a connected bridgeless DT-graph, and v, w any 
two points of G each of whose neighbors has degree two. Then G2 contains 
a Hamiltonian cycle H such that two lines of H incident to v, and one line 
of H incident to w, belong to G. 
THEOREM B. Let G, v, w be deJined as in Theorem A. Then G2 contains 
a Hamiltonian path HP joining v and w, where the line of HP incident to v 
belongs to G. 
The proof of the following theorem is due to G. A. Dirac and B. Taft 
(University of Aarhus, Denmark). The author had already proved this 
theorem in a more complicated way before he delivered a talk on the proof 
of the Plummer-Nash-Williams conjecture in Aarhus on June 7, 1971. 
At that time, Dirac and Toft told him of the possible simplification, 
for which the author wishes to express his thanks. 
THEOREM 1. Let G be a line-critical block. Then exactly one of the 
following two statements is true: 
(1) G is a DT-block. 
(2) There is a line f in D(G) such that at least one of the endblocks of 
G - f is a DT-block. 
Proof. By definition, if D(G) = la, then G is a DT-block. Suppose, 
D(G) contains at least one element. By [l, Theorem 11, for any e E D(G), 
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G - e is a block-chain each of whose endblocks is two-connected, and the 
endpoints of e belong to different endblocks of G - e and are not cutpoints 
of G - e. Denote these endblocks by BJe] and B&J, and define 
m = min I V(BJe])!. 
WD(G) 
j=1.2 
Let f~ D(G) be a line with / V(&[f])/ = m for either j -= 1 or j = 2. 
In order to prove (2) it suffices to show that E(B,[f] n D(G) == o Suppose 
g E E(B,lf]) n D(G). Since Bj[f] is a two-connected graph there exists a 
path P(w, u) in BJf] joining w and u and not containing the line g, where w 
is the endpoint off belonging to &[fJ, and u is the cutpoint of G -,f 
belonging to &Lf]. 
Now we construct G, from G by replacing B,[f] with P(Pv, v); clearly, 
GP is two-connected, g # E(G,). Therefore, GP is contained in a block B 
of G - g, and G, contains all blocks of G -f different from B,[f], and 
f~ E(B). This implies that at least one of BJg] and B,[g] is a proper 
subgraph of Bj[f] with fewer points than Bj[f]. This contradicts the choice 
off. 
Remark 1. Since E(B,[f]) n D(G) = @, all points which are neighbors 
of either D or UJ in Bj[f] have degree two in G (independently of the degree 
of u and w). 
III. THESQUAREOFEVERYTWO-CONNECTEDGRAPHISHAMILTONIAN 
We give an indirect proof, Let G be a two-connected graph with minimal 
/ D(G)) such that G2 is not Hamiltonian. 
If / D(G)/ = 0, then G is a DT-block. By Theorem A it follows that G2 
is Hamiltonian. Since this yields a contradiction we have to assume 
/ D(G)] > 0. 
We see that for any line e of G, G - e cannot be two-connected. This 
is clear if e E E(G) - D(G). If e E D(G) then G - e is not two-connected 
because of the minimality of 1 D(G)1 > 0 (a Hamiltonian cycle of (G - e)” 
would also be a Hamiltonian cycle of G2). Therefore, G is a line-critical 
block, and by Theorem 1 there is a linef = (x, w) in D(G) such that G - f 
contains an endblock Bi[f] which is a DT-block. 
Suppose w E Bj[f 1, and denote the cutpoint of G - f which belongs to 
Bj[f] by P. We replace BJf] in G by a path of length three joining v 
and w (see Fig. 1). Clearly we have for the graph G1 thus obtained 
1 D(G,)I < I D(G)/, and G1 is also two-connected, Since I O(G)/ is minimal 
G12 contains a Hamiltonian cycle H1 . We consider a HI containing as 
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FIG. 1. G, obtained from G by replacing a DT-subgraph with a path of length three. 
FIG. 2. If, is not maximal. 
many as possible of the lines of G, . Let PO be a path of length at least 
three in G, and let 01, ,$ y, 6 be four consecutive points of P, . Then H1 
(written as a sequence of points) cannot have the form 
HI = , . . . 01, y, ,%, 6 ,... . 
where we assume (01, y) 6 E(G,) (see Fig. 2). 
If we had the situation shown in Fig. 2, then 
HI* I_ . ..) a, P, y, h.. 3 
would be also a Hamiltonian cycle of G12, and HI* contains more lines 
of G1 than HI does. 
In the ensuing discussion, p and s will denote points adjacent to x other 
than w, and c and y will denote points adjacent to D other than b. 
All possible cases for HI can be divided into two classes: 
(A) The line (a, b) is contained in HI . This yields the following cases: 
Case 1. HI = . . . . w, a, b, u ,... 
Case 2. HI = . . . . w, a, b, y ,... 
Case 3. HI = . . . . x, a, b, v,.. . 
Case 4. HI = . . . . x, a, b, y ,... 
Case 5. HI = . . . . x, a, b, w,.. . 
Case 6. HI = . . . . v, a, 6, y ,... 
(B) The line (a, b) is not contained in HI . The cases to be considered 
are the following: 
Case 7. HI = . . . . x, a, v ,..., y, b, w ,... 
Case 8. HI = . . . . x, a, D ,..., w, 6, y ,... 
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Case 9. HI = . . . . x, a, v, b, w ,... 
Case 10. HI = . . . . y,b,w,a,v ,... 
Case 11. HI = . . . . w, a, x ,... 
Case 12. HI = . . . . w, a, v ,... 
Case 13. HI = . . . . x, a, v ,..., where the path (y, b, w) q HI. 
Case 1. We replace the path (w, a, b, v) in HI with a Hamiltonian path 
of (Bi[f])2 joining v and w (see Theorem B and Remark 1). 
Case 2. By Theorem B there is in (Bj[f])2 a Hamiltonian path HP 
joining w and v such that HP contains a line (u, v) incident to v in &[f]. 
Now replace the path (w, a, b, y) with HP - (u, v) u (u, y). 
Case 3. In this case HI also contains the path (p, w, s), and p and s are 
adjacent points in Gr2. By forming 
H,* = . . . . x, w, a, b, v ,... 
and reducing (p, w, s) to (p, s) we obtain a contradiction to the maximality 
of the number of lines of GI contained in HI . 
Case 4. In the same manner as in Case 3 we obtain a contradiction. 
Case 5. Because of Theorem A, there is in (BJf])2 a Hamiltonian 
cycle H,, containing lines (w, z), (0, t), (v, U) of &[fJ. We form 
Ho* = Ho - (v, t) - (v, u) u (t, u), 
noting that Ho* contains all points of &[f] except z, (here (t, ho E (13,[f])2). 
We complete the consideration of this case by replacing the path (w, a, b, x) 
with (H,,* - (WY 4) ” k 4. 
Case 6. In this case HI must also contain exactly one of the paths 
(x, w, S) and (p, w, s). The reduction of this case to Case 10 is clear. 
Case 7. In this case y can be the neighbor of v in HI , or x can be the 
neighbor of w in HI . Because of Theorem A, there is a Hamiltonian cycle 
Ho of (&[f])” containing lines (w, z) and (v, U) of &[f] so that we can write 
H, = P(z, v) u P(w, u) u (w, z) u (v, u), 
where P(z, v) is a path joining the points z and u, and P(w, u) is a path 
joining w and u with P(z, v) 17 P(w, u) = o and 
34 HERBERT FLEISCHNEK 
Then replace in HI the path (x, a, c) with the path (s, z) u P(z, V) and the 
path (y, h, w) with the path (~1. II) u P(w, U) (note that the lines (x, z) and 
(y, u) are in G2). 
Case 8. This case can be handled in the same way as Case 7. 
Case 9. We replace the path (x, a, z’, b, w) with (H, - (z, w)) u (z, x), 
where H, is a Hamiltonian cycle of (BJf])” containing the line (z, ~1) of 
BJf] (see Theorem A). 
Case 10. This case is treated in the same manner as Case 9. 
Case 11. In this case we have in HI either the path (y, 6, c) with 
d(u, u) = d(v, c) = 1 in G, (this case is possible only if u is not incident 
to a bridge of G -f) or the path ( y, b, 0). In these cases we reduce the paths 
to (y, c), (u, u), respectively, and extend HI to 
This gives Case 5. 
HI* = . . w b a x * 2 , , , ,..* . 
Case 12. This case contradicts our assumption on the maximality of 
lines of G1 contained in HI since HI then must contain the path (c, b, y) 
with d(c, y) < 2 in G. 
Case 13. We obtain the same contradiction we did in Case 3 or 
Case 12. 
It is clear that all cases other than cases I-13 cannot occur because of 
the maximality of HI (we leave it to the reader to check this). In all 
possible cases we obtained from Hamiltonian cycles HI of G12 Hamil- 
tonian cycles of G2. Since this yields a contradiction, the conjecture that 
the square of a two-connected graph is Hamiltonian is true. 
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