Symmetric Shannon capacity is the independence number minus 1 by Terpai, Tamás
SYMMETRIC SHANNON CAPACITY IS THE INDEPENDENCE
NUMBER MINUS 1
TAMA´S TERPAI
Abstract. A symmetric variant of Shannon capacity is defined and com-
puted.
1. Introduction and motivation
Given a finite graph G with vertices V = {v1, . . . , vn} and a total weight k ∈ N,
we consider the following graph G[k]. The vertices of G[k], forming the set V [k],
are configurations of k identical pebbles in the vertices of G; that is, functions
f : V → Z≥0 such that f(v1)+· · ·+f(vn) = k, which we consider also as equivalence
classes of maps from a set of cardinality k to V with two maps being equivalent
if they only differ in a permutation of the k elements. We connect two vertices f
and g of G[k] if we can move some pebbles in the configuration f to neighbours
in G to obtain the configuration g. The motivation for this construction is that
if the pebbles were distinguishable, then it would yield the k-times strong direct
power Gk and the asymptotics of its independence number with respect to k would
define the Shannon capacity of G, which is a notoriously hard to compute graph
parameter (e.g. computing it even for the 5-cycle takes a lot of effort, see [1]).
In fact, the symmetric group Sk acts on G
k by permuting the coordinates, and
G[k] = Gk/Sk.
The graph G[k] has
(
k+n−1
n−1
)
= O
(
kn−1
)
vertices, therefore its independence
number α(G[k]) can also grow only polynomially. Set
F (G) = lim
k→∞
logα(G[k])
log k
.
A priori it is not clear whether such a limit exists: in contrast to the case of
distinguishable pebbles, there is no obvious superadditivity property for logα(G[k])
that would ensure convergence. It is however easy to see that α(G[k]) ≥ (k+α(G)−1
α(G)−1
)
– the configurations supported on a fixed independent set W ⊂ V are clearly
independent in G[k] – and that α(G[k]) ≤ (k+θ(G)−1
θ(G)−1
)
, where θ(G), the clique
covering number of G, is the minimal number of cliques covering the vertices of G
– for any clique covering V = V1 ∪ · · · ∪ Vθ whenever the configurations f , g ∈ V [k]
have the same number of pebbles on the vertices of all Vj , they can be moved into
one another by using only the edges within the Vj .
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2. C5 in particular
The simplest graph for which θ(G) > α(G) (and thus the estimates above do
not determine α(G[k])) is the 5-cycle C5. It can be checked that for k ≤ 9 we have
α(C5[k]) = k + 1, but for general k we can only prove the following, weaker result:
Proposition 1. For any natural number k we have α(C5[k]) ≤
⌊
5(k+2)(k+1)
2(k+5)
⌋
.
Proof. For simplicity let us index the vertices of C5 by natural numbers from 1 to
5 in such a way that vertices vj and vj+1 are connected by an edge – labelled ej –
for j = 1, . . . , 4, and the vertices v1 and v5 are also connected by the edge e5.
v5
v1
v2
v4 v3
e1
e2
e3
e5
e4
Consider edge configurations of weight k on C5: functions ψ : E(C5)→ Z≥0 such
that ψ(e1)+· · ·+ψ(e5) = k, also considered as ways to distribute k indistinguishable
pebbles among the edges of C5. We declare an edge configuration ψ and a vertex
configuration f to be adjacent if one can obtain ψ from f by moving each pebble
to an adjacent edge. Note that if f and g are vertex configurations, then they are
neighbours in C5[k] exactly if there exists an edge configuration ψ adjacent to both
of them. As a consequence, if A ⊂ V [k] is an independent set, then the sets of edge
configurations adjacent to the elements of A are disjoint; in particular, the sum of
their sizes cannot exceed
(
k+4
4
)
, the total number of edge configurations of weight k.
Unfortunately, the upper bound on |A| obtained from this observation is insufficient
as there are vertex configurations that are adjacent to few edge configurations: for
example, only k + 1 edge configurations are adjacent to the vertex configuration
where all the pebbles are assigned to the same vertex. To circumvent this problem,
we count only edge configurations that assign zero weight to at least one pair of
non-adjacent edges. Let S = S1 ∪ S2 ∪ S3 ∪ S4 ∪ S5 denote the set of such edge
configurations, where Sj is the set of those edge configurations that assign zero
weight to edges ej−1 and ej+1 (with indices considered modulo 5). Finally, as the
sets Sj are not disjoint, we shall consider each edge configuration weighted by the
number of sets Sj that contain it.
Now let f ∈ V [k] be an arbitrary vertex configuration. Edge configurations in
S1 that are adjacent to f have no pebbles on edges e2 and e5 and hence must be
formed by moving all pebbles in v1 and v2 to the edge e1, all pebbles in v3 to the
edge e3 and all pebbles in v5 to the edge e4. The only freedom left is the distribution
of the pebbles in v4 to e3 and e4; the number of such distributions is f(v4) + 1.
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Repeating this argument for S2 to S5, we count f(v1)+1+· · ·+f(v5)+1 = k+5 edge
configurations adjacent to f , each as many times as there are sets Sj that contain it.
The total weight of the edge configurations in S is |S1|+ · · ·+ |S5| = 5
(
k+2
2
)
, hence
there cannot be more than
⌊
5(k+22 )
k+5
⌋
=
⌊
5(k+2)(k+1)
2(k+5)
⌋
pairwise non-neighbouring
vertex configurations, as claimed. 
Corollary. F (C5) = 1.
Open question: is α(C5[k]) = k + 1 for all k?
3. General case
Theorem 2. For any finite graph G we have α(G[k]) = O(kα(G)−1).
Proof. We prove our statement by induction on the cardinality of V . For |V | = 1
the claim is trivial. Assume now that the statement holds for all graphs with less
vertices than |V |, and let H ⊂ V [k] be an arbitrary independent vertex set in
G[k]. Partition H into pieces H1, . . . , Hn such that in Hj the vertex vj carries the
greatest weight; in particular, this weight is at least kn .
Denote byN(vj) ⊂ V the union of the vertex vj and its neighbours inG. EachHj
we further divide into chunks Hj;m,b1,...,bn , where the chunk Hj;m,b1,...,bn contains
those elements of Hj in which the total weight of vj and its neighbours is m and for
all i ≤ n the weight of the vertex vi falls into the interval
[
bi
k
2n2 , (bi + 1)
k
2n2
)
. The
index j can take n different values, m can take k + 1 different values, and each bi
can be assumed to be between 0 and 2n2 (the rest are always empty), so altogether
we get at most n(k + 1)(2n2 + 1) = O(k) chunks (with an implied dependence on
n). Pick now an arbitrary chunk Hj;m,b1,...,bn and consider its elements as configu-
rations on G \N(vj) (with the weights on the elements of N(vj) omitted). These
configurations all have weight k −m and we claim that they form an independent
set in (G \N(vj))[k−m]. Indeed, if any two configurations f and g in Hj;m,b1,...,bn
either coincide or are neighbours in (G \N(vj))[k −m], then there exists a pebble
transport from f to g on G \ N(vj). On the other hand, there exists a pebble
transport from f to g on N(vj) as well: we send f(vi)−
⌈
bi
k
2n2
⌉
pebbles from each
vertex vi that is a neighbour of vj to vj , and we send g(vi)−
⌈
bi
k
2n2
⌉
pebbles from
vj to each vi that is a neighbour of vj . Combining these two pebble transports
yields a pebble transport from f to g.
This means that the chunk Hj;m,b1,...,bn has size at most O(k
α(G\N(vj))−1) by
the induction hypothesis. But any independent set in G \ N(vj) can be extended
by vj to form an independent set in G, hence α(G \N(vj)) ≤ α(G)− 1. Summing
this estimate for all the O(k) chunks we get that |H| = O(kα(G)−1), proving the
induction step. 
Corollary. For any finite graph G we have F (G) = α(G)− 1.
Open question: is α(G[k]) =
(
k+α(G)−1
α(G)−1
)
, or at least does
lim
k→∞
α(G[k])
kα(G)−1
=
1
(α(G)− 1)!
hold?
4 TAMA´S TERPAI
References
[1] L. Lova´sz: On the Shannon Capacity of a Graph, IEEE Transactions on Information Theory,
25/1 (1979), pp. 1–7.
Lora´nd Eo¨tvo¨s University, Department of Analysis, 1117 Budapest, Pa´zma´ny Pe´ter
se´ta´ny 1/C, Hungary
E-mail address: terpai@math.elte.hu
