Abstract. In this paper we improve some existing results concerning the approximation of the distribution of extremes of a 1-dependent and stationary sequence of random variables. We enlarge the range of applicability and improve the approximation error. An application to the study of the distribution of scan statistics generated by Bernoulli trials is given.
Introduction
The starting point of this paper is a series of results of Haiman [1999] , concerning the extreme of a 1-dependent and stationary sequence of random variables. Let (X n ) n≥1 be a sequence of strictly stationary 1-dependent random variables (for any t ≥ 1 we have σ(X 1 , . . . , X t ) and σ(X t+2 , . . . ) are independent) with marginal distribution function F (x) = P(X 1 ≤ x). Let x such that inf{u|F (u) > 0} < x < sup{u|F (u) < 1}.
Define the sequences p n = p n (x) = P(min{X 1 , X 2 , . . . , X n } > x), n ≥ 1, p 0 = 1, (1.1) q n = q n (x) = P(max{X 1 , X 2 , . . . , X n } ≤ x), n ≥ 1 (1.2) and the series
In Haiman [1999] , the author proved the following results:
Theorem 1.1. For x such that 0 < p 1 (x) ≤ 0.025, C x (z) has a unique zero λ(x), of order of multiplicity 1, inside the interval (1, 1 + 2p 1 ), such that |λ − (1 + p 1 − p 2 + p 3 − p 4 + 2p These results were successfully applied in a series of applications: the distribution of the maximum of the increments of the Wiener process (Haiman [1999] ), extremes of Markov sequences (Haiman et al. [1995] ), the distribution of scan statistics, both in one dimensional (see Haiman [2000 Haiman [ , 2007 ) and two dimensional case (see Preda [2002, 2006] ). Following the same lines of proofs as in Haiman [1999] , we improve Theorem 1.1 and Theorem 1.2 by enlarging the range of applicability and providing sharper error bounds. The main results are presented in Section 2. In Section 3, we present an application to the study of the distribution of one dimensional discrete scan statistics emphasizing the difference between the new and the old results. Proofs are presented in Section 4.
Main results
The following theorem gives a parametric form of the Theorem 1.1 improving both the range of p 1 (x), from 0.025 to 0.1, and the error coefficient:
Theorem 2.1. For x such that 0 < p 1 (x) ≤ α ≤ 0.1, C x (z) has an unique zero λ(x), of order of multiplicity 1, inside an interval of the form (1, 1 + lp 1 ), such that
is the second root in magnitude of the equation αt 3 − t + 1 = 0 and K(α) is given by
Using the properties of the 1-dependent sequence, an immediate consequence of Theorem 2.1 is the following:
Corollary 2.2. Let λ be defined as in Theorem 2.1, then
To get a better grasp of the bounds in Theorem 2.1 and Corollary 2.2, we present, for selected values of α, the values taken by the coefficients in Eq.(2.1) and Eq.(2.3): Notice that for the value considered in Haiman [1999] , i.e. α = 0.025, our corresponding value for the error coefficient in Eq.(2.1) is almost five times smaller than in Eq.(1.4). The following result improves Theorem 1.2: Theorem 2.3. Lets suppose that x is such that 0 < p 1 (x) ≤ α ≤ 0.1 and define η = 1 + lα with l = l(α) > t 3 2 (α) and t 2 (α) the second root in magnitude of the equation αt 3 − t + 1 = 0. If λ = λ(x) is the zero obtained in Theorem 2.1, then the following relation holds
2) and
+9α(4 + 3α + 3α 2 ) + 55 (2.5)
The next corollary is an immediate consequence of Theorem 2.3:
Corollary 2.4. In the conditions of Theorem 2.3 we have
The error coefficient in Eq.(2.4) is smaller in comparison with the corresponding one from Eq.(1.5), as the following table can show: Combining the results obtained in Theorem 2.1 and Theorem 2.3 we get the following approximation:
Theorem 2.5. Let x such that q 1 (x) ≥ 1 − α ≥ 0.9. If Γ(α) and K(α) are the same as in Theorem 2.3, then
In the same fashion combining the results from Corollary 2.2 and Corollary 2.4 we get Theorem 2.6. If x is such that q 1 (x) ≥ 1 − α ≥ 0.9, then 11) and where Γ(α) and K(α) are the same as in Theorem 2.3.
Application to the distribution of scan statistics
In many applications the decision makers have to determine if a certain accumulation of events is normal or not, where by normal we mean that it can be explained by an underlying probability model defined by a null hypothesis of randomness. 
then the one dimensional discrete scan statistic is defined by
To get an intuitive meaning of the above definition, if Y i are integer valued random variables then we can interpret them as the number of observed events at the time i. The scan statistics is then viewed as the maximum number of events observed in any contiguous period of length m within the interval {1, 2, . . . , N }. Since exact formulas for the distribution of S m exist only in a small number of situations (see for example Glaz, Naus and Wallenstein [2001] , Chapter 13), various approximation methods and bounds have been proposed. In what follows we will use the approximation method developed in Haiman [2007] but with the help of the results obtained in Section 2. The method is based on the important observation that, in the i.i.d. case, the discrete scan statistic can be expressed as an extreme of a 1-dependent stationary sequence. It is easy to see that the random variables
form a 1-dependent stationary sequence and that the following relation holds,
Observe that for general N , one can consider L = [N/m] and then apply the inequality
When P(W 1 > n) ≤ 0.1, we can apply the results from Theorem 2.6 to the sequence W 1 , W 2 , . . . , W L−1 to obtain the following approximation for the distribution of the scan statistic S m :
with an error bound of about
where α = P(W 1 > n) and q 1 , q 2 are defined by Eq.(1.2) as
(3.9)
We should mention that in Haiman [1999, Theorem 4] , the author obtained the following formula for the approximation error
Notice that if q 1 , q 2 , q 3 , q 4 are known then we can apply Theorem 2.5 to get a better approximation for the distribution of S m , even though in most applications Eq.(3.6) will suffice. Next we will restrict ourselves to the case of Bernoulli 0 − 1 process, that is Y i 's are Bernoulli trials with P(Y i = 1) = p = 1 − P(Y i = 0). In this particular framework, Naus (see for example Glaz, Naus and Wallenstein [2001] , Theorem 13.1) provided exact formulas for P(S m (N ) ≤ n) when N = 2m and N = 3m, namely for q 1 and q 2 from Eq.(3.8) and Eq.(3.9). The following tables illustrates a compared study between the error formula given by Eq.(3.7) and the corresponding error bound used by Haiman [2007] along with the exact and approximated value for the distribution of the scan statistic: 
The exact values for the distribution of the scan statistics presented in the tables 3 and 4 (column "Exact") are computed using the Markov chain embedding technique described in Fu [2001] .
Proofs of the results
4.1. Proof of Theorem 2.1. The proof will follow closely that of Haiman [1999] .
Using the stationarity and 1-dependence of the sequence we have
which give the basic inequality
To show that C(z) has a zero in the interval (1, 1 + lp 1 ) it is enough to prove that C(1) > 0 and C(1 + lp 1 ) < 0. It easy to see that C(1) > 0, since
For C(1 + lp 1 ) we have:
It is easy to see that if (1 + lp 1 ) 3 < l then p 1 (1 + lp 1 ) 2 < lp1 1+lp1 < 1, so series in Eq.(4.3) is convergent and C(1 + lp 1 ) < 0. From the definition of l and the relation 1 < t 2 (α) < t 2 (α) + ε < 1 √ 3α
, we obtain (t 2 = t 2 (α))
which imply that t 2 − 3 t 3 2 + ε + αε < 0. Combining this last relation with the fact that t 2 is a root of the equation αt 3 − t + 1 = 0, we have that (1 + lp 1 ) 3 < l. For showing that the zero is unique we will prove that C ′ (z) is strictly decreasing on the interval (1, 1 + lp 1 ), i.e. C ′ (z) < 0. Using Lagrange theorem on [1, 1 + a] we get for θ ∈ (0, 1)
We will approximate both C ′ (1) and C ′′ (1 + θa) as follows:
To approximate R notice that p 2k−1 − p 2k ≥ 0, which implies
and using Eq.(4.1) we get
so that
For C ′′ (z) we have:
Using z ∈ (1, 1 + lp 1 ) and Eq.(4.1) we have
(4.10)
Since z ≤ 1 + lp 1 , Eq.(4.9) and Eq.(4.1) implies 11) which in relation with Eq.(4.10) shows that
Combining Eqs.(4.4), (4.5), (4.8) and (4.11) we can show that C ′ (z) < 0 if the following inequality is true
We observe that the expression on the left hand side of Eq.(4.13) is increasing in p 1 and since for p 1 = 0.1 we have l ≤ 1.1535 we get
which verifies that C ′ (z) < 0. Now we try to approximate the zero λ. From Lagrange theorem applied on the interval [1, λ] we have C(λ) − C(1) = (λ − 1)C ′ (u), with u ∈ (1, λ) ⊂ (1, 1 + lp 1 ). Since C(λ) = 0 we get 
. 
where a = u − 1 and θ ∈ (0, 1). If we denote T 1 = C(1) + µ(−1 + 2p 1 − 3p 2 ), then Also we can notice that µ ≥ 0 and
The last step is to find an upper bound for |C ′ (u)| −1 . For this observe that
where we used the inequality |1 − x| ≥ |1 − |x||. Taking into account that u ∈ (1, λ) ⊂ (1, 1 + lp 1 ) and denoting the expression inside the second absolute value in the denominator of Eq.(4.21) by T 2 , we have
(4.22)
In the same way
( 4.23) Combining Eq.(4.22) with Eq.(4.23) along with u ≤ 1 + lp 1 , we have
Substituting Eq.(4.24) in Eq.(4.21) we obtain the bound
(4.25) 
(4.27)
To obtain K(α) it is enough to substitute p 1 in the above relation with α with the additional remark that l = l(α).
Proof of Theorem 2.3.
For completeness we will give a detailed proof of the theorem even if we repeat most of its ideas from Haiman [1999] . Remembering that
we define
which exists since c 0 = 1, and from C(z)D(z) = 1 we have that d 0 = 1 and
Now if we define A k = {X 1 ≤ x, . . . , X k ≤ x, X k+1 > x, . . . , X n > x}, for k = 0, n, we obtain P(A 0 ) = p n , P(A n ) = q n and
Summing Eq.(4.31) over k, we deduce that
and comparing with Eq.(4.30), after using mathematical induction, we conclude that d n+1 = q n and that
Taking λ as in Theorem 2.1, we can write C(z) = U (z) 1 − z λ and observe that if
which shows that
Multiplying Eq.(4.35) with λ n and summing over n we find
If we denote with
and using the same argument as above we get t 0 = d 0 = 1 and
To obtain the desired result we begin by giving an approximation of u n :
Since λ ∈ (1, 1 + lp 1 ) ⊂ (1, 1 + lα) we have
If we denote by h = 1 − lα and we use the bound from Eq.(4.42) and the fact that (p n ) n is decreasing in Eq.(4.40) we obtain
where by Eq.(4.1)
From Eq.(4.43) and Eq.(4.44) we conclude that
Until now we have an approximation for u n , but we still need one for t n and to solve this aspect lets write 46) which is true since the convergence of C(z) implies |z| < 1 √ p1 so that 
where
From Eq.(4.49) we get that t 0 = 1 and
Notice that from Eq.(4.45) we can write 1−p1λ 2 . Since, by induction it is easy to verify that 53) and the number of terms in the sum of Eq.(4.52) is equal with the number of different positive integers solutions of the equation i 1 + · · · + i k = n, which is given by
Now from Eq.(4.51) and Eq.(4.54) we have 55) so that
We see from Eq.(4.39) and Eq.(4.56) that the difference
If we denote by σ 1 = (1 + δ)λ, σ 2 = (1 − δ)λ and by V the bound in Eq.(4.57), it is not hard to see that
(4.58)
Recalling that h = 1 − lp 1 , λ ∈ (1, 1 + lp 1 ) and p 1 ≤ 0.1 we observe that σ 2 is bounded by
which gives |σ 2 | < 0.5 and
< 0.1. Substituting the last relation in Eq.(4.58) we can rewrite the bound in Eq.(4.57) as
where, if we denote by η = 1 + lp 1 ,
To obtain E(α) it is enough to make in Eq.(4.60) the substitutions: p 1 → α, l → l(α) and η → 1 + lα. The following lemma gives an approximation for q 3 λ 3 .
Lemma 4.1. If p 1 ≤ α then
where O(x) is a function such that |O(x)| ≤ |x| and L(α) is an expression depending on α and given in Eq.(4.77).
From Eq.(4.57) , Eq.(4.60) and Lemma 4.1 we conclude that 
and raising to the third power we get
where we have used the following notations 
with S(α) given bellow by
Now we observe that by expanding (1 + ζ 1 + ζ 2 ) 3 we have and since p 3 − p 4 = P(X 1 > x, X 2 > x, X 3 > x, X 4 ≤ x) ≤ p 1 P(X 1 > x, X 2 ≤ x) = p1(p 1 − p 2 ), (4.79)
we get |p 3 − p 4 − p 2 (p 1 − p 2 )| ≤ p 3 − p 4 + p 2 (p 1 − p 2 ) ≤ p 
