Conditional Temporal Problems (CTPs) can deal simultaneously with uncertainty and temporal constraints, allowing for the representation of temporal and conditional plans. CTPPs generalize CTPs by adding preferences to the temporal constraints and by allowing fuzzy thresholds for the occurrence of some events. Here we focus on dynamic consistency of CTPPs, the most useful notion of consistency in practice. We describe an algorithm which allows for testing if a CTPP is dynamically consistent and we study its complexity. Simple Temporal Problems with Preferences and Uncertainty (STPPUs) are another formalism to model temporal constraints where preference and uncertainty coexist. While uncertainty is CTPPs is modeled via conditions on the execution of variables, in STPPUs it is modelled by means of events whose occurrence time is not known. We consider the relation between CTPPs and STPPUs and we show that the former framework is at least as expressive as the second one. Such a result is obtained by providing a polynomial mapping from STPPUs to CTPPs.
Introduction
in terms of the courses of action that the agent which executes the temporal plan, depending on the outcome of observations, has to take. Therefore, the planning agent can assign any time it desires to the time-points of the CTP, as far as the constraints are satisfied, but it does not control the outcome of observations. In CTPs the usual notion of consistency is replaced by three notions (weak, strong, and dynamic consistency), which differ on the assumptions made on the available knowledge.
Another class of temporal reasoning problems that deals with similar scenarios are Simple Temporal Problems with Uncertainty (STPUs) (Vidal & Fargier, 1999) . STPUs, as CTPs, deal with uncertainty, but in a different form. In STPUs the uncertainty lies in the lack of control the agent has over the time at which some events occur. Such events are said to be controlled by "Nature". In STPUs, there are no observations and no different contexts, but the agent does not control the timing of certain events (time-points). In STPUs consistency is called controllability and, similarly to CTPs, there are three notions (weak, strong and dynamic controllability), based on different assumptions made on the uncontrollable variables. Despite the fact that consistency in CTPs and controllability in STPUs appear similar, their relation has not been formally investigated yet.
Furthermore, in rich application domains it is often necessary to handle not only temporal constraints and conditions, but also preferences over the execution of actions.
The CTP model has been extended by adding preferences to temporal constraints and generalizing the simple Boolean conditions of the classical model to fuzzy rules (Falda et al. , 2007b; Falda et al. , 2007c) ; these rules activate the occurrence of some events on the basis of fuzzy thresholds. Moreover, also the activation of the events is characterized by a preference function over the domain of the event. This provides an additional gain in expressiveness, allowing one to model the dynamic aspect of preferences that change over time.
Preferences have been added to STPUs in (Rossi et al. , 2006) ; in addition to expressing uncertainty, in STPPUs temporal constraints can be soft, meaning that different preference levels are associated to different durations of events. The uncertainty represented by contingent STPPU constraints however is the same as that of contingent STPU constraints: all durations are assumed to be equally possible.
Quantitative temporal constraint problems have been used for many applications in practice, ranging from space applications, e.g. MAPGEN (Ai-Chang corresponds to an instantaneous event, and a set E of constraints between the variables. The constraints are binary and are of the form l ij ≤ X i − X j ≤ u ij with X i , X j ∈ V and l ij , u ij ∈ ℜ; l ij and u ij are called the bounds of the constraint. Such constraints are said to be simple since they allow only for a single interval and they are called Simple Temporal (ST) constraints. An STP can be represented with a directed graph < V, E >, where each node in V represents a variable, and each directed edge in E represents a constraint, by connecting the nodes corresponding to the constraint's variables and by having the constraint's interval as its label. An STP is said to be consistent if there exists an assignment of variables S : V → ℜ that satisfies all constraints in E. Such an assignment is said to be a solution of the STP. STPs can be solved in time O(n 3 ), where n is the number of variables (Dechter, 2003) .
Example 1. Assume we want to schedule a one hour meeting and that the conference room is available from 9:00 AM to 11:00 AM. This can be represented as an STP with set of variables V = {X 0 , M S , M E }, where X 0 represents the origin of time (and, thus, it is always assigned 0) and M S and M E represent respectively the start time and the end time of the meeting. The set of constraints of the STP is E = {c 1 , c 2 , c 3 }, where c 1 : 9 ≤ M S − X 0 ≤ 11, c 2 : 9 ≤ M E − X 0 ≤ 11 and c 3 : 1 ≤ M E − M S ≤ 1.
The constraint graph associated to this STP is shown in Figure 1 . It can be easily seen that assignment X 0 = 0, M S = 9, M E = 10 is a solution, and thus the STP is consistent.
Fuzzy preferences have been introduced in STPs
by (Khatib et al. , 2001) defining Simple Temporal Problems with Preferences (STPPs). In partic- Such a function maps every element t of I to a value in [0, 1] expressing the satisfaction degree associated with X j − X i = t. An STPP is said to be consistent with preference degree α if there exists an assignment of its variables that satisfies all constraints and that has preference α. The preference of an assignment is obtained by taking the minimum of the preferences given by each constraint to the projection of the assignment onto its variables. An optimal solution is one such that there is no other solution with higher preference. Such a solution can be found in polynomial time (Khatib et al. , 2001) , provided that all preference functions are semi-convex 1 and a finite number of preferences is considered.
Example 2. Consider again Example 1 and let assume we prefer for the meeting to start as late as 1 Informally a function is semi-convex if, given any preference level α, the set of elements mapped by the function to a preference ≥ α forms a single interval.
possible in order to allow more time for all the participants to arrive. This scenario can be represented using an STPP with the same set of variables V as before, and the following set of soft temporal constraints Figure 2 . Notice that in the case of hard constraints the preference function in is omitted. The solution proposed above is still a solution and its preference is the minimum among the preferences associated to the solution by each constraint, that is min(0.2, 1, 1) = 0.2. It is easy to see that such a solution is not optimal. In fact, assignment X 0 = 0, M S = 10, M E = 11 satisfies all the constraints with preference min(0.6, 1, 1) = 0.6 and is thus better (in fact, it is optimal). DTPs have been generalized to handle fuzzy preferences in (Peintner & Pollack, 2004) , where DTPPs are defined. In particular, a fuzzy DTP constraint is a disjunction of soft temporal con-
An DTPP is said to be consistent with preference degree α if there exists an assignment of its variables that satisfies all constraints and that has preference α. The preference of an assignment is obtained by taking the maximum of the preferences given by each disjunct to the projection of the assignment onto its variables and then taking the minimum over the con-
straints. An optimal solution is one such that there is no other solution with higher preference. Efficient algorithms for finding the optimal preference level of fuzzy DTPPs have been considered in (Peintner & Pollack, 2004) . In particular, an optimal solution of a fuzzy DTPP with n variables, m constraints, k disjuncts and A different preference levels can be found
STPUs and STPPUs
STPUs (Vidal & Fargier, 1999) to Bob on the phone for at most 20 minutes within an hour after she leaves home. She does not want to be on the phone at work for over 10 minutes.
This scenario can be represented by an STPU with an STPPU P , a projection P ω is the STPP obtained by assigning the time points in ω to P and opt(P ω ) is the preference of an optimal solution of P ω ; Proj(P) includes all P ω . A strategy S : P roj(P ) → Sol(P ) is a map from a projection to a schedule; if it is such that ∀P ω S(P ω ) is a schedule that includes ω, then it is said to be viable.
iff there is a strategy S such that ∀P 1 , P 2 in P roj(P ):
2. S(P 1 ) is a consistent complete assignment for P 1 and S(P 2 ) is a consistent complete assignment for P 2 ;
3. S(P 1 ) is an optimal solution of P 1 and S(P 2 ) is an optimal solution of P 2 if opt(P 1 ) ≤ α and
4. otherwise, if opt(P 1 ) > α and opt(P 2 ) > α, the preference of S(P 1 ) is at least α and the preference of S(P 2 ) is at least α.
In words, an STPPU is α-DCT if there is a backtrack-free way, based only on current information, of extending any partial control sequence to a complete sequence, which is be optimal for projections with optimal preference less than or equal to α, and results in a schedule with preference at least α for all other projections.
In (Rossi et al. , 2006) it has been shown that, similarly to STPPs, if all preference functions are semiconvex and a finite number of preferences is considered, testing the α-DCT of an STPPU is polynomial.
CTPs
CTPs (Tsamardinos et al. , 2003) extend temporal constraint satisfaction problems (Dechter et al. , 1991) by adding observation variables and by conditioning the occurrence of some events on the presence of some properties of the environment.
A CTP (Tsamardinos et al. , 2003) is a tuple
V, E, L, OV, O, P where P is a set of Boolean atomic propositions, V is a set of variables, E is a set of temporal constraints of the form
is a function attaching conjunctions of literals in 
Consistency
In CTPs consistency cannot simply be defined as the existence of an assignment to the variables that satisfies the constraints, since, depending on the truth values of the propositions, variables can be present or not.
There are three different notions of consistency depending on the assumptions made about the availability of observation information: strong, weak and dynamic consistency. Dynamic consistency (DC), the notion on which we focus in this paper, assumes that information about observations becomes known during execution. A CTP is dynamically consistent if it can be executed so that the current partial solution can be consistently extended independently of the upcoming observations.
The CTP depicted in Figure 5 is not DC since being at village W is a precondition for the observation of proposition A and thus it is not possible to determine the value of A "in time" to schedule the departure. • V is a set of variables;
• E is a set of soft temporal constraints between pairs of variables v i ∈ V ;
• L : V → Q * is a function attaching conjunctions of fuzzy literals Q = {p i : p i ∈ P } ∪ {¬p i : p i ∈ P } to each variable in V ;
• R : V → F R is a function attaching a fuzzy rule r(α i , cp) to each variable in V ;
• OV ⊆ V is a set of observation variables;
• O : P → OV is a bijective function that associates an observation variable to each fuzzy atomic proposition. Variable O(A) provides the truth degree for A.
As shown in Definition 2, CTPPs are equipped with a set P of fuzzy atomic propositions and a set of fuzzy literals Q which are mapped to values in [0, 1] by an interpretation function, defined below.
Each node v is associated with a label, L(v), and with a fuzzy rule R(v) of the form:
where L(v) ∈ Q * is the "fuzzy" label of variable v, deg is an interpretation function, associating a the consequence is independent of the premise degree, then we will simply have cp has type cp :
temperature is 23
• C, and with degree deg(A) = 0.8 if the temperature is 28
Similarly, a fuzzy proposition B representing the sentence "I'm thirsty" can reasonably have different truth degrees. We can imagine attaching to a variable v, representing the time at which we go and buy a cold drink, a label L(v) = AB. We can then construct a rule for v which will activate the variable only if the heat level and the thirst are above a given threshold.
In CTPPs any variable whose associated rule is not specified has the following implicit rule:
This means that variable v is always present in the problem, and its execution has preference 1 independently of the execution time and of the degree of the premise.
The definitions of scenario, projection, schedule and strategy are analogous to the classical counterparts.
Definition 4 (Scenario). Given a CTPP P with a set of fuzzy literals Q, a scenario is an interpretation function s : W → [0, 1] where W ⊆ Q that partitions the variables of P in two sets: set V 1 , containing the variables that will be executed, and set V 2 containing the variables which will not be executed. S(P ) is the set of all scenarios of P . Definition 9 (Execution strategy). Given a CTPP P , an execution strategy St : S(P ) → T is a function from scenarios to schedules.
Example 7. Figure 6 shows an example of a CTPP that extends the CTP in Figure 5 .
There are three skiing stations: Sk1, Sk2 and Sk3.
A represents the fuzzy proposition "there is no snow"; station Sk1 is the least accessible, so it is reachable only if A is at least 0.8; on the other hand, station
Sk3 has the most reliable roads, so it is accessible when A is above 0.3; station Sk2 has intermediate reachability conditions, so it is accessible for values of A above 0.5. At the same time, however, the higher the snow, the more preferable it is to go ski- These scenarios induce the following projections:
• P r(s 1 ) is the STPP defined on variables 
Dynamic Consistency in CTPPs
Consistency notions in CTPPs are analogous to the ones in CTPs.
We start by giving the definition of history of a variable given a scenario and a schedule for that sce- Definition 11. Given a CTPP P and scenario s, a partial scenario w is consistent with s, written Con(s, w), if: the STPP P r(w) is a sub-problem of the STPP P r(s), in the sense that the set of variables (resp., constraints) of P r(w) is a subset of the set of variables (resp., constraints) of P r(s), and the set of variables executed given s is a subset of the set containing the variables executed or undecided given w. 
Testing α-Dynamic Consistency
To test if a CTPP is α-dynamic consistent, we can use Algorithm 1.
We will now describe each step of Algorithm 1 in turn. 
Computing the related R-CTPP
The first step of α-Dynamic-Consistency-Test is based on the fact that, when testing the dynamic consistency of a CTPP, we can restrict ourselves to testing the consistency of its related R-CTPP, without loss of generality. Such a reduction is indicated with procedure R-reduce in α-DynamicConsistency-Test . In more detail, given a CTPP
V, E, L, R ′ , OV, O, P differs from P only on the set of rules: every rule r(α, cp) ∈ R is replaced in R ′ with r(α, cp ′ ) where cp ′ = min β∈[0,1] cp(β).
While loosing some information, such a reduction can be shown to preserves α-dynamic consistency.
Moreover, Q is α-dynamically consistent if and only if Q ′ is α-dynamically consistent. Let us now assume that Q is α-dynamically consistent. In the definition there is a strategy St that associates to any scenario s a schedule St(s) with preference at least α.
Consider now any variable v and its rule r(γ, f ). It must be that
Thus Q ′ is α-dynamically consistent.
Computing the minimal set of scenarios
The second step can be seen an an optional step which, however, can reduce greatly the number of scenarios which must be considered in step 4 that follows. In fact, in such a step we need to consider the distinction among the executions of the same node in different scenario projections. Therefore, as sug- Applying FuzzyScenarioTree to the set of proposition of R-CTPP P ′ allows to find its minimal set of
In α-Dynamic-Consistency-Test we have indicated the procedure that, given an R-CTPP in input, computes the minimal set of meta-scenarios with meta-scenario-set.
Obtaining the related DTPP
In ( 
Correctness
We will now prove that Algorithm α-DynamicConsistency-Test is sound and complete w.r.t.
testing the α-dynamic consistency of a CTPP.
In order to do so, first we show that there is a correspondence between the consistency level of the DTPP obtained in the third step of the algorithm and the level of dynamic consistency of the CTPP in input. Let us first assume that D is not α-consistent.
By construction of D there must be projection of Q which has an optimal solution smaller than α and thus Q cannot be α-DCS.
Next let us assume that Q is not α-DCS. We must be in one of the following two cases. We can now prove the global correctness result.
Theorem 3. Given in input an CTPP P and a preference level α, Algorithm α-DynamicConsistency-Test returns true iff P is α-dynamic consistent.
Proof. The result follows directly from Theorem 1, which states that a CTPP is α-DCS iff its associated R-CTPP is α-DCS, Theorem 2, which states that an R-CTPP is α-DCS iff its associated DTPP is consistent with preference α, and from the fact that Algorithm α-Dynamic-Consistency-Test returns true iff the such a DTPP is α-consistent (step 4).
It is easy to see that algorithm α-DynamicConsistency-Test can be modified to provide the highest α at which a CTPP is alpha-dynamically consistent. It is sufficient to replace the last if-then-else instruction with an instruction which returns the optimal preference level of the DTPP.
Complexity
We will now consider the complexity of Algorithm α-Dynamic-Consistency-Test. The complexity of the third step corresponds to the complexity of constructing the DTPP, which is O(nA n ). The last step consists in solving a DTPP with O(nA n ) variables. If we use the algorithm in (Peintner & Pollack, 2004) , the latter is 
CTPPs vs. STPPUs
It is interesting to notice that consistency in CTPs is strongly connected to controllability in Simple Tem- To compare the expressive power of these two formalisms, we define a mapping from STPPUs to
CTPPs. The main idea of this mapping is that the uncertainty on whether a contingent constraint will have a given duration can be modeled by the uncertainty on the truth value of a proposition. • P is the set of fuzzy atomic propositions {p ij , i ∈ I, j ∈ J i };
Mapping from STPPUs to CTPPs
r is the set of all the requirement constraints in L r defined only between executable variables, and e ij , eo ij , and w ij are as defined above;
• R : V → F R is a function defined as R(v ij ) = r(0, g), where g is the constant function equal to
and f i is the preference function of l i ;
• OV ⊆ V is the set of observation variables {o ij ∈ I, j ∈ J i };
• O : P → OV is a bijective function such that
An example of an STPPU and its corresponding CTPP is shown in Figure 7 .
It is important to notice that the mapping of Definition 13 is polynomial in the size of the problem given in input, as shown by the following theorem. Moreover, a simplified definition of α-DCS applies to C(Q). In fact, in the following lemma we will show that, in the case of C(Q), the premise of the implication in Def. 12, that is, Cons(s 1 , H Let us now consider Definition 1 of α-DCT for STPPUs and Definition 12 of α-DCS for CTPPs.
Intuitively, the requirement of the CTPP definition is stronger than that of the STPPU definition which allows for the existence of projections with an optimal preference less than α.
For this reason we introduce a stronger definition of α-dynamic controllability for STPPUs, which we will show to correspond to that given for CTPPs.
Definition 14 (⌊α⌋-Dynamic Controllability). An STPPU P is ⌊α⌋-Dynamically Controllable (⌊α⌋-DCT) iff there is a strategy S such that ∀P 1 , P 2 , in P roj(P ):
2. for i = 1, 2, S(P i ) is a consistent complete assignment for P i with preference at least α.
In words, an STPPU is ⌊α⌋-DCT if there is a means of extending any current partial control sequence to a complete sequence and, for all projections, the resulting dynamic schedule has preference at least α.
Given this stronger definition for STPPUs, it is possible to show that mapping C, as defined in Definition 13, preserves the dynamic controllability/consistency notions.
Theorem 6. Given an STPPU Q and its corresponding CTPP C(Q), Q is ⌊α⌋-dynamically controllable iff C(Q) is α-dynamically consistent.
Proof. We start the proof by showing that there is a one to one correspondence between situations of Q and scenarios of C(Q).
First we show that, to each situation ω of Q, it corresponds a complete assignment to the literals in C(Q), and thus a scenario of C(Q).
We recall that a situation of Q, say ω, is a set of durations on all the contingent constraints, while a for each i ∈ I, ∃!j s ∈ J i such that p ijs = true. Thus we associate to scenario s the situation ω where each contingent constraint l i is assigned duration d ijs .
We will indicate with C(ω) the scenario corresponding to a situation ω.
We contiue by showing that the correspondence above allows us to establish a correspondence between the set of projections of Q and the set of projections of C(Q). First notice that, by definition of STPPU, to each situation ω, it corresponds a unique projection P ω , which is an STPP, and viceversa. Moreover, by definition of CTPPs, to each scenario s, it corresponds a unique projection P r(s), which is an STPP, but the contrary is not true in general. It is however true for C(Q), where each literal is the label of a variable. We have, thus, established a one to one correspondence between the two sets of STPPs corresponding respectively to the projections of Q and C(Q). Given a situation ω with projection P ω we will indicate with P r(C(ω)) the corresponding projection in C(Q). We will now show that P ω is consistent iff P r(C(ω)) is consistent and that they have the same optimal preference level.
Let us consider a contingent constraint l i , defined on executable variable A and contingent variable C i , and let us assume it has duration d ij in ω. Figure   8 shows constraint l i and the requirement constraint
The corresponding fragment of STPP P r(C(ω)) is shown in Figure 9 (a). In order to conclude the proof, we consider the definition of ⌊α⌋-dynamic controllability and α-dynamic consistency.
Notice that variables o
The above correspondence which maps each projection of the STPPU into an equivalent (reduced) projection of the CTPP allows us to obtain from any viable strategy of the STPPU Q a viable strategy for the CTPP C(Q) and viceversa.
The two notions of history coincide as well, in the sense that the partial situation corresponding to the history of an executable variable in an STPPU is mapped by C to the partial scenario corresponding to the history of the associated variable in the Under such conditions, such a pre-processing step is polynomial.
While we conjecture that testing α-dynamic consistency for CTPPs will be hard in general (the complexity of DC for CTPs is an open problem), we note that the above theorem can be used as a starting point for the identification of a tractable subclass. We hope that our results can be useful to obtain polynomial algorithms for a restricted class of CTPPs expressible in terms of STPPUs, for which Dynamic Controllability checking is a tractable problem.
