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Abstract
In this paper, we propose a novel method for estimating an elliptic shape approximation of a moving
extended object that gives rise to multiple scattered measurements per frame. For this purpose, we
parameterize the elliptic shape with its orientation and the lengths of the semi-axes. We relate an
individual measurement with the ellipse parameters by means of a multiplicative noise model and
derive a second-order extended Kalman filter for a closed-form recursive measurement update. The
benefits of the new method are discussed by means of Monte Carlo simulations for both static and
dynamic scenarios.
1. Introduction
Extended object tracking is becoming increasingly important in many application areas such as
autonomous driving [22] and maritime surveillance [21]. An extended object is characterized by a
varying number of noisy measurements from different spatially distributed sources on the object. In
contrast to point target tracking, the objective is to estimate both the location and shape of the target
object. Typically, only few measurements are available per frame so that it becomes necessary to
systematically fuse measurements from different frames under incorporation of the temporal evolution
of the object.
Many different extended object tracking methods with different properties and application ar-
eas have been developed in the past years. For a recent overview of extended object tracking and
its applications, we refer to [23]. A main challenge in extended object tracking is that joint track-
ing and shape estimation is a high-dimensional problem with severe nonlinearities, which requires
sophisticated and problem-specific nonlinear estimation techniques.
One of the first approaches is the random matrix approach [16, 17, 18, 19, 20, 24, 26, 28, 29]
that models the spatial extent with a Gaussian distribution whose covariance matrix is recursively
estimated. For this purpose, the uncertainty of the covariance matrix is represented with an inverse
Wishart density.
The random hypersurface (RH) model [1, 3, 4, 10, 11, 12, 13, 14, 15] reduces the extended object
tracking problem to a curve fitting problem by means of scaling the shape contours. This idea
can be used for basic geometric shapes such as ellipses but also for general star-convex shapes and
three-dimensional objects. In the RH approach the shape parameters are estimated using Gaussian
estimators such as the Unscented Kalman Filter (UKF) [27]. Of course, in general, the increased
flexibility comes at the cost of more complex algorithms. Monte Carlo methods for extended object
and group tracking problems are described in [32, 35, 36, 37].
The objective of this paper is to develop a Gaussian state estimator, i.e., nonlinear Kalman filter,
for the measurement model of the random matrix approach [20].
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Figure 1: Measurement model and ellipse parameterization. The i-th measurement source at time
k is zik. Corresponding measurement y
i
k is z
i
k added with measurement noise. The object shape
is modeled using state vector xk = [m
T
k , αk, l
T
k ]
T , where mk is the center, αk indicates the object
orientation, and lk = [lk,1, lk,2]
T describes the size of the extended object.
First, we define a suitable parameterization of an arbitrary-oriented ellipse using the orientation
and the length of the semi-axes. Second, we form a (polynomial) measurement function that relates
a measurement to the state vector (including kinematic and shape parameters). For this purpose,
we follow the idea of our previous work [2], where a multiplicative noise is used to model the spatial
extent of an extended object. In order to perform a closed-form measurement update based on the
derived measurement equation, we derive a second-order extended Kalman filter (SOEKF) [38].
In contrast to the random matrix approach, the proposed method maintains the mean and joint
covariance of the kinematic parameters, orientation, and lengths of the semi-axes. Hence, from a
modeling point of view, the process model for the shape can directly work with the individual shape
parameters. Due to the standard Gaussian representation of the state vector our approach is easy to
embed into multi-extended object tracking algorithms.
2. Extended Object Model
This section introduces the state vector, measurement model, and process model used in this work
for tracking a single extended object.
2.1. State Vector and Shape Parametrization
The state vector
xk =
[
mTk , p
T
k , r
T
k
]T
(1)
consists of both kinematic parameters, i.e., center mk ∈ R2, possibly further quantities rk ∈ Rnr (e.g.,
velocity), and shape parameters pk ∈ R3. We propose a parameterization of an ellipse according to
pk =
[
αk, lk,1, lk,2
]T ∈ R3 (2)
where
• αk ∈ [0, pi2 ] specifies the orientation at time step k, and
• lk,1 ∈ R+ and lk,2 ∈ R+ specify the lengths of the semi-axis.
Note that this is an obvious and intuitive parameterization of an ellipse. For example, it has also
been used in [25] for a different measurement model. Besides ellipses, this parameterization could be
employed for other perpendicular axis symmetric shapes, e.g., rectangles.
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2.2. Measurement Model
At each time k, the extended object gives rise to nk (independent) two-dimensional measurements
Yk = {yik}nki=1 , (3)
where yik = [y
i
k,1, y
i
k,2]
T and yik,l indicates the l
th dimension of yik for l ∈ {1, 2}. Following the idea of
[2] of modeling the measurement spread as multiplicative noise and using our parameterization (2),
we can form the measurement equation
yik = mk + h
i
k,1 · lk,1 ·
[
cosαk
sinαk
]
+ hik,2 · lk,2 ·
[− sinαk
cosαk
]
+ vik (4)
=: h(xk, v
i
k, h
i
k)
with
• zero-mean multiplicative (Gaussian) noise hik =
[
hik,1, h
i
k,2
]T ∈ R2 with covariance diag(c1, c2),
where c1 and c2 are constant factors that specify the spread of the measurements on the object,
and
• additive Gaussian measurement noise vik with covariance Qik.
Intuitively, hik,1 and h
i
k,2 in (4) randomly scale the semi-axis of the ellipse.
A noise-free measurement (vik = 0) refers to its “measurement source”, see Fig. 1. As the mea-
surement source is supposed to lie on the ellipse, physical meaningful values of hik,1 and h
i
k,2 should
lie in [−1, 1], e.g., a uniform distribution on [−1, 1] would be reasonable.
2.3. Process Model
For the sake of simplicity, we focus on linear process models
xk+1 = Akxk + wk , (5)
where
• Ak is the system matrix, and
• wk is zero-mean white Gaussian process noise with covariance matrix Pk.
3. Relationship to the Random Matrix Measurement Model
The random matrix approach introduced in [16] employs the likelihood function
p(yik|mk,X) ∼ N (yik;mk, cXk + Qik) , (6)
where
• Xk is a symmetric positive definite matrix that specifies the elliptic extend,
• c ∈ R is a constant scaling factor, e.g., to match uniform measurement spread,
• Qik is the measurement noise covariance.
Actually, the corresponding likelihood function of measurement equation (4) coincides with (6) if hik
is Gaussian distributed. Only the parameterization of the ellipse differs. In order to show that, we
first note that any covariance matrix Xk can be written as
Xk = RkDkR
T
k , (7)
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with
Rk =
[
cosαk − sinαk
sinαk cosαk
]
, (8)
Dk =
[
(lk,1)
2 0
0 (lk,2)
2
]
. (9)
In this manner, (4) can be written as
yik = mk + Rk
√
Dk · hik + vik . (10)
4. Second-Order Extended Kalman Filter
In this section, we derive a second-order Kalman filter (SOEKF) for recursively estimating the
kinematic and shape parameters of an extended object based on the models introduced in the previous
section. As we have to deal with multiple measurements per time step, we will process the measure-
ments sequentially. For this purpose, let xˆik and C
i
k denote the mean and covariance of the estimate
having incorporated all measurements up to the i-th measurement of time k. According to this,
notation xˆ0k and C
0
k represent the prediction for time k, having not yet incorporated a measurement
from time k.
4.1. Measurement Update
As shown in our previous work [2] for (axis-aligned) ellipses, the optimal linear estimator is
not feasible for the multiplicative noise model (4) as there are not “enough” correlations between
the measurement and state vector. Hence, we create a quadratic estimator by forming a pseudo-
measurement from the original measurement and the 2-fold Kronecker product
(yik)
[2] =
 (yik,1)2(yik,2)2
yik,1 · yik,2
 . (11)
Furthermore, we shift the (estimated) center mˆi−1k of the object to the origin in order to avoid nu-
merical problems due to the squared equation. It is important to note that all these reformulations
do not change the original likelihood function. However, when using the Kalman filter update equa-
tions, an improvement can be achieved as the squared measurements are incorporated. This concept
is widely-known and frequently used in literature, see for example [2, 6, 8, 30, 31, 40]. All told, the
final measurement equation becomes[
yik − mˆi−1k
(yik − mˆi−1k )[2]
]
︸ ︷︷ ︸
:=zik
=
[
h(xk, v
i
k, h
i
k)− mˆi−1k
(h(xk, v
i
k, h
i
k)− mˆi−1k )[2]
]
︸ ︷︷ ︸
:=g(xk,v
i
k,h
i
k)
, (12)
where operator (·)[2] is the 2-fold Kronecker product as we defined in (11). Based on (12) the Kalman
filter update becomes
xˆik = xˆ
i−1
k + M
i
k(S
i
k)
−1(zik − z¯ik) , (13)
Cik = C
i−1
k −Mik(Sik)−1(Mik)T , (14)
with
Mik = Cov[z
i
k, xk | Z i−1k ] , (15)
Sik = Cov[z
i
k, z
i
k | Zi−1k ] , (16)
z¯ik = E[z
i
k | Zi−1k ] . (17)
4
It turned out that a first-order Taylor series approximation of (12) is not precise enough to capture
all nonlinearities. Hence, we propose a second-order Taylor series approximation [38]. If we define
the augmented state vector γk =
[
xTk , (v
i
k)
T , (hik)
T
]T
with γˆik =
[
(xˆik)
T , 0, 0, 0, 0
]T
and covariance
Γi−1k = diag(C
i−1
k ,Q
i
k, c1, c2), we obtain [38]
E[zik,l | Z i−1k ] = gl(γˆi−1k ) +
1
2
Tr(Hi−1k,l Γ
i−1
k ) , (18)
Cov[zik,l, z
i
k,r | Z i−1k ] = Ji−1k,l Γi−1k (Ji−1k,r )T
+
1
2
Tr(Hi−1k,l Γ
i−1
k H
i−1
k,r Γ
i−1
k ) , (19)
Cov[zik, γk | Z i−1k ] = Γi−1k (Ji−1k )T , (20)
where
• Jik is the Jacobian matrix of g evaluated at γˆik, Jik,l denotes the l-th row of Jik, and
• Hik,l is the Hessian matrix of the l-th component function of g evaluated at γˆik.
The Jacobian and Hessians are given in the Appendix. We note that an essential modification of the
Jacobian and Hessians is necessary: As the means of hik,1 and h
i
k,2 are 0, significant parts of Jacobian
and Hessians at γˆik are zero as well. Hence, we substitute (h
i
k,1)
2 and (hik,2)
2 in the Jacobian and
Hessians by E[(hik,1)
2] = c1 and E[(h
i
k,2)
2] = c2. Without this modifications, the shape parameters
do not change in a measurement update.
4.2. Time Update
As the process model is linear and the time update can be performed with the standard Kalman
filtering equations.
5. Evaluation
In this section, we first briefly discuss the current approaches used for extend object tracking and
suggest a new metric based on a Wasserstein/Optimal Sub-Pattern Assignment (OSPA) distance
[39] construction. Then, we evaluate our method for tracking elliptical and rectangular objects in
static and dynamic scenarios using suggested metric. In both simulations, we compare our proposed
SOEKF estimator with a Monte Carlo approximation.
For extended object tracking, the state vector normally includes kinematic and shape parameters
[28]. As these quantities are not at the same order of magnitude and different shape parameters can
specify the same shape, the overall Root Mean Squared Error (RMSE) of the estimated state would be
misleading. This problem can be by-passed by decoupling state properties and calculate their RMSEs
separately [2, 18]. Decoupled RMSE gives a more detailed insight for the performance in a certain
aspect. To combine object shape, size, and orientation, a similarity measure called Intersection-over-
Union (IoU) [25], which is also known as Jaccard index, is widely used in the evaluation of many
computer vision tasks, such as image segmentation [9, 7], object detection [34, 41] and tracking [5, 33].
Given two shapes, IoU is the intersected area divided by their union area. Using IoU to evaluate
extended object tracking methods still has two major drawbacks. Firstly, IoU is extremely difficult
to calculate for non-axis aligned objects as the intersection and union areas are normally irregular
shapes (see Fig. 2). In computer vision, IoU is typically calculated either for regular axis-aligned
objects or approximated using the number of intersected pixels divided by the number of pixels on
the union area. Secondly, even if we could approximate the area of intersection and union by sampling
[25], IoU score could not distinguish two estimates when neither of them intersect with the ground
truth.
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Figure 2: An illustration for the points we selected for evaluation. The red ellipse is estimation xˆk
and the green ellipse indicates ground truth GT k in time step k.
Based on the discussion above, we suggest a miss-distance for extended object tracking evaluation
based on the Wasserstein/OSPA distance. Rectangular and elliptical objects have two axes of symme-
try that intersect the ellipse contour at four points. These four points capture differences in position,
shape, size, and orientation, hence, uniquely determine a rectangle or ellipse. We select aforemen-
tioned four points from the ground truth (GT k) and the estimate xˆk in time step k. This gives two
sets of four points (see Fig. 2), SGT k = {p1GT k , p2GT k , p3GT k , p4GT k} and Sxˆk = {p1xˆk , p2xˆk , p3xˆk , p4xˆk}, whose
distance can be calculated with the Wasserstein/OSPA according to
dEOT (xˆk,GT k) = min
pi∈Π
√√√√1
4
4∑
i=1
‖ piGT k − p
pi(i)
xˆk
‖2 , (21)
where Π is the set of all permutations of {1, 2, 3, 4}. For perfectly aligned estimate and ground truth,
dEOT is 0, i.e., no estimation error. It it obvious that dEOT satisfies the identity, symmetry, and
triangle inequality that a metric requires. Besides, dEOT could also compare two estimates even when
neither of them intersect with the ground truth.
5.1. Stationary Ellipse
As we derived a SOEKF for a closed-form measurement update in Section 4, we would like to
evaluate its performance compared to Monte Carlo sampling for the moment matching in (15), (16),
and (17) using 10000 samples. In order to focus on the measurement update, we first consider a
stationary object.
The ground truth ellipse lies at m˜k = [1000, 1000], 30
◦ counter-clockwise rotated from the x-axis,
i.e., α˜k =
pi
6 , and the length is l˜k = [2, 1]
T , for all k. As described in our previous work [2], hik lies
on the interval of [−1, 1]. To ensure that most measurement sources lie on the object extent, the
multiplicative noise hik follows Gaussian distribution N (hik − 02, 14I2) [18].
We test our approach under three scenarios: no measurement noise (Qik = 02), medium measure-
ment noise (Qik = I2), and high measurement noise (Q
i
k = 4I2). The prior is given by a Gaussian
distribution with 9I as covariance of center, 19 as variance of orientation, and I2 as covariance matrix
of lengths.
The measurements, example estimates and mean error for the described simulations are shown in
Fig. 3. We can see that the proposed SOEKF estimator is slightly worse than Monte Carlo sampling
when there is no measurement noise. However, it coincides with Monte Carlo under medium and
high measurement noise. The simulations show that the SOEKF gives pretty good approximations
for the moments in (13), even though the degree of the measurement equation is much higher than
two.
5.2. Rectangle with NCV
In the following, we evaluate our method for tracking a rectangular object that follows a Nearly
Constant Velocity (NCV) model.
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Figure 3: Simulation results for a static ellipse. The first row shows the ground truth and measure-
ments. The second row gives example estimates after 100 measurement update. The last row shows
mean dEOT for 100 runs.
The object initially lies at the origin, the width of the object is 2m and the length is 4m, i.e.,
l˜k = [1, 2]
T for all k. The object orientation is aligned with its velocity. For the first 30 and last 40
time steps, the object moves along x axes and the speed is 1.5m per time step. In between, its velocity
is [1.5, 1.5]T . The number of measurements in each time step is drawn from a Poisson distribution
with mean of 7. The measurement sources are uniformly distributed on the extent of the object,
which results in hik ∼ U(hik − 02, 13I2). The measurement noise is zero-mean Gaussian distributed
with covariance of 13I2. The initial guess are m0 = [0.6, 0.6]
T with covariance of 12I2, α0 =
pi
3 with
variance of 0.76, l0 = [1.5, 2.5] with covariance of
1
5I2, and velocity [1, 0]
T with covariance matrix
I2. The ground truth and an example estimation result is depicted in Fig. 4 for every third time
step. Consistent with the results from the static case, SOEKF estimations overlap with Monte Carlo
estimations after sufficient number of measurements. All told, the simulations demonstrate that the
second-order approximation is very accurate even in the case of high noise.
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Figure 4: Example tracking result for a rectangle. Ground truth and estimates are plotted for every
third time step.
6. Conclusion and Future Work
Simultaneous tracking and shape estimation based on independent noisy point measurements is a
challenging nonlinear estimation problem – even for basic shapes such as ellipses. This work started
from the idea to develop a standard nonlinear Gaussian estimator for estimating an elliptic shape
approximation.
It turned out that three steps are required: (i) A measurement function with multiplicative noise
must be formulated. (ii) The measurement space needs to be augmented; otherwise there are not
enough correlations between the measurements and shape parameters. (iii) A first-order Taylor series
expansion of the quadratic measurement equation is not sufficient. However, a second-order Taylor
series expansion (SOEKF) pretty much matches the exact moments (but only if we substitute the
mean of the squared multiplicative noise).
The final equations of the SOEKF are still tractable and rather compact. However, we believe
that significant simplifications are possible, e.g., if the kinematic and shape parameters are assumed
to be independent.
Appendix A. Jacobian and Hessian matrices
This Appendix gives the Jacobian and Hessian matrix for our SOEKF estimator in Fig. A.5. For
compactness, we
• suppress the time index k, measurement index i, and
• omit the kinematic parameters rk as they do not appear in the measurement equation
• do not differentiate the spread of multiplicative error, i.e., c1 = c2 = c.
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