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This thesis investigates some important processes for better understanding and 
modeling warm season rainfall characteristics over the US. In the first part, the causes 
for commonly observed biases in the simulation of the diurnal cycle of warm season 
rainfall are explored. Model sensitivity analyses are carried out to identify potential 
deficiencies in two popular cumulus parameterization schemes, viz. Betts-Miller-
Janjić (BMJ) and Kain-Fritsch (KF) schemes, considered suitable for use in 
mesoscale simulations. A novel approach using remote sensing observations to better 
understand the relevant trigger processes for convection is demonstrated. The 
convective trigger in both schemes is found to include weak, implicit constraints 
above the lifting condensation level (LCL), which may contribute to premature, light 
rain. In order to adjust for this behavior, a simple modification is made to the KF 
scheme to allow moist convection to begin only from the level of free convection 
(LFC). Even with the seemingly strict constraint, the scheme performs adequately in a 
  
mesoscale seasonal simulation producing an improvement in the nocturnal phase 
propagation of rainfall in the Central Plains region. The resolvable processes in the 
mesoscale model are able to overcome the negative buoyancy below the LFC, thereby 
reducing biases caused by sensitivity of the scheme’s trigger to the grid-scale forcing 
at the LCL. In the future, such a modified scheme will be tested in regional and global 
simulations, to evaluate its robustness in varying convective regimes.  
 In the second part of this thesis, a multi-city analysis using high-resolution 
surface observations over the US, investigates the impact of the Urban Heat Island 
(UHI) on warm season precipitation. Statistical methods are employed to study the 
rainfall anomalies associated with propagating and non-propagating storms. A strong 
variability is observed in the UHI-influence on rainfall based on geographical setting 
and diurnal forcing mechanisms. Coastal cities may experience a more pronounced 
positive rainfall anomaly during daytime due to the UHI-sea breeze (or lake breeze) 
interaction. Apart from the late-afternoon rainfall enhancement, a nocturnal rainfall 
increase occurs over and downwind of inland cities. The nocturnal urban instability, 
and its interaction with propagating thunderstorms, is explored in detail using model 
sensitivity analyses. It appears that urban areas act as “hot spots” during the nighttime 
favoring convergence of propagating storm cells due to the UHI and enhanced 
frictional drag. In the future, a better understanding of the contribution of thermal and 
dynamical effects is needed while planning strategies to reduce the urban land cover 
impact on climate. The results of this study also suggest that the varying influence of 
the UHI for coastal and inland cities must be further investigated for improving 
forecasts, urban water resources management, flood disaster planning, etc. 
  
THE ROLE OF NEGATIVE BUOYANCY AND URBANIZATION IN WARM 













Dissertation submitted to the Faculty of the Graduate School of the  
University of Maryland, College Park, in partial fulfillment 
of the requirements for the degree of 













Professor Raghu Murtugudde, Chair 
Dr. Marc Imhoff 
Professor Da-Lin Zhang 
Professor Xin-Zhong Liang 
Adjunct Professor Vernon Kousky 

































I would like to thank my advisor, Prof. Raghu Murtugudde, for being 
encouraging, patient, and extremely cooperative as my mentor through graduate 
school. I am especially grateful to him for giving me immense freedom to pursue my 
research ideas while ensuring that I deliver timely progress. His insight on diverse 
research topics has helped me adopt a broad outlook and holistic approach towards 
my work. I would also like to thank my committee members for their useful 
comments and timely advice at the initial stages of my research. I want to express 
gratitude to Dr. Marc Imhoff for giving me an opportunity to involve in urban-climate 
studies, and for being a constant support while reviewing journal manuscripts and 
writing job recommendations for me. I would also like to thank Dr. John Strack who 
has been invaluable in giving me technical guidance with WRF, as well as other 
professional assistance. I’m grateful to Dr. Phil Arkin and others at ESSIC for 
funding my visit to CIMSS (Madison, WI) where I had the great opportunity to learn 
remote sensing techniques from Dr. Elizabeth Weisz and her team. I would like to 
thank the NASA GSFC/ESSIC fellowship program for providing me with impressive 
computational facilities to perform research.  
I’ll always remain indebted to the staff, faculty, professors, and colleagues, at 
ESSIC and AOSC Department for being wonderfully generous and helpful at all 
times. Lastly, I’d like to thank my family, friends and especially my parents, for being 




Table of Contents 
 
 
Acknowledgements ....................................................................................................... ii 
 
Table of Contents ......................................................................................................... iii 
 
List of Tables ................................................................................................................. v 
 
List of Figures ............................................................................................................. vii 
 
Chapter 1: Introduction ................................................................................................. 1	  
1.1 Negative Buoyancy and its representation in cumulus parameterization  
schemes ..................................................................................................................... 1	  
1.2 The Urban Heat Island (UHI) and its impact on warm season precipitation ...... 6	  
1.2.1 The Urban Heat Island ................................................................................. 6	  
1.2.2 Rainfall modification by urban areas ........................................................... 8	  
1.3 Thesis Outline ................................................................................................... 12	  
 
Chapter 2: Negative buoyancy in midlatitude convection and its representation in 
cumulus parameterization schemes ............................................................................. 14	  
2.1 Introduction ....................................................................................................... 15	  
2.2 Methods ............................................................................................................. 16	  
2.2.1 Selection of events ..................................................................................... 16	  
2.2.2 Design of model simulations ...................................................................... 18	  
2.2.3 Validation against observations ................................................................. 20	  
2.2.4 AIRS satellite retrievals ............................................................................. 21	  
2.2.5 Convective and pre-convective soundings ................................................. 23	  
2.3 Results ............................................................................................................... 25	  
2.3.1 Early bias in parameterized convection ..................................................... 25	  
2.3.2 Diurnal Cycle of CAPE and CIN ............................................................... 28	  
2.3.3 Comparison of Frequency Bias .................................................................. 30	  
2.3.4 Sensitivity of parameterized convection to boundary layer and cumulus 
physics ................................................................................................................. 33	  
2.3.5 Satellite-derived soundings ........................................................................ 34	  
2.3.6 Representation of negative buoyancy in model soundings ........................ 37	  
2.3.7 A simple modification to the Kain-Fritsch scheme .................................... 44	  
2.3.8 Performance of the modified Kain-Fritsch scheme in a climate simulation
 ............................................................................................................................. 46	  
2.4 Conclusions ....................................................................................................... 50	  
 
Chapter 3: A multi-city analysis of the UHI-influence on warm season rainfall. ....... 53	  
3.1 Introduction ....................................................................................................... 54	  
3.2 Material and Methods ........................................................................................ 56	  




3.2.2 Selection of cities ....................................................................................... 57	  
3.2.3 Climatological rainfall and storm classification ......................................... 62	  
3.2.4 Calculation of rainfall anomaly over urban and surrounding regions ........ 64	  
3.3 Results ............................................................................................................... 65	  
3.3.1 The UHI impact on propagating storms ..................................................... 65	  
	  	  	  	  	  	  	  	  	  3.3.2 The UHI impact on non-propagating storms .............................................. 84	  
3.4 Conclusions ....................................................................................................... 88 
 
Chapter 4: A model-based study of the urban influence on nocturnal propagating 
storms over Minneapolis ............................................................................................. 92	  
4.1 Introduction ....................................................................................................... 93	  
4.2 Methods ............................................................................................................. 96	  
4.2.1 Model Configuration .................................................................................. 96	  
4.2.2 Urban physics in WRF model .................................................................... 97	  
4.2.3 Experimental Design .................................................................................. 98	  
4.3 Results ............................................................................................................... 99	  
4.3.1 Sensitivity of nocturnal precipitation to urban land cover ......................... 99	  
4.3.2 Improvement in spatial precipitation features .......................................... 102	  
4.3.3 The urban mechanisms that influence storm cell location ....................... 107	  
4.3.4 Instability in the urban nocturnal boundary layer .................................... 122	  
4.3.5 The Urban Hygrothermal Anomaly (UHA) ............................................. 124	  
4.4 Conclusions ..................................................................................................... 126 
 
Chapter 5:  Summary and Future Work .................................................................... 128	  
5.1 Thesis Summary .............................................................................................. 128	  
5.2 Future Work .................................................................................................... 133	  
5.2.1 Investigating the applications of the revised Kain-Fritsch scheme .......... 133	  
5.2.2 Exploring the regional variability in large-scale convective forcing 
mechanisms ....................................................................................................... 134	  
5.2.3 Investigating urban processes that increase nocturnal thunderstorm 
frequency over cities ......................................................................................... 140	  
5.2.4 Understanding the relation between UHI-sea breeze interaction and 
extreme rainfall for coastal cities ...................................................................... 141 
 
Appendix ................................................................................................................... 142 
 














List of Tables 
 
Table 2.1 The range of observed meteorological conditions over the Chesapeake Bay  
watershed………………………………………………………………..(17) 
Table 2.2 Comparison of ensemble-averaged mean squared error (MSE) of the time-    
evolution of normalized mean precipitation between paramaterized and 
explicit grids…………………………………………………………….(27) 
Table 3.1 Correlation coefficients computed for daily nighttime temperature  
anomalies (TAnight) and synchronously observed meteorological parameters 
(cloud cover and surface dew point). Cities that have TAnight significantly 
correlated (negative) with both parameters are marked with a ‘*’ symbol. 
Cities that have TAnight negatively correlated with both parameters with a 
significant relation only with dew point are marked with a ‘+’ 
symbol…………………………………………………………………...(60) 
Table 3.2 The mean urban and downwind rainfall anomaly (%) and standard 
deviation observed during afternoon (1300 to 1700 LST) and nocturnal 
(2300 to 0800 LST) periods over Minneapolis. The p-value is mentioned 
for a significantly positive increase in the mean rainfall anomaly  (≤ 
0.1)………………………………………………………………………(70) 
Table 3.3 The mean urban and downwind rainfall anomaly (%) and standard 
deviation observed during afternoon (1300 to 1700 LST) and nocturnal 
(2300 to 0800 LST) periods over DC. The p-value is mentioned for a 




Table 4.1 Comparison of object attributes (α) and total interest values (T) for storm 
cells (red objects) shown in Figures 4.5 and 4.6. Shaded columns represent 
the ensemble member with greatest improvement in the total interest value 
compared between control and sensitivity simulations………………..(105) 
Table A1 Location indices for skew T-log P soundings derived using AIRS satellite 
retrievals, shown in Figure 2.8………………………………………...(142) 
Table A2 Location indices for skew T-log P soundings obtained from model output, 











List of Figures 
Figure 1.1 Hovmöller diagram (time versus longitude) of normalized rainfall diurnal 
variations averaged between 38-42°N from (a) rain-gauge records, (b) multi-
sensor Stage IV precipitation observations, (c) model simulations using Kain-
Fritsch scheme, and (d) model simulations using Grell scheme (from Liang et 
al. 2004)……………………………….……………………………………(5) 
Figure 2.1 Model experimental domain (dark shaded) over the Chesapeake Bay 
watershed, shown along with the three-grid one-way nesting configuration 
that is used. The outermost grid resolution is 37.5 km, the middle grid is 7.5 
km and the innermost grid resolution is 2.5 km…………………………..(18) 
Figure 2.2 Comparison of co-located skew T-log P soundings obtained from 
radiosonde (IGRA) measurements at 1000 UTC (left panel), and AIRS 
satellite data at 1135 UTC (right panel) using (a) cloudy regression retrieval 
algorithm over Pretoria and (b) clear-sky regression retrieval algorithm over 
De Aar. CAPE and CIN areas are represented by red and blue shadings, 
respectively. The soundings are recorded on November 28, 2006 during a 
warm season convective event that occurred over South Africa……….....(22) 
Figure 2.3 (a) Satellite-derived skin temperature (°K) on August 5, 2010 at 1447 
LST, along with locations used for retrieving atmospheric soundings 
representing the convective atmosphere (grid point marked with ‘’ symbol) 
and pre-convective atmosphere (grid points marked with ‘x’ symbol); and (b) 
is the temperature (top) and moisture (bottom) profiles obtained at the grid 




Figure 2.4 Temporal evolution of ensemble mean precipitation forecasts for coarse 
(red), medium (blue) and fine (green) resolutions against observations 
(black), respectively, on (a) August 4-5, 2010, (b) June 8-9, 2009, (c) May 
24, 2009, (d) June 3-4, 2008, (e) August 25-26, 2007 and (f) July 5-6,  
             2005………………………………………………………………………..(26) 
Figure 2.5 Temporal evolution of ensemble mean absolute CAPE (positive 
buoyancy) and absolute CIN (negative buoyancy) averaged over grid points 
with precipitation for coarse (red), medium (blue) and fine (green) 
resolutions on (a) August 4-5, 2010, (b) June 8-9, 2009, (c) May 24, 2009, 
(d) June 3-4, 2008, (e) August 25-26, 2007 and (f) July 5-6, 2005, 
respectively. The colored vertical lines represent the timing of onset of deep 
convection within the coarse (red) grid with parameterized convection and 
fine (green) grid with explicit convection. The yellow and magenta shading 
represent buoyancy differences between coarse and fine grids observed 
during convective initiation on the first and second days of the events, 
respectively. Differences in positive buoyancy are calculated by subtracting 
the absolute mean CAPE values of coarse grid from that of fine grid 
(|CAPEfine| > |CAPEcoarse|). Differences in negative buoyancy are calculated 
by subtracting the absolute mean CIN values of fine grid from that of coarse 
grid (|CINcoarse| > |CINfine|). Negative differences are hatched…………….(29) 
Figure 2.6 The ensemble mean frequency bias and sampling uncertainty for 24-hr 
accumulated rainfall at various precipitation thresholds for coarse (red), 




August 5, 2010, (c) June 8, 2009, (d) June 9, 2009, (e) June 3, 2008, (f) June 
4, 2008, (g) August 25, 2007, (h) August 26, 2007 and (i) July 5, 2005, 
respectively………………………………………………………………..(32) 
Figure 2.7 Mean precipitation forecast at coarse (37.5 km) resolution from control 
run (red) and sensitivity run (blue) against observations (black) on (a) August 
4-5, 2010, (b) June 8-9, 2009, (c) May 24, 2009, (d) June 3-4, 2008, (e) 
August 25-26, 2007, and (f) July 5-6, 2005, respectively. For each subfigure, 
the sensitivity run using MYJ boundary layer scheme is shown in the left 
panel, and the sensitivity run using KF cumulus parameterization scheme is 
shown in the right panel. The dotted lines represent the convective 
component of mean precipitation produced by control run (red) and 
sensitivity run (blue)………………………………………………………(34)        
Figure 2.8 Representative skew T-log P soundings of observed pre-convective 
atmosphere (left panel), convective atmosphere (center panel) and their 
differences (right panel) obtained using the clear-sky retrieval algorithm (top) 
and the cloudy retrieval algorithm (bottom) for the cases of observed 
convection on (a) Aug 5, 2010, and (b) Aug 25, 2007. Satellite pass occurred 
at 1447 LST on Aug 5, 2010 and at 1441 LST on Aug 25, 2010. Soundings 
of convective and pre-convective atmosphere correspond to locations with 
precipitation beginning between 1400-1500 LST and 1600-1700 LST, 
respectively (see Appendix for location indices)……...…………………..(36) 
Figure 2.9 Representative skew T-log P soundings obtained over co-located grid 




parameterized deep convection, and at the hour of initiation of explicit 
convection in the fine grid (right) for (a) August 5, 2010; (b) Jun 9, 2009 and 
(c) July 5, 2005, respectively. Parameterized convection begins at 0800 LST 
for soundings in (a), (b), (c). Explicit convection begins at 1100 LST for 
soundings in (a) and (c), and at 1000 LST for sounding in (b). The soundings 
in this figure are obtained from the control run using BMJ scheme (see 
Appendix for location indices).…………………………………………...(38) 
Figure 2.10 Representative skew T-log P soundings obtained over co-located grid 
points in the coarse (left) and fine (center) grids at the hour of initiation of 
parameterized deep convection, and at the hour of initiation of explicit 
convection in the fine grid (right) for (a) August 5, 2010 and (b) Jun 8, 2009, 
respectively. Parameterized convection begins at 0800 LST for sounding in 
(a) and 1100 LST for sounding in (b), whereas explicit convection begins at 
1100 LST for sounding in (a) and at 1200 LST for sounding in (b), 
respectively. The soundings in this figure are obtained from the sensitivity 
run using KF scheme (see Appendix for location indices)………….…….(40)  
Figure 2.11 Representative skew T-log P soundings obtained over co-located grid 
points in the coarse (left) and fine (right) grids at the hour of initiation of 
parameterized deep convection (1100 LST), on Aug 26, 2007. The sounding 
in this figure is obtained from the sensitivity run using KF scheme (see 
Appendix for location index)……………………………………………...(43) 
Figure 2.12 The diurnal cycle of mean precipitation for (a) Aug 25, 2007; and (b) 




Fritch scheme (KF), the modified Kain-Fritsch scheme (KFCIN) and the Kain-
Fritsch scheme with revised large-scale trigger (KFMA)…………………..(46) 
Figure 2.13 The seasonal accumulated rainfall (JJA 2009; mm) over the continental 
US, for (a) Stage IV observations, and for model output using (b) KF 
scheme, (c) KFCIN scheme, and (d) KFMA scheme………………………..(47)  
Figure 2.14 The phase of warm season rainfall (JJA 2009) representing the hour at 
which the diurnal rainfall maxima occurs over the continental US, for (a) 
Stage IV observations, and for model output using (b) KF scheme, (c) KFCIN 
scheme, and (d) KFMA scheme. The time coordinate is UTC……………..(48) 
Figure 2.15 The amplitude of warm season rainfall (JJA 2009) over the continental 
US, for (a) Stage IV observations, and for model output using (b) KF 
scheme, (c) KFCIN scheme, and (d) KFMA scheme. The amplitude is the 
maximum hourly rainfall normalized with respect to the mean precipitation at 
each location………………………………………………………………(49) 
Figure 2.16 Hovmöller diagram (time versus longitude) representing the diurnal 
variation of normalized precipitation (positive only) averaged between 38° N 
–42° N, for (a) Stage IV observations, and for model output using (b) KF 
scheme, (c) KFCIN scheme, and (d) KFMA scheme. Normalized precipitation 
is the hourly rainfall normalized with respect to the mean at each location. 
The time coordinate is UTC………………………………………………(50) 
Figure 3.1 Twenty-eight largest urban regions (red polygons) over the continental US 
along with surrounding rural areas (yellow rings). The urban polygons are 




represented on the RTMA grid at 5 km horizontal resolution (see text for 
abbreviations)……………………………………………………………..(58) 
Figure 3.2 The mean daytime temperature anomaly (TAday; Y-axis) and the city size 
(logarithmic X-axis) for the selected cities along with the correlation 
coefficient (r) and p-value of significance (p). The city size refers to (a) 
population and (b) urban polygon area based on percent impervious cover 
(ISA ≥20%). The selected cities include Cleveland, Dallas, Minneapolis, 
New York City, Providence, Sacramento, Houston, and Washington  
              D.C………………………………………………………………………..(61) 
Figure 3.3 Schematic representing the storm propagation axis along with the upwind 
control, urban impact and downwind impact regions defined based on the 
direction of storm movement for an eastward propagating storm………...(63)  
Figure 3.4 Box-and-whisker plots representing the quartiles of rainfall anomalies for 
(a) Minneapolis, (b) DC, (c) Providence, (d) NYC, and (e) Cleveland. 
Outliers (red circles) are data points that exceed the third quartile (75th 
percentile) by a distance greater than 1.5 times the interquartile range. Black 
boxes represent distributions that may be considered Gaussian whereas blue 
boxes represent distributions that deviate significantly from normality as 
determined by the Shapiro-Wilks test. The number of events considered for 
each city is denoted by N………………………………………………….(66)  
Figure 3.5 The skewness and excess kurtosis of rainfall anomaly distribution for 
various cities. The blue symbols represent anomalies that deviate 




Figure 3.6 Histogram and probability density function using the Maximum 
Likelihood Estimate (MLE) method of curve-fitting for DRAmax. The 
anomalies follow (a) Gaussian distribution for Minneapolis, and (b) 
Generalized Extreme Value (GEV) Type II distribution for  
              Providence………………………………………………………………...(68) 
Figure 3.7 The diurnal pattern of rainfall anomaly associated with propagating storms 
over Minneapolis represented by (a) individual events, and (b) the 3-hour 
average anomaly computed from selected individual events. The shaded 
regions in (a) represent the nocturnal and afternoon periods when the 
anomalies are largely positive. Note that the range of the Y-axis in (b) is 
intentionally smaller to emphasize on the bimodal peak of the diurnal rainfall 
anomaly distribution………………………………………………………(69) 
Figure 3.8 (a) 4-hr accumulated precipitation associated with a westerly cold front, 
and (b) 3-hr accumulated precipitation associated with a westerly surface 
low-pressure system, propagating through Minneapolis between 1000 to 
1400 LST on 18 June, 2007, and 0100 to 0400 LST on 28 August, 2007, 
respectively. Bold solid line represents the city polygon and thin solid lines 
represent the surrounding rural ring………………………………………(70) 
Figure 3.9 The diurnal pattern of rainfall anomaly associated with propagating storms 
over DC represented by (a) individual events, and (b) the 3-hour average 
anomaly computed from selected individual events. Note that the range of the 
Y-axis in (b) is intentionally smaller to emphasize on the bimodal peak of the 




Figure 3.10 Same as Fig. 3.3 but depicting the downwind propagation axis 
determined based on the region of maximum precipitation in the downwind 
impact region (shaded in black). The mean low-level (1000-700 mb) wind 
vector and its deviation from the downwind propagation axis (α) are also 
shown……………………………………………………………………...(73) 
Figure 3.11 The relation between the positive downwind maximum rainfall anomaly 
(DRAmax) and (a) wind deviation angle, (b) projected wind speed, for storms 
propagating through Minneapolis. Storms that occur between 2300 to 0800 
LST are considered as nocturnal events. Linear and non-linear relationships 
are derived using the least squares method of curve-fitting. R2 represents the 
coefficient of multiple determination for the observed relationship……...(74) 
Figure 3.12 The correlation of wind deviation angle (left panel) and projected wind 
speed (right panel) with the downwind maximum rainfall anomaly (DRAmax) 
for storms propagating through DC occurring between (a) 1000 to 1900 LST, 
(b) 2300 to 0800 LST, and (c) 2000 to 2200 LST. The correlation coefficient 
is denoted by r, while the significance level (≤ 0.1) is denoted by p. Note that 
the range of the X-axis is dissimilar because the mechanisms that produce 
DRAmax values differ during the diurnal cycle (discussed in text)………..(76) 
Figure 3.13 The diurnal pattern of extreme positive rainfall anomalies (≥ 75th 
percentile) associated with propagating storms over (a) Providence, (b) NYC, 
and (c) Cleveland………………………………………………………….(79) 
Figure 3.14 The diurnal cycle of differences in surface temperature (UHI; left panel), 




potential temperature (UHA; right panel) between the urban and the 
surrounding rural environment for (a) Minneapolis, (b) DC, (c) Providence, 
(d) NYC, and (e) Cleveland……………………………………………….(82) 
Figure 3.15 Seasonal accumulated precipitation (JJA; 2007-08) over Dallas and 
Houston along with the climatological mean downwind direction (bold 
arrow) calculated from the low-level (1000-700 hPa) winds. The bold solid 
line is used to represent each city polygon, the thin solid lines represent the 
surrounding rural ring. The dotted lines represent the 150° sector centered 
around the mean wind vector defining the boundaries for upwind and 
downwind regions. The mean wind vector is from 160° for Dallas and 168° 
for Houston………………………………………………………………..(85) 
Figure 3.16 The diurnal cycle of (a) rainfall frequency (events), and (b) hourly 
rainfall rate associated with heavy events (outliers) observed in the upwind 
and downwind regions of Dallas. Outliers are data points that exceed the 
third quartile (75th percentile) by a distance greater than 1.5 times the 
interquartile range…………………………………………………………(86) 
Figure 3.17 The diurnal cycle of differences in surface temperature (UHI; left panel), 
surface dew point temperature (center panel), and surface equivalent 
potential temperature (UHA; right panel) between the urban and the 
surrounding rural environment for (a) Dallas, and (b) Houston…………..(86) 
Figure 3.18 The diurnal cycle of (a) rainfall frequency (events), (b) hourly rainfall 
rate associated with heavy events (outliers), and (c) frequency of heavy 




Outliers are data points that exceed the third quartile (75th percentile) by a 
distance greater than 1.5 times the interquartile range……………………(87) 
Figure 4.1 The one-way nesting configuration of the model. Red solid lines represent 
the location of the outermost grid (12.5 km resolution), middle grid (2.5 km 
resolution) and the innermost grid (0.5 km resolution) over the Minneapolis-
St. Paul region. All analyses are performed over the innermost grid……..(96) 
Figure 4.2 The surface skin temperature (K) at around 2200 LST on Aug 26, 2008, 
over Minneapolis, derived from (a) satellite observations (MODIS), (b) BEP 
simulation using WRF urban land cover, and (c) BEP simulation using WRF 
urban land cover augmented with NLCD data…………………………....(98) 
Figure 4.3 The total rainfall accumulation (mm) over the study domain from Stage 
IV observations (left), the control ensemble mean (center), and the sensitivity 
ensemble mean (right) for propagating storms occurring between (a) 2100 to 
0200 LST on 27-28 August, 2008, and (b) 0100 and 0600 LST on 11 August, 
2007……………………………………………………………………...(100) 
Figure 4.4 The temporal evolution of the hourly accumulated urban mean rainfall 
from (a) 2200 to 0200 LST on 27-28 August, 2008, and (b) 0200 and 0600 
LST on 11 August, 2007, for the original (left panel), first ensemble or E1 
(center panel), and second ensemble or E2 (right panel) simulations. The 
mean urban rainfall from Stage IV observations (black), control (red) and 
sensitivity (blue) simulations are shown…………………………………(101)  
Figure 4.5 The top panel shows the accumulated rainfall in millimeters (2100 to 0200 




cells) identified using MODE for (a) Stage IV observations, (b) original 
control, (c) original sensitivity, (d) first ensemble member control, (e) first 
ensemble member sensitivity, (f) second ensemble member control, and (g) 
second ensemble member sensitivity simulation………………………...(104)  
Figure 4.6 Same as Fig. 4.5 but for the accumulated rainfall (0100 to 0600 LST) 
associated with the outflow boundary event on 11 August, 2007……….(106) 
Figure 4.7 The model simulated UHI during the period 2100 to 0100 LST on 27-28 
August, 2008 (left panel) and 0100 to 0500 LST on 11 August, 2007 (right 
panel)……………………………………………………………..…...…(108)  
Figure 4.8 The hourly accumulated rainfall (mm) from 2200 to 0100 LST ((a)-(d)), 
and 10-m horizontal winds (m.s-1) during the period 2100 to 0000 LST ((a)-
(d)), for the first ensemble member control (left) and sensitivity (right) 
simulations on 27-28 August, 2008. …………………………………….(109) 
Figure 4.9 The 2-m temperature (K) and surface pressure vertical velocity (Pa.s-1) 
during the period 2100 to 0000 LST ((a)-(d)), for the first ensemble member 
control (left) and sensitivity (right) simulations on 27-28 August,     
2008……………………………………………………………………...(110) 
Figure 4.10 The temporal evolution of mean surface quantities averaged over the city 
polygon viz. (a) pressure vertical velocity (ω), (b) horizontal wind direction, 
(c) horizontal wind speed, (d) pressure, and (e) the mean PBL height from 
the control (red) and sensitivity (blue) simulations for the original (left), first 
ensemble (center) and second ensemble (right) members. The time period is 




Figure 4.11 The hourly accumulated rainfall (mm) from 0300 to 0600 LST ((a)-(d)), 
and 10-m horizontal winds (m.s-1) during the period 0200 to 0500 LST ((a)-
(d)), for the first ensemble member control (left) and sensitivity (right) 
simulations on 11 August, 2007…………………………………………(115) 
Figure 4.12 The 2-m temperature (K) and surface pressure vertical velocity (Pa.s-1) 
during the period 0200 to 0500 LST ((a)-(d)), for the first ensemble member 
control (left) and sensitivity (right) simulations on 11 August, 2007……(116) 
Figure 4.13 The 2-m temperature (K) and surface pressure vertical velocity (Pa.s-1) 
for the first ensemble member control (left) and sensitivity (right) simulations 
at 0400 LST on 11 August, 2007………………………………………...(117) 
Figure 4.14 Same as Figure 4.10 but for time period between 0100 to 0500 LST on 
11, August, 2007…………………………………………………………(119) 
Figure 4.15 The diurnal cycle of the ensemble-mean difference in surface ω 
(sensitivity minus control), compared with (a) UHI, (b) the ensemble-mean 
difference in surface wind speed (sensitivity minus control), on 26-27 
August, 2008 (left), 27-28 August, 2008 (center) and 28-29 August, 2008 
(right)………...…………………………………………………………..(121) 
Figure 4.16 Same as Fig. 4.15 but for 09-10 August, 2007 (left), 10-11 August, 2007 
(center) and 11-12 August, 2007 (right)…………………………………(121) 
Figure 4.17 The diurnal cycle of the ensemble-mean UHI and the ensemble-mean 
differences (control minus sensitivity) in (a) PBL height, (b) PBL top vertical 
velocity, and (c) PBL mean θe, on 26-27 August, 2008 (left), 27-28 August, 




Figure 4.18 Same as Fig. 4.17 but for 09-10 August, 2007 (left), 10-11 August, 2007 
(center) and 11-12 August, 2007 (right)…………………………………(123) 
Figure 4.19 The diurnal cycle of the ensemble-mean UHI (left) and the difference 
(control minus sensitivity) in surface mixing ratio (right) shown along with 
the UHA on (a) 26-27 August, 2008 (top), 27-28 August, 2008 (center) and 
28-29 August, 2008 (bottom); and (b) 09-10 August, 2007 (top), 10-11 
August, 2007 (center) and 11-12 August, 2007 (bottom)……………….(125)     
Figure 4.20 The diurnal cycle of the ensemble-mean latent heat flux from control 
(red) and sensitivity (blue) simulations on (a) 26-27 August, 2008 (left), 27-
28 August, 2008 (center) and 28-29 August, 2008 (right), and (b) 09-10 
August, 2007 (left), 10-11 August, 2007 (center) and 11-12 August, 2007 
(right)…………………………………………………….……………....(126) 
Figure 5.1 Schematic representing the development of parcel instability through (a) 
low-level moisture advection leading to build-up of CAPE, and (b) mass 
convergence leading to vertical mixing within the PBL (removal of 
CIN)……………………………………………………………………...(136) 
Figure 5.2 The distribution of precipitation events (left panel) and positive MFC 
events (right panel) based on total duration (days) associated with each event 
type (1-day, 2-day, etc.) for (a) Southeast US, and (b) Southwest US. The 










Chapter 1: Introduction 
 
1.1 Negative Buoyancy and its representation in cumulus parameterization schemes 
Atmospheric moist convection is broadly classified into two categories (Type I 
and Type II). Although simplistic, such a classification is typically used to represent 
sub-grid scale convective processes within numerical models. Type II is used for 
closure assumptions in most cumulus parameterization schemes. It assumes statistical 
equilibrium between small-scale convection and the large-scale environment. In order 
to maintain a nearly negligible rate of change of convective available potential energy 
(ΔCAPE/Δt ≈ 0), cumulus schemes based on statistical equilibrium may initiate moist 
convection whenever there is large-scale destabilization (increase in CAPE) due to 
processes such as radiative cooling, moisture advection, increased surface sensible and 
latent heat fluxes, etc. (Emanuel 1994). Examples of such schemes include Manabe 
(Manabe et al. 1965), Arakawa-Schubert (Arakawa 1969; Arakawa and Schubert 
1974), Grell (Grell et al. 1991; Grell 1988; 1993), and so on. These schemes may work 
favorably for particular types of convective regime, for example, in tropical maritime 
regions where convection may be continually produced whenever there is external 
forcing. This equilibrium response to the large-scale environment is referred to as 
convective adjustment. In midlatitudes, the problem of convective initiation, however, 
is more constrained because external forcing is not the only limiting factor (Banacoz 
and Schultz 2005). The presence of negative buoyancy (or convective inhibition; CIN) 




substantially (ΔCAPE/Δt > 0) before it is released. This type of non-equilibrium 
convection (Type I), referred to as triggered or activated, can be far more challenging 
to predict (Emanuel 1994). In order to represent Type I convection in cumulus 
schemes, the response to the large-scale forcing is delayed, either by relaxing the time 
period for convective adjustment or by imposing additional trigger criteria for 
convective initiation. For example, schemes such as the Betts-Miller-Janjić (Betts 
1986; Betts and Miller 1986; Janjić 1994), Kain-Fritsch (Kain and Fritch 1993; Kain 
2004), and Tiedtke (Tiedtke 1989), use a trigger function that takes into account 
thermodynamic constraints (CIN). In recent years, a number of schemes have 
transitioned from representing a purely diagnostic, instantaneous convective response 
(equilibrium) to a triggered or relaxed adjustment to the large-scale destabilization 
(disequilibrium). Such a shift towards a more prognostic approach is considered useful 
for parameterizing convection in the current generation mesoscale models (Jones and 
Randall 2011; Arakawa 2004; Kain and Fritsch 1992).   
This is because, with increasing model resolution (along with a vastly growing 
suite of observations), the robustness of statistical or quasi-equilibrium is tested and 
debated (Davies et al. 2013; Jones and Randall 2011; Zhang 2002; Masunaga 2012). In 
general, this assumption is found to be more suitable for coarse resolution climate 
models characterized by slow-varying dynamical processes (Jones and Randall 2011; 
Davies et al. 2013). It has been observed that convective quasi-equilibrium is valid 
only when the time-scale for variation in the resolved (large-scale) forcing is longer 
than 30 hours (Jones and Randall 2011). This implies that the assumption, although 




of convection (Jones and Randall 2011; Bechtold et al. 2013; Davies et al. 2013). 
Within the mesoscale modeling framework, high-frequency interaction between the 
grid-resolved forcing and cumulus clouds is common (Jones and Randall 2011; Kain 
and Fritsch 1992). At this resolution, the diurnal cycle of rainfall is considered to be 
better represented using the non-equilibrium assumption (Jones and Randall 2011; 
Davies et al. 2013; Bechtold et al. 2013). For this purpose, apart from considering the 
grid-resolved forcing, many cumulus schemes designed for use in mesoscale models 
may include implicit or explicit trigger constraints for CIN below the LFC (Kain and 
Fritsch 1992). In this thesis, these constraints are explored for two such cumulus 
parameterization schemes, namely the Kain-Fritsch and the Betts-Miller-Janjić.  
Even with the additional trigger criteria, models have considerable difficulty 
simulating the diurnal cycle of warm season precipitation. In a recent climate 
modeling experiment, a premature peak in daytime warm season rainfall was predicted 
over the continental US using the Tiedtke scheme at resolutions ranging from 125 km 
to 10 km (Dirmeyer et al. 2010). Moreover, nocturnal rainfall was hardly captured in 
regions such as the US Central Plains, and the scheme’s performance showed little 
sensitivity to horizontal resolution (Dirmeyer et al. 2010). In another mesoscale 
climate modeling experiment it was found that the Kain-Fritsch scheme is also 
geographically phase-locked, producing widespread daytime convection over the US 
(Liang et al. 2004).  
The Grell scheme, on the contrary, is able to reproduce nocturnal precipitation 
and phase propagation across the Central Plains region (Liang et al. 2004; see Fig. 1.1 




more sensitive to the free-tropospheric forcing (above the planetary boundary layer), 
for simulating nocturnal rainfall over this region. Similarly, Lee et al. (2008) also 
found that decoupling convection from the boundary layer is important for 
parameterizing nocturnal convective rainfall. However, such an assumption may not 
be appropriate for other midlatitude regions where boundary layer convection is 
known to produce a characteristic late afternoon rainfall maximum. For these regions, 
the daytime rainfall peak simulated by the Kain-Fritsch scheme agrees well with 
observations (Liang et al. 2004).  
Thus, the Kain-Fritsch scheme’s trigger function, although better designed to 
represent non-equilibrium convection and the diurnal cycle in mesoscale models (Kain 
and Fritch 1992), is only able to reproduce the daytime (not nocturnal) rainfall peak. 
The Tiedtke scheme also has similar biases, moreover, producing a premature peak in 
daytime convection (Dirmeyer et al. 2010). This suggests that the trigger constraints in 
these schemes, especially the role of negative buoyancy (or CIN), need further 
exploration. The Kain-Fritsch and Tiedtke schemes initiate moist convection based on 
dynamical constraints of grid-resolved mass and moisture convergence, respectively. 
They explicitly consider parcel buoyancy as a trigger criterion. The Tiedtke scheme, 
for example, assumes that the parcel’s kinetic energy allows a constant additional 
positive buoyancy of 0.5 °K in the sub-cloud layer, i.e., the layer below the lifting 
condensation level (LCL) (Tiedtke 1989). The Kain-Fritsch scheme has a more 
sophisticated buoyancy trigger applied at the cloud-base, which incorporates the grid-
resolved vertical velocity (horizontal mass convergence) in the parcel buoyancy 




schemes, with less stringent constraints on the negative buoyancy (CIN) above this 
level. This is discussed in more detail for the Kain-Fritsch scheme in Chapter 2. The 
efficiency of the trigger function in the Betts-Miller-Janjić scheme, which implicitly 
considers negative buoyancy based on enthalpy conservation, is also explored.  
Not only is the consideration of negative buoyancy theoretically important for 
non-equilibrium convection, but it may have an actual influence on the diurnal cycle 
of warm season rainfall in mesoscale climate simulations. In Chapter 2, it is argued 
that the role of negative buoyancy in modeling mesoscale convection may be more 
critical than its current representation in cumulus schemes. 
 
  
Figure 1.1 Hovmöller diagram (time versus longitude) of normalized rainfall diurnal 
variations averaged between 38-42°N from (a) rain-gauge records, (b) multi-sensor 
Stage IV precipitation observations, (c) model simulations using Kain-Fritsch scheme, 




1.2 The Urban Heat Island (UHI) and its impact on warm season precipitation 
1.2.1 The Urban Heat Island 
The Urban Heat Island, or UHI, is a commonly used term to denote the surface 
air temperature difference between a city and its surrounding rural environment (Oke 
1973, 1982; Shepherd 2005). Construction materials used in the built environment 
have low albedo but high thermal conductivity, and therefore absorb more of the 
incoming shortwave radiation as compared to bare soil and naturally vegetated 
surfaces. As a result, the surface energy balance (Eq. 1.1) over urban regions may have 
considerable differences compared to its rural counterpart.  
           Qnet + QH + QE + A + ΔQs = 0.                         (1.1) 
 
For the daytime urban environment, Qnet represents the net incoming radiation 
(shortwave + longwave), QH and QE are the turbulent sensible and latent heat fluxes 
from the ground to the atmosphere, A is the anthropogenic heat input from vehicular 
emissions, space cooling, industrial processes, etc., and ΔQs is the change in the 
storage heat flux. Although ΔQs refers to the net heat stored within the urban canopy, 
its major component is the surface to subsurface ground heat flux (G) (Grimmond and 
Oke 1995). It is assumed that Eq. 1.1 is balanced with respect to an equilibrium 
temperature at the surface. 
Urban areas have higher ΔQs since impervious surfaces are typically more 
dense and better thermal conductors compared to loose soil (Grimmond and Oke 
1999a). The skin temperature difference between the urban and rural regions is 




(Imhoff et al. 2010). At this time, the difference in the Bowen ratio (QH/QE) between 
the city and its surrounding rural environment may drive an atmospheric UHI. Urban 
areas are known to have higher sensible heat flux that warms the atmosphere, 
accompanied by lower latent heat flux that reduces evaporative cooling during the day 
(Grimmond and Oke 1995; Oke 1988; Oleson et al. 2008). The difference in air 
temperatures (i.e., the UHI), however, is known to peak at night (Oke 1973; Shepherd 
2005; Chandler 1967).  
The dominant terms in the nighttime surface energy budget (Eq. 1.1) are the 
net outgoing longwave radiation (Qnet), and ΔQs. The latter is mainly comprised of the 
upward heat flux from the subsurface to the surface (G). Sensible and latent heat 
fluxes are low in magnitude during nocturnal hours (Grimmond and Oke 2002). In 
rural areas, QH may turn negative as the radiation inversion may keep the nocturnal 
atmosphere warmer than the ground. However, for an urban area, G is quite 
pronounced and may continue to keep the temperature of the surface (skin) higher than 
the overlying air. Thus, QH may remain largely positive during nighttime in the built 
environment, thereby leading to anomalous warming of the nocturnal atmosphere (Oke 
1988; Grimmond and Oke 2002).  
The main sources of the nighttime Qnet are upwelling radiation from the 
ground, downwelling radiation from clouds and downwelling radiation from the 
atmosphere, mainly water vapor. In urban areas, a fourth source is the downwelling 
longwave radiation from vertical structures such as buildings which can further 
enhance the UHI. The warming effect of clouds and water vapor in the nocturnal 




formulae (Swinbank 1963; Goforth et al. 2002). Clouds can substantially abate 
radiational losses in both the urban and the rural atmosphere, increasing nocturnal 
temperatures. Therefore, it is not surprising that the nocturnal peak in the UHI is most 
prominent during dry, cloud-free nights when the differential radiative cooling 
between urban and rural areas is maximum. In a number of previous studies, the 
nighttime UHI is indeed shown to be negatively correlated with cloud cover and 
humidity (Sundborg 1950; Duckworth and Sandberg 1954; Morris et al. 2001; 
Sheridan et al. 2000).  
Thus, the atmospheric UHI may be distinguished from external influences 
resulting from topography, elevation, wind advection, etc., through the use of certain 
relations established a priori. In Chapter 3, the temperature anomaly (TA) between 28 
prominent US cities and their rural environment is investigated for the presence of a 
distinct UHI signal. After identifying these cities, the UHI-influence on local and non-
local warm season rainfall modification is examined.  
 
1.2.2 Rainfall modification by urban areas  
The warm season rainfall modification over urban areas has been investigated 
by several studies in the past. Changnon (1968) was one of the first to report a 
significant downwind rainfall increase in the La Porte region to the east of Chicago. 
Thereafter, similar rainfall increases observed over and downwind of many cities have 
been attributed mainly to the UHI (Ackerman et al. 1977; Shepherd et al. 2002; 
Shepherd and Burian 2003; Bornstein and Lin 2000; Dixon and Mote 2003; Bentley et 
al. 2010), but also to factors such as urban-enhanced aerosols (Diem and Brown 2003; 




(Ackerman et al. 1977; Changnon et al. 1981; Bentley et al. 2010), and urban canyon 
(geometry) effects (Bornstein and LeRoy 1990; Niyogi et al. 2011; Bentley et al. 
2010). The role of aerosols and increased cloud condensation nuclei (CCN) in 
influencing urban rainfall, however, remains uncertain (Shepherd 2005); some studies 
suggest a decrease in precipitation due to increased CCN (Ramanathan et al. 2001; 
Rosenfeld 1999, 2000; Givati and Rosenfeld 2004) whereas others indicate an 
opposite effect (Andreae et al. 2004; Rosenfeld et al. 2008). A recent modeling study 
(Van Den Heever and Cotton 2007) showed that the aerosol impact may produce 
enhanced downwind rainfall but the development of convection itself occurs due to the 
presence of the urban land cover and the associated surface convergence. Model 
dependence of these findings has not been explored yet.  
 The positive influence of the urban land cover on rainfall was first explained 
during METROMEX (Ackerman et al. 1977) and has since been confirmed by several 
subsequent modeling studies (Vukovich and Dunn 1978; Hjemfelt 1982; Baik et al. 
2001). The rainfall increase has been proposed to occur due to enhanced convergence 
within the urban planetary boundary layer (PBL) as a result of the UHI and increased 
surface roughness (Ackerman et al. 1977). This leads to deeper mixing heights, more 
upward vertical velocity at cloud-base, and a downstream propagation of clouds and 
an instability along with a synoptic flow (Ackerman et al. 1977). This UHI-perturbed 
boundary layer circulation, observed typically during the afternoon period, invigorates 
existing storms but may also initiate new daytime convection (Ackerman et al. 1977, 
Shepherd 2005). This is one of the most well-known, commonly attributed causes for 




Westcott 1995; Shepherd 2005; Shepherd et al. 2002; Shepherd and Burian 2003; 
Bentley et al. 2010). Even as observational evidence for this UHI-signature is building 
steadily, it has become increasingly important to carry out studies that investigate the 
role of the competing mechanisms. Factors such as varying synoptic conditions, 
differing storm-types, diversity in geographical setting of cities, and diurnal forcing 
mechanisms, warrant a detailed investigation of the old and new hypotheses for urban 
rainfall enhancement.  
In recent decades, studies have made use of advanced high-resolution radar, 
lightning and rainfall datasets to investigate urban impacts on rainfall. Although 
useful, many of these studies only speculate about the causes for the observed spatial 
rainfall patterns based on previously established mechanisms (Shepherd et al. 2002; 
Shepherd and Burian 2003; Bentley et al. 2010; Ashley et al. 2012). Very few have 
actively pursued the identification of new hypotheses to explain the variability in UHI-
rainfall impacts. Apart from studying rainfall patterns using the high spatial resolution 
of recent datasets, temporal analyses may help identify forcing mechanisms that 
enhance rainfall. For example, a diurnal trend analysis of the rainfall anomalies may 
determine whether the nocturnal UHI or the daytime UHI-perturbed boundary layer 
circulation drives the observed rainfall patterns. This has been carried out in the past 
(Ackerman et al. 1977; Huff and Changnon 1973; Westcott 1995), but is glaringly 
absent in more recent work that has mainly focused on analyzing spatial trends 
(Shepherd et al. 2002; Shepherd and Burian 2003; Bentley et al. 2010; Ashley et al. 
2012). Some studies though have conducted more comprehensive analyses to 




(1990) have used radar data to show that propagating thunderstorms tend to bifurcate 
around New York City due to the building-barrier effect whereas rainfall can be 
initiated over the city under calm conditions. Niyogi et al. (2011) found that daytime 
thunderstorms passing through Indianapolis changed structure by splitting upwind and 
merging again downwind of the city. These studies do engender new hypotheses for 
urban modification of rainfall, but may be specific to individual cities and urban 
geometry. The results are not confined to discussing UHI impacts alone, and may 
therefore not be widely applicable.  
Another issue that imposes a geographical constraint on the choice of cities for 
investigation is the difficulty in separating urban impacts from other local influences 
(such as sea breeze, topographical effects, etc.). For instance, a number of studies have 
been conducted over Atlanta because of its rapid urbanization in recent decades, 
relatively flat topography, and inland location. Bornstein and Lin (1990) showed that 
summer thunderstorm initiation may occur due to the UHI-induced convergence over 
Atlanta. Following this, recent studies over Atlanta have focused on investigating 
spatial rainfall distribution on synoptically benign days that are suitable for convective 
development (Dixon and Mote 2003; Bentley et al 2010). While it is useful to study 
the UHI’s role in triggering air-mass type convection that is common in the southeast 
US, it is also worth exploiting high-resolution datasets to study the impacts on frontal 
storms and existing convective systems more common in other regions. These may 
have potentially severe risks such as flash floods and extreme rainfall. Moreover, apart 
from considering isolated cities like Atlanta, it is important to expand our 




complex terrain. A large coastal city may have a more significant UHI than an isolated 
but smaller inland city (Landsberg 1981). Therefore, such cities must not be excluded 
from investigating UHI-induced rainfall modification patterns. A comprehensive 
multi-city analysis using high-resolution datasets to explore the variability of UHI 
impacts on rainfall is currently lacking. In Chapter 3, the objective is to achieve the 
same without being too restrictive in the choice of cities and synoptic background 
conditions. The cities are chosen based on the occurrence of a well-defined UHI as 
opposed to size or favorable geographical location. In Chapter 4, modeling analyses 
are used to verify the observations from Chapter 3, and to test new hypotheses. The 
focus is on better understanding the impact of the UHI on nocturnal propagating 
thunderstorms. This has not been explored in detail in the past. Since the nocturnal 
UHI is a commonly observed phenomenon across the world, its interaction with 
existing rain-producing storms may have broad implications for our predictive 
understanding as well as for urban planning.  
 
1.3 Thesis Outline 
 In Chapter 2, the cause of common biases in modeling warm season 
midlatitude convection is investigated through model sensitivity analyses. Several case 
studies are simulated to understand the deficiencies in two cumulus parameterization 
schemes popularly used in mesoscale modeling. The use of remote sensing 
observations to explore important trigger mechanisms in the atmosphere is 
demonstrated. It is shown that the problem of premature, light rainfall in mesoscale 




especially in the layer between the LCL and the LFC. A simple modification is made 
to one of the schemes, and the scope for improvement in warm season rainfall 
characteristics is investigated using a mesoscale seasonal simulation.  
In Chapter 3, a multi-city approach is adopted for studying the UHI-induced 
warm season rainfall modification by using surface observations of high 
spatiotemporal resolution. Statistical methods are employed to study UHI impacts on 
rainfall and its variability, by taking into account factors such as diurnal forcing 
mechanisms, geographical location (coastal versus inland), and predominant storm-
type (propagating versus non-propagating). It is shown that UHI-induced rainfall 
modification may differ for coastal versus inland cities. For inland cities, the urban and 
downwind rainfall increase is shown to be significant during late-afternoon and 
nocturnal hours. The urban nocturnal instability has received considerably less 
attention in the past. In Chapter 4, the mechanisms that produce this instability and the 
related rainfall enhancement are investigated using model sensitivity experiments. 
Chapter 5 summarizes the significance of the results, and outlines the steps for future 




Chapter 2: Negative buoyancy in midlatitude convection and its 
representation in cumulus parameterization schemes  
 
Abstract 
In this study, the premature onset and peak of parameterized convection in mesoscale 
models is investigated. Several warm-season, late-afternoon precipitation events over 
the Chesapeake Bay watershed are simulated using the Weather Research and Forecast 
(WRF) model. The performance of two popular cumulus parameterization schemes 
(Betts-Miller-Janjić and Kain-Fritsch) is evaluated through model sensitivity 
experiments. It is observed that the timing of rainfall is improved when convection is 
explicitly resolved. The early bias in parameterized convection appears to be 
associated with the inadequacy in representing CIN or negative buoyancy in the 
trigger, especially above cloud-base and below the level of free convection (LFC). 
Satellite-derived soundings suggest that even with extremely favorable conditions, 
negative buoyancy in this layer may delay the onset of surface-based or boundary 
layer convection. Other factors, such as enhanced mixing due to overactive shallow 
convection, may also contribute to the early rainfall bias. A simple modification to the 
Kain-Fritsch scheme suggests that more stringent buoyancy constraints may help 
reduce the bias, producing a small but positive improvement in the representation of 
the diurnal cycle of rainfall in mesoscale models. The scheme’s performance, 
however, remains highly sensitive to the choice of the large-scale dynamical trigger. 
Stricter negative buoyancy constraints appear to reduce this sensitivity, but may not be 





An accurate representation of warm season rainfall remains a challenging issue 
for both regional and global climate models. In particular, the premature onset of 
convection and the occurrence of too frequent light rain are widely observed (Lee et al. 
2007; Dai and Trenberth 2004). For example, authors have reported that the peak 
associated with daytime convection is predicted to occur too early in the morning 
hours by several cumulus parameterization schemes (e.g., Betts and Jakob 2002; Dai 
and Trenberth 2004; Lee et al. 2007; Dirmeyer et al. 2010). Dai and Trenberth (2004) 
speculated that weak thermodynamic constraints for CIN in the trigger for deep 
convection may be responsible for this, however, they did not explore the cause. Our 
current understanding of the importance of CIN or negative buoyancy for 
parameterizing convection in mesoscale models has been discussed in the Introduction 
(Chapter 1). The aim of this study is to investigate the constraints for the same in two 
cumulus schemes, using model sensitivity experiments and satellite observations. The 
rationale for the procedure adopted is outlined below. 
The cause for premature convection in the Betts-Miller-Janjić (Betts 1986; 
Betts and Miller 1986; Janjić 1994) scheme and the Kain-Fritsch (Kain 2004) scheme 
is investigated by carrying out model simulations over the Chesapeake Bay watershed. 
The nature of warm season late-afternoon convection over this region is expected to be 
surface-based, i.e., driven due to boundary layer processes (Wallace 1975; Colman 
1990). As discussed in Section 1.1, both schemes include a trigger function which is 
considered suitable for use in mesoscale models. The model runs are tested for 




boundary layer physics, and cumulus physics. The important trigger mechanisms for 
initiating surface-based convection in the real atmosphere are also examined using 
satellite-derived soundings. Finally, a simple modification to the Kain-Fritsch scheme 
to include a more stringent buoyancy constraint for moist convection is proposed and 
tested using a seasonal climate simulation. The experimental procedure is explained in 
the next section, followed by a discussion of major results (section 2.3) and a summary 
of conclusions (section 2.4). 
 
2.2 Methods 
The methodology used to conduct model sensitivity experiments is described 
in this section, followed by the procedure to validate model results against rainfall 
observations and satellite-derived soundings. 
 
2.2.1 Selection of events 
Six daytime precipitation events of 1-2 day duration occurring over the 
Chesapeake Bay watershed during the warm season in a conditionally unstable 
atmosphere, and having rainfall beginning around 1200-1400 LST, are selected. In 
order to avoid selecting events of elevated convection (originating above the boundary 
layer), it is ensured that there was no upper-level disturbance in the form of thermal or 
vorticity advection, and also that precipitation did not occur on the cold side of a front. 
The convective to total precipitation ratio produced by the cumulus scheme during the 
time of convection is examined, and the cases are restricted to a minimum threshold 




out using weather maps obtained from the Hydrometeorological Prediction Center 
(HPC) of the National Weather Service, and Unisys weather. Table 2.1 provides a list 
of meteorological conditions including the range of diurnal temperature maxima, 
surface dew point temperatures, and lifted index values observed across the region on 
each rain day, along with fronts at 0800 LST. 
 
Table 2.1 The range of observed meteorological conditions over the Chesapeake Bay 
watershed.  
Event 





at 0800 LST (°C) 
*Lifted Index at  
0800 LST (°C) 
Fronts at 0800 LST 
Aug 4-5, 2010 
Day1 25-33 21-24 0 to -4 Surface trough 
oriented N-S 
Day2 28-33 19-23 -2 to -4 Approaching cold 
front from NW 
Jun 8-9, 2009 
Day1 27-29 17-20 0 to -2 Stationary front 
oriented E-W  
Day2 27-31 19-21 -2 to -6 Squall line oriented 
N-S 
May 24, 2009 
Day1 22-30 15-18 0 to -4 Approaching cold 
front from NW 
Jun 3-4, 2008 
Day1 23-29 12-16 2 to -2 Approaching 
cold/stationary 
front from NW 
Day2 27-29 18-21 0 to -5 Warm front 
oriented E-W 
Aug 25-56, 2007 
Day1 29-37 21-24 -2 to -8 No surface fronts 
Day2 30-38 20-25 0 to -4 Cold front oriented 
NE-SW 
July 5-6, 2005 
Day1 30-33 19-22 0 to -3 Approaching cold 
front from W 
Day2 29-33 20-23 0 to -2 Stationary front 
oriented N-S 
*Lifted Index is defined as the difference in environmental temperature and parcel temperature at 






2.2.2 Design of model simulations 
The control experiment consists of nested runs using the Weather Research and 
Forecast (WRF) model (Skamarock et al. 2008) at three different resolutions, viz., 
coarse (37.5 km), medium (7.5 km), and fine (2.5 km). The domain and the one-way 
nesting configuration of the model are shown in Figure 2.1.  
 
 
Figure 2.1 Model experimental domain (dark shaded) over the Chesapeake Bay 
watershed, shown along with the three-grid one-way nesting configuration that is used. 
The outermost grid resolution is 37.5 km, the middle grid is 7.5 km and the innermost 
grid resolution is 2.5 km. 
 
The cumulus parameterization scheme is activated for the coarse and the medium 
resolution nested grids only, whereas the fine grid resolves convection explicitly. The 
model output from all three resolutions is evaluated over the dark shaded region 
(shown in Fig. 2.1). This enables examination of the sensitivity of model results not 
only to horizontal resolution but also to the treatment of cumulus physics. The control 
experiment is carried out using the Betts-Miller-Janjić (BMJ) cumulus 
parameterization scheme and the Yonsei University (YSU) boundary layer scheme 




activate deep convection only if the cloud-depth exceeds 200 hPa. Although it doesn’t 
explicitly consider parcel buoyancy in its trigger function, it includes an implicit 
constraint for cloud-layer CIN based on enthalpy conservation (Baldwin et al. 2002).  
The model has 30 vertical levels in the terrain-following sigma coordinate 
system, eight within the lowest 1 km and the remaining spaced equally up to 100 hPa. 
The unified Noah Land Surface Model (Chen and Dudhia 2001) predicts heat and 
moisture fluxes at the surface while the WRF Single-Moment 5-class (WSM5) scheme 
(Hong et al. 2004; Hong and Lim 2006) is chosen for parameterizing microphysics. 
Two sets of sensitivity experiments are carried out, first by replacing the YSU with 
Mellor-Yamada-Janjić (MYJ) boundary layer scheme (Mellor and Yamada 1982), and 
the second by replacing the BMJ with the Kain-Fritsch (KF) cumulus parameterization 
scheme. 
The 00 UTC forecast cycle from the Global Forecast System (GFS) model is 
used for initial and boundary conditions. In the past, studies involving long-term 
climate modeling experiments have reported the problem of premature convection. 
One reason for using the GFS model to drive WRF is to investigate whether similar 
timing errors also exist in “forecast” mode (i.e., when no data assimilation is active). 
For each event, the forecast is run up to 180 hours (seven and a half days) and a lead 
time of 12 hours is allowed for model spin-up. The effect of increasing lead time on 
the model results is also explored. In addition to the control run, 4 more ensemble runs 
are created by perturbing initial temperature and moisture values within the lower 
atmospheric levels (from the surface up to the lowest six sigma levels). It is expected 




The perturbations are computed using a random normal distribution function with 
mean = 0, and standard deviation = 1.8 °K (for temperature) and 10% (for relative 
humidity). It is ensured that points of supersaturation are not produced. 
 
2.2.3 Validation against observations 
 The 4.7 km resolution Stage IV precipitation dataset from the National Centers 
for Environmental Prediction’s Environmental Modeling Center (NCEP’s EMC) 
(Baldwin and Mitchell 1996; Lin and Mitchell 2005) is used as observational reference 
primarily to verify the modeled diurnal cycle of precipitation during each event. In 
addition, rainfall observations are used to compute the frequency bias score (referred 
to hereafter as BIAS in uppercase) at various precipitation thresholds, which serves as 
a measure of the precipitation intensity produced by the model. BIAS is calculated 
using the Development Testbed Center’s Model Evaluation Tool (MET version 2.0) 
verification package (2009). 
Satellite-derived soundings from the Atmospheric Infrared Sounder (AIRS) 
instrument onboard the National Aeronautics and Space Administration’s (NASA’s) 
Aqua Spacecraft is used to investigate relevant trigger processes. The AIRS Level 1B 
infrared, geolocated, and calibrated radiances product is used. Since atmospheric 
soundings from ground-based sources (radiosondes, aircraft profiles, etc.) are not 
available at sufficient spatiotemporal frequency, the high spatial resolution AIRS 
dataset is employed. Each AIRS satellite granule consists of 90 × 135 grid points at 
13.5 km spatial resolution (at nadir) and a swath width of around 1650 km. Satellite 
pass occurs over the Chesapeake Bay watershed in the afternoon (between 1300–1500 




moisture are obtained over locations with observed rainfall recorded soon after the 
satellite pass. This provides a snapshot of the real atmosphere just prior to the 
initiation of convection. 
  
2.2.4 AIRS satellite retrievals 
The AIRS instrument contains 2348 channels, thus providing atmospheric 
profiles with impressive vertical resolution. Hyperspectral soundings of temperature 
and moisture are obtained at 101 levels using separate clear-sky (Weisz et al. 2007a) 
and cloudy (Weisz et al. 2007b) regression retrieval algorithms. The AIRS retrievals 
tend to have a slightly cool and dry bias. However, the algorithm is known to produce 
reasonably good results for optically thin cloud conditions (Weisz et al. 2007b). Thus, 
in order to filter out grid points with thick clouds, cloud-thickness values using the 
University of Wisconsin’s AIRS regression retrieval algorithm package are obtained 
(UWAIRS version 3.0; Smith et al. 2012). This algorithm uses a dual regression 
technique that determines the presence of a cloud and associated cloud-thickness value 
based on the differences between clear-trained and cloudy-trained solutions at each 
grid point (Smith et al. 2012). The assigned cloud-thickness values may range from 0-
3 with 0 indicating clear or thin cloud conditions and 3 representing locations with 
thick clouds (Smith et al. 2012). In this study, only grid points with 0 cloud-thickness, 
are considered. After applying this filter, the cloudy and clear-sky regression 
algorithms produce soundings that are fairly realistic. Comparison with radiosonde 
observations obtained from the National Climatic Data Center’s Integrated Global 
Radiosonde Archive (IGRA) yields good agreement, thus confirming that the cloud-




atmosphere. As an example, a comparison of cloudy and clear-sky soundings against 
co-located radiosonde measurements is shown in Figures 2.2 (a) and 2.2 (b), 
respectively. The soundings are recorded during a warm season convective event that 
occurred over South Africa on November 28, 2006. The locations correspond to the 
World Meteorological Organization (WMO) stations in Pretoria (Fig. 2.2 (a)) and De 
Aar (Fig. 2.2 (b)). The satellite pass occurs at around 1135 UTC over this region, 
 
Figure 2.2 Comparison of co-located skew T-log P soundings obtained from 
radiosonde (IGRA) measurements at 1000 UTC (left panels), and AIRS satellite data 
at 1135 UTC (right panels) using (a) cloudy regression retrieval algorithm over 
Pretoria and (b) clear-sky regression retrieval algorithm over De Aar. CAPE and CIN 
areas are represented by red and blue shadings, respectively. The soundings are 
recorded on November 28, 2006 during a warm season convective event that occurred 
over South Africa. 
 
which approximately coincides with the timing of the daily radiosonde measurements 
(1000 UTC). AIRS is able to successfully capture the observed spatial variability in 




developed boundary layer with low CIN values, is accurately reproduced over 
Pretoria. On the other hand, the absence of CAPE in the sounding over De Aar, is also 
correctly indicated by the AIRS data. This gives us confidence that the high spatial 
information contained in the AIRS dataset is usable to study location-specific 
soundings over grid points with observed rainfall.  
 
2.2.5 Convective and pre-convective soundings 
The regression retrieval is performed over grid points that have precipitation 
beginning at a time closest to, but soon after the satellite pass (1400-1600 LST). These 
atmospheric profiles represent the soundings of the convective atmosphere, since they 
are observed right before precipitation occurs. Similarly, profiles are also retrieved 
over grid points with rainfall beginning two hours after satellite pass (1600-1800 
LST). These time-lagged profiles may be referred to as soundings of the pre-
convective atmosphere. The observed differences between convective and pre-
convective soundings may help infer the processes that are relevant to the triggering of 
surface-based convection.  
The step-wise procedure to obtain these representative skew T-log P soundings 
is described below.  
1.) Using Stage IV gridded precipitation, locations with observed rainfall beginning 
within the hour or next of satellite pass (i.e., 1400-1600 LST) are identified. Latitude 
and longitude values of these locations are obtained.  
2.) This information is used to co-locate corresponding location indices within the AIRS 




3.) Retrievals of temperature and moisture profiles are obtained at these locations using 
the regression algorithms, and skew T-log P soundings representative of the 
convective atmosphere are generated. (Points with cloud contaminated retrievals or 
non-positive surface CAPE are disregarded).  
4.) The above steps are repeated for locations with observed precipitation beginning 
approximately two hours after satellite pass (1600-1800 LST). The soundings from 
these grid points are used as a proxy to represent the pre-convective atmosphere.  
 
As an example, Figure 2.3 (a) shows the satellite-derived skin temperature over the 
region of interest retrieved using the clear-sky regression algorithm, on August 5, 2010  
(1447 LST). The point marked with a black ‘’ symbol indicates a location with  
 
Figure 2.3 (a) Satellite-derived skin temperature (°K) on August 5, 2010 at 1447 LST, 
along with locations used for retrieving atmospheric soundings representing the 
convective atmosphere (grid point marked with ‘’ symbol) and pre-convective 
atmosphere (grid points marked with ‘x’ symbol); and (b) is the temperature (top) and 




precipitation beginning between 1400-1500 LST, that is used to obtain temperature 
and moisture profiles representative of the convective atmosphere (see Fig. 2.3 (b)). 
Similarly, grid points with precipitation beginning between 1600-1700 LST are 
marked with black ‘x’ symbols in Figure 2.3 (a). These are subsequently used to 
retrieve soundings of the pre-convective atmosphere. Note that retrievals at the hour 




2.3.1 Early bias in parameterized convection 
 Figure 2.4 compares the temporal evolution of the domain-averaged ensemble 
mean precipitation at each resolution with observations. It can be seen that the onset 
and peak of convection often occurs too early in the parameterized grids (left panels of 
Fig. 2.4 (a)-(f)). Moreover, the sensitivity to model resolution remains low when 
convection is parameterized. Explicit convection does not always improve the mean 
precipitation but it appears to rectify the early bias and thereby improving the temporal 
evolution of rainfall (companion panels of Fig. 2.4 (a)-(f)). Note that such an 
improvement in the model diurnal cycle with explicit convection is clearly evident at 
lead times shorter than 72 hours. For longer lead times, it appears that the forecast 
errors are driven primarily due to sensitivity to initial and boundary conditions, 
causing the model solution to be less divergent between parameterized and explicit 




parameterization schemes, reported extensively in climate-modeling literature, may 
also appear in short-range deterministic forecasts.  
 
 
Figure 2.4 Temporal evolution of ensemble mean precipitation forecasts for coarse 
(red), medium (blue) and fine (green) resolutions against observations (black), 
respectively, on (a) August 4-5, 2010, (b) June 8-9, 2009, (c) May 24, 2009, (d) June 
3-4, 2008, (e) August 25-26, 2007 and (f) July 5-6, 2005. 
 
In order to quantify the improvement with explicit convection, especially in the 
temporal evolution of model forecast, the diurnal cycle of precipitation (shown in Fig. 
2.4) is first normalized with respect to the daily mean for each ensemble member. The 




calculated by subtracting the temporal change in the observed precipitation (ΔO/Δt) 
from that in the precipitation forecast (ΔF/Δt) at each resolution using the following 
equation: 












∑ .                                                (2.1) 
In Eq. 2.1, n is the number of hourly samples, and the summation is performed over 
the entire convective period for each event. The MSE values calculated from Eq. 2.1 
for various ensemble members, appear to be normally distributed as indicated by the 
Shapiro-Wilks test (significance level = 0.05). Table 2.2 compares the ensemble-
averaged MSE between parameterized and explicit grids.  
 
Table 2.2 Comparison of ensemble-averaged mean squared error (MSE) of the time-





MSE in time-evolution 
of normalized mean  
precipitation 
t-value for the 
improvement in 
MSE calculated 
for explicit grid  
Significance 
level  
(p ≤ 0.05)  
Sample 





37.5 0.4851 2.3797 0.05 5 
7.5 0.5260 6.0536 0.005 5 
2.5 0.3860   5 
Jun 8-9, 
2009 
37.5 0.4447 10.8269 0.001 5 
7.5 0.4467 6.0802 0.005 5 
2.5 0.2962   5 
May 24, 
2009 
37.5 0.2287 2.6173 0.05 5 
7.5 0.2163 1.5896 - 5 
2.5 0.2001   5 
Jun 3-4, 
2008 
37.5 0.2911 0.9124 - 5 
7.5 0.2981 2.9894 0.05 5 




37.5 0.5774 12.7879 0.001 5 
7.5 0.4486 18.7217 0.0005 5 
2.5 0.2603   5 
Jul 5-6, 
2005 
37.5 0.2370 4.3118 0.025 5 
7.5 0.2298 9.6471 0.005 5 





The MSE is lower when explicit convection is used. The results from a matched pairs 
t-test indicate that explicit convection indeed leads to a statistically significant 
improvement in the MSE values, for most cases. Thus, the premature triggering of 
convection is most likely due to deficiencies in the cumulus parameterization scheme. 
As a supplementary test, the model output from the medium resolution grid (7.5 km) is 
compared with a simulation carried out by turning off the cumulus scheme. For 
horizontal resolutions between 4 and 10 km, the use of a cumulus scheme is often 
regarded contentious. In this study, it is observed that an improvement with explicit 
convection may occur even at 7.5 km resolution, although this may be case-dependent. 
The following subsection compares the representation of thermodynamic parameters 
(CAPE and CIN) at the time of convective initiation in the parameterized and explicit 
grids. 
 
2.3.2 Diurnal Cycle of CAPE and CIN 
Baldwin et al. (2002) identified certain characteristic features produced by the 
BMJ scheme’s shallow convective mechanism that may erroneously eliminate the 
capping inversion or CIN, which is crucial in suppressing surface-based deep 
convection. The scheme’s shallow convection does not include any constraints on 
negative buoyancy, and is easily triggered as long as there is instability (CAPE) in the 
atmosphere. It causes warming and drying near the cloud-base but cooling and 
moistening near the cloud-top. This mixing process consequently removes stable 
layers or negative buoyancy (Baldwin et al. 2002). In order to inspect whether this is  
responsible for the early onset of convective rainfall, the diurnal cycles of CAPE and 




no major difference in the phase, some amplitude differences do exist. The CIN, 
however, is higher during the initiation of parameterized convective rainfall suggesting 
that there is no significant contribution to premature precipitation by BMJ scheme’s  
 
 
Figure 2.5 Temporal evolution of ensemble mean absolute CAPE (positive buoyancy) 
and absolute CIN (negative buoyancy) averaged over grid points with precipitation for 
coarse (red), medium (blue) and fine (green) resolutions on (a) August 4-5, 2010, (b) 
June 8-9, 2009, (c) May 24, 2009, (d) June 3-4, 2008, (e) August 25-26, 2007 and (f) 
July 5-6, 2005, respectively. The colored vertical lines represent the timing of onset of 
deep convection within the coarse (red) grid with parameterized convection and fine 
(green) grid with explicit convection. The yellow and magenta shading represent 
buoyancy differences between coarse and fine grids observed during convective 
initiation on the first and second days of the events, respectively. Differences in 
positive buoyancy are calculated by subtracting the absolute mean CAPE values of 
coarse grid from that of fine grid (|CAPEfine| > |CAPEcoarse|). Differences in negative 
buoyancy are calculated by subtracting the absolute mean CIN values of fine grid from 






shallow convection. In fact, the relatively high CIN values at the time of rainfall onset 
indicate that the deep convective trigger function is unable to recognize the presence 
of a moderate to strong capping layer during morning hours. The convective 
adjustment method in the scheme only produces precipitation if there is a net warming 
and drying within the cloud, thus automatically imposing an implicit trigger constraint 
on negative buoyancy (CIN) (Baldwin et al. 2002). Baldwin et al. (2002) posit that in 
the presence of strong CIN or a stable inversion layer above the LCL, the adjustment 
process will entail extensive cooling and moistening thereby failing to initiate deep 
convection. It appears that such an implicit trigger may not always be sufficient to 
suppress convection. This is further investigated using model soundings in section 
2.3.6. Figure 2.5 also shows that, for most cases, the instability (CAPE) is weaker 
when parameterized convection begins compared to the values at the start of explicit 
convection. This, in turn, may negatively influence the rainfall intensity produced by 
the scheme. In order to investigate such a possibility, the frequency bias at various 
precipitation thresholds is compared between the parameterized and explicit grids.  
 
2.3.3 Comparison of Frequency Bias 
Observations and model output are first transformed using the budget 
interpolation or remapping method (described in Accadia et al. 2003) onto NCEP’s 
grid 227 (5 km resolution). It is checked to ensure that differences in the maximum 
and mean precipitation introduced due to this interpolation are not significant for 
model output at any resolution. The BIAS is defined based on the elements of the 




grid. It is the ratio of the total number of forecasts to the total number of observations 
given by the following equation, 
                                                     BIAS = a+ b
a+ c
.                                                    (2.2) 
The quantities a, b and c represent the total number of hits, false alarms and misses, 
respectively.  A ratio below (above) 1, implies that the precipitation at that threshold is 
underestimated (overestimated) by the model. If the BIAS steadily decreases below 
the value of 1 (or drops to 0) with increasing precipitation thresholds, then the model 
may have a low-intensity bias. Likewise, a steadily increasing BIAS ratio (greater than 
1) signifies a high-intensity bias in simulated precipitation. The MET software 
computes sampling uncertainty of the BIAS using the bootstrap resampling method 
(Diaconis and Efron 1983) wherein the data are resampled 1000 times in order to 
calculate an uncertainty range for the true frequency bias value at a significance level 
of 0.05. Figure 2.6 compares the ensemble mean BIAS between the three resolutions 
at various precipitation thresholds, for rain days that have significant differences 
against the sampling uncertainty. It can be seen that the parameterized grids tend to 
underestimate rainfall at higher thresholds (>10 mm), suggesting that the precipitation 
predicted by the BMJ scheme does have a low-intensity bias (see Fig. 2.6 (b), (d), (f), 
(h)). The forecast of high rainfall amounts is sometimes improved at the medium (7.5 
km) resolution (Fig. 2.6 (e), (g)) on days when the BMJ scheme is found to be less 
active (i.e., when the convective to total precipitation ratio is low). Explicit convection 
may significantly improve the low BIAS ratios at higher thresholds, although it tends 
to introduce a high-intensity bias in most cases (Fig. 2.6 (b), (d), (h), (i)). Figures 2.5 




convection may be responsible for the low-intensity bias. However, it should be noted 
that such an effect can easily be masked by factors such as the cloud-layer moisture, 
which is known to have a profound influence on the BMJ scheme’s convective 
adjustment process and the subsequent precipitation intensity produced by it. 
 
 
Figure 2.6 The ensemble mean frequency bias and sampling uncertainty for 24-hr 
accumulated rainfall at various precipitation thresholds for coarse (red), medium 
(blue), and fine (green) resolutions on (a) August 4, 2010, (b) August 5, 2010, (c) June 
8, 2009, (d) June 9, 2009, (e) June 3, 2008, (f) June 4, 2008, (g) August 25, 2007, (h) 






In the following subsection, the results from the sensitivity experiments are 
discussed. These experiments primarily test the influence of boundary layer and 
cumulus physics on the timing bias observed in parameterized convection. 
  
2.3.4 Sensitivity of parameterized convection to boundary layer and cumulus physics 
While it appears that the premature convection (shown in Fig. 2.4) is the result 
of deficiencies in the cumulus scheme, it may also be influenced by errors in the 
simulated boundary layer and its interaction with convective parameterization. In order 
to investigate this, results from the sensitivity experiment using the MYJ boundary 
layer scheme are compared with output from the control run for parameterized grids. 
The temporal evolution of the mean precipitation from the control (red) and sensitivity 
(blue) runs shows very little divergence for the coarse grid (see left panel of Fig. 2.7 
(a)-(f)). The model solution is more sensitive to cumulus physics as indicated by the 
results from the second set of sensitivity experiments performed using the KF cumulus 
parameterization scheme (see right panel of Fig. 2.7 (a)-(f)). Similar results are also 
obtained for medium resolution (7.5 km). The early bias in the onset and peak of 
parameterized convection, however, persists when the KF scheme is used. This 
warrants an investigation of the KF scheme’s trigger function in addition to that of the 
BMJ scheme. In subsection 2.3.6, co-located model soundings within the 
parameterized and explicit grids are compared and plausible reasons for the premature 
onset of parameterized convection in both schemes are discussed. It is, however, 
useful to first inspect the characteristics of observed atmospheric soundings obtained 






Figure 2.7 Mean precipitation forecast at coarse (37.5 km) resolution from control run 
(red) and sensitivity run (blue) against observations (black) on (a) August 4-5, 2010, 
(b) June 8-9, 2009, (c) May 24, 2009, (d) June 3-4, 2008, (e) August 25-26, 2007, and 
(f) July 5-6, 2005, respectively. For each subfigure, the sensitivity run using MYJ 
boundary layer scheme is shown in the left panel, and the sensitivity run using KF 
cumulus parameterization scheme is shown in the right panel. The dotted lines 
represent the convective component of mean precipitation produced by control run 
(red) and sensitivity run (blue).        
 
 
2.3.5 Satellite-derived soundings 
Convective soundings are obtained at grid points with rainfall recorded at the 
hour closest to satellite pass. As a result, cloud contamination becomes a significant 
problem. For most cases, only a single representative clear-sky or (thin) cloudy 




Jun 3-4, 2008 and Jul 6, 2005. As discussed in section 2.2.5, the pre-convective 
soundings are obtained at locations with delayed rainfall. The top (clear-sky) and 
bottom (cloudy) panels of Figures 2.8 (a) and 2.8 (b), compare the pre-convective and 
convective soundings obtained on Aug 5, 2010 and Aug 25, 2007, respectively.  (Note 
that in all skew T- log P soundings hereafter, red and blue shadings represent CAPE 
and CIN areas, respectively).  
The convection occurs ahead of an approaching cold front from the west 
during the first case (Aug 05, 2010), while there are no mesoscale boundaries in the 
vicinity of rainfall during the second event (Aug 25, 2007) (see Table 2.1). Near-
saturated relative humidity values at the surface and a well-developed boundary layer 
are observed in the convective soundings indicating that the atmosphere was 
thermodynamically primed for surface-based convection. High surface relative 
humidity may also be evident in some of the pre-convective soundings (top left panels 
of Fig. 2.8 (a), (b)). In these soundings, however, there appears to be CIN between the 
LCL and LFC that has not yet been overcome by processes such as boundary layer 
growth. The low-level (surface to 850 hPa) structural differences between the 
convective and pre-convective soundings (right panel of Fig. 2.8) suggest that the 
development of an unstable lapse rate is most crucial for the removal of CIN. 
Differences in the clear-sky retrievals (top right panels of Fig. 2.8 (a), (b)) show a 
decrease in specific humidity at the surface but an increase near the top of the 
boundary layer. This is suggestive of mixing processes that transport moisture from 





Figure 2.8 Representative skew T-log P soundings of observed pre-convective 
atmosphere (left panel), convective atmosphere (center panel) and their differences 
(right panel) obtained using the clear-sky retrieval algorithm (top) and the cloudy 
retrieval algorithm (bottom) for the cases of observed convection on (a) Aug 5, 2010, 
and (b) Aug 25, 2007. Satellite pass occurred at 1447 LST on Aug 5, 2010 and at 1441 
LST on Aug 25, 2010. Soundings of convective and pre-convective atmosphere 
correspond to locations with precipitation beginning between 1400-1500 LST and 




panels of Fig. 2.8 (a), (b)) show an increase in the boundary layer specific humidity 
indicating that low-level moistening may occur prior to convection. Note that a 
substantial growth in CAPE due to large-scale destabilization (such as boundary layer 
moistening) is only observed for one of the cases (compare bottom left and center 
panels of Fig. 2.8 (b)). This suggests that statistical equilibrium, which requires 
convection to be produced based on the rate of generation of instability (CAPE), is not 
a necessary condition for surface-based convection in this region. The removal of CIN, 
or the assumption of non-equilibrium convection, appears to be valid.  
In fact, the most consistent feature distinguishing convective from pre-
convective soundings is the lack of negative buoyancy, mainly due to differences in 
the low-level lapse rate. A stable layer, as often observed in the pre-convective 
soundings, may easily delay the onset of convection. Such a layer of negative 
buoyancy is conspicuously absent in all soundings of the convective atmosphere. This 
confirms that the buoyancy below the LFC is an important trigger constraint for 
surface-based or boundary layer convection. 
 
2.3.6 Representation of negative buoyancy in model soundings 
 Model soundings at grid points with early parameterized convection are 
compared against co-located soundings from the explicit grid at the time of convective 
initiation. (Only grid points with convective to total precipitation ratio in excess of 0.9 
are selected). At the hour of early rainfall, it is evident that the layer of negative 
buoyancy above the LCL inhibits explicit convection but fails to suppress the 
occurrence of parameterized convection. The left and center panels of Fig. 2.9 show 




fine (2.5 km) grids, respectively, obtained at the time of premature convective rainfall 
by the BMJ scheme. There is negative buoyancy between the LCL and LFC at this  
 
Figure 2.9 Representative skew T-log P soundings obtained over co-located grid 
points in the coarse (left) and fine (center) grids at the hour of initiation of 
parameterized deep convection, and at the hour of initiation of explicit convection in 
the fine grid (right) for (a) August 5, 2010; (b) Jun 9, 2009 and (c) July 5, 2005, 
respectively. Parameterized convection begins at 0800 LST for soundings in (a), (b), 
(c). Explicit convection begins at 1100 LST for soundings in (a) and (c), and at 1000 
LST for sounding in (b). The soundings in this figure are obtained from the control run 




time, but the implicit constraint on CIN imposed by the scheme is clearly insufficient 
to suppress deep convection. Explicit convection begins later during the day only after 
the convective boundary layer and the instability are well developed (right panel of 
Fig. 2.9).  
 The maximum rainfall predicted over grid points corresponding to the 
soundings shown in Figs. 2.9 (a), (b) and (c), are 1.9, 3.5 and 2.4 mm, respectively, 
with parameterized convection, and 4.5, 27.3 and 7.1 mm, respectively, with explicit 
convection. The left panels of Figure 2.9 (a)-(c) suggest that although there is deep 
cloud-layer moisture, which is a recipe for intense precipitation in the BMJ scheme, 
the lower CAPE values at this hour may contribute to the low-intensity bias. 
Comparison of left and right panels of Fig. 2.9 (c) show that higher CAPE values 
develop at a subsequent hour without significant changes to the relative humidity in 
the cloud. Thus, by delaying convection and allowing the growth of the instability, it 
may be possible to rectify the scheme’s low-intensity bias to some extent. 
Similar to Fig. 2.9, the left and center panels of Fig. 2.10 (a)-(b) show 
examples of co-located soundings obtained from the sensitivity run (using the KF 
scheme), at the time of the onset of parameterized convective rainfall. Once again, 
there is negative buoyancy below the LFC. This layer of CIN does not suppress 
parameterized deep convection, but successfully delays explicit convection which 
begins only after the CIN is overcome (right panels of Fig. 2.10 (a), (b)). The trigger 
for moist convection in the KF scheme, unlike the BMJ scheme, explicitly accounts 
for CIN by using a parcel buoyancy equation, but applying it only at the LCL (cloud-





Figure 2.10 Representative skew T-log P soundings obtained over co-located grid 
points in the coarse (left) and fine (center) grids at the hour of initiation of 
parameterized deep convection, and at the hour of initiation of explicit convection in 
the fine grid (right) for (a) August 5, 2010 and (b) Jun 8, 2009, respectively. 
Parameterized convection begins at 0800 LST for sounding in (a) and 1100 LST for 
sounding in (b), whereas explicit convection begins at 1100 LST for sounding in (a) 
and at 1200 LST for sounding in (b), respectively. The soundings in this figure are 
obtained from the sensitivity run using KF scheme (see Appendix for location indices). 
 
the lowest model level up to a layer-depth of at least 60 hPa (Kain 2004). The USL is 
raised to its LCL at which point a perturbation temperature (δT), proportional to the 
grid-resolved vertical velocity at that level (wg) is assigned to it (see Eq. 2.3; Kain 
2004). The term cz refers to a threshold vertical velocity in cm s-1, which is 




cm-1/3. For details on calculation of cz, refer to Kain (2004). The perturbation 
temperature is computed as;  
      δT = k[wg-cz]1/3.              (2.3) 
 
Moist convection, or the formation of convective updrafts is allowed if the sum of the 
parcel temperature and δT, exceeds the environmental temperature at the LCL (Kain 
2004). This means that even for a slightly positive large-scale vertical velocity (the 
order of a few centimeters per second), a marginally stable parcel at its cloud-base can 
become a convective updraft. Note that theoretically, moist convection may occur only 
when the parcel is able to reach its LFC, not LCL. The constraint described above 
appears to be satisfied for the case of the soundings shown in Fig. 2.10 (left panels), 
since the parcel is nearly neutral at the LCL and a small perturbation may easily make 
it positively buoyant. This, in fact, is true for both soundings. The vertical velocity 
(wg) computed at the cloud-base is found to be small but positive, viz., 1.24 and 2.5 
cm s-1, respectively. The resulting temperature perturbation calculated from Eq. 2.3 
will then be around 1 and 1.25 °K, respectively, which is sufficient to satisfy the 
buoyancy criteria at the cloud-base. After the decision to activate moist (shallow/deep) 
convection is made, the USL (now updraft) is released with its original unperturbed 
temperature and moisture at the LCL, and with a vertical velocity given by Eq. 2.4 
(Kain 2004). The terms ZLCL and ZUSL refer to the heights of the LCL and base of the 
USL, respectively, while TENV refers to the temperature of the environment at LCL; 
 





According to Kain (2004), the above formula yields starting velocities up to several 
meters per second. Thus, a marginally buoyant parcel at the LCL, is now a full-fledged 
convective updraft with a significantly positive vertical velocity. For the soundings 
shown in Fig. 2.10 (a), (b), Eq. 2.4 approximately yields vertical velocities (wp0) of 2 
and 2.4 m s-1, respectively, which are two orders of magnitude greater than the original 
vertical velocities (wg) at the LCL. The scheme then uses the Lagrangian parcel 
method to simulate the ascent of the convective updraft including effects such as 
entrainment, detrainment and water loading (Kain 2004). Kain (2004) suggests that the 
updraft model formulation acts as additional trigger criteria for deep moist convection 
above the LCL, by determining whether or not the required minimum cloud-depth (2-4 
km) is achieved. The updraft may be prevented from reaching this minimum depth 
criterion if entrainment of environmental air causes it to become negatively buoyant 
within the cloud. While this may be true, such a formulation to account for negative 
buoyancy above the LCL is only an implicit constraint which can often times be too 
weak. Consider, for example, the sounding shown in the left panel of Fig. 2.10 (b). 
Immediately above the LCL, the convective updraft rises through layers of negative 
buoyancy and low environmental relative humidity where detrainment dominates, and 
the entrainment rate is expected to be only a minimum as opposed to being a 
maximum (Kain 2004). In such a case, the dilution with the environmental air clearly 
does not work to inhibit the updraft from reaching its LFC. Thus, it appears that the 
present considerations for parcel buoyancy above the LCL do not effectively suppress 
deep convection at all times. The decision to activate moist convection or convective 




other schemes as well (Tiedtke 1989, Fritsch and Chappell 1980). Not only can this 
assumption result in premature deep convection, but it may also produce overactive 
shallow convection.  
Sometimes, an updraft may reach the LFC through the layers of negative 
buoyancy but is unable to fulfill the minimum cloud-depth criterion. In this case, the 
scheme may activate shallow convection, which brings about mixing within the cloud 
and preconditions it for the occurrence of deep convection at a later time. Such an 
example is shown in Fig. 2.11. The sub-cloud layer shows similar properties for both 
parameterized and explicit grids. However, it appears that shallow convection has 
removed the negative buoyancy above the LCL (seen in right panel of Fig. 2.11), 
thereby enabling an easy triggering of parameterized deep convection which occurs at 
this hour (left panel of Fig. 2.11). Note that explicit convection is inhibited at this grid 
point. The effect of overactive shallow convection is analogous to that reportedly 
 
 
Figure 2.11 Representative skew T-log P soundings obtained over co-located grid 
points in the coarse (left) and fine (right) grids at the hour of initiation of 
parameterized deep convection (1100 LST), on Aug 26, 2007. The sounding in this 





observed in the BMJ scheme (Baldwin et al. 2002), and appears to contribute to 
premature convection. Thus, it is evident that the negative buoyancy above the LCL 
needs more stringent or explicit considerations, and must be accounted for prior to the 
triggering of moist (shallow and deep) convection. 
 
2.3.7 A simple modification to the Kain-Fritsch scheme  
In order to further investigate the KF scheme’s sensitivity to the negative 
buoyancy above cloud-base, a simple modification is made such that moist convection 
begins only when the LCL and LFC are at the same pressure level. By doing so, it is 
assumed that the mesoscale resolvable model processes (such as mass convergence, 
moisture advection, mixing due to diurnal heating) will overcome CIN and raise the 
LCL to the LFC prior to activating shallow or deep moist convection (similar to 
explicitly triggering convection). Such an assumption may perhaps be too stringent for 
coarse resolution models, since it is often argued that weak parcel buoyancy 
constraints are necessary to produce sub-grid scale convection at large horizontal grid-
spacing. As a result, cumulus parameterization schemes are typically designed to 
trigger convection from the LCL (not LFC), using only modest considerations for CIN 
above it (if at all). In this study, the modified scheme (referred to as KFCIN) is tested 
using 37.5 km horizontal resolution to investigate whether the mesoscale model is able 
to overcome CIN, and rightly trigger parameterized convection from the LFC.  
A new version of WRF (3.4.2) is used because it includes an alternative trigger 
function for the KF scheme based on the large-scale three-dimensional moisture 
advection (KFMA; Ma and Tan 2009). Just like the original KF scheme, this revised 




advection instead of vertical velocity in the buoyancy criteria (Eq. 2.3). This large-
scale trigger has been shown to be more useful for tropical cyclone prediction in a 
synoptically weak environment where “lifting” mechanisms are not that important for 
convective initiation (Ma and Tan 2009). The performance of the modified scheme 
(KFCIN) is compared with both the original (KF) and the revised (KFMA) schemes. 
Other than the choice of the cumulus scheme, the model configuration remains the 
same as the control simulation. Model ensemble simulations are performed for five 
(out of six) convective cases using KFCIN. Results suggest that although adequate 
rainfall is produced with the modified trigger (KFCIN), there may not be a large 
improvement in the phase and amplitude of mean rainfall. However, the improvement 
is in the right direction. Figure 2.12 compares the temporal evolution of the mean 
forecast for Aug 25, 2007 and Aug 05, 2010 (both cases discussed in section 2.3.5). 
For the first case with no surface fronts, both the large-scale triggers (KF and KFMA) 
are unable to capture the magnitude of the convective peak (Fig. 2.12 (a)). The KFCIN 
marginally improves the amplitude. For the second case (Fig. 2.12 (b)), it delays the 
initiation as well as peak of convection compared to the original KF scheme, thereby 
improving the overall representation of the phase. Thus, although the simple 
modification to account for CIN only introduces a slight delay in the phase, it is in the 
positive direction. If buoyancy constraints were to be better designed, it is possible that 
a greater improvement may result, and the discrepancies between the two large-scale 
triggers (KF and KFMA) may be further reduced. It is worth inspecting the performance 





Figure 2.12 The diurnal cycle of mean precipitation for (a) Aug 25, 2007; and (b) Aug 
05, 2010 obtained using Stage IV observations (Obs), the original Kain-Fritch scheme 
(KF), the modified Kain-Fritsch scheme (KFCIN) and the Kain-Fritsch scheme with 
revised large-scale trigger (KFMA). 
 
2.3.8 Performance of the modified Kain-Fritsch scheme in a climate simulation 
In order to ensure that the modified scheme (KFCIN) does not produce drought 
in other midlatitude regions, a seasonal simulation is carried out with WRF (3.4.2) 
model, using forcing conditions from the North American Regional Reanalyses 
(NARR; Mesinger et al. 2006) for the warm season months (JJA) of 2009. A spin-up 
time of 7 days is used. The model configuration remains the same but a horizontal 
resolution of 32 km (same as NARR) is used. The seasonal total accumulated 
precipitation is compared in Fig. 2.13. The model has a dry bias compared to the Stage 
IV observations in almost all parts of the country, but especially in the Great Plains 
region. The KFCIN simulation does not appear to worsen this bias. For example, the 
region around the Great Lakes in the Midwest receives lesser rainfall totals when 





Figure 2.13 The seasonal accumulated rainfall (JJA 2009; mm) over the continental 
US, for (a) Stage IV observations, and for model output using (b) KF scheme, (c) 
KFCIN scheme, and (d) KFMA scheme.  
 
dry bias is reduced to some extent. Thus, by employing proper buoyancy constraints, 
the rainfall amount predicted by the model may even increase in some areas. Note that 
the dry bias, especially in the southeast, is more significant when KFMA is used. This 
could be because the large-scale trigger based on moisture advection is less suitable 
for this region where moisture may not be a limiting factor for the occurrence of 
convection. The presence of lifting mechanisms (mass convergence) may be more 
important for convective initiation.  
 The phase and amplitude of the diurnal cycle simulated by the three versions of 
the KF scheme are shown in Figure 2.14 and 2.15, respectively. No striking 
differences are observed between the performance of KF and KFCIN. In the KFMA 





Figure 2.14 The phase of warm season rainfall (JJA 2009) representing the hour at 
which the diurnal rainfall maxima occurs over the continental US, for (a) Stage IV 
observations, and for model output using (b) KF scheme, (c) KFCIN scheme, and (d) 
KFMA scheme. The time coordinate is UTC. 
 
 
Plains region. The KF and KFCIN simulations, on the other hand, underestimate the 
amplitude over the western mountainous and southwest regions of the US. The KFCIN 
appears to improve the representation of the phase of warm season rainfall in the 
Central Plains region, between 35° N and 45° N latitude (see Fig. 2.14 (c)). Time-
longitude Hovmöller diagrams are used to investigate this feature more closely (Fig. 
2.16). It appears that the stricter negative buoyancy constraint used in KFCIN, may curb 
daytime convection east of 105° W, and thereby improve the nocturnal phase 
propagation of warm season rainfall. Both KF and KFMA using varied large-scale 
triggers are unable to satisfactorily inhibit daytime convection in this region. Thus far, 






Figure 2.15 The amplitude of warm season rainfall (JJA 2009) over the continental 
US, for (a) Stage IV observations, and for model output using (b) KF scheme, (c) 
KFCIN scheme, and (d) KFMA scheme. The amplitude is the maximum hourly rainfall 
normalized with respect to the mean precipitation at each location. 
 
capturing nocturnal rainfall (Zhang 2002; 2003; Lee et al. 2008). In fact, since the 
CAPE (or instability) has a daytime maximum for a surface-based or PBL-based 
parcel, authors have suggested decoupling convection from boundary layer processes 
in cumulus schemes for the purpose of producing the nocturnal phase of rainfall over 
the Great Plains region (Zhang 2002; 2003). Figure 2.16 (c) suggests that this may be 
achieved by a simple modification to the buoyancy trigger, and without excluding the 
boundary layer forcing which can be important for predicting daytime convection in 
other regions. Since the KF scheme’s USL may originate from anywhere within the 
lowest 300 hPa of the atmosphere, the simulation of elevated (above boundary layer) 




overactive daytime convection. It therefore appears that by strengthening the trigger 
criteria in the Kain-Fritsch scheme (for e.g., KFCIN), it is possible to better capture the 
geographical variability in the diurnal phase of warm season rainfall. Deficiencies and 
biases, along with the resolution sensitivity of the revised KFCIN scheme, will be 
investigated in future studies. 
 
 
Figure 2.16 Hovmöller diagram (time versus longitude) representing the diurnal 
variation of normalized precipitation (positive only) averaged between 38° N –42° N, 
for (a) Stage IV observations, and for model output using (b) KF scheme, (c) KFCIN 
scheme, and (d) KFMA scheme. Normalized precipitation is the hourly rainfall 




An early bias in the onset and peak of surface-based convection is observed in 




BMJ and the KF cumulus parameterization schemes. The sensitivity of the simulated 
diurnal cycle of rainfall to model resolution and boundary layer physics is relatively 
low when convection remains parameterized. In contrast, the time-evolution of rainfall 
(including the early bias) displays higher sensitivity to explicit convection at increased 
horizontal resolution, and is significantly improved in comparison with observations. 
The contribution of the BMJ scheme’s shallow versus deep convection to the problem 
of premature rainfall is investigated further. Although previous work has suggested an 
overactive shallow convection for the BMJ scheme (Baldwin et al. 2002), the present 
analysis indicates that an inadequate representation of CIN in the deep convective 
trigger may be responsible for the early rainfall bias.  
Satellite-derived atmospheric soundings confirm the importance of this low-
level negative buoyancy in influencing the timing of surface-based convection. The 
BMJ scheme includes an implicit constraint for the CIN between the LCL and LFC, 
which does not suppress deep convection but reduces its intensity. The KF scheme’s 
decision to activate moist convection depends on the parcel buoyancy and the large-
scale vertical velocity at cloud-base. This constraint also appears too weak, allowing 
moist convection (shallow and deep) to occur prematurely from the LCL (Fig. 2.10 
and 2.11). A simple modification is made to strengthen the buoyancy criteria in the 
scheme, such that convection is only allowed to begin when the LCL and LFC are at 
the same pressure level. Even with this seemingly stringent constraint, the scheme is 
able to reproduce adequate rainfall, and in some cases may improve the early bias 
(Fig. 2.12 (b)). The scheme is tested in a mesoscale climate simulation to investigate 




are no major biases, an improvement in the nocturnal phase propagation of rainfall in 
the Central Plains (between 38° N to 42° N) is observed due to the curbing of daytime 
convection east of 105 °W (see Fig. 2.16). This suggests that the trigger constraints 
(especially the CIN below the LFC) used to represent non-equilibrium convection in 
mesoscale models are important, and need to be properly considered for improving the 
representation of the diurnal cycle of warm season rainfall (discussed in section 1.1). 
The ability of the modified KF scheme to produce daytime as well as nighttime phase 
of rainfall suggests that the Type I assumption for triggering convection may be 
favorable for mesoscale climate modeling. However, the model’s performance appears 
to fall short in a number of places (for example, the dry bias observed in Fig. 2.13), 
which may not solely be related to random forecast errors. It is possible that the Kain-
Fritsch scheme (both KF and KFCIN) may have region or regime-specific biases. 
Moreover, the sensitivity of convective precipitation to the type of dynamical forcing 
(mass convergence versus moisture advection) is clearly evident in the large 
discrepancies observed between the KF and KFMA simulations (section 2.3.8). This 






Chapter 3: A multi-city analysis of the UHI-influence on warm 
season rainfall.  
 
Abstract 
This study evaluates the influence of the Urban Heat Island (UHI) on warm season 
precipitation for several US cities by using contemporary high-resolution observations. 
Spatial (local and downwind) rainfall anomalies associated with propagating and non-
propagating storms are analyzed using statistical methods. A diurnal trend analysis 
suggests that the UHI has a dominant influence on precipitation for inland cities 
(Minneapolis and Washington D.C.), especially during afternoon and nocturnal hours. 
Propagating storms appear to converge over the urban region, but the rainfall 
intensification occurs downwind of the city. The nocturnal precipitation anomaly, 
which has received less attention in the past, is significant and comparable to the 
daytime anomaly. For coastal cities (New York City, Providence and Cleveland), a 
local increase in the frequency and intensity of extreme positive rainfall anomalies 
may occur during the daytime due to the UHI-sea breeze interaction. For non-
propagating storms, nocturnal rainfall enhancement is evident downwind of an inland 
city (Dallas), whereas a local daytime increase in the frequency of heavy rainfall 
events is observed for a coastal city (Houston). Downwind and nocturnal UHI impacts 
on rainfall appear less obvious for coastal cities. Further studies are clearly needed to 
better understand the variability in processes that produce urban rainfall enhancement, 
for example, rainfall increase in nocturnal propagating storms, and extreme positive 





In the past, two approaches have been adopted to study climatological urban 
impacts on rainfall. The first consists of a multi-city approach to quantify the urban 
and downwind precipitation increase. The climatological mean wind direction has 
typically been used to determine the downwind impact region (Shepherd et al. 2002; 
Shepherd and Burian 2003; Westcott 1995; Huff and Changnon 1973; Ashley et al. 
2012). For example, Huff and Changnon (1973) found a 9-17% increase in rainfall 
associated with cold frontal storms observed over and downwind of Midwest cities, 
and a similar increase for air-mass type thunderstorms over coastal cities in the US. 
They found that the maximum increase in storm frequency occurred during the late 
night and early morning hours (when the UHI is a maximum). The mechanism 
producing the nocturnal rainfall anomaly, also observed during METROMEX 
(Changnon et al. 1977; Changnon and Huff 1986), was not explored in detail. In 
another study (Westcott 1995), the analysis of cloud-to-ground lightning flashes over 
16 central US cities indicated a similar increase in the flash rate associated with 
existing convective storms. Since the peak was observed during afternoon hours, the 
author attributed the cause to the UHI-perturbed boundary layer circulation (Westcott 
1995). More recently, Shepherd et al. (2002) showed that an average of 28% increase 
in monthly mean rainfall rate was observed downwind of six US cities, and speculated 
that the UHI was mainly responsible. Although a common spatial rainfall anomaly 
pattern was observed across multiple cities, their study did not investigate the cause 
and variability, such as the storm-type (air-mass versus existing convective systems), 




(2012) used radar and lightning data to show urban and downwind effects on 
precipitation across several southeastern US cities. Once again, a temporal analysis 
was not carried out to investigate a diurnal effect, and the data were only analyzed 
during synoptically benign days when large-scale forcing is negligible. The observed 
spatial anomalies were not attributed to any specific urban mechanism. 
A second approach that has been widely used in recent studies enables a more 
comprehensive understanding of climatological rainfall patterns observed over a 
single, selected city. This method typically uses high-resolution datasets (such as 
radar, lightning), which allow a more sophisticated spatiotemporal analysis compared 
to the METROMEX and older studies. Such analyses for propagating thunderstorms 
over New York City (Bornstein and LeRoy 1990) and Indianapolis (Niyogi et al. 
2011) are discussed in Chapter 1 (section 1.2.2). The tendency of selecting an inland, 
isolated city such as Atlanta is also discussed (section 1.2.2). For example, Bentley et 
al. (2010) analyzed climatological radar data, and found a maximum in the medium to 
high reflectivities over Atlanta as well as the downwind region. They speculated that 
the UHI and enhanced surface roughness led to the urban maximum, whereas the 
storm bifurcation effect and the UHI-perturbed boundary layer circulation may cause 
the downwind maximum. That study did not use a diurnal trend analysis to further 
explore the speculated mechanisms. Moreover, the analyses only included synoptically 
benign days since previous studies had suggested that the UHI-induced convergence is 
most evident during calm conditions (Dixon and Mote 2003).  
Thus, one problem with recent studies is that they are too restrictive in their 




this study, a broader, multi-city approach is adopted to exploit current high-resolution 
surface datasets. The goal is to investigate the UHI as a dominant mechanism in 
producing urban and downwind rainfall anomalies, and to explore its variability. 
Several US cities are considered based on the occurrence of a well-defined UHI. This 
increases the possibility of observing a UHI-signature on rainfall patterns that may 
otherwise be overshadowed due to external influences such as coastal mesoscale 
circulations, aerosols, etc. Statistical methods are employed to analyze trends in the 
rainfall anomalies by considering factors such as diurnal variability, differences in 
geographical setting (coastal versus inland cities), and storm-type (propagating versus 
non-propagating). For propagating storms, the downwind impacts are explored by 
tracking each individual storm as opposed to using the climatological wind direction. 
Note that Perryman and Dixon (2013) recently adopted a similar approach for 
analyzing UHI impacts associated with propagating winter snowstorms. My focus here 
is the on the warm season precipitation. 
 
3.2 Material and Methods 
3.2.1 Datasets 
 The 30 m resolution National Land Cover Dataset (NLCD 2006) (Homer et al. 
2012) is used to identify urban regions over the continental US based on Impervious 
Surface Area (ISA) classification. The 5 km resolution Real-Time Mesoscale Analysis 
(RTMA) dataset (Manuel et al. 2011) is used to obtain surface meteorological 




the presence of a robust UHI. The NCEP/EMC Stage IV precipitation dataset 
(Baldwin and Mitchell 1996; Lin and Mitchell 2005), available at 4.7 km resolution, is 
used for analyzing precipitation patterns. Surface pressure and above-surface wind 
data are obtained from the North American Regional Reanalysis (NARR) (Mesinger et 
al. 2006). Since the RTMA data is currently available for a 2-year period from 2007 to 
2008, the analyses in this study are carried out for these two summer seasons (JJA) 
only. 
 
3.2.2 Selection of cities 
The NLCD land cover data is mapped onto the native RTMA grid at 5 km resolution 
using the nearest neighbor interpolation approach. Twenty-eight largest cities are 
identified using three types of land cover as criteria for constructing urban polygons, 
namely, low (20-49% ISA), medium (50-79% ISA) and high (80-100% ISA) intensity 
developed land, but excluding developed open space (ISA < 20% of total cover). The 
criteria appear to define all major city boundaries reasonably well barring Atlanta. 
Atlanta has two overlapping contours of ISA ≥ 20% that merge into one urban 
polygon after including open developed spaces in the above criteria. Daily 
meteorological parameters from the RTMA dataset such as temperature, dew point and 
cloud cover, are calculated for the warm season (2007-08), by averaging the variables 
within each city polygon. The rural temperature is calculated by averaging within a 
surrounding ring located at a distance of 30-60 km away from the city polygon 
boundary (see Fig. 3.1). Rural grid points are masked in order to exclude water bodies 
and points with considerable elevation differences (> 100 m with respect to the urban 




(Denver, Los Angeles, San Diego, Portland, and Seattle) are disregarded. If the rural 
ring contains land cover points with ISA ≥ 20% due to overlap with a neighboring 
urban center (for example, cities in the northeast US), then these points are also 
excluded from the temperature anomaly calculation.  
 
Figure 3.1 Twenty-eight largest urban regions (red polygons) over the continental US 
along with surrounding rural areas (yellow rings). The urban polygons are identified 
using ISA contours (≥20%) from the NLCD (2006) data, and are represented on the 
RTMA grid at 5 km horizontal resolution (see text for abbreviations). 
 
Daytime temperature anomalies (TAday) are calculated as the maximum temperature 
difference (urban minus rural) that occurs between 1000 to 1800 LST, while nighttime 
temperature anomaly (TAnight) is the same but observed between 2000 to 0700 LST. 
Both TAday and TAnight are found to be significantly positive for all cities. With the 




be more robust than daytime. The observed mean dew point temperature and mean 
cloud cover values over each city are also noted at the hour of nocturnal maximum 
temperature difference. 
As discussed in Chapter 1 (section 1.2.1), previous studies have shown cloud 
cover and humidity to be negatively correlated with the nocturnal UHI (Sundborg 
1950; Duckworth and Sandberg 1954; Morris et al. 2001; Sheridan et al. 2000). Table 
3.1 lists the correlation coefficients for TAnight and synchronous observations of these 
meteorological parameters, computed for the 23 cities. The second and third columns 
in Table 3.1 provide the correlation coefficient (rcc) corresponding to cloud cover 
along with the number of days with valid observations, respectively. A negative 
correlation is observed for a majority of the cities indicating that the differential 
radiative cooling may indeed be contributing to nighttime temperature anomalies. The 
fourth column lists correlation coefficient (rdpt) for surface dew point temperature and 
TAnight computed from observations taken over the entire period of two summers (n = 
181 days). Once again, the relationship is mostly negative, though a significant 
positive correlation exists for some cities (Boston, Jacksonville, Miami, Kansas City, 
Phoenix, and San Jose). For these cities, it is not entirely clear whether the temperature 
anomaly occurs due to the urban land cover. Since the aim is to investigate the UHI-
influence on rainfall patterns, only those cities that have a negative correlation of 
TAnight with cloud cover and dew point are selected, requiring that at least one 
correlation be statistically significant (p ≤ 0.1). In Table 3.1, the cities with a 
significant negative correlation with both meteorological parameters include 




with a ‘*’ symbol). Apart from these, Houston and Washington D.C. (marked with a 
‘+’ symbol), are also selected. For these two cities, rcc and rdpt are both negative, but 
only the correlation with the dew point temperature is statistically significant.   
 
Table 3.1 Correlation coefficients computed for daily nighttime temperature 
anomalies (TAnight) and synchronously observed meteorological parameters (cloud 
cover and surface dew point). Cities that have TAnight significantly correlated 
(negative) with both parameters are marked with a ‘*’ symbol. Cities that have TAnight 
negatively correlated with both parameters with a significant relation only with dew 
point are marked with a ‘+’ symbol. 
 
City Correlation coefficient for 
TAnight and cloud cover (rcc) 
Days with cloud 
cover data 
Correlation coefficient for 
TAnight and dew point (rdpt) 
Atlanta -0.1391 79 -0.0852 
Baltimore -0.0561 82 0.0114 
Boston -0.1513 82 0.1848 
Chicago 0.0731 70 -0.0169 
*Cleveland -0.1565 78 -0.3524 
*Dallas -0.1921 73 -0.3031 
+DC -0.1160 80 -0.1205 
Detroit 0.0079 67 -0.1014 
+Houston -0.1303 74 -0.2323 
Jacksonville -0.0225 78 0.1120 
Kansas City 0.1355    74 0.1818 
Miami 0.0514 59 0.1842 
Milwaukee 0.0592 70 0.0908 
*Minneapolis -0.2481 54 -0.1287 
*New York -0.4493 75 -0.1745 
Orlando 0.0393 74 0.0860 
Philadelphia 0.0401 76 0.0477 
Phoenix -0.1103 67 0.2567 
*Providence -0.1853 82 -0.1377 
*Sacramento -0.3863 17 -0.0976 
San Jose 0.1622 18 0.3396 
St.Louis 0.0292 67 -0.0663 





The nocturnal and daytime temperature anomalies for 6 out of the 8 selected cities are 
positively correlated, indicating that TAday may also carry an UHI signal. In order to 
confirm this, the correlation between TAday and the logarithm of the city size is 
explored based on previously established log-linear relationships for North American 
cities (Landsberg 1981; Imhoff et al. 2010).  City size conventionally refers to 
population data (Landsberg 1981) that are obtained from the United States Census 
(2010) for this study. A significantly positive correlation is found between TAday and 
the logarithm of population (Fig. 3.2 (a)). This gives us confidence that the selected 
cities have a discernible nighttime as well as daytime UHI. Imhoff et al. (2010) 
established a log-linear relationship between the urban surface area defined by percent 
impervious cover and the skin temperature difference (urban minus rural) for 
Northeastern US cities. Figure 3.2 (b) shows that a similar relation between the surface 
area of urban polygons and TAday exists for the selected cities. 
 
Figure 3.2 The mean daytime temperature anomaly (TAday; Y-axis) and the city size 
(logarithmic X-axis) for the selected cities along with the correlation coefficient (r) 
and p-value of significance (p). The city size refers to (a) population and (b) urban 
polygon area based on percent impervious cover (ISA ≥20%). The selected cities 
include Cleveland, Dallas, Minneapolis, New York City, Providence, Sacramento, 





3.2.3 Climatological rainfall and storm classification 
Prior to analyzing warm season rainfall patterns, the climatological 
precipitation and the prevalent storm-type for each of the selected cities are examined. 
Sacramento receives a climatological average of only 6.9 mm (0.27”) rainfall during 
summer (Western Regional Climate Center, 2013). Moreover, the years 2007 and 
2008 were drought years in the Western US, and no rainfall accumulation is recorded 
over Sacramento. This city is therefore excluded from my analyses. The rest of the 
cities are classified considering the major climatological storm-type, i.e., propagating 
versus non-propagating. For this purpose, sub-synoptic surface weather maps from the 
National Weather Service’s Hydrometeorological Prediction Center and Unisys 
Weather are used to identify propagating mesoscale boundaries including fronts, low-
pressure systems, surface troughs, outflow boundaries, and squall lines. In addition to 
the Stage IV rainfall observations, the 2 km radar reflectivity images (obtained from 
the Mesoscale and Microscale Meteorology Image Archive and College of DuPage’s 
Next Generation Weather Lab) are used to determine the direction of propagation for 
rain-producing storms. Minneapolis, Cleveland, Providence, Washington D.C. (DC), 
and New York City (NYC) received more than half of the warm season precipitation 
from such propagating systems during 2007-08. Both the southern cities of Dallas and 
Houston, on the other hand, experience less than 30% rainfall from well-defined 
mesoscale propagating boundaries during summer (2007-08). Therefore, the major 
storm-type associated with these cities is considered to be stationary or non-
propagating. 




upwind control and the downwind impact regions were typically determined from the 
most frequent direction of the climatological storm movement or the 700 hPa level 
winds (Shepherd et al. 2002; Huff and Changnon 1973). In this study, a similar 
approach will be adopted but only for Dallas and Houston. For the remaining cities, 
each propagating rain-producing storm is tracked, and the upwind and downwind 
regions are defined according to the direction of propagation. The propagation axis is 
classified based on the 8 standard directions of the compass, viz., NS, NE-SW, EW, 
SE-NW, SN, SW-NE, WE or NW-SE. The schematic shown in Fig. 3.3 illustrates the 
control and impact regions along with the storm propagation axis for an eastward 
propagating storm. Such a classification of impact regions is quite redundant, 
primarily because the high temporal resolution of the rainfall (hourly) and radar (30-
minute) data allows for the spatiotemporal tracking of the storm’s movement through 
the urban environment. The storm typically propagates through the region over a 
period of 3-4 hours, providing at least a one-hour interval between the time of its 
occurrence at upwind, urban and downwind locations. (Note: For DC, the grid points 
 
Figure 3.3 Schematic representing the storm propagation axis along with the upwind 
control, urban impact and downwind impact regions defined based on the direction of 





in the downwind impact region are often masked by the Chesapeake Bay. Therefore, 
the surrounding rural ring is extended inwards to enclose a region that is 10-60 km 
away from the urban polygon boundary). 
 
3.2.4 Calculation of rainfall anomaly over urban and surrounding regions 
The rainfall in the urban and downwind impact regions is compared against the 
upwind control region using two ratios; mean and maximum rainfall anomaly. For 
each region, the mean rainfall is computed as the spatial average over grid points with 
measurable precipitation (P > 0.25 mm). The percent urban and downwind mean 
rainfall anomaly is then calculated using the following equations. 
 
Urban Mean Rainfall                  =  [Urban Mean Rainfall – Upwind Mean Rainfall] X 100.                              (3.1) 
Anomaly (URAmean)                       Upwind Mean Rainfall 
 
Downwind Mean Rainfall          = [Downwind Mean Rainfall – Upwind Mean Rainfall] X 100.                       (3.2) 
Anomaly (DRAmean)                        Upwind Mean Rainfall 
         
The maximum precipitation intensity (hourly rainfall rate) recorded within each region 
is used to compute the maximum rainfall anomaly using equations 3.3-3.4. This 
anomaly is a useful measure of the rainfall intensification of existing storms as they 
pass through an urban area.  
 
Urban Maximum Rainfall          = [Urban Maximum Rainfall – Upwind Maximum Rainfall] X 100.                (3.3) 
Anomaly (URAmax)                                     Upwind Maximum Rainfall 
 
 
Downwind Maximum Rainfall  = [Downwind Maximum Rainfall – Upwind Maximum Rainfall] X 100.        (3.4) 




Although the above calculations are fairly simplistic, the percentages are not used to 
quantify the “absolute” UHI impact on rainfall. The main purpose is to compare the 
spatial rainfall patterns observed during different events. More specifically, to 
investigate the probability that urban and downwind regions act as favored zones of 
convergence and intensification of propagating storms. In some cases, a reverse 
calculation is employed to compute an upwind rainfall anomaly with respect to the 
downwind and urban regions (see Eq. 3.5). If it is assumed that an urban influence will 
not be present in the upwind region, then such a calculation serves to distinguish UHI 
effects from those due to other local mesoscale circulations especially for coastal 
cities.   
 
Upwind Rainfall Anomaly         = [Upwind Rainfall – Downwind (Urban) Rainfall] X 100.                              (3.5) 
                              Downwind (Urban) Rainfall 
 
 
The following section discusses the observed UHI impacts on propagating storms over 
Minneapolis, DC, Providence, NYC, and Cleveland (section 3.3.1), and non-
propagating events over Dallas and Houston (section 3.3.2). 
 
3.3 Results 
3.3.1 The UHI impact on propagating storms  
3.3.1.1 Distribution of rainfall anomalies  
 Figures 3.4 and 3.5 represent the distribution characteristics of urban and 





Figure 3.4 Box-and-whisker plots representing the quartiles of rainfall anomalies for 
(a) Minneapolis, (b) DC, (c) Providence, (d) NYC, and (e) Cleveland. Outliers (red 
circles) are data points that exceed the third quartile (75th percentile) by a distance 
greater than 1.5 times the interquartile range. Black boxes represent distributions that 
may be considered Gaussian whereas blue boxes represent distributions that deviate 
significantly from normality as determined by the Shapiro-Wilks test. The number of 




Figure 3.5 The skewness and excess kurtosis of rainfall anomaly distribution for 
various cities. The blue symbols represent anomalies that deviate significantly from 




The number of events considered is denoted by N (see Fig. 3.4). Other than the 
maximum rainfall anomalies over Minneapolis (URAmax and DRAmax) and DC 
(DRAmax), all other distributions are positively skewed (Fig. 3.5 (a)). This is expected 
since the anomaly calculation (Eq. 3.1-3.4) imposes a lower bound (-100%), which 
may naturally introduce right skewness in the distribution. Despite this, the rainfall 
anomalies over Minneapolis and DC are found to have low skewness and kurtosis, 
indicating a nearly symmetric distribution with short or thin tails. For example, Figure 
3.6 (a) shows that the distribution of downwind maximum rainfall anomalies for 
Minneapolis is well-represented by the normal probability density function. For the 
remaining cities, an increase in both skewness and excess kurtosis (Fig. 3.5) suggests a 
more heavy-tailed distribution. In fact, the colored (blue) symbols in Figures 3.4 and 
3.5, represent anomaly distributions that deviate significantly from normality as 
determined by the Shapiro-Wilks test (p = 0.05). The probability density function for 
such anomalies resembles a Generalized Extreme Value (Type II) distribution (for 
e.g., 3.6 (b)). This non-Gaussian behavior is a result of outliers associated with 
extreme positive anomaly events.  
 Positive outliers are defined as data points exceeding the 75th percentile by a 
distance greater than 1.5 times the interquartile range (red circles in Fig. 3.4). These 
events tend to occur in the coastal cities of Providence, NYC, and Cleveland. A 
reverse calculation used to compute upwind rainfall anomalies with respect to the 
downwind or urban region (Eq. 3.5), indicates that similar outliers may also exist in 
the upwind region. This suggests that the extreme rainfall anomalies (outliers) 




which may introduce considerable mesoscale heterogeneity in storm precipitation 
characteristics. For Minneapolis, which lies in the Central Plains, and for the DC urban 
area that lies inland of the Chesapeake Bay, the mesoscale variability in spatial 
precipitation patterns appears to be less pronounced. These cities are more likely to 




Figure 3.6 Histogram and probability density function using the Maximum Likelihood 
Estimate (MLE) method of curve-fitting for DRAmax. The anomalies follow (a) 
Gaussian distribution for Minneapolis, and (b) Generalized Extreme Value (GEV) 
Type II distribution for Providence. 
 
3.3.1.2 Rainfall anomalies for inland cities 
Figure 3.7 shows the diurnal distribution of rainfall anomalies over 
Minneapolis. Positive anomaly events are mainly observed during the night and 
afternoon hours (shaded in Fig. 3.7 (a)). This suggests that an urban-induced thermal 
forcing may indeed be present since the atmospheric UHI typically peaks at night 
whereas the UHI-perturbed boundary layer circulation is most pronounced during the 
daytime (Ackerman et al. 1977, Shepherd 2005). It is possible that the perturbations 





Figure 3.7 The diurnal pattern of rainfall anomaly associated with propagating storms 
over Minneapolis represented by (a) individual events, and (b) the 3-hour average 
anomaly computed from selected individual events. The shaded regions in (a) 
represent the nocturnal and afternoon periods when the anomalies are largely positive. 
Note that the range of the Y-axis in (b) is intentionally smaller to emphasize on the 
bimodal peak of the diurnal rainfall anomaly distribution. 
 
diurnal rainfall anomaly distribution observed in Fig. 3.7. A similar double peak was 
also observed during METROMEX but only in the region downwind of St. Louis 
(Changnon et al. 1977). As discussed in Chapter 1 (section 1.2.2), the afternoon peak 
was related to the downstream propagation of the UHI-perturbed boundary layer 
circulation, but the nocturnal downwind rainfall increase was not investigated in detail 
(Ackerman et al. 1977; Changnon and Huff 1986). Changnon and Huff (1986) 
reported that this nocturnal anomaly was mainly associated with well-organized 
convective systems. In a following subsection (3.3.1.5), I will explore a possible cause 
for the nocturnal PBL instability that may enhance rainfall associated with propagating 
storms. For the present study, the mean anomaly (percent increase) observed over 
Minneapolis and the downwind region is listed in Table 3.2. Note that the urban region 
has a significant increase in the mean (URAmean) but not the maximum rainfall 
anomaly (URAmax). This is because even though storms often converge over the urban 




during METROMEX also reported that the strongest urban-related stimulation of 
propagating storms occurred in the downwind region (Changnon et al. 1977; 
Ackerman et al. 1977). Figure 3.8 shows the accumulated rainfall associated with a 
daytime and a nighttime propagating event over Minneapolis. The downwind rainfall 
enhancement is evident for both cases.  
 
Table 3.2 The mean urban and downwind rainfall anomaly (%) and standard deviation 
observed during afternoon (1300 to 1700 LST) and nocturnal (2300 to 0800 LST) 
periods over Minneapolis. The p-value is mentioned for a significantly positive 
increase in the mean rainfall anomaly (≤ 0.1). 
Anomaly Mean Rainfall Anomaly (%) Standard Deviation p-value 
Afternoon 
URAmean 49.4 42.5594 0.05 
DRAmean 40.2 36.7110 0.05 
URAmax -9 11.4455 - 
DRAmax 19.8 20.2657 0.05 
Night 
URAmean 32.6667 48.7827 0.05 
DRAmean 19.7778 58.1007 - 
URAmax -5.4444 33.3396 - 
DRAmax 27 52.9363 0.1 
 
 
Figure 3.8 (a) 4-hr accumulated precipitation associated with a westerly cold front, 
and (b) 3-hr accumulated precipitation associated with a westerly surface low-pressure 
system, propagating through Minneapolis between 1000 to 1400 LST on 18 June, 
2007, and 0100 to 0400 LST on 28 August, 2007, respectively. Bold solid line 




A bimodal pattern in the diurnal distribution of urban mean rainfall anomaly is also 
observed over DC (Fig. 3.9). Once again, there is a statistically significant increase in 
the urban mean rainfall but not URAmax values (Table 3.3). The downwind anomalies 
are significantly positive during nocturnal and afternoon hours (Table 3.3), but do not 
show a prominent double peak such as the urban mean anomaly (Fig. 3.9 (b)). The 
increase in downwind rainfall is observed almost throughout the day, barring events 
occurring between 2000 and 2200 LST (see Fig. 3.9 (a)). One explanation is that in 
addition to the UHI impact, the downwind region may experience a bay breeze 
convergence effect which is known to be prevalent in the western Chesapeake Bay 
area (Flood 2004; Zhang et al. 2011). Since most of the storms (more than 85%) 
propagating through this region are westerly, the bay breeze convergence may favor 
positive downwind rainfall anomalies during the day. Between 1000 and 1900 LST, 
the DRAmax values are positive for all but one storm that propagates from the southeast 
around noon (Fig. 3.9 (a)). The magnitude of daytime anomalies is also much higher 
compared to nighttime increase (Table 3.3), suggesting that a bay breeze effect may be 
contributing. Thus, it is not clear whether the UHI or the bay breeze is responsible for 
the rainfall anomalies observed downwind of DC. In their model simulations, Zhang et 
al. (2011) showed that under a southerly or southwesterly flow regime, the interaction 
between the urban boundary layer and bay breeze circulations can sustain increased 
vertical velocity downwind of the DC metropolitan region, thereby suggesting that 
both mechanisms may be important. In the next section, the relation between the UHI-
induced atmospheric instability and enhanced downwind rainfall is further explored by 





Figure 3.9 The diurnal pattern of rainfall anomaly associated with propagating storms 
over DC represented by (a) individual events, and (b) the 3-hour average anomaly 
computed from selected individual events. Note that the range of the Y-axis in (b) is 




Table 3.3 The mean urban and downwind rainfall anomaly (%) and standard deviation 
observed during afternoon (1300 to 1700 LST) and nocturnal (2300 to 0800 LST) 
periods over DC. The p-value is mentioned for a significantly positive increase in the 
mean rainfall anomaly (≤ 0.1). 
  
Anomaly Mean Rainfall Anomaly (%) Standard Deviation p-value 
Afternoon 
URAmean 81.8333 91.0613 0.05 
DRAmean 51.5 65.4148 0.1 
URAmax -25.6667 34.0039 - 
DRAmax 47.3333 41.3312 0.025 
Night 
URAmean 54.60 59.9358 0.1 
DRAmean 37 26.5989 0.025 
URAmax -16 35.6581 - 
DRAmax 27.40 22.5455 0.05 
 
 
3.3.1.3 Relation between UHI and the downwind rainfall anomaly 
The destabilizing processes within the urban planetary boundary layer, 
responsible for modifying daytime convective precipitation, are well-known 




downwind rainfall anomalies observed in the present study indeed result from the 
downstream advection of the urban PBL instability. This is carried out by exploring 
the relation between positive DRAmax events and the low-level advecting winds 
computed using NARR data. First, the line joining the urban center and the area of 
maximum precipitation (P > 0.5*Pmax) in the downwind impact region is identified as 
the downwind propagation axis (see Fig. 3.10). Assuming that the instability (for e.g., 
the UHI-perturbed PBL circulation) will occur in the lower atmospheric levels, the 
mean advecting low-level (1000 to 700 hPa) wind vector is calculated over the urban 
region at the hour prior to the observed downwind rainfall maxima. The direction of 
this mean wind vector does not always coincide with the downwind storm propagation 
axis (Fig. 3.10). Depending on the nature of each individual storm, the steering winds 
can be considerably different from the mean low-level wind vector (for example, 
storms that occur in a high wind shear environment or surface storms that are 
propagated by an upper-level disturbance). The angle between the low-level mean 
wind vector and the downwind propagation axis (shown in Fig. 3.10) is referred to as 
the “wind deviation angle”. If this angle exceeds 90°, then the advection from the 
urban area is considered to be zero.  
 
Figure 3.10 Same as Fig. 3.3 but depicting the downwind propagation axis determined 
based on the region of maximum precipitation in the downwind impact region (shaded 
in black). The mean low-level (1000-700 mb) wind vector and its deviation from the 




Figure 3.11 (a) shows that the positive DRAmax events over Minneapolis are negatively 
correlated with the wind deviation angle, suggesting that the downwind rainfall 
intensification is more pronounced when the low-level urban instability is advected 
downstream. Additionally, a positive correlation is found to exist between the mean 
advecting wind speed and the DRAmax values (see Fig. 3.11 (b)). (Note that a 
projection of the mean wind vector on to the downwind propagation axis is used to 
compute the mean advecting wind speed). Since the downwind advection of the UHI-
perturbed boundary layer instability is typically a daytime phenomenon, it is worth 
inspecting the correlation for nighttime and daytime events separately. In Fig. 3.11, the 
events occurring during nighttime (2300 to 0800 LST) are indicated by blue ‘x’ signs. 
It is seen that the correlation with the mean wind vector may exist for both nocturnal 
and other events.  
 
Figure 3.11 The relation between the positive downwind maximum rainfall anomaly 
(DRAmax) and (a) wind deviation angle, (b) projected wind speed, for storms 
propagating through Minneapolis. Storms that occur between 2300 to 0800 LST are 
considered as nocturnal events. Linear and non-linear relationships are derived using 
the least squares method of curve-fitting. R2 represents the coefficient of multiple 





For DC, a similar but rather weak correlation is found to exist between the low-level 
mean wind vector and the positive DRAmax anomalies (not shown). As discussed in the 
previous subsection (3.3.1.2), in addition to the UHI, daytime storms propagating 
through DC may be influenced by the bay breeze convergence effect. The correlation 
is therefore explored for all events occurring between 1000 and 1900 LST, during 
which the daytime bay breeze is likely to be active. The DRAmax values are negatively 
correlated with the wind deviation angle and positively correlated with the projected 
wind speed (Fig. 3.12 (a)). Therefore, although bay breeze effects may favor 
convergence, it appears that the UHI plays a major role in the downwind rainfall 
enhancement during this period. For nighttime events, a similar relationship with the 
mean wind vector is observed (Fig. 3.12 (b)) but the statistical significance is lower, 
likely due to the smaller sample size. For the rest of the events (occurring between 
2000 to 2200 LST), no significant relationship is observed (Figure 3.12 (c)), 
confirming that the UHI’s influence may be dominant only during select hours of the 
day. Note that in Fig. 3.12, the DRAmax values are higher for daytime events as 
compared to nighttime storms indicating that a UHI-bay breeze interaction may 
produce more significant rainfall anomalies. They are also more negative between 
2000 to 2200 hours when the UHI-perturbed boundary layer circulation is not 
expected to be strong.  
 Thus, it appears that the UHI (nocturnal) or the UHI-induced PBL perturbation 
(daytime) can have a significant impact on precipitation associated with storms 




do not demonstrate such a clear UHI impact. Some characteristics of the anomalies 
observed for these cities are discussed in the next subsection.  
 
 
Figure 3.12 The correlation of wind deviation angle (left panel) and projected wind 
speed (right panel) with the downwind maximum rainfall anomaly (DRAmax) for 
storms propagating through DC occurring between (a) 1000 to 1900 LST, (b) 2300 to 
0800 LST, and (c) 2000 to 2200 LST. The correlation coefficient is denoted by r, 
while the significance level (≤ 0.1) is denoted by p. Note that the range of the X-axis is 
dissimilar because the mechanisms that produce DRAmax values differ during the 





3.3.1.4 Rainfall anomalies for coastal cities 
Unlike Minneapolis and DC, the diurnal pattern of rainfall anomalies for 
Providence, NYC, and Cleveland do not show a clearly distinguishable UHI forcing. 
However, a statistically significant increase (p = 0.05) is observed in the URAmean over 
NYC indicating that urban mechanisms may increase local rainfall over large coastal 
cities.  
The outliers or extreme positive anomaly events (≥ 75th percentile) recorded 
over coastal cities may occur due to the local lake/sea breeze circulation but they are 
nevertheless inspected for the presence of a UHI-signature. First, the urban (and 
downwind) mean rainfall during such events is compared with the upwind mean 
rainfall from corresponding extreme events occurring in the upwind control region 
(identified using Eq. 3.5). The calculated mean rainfall is of comparable magnitude for 
the downwind and upwind regions, but is found to be 1.5 to 2 times higher for the 
urban region. This suggests that urban-related processes may enhance local mesoscale 
circulations to produce more extreme positive rainfall anomalies over coastal urban 
areas.  
Coastal cities such as Boston, Tokyo, Chicago, and NYC, are known to 
experience local effects resulting from the interaction of the daytime sea breeze or lake 
breeze front with the UHI (Yoshikado and Kondo 1989; Barbato 1978; Keeler and 
Kristovich 2012). These fronts often slow down or stall over the urban area likely due 
to convergence induced by the UHI (Yoshikado and Kondo 1989; Keeler and 
Kristovich 2012; Kusaka et al. 2000). The inland propagation of such a front may be 




Loughner et al. 2012). With the help of model analyses, one study showed that a 
strong sea breeze circulation is enhanced by the UHI to produce anomalously high 
convective precipitation in the vicinity of Sao Paulo, Brazil (Freitas et al. 2009). 
Shepherd and Burian (2003) observed positive anomalies in the climatological rainfall 
over and downwind of the coastal city of Houston that were mainly attributed to the 
interaction of the UHI with the local sea breeze circulation.  
Fig. 3.13 shows that for Providence and Cleveland, a majority of the extreme 
anomalies occur between 1000 and 1800 LST. Moreover, positive anomalies are more 
pronounced during the late afternoon period for NYC and Cleveland. This hints at a 
possible interaction between the UHI and the daytime sea breeze front in producing 
more intense and frequent extreme positive anomaly events over coastal urban areas, 
and perhaps downwind.  
 The wind speed and wind deviation angle during events with extreme positive 
downwind rainfall anomalies (DRAmax ≥ 75th percentile) are analyzed. For Cleveland, 
the two most positive DRAmax events are associated with projected wind speeds greater 
than 10 m/s and wind deviation angle less than 30°. However, no relation with low-
level winds is found for Providence and NYC suggesting that the UHI impact on 
downwind rainfall may not be evident for these cities.  
Additionally, the climatology of the mean low-level (1000-700 hPa) wind 
direction is compared for coastal versus inland cities by averaging for the years 2007-
08. The wind direction is predominantly westerly to southwesterly, with no suggestive 




investigation of the UHI-sea breeze influence on propagating storms is beyond the 
scope of the present study and will be reported elsewhere.  
 
 
Figure 3.13 The diurnal pattern of extreme positive rainfall anomalies (≥ 75th 







3.3.1.5 Nocturnal Instability 
 In the present study, it is found that both nocturnal and afternoon rainfall 
anomaly can be significant for inland cities (Tables 3.2-3.3). The nocturnal instability, 
though, has not been investigated in detail in the past. In this section, I propose a 
hypothesis for the urban nocturnal PBL instability and the associated downwind 
rainfall maxima.  
 Although the UHI-perturbed PBL circulation is strongest during the afternoon, 
the UHI itself peaks at night. Thus, it is likely that the nocturnal PBL instability over 
the urban area is directly forced by increased surface temperature, and/or associated 
low-level thermodynamic instability within the stratified nighttime boundary layer. 
One hypothesis is that since net latent heat fluxes and associated urban-rural surface 
moisture differences are small during nighttime (Grimmond and Oke 1999b), the 
strong temperature anomaly (UHI) may drive positive differences in the surface 
equivalent potential temperature (θe) between the city and the rural environment. The 
prognostic applications of θe for convective precipitation are well known in the field of 
operational numerical forecasting (Campbell 1991; Smith 1993; Farina and DiStefano 
1998). This important parameter is useful to predict regions of favored convection 
especially when synoptic scale forcing is at its minimum (Campbell 1991). High θe-
values or θe-gradients in the lower atmosphere represent large instability (CAPE), and 
a lifting mechanism may favor convective development within such an area (Campbell 
1991; Smith 1993). It is also observed that convective systems often propagate toward 
regions of low-level θe-maxima, and that positive θe-advection supports enhanced 




the impact of the urban land cover on surface θe-values, and its consequent influence 
on the development and enhancement of convective storms. 
During METROMEX, the daytime surface θe-values over the urban area were 
examined to investigate the influence of ingesting dry, stable air in propagating storms 
(Ackerman et al. 1977). The daytime urban atmosphere was expected to be drier due 
to lower evapotranspiration, and it was speculated that the negative moisture anomaly 
may convert urban regions into a source of low surface θe air (Boatman and Auer 
1974a,b). The spatial land use patterns in and around St. Louis, however, were not 
found to have a significant influence on the daytime surface θe values (Ackerman et al. 
1977). It was thus concluded that the urban-enhanced rainfall in the downwind region 
was unrelated to a θe anomaly (Ackerman et al. 1977).  
During nighttime, St. Louis was found to be more moist at the surface 
compared to the surrounding rural regions (Changnon et al. 1977; Ackerman et al. 
1977). Ackerman et al. (1977) speculated that this is because the nocturnal surface air 
over the urban area does not lose its moisture due to condensation over vegetation 
(dew). Thus, a warm and moist surface atmospheric anomaly may exist over cities 
during the night, which may lead to increased equivalent potential temperature (θe) 
values within the nocturnal urban PBL. The presence of increased low-level θe 
gradients may contribute to the downwind intensification of rainfall through the 
advection of warm, moist unstable air. 
In order to explore the above hypothesis, the surface temperature and dew 
point from the RTMA dataset are used to compute the hourly surface θe for each city, 




cycle of UHI (Turban-Trural), dew point difference (DPTurban – DPTrural) and the θe-
difference (θe-urban - θe-rural) are plotted over 181 days (JJA, 2007-08).  
 
Figure 3.14 The diurnal cycle of differences in surface temperature (UHI; left panel), 
surface dew point temperature (center panel), and surface equivalent potential 
temperature (UHA; right panel) between the urban and the surrounding rural 




For all cities, the left panels of Fig. 3.14 show that the UHI is more robust 
during nighttime, as expected. The center panels of Fig. 3.14 indicate that the 
nocturnal dew point differences are also more positive and less variable as compared 
to the daytime differences for all cities (barring Cleveland, which mostly has positive 
differences throughout the day). As a result, the θe-difference between the urban and 
rural environment remains largely positive during nocturnal hours (0000 to 0700 LST) 
(see right panels of Fig. 3.14). During daytime, the UHI, the dew point difference as 
well as the θe-difference are found to be not robust for Providence, NYC, and 
Cleveland. Minneapolis and DC are more likely to experience a daytime UHI, 
however, the θe-difference is much more variable over these cities. This is because 
reduced latent heat fluxes during the day may easily counter the θe-increase resulting 
from UHI in the urban environment. These cities thus experience a warm but dry 
anomaly during daytime due to the presence of urban land cover, causing θe-values to 
be more variable. On the other hand, the nighttime increase in temperature over the 
urban area is often accompanied by an increase in the dew point, likely due to the 
small but positive latent heat flux differences at night. Therefore, much warmer and 
less dry conditions are observed over all cities during nighttime, which leads to a 
positive surface θe anomaly.  
It thus appears that urbanization not only causes anomalous warming (UHI) but 
may also produce anomalously high surface equivalent potential temperature (θe) in 
the nocturnal atmosphere. This surface instability may be referred to as the urban 
hygrothermal anomaly (UHA). For the cities considered in this study, the UHA 




Future studies are needed to investigate in detail the influence of the urban land cover 
in inhibiting dew formation thus contributing to positive θe anomalies during 
nighttime. Moreover, if the UHA indeed introduces thermodynamic instability in the 
nocturnal urban atmosphere, then its role in producing anomalous urban and 
downwind nocturnal rainfall needs to be investigated for propagating as well as non-
propagating storms. 
 
3.3.2 The UHI impact on non-propagating storms 
 Prior to investigating the UHI impact on stationary or non-propagating storms, 
the upwind and downwind regions are identified for Dallas and Houston. In previous 
studies, several approaches were taken to determine the direction of steering winds or 
the climatological storm movement (Shepherd et al. 2002; Shepherd and Burian 2003; 
Westcott 1995; Huff and Changnon 1972, 1973; Ashley et al. 2012). As discussed 
earlier (in subsection 3.3.1.3), it appears that the 1000-700 hPa advecting winds are 
more important for the downstream propagation of the urban instability than the 
steering flow. Therefore, in this study, I compute the climatological low-level (1000-
700 hPa) advecting winds from NARR (JJA; 2007-08) in order to identify the 
downwind direction and the impact region. Previous studies estimated the mean warm 
season 700 hPa flow to be from 225° for Dallas (Shepherd et al. 2002), and from 178° 
for Houston (Shepherd and Burian 2003). Here, it is found that the mean low-level 
advecting winds are from 160° for Dallas and 168° for Houston. Both upwind and 
downwind regions are selected to encompass a 150° sector centered around the mean 
wind vector. This value is chosen to incorporate the standard deviation of the mean 




The seasonal accumulated rainfall for Dallas and Houston, along with the 
climatological downwind vector is shown in Fig. 3.15. Dallas experiences increased 
rainfall totals in the downwind direction within the rural ring, whereas Houston has 
higher amounts over the urban region. Note that Houston also has higher rainfall in the 
upwind region compared to downwind, which appears to be related to the sea breeze 
convergence effect along the coastline.  
 
Figure 3.15 Seasonal accumulated precipitation (JJA; 2007-08) over Dallas and 
Houston along with the climatological mean downwind direction (bold arrow) 
calculated from the low-level (1000-700 hPa) winds. The bold solid line is used to 
represent each city polygon, the thin solid lines represent the surrounding rural ring. 
The dotted lines represent the 150° sector centered around the mean wind vector 
defining the boundaries for upwind and downwind regions. The mean wind vector is 
from 160° for Dallas and 168° for Houston. 
 
In order to inspect the characteristics of the downwind rainfall anomaly over Dallas, 
precipitation recorded on non-propagating storm days is binned into hourly intervals. 
The diurnal cycle (3-hr running average) in the frequency of rainfall occurrence is 
shown in Fig. 3.16 (a). Although rainfall frequency peaks during daytime, there is a 




upwind. The mean hourly rainfall rates between the upwind and downwind regions are 
found to be comparable; however, heavy events or outliers are more pronounced 
during night to early morning hours in the downwind region (see Fig. 3.16 (b)). This 
suggests that rainfall initiation and intensification may be favored in the region 
downwind of Dallas during nocturnal hours, which may be related to the urban 
instability. The right panel of Fig. 3.17 shows that the nocturnal UHA, described in 
section 3.3.1.5, exists over this city as well as over Houston. 
 
Figure 3.16 The diurnal cycle of (a) rainfall frequency (events), and (b) hourly rainfall 
rate associated with heavy events (outliers) observed in the upwind and downwind 
regions of Dallas. Outliers are data points that exceed the third quartile (75th 




Figure 3.17 The diurnal cycle of differences in surface temperature (UHI; left panel), 
surface dew point temperature (center panel), and surface equivalent potential 
temperature (UHA; right panel) between the urban and the surrounding rural 




For Houston, a similar analysis of hourly rainfall frequency between upwind 
and urban regions suggests that there is a phase lag in the diurnal cycle (Fig. 3.18 (a)). 
This may be expected due to the relative distance from the coast and consequent lag in 
the occurrence of rain-producing sea breezes. The outliers or heavy rainfall rates over 
the urban and upwind regions are comparable in intensity (Fig. 3.18 (b)), however, 
they tend to occur more frequently during the afternoon period over the urban region 
(Fig. 3.18 (c)). This suggests that the interaction of the UHI with the daytime sea 
breeze circulation may increase the frequency of heavy rainfall events over urban 
Houston. This result agrees in part with Shepherd and Burian (2003) who proposed 
that the afternoon UHI-circulation and the sea breeze circulation could interact to 
produce increased warm season rainfall over and downwind of the Houston urban 
area. A downwind increase, however, is not observed in this study. A point worth 
noting is that the urban impacts discussed above for Dallas and Houston were 
observed during both years despite the fact that 2008 was a drought year in this region. 
 
 
Figure 3.18 The diurnal cycle of (a) rainfall frequency (events), (b) hourly rainfall rate 
associated with heavy events (outliers), and (c) frequency of heavy events (outliers) 
observed in the upwind and urban regions of Houston. Outliers are data points that 







 The aim of this study was to investigate the UHI impact on warm season 
rainfall using contemporary high-resolution observations over several US cities, and to 
explore its variability. Recent studies have used similar datasets in the southeast US to 
study the UHI-influence on thunderstorm development during synoptically benign 
days (Dixon and Mote 2003, Bentley et al. 2010, Ashley et al. 2012). In the present 
study, a UHI-induced rainfall increase is observed for stationary storms in the southern 
US, and similarly for propagating storms associated with fronts, low-pressure systems, 
troughs, outflow boundaries and squall lines, observed in other parts of the country. 
The results are compared with earlier literature (METROMEX; Changnon et al. 1977; 
Ackerman et al. 1977; Huff and Changnon 1972, 1973; Westcott 1995) that analyzed a 
similar UHI-effect for propagating storms. The outcome of this study suggests that it is 
useful to consider rainfall anomalies by tracking each individual propagating storm, 
apart from collectively studying the climatological rainfall patterns based on the most 
frequent wind direction as was done in the past (Shepherd et al. 2002; Shepherd and 
Burian 2003; Westcott 1995; Huff and Changnon 1972, 1973; Ashley et al. 2012). 
Using a diurnal trend analysis, it is found that the UHI is the dominant mechanism for 
rainfall increase over and downwind of inland cities, whereas the UHI-sea breeze 
interaction may produce significantly enhanced precipitation over coastal urban areas. 
For the inland cities of Minneapolis and DC, the UHI-induced thermal forcing 
is clearly visible in the diurnal pattern of rainfall anomalies. A bimodal evolution with 
distinct peaks occurring during night and afternoon hours is observed over the urban as 




downwind of St. Louis, however, only a late afternoon rainfall maximum was reported 
over the urban region (Changnon et al. 1977). As a result, the mechanistic processes 
responsible for the daytime rainfall anomaly (UHI-perturbed boundary layer 
circulation) have been studied in detail, but the nighttime peak has received less 
attention in the past. The present study shows that the nocturnal anomaly associated 
with propagating storms can be as significant as the daytime rainfall increase for 
inland cities. Moreover, propagating storms appear to be steered towards the urban 
centers likely due to UHI-induced convergence, thereby increasing the urban mean 
rainfall. But the storm intensification occurs in the peripheral or the downwind impact 
region due to the advection of the urban instability, as indicated by the significantly 
positive downwind maximum rainfall anomalies (DRAmax). This result agrees with 
METROMEX observations, which demonstrated that the most significant urban 
impact over St. Louis was observed in the downstream stimulation of propagating 
storms (Changnon et al. 1977; Ackerman et al. 1977).  
 For coastal cities, propagating storms typically experienced more pronounced 
spatial rainfall anomalies likely because of the local mesoscale variability due to sea 
breeze or lake breeze fronts. The UHI appears to interact with the local mesoscale 
circulation leading to more extreme and frequent positive rainfall anomalies over the 
urban region during daytime. A number of modeling studies have simulated the 
interaction of the daytime sea breeze front with the UHI suggesting that the front 
propagation is often slower over the urban region (Kusaka et al. 2000; Yoshikado 
1994; Ohashi and Kida 2002). Further studies are needed to decipher the urban and 




For non-propagating storms, the UHI’s influence differs once again for an 
inland (Dallas) and a coastal (Houston) city. A positive nocturnal anomaly in the 
frequency and intensity of rainfall is observed downwind of Dallas. For Houston, a 
local daytime increase in the frequency of heavy or extreme positive anomaly events is 
observed.  
In general, it appears that nocturnal and downwind UHI impacts are more 
visible for the inland cities of Minneapolis, DC, and Dallas. The precipitation 
anomalies over coastal urban areas on the other hand, are more significantly positive, 
likely due to UHI’s interaction with the daytime sea breeze front. Future studies 
should consider these important differences for a complete understanding of the 
observed spatial rainfall anomalies.  
An elementary investigation of the nocturnal instability suggests that in 
addition to the UHI, urban areas may experience anomalously high surface equivalent 
potential temperature due to less dry and warmer conditions during nighttime. This is 
termed as the Urban Hygrothermal Anomaly (UHA). If the UHA exists, then increased 
low-level θe-gradients and the downstream advection of positive θe may contribute to 
downwind rainfall enhancement in propagating nocturnal storms. Such an effect will 
be investigated using modeling studies in the future. 
This study has laid the necessary groundwork for important urban related 
processes and their variability. Future studies will aim to investigate the nature and 
role of the nocturnal urban instability in rainfall modification, as well as the UHI-sea 
breeze interaction in producing more frequent and extreme daytime urban rainfall. 




enhancement is necessary for better forecasts, urban water resources management, 
flood disaster planning, and so on. In the next chapter, the impact of the urban land 
cover on nocturnal propagating storms over Minneapolis is investigated using model 



































Chapter 4: A model-based study of the urban influence on 
nocturnal propagating storms over Minneapolis 
 
Abstract 
Two nocturnal propagating storms that occur over urban Minneapolis are simulated 
using the WRF model. Ensemble sensitivity simulations are carried out (by replacing 
developed land with surrounding croplands) to inspect the role of the urban land cover 
in producing anomalous nocturnal precipitation. In the sensitivity simulations, storm 
cells do not occur directly over the city, whereas the urban area in the control 
simulation behaves like a “hot spot” or favored location for propagating storm cells. 
Increased surface convergence due to the UHI, enhanced frictional drag, and a 
cyclonic turning of surface winds as the storm approaches, appear to introduce a low-
pressure anomaly over the urban region thereby influencing the storm cell position. 
The ensemble simulation that shows the maximum urban influence on the storm cell 
location, also records the strongest UHI and the maximum surface convergence 
anomaly. Apart from the UHI, the enhanced frictional drag due to stronger wind 
speeds may contribute substantially to surface convergence on storm days. Future 
studies will aim to quantify the thermal and dynamical influence on the convergence 
field and the related rainfall anomaly.  
While the UHI-perturbed boundary layer circulation does not appear to be 




θe values in the urban nocturnal PBL. Its contribution to nocturnal downwind rainfall 
intensification will be investigated in future studies. 
 
4.1 Introduction 
Urban areas introduce mesoscale atmospheric perturbations that may alter 
warm season precipitation either through the enhancement of existing storms or 
through the development of new convection (Changnon et al. 1977; Ackerman et al. 
1977; Bornstein and LeRoy 1990; Dixon and Mote 2003). METROMEX and earlier 
studies found that the urban influence was mainly evident during propagating 
thunderstorms with moderate to heavy rainfall (Ackerman et al. 1977; Changnon and 
Huff 1986; Huff and Changnon 1973; Westcott 1995), but studies have also shown 
that the UHI may initiate new convection (Huff and Changnon 1973; Bornstein and 
LeRoy 1990; Bornstein and Lin 2000; Dixon and Mote 2003). The daytime perturbed 
PBL circulation with deeper mixing heights due to UHI-enhanced convergence is 
considered to be one of the main causes for the urban and downwind rainfall increase 
(Ackerman et al. 1977; Westcott 1995; Shepherd et al. 2002; Vukovich and Dunn 
1978). There is also evidence that the enhanced mixing and stretching leads to more 
neutral (or unstable) lapse rates in the upper PBL which may strengthen cloud updrafts 
and enhance precipitation (Ackerman et al. 1977). A similar detailed mechanistic 
analysis, however, is lacking for the anomalous nocturnal downwind precipitation that 
was also observed during METROMEX. Changnon and Huff (1986), and Huff and 
Changnon (1973), observed a significant rainfall increase associated mainly with 




nocturnal UHI and the related surface convergence were speculated as the likely cause 
(Huff and Changnon 1973). More recently, Dixon and Mote (2003) studied the UHI 
impact on nocturnal thunderstorm development during calm conditions with low wind 
speeds. Since the UHI is typically strong during synoptically benign nights, an 
increased convergence is expected to occur over the urban area. The authors 
speculated that the UHI produces a low-pressure anomaly during such nights, thus 
resulting in a thermally driven circulation with air flowing from the surrounding rural 
areas into the city (Dixon and Mote 2003). Studies have observed similar thunderstorm 
development under calm conditions over New York City (Bornstein and LeRoy 1990) 
and Atlanta (Bornstein and Lin 2000). Propagating thunderstorms, however, are 
reportedly bifurcated around these cities producing maximum precipitation in the 
lateral edges and in the downwind region (Bornstein and LeRoy 1990; Bornstein and 
Lin 2000). This is attributed to the divergence caused by the building-barrier effect 
which appears to lead to a rainfall minimum over the urban area itself (Bornstein and 
LeRoy 1990). Thus, more recent studies point to a decrease in urban mean rainfall 
associated with propagating storms due to a divergence effect (Bornstein and LeRoy 
1990; Bornstein and Lin 2000), contrary to a positive rainfall anomaly as was 
observed in the past (Ackerman et al. 1977; Huff and Changnon 1973; Changnon and 
Huff 1986).  
Wong and Dirks (1978) studied the differences in airflow over an urban area 
during calm conditions (wind speed < 3.5 m s-1) as well as under the influence of 
strong winds (wind speed > 3.5 m s-1). During calm winds, they found an increase in 




is consistent with recent studies reporting thunderstorm development under 
synoptically benign conditions (Bornstein and Lin 2000; Dixon and Mote 2003). For 
wind speeds greater than 3.5 m s-1, a deceleration was observed as a result of the 
enhanced frictional drag due to increased surface roughness and vertical mixing height 
over the city (Wong and Dirks 1978). Despite frictional retardation, surface 
convergence was found to occur because of the UHI (Wong and Dirks 1978). The 
authors, in fact, argue that the UHI-induced convergence is aided by the frictional 
drag, which is consistent with METROMEX observations that reported a similar effect 
in the daytime boundary layer (Ackerman et al. 1977).  
Thus, opposing effects that include dynamical divergence (building-barrier 
effect) and enhanced convergence (due to UHI and frictional dampening) have been 
associated with propagating thunderstorms over urban regions. In the previous chapter, 
an increase in urban mean rainfall was observed for storms occurring over the inland 
cities of Minneapolis and Washington D.C., during night as well as afternoon hours. 
This suggests that the UHI and related convergence is the dominant factor influencing 
rainfall over these cities. In this Chapter, I investigate if such an increase is also 
evident in model simulations. Two propagating storm events occurring during the 
nighttime over urban Minneapolis are simulated. The urban impact is investigated 
using land cover sensitivity experiments, and the role of thermal and dynamical 
convergence (divergence) is examined. Moreover, since a downwind intensification of 
rainfall was also observed in the previous chapter, the presence of a PBL instability in 
the urban nocturnal atmosphere (for example, increased θe values caused by the UHA) 





4.2.1 Model Configuration  
 The WRF model is used to carry out high-resolution (0.5 km) urban land cover 
sensitivity simulations over the Minneapolis-St. Paul region. The domain and nesting 
configuration is shown in Figure 4.1. The North American Regional Reanalyses 
(NARR) data are used as initial and boundary forcing conditions. The model’s vertical 
resolution consists of 45 levels in the terrain-following sigma coordinate system, with 
eight levels in the lowest 1 km and the remaining equally spaced up to 100 hPa.  
 
Figure 4.1 The one-way nesting configuration of the model. Red solid lines represent 
the location of the outermost grid (12.5 km resolution), middle grid (2.5 km 
resolution) and the innermost grid (0.5 km resolution) over the Minneapolis-St. Paul 
region. All analyses are performed over the innermost grid. 
 
The unified Noah Land Surface Model (LSM; Chen and Dudhia 2001) is used for 
predicting heat and moisture fluxes from the surface to the atmosphere. The Mellor-




layer and vertical diffusion processes while the Eta surface-layer scheme (Monin and 
Obukhov 1954) is used to represent surface fluxes. The WRF Single-Moment 5-class 
(WSM5) scheme (Hong et al. 2004; Hong and Lim 2006) is chosen for representing 
the microphysics. The Kain-Fritsch (KF) convective scheme (Kain 2004) is activated 
at 12.5 km resolution, while convection is resolved explicitly at 2.5 km and 0.5 km 
resolutions.  
 
4.2.2 Urban physics in WRF model 
In the WRF model, it is possible to simulate turbulent heat and momentum 
fluxes as well as other urban effects over developed land surfaces by coupling an 
urban canopy model with the Noah LSM. For this purpose, the performance of the 
Building Energy Parameterization (BEP) scheme (Martilli et al. 2002) and the Urban 
Canopy Model (UCM; Kusaka et al. 2001; Kusaka and Kimura 2004; Chen et al. 
2006) is evaluated by comparing the simulated skin temperature with observations 
from the Moderate Resolution Imaging Spectroradiometer (MODIS). The single-layer 
UCM assumes that building heights in the urban canopy do not extend beyond the 
lowest model level. The multi-layer BEP scheme, on the other hand, recognizes a 
three-dimensional (vertical) distribution of urban surfaces (such as walls, roofs) while 
calculating sources and sinks of heat, moisture and momentum in the urban canopy 
(Schubert 2010). The MODIS skin temperature is derived from the split window 
algorithm developed by Wan and Dozier (1996). It is found that the nighttime skin 
temperature increase over Minneapolis is captured reasonably well by both schemes, 




UCM. Therefore, the BEP scheme is chosen to represent urban physics in the model 
simulations. Moreover, the skin temperature anomaly pattern is improved when the 
MODIS-derived urban land cover used in WRF is spatially augmented with developed 
land cover (≥ 20% ISA) from the more recent NLCD (2006) dataset. Figure 4.2 
compares against MODIS observations, the model simulated skin temperature with 
and without such augmentation. The skin temperature UHI, especially in the 
northwestern part of the urban region, is better represented in Fig. 4.2 (c). Therefore, 
the land cover augmentation is performed prior to running the model simulations. 
 
 
Figure 4.2 The surface skin temperature (K) at around 2200 LST on Aug 26, 2008, 
over Minneapolis, derived from (a) satellite observations (MODIS), (b) BEP 
simulation using WRF urban land cover, and (c) BEP simulation using WRF urban 
land cover augmented with NLCD data. 
 
4.2.3 Experimental Design 
Two nocturnal propagating storms occurring over Minneapolis are selected 
from the warm season (JJA) period of 2007-2008. The UHI-impact on propagating 
storms observed during this period has been discussed in the previous chapter. It is 
expected that model analyses of surface variables will help identify some urban 




control experiment consists of the original as well as two ensemble member 
simulations (E1 and E2). The ensembles are created by introducing random 
perturbations of 2 °K to the initial surface air and skin temperature obtained from 
NARR. The 10-m horizontal winds are also perturbed by a small magnitude (0.5 ms-1). 
Corresponding sensitivity simulations (original and ensemble) are performed by 
replacing the developed urban surface with the surrounding dominant land cover type 
(croplands). Note that a relatively high value (2 °K) is selected for temperature 
perturbation while creating ensembles because this is the average magnitude of the 
UHI (temperature difference between control and sensitivity experiments) expected 
due to land cover replacement over the urban region. 
Model simulations are run for a period of four and a half days considering a 
spin-up time of 17 hours, and allowing a lead time of 50 and 54 hours for the first and 
second events, respectively. This allows an investigation of the urban instability not 
only during the rainfall event but also one day before and one day after the occurrence 
of the storm. The Stage IV precipitation data are used to evaluate differences in 
simulated precipitation between control and sensitivity experiments. The model results 
are discussed in the following section. 
 
4.3 Results 
4.3.1 Sensitivity of nocturnal precipitation to urban land cover 
 The first simulated event is an eastward propagating squall line that passes 




Observations indicate that a storm cell occurs over urban Minneapolis producing 
enhanced precipitation downwind of the city (see left panel of Fig. 4.3 (a)). In general, 
the model overestimates rainfall associated with this event and the simulated urban 
mean precipitation is higher than observed (Fig. 4.4 (a)). The spatial precipitation 
features such as the proximity of the storm cell to the urban area appear to be better 
represented in the control simulation (center panel of Fig. 4.3 (a)). The downwind 
rainfall intensification, however, is not captured by the model. In the sensitivity 
simulation without urban land cover, the storm cell does not occur over Minneapolis, 
but is constrained to the region upwind of the city (right panel of Fig. 4.3 (a)).  
 
 
Figure 4.3 The total rainfall accumulation (mm) over the study domain from Stage IV 
observations (left), the control ensemble mean (center), and the sensitivity ensemble 
mean (right) for propagating storms occurring between (a) 2100 to 0200 LST on 27-28 






The second event is a southeast propagating nocturnal outflow boundary that 
occurred between 0100 and 0600 LST on 11 August, 2007. An increase in 
precipitation is observed in the peripheral region southwest of the city (left panel of 
Fig. 4.3 (b)). Once again, the spatial characteristics, such as enhanced precipitation to 
the south and southwest of the city, are better reproduced by the control simulation 
(center panel of Fig. 4.3 (b)). In the sensitivity simulation, little precipitation is 
produced over and downwind of Minneapolis as the storm propagates through the 
region (right panel of Fig. 4.3 (b), and 4.4 (b)). Thus, it appears that the city of 
Minneapolis experiences a positive rainfall anomaly during both nocturnal propagating 
storms due to the presence of urban land cover. The role of the UHI and enhanced 
convergence, as well as other urban instability, is investigated in following 
subsections.  
 
Figure 4.4 The temporal evolution of the hourly accumulated urban mean rainfall 
from (a) 2200 to 0200 LST on 27-28 August, 2008, and (b) 0200 and 0600 LST on 11 
August, 2007, for the original (left panel), first ensemble or E1 (center panel), and 
second ensemble or E2 (right panel) simulations. The mean urban rainfall from Stage 




4.3.2 Improvement in spatial precipitation features 
In order to quantify the improved representation of the squall line and outflow 
boundary, the spatial rainfall field for each control and sensitivity ensemble pair is 
compared against observations using the Method for Object-based Diagnostic 
Evaluation (MODE). This features-based method is useful to evaluate the spatial 
characteristics of storm cells (objects). Davis et al. (2009) successfully demonstrated 
the use of this method to compare model rainfall accumulations against observations. 
The MODE software is obtained from the Development Testbed Center’s Model 
Evaluation Tool (MET version 2.0) verification package (2009).  
First, the 5-hr accumulated precipitation (shown in Fig. 4.3 (a) and 4.3 (b)) is 
interpolated on to NCEP’s grid 227 (5 km resolution) using the budget interpolation 
method (Accadia et al. 2003). Storm cells (or objects) in the forecast and observation 
fields are identified using a convolution filter and a suitable rainfall threshold. (The 
rainfall threshold for each field is calculated by multiplying the maximum 
precipitation amount by a factor of 0.3). The objects in both fields are then matched by 
comparing several attributes (α), viz., position (centroid distance), orientation (angle 
difference), spatial extent (area ratio), and spatial overlap (intersection area). Note that 
each object attribute is calculated using simple measures such as the number of grid 
points occupied, moments, etc. An interest value (I; ranging from 0 to 1) is assigned 
for each attribute to quantify the similarity between the matched object pairs. For 
example, I has a maximum value of 1 for small centroid distance whereas a minimum 
value of 0 for small spatial overlap (or intersection area) between the forecast and the 




object pair using Eq. 4.1, where the subscript i denotes the various attributes 
considered, w is the weight assigned to each attribute, and C is the confidence level 
calculated for the attribute vector. (Note that C is calculated for the centroid distance 
and angle difference attributes only, in order to express the uncertainty involved while 





.                                 (4.1) 
 
 
In Eq. 4.1, the weight assigned to the centroid distance, angle difference, and 
intersection area attributes is 2, while w=1 is used for the area ratio attribute.  
 Figure 4.5 demonstrates the matched object pairs (in red and green) for the 
squall line event (unmatched objects are shaded in blue). Since this study is primarily 
focused on the rainfall across urban Minneapolis, a comparison is made only for the 
storm cell that occurs over the city (red object in Fig. 4.5). Differences in the spatial 
extent and location of the storm cell are observed between the control and sensitivity 
simulations. Due to the presence of the urban land cover in the control simulation, the 
cell extends eastward, over and downwind of Minneapolis. In the original sensitivity 
run (Fig. 4.5 (c)), the storm cell has a southwest-northeast tilt as opposed to a west-
east orientation that is observed (Fig. 4.5 (a)). The ensemble members (E1 and E2) of 
the sensitivity simulation produce a more accurate representation of the orientation, 
but the eastward propagation of the storm is constrained (Fig. 4.5 (e) and (g)). The 





Figure 4.5 The top panel shows the accumulated rainfall in millimeters (2100 to 0200 
LST on 27-28 August, 2008), and the bottom panel shows the objects (storm cells) 
identified using MODE for (a) Stage IV observations, (b) original control, (c) original 
sensitivity, (d) first ensemble member control, (e) first ensemble member sensitivity, 





members (Fig. 4.5 (d) and (f)). This is evident in Table 4.1 which lists the various 
attributes along with the total interest (T) recorded for the storm cell (red object in Fig. 
4.5). The largest improvement in the total interest, especially in the centroid distance 
and intersection area, is observed for the first ensemble pair (E1). The mechanisms 
leading to such an improvement will be investigated in the following subsection. 
 
Table 4.1 Comparison of object attributes (α) and total interest values (T) for storm 
cells (red objects) shown in Figures 4.5 and 4.6. Shaded columns represent the 
ensemble member with greatest improvement in the total interest value compared 
between control and sensitivity simulations. 





















Control  No 
Urban 




Original 8.85 7.68 27.26 51.84 0.34 0.67 243 366 0.89 0.88 
E1 6.36 13.18 29.49 27.51 0.48 0.17 371 116 0.93 0.83 
E2 8.07 12.67 30.07 26.59 0.35 0.29 253 177 0.89 0.87 











Control  No 
Urban 
Original 2.99 14.97 48.54 26.22 0.34 0.38 311 104 0.82 0.88 
E1 10.14 14.69 29.86 35.54 0.59 0.24 289 63 0.95 0.81 
E2 8.74 14.18 29.26 8.59 0.41 0.51 251 112 0.90 0.87 
 
For the southeast propagating outflow boundary, there are some differences in 
the direction of storm propagation between the model and the observations. The storm 
is observed to approach the city from the west before propagating southeast, whereas 
in the model simulations it approaches from north/northwest of the domain. In the 
sensitivity simulations, the storm weakens as it passes through the city, with hardly 
any urban and downwind rainfall. In fact, in the second ensemble sensitivity 
simulation (E2), the storm propagates eastward after impacting the city producing 




urban land cover, it propagates southeast with more heavy urban rainfall especially in 
the south and west of the city. Thus, the enhanced precipitation observed in the 
southwest peripheral region of the urban area is evident only in the control simulation 
(see Figure 4.6). From Figure 4.6 and Table 4.1, it is clear that the control simulation  
 
 
Figure 4.6 Same as Fig. 4.5 but for the accumulated rainfall (0100 to 0600 LST) 




is once again able to better represent spatial features, especially the centroid distance 
and the intersection area attributes, associated with this storm cell (red object). For this 
case also, the greatest improvement in the total interest is observed for the first 
ensemble pair (E1).  
Thus, from the MODE analyses it appears that urban areas may indeed behave 
like “hot spots” that favor local convergence during nocturnal propagating events 
thereby influencing the position of the storm cell. In some cases, they may even alter 
the direction of the propagating rainfall feature. A qualitative analysis of the 
mechanisms that influence the storm cell location, and the role of the UHI, is explored 
in the following subsection. 
 
4.3.3 The urban mechanisms that influence storm cell location 
For both nocturnal events, the total interest value associated with the first 
ensemble member (E1) control simulation is not only the highest but also shows the 
largest improvement compared to that of the sensitivity simulation (Table 4.1). 
Therefore, model output from this particular ensemble member is first examined. 
Incidentally, E1 also records the strongest and most enduring UHI during both events 
(see Fig. 4.7). Note that the UHI is computed as the mean 2-m temperature difference 
(control minus sensitivity) averaged over the city polygon. The time period considered  
in Fig. 4.7 has a 1-hour lead with respect to the accumulated rainfall totals during the 
corresponding storm event (shown in Fig. 4.4 (a) and 4.4 (b)). This is because I wish 







Figure 4.7 The model simulated UHI during the period 2100 to 0100 LST on 27-28 
August, 2008 (left panel) and 0100 to 0500 LST on 11 August, 2007 (right panel).  
 
 
4.3.3.1 Nocturnal propagating squall line 
 In order to investigate the urban induced mechanisms that may influence storm 
cell position associated with the squall line event, the differences between the first 
ensemble member (E1) control and sensitivity simulations are examined. The hourly 
accumulated rainfall associated with the squall line event, along with the 2-m 
temperature, 10-m winds and surface pressure vertical velocity during the previous 
hour, are shown in Figures 4.8 and 4.9. Note that the surface pressure vertical velocity 
(ω) is a proxy for convergence, with positive (negative) values indicating divergent 
(convergent) motion at the surface. The UHI is clearly evident at 2100 LST prior to 
the occurrence of the event (Fig. 4.9 (a)). As the westerly storm approaches, surface 
convergence (negative ω; Fig 4.9 (b)) occurs over the northwest edge of Minneapolis 
followed by precipitation in both control and sensitivity simulations. In the control 
simulation, there is enhanced convergence in the southwest urban region where the 





Figure 4.8 The hourly accumulated rainfall (mm) from 2200 to 0100 LST ((a)-(d)), 
and 10-m horizontal winds (m.s-1) during the period 2100 to 0000 LST ((a)-(d)), for 
the first ensemble member control (left) and sensitivity (right) simulations on 27-28 





Figure 4.9 The 2-m temperature (K) and surface pressure vertical velocity (Pa.s-1) 
during the period 2100 to 0000 LST ((a)-(d)), for the first ensemble member control 





When the storm occurs over the city at 2300 LST, the UHI is still visible in the control 
simulation (Fig. 4.9 (c)), and convergence followed by precipitation occurs along the 
southwest-northeast direction (left panels of Fig. 4.9 (c) and Fig. 4.8 (c)). The winds 
are weaker over the urban area during this hour (left panel of Fig. 4.8 (c)) suggesting 
that low-pressure conditions may exist. In the sensitivity simulation however, the 
surface winds do not appear to slow down (right panel of Fig. 4.8 (c)), and the 
convergent mesoscale boundary is not continuous over Minneapolis (right panel of 
Fig. 4.9 (c)). This could be the reason that the precipitation is less intense (right panel 
of Fig. 4.8 (c)). At 0000 LST, the UHI is nearly overcome due to precipitation except 
for the presence of warmer temperatures accompanied by enhanced convergence along 
the eastern peripheral urban region (Fig. 4.9 (d)). As the storm propagates eastward, 
the control simulation shows increased precipitation over this region that is not 
observed in the corresponding sensitivity simulation (Fig. 4.8 (d)).  
Thus, from Figures 4.8 and 4.9, it appears that the spatial convergence and 
precipitation patterns associated with the nocturnal propagating squall line may be 
influenced to some extent by the UHI. The lower wind speeds observed in Fig. 4.8 (c) 
indicates that increased frictional convergence may possibly lead to reduced surface 
pressure over the urban area during the storm. Figures 4.8 (a), (b) and (c) also suggest 
that surface winds may turn cyclonically as the storm approaches the urban area. 
Several past studies have indicated a similar cyclonic effect on airflow over cities 
during conditions of strong winds and UHI (Shreffler 1978; Graham 1968; Lee 1977). 
Such an effect may also contribute to the enhanced convergence in the control 




winds, in producing anomalous surface convergence is investigated further by 
comparing between various ensemble members.  
For each ensemble simulation, the anomaly in the mean surface wind speed, 
wind direction, surface pressure vertical velocity (ω), vertical mixing height, and 
surface pressure, are examined by averaging these quantities over the city polygon for 
control and sensitivity simulations (Fig. 4.10). A low-pressure anomaly at the surface 
is a useful indicator of convergence and rising motion within the atmospheric column, 
whereas wind speed decrease is a proxy for frictional drag over the urban area. 
Enhanced vertical mixing height may also contribute to frictional retardation of winds 
(Wong and Dirks 1978). Note that the vertical mixing height is nothing but the PBL 
top calculated by the MYJ scheme. Hereafter, the term PBL height will be used 
synonymously with mixing height. The start and end time of the trends shown in 
Figure 4.10 include a 1-hr lead with respect to the accumulated urban mean rainfall 
predicted by the model during the storm event (compare with Fig. 4.4 (a)). The 
decrease in surface winds over the urban area and the cyclonic turning prior to the 
storm’s approach is visible for all members. Similarly, PBL heights are in general 
higher due to the urban land cover. Lower pressure, indicating enhanced rising motion, 
is observed for both the control ensemble members (E1 and E2). Not surprisingly, 
these simulations demonstrate a more significant impact on the centroid distance and 
intersection area attributes of the storm cell (see Table 4.1). It can be seen that along 
with the UHI, the anomaly in pressure vertical velocity (ω) at the surface is a 
maximum at 2300 LST for the first ensemble member (E1). Thus, the stronger UHI 





Figure 4.10 The temporal evolution of mean surface quantities averaged over the city 
polygon viz. (a) pressure vertical velocity (ω), (b) horizontal wind direction, (c) 
horizontal wind speed, (d) pressure, and (e) the mean PBL height from the control 
(red) and sensitivity (blue) simulations for the original (left), first ensemble (center) 
and second ensemble (right) members. The time period is from 2100 to 0100 LST on 
27-28, August, 2008. 
 
 
E1, which could in turn be the most important factor influencing the storm cell 




the first ensemble simulation, and therefore may not be particularly sensitive to the 
variability in the UHI. They may however, contribute to the storm cell position by 
influencing the surface pressure anomaly. Note that the differences in surface pressure 
between control and sensitivity simulations are negligible throughout the diurnal cycle 
except during the occurrence of the storm. This suggests that unlike the low-pressure 
anomaly associated with the thermally direct (UHI-driven) circulation under calm 
conditions (Dixon and Mote 2003), the pressure perturbation during propagating 
storms may occur due to the UHI-enhanced convergence (not the UHI itself). 
Therefore, the UHI may have an indirect influence on the pressure field (which can 
influence storm spatial characteristics) during synoptically active conditions. 
 
4.3.3.2 Nocturnal propagating outflow boundary 
 The features associated with the nocturnal propagating outflow boundary that 
occurred on 11 August 2007, as simulated by the first ensemble member (E1), is 
shown in Figure 4.11 and Figure 4.12. As the storm approaches (Fig. 4.11 (a)), the 
surface winds in the control simulation are slower and more cyclonic as was observed 
for the squall line case. The UHI persists throughout the duration of the storm (Fig. 
4.12). The major difference in accumulated rainfall is observed at 0500 LST (Fig. 4.11 
(c)) when the storm moves just south of the urban area (4.12 (c)). The sensitivity 
simulation shows very little precipitation over Minneapolis, whereas the control run 
shows enhanced rainfall over the southwest as well as other parts of the city. At 0400 
LST, a weak UHI exists and is accompanied by enhanced surface convergence over 





Figure 4.11 The hourly accumulated rainfall (mm) from 0300 to 0600 LST ((a)-(d)), 
and 10-m horizontal winds (m.s-1) during the period 0200 to 0500 LST ((a)-(d)), for 







Figure 4.12 The 2-m temperature (K) and surface pressure vertical velocity (Pa.s-1) 
during the period 0200 to 0500 LST ((a)-(d)), for the first ensemble member control 




Fig. 4.13 compares the divergence field between the control and sensitivity 
simulations at the same hour. There is stronger subsidence over the eastern part of the 
city in the sensitivity simulation which may be the reason for the reduced precipitation 
received during this hour. Also note that the UHI is stronger in southern Minneapolis 
(Fig. 4.13) where the maximum rainfall in the control simulation occurs (Fig. 4.11 
(c)). Thus, the lack of surface divergence in the east as well as UHI-enhanced 
convergence in the southwestern part of the city, appear to produce more urban rainfall 




Figure 4.13 The 2-m temperature (K) and surface pressure vertical velocity (Pa.s-1) for 
the first ensemble member control (left) and sensitivity (right) simulations at 0400 
LST on 11 August, 2007. 
 
Similar to Fig. 4.10, the evolution of spatially-averaged quantities over Minneapolis 
(surface ω, surface wind, surface pressure and vertical mixing height) is compared 
between control and sensitivity simulations for this event (see Fig. 4.14). Note that the 
differences in the original control and sensitivity simulations (left panel of Fig. 4.14) 




simulation. The reason for this appears to be related to differences in the boundary 
conditions, and not the urban instability.  
 In Fig. 4.14, the wind speeds are slower in the control simulation for all 
ensemble pairs. Larger wind speed differences and a cyclonic turning prior to the 
occurrence of the storm are observed for the first ensemble member (E1) (center 
panels of Fig. 4.14 (b), (c)). Moreover, a lack of divergence at 0400 LST for E1 
(center panel of Fig. 4.14 (a)) appears to be related to the UHI which is not observed 
for the remaining two ensemble simulations at this hour (right panel of Fig. 4.7). A 
low-pressure anomaly, which occurs as a result of this reduced divergence (see center 
panel of Fig. 4.14 (d)), may influence the storm cell location. Thus, the UHI and 
related convergence (lack of divergence) appear to play a crucial role in storm spatial 
characteristics for the first ensemble member (E1), although the frictional drag and the 
cyclonic turning of winds may also contribute to the low-pressure anomaly. Note that 
the ensemble member (E1) does not have deeper mixing heights (center panel of Fig. 
4.14 (e)) suggesting that the retardation of winds due to frictional drag may primarily 
result from enhanced surface roughness (not increased vertical mixing).  
 Therefore, the UHI-induced surface convergence (and related surface pressure 
anomaly) appears to be important in influencing the storm cell position during both 
nocturnal events. The relative significance of the surface wind anomaly (compared to 
UHI) in producing increased frictional convergence needs further investigation. The 
UHI, enhanced surface convergence as well as lower wind speeds over the urban area, 
are observed throughout the diurnal cycle. As explained in section 4.3.3.1, the wind 




variability in the surface convergence anomaly with respect to the UHI and the 




Figure 4.14 Same as Figure 4.10 but for time period between 0100 to 0500 LST on 




Figures 4.15 and 4.16, demonstrate the diurnal cycle in the surface ω difference 
(sensitivity minus control), the UHI, and the surface wind speed difference (sensitivity 
minus control) for both nocturnal events. The UHI appears to have a stronger 
influence on the diurnal pattern of surface convergence anomaly during no storm days 
(see Fig. 4.15 (a) and Fig. 4.16 (a)). When nocturnal storms occur, the UHI is typically 
weaker (< 2 °C) and the surface wind speed differences are larger (> 3 m s-1). This is 
because storm days are associated with stronger winds, which increases frictional 
retardation but may weaken the UHI due to temperature advection effects (Wong and 
Dirks 1978). As a result, frictional drag appears to contribute more heavily to the 
surface convergence during rainfall events (center panels of Fig. 4.15 (b) and Fig. 4.16 
(b)).  Future sensitivity experiments will be conducted to quantify the role of UHI 
versus surface friction in influencing the convergence and storm spatial characteristics 
associated with nocturnal propagating storms. 
 Thus, it is evident that the role of the urban land cover is to produce an increase 
in local rainfall during nocturnal storms. This occurs due to convergence resulting 
from thermal (UHI) as well as dynamical (frictional) effects. The divergence (if any) 
due to the building barrier effect does not appear to be a prominent influence on urban 
rainfall patterns.   
 The downwind rainfall intensification was observed and discussed in Chapter 
3, but not simulated by the model. Nevertheless, the presence of a nocturnal urban 






Figure 4.15 The diurnal cycle of the ensemble-mean difference in surface ω 
(sensitivity minus control), compared with (a) UHI, (b) the ensemble-mean difference 
in surface wind speed (sensitivity minus control), on 26-27 August, 2008 (left), 27-28 




Figure 4.16 Same as Fig. 4.15 but for 09-10 August, 2007 (left), 10-11 August, 2007 




4.3.4 Instability in the urban nocturnal boundary layer 
As discussed in section 4.3.3.1, deeper mixing heights may occur over the 
urban region during storm events. This suggests that the urban PBL perturbation may 
even exist during the night. Figure 4.17 (a) and Figure 4.18 (a) compare the diurnal 




Figure 4.17 The diurnal cycle of the ensemble-mean UHI and the ensemble-mean 
differences (control minus sensitivity) in (a) PBL height, (b) PBL top vertical velocity, 
and (c) PBL mean θe, on 26-27 August, 2008 (left), 27-28 August, 2008 (center) and 







Figure 4.18 Same as Fig. 4.17 but for 09-10 August, 2007 (left), 10-11 August, 2007 
(center) and 11-12 August, 2007 (right). 
 
Although the PBL may remain slightly higher over the urban area during 
nighttime, the peak in the height differences occurs during late-afternoon or evening 
hours (between 1700-2000 LST). Even with a strong nocturnal UHI, a positive PBL 
height anomaly may not appear on some nights (right panel of Fig. 4.17 (a) and left 
panel of Fig. 4.18 (a)). A comparison of the diurnal cycle of vertical velocity 
differences (w-difference) at PBL top (control minus sensitivity) suggests that the 




velocity differences (Fig 4.17 (b) and Fig. 4.18 (b)) are negligible during nocturnal 
hours (except during storm days). Just like the surface pressure anomaly, the vertical 
velocity at the top of the urban PBL only maximizes during the time of maximum 
convergence associated with the storm (see center panel of Fig. 4.17 (b) and Fig. 4.18 
(b)). Thus, it appears that the nocturnal UHI does not precondition the stable boundary 
layer to support enhanced vertical motion during nighttime.  
The presence of a thermodynamic instability in the form of enhanced 
equivalent potential temperature (θe) in the nocturnal urban PBL is also investigated 
(Fig. 4.17 (c) and Fig. 4.18 (c)). A positive anomaly in θe-values may occur during 
nighttime in the urban PBL (left and center panels of Fig. 4.17 (c); right and center 
panels of Fig. 4.18 (c)). This suggests that the Urban Hygrothermal Anomaly (UHA) 
may exist at the surface, which will be investigated in the following subsection. 
 
4.3.5 The Urban Hygrothermal Anomaly (UHA) 
Figure 4.19 compares the diurnal cycle of the UHA with that of UHI as well as 
the surface mixing ratio difference (control minus sensitivity) for both nocturnal 
events. The UHA (or positive surface θe-values over the urban area) typically occurs 
during nocturnal hours. It appears to be modulated by both the UHI as well as the 
difference in the surface mixing ratio (Fig. 4.19). Although a daytime UHI is common, 
the UHA may not be visible because of drier conditions during the day (bottom panels 
of Fig. 4.19 (a), (b)). The surface mixing ratio remains largely negative throughout the 
diurnal cycle, except during nighttime when the urban-rural differences are small and 




nocturnal hours due to the combination of less negative moisture differences and the 
nocturnal UHI.  
 
Figure 4.19 The diurnal cycle of the ensemble-mean UHI (left) and the difference 
(control minus sensitivity) in surface mixing ratio (right) shown along with the UHA 
on (a) 26-27 August, 2008 (top), 27-28 August, 2008 (center) and 28-29 August, 2008 
(bottom); and (b) 09-10 August, 2007 (top), 10-11 August, 2007 (center) and 11-12 
August, 2007 (bottom). 
 
The surface latent heat flux differences averaged over the city polygon is 
compared between the control and sensitivity simulations (Fig. 4.20). It can be 
confirmed that rural areas indeed experience an increased latent heat flux during the 
day, but the differences are almost negligible during night. In some cases, the latent 
heat flux turns negative over the rural area during nocturnal hours due to the 




of Fig. 4.20 (a)). This suggests that urban surfaces may experience lack of dew 
condensation, leading to a positive surface moisture anomaly during nighttime. Thus, 
it appears that a nocturnal thermodynamic instability (UHA) may indeed exist over 
urban areas. Its contribution to downwind intensification of storms will be investigated 
in future modeling studies. 
 
Figure 4.20 The diurnal cycle of the ensemble-mean latent heat flux from control 
(red) and sensitivity (blue) simulations on (a) 26-27 August, 2008 (left), 27-28 August, 
2008 (center) and 28-29 August, 2008 (right), and (b) 09-10 August, 2007 (left), 10-11 
August, 2007 (center) and 11-12 August, 2007 (right). 
 
4.4 Conclusions 
In summary, it is seen that the storm cells associated with nocturnal 
propagating events are sensitive to the presence of the urban land cover. Urban areas 
behave like “hot spots” experiencing an increase in surface convergence and rainfall 
during such events. The divergence due to the building barrier effect (if any) does not 




using MODE suggests that the centroid distance and intersection area attributes of 
storm cells are most greatly influenced by the presence of urban land cover. The 
convergence, produced due to thermal (nocturnal UHI) as well as dynamical (frictional 
drag) effects, leads to a negative surface pressure anomaly which appears to influence 
the position of the storm cell. A cyclonic turning of surface winds is also observed 
prior to the storm’s approach that may further contribute to the low-pressure anomaly. 
Frictional convergence appears to be more pronounced during storm days, likely due 
to stronger winds. A comparison between various ensemble members suggests that the 
UHI and the associated convergence (lack of divergence) are the most significant 
factors influencing local urban rainfall and storm spatial characteristics. This may be 
the reason for the observed increase in the urban mean rainfall anomaly (URAmean) 
associated with nocturnal propagating storms over Minneapolis (discussed in the 
previous chapter). It is also possible that this steering of storm cells due to the UHI, 
may increase the nocturnal thunderstorm frequency that has been reported for other 
urban areas in the past (Huff and Changnon 1973). Future sensitivity experiments will 
be conducted to quantify the role of UHI versus frictional drag in influencing surface 
convergence and storm spatial characteristics in the vicinity of urban areas. 
An examination of the urban boundary layer instability suggests that the 
perturbed PBL circulation may not be active during nighttime. A positive surface θe-
anomaly or UHA may occur due to the nocturnal UHI and less negative moisture 
difference at night. This may lead to increased θe-values within the urban nocturnal 
PBL. The contribution of this thermodynamic instability to the downwind 




Chapter 5:  Summary and Future Work 
 
5.1 Thesis Summary 
In the first part of this thesis, the cause for some common biases associated 
with the diurnal cycle of warm season rainfall is investigated. The problem of 
premature, light rain is observed when several late-afternoon, surface-based 
convective events are simulated using two popular cumulus parameterization schemes 
(viz., Betts-Miller-Janjić and Kain-Fritch), which are both considered suitable for use 
in mesoscale models. It appears that explicit convection at increased horizontal 
resolution may reduce this bias to some extent. The negative buoyancy constraints in 
the trigger for moist convection in the parameterization schemes are evaluated. Apart 
from modeling analyses, the use of high-resolution satellite-derived soundings to 
understand and verify relevant trigger processes in the real atmosphere is 
demonstrated. The results suggest that more stringent criteria, especially for the CIN 
between the LCL and the LFC, may be required for delaying parameterized convection 
in mesoscale models. For example, the Kain-Fritsch (KF) scheme triggers moist 
convection from the LCL, employing implicit constraints for negative buoyancy above 
this level. A simple modification is made to allow moist convection (shallow and 
deep) to begin from the LFC instead of the LCL. Simulations with the revised Kain-
Fritsch scheme (KFCIN) indicate that it can be used successfully in a mesoscale model, 
since the grid-resolvable processes are able to overcome the negative buoyancy below 
the LFC prior to activating parameterized convection. The revised scheme leads to a 




seasonal climate simulation using the same mesoscale model, the scheme improves the 
nocturnal phase propagation in the Central Plains region by curbing overactive 
daytime convection. As discussed in section 1.1, the characteristics of nocturnal 
rainfall in this region have thus far been simulated based on the quasi-equilibrium 
assumption, by cumulus schemes that are sensitive to the free-tropospheric forcing 
(Liang et al. 2004; Zhang 2003; Lee et al. 2008). In particular, studies have shown that 
by decoupling convection from the PBL in cumulus schemes, processes such as mid-
level moisture advection due to the low-level jet may easily generate nocturnal 
instability (increase in CAPE) (Zhang 2003; Lee et al. 2008). The resulting nighttime 
convection simulated by such schemes is considered to be in quasi-equilibrium with 
the free-tropospheric forcing (Zhang 2002; 2003). In this study, it is shown that by 
including appropriate thermodynamic constraints to better represent non-equilibrium 
(or triggered) convection in the KF scheme, it is possible to capture both daytime as 
well as nocturnal phase of rainfall in mesoscale models, without the exclusion of 
boundary layer processes. In the revised trigger of the Kain-Fritsch scheme (KFCIN), 
the CIN below the LFC inhibits daytime boundary layer convection over the Great 
Plains region, thereby favoring the scheme’s response to dynamical processes that 
occur during the nighttime. The sensitivity of the convective trigger to the large-scale 
forcing at the LCL is thus reduced, and the potential of the scheme to capture the 
geographical variability of warm season rainfall characteristics is enhanced. However, 
the scheme’s performance still remains highly sensitive to the type of large-scale 
(mesoscle) forcing. For example, the use of moisture advection (KFMA) instead of 




characteristics (discussed in section 2.3.8). This suggests that additional observational 
studies are needed to better understand the mesoscale variability of processes that 
constrain (or trigger) convective initiation in nature. In the future, regional and global 
modeling experiments will be used to test the robustness of the revised scheme 
(KFCIN) in simulating convection under varying regimes. Moreover, the sensitivity of 
convective rainfall to the type of mesoscale (large-scale) forcing in different regions 
will be explored using satellite observations and modeling analyses. 
 
The second part of this thesis investigated the UHI-influence on warm season 
precipitation by conducting a multi-city analysis using high-resolution surface 
observations over several US cities. The variability in UHI-rainfall impacts is 
explored. The characteristics of rainfall anomalies are especially found to differ for 
inland and coastal cities. The rainfall anomalies are more pronounced over coastal 
urban areas, occurring mainly during the daytime likely due to the UHI-sea breeze (or 
UHI-lake breeze) interaction. Additional model-based sensitivity studies are needed to 
investigate the role of this interaction in producing extreme positive rainfall anomalies. 
This may have important implications for coastal urban areas especially in the 
forecasting of flood events, and for water resources planning. For inland cities, the 
rainfall anomalies have lesser magnitude but the UHI appears to be the dominant 
mechanism influencing afternoon and nocturnal precipitation, locally as well as 
downwind. 
The afternoon rainfall anomaly has been studied in the past during 




subsequently by several modeling studies (Vukovich and Dunn 1978; Hjemfelt 1982; 
Baik et al. 2001). METROMEX however did not investigate the cause for the 
nocturnal rainfall increase (Changnon and Huff 1986). Earlier studies have speculated 
that the UHI-induced thermal convergence may be responsible for an observed 
increase in the frequency of nocturnal urban thunderstorms (Huff and Changnon 1973; 
Changnon and Huff 1986). In more recent literature, the focus has shifted from 
analyzing UHI effects on propagating storms to studying the urban impact on 
thunderstorm development under calm background flow conditions (Dixon and Mote 
2003; Bentley et al. 2010; Ashley et al. 2012). In Chapter 3 of the present study, an 
increase in the urban mean rainfall anomalies associated with nocturnal propagating 
storms is observed for Minneapolis and DC, suggesting that storms are favored over 
the urban center. The storm intensification, however, is found to occur in the 
downwind region. From model sensitivity analyses performed in Chapter 4, it is found 
that urban areas indeed act like “hot spots” during nighttime, steering storm cells 
associated with propagating storm events towards the urban core. Thus, an inland 
urban area may easily experience an increase in the frequency of nocturnal 
thunderstorms. The UHI-induced convergence, enhanced surface roughness over the 
urban area, and more cyclonic winds prior to the storm’s approach, appear to be 
responsible for altering the storm cell location. The model simulations, however, do 
not capture the downwind intensification of rainfall observed during these nocturnal 
storm events. 
The downstream advection of the UHI-perturbed PBL circulation is the most 




(Ackerman et al. 1977; Shepherd et al. 2005). The mechanism for the nocturnal 
downwind rainfall increase associated with propagating thunderstorms has not yet 
been explored in the literature. In Chapter 3, it is seen that the low-level (1000-700 
hPa) urban mean wind vector is well-correlated with the downwind maximum rainfall 
anomalies during both night as well as daytime events. This suggests that an urban 
low-level instability, similar to the daytime PBL perturbation, may exist even during 
night. The hypothesis that urban areas may have high PBL θe values during nighttime 
is explored. Increased low-level θe-gradients and its downstream advection are known 
to have prognostic applications for determining regions of maximum rainfall 
(Campbell 1991; Smith 1993; Farina and DiStefano 1998). In Chapter 3 of the present 
study, a nocturnal positive surface θe anomaly is indeed observed for the cities 
considered. This is named the Urban Hygrothermal Anomaly (UHA). It may arise due 
to the much warmer temperature anomaly, and the nearly negligible but less negative 
moisture anomaly over urban areas during nighttime hours. In Chapter 4, the presence 
of this anomaly is confirmed in the model simulations but the downwind rainfall 
increase is not simulated. Therefore, additional experiments will be performed in the 
future to investigate the hypothesis that positive low-level θe-gradients produce 





5.2 Future Work 
5.2.1 Investigating the applications of the revised Kain-Fritsch scheme 
Convection and its interaction with the large-scale environment have been 
widely studied with a view to understand as well as parameterize the effect of cumulus 
clouds within numerical models. As discussed in Chapter 1 (Introduction), there are 
different approaches for parameterizing convection, for e.g., consideration of Type I 
versus Type II instability, coarse resolution versus mesoscale models, the choice of the 
dynamical (large-scale) trigger mechanism, and so on. In Chapter 2, it was observed 
that proper negative buoyancy considerations in the KF scheme may reduce, to some 
extent, the sensitivity of the convective trigger to the large-scale forcing especially 
within the PBL. Although this is a positive result, it needs further exploration. The use 
of this revised scheme in accurately simulating the late-afternoon peak of surface-
based convection, nocturnal elevated convection, shallow convection in stratus clouds, 
propagating Mesoscale Convective Systems (MCSs), and tropical features such as the 
Madden-Julian Oscillation (MJO), will be investigated using model-based case studies 
in the future. Sensitivity simulations will be carried out in a regional modeling 
framework using both versions of the Kain-Fritsch scheme (KF and KFCIN), followed 
by a qualitative and quantitative examination of the role of negative buoyancy. Note 
that the importance of the free-tropospheric (above boundary layer) forcing for 
parameterizing propagating convection has been demonstrated not only for midlatitude 
nocturnal convection but also in the tropics (Liang et al. 2004; Zhang et al. 2003; Lee 
et al. 2008; Zhou et al. 2012). For example, Zhou et al. (2012) suggested that the slow-




associated with eastward propagating MJOs in the tropics. They showed that by 
employing the dilute plume approximation which inhibits deep convection in the 
Zhang and McFarlane scheme (Zhang and McFarlane 1995), it is possible to improve 
the MJO simulation. In the future, I will compare the ability of the revised Kain-
Fritsch scheme (KFCIN) to improve MJO simulations in a similar way, but by using the 
strict negative buoyancy trigger criterion to delay deep convection. 
 
5.2.2 Exploring the regional variability in large-scale convective forcing mechanisms  
Even after explicitly considering parcel buoyancy below the LFC, the large-
scale forcing such as moisture flux convergence (Kuo 1974), horizontal mass 
convergence (Kain 2004), moisture advection (Tiedtke 1989), will have a significant 
influence on parameterized convection in mesoscale models. The sensitivity to this 
forcing is evident in the prominent differences observed between the KF and KFMA 
simulations (section 2.3.8). This research has shown that thermodynamic constraints 
may reduce this sensitivity by a small amount, but understanding the variability in 
dynamical processes appears to be much more crucial for the accurate representation 
of warm season rainfall in mesoscale models. The relevant trigger mechanisms in 
midlatitudes, tropics, dry regions, and wet regions, must be clearly understood in order 
for any cumulus parameterization scheme to adequately represent the geographical 
variability in rainfall characteristics. Kuo (1965,1974) proposed the use of moisture 
flux convergence (MFC) to predict convection in tropical cumulonimbus based on the 
flux form of the moisture budget equation as follows, 









where the first term represents the time-rate of change in the column integrated 
specific humidity, the second term is the horizontal MFC (negative), the third term 
represents the vertical MFC (negative) in pressure coordinates, and this is balanced by 
the net freshwater flux at the surface. He assumed that in a tropical environment, the 
moisture provided to the atmosphere is condensed to form clouds and precipitation 
thereby allowing little scope for change in moisture storage (1st term in the LHS of Eq. 
5.1). Arakawa (2004) further suggested that between the two terms contained in the 
expression for horizontal moisture flux convergence (see Eq. 5.2), only the advection 
of moisture (1st term in the RHS of Eq. 5.2) will determine the cloud buoyancy (or 
CAPE) through specific humidity changes that typically occur within the planetary 
boundary layer (for e.g., see schematic in Fig. 5.1 (a)). Thus, according to Arakawa 
(2004), moisture advection, as opposed to mass convergence, is useful for predicting 
convection.  
∇.qvh = vh.∇q+ q∇.vh                                                 (5.2) 
 
Contrary to this reasoning, Banacos and Schultz (2005) recommend the forecast utility 
of horizontal mass convergence (proportional to the 2nd term in the RHS of Eq. 5.2) 
over moisture flux convergence in the midlatitudes. If it is assumed that evaporation 
and large-scale moisture advection directly lead to an increase in the moisture storage, 
then precipitation is forced simply by the product of specific humidity and the mass 
convergence. The authors investigate this theory through scale-analysis and several 
case studies, and highlight the dominance of the mass convergence term in triggering 




increased vertical mixing due to mass convergence may easily over come low-level 
CIN, and thereby trigger convection in the presence of CAPE (for e.g., see schematic 
in Fig. 5.1 (b)). Both scenarios illustrated by the schematic in Fig 5.1 seem plausible as 
a forcing mechanism to initiate sub-grid scale convection, but it is reasonable to expect 
variability in their control. For example, the CAPE changes through moisture 
advection (analogous to Type II instability) may be suitable for elevated convection 
occurring above the boundary layer, whereas removal of CIN through mass 
convergence (Type I instability) appears to be significant for surface-based or PBL-
based convection. Thus, although the present research has demonstrated that proper 
thermodynamic considerations can reduce the sensitivity to the dynamical forcing, it is 




Figure 5.1 Schematic representing the development of parcel instability through (a) 
low-level moisture advection leading to build-up of CAPE, and (b) mass convergence 





By separately considering large-scale convective forcing mechanisms based on the 
tendency for CAPE changes through moisture advection (Type II) and CIN removal 
through mass convergence (Type I), it may be possible to identify the regions or 
regimes that are sensitive to each type of instability. For this purpose, using convective 
and pre-convective satellite-derived soundings as described in section 2.2.5, I will 
distinguish between the two processes that are shown in Fig. 5.1. In regions where 
both mechanisms are found to be important, the total MFC (LHS of Eq. 5.2) will be 
examined as a potential trigger for convection. Regionally classified datasets of 
satellite-derived soundings will be prepared for dry and wet regions in both the 
midlatitudes and the tropics. Similarly, the influence of the forcing mechanism will be 
separately evaluated for surface-based and elevated convection episodes. Principal 
component analyses will be performed on the differences between convective and pre-
convective soundings for each region (and regime) in order to identify the dominant 
trigger mechanism based on empirical orthogonal functions (EOFs). The aim is to 
broadly classify regions (wet versus dry, midlatitudes versus tropics) and regimes 
(boundary layer versus elevated convection) based on the dominance of horizontal 
mass convergence, moisture advection, or both large-scale trigger mechanisms.  
The observations will then be used to validate and improve the performance of 
cumulus schemes. For example, both dynamical trigger versions of the Kain-Fritsch 
scheme (KF and KFMA) can be tested and modified based on the observed 
characteristics. From the present study, it appears that for wet, coastal midlatitude 
regions such as the Chesapeake Bay watershed, the mass convergence forcing may 




content and a presence of instability (CAPE). Therefore, a lifting mechanism (mass 
convergence) may be sufficient to trigger convection (as observed in Fig. 2.8). This is 
probably the reason that the Kain-Fritsch scheme (KF) performs better in simulating 
convection over the Southeast US compared to KFMA (Fig. 2.13 - 2.15). In drier 
midlatitude regions, since both atmospheric humidity and CAPE will be comparatively 
less, large scale moisture advection may be necessary to increase the specific humidity 
of the atmospheric column in order for convection to occur. Mesoscale boundaries 
may not be adequate to predict convection in these regions. Note that this might 
explain the poor representation of the phase of convection over southern Texas and the 
weaker amplitude over western US by the KF scheme. In comparison, the KFMA 
scheme performs reasonably better (Fig. 2.14 and 2.15). Thus, moisture advection may 
be a more potent trigger mechanism for drier regions. Similarly, for elevated 
convection occurring above the PBL, mid-tropospheric moistening due to advection of 
moisture (for e.g., from low-level jets) may be the dominant trigger mechanism. In the 
tropics, convection is known to be sensitive to moisture flux convergence (Kuo 
1965,1974). The relative dominance of each of the terms in Eq. 5.2 will be similarly 
investigated.  
The variability in the trigger mechanisms for dry versus wet midlatitude 
regions is evident in the distribution of warm season precipitation events (1-day, 2-
day, etc.). For the wet Southeast US, such a distribution yields a broad peak in the 
duration days (for 2-day, 3-day, 4-day and 5-day events). On the other hand, the 
distribution of total duration days has a narrow peak (for 1-day events) in the dry 




regions. The narrower peak in the distribution of vertically integrated moisture flux 
convergence (MFC) events suggests moisture advection may initiate rainfall events 
over the southwest, but mechanisms other than MFC (perhaps mass convergence) may 
be important for triggering convection in the southeast.  
 
Figure 5.2 The distribution of precipitation events (left panel) and positive MFC 
events (right panel) based on total duration (days) associated with each event type (1-
day, 2-day, etc.) for (a) Southeast US, and (b) Southwest US. The data is obtained 
from NARR (JJA; 2002-2010). 
 
Therefore, the use of remote-sensing observations as well as modeling studies can help 
delineate the dominance of the varying large-scale convective trigger mechanisms in 
dry versus wet regions. Apart from satellite soundings, field observations from 




Year of Tropical Convection (YOTC), may also be used to verify the relative 
importance of moisture advection, mass convergence and MFC as convective forcing 
mechanisms. A second study will be performed to investigate the applicability of the 
identified forcing variables to improve regional predictions of extreme warm season 
rainfall (such as drought, floods). For example, the interannual variability of drought 
conditions can be very different for a dry compared to a wet region (Seager et al. 
2009). Therefore, apart from improving the representation of warm season rainfall 
climatology in cumulus schemes, the outcome of this research will also be used to 
enhance the confidence of seasonal forecasts for different regions. 
 
5.2.3 Investigating urban processes that increase nocturnal thunderstorm frequency over cities  
In Chapters 3 and 4, it was observed that urban mechanisms (especially UHI) 
may lead to a local increase in the frequency of nocturnal thunderstorms. Since most 
cities record a nocturnal UHI, and may therefore also experience more frequent storms 
than their surrounding rural regions, the results have consequences for local weather 
forecasting, urban planning, rainwater harvesting, etc. In the future, while planning for 
the reduction of urban induced weather modification, it is important to have 
quantitative estimates of the role of the various urban related processes in producing 
local rainfall increase. In Chapter 4, the UHI and the urban surface roughness were 
identified as important mechanisms for enhanced local convergence during storm 
events. The relative contribution of each process will be quantified using additional 
model sensitivity experiments. For example, the frequent nudging of urban 
temperatures to match background rural values in model simulations may be carried 




roughness impacts on nocturnal storms. Alternatively, forcing a thermal perturbation 
over the rural land cover by nudging low-level temperatures to match urban values 
may also be useful. These sensitivity experiments will be used to quantify the relative 
significance of the UHI and the enhanced surface roughness in steering storm cells 
towards urban areas.  
Moreover, the evidence and mechanism for nocturnal downwind rainfall 
intensification was only explored partially in the current study. Although a positive 
UHA may occur in the nocturnal atmosphere, its downstream propagation and 
consequent role in rainfall enhancement needs further investigation in the future. For 
this purpose, additional observational datasets and model sensitivity analyses will be 
used once again.  
 
5.2.4 Understanding the relation between UHI-sea breeze interaction and extreme rainfall for 
coastal cities 
In Chapter 3, it was seen that the UHI may interact with the local sea breeze 
circulation to produce extreme positive rainfall anomalies over coastal urban regions. 
Such a UHI impact appears to generate more intense and frequent anomalous 
precipitation for coastal cities (compared to inland cities). Since a large number of 
major, populous cities across the world are situated along continental coastlines, it is 
necessary to understand the mechanism for the increase in extreme rainfall events. 
This will be crucial for urban planning activities such as flood risk reduction, water 
resources management, and so on. Using a similar model sensitivity analyses, the 
UHI-sea breeze interaction and its role in producing extreme positive rainfall 






The location indices for atmospheric soundings discussed in Chapter 2 are given in the 
following tables. 
 
Table A1 Location indices for skew T-log P soundings derived using AIRS satellite 
retrievals, shown in Figure 2.8. 
 
	  	  	  	  	  Position	  	  	  	  	  	  	  
	  
Figure	  
Top	  Left	   Top	  Right	   Bottom	  Left	   Bottom	  Right	  
Latitude	   Longi-­‐	  
tude	  
Latitude	   Longi-­‐	  
tude	  









38.8631	   -77.8195 
	  
36.3724	   -­‐79.3271	   38.8238 
	  
-­‐77.655	  
2.8	  (b)	   38.4320 -78.3142 40.5766 
 






Table A2 Location indices for skew T-log P soundings obtained from model output, 






	  	  	  	  	  	  	  	  Position	  
	  
Figure	  
Left	   Center	   Right	  
Latitude	   Longitude	   Latitude	   Longitude	   Latitude	   Longitude	  
2.9	  (a)	   42.2419 -75.3772 41.8283 -­‐75.7923	   41.8283 -­‐75.7923	  
2.9	  (b)	   43.3083 -75.5002 42.8947 -75.9213 42.8947 -75.9213 
2.9	  (c)	   39.7047 -78.8835 39.2790 -79.2627 39.2790 -79.2627 
2.10	  (a)	   40.8404 -73.5166 40.4327 -73.9343 40.4327 -73.9343 
2.10	  (b)	   40.0855 -76.9700 39.6660 -77.3629 39.6660 -77.3629 
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