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Abstract. This paper addresses the assessment of generalization 
performance of neural network models by use of empirical tech- 
niques. 
We suggest to use the cross-validation scheme combined with a 
resampling technique to obtain an estimate of the generalization 
performance distribution of a specific model. This enables the for- 
mulation of a bulk of new generalization performance measures. 
Numerical results demonstrate the viability of the approach com- 
pared to the standard technique of using algebraic estimates like 
the FPE [l]. 
Moreover, we consider the problem of comparing the generaliza- 
tion performance of different competing models. Since all models 
are trained on the same data, a key issue is to take this dependency 
into account. 
The optimal split of the data set of size N into a cross-validation 
set of size N y  and a training set of size N(1-7) is discussed. Asymp- 
totically (large data sets), 70,’opt + 1 such that a relatively larger 
amount is left for validation. 
INTRODUCTION 
Consider a tapped-delay neural network predicting a stochastic output signal’ 
y ( k )  from observations of the L-dimensional stochastic input vector signal 
z ( k )  = [ z ( k ) , z ( k  - l ) ; . . , z ( k  - L + 1)IT. Let f(.) denote the mapping of 
the neural network, and w the vector of network weights (parameters). Then 
the prediction is given as: G(k)  = f ( z ( k ) ;  w) .  
‘For convenience, we focus on single output models 
0-7803-2739-:.795 $4.00 0 1995 IEEE 
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The basic object of interest in neural network: modelihg is the conditional 
input-output distribution p(ylz), i.e., the probability distribution of the out- 
put conditioned on a test input vector, see e.g., [16]. Normally the network is 
trained to  implement the conditional mean2, E { y [ z ]  = y . p(ylz) dy. The 
first source of uncertainty is the inherent prediction error E = y - E{ylz) 
which ~ per definition ~ cannot be modeled. Another considerable source of 
uncertainty is the estimation of E{ylz} from a limited number of training 
data. 
This paper deals with empirical assessment of model quality expressed in 
terms of generalization Performance defined as prediction accuracy on future 
data. Reliable estimates of the generalization perforrnance of a particular 
model is very important for practical applications. Moreover, in order to 
choose the best model from a pool of candidate model architecture?, one 
requires a test which determines if a particula,r model has a significantly 
higher generalization performance than a competing miodel. The empirical 
framework enables both absolute and comparat ive  generalization assessment. 
The generalization performance can be decomposed into three compo- 
nents, see e.g., [3], [6]. The first term is due to the inherent prediction error, 
E.  The second term expresses the insufficiency of the neural architecture4 
to  model the conditional mean, and is often referred to  as the model bias. 
Finally, the third term reflects finite training set effects, also known as the 
model variance. While the first term - per definition - cannot be decreased, 
there will normally exist a trade off between bias and -variance which is ac- 
complished by optimizing the architecture, e.g., by using pruning techniques. 
ON GENERALIZATION PERFORMANCE 
Suppose the network is trained by minimizing at cost function, viz. the sum 
of a loss function, S N ( W ) ,  and a regularization term R(w), i.e., 
where e(.) measures the distance between the output y ( k )  and the network 
prediction Q ( k )  = f ( z ( k ) ;  tu). Even though much of the imaterial in this papcr 
applies for general loss functions, often the mean square error loss function, 
e = (y - g))” = e2 is considered. N defines the number of training examples, 
i.e., input-output pairs of the training set: D _= {(z(k),?y(l~))}f=~. 
Training on the full set of examples provides the estimated weight vector 
& = arg min, CN(W). The generalization crror, G, is defined as the expected 
2This is optimal when using a mean square error cost function, see e.g., [16]. 
3E.g., feed-forward neural nets with different input lag-space and number of hidden 
4T11e architecture is presumed to  be finite, i.e., the weight vector is finite dimensional. 
units. 
31 
Authorized licensed use limited to: Danmarks Tekniske Informationscenter. Downloaded on July 14,2010 at 09:07:47 UTC from IEEE Xplore.  Restrictions apply. 
loss of the estimated model on a test sample ( z , y )  independent of those in 
the training set, 
J 
where E{ .} denotes expectation w.r.t. the unknown joint input-output proba- 
bility density p ( z ,  y) .  G(G)  depends on the actual training set D through the 
estimated weights G and has the lower bound Gmin = G(w*).  w* denotes the 
optimal weight vector w *  = arg min, E { C N ( W ) }  = arg min, [G(w) + R(w)]  
which corresponds to  training on an infinite training set. Under fairly mild 
assumptions, i t  is possible to  show limN+oow = w*, see e.g., [lo], [Ill, 
[17]. Gmin expresses the fundamental uncertainty of y when z is known, and 
furthermore the potential lack of modeling capability, i.e., the network is inca- 
pable of implementing the optimal5 function, g(z) = arg min$(,) E{t(y, 4(z))}, 
~ ( I c )  : Rp + R. Insufficient modeling capability is due to  two facts: 
0 In general, when using a finite architecture the model is incomplete, i.e., 
f ( x ;  20") # g(z) where W O  = arg min, G(w)  is the weights minimizing 
the expected loss using the architecture embodied by f(.). 
0 Regularization implies that  the optimal weight vector w *  does not equal 
W O ;  even when using a complete model. 
Since the N samples in D are randomly selected from the joint density 
p((z(l) ,  y ( l ) ) ,  . . . , ( z ( N ) ,  y(N))) the generalization error G(G) is stochastic 
with a certain general izat ion error probability dis tr ibutaon 
P(G) = Prob{G(G) < G)} and associated density p(G).  
The object of interest for model design could be either the full general- 
ization distribution or just the generalization error G(G) on the particular 
training set available. These cases are treated separately in the following. 
If one has a strong belief in the training set (e.g., if it is large) one might 
address G ( 6 ) .  Otherwise, it might be better to consider the training set as a 
typical set drawn randomly from the joint input-output distribution in order 
to  reveal the generic characteristics of the employed model. 
Since p(G) depends on the true distribution of data,  the model architec- 
ture, and the number of training data ,  it is impossible to  fully characterize it. 
However, it is possible to give some general properties. Obviously, p(G) = 0 
as G < Gmin. For finite training sets, p(G) will have non-zero values for 
G 2 Gmin, and since limN,, w = w * ,  p(G) tends to a Dirac delta function 
6(G - Gmin) for N + ca. If the model is complete, the loss function is the 
mean square error and no regularization is employed, it is possible to  show6 
asymptotically as N + CO, G(G)  N al(l + x 2 ( p ) / N )  where a: is the predic- 
tion error noise variance and x 2 ( p )  is the x'-distribution with p = dim(w) 
degrees of freedom. 
"With respect t o  the employed loss function. 
'This is done by using second order expansions of G(G) around w*, and the fact that  
- w* are asymptotically Gaussian distributed. See e.g., [6], that  the fluctuations Aw = 
[71, PI and ~ 6 1 .  
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The literature on generalization theory and estimation of generalization 
error does not in general address the problem of' characterizing the full pre- 
diction risk probability density. Most work has focused on simple measures 
of location such as the average generalization crror 
( 3 )  avr(G) = ED {G(G)} G . p(G) d G .  s 
This includes algebraic estimators like FPE [l], FPER, [7], GEN [5], GPE 
[9] and NIC [lo] which are valid asymptotically N -+ 00 and make several 
assumptions on the model and statistics of the data. However, also algebraic 
estimates of fractiles of p(G)  have been developed, see e.g., [14], [15]. Thus 
the 1 - a: fractile GI-, defined by Prob{G 2; G I - ~ }  = 1 - a: guarantees 
that the probability of G exceeding GI-, is a ,  which can be set to  some low 
percentage. 
EMPIRICAL GENERALIZATION ERROR ESTIMATION 
If the object of interest is the generalization error G(&) for the particular 
training set available, we consider the hold-out cross-validation technique [13] 
for estimating G(i3). Suppose that a cross-validation set C of N ,  = [Ny1,7 
0 < y < 1, samples are hold out for cross-validation and denote by 'T the 
remaining Nt = N - Ne data for training, i.e., let & = argmin, CN,(W) .  
The cross-validation estimate of G ( 6 )  then refads: 
1 G(&) = - Z t ( y ( k ) , j ; ( , k ) ; i i )  
Nc k E C  
(4) 
Under suitable regularity conditions, G(G) + G(G) as Ne + 00. However, a 
very large cross-validation set leaves only few data for training thus increasing 
G(G). Obviously, there exists an optimal fraction y which trades off the 
conflicting aims. Assume that the quality of the cross-validation estimator is 
measured by 
MSE(y) = ED { [ e ( G )  - G(G)] ] (5) 
where ED{.}  is the expectation w.r.t. all training data. Further, assunie that 
the loss is :he mean square error and that the training data are independent. 
Since Ec{G(G)} = G(G) evaluating Eq. (5) gives 
(6) 
1 
MSE(y) = ET { - N c [Ec {e4(&)> - G 2 ( C ) ] }  
Using asymptotic expansions (see e.g., [6],[7]) for the terms in Eq. (6) and 
considering the model to  be complete, it is possible tjo show that the the 
1.1 denotes rounding upwards to the nearest integer. 
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optimal fraction is given by Yopt = 1 - fl where /3 = 4pg:/(l- t ) ,  is the 
kurtosis of the inherent noise (equal to 3 for Gaussian noise), a n d p  = dim(w). 
That  is, limN--tmyo,t = 1 while Nt = O ( m )  and N,  = O ( N  - m) 
asymptotically. It should be emphasized that the choice of y for a finite small 
N still needs to  be tuned by hand. 
The hold-out cross-validation scheme can also be used for comparing gen- 
eralization errors of different models. Consider the scenario of pruning a 
nested family of neural net models and suppose that two alternative mod- 
els with weights G I ,  6 2  bcth are estimated from 7. If we take i& to  be 
a subset of GI ,  i.e., dim(w2) < dim(wl),  the hypothesis to  be tested is: 
G(G2) > G(G1). Since the models are nested and estimated from the same 
training set, the corresponding generalization errors are highly dependent. 
A straight forward procedure which puts error bars on the individual gen- 
eralization error estimates may fail to unveil the superiority of one model 
relative to  another. The dependence is easily Lakeninto acco2nt by ana- 
lyzing the difference in generalization error, AG = G(G2) - G(G1). Ac- 
cording to  the central limit theorem' A E  tends to  a Gaussian distribu- 
tion as N,  2 CO. That  is a standard t-test for the hypothesis can be 
used. If AG/std(AE) < t,(Nc - 1) we reject the hypothesis on an  a 
significance level. t,(Nc - 1) is the 0-fractile of the &distribution with 
N,  - 1 degrees of freedom, and s t d ( , )  denotes the standard deviation. Define 
A e 2 ( k )  = e 2 ( k , & )  - e 2 ( k , G l )  then the standard deviation is estimated via 
( $ ( A E ) ) ~  = (N, - i ) -1~;1  CkEc(Ae2((k) - A E ) ~ .  
EMPIRICAL GENERALIZATION ERROR DISTRIBUTIONS 
We suggest to  estimate the generalization error distribution by using leave- 
out cross-validation [12], [13] and resampling techniques. The basic algorithm 
is given by: 
1. Specify the leave-out fraction y and determine N, = [lvyl. Further 
specify the number of resamplings J 5 N!/N,!(N - AJc)!. 
2 .  For j = 1 , 2 , .  . . , J split the training set randomly into a cross-validation 
subset, C j  , and a training set, 7 j  = D \ Cj  not used previouslyg. 
3. Train on 7 j .  with Nt = N - N,  examples to  obtain the weight estimate 
Gj and calculate the empirical mean of the loss on the samples C j ,  
which yields the generalization error estimate: 
The training in step 3 can be very time consuming and in [4] we developed 
an approximate technique for leave-one-out cross-validation. 
'This also applies when the error signal is a strongly mixing sequence (time-dependent). 
'Note that  this is resampling without replacement, as opposed to  the Bootstrap 
technique. 
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Ideally, when estimating Eq. (7) we should train and test on independent 
sets. Moreover, the training sets should be independent. These properties 
only hold approximately. First, it is very important to  stress the significance 
leaving out a fraction y compared to  the standard approach of leaving out 
a fixed number. In the latter case, the different training sets will be too 
dependent even in the limit of N 4 colo. However, as discussed in the 
previous section by letting y 4 1 and if Nt = O(v log(N) ) ,  N, = O ( N  - 
vlog(N)) ,  where v is a constant, all moments of GJ converges". The number 
of resamplings J should also be allowed to increase towards infinity as N 
grows. Secondly, for most signal processing problems, time-dependence can 
especially for small N cause noise in the estimates. However, asymptotically 
this is no problem since we expect the input signal to  be a strongly mixing 
sequence, i.e., the time-de_endence vanishes for large lags. 
From the estimates G3 in Eq. (7 )  it is possible to  form the empzrical 
generalization error distribution 
,. 
where e(1) 5 E(2)  . . . 5 G ( J )  is the sample order statistics, and p(G-G(j ) )  = 
1 when G 2 G(j ) ,  and zero otherwise. 
Since p(G) is highly non-Gaussian and long tailed (which is demonstrated 
experimentally below), the mean and variance are not sufficient for charac- 
terizing the shape of p(G). It may consequently be desirable to  consider more 
robust location and dispersion measures which we are able to  calculate with 
Pemp(G) in hand. In general the location of p(G) delivers an estimate of 
the level of generalization error. The dispersion conveys the fluctuation in 
generalization error and might suggest if the current number of examples is 
sufficient for learning the task properly. We consider the following quantities: 
Location: 
0 The average aur(G) = 
0 The trimmed average taur(G) = Jz:z Gp(G) dG which reflects the 
average in which the highest and lowest 5% of the data  are excluded. 
0 The median med(G) equal to  the a! = 50% fractile G50%. 
Gp(G) dG. 
Dispersion: 
0 The standard deviation std(G) = (J[G - avr(G)12 dG)1/2.  
0 The median absolute deviation mad(G') = med( IG - med(G)I). 
0 The interquartile range iqr(G) = G7.5~~ - G25%. 
l0This is discussed in the literature of the so-called Jackknife estimators, see e.g., [2], 
' lThis is a generalization of what was stated in the previous section for convergence of 
[ll, Ch. 5.71 
the second order moment in Eq. ( 5 ) .  
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Due to  the fact that  p(G) follows a x2 like distribution, we might consider 
a transformation of G in order to make it more well behaved. In the general 
family of Box-Cox transformations (see e.g., [ll, Ch. 2.81) we found that a 
suitable transformation12 is 2 = log(1 + G). 
As in the previous section it is possible to compare the generalization 
ability e.g, by comparing estimated average generalization errors for two 
models described by w2, w1. Define the associated estimates &?(G)i = 
J-l E:=, Gz3(Gz,),  i = 1,2 ,  and the difference A G ( G )  = G ( G 2 ) - G ( G 1 ) .  
For J large A G ( G )  tends to  a Gaussian distribution by the central limit 
theorem with standard deviation given by 
Here the individual differences are assumed to be independent. A standard 
t-test (as described previously) can then be applied. 
NUMERICAL EXAMPLES 
Consider the following data  generating system: y(k)  = zT(k)wo + & ( I C ) .  z ( k )  
follows a L = 10 variate Gaussian distribution N(0,  H )  with H chosen as 
a random positive definite symmetric matrix. z ( k )  is time-dependent: each 
component is a first order AR-process with coefficient 0.6518 scaled to  give 
unit variance; thus implementing a low-pass filter with memory length approx. 
equal to 7. The noise ~ ( k )  - N(0,  ~ 2 )  is i.i.d. and independent of z ( k ) .  The 
weights, W O ,  were chosen independently from a N(0,l) distribution. 
We generated Q = 30000 independent training sets of size N = 20 and 
trained with a p = 10 dimensional linear model using the mean square er- 
ror cost (without regularization) to obtain the estimates &(i), i E [ l ; Q ] .  
This enables a highly accurate estimate of the considered generalization per- 
formance measures. As an example, the "true" average generalization er- 
ror is calculated by awr(G) = Qpl xzl G(G(2)) where G(G(2)) = g: + 
( & j ( i )  - W O ) ~ H ( G ( ~ )  - W O ) . For q = 500 of the Q = 30000 training sets 
we applied the leave-out procedure with y = 0.25, J = 500 to  obtain the 
weight estimates G:), and corresponding generalization error estimates Gj  , 
j E [l; J ] .  For comparison we calculated the F P E  [l] estimate of avr(G) by 
Fig. 1 shows the obtained generalization error probability distributions. 
Table 1 shows a comparison of the suggested measures of location and disper- 
sion. We consider the transformed variables G which experimentally showed 
to  improve the performance significantly over G. The table indicates that  the 
proposed leave-out technique is fairly accurate for estimating the location and 
FPE(~) = ~ ~ ( ~ ( 2 1 )  . ( N  + p ) / ( ~  - 
- 
"This implies: G = 0 for G = 0 .  
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Probhility Dlstnhutinns, p=IO, N=20 True Pmhability Density, p=lO, N=20 
G=log( I+G) 
G 
Figure 1: Left pane l :  True (solid) and empirical generalization error distributions 
as a function of 5 = log(1 + G). The dashed line indicates the median distribution 
of q = 500 obtained by leave-out cross-validation while the dotted lines denote the 
25% and 75% fractiles. The vertical dashed line is the nower bound log(1 + ~7,"). 
Right pane l :  True generalization error density p(G) estimated from Q = 30000 
replications. The vertical dashed line is the lower bound U: = 32.45. The vertical 
solid line denotes the average, and the vertical dotted the median. Note that p(G)  
is highly non-Gaussian and long-tailed (ranges to  G = 1000 approx.). This implies 
that the classical measure of location, viz. the average overestimates the typical 
(the mode) generalization error. 
dispersion measures even though the number of training data is only twice 
as large as the number of weights. Definitely, the leave-out method outper- 
forms the classical FPE estimate at  the expense of increased computational 
complexity. However, the framework offers the possibility of estimating other 
quantities which are not possible in the asymptotic framework on which FPE 
relies. 
We considered furthermore the comparison of two competing linear mod- 
els: wl with dimension p1 = 10, and u 9 2  with dimension p2 = 9 which conse- 
quently is an incomplete model of the true data generating system. The true 
difference in average generalization ability Anvr(G) is positive thus indicat- 
ing that one should prefer model 1 over model 2. Using the same simulation 
setup as described above the t-test on a specified CY = 5% significance level 
resulted in that the hypothesis fails to  be accepted in approx. 30% of the 
cases. More over we considered estimating Prob(G2 > GI) from the empiri- 
cal distributions. It turned out that the estimate tend to under estimate the 
probability by 20%. Further, it is somewhat more robust than the estimates 
of the location measures of the generalization error difference. 
14When considering the FPE estimate becomes: log(1 + U,") + u z p / ( l  + u 2 ) N  with 
U," = S N ( i i ) / ( N  - p ) .  
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Measure 
FPE 
UW(G) h 
&&(G) 
med(G) 
std(G) 
mad(G) 
zG(G) 
A 
/. 
-- 
Table 1: The values are deviations from the true measures in jercent when consid- 
ering the transformed value G = log(1 +G) ,  e.g., 100% (a%(G) - avr(G))/awr(G).  
The columns indicate the fluctuation in the deviations w.r.t. the q = 500 times the 
leave-out cross-validation procedure is replicated. As regards FPEI4, the fluctua- 
tions are based on Q = 30000 replications. In median the location measures avr(G),  
tavr(G),  and med(G) seem to underestimate but are still fairly close to zero, and 
closer than the estimate of a w r ( 5 )  obtained by FPE. Moreover, the fluctuations are 
much smaller when considering the fractiles. As regards the dispersion measures 
s td (G) ,  mad(G), and iqr(G) we note that they overestimates by roughly 50%; how- 
ever, with fairly small amount of fluctuation. The small fluctuation relates strongly 
to the fact that the transformed variable is used. 
CONCLUSION 
Min. 25% fract. Median 75% fract. Max. 
2.27 6.72 
-23.5 -15.2 -6.47 2.38 7.05 
-23.2 -15.3 -6.47 3.36 9.31 
44.6 49.9 53.8 62.9 89.4 
21.6 29.9 40.7 51.4 83.6 
20.1 28.6 40.3 53.2 89.4 
-62.0 -19.3 -12.3 -5.83 19.7 
-24.0 -15.5 -7.00 
This paper reports on generalization performance measures which can be at- 
tained empirically by using the cross-validation technique in combination with 
resampling. The major advantage is that  the framework provides insight into 
the shape of the generalization error probability distribution by considering 
different location and dispersion measures. Traditionally, only the average 
generalization error has been investigated; however a simple simulation study 
shows that  this measure overestimates the typical generalization performance 
of a model estimated from a randomly selected set of N examples. More- 
over, the assessment of dispersion measures allows for testing the hypothesis 
whether a model generalizes significantly better than a competitor. 
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