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Abstract
The determination of motion within a sequence of images
remains one of the fundamental problems in computer vi-
sion after more than 30 years of research. Despite this work,
there have been relatively few application of these tech-
niques to practical problems outside the fields of robotics
and video encoding.
In this paper, we present the continuing work to apply
optical flow and egomotion recovery to the problem of mea-
suring and navigating through the airway using a broncho-
scope during a standard procedure, without the need for
any additional data, localization systems or other external
components. The current implementation uses a number of
techniques to provide a range of numerical measurements
and estimations to physicians in real time, using standard
computer hardware.
1. Introduction
The field of medicine has undergone significant change
in recent years, with advances in technology and under-
standing able to provide information that is now vital to
the diagnosis and treatment of patients and their conditions.
Physicians continue to demand higher-quality imaging sys-
tems and new techniques to visualize the human body and
its conditions. Modalities such as Magnetic Resonance
Imaging (MRI) and Computed Tomography (CT) have been
able to meet these demands, and now form part of the diag-
nostic process for many conditions.
There are a number of other imaging modalities which,
although they cannot produce the same accurate and re-
peatable results as MRI or CT can, are just as impor-
tant. This is particularly true in ”visible light” imagery,
which rely on direct observation by the operator. The var-
ious types of endoscopy (bronchoscopy, laparoscopy, gas-
troscopy and colonoscopy) are all incredibly useful tools for
the minimally-invasive diagnosis and treatment of a number
of conditions.
However, there is no way in which the size, location or
seriousness of the an injury or disease can be accurately
measured or monitored. Obtaining even a rough measure-
ment can be a lengthy and error-prone process. The scale or
extent of an injury or illness relies heavily on the interpre-
tation of the operating physician, which may differ greatly
from other interpretations depending on a large number of
factors. And, should a procedure be recorded, it is impos-
sible to accurately compare two studies, whether they be of
the same patient over time to monitor the progress of a par-
ticular treatment, or a comparison between patients. Results
obtained by ”eyeballing” studies can have little meaning or
validity depending on the conditions with which these stud-
ies were taken.
The aim of this work is to develop a means in which
much of this guesswork can be eliminated, and to provide
a range of measurement values during an endoscopy proce-
dure, by providing a fast, accurate and repeatable method
in which to obtain this information. This will then enable a
more numerical approach to the comparison of studies, and
allow tracking of a patient’s progress over time. In many
conditions, there is little or no measurement data available
with which to gauge the extent, and the ability to acquire
these measurements will allow better diagnosis and selec-
tion of treatment options.
The initial work focuses on bronchoscopy, the visualiza-
tion of the larger regions of the lower respiratory tract. The
Figure 1. An Olympus flexible videobroncho-
scope.
goal is to develop a real-time implementation of a system
that can aid in the navigation and measurement of the air-
way, without the need for external means of location, or the
modification of existing bronchoscopes.
This paper is organized as follows: An overview of the
problems and challenges that must be overcome are pre-
sented in section 2. Section 3 describes the principles be-
hind optical flow, the chosen algorithm, and its implemen-
tation. Section 4 describes the robust motion estimation al-
gorithm use to convert the recovered optical flow result into
an approximation of the motion of the bronchoscope tip as it
travels through the airway. Details of the airway area mea-
surement system are presented in section 5. The process of
removing the bronchoscope’s non-linear image distortion is
detailed in section 6. Section 7 provides details on the im-
plementation of this work, section 7 details the future work
for this project, and section 8 concludes.
2. Challenges
The majority of today’s bronchoscopy procedures are
performed using the flexible bronchoscope, developed in
the 1960’s by the Japanese bronchologist Professor Shigeto
Ikeda[10]. His original model used a bundle of optical fibers
to transmit images of the lungs from the distal (far) tip of the
bronchoscope to an eyepiece so that the physician can view
the airway. While these are still in use in some areas, the
majority of procedures today use the videobronchoscope,
which replaces the fragile bundle with a small CCD camera
embedded at the distal tip, which transmits video data to an
external processing unit, which adds patient and procedure
information to the video, and displays the final image onto
a TV monitor.
The very nature of bronchoscopy makes it a challenging
method for collecting the desired information. Unlike pro-
cedures like CT and MRI, which acquire an image over a
relatively short time, a typical bronchoscopy procedure can
take a significant period of time. During this time, the lungs
continue to expand and contract, causing the trachea and
bronchi to deform and move as well. This will further com-
plicate the acquisition and processing of data retrieved from
this procedure.
Navigating the bronchoscope into position is a difficult
task. The tip can be flexed in one axis by the operator by
controls mounted on the handle, and the whole device can
be rotated, but this still only gives minimal control over the
device, and a great deal of training and practice is required
in order to be able to position the device into the desired
location. Even gaining access to the airway is difficult, as
the anatomy is structured in order to prevent foreign bodies
from being inspired.
The size of the airway places further constraints on the
quality of results obtained by a bronchoscope. Decreasing
the size of the bronchoscope allows it to access narrower
regions of the airway, but also limits the size of the CCD
device, light sources and instrument port, reducing the res-
olution and quality of the resulting image. This lower res-
olution reduces the already limited texturing of the airway,
causing the surface to appear blurred, which further impacts
the ability to extract usable data.
3. Optical Flow
There have been several techniques proposed for the re-
covery of image motion within a sequence of images. This
is important in a number of fields, such as video encoding,
where it is an essential part of a number of compression
algorithms. It is also a major area of research in robotics
and navigation systems, where visual sensors can be used
to obtain motion information.
Optical Flow is one of the most extensively studied of
the motion recovery approaches. The origins of optical flow
have been attributed to the work of Fennema and Thompson
[4], though the term was introduced by Horn and Shunck
[7] as the distribution of apparent velocities of movement
of brightness patterns within an image, based upon the ap-
parent motion of regions of similar intensity over an image
sequence. In its simplest form, this can be expressed as
∂I
∂t
=
∂I
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dx
dt
+
∂I
∂y
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dt
(1)
To recover the optical flow from a sequence of images,
the vector field of this motion, ~o(x, y), must be recovered
from the intensity field I(x, y, t). The equation has only one
constraint, so a second must be used to obtain a solution.
This is typically one of:
• Use a higher-order derivative using additional assump-
tions about the motion
• Impose a global smoothness constraint to the velocity
field, or
• Impose a parametric model to the local velocity field,
such as constant or linear variation.
Of the three approaches, the latter two are the most
common. Smoothness constraints assume that neighboring
groups of pixels will all have the same motion, unless it is
occluded by another object within the scene, causing a dis-
continuity within the flow field. Velocity constraints sim-
plify calculation of the flow field by reducing the search
space of the motion range that can be identified.
Three different classes of algorithms have been identi-
fied, each using a different method of extracting the flow
field from an image sequence. Block matching methods di-
vide the image into a grid of smaller blocks, then, using
some form of matching metric such as cross-correlation, at-
tempt to match blocks in two frames from the sequence.
This is the simplest of the three methods, but it can perform
poorly in situations where there is poor contrast or the im-
ages have insufficient texture to track. Phase Correlation
methods use the 2D spatial Fourier domain to directly esti-
mate the pixel motion. This is used in a number of video
encoding systems, where motion information is used to de-
termine various aspects of the compression. Gradient ap-
proaches use a multidimensional image gradient operator to
generate image gradient maps, which are used to directly
evaluate the optical flow. Within these three classes, there
exist a wide range of algorithms, each tailored to a particu-
lar application.
The choice of optical flow algorithm is particularly im-
portant, as it can greatly affect the results produced. For
this project, the Pyramidal Lucas-Kanade method[1], an ex-
tension of Lucas and Kanade’s original gradient method[8],
which uses a multi-resolution approach to improve the per-
formance and overcomes the displacement issues present in
the traditional gradient approach. This method provides a
flow field over a sparse set of features detected on the sur-
face of the airway. This multi-resolution technique starts by
generating a pyramid of images of successively lower reso-
lutions from the original input image, generated by halving
the resolution of the image in both x and y directions by 2,
equivalent to using a 5× 5 anti-aliasing filter kernel.
The next phase of the algorithm is to track the motion
of the selected features between consecutive frames in the
image sequence, I and J. The results of this calculation on
the lowest resolution images, Im and Jm, are used as ini-
tial estimates for the next images in the pyramid, Im−1 and
Jm−1. The results of each stage are propagated down the
pyramid up until the optical flow has been calculated for
the original image sequence. This algorithm performs sub-
stantially better than traditional gradient methods, since it
allows large feature movements to be tracked through the
image sequence, yet is able to provide sub-pixel accuracy in
the results, with a reduced computational load. This pyra-
midal implementation, using a pyramid depth of 4, is able to
detect motion that is 31 times larger than would be possible
with the traditional non-pyramidal implementation. Unfor-
tunately, due to the filtering inherent in the generation of the
filter, smaller details may be lost, and will not be identified
as features within the image. As a result, these parts of the
image may not be tracked by the application, even if they
will make suitable features for tracking.
The determination of the optical flow is performed by the
original Lucas and Kanade method, which was originally
defined as the image matching error function
 =
∑
x∈<
(F (xA+ h)− αG(x) + β)2 (2)
where x is an n-dimensioonal row vector, which in the
case of an image sequence are the pixel coordinates (x, y);
F and G correspond to the functions of the two images
I(x, y) and J(x, y); the parameters A and h give the linear
transformations of the first image, such as scaling, rotation
or shearing; and α and β are the parameters controlling con-
trast and brightness adjustment. By constraining both α and
β, the problem can be further simplified.
An additional enhancement to the standard Lucas-
Kanade technique is to implement it in an iterative form, so
that each iteration gives successive approximations of the
pixel distance d, with each approximation effectively trans-
lating the second image J by the initial guess determined in
the previous stage of the algorithm, such that
Jk(x, y) = J(x+ dk−1x ,d
k−1
y ) (3)
The residual pixel motion vector ηk = [ηkx, η
k
y ] is then
given by
k(ηk) =
px+wx∑
x=px−wx
py+wy∑
y=py−wy
(I(x, y)−Jk(x+dk−1x , y+dk−1y ))
(4)
This can be presented in the matrix form
ηk = G−1b
k
(5)
where b
k
is a 2× 1 vector known as the image mismatch
vector, which is defined as
b
k
=
px+wx∑
x=px−wx
py+wy∑
y=py−wy
[
δIk(x, y)Ix(x, y)
δIk(x, y)Iy(x, y)
]
(6)
and the matrix G is given by
G =
px+wx∑
x=px−wx
py+wy∑
y=py−wy
[
I2x IxIy
IxIy I
2
y
]
(7)
where Ix and Iy represent the image derivatives in the x
and y directions, and the kth image derivative δIk is defined
for all points within the search window surrounding each
pixel p as
δIk(x, y) = I(x, y)− Jk(x, y) (8)
The two image derivatives can be precalculated at the
beginning of each iteration, so the matrix G will remain
constant throughout the entire operation, and only b
k
needs
to be re-evaluated at each stage. This is only true if G is
invertible, which occurs only when the image has gradients
in both the x and y directions.
Once ηk has been calculated, the new pixel displacement
guess is given by
dk = dk−1 + ηk (9)
The process will continue until either ηk falls below a
specified threshold, or a maximum number of iterations
have occurred. The final solution for the optical flow vector
is then given as
dL =
K∑
k=1
ηk (10)
The initial selection of features within the image forms a
critical part of this algorithm, and the speed, accuracy and
robustness of the chosen algorithm can greatly affect the re-
sults obtained. Since it is an integral part of the optical flow
calculation, the feature detection algorithm can be reused
to establish the initial features for tracking, as well as for
tracking these features as they move during the image se-
quence.
To establish the initial feature set, the G matrix is first
calculated for each pixel within the image, and the small-
est eigenvalue λm for each pixel is retained. The maximum
eigenvalue λmax is then found within this list, and all λm
below a threshold (usually 5 or 10%) are discarded. Of the
remaining pixels, those which are the local maximum of a
3×3window are said to be ”good to track”, and form the set
of tracked features. Unlike the optical flow, this small win-
dow size is sufficient here to establish the features suitable
for tracking. Once the initial features have been identified,
a sub-pixel corner detector is used to further refine the po-
sition of each feature.
The entire optical flow extraction algorithm provides a
sparse flow field at real-time rates. Depending on the hard-
ware and the frame size of the image sequence provided,
it can run with minimal delay to the display of the resulting
image. However, the accuracy of the optical flow estimation
is largely dependent on the ability to robustly track features
within this image. Finding a method that robustly track fea-
tures and matching them with the corresponding features in
subsequent image frames will be one of the major foci of
this project.
4. Motion Estimation
Once the optical flow has been recovered from a pair
of images, the motion that the camera (or equivalently, the
scene) has made between the two can be estimated. Since
the optical flow is given as a 2D vector field, so some
method is required in order to extract the 3D motion and
rotation of the camera relative to the scene [2].
Just as with optical flow, there are a number of different
algorithms which, given a set of point correspondences be-
tween two images, can estimate the motion taken between
the two images.
To simplify the mathematics into matrix form, projective
geometry is used. This considers a 2D point as the triplet
x = (x1, x2, x3), and a 3D point as x = (x1, x2, x3, x4),
the so-called homogeneous coordinates [3]. A 2D im-
age can then be considered as a projection of a 3D space.
Transforming between the image and world coordinates is
performed using the camera’s projection matrix P , which
contains information on the camera’s intrinsic parameters
(the focal length, aspect ratio and principal axis projection
point), and its extrinsic parameters (its orientation and posi-
tion in world coordinates). A point in world coordinates X
can then be transformed to image coordinates x by
x = PX (11)
The goal of motion recovery is to estimate the Essential
Matrix, E, which contains all the geometric information
about the camera’s orientation and position between two
frames of the image sequence. By determining the cam-
era’s calibration matrix C (which is part of the projection
matrix P ), the essential matrix can be ”calibrated” to give
the Fundamental Matrix F , which will give results in the
units of calibration. It can be determined by
F = C−TEC−1 (12)
Motion recovery algorithms are classified into two gen-
eral categories: robust, and non-robust, based upon how
they treat data points which do not match the motion
model[11]. Non-robust models assume that any error in the
point correspondences is small, and is spread throughout the
entire data set. This approach works well for synthetic data
sets, where there are no outliers present, and can produce
fast and accurate results. However, they can break down in
the presence of gross outliers, as in the case in all real-world
situations. If these outliers can be identified before they are
incorporated into the model, the algorithm can compensate
or discard them in order to improve the solution.
Least-squares optimization is the most common ap-
proach used due to its speed, stability and relative simplic-
ity. However, outliers can cause so much distortion that
the final outcome can become an arbitrary fit of the data.
In order to remove these erroneous data points from the
set, a method to identify them is required. The most com-
monly used approach is RANSAC, the Random Sample
Consensus[5]. Unlike other approaches, which attempt to
determine outliers with the entire set of data, RANSAC uses
the minimum number of points to test its hypothesis. This
minimum set is chosen at random, and is repeated a large
number of times using different randomly-selected subsets
until the probability that one of these sets contains only in-
liers is sufficiently high. The best solution is then the es-
timation that maximises the number of points whose resid-
uals are below a specified threshold. RANSAC assigns a
penalty to the outliers, and makes no changes to the weight-
ing of the points identified as inliers. Other algorithms,
such as MLESAC andMAPSAC [12] overcome some of the
problems with RANSAC’s weighting approach by changing
the score attributed to inliers as well.
Initially, RANSAC has been chosen for its relative sim-
plicity, and its widespread use in other vision applications.
As with the other parts of this system, the effectiveness of
RANSAC can be evaluated independently of the other com-
ponents, and if necessary, it can be replaced by an alterna-
tive method.
RANSAC is a general purpose algorithm, which is now
finding its way into field other than computer science. In
order to use it for a specific problem, it needs to be coupled
with a specific hypothesis algorithm to test the data points.
There are a range of algorithms that can be used to solve this
”relative pose” problem in order to estimate the camera’s
motion. The number of point correspondences required to
solve this vary depending on the particular algorithm cho-
sen, using as few as three points, but most typically use be-
tween 5 and 9 points for increased accuracy. These algo-
rithms require the construction of a 1× 9 constraint matrix
q˜ such that
q˜ = [q1q′1 q2q
′
1 q3q
′
1 q1q
′
2 q2q
′
2 q3q
′
2 q1q
′
3 q2q
′
3 q3q
′
3] (13)
where q and q′ represent the homogeneous coordinates
(q1, q2, q3) from a single feature within two consecutive
frames in an image sequence. The constraint matrices for
each point are concatenated together to form an n × 9 ma-
trix qˆ, such that qˆT E˜ = 0. From this, the single-value de-
composition is used to extract the fundamental matrix from
the column of the right singular matrix that corresponds to
the smallest singlular value
[U,D, V ] = svd(qˆ)
F = V [:, 0]
Once the estimate has been obtained, a second single
value decomposition is taken of the estimate to ensure the
result has a rank of 2, one of the requirements of the funda-
mental matrix.
[U,D, V ] = svd(F )
F = U
 D11 0 00 D22 0
0 0 0
V T
This resulting matrix F is the Fundamental Matrix, and
contains both the translational and rotational information
for the camera motion between the two frames in the se-
quence. The translation vector t can be extracted by
t ∼ tu =
[
u13 u23 u33
]T
(14)
and the rotation matrix R by either
Ra = UDV T
Rb = UDTV T
Since any combination of R and t form a solution, addi-
tional constraints are needed in order to produce the correct
result. If it is assumed that the first camera projection ma-
trix F0 is [I|0], and that t is of unit length, then only four
possible combinations are valid:
Pa = [Ra|tu], Pb = [Ra|−tu], Pc = [Rb|tu], Pd = [Rb,−tu]
(15)
Only one of these represents the actual camera motion
between the two frames. One of the other solutions is the
twisted pair, which can be obtained by rotating one of the
images 180 degrees around the baseline, the line joining the
center of the camera in the two frames. The other two so-
lutions are reflections of the true solution and the twisted
pair. Transforming between the twisted pair and the correct
rotation can be performed with the transform
Ht =
[
I 0
−2v13 − 2v23 − 2v33 1
]
(16)
The reflected views can also be transformed using
Hr =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 −1
 (17)
Selecting the correct orientation is performed by per-
forming a triangulation on a single point, assuming that the
scene lies in front of the camera.
5. Area Estimation
Knowing the circumference of the airway is of obvious
benefit to respiratory physicians and surgeons, who need to
be able to assess a particular condition, and to diagnose and
quantify the extent of disorders of the airway. As there is no
direct way of acquiring this measurement, the existing tech-
nique [9] requires recording the procedure to a video tape
on a standard digital video camera. This is then reviewed
after the procedure using a firewire-enabled computer, and
the desired frames are extracted from the image sequence
and imported into ImageJ, a popular Java-based image pro-
cessing program. Here, a simple manual threshold based
upon histogram equalization is used to segment the image
to obtain an approximate measure of the airway from the
image. The number of pixels within this segmented region
are then counted using a flood-fill algorithm provided by
ImageJ, and this value is multiplied by a scaling factor de-
termined in previous work.
However, differences in lighting and other factors can
cause this segmentation to fail, requiring additional manual
adjustment of the threshold values to prevent the threshold
from breaking down. Additionally, in order to avoid the
effects of the substantial non-linear distortion introduced by
the bronchoscope’s wide- angle lens, the region of interest
must be centered within the image so that the distortion is
uniform over the whole region. This whole process can take
over an hour to complete for a single image. Since these
tasks can be easily automated by a computer, this becomes
a simple problem to solve.
The Colour Mode Histogram Technique (CHMT) is im-
plemented directly, and a binary threshold of this is taken.
An ellipse fitting algorithm can then be applied to the bi-
nary image, and the largest ellipse from the set of detected
ellipses gives the area corresponding to the airway. This
area can then be flood-filled to remove any holes within the
region, and the number of pixels can be counted and mul-
tiplied by the scaling factor determined for the particular
bronchoscope. This gives a robust method for estimating
the
6. Distortion Correction
A crucial part of all aspects of this project is removing
the distortion from the image. While the field of view pro-
vided by the wide-angle lens provides clinicians with the
ability to see a larger area of the lungs, it poses substantial
difficulties for extracting useful information from the image
sequence.
The wide-angle lens placed in front of the CCD at the
distal end of the bronchoscope produces a great deal of ”bar-
rel” distortion. The lenses are designed such that the great-
est detail is provided by the center of the lens, while still
allowing a wider field of view.
There have been a great number of techniques proposed
to remove the distortion from a lens. The particular method
chosen here is an implementation of the work of Helferty et
al.[6], who calculate a series of distortion parameters based
on a previous calibration exercise based on a grid of points.
This method was designed specifically for real-time correc-
tion of endoscopy video.
In order to further improve performance, the implemen-
tation of this algorithm will be moved onto the video hard-
ware, using a fragment shader to perform this operation.
7. Implementation
This project was initially started as a Microsoft Direct-
Show filter on the Intel x86 platform.
The decision to move to the PowerPC platform was
based on a number of factors. Apple’s newest release of
OS X, ”Tiger”, provides a number of new features which
have made development significantly faster: CoreData pro-
vides a simple integrated SQL database system for storing
important data; CoreVideo, CoreImage and the new Quick-
Time implementation allow for high-performance video and
image processing, providing a high-performance process-
ing pipeline that utilizes the system’s graphics processing
unit (GPU) to off-load work from the CPU; and XCode 2.1
allows software to be written and debugged significantly
faster than with Microsoft Visual Studio or other Windows-
based compilers.
The application is written using Cocoa, a collection of li-
braries written in Objective-C, an object-oriented extension
to C that is closer to Java than C++. A screenshot from this
application can be seen in figure 2. Xcode uses the GCC
compiler to allow developers to mix C, C++ and Objective-
C in the same source file, allowing legacy code and C APIs
such as OpenGL and the legacy SequenceGrabber APIs to
be used freely.
The majority of work to date has been in implement-
ing this application so as to allow multiple processing mod-
ules to be implemented, and the results of these compared
between the modules. Unfortunately, due to the relative
infancy of these technologies and the lack of documenta-
tion and expertise from other developers, some non-optimal
paths have been taken in order to obtain the desired data.
8. Future Work
There is still a great deal that needs to be done before
this system can be used in a clinical setting.
Figure 2. Screenshot of Cocoa application for
real-time image and video sequence process-
ing
The first implementation of a distortion correction front-
end has been prototyped, and will be added to the applica-
tion shortly. This will be implemented as a fragment shader
for increased performance, since it moves the computation
away from the CPU. This stage is crucial in order to obtain
accurate, calibrated results.
A high-performance framework application has been de-
veloped in order to allow a number of different algorithms
and approaches to be quickly written and compared has
been developed. This will allow numerous techniques and
variations to be explored, allowing us to choose a method
that most suits the particular constraints of this particular
problem. Challenges such as tracking rapid, jerky move-
ments, occlusion of the lens by fluid and tissue, and work-
ing in a low contrast, low texture environment all need to be
overcome. A number of areas within this application need
additional optimization to improve performance.
The ability to accurately and robustly detect and track
features will also play a major role on the performance of
this system, and will be the major focus on the remainder of
this project. Placing additional constraints on the selection
of trackable feature points, and using clusters of features
rather than single features will also be explored.
9. Summary
The continuing work into a method for determining dis-
tance, rotation and airway size has been presented. By using
optical flow and motion estimation on commonly available
PC hardware, there is no need for the modification of med-
ical equipment, nor any need for the use of external or in-
ternal markers or other measuring equipment. While this
project is still in its early stages, the currently available re-
sults suggest that this approach will provide a suitable so-
lution to this problem. With additional work, this system
may become a valuable tool in the diagnosis and treatment
of patients.
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