Abstract-This paper addresses the robust filtering problem of joint fault and state estimation for uncertain systems from the viewpoint of regularized least-square estimation. The method is based on the assumption that no prior knowledge about the dynamical evolution of the fault is available. Compared with earlier studies the robust criterion for least-square designs incorporate simultaneously both regularization and weighting and applies to a large class of uncertainties. The solution to the regularized least-square problem yields robust filter equations that perform regularization as opposed to de-regularization. The proposed filter is tested by an illustrative example.
I. INTRODUCTION
The problem of state estimation in the presence of modeling uncertainties has received considerable attention in the last two decades; see e.g. [1] [2] [3] [4] . The Kalman filter is the optimal linear least-mean-squares estimator for systems that are described by linear state space Markov models. This paper is concerned with the problem of joint fault and state estimation of linear discrete-time uncertain system in spite of the presence of the parameter uncertainty, which consist one of the fundamental problems in control and signal processing. One of the critical assumptions required in the application of the Kalman filter is that the filtering algorithm require the knowledge of a perfect dynamic model for the signal generating system, and the noise source are white processes with known statistics. If this assumption does not hold and there are errors in the process model, the Kalman filter may lead to poor performance. This has motivated many studies on robust Kalman Filter design. The problem of robust state estimation can be considered as an extension of the standard Kalman filter to the case of uncertain systems. In recent years, the increased interest in robust and H ∞ control theory has lead to the publication of large number of papers addressing the robust state estimation problem, robust in the sense that they limit the effect of model uncertainties on the overall filter performance. Some known approaches to robust state-space estimation: guaranteed cost design, the H ∞ filtering and the set-valued estimation.
The guaranteed cost design is one of the most popular estimation approaches that have been well studied in the past few years for continuous and discrete-time uncertain systems. The later, based essentially on the Riccati equation [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] 20] , is mainly adopted to deal with systems with parameters uncertainties of norm-bounded type. This approach attempts to construct filters having an error variance with an optimized guaranteed upper bound for any allowed uncertainty. A novel technique is developed for robust filter design. This technique gives necessary and sufficient conditions to the design of robust quadratic filters over finite and infinite horizon in terms of a pair of parameterized Riccati equations [7, 9] . In [5, 8, 10, 20, 21] both the finite and the infinite-horizon filtering problems were addressed. Necessary and sufficient conditions for the existence of robust filter with an optimized upper bound for the error variance are given in terms of a pair of parameterized Riccati equations. The arguments and the derivations in the most cases [7, 9] are limited to time-invariant and quadratically stable nominal models in steady-state operation. Extensions of the results to finite-horizon time-variant models are considered in [10, 11] . The solution in [11] is one that is consistent with the steady state filters developed in [7, 9] . It again requires testing of certain existence conditions, which can be a limitation for online operation. A second useful approach to robust estimation is the H ∞ filtering .this approach is based essentially in the linear matrix inequality technique that has gained popularity since the development of the interior point algorithm for convex optimization. This problem involves constructing a filer such that the H ∞ norm from the disturbance inputs to the filter error output is minimized [7, [13] [14] [15] [16] . The H ∞ filter makes no assumptions about the spectral properties of the disturbance signal and the filter is designed to minimize the estimation error due to the worst case disturbance signal. In [12] When the condition fails at any particular iteration, the desired H ∞ performance is lost and the filter can diverge [13] [14] [15] [16] .
A third well-studied approach to robust estimation is the setvalued estimation approach. This approach consist a deterministic interpretation of the Kalman filtering: given output measurement from a time-varying linear system with noise inputs subject to an L2 norm bound, find the set of all states consistent with these measurements [17, 18, and 19] . The solution to this problem was found to be an ellipsoid in state space that is defined by the standard Kalman Filter equation. Some extension to handle model uncertainties are described in [7, 19] .here again one is faced with the requirement to checking for certain existence conditions which can be a limitation for on-line operation.
In the present work, we extend the derived filter by A, H,Sayed and Subramanian and A,H,Sayed [21, 22, 23] to joint fault and state estimation for linear discrete time incertain systems. In these woks the resulting filters is based on the regularized least square estimation. Compared with the aforementioned robust formulations, the developed filters perform data regularization rather than deregularization; a property that circumvents existence conditions and is convenient for online operation, they are further shown to guarantee bounded error variances; moreover, the proposed work applies to a general class of parametric uncertainties. The state and the measurement noises are assumed white signal with known statistics. The estimation of the fault is obtained by using a weighted least square approach. This paper is organized as follows, in section 2; we formulate the regularized least-square problem for models with data uncertainties. In section 3, the problem of state and fault estimation over finite-horizon is developed in some details. A numerical example is illustrated in section 4.
II. REGULARIZED LEAST-SQUARES WITH UNCERTAINTIES
First, we will start our exposition in this section by formulating the regularized least-square problem for models with data uncertainties, so we consider the regularized least square problems of the following form (1) is given by:
In practice, the nominal data { } , A b are often subject to disturbances and /or uncertainties. Such error can degrade the performance of the estimator (2). This motivated us to introduce a robustfied version of (1) that can account for a general class of uncertainties in the
In this paper, we focus on the following specialization of
Where { } 
Where Δ is an arbitrary contraction, 1 Δ ≤ , and { } , , H E E a b are known quantities of appropriate dimensions.
Theorem 1 (solution) [21,22,23]:
The problem (3) and (4) has a unique solution x that is given
Where the modified weighting matrices ˆ{ ,
In addition, the nonnegative scalar parameter λ is determined from the optimization ˆa rg min ( )
Where the function ( )
and
Where the notation † X denote the pseudo inverse of X .
A. Structure of the solution
We thus see that the solution of (5) and (6) requires that we first determine an optimal nonnegative scalar parameterλ , which corresponds to the minimizing argument of the function ( )
convenience of notation, we shall denote the lower bound on λ by l λ .
.
T H WH l λ

B. Invertibility condition
In the state space context, the matrix W will be positive definite (and, hence, invertible) so that ( ) W λ itself will always be positive-definite (and, hence, also invertible). Therefore, if we restrict the minimization in (7) 
For some known matrices { } 
Let ˆ/ x k k the priori estimate for the state x k be known at step k , assume further that we are also given a positivedefinite weighting matrix / P k k along with the observation at time ( )
In this section, using this initial information, we will derive filter equation based on regularized least-square estimation for the case f k unknown. Therefore, we can update the estimate Once the solution { },
found, we can use them to construct an estimate for the future state 1 x k + . We shall also use the nominal
, and the weighting matrix
Note that the minimization problem (13) can be solved recursively. To begin with, we note that problem (13) can be written more compactly in the form of regularized least-square problem (3) and (4) with the identifications
+ is then found by solving the system of equations
where
λ is the minimizing argument in the interval
We shall denote the minimizing argument of (13) by ,
A. Time and measurement update form
Now Substituting (16) and (17) into (15), we can solve
Substituting the resulting expressions into (19) we can establish the time and measurement update robust algorithm. The major step of the algorithm is step 3, which consist of recursions that are very similar in nature to the time and measurement update form of the kalman filter. The main difference is that the new recursions operate on modified parameters rather than on the given nominal values.
B. The robust filtering algorithm in time and measurement update form
Assumed uncertain model: Equations (11)- (12) . Also, 0, (8) with the identification (14) and determine ˆk λ by minimizing ( )
Step 2.
, and
Step 3.
IV. ILLUSTRATIVE EXAMPLES
This section is focused to the application of the proposed filter RLS. The system under consideration is given by ( ) 
The initial conditions are also given by
In this simulation, two cases of the fault will be considered.
• Case 1: In this case, we assume that the fault is generated as follow • Case 2 :
In the second case we assume that the fault is time-varying and has the following form In Fig.3 and Fig.4 we have plotted the actual and the estimated value of the state and the fault respectively. In this case we assume that the fault is time-varying. The simulations results show that the proposed filter based on regularized leastsquare approach give a robust and optimal estimation of the state and the fault in the presence of modeling uncertainties.
V. CONCLUSION
In this paper, the problem of joint robust fault and state estimation for linear discrete time-varying uncertain systems has been established. A robust solution based on regularized least square approach, developed essentially by A. H Sayed [22, 23] is developed. Compared with other robust filters, the resulting filters perform regularization rather than deregularization, a property that convenient for online operation . moreover the proposed approach applies to a general class of parametric uncertainties.
