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Abstract. We introduce and study a new percolation model, inspired by recent works on jigsaw
percolation, graph bootstrap percolation, and percolation in polluted environments. Start with
an oriented graph G0 of initially occupied edges on n vertices, and iteratively occupy additional
edges by transitivity, with the constraint that only open edges in a certain random set can ever
be occupied. All other edges are closed, creating a set of obstacles for the spread of occupied
edges. When G0 is an unoriented linear graph, and leftward and rightward edges are open
independently with possibly different probabilities, we identify three regimes in which the set of
eventually occupied edges is either all open edges, the majority of open edges in one direction,
or only a very small proportion of all open edges. In the more general setting where G0 is a
connected unoriented graph of bounded degree, we show that the transition between sparse and
full occupation of open edges occurs when the density of open edges is (log n)−1/2+o(1). We
conclude with several conjectures and open problems.
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Key words and phrases: Bootstrap percolation, Catalan percolation, jigsaw percolation, phase
transition, random graph, transitive closure.
ar
X
iv
:1
91
0.
01
80
0v
1 
 [m
ath
.PR
]  
4 O
ct 
20
19
1 Introduction
Suppose that we have n logical statements, each represented by a vertex of a graph V , and they
are all equivalent, but we are not aware of this fact. The initial information consists of some
implications, and is realized as an oriented subgraph G0 = (V,E0). We then try to logically
complete the knowledge by transitivity. However, a capricious “censor” allows only certain
conclusions to be made, represented by open edges. A natural question is whether a substantial
proportion of allowable knowledge can be obtained by this transitive closure process.
Another application is as follows. Suppose we want to compute the product a1a2 · · · an−1 in
a noncommutative group. However, some of the subproducts, and their inverses, are not allowed
to be computed. Can the product be computed? If all ai and a
−1
i are initially known, then G0
is the unoriented linear graph Ln on the points [n] = {1, 2, . . . , n} with edges between nearest
neighbors. Rightward edges in G0 represent the ai, leftward edges in G0 represent their inverses
a−1i , and vertices in G0 are positions for multiplication brackets. Longer edges between vertices
in [n] represent other elements in the group.
We now introduce our dynamics more formally. All of our graphs will have a fixed vertex
set V of n points. In many contexts, it is convenient to take V = [n]. We denote oriented and
unoriented edges using the notations i→ j and i↔ j. Throughout we identify unoriented edges
with two edges in both directions. As our focus is transitive closure, it is convenient to adopt
the notation i→ j → k for the pair of oriented edges i→ j and j → k. Likewise, we make use
of similar abbreviations, such as i← j → k and i→ j ← k.
We consider an evolving sequence Gt = (V,Et), t = 0, 1, . . . of graphs, with the set of occupied
edges Et ⊂ V × V by time t nondecreasing in time, that is, Et ⊂ Et+1. We denote the set of
eventually occupied edges by E∞ =
⋃
t≥0Et, and put G∞ = (V,E∞). More specifically, our
transitive closure dynamics, once initialized by some G0 = (V,E0), are governed by another
graph Gopen = (V,Eopen), where Eopen ⊂ (V × V ) \ E0 are open edges. The edges in (V ×
V ) \ (Eopen ∪ E0) are called closed . The status of self-loops i ↔ i will be irrelevant, but for
concreteness, we assume they are all closed. The dynamics evolve as follows: given the set of
occupied edges Et at time t, we let
(1.1) Et+1 = Et ∪ {i→ j ∈ Eopen : i→ k → j ∈ Et, for some k ∈ V }.
In words, an open edge i→ j becomes occupied at time t+ 1 if there is a series of two occupied
edges i→ k → j at time t.
If G0 is strongly connected and all edges not initially occupied are open, then it is clear
that G∞ is a complete graph. Thus it is natural to ask what happens when some — most, in
our case — edges are closed and thus unable to ever become occupied. In this introduction,
we will assume that G0 is a deterministic connected unoriented graph. In general, when G0
does not have extra structure, Gopen will be the oriented Erdo˝s–Re´nyi graph with edge density
popen > 0. (The case when Gopen is unoriented is easier, and also results like Theorem 1.2
are not possible.) Some of our results are concerned with the specific case when G0 = Ln is
the unoriented linear graph with edges 1 ↔ 2 ↔ · · · ↔ n, and it is in this case that we may
assign different probabilities pleft > 0 and pright > 0 to leftward and rightward open edges. We
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Figure 1.1: Illustration of the three regimes in Theorem 1.2 when n = 300: subcritical (left,
with pleft = 0.24, pright = 0.36), intermediate (middle, with pleft = 0.2, pright = 0.4; note the
non-monotone fashion in which edges are occupied), and supercritical (right, with pleft = pright =
0.35; note the nucleation). The edges are represented as points in the square according to their
position in the adjacency matrix, and colored from blue to yellow according to the time of
occupation, and closed sites are grey.
also consider (see Section 3) the case where G0 is the oriented linear graph L
→
n with edges
1→ 2→ · · · → n.
We say that a subset V ′ ⊂ V is saturated at time t if all open edges in V ′ × V ′ are occupied
at this time. When we do not make a reference to time, we mean t =∞, that is, V ′ is saturated
eventually. For an edge i → j, we define its length as the number of edges on the shortest
oriented path in the graph G0 from i to j. Thus, when G0 = Ln, the length of i→ j is |i− j|.
Our first result is for general initial graphs of bounded degree.
Recall that a sequence of events An hold asymptotically almost surely, abbreviated a.a.s., if
their probabilities converge to 1.
Theorem 1.1. Assume that G0 is connected and unoriented with degree bounded by a constant
D, and the density of (oriented) edges in Eopen is popen. Fix a constant α > 0. There exist finite
constants c, C ∈ (0,∞), depending on D and α, so that the following two statements hold.
(1) When popen < c
1√
logn
, a.a.s. no edge of length exceeding α log n belongs to E∞.
(2) When popen > C
log logn√
logn
, a.a.s. saturation occurs, E∞ = E0 ∪ Eopen.
We remark that the identical result (with easier proof) holds under the assumption that
Gopen is the unoriented Erdo˝s–Re´nyi graph with density popen of open edges.
Our next theorem establishes three regimes in the case of the unoriented linear graph.
Theorem 1.2. Assume that G0 = Ln is the unoriented linear graph on [n], and pleft and pright
are the densities of leftward and rightward open edges. Fix a constant α > 0. Then there exist
constants c, C ∈ (0,∞) and a,A ∈ (0, 1), depending on α, so that the following three statements
hold.
1 INTRODUCTION 3
(1) When max{pleft, pright} < c 1√logn , a.a.s. E∞ contains no edges longer than α log n.
(2) When pleft < c
1√
logn
and pright > A, a.a.s. E∞ contains all open rightward edges longer
than α log n, but no such leftward edge.
(3) When min{pleft, pright} > C log logn√logn , a.a.s. saturation occurs, E∞ = E0 ∪ Eopen.
While it is not realistic to expect that simple simulations can distinguish between
√
log n
and a constant, we illustrate the three regimes guaranteed by Theorem 1.2 in Fig. 1.1.
It appears to be a challenge to extend the subcritical case (1) in the above theorem, as the
extent to which leftward and rightward edges interact is not apparent. We present the following
modest step towards better a understanding of the subcritical regime. Even for this result,
we require a somewhat involved technical result, which we call the edge trading lemma (see
Lemma 4.4 in Section 4 below).
Theorem 1.3. In the same setting as Theorem 1.2, if pleft < n
−c1 and pright < c2 for some
c1 > 0, and some c2 > 0 depending on c1, then a.a.s. E∞ contains no edges longer than log n.
For comparison, we also state the following result for the oriented linear graph G0 = L
→
n ,
where rightward edges are open with probability pright > 0 and all leftward edges are closed
(pleft = 0). For reasons that will become clear in Section 3, we call this instance of our process
Catalan percolation. In contrast with the unoriented case G0 = Ln, where saturation occurs
at a density (log n)−1/2+o(1) of open edges, in this case the density must be very close to 1
for saturation, and by Theorems 1.2 and 1.3 we know that the density must be larger than a
constant for near-saturation.
Theorem 1.4. Assume G0 = L
→
n is the oriented linear graph on [n], with open edge densities
pleft = 0 and pright = 1−αn−1/2, for some α > 0. Then the probability of saturation approaches
e−α2 as n→∞.
To put our results in the context of the literature, let us note that the algorithm by which
edges become occupied according to (1.1) is related to the clique completion process studied in [6,
4] under the name graph bootstrap percolation (in particular, see the discussion following Problem
6 in [4]), but in its analysis, as well as in its modeling of increasing partial knowledge, it more
closely resembles jigsaw percolation [8, 15, 7, 9]. As is clear from Fig. 1.1, the supercritical regime
in this process is characterized by nucleation. That is, local events create a network of occupied
edges large enough to be unstoppable: with high probability it continues to occupy edges on its
boundary until no unoccupied open edge left. Perhaps the most well-known nucleation process
is bootstrap percolation, which has been studied in great detail and yielded numerous deep and
surprising results; here we only mention three milestone papers [1, 16, 3]. Due to the model’s
fundamental significance, methods and concepts from bootstrap percolation research are likely
useful in the analysis of any nucleation process, and ours is no exception. We should also mention
that the polluted version of bootstrap percolation has also been investigated [14, 12, 13], however
with the emphasis on random initial states and thus results of a different flavor.
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Most of the rest of the paper is devoted to proofs of the above three theorems. We in fact
prove a bit more, and so some of the statements will be given in a more general form. In Section 2
we prove Theorem 1.1 (1). In Section 3, we demonstrate the half of Theorem 1.2 (2) that claims
occupation of rightward edges of sufficient length, and Theorem 1.4. In Section 4, we establish
the remainder of Theorem 1.2 (2) and Theorem 1.3. The proofs of supercriticality, Theorem 1.1
(2) and Theorem 1.2 (3), are given in Section 5. We conclude with Section 6, which contains a
selection of open problems.
2 Subcritical regime for bounded-degree initial graphs
We begin with a series of deterministic lemmas that provide a necessary condition for an edge
to become occupied.
Lemma 2.1. Assume that i→ j ∈ E∞. Then there exists an oriented path from i to j in G0.
Proof. The proof is by induction on the time of occupation. The statement is immediate for
edges in E0. For an edge i → j ∈ Et+1 \ Et, there are edges i → w → j ∈ Et, and so by
induction, oriented paths from i to w and from w to j. Concatenating these paths, we obtain
an oriented path from i to j. 
Lemma 2.2. Assume V1 ⊂ V . Assume E∞ \ E0 contains an edge from a vertex in V1 to
a vertex in V2 = V \ V1. Then there exist vertices v1 ∈ V1, v2 ∈ V2 and w ∈ V so that
v1 → w → v2 ∈ E0 ∪ Eopen, v1 → v2 ∈ Eopen and either: w ∈ V1 and w → v2 ∈ E0; or w ∈ V2
and v1 → w ∈ E0.
Proof. Let t ≥ 1 be the first time that an edge v1 → v2 ∈ Eopen between a point v1 ∈ V1 and
a point v2 ∈ V2 becomes occupied. Then v1 → w → v2 ∈ Et−1 ⊂ E0 ∪ Eopen, for some w ∈ V .
Then either: w ∈ V1 and then, by the minimality of t, w → v2 ∈ E0; or w ∈ V2 and then
similarly v1 → w ∈ E0. 
For edges e ∈ E∞, we define
Ie = {V0 ⊂ V : the induced subgraphs of G0 and Gopen by V0 make e occupied}.
With each such e, we associate an arbitrary Ie ∈ Ie of minimal cardinality.
For a subset K ⊂ V and vertex v ∈ K, we say that v is part of a horn in K if for some
x, y ∈ K either (see Fig. 2.1):
• x→ v → y ∈ E0 and x→ y ∈ Eopen;
• v → x ∈ E0, x→ y ∈ E0 ∪ Eopen and v → y ∈ Eopen; or else, in the reverse orientation,
• v ← x ∈ E0, x← y ∈ E0 ∪ Eopen and v ← y ∈ Eopen.
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x v y v x y y x v
Figure 2.1: The three ways a vertex v can be part of a horn. Initially occupied edges in E0 are
represented by solid arrows, open edges in Eopen by dotted arrows, and edges in E0 ∪ Eopen by
dashed arrows.
Moreover, we call y the tip of the horn.
Horns are used in our proofs to imply the existence of open edges.
Lemma 2.3. Assume e ∈ E∞ \ E0, and v ∈ Ie. Then v is part of a horn in Ie.
Proof. Replace V by Ie, and Gopen and G0 with induced graphs by Ie. By the minimality of Ie,
we have Ie \ {v} /∈ Ie. Therefore some edge in Eopen would not get occupied without the help of
v. Let e′ be some such edge in Et, where t ≥ 1 is the first time such an edge becomes occupied.
There are two cases:
(a) If v is an endpoint of e′, then either e′ = v → y or e′ = v ← y for some y ∈ Ie \ {v}.
Therefore, by the choice of t, it follows in these cases that v → x ∈ E0 and x → y ∈ Et−1 or
v ← x ∈ E0 and x← y ∈ Et−1 for some x ∈ Ie \ {v, y}, and hence that v is part of a horn in Ie.
(b) On the other hand, if e′ = x → y for some x, y /∈ Ie \ {v}, then x → v → y ∈ Et−1.
If t = 1 it follows immediately that v is part of horn in Ie (of the first type). Otherwise, if
x → v /∈ E0 use Lemma 2.2 with V2 = {v} to see that v is part of a horn in Ie. Similarly, if
v → y /∈ E0, use it with V1 = {v}. 
Next, we state a property which is crucial in establishing the subcritical regime of our
iterative growth process. This property, first formulated by Aizenman and Lebowitz [1] in the
context of bootstrap percolation, implies that the transitive closure dynamics create sets, with
certain internal properties, of sizes on all scales below the longest length of an occupied edge.
The proof hinges on the slowed-down dynamics, whereby we at each time step occupy only a
single open edge, that can be occupied by a transitive step. This edge is chosen arbitrarily from
the available edges until no such edge exists. Note that the monotonicity of the original process
implies that any slowed-down version produces the same final set of occupied edges.
Lemma 2.4. Assume e0 ∈ E∞ has length `. Then for every integer k ∈ [1, `], there is an edge
e with |Ie| ∈ [k + 1, 2k].
Proof. Remove all edges from E0∪Eopen besides those between vertices of Ie0 , and then consider
the slowed-down process, terminated once e0 is occupied. If at some step an edge e = x→ y ∈
Eopen is occupied by parent edges e
′ = x → z and e′′ = z → y, then Ie′ ∪ Ie′′ ∈ Ie and so
|Ie| ≤ |Ie′ |+ |Ie′′ |. Therefore, at each step of the slowed-down process, the maximal cardinality
of |Ie| over all thus far occupied edges e at most doubles. As this maximum starts at 2 and ends
at |Ie0 |, the claim follows, noting that |Ie0 | ≥ `+ 1 by Lemma 2.1. 
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For the rest of this section, assume that the in-degrees and out-degrees of the initial graph
G0 are bounded by an integer D ≥ 1.
In this setting, we collect one more lemma before turning to the main result of this section.
Lemma 2.5. Suppose that K ⊂ V is such that all v ∈ K are part of a horn in K. Then there
is a set K0 ⊂ K of size at least |K|/(13D2) so that horns (in K) for each v ∈ K0 can be chosen
so that their edge-sets are pairwise disjoint.
Proof. This can proved by a simple search algorithm. Order the vertices of K in an arbitrary
fashion. Start with K0 = ∅ and another set X = ∅ of deleted vertices, and enlarge them as
follows. In each step, find the first vertex v not in X and a horn (in K) for v involving some
vertices x and y (which could possibly be in X). Add to K0 all vertices within G0-distance 2
from v (including v) and G0-distance 1 from x and y. The proof now follows by observing that,
at any step, any horn for any v′ /∈ X does not use any edges between vertices in X, and that in
each step we add at most (1 + 2D + (2D)2) + 2(1 + 2D) ≤ 13D2 vertices to X. 
We now prove Theorem 1.1 (1), which we state below in a stronger form, as we do not need
to assume that the initial graph in unoriented.
Theorem 2.6. Fix a constant α > 0. Then there exists a constant c = c(α) > 0, so that the
following holds. If popen < c/
√
log n, then
P (an edge of length at least α log n becomes occupied)→ 0,
as n→∞.
Proof. The idea is to show that an occupied edge of length ` = bα log nc or longer implies the
existence of many edge-disjoint horns. To this end, consider the unoriented graph G˜0 obtained
from G0 by ignoring orientation, i.e., i↔ j is an edge of G˜0 if either i← j ∈ G0 or i→ j ∈ G0.
First, we claim that if an edge of length ` is occupied, then there is some G˜0-connected set
K of size |K| ∈ [`/2, `] such that all vertices v ∈ K are part of a horn in K. To see this, note
that if some e0 of length at least ` is occupied then by Lemma 2.4 there is an edge e ∈ E∞ with
|Ie| ∈ [`/2, `]. By Lemma 2.1 Ie is G˜0-connected, and by Lemma 2.3 every v ∈ Ie is part of a
horn in Ie, giving the claim.
Next, note that, for any fixed K ⊂ V ,
(2.1) P (x is part of a horn in K) ≤ 4D2popen + 2D|K|p2open,
where the first term bounds the event that x is part of a horn in K with only one open edge,
and the other term bounds the case of other types of horns involving two open edges. Hence,
by Lemma 2.5 and the BK inequality, for any fixed K, the probability that all vertices in K are
part of a horn in K is at most
2|K|(4D2popen + 2D|K|p2open)|K|/(13D
2).
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By e.g. Lemma 3.5 in [15], the number of G˜0-connected subsets of V of size k containing a fixed
vertex is at most (6D)k. Hence
P (an edge of length at least ` becomes occupied)
≤ n
∑`
k=`/2
(12D)k(4D2popen + 2Dkp
2
open)
k/(13D2)
≤ n`(12D2)`(4D2popen + 2D`p2open)`/(26D
2)
= n`
[
12D2(4cD2/
√
log n+ 2Dαc2)1/(26D
2)
]bα lognc  1
for all sufficiently small c > 0. 
3 Catalan percolation
In this section, we focus on Catalan percolation, which is the transitive closure process with
pleft = 0, pright = p > 0 and G0 = L
→
n , the oriented linear graph with edges 1→ 2→ · · · → n.
It will be advantageous to view its growth dynamics on [1, n]2, as represented in Fig. 1.1. In
this case, the initially occupied points are those in {(i, i + 1) : i = 1, . . . , n − 1} and only the
points above the diagonal may ever become occupied. The main advantage of this point of view
is a connection with oriented site percolation [10], which we will use in the proof of Lemma 3.2.
The proof of the next lemma is the reason for the name of the process. Recall that in this
setting, the length of an edge i→ j is simply j − i.
Lemma 3.1. If p < 1/4, then there exists a constant C = C(p) so that a.a.s. all edges in E∞
have length at most C log n.
Proof. Assume e is an oriented edge of length `. Let Ee be the set of all inclusion-minimal sets
of open edges (including e) that, together with edges in E0, make e occupied. By induction, it
is easy to see that any A ∈ Ee is of size |A| = ` − 1, and moreover |Ee| = C`, the `th Catalan
number. One way to see this is to consider computing a product of a1a2 · · · a` as described in
Section 1. Then each element in Ee corresponds with a way of parenthesizing the product. Since
C` ≤ 4`, it follows that
P (an edge of length at least C log n becomes occupied) ≤ n2p−1(4p)C logn  1
for all C > −2/ log(4p). 
Lemma 3.2. There exists a probability pu < 1 so that the following holds. If p > pu, then there
exists a constant C = C(p) so that a.a.s. E∞ contains every open edge of length at least C log n.
Proof. We divide the proof into three steps. Throughout, we identify edges i → j with sites
(i, j) ∈ [1, n]2.
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Step 1. Assume that, for i < j, there exist an oriented percolation path of open or initially
occupied sites connecting a point in G0 to i→ j. Then i→ j ∈ E∞.
The proof of Step 1 is a simple induction argument on the length ` of i → j. The claim
holds when ` = 1 as those edges are in E0. Otherwise, by the assumption and the induction
hypothesis, either i → (j − 1) or (i + 1) → j become occupied, and then we use the fact that
(j − 1)→ j and i→ (i+ 1) are both (initially) occupied.
Step 2. Fix an ` > 1. Let F` be the event that strictly more than `/2 sites on L = {(1, i) : 2 ≤
i ≤ `+ 1} are connected to G0 through oriented percolation paths. Then, for p > 1− 2−32,
P (F c` ) ≤ 2 · 8`(1− p)`/8.
The proof of Step 2 is a typical contour argument (see e.g. [10] Section 10). Choose any subset
S of L of size at least `/2, and assume that S is exactly the set of points that are not connected to
G0 by oriented percolation paths. Write S = S1 ∪ · · · ∪Sm, where Si are non-adjacent intervals.
Then, by a standard duality argument, there exist disjoint paths pii : x
(i)
0 , . . . , x
(i)
ti
, i = 1, . . . ,m,
such that ||x(i)j − x(i)j−1||∞ = 1 for j = 1, . . . , ti, x(i)0 and x(i)ti are the endpoints of Si, and such
that there are at least ti/4 sites on pii, that are determined as a function of pii, and that must
all be closed.
Form a path pi by connecting together all intervals in L\S and all paths pii. As |L\S| ≤
∑
i ti,
the proportion of closed sites on pi is at least 1/8. Trivially, the length t of pi is at least `. It
follows that
P (F c` ) ≤ P (pi exists) ≤
∑
t≥`
8t(1− p)t/8,
which establishes Step 2.
Step 3. Conclusion of the proof.
Let L′ = {(i, `+ 1) : 1 ≤ i ≤ `}, and F ′` the event that strictly more than `/2 sites on L′ are
connected to G0 through oriented percolation paths. If p is close enough to 1, then by symmetry
and Step 2,
P
(
F` ∩ F ′`
) ≥ 1− exp(−γ`),
for some constant γ > 0 (not depending on `). Suppose that F` ∩ F ′` occurs. Then, by Step 1
and the pigeonhole principle, there exists an i ∈ [1, `], so that (1, i) ∈ L and (i, ` + 1) ∈ L′ are
eventually occupied, in which case (1, `+ 1) becomes occupied if open. It follows that
P ((1, `+ 1) is open but never occupied) ≤ P ((F` ∩ F ′`)c) ≤ exp(−γ`).
Therefore,
P (there is an open edge of length at least C log n that is never occupied)
≤ n2 exp(−γC log n) 1
for any C > 2/γ. 
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We note here that Lemma 3.2 is used in Section 4 to prove Theorem 1.2 (2). The final task
of this section is to address saturation for Catalan percolation.
Proof of Theorem 1.4. For i ∈ [n−3], let Zi be the indicator of the event that the edge i→ (i+3)
is open but never occupied. The random variable N =
∑
i Zi has EN = (n − 3)(1 − p)2p and,
as we will see, converges in distribution to a Poisson(α2) random variable by an application of
the Chen-Stein method [5]. Indeed, Zi and Zj are independent unless |i− j| ≤ 1, therefore the
total variation distance between (the distribution of) N and Poisson(EN) is bounded above by
∑
i
(EZi)2 + ∑
j:|i−j|=1
(EZiEZj + E(ZiZj))

≤ n [3(1− p)4 + 2(1− p)3] = O(n−1/2).
Therefore,
(3.1)
lim sup
n
P (all open oriented edges become occupied)
≤ lim sup
n
P (N = 0) = exp(−α2).
Now let H` be the event that ` is the minimal length of an unoccupied open edge. Note that if
N = 0 then all open edges of length 3 become occupied. Therefore
(3.2) P (all open oriented edges become occupied) = P (N = 0)−
∑
`≥4
P (H`) .
Note that, on the event H`, there is an edge (i, i+ `) so that, for all 1 ≤ j < `, either i→ (i+ j)
or (i+ j)→ (i+ `) is closed. It follows that
(3.3) P (H`) ≤ n · 2`−3(1− p)`−1 ≤ (2α)`−1n1−(`−1)/2.
By (3.2) and (3.3),
(3.4)
P (all open oriented edges become occupied)
≥ P (N = 0)− (2α)
3
√
n
∑
`≥0
(2α/
√
n)`
= exp(−α2)−O(n−1/2).
The two bounds (3.1) and (3.4) end the proof. 
4 Subcritical and intermediate regimes for linear initial graphs
The main goal of this section are proofs of Theorems 1.2 (2) and 1.3.
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This setting is more complicated than Catalan percolation, due to interactions between
leftward and rightward edges. In particular, in the Catalan setting note that an edge i→ j can
only become occupied due to occupied edges “below” it, i.e., edges i′ → j′ with i ≤ i′ < j′ ≤ j.
In our present setting, on the other hand, there are many more ways in which an edge can
eventually become occupied; see e.g. Fig. 4.1 below.
i j i j v
v
Figure 4.1: A rightward edge i → j ∈ Eropen becomes occupied with the help of leftward and
rightward edges i→ v → j.
4.1 Establishing the intermediate regime
In this section, we consider our process with the initialization E0 consisting of rightward edges
between nearest neighbors of [1, n] together with all leftward edges. To make the resulting
dynamics clearer we consider a modified tilde process, which we denote by a new symbol E˜t, and
summarize its update rules below. At time t, E˜t consists of rightward edges between sites of [n],
with E˜0 given by 1 → 2 → · · · → n. Further, E˜open is obtained by opening rightward edges of
length at least 2 independently with probability p. Given E˜t, an edge i → j ∈ E˜t+1 provided
that i→ j ∈ E˜open, and that exists a k ∈ [1, n] so that either:
• i→ k → j ∈ E˜t and i < k < j; or
• i→ k ∈ E˜t and k > j; or
• k → j ∈ E˜t and k < i.
We will show that these dynamics are subcritical for p < /
√
log n, for a small enough  > 0.
We call an interval I ⊂ [1, n] good if either
• |I| = 2; or
• |I| ≥ 3 and, for every {i, i + 1} ⊂ I, there exists a j ∈ I so that either j < i and
i← j → i+ 1 ∈ E˜open ∪ E˜0, or j > i+ 1 and i→ j ← i+ 1 ∈ E˜open ∪ E˜0.
We now translate some definitions from Section 2 to the present context. As the two sec-
tions are independent, we keep the same convenient notation, although the meaning is slightly
different. Assume that an edge e = i1 → i2 ∈ E˜∞. We define Ie to be the collection of intervals
I ⊂ [1, n] such that graphs on I induced by edges in E˜0 and E˜open make e occupied (by the
tilde process dynamics). We associate to e an interval Ie ∈ Ie of minimal cardinality. Note that
[i1, i2] ⊂ Ie. The next lemma is an analogue of Lemma 2.3.
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Lemma 4.1. The interval Ie is good.
Proof. For any {i0, i0 + 1} ⊂ Ie, an edge over it must become occupied, or else the interval
could be shortened. Moreover, the first time t0 ≥ 1 an edge e = i→ j over {i0, i0 + 1} becomes
occupied, one of its endpoints must be i0 or i0 + 1, as t0 is the minimal time. For the same
reason, there must exist a k ∈ (i, j), such that i → k → j ∈ Et0−1, and then either i = i0 and
k = i0 + 1, or k = i0 and j = i0 + 1. 
We also need the counterpart of Lemma 2.4, with an almost identical proof that we omit.
Lemma 4.2. Assume that e0 ∈ E∞ has length `0. Then, for every integer ` ∈ [1, `0 + 1], there
exists an edge e with |Ie| ∈ [`0 + 1, 2`0].
Proof of Theorem 1.2 (2). After reversing orientation, the statement for leftward edges can be
proved along the same lines as Theorem 2.6, but now using Lemmas 4.1 and 4.2. The statement
for rightward edges follows from Lemma 3.2. 
We finish this section with a lemma which will be used in the proof of Theorem 1.3.
Lemma 4.3. If p = n−c1, then there exists a constant M = M(c1) so that
P
(
some edge of length ≥M is in E˜∞
)
→ 0.
Proof. Assuming such an edge of length ≥ M exists, by Lemma 4.2 there is a good interval of
length in [M/2,M ]. Hence, using Lemma 2.5 and (2.1), for some universal constant C > 0, the
probability in the statement of the lemma may be bounded by
Mn(Cn−c1)M/C → 0
provided that M > C/c1. 
4.2 Trading leftward and rightward edges
In this section, we develop our key result for controlling interactions between leftward and
rightward edges. We set the following notations. Given a set E0 of initially occupied edges,
divide the set Et of occupied edges at time t ≥ 0 into sets of leftward and rightward edges E`t
and Ert . Analogously, divide the set Eopen of open edges into E
`
open and E
r
open. We also use
similar notations below for other processes related to Et.
This result is based on the observation (see Fig. 4.1) that an open rightward edge i → j ∈
Eropen can become occupied at time t+ 1 with the help of an occupied leftward edge v ← i ∈ E`t
(resp. j ← v ∈ E`t ) below it, provided that the rightward edge v → j ∈ Ert (resp. i → v ∈ Ert )
above it has already been occupied. (Of course, the same is also true, vice versa, for leftward
edges i ← j.) Furthermore, similar interactions may have caused some of the edges i → v → j
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and their parent edges, etc., to have become occupied. As a result, a direct proof of Theorem 1.3
seems involved. We take the following alternative approach.
We define two processes Êt and Et, based on Et, which throughout we refer to these as the
hat and bar processes. The key properties of these are (1) E∞ ⊂ Ê∞ and that (2) Et coincides
with Êrt \Ê`0. Hence the hat process dominates the original process and the bar process describes
the set of occupied rightward edges in the hat process as it evolves in time. In both processes,
no leftward edges ever become occupied, but in the bar process, there is also no leftward edge
initially occupied. Roughly speaking, the hat process tractably upper bounds the total spread of
occupied rightward edges in the original process, by first bounding the total spread of leftward
edges by a set Ê`0 ⊃ E`∞ so then only rightward edges need to be considered (as in the case
of Catalan percolation). The cost associated with this simplification is the opening of certain
closed rightward edges, where the difference Êropen \ Eropen depends on Ê`0.
To obtain Ê`0, first convert all rightward edges (including closed ones) to (initially) occupied,
and then run the dynamics. The set Ê`0 is the resulting set of eventually occupied leftward edges
i ← j, together with all leftward edges below i ← v and v ← j, for i < v < j. Note that Ê`0
does not depend on Er0 or E
r
open, and that E
`
t ⊂ Ê`0 for all t. Next, we define Êropen to include
each edge i→ j ∈ Eropen, together with all rightward edges w → j (resp. i→ w) below for which
i← w ∈ Ê`0 (resp. w ← j ∈ Ê`0).
With these notations in place, Êt is the transitive closure process with Ê0 = Ê
`
0 ∪ Er0 and
Êopen = Ê
r
open. On the other hand, Et starts with E0 = Ê
r
0 and uses Eopen = Ê
r
open; the only
difference being that E
`
0 = ∅. Note that Ê`t = Ê`0 and E`t = ∅ for all t.
Lemma 4.4 (Edge trading lemma). For all t ≥ 0, Et = Êt \ Ê`0. Hence, at all times, the hat
and bar processes occupy the same set of rightward edges.
Proof. Clearly Et ⊂ Êt \ Ê`0 for all t, since E0 = Ê0 \ Ê`0 and Eopen = Êopen. We give a proof
by induction that Et = Êt \ Ê`0. As noted, the claim holds by definition at t = 0. Assume now
that the claim holds at time t ≥ 0, and that some rightward edge i→ j is occupied at time t+ 1
in the hat process, i.e., t is the minimal time such that some i → v → j ∈ Êt. There are three
cases to consider:
Case 1: If i < v < j then i → v → j ∈ Êrt , and so it follows immediately by the inductive
hypothesis that i→ v → j ∈ Et and then i→ j ∈ Et+1.
Case 2: If v < i then v → j ∈ Êrt and v ← i ∈ Ê`0. By the inductive hypothesis, v → j ∈ Et.
Note that v → j is not initially occupied (in either process), being a (rightward) edge of length
larger than 1. Therefore, in the bar process it is occupied as a result of some (rightward) edges
v → w → j ∈ Et−1. Note, by the inductive hypothesis, also v → w → j ∈ Êrt−1. The case w = i
contradicts the minimality of t, so we consider the other possibilities:
(a) If w < i then, as v ← i ∈ Ê`0, also w ← i ∈ Ê`0. Hence i → j ∈ Êt, which again
contradicts the minimality of t.
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(b) If w > i then, as v ← i ∈ Ê`0, it follows that i→ w ∈ Êopen. Hence i→ w ∈ Êrt , and so
by the inductive hypothesis, i→ w ∈ Et. Therefore i→ j ∈ Et+1.
Case 3: The case v > j is similar Case 2. Here instead i → v ∈ Êrt and j ← v ∈ Ê`0, and it
follows by the inductive hypothesis that some i→ w → v ∈ Et−1 = Êrt−1. By the minimality of
t, w 6= j, so we consider:
(a) If w > j then, as j ← v ∈ Ê`0, also j ← w ∈ Ê`0. Then i → j ∈ Êt, contradicting the
minimality of t.
(b) If w < j then, as j ← v ∈ Ê`0, we have w → j ∈ Êopen. Hence w → j ∈ Êrt . Therefore,
by the inductive hypothesis, w → j ∈ Et, and so i→ j ∈ Et+1.
Thus in all cases i→ j ∈ Et+1, which completes the proof. 
With this lemma at hand, we are ready to prove our second result on the subcritical
regime. We note that it this method would allow for some improvement to situations with
M in Lemma 4.3 tending to infinity sufficiently slowly, and so pleft could be increased at the
cost of decreasing pright.
Proof of Theorem 1.3. This follows easily by Lemmas 4.3 and 4.4, domination by product mea-
sure [18], and Lemma 3.1. 
5 Saturation regime
We begin with a result from [8], which follows directly from Lemma 6.1 in [15].
Lemma 5.1. If T is a unoriented tree with n vertices, then, for any integer L ∈ [1, n− 1] there
exist d(n − 1)/(2L2)e subtrees with the following properties: (1) each subtree has L edges, and
(2) any two subtrees have at most 1 vertex in common.
Next we state a result about the connectivity of oriented Erdo˝s–Re´nyi random graphs, which
is proved by standard arguments that we will only briefly sketch.
Lemma 5.2. Assume G is an oriented Erdo˝s–Re´nyi random graph on n points with edge prob-
ability p. If p = c log n/n with c > 1, then
P (G is not strongly connected) = O(n1−c).
If p = n−α, for some α < 1, then
P (G is not strongly connected) ≤ exp(−0.5n1−α).
Proof. If G is not strongly connected, then there exists a nonempty set A of k ≤ n/2 points
so that there are no outward connections, or no inward connections, from A to Ac. Therefore
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(using the bounds
(
n
k
) ≤ (ne/k)k and (1− x) ≤ e−x),
P (G is not strongly connected)
≤ 2
bn/2c∑
k=1
(
n
k
)
(1− p)k(n−k)
≤ 2
bn/2c∑
k=1
exp[−k(pn+ log k − pk − log n− 1)].
The desired inequalities then follow by dividing the above sum into two sums over k ≤ p−1/2
and k > p−1/2. 
In our context, an event is increasing if, together with any configuration of open edges, it
contains any configuration with additional edges, i.e., the event cannot be destroyed by the
addition of open edges. Note that the event {V is saturated} is not increasing. To deal with
this nuisance, we say that that a set E of oriented edges between vertices in V is abundant if
for every i, j ∈ V , there exists k ∈ V so that i → k → j ∈ E. We record the following simple
observations.
Lemma 5.3. The event {E∞ is abundant} is increasing and
{E∞ is abundant} ⊂ {V is saturated}.
We turn to the proof of the following result, which immediately implies Theorem 1.1 (2) and
Theorem 1.2 (3).
Theorem 5.4. Assume that G0 is an unoriented connected graph. Assume that popen ≥
C log logn/
√
log n, for some C > 4. Then V is saturated.
Proof. As the proof is somewhat lengthy, we divide it into several steps below. The general idea,
however, is fairly straightforward: Using Lemma 5.1, we consider a set of subgraphs Ti of G0.
First we argue that if any one of the Ti are saturated, then a.a.s. so is V . Finally, we show that
a.a.s. at least one of the Ti is internally saturated.
The key idea in several of the arguments that follow is to expand a saturated subtree S of
G0 to a vertex v on its boundary by showing that (a) there are horns for v oriented towards
and away from v with their tips in S, and that (b) the sets of points in S connected to v by
open edges pointed towards and away from v are strongly connected. Roughly speaking, given
(a) and (b), we can inductively occupy all open edges between S and v by first occupying the
edges in the horns for v, and then working along directed paths that visit all other vertices in S
connected to v.
Step 1. Fix C > 8 and put
k =
⌈
log n
2 log log n
⌉
, p =
√
C log k
k
.
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Generate the configuration of open edges Eopen with popen = p. For simplicity, we without loss
of generality replace G0 by one of its spanning trees T . By Lemma 5.1, we fix subtrees Tm,
m = 1, . . . , dn/(4k6)e, of size k3, no two of which share more than a single vertex.
Step 2. We claim that a.a.s. all subtrees Tm have the following properties:
1. For all j1, j2 ∈ [n] there are i1, i2 ∈ Tm such that all edges i1 → j1 → i2 and i1 → j2 → i2
are in Eopen ∪ E0. In particular, for every j /∈ Tm there are horns oriented towards and
away from j with their tips in Tm.
2. For all j /∈ Tm, the sets
U→j = {i ∈ Tm : i→ j ∈ Eopen ∪ E0},
U←j = {i ∈ Tm : i← j ∈ Eopen ∪ E0}
are strongly connected by edges in Eopen ∪ E0.
3. For j /∈ Tm, let P→j be the directed path in T from Tm to j, and similarly P←j the directed
path in T from j to Tm. For all j /∈ Tm, the sets
W→j = {i ∈ Tm ∪ P→j : i→ j ∈ Eopen ∪ E0},
W←j = {i ∈ Tm ∪ P←j : i← j ∈ Eopen ∪ E0}
are strongly connected by edges in Eopen ∪ E0.
To see this, note that for any given Tm and j1, j2 ∈ [n] the probability that property (1) fails
is at most, for all large n,
2(1− p2)k3 ≤ 2 exp(−p2k3) ≤ 2 exp(−k2).
By Lemma 5.2 above and standard Binomial tail bounds (e.g., Lemma 2.8 in [15]), for any given
Tm and j /∈ Tm, the probability that any given U→j , U←j , W→j or W←j is not strongly connected
is at most, for all large n,
P
(
Bin(k3, p) ≤ pk3/2)+ exp(−k2/2) ≤ exp(−pk3/7) + exp(−k2/2) ≤ 2 exp(−k2/2).
Hence, for all large n, all trees Tm have properties (1)–(3) with probability at least
1− n
2k6
[2n2 exp(−k2) + 8n exp(−k2/2)] ≥ 1− n3 exp(−k2/2) = 1− o(1),
as required.
Step 3. Convert all open edges between vertices of Tm to occupied. Then properties (1)–(3)
for Tm imply that all open edges not between vertices in Tm are eventually occupied.
By induction on the distance (in T ) of vertices j /∈ Tm to Tm, we claim that all open edges
from j to Tm ∪ P→j and Tm ∪ P←j are eventually occupied. The two cases are symmetric, so we
explain only the former case of edges pointed towards j. To this end, note that by property (1)
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there is a horn for j oriented towards j involving the neighbor j′ of j in T that is closer to Tm
and some other vertex i ∈ Tm. By induction, i → j′ is occupied, and thus also i → j. Next,
using properties (2) and (3) there are open paths directed to i which together visit all vertices
in W→j . Moreover, by (2), the paths between vertices in Tm ∩W→j can be chosen to remain
inside Tm. Since Tm is saturated, the edges on these paths (which have both endpoints in Tm)
are eventually occupied. By another inductive argument, using the occupied edge i→ j for the
base case, we see that all open edges from Tm ∪ P→j to j are eventually occupied.
Step 4. A.a.s, some Tm is saturated.
We show that any given subtree Tm is saturated with probability at least (2
√
n)−1. Given
this, recalling that any two subtrees share at most 1 vertex, it follows that some Tm is saturated
with probability at least
1− (1− (2√n)−1)n/(4k6) ≥ 1− exp(−√n/(8k6)) = 1− o(1).
Since the Tm are of the same size, it suffices to consider the case T1. Moreover, for notational
convenience, let us assume that T1 = [1, k
3] and that for all j ≤ k3 the vertices in [1, j] form a
subtree of T1.
Step 4a. For all large n, with probability at least n−1/2 all edges 1↔ i ∈ [2, k], are in Eopen∪E0
and hence [1, k] is saturated.
Indeed, for large enough n, all such edges are in Eopen ∪ E0 with probability at least
p2k ≥ (log n)−k ≥ n−1/2.
By induction, all edges 1↔ i become occupied, and using these edges all other open edges can
be occupied: if i→ j is open, then it becomes occupied due to the occupied edges i→ 1→ j.
Step 4b. A.a.s, for any j1, j2 ∈ [k + 1, k3] there are i1, i2, i3, i4 ∈ [1, k] such that all edges
i1 → j1 → i2, i1 → j2 → i2, j1 → i3 → j2 and j2 → i4 → j1 are in Eopen ∪ E0.
Note that the first two pairs of edges provide horns with their tips in [1, k]. The second two
pairs of edges are used to ensure that all open edges in [k, k3] get occupied, once all other open
edges have been occupied.
The claim follows, noting that 1−x ≤ e−x and kp2 = C log k, and so, for large n, such edges
are not open with probability at most
4k6(1− p2)k ≤ 8k6−C → 0,
since C > 6.
Step 4c. For j ∈ [k + 1, k3], let
V←j = {i ∈ [1, k] : i← j ∈ Eopen ∪ E0},
V→j = {i ∈ [1, k] : i→ j ∈ Eopen ∪ E0}
denote the sets of endpoints in [1, k] of open edges directed towards and away from j. We claim
that a.a.s. all V→j and V
←
j are strongly connected by edges in Eopen ∪ E0.
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Let F←j (resp. F
→
j ) be the event that V
←
j (resp. V
→
j ) is strongly connected by edges in
E0 ∪ Eopen. Let
B =
⋂
j∈[k+1,k3]
(
F←j ∩ F→j
)
.
The crucial step is the following correlation inequality
(5.1) P (B) ≥
∏
j∈[k+1,k3]
P
(
F←j
)
P
(
F→j
)
.
To prove (5.1), let A be the set of all possible choices of V←j , V→j , that is, the set that contains
all ordered selections of 2(k3 − k) subsets of [1, k]:
A = {(A←j , A→j : j = k + 1, . . . k3) : A←j , A→j ⊂ [1, k] for all j}.
Observe that for any vector (A←j , A
→
j )j of such (deterministic) subsets, the events {V←j = A←j },
{V→j = A→j }, j ∈ [k + 1, k3], are independent. Therefore, with indices j and j′ running over
[k + 1, k3],
P (B) =
∑
(A←j ,A
→
j )∈A
P
(
∩j(F←j ∩ F→j )
⋂
∩j′{V←j′ = A←j′ , V→j′ = A→j′ }
)
=
∑
(A←j ,A
→
j )∈A
P
(∩j(F←j ∩ F→j ) | ∩j′{V←j′ = A←j′ , V→j′ = A→j′ })P (∩j′{V←j′ = A←j′ , V→j′ = A→j′ })
≥
∑
(A←j ,A
→
j )∈A
∏
j
P
(
F←j | ∩j′{V←j′ = A←j′ , V→j′ = A→j′ }
)
P
(
F→j | ∩j′{V←j′ = A←j′ , V→j′ = A→j′ }
)
· P (∩j′{V←j′ = A←j′ , V→j′ = A→j′ }) ,
by the FKG inequality. Hence
P (B) ≥
∑
(A←j ,A
→
j )∈A
∏
j
P
(
F←j | V←j = A←j
)
P
(
F→j | V→j = A→j
)∏
j′
P
(
V←j′ = A
←
j′
)
P
(
V→j′ = A
→
j′
)
=
∑
(A←j ,A
→
j )∈A
∏
j
P
(
F←j | V←j = A←j
)
P
(
F→j | V→j = A→j
)
P
(
V←j = A
←
j
)
P
(
V→j = A
→
j
)
=
∑
(A←j ,A
→
j )∈A
∏
j
P
(
F←j ∩ {V←j = A←j }
)
P
(
F→j ∩ {V→j = A→j }
)
=
∏
j
 ∑
A←j ⊂[1,k]
P
(
F←j ∩ {V←j = A←j }
) ∑
A→j ⊂[1,k]
P
(
F→j ∩ {V→j = A→j }
)
=
∏
j
P
(
F←j
)
P
(
F→j
)
.
Moreover, by Lemma 5.2 above and standard tail bounds (e.g., Lemma 2.8 in [15]), for large k,
P
(
(F←j )
c
) ≤ P (|Vj | ≤ pk/2) + k1−C/2 ≤ exp(−pk/7) + k1−C/2 ≤ 2k1−C/2,
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and a similar bounds holds for F→j . It follows (using e
−2x ≤ 1− x ≤ e−x for small x) that, for
large k,
P (B) ≥
(
1− 2k1−C/2
)2k3 ≥ exp(−8k4−C/2) ≥ 1− 8k4−C/2 → 0,
since C > 8.
Step 4d. For all large n, T1 is saturated with probability at least (2
√
n)−1.
Note that, for all large n, the claims in the previous three steps all hold with probability at
least (2
√
n)−1. Hence it remains to show that they together imply that T1 is saturated. This
fact follows by induction. The occupation of open edges between [1, k] and [k+ 1, k3] follows by
an inductive argument similar to that in Step 3 above. Once all of these edges are occupied, all
open edges between j1, j2 ∈ [k + 1, k3] can be occupied using the open edges j1 → i3 → j2 and
j2 → i4 → j1 (for some i3, i4 ∈ [1, k]), provided by Step 4b.
Altogether, we note by Step 4, some subtree Tm is saturated, and thus by Steps 2 and 3, V
is saturated.
Step 5. In final step, we extend our results from the case popen = p to larger popen. This follows
by the simple observation that
P (Eopen is not abundant) ≤ 2n2(1− p2)n−2
≤ 3n2e−p2n ≤ 3n2e−n/ logn → 0,
and thus popen ≥ p implies that E∞ is a.a.s. abundant, and so we have that V is a.a.s. saturated
by Lemma 5.3. 
We can relax the assumption that G0 is unoriented, but we emphasize that strong connec-
tivity of G0 is not enough for Theorem 5.4 to hold in the same form (see the discussion on Open
Problem 6.8). We only provide the following mild generalization, whose proof is omitted as it is
a minor adaptation of the proof of Theorem 5.4. Informally, we start with an unoriented tree T
and replace every vertex of T with a graph of bounded size that is strongly connected, so that
between T -neighboring sets we have edges in both directions. To be more precise, for an integer
R ≥ 1, we say that G0 is R-unoriented if there exists an unoriented tree T on a vertex set V ′,
together with a map φ : V → V ′, such that: (1) |φ−1(y)| ≤ R and φ−1(y) is strongly connected
for all y ∈ V ′; and (2) if y1, y2 are neighbors in T , then there are x1 ∈ φ−1(y1) and x2 ∈ φ−1(y2),
such that x1 → x2 ∈ E0.
Note that 1-unoriented graphs are exactly those with an unoriented spanning tree. For an
example with R = 2, take V = [2n] and assume 1 ↔ 2, 3 ↔ 4, 5 ↔ 6, . . . , (2n − 1) ↔ (2n) are
strongly connected pairs, and add connections 1 → 3, 2 ← 4, 3 → 5, 4 ← 6, etc. Here T is a
linear graph on [n].
Theorem 5.5. If G0 is an R-unoriented connected graph, popen ≥ C log logn/
√
log n, and
C ≥ C0(R), then E∞ is a.a.s. saturated.
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6 Open problems
For clarity, each unresolved issue is presented in what we view as the simplest context, although
most can be studied in much greater generality. We begin with a conjecture about a sharp
transition in Catalan percolation.
Conjecture 6.1. There exists a critical probability pCatc ∈ (0, 1) so that for p < pCatc (resp.
p > pCatc ) there exists a constant C = C(p) so that E∞ in the Catalan percolation process
contains no edge (resp. contains all open edges) of length at least C log n.
On the other hand, in the case of G0 = Ln, when both pright > 0 and pleft > 0, the interaction
between leftward and rightward edges is the main challenge. The missing ingredient in resolving
the next open problem is a way to apply some edge trading strategy to a subcritical process
which results in leftward edges of unbounded length, such as the one in Section 4.1 as the extreme
example.
Open Problem 6.2. In the setting of Theorem 1.2, is it true that when pleft < c
1√
logn
and
pright < a, a.a.s. E∞ contains no edges longer than α log n?
For the statements of our remaining open problems, we define
pc = inf{p : P (V is saturated) ≥ 1/2 for all popen ≥ p}.
Perhaps the most pressing remaining question is the correct power of log log n for the transition
in Theorem 1.1. We suspect neither bound in that theorem is sharp, as the existence of a giant
component, rather than connectivity of edge endpoints, as used in the proof of Theorem 5.4,
should suffice. We assume the unoriented setting in our next four open problems, i.e., that G0
and Gopen are both unoriented, and Gopen is the Erdo˝s–Re´nyi graph with density popen of open
edges.
Conjecture 6.3. Assume that G0 is the linear graph on [n]. Then pc is between two constants
times
√
log log n/ log n, for large n.
Graphs of bounded diameter are, in a way, at the opposite extreme from graphs of bounded
degree. As in the case of bootstrap percolation [3], the scaling of the critical probability should
change dramatically.
Conjecture 6.4. Assume that V = [n]d and that G0 is the Cartesian product of d complete
graphs on [n], i.e., the d-dimensional Hamming graph. For d ≥ 3, there exists a power γ =
γ(d) ∈ (0,∞) so that, for every  > 0 and large enough n, pc is between n−γ− and n−γ+.
Observe that the above conjecture does not hold for d = 2 (or for any other G0 with diameter
2), when all open edges get occupied at time 1, regardless of popen. We suspect that in the setting
of Conjecture 6.4 the threshold pc is not sharp, in the sense of [11], but is sharp in Conjecture 6.3.
The methods of [11] (or subsequent work) do not apply to any of the cases we consider in this
paper, as our random objects (edges) do not play symmetric roles.
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Perhaps the most interesting intermediate case is the hypercube, for which we have no guess
about the size of pc.
Open Problem 6.5. Assume that G0 is the hypercube on {0, 1}n. What is the asymptotic
behavior of pc?
Another natural graph with unbounded degree is the random graph.
Open Problem 6.6. Assume G0 is an Erdo˝s–Re´nyi graph with edge density pinitial. Estimate
the probability of saturation, in terms of pinitial and popen.
More complex edge addition dynamics can be considered in a polluted environment. Fol-
lowing the lead of [6, 4], we consider Kd-completion, whereby we iteratively complete all copies
of Kd missing a single edge, where Kd is the complete graph on d points. We assume that G0
the graph on [n] with edges i ↔ j, |i − j| ≤ d − 2, the simplest initialization that results in
saturation when popen = 1. The message of simulations, such as the left panel of Fig. 6.1, is that
nucleation occurs for all d ≥ 3. The unpolluted (popen = 1) version of this process was analyzed
in [4, 2, 17].
Conjecture 6.7. Consider the Kd-completion dynamics, with G0 as above. Then there exists
some power γ = γ(d) > 0 so that pc is between two constants times (log log n)
γ(log n)−1/(d−1),
for large n.
Figure 6.1: Left: nucleation in K4-completion with popen = 0.39. Middle and right: illustration
of Open Problem 6.8, with r = 50, and respective densities popen = 0.3, popen = 0.37. In all
figures, n = 400 and the coloring scheme is similar to the one in Fig. 1.1.
Finally, we return to the transitive closure of oriented graphs, with Gopen the oriented Erdo˝s–
Re´nyi graph with density popen of edges. Assume that G0 is the oriented graph on [n] with edges
1 → 2 → . . . → n and 1 ← (1 + r) ← (1 + 2r) ← . . . ← (n − r) ← n, where the range r of
leftward edges may grow with n. It is not difficult to see that pc is bounded away from 0 when
r increases linearly with n, and, by Theorem 5.5, pc = (log n)
−1/2+o(1) when r is bounded.
Open Problem 6.8. What is the asymptotic behavior of pc in dependence of r, when 1 r 
n?
REFERENCES 21
These dynamics are illustrated in the middle and right panels of Fig. 6.1, which suggest
that the most likely scenario for saturation is through early occupation of leftward edges whose
length is a multiple of r.
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