Development and simulation of synthetic hurricane tracks is a common methodology used to 10 estimate hurricane hazards in the absence of empirical coastal surge and wave observations. 11
may imply that hurricane storm surge is not a concern; however, recent research suggests that 23 analysis using only empirical surge and hurricane parameter records is, at best, inconclusive. drag coefficients, water density, gravitational constant, horizontal eddy viscosity, bottom 1 roughness) as well as numerical settings (e.g. numerical solution technique, numerical 2 convergence criteria, wetting drying thresholds). We evaluate the sensitivity of hurricane 3 surge simulations to model parameters which have been considered to be classic calibration 4 parameters as well as parameters which previous studies have demonstrated exert a significant 5 effect on model uncertainty (Table 1 ). Each parameter is described in detail in the following 6 sections. 7
Wind drag

8
The wind drag relationship defines the air water boundary condition for surge modeling. 9
Surface winds exert a shear stress on the water surface which accelerates the water column 10 (Deltares, 2014b). Wind drag may result in a wind set up (where wind setup is a component 11 of the total surge) along coastal areas. Additionally, the wind stress applied over a fetch 12 results in the growth of surface waves which are simulated through the spectral Delft-WAVE 13 (SWAN) model. Surface waves shoal as they propagate into shallow coastal areas and can 14 pose a flood hazard due to wave runup and overtopping. 
Horizontal eddy viscosity
3
The horizontal eddy viscosity is a concept which primarily attempts to reproduce small scale 4 horizontal turbulent eddies and shear losses which cannot be simulated with a hydrodynamic 5 model utilizing a large computational grid size (Deltares, 2014b). These additional hydraulic 6 losses are accounted for within Delft3D simulations through modification of a horizontal eddy 7 viscosity term ( ) H ν . The larger the model grid, the more the smaller losses are neglected. 8
The horizontal eddy viscosity term is considered a calibration parameter for Delft3D-FLOW 9 which is commonly a function of the model grid size (Deltares, 2014b). As we have selected a 10 model grid resolution of 5 km, the horizontal eddy viscosity should be a significant 11 consideration and is included in the sensitivity analysis. whereas the B γ parameter controls the ratio of wave height to water depth at which wave 25 breaking occurs. 26
It is acknowledged that more detailed depth-induced breaking models have been proposed 27 which may represent an improvement over the current Delft3D-WAVE formulation. Hurricane Bob. An adjustment for asymmetry of the wind field is applied to each model based 27 on methods described by (Jelesnianski, 1966) . 28
Woods Hole tidal stations (NOAA, 2015b) were used to evaluate the Delft3D-FLOW ability 3 to reproduce coastal water surface elevations by varying model parameter values. 4
Hourly measurements from buoys 44007, 44008, 44013, and 44025 (NOAA, 2015d) were 5 used to evaluate Delft3D-WAVE reproduction of significant wave heights. As noted in 6 Table 2 , the buoys available contain no measurements in true shallow water. In order to 7 explore the depth dependence of wave parameter sensitives, we evaluate the model parameter 8 sensitivity at the tidal gage stations. Though no measure can be given for reproduction of 9 observed wave characteristics at these locations, we evaluate the effect of model parameter 10 values on peak significant wave heights. Table 2 The output functions evaluated for the sensitivity analysis are chosen to allow for an 3 evaluation of the hurricane hazard estimates which are commonly concerned with the peak 4 flood elevation. For that reason we evaluate the sensitivity of peak wave height and peak 5 surge elevation at each buoy and tidal station respectively. We also evaluate the parameter 6 sensitivity for the entire simulation period by means of the root mean square error (RMSE) 7 and the mean absolute error (MAE) with respect to the observed data. The root mean square 8
error represents an overall model error which emphasizes periods of large magnitude values 9 (e.g. peak surge and wave heights). The mean absolute error does not ascribe more weight to 10 high values of model error as does the RMSE. 11
3 Results and discussion 12
Comparison of NWS23, Holland, and Rankine wind field forcing data 13
We first present a comparison of the Delft3D storm surge and wave wind model forcing data. 14 Though not a Delft3D model parameter, but rather an input forcing, selection of the wind 15 field representation of a historical storm is a significant choice faced by modelers. Errors and 16 uncertainty in the primary forcing data have a significant effect on model outputs. The predicted wind directions are consistently similar for all three models. They are deemed 24 an adequate representation of wind direction, which implies the best-track hurricane data is 25 generally accurate. The peak winds at buoy 44025 arrive several hours earlier than the 26 observed peak for all the models. It is assumed that this discrepancy may be related to an 27 inaccurate position along the hurricane track from the best track data. This incorrect forcing 28 data imposes some limitation on the model's ability to reproduce observed values at this 29 location. show lesser effect of the bottom friction on peak surge elevation, RMSE or MAE. Bottom 6 friction formulation of Manning's n also had a significant effect on the wave height at Buoys 7 44007 and 44025. This effect is likely due to the wave buoys being located in shallower water 8 than the other buoys and therefore more influenced by the bed friction (Table 2) . 9
The wind drag parameters reveal significant sensitivity at Sandy Hook, Woods Hole and Point 10
Judith for peak surge elevation. The importance of the wind drag terms scales with proximity 11 of the hurricane track to the tidal gage station and resulting surge elevation (Figure 1 ). These 12 same locations showed some sensitivity of the wind drag parameters to RMSE and MAE, 13 however the sensitivity was somewhat reduced. These results suggest that the ability to 14 properly calibrate these model parameters is more reliant on the quality of the wind forcing 15 data applied as opposed to appropriate model parameter selection. The lack of sensitivity of 16 the wind drag demonstrated at Atlantic City and Bar Harbor is ascribed to the Hurricane Bob 17 causing only a minor surge at these locations. 18
The sensitive FLOW parameters all showed a significantly large value ofσ (Figures 3 and 4) . discernable effect on the model output. We suggest that these parameters may be safely 27 neglected in future hurricane hazard uncertainty studies, thereby reducing the computational 28 demand. It should be noted that the DT parameter has numerical implications (Deltares, 29 2014b) and should still be carefully selected to avoid improper calculation of water surface 30 elevations in areas with strong tidal oscillations. Within the present study any value within the 31 numerically allowable range produced similar quality results. 32
Delft3D-WAVE parameter sensitivity results 1
The Delft3D-WAVE model parameterization is primarily related to shallow water processes 2 where wave energy is dissipated due to wave-bed interactions. As such we see a spatially 3 distributed set of model parameter sensitivities. At each NOAA wave buoy the simulated 4 waves are primarily deep water waves where the bed influence is minimal. At these locations 5 the Delft3D-WAVE model predictions are insensitive to model parameter values. This finding 6 implies that the existing NOAA buoys do not supply useful calibration information for 7 hurricane wave modeling. Along the coast at the tidal stations the predicted waves experience 8 wave-bed interactions and therefore show greater sensitivity to the model parameters. 9
The wave parameters JON C and B γ had some minor effect on the peak surge elevation (Figure  10 3). It has been previously shown the wave setup can have some effect on storm surge 11 predictions (Weaver and Slinn, 2004); however, these results demonstrate that the 12 parameterization of the wave model does not play a significant role in predicting the peak 13 surge elevation. The primary consideration here is that the wave model was coupled with the 14 surge model to impart the appropriate wave stresses. The , ,
β α α wave parameters had no significant effect on the simulated wave height. 28
Selection of any parameter values within the allowable range for these parameters produced 29 similar results. We therefore suggest that these parameters may be neglected for model 30 calibration and uncertainty analysis.
Delft3D-FLOW simulation uncertainty for 5 km resolution model 1
As stated in Sect. 2.5, in order to assess the model sensitivity, we ran Delft3D with 600 2 different parameter sets for each of the three wind models, i.e a total of 1800 runs. The 600 3 samples provide a thorough coverage of the feasible parameter space, specified in Table 1,  4 and can be used to assess the overall model performance and the associated parameter-related 5 uncertainty. 6
On Figure 6 we present the entire set of 600 water surface elevations (ensemble) obtained 7 from the simulations with 5 km resolution for each wind model at five tidal gage locations. 8
The mean, the 50%, and 95% quantiles of the corresponding distribution are highlighted. 9
They are picked to show the response from south to north over the domain following the track 10 of Hurricane Bob. The ensemble results for wave height at the buoy locations are presented 11 on Figure 7 . The error statistics for the mean at all the locations are also presented in Table 3  12 and on Figure 8 . simulations are shown on Figure 9 and the error statistics on Table 4 . 7
The only location with a significant improvement, over the coarse resolution, in model 8 performance is Bar Harbor. The RMSE and MAE are reduced by almost a factor of two. At 9 this location, a significant increase in the precision of the simulations is also observed. This 10 may be related to significant changes in the bathymetry. At the other locations, somewhat 11 unexpectedly, there is actually a deterioration in the precision of the model. Improvements in 12 the accuracy are also location dependent. For example, a deterioration in accuracy is observed 13 at Sandy Hook. The improvement at the other locations, in terms of the errors, is marginal. 14 As for the coarse resolution model, the Holland wind field shows the least accurate 15 performance. It seems that the Holland model used here needs some tuning to improve the 16 model responses. 17
Summary and Conclusions 18
In the present study we have used a sensitivity analysis methodology that is particularly suited 19 for models with large computational overburden to determine the model parameter 20 sensitivities for the case of hurricane induced storm surges. An evaluation of the overall 21 model performance, using a large ensemble has been conducted which allowed for the 22 determination of the overall model precision and accuracy. The results from the sensitivity 23 analysis, will allow for the reduction in the required number of simulations to calibrate the 24 models. 25
Selection of the appropriate theoretical wind field model is a significant consideration for 26 surge and wave modeling. The model parameters demonstrate similar sensitivity with 27 different wind and pressure field forcing data; however, the ability of Delft3D parameters to 28 function as calibration parameters for successful reproduction of storm surge and wave 29 characteristics is largely dependent on proper wind and pressure forcing. For the specific locations used, the specific storm (Hurricane Bob), and with the pre-specified 21 parameters for the wind models, the Holland model produced an overall less accurate and less 22 precise set of simulations. This suggests that some fine tuning of the wind field model 23 parameters should be required in order to improve the quality of the simulations associated 24 with a specific wind model. 25
We are currently working on the use of optimization algorithms for Delft3D calibration and 26 identification of parameter value distributions, making use of the results presented here. 27
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