Each part of internal structure of cells which is commonly mentioned as subcellular is highly ordered and interconnected has unique functions. The experiments show that deviated protein delivery to the corresponding subcellular causes of human disease. Studies of protein localization can clarify pathogenesis and find treatments. As protein subcellular localization has a very important position in the field of biology, the research in this area is extremely active. Most of the existing protein sub cellular localization methods are more suitable for single-site sub cellular localization. This paper proposed an algorithm based deep convolution neural network which is suit for multi-site protein subcellular localization and the algorithm is implemented on the human protein database to verify and analyze the performance. In order to further improve the classification result of the algorithm, it was combined ensemble learning and features fusion. It can be inferred from experiments that the proposed algorithm is effective in multi-site protein subcellular localization and the overall correct rate of classification is 59.13% which is higher than SAE, SVM and RF. The algorithm proposed in this paper is more uniform and less affected by the number of samples. When the data samples are different, the classification results will have a certain impact, but the overall classification is good. Besides ensemble learning and features fusion are effective for improving classification result.
Introduction
The basic structure and functional unit of organism is cells. The internal structure of cells is complex and exquisite and each part of the structure which is highly ordered and interconnected has unique functions. It can be divided into many different kinds based on location and biological function, for example, nucleus, cell membrane, membrane, cytoskeleton, etc. The internal structure is commonly mentioned as subcellular [1] . Specific proteins can be found in subcellulars while they provide surroundings for proteins to fulfill their life activities and perform their functions. Proteins are transported into designated subcellulars under the guidance of protein sorting signals after translation and synthesis. Proteins can participate in various life activities of cells through this process. It is called protein subcellular localization. The experiments show that the function of proteins closely related to their subcellular location and synthesized proteins must be in appropriate subcellulars to function properly [2] . Therefore, whether a protein can be correctly delivered to the corresponding subcellular is critical to its function. Deviated protein delivery sites are primary causes of human disease [3] . As medical research has found that abnormal subcellular localization of proteins occurs in the process of cell pathogenesis [4] , it can provide a theoretical basis for elucidating the mechanism of disease occurrence to understand the relationship between disease and protein subcellular abnormal location [5] . Further, molecular markers for early diagnosis of diseases can be obtained by abnormally located proteins using them as molecular defects in the design of new drugs to find a cure for diseases [6] .
As protein subcellular localization has a very important position in the field of biology, the research in this area is extremely active. It is a time consuming task to determine the location of protein subcellulars relied solely on biological experiments and it is unrealistic with the rapid increase of data in protein databases [7] . In recent years, people have begun to use machine learning methods to achieve new protein subcellular localization [8] [9] [10] . The goal of this approach is to assign unknown protein sequences to known subcellular locations by machine learning and the essence is to learn the biological properties of unknown proteins by collecting information about known proteins.
Initial research focused on single-site protein subcellular localization, but it has been found that most proteins are located at multiple sites along with research in the field of biology [11] . In recent years, there have been studies on multi-site protein subcellular localization, but this research area is still in its infancy with great challenges. There are two main reasons. On the one hand, the research on the subcellular biological function of multi-site proteins is still limited and there are fewer protein sequences with multi-site subcellulars in the protein database. On the other hand, traditional machine learning methods, such as support vector machine (SVM), K-nearest neighbor model (KNN) and artificial neural network (ANN) [12] are more suitable for singlesite protein subcellular localization. Although they can achieve a good classification result on single-site protein subcellular localization [13] , the performance on multisite protein subcellular localization is not satisfactory. This is because in the multi-site protein subcellular localization problem, the relationship between the predicted problem samples and the labels is no longer a traditional "one-to-one" relationship, but a "one-tomany" relationship. Existing machine learning methods are not directly applicable to multi-label classification problems. If these methods are applied to multi-site protein subcellular localization, they need to be changed. In addition, multi-site protein subcellular localization with the complex internal relationship between different sites is more complicated than single-site protein subcellular localization [14] . In order to improve the accuracy of classification, the intrinsic relevance between different sites also needs to be properly considered.
The conventional approach is to treat protein sequences located at multi-sites as different protein sequences for processing in the research of extending protein subcellular localization problems to multiple sites. This treatment is relatively simple, but does not take into account the intrinsic relevance between proteins located at different sites. The hypothesis that the same protein localized to different subcellular locations is multiple proteins will inevitably has an impact on the classification results. In order to solve this problem, an ensemble learning algorithm that used the Randomk-labelsets (RAKEL) method [15] for multi-site protein subcellular classification was proposed in this paper. In addition, a method of different features fusion was adopted in order to improve the final classification results.
At present, the machine learning algorithms for multisite protein subcellular localization include multi-label k-nearest neighbor algorithm (ML-kNN) [16] , multi-label support vector machine algorithm (Rank-SVM) [17] and random forest algorithm (RF) [18] . Compared with these algorithms, the proposed algorithm has the following four characteristics. Firstly, it designed a deep convolutional neural network structure that is effective in multi-site protein subcellular localization. Secondly, the method applied RAKEL for protein subcellular localization for the first time and the integrated classifiers were formed to improve the accuracy. Thirdly, the features fusion was used to further improve the performance of algorithm. The fourth is to implement the proposed algorithm on the human protein database to verify and analyze the classification results.
Materials and Methods

Dataset
The human protein dataset used in the experiment was obtained from UniProtKB [19] and it was screened by the team of Professor Zou Quan of Tianjin University. In order to ensure the concentration of data statistics, the dataset counted the frequency of subcellular positions of the remaining protein sequences after eliminating the repeated protein sequences and only retained 10 subcellular locations of the most frequently occurring from nearly 200 protein subcellular positions. The final dataset contains only 10 subcellular positions of the human protein sequences. The subcellular positions in the dataset are cytoplasm, nucleus, cell membrane, membrane, secreted, cytoskeleton, cell projection, endoplasmic reticulum membrane, cell junction and mitochondrion. The most frequently occurring protein subcellular location is the nucleus. There are 3,520 times. In addition, the dataset reduced sequence similarity by CD-HIT program in order to avoid homology differences. The final dataset contains a total of 9858 human protein sequences and two of the proteins in the dataset have ≤ 70% sequence similarity. The length of protein sequences in the dataset varies greatly. The shortest protein sequence contains 16 amino acid residues and the longest protein sequence contains 34,450 amino acid residues. The number of protein sequences with length below 1000 is 8,396, accounting for 85.17% of whole dataset. The protein sequences in the dataset may contain more than one subcellular position and they contain up to seven protein subcellular positions. There are 3013 sequences containing two or more protein subcellular positions in the dataset and this ratio reaches 30.56% of the entire dataset.
In this paper, multi-site protein subcellular localization was studied, but it should be noted that this does not mean that all protein sequences in the dataset must contain two or more subcellular locations. At the beginning of the experiment, the number of protein subcellular locations specifically contained in the protein sequences was not known. In traditional methods, a protein sequence is considered to be N protein sequences if it may occur at N different subcellular locations. The algorithm mentioned in this paper is more difficult compared with the above mentioned methods, but it considers the actual situation to obtain more practical classification results. 
Deep convolutional neural network
An important characteristic of the deep convolutional neural network (DCNN) is that complex nonlinear transformations can be used to select different categories of features without specifying features [20] [21] [22] [23] . This characteristic differs from the shallow machine learning algorithm which requires specific requirements for the extracted features. Due to the complex linkages between different classes in multi-site protein subcellular localization, it is difficult to find a feature extraction method that is fully applicable to the classification algorithm using traditional shallow machine learning algorithms which resulting in unsatisfactory classification results. The characteristics of deep convolutional neural network make it more competent for complex classifications and can achieve better results in multi-label classification.
Deep convolutional neural network is similar in structure to traditional convolutional neural network, but it has its own unique characteristics. DCNN shares the same weight between nodes in the same layer. This characteristic makes it easier to select network parameters and better handle large-scale data. There are two difficulties that need to be solved in the classifier using neural networks [24] . The first is to determine the structure of the neural network which is often selected by the specific problem to be solved. The more complex the structure of the neural network, the closer it is to complex classification problems while the computational complexity will increase rapidly. Compared with traditional convolutional neural network, deep convolutional neural network has more network layers and the number of neural network layers directly affects the final classification results. The second is the selection of main parameters. If the adjustment speed of the network parameters is too fast in the process of neural network training, or the adjustment direction is wrong, it will affect the classification results of the final classifier. In general, we hope that the adjustment speed of parameters is fast at training begins and it can be slowed as training time increases to avoid missing the optimal solution.
In the structural design of DCNN, the nodes of the input layer are closely related to the dimension of the features. Several different features fusion methods were adopted in this paper and the different number of input nodes were selected respectively. As the positioning of 2 sites was performed each time in this experiment, the number of output layer nodes of the DCNN was selected to be 2.These two structures are determined based on specific problems easily. In the design of other layers of the neural network, the convolutional layer and the pooled layer were spaced apart which is also a characteristic of the DCNN. The convolutional layer has a local perceptual effect and the use of it can focus on extracting more detailed features to better distinguish small differences between features. In addition, the characteristics of multi-core convolution layer give different weights to the features which help to highlight important features. The main role of the pooling layer in the algorithm proposed in this paper is to reduce the dimension while retaining the main features and avoid the over-fitting caused by too many parameters.
The difference between the output value and the actual value was measured by the quadratic cost in the experiment and can be expressed as follows:
Where C is the cost function, x is the sample, ( ) y x is the actual value, ( ) a x is the output value, and N is the total number of samples.
Use the gradient descent method to adjust the weight parameters:
Where z is the input of the neuron, σ is the activation function, ω ∆ is the weight change and b ∆ is the offset change.
Where η is the learning rate, 
Random k-labelsets (RAkEL)
The multi-site protein subcellular localization is essentially a multi-label classification problem. Unlike the single-label classification problem, it is necessary to consider the intrinsic association between the individual labels in the multi-label classification and use the correlation between them to improve the classification accuracy [25] . At present, the multi-label classification methods can be summarized into two categories. One is to convert multi-label classification problem to singlelabel classification problem to process. The other is to modify the single-label classification classifier to suitable for multi-label classification problem [26] .
In the research of protein subcellular localization, most of algorithms are still limited to single-site protein subcellular localization. When dealing with multi-site protein subcellular localization, the traditional treatment is to directly process the protein sequences, that is, a protein sequence is dealt to some repetitive protein sequences when it belongs to different sites. This simple treatment neglects the intrinsic link when the protein sequences belong to different sites, which inevitably reduces the accuracy of the final classification results.
The Randomk-labelsets (RAkEL) algorithm is a good multi-label classification method [27] which adopts the idea of ensemble learning. The algorithm is as follows:
A set of labels L is provided, all possible k-label subsets are represented by 
In the training process, the multi-label training set is first constructed as a multi-category training set.
is a mapping function that maps each subset of the label subset ( ) k L q to a different category, i represents the sample number in the training set, and n represents the number of samples in training set.
The set of categories covered by the multi-clqass data set
Get the corresponding multi-label classifier on the multi-class data set:
The RAkEL algorithm combines the idea of ensemble learning to process multi-label data. It first establishes an integration framework containing multi-classifiers and then determines the final classification result by means of classifier voting. The specific process of the algorithm is as follows: Firstly, the corresponding multiclassifiers
are which has the disjoint label power set and which has the overlapping label power set. The fundamental difference between the two methods is whether the labels contained in ( ) k L q overlap when q is not the same. This paper used method.
Then, when facing an unknown sample, the following two quantities need to be calculated for each j l tag:
Where c is the number of tags included in the tag
calculates the maximum number of votes received by the tag j l in the integration framework, that is, the sum of the occurrences of j l tag. ( )
is the actually number that received in the integration framework of tag j l . Therefore, the subset of prediction labels for this sample is:
It can be seen that the RAKEL classification algorithm promotes the training of the classification model by establishing an ensemble learning method utilizing the high-order correlation between multiple tags in the tag subset. The algorithm based on RAKEL proposed in this paper not only considers the difference between protein subcellulars belonging to different sites, but also uses the RAkEL classification algorithm to train the classifiers with the intrinsic relationship between different sites of protein subcellulars to improve the positioning accuracy of multiple sites.
Features fusion method
The feature extraction process can be divided into three aspects of characteristic statistics according to the different methods of protein sequence feature extraction. One is the frequency of occurrence of amino acid composition. The second is the sequence information of amino acid composition. The third is the physicochemical properties of amino acid composition [28] . Different feature extraction methods reflect the properties of different aspects of the protein sequences. According to the different protein dataset, the selection of appropriate feature extraction methods is of great significance for the experimental results [29] . The human protein dataset studied in this paper contains a large number of sequences, the lengths between the different sequences vary widely and the same sequence may be located at multiple sites. The complexity of the dataset makes it difficult to find a feature extraction method that fully reflects the characteristics of protein sequences belonging to different sites.
Since a single feature extraction method representing the information of protein sequences has limitations [30] , the features fusion method was used in this paper. Obviously, choosing the suitable features to fuse in the right way is a very critical issue [31] . In this paper, the features extracted by different feature extraction methods were added by dimension and the fusion features were obtained. Through experiments, it had been known that proteins at different sites have different characteristics regardless of the frequency of their amino acid appearance or physical and chemical properties. The significance of features fusion is to fully reflect these differences. Therefore, the features fusion method used in this paper is effective to represent complete protein sequence characteristics. However, the features fusion by the way of dimension addition brings two obvious problems [32] . Firstly, the size of the data to be processed is greatly increased. Secondly, there is a large amount of redundancy between the features extracted by different methods and the redundancy may reduce the accuracy of the classification results.
In order to solve the two problems mentioned above, this paper compared the classification results of different features in the algorithm. The four features mainly used were dipeptide, pseudo amino acid, physicochemical properties of amino acids and entropy density.
Dipeptide [33] reflects the nature of a protein sequence by calculating the frequency of occurrence of amino acids. The eigenvectors can be expressed as:
[ ]
, ,..., The advantage of the dipeptide is that it reflects the frequency of amino acid occurrence and takes into account the positional information of adjacent amino acids. Its shortcoming is that there are many dimensions and there may be a large amount of redundant information. The redundant information is very easy to cause the complexity of the operation time and may affect the classification accuracy.
The pseudo amino acid (Pseaac) [34] (13) Where N represents the number of amino acids in the protein sequence.
The n-level positional information between amino acid residues is expressed as:
The , i i n X + in the formula can be calculated from: 
Where ω is weight factor, generally taking a value of 0.05.
The physicochemical properties of amino acids [35] are characterized by the classification of seven physical and chemical properties of amino acids into three classes: polar, neutral and hydrophobic. For a certain protein sequence, the eigenvectors of the model are obtained by statistically calculating the frequency of occurrence of polar amino acids, neutral amino acids, and hydrophobic amino acids in the protein sequence. The frequency of polar amino acids, neutral amino acids, or hydrophobic amino acids appears in a certain protein sequence can be obtained by the following formula:
Where the value of i from 1 to 7, and N represents the total number of amino acid residues in the protein sequence. The model ultimately yields a 21-dimensional eigenvector.
The entropy density [36] is obtained by calculating the information entropy of 20 amino acid residues and is also the composition information of the protein sequence. The eigenvector can be expressed as:
[ ] 
Where i f is the frequency at which amino acid residues appear in the protein sequence?
Operation algorithm
The multi-site protein subcellular localization is restricted by imperfect protein sequence annotation in the protein database which affects the accuracy of the final classification results and the generalization of the classification. The selection of a suitable dataset is very important. The algorithm proposed in this paper was implemented on a multi-site human protein dataset and the experimental results were analyzed.
The proposed algorithm mainly includes four parts as shown in figure 1 . The above four parts were combined in three ways in the experiments. The specific implementation process of the proposed algorithm is as follows. Multi-site protein subcellular localization based on DCNN and ensemble The extraction method of features has a great influence on the final classification results. Whether the selected features fully reflect the characteristic of protein sequences is crucial for achieving good positioning results. However, the most important to the final classification results is the design of the classifier. Choosing the appropriate classifier is the pivotal to improving the accuracy of the classification results.
Multi-site protein subcellular localization based on DCNN
Experiments
In the process of multi-site protein subcellular localization, the 2-label RAKEL classification method was used in this experiment that is two sites were located each time.
Multi-site protein subcellular localization based on DCNN
Datasets selection: In the experiment, the method of 10-fold cross validation was adopted. A protein dataset containing 9858 sequences was randomly divided into 10 subsets. In each experiment, 9 subsets were taken as the training set and the remaining 1 subset was used as the test set. In addition, 30% of the sequences in the entire protein dataset were randomly extracted as a validation set for the training process.
As the classification results will be poor in the case of unbalanced samples, samples balance was considered in the selection of the dataset. In the process of randomly dividing the data subset and extracting the verification set, different kinds of samples were extracted corresponding proportions. For example, in the process of located the class-0 cytoplasm and class-1 nucleus, there might be 4 cases, class-0 and class-1 do not exist, class-0 exists and class-1 does not exist, class-0 does not exist and class-1 exists, class-0 and class-1 exist. In the experiment, each of them was randomly divided into 10 subsets. One of the subsets was extracted to constitute test set and the remaining 9 subsets constituted train set. The same principle was applied to the process of extracting the validation set.
Based on the initial training set, the number of categories with the largest number of the four classification categories was used as a standard and the category with smaller number of samples was resample. This was also for the purpose of sample balance. In general, the most samples were two sites do not exist.
The architecture and parameters of DCNN:
The number of input layer nodes of the DCNN is directly related to the selected feature. In this set of experiments, PseAAC feature was selected. Since the length of the shortest amino acid sequence in the protein dataset was 16, the m was selected to be 15 in the process of calculating the PseAAC and finally formed a 35-dimensional PseAAC feature. The number of input layer nodes for DCNN was selected to be 35.
The number of output layer nodes of the DCNN is related to the type of samples to be determined. As two sites was located each time in this experiment, the number of output layer nodes of the DCNN was selected to be 2.
Protein subcellular localization is the process of classifying data sequences. In the experiment, it is hoped that the convolutional layer of DCNN can be used as much as possible to further amplify the difference between different samples. Therefore, the iterative structure of three convolutional layers to connect one pooling layer was used. The specific architecture is shown in table 2.
According to the data distribution characteristics, the convolution layer selected the lrelu as activation function, the non-output forward layer selected the tanh as activation function and the output layer selected the sigmoid as activation function.
The cost function used the least mean squared cost function. For the specific calculation method, see equation (1) . The learning rate was changed in a discontinuous manner with 100,000 iterations per iteration and it was changed from large number to small number.
Measurements:
To quantify the final prediction results, three metrics were used. 
Multi-site protein subcellular localization based on DCNN and ensemble learning
Datasets selection: The classification results obtained using the two-label RAKEL method will be not exactly the same when the combination of the labels is different. This is due to the impact of different data distribution. In this set of experiments, the focus was on the study of the effects of different combinations of labels on the classification results. In order to comprehensively measure the classification results of a classifier and eliminate the difference of the dataset, the whole protein dataset was selected as the test set. The entire protein dataset was resampled using the largest number of categories as a standard to form the training set. Thirty percent of the entire dataset was randomly selected as the validation set for the training process.
RAkEL:
In order to eliminate the influence of different integration methods on the classification results, the RAkEL multi-label classification method was adopted. The classification result of a certain point was obtained by a separate classifier firstly and then the final result was determined by integrating the classifier to vote. This is actually a way of ensemble learning.
Multi-site protein subcellular localization based on DCNN and features fusion
Datasets selection: In this group of experiments, the focus was on studying the effects of different amino acid feature selections on classification results. The twolabel RAKEL method was also used in the experiment. On the selection of the two sites, class-0 cytoplasm and class-1 nucleus were selected. Because the two categories have the largest number of samples and the numbers are close. On the selection of the dataset, the entire protein dataset was selected as the test set. The entire protein dataset was resample using the largest number of categories as a standard to form the training set. Thirty percent of the entire dataset was randomly selected as the validation set for the training process.
Features selection:
The features of protein sequences are divided into the frequency of amino acids, the physical and chemical properties of amino acids, amino acid sequence information and annotation information. Different kinds of features reflect the characteristics of protein sequences from different aspects. This group of experiments mainly studied the effects of different sequence features and multiple feature fusions on the classification results. In the experiment, four features were selected and they were dipeptide, pseudo amino acid, physicochemical properties of pseudo amino acid and entropy density. Among them, the dipeptide reflects the frequency of amino acid pairs appearing in the sequence. The pseudo amino acid includes both the frequency of occurrence of amino acid residues and their physical and chemical properties. The physicochemical properties of amino acids contain the physicochemical properties of seven amino acid residues. The entropy density uses the concept of entropy to measure the frequency of occurrence of amino acid residues.
Results
Multi-site protein subcellular localization based on DCNN
For the purpose of balancing the samples, the two sites selected in the classifier are close in number. Since the rounding was used in the process of randomly dividing the subset, the number of samples contained in the final test set was somewhat different from the number of samples in the protein dataset. For example, for class-0, its number in the overall protein dataset is 3374 and the number of tests performed is 3368. This is because the number was rounded down during the division of 10 subsets. In some cases, the number of tested proteins was greater than the number of such categories in the protein dataset, such as class-9. Its number in the protein database is 392 and the number of test proteins is 440, because the number was rounded up and resampled during the division of 10 subsets. The specific results are shown in figure 2 and table 3.
Multi-site protein subcellular localization based on DCNN and ensemble learning
In the experiment, three classifier integration and five classifier integration were carried out respectively. The specific results are shown in figure 3 . Integrating three classifiers contained classifier-1, classifier-2 and classifier-3 in the figure. Integrating five classifiers contained classifier-1, classifier-2, classifier-3, classifier-4 and classifier-5 in the figure.
Multi-site protein subcellular localization based on DCNN and features fusion
In the experiment, tests of individual features and fusion features were performed separately. The fusion features contain a fusion of two to four features, the specific results are shown in figure 4 and table 4. 
Discussion
Through the first set of experiments, the results of the "10-fold cross validation" of ten categories were respectively obtained and the following conclusions can be obtained. Firstly, the proposed algorithm is effective in multi-site protein subcellular localization. The overall correct rate of classification is 59.13%, which is higher than SAE, SVM and RF [37] , as shown in figure 5 . Specific to The second set of experiments was to select a different combination of categories for the RAKEL classification of the two labels. In the process of classification, the RAkEL multi-label classification not only distinguishes the case where a protein sequence should exist at a certain site, but also distinguishes the case where the protein sequence should not exist at the site. The accuracy of the classification needs to be considered in both cases. Firstly, through the experimental results, it can be seen that the choice of different combinations of categories directly affects the final classification results, which reflects the impact of sample distribution on the classification results. Secondly, increasing the number of integrated classifiers helps to improve the accuracy of classification. For each category, the results of using five classifiers are better than those using three classifiers, as shown in figure 7. The third set of experiments was to select four different features for features fusion and the following conclusions were obtained. First, different features have an impact on the final classification results which is obviously related to whether the selected features can fully reflect the characteristics of each category. For example, for class-0 cytoplasm, the best classification accuracy is 70.44% through the fusion of dipeptide, physicochemical properties and pseudo-amino acid features, and the classification accuracy obtained by physicochemical properties is only 53.96%. For class-1 nucleus, the best classification accuracy obtained by fusion of dipeptide, entropy density and pseudo amino acid is 73.84% and the worst classification rate by dipeptide is only 60.74%. Second, different features fusion methods have different performance for each category. For example, the features fusion mode of dipeptide, physicochemical properties and entropy density is better for classification of class-0 cytoplasmic, but for class-1 nucleus, the performance is poor. Third, the results obtained by using individual features for classification are generally inferior to those obtained using fusion features. For example, in the classification of class-0 cytoplasm, the worst two classifications results using individual features. Fourth, when features are fused, not the more features, the more sufficient they reflect the characteristics of a certain category. For example, in the classification results of the category-1 nucleus, the performance of three features fusion is worse than the classification results obtained by the fusion of two features. In this group of experiments, the results of two sites were correctly judged were considered as correct for the samples. The highest accuracy of sample judgment is the result of the fusion feature of dipeptide, entropy density and pseudo-amino acid, and it is 51.60%. The worst accuracy of samples judgment is obtained by the physical and chemical properties and it is 37.92%. The specific results are shown in figure 8 . The Pseaac represents pseudo amino acid feature. The Entropy represents the entropy density feature. The Physicochemical represents the physicochemical properties of amino acids feature. The "dipeptide + Pseaac" feature represents the fusion of dipeptide and pseudo amino acid features, and so on. The human protein dataset used in this experiment is relatively new. As the number of amino acid sequences contained in the dataset is more than commonly used dataset and the length of the amino acid sequence is different, the human protein dataset is selected to conducive the ability of DCNN to process large-scale data. In order to further verify the generalization ability of DCNN to process different data, this paper verifies on the commonly used Gneg-mPLoc dataset. The classification results were compared with MLKNN and ICNN which achieved good results in multi-site protein subcellular localization on the dataset. The Dataset of Gneg-mPLoc contains 1392 different protein sequences and 1456 locative proteins. The specific results are shown in table 6 .
The experimental results show that the proposed algorithm has higher correct rate of classification than MLKNN and CNN. The other two algorithms have a particularly low recognition rate for certain subcellular locations. The algorithm proposed in this paper has an average correct rate of classification for each subcellular location.
Conclusion
This paper proposed a multi-site protein subcellular algorithm based on deep convolutional neural network. Existing protein subcellular localization methods generally require manual extraction of features and they are generally process multi-site protein sequences separately as single-site protein. The algorithm proposed in this paper can better automatically select features of protein sequences and directly classify multi-site protein sequences.
In order to verify the performance of the algorithm, this paper has done three sets of experiments on the human protein dataset. The first one was to verify the average classification accuracy of the algorithm. For the ten subcellular positions of the proteins contained in the dataset, experiments were carried out by means of "10-fold cross-validation". The experimental results showed that although the number of samples was affected, the algorithm maintained good classification accuracy in each category and the algorithm was robust. The second one was to use the ensemble learning method for classification. It was found that different classifiers have different performance and ensemble learning can achieve better classification results. The third one was to use the method of features fusion to classify. It was found that the way of features fusion helps to improve the classification results, but it is not the more the fusion features, the better classification accuracy will get.
Overall, the algorithm proposed in this paper has achieved a good classification result on protein subcellular localization. During the experiment, it was found that the small number of samples and the uneven distribution of samples greatly affected the final classification results. In the following study, we will further consider how to eliminate or reduce the impact on the final classification results in the case of insufficient sample size. In addition, the use of different structures of DCNN and hyperparameters setting can have a large impact on the classification results. The structure of DCNN and hyperparameters setting mentioned in this paper was based on experiments. In the following study, further consideration needs to be given to how to automatically construct a suitable structure of DCNN and select appropriate hyperparameters on different datasets to achieve better classification results. 
