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Abstract: We present a constructive and self-contained approach to data driven general par-
tition-of-unity copulas that were recently introduced in the literature. In particular, we con-
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1. Introduction  
 
Infinite partition-of-unity copulas have been introduced recently in the paper by Pfeifer et al (2016). For 
the sake of simplicity, we will mainly concentrate on the bivariate case, but also explain how the method 
works in arbitrary dimensions. Our particular interest is the solution of the problem to fit such copulas to 
highly asymmetric data, a question that has remained open so far. 
 
2. A formal framework for data driven partition-of-unity copulas 
 
Let { }0,1,2,3,+ =   denote the set of non-negative integers. We consider sequences { }( )j +Îi iu  and  
{ }( )y +Îj jv   of discrete probabilities over +  with parameters , (0,1),Îu v  i.e.
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defines the density of a bivariate copula, called (infinite) partition-of-unity copula. Note that by construc-
tion, the functions ( )( ) ja=
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tinuous distributions induced by { }( )j +Îi iu  and  { }( ) .y +Îj jv   The copula density c can hence also be 
seen as an appropriate mixture of product densities.  
 
The following three classes of partition-of-unity copulas have been investigated in detail in Pfeifer et al 
(2016): 
 
Example 1 (binomial distributions – Bernstein copula): Let, for fixed integers , 2,³a b   
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  and  , ,( ) ( )y j=b j b jv v  for , +Îi j  and ( , ) (0,1).(2.2)Îu v   
 
Here we have 
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1 1( ) , ( )a j b y= = = =ò òa i a i b j b ju du v dva b  which correspond to discrete uniform dis-
tributions over { }1, 2, , a  and { }1, 2, , , b  resp. The densities ,a if  and ,b jg  are those of a beta distribu-
tion with parameters ( , 1 )+ -i a i  and ( , 1 ),+ -j b j  resp. The corresponding copula density is thus given 
by 
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with 1=ip a   and  
1 , , .+= Î jp i jb  
 
Example 2 (negative binomial distributions): Let, for fixed integers , 0,a b>   
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respond to discrete analogues of a Pareto distribution. The densities ,a if  and ,b jg  are those of a beta dis-
tribution with parameters ( 1, 1)+ +i a  and ( 1, 1),+ +j b  resp. The corresponding copula density is thus 
given by 
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Example 3 (Poisson distributions): Let, for ( ) : ln(1 ) 0, (0,1)=- - > ÎL u u u  and fixed parameters 
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Note that a random variable X with density ,a if  can be represented as 1 exp( ),= - -X Y  where Y follows 
a gamma distribution with shape parameter 1+i  and scale parameter 1.+a   
 
Remark 1. A general method to construct pairs of discrete random variables ( , )X Y  with joint probabili-
ties  ( , )= = =ijp P X i Y j  for , +Îi j  with marginal probabilities { }a +Îi i  and  { }b +Îj j  is due to 
Sklar’s theorem. Assume that XQ  and  YQ  denote the quantile functions of X and Y, resp. and that ( , )U V  
is a pair of random variables with a given copula C  as joint distribution function. Then the pair 
( )( , ) ( ), ( )= X YX Y Q U Q V  has joint probabilities 
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The basic idea for constructing data driven partition-of-unity copulas now is to use appropriate continu-
ous extensions C  of the empirical copula for modelling the { }
,
.+Îij i jp  This approach generalizes the 
classical Bernstein copula approach, allowing also for tail dependence and other desirable properties that 
Bernstein copulas do not share. 
 
For the above examples, the generation of discrete random variables ( , )X Y  with the required properties 
is quite simple. 
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Lemma 1. Let ( , )U V  be a pair of random variables with a given copula C  as joint distribution function. 
Then the random variables ( , )X Y  with the { }
, +Îij i jp  as joint probabilities as in (2.8) from Examples 1, 2 
and 3 can be constructed as follows: 
 
Example 1: ,é ù é ù= =ê ú ê úX aU Y bV , where { }min |é ù = Î ³ê ú z x x z   (round up) 
Example 2: ,
1 1
ê ú ê úê ú ê ú= =ê ú ê ú- -ë û ë û
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3. Constructing partition-of-unity copulas from given data 
 
The starting point for such a construction is the so-called empirical copula which is based on the ranks of 
n multivariate observations. To be more formal, assume that the random vectors ( ),i iX Y  for 1, ,= i n  
are independent and identically distributed, with the same copula C  as joint distribution function for each 
pair ( ), .i iX Y  To avoide complications with possible ties, we assume that the marginal distributions of the 
( ),i iX Y  are continuous. Let the random vectors ( )11 1, ,=  TnR RXR  and ( )21 2, ,=  TnR RYR denote the 
ranks of  the vectors ( )1, ,=  nX XX  and ( )1, , ,=  nY YY  resp. The empirical copula is usually identi-
fied with the point set of relative ranks, i.e. the set 1 211 21, , , , .
1 1 1 1
ì üæ öæ öï ïï ï÷÷ çç ÷÷í ýçç ÷÷ç çï ïè ø è ø+ + + +ï ïî þ
 n nr rr r
n n n n
 For the construction 
of appropriate { }
,
,+Îij i jp  we need the following Lemma. 
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Lemma 2. Let 1, , nC C  be arbitrary bivariate copulas with densities 1, , nc c  and ( ),i iU V  for 1, ,= i n  
independent random vectors with the copula iC  for each pair ( ), .i iU V  Let further  ( )1 11 1, ,=  Tnr rr  and 
( )2 21 2, ,=  Tnr rr  be arbitrary permutations of (1,2, , ) Tn  and the random variable I follow a discrete 
uniform distribution over the set { }1, 2, , , n  independent of  the  ( ),i iU V  for 1, , .= i n  Then the ran-
dom vector ( , )U V  defined by 
 
1 21 1: , :- + - += =I I I Ir U r VU V
n n
                                                   (3.1) 
 
has continuous uniform marginal distributions over (0,1)  and copula density 
 
( )
1 1 2 2 1 21 1, ,1
( , ) ( ) ( ) c 1, 1 , , (0,1).æ ù æ ù- -ç çú úç çç ç= ú úè èû û
= ⋅ ⋅ - + - + Îå k k k k
n
k k kr r r r
k n n n n
c u v n u v nu r nv r u v1 1                      (3.2) 
 
Here A1  denotes the indicator random variable for the event A. 
 
Proof. Let ( ) B  denote the continuous uniform distribution over a Borel set B, with positive Lebesgue 
measure. Obviously, by their construction, the conditional distributions of U and V given I are 
 
1 11( | ) ,
æ öæ ù- ÷çç ú= = ÷çç ÷çç ÷úèè øû
U i ir rP I i
n n
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V i ir rP I i
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  for 1, ,= i n                (3.3) 
 
with corresponding conditional densities 
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i iV r r
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f v I i n v1   for 1, ,= i n                (3.4) 
 
which, by the one-to-one property of permutations, implies 
 
( ]1 11 0,1,1 1
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= = ⋅ = = =å å i i
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U U r r
i i n n
f u P I i f u I i u u1 1   and likewise,  ( ]0,1( ) ( ).=Vf v v1           (3.5) 
 
This shows that the joint distribution function of ( , )U V  is a copula. Similarly, we obtain 
 
( )
1 1 2 2
2
( , ) 1 21 1, ,
( , | ) ( ) ( ) c 1, 1æ ù æ ù- -ç çú úç çç çú úè èû û
= = ⋅ ⋅ ⋅ - + - +
i i i iU V i i ir r r r
n n n n
f u v I i n u v nu r nv r1 1                    (3.6) 
 
which implies (3.2). 
 
Note that to obtain a realization of the random vector ( , )U V  we first have to select a pair ( )1 2,i ir r  from 
the set of all permutation pairs by a discrete uniform distribution over the set { }1, 2, , , n and then draw a 
sample form the Copula iC  rescaled to the interval 1 1 2 2
1 1, , .
æ ù æ ù- -ç çú ú´ç çç çú úè èû û
i i i ir r r r
n n n n
 This corresponds to a par-
ticular patchwork copula construction, see e.g. Durante et al. (2013). 
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The following graphs show different realizations of such a construction for 10=n  and the permutations  
( )1 3,1,4,2,8,6,5,7,9,10= Tr  and ( )2 8,5,7,2,4,6,1,3,9,10= Tr , with local Gaussian copulas for given 
fixed pairwise correlations .r   
 
          
 
           0.75r=                              0.90r=                            0.75r=-                       0.90r=-  
 
 
         
 
                                       0r=                                1r=                                 1r=-                          
 
The last three models are of particular interest: the case 0r=  corresponds to a so-called rook copula (see 
Cottin and Pfeifer (2014)), while the other two cases correspond to so-called shuffles of M (see e.g. 
Nelsen (2006), chapter 3.2.3). In the sequel we denote these last two special (singular) cases as upper 
Fréchet shuffle and lower Fréchet shuffle. 
 
These cases are also extremely easy to simulate. Here is a possible algorithm: 
 
Algorithm 1. 
 
1. Choose a pair ( )1 2, , 1, ,= i ir r i n  at random. 
2. Generate a standard random number z, independent of step 1. 
3. a. For the upper Fréchet shuffle set 1 21 1: , : .i ir z r zu v
n n
- + - += =   
b. For the lower Fréchet shuffle set 1 21: , : .i ir z r zu v
n n
- + -= =  
c. For the rook copula generate a second standard random number w, independent of steps 1 and 
2, and set 1 21 1: , : .i ir z r wu v
n n
- + - += =  
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For the remainder of the paper we will mainly concentrate on these three models, i.e. for the construction 
of data driven partition-of-unity copulas we shall apply Lemma 1 and 2 to the random rank vectors of 
observations, with the iC  being either the upper or lower Fréchet-Hoeffding bound, or the rook copula. 
 
4. Case Studies 
 
In this section, we want to visualize the various effects of binomial, negative binomial and Poisson copula 
models for the data set treated in Cottin and Pfeifer (2014), Example 4.2 and Pfeifer et al (2016), Section 
4. We shall also discuss the effects of the different kinds of dependence modelling (with and without up-
per tail dependence) on the risk measure Value at Risk for the aggregated portfolio with various risk lev-
els, by a Monte Caro study. This resembles the approach treated in Maciag et al (2016). 
 
The following table shows the original data and the corresponding rank vectors.  
 
i ix  iy  1ir  2ir
1 0.468 0.966 4 9
2 9.951 2.679 20 20
3 0.866 0.897 8 4
4 6.731 2.249 19 19
5 1.421 0.956 13 8
6 2.040 1.141 17 15
7 2.967 1.707 18 18
8 1.200 1.008 11 10
9 0.426 1.065 3 12
10 1.946 1.162 15 16
11 0.676 0.918 5 6
12 1.184 1.336 10 17
13 0.960 0.933 9 7
14 1.972 1.077 16 13
15 1.549 1.041 14 11
16 0.819 0.899 6 5
17 0.063 0.710 1 1
18 1.280 1.118 12 14
19 0.824 0.894 7 3
20 0.227 0.837 2 2
 
 
 
The corresponding simulation algorithm can be formulated as follows: 
 
 
 
   graph of original data 
 
 
 
 
   graph of rank vectors 
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Algorithm 2. 
 
1. Choose a pair ( )1 2, , 1, ,= i ir r i n  of empirical ranks at random. 
2. Generate a standard random number z, independent of step 1. 
3. a. For the upper Fréchet shuffle set 1 21 1: , : .i ir z r zu v
n n
- + - += =   
b. For the lower Fréchet shuffle set 1 21: , : .i ir z r zu v
n n
- + -= =  
c. For the rook copula generate a second standard random number w, independent of steps 1 and 
2, and set 1 21 1: , : .i ir z r wu v
n n
- + - += =  
4. Generate a pair ( , )x y  according to Lemma 1. 
 
The following graphs show 5,000 simulated pairs of binomial, negative binomial and Poisson copulas 
with the upper and lower Fréchet shuffle and the rook copula for the given data set, with various parame-
ters, according to Algorithm 2, together with the empirical copula (large points). 
 
     
 
binomial copula, 22, 27= =a b   
 
              upper Fréchet shuffle                            rook copula                        lower Fréchet shuffle 
 
     
 
negative binomial copula, 17, 22= =a b   
 
              upper Fréchet shuffle                            rook copula                        lower Fréchet shuffle 
 
Note in particular that the negative binomial copula with upper Fréchet shuffle has a positive tail depence 
coefficient. 
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Poisson copula, 17, 22= =a b   
 
 
              upper Fréchet shuffle                            rook copula                        lower Fréchet shuffle 
 
The following graphs show the empirical quantile functions ^ ( ),Q u  from the largest 100,000 observa-
tions from a Monte Carlo study of 1,000,000 simulations: 
 
  
 
empirical quantile functions ^ ( ),Q u  upper Fréchet shuffle 
 
  
 
empirical quantile functions ^ ( ),Q u  rook copula 
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empirical quantile functions ^ ( ),Q u  lower Fréchet shuffle 
 
  
 
empirical quantile functions ^ ( ),Q u  negative binomial copula 
 
  
 
empirical quantile functions ^ ( ),Q u  Poisson copula 
 
 
as can be clearly seen, the worst scenario w.r.t. the empirical quantile functions ^ ( )Q u  (and hence for 
the risk measure Value@Risk) depends heavily on the range of u. 
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The following graphs show the pairs ( , )i j  for which the parameters ijp  are positive.  
 
  
 
binomial copula, 22, 27= =a b   
 
                lower Fréchet shuffle                          rook copula                            upper Fréchet shuffle 
 
 
 
 
negative binomial copula, 17, 22= =a b   
 
                lower Fréchet shuffle                          rook copula                            upper Fréchet shuffle 
 
 
 
 
Poisson copula, 17, 22= =a b   
 
                lower Fréchet shuffle                          rook copula                            upper Fréchet shuffle 
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It can be clearly seen that the position of the pairs ( , )i j  follow very closely the graph of rank vectors 
(empirical copula). 
 
The following two graphs show the position of the left lower part of the position of pairs ( , )i j  for the 
negative binomial rook copula with 17, 22,a b= =  and the corresponding values of the parameters .ijp  
 
     
 
Note that the figures in the matrix on the r.h.s. have been calculated according to formula (2.8) above. 
 
 
5. Extensions to arbitrary dimensions 
 
An extension of the approach outlined above to d dimensions with 2>d  is obvious: assume that 
{ }( )j +Îki iu  for 1, ,= k d  represent discrete probabilities with  
 
0
( ) 1j
¥
=
=å ki
i
u  for (0,1)Îu                                                               (5.1) 
and 
1
0
( ) 0j a= >ò ki kiu du  for .+Îi                                                          (5.2) 
Let further { } +Î dpi i  represent the distribution of an arbitrary discrete d-dimensional random vector Z 
over + d  where, for simplicity, we write ( )1, , ,=  di ii  i.e. 
 
( ) , .+= = Î dP piZ i i                                                            (5.3) 
 
Suppose further that for the marginal distributions, there holds 
 
( ) , , 1, , .a += = Î = k kiP Z i i k d                                                    (5.4) 
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Then  
 
( ) ( ), 1
1
,
1
( ) : ( ), , , 0,1j
a+ =Î
=
= = Îå 

k
d
k
d
d
k i k dd
k
k i
k
pc u u ui
i
u u                                       (5.5) 
 
defines the density of a d-variate copula, which is also called generalized partition-of-unity copula. Alter-
natively, we can rewrite (5.5) again as 
 
( ) ( ), 1
1
( ) ( ), , , 0,1
+ =Î
= = Îå 


k
d
d
d
k i k d
k
c p f u u ui
i
u u                                             (5.6) 
 
where the ( )( ) , , 1, ,ja
+= Î =  kiki
ki
f i k d  denote the Lebesgue densities induced by the { }( ) .j +Îki iu   
 
Lemma 2 generalizes accordingly to 
 
 
Lemma 3. Let 1, , nC C  be arbitrary d-dimensional copulas with densities 1, , nc c  and 
( )1, ,= i i idU UU  for 1, ,= i n  independent random vectors with the copula iC  as cumulative distribu-
tion function for each random vector ( )1, , .= i i idU UU  Let further  ( )1 11 1, , , ,=  Tnr rr  
( )1, ,=  Td d dnr rr  be arbitrary permutations of (1,2, , ) Tn  and the random variable I follow a discrete 
uniform distribution over the set { }1, 2, , , n  independent of  ( )1, ,= i i idU UU  for 1, , .= i n  Then the 
random vector ( )1, ,=  dU UU  defined by 
 
1: - += kI Ikk r UU n   for  1, ,= k d                                            (5.7) 
 
has continuous uniform marginal distributions over (0,1)  and copula density 
 
( )11 1 1 11
,11
( , , ) ( ) c 1, , 1 , , , (0,1).- æ ù-ç úç= ç= úçè úû
= ⋅ - + - + Îå  jk jk
n d
d
d j k k d dk dr r
jk n n
c u u n u nu r nu r u u1             (5.8) 
 
 
Correspondingly, Algorithm 2 extends to 
 
  
 
14
Algorithm 3. 
 
1. Choose a vector ( )1 , , , 1, ,= i dir r i n  of empirical ranks at random. 
2. Generate a standard random number 1,z  , independent of step 1. 
3. a. For the upper Fréchet shuffle set 1 1 11
1 1: , , : .- + - += =i didr z r zu un n   
b. For the rook copula generate 1-d further standard random numbers 2 , , , dz z  independent of 
steps 1 and 2, and set 1 11
1 1: , , : .- + - += =i di ddr z r zu un n  
4. Generate the components jx  of the vector 1( , , ) dx x  according to Lemma 1. 
 
Note that for the lower Fréchet shuffle, there is no analogue to Algorithm 2 since the lower Fréchet bound 
is not a copula in d dimensions for 2.>d   
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