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TORIC NETWORKS, GEOMETRIC R-MATRICES AND
GENERALIZED DISCRETE TODA LATTICES
REI INOUE, THOMAS LAM, AND PAVLO PYLYAVSKYY
Abstract. We use the combinatorics of toric networks and the double affine geometric
R-matrix to define a three-parameter family of generalizations of the discrete Toda
lattice. We construct the integrals of motion and a spectral map for this system.
The family of commuting time evolutions arising from the action of the R-matrix is
explicitly linearized on the Jacobian of the spectral curve. The solution to the initial
value problem is constructed using Riemann theta functions.
1. Introduction
We study a generalization of the discrete Toda lattice parametrized by a triple of
integers (n,m, k), which corresponds to a network on a torus with n horizontal wires, m
vertical wires and k shifts at the horizontal boundary. An example of the kind of toric
network that we consider is given in Figure 1.
Figure 1. The toric network for n = 3, m = 4 and k = 0.
The phase space M of our system is the space of parameters qij ∈ C assigned to
each of the crossings of the wires (a 3 × 4 = 12 dimensional space for the example in
Figure 1). We construct two families of commuting discrete time evolutions acting on
the parameters qij, together generating an action of Z
m × ZN , where N := gcd(n, k).
These time evolutions act as birational transformations of the phase space. The purpose
of this paper is to study the algebro-geometrical structure of these maps and to solve
the corresponding initial value problem.
The rational transformations of the phase space come from the affine geometric R-
matrix, acting on the parameters of two adjacent parallel wires, either horizontal or
vertical. The affine geometric R-matrix arises in the theory of affine geometric crystals
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[BK,KN1,KN2], being a birational lift of the combinatorial R-matrix of certain tensor
products of Kirillov-Reshetikhin crystals for Uq(ŝln) [KKMMNN]. Geometric R-matrices
also arises independently in the study of Painleve´ equations [KNY] and total positivity
[LP13]; see also [Kir,Eti].
The geometric R-matrix satisfies the Yang-Baxter relation and we show in Theorem
2.4 that the action of the geometric R-matrix generates commuting birational actions
of two affine Weyl groups W and W˜ : one swapping horizontal wires, and one swapping
vertical wires. The commutativity was proved in [KNY] for the case k = 0; we extend it
here to arbitrary k.
The Zm × ZN time-evolutions of our dynamical system come from the subgroup of
translation elements in the corresponding affine Weyl group. In the case (n,m, k) =
(n, 2, n − 1), a rational map given by one of the Zm=2 actions corresponds to the dis-
cretization of the well-known n-periodic Toda lattice equation, studied in [HTI].
The dynamics that we study come from positive birational maps, and they tropicalize
to the box-ball system [TS] and the combinatorics of jeu-de-taquin (see §2.5.2).
To study the dynamics of our generalized discrete Toda lattice, we construct a spectral
map
φ :M−→ {plane algebraic curve} × Picg(Cf)× Sf × RO ×RA
(qij) 7−→ (Cf ,D, (c1, . . . , cM), O, A)
where Cf is a spectral curve, D ∈ Picg(Cf) is degree g divisor, and the remaining data
is explained in §5. We show that when appropriately restricted, the spectral map is
an injection. Such spectral data is frequently encountered in the theory of integrable
systems, and our approach follows that of van Moerbeke and Mumford [vMM]. Van
Moerbeke and Mumford used similar spectral data to study periodic difference operators.
The heart of our work is the calculation of the double affine geometric R-matrix action
in terms of the spectral data: we show that the translation subgroup Zm × ZN acts as
constant motions on the Jacobian of Cf , while the symmetric subgroups of W and of W˜
act by permuting the additional data RO and RA (which are certain special points on
Cf).
We explicitly invert (for N = 1) the spectral map φ using Riemann theta functions,
and give a solution to the initial value problem. This extends work of Iwao [I08, I10],
who studied the initial value problem of the Zm action in the (n,m, n− 1) and (n,m, 0)
cases. We relate our theta function solutions to the octahedron recurrence [Spe] via
Fay’s trisecant identity [Fay]. We also give an interpretation of our dynamics in terms
of dimer model transformations [GK].
Outline. The outline of this paper is as follows: in §2, we introduce a family of com-
muting actions on the toric network, generalizating the discrete Toda lattice. We briefly
summarize the main results of this paper in §2.4, and give some examples and applica-
tions in §2.5. In §3, we introduce a space L of Lax matrices for our system, and construct
the spectral curves Cf , where f ∈ C[x, y]. We also study certain special points on our
spectral curves, and analyze some of the singular points. In §5, we study the spectral
map which sends a point in the phase space to the spectral curve Cf , a divisor D on
GENERALIZED DISCRETE TODA LATTICES 3
Cf , and some additional data. We modify the strategy in [vMM] to fit our situation. In
§4 and §6 we present the proofs of results in §3 and §5 respectively. In particular, the
coefficients of the spectral curves (which are integrals of motion) are described explicitly
in terms of the combinatorics of these networks. In §7, we study the vertical Zm actions,
the horizontal ZN actions, and the snake path actions. We show that all the actions
preserve the spectral curve, and the commuting m+N actions induce constant motions
on the Picard group of Cf , through the map φ. In §8, we solve, for the case of N = 1,
the initial value problem for the commuting actions by constructing the inverse of φ in
terms of the Riemann theta function. Our method extends the strategy in [I10]. For
N > 1, a solution is given that relies on a technical condition. In §9, we show that the
theta function solution for the system satisfies the octahedron recurrence, by specializing
Fay’s trisecant identity for the Riemann theta function. In §10, we study the symmetry
between the network and its transposition obtained by swapping the roles of the vertical
and the horizontal wires. In §11, we realize the R-matrix transformation on a toric net-
work in terms of transformations of the honeycomb dimer model on a torus [GK]. An
explicit interpretation of the R-matrix as a cluster transformation will be the subject of
future work [ILP], so we do not elaborate on the relation to cluster structures here.
Future directions. There are several systematic ways to construct integrable ratio-
nal maps using combinatorial objects on surfaces, such as directed networks, electrical
networks, and bipartite graphs [LP13,GK,GSTV]. In particular, the R-matrix of the
present work has an “electrical” analogue [LP12b]. It would be interesting to study these
discrete-time dynamical systems from the view point of algebraic geometry (Cf. [FM]).
In all these cases, the rational transformations are additionally positive, and can be
tropicalized to piecewise-linear maps that generate a discrete-time and discrete-space
dynamical system. It is natural to consider the tropical counterpart of our work using
tropical geometry as in [IT], where tropical curves and tropical theta functions are used
to study the piecewise-linear map arising from the (n,m, k) = (n, 2, n− 1) case.
Acknowledgments. We thank Rick Kenyon for helpful discussions. We also thank the
anonymous referee for kind comments which improved the manuscript.
2. Dynamical system from a toric network
We study the action of the geometric R-matrix on an array of variables. The geometric
R-matrix generates an action of a product of commuting (extended) affine symmetric
groups, acting as birational transformations.
2.1. The affine geometric R-matrix. For a vector a = (a1, . . . , an), let a
(i) :=
(ai+1, ai+2, . . . , an, a1, . . . , ai). Let a = (a1, . . . , an) and b = (b1, . . . , bn) be two vectors.
Define the energy E(a,b) to be
E(a,b) =
n−1∑
i=0
(
i∏
j=1
bj
n∏
j=i+2
aj
)
.
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Define the affine geometric R-matrix to be the transformation R : (a,b) 7→ (b′, a′), given
by
b′i = bi
E(a(i),b(i))
E(a(i−1),b(i−1))
and a′i = ai
E(a(i−1),b(i−1))
E(a(i),b(i))
.
We will usually think of R as a birational transformation of Cn × Cn.
It is easy to see
n∏
i=1
ai =
n∏
i=1
a′i and
n∏
i=1
bi =
n∏
i=1
b′i. (2.1)
2.2. Description of dynamics. The R-matrix can be used to act on a rectangular
array of variables, by acting on consecutive pairs of rows or of columns.
Let a, b, c be three positive integers, and let 0 ≤ d < c be a nonnegative integer
satisfying gcd(c, d) = 1. Note that we allow d = 0 if and only if c = 1. Let d−1 be the
unique number in the range 0 ≤ d−1 < c such that dd−1 = 1 mod c. For a positive
integer a, we define [a] := {1, 2, . . . , a}.
We consider an array of a×b×c variables {qa,b,c}a∈[a],b∈[b],c∈[c]. We consider two distinct
ways to arrange them in a two-dimensional rectangular array:
qi,j = qa,b,c for i = a, j = b+ b(c− 1) (2.2)
and
q˜i,j = qa,b,c for i = b+ 1− b, j = ad−1c− a+ 1 mod ac. (2.3)
By convention, qi,j denotes the entry in the i-th column and j-th row. We call these
arrays Q and Q˜. The first array Q has dimensions bc × a and the second array Q˜ has
dimensions ac × b. Note that changing a 7→ b, d 7→ d−1, qa,b,c 7→ q1−b,1−a,d−1c swaps Q
and Q˜.
Example 2.1. Let (a, b, c, d) = (2, 2, 2, 1). The two arrays are as follows.
Q :=

q1,1,1 q2,1,1
q1,2,1 q2,2,1
q1,1,2 q2,1,2
q1,2,2 q2,2,2
 , Q˜ :=

q2,2,1 q2,1,1
q1,2,1 q1,1,1
q2,2,2 q2,1,2
q1,2,2 q1,1,2
 . (2.4)
Example 2.2. Let (a, b, c, d) = (3, 2, 3, 2). The two arrays are as follows.
Q :=

q1,1,1 q2,1,1 q3,1,1
q1,2,1 q2,2,1 q3,2,1
q1,1,2 q2,1,2 q3,1,2
q1,2,2 q2,2,2 q3,2,2
q1,1,3 q2,1,3 q3,1,3
q1,2,3 q2,2,3 q3,2,3
 , Q˜ :=

q3,2,1 q3,1,1
q2,2,1 q2,1,1
q1,2,1 q1,1,1
q3,2,3 q3,1,3
q2,2,3 q2,1,3
q1,2,3 q1,1,3
q3,2,2 q3,1,2
q2,2,2 q2,1,2
q1,2,2 q1,1,2

. (2.5)
The arrays Q and Q˜ correspond to a network on a torus in the following way. Let G
a network embedded into a torus, as illustrated in Figure 2. Each rectangle of red lines
denotes the fundamental domain of the torus. There are a vertical “wires” (directed
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upwards), forming a simple curves in the torus with the same homology class, and bc
horizontal wires (directed to the right), which form b simple curves on the torus with
another homology class: the top bd right ends of horizontal wires cross the top edge
and come out on the other side. We set qij at the crossing of the i-th vertical and the
j-th horizontal wires, then Q corresponds to the configuration of the qij on G. When
we see G from the inside of the torus, the roles of the vertical and horizontal wires are
interchanged; there are b vertical wires forming b simple curves, and ac horizontal wires
forming a simple curves. The top ad−1 ends of horizontal wires cross the top edge and
come out on the other side. The array Q˜ corresponds to this “from-inside” configuration,
where q˜ij is placed at the crossing of the i-th vertical and the j-th horizontal wires.
See Figure 3 for the network in the case of Example 2.2, where the lines with the same
color in the two pictures are identical simple curves in G.
✻ ✻ ✻ ✻ ✻ ✻ ✻ ✻ ✻ ✻
✲
✲
✲
✲
✲
✲
✲
✲
✲
✲
✲
r r r r
r r r r
r r r r
r r r r
r
r
r
r
r
r
r
r
r
r
r
r
r
r
r
r
r
r
r
r
r
r
r
r
r
r
r
r
r
r
r
r
r
1 2 · · · a
1 2 · · · a
1 2 · · · a
1
2
...
bd
bd+ 1
...
bc
1
2
...
bd
1 + b(c − d)
2 + b(c − d)
...
bc
1
...
b(c− d)
Figure 2. Toric network
Definition 2.3. Let A = {ai,j}i∈[s],j∈[r] be an r × s array. Let ai = (ai,j)j∈[r], and write
aTi for the transpose of ai. For 1 ≤ ℓ ≤ s− 1, define the array sℓ(A) by
sℓ(A) =
(
aT1 , . . . , a
T
ℓ−1, (a
′
ℓ+1)
T , (a′ℓ)
T , aTℓ+2, . . . , a
T
s
)
(2.6)
if A = (aT1 , . . . , a
T
ℓ−1, a
T
ℓ , a
T
ℓ+1, a
T
ℓ+2, . . . , a
T
s ), and R(aℓ, aℓ+1) = (a
′
ℓ+1, a
′
ℓ). Also define an
array π(A) by the formula
π(A)i,j = ai,j−1. (2.7)
Here we consider the first index modulo r and the second index modulo s.
LetM≃ Cabc be the phase space of our dynamical system and regard (qa,b,c)a∈[a],b∈[b],c∈[c]
as coordinates onM. Applying the above definition to the array Q, we obtain operators
s1, . . . , sa−1 and π˜ acting on M. Similarly, applying this definition to the array Q˜, we
6 REI INOUE, THOMAS LAM, AND PAVLO PYLYAVSKYY
Q : ✻ ✻ ✻
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3
Figure 3. Network for the case of (3, 2, 3, 2)
obtain operators s˜1, . . . , s˜b−1 and π acting on M. We emphasize that (2.7) for Q gives
the operation π˜, while (2.7) for Q˜ gives the operation π.
The following result generalizes a result of Kajiwara, Noumi and Yamada [KNY].
Theorem 2.4. The operators sℓ and π generate an action of an extended affine symmet-
ric group W = (Z/acZ)⋉Ŝa onM. Here Z/acZ is the cyclic group of order ac and Ŝa is
the affine symmetric group (the Coxeter group) of type A˜a−1. Similarly, the operators s˜ℓ
and π form an action of an extended affine symmetric group W˜ = (Z/bcZ)⋉ Ŝb on M,
where (Z/bcZ) is the cyclic group of order bc. Furthermore, these two actions commute.
Precisely, on M the following relations hold.
sℓsℓ+1sℓ = sℓ+1sℓsℓ+1, sjsℓ = sℓsj (|j − ℓ| > 1), s2ℓ = 1,
πsℓ+1 = sℓπ, π
ac = 1,
s˜ℓs˜ℓ+1s˜ℓ = s˜ℓ+1s˜ℓs˜ℓ+1, s˜j s˜ℓ = s˜ℓs˜j (|j − ℓ| > 1), s˜2ℓ = 1,
π˜s˜ℓ+1 = s˜ℓπ˜, π˜
bc = 1,
sj s˜ℓ = s˜ℓsj, π˜sℓ = sℓπ˜, πs˜ℓ = s˜ℓπ, π˜π = ππ˜.
In the above formulae, the index of sℓ is taken modulo a, and s0 is defined by the equation
πs1 = s0π. Similarly, the index of s˜ℓ is taken modulo b, and s˜0 is defined by the equation
π˜s˜1 = s˜0π˜.
The proof of Theorem 2.4 is delayed to §4.5.
Example 2.5. In Example 2.1 we have
s1(Q)1,1,1 = q2,1,1
q1,1,2q1,2,2q1,1,1 + q2,2,1q1,2,2q1,1,1 + q2,2,1q2,1,2q1,1,1 + q2,2,1q2,1,2q2,2,2
q1,2,1q1,1,2q1,2,2 + q2,1,1q1,1,2q1,2,2 + q2,1,1q2,2,1q1,2,2 + q2,1,1q2,2,1q2,1,2
,
s˜1(Q˜)1,1,1 = q1,2,1
q1,1,1q2,1,2q1,1,2 + q1,1,1q2,1,2q2,2,1 + q1,1,1q1,2,2q2,2,1 + q2,2,2q1,2,2q2,2,1
q2,1,2q1,1,2q2,1,1 + q2,1,2q1,1,2q1,2,1 + q2,1,2q2,2,1q1,2,1 + q1,2,2q2,2,1q1,2,1
,
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π˜(Q)1,1,1 = q1,2,1, π(Q˜)1,1,1 = q2,1,2.
We leave it for the reader to verify that s1 and π commute with s˜1 and π˜, as an easy
computational exercise.
We can present the extended affine symmetric groups W and W˜ as follows. The finite
symmetric group Sa acts naturally on the lattice Z
a, fixing the subgroup generated by
the vector (1, 1, . . . , 1). Thus we have an action of Sa on the quotient Z
a/Z(c, c, . . . , c).
Then we have that W = Sa ⋉ (Z
a/Z(c, c, . . . , c)). The commutative normal subgroup
Za/Z(c, c, . . . , c) is generated by eu for 1 ≤ u ≤ a:
eu = (su · · · sa−1)(su−1 · · · sa−2) · · · (s1 · · · sa−u)πu. (2.8)
The element eu is identified with the vector eu = (1, . . . , 1, 0, . . . , 0) ∈ Za with u 1-
s. Note that ea = π˜
a satisfies ec
a
= 1 agreeing with the fact that (c, c, . . . , c) = 0 in
Za/Z(c, c, . . . , c). Similarly, we have W˜ = Sb⋉(Z
b/Z(c, c, . . . , c)), where the commutative
normal subgroup Zb/Z(c, c, . . . , c) is generated by e˜u for 1 ≤ u ≤ b:
e˜u = (s˜u · · · s˜b−1)(s˜u−1 · · · s˜b−2) · · · (s˜1 · · · s˜b−u)π˜u. (2.9)
Now, the operators eu and e˜u all commute, and thus give an action of Z
a/Z(c, c, . . . , c)×
Z
b/Z(c, c, . . . , c) on M! We will think of this as a discrete dynamical system with a+ b
different time evolutions. We shall find a complete set of integrals of motion for this
system, and study the initial value problem.
2.3. Change of indexing. Instead of the quadruple (a, b, c, d), we shall also index our
systems with triples (n,m, k), given by
n = bc, m = a, k = bd.
We shall also set
N := gcd(n, k) = b, n′ := n/N = c, k′ := k/N = d, M := gcd(n,m+ k).
The quadruple (a, b, c, d) can be recovered via
a = m, b = gcd(n, k), c = n/ gcd(n, k), d = k/ gcd(n, k).
The involution Q 7−→ Q˜ is associated with the following changes of indices:
(a, b, c, d) 7−→ (b, a, c, d−1),
(n,m, k) 7−→ (mn′, N, k¯′m),
where k¯′ := (k′)−1 is taken modulo n′.
Through (2.2) or (2.3) we identify q = (qa,b,c) ∈ M with Q = (qi,j) ∈ Matn,m(C)
or Q˜ = (q˜i,j) ∈ Matmn′,N(C). Correspondingly, the network G has m vertical wires
(directed upwards) which form m simple curves on the torus with the same homology
class, and n horizontal wires (directed to the right) which form N simple curves on the
torus with another homology class.
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2.4. Main results. Let M ≃ Cabc = Cmn be the phase space where the ring O(M) of
regular functions on M is generated by qi,j (i ∈ [m], j ∈ [n]). In §3, we shall define a
map ψ : M → C[x, y]. Every coefficient of f(x, y) = ψ(q) is a regular function on M.
We then have (see Corollary 7.6) the following result.
Theorem. The actions of the affine symmetric groups W and W˜ on M preserve each
fiber ψ−1(f) for f ∈ ψ(M). In particular, the coefficients of f(x, y) are integrals of
motion of the commuting Zm and ZN actions.
In §3.2, we give a combinatorial description of every coefficient of f , as generating
functions of path families on a network on the torus.
Now fix a generic f ∈ ψ(M) such that the affine plane curve {(x, y) | f(x, y) = 0} ⊂ C2
is smooth (except for (0, 0)), and let Cf be the smooth completion of the affine curve.
We shall call Cf the spectral curve. In §3, we define distinguished special points, P ,
Au (u ∈ [m]) and Ou (u ∈ [N ]) on Cf . We apply the results and techniques of van
Moerbeke and Mumford [vMM] to establish the following; see Theorem 5.4.
Theorem. Fix a generic f ∈ ψ(M). There is an injection
φ : ψ−1(f) →֒ Picg(Cf )× Sf × RO ×RA,
where
(1) g is the genus of Cf , and Pic
g(Cf) is the Picard group of Cf , of degree g;
(2) Sf ≃ (C∗)M−1 ⊂ (C∗)M ;
(3) RO is a finite set of cardinality N !, identified with the N ! orderings of {O1, O2, . . . , ON};
and
(4) RA is a finite set of cardinalitym!, identified with them! orderings of {A1, A2, . . . , Am}.
In fact, our Theorem 5.4 identifies the image of φ.
Define the divisorsAu := uP−
∑u
i=1Ai andOu := uP−
∑N
j=N−u+1Oj. The commuting
time evolutions eu (2.8) and e˜u (2.9) can be described as follows (Theorem 7.2 and
Theorem 7.3).
Theorem. Suppose φ(q) = ([D], (c1, . . . , cM), O, A). Then we have
φ(eu(q)) = ([D −Au], (cu+1, . . . , cM , c1, . . . , cu), O, A) for u = 1, . . . , m,
φ(e˜u(q)) = ([D +Ou], (cM−u+1, . . . , cM , c1, . . . , cM−u), O, A) for u = 1, . . . , N.
Furthermore, the finite symmetric subgroups SN ⊂ W˜ and Sm ⊂ W act naturally on
RO and RA respectively and do not affect the rest of the spectral data.
In other words, the time evolutions eu and e˜u are linearized on Pic
g(Cf). Our approach
to Theorem 7.3 is similar to that of Iwao [I08].
When N = 1, we give in Theorem 8.5 an explicit formula for the inverse to the map
φ, which also explicitly solves the initial value problem for our dynamics. For t ∈ Zm,
let (qtj,i) denote the point in the phase space after time evolution in the direction t.
Theorem. When N = 1, we have a formula
qtj,i = C
θ
t+ej
i (P ) θ
t+ej−1
i−1 (P )
θ
t+ej−1
i (P ) θ
t+ej
i−1 (P )
,
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where θti(P ) is a particular value of the Riemann theta function, and C is a constant
depending only on (c1, . . . , cM), O, and A.
2.5. Examples.
2.5.1. Discrete Toda lattice. Let (a, b, c, d) = (2, 1, n, n−1) (i.e. (n,m, k) = (n, 2, n−1)).
We set qi,j = qa,1,c for i = a, j = c, and regard q := (qi,j)i∈[2],j∈[n] as a coordinate of
M≃ C2n. The resulting Z2-action onM is generated by e1 and e2, where e2 simply acts
on M as e2(qi,j) = qi,j+1. As for e1, when we define qt := et1(q) for q ∈M, the action of
e1 is rewritten as a system of difference equations:{
qt+11,j q
t+1
2,j = q
t
2,jq
t
1,j+1,
qt+11,j+1 + q
t+1
2,j = q
t
2,j+1 + q
t
1,j+1.
(2.10)
This is the discretization of n-periodic Toda lattice equation studied in [HTI]. Actually,
we recover the original Toda lattice equation d
2
dt2
xj = e
xj+1−xj − exj−xj−1 by setting qt1,j =
1 + δ d
dt
xj and q
t
2,j = δ
2exj+1−xj , and taking the limit δ → 0. Here we set qt∗,j = q∗,j(δt)
for ∗ = 1, 2 and xj = xj(t).
A simple generalization of the discrete Toda lattice is the case of (a, b, c, d) = (m, 1, n, n−
1). Its initial value problem was studied by Iwao [I08, I10] by applying [vMM]. He also
studied the similar problem in the case of (a, b, c, d) = (m, 1, n, 0) in [I09].
2.5.2. Tropicalization and tableaux. Let T1 and T2 be two semistandard tableaux of rect-
angular shapes. Define T1⊗T2 to be the concatenation of the two into a skew tableaux by
placing T2 North-East of T1. Let jdt(T1⊗T2) denote the straight shape tableau obtained
by performing jeu-de-taquin on T1 ⊗ T2. The following result is well-known.
Lemma 2.6. There is a unique pair of rectangular semistandard tableaux T ′1 and T
′
2 such
that T ′i has the same shape as Ti (for i = 1, 2), and jdt(T1 ⊗ T2) = jdt(T ′2 ⊗ T ′1).
Example 2.7. Suppose
T1 =
1 2
3 3
and T2 = 1 2 3 .
Then one has
T ′2 = 1 3 3 and T
′
1 =
1 2
2 3
.
The transformation R(T1, T2) = (T
′
2, T
′
1) is called the combinatorial R-matrix. It ap-
pears in the theory of crystal graphs as the isomorphism map between tensor products
of Kirillov-Reshetikhin crystals. The following property is well-known.
Theorem 2.8. The combinatorial R-matrix is an involution. Furthermore, it satisfies
the braid relation:
(R ⊗ Id)(Id⊗ R)(R⊗ Id) = (Id⊗ R)(R⊗ Id)(Id⊗R).
Now, let {qa,b,c}a∈[a],b∈[b],c∈[c] be an array of nonnegative integers. Define Q = (qi,j) and
Q˜ = (q˜i,j) as before:
qi,j = qa,b,c for i = a, j = b+ b(c− 1)
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and
q˜ij = qa,b,c for i = b+ 1− b, j = ad−1c− a + 1.
We create single-row tableaux from Q and Q˜ as follows. For each i ∈ [a], let Ti be the
single-row tableau with qi,j j-s. For each i ∈ [b], let T˜i be the single-row tableau with
q˜i,j j-s. We view T = T1⊗ . . .⊗ Ta and T˜ = T˜1⊗ . . .⊗ T˜b as tropical analogues of Q and
Q˜.
Let us define an action ofW on qa,b,c as follows. For T = T1⊗. . .⊗Ta and 1 ≤ ℓ ≤ a−1
let
sℓ(T ) = T1 ⊗ . . .⊗ T ′ℓ+1 ⊗ T ′ℓ ⊗ . . .⊗ Ta.
That is, we apply the combinatorial R-matrix to the ℓ-th and (ℓ + 1)-st factors. In
addition, let π˜ act on T by applying Schutzenberger’s promotion operator [Sch] to each
factor Ti. Similarly, we define s˜ℓ and π acting on T˜ .
Theorem 2.9. The operators sℓ and π form an action of the extended affine symmetric
group W on qa,b,c. Similarly, operators s˜ℓ and π˜ form an action of the extended affine
symmetric group W˜ on qa,b,c. These two actions commute. These two operations are the
tropicalizations of the rational actions of Theorem 2.4.
Here tropicalization refers to the formal operation of substitution
C 7→ Z, × 7→ +, ÷ 7→ −, + 7→ min .
Under this substitution, the geometric R-matrix becomes a piecewise-linear involution of
Zn × Zn, which is the combinatorial R-matrix. In other words, the W dynamics we are
considering in this paper is a birational lift of the dynamics of repeated application of
the combinatorial R-matrix on a sequence of a single-row tableaux, arranged in a circle.
Example 2.10. Let (a, b, c, d) = (2, 2, 2, 1) as in Example 2.1. Take T = 22222344 ⊗
1234. Then T˜ = 122222344⊗ 134. We have
s1(T ) = 2234⊗ 12222344, s1(T˜ ) = 111122334⊗ 134;
π˜(T ) = 11111233⊗ 1234, π˜(T˜ ) = 123⊗ 122222344;
s˜1(T ) = 11112334⊗ 1233, s˜1(T˜ ) = 124⊗ 122223344;
π(T ) = 1234⊗ 22222344, π(T˜) = 111112334⊗ 234.
Remark 2.11. The corresponding commuting crystal actions in the case c = 1 were
considered by Lascoux in [Las] and by Berenstein-Kazhdan in [BK].
2.5.3. Box-ball systems. The box-ball system is an integrable cellular automaton intro-
duced by Takahashi and Satsuma [TS]. It is described by an algorithm to move finitely
many balls in an infinite number of boxes aligned on a line, where a consecutive array of
occupied boxes is regarded as a soliton. This system is related to both of the previous
two examples; the global movements of solitons are equivalent to the tropicalization of
the discrete Toda lattice (2.10). The symmetry of the system is explained by the crystal
base theory, where the dynamics of bolls is induced by the action of the combinatorial
R-matrix.
See [IKT] for a comprehensive review of the combinatorial and tropical aspects of the
box-ball system.
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3. Lax matrix and spectral curve
3.1. Lax matrix. Fix integers n,m, k such that n ≥ 2, m ≥ 1 and 1 ≤ k ≤ n. From
now on we shall mainly use q := (qij)i∈[m],j∈[n] as a coordinate of the phase spaceM. We
identify q ∈ M with an m-tuple of n by n matrices Q := (Qi(x))i=1,...,m with a spectral
parameter x, where
Qi(x) :=

qi1 0 0 x
1 qi2 0 0
0
. . .
. . . 0
0 0 1 qin
 . (3.1)
Let L be the set of n by∞ scalar matrices A := (aij)1≤i≤n, j∈Z satisfying the following
conditions:
aij =

1 j − i = −m− k
aij ∈ C −m− k + 1 ≤ j − i ≤ −k
0 otherwise.
(3.2)
In particular, A has finitely many nonzero entries. For A ∈ L, we define an n by n
matrix L(A; x) = (l(x)ij)1≤i,j≤n by
l(x)ij =
∑
ℓ∈Z
ai,j−ℓn xℓ. (3.3)
We may identify L with Cmn, and identify A ∈ L with L(A; x).
Now define a map α :M→ L by
α : Q = (Q1, Q2, . . . , Qm) 7−→ L(x) := Q1(x)Q2(x) · · ·Qm(x)P (x)k,
where
P (x) :=

0 0 0 x
1 0 0 0
0
. . .
. . . 0
0 0 1 0
 . (3.4)
We call L(x) the Lax matrix. Our approach to the study of L(x) is close to that of van
Moerbeke and Mumford [vMM].
We give a combinatorial description of the Lax matrix by using highway paths on the
network G. We introduce the “x-line” as illustrated in Figure 4, where the top k right
ends of horizontal wires cross the x-line (the top edge) and come out on the other side.
There are n sources labeled 1, 2, . . . , n on the left and n sinks labeled 1, 2, . . . , n on the
right. Each sink j is connected to the source j+k mod n by a wire, as illustrated in the
figure. There are mn intersection points between the vertical wires and the horizontal
wires, which we call the (i, j)-crossroads, where i = 1, 2, . . . , m indexes the vertical wire,
and j = 1, 2, . . . , n indexes the horizontal wire. Let us denote by G′ the cylindrical
network obtained by gluing only the upper and lower edges of Figure 4. In the torus
network G, source i and sink i are the same point. In the cylindrical network G′, source
i and sink i are distinct points.
Let us introduce the notion of highway paths following [LP13]. A highway path p is
a directed path in the network G (or G′) with the following property: at any of the
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1 1
k
n
n− k
n− k + 1
n
1 + k
x-line
Figure 4. The toric network G, with a coil and a snake path shown.
crossroads, if the path is traveling upwards, it must turn right. We shall only consider
highway paths that start at one of the sources 1, 2, . . . , n and end at one of the sinks
1, 2, . . . , n. The weight wt(p) of a highway path p is defined as follows. Every time p
passes the x-line it picks up the weight x. Every time p goes through the (i, j)-crossroad,
it picks up the weight qij or 1, according to Figure 5. The weight wt(p) is the product
of all these weights. The condition that a highway path must turn right when travelling
up into a crossroad is indicated in the Figure 5: we can think of such a turn as giving
weight 0. Finally, a highway path p may use no edges. In this case, we consider the path
p to start at some source i, and end at the sink i. We declare such paths to be abrupt,
and have weight wt(p) = −y.
✲ ✲ ✲ ✲
✻ ✻ ✻ ✻
weights: 1 qij 1 0
Figure 5. Highway paths
The following lemma gives a highway-path description of the Lax matrix, which is a
variant of the results of [LP13]. It follows directly from the definitions.
Lemma 3.1. Let L(x) = α(q) for q ∈M. For 1 ≤ i, j ≤ n, we have
(i, j)-th entry of L(x)− y =
∑
p
wt(p),
where the summation is over highway paths in G′ from source i to sink j.
3.2. Spectral curve and Newton polygon. Define a map ψ : M → C[x, y] as the
composition of α :M→ L and the map β : L → C[x, y],
Q = (Q1, Q2, . . . , Qm)
α7−→ L(x) = Q1(x)Q2(x) · · ·Qm(x)P (x)k β7−→ det(L(x)− y).
Consequently, for Q = (Q1, . . . , Qm) ∈ M we have an affine plane curve C ′ψ(Q) in C2,
given by the zeros of ψ(Q). We call this curve the spectral curve.
Each term of ψ(Q) corresponds to the weight of specific highway paths as follows. We
say that a pair of paths is noncrossing if no edge is used twice, and that a family of paths
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is noncrossing if every pair of paths is noncrossing. Suppose p = {p1, p2, . . . , pn} is an
unordered noncrossing family of n paths in G′ using all the sources and all the sinks. The
non-abrupt paths in p induce a bijection of a subset S ⊂ [n] with itself. We let sign(p)
denote the sign of this permutation. The following theorem is a reformulation [MIT]. In
our language, the proof is very similar to [LP12a, Theorem 3.5].
Theorem 3.2. We have
f(x, y) = det(L(x)− y) =
∑
p={p1,p2,...,pn}
sign(p)wt(p1)wt(p2) · · ·wt(pn),
where the summation is over noncrossing (unordered) families of n paths in G′ using all
the sources and all the sinks. In other words, the coefficient xayb in f(x, y) = det(L(x)−
y) counts (with weights) families of n paths that
• do not cross each other;
• cross the x-line exactly a times;
• contain exactly b abrupt paths and n− b non-abrupt paths.
The overall resulting sign of the monomial xayb is (−1)(n−b−1)a+b.
For f(x, y) =
∑
i,j ai,jx
iyj ∈ C[x, y], we write N(f) ⊂ R2 for the Newton polygon of
f . This is defined to be the convex hull of the points {(i, j) | aij 6= 0}. It is important
for us to identify the lower hull and upper hull of N(f). The former (resp. latter) is the
set of edges of N(f) such that the points directly below (resp. above) these edges do not
belong to N(f). We exclude vertical or horizontal edges from the lower and upper hull.
Proposition 3.3. For generic Q = (Q1, . . . , Qm) ∈M, the Newton polygon N(ψ(Q)) is
the triangle with vertices (0, n), (k, 0) and (k+m, 0). In N(ψ(Q)), the lower hull (resp.
upper hull) consists of one edge with vertices (k, 0) and (0, n) (resp. (k+m, 0) to (0, n)).
See § 4.1 for the proof.
3.3. Special points on the spectral curve. For f(x, y) ∈ C[x, y] an irreducible poly-
nomial, let C ′f = {(x, y) | f(x, y) = 0} ⊂ C2 be the corresponding plane curve, and let
C ′f ⊂ P2(C) denote its closure. Let Cf be the normalization of C ′f , with a map Cf → C ′f
that is a resolution of singularities. We declare points on Cf to be special if either (1)
either x or y is 0, or (2) the point does not lie over C ′f (that is, x or y is ∞).
For f(x, y) ∈ ψ(M), define a polynomial gf(x, y) (resp. hf(x, y)) by f(x, y) =
gf(x, y) + other terms (resp. f(x, y) = hf (x, y) + other terms), where gf(x, y) (resp.
hf (x, y)) consists of those monomials lying on the lower hull (resp. the upper hull) of
N(f). For this f(x, y) we also define
fc :=
∑
(j,i)∈Lc
fi,j, (3.5)
where
Lc = {(j, i) | (m+ k)i+ nj = n(m+ k)−M}.
We define σr ∈ O(M) by
σr(q) =
m∏
i=1
n′−1∏
j=0
qi,r+jN , (3.6)
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for 1 ≤ r ≤ N , and define ǫr ∈ O(M) by
ǫr(q) :=
n∏
j=1
qrj (3.7)
for 1 ≤ r ≤ m.
Remark 3.4. Despite the seeming dissimilarity, σr(q) and ǫr(q) have the same nature.
Indeed, visualize variables qij as associated to crossings of two families of parallel wires
on a torus, as it was done in Section 2. Then σr(q) is the product of parameters on
the r-th horizontal wire (out of N), while ǫr(q) is the product of parameters on the r-th
vertical wire (out of m). In particular, the symmetry between Q and Q˜ from Section 2
switches the σr(q) and the ǫr(q) into each other.
Lemma 3.5. For f(x, y) ∈ ψ(M), we have
gf(x, y) =
N∏
r=1
((−y)n′ + σrxk′), (3.8)
hf(x, y) = ((−y) nM + xk+mM )M . (3.9)
See § 4.2 for the proof.
In the following, for f(x, y) = ψ(q), q ∈ M we study the special points of Cf related
to polynomials gf(x, y), hf(x, y) or f(x, 0).
We have f(x, 0) = detP (x)k
∏m
i=1 detQi(x), where detQi(x) =
∏n
j=1 qij+(−1)n−1x =
ǫi(q) + (−1)n−1x. Thus the roots of f(x, 0) = 0 are exactly the (−1)nǫr(q), where ǫr(q)
is defined by (3.7). It is also clear that ǫ1, . . . , ǫm depend only on f(x, y). The following
lemma is obtained immediately.
Lemma 3.6. Suppose that ǫ1, . . . , ǫm are distinct and nonzero. Then there are m special
points Ai = ((−1)nǫi(q), 0) on Cf with y = 0 and x is nonzero.
The point (0, 0) on C ′f is usually singular, whenever k ≥ 2.
Lemma 3.7. Suppose σ1, . . . , σN are distinct and nonzero. Then there are N points of
Cf lying over (0, 0) ∈ C ′f .
Proof. By (3.8), the meromorphic function yn
′
/xk
′
takes the N distinct values (−1)n′+1σr
for r = 1, 2, . . . , N as (x, y)→ (0, 0). So there are at least N points on Cf . On the other
hand, looking at N(f) we see that analytically near (0, 0), the polynomial f can factor
into at most N pieces. 
Let O1, O2, . . . , ON denote the the special points of Lemma 3.7. Near Or there is a
local coordinate u such that
(x, y) ∼ (un′,−(−σr)1/n′uk′).
It turns out that C ′f ⊂ P2(C) has only one point at∞. Due to the polynomial hf(x, y),
in homogeneous coordinates, this point is
P ′ =

[1 : 0 : 0] if n > k +m,
[1 : 1 : 0] if n = k +m,
[0 : 1 : 0] if n < k +m.
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To compute this, we first homogenize f(x, y) to get F (x, y, z) = zdf(x/z, y/z)where
d := max(n,m+ k). Then we solve F (x, y, 0) = 0. Recall that fc was defined in (3.5).
Lemma 3.8. Suppose that fc 6= 0. Then there is a unique point P ∈ Cf lying over P ′.
See § 4.3 for the proof.
3.4. A good condition for the spectral curve. Let Vn,m,k be the subspace of C[x, y]
given by
Vn,m,k =
((−y) nM + xk+mM )M +
n−1∑
i=0
yifi(x)
∣∣∣ fi(x) = ∑
(j,i)∈Ln,m,k
fi,jx
j ∈ C[x]
 , (3.10)
where we write Ln,m,k for the set of lattice points in the convex hull of {(k, 0), (0, n), (k+
m, 0)} but not on the upper hull. By Proposition 3.3 and Lemma 3.5, we have that
ψ(M) ⊂ Vn,m,k.
Definition 3.9. Define the subset V ⊂ Vn,m,k as the set of f(x, y) ∈ Vn,m,k, satisfying
the conditions:
(1) f(x, y) is irreducible;
(2) C ′f is smooth;
(3) fc 6= 0;
and such that the special points on Cf consist exactly of:
(4) m distinct points A1, A2, . . . , Am where Ar := ((−1)nǫi, 0) and ǫi 6= 0;
(5) N distinct points O1, O2, . . . , ON lying over (0, 0), where near Or there is a local
coordinate u such that
(x, y) ∼ (un′,−(−σr)1/n′uk′) (3.11)
and σr 6= 0;
(6) a single point P lying over the line at infinity P2(C) \ C2.
For f ∈ V, the genus g of Cf is given by
g =
1
2
((n− 1)m−M −N + 2) . (3.12)
Indeed, it follows from Pick’s formula and Proposition 3.3 that the number of interior
lattice points of N(f) is equal to the right hand side. This formula for the genus then
follows from [Kho, Corollary on p.6]. Alternatively, the genus can be computed using
the Riemann-Hurwitz formula, as in [vMM].
Proposition 3.10. For f ∈ V, we have that β−1(f) 6= ∅. Moreover, the set V˚ :=
V ∩ ψ(M) is a Zariski-dense subset of ψ(M).
We give the proof in § 4.4. Informally, the last statement of Proposition 3.10 states
that most curves in ψ(M) satisfy the “niceness” conditions listed in Definition 3.9.
From Definition 3.9, it follows that for f ∈ V, the meromorphic functions x and y on
Cf satisfy
(x) = n′
N∑
i=1
Oi − nP, (y) = k′
N∑
i=1
Oi +
m∑
i=1
Ai − (m+ k)P. (3.13)
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Remark 3.11. The condition that A1, . . . , Am (resp. O1, O2, . . . , ON) are distinct imply
that the quantities ǫ1, . . . , ǫm (resp. σ1, . . . , σN ) are distinct. Many of our main results
still apply after a modification even when this condition does not hold.
4. Proofs from Sections 2 and 3
4.1. Proof of Proposition 3.3. We use the interpretation of f(x, y) given by Theorem
3.2. Let p = (p1, . . . , pn) be a family of noncrossing highway paths in G
′, as in Theorem
3.2, and let wt(p) = wt(p1) · · ·wt(pn).
There are k +m opportunities for a highway path in p to pick up the weight x: from
each of the m vertical wires and from the k horizontal wires crossing x-line. For a fixed
power yb (where b = 0, 1, . . . , n), or equivalently a fixed number of abrupt paths, we will
bound the maximal and the minimal possible value of the exponent a of x.
1
n
i
i
i
i
i
i
ii
x-line
x-line
Figure 6. The red path crosses x-line less than the green one.
The first key observation is that we can consider p to be a family of noncrossing closed
cycles on the toric network G. An abrupt path p is simply the “cycle” that starts and
ends at the vertex i (= source i and sink i identified) in G and does not move.
Lift such a highway cycle C to the universal cover, as shown in Figure 6. We obtain a
path that starts and ends at two vertices labeled with the same integer i ∈ {1, 2, . . . , n},
but ℓ periods (of m vertical lines each) to the right of the original source. More precisely,
if C is obtained by gluing paths pi1 , . . . , piℓ in G
′, then C has length ℓ. The x-line now
has a staircase-like shape as shown in Figure 6. We claim that if C has length ℓ, then it
crosses the x-line at least ℓk/n times and at most ℓ(k +m)/n times.
To see this, observe that if we lift the ending vertex several periods (consisting of n
horizontal wires) up, we preserve the length and we increase the number of crossings with
the x-line. Similarly, if we lower the ending vertex several periods down, we preserve the
length and we decrease the number of crossings of x-line. Thus, the smallest and the
largest ratios of the quantity (crosses of x-line/length) is achieved for the lowest and the
highest possible highway paths, shown in Figure 6 in purple and green. The former is
GENERALIZED DISCRETE TODA LATTICES 17
the horizontal path, while the latter is an alternating right-up staircase path. For these
paths, the ratios are exactly k/n and (k +m)/n.
4.2. Proof of Lemma 3.5. One of the consequences of the proof of Proposition 3.3 is
that the monomials for which the lower bound k/n of the ratio is reached are the ones
coming from horizontal highway paths on the universal cover. Let us call each such closed
cycle a coil. For example, the purple line in Figure 6 represents a coil passing through
source i, as well as passing through the n′ other vertices between 1 and n that have
residue i modulo N = gcd(k, n). Thus the terms of g(x, y) are formed in the following
way: for each of the N coils we decide whether to include it into our family of paths, or
to make all paths starting at its sources abrupt. The second choice corresponds to the
contribution (−y)n′. The first choice gives (∏mi=1∏n′j=1 qi,r+jN)xk′ , which is the weight of
that coil. Thus, the r-th coil contributes the factor of
(
(
∏m
i=1
∏n′
j=1 qi,r+jN)x
k′ + (−y)n′
)
,
and (3.8) follows.
Similarly, the monomials for which the upper bound (k+m)/n of the ratio is reached
are the ones coming from right-up staircase paths on the universal cover. Let us call each
such closed cycle a snake path. For example, the green line in Figure 6 represents a snake
path passing through source i, as well as through all the n/M other vertices between 1
and n that have residue i modulo M = gcd(m+k, n). Thus the part contributing to the
upper hull of f(x, y) is a product of factors x(m+k)/M +(−y)n/M , where the term (−y)n/M
corresponds to choosing to have abrupt paths, while x(m+k)/M corresponds to choosing
to have the snake path. Thus we obtain (3.9).
4.3. Proof of Lemma 3.8. We analyze the singularity at P ′ ∈ P2(C) on the chart
y 6= 0, that is, {[x : 1 : z] | x, z ∈ C}. Let C˜f be the affine curve given by f(x, z) :=
F (x, 1, z) = 0.
(i) n < k +m: using (3.9) we can write f(x, z) as
f(x, z) = ((−1) nM z k+m−nM + xk+mM )M +
max(m,m+k−n)∑
j=1
zjf j(x)
where degx f j(x) ≥ 1. Then, when m + k − n = 1, C˜f is smooth at (0, 0) since
∂f/∂z|(0,0) = (−1)n/M 6= 0. When m+k−n ≥ 2, the point (0, 0) is singular. Define K :=
C(x)[z]/(f (x, z)). We consider all valuations v : K ։ Z on K satisfying that v(x) > 0
and v(z) > 0. We shall show that such valuations are unique, from which the uniqueness
of P follows. Define hf(x, z) := ((−1) nM z k+m−nM + xk+mM )M which is the part of f(x, z)
consisting of monomials lying on the lower hull of N(f), corresponding to the upper hull
of N(f). Then we see that v(f(x, z)) = v(hf (x, z)) = M · v(xk+mM + (−1) nM z k+m−nM ). To
be consistent with v(f(x, z)) = v(0) =∞, the only choice we have is v(x) = k+m−n
M
and
v(z) = k+m
M
.
(ii) n = k +m: we can write f(x, z) as
f(x, z) = (x− 1)n +
m∑
k=1
zkfk(x− 1)
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where fk(x− 1) ∈ C[x− 1]. Thus P ′ is smooth point on Cf if f 1(0) 6= 0. Looking at the
Newton polygon N(f) and (3.5), it follows that f1(0) =
∑n−1
i=0 fi,n−1−i = fc 6= 0.
(iii) n > k +m: this case is nearly the same as the case n < k +m.
4.4. Proof of Proposition 3.10. The first statement follows from Theorem 5.3 in the
next section. In the following, we prove the second statement.
We first show that V contains a Zariski-dense and open subset of Vn,m,k. A Zariski-
open subset of Vn,m,k consists of f(x, y) with Newton polygon N(f) given by Proposition
3.3. This polygon is not a non-trivial Minkowski sum of two other polygons, so f(x, y)
is irreducible. Similarly the conditions that C ′f is smooth and fc 6= 0 are Zariski-open
conditions on Vn,m,k. By Lemma 3.8, fc 6= 0 implies that (6) in Definition 3.9 holds.
The calculations in the proofs of Lemmas 3.6 and 3.7 then imply that V contains a
Zariski-open and dense subset of Vn,m,k.
It thus suffices to show that ψ(M) contains a Zariski-dense subset of Vn,m,k. We shall
use the following result.
Lemma 4.1. The set α(M) is Zariski-dense in L.
Proof. This follows from [LP11, Proof of Theorem 4.1] where it is shown that the map
α :M→ L is generically a m! to 1 map between two spaces of dimension mn. 
By the first statement of Proposition 3.10, we have V ⊂ β(L). By Lemma 4.1, ψ(M) =
β(α(M)) contains a Zariski-dense subset of V. It follows that ψ(M) is Zariski-dense in
Vn,m,k. This completes the proof of the second statement of Proposition 3.10.
Remark 4.2. The nonconstant coefficients fi,j of f(x, y) can be pulled back to func-
tions on M or L. A consequence of our proof is that ψ(M) is Zariski-dense in Vn,m,k,
and therefore the functions fi,j are algebraically independent on M or L. It would be
interesting to obtain a direct proof of this.
4.5. Proof of Theorem 2.4. We employ the technique first introduced in [LP13].
x y 0x+ y
Figure 7. Crossing merging and crossing removal moves with vertex
weights shown.
x
y
z
yz
x+z
xy
x+z
x+ z
Figure 8. Yang-Baxter move with transformation of vertex weights shown.
Specifically, we realize the geometric R-matrix transformation, dubbed the whirl move
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in [LP13], as a sequence of local transformations on our toric network. The trans-
formations we shall employ are of three kinds: crossing merging/unmerging, crossing
creation/removal, shown in Figure 7, and Yang-Baxter move shown in Figure 8.
The whirl move R occurs between two parallel wires adjacent to each other and wrap-
ping around a local part of the surface that is a cylinder. The way it is realized as a
sequence of local moves is illustrated in Figure 9. First a crossing is created with weight
0, and split into two crossings of weight p and −p. One of them is pushed through the
wires crossing our two distinguished wires, until it comes out on the other side. As it is
proven in [LP13, Theorem 6.2], there is at most one non-zero value of p for which the
end result is again a pair of crossings of weights p and −p, and thus those two can be
canceled out. The resulting action on the weights along two parallel wires is exactly the
whirl move R, and does not depend on where the original auxiliary crossing was created.
The value of p does depend on the location j where the new crossings are created, and
.
.. .
..
−p
. . .
.
.
.
p
.
.
.
p
−p
.
..
−p
p′
x1 y1
x2 y2
x3 y3
x1 y1
x2 y2
y3x3
x′1 y
′
1
x2 y2
x3 y3
x′1 y
′
1
x′2 y
′
2
x3 y3
−px′1 y′1
x′2 y
′
2
x′3 y
′
3
Figure 9. For a unique choice of the weight p, the weight that comes out
on the other side after passing through all horizontal wires is also p; the
resulting transformation of x and y is exactly the whirl move.
is given by
p =
∏
yi −
∏
xi
E(x(j),y(j))
.
Here the variables xi and yi are weights along the two wires as in Figure 9, and E(x
(j),y(j))
is the energy of the cyclically shifted vectors x(j) = (xj+1, xj+2, . . . , xj) and y
(j) =
(yj+1, yj+2, . . . , yj) as introduced in § 2.1.
Now, the fact that R satisfies the braid move, that is, sℓsℓ+1sℓ = sℓ+1sℓsℓ+1 and
s˜ℓs˜ℓ+1s˜ℓ = s˜ℓ+1s˜ℓs˜ℓ+1 is shown in [LP13, Theorem 6.6]. Indeed, these relations happen
at a local part of the surface (in our case, torus) that looks like a cylinder.
On the other hand, the commutativity of the sℓ and the s˜ℓ does not follow from [LP13,
Theorem 12.2]. This is because in [LP13] we only considered the case when the pairs
of parallel wires intersect once. In our case on the torus however, it is common to have
horizontal and vertical wires intersect more than once: this happens for any d 6= 1. The
proof in such a situation is essentially the same.
Indeed, if we have two pairs of parallel wires crossing as in Figure 10, but possibly
more than once, we can realize each of the two corresponding R-moves by a sequence
of local moves as above. It is a local check that performing one of the two sequences
does not change the value of p =
∏
yi−
∏
xi
E(x(j),y(j))
one needs to perform the other, because each
of the
∏
xi,
∏
yi and E(x
(j),y(j)) is not changed. It is also a local check that the two
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Figure 10.
sequences commute once the parameters p for each are chosen, this is [LP13, Proposition
3.4]. Thus, commutativity follows.
5. Eigenvector map
In this section, we fix f ∈ V (see Definition 3.9) and consider the corresponding smooth
curve Cf . For j ∈ Z, we set Oj := Or if j ≡ r mod N . Similarly, for j ∈ Z, we set
Aj := Ar if j ≡ r mod m.
5.1. Generalities. A divisor D =
∑
i niPi on an algebraic curve C is a finite formal
integer linear combination of points Pi on C. We write D ≥ 0 if ni ≥ 0, and say that D
is positive in this case. The degree of D is given by deg(D) =
∑
i ni.
Given h a meromorphic function on C, we let (h) = (h)0 − (h)∞ be the divisor of
h. Here, (h)0 denotes the divisor of zeroes, and (h)∞ denotes the divisor of poles. Two
divisors D1, D2 are linearly equivalent, D1 ∼ D2, if there exists a meromorphic function
h such that (h) = D1 − D2. We write [D] for the equivalence class of D with respect
to linear equivalence. The Picard group Pic(C) is the abelian group of divisors on C
modulo linear equivalence. For j ∈ Z, we write Picj(C) for the part of the Picard group
of C that has degree j, that is, Picj(C) := {D : a divisor on C | deg(D) = j}/ ∼.
To each divisor D we associate a space of meromorphic functions
L(D) = {f | (f) +D ≥ 0}.
If D =
∑
i niPi ≥ 0, then in words, L(D) consists of meromorphic functions which are
allowed to have poles of order ni at Pi. We have dim(L(D1)) = dim(L(D2)) if D1 and
D2 are linearly equivalent.
5.2. Positive divisors of a Lax matrix. A divisor D ∈ Picg(Cf) of degree g is called
general if dimL(D) = 1. A divisor D ∈ Pic(Cf) is called regular with respect to the
points P and Oj if D is general and if dimL(D + kP −
∑n
j=n−kOj) = 0 for k > 0.
For brevity, we will sometimes just say that a divisor is regular when it is regular with
respect to P and the Oj.
Let us now fix L(x) ∈ β−1(f). Let
∆i,j := (−1)i+j |L(x)− y|i,j
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denote the (signed) (i, j)-th minor of the matrix L(x)− y.
Theorem 5.1 (cf. [vMM]). There exists a positive divisor R of degree 2g+2 supported on
SP,O := {P,O1, . . . , ON}, and uniquely defined positive general divisorsD1, D2, . . . , Dn, D¯1, . . . , D¯n
of degree g such that for all (i, j) ∈ [n]2, we have
(∆i,j) = Dj + D¯i + (j − i− 1)P +
i−1∑
r=j+1
Or − R.
In addition, D1, . . . , Dn have pairwise no common points, and D¯1, . . . , D¯n have pairwise
no common points.
See § 6.4 for the proof. Note that ∑ir=j Or is to be interpreted in a signed way:
i∑
r=j
Or :=
∞∑
r=j
Or −
∞∑
r=i+1
Or =

∑i
r=j Or i ≥ j,
0 i = j − 1,
−∑j−1r=i+1Or i ≤ j − 2.
For L(x) ∈ β−1(f), define gi := ∆n,i. Since L(x) − y is singular along Cf , the vector
g = (g1, g2, . . . , gn)
⊥ (thought of as a vector with entries that are rational functions on
Cf) is an eigenvector of L(x)− y. We define gi for i ∈ Z by gi+n = x−1gi. We also define
hi := gi/gn for i ∈ Z. Thus hn = 1 and hi+n = x−1hi. The vector (h1, h2, . . . , hn)⊥ is
also an eigenvector of L(x)− y.
Definition 5.2. For L(x) ∈ β−1(f), define the divisor D = D(L(x)) on Cf to be the
minimum positive divisor satisfying
(hi) +D ≥
n∑
j=i+1
Oj − (n− i)P,
that is, hi ∈ L(D + (n− i)P −
∑n
j=i+1Oj), for i = 1, . . . , n− 1.
It follows from Theorem 5.1 that D = Dn from the theorem and that this divisor is
uniquely determined by Definition 5.2. In particular, D is a positive regular divisor of
degree g with respect to the points P and Oj, and we have
(hi) = Di −D − (n− i)P +
n∑
j=i+1
Oj. (5.1)
5.3. The eigenvector map. Let RA (resp. RO) denote the set of orderings of the m
points A1, . . . , Am (resp. O1, . . . , ON):
RA := {ν(A1, . . . , Am) | ν ∈ Sm}, RO := {ν˜(O1, . . . , ON) | ν˜ ∈ SN}.
By our assumption that f ∈ V, the points Ar (resp. Or) are distinct, so RA has cardi-
nality m! and RO has cardinality N !.
We write νr (r = 1, . . . , m− 1) (resp. ν˜r (r = 1, . . . , N − 1)) for the generator of Sm
(resp. SN), which permutes the r-th and the (r+1)-st entry of A ∈ RA (resp. O ∈ RO).
By our assumption that f ∈ V, we have fc 6= 0. Define Sf ⊂ (C∗)M by
Sf =
{
(x1, . . . , xM) ∈ (C∗)M |
M∏
ℓ=1
xℓ = fc
}
.
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For ℓ = 1, . . . ,M , define cℓ to be the coefficient of the maximal power of x in the
(ℓ, ℓ + 1) entry of L(x)n/M . (Here, maximal power is the maximal power for a generic
L(x) ∈ L.) An explicit formula of cℓ for L(x) ∈ α(M) is given in Lemma 6.5.
We now define the eigenvector map ηf for f ∈ V by
ηf : β
−1(f) −→ Picg(Cf)× Sf × RO (5.2)
L(x) 7−→ ([D], (c1, . . . , cM), O), (5.3)
where the ordering O = (O1, . . . , ON) is uniquely determined from (∆i,j) by Theorem
5.1. For f ∈ V˚ we define the map φf by
φf : ψ
−1(f) −→ Picg(Cf)× Sf ×RO × RA (5.4)
Q = (Q1, . . . , Qm) 7−→ ([D], (c1, . . . , cM), O, A), (5.5)
where A = (((−1)nǫ1, 0), . . . , ((−1)nǫm, 0)), and ǫr(q) is given by (3.7). That (c1, . . . , cM)
lies in Sf is the content of Lemma 6.6 below. We will omit the subscripts of ηf and φf
and just write η and φ when no ambiguity will arise.
The following theorem should be compared to Theorem 1 in [vMM].
Theorem 5.3. We have a one-to-one correspondence between L(x) ∈ β−1(V) and the
following data:
(a) f ∈ V,
(b) ([D], c, O) ∈ Picg(Cf)×Sf ×RO where D is a positive divisor on Cf of degree g,
and regular with respect to P and the Oj.
See §6.5 for the proof. It is shown in [LP11, Proof of Theorem 4.1] that the map
α : M→ L is generically m! to 1. Let M˚ denote the open subset of M where (a) the
map α is m! to 1 (that is, M˚ = α−1(α(M˚)) → α(M˚) is a m! to 1 map), and (b) the
finite symmetric subgroup Sm acting via the R-matrix is well-defined on M˚.
Theorem 5.4. Fix f ∈ V˚. We have an injection from ψ−1(f) ∩ M˚ to the collection of
data ([D], c, O, A) ∈ Picg(Cf)× Sf × RO × RA such that
(a) D is a positive divisor on Cf of degree g. It is regular with respect to P and Oj-s.
(b) c = (c1, . . . , cM) ∈ Sf .
(c) O ∈ RO.
(d) A ∈ RA.
See §6.6 for the proof. We will usually just write ψ−1(f) instead of ψ−1(f)∩M˚ when
no confusion arises (for example, when discussing the action of the R-matrix on the
spectral data).
Let us perform a quick dimension count. The dimension of M or L is equal to
mn. The dimension of Picg(Cf) × Sf is equal to g + M − 1. The number of lattice
points in the convex full of {(k, 0), (0, n), (k +m, 0)} is equal to g +N +m+M . Thus
the dimension of Vn,m,k (3.10) is equal to g + N + m − 1. Using (3.12) we obtain
dim(M) = dim(Picg(Cf)× Sf) + dim(Vn,m,k), consistent with Theorems 5.3 and 5.4.
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6. Proofs from Section 5
The first three subsections are devoted to introduce key lemmas for Theorem 5.1 and
5.3.
6.1. Special zeroes and poles of the eigenvector.
Proposition 6.1. The eigenvector g = (gi)
T
i of L(x) ∈ β−1(f) satisfies the following.
(i) For any j ∈ Z, the rational function gj/gj+1 on Cf has a zero of order one at
Oj+1.
(ii) For any j ∈ Z, the rational function gj/gj+1 on Cf has a pole of order one at P .
To prove this proposition, we shall need the following generalization of Theorem 3.2,
whose proof is essentially the same as that of Theorem 3.2. Suppose p = {p1, p2, . . . , pn−1}
is an unordered noncrossing family of n paths in G′ using all the sources except i, and all
the sinks except j. Identifying [n]\ i ≃ [n−1] ≃ [n]\j via the order-preserving bijection,
we have that the non-abrupt paths in p induce a bijection of a subset S ⊂ [n− 1] with
itself. We let sign(p) denote the sign of this permutation.
Let |(L(x) − y)|i,j denote the maximal minor of (L(x) − y) complementary to the
(i, j)-th entry.
Theorem 6.2. We have
|(L(x)− y)|i,j =
∑
p={p1,p2,...,pn−1}
sign(p)wt(p1)wt(p2) · · ·wt(pn−1),
where the summation is over noncrossing (unordered) families of n−1 paths in G′ using
all the sources except i, and all the sinks except j. In other words, the coefficient of xayb
in |(L(x)− y)|i,j counts (with weights) families of highway paths that
• start at all sources but i and end at all sinks but j;
• do not cross each other;
• cross the x-line exactly a times;
• contain exactly b abrupt paths and n− b− 1 non-abrupt paths.
Example 6.3. Let (n,m, k) = (3, 3, 1). The Lax matrix is given as follows: L(x) = q1,1x+ q2,3x+ q3,2x q1,1q2,1x+ q1,1q3,3x+ q2,3q3,3x q1,1q2,1q3,1x+ x2q1,2q2,2q3,2 + x q1,2x+ q2,1x+ q3,3x q1,2q2,2x+ q1,2q3,1x+ q2,1q3,1x
q1,3q2,3 + q1,3q3,2 + q2,2q3,2 q1,3q2,3q3,3 + x q1,3x+ q2,2x+ q3,1x

Consider the minor |(L(x) − y)|1,2 = with rows 2, 3 and columns 1, 3. Here are some
terms that appear in it:
|(L(x)− y)|1,2 = q2,2x2 − q1,3q2,3q1,2q2,2x− xy − · · · .
The term q2,2x
2 for example is formed by two paths: one starting at source 3, turning
at q1,3, turning at q1,2, going through at q2,2, turning at q3,2, turning at q3,1 and thus
finishing in sink 3; the other a staircase path starting at source 2, turning at each of q1,2,
q1,1, q2,1, q2,3, q3,3, q3,2 and finishing at sink 1. The first path contributes weight q2,2x,
while the second contributes weight x. Note that source 1 and sink 2 remain unused,
as they should according to the theorem. Also note the the paths give bijection 2 7→ 1
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and 3 7→ 3 between the used sources and sinks. The induced permutation is the identity
permutation, and that is why we have sign + in front of this term.
The term −xy corresponds to one abrupt path of weight −y from source 3 to sink 3,
and one staircase path, the same as for the previous term. The term −q1,3q2,3q1,2q2,2x
corresponds to two paths that induce the map 2 7→ 3 and 3 7→ 1 on sources and sinks,
of weights q1,2q2,2x and q1,3q2,3 respectively. The minus sign arises since the induced
permutation in S2 is a transposition.
Let us prove Proposition 6.1. (i) If N = 1, the result is easy: gj/gj+n vanishes to order
n at O1. We also have a shift automorphism s : L → L (see the proof of Proposition
6.1(ii)) which sends O1 to O1 and pulls gj/gj+1 back to gj+1/gj+2. We will thus assume
N > 1.
For each i, define
v(i) :=
(
(−1)1|L(x)− y|i,1, . . . , (−1)n|L(x)− y|i,n
)T
.
We shall think of v(i) as a vector whose entries lie in the coordinate ring of the affine plane
curve C˜f . Like the vector g = (g1, g2, . . . , gn)
T , the vectors v(i) are (nonzero) eigenvectors
of the matrix L(x). The matrix L(x) is singular along the curve C˜f , but generically it
has rank n− 1. Thus for any i, the vectors g and v(i) are multiples of each other. More
precisely, g/v(i) is a rational function on Cf . To show that gj/gj+1 has a zero at Oj+1,
we shall calculate using a convenient choice of v(i).
Choose v = v(j). Then vj = |L(x) − y|j,j and vj+1 = |L(x) − y|j,j+1. Thus, vj counts
the families of paths that start at all sources but j and end at all sinks but j, as in
Theorem 6.2.
Let us make the substitution (x, y) ∼ (un′,−(−σj)1/n′uk′) inside vj , and let v′j(x, y)
denote the terms of in vj(x, y) that give the lowest degree in u after the substitution.
Call this degree d. The terms in vj(x, y) are obtained by either taking abrupt paths, or
by taking coils. In the proof of Lemma 3.5 we defined the N coils in the network G,
which we denote C1, C2, . . . , CN . To obtain a path family p contributing to v
′
j , instead of
Cj, we include the n
′ − 1 abrupt paths which use the vertices j′ where j 6= j′ but j ≡ j′
mod N . For each of the coils Ct where t 6= j, we can either include the coil (that is,
include the n′ paths in G′) in p, or we use the corresponding n′ abrupt paths instead. In
particular, considering Cj+1 we see that v
′
j has a factor of (σj+1x
k′ +(−y)n′). This factor
vanishes under the substitution (x, y) ∼ (un′,−(−σj+1)1/n′uk′), thus creating a zero at
the point Oj+1 of order at least d+ 1.
For vj+1, we count families of paths that start at all sources but j and end at all sinks
but j + 1. Let v′j+1(x, y) denote the terms of lowest degree in vj+1(x, y). This lowest
degree is again equal to d as well (we caution that if j = n, then we take vj+1 := x
−1v1).
The calculation of v′j+1(x, y) is similar to that of vj(x, y), except that instead of a single
“incomplete” coil with index j modulo N , we have two incomplete coils Cj and Cj+1
with indices j and j + 1 modulo N . We obtain
v′j+1(x, y) = a(q)x
αyβ
∏
t6=j,j+1
(σtx
k′ + (−y)n′)
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where a(q) is some nonzero polynomial in qab-s, and α, β are nonnegative integers, and
the product is over t ∈ {1, 2, . . .N} not equal to j or j + 1 modulo N . As a result, we
see that vj+1 vanishes at Oj+1 of order exactly d.
Thus gj/gj+1 has a zero at Oj+1. The fact that gj/gj+1 vanishes to exactly order 1
follows since we know that gj/gj+n vanishes to the order of n
′ at each Oi.
(ii) For L(x) ∈ β−1(f), we have rational functions gi/gi+1 on Cf . To emphasize the
dependence of gi/gi+1 on L, we write gi/gi+1(L). Let ς
∗ : L → L be the shift map given
by L(x) 7→ P (x)L(x)P (x)−1. (We will introduce the shift operator ς on M in § 7.2.)
Then β(ς∗(L(x))) = β(L(x)) is invariant under r. Let Y be a Zariski dense subset of
β−1(V˚) such that ς∗(Y ) = Y . Then there exists a nonnegative integer ai given by
ai = max{ordP (gi/gi+1(L))∞ | L ∈ Y },
where ordP (gi/gi+1(L))∞ denotes the order of the pole of gi/gi+1(L) at P . Since gi/gi+1(ς∗(L)) =
gi−1/gi(L) as rational function on Cβ(L), we conclude that for all i, we have ordP (gi/gi+1(L))∞ =
a := mini{ai}. But we know that ordP (gi/gi+n(L))∞ = n for all i and L ∈ L. Thus we
must have a = 1. Since this value does not depend on the choice of Y , the claim follows.
6.2. A holomorphic differential. Let ζ be the differential form on the curve Cf given
by
ζ =
xk−1dy
∂f
∂x
.
Lemma 6.4. The divisor of the differential form ζ is supported on SP,O = {P,O1, . . . , ON}:
(ζ) = (k′ − 1)
N∑
i=1
Oi + ((n− 1)m− k −M)P.
When g ≥ 1, it is holomorphic.
Proof. By using local expansions of f around Oi and P , we get(
∂f
∂x
)
= (n′ − k′n)
N∑
i=1
Oi + n(k +m− 1)P,
(dy) = (k′ − 1)
N∑
i=1
Oi − (m+ k +M)P.
From these and (x) in §4.3, we obtain (ζ).
Now we prove that if g ≥ 1 then (n − 1)m − k −M ≥ 0. Let p be the number of
integer points inside a parallelogram in R2, whose vertices are (0, n), (k, 0), (k +m, 0)
and (m,n). We have p = 2g+M−1, since the parallelogram is composed of the Newton
polygon N(f) and its copy, sharing the upper hull of N(f). Then the claim is equivalent
to that if g ≥ 1, then p+N − 1 ≥M + k.
When k = n, N = n follows. Then we have p +N − 1 − (M + k) = p− (M + 1). It
reduces to 2g − 2, which is non-negative when g ≥ 1.
When m + k = n, M = n follows. Then we have g = 1
2
(n(m − 1) − m − N + 1)
which is negative if m = 1. So we assume m ≥ 2. We have p +N − 1 = m(n − 1) and
M + k = 2n−m. Thus, we obtain p+N − 1− (M + k) ≥ 0 when m ≥ 2.
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When n > k, we prove the claim by choosing M + k different points from p points in
the parallelogram. When m+ k < n (resp. m+ k > n), we can choose M − 1 points on
the upper hull of N(f), k points; (i, n− i) for i = 1, . . . , k inside the upper (resp. lower)
triangle, and one point inside the lower (resp. upper) triangle.
Finally the claim follows. 
6.3. About (c1, . . . , cM) ∈ Sf . Recall that cℓ is the coefficient of the maximal power of
x in the (ℓ, ℓ+ 1) entry of L(x)n/M defined in §5.3.
Lemma 6.5. When L(x) = α(q = (qij)), we have
cℓ =
∑
i+j≡ℓ+1 mod M
qij .
Proof. By Lemma 4.1, it suffices to prove the lemma for f(x, y) ∈ ψ(M). We apply
Lemma 3.1 to interpret the cℓ as counting almost snake paths in G, that is, paths that
turn at all steps but one. The almost snake paths p that are counted start at vertex ℓ and
end at vertex ℓ+1, and when drawn in the cylindric network G′, they are disjoint unions
of n/M paths. In other words, p wraps around the picture Figure 4 horizontally n/M
times. Such paths p are completely determined by the single vertex that the path goes
through. With ℓ fixed, the weights of these vertices are exactly the qi,j with i+ j ≡ ℓ+1
mod M . 
Recall that we defined fc in (3.5).
Lemma 6.6. When L(x) ∈ β−1(f), we have
M∏
ℓ=1
cℓ = fc = ±
∑
(j,i)∈Lc
fi,j. (6.1)
Thus the product of all cℓ is constant on ψ
−1(f).
Proof. We first show that
degree of fi,j in the qr,s = (m+ k)n− ((m+ k)i+ nj). (6.2)
Indeed, lift a family p of paths that contributes to fi,j (as in Theorem 3.2) to the universal
cover, as in Figure 6. By Theorem 3.2, the family p includes exactly i abrupt paths and
n − i non-abrupt paths. Let us suppose that the sources used by the n − i non-abrupt
paths are (1/2, z1), . . . , (1/2, zn−i) and the sinks are (m+ 1/2, w1), . . . , (m+ 1/2, wn−i),
where 1 ≤ zr ≤ n and 1 ≤ wr ≤ n +m. To agree with our convention in Figure 4 that
source and sink labels increase as we go down, we will take the y-coordinate to increase
as we go down in Figure 6; but otherwise, the coordinates we are using are the usual
Cartesian coordinates.
For each r, let w′r ∈ [1− k, n− k] be chosen so that w′r ≡ wr mod n. From Theorem
3.2 it also follows that
n−i∑
r=1
(wr − w′r)/n = i,
as this is the number of times the x-line would be crossed by the paths. Also, we
know that {w1, . . . , wn−i} = {z1 − k, . . . , zn−i − k} mod n and thus {w′1, . . . , w′n−i} =
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{z1 − k, . . . , zn−i − k}. This is because our collection of non-abrupt paths must form a
collection of cycles in G. The number of the qr,s a path from (1/2, zr) to (m + 1/2, ws)
picks up is equal to zr+m−ws, and summing over all the non-abrupt paths in p we get
degree of fi,j in the qr,s = m(n− j) +
n−i∑
r=1
zr −
n−i∑
s=1
ws
= m(n− j) +
n−i∑
r=1
zr −
n−i∑
s=1
w′s + jn
= m(n− i) + (n− i)k − jn = (m+ k)n− ((m+ k)i+ nj),
as claimed. This degree is equal to M when (j, i) ∈ Lc.
Now we prove the lemma. Let us partition all the edges in the network G into M
snake paths, H1, . . . , HM . Suppose p is a closed path in G. Then we can partition p
into snake intervals – maximal contiguous segments of p that follow one of the Hℓ. Such
snake intervals are connected by a horizontal step going through a vertex (and picking
up its weight), and moving from a snake path Hℓ to the next snake path Hℓ+1. It is easy
to see that the vertices which separate Hℓ from Hℓ+1 are exactly the ones labelled with
qij where i+ j ≡ ℓ+ 1 mod M .
In order for p to be closed, it must consist of c horizontal steps, where c is a multiple of
M , since p must come back to the snake path it started at. When (j, i) ∈ Lc, (6.2) shows
that all families of toric paths that contribute to fi,j consist of just a single closed path
in G that picks up exactly one of the qij from each of the sets Tℓ = {qij | i + j ≡ ℓ + 1
mod M}, for ℓ = 1, . . . ,M . Using Lemma 6.5, we see that each such term appears
exactly once in the product
∏M
ℓ=1 cℓ.
We need to show that this is not only an injection, but a bijection. For each term
contributing to
∏M
ℓ=1 cℓ, it suffices to find a closed path in G that has this weight. By
(6.2), such a closed path would necessarily contribute to fi,j for (j, i) ∈ Lc.
For each qr,s appearing in our chosen term of
∏M
ℓ=1 cℓ, we draw a horizontal step through
the vertex labelled qr,s in the network G. From the endpoint of each such horizontal step
(say from Hℓ to Hℓ+1), attach a snake interval in Hℓ+1 leading to the start point of the
horizontal step which goes from Hℓ+1 to Hℓ+2. Some of these snake intervals may be
empty. When we glue everything together, we get the desired closed path. 
6.4. Sketch proof of Theorem 5.1. The proof is analogous that of [vMM]. We explain
the differences. When n − k ≤ m ≤ 2n − k, the triple of integers (N,M,M ′) in van
Moerbeke and Mumford’s work [vMM] corresponds to the parameters (n, n−k,m+k−n)
in our case.
One first shows that there is a positive regular divisor of degree g, denoted D, satisfying
Definition 5.2. The correspondence L(x) 7→ D is the main construction in [vMM, Theo-
rem 1]. Their results do not formally apply since our Lax matrix is not regular in their
terminology. Nevertheless, the properties of L(x) 7→ D is proved in the same manner
as [vMM, Lemmas 3 and 4], where Proposition 6.1 takes the place of [vMM, Lemma 2].
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The divisors Di and D¯j of Theorem 5.1 are obtained by shifting and transposing the
Lax matrix. [vMM, Proposition 1] then says, in our terminology,
(∆i,jζ) = Dj +D
′
i + (j − i− 1)P +
i−1∑
r=j+1
Or
where ζ is the differential of Lemma 6.4. We now take R = (ζ) to obtain Theorem 5.1.
The statement about common points is on [vMM, p.117].
6.5. Proof of Theorem 5.3. We shall also use the following lemma which is proved in
a similar way to [vMM, Lemma 5].
Lemma 6.7. Suppose D is a positive divisor on Cf of degree g. which is regular with
respect to the points P and Oj. We have
(i) dimL(D + (n− i)P −∑nj=i+1Oj) = 1 for i ∈ Z.
(ii) Suppose for each i ∈ Z, we have fixed a nonzero element hi ∈ L(D + (n− i)P −∑n
j=i+1Oj). Then for i1 ≤ i2, and any h ∈ L(D+(n− i1)P −
∑n
j=i2+1
Oj), there
are unique scalars bi1 , . . . , bi2 such that
h =
i2∑
i=i1
bihi,
with bi1 , bi2 6= 0.
Let us prove the theorem. Due to Theorem 5.1, Lemma 6.6 and the assumption on V,
for L(x) ∈ β−1(V) we have f := β(L(x)) ∈ V, and ηf(L(x)) = ([D], c, O) satisfying (b).
In the following we construct the inverse of ηf (5.2) for f ∈ V. Around P ∈ Cf we have
the local expansion (x, y) = (x0u
−n, y0u−m−k) as u→ 0. We take c = (c1, . . . , cM) ∈ Sf ,
and recursively define di (i ∈ Z) by
dn = 1, di = cℓ di+1 for i ≡ ℓ mod M.
Let hi ∈ L(D+(n− i)P −
∑n
j=i+1Oj) have an expansion around P as hi = diu
−n+i+ · · · .
Since y hi ∈ L(D + (n + m + k − i)P −
∑n
j=−k+i+1Oj), using Lemma 6.7, we have
unique scalars bi,j satisfying
y hi =
n−k∑
j=n−m−k
x bi,i+jhi+j , bi,i−m−k, bi,i−k 6= 0.
By expanding it around P , we get bi,i−m−k = y0di/di−m−k = y0/f
m+k
M
c independent of i.
Define an infinite matrix A = (aij)i∈[n],j∈Z by
ai,i+j =
bi,i+j
f
m+k
M
c
y0
for −m− k ≤ j ≤ −k,
0 otherwise.
By using (3.3) for this A, we obtain L(A; x) ∈ β−1(f).
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6.6. Proof of Theorem 5.4. Fix L(x) ∈ β−1(f), and assume that α−1(L) contains
Q ∈ M˚. By Lemma 7.1, the action of the finite symmetric group Sm via the R-matrix
action of §2.2 preserves the Lax matrix L(x). (See §7 for more discussion of this action.)
Thus Sm ·Q ⊆ α−1(L). By (2.1), the Sm action induces the permutation action on the
m quantities ǫ1(q), . . . , ǫm(q), which corresponds exactly to the permutation action on
RA. Also, for f ∈ V˚ , these m quantities ǫ1(q), . . . , ǫm(q) are distinct. So |Sm · Q| =
m! = |α−1(L)|! implying that Sm ·Q = α−1(L). Thus the map α−1(L) → (L,RA) is an
injection, and the claim follows.
7. Actions on M
We study the family of commuting extended affine symmetric group actions on M,
introduced in § 2.2. We also study another family of actions on M, which we call the
snake path actions. The main result in this section is Theorem 7.3.
Throughout §7–9, we fix f ∈ V˚. For simplicity, we write Qi := Qi(x) in the rest of
this section.
7.1. The behaviour of spectral data under the extended affine symmetric
group actions. Recall the definitions of energy and R-matrix from §2.1. Let A(x) and
B(x) be two n by n matrices of the shape (3.1), with diagonal entries a = (a1, . . . , an)
and b = (b1, . . . , bn). Define the energy by E(A,B) := E(a,b) and the R-matrix to be
the transformation (A(x), B(x)) 7→ (B′(x), A′(x)), where B′(x) and A′(x) have diagonal
entries b′ and a′ respectively, and R(a,b) = (b′, a′). The following is proved for example
in [LP13, Corollary 6.4].
Lemma 7.1. Suppose R(A(x), B(x)) = (B′(x), A′(x)). Then we have A(x)B(x) =
B′(x)A′(x).
Indeed, Lemma 7.1 and the condition that R is non-trivial uniquely determine the
R-matrix as a birational transformation.
Now we reformulate theW×W˜ actions introduced in § 2.2, in our current terminology.
The action of the extended affine symmetric group W is generated by si (1 ≤ i ≤ m−1)
and π, where for 1 ≤ i ≤ m− 1, si acts by
si : (Q1, Q2, . . . , Qm) 7−→ (Q1, . . . , Q′i+1, Q′i, . . . , Qm)
where (Q′i+1, Q
′
i) is the R-matrix image of (Qi, Qi+1). The operator π acts as
π : (Q1, Q2, . . . , Qm) 7−→ (Q2, Q3, . . . , Qm, P (x)kQ1P (x)−k).
The operator eu acts by moving, via the R-matrix, the last u terms of
(Qu+1, . . . , Qm, P (x)
kQ1P (x)
−k, . . . , P (x)kQuP (x)−k)
to the first u positions, keeping them in order.
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Recall from §2.2 that we also have Q˜ = (Q˜1, . . . , Q˜N) = (q˜i,j) coordinates onM, where
Q˜i := Q˜i(x) is an mn
′ by mn′ matrix:
Q˜i(x) =

q˜i,1 0 0 x
1 q˜i,2 0 0
0
. . .
. . . 0
0 0 1 q˜i,mn′
 .
Similarly, the action of W˜ generated by s˜r (1 ≤ r ≤ N−1) and π˜ on Q˜ = (Q˜1, . . . , Q˜N) ∈
M is described as follows: for 1 ≤ r ≤ N − 1, s˜r acts by
s˜r : (Q˜1, . . . , Q˜N) 7−→ (Q˜1, . . . , Q˜′r+1, Q˜′r, . . . , Q˜N)
where (Q˜′r, Q˜
′
r+1) is the R-matrix image of (Q˜r+1, Q˜r). The operator π˜ acts as
π˜ : (Q˜1, Q˜2, . . . , Q˜N) 7−→ (Q˜2, Q˜3, . . . , Q˜N , P˜ (x)mk¯′Q˜1P˜ (x)−mk¯′),
where P˜ (x) is the mn′ by mn′ version of P (x) (3.4).
Recall that we denote by Sm ⊂ W (resp. SN ⊂ W˜ ) the finite symmetric group
generated by s1, . . . , sm−1 (resp. s˜1, . . . , s˜N−1). Then W is generated by Sm and π, and
W˜ is generated by SN and π˜.
Recall that in § 2.4 we define divisors Ou and Au on Cf as follows:
Ou = uP −
N∑
i=N−u+1
Oi, Au = uP −
u∑
i=1
Ai, (7.1)
for u ∈ Z≥0. Let τ acts on Sf by (c1, . . . , cM) 7→ (cM , c1, . . . , cM−1).
Theorem 7.2. (i) The actions of Sm and π on ψ
−1(f) induce the following trans-
formations on Picg(Cf)× Sf ×RO × RA: for r = 1, . . . , m− 1, sr induces
([D], c, O, A) 7→ ([D], c, O, νr(A)), (7.2)
and π induces
([D], c, O, A) 7→ ([D −A1], τ−1(c), O, νm−1νm−2 · · ·ν1(A)). (7.3)
(ii) The actions of SN and π˜ on ψ
−1(f) induce the following transformations on
Picg(Cf)× Sf × RO × RA: for r = 1, . . . , N − 1, s˜r induces
([D], c, O, A) 7→ ([D], c, ν˜N−r(O), A), (7.4)
and π˜ induces
([D], c, O, A) 7→ ([D +O1], τ(c), ν˜1 · · · ν˜N−1(O), A). (7.5)
Theorems 7.2 will be proved in §7.5. The following theorem states that the commuting
Z
m and ZN actions on Picg(Cf) are linearized by the spectral map φ.
Theorem 7.3. The following diagrams are commutative:
ψ−1(f)
eu

φ
// Picg(Cf)× Sf × RO × RA
(−[Au], τ−u, id, id)

ψ−1(f)
φ
// Picg(Cf )× Sf × RO ×RA,
(7.6)
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for u = 1, . . . , m, and
ψ−1(f)
e˜u

φ
// Picg(Cf)× Sf × RO ×RA
(+[Ou], τu, id, id)

ψ−1(f)
φ
// Picg(Cf)× Sf × RO × RA,
(7.7)
for u = 1, . . . , N . Here −[Au] and +[Ou] respectively act on Picg(Cf) as [D] 7→ [D−Au]
and [D] 7→ [D +Ou].
Proof. We shall show (7.6). The proof of (7.7) is done in the similar way by exchanging
the rules of the special points {Ai}i∈[m] for that of {Oj}j∈[N ].
From (7.2) and (7.3), it follows that a non-trivial part is to show eu (2.8) induces the
action on Picg(Cf)× RA:
([D], A) 7→ ([D −Au], A).
Note that for 1 ≤ i < j ≤ m, νj−1νj−2 · · · νi ∈ Sm acts on RA as
(A1, . . . , Am) 7→ (A1, . . . , Ai−1, Ai+1, . . . , Aj, Ai, Aj+1, . . . , Am). (7.8)
Thus, (7.3) indicates that π induces ([D], (A1, . . . , Am)) 7→ ([D−A1], (A2, . . . , Am, A1)),
and πu induces
([D], (A1, . . . , Am)) 7→ ([D −Au], (Au+1, . . . , Am, A1, A2, . . . , Am)).
Further, (7.2) denotes that sr does not change a point in Pic
g(Cf) and acts on RA as
a permutation νr ∈ Sm. The rest part (su · · · sm−1)(su−1 · · · sm−2) · · · (s1 · · · sm−u) of eu
changes (Au+1, . . . , Am, A1, A2, . . . , Am) ∈ RA following (the inverse of) (7.8) as
(Au+1, . . . , Am, A1, A2, . . . , Am)
ν1···νm−u7→ (A1, Au+1, . . . , Am, A2, . . . , Am)
ν2···νm−u+17→ · · · νu−1···νm−27→ (A1, . . . , Au−1, Au+1, . . . , Am, Au) νu···νm−17→ (A1, . . . , Am). 
We remark that eu and e˜u act on the sets RA and RO as the identity transformations.
7.2. The shift operator. We define a shift operator ς acting on M as
ς : (Qi)1≤i≤m 7→ (P (x)QiP (x)−1)1≤i≤m. (7.9)
It is easy to see that it induces an action ς∗ : L → L given by ς∗ : L(x) 7→ PL(x)P−1.
The following result generalizes [I08, Proposition 2.6].
Proposition 7.4. The following diagram is commutative:
ψ−1(f)
ς

φ
// Picg(Cf)× Sf × RO ×RA
(+[P−ON ], τ, ν˜1···ν˜N−1, id)

ψ−1(f)
φ
// Picg(Cf)× Sf × RO × RA,
(7.10)
where +[P − ON ] acts on Picg(Cf ) as [D] 7→ [D + P − ON ].
Proof. SupposeQ ∈ ψ−1(f) and φ(Q) = ([D], c, O, A). Then φ ◦ ς(Q) = ([D′], τ(c), ν˜1 · · · ν˜N−1(O), A),
whereD′ is some positive divisor of degree g. We set (O′1, . . . , O′N) := ν˜1 · · · ν˜N−1(O1, . . . , ON) =
(ON , O1, . . . , ON−1).
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Recall that g = (g1, g2, . . . , gn)
T denotes the eigenvector of α(Q). An eigenvector of
α ◦ ς(Q) is (g′1, g′2, . . . , g′n)T := (xgn, g1, g2, . . . , gn−1)T . Define h′i := g′i/g′n = gi−1/gn−1 =
hi−1/hn−1; these ratios do not depend on which eigenvector of α ◦ ς(q) we chose. Then
by (5.1)
(h′i) = (hi−1)− (hn−1) = (Di−1 −D − (n− i+ 1)P +
n∑
j=i
Oj)− (Dn−1 −D − P +On)
= Di−1 −Dn−1 − (n− i)P +
n∑
j=i+1
O′j.
By the uniqueness of D′ it follows that the divisor D′ (resp. D′i) is equal to Dn−1 (resp.
Di−1). Furthermore, D′ −D ∼ P −On, as required.

7.3. W × W˜ actions on Lax-matrix. For r = 1, . . . , N − 1, i = 0, . . . , n′ − 1 and
s = 0, . . . , m− 1, using the energy in § 2.1 define
E
(s)
r+ki := E(P˜ (x)
−mi−sQ˜rP˜ (x)mi+s, P˜ (x)−mi−sQ˜r+1P˜ (x)mi+s).
Define an n by n matrix Bs,r by:
Bs,r = In +
n′−1∑
i=0
κ
(s)
r+kiEr+ki,r+ki+1, κ
(s)
r+ki =
σr+1(q)− σr(q)
E
(s)
r+ki
,
where (Ea,b)c,d = δa,cδb,d for a, b, c, d ∈ Z/nZ, and In denotes the identity matrix.
Lemma 7.5. (i) The action of sr (r = 1, . . . , m−1) on M induces the identity map
on L, and the action of π on M induces the adjoint transformation
π∗ : L(x) 7→ Q−11 L(x)Q1
on L.
(ii) The action of s˜r and π˜ on M induces adjoint transformations on L, given by
s˜∗r : L(x) 7→ (B0,r)−1L(x)B0,r,
for r = 0, . . . , N − 1, and
π˜∗ : L(x) 7→ P (x)L(x)P (x)−1.
Proof. (i) Due to Lemma 7.1, we have α ◦ sr(Q) = α(Q) for 1 ≤ r ≤ m−1. The induced
action of π is
π∗(Q1 · · ·QmP (x)k) = Q2 · · ·QmP (x)kQ1,
and the claim follows.
(ii) By [LP13, Theorem 6.2], the action of s˜r on M is given by
(Qs)s=1,...,m 7→ ((Bs,r)−1QsBs+1,r)s=1,...,m. (7.11)
By definition E
(s)
r+ki satisfies E
(s+m)
r+ki = E
(s)
r+k(i−1), and we have Bs+m,r = P (x)
kBs,rP (x)
−k.
The claim follows.
The second part is easy to see, as the transformation π˜ just cycles the indices inside
the Qi (Definition 2.3). 
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Since similar matrices have the same characteristic polynomial, we obtain the follow-
ing:
Corollary 7.6. For each q ∈ M, ψ(q) is invariant under the action of W × W˜ . In
particular, the coefficients of f(x, y) = ψ(q) are conserved quantities for W × W˜ .
Lemma 7.7. Each c ∈ Sf is invariant under actions of si and s˜i. The cyclic shift π
acts on Sf via
τ−1 : (c1, . . . , cM) 7→ (c2, . . . , cM , c1),
and π˜ acts on Sf via
τ : (c1, . . . , cM) 7→ (cM , c1, . . . , cM−1).
Proof. From the definition of the cyclic group action (2.7), it follows that π˜(Q)ij = qi,j−1
and π(Q)ij = qi+1,j. Thus, using Lemma 6.5, we see that π˜ induces
cℓ =
∑
i+j≡ℓ+1 mod M
qi,j 7→
∑
i+j≡ℓ+1 mod M
qi,j−1 =
∑
i+j≡ℓ mod M
qi,j = cℓ−1,
and that π induces cℓ 7→ cℓ+1 similarly. 
7.4. Eigenvector change under conjugation. For a vector v = (v1, v2, . . . , vn) of
rational functions on Cf , define
D(v) = (common zeroes of vi)− (common poles of vi) +R +On
where R is the divisor supported on SP,O = {P,O1, . . . , ON}, which appears in Theorem
5.1. (See Lemma 6.4 for the explicit formula of R.) The following result is immediate.
Lemma 7.8. Let f be a rational function on C. Then D((fv1, . . . , fvn)) is linearly
equivalent to D((v1, . . . , vn)).
Lemma 7.9. The positive general divisor D = D(L(x)) of degree g associated to L(x)
is equal to D((∆1,n, . . . ,∆n,n)).
Proof. By Theorem 5.1, D = Dn belongs to the common zeroes. Also by Theorem 5.1,
D¯1, . . . , D¯n have no common points, so they do not contribute toD((∆1,n, . . . ,∆n,n)). 
Lemma 7.10. Suppose M = M(x, y) is a n×n matrix whose entries are polynomials in
C[x, y], thought of as rational functions on Cf with poles supported at P . Let D(M ·v)−
D(v) = D+ − D−, where D+ and D− are positive divisors. Then restricted to Cf \ P ,
we have that (detM)0 −D+ is a positive divisor. Also, D− is supported at P .
Proof. Let p ∈ Cf \ P . Then the entries of M are regular at p. We shall show that
the multiplicity of p in D+ is less than the multiplicity of p as a zero in detM . Since
v′i =
∑
j Mij(x, y)vj, and Mij is regular at p, it is clear that multpD(Mv) ≥ multpD(v),
where multp denotes the multiplicity of a divisor at a point p. We also have
vi =
∑
j
(M−1)ij(x, y)v′j =
1
(detM)(x, y)
∑
j
±|M |i,j(x, y)v′j.
Since |M |i,j(x, y) is regular at p, we have multpD(v) ≥ multp(Mv)−multp(detM). Both
claims follow. 
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Suppose L′(x) = Q−11 L(x)Q1 and D′ = D(L′(x)). We shall compute D′ − D up to
linear equivalence. Note that v = (∆1,n, . . . ,∆n,n)
T is an eigenvector of L(x)T − y, and
L′(x)T = QT1 L(x)
T (Q−11 )
T , so an eigenvector of L′(x)T − y is equal to v′ = QT1 v, where
QT1 = Q
T
1 (x) =

q1,1 1 0 0
0 q1,2 1 0
0
. . .
. . . 1
x 0 0 q1,n
 .
Extend the vector v into an infinite vector v˜ by vi+n = xvi. As in §3, let A = (ai,j)i∈[n],j∈Z
be the infinite “unfolded” version of LT (x), satisfying (LT )i,j(x) =
∑
ℓ ai,j+ℓnx
ℓ. (Note
that A is a matrix of scalars, but v˜ = (. . . , v−1, v0, v1, . . .)T is a matrix of functions.)
Then we have
A · v˜ = yv˜. (7.12)
Define w = (v1, v2, . . . , vk+m)
T and w′ = (v′1, v
′
2, . . . , v
′
k+m)
T . We claim that there
exists a (k+m)× (k+m) matrix M =M(y) such that w′ = M(y) ·w. Since v′ = QT1 v,
we have v′i = qivi + vi+1 (where qi is extended periodically if i ≥ n). We now write
vk+m+1 in terms of v1, . . . , vk+m using (7.12). The matrix A is supported on the m + 1
diagonals k, k+1, . . . , k+m. The matrix A−y is supported on the (k+m+1) diagonals
0, 1, . . . , k +m. Thus (7.12) gives
a1,k+1vk+1 + · · ·+ a1,k+m+1vk+m+1 = yv1. (7.13)
Also note that a1,k+m+1 = 1. So
M(y) =

q1,1 1 0 · · · · · · 0 0
0 q1,2 1 0 0 0 0
...
. . .
. . .
0 · · · q1,k+1 1
...
. . .
. . .
0 · · · qk+m−1 1
y 0 · · · −a1,k+1 · · · −a1,k+m−1 q1,k+m − a1,k+m

.
Lemma 7.11. With the above conventions, we have
D′ ∼ D + A1 − P.
Proof. We shall show that D(v′)−D(v) = A1−P . This suffices by Lemmas 7.8 and 7.9.
From Lemma 7.10, we have D(v′) − D(v) = D+ − D− where D± are positive divisors,
with D+ when restricted to Cf \ P supported on {(detQT )(x) = 0}, and D− supported
at P . Since D(v′) is a positive divisor of degree g by the construction of L′(x)T , we have
that D+ and D− have the same degree.
We now calculate D−. By Theorem 5.1, we have that multP (vi) = C − i for some
integer C (we use the convention that negative multiplicity is a pole), and this formula
still holds for the infinite vector (. . . , v−1, v0, v1, . . .). Since v′i = qivi + vi+1, we have
multP (v
′
i) = C − (i+ 1). Thus D− = P . It follows that D+ is a single point in Cf \ P .
We shall show that D+ must be supported on A1. By Theorem 5.1, the common
zeros of vi and vj for any i 6= j are only Dn except for the points in SP,O. Thus we
have D(w) = Dn + R
′ where R′ is supported on SP,O. But {(detQT )(x) = 0} does not
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intersect SP,O. Using Lemma 7.10 now applied to w
′ = M(y)w, we see that D+ must be
supported on {detM(y) = 0}.
By Lemma 7.12 below, we conclude that D+ is a multiple of A1. Since D(v
′)−D(v)
is a divisor of degree 0, we must have
D(v′)−D(v) = A1 − P,
as required. 
Lemma 7.12. The intersection of (detQT )(x) = 0 and (detM(y)) = 0 is the single
point A1.
Proof. We check that detM(y) = ±y. It is clear that
detM(y) = (−1)m+1y+q1,1 · · · q1,k det

q1,k+1 1
q1,k+2 1
. . .
. . .
q1,k+m−1 1
−a1,k+1 −a1,k+2 · · · −a1,k+m−1 q1,k+m − a1,k+m
 .
Write ui (i = 1, . . . , m) for the m columns of the above m by m matrix. We show that
they are linearly dependent as
u1 − q1,k+1
(
u2 − q1,k+2(u3 − · · · (um−1 − q1,k+m−1um) · · · )
)
= 0,
which reduces to
− a1,k+1 + qk+1a1,k+2 − q1,k+1q1,k+2a1,k+3 + · · · (7.14)
+ (−1)mqk+1qk+2 · · · qk+m−1a1,k+m + (−1)m+1qk+1qk+2 · · · qk+m = 0.
By the definition of A, we have
a1,j =
{
lj,1 j = k + 1, . . . , n,
lj−n,1 j = n + 1, . . . , n+ k,
where L = (lij)i∈[n],j∈Z is the infinite unfolded version of L(x). On the network G′, lk+i,1
is the weight generating function of paths from the source k + i to the sink k + 1. Note
that each weight in lk+i,1 is of degree m+ 1− i in q-s. We divide lk+i,1 into two parts:
lk+i,1 = l
′
k+i,1 + l
′′
k+i,1,
where l′k+i,1 is the sum of the weights with q1,k+i, and l
′
k+i,1 is the sum of the weights
without q1,k+i. We claim that there is one-to-one correspondence between the paths con-
tributing to l′k+i,1 and the paths contributing to l
′′
k+i+1,1. Precisely, we have q1,k+il
′′
k+i+1,1 =
l′k+i,1. Combining with l
′′
k+1,1 = 0 and l
′
k+m,1 = q1,k+m, we obtain (7.14). 
7.5. Proof of Theorem 7.2. (i) Due to the definition of sr, Lemma 7.5(i) and Lemma 7.7,
for Q = (Q1, . . . , Qm) ∈ ψ−1(f) with φ(Q) = ([D], c, O, (A1, . . . , Am)), we have
φ ◦ sr(Q1, . . . , Qm) = ([D], c, O, (A1, . . . , Ar−1, Ar(Q′), Ar+1(Q′), Ar+2, . . . , Am)),
where Q′ = sr(Q). From (2.1) we see that ǫr(q′) = ǫr+1(q) and ǫr+1(q′) = ǫr(q), and (7.2)
follows.
It is easy to see that for L(x) = α(Q) we have η ◦ π(L(x)) = ([D′], τ−1(c), O′), where
D′ is some divisor. By Lemma 7.11, we have [D] = [D′ + A1 − P ]. The claim follows.
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(ii) First we prove (7.4). Let g = (g1, . . . , gn)
t be the eigenvector of L(x) ∈ ψ−1(f), and
set (g′1, . . . , g
′
n)
t := (B0,r)
−1g. Define h′i := g
′
i/g
′
n for i = 1, . . . , n− 1. Then we have
g′j =
{
gr+ki − κ(0)r+kigr+ki+1 j ≡ r + ki mod n
gj otherwise.
We must show that (h′j)∞ = (hj)∞ for r = 1, . . . , N−1 and j = 1, . . . , n−1. It is enough
to consider the case of r = 1 and j = 1. Due to Theorem 5.1 and (5.1), there are positive
divisors D,D′ of degree g such that (h1)∞ = (n−1)P +D, (h′1)∞ = (n−1)P +D′. Since
h′1 = h1− κ(0)1 h2 and (h1)∞ > (κ(0)1 h2)∞ = (h2)∞, we get (h′1)∞ ≤ (h1)∞. Thus it follows
that D′ = D. From (7.11) and Lemma 7.7 it follows that both A ∈ RA and c ∈ CM are
not changed by s˜r. From the facts that σN+1−r(q) is the product of all diagonal elements
of Q˜r, and that the R-matrix action changes (Q˜r, Q˜r+1) to (Q˜
′
r+1, Q˜
′
r), it follows that s˜r
exchanges the (N −r)-th and the (N −r+1)-th elements of O ∈ RO. Then we get (7.4).
Since π˜ induces the shift ς∗ of L(x), (7.5) follows from Proposition 7.4.
7.6. Snake path actions. Recall that M = gcd(n, k+m). The snake path actions are
torus actions onM, considered in [LP13]. Recall from § 4.2 that a snake path is a closed
path on G that turns at every vertex. Thus it alternates between going up or going
right. For 1 ≤ s ≤M and t ∈ C∗, the action Ts := Ts(t) on M is given by
Ts(q)ij =

t qij if j ≡ s− i+ 1 mod M
1
t
qij if j ≡ s− i mod M
qij otherwise.
(7.15)
Informally, Ts(t) multiplies all left turns on a snake path by t, and all right turns by 1/t.
Lemma 7.13. The induced action T ∗s (1 ≤ s ≤M) on L is given by
T ∗s : L(x) 7→ Ds(t)L(x)Ds(t)−1,
where
Ds(t) = diag(di)1≤i≤n, di =
{
t if i ≡ s mod M
1 otherwise .
Proof. For simplicity we write Ds := Ds(t) and P := P (x). We rewrite DsL(x)D
−1
s as
DsL(x)D
−1
s =
(
m∏
i=1
(P−i+1DsP i−1)Qi(P−iDsP i)−1
)
· (P−mDsPm)P kD−1s . (7.16)
This is equal to α(Ts(Q)) since (P
−mDsPm) · P kD−1s = P k. 
Proposition 7.14. We have the following commutative diagram:
M
eu

Ts
// M
eu

M
ς−u◦Ts◦ςu
// M.
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Proof. It is enough to prove ((ς∗)−u ◦ T ∗s ◦ (ς∗)u) ◦ e∗u = e∗u ◦ T ∗s acting on L. For L(x) =
Q1 · · ·QmP k ∈ L, we have
L(x)
e∗u7−→ Qu+1 · · ·QmP kQ1 · · ·Qu
(ς∗)−u◦T˜s◦(ς∗)u7−→ (P−uDsP u)Qu+1 · · ·QmP kQ1 · · ·Qu(P−uDsP u)−1
=
m∏
i=u+1
(P−i+1DsP i−1)Qi(P−iDsP i)−1 · (P−mDsPm)P kD−1s
·
u∏
i=1
(P−i+1DsP i−1)Qi(P−iDsP i)−1
= Q′u+1 · · ·Q′mP kQ′1 · · ·Q′u,
where Q′i = (P
−i+1DsP i−1)Qi(P−iDsP i)−1. On the other hand we have
L(x)
T ∗s7−→ DsL(x)D−1s
(7.16)
= Q′1 · · ·Q′mP k
e∗u7−→ Q′u+1 · · ·Q′mP kQ′1 · · ·Q′u.
Thus the claim is obtained. 
From Lemma 6.5 and 7.13 we obtain
Proposition 7.15. The following diagram is commutative:
ψ−1(f)
Ts

φ
// Picg(Cf)× Sf × RO ×RA
(id, ts, id, id)

ψ−1(f)
φ
// Picg(Cf)× Sf × RO × RA,
(7.17)
where ts := ts(t) acts on Sf by
ts(cℓ) =

t cℓ if s = ℓ
1
t
cℓ if s = ℓ+ 1
cℓ otherwise.
(7.18)
Thus the snake path actions Ts(t) act transitively on Sf .
8. Theta function solution to initial value problem
8.1. Riemann theta function. Fix f ∈ V˚. We fix a universal cover of Cf and P0 ∈ Cf ,
and define the Abel-Jacobi map ι by
ι : Cf → Cg; X 7→
(∫ X
P0
ω1, . . . ,
∫ X
P0
ωg
)
,
where ω1, . . . , ωg is a basis of holomorphic differentials on Cf . We also write ι for the
induced map Div0(Cf) → Cg. Let Ω be the period matrix of Cf , and write Θ(z) :=
Θ(z; Ω) for the Riemann theta function:
Θ(z; Ω) =
∑
m∈Zg
exp
(
π
√−1m · (Ωm+ 2z)) , z ∈ Cg.
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It is known to satisfy the quasi-periodicity:
Θ(z +m+ nΩ) = exp
(−π√−1n · (Ωn+ 2z))Θ(z),
for m,n ∈ Zg.
Let D0 ∈ Divg−1(Cf ) be the Riemann characteristic, that is, 2D0 is linearly equivalent
to the canonical divisor KCf . Then the well known properties of the Riemann theta
function gives
Lemma 8.1. For any point Y ∈ Cf , the function
X 7→ Θ(ι(X − Y ))
is a section of the line bundle O(D0 + Y ) which has zeroes exactly at D0 and at Y , and
no poles. For any positive divisor D of degree g, the function
X 7→ Θ(ι(X −D +D0))
is a section of the line bundle O(D) which has zeroes exactly at D and no poles.
8.2. The inverse of φ. For a positive divisor D of degree g, define the function ψi (i ∈ Z)
on Cf by
ψi(X) =
Θ(β − ι(On−i) + ι(X −On))
∏n
ℓ=i+1Θ(ι(X − Oℓ))
Θ(β + ι(X − On))Θ(ι(X − P ))n−i ,
where β = ι(D0 +On −D).
Lemma 8.2. ψi(X) is a meromorphic function on Cf . When D is the positive divisor
defined by Definition 5.2, we have
(ψi) = (hi) = Di +
n∑
j=i+1
Oj −D − (n− i)P. (8.1)
Thus ψi(X) is equal to hi(X) up to a scalar.
Proof. To check that ψi(X) is a meromorphic function on Cf we use the functional
equation for Θ, and note that the multiset of points (with signs and multiplicities) that
appear in the numerator is equal to the same for the denominator. This multiset in
additive notation is β− (n− i)P +(n− i+1)X −On. For the second statement, we note
that ψi(X) has zeroes at Oi+1, Oi+2, . . . , On, a pole of order n − i at P , and also poles
at D. By (5.1), we have (ψi) = (hi). 
Now we study the inverse of φ. We focus on the Zm action. For t = (t1, t2, . . . , tm) ∈
Zm, let qt := (qtji)ji ∈ ψ−1(f) be a configuration at time t. For Lt(x) := α(qt), let
gt = (gt1, . . . , g
t
n)
⊥ be its eigenvector and set hti := g
t
i/g
t
n. Let φ(q
t) be
(Dt, (ct1, · · · , ctM), (A1, . . . , Am), (O1, . . . , ON)),
where Dt = D − ∑mj=1 tjAj for some positive divisor D of degree g. Define ej :=
(1, . . . , 1︸ ︷︷ ︸
j
, 0, . . . , 0︸ ︷︷ ︸
m−j
) for j = 0, . . . , m−1, and recursively set ej+m = (1, . . . , 1)+ej. Define
functions θti and Ψ
t
i on Cf by
θti(X) = Θ(β
t + ι(X − On −On−i)),
GENERALIZED DISCRETE TODA LATTICES 39
where βt = ι(D0 +On −Dt), and by
Ψ
t+ej
i (X) =
θ
t+ej−1
i−N (X) θ
t+ej
i (X)
θ
t+ej−1
i (X) θ
t+ej
i−N (X)
.
By Lemma 8.2, there is a constant b
t+ej
i depending on Cf , such that we have
Ψ
t+ej
i (X) = b
t+ej
i
h
t+ej−1
i−N (X) h
t+ej
i (X)
h
t+ej−1
i (X) h
t+ej
i−N (X)
.
Lemma 8.3. (Cf. Lemma 3.1 [I10]) We have
Ψ
t+ej
i−1 (P ) = Ψ
t+ej
i (Oi) = b
t+ej
i
qtj,i−N
qtj,i
, (8.2)
Ψ
t+ej
i (P ) = b
t+ej
i
d
t+ej
i−N−1 d
t+ej
i
d
t+ej
i−1 d
t+ej
i−N
, (8.3)
where dti is a coefficient of the leading term of h
t
i(X) around X = P .
Proof. The first equality of (8.2) follows from θti(Oi) = θ
t
i−1(P ) and Oi = Oi−N . By
Lemma 7.5 we have gt+ej−1 = Qtj g
t+ej which gives
Ψ
t+ej
i (X) = b
t+ej
i
(h
t+ej
i−N−1(X) + qj,i−N h
t+ej
i−N (X))h
t+ej
i (X)
(h
t+ej
i−1 (X) + qj,i h
t+ej
i (X))h
t+ej
i−N (X)
.
Then, from (8.1) the second equalities of (8.2) and (8.3) follow. 
Lemma 8.4. We have
d
t+ej
i
d
t+ej
i+1
= cti+j , i+ j ≡ ℓ mod M, (8.4)
where we extend cti to i ∈ Z by setting cti := ctℓ if i ≡ ℓ mod M for 1 ≤ ℓ ≤M .
Proof. It is enough to show the case of j = 0, 1 ≤ i ≤ M . Then the other cases follow
from Lemma 7.7.
We will show that the coefficient of the leading term in gi
gi+1
at X = P is equal to ci.
To obtain the ratio gi
gi+1
we may choose to compute maximal minors of L(x) − y with
respect to any row. Let us choose row i + 1. Then by Theorem 6.2, we are counting
families of paths that do not start at source i + 1 and do not end at sink i (for gi) or
sink i+ 1 (for gi+1).
Since we are computing at X = P , the only terms that contribute are the ones lying on
the upper hull of the Newton polygon, that is, the edge with slope −n/(m+k). In terms
of path families this means that we only take paths that are as close to a snake path
as possible. In the case of gi+1 this means that we take a subset of closed snake paths.
Each of them picks up no weight, and thus overall we just get a constant. In the case of
gi one of the closed staircase paths skips one term, and thus we get a long path starting
at source i, winding around the torus and ending at sink i + 1. Such path essentially
by definition picks up weight ci. The other snake paths may or may not appear, thus
creating only a constant factor in front. 
Note that (8.4) is compatible with the snake path actions in Lemma 7.13.
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Theorem 8.5. When N = 1, the inverse map of φ is given by
qtj,i = f
− 1
M
c · aj · cti+j−1 ·
θ
t+ej
i (P ) θ
t+ej−1
i−1 (P )
θ
t+ej−1
i (P ) θ
t+ej
i−1 (P )
,
where
aj = x(Aj)
1
n · exp
[
2π
√−1
n
b · ι(P −Aj)
]
, (8.5)
and b ∈ Zg is determined by a, b ∈ Zg such that a+ bΩ := ι(On).
Proof. Let ptj,i = q
t
j,iq
t
j,i−1 · · · qtj,i−N+1. By Lemma 8.3 we get the equations
αtj :=
ptj,i
Ψ
t+ej
i (P )
d
t+ej
i
d
t+ej
i−N
=
ptj,i−1
Ψ
t+ej
i−1 (P )
d
t+ej
i−1
d
t+ej
i−N−1
= · · · .
We show that αtj does not depend on t. Consider the product
x(Aj) = p
t
j,ip
t
j,i+N · · · ptj,i+(n′−1)N ,
which is equal to
(αtj)
n′ d
t+ej
i−N
d
t+ej
i+n−N
θ
t+ej−1
i−N (P ) θ
t+ej
i+n−N(P )
θ
t+ej−1
i+n−N(P ) θ
t+ej
i−N (P )
.
Since On is equivalent to 0 in Pic0(Cf), there exists a, b ∈ Zg such that a+ bΩ = ι(On).
Due to the quasi-periodicity of Θ(z), we have
θti+n(P ) = exp
[−2π√−1b · (βt − ι(On−i −O1) + bΩ/2)] · θti(P ). (8.6)
By using (8.4) and (8.6) we obtain αtj independent of t as
αtj = f
−N
M
c a
N
j .
Hence we get
ptj,i = f
−N
M
c a
N
j ·
N∏
ℓ=1
cti+j−ℓ ·
θ
t+ej
i (P ) θ
t+ej−1
i−N (P )
θ
t+ej−1
i (P ) θ
t+ej
i−N (P )
. (8.7)
When N = 1, it is nothing but the claim. 
8.3. Conditional solution for N > 1. When N > 1, by factorizing (8.7) we obtain
qtj,i = f
− 1
M
c · γj,i · aj · cti+j−1
θ
t+ej
i (P ) θ
t+ej−1
i−1 (P )
θ
t+ej−1
i (P ) θ
t+ej
i−1 (P )
. (8.8)
Here γj,i satisfies
N∏
ℓ=1
γj,i+ℓ = 1, (8.9)
which denotes that γj,i = γj,i+N .
Lemma 8.6. For i such that i ≡ r mod N we have
m∏
j=1
γj,i = σ
1
n′
r ·
m∏
j=1
a−1j · exp
(
2π
√−1(b′ − b k
′
n′
) · ι(P −Or)
)
. (8.10)
Here b′ is given by a′, b′ ∈ Zg such that a′ + b′Ω := ι(Am +Ok).
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Proof. From (3.6) and (8.8) it follows that
σr =
(
m∏
j=1
γj,i aj f
− 1
M
c
)n′
·
m∏
j=1
n′−1∏
p=0
ctj+i+pN−1 ·
n′−1∏
j=0
θti+jN−1(P ) θ
t+em
i+jN (P )
θt+emi+jN−1(P ) θ
t
i+jN(P )
, (8.11)
for r = 1, . . . , N and i ≡ r mod N .
First we show that the second factor of (8.11) is equal to f
mn′
M
c . It is enough to prove
in the case of i = 1, where the second factor is
∏n′−1
p=0 (c1+pN · · · cm+pN). When n′ = k′,
M is a divisor of m and we have c1+pN · · · cm+pN = fm/Mc . When n′ 6= k′, define an
automorphism ν ofN ′ := {0, . . . , n′−1} by ν : p 7→ p+n′−k′ mod n′. Since n′ and k′ are
coprime, a set {νℓ(1) | ℓ ∈ N ′} coincides withN ′. Thus, fromM = gcd(n, k+m) andm+
pN ≡ ν(p)N mod M , it follows that the product ∏n′−1p=0 (c1+pN · · · cm+pN) is reordered
to be
∏mn′
j=1 cj . Further, since M is a divisor of mn
′, we obtain the claim. Next, we can
show that the third factor of (8.11) is equal to exp
(
2π
√−1(−b′n′ + bk′) · ι(P − Or)
)
,
by using (8.6) and
θt+emi (P ) = exp
[−2π√−1b′ · (βt − ι(On−i+k −O1) + b′Ω/2)] · θti−k(P ).
Here b′ is given by a′, b′ ∈ Zg such that a′ + b′Ω := ι(Am +Ok). Finally from (8.11) we
obtain (
m∏
j=1
γj,i
)n′
= σr ·
m∏
j=1
a−n
′
j · exp
(
2π
√−1(n′b′ − bk′) · ι(P − Or)
)
,
and the claim follows. 
Unfortunately, we have not been able to obtain γj,i from (8.9) and (8.10). Nevertheless,
if we assume that γj,i is constant on Pic
g(Cf), then we obtain the following conditional
result.
Proposition 8.7. Suppose that γj,i is a constant function on Pic
g(Cf ). Then we have
γj,i = σ
1
n′m
r ·
m∏
j=1
a
− 1
m
j · exp
(
2π
√−1
n′m
(n′b′ − k′b) · ι(P − Or)
)
. (8.12)
In particular, the inverse of φ is given by
qtj,i = Q · aj · oi · cti+j−1
θ
t+ej
i (P ) θ
t+ej−1
i−1 (P )
θ
t+ej−1
i (P ) θ
t+ej
i−1 (P )
,
where aj is defined by (8.5), and
Q = f
− 1
M
c ·
m∏
j=1
x(Aj)
− 1
nm ,
oi =
(
(−1)n′+1y(Or)
n′
x(Or)k
′
) 1
n′m
· exp
[
2π
√−1
nm
((nb′ − kb) · ι(P − Oi)− b · ι(Am))
]
,
i ≡ r mod N.
Proof. To have (8.8) compatible with the snake path action (7.15) and (7.18), γi,j has to
be constant on Sf . So γj,i is regarded as a function on RA × RO. If γj,i is not constant
on RA, (8.10) implies that γj,i depends on a
−1
j , but this contradicts (8.9). Thus γj,i is
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constant on RA, and we have (8.12) which fulfills (8.9). By substituting (8.12) in (8.8)
and using (3.11), we obtain the final claim. 
9. Octahedron recurrence
We shall prove that the function θti(P ) satisfies a family of octahedron recurrences
[Spe], as a specialization of Fay’s trisecant identity. We follow the definitions in §8. In
the following we assume N = gcd(n, k) = 1 and write O for the unique special point O1
over (0, 0) ∈ C˜f .
9.1. Fay’s trisecant identity. We introduce Fay’s trisecant identity in our setting. For
α, β ∈ Rg, we define a generalization of the Riemann theta function:
Θ[α, β](z) := exp
(
π
√−1β · (βΩ+ 2z + 2α) ·Θ(z + Ωβ + α). (9.1)
We call [α, β] a half period when α, β ∈ (Z/2)g. Furthermore, a half period [α, β] is odd
when Θ[α, β](z) is an odd function of z, that is, Θ[α, β](−z) = −Θ[α, β](z). We note
that the Riemann theta function itself is an even function: Θ(z) = Θ(−z). It is easy to
check that a half period [α, β] is odd if and only if 4α · β ≡ 1 mod 2.
Theorem 9.1. [Fay, §II] For four points P1, P2, P3, P4 on the universal cover of Cf ,
z ∈ Cg, and an odd half period [α, β], the formula
Θ(z + ι(P3 − P1)) Θ(z + ι(P4 − P2)) Θ[α, β](ι(P2 − P3)) Θ[α, β](ι(P4 − P1))
+ Θ(z + ι(P3 − P2)) Θ(z + ι(P4 − P1)) Θ[α, β](ι(P1 − P3)) Θ[α, β](ι(P2 − P4))
= Θ(z + ι(P3 + P4 − P1 − P2)) Θ(z) Θ[α, β](ι(P4 − P3)) Θ[α, β](ι(P2 − P1)).
holds.
9.2. m = 2 case. Whenm = 2, the vertical actions eu (u = 1, 2) are written as difference
equations expressed as
qt2,iq
t
1,i−k = q
t+e1
1,i q
t+e1
2,i , (9.2)
qt2,i+1 + q
t
1,i−k = q
t+e1
1,i+1 + q
t+e1
2,i , (9.3)
qtj,i−k = q
t+e2
j,i (j = 1, 2). (9.4)
For simplicity we write θti for θ
t
i(P ) = Θ(β
t + ι((n− i− 1)(O−P ))). By construction
the theta function solution of qtj,i (Theorem 8.5),
qtj,i = f
− 1
M
c · aj · cti+j−1 ·
θ
t+ej
i θ
t+ej−1
i−1
θ
t+ej−1
i θ
t+ej
i−1
, (9.5)
satisfies (9.2)–(9.4).
Theorem 9.2. For any t ∈ Z2 and i ∈ Z, the θti satisfy an octahedron recurrence
relation,
a2 θ
t+e2
i+1 θ
t+2e1
i − a1 θt+2e1i+1 θt+e2i = c θt+e1+e2i θt+e1i+1 . (9.6)
Here c is a constant given by
c = a2
Θ(p0 + ι(A1 −A2))Θ(p0 + ι(O − P ))
Θ(p0 + ι(O − A2))Θ(p0 + ι(A1 − P )) ,
where p0 is a zero of the Riemann theta function: Θ(p0) = 0.
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Proof. By setting (P1, P2, P3, P4) = (A2, O, P, A1) and using (9.1), we obtain:
T1Θ(z + ι(P − A2)) Θ(z + ι(A1 − O)) + T2Θ(z + ι(P −O)) Θ(z + ι(A1 − A2))
= T3Θ(z + ι(P + A1 − A2 −O)) Θ(z)
(9.7)
where p := Ωβ + α, and
T1 := Θ(p+ ι(O − P )) Θ(p+ ι(A1 − A2)),
T2 := e
4π
√−1β·ι(A2−A1)Θ(p+ ι(A2 − P )) Θ(p+ ι(O −A1)),
T3 := Θ(p+ ι(A1 − P )) Θ(p+ ι(O − A2)).
(9.8)
By setting z = βt + ι((n− i− 1)(O − P ) + 2A1), (9.7) turns out to be
T1 θ
e1+e2
i θ
e1
i+1 + T2 θ
2e1
i+1 θ
e2
i = T3 θ
e2
i+1 θ
2e1
i . (9.9)
Lemma 9.3. We have
T2
T3
=
a1
a2
.
Proof. For q0 ∈ ψ−1(f), take t0 ∈ Zm such that βt0 ∈ Cg is a zero of the Riemann theta
function, which is always possible by choosing q0 appropriately. We write −p0 for such
βt0 . Then we have θt0n−1 = Θ(−p0) = 0, and qt01,n = qt0−e12,n = 0. From (9.2) and (9.3), we
obtain
qt0−e12,n−1q
t0−e1
1,n−1−k = q
t0
1,n−1q
t0
2,n−1, q
t0−e1
1,n−k−1 = q
t0
2,n−1. (9.10)
On the other hand, when z = p0 + ι(A2 − P ), (9.7) becomes
T2Θ(p0 + ι(A2 − O)) Θ(p0 + ι(A1 − P )) = T3Θ(p0 + ι(A1 − O)) Θ(p0 + ι(A2 − P )).
It is rewritten as (using that Θ(z) is even function)
T2
T3
=
θt0+e1n−2 θ
t0+e2−e1
n−1
θt0+e2−e1n−2 θ
t0+e1
n−1
=
a1
a2
· q
t0−e1
2,n−1
qt01,n−1
,
where we use (9.5) to get the last equality. It follows from (9.10) that qt0−e12,n−1/q
t0
1,n−1 = 1,
and we obtain the claim. 
We continue the proof of the theorem. By setting z = p0+ ι(O−P ) in (9.7), we obtain
T1Θ(p0 + ι(O − A2)) Θ(p0 + ι(A1 − P )) = T3Θ(p0 + ι(A1 − A2)) Θ(p0 + ι(O − P )).
Using this and the above lemma, (9.9) is shown to be
c θe1+e2i θ
e1
i+1 + a1 θ
2e1
i+1 θ
e2
i = a2 θ
e2
i+1 θ
2e1
i . 
Conversely, we have the following.
Proposition 9.4. Suppose that θti satisfy (9.6). Then q
t
j,i defined by (9.5) satisfies
(9.2)–(9.4).
Proof. It is very easy to see that (9.5) satisfies (9.2) and (9.4). We check (9.3). We
consider a ratio
f ti :=
qt2,i+1 − qt+e11,i+1
qt+e12,i − qt+e21,i
.
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By substituting (9.5) in f ti we obtain
f ti =
a2ci+2
θ
e2
i+1 θ
e1
i
θ
e1
i+1 θ
e2
i
− a1ce1i+1 θ
2e1
i+1 θ
e1
i
θ
e1
i+1 θ
2e1
i
a2c
e1
i+1
θ
e1+e2
i θ
2e1
i−1
θ
2e1
i θ
e1+e2
i−1
− a1ce2i θ
e1+e2
i θ
e2
i−1
θ
e2
i θ
e1+e2
i−1
=
θe1i θ
e1+e2
i−1
(
a2θ
e2
i+1 θ
2e1
i − a1θ2e1i+1 θe2i
)
θe1+e2i θ
e1
i+1
(
a2θ
e2
i θ
2e1
i−1 − a1θ2e1i θe2i−1
) , (9.11)
where we omit the superscripts t for simplicity. At the second equality we have canceled
all the ci using c
eu
i = ci+u. Due to (9.6), we obtain f
t
i = 1. Thus, using (9.4), we obtain
(9.3) . 
9.3. General m case. The vertical actions eu (u = 1, . . . , m) are expressed as matrix
equations:
Qt+eu1 · · ·Qt+eum = Qtu+1 · · ·QtmP (x)kQt1 · · ·QtuP (x)−k. (9.12)
Among the family of difference equations we will use the following ones later:
m∏
j=1
qt+euj,i =
m∏
j=u+1
qtj,i ·
u∏
j=1
qtj,i−k, (9.13)
m∑
j=1
qt+eu1,i · · · qt+euj−1,i qt+euj+1,i−1 · · · qt+eum,i−1 =
m∑
j=1
qts(1,i) · · · qts(j−1,i) qts(j+1,i−1) · · · qts(m,i−1), (9.14)
for u = 1, · · · , m. Here we define
s(j, i) =
{
(j + u, i) j = 1, . . .m− u,
(j + u−m, i− k) j = m− u+ 1, . . . , m.
Theorem 9.5. For any t ∈ Zm, i ∈ Z and 1 ≤ p < r ≤ m, the θti satisfy an octahedron
recurrence relation,
δp,r θ
t+ep−1+er−1
i+1 θ
t+ep+er
i + ap θ
t+ep+er−1
i+1 θ
t+ep−1+er
i = ar θ
t+ep−1+er
i+1 θ
t+ep+er−1
i . (9.15)
Here δp.r is a constant given by
δp,r = ar
Θ(p0 + ι(Ap − Ar))Θ(p0 + ι(O − P ))
Θ(p0 + ι(O − Ar))Θ(p0 + ι(Ap − P )) ,
and p0 is a zero of the Riemann theta function: Θ(p0) = 0.
Proof. The proof is similar to the m = 2 case. We explain the outline. In the case
(P1, P2, P3, P4) = (Ar, O, P, Ap) of Theorem 9.1, we obtain
T1Θ(z + ι(P − Ar)) Θ(z + ι(Ap −O)) + T2Θ(z + ι(P − O)) Θ(z + ι(Ap −Ar))
= T3Θ(z + ι(P + Ap −Ar − O)) Θ(z)
(9.16)
where T1, T2 and T3 are given by (9.8), but we replace A1 (resp. A2) with Ap (resp. Ar).
By setting z = βt + ι((n− i− 1)(O − P ) +Ap +Ar−1) at (9.16), we get
T1 θ
t+ep−1+er−1
i+1 θ
t+ep+er
i + T2 θ
t+ep+er−1
i+1 θ
t+ep−1+er
i = T3 θ
t+ep−1+er
i+1 θ
t+ep+er−1
i .
We take t0 ∈ Zm and define p0 := −βt0 ∈ Cg in the same manner as in the proof of
Lemma 9.3. Then qt0−eu−1u,n = 0 holds for u = 1, . . . , m. From (9.13) (resp. (9.14)) of
i = n− 1 (resp. i = n) and u = p− 1 or r − 1, it follows that
q
t0−ep−1
p,n−1
qt01,n−1
=
q
t0−er−1
r,n−1
qt01,n−1
= 1.
GENERALIZED DISCRETE TODA LATTICES 45
On the other hand, by setting z = p0 + ι(Ar − P ) at (9.16), we obtain
T2
T3
=
θ
t0+ep−ep−1
n−2 θ
t0+er−er−1
n−1
θ
t0+er−er−1
n−2 θ
t0+ep−ep−1
n−1
=
q
t0−er−1
r,n−1
q
t0−ep−1
p,n−1
· ap
ar
.
From the above two relations, T2/T3 = ap/ar follows. Finally, by setting z = p0+ι(O−P )
at (9.16) we obtain the formula of δp,r. 
The following conjecture extends Proposition 9.4.
Conjecture 9.6. Suppose θti satisfy (9.15). Then q
t
j,i defined via (9.5) satisfy all the
difference equations (9.12).
We have checked the conjecture for m ≤ 3.
10. The transposed network
10.1. Transposed Lax matrix and spectral curve. Corresponding to Q˜ of (2.3), we
also identify q ∈ M with an N -tuple of n′m × n′m matrices Q˜ := (Q˜i(x))i∈[N ] as §7.1.
The matrices Q˜i(x) are given in terms of the qji by
Q˜N+1−i(x) := P˜ (x) + diag[qm,i, . . . , q1,i, qm,i+k, . . . , q1,i+k, . . . , qm,i−k, . . . , q1,i−k],
where P˜ (x) is the mn′ ×mn′ matrix:
P˜ (x) :=

0 0 0 x
1 0 0 0
0
. . .
. . . 0
0 0 1 0
 .
We define L˜(x) := Q˜1(x) · · · Q˜N (x)P˜ (x)k¯′m, which is another Lax matrix.
Also define a map ψ˜ :M→ C[x, y] given as a composition,
Q˜ 7→ L˜(x) 7→ det(L˜(x)− y).
Consequently, for q ∈M we have two affine plane curves C˜ψ(q) and C˜ψ˜(q)in C2, given by
the zeros of ψ(q) and ψ˜(q) respectively. The proof of Proposition 10.1 is similar to that
of Proposition 3.3.
Proposition 10.1. The Newton polygon N(ψ˜(q)) is the triangle with vertices (0, mn′),
(mk¯′, 0) and (mk¯′ + N, 0), where the lower hull (resp. upper hull) consists of one edge
with vertices (mk¯′, 0) and (0, mn′) (resp. (mk¯′ +N, 0) to (0, mn′)).
Lemma 10.2. The affine transformation(
i
j
)
7→
(
k¯′(k +m)
−n′k
)
+
(−k¯′ (1− k′k¯′)/n′
n′ k′
)(
i
j
)
(10.1)
sends integer points of N(ψ(q)) into integer points of N(ψ˜(q)).
Proof. It is easy to see that it sends the vertices correctly. By the definition of k¯′ we
know (1−k′k¯′)/n′ is an integer. Thus this transformation sends integer points to integer
points. So does the inverse, as the determinant of the matrix involved is −1. 
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Example 10.3. Let (n,m, k) = (6, 3, 4). The two Newton polygons N(ψ(q)) and
N(ψ˜(q)) are illustrated in Figure 11. Here i labels the horizontal axis and j labels
the vertical axis. The dots of the same color show integer points inside the Newton
Figure 11.
polygon that get sent to each other by the transformation (10.1). The formula for the
transformation in this case is(
i
j
)
7→
(
14
−12
)
+
( −2 −1
3 2
)(
i
j
)
.
Proposition 10.4. For q ∈ M, the polynomials ψ(q) and ψ˜(q) coincide up to the
monomial transformation induced by (10.1). The signs of the new monomials are derived
from the rule given in Theorem 3.2: the sign of xayb is (−1)(mn′−b−1)a+b.
See § 10.3 for the proof.
10.2. Special points on the transposed curve. We write f˜(x, y) for the polynomial
obtained from the fixed polynomial f(x, y) in §3.3 via the affine transformation (10.1).
Let Cf˜ be the smooth compactification of the affine plane curve C˜f˜ given by f˜(x, y) = 0.
As for Cf (Lemma 3.8), Cf˜ has a unique point P˜ lying over ∞. Due to this fact and
Proposition 10.4, the two curves Cf and Cf˜ are isomorphic. Let τ : Cf˜ → Cf be the
birational isomorphism, which is given by
(x, y) 7→ (yn′xk′, x 1−k
′k¯′
n′ yk
′
)
when (x, y) ∈ Cf˜ ∩ (C∗)2. Besides P˜ , on Cf˜ we have special points O˜r = ((−1)mn
′
σr, 0)
for r ∈ [N ], and A˜i for i ∈ [m], where near A˜i there is a local coordinate u such that
(x, y) ∼ (un′,−(−ǫi) 1n′ uk¯′).
We see that τ(P˜ ) = P , τ(A˜i) = Ai and τ(O˜r) = Or.
10.3. Proof of Proposition 10.4. The terms contributing to a particular coefficient of
the spectral curve are described by Theorem 3.2. We shall exhibit a bijection between
the terms of the coefficient associated with the lattice point (i, j) inside the Newton
polygon N(ψ(q)) and the terms contributing to the coefficient associated with the image
of that point in N(ψ˜(q)) under the affine transformation (10.1).
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An underway path in the network G is the mirror symmetric version of a highway path.
Thus the weights of an underway path are given by Figure 5 with 0 and qij swapped.
The crucial observation is that families of highway paths on the network associated
with Q˜ are families of underway paths on the original network, parsed in the opposite
direction. This is because by the construction of the transpose map between Q and Q˜,
the corresponding toric networks are the same but are viewed from opposite sides of the
torus (inside vs outside).
Now, assume we have a closed family of highway paths contributing to one of the
coefficients of ψ(q). Simply complement all edges that ended up on our family of closed
highway paths inside the set of all edges of the network. We claim that the result can
be parsed as the desired family of closed underway paths.
Indeed, the original family can be viewed as a number of horizontal “steps through”
picking up a weight qij at some node, connected by intervals of staircase paths that do
not pick up any weight. We can interpret our procedure as complementing used intervals
of staircase paths, that is, making them not used, and vice versa. As a result, locally
around each weight qij that was picked up the new path will look like what is shown in
Figure 12. Thus, it will be an underway path, and it will pick up exactly such qij . In
other words, the weight of the original highway family is the same as the weight of this
new underway family.
q¯ij q¯ij
Figure 12.
It is also easy to see that the new underway family is closed. This completes the proof.
Example 10.5. Let (a, b, c, d) = (3, 2, 3, 2) as in Example 2.2. Figure 13 shows an
example of a family of paths contributing to the purple term of the spectral curve as
marked in Figure 11. The first step takes the complement of edges of this family inside
the set of all edges of this network. The second step does not change the network or the
paths, it just changes the point of view and reverses paths’ directions.
11. Relation to the dimer model
In this section, we give the explicit relation between the R-matrix dynamics on our
toric network and cluster transformations on the honeycomb dimer on a torus. See [GK]
for background on the dimer model.
11.1. Cluster transformations on the honeycomb dimer. The calculation in this
section is the dimer analogue of the highway network computation of the geometric
R-matrix (cf. [LP13, Theorem 6.2]), which was explained earlier in §4.5 (Figure 9).
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q121
q212
q113
q121
q113
q212
q121
q212
q113
Figure 13.
Fix a positive integer L, and consider a honeycomb bipartite graph on a cylinder as
in Figure 14, where αi, βi, γi (i ∈ Z/LZ) are the weights of the faces in three cyclically
consecutive rows. We write α := (αi, βi, γi)i∈Z/LZ.
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Figure 14. Honeycomb dimer on a cylinder
For the weights α of the honeycomb, we define a transformation Rα of α in a following
way: first we split the α1-face into two, by inserting a digon of weight −1 as the top of
Figure 15. We thank R. Kenyon for explaining this operation to us.
Set the weights of the new two faces to be −c and α1
c
, where c is a nonzero parameter
which will be determined. Let D be the quiver dual to the bipartite graph, drawn in blue
in the figure. The weights of faces are to be regarded as coefficient variables associated
to each vertex of D. With 1, . . . , L, a and b, we assign the vertices of D in the middle
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row, as depicted. Next, we apply the cluster mutations µ1, µ2, . . . , µL to (D,α) in order,
recursively defining ωi (i = 1, . . . , L) by
ω1 :=
α1
c
, ωi := αi(1 + ωi−1).
The condition that the digon’s weight is again −1 after the Lmutations gives an equation
for c as −c(1 + ωL) = −1. By solving it, c is determined to be
c =
1−∏Ls=1 αs∑L−1
t=0
∏t
s=1 α1−s
,
and ωi := ωi(α1, . . . , αL) is obtained as
ωi(α1, . . . , αL) =
αi
∑L−1
t=0
∏t
s=1 αi−s
1−∏Ls=1 αs . (11.1)
Definition 11.1. Let Rα be the transformation of α given by
(αi, βi, γi) 7→
(
ω−1i−1(1 + ωi), βi(1 + ω
−1
i−1)
−1, γi(1 + ω−1i )
−1) , (11.2)
which is induced by the sequence of mutations µLµL−1 · · ·µ1,
Due to the expression of ωi, we see that Rα does not depend on which αj-face we split
at the first stage.
Remark 11.2. Note that our derivation of Rα is not entirely a cluster algebra compu-
tation since we began with the “digon insertion” operation, which does not have a clear
cluster algebra interpretation. In an upcoming work [ILP], we plan to further clarify the
cluster nature of the geometric R-matrix.
11.2. Relation with the (n,m, k)-network. We consider the honeycomb bipartite
graph on a torus as in Figure 16. We assign each face (resp. edge) with a weight xji
(resp. qji or 1), satisfying the periodicity conditions xj,i+n = xj,i and xm+j,i = xj,i−k
(resp. qj,i+n = qj,i and qm+j,i = qj,i−k). In the figure we omit weights that are equal to
1. The xji and qji are related by
xj,i =
qj,i+1
qj+1,i
(j = 1, . . . , m− 1), xm,i = qm,i+1
q1,i−k
, (11.3)
hence the product of all the xji is equal to 1.
Let X ≃ Cmn be a space of the weights of faces whose coordinates are given by
x := (xji)j∈Z/mZ, i∈Z/nZ. Let ρ be an embedding map from C(X ) to C(M) given by
(11.3).
We define three types of actions R¯j , R˜i and Rˆi on X , corresponding to the three
directions that the honeycomb bipartite graph can be arranged into rows. For j =
1, . . . , m, define x¯(j) := (xj,i, xj−1,i, xj+1,i)i∈Z/nZ. Let R¯j be the action on X induced by
Rx¯(j) (11.2) with L = n. More precisely, Rj(x) = x
′ is given by
x′li =

ω−1i−1(1 + ωi) l = j,
xj−1,i(1 + ω−1i−1)
−1 l = j − 1,
xj+1,i(1 + ω
−1
i )
−1 l = j + 1,
xli otherwise,
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Figure 15. Honeycomb dimer model on a cylinder.
with ωi := ωi(xj,1, . . . , xj,n) (11.1). In a similar way, for i = 1, . . . , N , define x˜(i) :=
(xm−j,N−i, xm−j,N−i−1, xm−j,N−i+1)j∈Z/mn′Z and let R˜i be the action on X given by Rx˜(i)
(11.2) with L = mn′. For i = 1, . . . ,M , define xˆ(i) := (xj,i+1−j, xj,i+2−j, xj,i−j)j∈Z/mn
M
Z,
and let Rˆi be the action on X given by Rxˆ(i) (11.2) with L = mnM .
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Figure 16. (n,m, k)-dimer
Recall that we also have three types of actions on M given by the elements sj (j =
0, 1, . . . , m−1) of the extended symmetric groupW , the elements s˜i (i = 0, 1, . . . , N−1)
of the extended symmetric group W˜ , and the snake path action Ts (s = 1, . . . ,M).
Proposition 11.3.
(i) The actions sj and s˜i are compatible with the actions R¯j and R˜j respectively: for
x ∈ X , we have
ρ ◦ R¯j(x) = s∗j ◦ ρ(x), j ∈ Z/mZ, (11.4)
ρ ◦ R˜i(x) = s˜∗i ◦ ρ(x), i ∈ Z/NZ. (11.5)
(ii) For x ∈ X , the action Rˆi satisfies
ρ ◦ Rˆi(x) = ρ(x), i = 1, . . . ,M. (11.6)
(iii) For x ∈ X , the snake path action T ∗i satisfies
T ∗i ◦ ρ(x) = ρ(x), i = 1, . . . ,M.
Proof. (i) To show (11.4), it is enough to prove the j = 1 case. We write Ei for the
energy E(P−iQ1P i, P−iQ2P i). The operator s1 acts on M as s1(q) = q′:
q′1,i = q2,i
Ei
Ei−1
, q′2,i = q1,i
Ei−1
Ej,i
, (11.7)
and the other qji do not change. By definition, R1(x) = x
′ is obtained as
x′ji =

ω−1i−1(1 + ωi) j = 1,
xm,i+k(1 + ω
−1
i−1)
−1 j = m,
x2,i(1 + ω
−1
i )
−1 j = 2,
xji otherwise.
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where ωi := ωi(x1,1, . . . , x1,n). On the other hand, by direct computation we obtain
ρ(ωi) =
q1,i+1Ei∏n
s=1 q2,s −
∏n
s=1 q1,s
, ρ(1 + ωi) =
q2,i+1Ei+1∏n
s=1 q2,s −
∏n
s=1 q1,s
.
Thus we get
ρ
(
ω−1i−1(1 + ωi)
)
=
q2,i+1Ei+1
q1,iEi−1
= s∗1
(
q1,i+1
q2,i
)
= s∗1 ◦ ρ(x1,i),
ρ
(
xm,i+k(1 + ω
−1
i−1)
−1) = qm,i+k+1Ei−1
q2,iEi
= s∗1
(
qm,i+k+1
q1,i
)
= s∗1 ◦ ρ(xm,i+k),
ρ
(
x2,i(1 + ω
−1
i )
−1) = q1,i+1Ei
q3,iEi+1
= s∗1
(
q2,i+1
q3,i
)
= s∗1 ◦ ρ(x2,i),
and (11.4) follows.
We can prove (11.5) in a similar manner, by replacing Qi with Q˜i, P with P˜ , and so
on.
(ii) Again, it is enough to prove the case of i = 1. For simplicity, we write L for mn
M
, and
set xj := xj,2−j, qj := qj,3−j for j ∈ Z/LZ. From (11.3), it follows that
ρ(xj) =
qj
qj+1
, ρ
(
L∏
j=1
xj
)
= 1. (11.8)
Define ωj = ωj(x1, . . . , xL) for j = 1, . . . , L. Using the definition of ωj and (11.8), we
obtain
ρ
(
1 + ωj
ωj−1
)
=
qj
qj+1
, ρ
(
ωj
1 + ωj
)
= 1, (11.9)
by the following calculation:
1 + ωj
ωj−1
=
1−∏Ls=1 xs + xi∑L−1t=0 ∏ts=1 xi−s
xi−1
∑L−1
t=0
∏t
s=1 xi−1−s
ρ7−→
1− 1 +∑n−1t=0 qi−tqi+1∑n
t=1
qi−t
qi
=
qi
qi+1
,
ωj
1 + ωj
=
xi
∑L−1
t=0
∏t
s=1 xi−s
1−∏Ls=1 xs + xi∑L−1t=0 ∏ts=1 xi−s ρ7−→ 1.
Thus we have ρ ◦Rxˆ(1)(xˆ(1)) = ρ(xˆ(1)), and (11.6) follows.
(iii) The snake path action Ts changes qj,i and qj′,i′ in the same way if i + j ≡ i′ + j′
mod M . This condition is satisfied by qj,i+1 and qj+1,i, then the change is cancelled in
ρ(xj,i). Thus we see that Ts ◦ ρ(xj,i) = ρ(xj,i). 
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