We introduce a large-scale dataset of human actions and eye movements while playing Atari videos games. The dataset currently has 44 hours of gameplay data from 16 games and a total of 2.97 million demonstrated actions. Human subjects played games in a frame-by-frame manner to allow enough decision time in order to obtain near-optimal decisions. This dataset could be potentially used for research in imitation learning, reinforcement learning, and visual saliency.
Introduction
In recent years, imitation learning, reinforcement learning (RL), and a combination of both, have achieved great success in training learning agents to solve sequential decision tasks. The goal for the learning agents is to learn a policy-a mapping from states to actions-that maximizes longterm cumulative reward. Such a policy can either be learned through trial and error, as in the RL setting, or from an expert's demonstration, as in the imitation learning case. An imitation learning agent can either directly learn the stateaction mapping via supervised learning, i.e., an approach called behavioral cloning. It may also attempt to learn highlevel cognitive functions such as the reward function. Alternatively, recent works [11, 15] have proposed to learn visual attention from human gaze behaviors as an intermediate step towards learning the policy.
Human gaze reveals intention of a particular decision and is modulated by task reward. Therefore gaze can be seen as a signal that encodes a wealth of information about both action and reward. Human eyes have high resolution vision only in the central 1-2 visual degrees of the visual field known as the fovea. To compensate for the limited area of high visual acuity, humans learn to move their eyes to direct the foveae to the correct place at the right time to process important task-relevant visual information. In this way gaze reveals the momentary intention of the observer, which is a strong cue for inferring the associated decision. Additionally, previous research has shown that given a task context, human visual attention is modulated by reward [5, 9, 17] . In performing a familiar task, objects with high potential reward or penalty attracts human attention hence gaze indicates the momentary attentional priorities over multiple objects. Therefore the gaze could be a potentially useful intermediate learning signal for imitation learning.
Gaze modeling also bridges sequential decision task with another prominent research field, namely the visual saliency research in computer vision. Gaze is driven by both bottomup image features as well as top-down signals [7] . Many of the existing datasets and models focus on the former, in which human gaze is collected in a task-free manner with static images. Using these datasets the main research goal is to train a model to extract salient visual features that would capture human attention without task context. How humans distribute their visual attention for dynamic, reward-seeking visuomotor tasks is yet to be explored.
Addressing these challenges, we have collected a largescale dataset of human playing Atari video games, with their eye movements and decision recorded. The dataset is named Atari-HEAD (Atari Human Eye-Tracking And Demonstration) 1 . One purpose is to provide a standard evaluation dataset for imitation and reinforcement learning algorithms. In general researchers collect their own data for evaluating these algorithms. However, factors such as individual expertise, experimental setup, data collection tools, dataset size, and experimenter bias could make such comparison difficult. In collecting Atari-HEAD we strictly followed standard data collection protocols for human studies, and designed a special method to ensure the quality of demonstration policies. This results in a dataset with expert-level task performance and minimal error. By making this dataset publicly available saves the effort of data collection for researchers who use Atari games as task domain and allow them to use the dataset for different research purposes.
Related Work
Using reinforcement learning alone to train an Atari game-playing agent generally requires millions of training samples [12] , hence in practice human demonstration can be used to speedup learning [4, 6] . In Deep Q-learning from Demonstration human demonstration data was mixed with the data generated by the reinforcement learning agent, results in faster learning in the majority of the games [6] . However most of these collected human demonstration have not been made publicly available. The Atari Grand Challenge dataset pioneered the effort of collecting a public dataset of Atari games for research purpose [10] . The human demonstration was collected through online crowdsourcing with players of diverse skill levels.
In computer vision, large-scale datasets have enabled deep learning approaches to make tremendous progress in modeling visual saliency. Examples include MIT saliency benchmark [3] , CAT2000 [2] , and SALICON [8] . These datasets allow researchers to compare saliency models and learning algorithms with ease. Recently a first-person video dataset of subjects performing meal preparation tasks in a naturalistic kitchen environment has been published, allowing researchers to develop models which can jointly learn gaze and actions from human [11] . The hope is that Atari-HEAD dataset could serve a similar purpose for the imitation and reinforcement learning community.
Data Collection
Stimuli The data was collected using the Arcade Learning Environment [1] , an emulator with games of very different dynamics, visual features, and reward functions. These games capture many interesting aspects of the natural visuomotor tasks meanwhile allow better experimental control than real-world tasks.
For every game frame i, its corresponding image frame I i , human keystroke action a i , human decision time to take that action t i , gaze positions g i1 ...g in , and immediate reward returned by the environment r i were recorded. The gaze data was recorded using an EyeLink 1000 eye tracker at 1000Hz. The game screen was 64.6 × 40.0cm and the distance to the subjects' eyes was 78.7cm. The visual angle of an object is a measure of the size of the object's image on the retina. The visual angle of the screen was 44.6 × 28.5 visual degrees.
The human subjects were amateur players who were familiar with the games. The human research was approved by the University of Texas at Austin Institutional Review Board with approval number 2006-06-0085. The subjects were only allowed to play for 15 minutes, and were required to rest for at least 15 minutes before next trial. We have collected data from 4 subjects and 16 games, with a total of 175 15-minute trials and 2.97 million frames/demonstrations.
Eye-tracking accuracy The Eyelink 1000 tracker was calibrated using 16-point calibration at the beginning of each trial, and the same 16 points were used at the end of trial to calculate the gaze positional error. The average end-of-trial gaze positional error across 175 trials was 0.41 visual degrees (approximately 0.59 centimeters).
Semi-frame-by-frame game mode In the default ALE setting, the game runs continuously at 60Hz, a speed that is very challenging even for expert human players. The most unique feature of our experimental setup is that the game pauses at every frame until an action is taken by the human player. However, human can hold down an action key and the game will run continuously at 20Hz. The reasons for such setup are as follows:
Maximizing human performance to obtain near-optimal policies Frame-by-frame gameplay enable the players to play the games at their comfortable speeds, allowing very precise control in difficult states that require longer time to make decisions. It makes the games more relaxing and minimizes fatigue which could results in blinking or poor decisions.
Resolving state-action mismatch Closed-loop human visuomotor reaction time ∆t is around 250-300 milliseconds. Therefore in the continuous gameplay setting, s t and a t that are simultaneously recorded at time step t could be mismatched. Action a t is intended for a state s t−∆t that was 250-300ms ago. For fast-pace games this could be problematic. Frame-by-frame gameplay ensures that s t and a t are matched at every timestep.
Highlighting critical states Human decision time was recorded for every frame. Hypothetically, the states that could lead to a large reward or penalty, and/or the states that require sophisticated decisions, will take longer for the player to make a decision. Fig. 2 shows an example.
The Quality of the Demonstrated Policy
For most games, our setup led to significantly better human performance than those previously reported, see Table 1. The scores reported here also provide a different perspective on comparing human and AI game scores. AI agents such as DQN play the game in the frame-by-frame manner but in previous literature human played the game continuously at 60Hz. Allowing human players to have enough decision time set a stronger human performance baseline for imitation and reinforcement learning agents. 
Applications of Atari-HEAD
Learning to predict human visual attention In [15, 16] , a two-channel (image and optical flow) convolutiondeconvolution deep network was trained to predict human gaze distribution for 8 games. The average area under the curve (AUC) score on test data was 0.97 (min: 0.94; max: 0.99), which is considered highly accurate in gaze modeling research. Training such a model is also sample-efficient: It was able to achieve high AUC scores (above 0.88 for MsPacman and above 0.94 for 7 other games) with a single 15-minute trial of human gaze data-although additional data can still help [16] . In addition, human subjects tend to have different gaze patterns hence a gaze model trained on one subject's data does not always generalize well across subjects [16] .
Learning decisions from humans Using imitation learning, AI algorithms can learn how to perform a task from human-demonstrated actions by imitating the human teacher. However, this type of learning can only capture what the human teacher did, without knowing the reason why the decision was made. Naturally, visual attention is a good indicator of why a particular decision was made.
An example from our data shows a human subject directing gaze on an obstacle, which is a strong indication to justify the subject's next action to turn right to avoid it. Therefore gaze learning could potentially facilitate decision learning. Based on this hypothesis the Attention-Guided Imita- [6, 10, 4] and Atari-HEAD are the best demo scores from each dataset. For Atari-HEAD, '*' indicates that the experiment time limit (15 minutes) has been reached before the game terminated, so if the human players continue to play they could potentially achieve higher scores. Our experimental settings lead to better human performance.
(a) 250ms (b) 1200ms Figure 2 : Two game frames from the game Phoenix. The first one takes the subject 250ms to make the decision. However, in the second state the player needs to avoid multiple incoming enemies and it took the player 1200ms to make the decision. The solid red dots indicate the human gaze positions.
tion Learning (AGIL) framework was proposed [16] . It has been shown that incorporating learned gaze model into decision learning led to an average performance increase of 198% across 8 games in terms of game scores, see Fig. 3 .
Discussion and Future Work
We introduce a large-scale dataset of human subjects' eye movements together with their keyboard actions while playing Atari videos games. The high-quality demonstration and eye movements data could lead to interesting potential future research in the fields of imitation learning, reinforcement learning, and visual saliency. We are in progress of collecting more data for the current 16 games and at least 4 new games. Since human demonstration scores in the first 15 minutes of gameplay is already beyond many learning agents' performance, we will mainly collect demonstrations for the early stage (within 15 minutes) of the games. However, ALE does support save and load for the games, we will hence ask some best players to continue their gameplay instead of starting fresh each time, in order to collect a few trajectories that have highest possible scores and contain demonstrations for the very late stages of these games.
For our current data, decision time was also recorded for every action. Such information could help identify difficult states even for human players. Another challenge for imitation learning is distinguishing good vs. bad demonstrations. Our data includes the immediate reward for every decision. It is possible to exploit such information from the dataset to improve the learning algorithms.
An interesting byproduct of the semi-frame-by-frame gameplay mode is human option [13] . We have noticed that human players often hold a key down until a subgoal is reached, then release the key and plan for the next sequence of actions. This naturally segments the decision trajectories into temporally extended actions, or options. It is yet to be explored whether one can design a learning agent that learns from human demonstrated options.
