Abstract-The perception-driven approach and end-to-end system are two major vision-based frameworks for self-driving cars. However, it is difficult to introduce attention and historical information into the autonomous driving process, which are essential for achieving human-like driving in these two methods. In this paper, we propose a novel model for self-driving cars called the brain-inspired cognitive model with attention. This model comprises three parts: 1) a convolutional neural network for simulating the human visual cortex; 2) a cognitive map to describe the relationships between objects in a complex traffic scene; and 3) a recurrent neural network, which is combined with the real-time updated cognitive map to implement the attention mechanism and long-short term memory. An advantage of our model is that it can accurately solve three tasks simultaneously: 1) detecting the free space and boundaries for the current and adjacent lanes; 2) estimating the distances to obstacles and vehicle attitude; and 3) learning the driving behavior and decision-making process of a human driver. Importantly, the proposed model can accept external navigation instructions during an end-to-end driving process. To evaluate the model, we built a large-scale road-vehicle dataset containing over 40 000 labeled road images captured by three cameras placed on our self-driving car. Moreover, human driving activities and vehicle states were recorded at the same time.
I. INTRODUCTION
A UTOMATIC scene understanding is a core technological requirement for self-driving cars as well as being a primary aim of computer vision research. During recent decades, research into vision-based self-driving cars has achieved considerable progress and development. It is well known that most of the information required for self-driving cars can be obtained by cameras, where this process is inspired by the driving behavior of humans. In addition, the mechanism of attention can help to choose effective data from memory to The authors are with the Department of Electronic and Information Engineering, Xi'an Jiaotong University, Xi'an 710049, China (e-mail: chenshitao@stu.xjtu.edu.cn; zhangsongyi@stu.xjtu.edu.cn; sjh19950419@stu.xjtu.edu.cn; chenbd@mail.xjtu.edu.cn; nnzheng@mail.xjtu. edu.cn).
Digital Object Identifier 10.1109/TCDS.2017.2717451 identify the objects that are presented in the current image and their relationships in order to make correct decisions at the right time. Therefore, it is important to develop a self-driving car based only on vision [1] - [3] where the mechanism of attention should be implemented in a realistic manner. At present, two main vision-based paradigms are popular for self-driving cars: 1) the perception-driven method and 2) the end-to-end method. In the perception-driven method [4] , it is necessary to establish a detailed representation of the real world. After fusing multisensor data, a typical world representation usually contains descriptions of the main objects in various traffic scenes, including lane boundaries, free space, pedestrians, cars, traffic lights, and traffic signs. According to these descriptions, a path planning module and control module are used to determine the actual movements of the vehicle. During the path planning process, in addition to accurate perception results and high-precision map information, it is often necessary to design some extra rules manually. The motion trajectory needs to be adjusted and updated in real-time according to the state of the vehicle during each moment by considering temporal dependences in order to formulate a correct trajectory sequence. Using the motion trajectory calculated by the planning module, the vehicle can be steered to track each task point on the planned path under the guidance of high-precision positioning information.
In the end-to-end method [5] , based on convolutional neural networks (CNNs) [6] and GPU technology, a deep neural network can learn the entire processing pipeline required to control a vehicle directly from human driving behavior. Instead of using the manually designed features employed in the perception-driven method, the CNN can learn the most valuable image features automatically and map them directly to facilitate the control of the steering angle. The actual control of the car is related only to the velocity and steering angle, so this method for directly mapping images to control the direction is more efficient and effective in some scenarios.
The perception-based method has been used most widely in recent decades. It can be applied to most challenging tasks, but its disadvantages are that all the features and task plans must be designed manually, and the entire system lacks the capacity for self-learning. In recent years, the end-to-end learning strategy for self-driving has gradually emerged due to the success of deep learning [7] . The end-to-end strategy only requires some visual information, and it is capable of learning Fig. 1 . Framework of our CMA. The road images are first processed by multiple CNNs to simulate the function of the human visual cortex. A cognitive map is built comprising the vehicle states, navigation inputs, and perception results. Based on the information in the cognitive map, an RNN models the attention mechanism using historical states and scene data over time to make the driving decision in each computing step.
from human driving behavior. However, its disadvantage is that when the system structure is simple, external information cannot be introduced to control the behavior of the self-driving system. Therefore, while the system is running, we have no way of knowing where the vehicle is going and we cannot control the system. In addition, temporal information is never considered in the end-to-end process.
We consider that a highly effective and reasonable autonomous system should be inspired by the cognitive process of the human brain. First, it needs to be capable of perceiving the environment in a rational manner similar to the visual cortex, before processing the perception results appropriately. Next, the system plays the role of the motor cortex in order to plan and control driving behavior. During the whole process, the concept of human-computer collaborative hybrid-augmented intelligence [8] is considered so the self-driving system can learn in a smart manner from human driving behavior.
In this paper, we propose a brain-inspired cognitive model with attention (CMA). When a person views a scene, the message flows through the LGN to V1, onward to V2, and then to V4 and IT [9] , which occurs within the first 100 ms of glancing at an object. It has been shown that this process is very similar to the operating principle of the CNN. Thus, in our model, we employ CNNs to process the visual information in order to simulate the processing of information by the visual cortex. Similarly, Hawkins and Blakeslee [10] and Hu et al. [11] argued that time plays a vital role in memory forming and problem solving for the brain. We consider that the brain must deal with spatial and temporal information simultaneously because the spatial patterns need to coincide with the temporal patterns. Therefore, it is necessary to simulate the functions of the motor cortex, so when dealing with planning and control problems, a long-term memory must be employed to formulate the optimal driving strategy at the current time. Motivated by this requirement, it is necessary to introduce an attention mechanism into the cognitive computing model for self-driving cars, thereby allowing the model to choose reasonable information from a large set of long-term memory data during each computing step.
Moreover, Mountcastle et al. [12] noted that the functional areas in the cerebral cortex have similarities and consistency. They stated that the regions of the cortex responsible for controlling muscles are similar to the regions that handle auditory or optical inputs in terms of their structure and function. Thus, we argue that an recurrent neural network (RNN), which performs well at processing sequential data where it has been applied successfully to video sequence classification and natural language processing tasks, is also capable of solving planning and control problems simultaneously in the same manner as the human motor cortex. The background given above is an important motivation for us to implement planning and control decision with an RNN.
In order to introduce attention mechanism into the proposed cognitive model, and to solve the problem that general endto-end models cannot introduce external information to guide, we define the concept of cognitive map in real traffic. The term of cognitive map was first coined by Tolman et al. [13] as a type of mental representation of the layout of one's physical environment. Thereafter, this concept was widely used in the fields of neuroscience [14] and psychology. The research [15] proposed a computational model that simulates the hippocampal place cells and entorhinal grid cells in brain to help indoor robots with positioning and navigation.
It inspired us greatly to construct a new model of autonomous driving.
To apply this concept to the field of self-driving, cognitive map for traffic scene is built in this paper. In our opinion, intelligence represents a model of characterization and facilitates a better ultimate cognition. A type of cognitive "pattern" arises in the mind can be thought as a world model constructed with prior knowledge. This model contains three types of relationships: 1) interaction; 2) causality; and 3) control. The world model can be considered a cognitive map of the human brain, which resembles an image of the environment. It is a comprehensive representation of the local environment, including not only simple sequences of events but also directions, distance, and even time information. In this paper, from the perspective of information processing theory [16] , a cognitive map (or cognitive mapping) is a dynamic process with steps of data acquisition, encoding, storage, processing, decoding, and using external information. Our purpose is not only to absolutely simulate the cell structures in brain or to realize the explanation of cognitive map in neuroscience. We aim to construct a novel framework for self-driving cars that is more human-like and intelligent than ever before.
The definition of a cognitive map in traffic scene is proposed in this paper. It comprises vehicle states and essentials of traffic scenarios, so as to form time sequences with all of this information. A typical cognitive map for traffic scene covers effective objects, such as lane boundaries, free space, pedestrians, automobiles, and traffic lights, along with the relationships among these objects, including direction and distance. Moreover, some related prior knowledge is considered, e.g., traffic rules and temporal information. Hence, it is a comprehensive representation of the local traffic scene. In this paper, we use the cognitive map as the description of the traffic scene and vehicle states, while memory for longer time period is formed by it.
In particular, our framework first extracts valid information from the traffic scene in each moment by using a CNN to formulate the cognitive map, which comprises temporal information and a long-term memory. We then add external control information to some descriptions of the cognitive map, e.g., guidance information from the navigation map. Finally, we utilize an RNN to model an attention mechanism based on historical states and scene data over time in order to perform path planning and control the vehicle.
In our model, a novel self-driving framework is combined with an attention mechanism inspired by the human brain. Thus, the framework is referred to as brain-inspired CMA. This framework can handle spatio-temporal relationships to implement basic self-driving missions. In this paper, we propose a self-driving system that only uses vision sensors, which perform well at path planning and at producing control commands for vehicles with an attention mechanism. Fig. 1 shows the main scheme of our CMA method. The remainder of this paper is organized as follows. In Section II, we review some previous studies of self-driving cars. In Section III, we describe our approach in detail. In Sections IV and V, we present our large-scale labeled self-driving dataset and an evaluation of the proposed method. Finally, we give our conclusions in Section VI.
II. RELATED WORK
In recent decades, remarkable progress [1] , [4] , [17] has been made with the perception-driven method in the field of self-driving cars. Several methods have been proposed for detecting car and lane boundaries in order to build a description of the local environment.
Many lane detection methods in [18] - [21] have been developed to locate the lane position with Canny edge detection or Hough transformation. However, these methods lack suitable geometric constraints for locating an arbitrary lane boundary. Therefore, Nan et al. [22] presented a spatio-temporal knowledge model for fitting the line segments, which finally outputs the lane boundaries. Huval et al. [23] introduced a deep learning model for lane detection at a high frame rate. In contrast to the traditional lane boundary detection approach where the output is the pixel location of the lane boundary, the method proposed by [17] employs a novel approach that uses a CNN to map an input image directly to the deviation between the vehicle and lane boundary. In this method, the output of the neural network can be used directly for controlling the vehicle without coordinate transformation. However, the limitation of this model is that training for a specific vehicle is needed.
Previous studies [24] , [25] of the object detection task employed a method that generates a bounding box to describe the location of the object. However, in the self-driving task, it is not necessary to determine the precise location of the bounding box because we only need to know whether there is an obstacle in the current lane and the distance to the obstacle. This is a more convenient and efficient way of representing an obstacle as a point instead of a bounding box.
The concept of the end-to-end learning method was originally inspired by Pomerleau [26] and it was developed further by [5] , [27] , and [28] . Pomerleau [26] attempted to use a neural network to navigate an autonomous land vehicle. Breakthroughs in deep learning mean that the DAVE-2 system proposed by [5] can learn a criterion to steer a vehicle automatically. Similarly, Xu et al. [28] presented an fully convolutional network-long short-term memory (LSTM) architecture, which can predict the ego-motion of a vehicle based on its previous state. However, all these methods lack the capacity to supervise the action of the vehicle, and thus we have no way of knowing where the vehicle is going, although the vehicle may drive safely on the road.
Several control strategies have been proposed that use the deep learning approach to control robots. A vision-based reinforcement learning method and evolving neural network as a controller in a TORCS game were reported by [29] . The reinforcement learning approach proposed by [30] - [32] was used successfully to train an artificial agent with the capacity to play several games. The combination of CNN and reinforcement learning exhibits good performance in some strategic games [33] but this is because the decision-making process in these games usually relies on short-term time information or information about the current image. However, in complex tasks such as self-driving cars, the planning and control decisions must be based on long-term information in order to formulate the optimal driving strategy for the current real traffic scene. In [17] , a direct perception approach was used to manipulate a virtual car in a TORCS game, where the controller was a manually designed linear function that directly employs the vehicle's position and pose. This approach may perform well in a game environment but the action generated by this function is different from human behavior and it cannot be applied in real traffic. The path planning and control methods reviewed for self-driving cars by [34] usually require real-time GPS information to formulate a real trajectory. However, we know that a human can drive a car based only on visual information, so it would be useful to develop a model that can handle planning and control simultaneously based only on vision.
III. BRAIN-INSPIRED COGNITIVE MODEL WITH ATTENTION
The human visual cortex and motor cortex play the leading roles while driving. The visual cortex contributes to perception of the environment and the formation of a cognitive map of the road scene by combining memories of traffic with external information, such as map navigation information. Planning and control are determined by the motor cortex. Using information obtained from the cognitive map in long-term memory, the mechanism of attention helps people to identify the most significant information over time in order to formulate a planning and control strategy. Thus, the overall driving behavior comprising sensing, planning, and control is guided and determined mainly by the visual cortex and motor cortex in the brain.
Similarly, a brain-inspired model can be constructed based on human perception, memory, and attention mechanisms. In this paper, we assume that the primary perception depends on a single frame of the road scene. However, multiple frames and many historical states of the vehicle are required to formulate the long-or short-term memory for the planning and control processes to actually manipulate a self-driving car. Fig. 1 shows our CMA method for self-driving cars. Our ultimate goal with this network is to build a CMA mechanism, which can handle sensing, planning, and control at the same time. In contrast to other deep learning or end-to-end learning methods that only map input images to uncontrollable driving decisions, our network can make a car run on a road as well as accepting external control inputs to guide the actions of the car. To achieve this goal, the road images are first processed by multiple CNNs to simulate the function of the human visual cortex and to form a basic cognitive map similar to that produced by the human brain, which is a structured description of the road scene. This description of a road contains humandefined features and latent variables learned by the network. A more explicit cognitive map can be constructed based on the contents of the basic cognitive map and then combined with prior knowledge of traffic, vehicle states, and external traffic guidance information. Therefore, the cognitive map is built based on the description of the road scene, the current vehicle states, and the driving strategy in the near future. Using an RNN, the cognitive map formed of each frame can be modeled to determine the temporal dependency of motion control, as well as the long-and short-term memory of past motion states, thereby imitating the human motor cortex. Finally, real motion sequences can be generated by considering the planning and control commands for self-driving cars.
A. Perception Simulating Human Visual Cortex
The aim of the CMA framework is to solve the problem where conventional end-to-end learning methods cannot incorporate external control signals, so the vehicle can only produce an action based on the input image and it does not know where it will go. By constructing a cognitive map, additional control information can be added to the end-to-end self-driving framework. The establishment of a cognitive map depends mainly on perception of the environment. It is well known that perception of the environment is the main focus and challenge in self-driving missions. Thus, in the CMA framework, inspired by the architecture of the human visual cortex, we use a stateof-art CNN to learn and generate basic descriptions of road scenes. We fix three cameras in our self-driving car in order to capture the scene from the current lane and the lanes on both sides. In contrast to the conventional method, the scene representations in our approach are learned by CNN but not hand-crafted. We employ several convolutional layers to process images captured by cameras on board the vehicle. In our approach, we use multiple CNNs to extract different types of road information from various camera views. Instead of using the network directly as a classifier, we utilize it as a regressor to directly map an input image onto several key pixel points, which are used for path planning and control. Using the pixel points extracted by multiple CNNs, we can calculate and construct a basic cognitive map to describe the local environment surrounding the vehicle, as shown in Fig. 2 .
We define the input images as I t = {I t m , I t l , I t r }, which are captured by the middle, left, and right cameras, respectively. Based on the input images, a self-driving car needs to know the accurate geometry of the lane and the positions of the obstacles. Thus, the output vector X t of the CNN for each camera is composed with five different point identities, that is
where p l_t and p l_b represent the x-coordinates for the intersections of a line extended from the left lane boundary with the top and the bottom edges of the image plane, respectively, p r_t and p r_b denote the x-coordinates corresponding to the points on the right lane, and the p o is the y-coordinate of the obstacle point in the corresponding lane. The architecture of our CNN is very simple and shallow in order to achieve high performance in real time. Five convolutional layers are utilized to extract the spatial features from each image I t . The configurations of the five convolutional layers are the same as those defined by [5] . The first three layers are stride convolutional layers with a 2 × 2 stride and a 5 × 5 kernel. The last two convolutional layers have a 3 × 3 kernel and no stride. We use the network to locate feature points rather than classify them, so the pooling layer that makes the representation invariant to small translations of the input is unnecessary in our network. The convolution operation without a pooling layer is expressed as
where Z and V are the output feature maps with i channels and input feature maps with l channels, respectively, s denotes the number of strides, and j and k are the row and column indexes, respectively. A rectified linear unit (ReLU) is used for each hidden neuron in the convolutional layers. Following the five convolutional layers, three fully connected layers are employed to map the representations extracted by the convolutional layers to the output vector X t . According to the five descriptors in X t , we can calculate the physical quantities shown in Fig. 2 . We assume that D m_left and D m_right are the lateral distances to the vehicle from the left and right lane boundaries, respectively, in the view of the middle camera. D l_left , D l_right , D r_left , and D r_right are the two distances in the views of the left and right camera, respectively, in a similar manner to the middle camera. We define the angle between the vehicle and road as V a , and the distances to obstacles in each lane are O C_line , O L_line , and O R_line . By using the distances to obstacles, the driving intention D t i can be derived using Algorithm 1. In order to calculate the physical distances described above, we define any two pixel points in a lane boundary as (l xm , l ym ), and (l xb , l yb ), and the y-coordinate of the obstacle is o y . According to the optical center (u 0 , v 0 ) and the height of the camera H, the positions of two points (X m , Z m ) and (X b , Z b ) in the vehicle coordinate system can be represented as 
The angle between the vehicle and the lane boundary V a is
Similarly, the obstacle distance in each lane is represented as
By using (3)- (7), we can obtain the perception results {X t m , X t l , X t r } from the views of the three cameras.
B. Planning and Control to Simulate the Human Motor Cortex
The structured description of cognitive map C t with the vehicle states V States formulated as
is extracted from each frame obtained by the three cameras. Based on these representations, the CMA method models the temporal dynamic dependency of planning and control. In a standard self-driving framework, path planning and vehicle control are two separate tasks. However, in contrast to the traditional method, our new approach employs the memories of past states and generates control commands with the RNN, so the two tasks are completed simultaneously. LSTM is a basic unit of the RNN, which is employed for processing sequential data and modeling temporal dependencies. Many varieties of LSTMs are possible and a simple type is used in our CMA framework. One cell in an LSTM unit is controlled by three gates (input gate, output gate, and forget gate). The forget gate and input gate use a sigmoid function, and the output and cell state are transformed by tanh. Using these gates, an LSTM network can learn the long-term dependencies in sequential data and model the attention mechanism over time. We employ the main characteristics of LSTM in our CMA framework, so it can learn human behavior during a long-term driving process. The memory cell is used to store information over time, such as the historical vehicle states in its vectors, which can be chosen by the attention mechanism in the network. The dimensions of the hidden states should be selected according to the input representation C t .
Based on the driving intention D i in cognitive map C t , a lateral distance D o from the current point to the objective lane is calculated by Algorithm 2. A more complex cognitive map C t is then built as
Before importing the representation of cognitive map C t into the LSTM block, a fully connected layer is utilized to organize the various types of information in C t . The representation R 
The descriptor R t contains large amounts of latent information organized by the fully connected layer, which comprises a description of traffic scene and driving intentions. The effectiveness of this descriptor can be improved by an appropriate training process based on human driving behavior.
In the proposed CMA framework, we use three LSTM layers to allow the network to learn higher-level temporal representations. The first two LSTM blocks return their full output sequences, but the last only returns the last step in its output sequence, thereby mapping the long input sequence to a single control vector for vehicles. The mapping R contains three 
generate steering angle by RNN 6: generate pedal commands based on the desired speed 7: else if D i = change to right then 8: 
while changing lanes do 10: if D m_right < D r_right then 11: the car is still in the current lane 12 :
generate steering angle based on the RNN 14: generate pedal commands based on desired speed 15: else if D m_right == D r_right ∨ the car is on the boundary of the lane then 16 :
the car is on the boundary of the lane 18 :
generate steering angle based on the RNN 20: generate pedal commands based on the desired speed 21: else 22: the car has changed lane 23: D i = stay in line 24: break 25: end if 26: end if 27: end while 28: else if D i = change to left then 29: while changing lanes do 30: similar to changing to the right lane 31: end while 32: end if 33: end while LSTM layers with parameters R to capture temporal clues in the representation set
which contains multiple cognitive results in different time steps. The hidden state h t 3 is the tth output of the third layer and it represents the result obtained by a temporal model that processes the path planning and control tasks. The hidden state h t 3 is represented as h
where {h t }, t = 1, 2, . . . , n, is the set of hidden states for each LSTM layer. Next, a fully connected layer defined by weights W R and bias b R will map the hidden state h t 3 to a driving decision used to control self-driving cars. Thus, by using the memory and predictive abilities in an LSTM block, we consider the planning and controlling process as a regression problem.
Steering and velocity commands are used to control vehicles in the automatic driving mode. In our self-driving framework, we generate these two commands separately. The velocity command is determined by traffic knowledge and traffic rules. The real velocity of the vehicle is treated as a part of the vehicle state V t states in order to form a cognitive map of the current time step. According to the long-term cognitive map {C t }, the steering angle S a is generated by
which is described in detail above. We assume that D m_left and D m_right are the lateral distances from the left and right lane boundaries to the vehicle in the view of the middle camera, respectively. D l_left , D l_right , D r_left , and D r_right are the two distances in the left and right camera views, respectively, in the same manner as the middle camera. We define the angle between the vehicle and road as V a . We use V states to represent the vehicle states, which can be obtained through the on-board diagnostics (OBD) port in the vehicle.
Using these notations, the entire workflow of the CMA framework is summarized in Algorithm 2. In the self-driving procedure, a cognitive map is first constructed using multiple CNNs. Subsequently, based on the cognitive map and vehicle states over a period of time, the final control command will be generated by the RNN.
IV. DATA COLLECTION AND DATASET
In order to develop a new framework for self-driving cars and to evaluate the proposed method, we prepared a novel dataset called the road-vehicle dataset (RVD) for training and testing our model. 1 The platform used for data collection is shown in Fig. 3(a) . The data were collected on a wide variety of roads under different lighting and weather conditions. In total, we recorded more than 10 h of traffic scenarios using different sensors, such as color cameras, a high-precision inertial navigation system, and a differential GPS system. Three cameras were used to record images and driver behavior, which were reflected through the steering angle and pedal states, and they were recorded by the controller area network bus on the OBD interface. A GPS/inertial measurement unit (IMU) inertial navigation system was used to recorded accurate attitude and positional data for our vehicle. In order to generate images from different viewpoints, we used the viewpoint transformation method to augment our dataset.
A. Sensors and Calibration
The sensor setup is shown in Fig. 3(b)-(d 4) 1 × OXTS RT2000 inertial and GNSS navigation system, 6 axis, 100 Hz. For the three vehicle-mounted cameras, we used the trilinear method [35] to calibrate the extrinsic parameters and the method proposed by Zhang [36] to calibrate the intrinsic parameters. The position matrix is denoted as T, the pitch angle matrix as R, and the internal parameters matrix as I. These parameters were used in the experiment.
B. RVD Dataset
In the data acquisition process, drivers were asked to drive in diverse weather and road conditions at different times of the day. Furthermore, in order to collect large amounts of driving behavior data, we required the drivers to perform lane changing and turning operations in suitable cases. A key problem in the self-driving mission is to make the vehicle recover from error states. Therefore, by using the viewpoint transformation method, we combined the data from the three cameras to simulate the visual data for the error-state vehicle and generated additional road images from a variety of viewpoints.
In particular, our dataset comprised the following.
1) Diverse Visual Data:
Visual data including the types of roads, such as urban roadways and single-lane, double-lane, and multilane highways. The data were collected under different weather conditions, such as day, night, sunny, cloudy, and foggy, using three changeable viewpoint cameras, which extended our dataset to 146 980 images.
2) Vehicle States Data: We recorded the real-time vehicle states while collecting the road video, which included more than 100 types of internal and external vehicle information, such as speed, attitude, and acceleration.
3) Driver Behavior Data: We collected real-time behavior data (operation to the vehicle) of the drivers at each moment, including the steering angle, and control to the accelerator pedal and brake pedal.
4) Artificially Tagged Data:
In our collected video data, we manually tagged 43 621 pieces of road image data where the lane position, obstacle location, etc. were marked.
Our dataset is innovative in following two aspects.
1) The dataset contains most of the visual data in self-driving scenes, where all of the data were collected simultaneously from three viewpoints and the dataset was expanded later by viewpoint transformation. 2) The dataset contains abundant records of vehicle states and human driving behavior, thereby enhancing the testing and training processes for exploring end-to-end frameworks for self-driving cars.
V. EXPERIMENTS
In this section, we present the results of experiments that we performed to demonstrate the effectiveness of the proposed CMA model. Comprehensive experiments were performed to evaluate the cognitive maps (free space, lane boundaries, obstacles, etc.) produced by CNNs based on the data from real traffic scene videos. We also evaluated the path planning and vehicle control performance of the RNN, which integrates the cognitive map with the LSTM. In addition, a simulation environment was constructed because some experiments were difficult to conduct in reality. All of the experiments were based on the challenger self-driving car, as shown in Fig. 3 , which is a tuning vehicle based on the Chery Tiggo.
A. Constructing Cognitive Maps With Multiple Convolutional Neural Networks 1) Visual Data and Visual Data Augmentation:
Training a CNN to generate descriptions of road scenarios requires a large amount of image data. We had many images captured by the vehicle-mounted camera, but it was still difficult to encompass all of the possible situations that a self-driving vehicle might encounter. Only recording images from the driver's viewpoint is inadequate and our method should have the capacity to adjust the vehicle to recover from an error state. For example, the samples captured from a human-driven vehicle cannot cover the situation where the yaw angle is very large because a human driver does not allow a car to deviate greatly from the middle of the road. Thus, the collected data could have been unbalanced, thereby making it difficult to train a network that can handle various road situations. In order to augment our training data and simulate a variety of attitudes of a vehicle driving in a lane, we used a simple viewpoint transformation method to generate images with rotations that differed from the direction of the lane. We recorded images from three different viewpoints using three cameras mounted on the vehicle and we then simulated other viewpoints by transforming the images captured by the nearest camera. Viewpoint transformation requires the precise depth of each pixel, which we could not acquire. However, in this paper, we only concerned about the lanes on the road. Thus, we assumed that every point on the road was on a horizontal plane so as to accurately calculate the depth of each pixel on the road area based on the height of the camera.
If we assume that a point p(x, y) in the image coordinate system is known and the pitch angle of the camera is approximately 0, then using the basic camera model illustrated in Fig. 4 , we can obtain the position of the point P(X, Y, Z) in the camera coordinate system as
where Y equals the height h of the camera and the focal length of the camera is f . A point P (X , Y , Z ) in the simulated camera coordinate system can then be derived as ⎡
where R is the rotation matrix and T is the translation vector. Therefore, the augmented samples were generated in this manner, as shown in Fig. 5 .
2) Effects of Multiple CNNs in Constructing Cognitive Map:
Within the proposed CMA framework, the CNN regressor is responsible for the construction of a basic cognitive map. In a vision-based self-driving car, the precision of the surrounding environment perceived by the visual module is of particular importance because the perception results directly affect planning and control. In most self-driving scenarios, the main indicators comprise the detection of free space, the current and adjacent lanes, and obstacle vehicles. Therefore, we mainly evaluated our model by detecting these items.
Our CNN regressor was built using TensorFlow [37] . As shown in Table I , there were five convolutional layers in our model. An image at a resolution of 320 × 240 was processed by these convolutional layers to form a tensor with dimensions of 25 × 33 × 128. And four fully connected layers with output sizes of 500, 100, 20, and 5 were used to map 128 features to a 5-D vector, which represented the locations of the lane boundaries and obstacles in the input image. We also considered other configurations for the convolutional layer, such as VGG16 and AlexNet. Based on several comparative experiments, we finally chose the Nvidia settings because the performance of this configuration was more stable than the others. And it was easier to be trained with the current network setting. Besides, our next step is to implement our method in an embedded system at a high frame rate. So we used shallow layers instead of other complex networks.
The free space estimation performance was evaluated using a segmentation-based approach. In our approach, we could estimate the free space in the ego-lane or adjacent lanes. The free space in a lane is determined by the two lane boundaries and the positions of obstacles in the lane. We evaluated the consistency between the model output and the accurately labeled ground truth. Fritsch et al. [38] recommended estimating the free space from a bird's eye view regardless of the type of traffic scenario, but we performed the evaluation based on perspective image pixels in our model. Since we were concerned with the free space in a lane, so it was [22] more convenient for us to employ this perspective. We used the precision, recall, and F-measure as criteria to evaluate the performance of our model, which are defined by (19) where N TP is the number of free space pixels labeled correctly as ground truth, N FP is the number of free space pixels in the model output but not in the ground truth labeling, and N FN is the number of free space pixels in the ground truth but not in the model output. In this paper, the three lanes (ego-lane and two adjacent lanes) were captured by three different cameras. We only present the evaluation results for the images obtained by the middle camera and the left camera because the images obtained by the right camera were similar to those obtained by the left camera.
To facilitate comparisons, the free space detection performance was evaluated based on the RVD and Nan's dataset [22] . Table II shows the quantitative analysis of our model in different scenarios. Some free space detection results based on the testing set are shown in Fig. 6 . Fig. 6 . Free space detection results. The proposed model was evaluated based on RVD and Nan's dataset [22] , which included various traffic scenarios such as night, rainy day, and complex illumination.
The lane boundary detection results were evaluated according to the criteria presented in [22] . If the horizontal distance between the detected boundary and ground truth labeling was smaller than a predefined threshold, the detected boundary was regard as a true positive. We compared our approach with the state-of-art method. The two methods were evaluated using RVD and Nan's dataset [22] . The experimental results showed that the precision of our approach was fairly consistent with that of the state-of-art approach in typical traffic scenes. However, for challenging scenarios, such as rainy, snowy, and hazy days, our model performed better, thereby indicating its relatively high robustness. In addition, the utilization of CNN allowed our model to be processed in parallel on a GPU, which yielded a higher frame rate comparing with the state-of-art method.
The quantitative lane boundary detection results obtained by our model are presented in Table III . The lane boundary detection results obtained by our model with different scenes and datasets are presented in Fig. 7 .
The estimated obstacle position obtained using our model was evaluated based on the perspective image pixels because the real distance between an obstacle vehicle and our car was related to the extrinsic parameters of the camera, which could differ among different self-driving cars. First, we calculated the obstacle detection accuracy. The distributions of the distance errors in different scenes are shown in Fig. 8 . 
B. Generating Control Command Sequences With Recurrent
Neural Network 1) Experiment Setup: As shown in Fig. 9 , the simulation environment mainly comprised the road conditions, vehicle model, and internal controller (including the driver model). The simulator was used to evaluate the performance of our method and to augment the driver behavior data. In our simulator, the car model interacted with the road conditions and their states were sent to the internal controller as inputs to simulate human driving behavior in order to generate control sequences for adjusting the attitude of the car. These three modules constituted a complete closed-loop simulation cycle.
2) Effects of Control Sequence Generation: Training an RNN to learn human driving behavior requires a large amount of driving behavior data. However, many unexpected factors may influence real-world driving data. For example, human driving behavior is based partly on subjective decisions, which may be completely different even under the same conditions. The presence of these issues in our training data may reduce the confidence in the output of our network. Therefore, in order to evaluate the planning and control part, we used the data from our dataset, which contained marked road data and the actions that the driver actually performed, as well as the data obtained from the simulation environment, as shown in Fig. 9 . After setting appropriate parameters for both the vehicle and the road module, reliable driving data could be generated from the simulation environment, such as the driving trajectory and commands for steering the wheel of the car. We set multiple parameters for the road module and ran the simulator repeatedly to obtain information about the vehicle states (vehicle attitude, speed, etc.) as well as the deviation between the vehicle driving trace and the lane so as to improve and extend our driving behavior dataset.
As shown in Table IV , we built an LSTM network to model the temporal dependencies during the driving process. Path planning and vehicle control were accomplished simultaneously in the LSTM network. In order to quantitative analyze the path planning and control efficiency of our method, we evaluated the proposed method using the simulator instead of implementing it in a real vehicle. In the simulator, we set two lanes on the road and the speed of the vehicle was set (but not limited) to 40 km/h. In addition, two obstacles were placed in the lane to test whether our model could achieve human-level control in the lane changing scenario. As shown in Fig. 9 , the proposed method replaced the internal controller (driver model) in the simulator. The steering angle required to control the car module in real time could be generated by the proposed model based on the car states and environmental data. Fig. 10 shows the driving trajectories generated by our method and Chen's method [17] for different lane-changing scenarios. In the testing procedure, we randomly set obstructions in front of the vehicle to test its performance during lanechanging operation when faced with obstacles at different distances. The gray dotted line in Fig. 10 shows the trajectory of the vehicle produced using Chen's model. Chen's method worked well at correcting the lateral distance, but compared with normal human behavior, the process was excessively fast, thus it is not suitable for a real environment. As shown in Fig. 10 , the blue line is a trajectory curve produced by our model. It is obvious that our model has the characteristics of smoothness, and the trajectory curve is closer to the performance of the vehicle driven by a human. Our approach considered the temporal dependence, thereby implying that the states of the vehicle were memorized over a period of time. Therefore, the trajectory of our model was consistent with the ideal curve and the vehicle could drives in a steady and smooth state. The overall process was similar to operation by human drivers where the driver behavior was learned completely by the model.
VI. DISCUSSION AND CONCLUSION
In this paper, we proposed a CMA for self-driving cars. The proposed model is inspired by the human brain, and it can simulate the roles of the human visual and motor cortices during sensing, planning, and control. The mechanism of attention is modeled by an RNN over time. In addition, we introduced the concept of a cognitive map of a traffic scene and described it in detail. A labeled dataset called the RVD was constructed for training and evaluation purposes. We tested the planning and control performance of the proposed model in three visual tasks. The experimental results showed that our model can achieve some basic self-driving tasks with only cameras.
However, the performance of the proposed model depends greatly on the volume of training data, hence the performance may degrade in some unknown environments. To eliminate this limitation, we will collect more traffic data and make further attempts at feasible data augmentation operations. When directly generating the control commands with the LSTM network, the proposed model can learn human driving behavior in lane-changing, free-driving, and vehicle-following scenarios. However, the proposed model needs to be further developed for other complex driving scenarios.
In addition to the attention mechanism, the permanent memory plays a crucial role in human cognition. In our future research, we will consider how to incorporate permanent memory into the proposed cognitive model. Many abnormal events also occur in actual traffic scenes so the development of an efficient cognitive model to handle these situations could be an interesting topic for future study.
