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Abstract
The numerical solution of transient stability problems is a key element for
electrical power system operation. The classical model for multi-machine
systems is defined as a set of non-linear differential equations for the rotor
speed and the generator angle for each electrical machine, this mathemati-
cal model is usually known as the swing equations. This paper presents how
to use direct Richardson extrapolation of several orders for the numerical
solution of the swing equations and compares it with other commonly used
implicit and explicit solvers such as Runge-Kutta, trapezoidal, Shampine
and Radau methods. A numerical study on a simple three machine sys-
tem is used to illustrate the performance and implementation of algebraic
Richardson extrapolation coupled to several solution methods. Normally,
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the order of accuracy of any numerical solution can be increased when
Richardson Extrapolation is used. A numerical example is provided for an
electrical grid consisting of three machines and nine buses undergoing a
disturbance. It is shown that in this case Richardson extrapolation effec-
tively increases the order of accuracy of the explicit methods making them
competitive with the implicit methods.
Key words: Power system transient stability; Richardson extrapolation;
dynamic equations.
Métodos numéricos acoplados con la extrapolación
de Richardson para el cálculo de sistemas de
potencia transitorios
Resumen
La solución numérica de problemas de estabilidad transitoria es un elemen-
to clave para la operacion de sistemas eléctricos. El modelo clásico para
sistemas multi-máquina se define como un conjunto de ecuaciones diferen-
ciales no lineales para la velocidad del rotor y el ángulo del generador para
cada máquina eléctrica, este modelo matemático se conoce generalmen-
te como las ecuaciones de oscilación. Este artículo presenta la forma de
utilizar la extrapolación directa de Richardson de varios órdenes para la
solución numérica de las ecuaciones de oscilación y la compara con otros
métodos implícitos y explícitos de uso común como los métodos Runge-
Kutta, Trapezoidal, Shampine y Radau. Se presenta un estudio numérico
sobre un sistema simple de tres máquinas para ilustrar el desempeño y la
implementación algebráica de la extrapolación de Richardson. El orden de
exactitud de cualquier solución numérica puede aumentarse cuando se uti-
liza la extrapolación de Richardson. Se proporciona un ejemplo numérico
para una red eléctrica que consta de tres máquinas y nueve buses que su-
fren una perturbación. Se demuestra que en este caso la extrapolación de
Richardson aumenta efectivamente el orden de exactitud de los métodos
explícitos haciéndolos competitivos con los métodos implícitos
Palabras clave: Estabilidad transitoria de sistemas de potencia; extra-
polación de Richardson; ecuaciones dinámicas.
1 Introduction
The transient stability analysis in electrical grids is important to evaluate
the effects of disturbances in rotors in power systems operation, security,
and maintenance. Several researchers have applied numerical integration
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methods for solving the classical swing equations [1],[2],[3] to obtain the
behavior of the power angles and the rotational speeds in the time domain.
Classical numerical methods both implicit and explicit [4],[5],[6],[7] can be
employed to find accurate results because numerical integration of the non
linear differential equations is performed. The transient stability analysis
(TSA) is very important for the design of electric power systems because
it allows to determine the system’s ability to withstand large disturbances
and to transition to a normal operating condition. These disturbances can
be faults such as: short and open circuits on a transmission line, loss of a
generator, loss of a load, gain of load or loss of a portion of transmission
network [8],[9],[10]. For multi-machine stability analysis, the condition of
the system and grid configuration before and after the disturbance, must
be known. Therefore, two preliminary stages are needed before the tran-
sient study: the pre-fault conditions for the system which are calculated
by a load flow balance, then the representation of the grid before the fault
is modified to take into account the conditions during and after the failu-
re [9]. Regular numerical simulations are also important during planning
stages to gain knowledge of the system. Yet, even a well designed system
may face transient instability issues [11]. The application and assesment
of innovative numerical methods for solving transient stability situations
is currently of interest because it allows the development of high accuracy
computational packages and it may also have additional advantages for re-
search and academical purposes. The solution of TSA problems involves
two main stages, the network analysis and the dynamic model solution [2]
. The network analysis includes the power load solution for determining
the initial bus angles and voltages and the computation of the reduced
admittance matrix. The dynamic model solves the transient differential
equations for each machine in the system yielding the values of the angu-
lar velocities and the angles. These variables are important in studies of
transient stability enhancement control [12],[13],[14]. The set of differential
equations, which can be highly nonlinear depending on the machine model
used, are solved by a numerical method, for each time step.
In this paper the combination of the Richardson extrapolation [15] with
different numerical methods is studied to determine its advantages respect
to tradditional methods, such as the trapezoidal integration commonly used
in power system dynamic equations [16]. Initially, in this work the classical
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swing equations for rotor dynamics are solved with several numerical me-
thods both explicit and implicit such as euler, trapezoidal (semi-implicit),
Runge kutta, Shampine [4] and Radau [17]. Then, the above methods
are combined with Richardson extrapolation to evaluate and compare the
accuracy and the order improvement of the resulting combined schemes.
2 Power system model
A multi-machine system has several synchronous generators which can be
modelled by two differential nonlinear equations. This model is called the
classical model or swing equations represented as follows:
Miω˙i = Pmi − Pei −Diωi
δ˙i = ωi − ωb
i = 1 . . . n
(1)
where n is the number of rotor machines, δi is the rotor angle of the i− th
machine, ωi is the angular speed, ωb is the base velocity of the system, Mi
is the moment of inertia, Di is the damping coefficient and Pmi and Pei
are the mechanical and electrical power respectively. The rotor angle is
constant when the machines are in steady state when ωi = ωb that is also
the velocity initial condition in the pre-fault state. The initial conditions of
generator rotor angles and emf (E) are also obtained from the system pre-
fault conditions [18]. After an electrical disturbance the rotor angle changes
from a constant value to another after the transient stage, assuming that
stability is maintained.
The electrical power Pe,i of machine i is calculated from
Pe,i(δ) =
n∑
j=1
YijEiEj cos(δi − δj − αij) (2)
where Yij are the entries of a reduced admittance matrix [19], Ei is the
i-th voltage behind the transient reactance, and αij are the admittance
phase angles. Note that equations (1) and (2) can be seen either as a
coupled algebraic-differential system or as a nonlinear differential system
when equation (2) is subtituted in (1). The presented formulation allows
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reducing the number of unknown variables, because bus voltages as well
as the equations of current injections at network buses are not needed
[18],[3]. During the stability study, the assumptions made are [16],[20],[21]:
Mechanical power input is constant, damping is neglected, constant voltage
behind the transient reactance model of the synchronous machine is valid,
the mechanical rotor angle is assumed to be equal to the angle of the voltage
behind the transient reactance, and the loads are represented by passive
impedances.
An electrical network with n nodes from the standpoint of the generator
terminals, has an admittance matrix Y defined by:
Y ij = Yij αij = Gij + jBij (3)
To calculate the above matrix several steps are usually needed. First,
the equivalent impedances or admittances are connected between the load
buses and the reference node. Also, calculation of the fault impedances is
added, and the admittance matrix is modified for each switching condition.
Secondly, equivalent admittances are obtained for each impedance element.
Finally, elements of the Y matrix are obtained as follows: Y ii is the sum
of all the admittances connected to node i, and Y ij is the negative of
the admittance between node i and j. After the admittance matrix has
been obtained for the original network, it can be reduced by eliminating
all but those corresponding to generators. This procedure known as Kron
reduction [22] can be achieved by row-column operations considering that
all the nodes have net zero current except for the internal generator ones.
Thus, a reduced system is obtained as shown below
I = YV (4)
where
I =
[
In
0
]
(5)
Now the system in (4) is partitioned to get
[
In
0
]
=
[
Ynn Ynr
Yrn Yrr
] [
Vn
Vr
]
(6)
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where n indicates the generator nodes and r is used for the remaining nodes.
Now, expanding (6) and eliminating Vr, the result is
In = (Ynn −YnrY
−1
rr Yrn)Vn (7)
The reduced matrix (Ynn−YnrY
−1
rr Yrn) only contains the coefficients that
correspond to the generator nodes. The network simplified equation repre-
sented in (7) is a convenient analytical technique that can be used when the
loads are treated as constant impedances, this elimination procedure can
be applied only to those nodes with zero current. The Kron reduction is the
most important step prior to the transient solution. Also, it is a standard
tool to obtain stationary and dynamically-equivalent reduced models for
power flow studies, or in the reduction of differential-algebraic systems to
lower dimensional dynamic models of power networks [22].
3 Richardson extrapolation combined with the numerical
solution methods
The numerical solution of the power system equations can be improved by
means of Richardson extrapolation which is an efficient technique for en-
hancing the accuracy of integration schemes [15]. To explain how Richard-
son extrapolation can be applied to the solution of the swing equations, let
consider A(h) the numerical solution of the system (1) which depends on
the step size h, thus
A(h) = a0 + a1h
p + a2h
p+1 + . . .+ anh
p+n−1 +O(hp+n) (8)
where a0 is the solution that is being sought as the time step h approaches
0, i.e. A(h) → a0, and O(h
p+n)is the Landau symbol representing the
truncation error terms of order p + n an higher. Substituting different
step sizes h,h/2,h/4,etc. into (8), the following system of equations can be
assembled,
A
(
h
k
)
= ao +
n∑
j=1
aj
(
h
k
)p+j−1
+O(hp+n) (9)
k = 1, 2, 4, 8, . . . 2m
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For example, if only the first two terms of the series (8) are taken, the
numerical solution method of order p would be written as
A(h) = a0 + a1h
p +O(hp+1) (10)
and the following system is obtained[
1 hp
1 (h/2)p
] [
a0
a1
]
=
[
A(h) −O(hp+1)
A(h/2) −O(hp+1)
]
(11)
solving the system of equations yields,
a0 =
−A(h) + 2pA(h/2)
2p − 1
−O
(
hp+1
)
(12)
a1 =
2p(A(h)−A(h/2))
hp(2p − 1)
(13)
where it is clear that the new approximation a0, being of order p+ 1, will
be more accurate than both A(h) and A(h/2) [15]. Equation (12) shows
that Richardson extrapolation can be used to accelerate the convergence
of a numerical method. If a numerical method for solving a differential
equation like Runge-Kutta, trapezoidal, etc. converges as O(hp), the error
can be reduced by a factor of h to produce a technique that converges as
O(hp+1), and this can be used iteratively to produce other approximations
that converge at any chosen rate. Hence, Richardson extrapolation can be
used to obtain a higher order approximation for the dynamic equations (1)
by increasing the order of any numerical method used to solved them. Note
that the approximation a0 given in equation (12) involves two numerical
solutions, one with the total time step A(h), and another one with two
shorter steps of size h/2 used to obtain the second numerical approximation
A(h/2) at the end of the interval. Higher order Richardson extrapolation
formulae can be deduced from equations (8) and (9) if more terms of the
series (8) are retained. For example, if three terms of the series are used,
the following system is obtained

1 h
p hp+1
1 (h/2)p (h/2)p+1
1 (h/4)p (h/4)p+1



a0a1
a2

 =

 A(h)−O(h
p+2)
A(h/2) −O(hp+2)
A(h/4) −O(hp+2)

 (14)
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which leads to the new approximation
a0 =
A(h) − 3(2p)A(h/2) + 2(22p)A(h/4)
1− 3(2p) + 2(22p)
−O(hp+2) (15)
Similarly, if four terms of (8) are employed, a system of four equations is
obtained whose solution gives the following higher order approximation
a0 =
A(h)− 7(2p)A(h/2) + 14(22p)A(h/4) − 8(23p)A(h/8)
1− 7(2p) + 14(22p)− 8(23p)
−O(hp+3)
(16)
It can be seen that to obtain the higher order approximations defined in
equations (15)-(16), the problem in each time interval must be solved seve-
ral times but using different time step sizes. The first solution A(h) in one
step with length h, the solution A(h/2) obtained with two smaller steps of
size h/2, A(h/4) with four h/4 size steps, A(h/8) with eight h size steps
and so on. Although this procedure increases the computational cost, it
also improves the order of accuracy. Thus, if for example Runge Kutta
method of order p = 2 were used to obtain the approximations A(h) and
A(h/2), equation (12) would give a higher order solution of order p+1 = 3.
Likewise, if the mentioned Runge Kutta method were used to obtain the
approximate solutions A(h), A(h/2), A(h/4) and A(h/8), equation (16)
would define a new approximation of order p+3 = 5 higher than the origi-
nal Runge Kutta used. Some stability theorems about the combination of
different solution methods with Richardson extrapolation are discussed in
[15]. A short discussion of the solution methods used in the present work
that can be combined with Richardson extrapolation is presented in the
following section in order to understand the obtained results.
4 Overview of numerical solution methods for electrical
power systems
There are several methods for the approximate solution of the swing equa-
tions such as: Euler’s method, semi-implicit Euler method (trapezoidal),
collocation, Runge Kutta, shampine, Radeau, among many more. Some of
these methods are classified as implicit or explicit, in fact some methods
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like Runge-Kutta can be stated as either of these categories. Furthermore,
the solution schemes may be classified according to the kind of problem i.e.
there are special techniques for non-linear ordinary differential equations
(ODE), and other for algebraic-differential systems. All of the mentioned
methods are essentially iterative or sequential procedures that allow to cal-
culate the power angle δ and the rotor velocity ω as a function of time, and
to determine whether or not the system is stable.
4.1 Euler method
It is the most basic explicit method for numerical solution of ordinary di-
fferential equations and it can also be regarded as the simplest first order
Runge–Kutta method. Most solution methods require the ODE to be wri-
tten in the form
y′(t) = f(t,y(t)), y(t0) = y0 (17)
for the case of the stability equations (1) the function vector is defined as
f(t,y(t)) =


Pm1−Pe1(δ)−D1ω1
M1
ω1 − ωb
...
Pmn−Pen(δ)−Dnωn
Mn
ωn − ωb


, y(t) =


δ1
ω1
...
δn
ωn


(18)
and the Euler method defines the forward step
yn+1 = yn + hf(tn, yn) +O(h
2) (19)
where h is the time step size.The Euler method can be numerically unstable
depending on the step size, especially for stiff equations. The implicit
variant of the Euler method is defined as
yn+1 = yn + hf(tn+1, yn+1) (20)
and it can clearly be observed that in this case the equations are non-linear
and they need to be solved by Newton method or other similar iterative
techniques to obtain the value of yn+1.
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4.2 Semi-implicit methods
The simplest semi implicit method is the trapezoidal integration rule [23]
that is based on Euler method by averaging the derivative values,
yn+1 = yn +
1
2
h (f(xn, yn) + f (xn+1, yn+1)) (21)
note that this method requeries non-linear iteration to find yn+1 value.
A semi-implicit method for the solution of the differential-algebraic
equations (DAE) describing transient stability models, is proposed by Mi-
lano [3]. DAE systems are formulated as
y˙ = f(t, y) (22)
g(t, y) = 0
As stated in equations (1) and (2), the function g(t, y) defines the electrical
power Pei. This formulation coupled with an implicit integration scheme
has two advantages when compared to the conventional explicit formula-
tion: it reduces the computational burden and increases the sparsity of the
Jacobian matrix of the system.
4.3 Shampine implicit method
An implicit method for the solution of sets of first order differential equa-
tions was developed by Shampine [4]. In this method the problem must be
formulated as
F(t, y(t), y˙(t)) = 0 (23)
The mentioned method is based on the Lagrangian form of polynomial
interpolation and it is applied to improve the MATLAB built-in solvers
(ode15i) [24]. Furthermore, Shampine algorithm is usually considered as
embedded method that produces an estimate of the local truncation error
and as a result allows to control the error with adaptive stepsize.
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4.4 Runge-Kutta methods
There are several families of Runge-Kutta methods (RK), both explicit and
implicit and they may also have different orders. For example, the fourth
order explicit RK methods is [23]
k1 = hf(xn, yn) (24)
k2 = hf
(
xn +
1
2
h, yn +
1
2
k1
)
k3 = hf
(
xn +
1
2
h, yn +
1
2
k2
)
k4 = hf (xn + h, yn + k3)
yn+1 = yn +
1
6
k1 +
1
3
k2 +
1
3
k3 +
1
6
k4 +O(h
5)
The explicit RK methods can be generalized as
yn+1 = yn + h
s∑
i=1
biki (25)
k1 = f(tn, yn)
k2 = f(tn + c2h, yn + h(a21k1))
k3 = f(tn + c3h, yn + h(a31k1 + a32k3))
ki = f(tn + cih, yn + h(ai1k1 + ai2k2 + · · ·+ ai,i−1ki−1))
The coefficients can be arranged in the following tableau form [25],
0
c2 a21
c3 a31 a32
...
...
cs as1 as2 · · · as,s−1
b1 b2 · · · bs−1 bs
(26)
The explicit RK methods have a bounded stability region [26] specially
when stiff or discontinous problems are concerned. The inestability issues
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motivate the development of implicit RK methods [26] which are usually
expressed as,
yn+1 = yn + h
s∑
i=1
biki (27)
ki = f

tn + cih, yn + h
s∑
j=1
aijkj


with corresponding coefficient matrix,
c1 a11 a12 · · · a1s
c2 a21 a22 · · · a2s
...
...
...
. . .
...
cs as1 as2 · · · ass
b1 b2 · · · bs
(28)
Equations (27)-(28) are non linear and need to be solved to find the values
of the ki coefficients.
4.5 Radau methods
These are fully implicit methods where the coefficient matrix (28) may have
any structure, and they are usually appropiate for stiff systems. Radau
methods are A-stable [5] but expensive to implement like all the implicit
methods that need some sort of Newton iteration [17],[6],[5]. Some alterna-
tives have been proposed to reduce the computational cost that are usually
based on approximate Jacobian matrix and dimensionality reduction [17].
5 Numerical results
In this section the proposed Richardson method of several orders equations
(13),(15) and (16), will be used to obtain the numerical solution for the
IEEE 3-machine 9-bus system under a three-phase fault. The base MVA
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and system frequency are considered to be 100 MVA and 60 Hz, respec-
tively.
Numerical experiments using different solution methods combined with
Richardson extrapolation are presented to compare their performance. In
the analyzed power network, Generator 1 is a hydro electric plant, while
2 and 3 are steam generators. Tables 1-2 show the load flow data needed
for the solution, the electric power computation and the initial conditions.
The simulated disturbance initiating the transient stage occurs near bus 7
at the end of line 5-7. The fault is cleared in 5 cycles (0.083 s) by opening
line 5-7.
Table 1: Load flow for IEEE 3-machine 9-bus system
Node Voltage Angle Generation Load
(p.u.) (deg) MW MVAR MW MVAR
1 1.04 0 71.6 27 0 0
2 1.025 9.3 163 6.7 0 0
3 1.025 4.7 85 -10.9 0 0
4 1.026 -2.2 0 0 0 0
5 0.996 -4 0 0 125 50
6 1.013 -3.7 0 0 90 30
7 1.026 3.7 0 0 0 0
8 1.016 0.7 0 0 100 35
9 1.032 2 0 0 0 0
Table 2: Generator internal voltages and their initial angles
Generator 1 2 3
Inertia constant H, (s) 23.64 6.4 3.01
Direct axis reactance X ′d (p.u.) 0.0608 0.1198 0.18
Internal voltage (p.u.) 1.0566 1.0502 1.0170
Internal angle (deg) 2.27 19.7315 13.1752
Mechanical power (p.u.) 0.716 1.63 0.85
The steps for the numerical experiments are the following:
• After modeling the network, a load flow analysis is performed to
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obtain the initial bus voltages, the initial machine input and the
power output.
• Compute the internal machine voltages
• Compute the prefault system admittance matrix Ypre and its Kron
reduction as in (7) (Table 3)
• At the initial time t = 0 set the faulted bus voltages to zero
• Compute the faulted system admittance matrix Yfault by setting to
zero the rows and columns of the initial matrix Ypre that correspond
to the disturbed line. Also, the fault impedance is added as requiered
and the admittance matrix is determined for each switching condi-
tion. Calculate the Kron reduction for Yfault.
• Compute the post-fault system admittance matrix Ypost and its kron
reduction. Solve the differential equations by using different solvers
alone and combined with Richardson extrapolation to compare the
results.
Table 3: Reduced admittance matrices
Network Node 1 2 3
Prefault
1 0.846 - j2.988 0.287 + j1.513 0.210 + j1.226
2 0.287 + j1.513 0.420 - j2.724 0.213 + j1.088
3 0.210 + j1.226 0.213 + j1.088 0.277 - j2.368
Faulted
1 0.657 - j3.816 0.000 + j0.000 0.070 + j0.631
2 0.000 + j0.000 0.000 - j5.486 0.000 + j0.000
3 0.070 + j0.631 0.000 + j0.000 0.174 - j2.796
Cleared
1 1.181 - j2.229 0.138 + j0.726 0.191 + j1.079
2 0.138 + j0.726 0.389 - j1.953 0.199 + j1.229
3 0.191 + j1.079 0.199 + j1.229 0.273 - j2.342
A computer code was designed and implemented in MATLAB environ-
ment for the numerical solution of the transient problem that describe the
power network dynamics during a disturbance. The main purpose of the
program is to show how Richardson extrapolation can be used together
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with both explicit and implicit solution methods to improve their order of
accuracy. In Figure 1 the rotor angle variation with time is shown for each
machine.
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Figure 1: Rotor angle versus time
This figure compares the results obtained by Euler explicit method with
constant step width and by the Euler method improved by Richardson
extrapolation with the reference solution given by DIGSILENT [27] and
shown by [9]. It is noticeable that the explicit Euler method with error
order O(h2) is improved by Richardson equation (16) with order O(h5)
according to what was explained in section 3, and the same trend can be
observed for the angular velocity depicted in Figure 2.
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A plot of the angle differences of the machines in the system, δ2−δ1 and
δ3 − δ1 is shown in Figure 3, where it can be seen again that Richardson
method considerably improves an explicit method such as Euler. Note
that the solution is carried out in two swings to show that relative rotor
angles swing together with respect to the simulation time and therefore
the system is stable. A suitable criterion for stability is that if the rotor
angle differences reach maximum values and then decrease, the system is
stable [21]. However, if any of the angle differences increases indefinitely
the system is considered unstable because at least one machine would be
out of synchronism.
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Figure 3: Variation of angle differences δ2 − δ1 and δ3 − δ1
Figure 4 and 5 show the rotor angle and velocity mean errors respec-
tively. These figures were obtained with different solution methods like
explicit Euler, Runge-Kutta of order 2 (RK2), Semi-implicit trapezoidal,
Radau methods of orders 3 and 5, Shampine implicit method, Euler im-
proved by Richardson and trapezoidal improved by Richardson. It can be
seen, in both figures, that the methods improved by Richardson extrapo-
lation surpass in accuracy all the other methods with constant step width,
with the exception of the Shampine fully implicit method that uses adap-
tive variable step size. The mean errors for the three generators are defined
as
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Figure 5: Rotor velocity mean error ω − ωref
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Eδ =
√√√√ 3∑
i=1
(δi − δref,i)
2
3
(29)
Eω =
√√√√ 3∑
i=1
(ωi − ωref,i)
2
3
where δref,i,ωref,i represent the reference solutions already mentioned.
Note that the mean errors stay fairly uniform after the fault has been
cleared.
The comparison of the absolute errors for different numerical solutions
is shown in Figure 6 and 7 for the angle and velocity respectively. The
total absolute errors for the three generators are defined as
Angle error=
ndata∑
i=1
3∑
j=1
|δj(ti)− δref,j(ti)| (30)
Angular velocity error=
ndata∑
i=1
3∑
j=1
|ωj(ti)− ωref,j(ti)|
where ndata is the total number of time values or steps in the numeri-
cal solution. Figure 4 and 5 present the comparison of some explicit and
implicit methods, methods of different orders and the effect of Richardson
extrapolation applied to some of these methods. Low order explicit me-
thods such as Euler, which has order 1 i.e. O(h2), yield higher errors than
other explicit methods of higher order or the implicit methods. Note that
the overall error is lower when the solution is calculated by methods of
higher order, or when implicit or semi-implicit methods are used, or when
Richardson extrapolation is combined with any method to improve its accu-
racy. Most of the methods presented in Figures 6 and 7 have constant time
step except the Shampine method which includes adaptive control of error
with variable step size and therefore its associated error is very small. Ad-
ditionally, when Richardson extrapolation is combined with an integration
method the results are noticeably improved and thus Richardson extrapo-
lation can make explicit methods comparable with implicit and multi-step
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methods. In short, there are several alternatives to lower the numerical
error: To use shorter integration step, to use adaptive step error control,
to use high order methods either explicit or implicit and to improve the
methods by coupling them with Richardson extrapolation. Also, the pre-
vious alternatives could be used combined among them to obtain highly
accurate solutions.
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Usually, in most numerical methods as the step size becomes smaller,
the less error is obtained. This behavior is observed in Table (4) where
the fourth order Runke Kutta method combined with Richardson extra-
polation, and the Shampine method were used with different step sizes to
approximate the solution of equation (1). For the Runge Kutta method
the step size value was kept constant on the entire integration interval,
while due to its adaptive nature, in the Shampine method the step value
h refers to the maximum initial step size allowed. The order of the Runge
Kutta method was increased by combining it with Richardson extrapolation
according to formulae (13),(15) and (16), hence theoretically the combined
methods would have errors of order O(h6),O(h7) and O(h8) respectively.
For example, it can be seen, for an explicit method like Runge Kutta of
fourth order (RK4) combined with Richardson of error order O(hp+1), the
mean error goes from 1.41 × 10−2 to 3.40 × 10−3 for step sizes h = 1 ×
10−2 and h = 1 × 10−4 respectively. Hence, the reduction of the step
size produced almost 4 times less error. Similar error reduction can be
accomplished if the Richardson order increases from O(hp+1) to O(hp+3)
with a constant step of h = 1 × 10−2, the error value 1.41 × 10−2 lowers
to 2.84 × 10−3 which means a reduction almost by a factor of 5. Similar
results can be observed in the other rows and columns of Table 4 that
illustrates how, from an accuracy standpoint, an explicit method improved
by Richardson extrapolation can be made competitive with other more
sophisticated implicit methods such as Shampine.
Table 4: Effect of the step size on several solution methods
Method h = 1× 10−2 h = 1× 10−3 h = 1× 10−4
RK4 O(hp+1) 1.41 × 10−2 3.91 × 10−3 3.40 × 10−3
RK4 O(hp+2) 1.14 × 10−2 3.62 × 10−3 3.43 × 10−3
RK4 O(hp+3) 2.84 × 10−3 3.51 × 10−3 2.03 × 10−3
Shampine 8.41 × 10−2 2.39 × 10−3 2.10 × 10−3
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The error reduction effect associated with Richardson method can be
confirmed in Figure 8. It can be seen that when the order of the Richardson
extrapolation is higher the error becomes smaller regardeless of the inte-
gration method being explicit or implicit. However, this improvement in
accuracy comes at the expense of computational time as presented in Ta-
ble 5, which shows that the cpu time becomes higher either when the order
of the integration method is high or the order of Richardson is increased.
The lower order methods need few operations, therefore their CPU time is
lower. In contrast, implicit methods take longer not only because they need
more operations to advance one step, but also because they require New-
ton iterations to account for their inherent non-linearity. Note that when
the Richardson order is increased, the CPU time is doubled. However, it
can be seen that a lower order explicit method combined with Richard-
son becomes comparable in time and accuracy with a higher order implicit
method. For example, an Euler method with Richardson extrapolation of
error order O(hp+3) takes 0.23 seconds, while the trapezoidal spends 1.38
seconds to achieve less accuracy than the improved Euler method as was
shown in Figure 6 and 7.
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Figure 8: Effect of increasing the order of Richardson extrapolation.
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Table 5: CPU time for the numerical solution by different methods
Numerical method CPU time (sec)
Euler 0.04
Euler + Richardon O(hp+1) 0.07
Euler + Richardon O(hp+2) 0.11
Euler + Richardon O(hp+3) 0.23
RK2 0.04
RK2 + Richardon O(hp+1) 0.08
RK2 + Richardon O(hp+2) 0.19
RK2 + Richardon O(hp+3) 0.40
RK4 0.05
RK4 + Richardon O(hp+1) 0.15
RK4 + Richardon O(hp+2) 0.35
RK4 + Richardon O(hp+3) 0.73
Trapezoidal 1.38
Trapezoidal + Richardon O(hp+1) 3.98
Trapezoidal + Richardon O(hp+2) 8.88
Trapezoidal + Richardon O(hp+3) 17.12
Shampine 0.65
Radau III 3.90
Radau V 12.59
6 Conclusions
This paper presented the numerical solution of a transient stability problem
for the IEEE 3-machine 9-bus system using different numerical methods.
The integration methods are compared, and the effect of combining them
with Richardson extrapolation of several orders is analyzed. The obtained
numerical results are in agreement with a reference solution calculated by
software Digsilent and also presented in several literature references. The
proposed Richardson extrapolation schemes of several orders are presented
based on an algebraic approach rather than in the conventional recursion
method. It was found that Richardson approach really improves the explicit
methods making them competitive with the implicit ones. Also, although
Richardson method increases the computational time when increasing the
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order of the approximation, the solution time of the explicit methods im-
proved by Richardson stays well below their implicit counterparts, while
the accuracy of the solution improves considerably.
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