This paper studies the inverse Steklov spectral problem for curvilinear polygons. For generic curvilinear polygons with angles less than π, we prove that the asymptotics of Steklov eigenvalues obtained in [LPPS19] determines, in a constructive manner, the number of vertices, and the properly ordered sequence of side lengths, as well as the angles up to a certain equivalence relation. We also present counterexamples to this statement if the generic assumptions fail. In particular, we show that there exist non-isometric triangles with asymptotically close Steklov spectra.
1 Introduction and main results
Direct and inverse Steklov spectral problems
Let Ω ⊂ R 2 be a bounded connected planar domain with connected Lipschitz boundary ∂Ω of length L = |∂Ω|. Consider the Steklov eigenvalue problem ∆u = 0 in Ω, ∂u ∂n = λu on ∂Ω, (1.1) S K , M L , L P , I P , D A S with λ being the spectral parameter, and ∂u ∂n being the exterior normal derivative.
The spectrum of the Steklov problem is discrete:
Equivalently, λ m may be viewed as the eigenvalues of the Dirichlet-to-Neumann map D Ω :
where H Ω f denotes the harmonic extension of f to Ω.
If the boundary ∂Ω is piecewise C 1 , the Steklov eigenvalues have the following Weyl-type symptotics (see [Agr06] ):
In the past decade, there has been a lot of research on the Steklov eigenvalue problem, see [GiPo17, LPPS19] and references therein. In particular, a signi cant amount of information has been obtained on the direct spectral problem, which is concerned with the dependence of the Steklov eigenvalues on the underlying geometry. The present paper focuses on the inverse spectral problem: which geometric properties of Ω are determined by the Steklov spectrum? Let Λ = Λ Ω := {λ 1 , λ 2 , . . . } be a multiset given by the Steklov eigenvalues of Ω with the account of multiplicities. We say that two domains Ω 1 and Ω 2 are Steklov isospectral if Λ Ω 1 = Λ Ω 2 . Interestingly enough, no examples of non-isometric Steklov isospectral planar domains are presently known [GiPo17, Open problem 6]; we refer also to [Edw93b, MaSh15, JoSh14, JoSh18] for some related results and conjectures. At the same time, Steklov spectral invariants of planar domains are also quite scarce. It follows from the Weyl's law (1.2) that the perimeter of Ω is such an invariant. Moreover, if the boundary of Ω is smooth, the Steklov spectrum determines the number of boundary components and their lengths [GPPS14] . However, for smooth simply connected planar domains, extracting further geometric information from the Steklov problem is quite di cult. In part, the reason is that in this case the Dirichlet-to-Neumann map D Ω is a pseudodi ferential operator of order one on the circle, and the remainder estimate in Weyl's law (1.2) could be signi cantly improved [Roz86, Edw93a] :
As a result, no other spectral invariants except the perimeter could be obtained from the eigenvalue asymptotics on the polynomial scale. In particular, any two Steklov isospectral domains are also Steklov quasi-isospectral. It also follows from (1.3) that all smooth simply-connected planar domains of given perimeter are Steklov quasi-isospectral; moreover, in view of (1.3), o(1)-closeness of the corresponding eigenvalues immediately implies o (m −∞ )-closeness as m → ∞, cf. Remark 1.14.
In the present paper we investigate the inverse spectral problem on curvilinear polygons. In this case, the asymptotic formula (1.3) does not hold even with a o(1) error term. In fact, as was recently shown in [LPPS19] , the eigenvalue asymptotics depends in a delicate way on the number of vertices, the side lengths and the angles at the corner points. Moreover, [LPPS19, Corollary 1.6] implies that curvilinear polygons having the same respective edge lengths and angles are quasi-isospectral, see also Theorem 1.3. It is therefore natural to ask whether these geometric features of a curvilinear polygon are determined by the Steklov spectrum. I S 1.2 Steklov spectrum of a curvilinear polygon Let P = P(α, ) be a curvilinear polygon with angles α = (α 1 , . . . , α n ) and side lengths = ( 1 , . . . , n ) ∈ R n + (see Figure 1) . Note that the vertices V j and the edges I j (of length j ) are enumerated clock-wise. The angle α j at the vertex V j is formed by the edges I j and I j+1 , j = 1, . . . , n. Here and further on we use cyclic subscript identi cation n + 1 ≡ 1. Throughout the paper, we assume that the sides of the polygon are smooth, and that α = (α 1 , . . . , α n ) ∈ (0, π) n , i.e. we only consider polygons with angles less than π, see also Remark 1.4. We denote by L = L = |∂P| := 1 + . . . n (1.4) the perimeter of P.
Figure 1: A curvilinear polygon
An asymptotic characterisation of the Steklov spectrum of P(α, ), denoted as above by Λ P(α, ) , in terms of the zeros of a certain trigonometric polynomial determined by α, , was obtained in [LPPS19] . We recall this construction below.
For given vectors α ∈ (0, π) n , ∈ R n + , de ne the characteristic polynomial of the Steklov problem (1.1) on P(α, ) as the trigonometric polynomial 1 of a real variable σ,
where
and for a vector ζ = (ζ 1 , . . . , ζ n ) ∈ Z n with cyclic identi cation ζ n+1 ≡ ζ 1 ,
We denote the class of all possible characteristic polynomials by
be the multiplicity of zero as a root of F α, (this mulitplicity is always even since F α, (σ) is an even function of σ), otherwise set m 0 = 0. Denote by σ 1 ≤ σ 2 ≤ . . . , the non-negative roots of (1.5) taken with account of their algebraic multiplicities (except σ = 0 which, if present, is taken with half its algebraic multiplicity, that is m 0 ). We call them quasi-eigenvalues of the Steklov problem (1.1) on P(α, ). Let Σ = Σ α, := {σ 1 , σ 2 , . . . }, with account of multiplicities as above. Remark 1.2. As was shown in [LPPS19, Subsection 2.5], the quasi-eigenvalues Σ may be also viewed as the square roots of the eigenvalues of a certain quantum graph Laplacian, where the metric graph is circular and is modelled on the boundary of P, and the matching conditions are determined by the angles at the vertices. See also Remark 3.2 for a further discussion. . Let P(α, ) be a curvilinear polygon with angles α = (α 1 , . . . , α n ) ∈ (0, π) n , and side lengths = ( 1 , . . . , n ) ∈ R n + , and let Λ P(α, ) and Σ α, be defined as above. Then, with some > 0,
(1.8)
Consequently, as was mentioned in the previous subsection, any two curvilinear polygons sharing the vectors and α are Steklov quasi-isospectral. Remark 1.4. As was mentioned in [LPPS19] , numerical experiments indicate that Theorem 1.3 holds also for polygons having angles greater or equal than π, however there is a technicality in the proof (which goes back to the methods of [LPPS17] ) that requires us to assume that all the angles are less than π. Still, we believe that all the results of the next section remain valid without this assumption.
Main results
In order to state our main results, we need to introduce some additional notation. Recall that in [LPPS19] we distinguish the set of special angles
and the set of exceptional angles
In what follows we say that a curvilinear polygon is non-exceptional if it has no exceptional angles. Additionally, for α ∈ (0, π) n , we will de ne the corresponding cosine vector
Note that an angle α is not special i f c(α) = 0, and α is not exceptional i f |c(α)| < 1. For an exceptional
and as in [LPPS19] we will call this quantity the parity of an exceptional angle α. D 1.5. We say that two curvilinear polygons P(α, ) and P( α, ) are loosely equivalent if one can choose the orientation and the enumeration of vertices of these polygons in such a way that = and either c α = c α or c α = −c α . In order to state the analogue of Theorem 1.8 for polygons with exceptional angles we need additional terminology and notation from [LPPS19] . If there are K > 0 exceptional angles, they split the boundary ∂P into K exceptional boundary components Y 1 , . . . , Y K ; let n κ denote the number of boundary arcs in Y κ , κ = 1, . . . , K. Without loss of generality we can assume that the vertices of P are enumerated in such a way that the endpoint of Y K is the vertex V n . Each exceptional boundary component Y κ is described by a vector of In other words, two exceptional boundary components are loosely equivalent if their length vectors coincide modulo, possibly, a reversal of orientation, and once orientation is xed, their cosine vectors coincide modulo, possibly, a global change of sign. T 1.10. Let P and P be two Steklov quasi-isospectral admissible curvilinear polygons. Suppose that P has K ≥ 1 exceptional boundary components Y κ , κ = 1, . . . , K. Then P also has K exceptional boundary components which could be re-ordered in such a way that, for any κ, its κ-th component becomes loosely equivalent The "if" direction immediately follows from (1.8). The "only if" part is essentially proved in two steps. First, in Theorem 2.2 we show that the polynomial F α, (σ) is uniquely determined by the collection of its nonnegative zeros Σ α, , which are the quasi-eigenvalues of P. This easily follows from the well-known HadamardWeierstrass factorisation theorem for entire functions [Con95] . Second, we deduce from a general property of the zeros of almost periodic functions [KuSu20, Theorem 6] and the asymptotic formula (1.8) that the collection of quasi-eigenvalues Σ α, coincides for all Steklov quasi-isospectral curvilinear polygons. Theorems 1.12 and 2.2 immediately imply C
Two curvilinear polygons are Steklov quasi-isospectral if and only if their quasi-eigenvalues
coincide.
Remark 1.14. Theorem 1.12 together with formula (1.8) also imply that if two curvilinear polygons P and P are Steklov quasi-isospectral, there exists an > 0 such that
We also prove the following constructive modi cation of Theorem 1.12:
) can be reconstructed algorithmically from the Steklov spectrum of a corresponding curvilinear polygon P(α, ).
The proof of Theorem 1.15 also uses the Hadamard-Weierstrass factorisation, but does not rely on the results of [KuSu20] . Instead, we use in an essential way the polynomial decay of the error estimate (1.8), see subsection 2.4 for details. 
. , K, we can determine whether it is even or odd, and obtain the number n κ of its constituent boundary arcs, the vector of their lengths (κ) modulo a reversal of orientation, and, once the orientation is fixed, we can also recover the vector c (κ) modulo a global change of sign.
It immediately follows from Theorems 1.15 and 1.16 that all the geometric data in Theorem 1.16 can be reconstructed from the Steklov spectrum of an admissible curvilinear polygon.
The proof of Theorem 1.16 is fully constructive, in a sense that all the operations required to extract the geometric data from the characteristic polynomial may be easily done "by hand" or implemented using symbolic computations, see subsection 3.2. By contrast, a numerical implementation of the algorithm of Theorem 1.15 may not be straightforward. P 2.1. Let P = P(α, ) be a curvilinear polygon, with α ∈ (0, π) n , ∈ R n + , and L given by (1.4). With the sequences Σ α, and Λ P defined as above, we have
(b) There exists a constant N = N α, ∈ N such that for every interval I ⊂ R + of length one The polynomial (1.5) can be equivalently re-written as
We note that
We additionally set
Then the set T has at most 2 n−1 distinct elements t 1 , . . . , t #T and (1.5) can be also re-written as
where the coe cients r k , k = 0, 1, . . . , #T , depend non-trivially on α; if for some k ≥ 1 we have t k = 0 ∈ T , then the corresponding term r k is incorporated in r 0 . We can also further re-write (2.3) as
In nite product formula
Our rst objective is to prove the following result.
T 2.2. Given the collection of quasi-eigenvalues Σ α, = {σ m } of a curvilinear polygon P(α, ), we can recover the corresponding characteristic polynomial F α, uniquely.
We start with the following easy corollary of the Hadamard-Weierstrass factorisation Theorem. We recall that for an entire function f : C → C, its order ρ is de ned as 
Proof. By the Hadamard-Weierstrass factorisation Theorem [Con95] applied to f , we obtain
where g(z) is a polynomial of degree less than or equal to one, and the primary (or elementary) factors E 1 (w) are de ned by E 1 (w) := (1 − w)e w .
We note that E 1 (w)E 1 (−w) = (1 − w 2 ), and that, since f (z) is even, so should be g(z). As g(z) is also linear, it is therefore a constant. The result follows immediately.
Let now α, be arbitrary, and let F α, ∈ F. Theorem 2.3 immediately implies T 2.4. There exists a constant C = C α, such that F α, (σ) = CQ Σ (σ), where 
Recovering a trigonometric polynomial from an in nite product
Consider the mean operator M de ned on the space of almost periodic functions on R by the formula
and consider additionally the function
whose support determines the set of frequencies of f [Bes54] . Note that we are not dealing with any continuity or boundedness of A so we do not need to specify a norm. It is, however, evident that A[f ] is linear in f . Furthermore, for a constant q ∈ R, by direct computation,
Also, by an easy argument,
But now recall from (2.4) and Theorem 2.4 that
with some constant C. Thus, the set of frequencies T of F can be recovered via
The coe cients r j are then recovered via
and the unknown constant C can be found from the condition that the coe cient r k corresponding to the maximal element of T should be equal to one:
This proves Theorem 2.2.
Proof of Theorem 1.12. As mentioned in the Introduction, the "if" part follows directly from (1.8), and it remains to prove the "only if" part. Consider two Steklov quasi-isospectral curvilinear polygons P and P, with Σ and Σ being their corresponding sets of quasi-eigenvalues. By Theorem 1.3, these sets of quasi-eigenvalues di fer by o(1) at in nity. Moreover, each set of quasi-eigenvalues is a set of zeros of some characteristic polynomial of the form (1.5) which is an almost periodic function with all real roots. Therefore, by [KuSu20, Theorem 6], which implies that in this case two almost periodic functions with asymptotically close zeros have exactly the same zeros, we have Σ = Σ. An application of Theorem 2.2 completes the proof.
Another in nite product
In this section we have a sequence Λ = {λ m } for which λ m = σ m + O(m − ) for some (unknown) sequence Σ = {σ m } of roots of an unknown trigonometric polynomial F ∈ F with some unknown > 0. We will explain how to recover F (σ) from this information. The key idea of this proof is that, motivated by (2.5), we may de ne a similar "in nite product" with σ m replaced by λ m . Suppose that n 0 elements of Λ are equal to zero. (In fact, in the inverse Steklov problem, since Λ is the sequence of actual eigenvalues, we always have n 0 = 1.) Then set
Consider the following ratio, which we for the moment compute formally, after some simpli cations, as
In the purely formal sense, as σ → ∞, this ratio tends to the constant
Note that in all the cases the in nite products in (2.8) are well-de ned in view of (1.8) and Proposition 2.1(a).
The following result makes this formal calculation rigorous and also handles the singularities near the zeroes.
T 2.5. With terminology as above,
By Proposition 2.1(b), there exists a constant N ∈ N such that for any σ ≥ 0,
We de ne a new function,
This is, essentially, Q Σ (σ) but with the zeros near each xed σ moved to be the zeros of Q Λ (σ) instead. Observe that the product factor appearing in this de nition has at most N terms, and the whole expression can be also re-written, using (2.5), as
Then we claim that lim
and lim
from which the Theorem follows. An observation that will be useful in the proofs of (2.11) and (2.12) is that since Q Σ (σ) is a multiple of F (σ), it is uniformly bounded together with all the derivatives.
To prove (2.11) we write 
14)
(2.15)
We claim that P 1 (σ) is uniformly bounded and that P 2 (σ) tends to zero as σ tends to in nity; this is enough to establish (2.11).
To examine P 1 (σ) we note the following analysis fact: P
For any function f (x) on an interval [a, b] which is C k+1 and which is zero at
x 0 ∈ [a, b], f (x) x − x 0 (k) = I k (x) (x − x 0 ) k+1 ,(2.
16)
Proof of Proposition 2.6. We rst note that
and, using integration by parts,
We now prove (2.16) by induction in k. It is obviously true for k = 0. Suppose now it holds for some k. Then, using (2.17) and (2.18), we obtain
Proposition 2.6 implies C 2.7. Under conditions of Proposition 2.6,
Proof of Corollary 2.6. We use (2.16): the integrand in I k (x) is bounded point-wise in absolute value by
, from which (2.19) follows.
We now inductively apply (2.19) to
The right-hand side here is in turn is bounded by Q Σ (σ) C N (R) , which we know is nite. Thus, P 1 (σ) is uniformly bounded. To analyse P 2 (σ), we use (2.15). There are at most N terms in the sets M Σ (σ), and therefore in the products in the right hand-side of (2.15). All the elements of M Σ (σ) go to ∞ as σ → ∞. Moreover, the absolute value of the di ference of every two corresponding terms of these products,
goes to zero as σ → ∞, and there is a uniform upper bound for all terms. By continuity of the product map from R N to R, the di ference of products goes to zero, as desired. This completes the proof of (2.11).
We now proceed with establishing (2.12). For simplicity we assume from now on that the multiplicities of zero in sequences Σ and Λ coincide, that is n 0 = m 0 . The other cases can be treated in a similar manner.
In order to prove (2.12) we intend to prove rst that the function
Then (2.12) follows immediately since the function x → e x is uniformly continuous on any compact set, and both Q Λ (σ) and Q Σ,Λ (σ) are uniformly bounded on the positive real line by (2.11) and (2.21), and both terms in (2.12) have the same sign for su ciently large σ. To prove (2.21), we write out (2.20) explicitly using (2.5), (2.10), and (2.8), and simplifying, yielding
Each term of the sum in the right-hand side of (2.22) goes to zero as σ → ∞, so any nite sum goes to zero. Let
to write down the right-hand side of (2.24) explicitly we have used (2.9) and (2.23).
is nite, we can replace the summation in the right-hand side of (2.22) by the sum over m ∈ M * Σ,Λ (σ). For those terms,
and we use the fact that on the interval − 1 2 , 1 2 we have the inequality
Thus it su ces to show that the following expression goes to zero as σ goes to in nity:
The second term in (2.25) is smaller than the rst, and we have, by (1.8) and by Proposition 2.1(a),
so it is enough to show decay of the expression
We have
and we will show that R 
We sum these inequalities over m ∈ M # Σ (σ), and use the fact that each x ∈ R lies in at most N such intervals A m , to obtain the estimate
(2.26)
In principle, the integral in the right-hand side of (2.26) can be written down explicitly in terms of the incomplete beta functions, and the asymptotics as σ → ∞ analysed, but the resulting expressions are pretty cumbersome, so we instead break this integral into three parts to estimate. First consider
The denominator is bounded below by σ/2, so we obtain a bound
which goes to zero as σ goes to in nity. The second part is
Here the numerator is bounded above by σ 2 − , and we get a bound
which again goes to zero as σ goes to in nity. The third and nal part is
The last integral goes to zero by the dominated convergence theorem, with the dominator x −1− , since the integrand converges to 0 as σ → ∞ for any xed x. Thus all three integrals converge to zero, as σ tends to in nity, completing the proof of (2.12), and with it the proof of Theorem 2.5.
Proof of Theorem 1.15. The upshot of Theorem 2.5 is that
with some constant C 1 . By repeating now word by word the construction of Section 2.3 with C replaced by C 1 and using (2.6), we arrive at Theorem 1.15.
3 Proof of Theorem 1.16
3.1 Recovering the lengths sorted by magnitude Assume, as in the statement of Theorem 1.16, that we are given a characteristic polynomial, in the form (2.3), of an unknown curvilinear polygon P(α, ) satisfying conditions (1.10) (that is, the lengths are incommensurable over {0, ±1}) and (1.11) (all angles are not special). Recall that by (2.2)
(and is known), and by (1.9)
(and is unknown). Set additionally
• all elements of T are distinct positive real numbers;
• cardinality #T is equal to 2 n−1 , and we can therefore immediately recover the number of vertices of P as n = log 2 (#T ) + 1;
• the coe cients r k , k = 1, . . . , 2 n−1 , are all non-zero (since there are no special angles), and their moduli do not exceed one;
• r 0 ∈ (−1, 1) is given by
Assume, as above, that we are given a trigonometric polynomial in the form (2.3) corresponding to a nonspecial polygon with incommensurable lengths. Then we have the following T 3.1. Given a set of frequencies T = T n , we can reconstruct a permutation of the vector of lengths
such that the lengths are sorted increasingly,
Proof of Theorem 3.1. Without loss of generality, re-order the frequencies in an increasing order,
We now proceed in steps, where on
Step k, k = 1, . . . , n, we determine the value of k .
Step 0. We immediately have
Step 1. Set T n,1 := T n \ {L}.
Step k, k = 2, . . . , n − 1. Suppose we have already found 1 < · · · < k−1 . Set
(basically, to obtain T n,k we exclude from T n all linear combinations of lengths which may have minuses in front of already found 1 , . . . , k−1 and do not have minuses anywhere else, and the negations of such linear combinations). Then,
Step n. Set
Thus, we recover the lengths 1 < · · · < n .
We do not know yet the original order of the sides, that is, the permutation (m k ) n k=1 such that k = m k . We will also use the inverse permutation (k m )
Recovering the correct order of the sides and the information on the angles
Once we found the vector , we still need to determine the correct order of sides and the angles, with appropriate modi cations in the exceptional case. We consider separately three cases. Case n = 1. Then there is only one angle and one side, the trigonometric polynomial has the form cos(t 1 σ) + r 0 , where t 1 = 1 , and we know the coe cient r 0 = s 0 1 − c 2 1 . We have = (t 1 ). There are two sub-cases: r 0 = 0: Then the only angle is exceptional, therefore c = ±(1), and the exceptional boundary component is even.
r 0 = 0: The angle is non-exceptional, and c = ± 1 − r 2 0 (as |s 0 | = 1).
Case n = 2. There are two angles, and the trigonometric polynomial has the form r 1 cos(t 1 σ)+cos(t 2 σ)− r 0 , where Case n > 2. Once we know all the j , we know the linear combination of ± j which corresponds to a particular frequency t k . In order to proceed further, we need to re-write the characteristic trigonometric polynomial once more using a slightly di ferent notation.
First, consider a subset J ⊆ {1, . . . , n}. We denote by ζ(J ) = (ζ 1 , . . . , ζ n ) a vector in Z n such that
For every such subset J there exists a unique element t := t(J ) ∈ T n such that t = |ζ(J ) · |. We note also that t(J ) = t({1, . . . , n} \ J ). The characteristic polynomial can be re-written as We emphasise that at this stage we do not yet know the correct enumerating sequence m k . On the other hand we know the matrix R j,k := r({j, k}), j, k = 1, . . . , n;
its diagonal entries are R k,k = r k . Introduce additionally the matrix
This matrix is symmetric, and its o f-diagonal entries (which are all positive) indicate which sides are adjacent to each other, in the following sense:
• If D j,k < 1 for some j = k, then the sides with lengths j and k are adjacent to each other, and for the angle α p between them (with p = max(m j , m k )) the corresponding element c p of the vector c can be found, up to sign:
• If D j,k = 1 for some j = k, then the corresponding sides with lengths j and k are either not adjacent, or are adjacent but with an exceptional angle between them.
We can now use the properties of the matrix D to nd, rst, the number K of exceptional angles. Note that in the non-exceptional case each row of D contains exactly two o f-diagonal entries which are less than one. In the exceptional case, a row number j may have one such entry (which indicates that there is an exceptional angle at one end of the side j ) or zero such entries (indicating that there are exceptional angles at both ends of this side). Thus, we can recover the number of exceptional angles as
Assuming for the moment that K = 0, we can now proceed with determining the side-lengths in the correct order, and the vector ±c. From now on, without loss of generality we can assume m 1 = 1, so that 1 = 1 , and should be re-labelled as 2 and n (we have the freedom of choosing enumeration of these two sides at this stage, hence an ambiguity in choosing the orientation). Suppose, for de niteness, that we set m k 2 = 2 and m kn = n. Then we have, for the angle between 1 and 2 , |c 1 | = D 1,k 2 , and for the angle between 1 and n , |c n | = D 1,kn .
We now continue the process by looking at the row number k 2 of D . We have already determined one of the entries in this row which is less than one: it is D k 2 ,1 (by the symmetry of D ). Let the index of the other such entry be denoted by k 3 . Then the side 3 := k 3 is adjacent to 2 , and we set m k 3 = 3 and nd, for the angle between 2 and 3 , |c 2 | = D k 2 ,k 3 .
Continuing the process, we determine the order of all sides (modulo reversal of orientation), and the vector (|c 1 |, . . . , |c n |).
In the presence of exceptional angles (K > 0), we proceed in a similar manner with the following modications. We start the process at a row of D in which there is exactly one o f-diagonal entry which is less than one, if such a row exists (otherwise choose a row with no o f-diagonal entries less than one). Assume it is the rst row of D and set, for the rst exceptional boundary component,
We continue the process until we reach a row of D in which no further o f-diagonal entry less than one can be found. We then re-start the process from another (as yet unencountered) row of D to nd the second exceptional boundary component, and so on.
To nish the proof of Theorem 1.16 it remains only to show, in the non-exceptional case, that if we x the sign of the cosine c 1 , say, the signs of other cosines c 2 , . . . , c n will be determined automatically. This in fact follows immediately: the angles α m and α m−1 are adjacent to the side m = km , and therefore sign (c m−1 c m ) = sign (D km,km ) .
(3.
3)
The exceptional case is dealt with similarly.
Remark 3.2. In view of Remark 1.2, a combination of Theorems 2.2 and 1.16 may be perceived as an inverse spectral result for a certain special family of quantum graphs. Moreover, our methods allow to recover from the spectrum of a quantum graph not only its edge lengths (which is expected, see, for example, [KoSm99, GuSm01, KuNo05, KoSc06, KPS07, BoEn09, KuNo10]) but also some information on vertex matching conditions encoded by the vector ±c α . The cosine terms are ordered in increasing order of frequencies t k , k = 1, . . . , 8.
We start by nding the side-lengths, in increasing order, following the procedure in the proof of Theorem 3.1.
Steps 0 and 1. By inspection, we immediately have Step 2. We have T 4,2 = {t 1 , . . . , t 6 }, and therefore 2 = 1 2 (L − t 6 ) = 1 2 (L − (−2 + e + π)) = 1 + √ 2.
Step 3. We have T 4,3 = {t 1 , t 2 , t 3 , t 5 }, and therefore 3 = 1 2 (L − t 5 ) = 1 2 (L − (2 √ 2 − e + π)) = e.
Step 4. Finally, 4 = L − 1 − 2 − 3 = π. We now proceed to determine the order of sides m k = k in the polygon, and the corresponding quantities |c k |. We re-write (3.4) as + cos((−2 + e + π)σ) − cos((2 + e + π)σ) + cos((2 √ 2 + e + π)σ).
(3.9)
