A Schreier set is a set S of natural numbers with min S ≥ |S|. It has been known that for all n ∈ N, the sequence
INTRODUCTION
In mathematics, Fibonacci numbers hide under many unexpected forms (see [Chu, Dev, Kos] ). An online post [UA] from a website devoted to Banach space theory proved that the Fibonacci sequence appears if we count the Schreier sets under certain conditions. In particular, a Schreier set is a set S of natural numbers with min S ≥ |S|, and the Schreier family containing all Schreier sets is denoted by S 1 . For example, {4, 5, 8, 10} and {4, 5} are Schreier sets, but {3, 7, 10, 11} is not. Schreier sets are named after Schreier who defined them to solve a problem in Banach space theory in 1930 [Sch] . These sets were also independently discovered in combinatorics and are connected to Ramsey-type theorems for subsets of N. For more on Schreier sets, see [BC, FS, Ju] .
Define M 1,n := {S ∈ S 1 | max S = n}.
(1.1) Then |M 1,1 | = 1, |M 1,2 | = 1 and |M 1,n+2 | = |M 1,n+1 | + |M 1,n | for all n ≥ 1 [UA] . We will show two proofs of the below theorem.
Theorem 1.1. The sequence (|M 1,n |) ∞ n=1 is the Fibonacci sequence. The first proof [UA] is very elegant. It uses two one-to-one mappings to argue about cardinalities of sets. The second proof uses a simple counting argument and can be easily extended to prove our first generalization. Specifically, we generalize Theorem 1.1 by defining for α ∈ N S α := {S ⊆ N|⌊min S/α⌋ ≥ |S|}, and M α,n := {S ∈ S α | max S = n}, (1.2) and prove the following.
Theorem 1.2. Given α ∈ N, consider the sequence (|M α,n |) ∞ n=1 . We have (1) for n ≤ α − 1, |M α,n | = 0, (2) for α ≤ n ≤ α + 1, |M α,n | = 1, and (3) for n ≥ α + 2, |M α,n | = |M α,n−1 | + |M α,n−1−α |.
We call (|M α,n |) ∞ n=1 the generalized Schreier-Fibonacci sequence of order α. Another natural extension is to put more restriction on our set S; in particular, we require that ⌊min 2 S/β⌋ ≥ |S|, where min 2 S is the second smallest element in S. We define S α,β := {S ⊆ N | ⌊min S/α⌋ ≥ |S| and ⌊min 2 S/β⌋ ≥ |S|}.
( 1.3) For a given n, the sequence of subsets M α,β,n = {S ∈ S α,β | max S = n} is still of interest to us, as only via bounding the maximum element can each term of the sequence be finite. When a set has exactly one element, we take the element to be both the smallest and the second smallest. This choice turns out to give a nicer form for our family of sequences.
Let S be a set. Suppose that β ≤ α. We have 4) which implies that M α,β,n = M α,n (already considered). Therefore, we assume that β > α. The following theorem gives an explicit formula to calculate |M α,β,n |.
Theorem 1.3. Given α < β ∈ N, for the sequence (|M α,β,n |) ∞ n = 1 , we have
The next theorem shows a recurrence relation for the sequence (|M α,β,n |) ∞ n=1 . Theorem 1.4. Fix α < β ∈ N. For n ∈ N, define a n = |M α,β,n+β |. We have a n+2β+2 = 2a n+2β+1 − a n+2β + 2a n+β+1 − 2a n+β − a n . Remark 1.5. For fixed α, β, Theorem 1.4 gives a recurrence relation of depth n + 2β + 2 − n = 2β + 2 and interestingly, the depth is independent of α.
The paper is structured as follows. Section 2 gives two proofs of Theorem 1.1. One proof will be used to prove Theorem 1.2 in Section 3, while the other proof is used to prove Theorem 1.4 in Section 4.
TWO PROOFS OF THEOREM 1.1
In this section, we present two different proofs of Theorem 1.1 because these proofs can be generalized to prove Theorem 1.2 and Theorem 1.4. In particular, to prove Theorem 1.2, we simply generalize the counting argument used in the second proof of Theorem 1.1. On the other hand, because the recurrence relation of Theorem 1.4 is more involved, bijective maps used in the first proof of Theorem 1.1 will be very useful.
Given a set A of natural numbers, define A + k = {a + k|a ∈ A}, for some number k.
First proof of Theorem 1.1 from [UA] . Because |M n | = |M n+1 | = 1. It suffices to prove that |M n | + |M n+1 | = |M n+2 | for all n ≥ 1.
Given a Schreier set S, define R n (S) = S ∪ {n}\ {max S} and T n (S) = (S + 1) ∪ {n}. In words, R n replaces the maximum of S with n; T n increases each element of S by 1 and add element n to the set.
Let X ∈ M n+1 be chosen. We have R n+2 (X) ∈ M n+2 because max R n+2 (X) = n + 2 and R n+2 (X) ∈ S 1 . We can write R n+2 : M n+1 → M n+2 and see that R n+2 is one-to-one, and given a set
We can write T n+2 : M n → M n+2 and see that T n+2 is one-to-one. Given a set V ∈ M n+2 with n + 1 ∈ V , we can find a set U in M n such that T n+2 (U) = V . Particularly,
Therefore,
We now present the second proof, which is new and follows from a simple counting argument. This proof can be easily extend to prove Theorem 1.2.
Second proof of Theorem 1.1.
Given n ∈ N, we split
We write
where j is the possible number of elements added to a Schreier set with minimum k and maximum n. Therefore, we have
It can be verified that M 1,1 = M 1,2 = 1, and so, it suffices to prove that M 1,n +M 1,n+1 = M 1,n+2 for all n ≥ 1. We have
which is true. This completes our proof.
PROOF OF THEOREM 1.2
The proof of Theorem 1.2 is simply a generalization of the second proof of Theorem 1.1. Therefore, we present only the key components of the proof. Similar to the case where α = 1 above,
We want to show that for n ≥ α + 2, |M α,n | = |M α,n−1 | + |M α,n−α−1 | by proving the following lemma.
Lemma 3.1. Fix α ≥ 1, for n ≥ α + 2, we have:
Proof. We have
Because ⌊(n−1)/α⌋−2 j=0 0 j = g(n), it suffices to prove that
which is true. We have completed the proof.
Proof of Theorem 1.2. Given α ∈ N, for n ≥ α + 2, |M α,n | = |M α,n−1 | + |M α,n−α−1 | by Lemma 3.1. We consider the sequence (|M α,n |) ∞ n=1 .
(
min X ∈ {α, α + 1} and max X = α + 1. If min X = α, then |X| = 1 and so, X cannot contain α + 1, a contradiction. So, X = {α + 1}, and |M α,α+1 | = 1. We see that the first α − 1 numbers of the sequence (|M α,n |) ∞ n=1 are zero, while the next two are 1. Also, for all n ≥ α + 2, |M α,n | = |M α,n−1 | + |M α,n−α−1 | by Lemma 3.1. We have shown that (|M α,n |) ∞ n=1 is a higher-order Fibonacci sequence.
FURTHER GENERALIZATION AND SOME PATTERNS OBSERVED
Proof of Theorem 1.3. Fix α < β ∈ N. We prove the theorem by considering different value ranges for n. Consider n ≤ β − 1. Suppose that S is a set in M α,β,n . Then max S = n ≤ β − 1. By definition, |S| ≤ min 2 S/β ≤ (β −1)/β < 1. Hence, S is the empty set, a contradiction since M α,β,n does not contain the empty set. Therefore, M α,β,n = ∅ and so, |M α,β,n | = 0 for all n ≤ β − 1.
Consider
Consider n ≥ 2β. We will prove that |M α,β,n | = 1 + (n − 2α) + n+2 β+1
(4.1)
• The leading 1 comes from the set {n}.
• For a two-element set S, the maximum element n will also be the second smallest element. Because min 2 S = n ≥ 2β, min 2 S/β = n/β ≥ 2β/β = 2 = |S|. Let m = min S. We need ⌊m/α⌋ ≥ |S| = 2 and so, m ≥ 2α. Therefore, m can be any value from 2α to n − 1. Hence, we have n − 2α sets of 2 elements. • For sets with at least three elements, we first find the value range for the second smallest element. Let min 2 S = i and |S| = k. Since there are k − 2 elements bigger than i, i ≤ n − k + 2. Because ⌊min 2 S/β⌋ ≥ |S|, we have i ≥ βk. So, βk ≤ i ≤ n − k + 2. Next, we find the upper bound for k. It follows from the fact that βk ≤ n − k + 2, or equivalently, k ≤ n+2 β+1 . With i and k fixed, there are i − αk choices for min S because i = min 2 S > min S ≥ αk. Also, we have n−i−1 k−3 choices to pick k − 3 elements between min 2 S = i and n, so our formula is correct.
In order to prove Theorem 1.4, we first need to prove the following theorem relating the two generalizations in Theorem 1.2 and Theorem 1.3.
. For each n ∈ N, define a n = |M α,β,n+β |. We have a n+β+1 − a n+β = a n + (β − α)|M β,n |. We first show how Lemma 4.1 helps us derive the linear recurrence in Theorem 1.4.
Proof of Theorem 1.4. Fix n ∈ N. By Lemma 4.1, we have a n+β+1 − a n+β = a n + (β − α)|M β,n | (4.2) Then
Proof. Let S be a set in T . If |S| = 2; that is, S = {n + 2β, n + 2β + 1}, then S ′ = {n + β} ∈ M α,β,n+β , a contradiction. So, |S| ≥ 3. Let |S| = k ≥ 3, min S = m and min 2 S = i. We find conditions on k, m, and i. Because S ∈ M α,β,n+2β+1 , m α ≥ k, and (4.5)
Notice that Inequality (4.8) contradicts Inequality (4.6). So, if S ′ / ∈ M α,β,n+β , then m−β α < k − 1. In sum, the conditions are Equations (4.5), (4.6) and (4.8). Note that Equation (4.5) is equivalent to m ≥ αk and Equation (4.7) is equivalent to m < αk + β − α. So, for each fixed k and i, we have β − α ways to choose m, the minimum of S. We claim that
(4.9)
We proceed by proving the claim. The first term in Equation (4.9) counts the number of sets with at least four elements. In this case, we only need to change the third term of our Equation (4.1) a bit. In particular, there are β − α ways to choose the minimum element instead of (i−αk), and there are n−i−2 k−4 ways to choose k −4 elements strictly between i and n + 2β. We have thus proved the proposition.
The second term in Equation (4.9) counts the number of sets with exactly three elements. Out of two elements are n + 2β and n + 2β + 1, which are fixed and we have β − α ways to choose the minimum element as reasoned above. Because the second smallest term is n + 2β, we need n ≥ β for a three-element set to exist.
Proposition 4.3. Let β, n ∈ N. We prove the following identity
(4.10)
Proof. If β ≤ n ≤ 2β, then both sides of Equation (4.10) are 0. We will prove that the identity holds for n ≥ 2β + 1. Our identity is equivalent to
We have an observation. On the right side of Equation (4.10), consider the case when i = n−1 β −2, which happens when k = n−1. We know that n−1 β −2 ≥ n+2β+3 β+1 −4 (see Proposition 4.4).
Choose t such that 0 ≤ t ≤ n+2β+3 β+1 − 4; it follows that t ≤ n−1 β − 2 due to the above observation. On the left side of Equation (4.10), fix k = 4 + t and have n+2β−1−t i=β(4+t) n+2β−i−1 t . On the right side of Equation (4.10), fix i = t and have
Because this is true for all 0 ≤ t ≤ n+2β+3 β+1 − 4, we are done if we can show that for each t such that n+2β+3
− 4 < t implies that 2β + βt > n − t − 1 and so, n−t−1 k=2β+βt n−k−1 t = 0. We have completed our proof.
We are ready to prove Lemma 4.1.
Proof of Lemma 4.1. Fix α < β ∈ N and let n ∈ N. What we need to prove is |M α,β,n+2β+1 | = |M α,β,n+2β | + |M α,β,n+β | + (β − a)|M β,n |.
(4.11)
Define T 1 = {S ∈ M α,β,n+2β+1 | n + 2β / ∈ S}. We consider the transformation R n+2β+1 that replaces the maximum element of a set with n + 2β + 1 R n+2β+1 : M α,β,n+2β → T 1 .
First, T 1 is the range of the function because (1) for all S ∈ M α,β,n+2β , R n+2β+1 (S) does not contain n + 2β, (2) R n+2β+1 does not change the cardinality of a set, while both the smallest and the second smallest of the set do not decrease. Hence, for all S ∈ M α,β,n+2β , R n+2β+1 (S) ∈ M α,β,n+2β+1 . Due to the domain M α,β,n+2β , R n+2β+1 is one-to-one. We show that it is also onto. Let U ∈ T 1 . If |U| = 1; that is, U = {n + 2β + 1}, then R n+2β+1 ({n + 2β}) = U. If |U| = 2, we have U = {m, n + 2β + 1} for some m < n + 2β such that ⌊m/α⌋ ≥ 2. Then R n+2β+1 ({m, n + 2β}) = U. If |U| ≥ 3, then R n+2β+1 ({n + 2β} ∪ U\{n + 2β + 1}) = U.
(4.12)
Therefore, R n+2β+1 is onto and thus, bijective. So, |T 1 | = |M α,β,n+2β |. Next, consider the transformation S n+2β+1 that shifts a set β units to the right and then appends n + 2β + 1 to the set S n+2β+1 : M α,β,n+β → T 2 , where T 2 = {S ∈ M α,β,n+2β+1 | S ′ = S\{n + 2β + 1} − β ∈ M α,β,n+β }. Note that T 2 is the range of the function because while S n+2β+1 makes the cardinality of a set increase by 1, both the smallest and the second smallest increase by β. Clearly, S n+2β+1 is one-to-one, and by the definition of T 2 , it is also onto. Therefore, |T 2 | = |M α,β,n+β |. Now, we partition M α,β,n+2β+1 = T 1 ∪ T 2 ∪ T, where T is defined as in Proposition 4.2. Because T 1 , T 2 , and T are pairwise disjoint, |M α,β,n+2β+1 | = |T 1 | + |T 2 | + |T | = |M α,β,n+2β | + |M α,β,n+β | + |T |.
Therefore, it suffices to prove that |T | = (β − α)|M β,n |. Due to Equation (3.1) and Equation (4.9), what we need to prove is equivalent to Proposition 4.3. We have finished our proof.
We finish by proving a technical result used in the proof of Proposition 4.3 Proposition 4.4. For n, β ∈ N with n ≥ 2β + 1, we have n − 1 β + 2 ≥ n + 2β + 3 β + 1 .
Proof. We write n+2β+3 β+1 = n+1 β+1 + 2. It suffices to prove that n−1 β ≥ n+1 β+1 , which is equivalent to n ≥ 2β + 1. This is true due to our assumption.
