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P. Tadepalli and DoKyeong Ok, Model-based average reward reinforcement learn- 
ing 
Reinforcemenr Learning (RL) is the study of programs that improve their performance by receiving rewards 
and punishments from the environment. Most RL methods optimize the discounted total reward received by 
an agent, while, in many domains, the natural criterion is to optimize the average reward per time step. In this 
paper, we introduce a model-based Average-reward Reinforcement Learning method called H-learning and 
show that it converges more quickly and robustly than its discounted counterpart in the domain of scheduling 
a simulated Automatic Guided Vehicle ( AGV) . We also introduce a version of H-learning that automatically 
explores the unexplored parts of the state space, while always choosing greedy actions with respect to the 
current value function. We show that this “Auto-exploratory H-Learning” performs better than the previously 
studied exploration strategies. To scale H-learning to larger state spaces, we extend it to learn action models 
and reward functions in the form of dynamic Bayesian networks, and approximate its value function using 
local linear regression. We show that both of these extensions are effective in significantly reducing the space 
requirement of H-learning and making it converge faster in some AGV scheduling tasks. 
S.L. Epstein, Pragmatic navigation: reactivity, heuristics, and search 
FORR (For the Right Reasons) is an architecture for learning and problem solving that integrates a possibly 
incomplete and overlapping set of solution methods to address complex problems. Each method, although it 
represents some facet of domain expertise, may vary in reliability and speed. The principal contribution of 
this paper is the extension of FORR to include situation-based behavior (the serial testing of known, triggered 
techniques for problem solving in a domain) with reactivity and heuristic reasoning. FORR categorizes methods 
as reactive, h~euristic, or situation-based, and addresses problem solving with one category of methods at a 
time. A hierarchical reasoner first has the opportunity to react correctly. If no ready reaction is computed, the 
reasoner activates a set of reactive triggers for time-limited search procedures tailored to specific situations. 
If they, too, fail to produce a response, the reasoner resorts to collaboration among heuristic rationales. All 
three components reference knowledge learned from experience. In a series of experiments, this architecture is 
shown to be effective and efficient. Ablation experiments demonstrate how each component plays an important 
role in problem solving. Additional contributions of this paper include a FORR-based, pragmatic, cognitively 
plausible approach to navigation with learned heuristic approximations that describe two-dimensional territory 
and travel experience through it, and a careful study of how situation-based behavior, reactivity, and heuristics 
interact there. Empirical evidence demonstrates that the resultant system is both effective and efficient, and 
guidelines for generalization to other domains are provided. 
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I. Frank and D. Basin, Search in games with incomplete information: a case study 
using Bridge card play 
We examine search algorithms in games with incomplete information, formalising a best defense model of 
such games based on the assumptions typically made when incomplete information problems are analysed in 
expert exts. We show that equilibrium point strategies for optimal play exist for this model, and define an 
algorithm capable of computing such strategies. Using this algorithm as a reference we then analyse search 
architectures that have been proposed for the incomplete information game of Bridge. These architectures 
select strategies by analysing some statistically significant collection of complete information sub-games. Our 
model allows us to clearly state the limitations of such architectures in producing expert analysis, and to 
precisely formalise and distinguish the problems that lead to sub-optimahty. We illustrate these problems with 
simple game trees and with actual play situations from Bridge itself. 
P. Jonsson and C. B%&strSm, State-variable planning under structural restrictions: 
algorithms and complexity 
Computationally tractable planning problems reported in the literature so far have almost exclusively been 
defined by syntactical restrictions. To better exploit the inherent structure in problems, it is probably necessary 
to study also structural restrictions on the underlying state-transition graph. The exponential size of this graph, 
though, makes such restrictions costly to test. Hence, we propose an intermediate approach, using a state 
variable model for planning and defining restrictions on the separate state-transition graphs for each state 
variable. We identify such restrictions which can tractably be tested and we present a planning algorithm 
which is correct and runs in polynomial time under these restrictions. The algorithm has been implemented 
an it outperforms Graphplan on a number of test instances. In addition, we present an exhaustive map of 
the complexity results for planning under all combinations of four previously studied syntactical restrictions 
and our five new structural restrictions. This complexity map considers both the optimal and non-optimal plan 
generation problem. 
R.J. Howarth, Interpreting a dynamic and uncertain world: task-based control 
In this paper we show that it can be beneficial to have a high-level vision component that guides the reasoning 
of the whole vision system when interpreting a dynamic and uncertain world. This guidance is provided by 
an attentional mechanism that exploits knowledge of the specific problem being solved. Here we develop a 
general framework for such an attentional mechanism and its application to understanding dynamic scenes. 
This attentional mechanism can enable a vision system to perform a given domain task while expending 
minimal resources. We have developed a component that uses Bayesian networks combined with a deictic 
representation to select what, when and how to use processed ata from a fixed camera. We apply two forms 
of Bayesian etwork, which ( 1) create a dynamic structure to reflect he spatial otganisation of the data and 
(2) measure task relatedness. Together these give attentional focus making the reasoning performed relevant 
to the task. 
A. Bochman, On the relation between default and modal nonmonotonic reasoning 
The notion of a default consequence r lation is introduced as a generalization of both default and modal 
formalizations of nonmonotonic reasoning. It is used to study a general problem of correspondence b tween 
these two formalisms. 
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EM. Doniui, M. Lenzerini, D. Nardi, W. Nutt and A. Schaerf, An epistemic operator 
for description logics 
Description logics (also called terminological logics, or concept languages) are fragments of first-order logic 
that provide ,a formal account of the basic features of frame-based systems. However, there are aspects of 
frame-based systems-such as nonmonotonic reasoning and procedural rules-that cannot be characterized in 
a standard first-order framework. Such features ate needed for real applications, and a clear understanding of 
the logic underlying them is necessary for principled implementations. 
We show how description logics enriched with an epistemic operator can formalize such aspects. The 
logic obtained is a fragment of a first-order nonmonotonic modal logic. We show that the epistemic operator 
formalizes procedural rules, as provided in many knowledge representation systems, and enables sophisticated 
query formulation, including various forms of closed-world reasoning. We provide an effective procedure 
for answering epistemic queries posed to a knowledge base expressed in a description logic and extend 
this procedure in order to deal with rules. We also address the computational complexity of reasoning with 
the epistemic operator, identifying cases in which an appropriate use of the epistemic operator can help in 
decreasing the complexity of reasoning. 
M. Mitchell, Book Review of Handbook of Genetic Algorithms (L.D. Davis) 
J. Levenick, Showing the way: a review of the Second Edition of Holland’s Adap- 
tation in Natural and Art@5ul Systems 
S. Argamon, Utility-based on-line exploration for repeated navigation in an embed- 
ded graph (Research Note) 
C. Leckie and Zukerman, Inductive learning for search control rules for planning 
J.A. Barnden, Book Review of The Metaphorical Brain 2: Neural Networks and 
Beyond (Michael A. Arbib) 
S.A. Hanson, Michael Arbib’s The Metaphorical Brain 2: the sequel? (Book Review) 
K.H. Pribram, Book Review of The Metaphorical Brain 2: Neural Networks and 
Beyond (Michael A. Arbib) 
M.A. Arbib, The metaphorical brains (Response) 
F.J. Corbacho, Schema-based learning (Commentary) 
P Verdi, Structure-based modeling of schemas (Commentary) 
