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CASSELS BASES
MELVYN B. NATHANSON
Abstract. This paper describes several classical constructions of thin bases
of finite order in additive number theory, and, in particular, gives a complete
presentation of a beautiful construction of J. W. S. Cassels of a class of poly-
nomially asymptotic bases. Some open problems are also discussed.
1. Additive bases of finite order
The fundamental object in additive number theory is the sumset. If h ≥ 2 and
A1, . . . , Ah are sets of integers, then we define the sumset
(1) A1 + · · ·+Ah = {a1 + · · ·+ ah : ai ∈ Ai for i = 1, . . . , h}.
If A1 = A2 = · · · = Ah = A, then the sumset
(2) hA = A+A+ · · ·+A︸ ︷︷ ︸
h summands
is called the h-fold sumset of A. If 0 ∈ A, then
A ⊆ 2A ⊆ · · · ⊆ hA ⊆ (h+ 1)A ⊆ · · ·
For example,
{0, 1, 4, 5}+ {0, 2, 8, 10} = [0, 15]
and
{3, 5, 7, 11}+ {3, 5, 7, 11, 13, 17, 19}=
{6, 8, 10, 12, 14, 16, 18, 20, 22, 24, 26, 28, 30}.
The set A is called a basis of order h for the set B if every element of B can
be represented as the sum of exactly h not necessarily distinct elements of A, or,
equivalently, if B ⊆ hA. The set A is an asymptotic basis of order h for B if the
sumset hA contains all but finitely many elements of B, that is, if card(B\hA) <∞.
The set A is a basis (resp. asymptotic basis) of finite order for B if A is a basis
(resp. asymptotic basis) of order h for B for some positive integer h. The set A
of nonnegative integers is a basis of finite order for the nonnegative integers only if
0, 1 ∈ A.
Many classical results and conjectures in additive number theory state that some
“interesting” or “natural” set of nonnegative integers is a basis or asymptotic basis
of finite order. For example, the Goldbach conjecture asserts that the set of odd
prime numbers is a basis of order 2 for the even integers greater than 4. Lagrange’s
theorem states the set of squares is a basis of order 4 for the nonnegative integers
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N0. Wieferich proved that the set of nonnegative cubes is a basis of order 9 for
N0, and Linnik proved that the set of nonnegative cubes is an asymptotic basis of
order 7 for N0. More generally, for any integer k ≥ 2, Waring’s problem, proved
by Hilbert in 1909, states that the set of nonnegative k-th powers is a basis of
finite order for N0. Vinogradov proved that the set of odd prime numbers is an
asymptotic basis of order 3 for the odd positive integers. Nathanson [11] contains
complete proofs of all of these results.
Notation: Let N, N0, and Z denote the sets of positive integers, nonnegative
integers, and integers, respectively. For real numbers x and y, we define the intervals
of integers [x, y] = {n ∈ Z : x ≤ n ≤ y}, (x, y] = {n ∈ Z : x < n ≤ y}, and
[x, y) = {n ∈ Z : x ≤ n < y}. For any sets A and A′ of integers and any integer c,
we define the difference set
A−A′ = {a− a′ : a ∈ A and a′ ∈ A′}
and the dilation by c of the set A
c ∗A = {ca : a ∈ A}.
Thus, 2 ∗N is the set of positive even integers, and 2 ∗N− {0, 1} = N.
Denote the cardinality of the set X by |X |.
Let f be a complex-valued function on the domain Ω and let g be a positive
function on the domain Ω. Usually Ω is the set of positive integers or the set of all
real numbers x ≥ x0. We write f ≪ g or f = O(g) if there is a number c > 0 such
that |f(x)| ≤ cg(x) for all x ∈ Ω. We write f ≫ g if there is a number c > 0 such
that |f(x)| ≥ cg(x) for all x ∈ Ω. We write f = o(g) if limx→∞ f(x)/g(x) = 0.
2. A lower bound for bases of finite order
For any set A of integers, the counting function of A, denoted A(x), counts the
number of positive integers in A not exceeding x, that is,
A(x) =
∑
a∈A
1≤a≤x
1 = |A ∩ [1, x]| .
Theorem 1. Let h ≥ 2 and let A = {ak}∞k=1 be a set of nonnegative integers with
ak < ak+1 for all k ≥ 1. If A is an asymptotic basis of order h, then
(3) A(x)≫ x1/h
for all sufficiently large real numbers x and
(4) ak ≪ kh
for all positive integers k. If A is a basis of order h, then inequality (3) holds for
all real numbers x ≥ 1.
Proof. If A is an asymptotic basis of order h, then there exists an integer n0 such
that every integer m ≥ n0 can be represented as the sum of h elements of A. Let
x ≥ x0 and let n be the integer part of x. Then A(x) = A(n). There are n−n0+1
integers m such that
n0 ≤ m ≤ n.
Since the elements of A are nonnegative integers, it follows that if
m = a′1 + · · ·+ a′h with a′k ∈ A for k = 1, . . . , h,
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then
0 ≤ a′k ≤ m ≤ n for k = 1, . . . , h.
The set A contains exactly A(n) positive integers not exceeding n, and A might also
contain 0, hence A contains at most A(n) + 1 nonnegative integers not exceeding
n. Since the number of ways to choose h elements with repetitions from a set of
cardinality A(n) + 1 is
(
A(n)+h
h
)
, it follows that
n+ 1− n0 ≤
(
A(n) + h
h
)
<
(A(n) + h)h
h!
and so
A(x) = A(n) > (h!(n+ 1− n0))1/h − h≫ n1/h ≫ x1/h
for all sufficiently large x. We have A(ak) = k if a1 ≥ 1 and A(ak) = k−1 if a1 = 0,
hence
k ≥ A(ak)≫ a1/hk
or, equivalently,
ak ≪ kh
for all sufficiently large integers k, hence for all positive integers k.
If A is a basis of order h, then 1 ∈ A and so A(n)/n > 0 for all n ≥ 1. Therefore,
A(x)≫ x1/h for all x ≥ 1. This completes the proof. 
Let A be a set of nonnegative integers. By Theorem 1, if A is an asymptotic
basis of order h, then A(x)≫ x1/h. If A is an asymptotic basis of order h such that
A(x)≪ x1/h,
then A is called a thin asymptotic basis of order h. If hA = N0 and A(x) ≪ x1/h,
then A is called a thin basis of order h. In the next section we construct examples
of thin bases.
3. Raikov-Sto¨hr bases
In 1937 Raikov and Sto¨hr independently published the first examples of thin
bases for the natural numbers. Their construction is based on the fact that every
nonnegative integer can be written uniquely as the sum of pairwise distinct powers
of 2. The sets constructed in the following theorem will be called Raikov-Sto¨hr
bases.
Theorem 2 (Raikov-Sto¨hr). Let h ≥ 2. For i = 0, 1, . . . , h − 1, let Wi = {i, h +
i, 2h+i, . . .} denote the set of all nonnegative integers that are congruent to i modulo
h, and let F(Wi) be the set of all finite subsets of Wi. Let
Ai =

∑
f∈F
2f : F ∈ F(Wi)


and
A = A0 ∪ A1 ∪ · · · ∪ Ah−1.
Then A is a thin basis of order h.
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Proof. Note that for all i = 0, 1, . . . , h − 1 we have 0 ∈ Ai since ∅ ∈ F(Wi) and∑
f∈∅ 2
f = 0. This implies that
A0 +A1 + · · ·+Ah−1 ⊆ h
(
h−1⋃
i=0
Ai
)
= hA
Moreover, Ai ∩ Aj = {0} if 0 ≤ i < j ≤ h− 1.
First we show that A is a basis of order h. Every positive integer n is uniquely
the sum of distinct powers of two, so we can write
n =
∞∑
j=0
εj2
j ,
where the sequence {εj}∞j=0 satisfies εj ∈ {0, 1} for all j ∈ N0 and εj = 0 for all
sufficiently large j. Since
∞∑
j=0
j≡i (mod h)
εj2
j ∈ Ai,
it follows that
n =
∞∑
j=0
εj2
j
=
h−1∑
i=0

 ∞∑
j=0
j≡i (mod h)
εj2
j


∈ A0 +A1 + · · ·+Ah−1
⊆ hA
and so A is a basis of order h.
We shall compute the counting functions of the sets Ai and A. Let x ≥ 2h−1.
For every i ∈ {0, 1, . . . , h− 1}, there is a unique positive integer r such that
2(r−1)h+i ≤ x < 2rh+i.
If ai ∈ Ai and ai ≤ x, then there is a set
F ⊆ {i, h+ i, . . . , (r − 1)h+ i}
such that
ai =
∑
f∈F
2f .
The number of such sets F is exactly 2r. Since 0 ∈ Ai, we have
Ai(x) ≤ 2r − 1 < 2r ≤ 21−i/hx1/h
and so
A(x) = A0(x) +A1(x) + · · ·+Ah−1(x)
<
(
h−1∑
i=0
21−i/h
)
x1/h
=
(
1
1− 2−1/h
)
x1/h.
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Thus, A is a thin basis of order h. This completes the proof. 
For h = 2, the Raikov-Sto¨hr construction produces the thin basis A = A0 ∪ A1
of order 2, where
A0 = {0, 1, 4, 5, 16, 17, 20, 21, 64, 65, 68, 69, 80, 81, 84, 85, 256, . . .}
is the set of all finite sums of even powers of 2, and
A1 = {0, 2, 8, 10, 32, 34, 40, 42, 128, 130, 136, 138, 160, 162, 168, 170, 512, . . .}
is the set of all finite sums of odd powers of 2.
4. Construction of thin g-adic bases of order h
Lemma 1. Let g ≥ 2. Let W be a nonempty set of nonnegative integers such that
W (x) = θx +O(1)
for some θ ≥ 0 and all x ≥ 1. Let F(W ) be the set of all finite subsets of W . Let
A(W ) be the set consisting of all integers of the form
(5) a =
∑
w∈F
ewg
w
where F ∈ F(W ) and ew ∈ {0, 1, . . . , g − 1} for all w ∈ F . Then
xθ ≪ A(W )(x)≪ xθ
for all sufficiently large x.
Proof. The nonempty set W is finite if and only if θ = 0, and in this case A(W ) is
also nonempty and finite, or, equivalently, 1≪ A(W )(x)≪ 1.
Suppose that θ > 0 and the set W is infinite. Let W = {wi}∞i=1, where 0 ≤ w1 <
w2 < w3 < · · · . Let δ = 0 if w1 ≥ 1 and δ = 1 if w1 = 0. For x ≥ gw1 , we choose
the positive integer k so that
gwk ≤ x < gwk+1 .
Then
wk ≤ log x
log g
< wk+1
and
k = W
(
log x
log g
)
+ δ =
θ log x
log g
+O(1)
where W (x) is the counting function of the set W .
If a ∈ A(W ) and a ≤ x, then every power of g that appears with a nonzero
coefficient in the g-adic representation (5) of a does not exceed gwk , and so a can
be written in the form
a =
k∑
i=1
ewig
wi , where ewi ∈ {0, 1, . . . , g − 1}.
There are exactly gk integers of this form, and so
A(W )(x) ≤ gk = g θ log xlog g +O(1) ≪ xθ.
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Similarly, if a is one of the gk−1− 1 positive integers that can be represented in the
form
a =
k−1∑
i=0
ewig
wi ,
then
a ≤
k−1∑
i=0
(g − 1)gwi ≤
wk−1∑
j=0
(g − 1)gj < gwk−1+1 ≤ gwk ≤ x
and so
A(W )(x) ≥ gk−1 − 1≫ xθ.
This completes the proof. 
Theorem 3 (Jia-Nathanson). Let g ≥ 2 and h ≥ 2. Let W0,W1, . . . ,Wh−1 be
nonempty sets of nonnegative integers such that
N0 = W0 ∪W1 ∪ · · · ∪Wh−1
and
Wi(x) = θix+O(1)
where 0 ≤ θi ≤ 1 for i = 0, 1, . . . , h− 1. Let
θ = max(θ0, θ1, . . . , θh−1).
Let A(W0), A(W1), . . . , A(Wh−1) be the sets of nonnegative integers constructed in
Lemma 1. The set
A = A(W0) ∪A(W1) ∪ · · · ∪ A(Wh−1)
is a basis of order h, and
A(x) = O
(
xθ
)
.
In particular, if
Wi(x) =
x
h
+O(1)
for i = 0, 1, . . . , h− 1, then A = A(W0) ∪A(W1) ∪ · · · ∪A(Wh−1) is a thin basis of
order h.
Note that it is not necessary to assume that the sets W0,W1, . . . ,Wh−1 are
pairwise disjoint.
Proof. Every nonnegative integer n has a g-adic representation of the form
n =
t∑
w=0
ewg
w,
where t ≥ 0 and ew ∈ {0, 1, . . . , g − 1} for w = 0, 1, . . . , t. We define the sets
F0 = {w ∈ {0, 1, . . . , t} : w ∈ W0}
F1 = {w ∈ {0, 1, . . . , t} : w ∈ W1 \W0}
F2 = {w ∈ {0, 1, . . . , t} : w ∈ W2 \ (W0 ∪W1)}
...
Fh−1 = {w ∈ {0, 1, . . . , t} : w ∈ Wh−1 \ (W0 ∪ · · · ∪Wh−2)}.
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Then Fi ∈ F(Wi) for all i = 0, 1, . . . , h− 1. Since 0 ∈ A(Wi) for i = 0, 1, . . . , h− 1,
we have
n =
t∑
w=0
ewg
w =
h−1∑
i=0
∑
w∈Fi
ewg
w ∈ A(W0) + · · ·+A(Wh−1) ∈ hA.
Thus, A is a basis of order h.
By Lemma 1,
A(Wi)(x) = O
(
xθi
)
= O
(
xθ
)
for all i = 0, 1, . . . , h− 1, and so
A(W )(x) ≤
h−1∑
i=0
A(Wi)(x) = O
(
xθ
)
.
If θi = 1/h for all i, then θ = 1/h and A is a thin basis. This completes the
proof. 
Consider the case when Wi = {w ∈ N0 : w ≡ i (mod h)} for i = 0, 1, . . . , h− 1.
We shall compute an upper bound for the counting functions Ai(x) and A(x). For
each i and x ≥ gi, choose the positive integer r such that
g(r−1)h+i ≤ x < grh+i.
Then
Ai(x) ≤ gr − 1 < gr ≤ g1−(i/h)x1/h
and so
A(x) =
h−1∑
i=0
Ai(x) <
h−1∑
i=0
g1−(i/h)x1/h =
g − 1
1− g−1/hx
1/h.
Applying the mean value theorem to the function f(x) = x1/h, we obtain A(x) <
ghx1/h. In particular, if g = 2, we obtain A(x) < 1
1−2−1/h
x1/h < 2hx1/h. This
special case is the Raikov-Sto¨hr construction. For h = 2 the Raikov-Sto¨hr basis
A = {ak}∞k=1 with ak < ak+1 for k ≥ 1 satisfies
A(x)√
x
< 2 +
√
2 = 3.4142 . . . .
Letting x = ak, we obtain
ak
k2
>
3− 2√2
2
= 0.0857 . . . .
If A is a basis of order h, then the order of magnitude of the counting function
A(x) must be at least x1/h, and there exist thin bases, such as the Raikov-Sto¨hr
bases and the Jia-Nathanson bases, with exactly this order of magnitude. Two
natural constants associated with thin bases of order h are
αh = inf
A⊆N0
hA=N0
lim inf
x→∞
A(x)
x1/h
and
βh = inf
A⊆N0
hA=N0
lim sup
x→∞
A(x)
x1/h
Sto¨hr [16] proved the following lower bound for βh.
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Theorem 4 (Sto¨hr).
βh ≥
h
√
h!
Γ(1 + 1/h)
where Γ(x) is the Gamma function.
In particular, lim supx→∞ A(x)/
√
x ≥√8/π for every basis A of order 2.
Open Problem 1. Compute the numbers αh and βh for all h ≥ 2.
This is an old unsolved problem in additive number theory. Even the numbers
α2 and β2 are unknown.
5. Asymptotically polynomial bases
Let h ≥ 2, and let A = {ak}∞k=1 be a set of nonnegative integers with a1 = 0
and ak < ak+1 for all k ≥ 1. If A is a basis of order h, then there is a real number
λ2 such that ak ≤ λ2kh for all k (Theorem 1). The basis A is called thin if there is
also a number λ1 > 0 such that ak ≥ λ1kh for all k. Thus, if A is a thin basis of
order h, then there exist positive real numbers λ1 and λ2 such that
λ1 ≤ ak
kh
≤ λ2
for all k. In Theorems 2 and 3 we constructed examples of thin bases of order h for
all h ≥ 2.
The sequence A = {ak}∞k=0 is called asymptotically polynomial of degree d if there
is a real number λ > 0 such that ak ∼ λkd as k →∞. If A is a basis of order h and
if A is also asymptotically polynomial of degree d, then d ≤ h. We shall describe
a beautiful construction of J. W. S. Cassels of a family of additive bases of order
h that are asymptotically polynomial of degree h. The key to the construction is
the following result, which allows us to embed a sequence of nonnegative integers
with regular growth into a sequence of nonnegative integers with asymptotically
polynomial growth.
Theorem 5. Let h ≥ 2 and let A = {ak}∞k=1 be a sequence of nonnegative integers
such that
lim inf
k→∞
ak+1 − ak
a
(h−1)/h
k
= α > 0
For every real number γ with 0 < γ < α, there exists a sequence C = {ck}∞k=0 of
nonnegative integers such that C is a supersequence of A and
ck =
(
γk
h
)h
+O
(
kh−1
)
.
Proof. Let B = {bk}∞k=1 be a strictly increasing sequence of nonnegative integers
such that
bk =
(
γk
h
)h
+O(kh−2).
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Since h ≥ 2 and bk = (γk/h)h
(
1 +O
(
k−2
))
, we have
bk+1 − bk
b
(h−1)/h
k
=
(
γ
h
)h (
(k + 1)h − kh + O(kh−2))(
γk
h
)h−1
(1 +O (k−2))
(h−1)/h
=
γ
(
hkh−1 + O
(
kh−2
))
hkh−1 (1 +O (k−2))
(h−1)/h
=
γ
(
1 +O
(
k−1
))
(1 +O (k−2))
(h−1)/h
= γ(1 + o(1))
and so
lim
k→∞
bk+1 − bk
b
(h−1)/h
k
= γ.
Suppose there exist infinitely many k such that, for some integer m = m(k),
bk < am < am+1 ≤ bk+1.
The inequality
bk+1 − bk
b
(h−1)/h
k
>
am+1 − am
b
(h−1)/h
k
>
am+1 − am
a
(h−1)/h
m
implies that
γ = lim
k→∞
bk+1 − bk
b
(h−1)/h
k
≥ lim inf
m→∞
am+1 − am
a
(h−1)/h
m
≥ α > γ
which is impossible. Therefore, there exists an integerK such that, for every integer
k ≥ K, the interval (bk, bk+1] contains at most one element of A.
Choose the integer L such that
aL ≤ bK < aL+1.
We define the sequence C = {ck}∞k=0 as follows: Let ck = ak for k = 1, 2, . . . , L. For
i ≥ 1, we choose cL+i ∈ (bK+i−1, bK+i] as follows: If the interval (bK+i−1, bK+i]
contains the element aℓ from the sequence A, then cL+i = aℓ. Otherwise, let
cL+i = bK+i. Since the interval (bK+i−1, bK+i] contains at most one element of A
for all i ≥ 1, and since every element ak of A with k > L is contained in some
interval of the form (bK+i−1, bK+i] with i ≥ 1, it follows that A is a subsequence of
C. Moreover, for every k ≥ L+ 1,
bk−L+K−1 < ck ≤ bk−L+K .
Since
bk−L+K =
(γ
h
)h
(k − L+K)h +O(kh−2) =
(
γk
h
)h
+O
(
kh−1
)
and, similarly, bk−L+K−1 = (γk/h)
h
+O
(
kh−1
)
, it follows that
ck =
(
γk
h
)h
+O
(
kh−1
)
.
This completes the proof. 
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6. Bases of order 2
In this section we describe Cassels’ construction in the case h = 2. We need the
following convergence result.
Lemma 2. Let 0 < α < 1. If {qk}∞k=1 is a sequence of positive integers such that
lim
k→∞
qk−1
qk
= α
then
lim
k→∞
q1 + q2 + · · ·+ qk
qk
=
1
1− α.
Proof. For every nonnegative integer j we have
(6) lim
k→∞
qk−j
qk
= lim
k→∞
j−1∏
i=0
qk−i−1
qk−i
= αj .
Let β be a real number such that α < β < 1. For every ε > 0 there exists a number
K = K(β, ε) such that
(7)
qk−1
qk
< β for all k ≥ K
and
(8) βK <
(1− β)ε
4
.
If k ≥ K and k −K = r, then
qk > β
−1qk−1 > β
−2qk−2 > · · · > β−rqk−r = βK−kqK = cβ−k
where c = βKqK > 0, and so
(9) lim
k→∞
qk =∞.
If 0 ≤ j ≤ k −K + 1, then inequality (7) implies
qk−j
qk
=
j−1∏
i=0
qk−i−1
qk−i
< βj .
For k ≥ 2K we obtain∣∣∣∣q1 + q2 + · · ·+ qkqk − 11− α
∣∣∣∣ =
∣∣∣∣∣∣
k−1∑
j=0
qk−j
qk
−
∞∑
j=0
αj
∣∣∣∣∣∣
≤
K−1∑
j=0
∣∣∣∣qk−jqk − αj
∣∣∣∣+ k−K+1∑
j=K
qk−j
qk
+
k−1∑
j=k−K+2
qk−j
qk
+
∞∑
j=K
αj
<
K−1∑
j=0
∣∣∣∣qk−jqk − αj
∣∣∣∣+ k−K+1∑
j=K
βj +
K−2∑
j=1
qj
qk
+
∞∑
j=K
βj
<
K−1∑
j=0
∣∣∣∣qk−jqk − αj
∣∣∣∣+ K−2∑
j=1
qj
qk
+
2βK
1− β
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It follows from (6), (9), and (8) that for j = 0, 1, . . . ,K− 1 and all sufficiently large
k ∣∣∣∣qk−jqk − αj
∣∣∣∣ < ε4K
and
qj
qk
<
ε
4K
and so ∣∣∣∣q1 + q2 + · · ·+ qkqk − 11− α
∣∣∣∣ < ε.
This completes the proof. 
Theorem 6. Let {qi}∞i=1 and {mi}∞i=1 be sequences of positive integers such that
(10) q1 = 1
and, for all i ≥ 2,
(11) (qi−1, qi) = (qi−1, qi+1) = 1
(12) mi−1 ≥ qi + qi+1 − 2
and
(13) mi+1qi+1 ≥ miqi +mi−1qi−1.
Define the sequences {Qk}∞k=1 of nonnegative integers and {Ak}∞k=1 of finite arith-
metic progressions of nonnegative integers by
Qk =
k−1∑
i=1
miqi
and
Ak = Qk + qk ∗ [0,mk].
Let
A =
∞⋃
k=1
Ak = {an}∞n=0
where a0 = 0 < a1 < a2 < · · · . Then A is a basis of order 2, and, for every positive
integer K, the set
⋃∞
k=K Ak is an asymptotic basis of order 2.
Let A(x) be the counting function of the set A, and let Mk =
∑k−1
i=1 mi for k ≥ 1.
If Mk ≤ n ≤Mk+1, then
(14) an = Qk + (n−Mk)qk.
If Qk ≤ x ≤ Qk+1, then
(15) A(x) = Mk +
[
x−Qk
qk
]
.
Proof. Since Qk+1 −Qk = mkqk, it follows that
{Qk, Qk+1} ⊆ Ak ⊆ [Qk, Qk+1]
and
Ak = Qk+1 − qk ∗ [0,mk].
Also, Q1 = 0, Q2 = m1q1 = m1, and A1 = [0,m1], hence
[2Q1, 2Q2] = [0, 2m1] = 2A1.
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We shall prove that
(16) [2Qk, 2Qk+1] ⊆ Ak−1 + (Ak ∪ Ak+1) ⊆ 2 (Ak−1 ∪ Ak ∪ Ak+1)
for all k ≥ 2.
Let n ∈ [2Qk, 2Qk+1]. There are two cases. In the first case we have
(17) 2Qk ≤ n ≤ Qk +Qk+1 − (qk − 1)qk−1.
Since (qk, qk−1) = 1, there is a unique integer r such that
n ≡ 2Qk − rqk−1 (mod qk)
and, by (12),
(18) 0 ≤ r ≤ qk − 1 ≤ mk−1.
Then Qk − rqk−1 ∈ Ak−1. There is a unique integer s such that
sqk = n− 2Qk + rqk−1.
It follows from (17) and (18) that
0 ≤ n− 2Qk + rqk−1 ≤ Qk+1 −Qk = mkqk,
and so
0 ≤ s ≤ mk.
Therefore, Qk + sqk ∈ Ak and
n = (Qk − rqk−1) + (Qk + sqk) ∈ Ak−1 +Ak.
In the second case we have
(19) Qk +Qk+1 − (qk − 1)qk−1 + 1 ≤ n ≤ 2Qk+1.
The set R = [qk − 1, qk + qk+1 − 2] is a complete set of representatives of the
congruence classes modulo qk+1. Since (qk−1, qk+1) = 1, it follows that there is a
unique integer r ∈ R such that
n ≡ Qk +Qk+1 − rqk−1 (mod qk+1).
Inequality (12) implies that
(20) 0 ≤ qk − 1 ≤ r ≤ qk + qk+1 − 2 ≤ mk−1
and so Qk − rqk−1 ∈ Ak−1. There is a unique integer t such that
tqk+1 = n−Qk −Qk+1 + rqk−1,
Inequalities (19), (20), and (13) imply that
tqk+1 ≥ (r − qk + 1)qk−1 + 1 ≥ 1
and
tqk+1 ≤ Qk+1 −Qk + rqk−1 ≤ mkqk +mk−1qk−1 ≤ mk+1qk+1,
and so
1 ≤ t ≤ mk+1.
Therefore, Qk+1 + tqk+1 ∈ Ak+1 and
n = (Qk − rqk−1) + (Qk+1 + tqk+1) ∈ Ak−1 +Ak+1.
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This proves (16). It follows that
⋃∞
k=1 Ak is a basis of order 2. Moreover, for every
positive integer K,
[2QK+1,∞) ⊆ 2
(
∞⋃
k=K
Ak
)
and so
⋃∞
k=K Ak is an asymptotic basis of order 2.
Let A = {an}∞n=0, where a0 = 0 < a1 < a2 < · · · , and let A(x) be the counting
function of the set A. Formulas (14) and (15) are immediate consequences of the
construction of the set A. This completes the proof. 
Theorem 7. Let 0 < α < 1 and let {qi}∞i=1 be a sequence of positive integers with
q1 = 1 such that, for all i ≥ 2,
(21) (qi−1, qi) = (qi−1, qi+1) = 1
(22) qi+1(qi+2 + qi+3) ≥ qi(qi+1 + qi+2) + qi−1(qi + qi+1)
and
(23) lim
i→∞
qi−1
qi
= α.
Define the sequences {Qk}∞k=1 of nonnegative integers and {Ak}∞k=1 of finite arith-
metic progressions of nonnegative integers by
Qk =
k−1∑
i=1
qi(qi+1 + qi+2)
and
Ak = Qk + qk ∗ [0, qk+1 + qk+2].
Let
A =
∞⋃
k=1
Ak = {an}∞n=0,
where a0 = 0 < a1 < a2 < · · · . Then A is a basis of order 2 such that
lim inf
k→∞
an+1 − an
n
≥ α
2(1 − α)
1 + α
> 0.
Note that the sequence {qi}∞i=1 of Fibonacci numbers defined by q1 = q2 = 1 and
qi+2 = qi+1+qi for i ≥ 1 satisfies the conditions of Theorem 7 with α = (
√
5−1)/2.
Proof. For every integer i ≥ 1 we define the positive integer mi = qi+1 + qi+2.
Inequality (22) implies that the sequence {mi}∞i=1 satisfies the hypotheses of The-
orem 6, and so A is a basis of order 2. For k ≥ 1 we define
Mk =
k−1∑
i=1
mi =
k−1∑
i=1
(qi+1 + qi+2).
Then {Mk}∞k=1 is a strictly increasing sequence of positive integers. For every
positive integer n there is a unique integer k such that
Mk ≤ n < Mk+1.
By (14) we have
an = Qk + (n−Mk)qk
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and so
an+1 − an = qk,
hence
an+1 − an
n
=
qk
n
>
qk
Mk+1
.
Condition (23) implies that limk→∞ qk =∞. Since
Mk+1
qk
=
k∑
i=1
qi+1 + qi+2
qk
=
k+1∑
i=2
qi
qk
+
k+2∑
i=3
qi
qk
= 2
k∑
i=1
qi
qk
+ 2
qk+1
qk
+
qk+2
qk
− 2 q1
qk
− q2
qk
,
it follows from Lemma 2 that
lim
k→∞
Mk+1
qk
=
2
1− α +
2
α
+
1
α2
=
1 + α
α2(1− α) .
Therefore,
lim inf
k→∞
an+1 − an
n
≥ lim
k→∞
qk
Mk+1
=
α2(1− α)
1 + α
> 0.
This completes the proof. 
Theorem 8 (Cassels). There exist a basis C = {cn}∞n=0 of order 2 and a real
number λ > 0 such that cn = λn
2 +O(n).
Proof. By Theorem 7, there exists a basis A = {an}∞n=0 of order 2 such that
lim infn→∞(an+1 − an)/n > 0. Applying Theorem 1 with h = 2, we see that
an ≪ n2 and so lim infn→∞(an+1−an)/a1/2n > 0. Applying Theorem 5 with h = 2,
we obtain a sequence C = {cn}∞n=0 of nonnegative integers and a positive real num-
ber λ such that C is a supersequence of A and cn = γn
2 + O (n) . This completes
the proof. 
7. Bases of order h ≥ 3
We start with Cassels’ construction of a finite set C of integers such that the
elements of C are widely spaced and C is a basis of order h for a long interval of
integers. The construction uses a perturbation of the g-adic representation.
Lemma 3. Let h ≥ 3. Let v and L be positive integers with L ≥ h. Define
g = 2h+1v.
Let C = C(v, L) denote the finite set consisting of the following integers:
gh + egh−1 + 2vgh−2 + e for 0 ≤ e < g,
(i+ 1)gh + egh−1 + egi for 0 ≤ i ≤ h− 3 and 0 ≤ e < g,
(h− 1)gh + (4vq + r)gh−1 + (4vq + r)gh−2 for 0 ≤ q < 2h−1 and 0 ≤ r < 2v,
hgh + ℓgh−1 for 0 ≤ ℓ < Lg.
Then
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(i) The h-fold sumset hC contains every integer n in the interval[(
h2 + 3h− 2
2
)
gh,
(
h(h+ 1)
2
+ L
)
gh
)
.
(ii) If c ∈ C, then
gh ≤ c < (h+ L)gh.
If c ≥ hgh, then c ≡ 0 (mod gh−1).
(iii) If c, c′ ∈ C and c 6= c′, then
|c− c′| ≥ vgh−2 − g.
(iv) If c ∈ C and y is any integer such that
y ≡ −vgh−2 (mod 4vgh−2)
then
|c− y| ≥ vgh−2 − g.
Proof. (i) Every nonnegative integer n has a unique g-adic representation in the
form
(24) n = eh−1g
h−1 + eh−2g
h−2 + · · ·+ e1g + e0
where eh−1 ≥ 0 and
0 ≤ ej < g for j = 0, 1, . . . , h− 2.
If n satisfies the inequality(
h2 + 3h− 2
2
)
gh ≤ n <
(
h(h+ 1)
2
+ L
)
gh
then eh−1 satisfies the inequality
(25)
(
h2 + 3h− 2
2
)
g ≤ eh−1 <
(
h(h+ 1)
2
+ L
)
g.
The digit eh−2 satisfies the inequality 0 ≤ eh−2 < g = 4v2h−1. There are two cases,
which depend on the remainder of eh−2 when divided by 4v.
In the first case, we have
eh−2 = 4vq + r with 0 ≤ q < 2h−1 and 0 ≤ r < 2v
Rearranging the g-adic representation (24), we obtain
(26) n =
(
(h− 1)gh + (4vq + r)gh−1 + (4vq + r)gh−2)+
+
h−3∑
i=0
(
(i+ 1)gh + eig
h−1 + eig
i
)
+
(
hgh + ℓgh−1
)
where
ℓ = eh−1 −
h−2∑
i=0
ei − h(h+ 1)g
2
.
Inequality (25) implies that
ℓ ≥
(
h2 + 3h− 2
2
)
g − (h− 1)(g − 1)− h(h+ 1)g
2
= h− 1 > 0
16 MELVYN B. NATHANSON
and
ℓ <
(
h(h+ 1)
2
+ L
)
g − h(h+ 1)g
2
= Lg
and so hgh+ℓgh−1 ∈ C. Thus, (26) is a representation of n as the sum of h elements
of C, that is, n ∈ hC.
In the second case, we have
eh−2 = 4vq + r + 2v with 0 ≤ q < 2h−1 and 0 ≤ r < 2v.
From the g-adic representation (24), we obtain
(27) n =
(
(h− 1)gh + (4vq + r)gh−1 + (4vq + r)gh−2)+
+
h−3∑
i=1
(
(i + 1)gh + eig
h−1 + eig
i
)
+
+
(
gh + e0g
h−1 + 2vgh−2 + e0
)
+
(
hgh + ℓgh−1
)
where
ℓ = eh−1 − (eh−2 − 2v)−
h−3∑
i=0
ei −
(
h(h+ 1)
2
)
g.
As in the first case, inequality (25) implies that 0 < h − 1 ≤ ℓ < Lg and so
hgh + ℓgh−1 ∈ C. Thus, (27) is a representation of n as the sum of h elements of
C, that is, n ∈ hC. This proves (i).
To prove (ii), we observe that the smallest element of C is gh and the largest is
hgh + (Lg − 1)gh−1 < (h + L)gh. If c ∈ C and c ≥ hgh, then c = hgh + ℓgh−1 for
some nonnegative integer ℓ < Lg, hence c ≡ 0 (mod gh−1).
To prove (iii), we assert that every integer c ∈ C satisfies an inequality of the
form
(28) 4svgh−2 ≤ c < (4s+ 2)vgh−2 + g
for some nonnegative integer s. There are four cases to check.
If c = gh + egh−1 + 2vgh−2 + e with 0 ≤ e < g, then we choose s = 2h−1(g + e).
Since
4svgh−2 = gh + egh−1
and
(4s+ 2)vgh−2 + g = gh + egh−1 + 2vgh−2 + g
it follows that c satisfies (28).
If c = (i+1)gh+egh−1+egi with 0 ≤ e < g and 0 ≤ i ≤ h−3, then c satisfies (28)
with s = 2h−1((i+ 1)g + e).
If c = (h−1)gh+(4vq+r)gh−1+(4vq+r)gh−2 with 0 ≤ q < 2h−1 and 0 ≤ r < 2v,
then c satisfies (28) with s = 2h−1((h− 1)g + 4vq + r) + q.
If c = hgh + ℓgh−1 with 0 ≤ ℓ < Lg, then c satisfies (28) with s = 2h−1(hg + ℓ).
This proves (28). It follows that the distance between elements of C that satisfy
inequality (28) for different values of s is at least 2vgh−2−g. If c and c′ are distinct
elements of C that satisfy inequality (28) for the same value of s, and if c′ < c,
then we must have
0 < c− c′ < 2vgh−2 + g.
This can happen only if c = gh + egh−1 + 2vgh−2 + e and c′ = gh + egh−1 + e with
0 ≤ e < g, and so c− c′ = 2vgh−2. This proves (iii).
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Finally, to prove (iv), we observe that if y ≡ −vgh−2 (mod 4vgh−2), then y =
4s′vgh−2 − vgh−2 for some integer s′, and the distance between y and any integer
satisfying an inequality of the form (28) is at least vgh−2 − g. This completes the
proof of the Lemma. 
Lemma 4. For h ≥ 3, let vi = 2i and gi = 2h+1vi = 2i+h+1 for i = 0, 1, 2, . . . .
Then
pj =
j∑
i=0
vig
h−2
i < g
h
j .
Proof. We compute pj explicitly as follows:
pj =
j∑
i=0
vig
h−2
i =
j∑
i=0
2i
(
2i+h+1
)h−2
= 2(h−2)(h+1)
j∑
i=0
2(h−1)i
= 2(h−2)(h+1)
(
2(h−1)(j+1) − 1
2h−1 − 1
)
=
2h
2+hj−j−3 − 2h2−h−2
2h−1 − 1
< 2h(j+h+1) = ghj
because, for h ≥ 3,
2h
2+hj−j−3 + 2h
2+hj+h < 2h
2+hj+h+1 < 2h
2+hj+2h−1
< 2h
2+hj+2h−1 + 2h
2−h−2.

Theorem 9. Let h ≥ 3. There exists a strictly increasing sequence A = {ak}∞k=1
of nonnegative integers such that A is a basis of order h and
lim inf
k→∞
ak+1 − ak
a
(h−1)/h
k
≥ 1
23h−1
.
Proof. Let
A(−1) =
[
0, 2h
2+2h
]
.
We define
L = 22h − h− 1
and, for i = 0, 1, 2, . . .,
vi = 2
i
gi = 2
h+1vi = 2
i+h+1
and
pj =
j∑
i=0
vig
h−2
i .
For j = 0, 1, 2, . . ., let
A(j) = pj + C(vj , L)
where C(vj , L) is the finite set of positive integers constructed in Lemma 3. We
begin by proving that
A =
∞⋃
j=−1
A(j)
is a basis of order h.
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First, we observe that
I(−1) =
[
0, h2h
2+2h
]
= hA(−1) ⊆ hA
and, by Lemma 3,
I(j) =
[
hpj +
(
h2 + 3h− 2)
2
)
ghj , hpj +
(
h(h+ 1)
2
+ L
)
ghj
)
⊆ hA(j)
for j = 0, 1, 2, . . .. Since h2 + 3h− 2 ≤ 2h+1 for h ≥ 3, it follows that
hp0 +
(
h2 + 3h− 2)
2
)
gh0 = h2
(h+1)(h−2) +
(
h2 + 3h− 2
2
)
2h(h+1)
≤ h2h2−h−2 + 2h2+2h
≤ h2h2+2h
and so the intervals I(−1) and I(0) overlap. Similarly, for j ≥ 0 the intervals I(j)
and I(j + 1) overlap if
(29) hpj+1 +
(
h2 + 3h− 2
2
)
ghj+1 ≤ hpj +
(
h(h+ 1)
2
+ L
)
ghj .
Since vj+1 = 2vj and gj+1 = 2gj, we have
pj+1 − pj = vj+1gh−2j+1 = 2h+j−1gh−2j =
ghj
2h+j+3
.
Rearranging inequality (29) and dividing by ghj , we see that it suffices to prove that
h
2h+j+3
+
(
h2 + 3h− 2
2
)
2h ≤ (h− 2)(h+ 1)
2
+ 22h.
This follows immediately from the inequalities h2 + 3h− 2 ≤ 2h+1 and
h
2h+j+3
≤ 2 ≤ (h− 2)(h+ 1)
2
for j ≥ 0 and h ≥ 3. Thus, the set A is a basis of order h.
Next, we show that the elements of A are widely spaced. Let a, a′ ∈ A with
a′ 6= a and a ∈ A(j) and a′ ∈ A(j′) for j, j′ ≥ 0. We shall prove that
|a− a′| ≥ vjgh−2j − gj .
Suppose not. If j = j′, then there exist c, c′ ∈ C(vj , L) with c 6= c′ such that
a = pj+c and a
′ = pj+c
′. By Lemma 3 (iii) we have |a−a′| = |c−c′| ≥ vjgh−2j −gj.
Thus, if |a− a′| < vjgh−2j − gj, then j 6= j′.
The sequences {pj}∞j=0 and {gj}∞j=0 are strictly increasing sequences of positive
integers. If j < j′, then vjg
h−3
j < vj′g
h−3
j′ and so
vjg
h−2
j − gj = (vjgh−3j − 1)gj < (vj′gh−3j′ − 1)gj′ = vj′gh−2j′ − gj′ .
Thus, if j < j′ and |a − a′| < vjgh−2j − gj, then also |a − a′| < vj′gh−2j′ − gj′ .
Therefore, without loss of generality, we can assume that j′ < j.
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By Lemma 3 (ii) we have a ≥ pj + ghj and a′ < pj′ + (h+ L)ghj′ . The inequality
|a− a′| < vjgh−2j − gj implies that
a′ > a− vjgh−2j + gj > pj + ghj − vjgh−2j
= pj−1 + g
h
j = pj−1 + 2
hghj−1 > pj−1 + hg
h
j−1.
Combining the upper bound in Lemma 3 (ii) with Lemma 4, we get
a′ < pj′ + (h+ L)g
h
j′ < (h+ 1 + L)g
h
j′ = 2
2hghj′ = 2
hghj′+1 = g
h
j′+2.
Since ghj < a
′ < ghj′+2, we see that j
′ < j < j′ + 2 and so j = j′ + 1 and
a′ = pj−1 + c
′ for some c′ ∈ C(vj−1, L) with c′ ≥ hghj−1. By Lemma 3 (ii), we have
c′ ≡ 0 (mod gh−1j−1 ) and so
a′ = pj−1 + c
′ ≡ pj−1 = pj − vjgh−2j (mod gh−1j−1 ).
Since
gh−1j−1 = 2
h+jgh−2j−1 = 4vj2
h−2gh−2j−1 = 4vjg
h−2
j
it follows that
y = a′ − pj ≡ −vjgh−2j (mod 4vjgh−2j ).
There exists c ∈ C(vj , L) such that a = pj + c. Lemma 3 (iv) implies that
|a− a′| = |c− (a′ − pj)| = |c− y| ≥ vjgh−2j − gj
which is a contradiction. This proves that if a, a′ ∈ A \ A(−1) with a 6= a′ and
a ∈ A(j), then |a− a′| ≥ vjgh−2j − gj .
From Lemmas 3 (ii) and 4 we also have
a = pj + c < g
h
j + (h+ L)g
h
j = 2
2hghj = (4gj)
h
and so a(h−1)/h < (4gj)
h−1 and
|a− a′|
a(h−1)/h
>
vjg
h−2
j − gj
(4gj)h−1
=
vj
4h−1gj
− 1
4h−1gh−2j
=
1
23h−1
− 1
4h−1gh−2j
.
Writing A as a strictly increasing sequence A = {ak}∞k=1 of nonnegative integers,
we obtain
lim inf
k→∞
ak+1 − ak
a
(h−1)/h
k
≥ lim inf
a,a′∈A\A(−1)
a 6=a′
|a− a′|
a(h−1)/h
≥ lim inf
j→∞
(
1
23h−1
− 1
4h−1gh−2j
)
=
1
23h−1
.
This completes the proof. 
Theorem 10 (Cassels). For every integer h ≥ 3 there exist a basis C = {cn}∞n=0
of order h and real number λ > 0 such that cn = λn
h +O
(
nh−1
)
.
Proof. This follows immediately from Theorems 9 and 5. 
Open Problem 2. Let h ≥ 2. Does there exist a basis C = {cn}∞n=0 of order h
such that cn = γn
h + o(nh−1) for some γ > 0?
20 MELVYN B. NATHANSON
Open Problem 3. Let h ≥ 2. Does there exist a basis C = {cn}∞n=0 of order h
such that cn = γn
h +O(nh−2) for some γ > 0?
Open Problem 4. Let h ≥ 2. Compute or estimate
sup{λ > 0 : there exists a basis C = {cn}∞n=0 of order h such that cn ∼ λnh}.
8. Notes
Raikov [13] and Sto¨hr [15] independently constructed the first examples of thin
bases of order h. Another early, almost forgotten construction of thin bases is
due to Chartrovsky [3]. The g-adic generalization of the Raikov-Sto¨hr construction
appears in work of Jia and Nathanson [8, 9] on minimal asymptotic bases. The
currently ”thinest” bases of finite order appear in recent papers by Hofmeister [7]
and Blomer [1]. An old but still valuable survey of combinatorial problems in
additive number theory is Sto¨hr [16].
The classical bases in additive number theory are the squares, cubes, and, for
every integer k ≥ 4, the kth powers of nonnegative integers, and also the sets
of polygonal numbers and of prime numbers. Using probability arguments, one
can prove that all of the classical bases contain thin subsets that are bases of
order h for suffficiently large h (Choi-Erdo˝s-Nathanson [4], Erdo˝s-Nathanson [5],
Nathanson [10], Wirsing[18], and Vu [17]).
The construction in this paper of polynomially asymptotic thin bases of order h
appeared in the classic paper of Cassels [2] in 1957. There is a recent quantitative
improvement by Schmitt [14], and also related work on Cassels bases by Grekos,
Haddad, Helou, and Pihko [6] and Nathanson [12].
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