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ABSTRACT
The purpose of this review is to describe in some detail the mathematical
relationship between geometrodynamics and connection dynamics in the con-
text of the classical theories of 2+1 and 3+1 gravity. I analyze the standard
Einstein-Hilbert theory (in any spacetime dimension), the Palatini and Chern-
Simons theories in 2+1 dimensions, and the Palatini and self-dual theories in
3+1 dimensions. I also couple various matter fields to these theories and briefly
describe a pure spin-connection formulation of 3+1 gravity. I derive the Euler-
Lagrange equations of motion from an action principle and perform a Legendre
transform to obtain a Hamiltonian formulation of each theory. Since constraints
are present in all these theories, I construct constraint functions and analyze their
Poisson bracket algebra. I demonstrate, whenever possible, equivalences between
the theories.
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1. Overview
Einstein’s theory of general relativity is by far the most attractive classical theory of
gravity today. By describing the gravitational field in terms of the structure of spacetime,
Einstein effectively equated the study of gravity with the study of geometry. In general
relativity, spacetime is a 4-dimensional manifoldM with a Lorentz metric gab whose curvature
measures the strength of the gravitational field. Given a matter distribution described by
a stress-energy tensor Tab, the curvature of the metric is determined by Einstein’s equation
Gab = 8π Tab. This equation completely describes the classical theory.
As written, Einstein’s equation is spacetime covariant. There is no preferred time vari-
able, and, as such, no evolution. However, as we shall see in Section 2, general relativity
admits a Hamiltonian formulation. The canonically conjugate variables consist of a positive-
definite metric qab and a density-weighted, symmetric, second-rank tensor field p˜
ab—both
defined on a 3-manifold Σ. These fields are not free, but satisfy certain constraint equations.
Evolution is defined by a Hamiltonian, which (if we ignore boundary terms) is simply a sum
of the constraints.
Now it turns out that the time evolved data defines a solution, (M, gab), of the full
field equations which is unique up to spacetime diffeomorphisms. In a solution, Σ can be
interpreted as a spacelike submanifold ofM corresponding to an initial instant of time, while
qab and p˜
ab are related to the induced metric and extrinsic curvature of Σ in M .2 Thus, the
Hamiltonian formulation of general relativity can be thought of as describing the dynamics of
3-geometries. Following Wheeler, I will use the phrase “geometrodynamics” when discussing
general relativity in this form.
On the other hand, all of the other basic interactions in physics—the strong, weak, and
electromagnetic interactions—are described in terms of connection 1-forms. For example,
the Hamiltonian formulation of Yang-Mills theory has a connection 1-form Aa (which takes
values in the Lie algebra of some gauge group G) as its basic configuration variable. The
canonically conjugate momentum (or “electric field”) E˜a is a density-weighted vector field
which takes values in the dual to the Lie algebra of G. As in general relativity, these variables
are not free, but satisfy constraint equations: The Gauss constraint DaE˜
a = 0 (where Da
is the generalized derivative operator associated with Aa) tells us to restrict attention to
divergence-free electric fields. Thus, just as we can think of the Hamiltonian formulation of
general relativity as describing the dynamics of 3-geometries, we can think of the Hamiltonian
formulation of Yang-Mills theory as describing the dynamics of connection 1-forms. I will
2More precisely, qab is the induced metric on Σ, while p˜
ab is related to the extrinsic curvature Kab via
p˜ab =
√
q(Kab −Kqab).
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often use the phrase “connection dynamics” when discussing Yang-Mills theory in this form.
Despite the apparent differences between geometrodynamics and connection dynamics,
many researchers have tried to recast the theory of general relativity in terms of a connection
1-form. Afterall, if the strong, weak, and electromagnetic interactions admit a connection
dynamic description, why shouldn’t gravity? Early attempts in this direction used Yang-
Mills type actions, but these actions gave rise, however, to new theories of gravity. A
connection dynamic theory was gained, but Einstein’s theory of general relativity was lost
in the process. Later attempts (like the ones I will concentrate on in this review) left general
relativity alone, but tried to reinterpret Einstein’s equation in terms of the dynamics of a
connection 1-form. The most familiar of these approaches is due to Palatini who rewrote
the standard Einstein-Hilbert action (which is a functional of just the spacetime metric gab)
in such a way that the spacetime metric and an arbitrary Lorentz connection 1-form are
independent basic variables. However, as we shall see in Section 6, the 3+1 Palatini theory
does not succeed in recasting general relativity as a connection dynamical theory. The 3+1
Palatini theory collapses back to the standard geometrical description of general relativity
when one writes it in Hamiltonian form.
More recently, Ashtekar [1, 2, 3] has proposed a reformulation of general relativity in
which a real (densitized) triad E˜ai and a connection 1-form A
i
a (which takes values in the
complexified Lie algebra of SO(3)) are the basic canonical variables. He obtained these
new variables for the real theory by performing a canonical transformation on the standard
phase space of real general relativity. For the complex theory, Jacobson and Smolin [4]
and Samuel [5] independently found a covariant action that yields Ashtekar’s new variables
when one performs a 3+1 decomposition. This action is the Palatini action for complex
general relativity viewed as a functional of a complex co-tetrad and a self-dual connection
1-form.3 In one sense, it is somewhat surprising that these new variables could capture the
full content of Einstein’s equation since they involve only half (i.e., the self-dual part) of a
Lorentz connection 1-form. On the other hand, the special role that self-dual fields play in
the theory of general relativity was already evident in the work of Newman, Penrose, and
Plebanski on self-dual solutions to Einstein’s equation. In fact, much of this earlier work
provided the motivation for Ashtekar’s search for the new variables.
Not only did the new variables give general relativity a connection dynamic descrip-
tion; they also simplified the field equations of the theory—particularly the constraints. In
terms of the standard geometrodynamical variables (qab, p˜
ab), the constraint equations are
non-polynomial. However, in terms of the new variables, the constraint equations become
3To recover the phase space variables for the real theory, one must impose reality conditions to select a
real section of the complex phase space.
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polynomial. This result has rekindled interest in the canonical quantization program for 3+1
gravity. Due to the simplicity of the constraint equations in terms of these new variables,
Jacobson, Rovelli, and Smolin [6, 7] and a number of other researchers have been able to
solve the quantum constraints exactly. Although the quantization program has not yet been
completed, the above results constitute promising first steps in that direction.
The Palatini and self-dual theories described above were attempts to give general rel-
ativity in 3+1 dimensions a connection dynamic description. A few years later, Witten
[8] considered the 2+1 theory of gravity. He was able to show that this theory simplifies
considerably when expressed in Palatini form. In fact, Witten demonstrated that the 2+1
Palatini theory for vacuum 2+1 gravity was equivalent to Chern-Simons theory based on the
inhomogeneous Lie group ISO(2, 1).4 He then used this fact to quantize the theory. This
result startled both relativists and field theorists alike: relativists, since the Wheeler-DeWitt
equation in geometrodynamics is as hard to solve in 2+1 dimensions as it is in 3+1 dimen-
sions; field theorists, since a simple power counting argument had shown that perturbation
theory for 2+1 gravity around a flat background metric is non-renormalizable—just as it is
for the 3+1 theory. The success of canonical quantization and failure of perturbation theory
in 2+1 dimensions came as a welcome surprise. Despite key differences between 2+1 and
3+1 gravity (in particular, the lack of local degrees of freedom for 2+1 vacuum solutions),
Witten’s result has proven to be useful to non-perturbative approaches to 3+1 quantum
gravity. In particular, since the overall structure of 2+1 and 3+1 gravity are the same (e.g.,
they are both diffeomorphism invariant theories, there is no background time, and the dy-
namics is generated in both cases by 1st class constraints), researchers have been able to use
2+1 gravity as a “toy model” for the 3+1 theory [9].
Finally, the most recent developments relating geometrodynamics and connection dy-
namics involve formulations of general relativity that are independent of any metric variable.
This idea for 3+1 gravity dates back to Plebanski [10], and was recently developed fully
by Capovilla, Dell, and Jacobson (CDJ) [11, 12, 13, 14]. Shortly thereafter, Pelda´n [15]
provided a similar formulation for 2+1 gravity. These pure spin-connection formulations
of general relativity are defined by actions that do not involve the spacetime metric gab in
any way whatsoever—the action for the complex 3+1 theory depends only on a connection
1-form (which takes values in the complexified Lie algebra of SO(3)) and a scalar density of
weight −1. Moreover, the Hamiltonian formulation of this theory is the same as that of the
self-dual theory, and by using their approach, CDJ have been able to write down the most
4Chern-Simons theory, like Yang-Mills theory, is a theory of a connection 1-form. However, unlike Yang-
Mills theory, it is defined only in odd dimensions and does not require the introduction of a spacetime
metric.
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general solution to the 4 diffeomorphism constraint equations. Whether or not these results
will lead to new insights for the quantization of the 3+1 theory remains to be seen.
With this brief history of geometrodynamics and connection dynamics as background,
the purpose of this review can be stated as follows: It is to describe in detail the theories
mentioned above, and, in the process, clarify the mathematical relationship between ge-
ometrodynamics and connection dynamics in the context of the classical theories of 2+1 and
3+1 gravity. While preparing the text, I made a conscious effort to make the presentation as
self-contained and internally consistent as possible. The calculations are somewhat technical
and rather detailed, but I have included many footnotes, parenthetical remarks, and math-
ematical digressions to fill various gaps. I felt that this style of presentation (as opposed to
relegating the necessary mathematics to appendices at the end of the paper) was more in
keeping with the natural interplay between mathematics and physics that occurs when one
works on an actual research problem. Also, I felt that the added details would be of value
to anyone interested in working in this area.
In Section 2, I recall the standard Einstein-Hilbert theory and take some time to introduce
the notation and mathematical techniques that I will use repeatedly throughout the text.
Although this section is a review of fairly standard material, readers are encouraged to at least
skim through the pages to acquaint themselves with my style of presentation. In Sections 3
and 4, I restrict attention to 2+1 dimensions and describe the 2+1 Palatini and Chern-Simons
theories and demonstrate the relationship between them. In Section 5, I couple a cosmological
constant and a massless scalar field to the 2+1 Palatini theory. 2+1 Palatini theory coupled
to a cosmological constant Λ is of interest since we shall see that the equivalence between
the 2+1 Palatini and Chern-Simons theories continues to hold even if Λ 6= 0; 2+1 Palatini
theory coupled to a massless scalar field is of interest since it is the dimensional reduction
of 3+1 vacuum general relativity with a spacelike, hypersurface-orthogonal Killing vector
field (see, e.g., Chapter 16 of [16]). In fact, recent work in progress (by Ashtekar and
Varadarajan) in the hamiltonian formulation of this reduced theory indicates that its non-
perturbative quantization is likely to be successful. In Sections 6 and 7, I turn my attention
to 3+1 dimensions and describe the 3+1 Palatini and self-dual theories. In Section 8, I
couple a cosmological constant and a Yang-Mills field to 3+1 gravity. Section 9 describes
a pure spin-connection formulation of 3+1 gravity, and Section 10 concludes with a brief
summary and discussion of the results. All of the above theories are specified by an action. I
obtain the Euler-Lagrange equations of motion by varying the action and perform a Legendre
transform to put each theory in Hamiltonian form. I emphasize the similarities, differences,
and equivalences of the various theories whenever possible. While this paper is primarily a
review, some of the material is in fact new, or at least has not appeared in the literature in
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the form given here. Much of Sections 3, 4, and 5 on the 2+1 theory fall in this category.
I should also list a few of the topics that are not covered in this review. First, I have
restricted attention to the more “standard” theories of 2+1 and 3+1 gravity. I have made
no attempt to treat higher-derivative theories of gravity, supersymmetric theories, or any of
their equivalents. Second, I have chosen to omit any discussion of quantum theory, although
it is here, in quantum theory, that the change in emphasis from geometrodynamics to con-
nection dynamics has had the most success. All of the theories described in this paper are
treated at a purely classical level; issues related, for instance, to quantum cosmology and the
non-perturbative canonical quantization program for 3+1 gravity are not dealt with. This re-
view serves, instead, as a thorough pre-requisite for addressing the above issues. Moreover,
many books and review articles already exist which discuss the quantum theory in great
detail. Interested readers should see, in addition to the text books [2, 3], review articles
[17, 18, 19, 20] and references mentioned therein. Third, in 2+1 dimensions, I have chosen
to concentrate on the relationship between the 2+1 Palatini and Chern-Simons theories, and
have all but ignored the equally interesting relationships between these formulations and the
standard 2+1 dimensional Einstein-Hilbert theory. Fortunately, other researchers have al-
ready addressed these issues, so interested readers can find details in [21, 22, 23]. Also, since
Chern-Simons theory is not available in 3+1 dimensions, the equivalence of the 2+1 Palatini
and Chern-Simons theories does not have a direct 3+1 dimensional analog. However, recent
work by Carlip [24, 25] and Anderson [26] on the problem of time in 2+1 quantum gravity
may shed some light on the corresponding issue facing the 3+1 theory. Finally, Section 9 on
general relativity without-the metric deals exclusively with 3+1 gravity. Readers interested
in a pure spin-connection formulation of 2+1 gravity should see [15].
Penrose’s abstract index notation will be used throughout. Spacetime and spatial tensor
indices are denoted by latin letters from the beginning of the alphabet a, b, c, · · · , while
internal indices are denoted by latin letters from the middle of the alphabet i, j, k, · · · or
I, J,K, · · · . The signature of the spacetime metric gab is taken to be (−++) or (−+++),
depending on whether we are working in 2+1 or 3+1 dimensions. If ∇a denotes the unique,
torsion-free spacetime derivative operator compatible with the spacetime metric gab, then
Rabc
dkd := 2∇[a∇b]kc, Rab := Racbc, and R := Rabgab define the Riemann tensor, Ricci tensor,
and scalar curvature of ∇a.
Finally, since I eventually want to obtain a Hamiltonian formulation for each theory, I
will assume from the beginning that the spacetime manifoldM is topologically Σ×R. If the
theory depends on a spacetime metric, I assume Σ to be spacelike; if the theory does not
depend on a spacetime metric, I assume Σ to be any (co-dimension 1) submanifold of M . In
either case, I ignore all surface integrals and avoid any discussion of boundary conditions.
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In this sense, the results I obtain are rigorous only for the case when Σ is compact. Readers
interested in a detailed discussion of the technically more difficult asymptotically flat case
(in the context of the standard Einstein-Hilbert or self-dual theories) should see Chapters
II.2 and III.2 of [2].
2. Einstein-Hilbert theory
In this section, we will describe the standard Einstein-Hilbert theory. We obtain the vac-
uum Einstein’s equation starting from an action principle and perform a Legendre transform
to put the theory in Hamiltonian form. We shall see that the phase space variables con-
sist of a positive-definite metric qab and a density-weighted, symmetric, second-rank tensor
field p˜ab. These are the standard geometrodynamical variables of general relativity. We will
also analyze the motions on phase space generated by the constraint functions and evaluate
their Poisson bracket algebra. This section is basically a review of standard material. Our
treatment will follow that given, for example, in Appendix E of [27] or Chapter II.2 of [2].
The standard Einstein-Hilbert theory is, of course, valid in n+1 dimensions. Everything
we do in this section will be independent of the dimension of the spacetime manifold M .
This is an important feature which will allow us to compare the standard Einstein-Hilbert
theory with the Chern-Simons and self-dual theories. Unlike the standard Einstein-Hilbert
theory, Chern-Simons theory is defined only in odd dimensions, while the self-dual theory is
defined only in 3+1 dimensions.
2.1 Euler-Lagrange equations of motion
Let us begin with the well-known Einstein-Hilbert action
SEH(g
ab) :=
∫
M
√−gR. (2.1)
Here g denotes the determinant of the covariant metric gab, and R denotes the scalar cur-
vature of the unique, torsion-free spacetime derivative operator ∇a compatible with gab. I
have taken the basic variable to be the contravariant spacetime metric gab for convenience
when performing variations of the action. The Einstein-Hilbert action is second-order since
R contains second derivatives of gab.
To obtain the Euler-Lagrange equations of motion, we vary the action with respect to
the field variable gab. If we write the integrand as
√−gRabgab and use the fact that δg =
−g gabδgab, we get
δSEH =
∫
M
√−g(Rab − 1
2
Rgab)δg
ab +
∫
M
√−gδRabgab. (2.2)
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The first integral is of the desired form, while the second integral requires us to evaluate the
variation of the Ricci tensor Rab. Since one can show that
5
δRabg
ab = ∇ava (2.3)
(where va = ∇a(gbcδgbc) −∇bδgab), we see that modulo a surface integral, δSEH = 0 if and
only if
Gab := Rab − 1
2
Rgab = 0. (2.4)
This is the desired result: The vacuum Einstein’s equation can be obtained starting from
an action principle.
I should note that, strictly speaking, the variation of (2.1) with respect to gab does not
yield the vacuum Einstein’s equation Gab = 0. The surface integral does not vanish since
va involves derivatives of the variation δgab. Even though δgab is required to vanish on the
boundary, these derivatives need not vanish. This seems to pose a potential problem, but it
can handled by simply adding to (2.1) a boundary term which will (upon variation) exactly
cancel the surface integral. As shown in Appendix E of [27], this boundary term involves the
trace of the extrinsic curvature of the boundary of M . For the sake of simplicity, however,
we will continue to use the unmodified Einstein-Hilbert action (2.1) and ignore all surface
integrals as mentioned at the end of Section 1.
2.2 Legendre transform
To put the standard Einstein-Hilbert theory in Hamiltonian form, we will follow the
usual procedure: We assume thatM = Σ×R for some spacelike submanifold Σ and assume
that there exists a time function t (with nowhere vanishing gradient (dt)a) such that each
t = const surface Σt is diffeomorphic to Σ. To talk about evolution from one t = const surface
to the next, we introduce a future-pointing timelike vector field ta satisfying ta(dt)a = 1. t
a
is the “time flow” vector field that defines the same point in space at different instants of
time. We will treat ta and the foliation of M by the t = const surfaces as kinematical (i.e.,
non-dynamical) structure. Evolution will be given by the Lie derivative with respect to ta.
Since we have a spacetime metric gab as one of our field variables, we can also introduce a
unit covariant normal na and its associated future-pointing timelike vector field n
a = gabnb.
5To obtain this result, consider a 1-parameter family of spacetime metrics gab(λ) and their associated
spacetime derivative operators λ∇a. Define Cabc by λ∇akb =: ∇akb+λCabckc and differentiate λ∇agbc(λ) = 0
with respect to λ. Evaluating this expression at λ = 0 gives Cab
c = − 12gcd(∇aδgbd+∇bδgad−∇dδgab), where
gab := gab(0) and δgab :=
d
dλ
∣∣
λ=0
gab(λ). Since Rabc
d(λ) = Rabc
d + λ 2∇[aCb]cd + λ2 [Ca, Cb]cd, it follows
that δRac :=
d
dλ
∣∣
λ=0
Rabc
b(λ) = 2∇[aCb]cb. Contracting with gac (using δgab = −gacgbdδgcd) yields the above
result.
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Note that since nana = −1, qab := δab + nanb is a projection operator into the t = const
surfaces. We will construct the configuration variables associated with the field variable gab
by contracting with na and qab . We define the induced metric qab, the lapse N , and shift N
a
via
qab := q
m
a q
n
b gmn (= gab + nanb),
N := −natb gab, and
Na := qab t
b.
(2.5)
Note that in terms of N and Na, we can write ta = Nna+Na. Furthermore, since Nana = 0
and qabn
a = 0, Na and qab are (in 1-1 correspondence with) tensor fields defined intrinsically
on Σ.
The next step in constructing a Hamiltonian formulation of the Einstein-Hilbert theory
is to decompose the Einstein-Hilbert action and write it in the form
SEH(g
ab) =
∫
dt LEH(q, q˙). (2.6)
LEH will be the Einstein-Hilbert Lagrangian provided it depends only on (qab, N,N
a) and
their first time derivatives. But, as written, (2.1) is not convenient for such a decomposition.
The integrand
√−gR contains second time derivatives of the configuration variable qab.
However, as we will now show, these terms can be removed from the integrand by subtracting
off a total divergence.
To see this, let us write the scalar curvature R as R = 2(Gab − Rab)nanb. Then the
differential geometric identities
Gabn
anb =
1
2
(R−KabKab +K2) and
Rabn
anb = −KabKab +K2 +∇b(na∇anb − nb∇ana)
(2.7)
(where Kab := q
m
a q
n
b ∇mnn is the extrinsic curvature of the t = const surfaces and R is the
scalar curvature of the unique, torsion-free spatial derivative operator Da compatible with
the induced metric qab) imply
R = (R+KabKab −K2) + (total divergence term). (2.8)
Using the fact that
√−g = N√q dt (where q denotes the determinant of qab), the Einstein-
Hilbert action (2.1) becomes
SEH(g
ab) =
∫
dt
∫
Σ
√
qN(R+KabKab −K2) + (surface integral). (2.9)
If we ignore the surface integral, we get
LEH =
∫
Σ
√
qN(R+KabKab −K2). (2.10)
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This is the desired Einstein-Hilbert Lagrangian first proposed by Arnowitt, Deser, and Misner
(ADM) [28]. The identity Kab =
1
2N
(L~t qab − 2D(aNb)) allows us to express LEH in terms of
only (qab, N,N
a) and their first time derivatives.
Given the Einstein-Hilbert Lagrangian, we are now ready to perform the Legendre trans-
form. But before we do this, it is probably worthwhile to make a detour and first review the
standard Dirac constraint analysis for a theory with constraints and recall some basic ideas
of symplectic geometry. I propose to examine, in detail, a simple finite-dimensional system
described by a Lagrangian
L(q, q˙) :=
1
2
q˙1
2 + q3q˙2 − q4f(q2, q3). (2.11)
Here (q1, · · · , q4) ∈ C0 are the configuration variables and (q˙1, · · · , q˙4) are their associated time
derivatives (or velocities). f(q2, q3) can be any (smooth) real-valued function of (q2, q3). The
techniques that arise when analyzing this simple system will apply not only to the standard
Einstein-Hilbert theory but to many other constrained theories as well. Readers interested in
a more detailed description of the general Dirac constraint analysis and symplectic geometry
should see [29] and Appendix B of [3], respectively. Readers already familiar with the
standard Dirac constraint analysis may skip to the paragraph immediately following equation
(2.25).
To perform the Legendre transform for our simple system, we first define the momentum
variables (p1, · · · , p4) via
pi :=
δL
δq˙i
(i = 1, · · · , 4). (2.12)
For the special form of the Lagrangian given above, they become
p1 = q˙1, p2 = q3, p3 = 0, and p4 = 0. (2.13)
Since only the first equation can be inverted to give q˙1 as a function of (q, p), there are
constraints: Not all points in the phase space Γ0 = T
∗C0 = {(qi, pi)| i = 1, · · · , 4} are
accessible to the system. Only those (q, p) ∈ Γ0 which satisfy
φ1 := p2 − q3 = 0, φ2 := p3 = 0, and φ3 := p4 = 0 (2.14)
are physically allowed. The φi’s are called primary constraints and the vanishing of these
functions define a constraint surface in Γ0. It is the presence of these constraints that
complicates the standard Legendre transform.
Following the Dirac constraint analysis, we now must now write down a Hamiltonian for
the theory. But due to (2.14), the Hamiltonian will not be unique. The usual definition
H0(q, p) :=
∑4
i=1 piq˙i − L(q, q˙) does not work, since there exist q˙i’s which cannot be written
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as functions of q and p. If, however, we restrict ourselves to the constraint surface defined
by (2.14), we have
H0(q, p) =
1
2
p1
2 + q4f(q2, q3). (2.15)
Since the right hand side of (2.15) makes sense on all of Γ0, H0(q, p) actually defines one
possible choice of Hamiltonian. However, as we will show below, this Hamiltonian is definitely
not the only one.
For suppose λ1, λ2, and λ3 are three arbitrary functions on Γ0. Then
HT (q, p) : = H0(q, p) + λ1φ1 + λ2φ2 + λ3φ3
=
1
2
p1
2 + q4f(q2, q3) + λ1(p2 − q3) + λ2p3 + λ3p4
(2.16)
is another function (defined on all of Γ0) that agrees with H0(q, p) on the constraint surface.
HT (q, p) is called the total Hamiltonian, and it differs from H0(q, p) by terms that vanish on
the constraint surface. This non-uniqueness of the total Hamiltonian exists for any theory
that has constraints.
Given HT (q, p), the next step in the Dirac constraint analysis is to require that the
primary constraints (2.14) be preserved under time evolution—i.e., that
φ˙i := {φi, HT}0 ≈ 0 (i = 1, 2, 3). (2.17)
Here ≈ means equality on the constraint surface defined by (2.14) and { , }0 denotes the
Poisson bracket defined by the natural symplectic structure6
Ω0 = dp1 ∧ dq1 + dp2 ∧ dq2 + dp3 ∧ dq3 + dp4 ∧ dq4 (2.18)
on Γ0. Equation (2.17) is equivalent to the requirement that the evolution of the system
take place on the constraint surface.
Evaluating (2.17) for the primary constraints (2.14), we find that {φ3, HT}0 ≈ 0 implies
φ4 := f(q2, q3) ≈ 0. (2.19)
6A symplectic manifold (or phase space) consists of a pair (Γ0,Ω0), where Γ0 is an even dimensional
manifold and Ω0 is a closed and non-degenerate 2-form. (i.e., dΩ0 = 0 and Ω0(v, w) = 0 for all w implies
v = 0.) Ω0 is called the symplectic structure and it allows us to define Hamiltonian vector fields and
Poisson brackets: Given any real-valued function f : Γ0 → R, the Hamiltonian vector field Xf is defined by
−iXfΩ0 := df . Given any two real-valued functions f, g : Γ0 → R, the Poisson bracket {f, g}0 is defined
by {f, g}0 := −Ω(Xf , Xg) = −Xf(g). As a special case, if Γ0 = T ∗C0 is the cotangent bundle over some
n-dimensional configuration space C0, then Ω0 = dp1∧dq1+ · · ·+dpn∧dqn is the natural symplectic structure
on Γ0 associated with the chart (q, p). It follows that {f, g}0 =
∑n
i=1(
∂f
∂qi
∂g
∂pi
− ∂f
∂pi
∂g
∂qi
), which is the standard
textbook expression for the Poisson bracket of f and g.
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The other Poisson brackets yield conditions on λ1 and λ2. φ4 is called a secondary constraint,
and for consistency we must also require that
φ˙4 := {φ4, HT}0 ≈ 0. (2.20)
Here ≈ now means equality on the constraint surface defined by (2.14) and (2.19). Since
one can show that (2.20) follows from the earlier conditions on λ1 and λ2, (2.14) and (2.19)
constitute all the constraints of the theory.
The final step in the Dirac constraint analysis is to take all the constraints φ1, · · · , φ4
and evaluate their Poisson brackets. If a constraint φi satisfies {φi, φj}0 ≈ 0 for all φj , then
φi is said to be 1st class. If, however, {φi, φj}0 6≈ 0 for some φj, then φi and φj are said
to form a 2nd class pair. (In terms of symplectic structures and Hamiltonian vector fields,
a constraint φi is 1st class with respect to the symplectic structure Ω0 if and only if the
Hamiltonian vector field Xφi defined by Ω0 is tangent to the constraint surface defined by
the vanishing of all the constraints.) The goal is to solve all the 2nd class constraints (and
possibly some 1st class constraints) and obtain a new phase space (Γ,Ω) where the remaining
constraints (pulled-back to Γ) are all 1st class with respect to the Poisson bracket defined by
Ω. Evaluating {φi, φj}0 for our simple system, we find that φ3 is the only 1st class constraint
with respect to Ω0. By solving the second class pair φ1 = 0 and φ2 = 0, we get
Ω0
∣∣∣
φ1=0, φ2=0
= dp1 ∧ dq1 + dq3 ∧ dq2 + dp4 ∧ dq4 (2.21)
and
HT
∣∣∣
φ1=0, φ2=0
=
1
2
p1
2 + q4f(q2, q3) + λ3p4. (2.22)
The remaining constraints φ3 and φ4 are now both 1st class with respect to this new sym-
plectic structure.
Although we have successively eliminated all the 2nd class constraints, we can go one
step further. We can solve the 1st class constraint φ3 := p4 = 0 by gauge fixing the configu-
ration variable q4. Even though this step is not required by the Dirac constraint analysis, it
simplifies the final phase space structure somewhat. Solving φ3 = 0 and pulling-back (2.21)
and (2.22) to this new constraint surface Γ (coordinatized by (q1, q2, q3, p1)), we obtain
Ω := dp1 ∧ dq1 + dq3 ∧ dq2 (2.23)
and
H(q1, q2, q3, p1) :=
1
2
p1
2 + q4f(q2, q3). (2.24)
Here q4 is no longer thought of as a dynamical variable—it is a Lagrange multiplier of the
theory associated with the 1st class constraint f(q2, q3) = 0.
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To summarize: Given a Lagrangian of the form
L(q, q˙) :=
1
2
q˙1
2 + q3q˙2 − q4f(q2, q3), (2.25)
the Dirac constraint analysis says that the momentum p1 is unconstrained, while p2 = q3
and p3 = p4 = 0. Demanding that the constraints be preserved under evolution, we obtain a
secondary constraint f(q2, q3) = 0. The constraints p2 − q3 = 0 and p3 = 0 form a 2nd class
pair and are easily solved; the remaining constraints p4 = 0 and f(q2, q3) = 0 now form a 1st
class set. By gauge fixing q4 we can solve p4 = 0, and thus obtain a new phase space (Γ,Ω)
coordinatized by (q1, q2, q3, p1) with symplectic structure (2.23) and Hamiltonian (2.24). We
are left with a single 1st class constraint, f(q2, q3) = 0.
Let us now return to our analysis of the standard Einstein-Hilbert theory. Given LEH ,
we find that the momentum p˜ab canonically conjugate to qab is given by
p˜ab :=
δLEH
δL~t qab
=
√
q(Kab −Kqab), (2.26)
while the momenta canonically conjugate to N and Na are zero. Since equation (2.26) can
be inverted to give
L~t qab = 2Nq−1/2(p˜ab −
1
2
p˜qab) + 2D(aNb), (2.27)
it does not define a constraint. However, N and Na play the role of Lagrange multipliers.
Thus, by following the Dirac constraint analysis we find that the phase space (ΓEH,ΩEH)
of the standard Einstein-Hilbert theory is coordinatized by the pair (qab, p˜
ab) and has sym-
plectic structure7
ΩEH =
∫
Σ
dIp˜ab ∧ dIqab. (2.28)
The Hamiltonian is given by
HEH(q, p˜) =
∫
Σ
N
(
− q1/2R+ q−1/2(p˜abp˜ab − 1
2
p˜2)
)
− 2NaqabDcp˜bc. (2.29)
As we shall see in the next subsection, this is just a sum of 1st class constraint functions
associated with
C˜(q, p˜) := −q1/2R+ q−1/2(p˜abp˜ab − 1
2
p˜2) ≈ 0 and (2.30a)
C˜a(q, p˜) := −2qabDcp˜bc ≈ 0. (2.30b)
7I use dI and ∧ to denote the infinite-dimensional exterior derivative and infinite-dimensional wedge
product of forms on ΓEH . They are to be distinguished from d and ∧ which are the finite-dimensional
exterior derivative and finite-dimensional wedge product of forms on Σ. Note that in terms of the Poisson
bracket { , } defined by ΩEH , we have {qab(x), p˜cd(y)} = δc(aδdb)δ(x, y).
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Note that constraint equation (2.30a) is non-polynomial in the canonically conjugate vari-
ables due to the dependence of R on the inverse of qab. This is a major stumbling block
for the canonical quantization program in terms of (qab, p˜
ab). To date, there exist no ex-
act solutions to the quantum version of this constraint in full (i.e., non-truncated) general
relativity.
2.3 Constraint algebra
To evaluate the Poisson brackets of the constraints and to determine the motions they
generate on phase space, we must first construct constraint functions (i.e., mappings ΓEH →
R) associated with the constraint equations (2.30a) and (2.30b). To do this, we smear C˜(q, p˜)
and C˜a(q, p˜) with test fields N and N
a on Σ—i.e., we define
C(N) :=
∫
Σ
N
(
− q1/2R+ q−1/2(p˜abp˜ab − 1
2
p˜2)
)
and (2.31a)
C( ~N) :=
∫
Σ
−2NaqabDcp˜bc. (2.31b)
They are called the scalar and vector constraint functions of the standard Einstein-Hilbert
theory.
The next step is to evaluate the functional derivatives of C(N) and C( ~N). For recall
that if f, g : ΓEH → R are any two real-valued functions on phase space, the Hamiltonian
vector field Xf (defined by the symplectic structure (2.28)) is given by
Xf =
∫
Σ
δf
δp˜ab
δ
δqab
− δf
δqab
δ
δp˜ab
(2.32)
and the Poisson bracket {f, g} (defined by {f, g} := −Xf (g)) is given by
{f, g} =
∫
Σ
δf
δqab
δg
δp˜ab
− δf
δp˜ab
δg
δqab
. (2.33)
Note that under the 1-parameter family of diffeomorphisms on ΓEH associated with Xf ,
qab 7→ qab + ǫ δf
δp˜ab
+O(ǫ2) and (2.34a)
p˜ab 7→ p˜ab − ǫ δf
δqab
+O(ǫ2). (2.34b)
We will use (2.33) to determine the various Poisson brackets between C(N) and C( ~N); we
will use (2.34a) and (2.34b) to determine the motions that they generate on phase space.
Let us begin with the vector constraint C( ~N). Integrating (2.31b) by parts and noting
that 2D(aNb) = L ~Nqab, we get
C( ~N) =
∫
Σ
(L ~Nqab)p˜ab
(
= −
∫
Σ
qab(L ~N p˜ab)
)
. (2.35)
14
By inspection,
δC( ~N)
δqab
= −L ~N p˜ab and
δC( ~N)
δp˜ab
= L ~Nqab. (2.36)
Thus, we see that
qab 7→ qab + ǫL ~Nqab +O(ǫ2) and (2.37a)
p˜ab 7→ p˜ab + ǫL ~N p˜ab +O(ǫ2) (2.37b)
is the motion on ΓEH generated by C( ~N). Note that (2.37a) and (2.37b) are the maps on
the tensor fields qab and p˜
ab induced by the 1-parameter family of diffeomorphisms on Σ
associated with the vector field Na. In other words, the Hamiltonian vector field XC( ~N) on
ΓEH is the lift of the vector field N
a on Σ.
Let us now consider the scalar constraint C(N). Due to the non-polynomial dependence
of R on qab, the functional derivative δC(N)/δqab is much harder to evaluate. After a fairly
long calculation, one finds that8
δC(N)
δqab
= −1
2
NC˜(q, p˜)qab + 2Nq−1/2(p˜acp˜bc − 1
2
p˜p˜ab)
+Nq1/2(Rab −Rqab)− q1/2(DaDbN − qabDcDcN).
(2.38)
A much simpler calculation gives
δC(N)
δp˜ab
= 2Nq−1/2(p˜ab − 1
2
p˜qab). (2.39)
Recall that for the vector constraint function C( ~N), the motion on ΓEH along XC( ~N) corre-
sponded to the Lie derivative of qab and p˜
ab with respect to Na. Thus, one might expect the
motion on ΓEH along XC(N) to correspond to the Lie derivative with respect to t
a := Nna.
We will now show that if we restrict ourselves to the constraint surface ΓEH ⊂ ΓEH (defined
by (2.30a) and (2.30b)), then this is actually the case.
Comparing (2.39) with equation (2.27) (setting Na = 0), we see that δC(N)/δp˜ab =
L~t qab, so
qab 7→ qab + ǫL~t qab +O(ǫ2) (2.40)
as conjectured. Similarly, writing p˜ab =
√
q(Kab−Kqab) and using the differential geometric
identity
LN~nKab = −NRab + 2NKacKbc −NKKab +DaDbN (2.41)
8To obtain this result we used the facts that δq = q qabδqab and δRabqab = Dava for va = −Da(qbcδqbc)+
Db(qacδqbc). These are just the spatial analogs of the results used in subsection 2.1 when we varied the
Einstein-Hilbert action with respect to gab.
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(which holds in this form when Rab = 0), we see that
δC(N)
δqab
= −
(
1
2
NC˜(q, p˜)qab + L~t p˜ab
)
. (2.42)
Thus,
p˜ab 7→ p˜ab + ǫ
(
1
2
NC˜(q, p˜)qab + L~t p˜ab
)
+O(ǫ2). (2.43)
If we now restrict ourselves to ΓEH (so that C˜(q, p˜) = 0), we get
p˜ab 7→ p˜ab + ǫL~t p˜ab +O(ǫ2). (2.44)
This is the desired result: When restricted to ΓEH ⊂ ΓEH, the Hamiltonian vector field
XC(N) on ΓEH is the lift of the vector field t
a := Nna on Σ.
We are now ready to evaluate the Poisson brackets between the constraint functions. But
first note that if f(M) : ΓEH → R is any real-valued function on phase space of the form
f(M) :=
∫
Σ
Ma···bc···d f˜a···b
c···d(q, p˜) (2.45)
(were Ma···bc···d is any tensor field on Σ which is independent of qab and p˜
ab), then
{C( ~N), f(M)} =
∫
Σ
−L ~N p˜ab
(δf(M)
δp˜ab
)
− L ~Nqab
(δf(M)
δqab
)
=
∫
Σ
−Ma···bc···d L ~N f˜a···bc···d(q, p˜).
(2.46)
Integrating the last line of (2.46) by parts and throwing away the surface integral, we get
{C( ~N), f(M)} = f(L ~NM). (2.47)
Thus, the Poisson bracket of C( ~N) with any other constraint function is easy to evaluate.
We have
{C( ~N), C( ~M)} = C([ ~N, ~M ]) and (2.48a)
{C( ~N), C(M)} = C(L ~NM), (2.48b)
where [ ~N, ~M ] := L ~NMa is the commutator of the vector fields Na and Ma on Σ. Note
that (2.48a) tells us that the subset of vector constraint functions is closed under Poisson
brackets. In fact, Na 7→ C( ~N) is a representation of the Lie algebra of vector fields on Σ.
The commutator of vector fields on Σ is mapped to the Poisson bracket of the corresponding
vector constraint functions.
16
We are left with only the Poisson bracket {C(N), C(M)} of two scalar constraint func-
tions to evaluate. Using (2.38) and (2.39) (and eliminating all terms symmetric in M and
N), we get
{C(N), C(M)} =
∫
Σ
−2M(DaDbN − qabDcDcN)(p˜ab − 1
2
p˜qab)− (N ↔M)
=
∫
Σ
−2(N∂aM −M∂aN)qabDcp˜bc
= C( ~K),
(2.49)
where Ka := (N∂aM −M∂aN) = qab(N∂bM −M∂bN). Thus, the Poisson bracket of two
scalar constraints is a vector constraint. Although this implies that the subset of scalar
constraint functions is not closed under Poisson bracket, the totality of constraint func-
tions (scalar and vector) is—i.e., the constraint functions form a 1st class set as claimed in
subsection 2.2. Note, however, that since the vector field Ka depends on the phase space
variable qab (through its inverse), the Poisson bracket (2.49) involves structure functions.
The constraint functions do not form a Lie algebra.
3. 2+1 Palatini theory
In this section, we will describe the 2+1 Palatini theory which, as we shall see at the end
of subsection 3.2, is defined for any Lie group G. We will discuss the relationship between
the Palatini and Einstein-Hilbert actions, and show how the 2+1 Palatini theory based
on SO(2, 1) reproduces the standard results of 2+1 gravity. After performing a Legendre
transform to put this theory in Hamiltonian form, we shall see that the phase space variables
consist of a connection 1-form AIa (which takes values in the Lie algebra of G) and its
canonically conjugate momentum (or “electric field”) E˜aI . Thus, for G = SO(2, 1), the 2+1
Palatini theory gives us a connection dynamic description of 2+1 gravity. The constraint
equations are polynomial in the basic variables and the constraint functions form a Lie algebra
with respect to Poisson bracket.
Once we write the 2+1 Palatini action in its generalized form, we will let G be an arbitrary
Lie group. To reproduce the results of 2+1 gravity, we simply take G to be SO(2, 1). Note
that much of the material in subsections 3.2 and 3.3 can also be found in [30].
3.1 Euler-Lagrange equations of motion
Recall the standard Einstein-Hilbert action of Section 2,
SEH(g
ab) =
∫
Σ
√−gR. (3.1)
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To define the 2+1 Palatini action, it is convenient to first rewrite the integrand
√−gR in
triad notation. But in order to do this, we will have to make a short mathematical digression.
Readers interested in a more detailed discussion of what follows should see [31]. Readers
already familiar the method of orthonormal bases may skip to the paragraph immediately
following equation (3.9).
Consider an n-dimensional manifold M , and let V be a fixed n-dimensional vector space
with Minkowski metric ηIJ having signature (− + · · ·+). A soldering form at p ∈ M is an
isomorphism eIa(p) : TpM → V. (Here TpM denotes the tangent space to M at p.) Although
an n-manifold does not in general admit a globally defined soldering form eIa, we can use e
I
a
to define tensor fields locally on M . For instance,
gab := e
I
ae
J
b ηIJ (3.2a)
is a (locally defined) spacetime metric having the same signature as ηIJ . The inverse of e
I
a
will be denoted by eaI ; it satisfies
gabe
a
Ie
b
J = ηIJ . (3.2b)
Spacetime tensor fields with additional internal indices I, J,K, · · · will be called generalized
tensor fields on M . Spacetime indices are raised and lowered with the spacetime metric gab;
internal indices are raised and lowered with the Minkowski metric ηIJ .
If one introduces a standard basis {bII |I = 1, · · · , n} in V , then the vector fields eaI := eaIbII
form an orthonormal basis of gab. These n-vector fields will be called a triad when n = 3
and a tetrad when n = 4. The dual co-vector fields, eIa := gabη
IJebJ , will be called a co-triad
and a co-tetrad when n = 3 and 4, respectively. I should note, however, that from now on
I will ignore the distinction between a soldering form eIa and the co-vector fields e
I
a. I will
call a 3-dimensional soldering form 3eIa a co-triad and a 4-dimensional soldering form
4eIa a
co-tetrad in what follows.
To do calculus with these generalized tensor fields, it is necessary to extend the definition
of spacetime derivative operators so that they also “act” on internal indices. We require
(in addition to the usual properties that a spacetime derivative operator satisfies) that a
generalized derivative operator obey the linearity, Leibnitz, and commutativity with contrac-
tion rules with respect to the internal indices. Furthermore, we require that all generalized
derivative operators be compatible with ηIJ . Given these properties, it is straightforward to
show that the set of all generalized derivative operators has the structure of an affine space.
In other words, if ∂a is some fiducial generalized derivative operator (which we treat as an
origin in the space of generalized derivative operators), then any other generalized derivative
operator Da is completely characterized by a pair of generalized tensor fields Aabc and AaIJ
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defined by
DakbI =: ∂akbI + AabckcI + AaIJkbJ . (3.3)
We will call Aab
c and AaI
J the spacetime connection 1-form and internal connection 1-form
of Da. It is easy to show that
AaIJ = Aa[IJ ] and Aab
c = A(ab)
c. (3.4)
These conditions follow from the requirements that all generalized derivative operators be
compatible with ηIJ and that they be torsion-free. Later in this section, we will consider
what happens if we allow derivative operators to have non-zero torsion—i.e., if A[ab]
c 6= 0.
Finally, note that Aab
c need not equal AaI
JeIbe
c
J , in general.
As usual, given a generalized derivative operator Da, we can construct curvature tensors
by commuting derivatives. The internal curvature tensor FabI
J and the spacetime curvature
tensor Fabc
d are defined by
2D[aDb]kI =: FabIJkJ and (3.5a)
2D[aDb]kc =: Fabcdkd. (3.5b)
If our fiducial generalized derivative operator is chosen to be flat on both spacetime and
internal indices, then
FabI
J = 2∂[aAb]I
J + [Aa, Ab]I
J and (3.6a)
Fabc
d = 2∂[aAb]c
d + [Aa, Ab]c
d. (3.6b)
Here [Aa, Ab]I
J := (AaI
KAbK
J −AbIKAaKJ) and [Aa, Ab]cd := (AaceAbed −AbceAaed) are the
commutators of linear operators.
Just as a compatibility with a spacetime metric gab defines a unique, torsion-free spacetime
derivative operator∇a, compatibility with an orthonormal basis eaI (and thus with gab) defines
a unique torsion-free generalized derivative operator, which we also denote by ∇a. The
Christoffel symbols ΓaI
J and Γab
c are defined by
∇akbI =: ∂akbI + ΓabckcI + ΓaIJkbJ , (3.7)
and satisfy
ΓaI
J = −ebJ (∂aebI + ΓabcecI) and (3.8a)
Γab
c = −1
2
gcd(∂agbd + ∂bgad − ∂dgab). (3.8b)
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It also follows that internal and spacetime curvature tensors RabI
J and Rabc
d of ∇a are related
by
RabI
J = Rabc
decIe
J
d . (3.9)
We will need the above result in this and later sections to show that the Palatini and self-dual
actions reproduce Einstein’s equation.
Now let us return to our discussion of the 2+1 Palatini theory. Recall that we wanted to
write the integrand
√−gR in triad notation. Using
RabI
J = Rabc
d 3ecI
3eJd (3.10)
(which is equation (3.9) written in terms of a triad 3eaI) and
ǫabc =
3eIa
3eJb
3eKc ǫIJK (3.11)
(which relates the volume element ǫabc of gab =
3eIa
3eJb ηIJ to the volume element ǫIJK of ηIJ),
we find that √−gR = √−g δb[dδce] Rbcde
=
1
2
η˜abcǫadeRbc
de
=
1
2
η˜abc 3eIa
3eJd
3eKe ǫIJKRbc
de
=
1
2
η˜abcǫIJK
3eIa Rbc
JK .
(3.12)
Thus, viewed as a functional of a co-triad 3eIa, the standard Einstein-Hilbert action is given
by
SEH(
3e) =
1
2
∫
Σ
η˜abcǫIJK
3eIa Rbc
JK . (3.13)
To obtain the 2+1 Palatini action, we simply replace RabI
J in (3.13) with the internal
curvature tensor 3FabI
J of an arbitrary generalized derivative operator 3Da defined by
3DakI := ∂akI + 3AaIJkJ . (3.14)
We define the 2+1 Palatini action based on SO(2, 1) to be
SP (
3e, 3A) :=
1
4
∫
M
η˜abcǫIJK
3eIa
3Fbc
JK , (3.15)
where 3FabI
J = 2∂[a
3Ab]I
J + [3Aa,
3Ab]I
J . Note that I have included an additional factor of
1/2 in definition (3.15). This overall factor will not affect the Euler-Lagrange equations of
motion in any way, but it will change the canonically conjugate variables. I have chosen
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to use this action so that the expressions for our canonically conjugate variables agree with
those used in the literature (see, e.g., [30]).
As defined above, SP (
3e, 3A) is a functional of both a co-triad 3eIa and a connection 1-form
3AaI
J which takes values in the defining representation of the Lie algebra of SO(2, 1). Note
also that 3Da as defined by (3.14) knows how to act only on internal indices. We do not require
that 3Da know how to act on spacetime indices. However, when performing calculations, we
will find that it is often convenient to consider a torsion-free extension of 3Da to spacetime
tensor fields. It turns out that all calculations and all results will be independent of our
choice of torsion-free extension. In fact, we will see that these results hold for extensions of
3Da that have non-zero torsion as well.
Since the 2+1 Palatini action is a functional of both a co-triad and a connection 1-form,
we will obtain two Euler-Lagrange equations of motion. When we vary 3eIa, we get
η˜abcǫIJK
3Fbc
JK = 0. (3.16)
When we vary 3Aa
IJ , we get
3Db(η˜abcǫIJK 3eKc ) = 0. (3.17)
To arrive at (3.17), we considered a torsion-free extension of 3Da to spacetime tensor fields
(so that δ3Fbc
JK = 2 3D[bδ3Ac]JK) and then integrated by parts. The surface integral vanished
since δ3Ac
JK = 0 on the boundary, while the remaining term gave (3.17). Note that since
the left hand side of (3.17) is the divergence of a skew spacetime tensor density of weight +1
on M , it is independent of the choice of torsion-free extension of 3Da. Since η˜abcǫIJK 3eKc =
2(3e) 3e
[a
I
3e
b]
J (where (
3e) :=
√−g), we can rewrite (3.17) as
3Db
(
(3e) 3e
[a
I
3e
b]
J
)
= 0. (3.18)
We shall see in Section 6 that the form of equation (3.18) holds for the 3+1 Palatini theory
as well.
To determine the content of equation (3.18), let us express 3Da in terms of the unique,
torsion-free generalized derivative operator ∇a compatible with 3eIa, and 3CaIJ defined by
3DakI =: ∇akI + 3CaIJkJ . (3.19)
Since (3.18) is the divergence of a skew spacetime tensor density of weight +1 on M , and
since ∇a is compatible with 3eIa, we get
3CbI
K 3e
[a
K
3e
b]
J +
3CbJ
K 3e
[a
I
3e
b]
K = 0. (3.20)
This is equivalent to the statement that the (internal) commutator of 3CbIJ and
3e
[a
I
3e
b]
J
vanishes. We will now show that (3.20) implies that 3CaI
J = 0.
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To see this, define a spacetime tensor field 3Sabc via
3Sabc :=
3CaIJ
3eIb
3eJc . (3.21)
(Note, incidently, that 3Sabc is not the spacetime connection of
3Da relative to ∇a.) Then the
condition 3CaIJ =
3Ca[IJ ] is equivalent to
3Sabc =
3Sa[bc]. Now contract equation (3.20) with
3eIa
3eJc . This yields
3Sbc
b = 0, so 3Sabc is trace-free on its first and last indices. Using this
result, (3.20) reduces to
3CbI
K 3eaK
3ebJ − 3CbJK 3ebI 3eaK = 0. (3.22)
If we now contract (3.22) with 3eIc
3eJd , we get
3Scd
a = 3S(cd)
a. (3.23)
Thus, 3Sabc is symmetric in its first two indices. Since
3Sabc =
3Sa[bc] and
3Sabc =
3S(ab)c, we
can successively interchange the first two and last two indices (with the appropriate sign
changes) to show 3Sabc = 0. Futhermore, since e
I
a are invertible, we get
3CaI
J = 0. This is
the desired result.9
Since 3CaI
J = 0, we can conclude that the generalized derivative operator 3Da must agree
with ∇a when acting on internal indices. Thus, although the Palatini action started as a
functional of a co-triad and an arbitrary generalized derivative operator 3Da, we find that
one equation of motion implies that 3Da = ∇a. In terms of connection 1-forms, 3CaIJ = 0
implies that 3AaI
J = ΓaI
J , where ΓaI
J is the internal Christoffel symbol of ∇a. Using this
result, the remaining Euler-Lagrange equation of motion (3.16) becomes
η˜abcǫIJKRbc
JK = 0. (3.24)
When (3.24) is contracted with 3edI , we get Gad = 0. Thus, the Palatini action based on
SO(2, 1) reproduces the standard 2+1 vacuum Einstein’s equation.
It is interesting to note that to show that the Palatini action reduces to the standard
Einstein-Hilbert action in 2+1 dimensions, we need only vary the connection 1-form 3AaI
J .
Since we found that (3.17) could be solved uniquely for 3AaI
J in terms of the remaining basic
variables 3eIa, we can pull-back SP (
3e, 3A) to the solution space 3AaI
J = ΓaI
J and obtain a new
action SP (
3e), which depends only on a co-triad. This pulled-back action is just 1/2 times
the standard Einstein-Hilbert action SEH(
3e) given by (3.13). But what about the boundary
term that one should strictly include in the standard Einstein-Hilbert action? It looks as if
SP (
3e) is missing this needed term.
9This method of proving 3CaI
J = 0—which generalizes to the 3+1 Palatini and self-dual actions—was
shown to me by J. Samuel and A. Ashtekar.
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The answer to this question is the following: Whereas the standard Einstein-Hilbert
action is a second-order action, the 2+1 Palatini action is first-order. As mentioned at the
beginning of Section 2, varying the standard Einstein-Hilbert action (3.1) with respect to gab
produces a surface integral involving derivatives of the variation δgab. Since we are allowed
only to keep gab fixed on the boundary, this surface integral is non-vanishing and must be
compensated for by adding a boundary term to (3.1). This is also the case if we vary SEH(
3e)
given by (3.13) with respect to 3eIa. On the other hand, when we vary the Palatini action
(3.15) with respect to 3AaI
J , we hold 3AaI
J fixed on the boundary and 3eIa fixed throughout.
Then by solving (3.17) uniquely for 3AaI
J , we can pull-back SP (
3e, 3A) to the solution space
3AaI
J = ΓaI
J . But now when we vary SP (
3e) with respect to 3eIa which lie entirely in the
solution space, fixing 3eIa on the boundary also fixes certain derivatives of
3eIa on the boundary.
This is a reflection of the fact that the reduction procedure comes with a prescription on how
to do variations. It is precisely the vanishing of these derivatives of δ3eIa which eliminates
the need of a boundary term for SP (
3e).
It is also interesting to note that we could obtain the same result (3AaI
J = ΓaI
J) by
considering an extension of 3Da to spacetime tensor fields with non-zero torsion 3Tabc. (Recall
that if 3Aab
c denotes the spacetime connection 1-form of the extension of 3Da, then the torsion
tensor 3Tab
c is defined by 23D[a 3Db]f =: 3Tabc 3Dcf and satisfies 3Tabc = 2 3A[ab]c.) By varying
the 2+1 Palatini action (3.15) with respect to 3AaI
J , we would find
2 3D[a3eIb] − 3Tabc 3eIc = 0. (3.25)
This is the field equation for 3AaI
J which holds for any extension of 3Da to spacetime tensor
fields. If we restrict ourselves to torsion-free extensions, we get back equation (3.17). Then
by following the argument given there, we would find 3AaI
J = ΓaI
J as before.
However, there exists an alternative approach to solving equation (3.25) which is often
used by particle physicists. Namely, instead of considering a torsion-free extension of 3Da to
spacetime tensor fields, one considers an extension of 3Da to spacetime tensor fields which is
compatible with the co-triad 3eIa. This can always be done, but the price of such an extension
is in general a non-zero torsion tensor 3Tab
c. But since we now have 3Da 3eIb = 0, equation
(3.25) implies
3Tab
c 3eIc = 0. (3.26)
Invertibility of 3eIc then implies that
3Tab
c = 0. Since there exists only one torsion-free
derivative operator compatible with 3eIa, we can conclude that
3Da = ∇a (or equivalently,
3AaI
J = ΓaI
J). This is the desired result.
Finally, to conclude this section, let us write the 2+1 Palatini action (3.15) in a form
which is valid for any Lie group G. Recall that the connection 1-form 3AaI
J—being a linear
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operator on the internal 3-dimensional vector space (equipped with the Minkowski metric
ηIJ) and satisfying
3AaIJ =
3Aa[IJ ]—takes values in the defining representation of the Lie
algebra of SO(2, 1). Since dim(SO(2, 1)) = 3 (which is the same as the dimension of the
internal vector space), we can define an SO(2, 1) Lie algebra-valued connection 1-form, 3AIa,
via
3AaI
J =: 3AKa ǫ
J
IK . (3.27)
This is just the adjoint representation of the Lie algebra of SO(2, 1) with respect to the
structure constants ǫI JK := η
IMǫMJK .
10 That the defining representation and adjoint repre-
sentation agree is a property that holds only in 2+1 dimensions since dim(SO(n, 1)) = n+1
if and only if n = 2. In terms of 3AIa, the generalized derivative operator
3Da satisfies
3DavI = ∂avI + [3Aa, v]I , (3.28)
where [3Aa, v]
I := ǫI JK
3AJav
K . From (3.27), it also follows that the Lie algebra valued-
curvature tensor 3F Iab (which is related to
3FabI
J via 3FabI
J = 3FKab ǫ
J
IK) can be written as
3F Iab = 2∂[a
3AIb] + [
3Aa,
3Ab]
I . (3.29)
Thus, in terms 3AIa and
3F Iab, the Palatini action becomes
SP (
3e, 3A) =
1
4
∫
M
η˜abcǫIJK
3eIa
3Fbc
JK
=
1
4
∫
M
η˜abcǫIJK
3eIa
3FLbc ǫ
KJ
L
=
1
2
∫
M
η˜abc 3eaI
3F Ibc.
(3.30)
But now note that the last line above suggests a natural generalization. Namely, let G
be any Lie group with Lie algebra LG, and let 3AIa and 3eaI be LG- and L∗G-valued 1-forms,
respectively. Although the action given by (3.30) was originally defined for the Lie group
SO(2, 1), it is well-defined in the above sense for any Lie group G. 3F Iab is still the curvature
tensor of 3AIa, but
3eaI can no longer be thought of as a co-triad. In fact, since G is now
10Given a Lie algebra L with structure constants CIJK , the adjoint representation of L by linear op-
erators on L is defined by the mapping vI ∈ L 7→ (adv)IJ := vKCJIK . Under ad, the Lie bracket
[v, w]I := CIJKv
JwK ∈ L maps to the commutator of linear operators [adv, adw]IJ := (adv)IK(adw)KJ −
(adw)I
K(adv)K
J . I should note that since (adv)I
JwI = −[v, w]J , the above definition of the adjoint rep-
resentation differs in sign from that given in most math and physics textbooks. The sign difference can be
traced to my definition of the commutator of linear operators, which also differs in sign from the standard
definition.
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arbitrary, the index I can take any value 1, 2, · · · , dim(G). Nonetheless, we can still define
the Palatini action based on G via
GSP (
3e, 3A) :=
1
2
∫
M
η˜abc 3eaI
3F Ibc, (3.31)
which we treat it as a functional of an LG-valued connection 1-form 3AIa and an L∗G-valued
covector field 3eaI . The equations of motion we obtain by varying
3eaI and
3AIa are
η˜abc 3F Ibc = 0 and
3Db(η˜abc 3ecI) = 0, (3.32)
which are the analogs of equations (3.16) and (3.17). As before, the second equation re-
quires a torsion-free extension of 3Da to spacetime tensor fields, but again, all results will be
independent of this choice.
3.2 Legendre transform
Given the action (3.31), it is a straightforward exercise to put the 2+1 Palatini theory
based on G in Hamiltonian form. We will assume that M is topologically Σ × R and that
there exists a function t (with nowhere vanishing gradient (dt)a) such that each t = const
surface Σt is diffeomorphic to Σ. As usual, t
a will denote the flow vector field satisfying
ta(dt)a = 1. Since the Lie group G is arbitrary, the 2+1 Palatini theory based on G is not a
theory of a spacetime metric; it does not involve a spacetime metric in any way whatsoever.
Thus, in particular, t does not necessarily have the interpretation of time. Nonetheless, we
can still define “evolution” from one t = const surface to the next using the Lie derivative
with respect to ta.
To write (3.31) in 2+1 form, we decompose η˜abc in terms of ta and η˜ab (the Levi-Civita
tensor density of weight +1 on Σ). Using η˜abc = 3t[aη˜bc]dt, we get
GSP (
3e, 3A) =
1
2
∫
M
η˜abc 3eaI
3F Ibc
=
1
2
∫
dt
∫
Σ
(taη˜bc + tbη˜ca + tcη˜ab) 3eaI
3F Ibc
=
∫
dt
∫
Σ
1
2
(3e · t)I η˜bcF Ibc + E˜cIL~t AIc − E˜cIDc(3A · t)I ,
(3.33)
where (3e · t)I := ta 3eaI , E˜aI := η˜ab 3ebI , (3A · t)I := ta 3AIa, and AIa := tba 3AIb are the
configuration variables which specify all the information contained in the field variables 3eaI
and 3AIa. Note that:
1. Since G is an arbitrary Lie group, the internal index I can take any value I =
1, 2, · · · , dim(G). Thus, E˜aI cannot in general be interpreted as a dyad. In fact, this
is true even when G = SO(2, 1), since dim(SO(2, 1)) = 3. However, for SO(2, 1) we
have E˜aI E˜
bI = ˜˜qab (= qqab).
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2. ta 3F Iab = L~t 3AIb − 3Db(3A · t)I , which follows from a generalization of Cartan’s identity
L~vα = i~vdα + d(i~vα). The Lie derivative L~t treats fields with only internal indices as
scalars.
3. L~t tab = 0, where tab := δab − ta(dt)b is the natural projection operator into the t = const
surfaces defined by t and ta.
4. Da := tba 3Db is the generalized derivative operator on Σ associated with AIa.
5. F Iab := t
c
at
d
b
3F Icd is the curvature tensor of Da and satisfies F Iab = 2∂[aAIb] + [Aa, Ab]I .
From (3.33), we see that (modulo a surface integral) the Lagrangian GLP of the 2+1
Palatini theory based on G is given by
GLP =
∫
Σ
1
2
(3e · t)I η˜abF Iab + E˜aIL~t AIa + (DaE˜aI )(3A · t)I . (3.34)
By inspection, we see that the momentum conjugate to AIa is E˜
a
I , while (
3e · t)I and (3A · t)I
both play the role of Lagrange multipliers. Thus, the Dirac constraint analysis says that the
phase space (GΓP ,
GΩP ) is coordinatized by the pair (A
I
a, E˜
a
I ) and has symplectic structure
11
GΩP =
∫
Σ
dIE˜aI ∧ dIAIa. (3.35)
The Hamiltonian is given by
GHP (A, E˜) =
∫
Σ
−1
2
(3e · t)I η˜abF Iab − (DaE˜aI )(3A · t)I . (3.36)
As we shall see in the next subsection, this is just a sum of 1st class constraint functions
associated with
η˜abF Iab ≈ 0 and DaE˜aI ≈ 0. (3.37)
Note that these equations are the field equations (3.32) pulled-back to Σ with η˜ab. Note
also that they are polynomial in the canonically conjugate variables (AIa, E˜
a
I ). This is to be
contrasted with the constraint equations for the standard Einstein-Hilbert theory. Recall
that the scalar constraint of that theory depended non-polynomially on qab.
3.3 Constraint algebra
As usual, to evaluate the Poisson brackets of the constraints and to determine the motions
they generate on phase space, we must first construct constraint functions associated with
11Note that in terms of the Poisson bracket { , } defined by GΩP , we have {AIa(x), E˜bJ (y)} = δbaδIJδ(x, y).
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(3.37). Given test fields vI and αI , which take values in the Lie algebra LG and its dual L∗G,
we define
F (α) :=
1
2
∫
Σ
αI η˜
abF Iab and G(v) :=
∫
Σ
vI(DaE˜aI ) (3.38)
We will call G(v) the Gauss constraint function since it will play the same role as the
Gauss constraint of Yang-Mills theory. We will see that G(v) generates the usual gauge
transformations of the connection 1-form AIa and it conjugate momentum (or “electric field”)
E˜aI .
We are now ready to evaluate the functional derivatives of F (α) and G(v). Since F (α)
is independent of the momentum E˜aI , and since δF
I
ab = 2D[aδAIb], we find
δF (α)
δE˜aI
= 0 and
δF (α)
δAIa
= η˜abDbαI . (3.39)
Similarly, if we vary G(v) with respect to E˜aI and A
I
a, we find
δG(v)
δE˜aI
= −DavI and δG(v)
δAIa
= {v, E˜a}I
(
:= CKJIv
JE˜aK
)
. (3.40)
Here CIJK denote the structure constants of the Lie algebra LG and { , } : LG ×L∗G → L∗G
denotes the co-adjoint bracket. { , } is defined in terms of the Lie bracket [ , ] : LG×LG →
LG via {v, α}IwI := αK [v, w]K.
Given (3.39) and (3.40), we can now write down the Hamiltonian vector fields XF (α) and
XG(v) associated with F (α) and G(v). They are
XF (α) =
∫
Σ
−η˜ab(DbαI) δ
δE˜aI
and (3.41a)
XG(v) =
∫
Σ
−(DavI) δ
δAIa
− {v, E˜a}I δ
δE˜aI
. (3.41b)
Thus, under the 1-parameter family of diffeomorphisms on GΓP associated with XF (α), we
have
AIa 7→ AIa and (3.42a)
E˜aI 7→ E˜aI − ǫ(η˜abDbαI) +O(ǫ2). (3.42b)
Similarly, under the 1-parameter family of diffeomorphisms on GΓP associated with XG(v),
we have
AIa 7→ AIa − ǫDavI +O(ǫ2) and (3.43a)
E˜aI 7→ E˜aI − ǫ{v, E˜a}I +O(ǫ2). (3.43b)
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Note that (3.43a) and (3.43b) are the usual gauge transformations of the connection 1-form
AIa and its conjugate momentum E˜
a
I that we find in Yang-Mills theory. Equations (3.42) and
(3.43) are the motions on phase space generated by F (α) and G(v).
Given (3.39) and (3.40), we can also evaluate the Poisson brackets of the constraint
functions. Since the G(v)’s play the same role as the Gauss constraint functions of Yang-
Mills theory, we would expect their Poisson bracket algebra to be isomorphic to the Lie
algebra LG. This is indeed the case. We find
{G(v), G(w)} = G([v, w]), (3.44)
where [v, w]I = CIJKv
JwK is the Lie bracket of vI and wI . Thus, vI 7→ G(v) is a represen-
tation of the Lie algebra LG. The Lie bracket in LG is mapped to the Poisson bracket of the
corresponding Gauss constraint functions.
Since F (α) is independent of E˜aI , it follows trivially that
{F (α), F (β)} = 0. (3.45)
With only slightly more effort, we can show that
{G(v), F (α)} = −F ({v, α}), (3.46)
where {v, α}I = CKJIvJαK is the co-adjoint bracket of vI and αI . Thus, the totality
of constraint functions (G(v) and F (α)) is closed under Poisson bracket —i.e., they form
a 1st class set. Furthermore, since (3.44), (3.45), and (3.46) do not involve any structure
functions (unlike the constraint algebra of the Einstein-Hilbert theory discussed in subsection
2.3), the set of constraint functions form a Lie algebra with respect to Poisson bracket.
In fact, (α, v) ∈ L∗G × LG 7→ (F (α), G(v)) is a representation of the Lie algebra LIG of
the inhomogeneous Lie group IG associated with G.12 The action τv(α) := −{v, α}I of
vI ∈ LG on αI ∈ L∗G is mapped to the Poisson bracket {G(v), F (α)} of the corresponding
constraint functions. The F (α)’s play the role of “translations” and the G(v)’s play the role
of “rotations” in the inhomogeneous group.
4. Chern-Simons theory
So far in this review, we have written down two different actions for 2+1 gravity: The
standard Einstein-Hilbert action, which gave us a description of 2+1 gravity in terms of a
12We will discuss the construction of the inhomogeneous Lie group IG and its Lie algebra LIG in subsection
4.4 where we show the equivalence between the 2+1 Palatini theory based on G and Chern-Simons theory
based on IG. When G is the Lorentz group SO(2, 1), IG is the corresponding Poincare´ group ISO(2, 1).
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spacetime metric (or equivalently, a co-triad); and the 2+1 Palatini action based on SO(2, 1),
which gave us a description in terms of a co-triad and a connection 1-form. In this section,
we shall see that 2+1 gravity can be described by an action that depends only on a con-
nection 1-form. We shall see that the 2+1 Palatini action based on SO(2, 1) is equal to the
Chern-Simons action based on ISO(2, 1), modulo a surface integral that does not affect the
equations of motion. This result was first shown by A. Achucarro and P.K. Townsend [32];
it was later rediscovered and used by Witten [8] to quantize 2+1 gravity. In this section,
we will follow the treatment of [30] in which the result for 2+1 gravity follows as a special
case. We will show that the 2+1 Palatini theory based on any Lie group G is equivalent to
Chern-Simons theory based on the inhomogeneous Lie group IG associated with G.
The above equivalence between the 2+1 Palatini and Chern-Simons theories is at the
level of actions. The gauge groups, G and IG, are different, but the actions are the same.
It is interesting to note that the 2+1 Palatini and Chern-Simons theories based on the same
Lie group G are also related, but this time at the level of their Hamiltonian formulations. We
shall see that the reduced phase space of the Chern-Simons theory based on G is the reduced
configuration space of the 2+1 Palatini theory based on the same G. Since Chern-Simons
theory is not available in 3+1 dimensions, the relationships that we find in this section do
not, unfortunately, extend to 3+1 theories of gravity.
4.1 Euler-Lagrange equations of motion
Unlike the standard Einstein-Hilbert and Palatini theories which are well-defined in n+1
dimensions, Chern-Simons theory is defined only in odd dimensions. In 2+1 dimensions, the
basic variable is a connection 1-form 3Aia which takes values in a Lie algebra LG equipped
with an invariant, non-degenerate bilinear form kij.
13 The Chern-Simons action based on G
is defined by
GSCS(
3A) :=
1
2
∫
M
η˜abckij
(
3Aia∂b
3Ajc +
1
3
3Aia[
3Ab,
3Ac]
j
)
, (4.1)
where [3Ab,
3Ac]
j := Cjmn
3Amb
3Anc denotes the Lie bracket of
3Aib and
3Aic. It is important
to note that Chern-Simons theory is not defined for arbitrary Lie groups—we need the
additional structure provided by the invariant, non-degenerate bilinear form kij .
To obtain the Euler-Lagrange equations of motion, we vary GSCS(
3A) with respect to 3Aia.
13We will require that kij be invariant under the adjoint action of the Lie algebra LG on itself—i.e., that
kij [x, v]
iwj + kijv
i[x,w]j = 0 for all vi, wi, xi ∈ LG. If Cijk is defined in terms of the structure constants
Cijk via Cijk := kimC
m
jk, then invariance of kij under the adjoint action is equivalent to Cijk = C[ijk]. If
the Lie group is semi-simple (i.e., if it does not admit any non-trivial abelian normal subgroup), then we
are guaranteed that such a kij exists. This is just the Cartan-Killing metric defined by kij := C
m
niC
n
mj .
Invariance of kij is equivalent to the invariance of C
i
jk—that is, the Jacobi identity C
m
[ijC
n
k]m = 0.
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Using the fact that Cijk := kimC
m
jk is totally anti-symmetric, we obtain
η˜abckij
3F jbc = 0, (4.2)
where 3F iab = 2∂[a
3Aib]+[
3Aa,
3Ab]
i is the Lie algebra-valued curvature tensor of the generalized
derivative operator 3Da defined by
3Davi := ∂avi + [3Aa, v]i. (4.3)
If we also use the fact that kij is non-degenerate, we get
3F iab = 0. Thus, Chern-Simons
theory is a theory of a flat connection 1-form. We will see the role that this equation plays
in the next two subsections when we put the theory in Hamiltonian form.
4.2 Legendre transform
Just like the 2+1 Palatini theory based on an arbitrary Lie group G, Chern-Simons theory
is not a theory of a spacetime metric. However, we can still put this theory in Hamiltonian
form if we assume that M is topologically Σ × R for some submanifold Σ and assume that
there exists a function t (with nowhere vanishing gradient (dt)a) such that each t = const
surface Σt is diffeomorphic to Σ. As usual, we let t
a denote the flow vector field satisfying
ta(dt)a = 1.
Given t and ta, we are now ready to write the Chern-Simons action (4.1) in 2+1 form.
Using the decomposition η˜abc = 3t[aη˜bc]dt, we get
GSCS(
3A) =
1
2
∫
M
η˜abckij(
3Aia∂b
3Ajc +
1
3
3Aia[
3Ab,
3Ac]
j)
=
1
2
∫
dt
∫
Σ
(3A · t)ikij η˜bcF jbc + η˜cakijAiaL~t Ajc,
(4.4)
where the last equality holds modulo a surface integral. Here (3A · t)i := ta 3Aia and Aia :=
tba
3Aib (= (δ
b
a− tb(dt)a) 3Aib) are the configuration variables which specify all the information
contained in the field variable 3Aia. The Lie derivative treats fields with only internal indices
as scalars, and F iab = 2∂[aA
i
b] + [Aa, Ab]
i is the curvature tensor associated with Aia.
From (4.4), it follows that the Lagrangian GLCS of the Chern-Simons theory based on G
is given by
GLCS =
1
2
∫
Σ
(3A · t)ikij η˜abF jab + η˜abkijAjbL~t Aia. (4.5)
The momentum canonically conjugate to Aia is
1
2
η˜abkijA
j
b, while (
3A · t)i plays the role
of a Lagrange multiplier. Thus, the Dirac constraint analysis says that the phase space
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(GΓCS,
GΩCS) is coordinatized by (A
i
a) and has symplectic structure
14
GΩCS = −1
2
∫
Σ
η˜abkijdIA
i
a ∧ dIAjb. (4.6)
The Hamiltonian is given by
GHCS(A) = −1
2
∫
Σ
(3A · t)ikij η˜abF jab. (4.7)
As we shall see in the next subsection, this is just a 1st class constraint function associated
with
kij η˜
abF jab = 0. (4.8)
Note that constraint equation (4.8) is the field equation (4.2) pulled-back to Σ with η˜ab. Just
as in the 2+1 Palatini theory, the constraint equation is polynomial in the basic variable Aia.
Note also that although (4.8) may not look like the standard Gauss constraint of Yang-Mills
theory, we shall see that its associated constraint function generates the same motion of Aia.
4.3 Constraint algebra
Following the same procedure that we used in Sections 2 and 3, we first construct a
constraint function associated with (4.8). Given a test field vi (which takes values in the Lie
algebra LG), we define
G(v) :=
1
2
∫
Σ
vikij η˜
abF jab. (4.9)
Since the phase space is coordinatized by the single field Aia, we need to evaluate only one
functional derivative. Varying G(v) with respect to Aia, we get
δG(v)
δAia
= kij η˜
abDbvj, (4.10)
where Da is any torsion-free extension of the generalized derivative operator associated with
Aia. From (4.10) it then follows that the Hamiltonian vector field XG(v) is given by
XG(v) =
∫
Σ
−(Davi) δ
δAia
, (4.11)
so that
Aia 7→ Aia − ǫDavi +O(ǫ2) (4.12)
14Note that in terms of the Poisson bracket { , } defined by GΩCS , we have {Aia(x), Ajb(y)} = ∼ηabkijδ(x, y),
where∼ηab and kij denote the inverses of η˜ab and kij . This result follows from the fact that for any f : GΓCS →
R, the Hamiltonian vector field Xf is given by Xf =
∫
Σ∼ηabkij
δf
δA
j
b
δ
δAia
. Hence the Poisson bracket of any
two functions f, g : GΓCS → R is {f, g} =
∫
Σ∼ηabkij
δf
δAia
δg
δA
j
b
.
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under the 1-parameter family of diffeomorphisms on GΓCS associated with XG(v). This is
the usual gauge transformation of the connection 1-form that we find in Yang-Mills theory.
Thus, G(v) can be appropriately called a Gauss constraint function.
Given (4.10), it is also straightforward to evaluate the Poisson brackets of the constraints.
We find that
{G(v), G(w)} = G([v, w]), (4.13)
which is the expected Poisson bracket algebra of the Gauss constraint functions. The map
vi 7→ G(v) is a representation of the Lie algebra LG. The Lie bracket in LG is mapped to
the Poisson bracket of the corresponding Gauss constraint functions.
4.4 Relationship to the 2+1 Palatini theory
Before we can show the relationship between the Chern-Simons and 2+1 Palatini theories,
we will first have to recall the construction of the inhomogeneous Lie group IG associated
with any Lie group G. This will allow us to generalize the equivalence of the 2+1 Palatini
and Chern-Simons theories (as shown in [8, 32]) to arbitrary Lie groups G. We will be able
to show that the 2+1 Palatini theory based on any G is equivalent to Chern-Simons theory
based on IG.
Consider any Lie group G with Lie algebra LG, and let L∗G denote the vector space dual
of LG. If vI , wI denote typical elements of LG and αI , βI denote typical elements of L∗G,
then (α, v)i := (αI , v
I) and (β, w)i := (βI , w
I) are typical elements of the direct sum vector
space L∗G ⊕LG. We can define a bracket on L∗G ⊕ LG via
[(α, v), (β, w)]i := (−{v, β}+ {w, α}, [v, w])i, (4.14)
where [v, w]I := CIJKv
JwK and {v, β}I := CKJIvJβK are the Lie bracket and co-adjoint
bracket associated with LG. By inspection, we see that (4.14) is linear and anti-symmetric.
If we use
{[v, w], α}I = −{v, {w, α}}I + {w, {v, α}}I (4.15)
(which follows as a consequence of the Jacobi identity for LG), we can show that (4.14)
satisfies the Jacobi identity as well. Thus, the vector space LIG := L∗G ⊕ LG together with
(4.14) is actually a Lie algebra. We call LIG the inhomogeneous Lie algebra associated with
G; the inhomogeneous Lie group IG is obtained by exponentiating the Lie algebra LIG. As
we shall see later in this subsection, IG is simply the cotangent bundle over G.
The terminology inhomogeneous is due to the fact that LIG admits an abelian Lie ideal
isomorphic to L∗G, and that the quotient of LIG by this ideal is isomorphic to LG.15 Thus,
15A Lie ideal I of a Lie algebra L is a vector subspace I ⊂ L such that [i, x] ∈ I for any i ∈ I, x ∈ L.
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elements of L∗G are analogous to infinitesimal “translations,” while elements of LG are analo-
gous to infinitesimal “rotations.” Note, however, that the space of translations and rotations
have the same dimension. As a special case, if one chooses G to be the 2+1 dimensional
Lorentz group SO(2, 1), then the above construction yields for IG the 2+1 dimensional
Poincare´ group ISO(2, 1).
In addition to the above Lie algebra structure, L∗G ⊕ LG is equipped with a (natural)
invariant, non-degenerate bilinear form kij defined by
kij(α, v)
i(β, w)j := αIw
I + βIv
I . (4.16)
Since LIG is not semi-simple (because it admits a non-trivial abelian Lie ideal), kij is not the
(degenerate) Cartan-Killing metric of LIG. Nevertheless, the existence of kij will allow us
to construct Chern-Simons theory for IG. Recall that without an invariant, non-degenerate
bilinear form, Chern-Simons theory could not be defined. Note also that for G = SO(2, 1),
the above construction of kij reduces to that used by Witten [8].
Given these remarks, we can now show that the 2+1 Palatini theory based on any Lie
group G is equivalent to Chern-Simons theory based on IG. To do this, recall that for any
Lie group G, the 2+1 Palatini action based on G is given by
GSP (
3e, 3A) =
1
2
∫
M
η˜abc 3eaI
3F Ibc, (4.17)
where 3AIa and
3eaI are LG- and L∗G-valued 1-forms. We now construct the inhomogeneous
Lie algebra LIG associated with G and define an LIG-valued connection 1-form 3Aia via
3Aia := (
3eaI ,
3AIa). (4.18)
By simply substituting this expression for 3Aia into the Chern-Simons action
IGSCS(
3A), we
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find that
IGSCS(
3A) =
1
2
∫
M
η˜abckij
(
3Aia∂b
3Ajc +
1
3
3Aia[
3Ab,
3Ac]
j
)
=
1
2
∫
M
η˜abc
(
3eaI∂b
3AIc + (∂b
3ecI)
3AIa
+
1
3
( 3eaI [
3Ab,
3Ac]
I − {3Ab, 3ec}I 3AIa + {3Ac, 3eb}I 3AIa)
)
=
1
2
∫
M
η˜abc
(
3eaI∂b
3AIc + ∂b(
3ecI
3AIa)− 3ecI∂b3AIa
+
1
3
( 3eaI [
3Ab,
3Ac]
I − 3ecI [3Ab, 3Aa]I + 3ebI [3Ac, 3Aa]I)
)
=
1
2
∫
M
η˜abc
(
3eaI(2∂b
3AIc) +
3eaI [
3Ab,
3Ac]
I + ∂b(
3ecI
3AIa)
)
=
1
2
∫
M
η˜abc 3eaI
3F Ibc + (surface integral)
= GSP (
3e, 3A) + (surface integral),
(4.19)
where we have used definitions (4.14), (4.16), and (4.18) repeatedly. Since the surface term
does not affect the Euler-Lagrange equations of motion, we can conclude that the 2+1
Palatini theory based on G is equivalent to Chern-Simons theory based on IG. This is the
desired result. Note that as a special case, we can conclude that 2+1 gravity as described
by the 2+1 Palatini action based on SO(2, 1) is equivalent to Chern-Simons theory based
on ISO(2, 1).
Up to now, we have only described the inhomogeneous Lie group IG in terms of its asso-
ciated Lie algebra LIG. We just exponentiated the Lie algebra LIG to obtain IG. However,
it is also instructive to give an explicit construction of IG at the level of groups and mani-
folds. But to do this, we will need to make another short digression, this time on semi-direct
products and semi-direct sums. Readers already familiar with these definitions may skip to
the paragraph immediately following equations (4.24).
Let G and H be any two groups. To define the semi-direct product H ©σ G, we need a
homomorphism σ from the group G into the group of automorphisms of H—i.e., for each
g, g′ ∈ G and h′, h′ ∈ H , the map σg : H → H must be 1-1, onto, and satisfy
σg(hh
′) = σg(h)σg(h
′) and σgg′(h) = σg(σg′(h)) (4.20)
for every g, g′ ∈ G and h′, h′ ∈ H . Given this structure, one can check that
(h, g)(h′, g′) = (hσg(h
′), gg′) (4.21)
defines a group multiplication law on the set H×G. The identity element is (eH , eG), where
eH , eG are the identities in H and G, and the inverse (h, g)
−1 of (h, g) is (σg−1(h
−1), g−1).
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The set H × G together with this group multiplication law defines the semi-direct product
H ©σ G. Note that H is homomorphic to a (not necessarily abelian) normal subgroup of
H ©σ G, and the quotient of H ©σ G by this normal subgroup is homomorphic to G. As a
trivial example, if σg(h) = h for all g ∈ G, h ∈ H , then H ©σ G is the usual direct product
H ⊗G of groups.
Now assume that G and H are Lie groups with Lie algebras LG and LH . If H©σ G is the
semi-direct product of G and H with respect to some action σ of G on H satisfying (4.20),
we would now like to determine the relationship between the Lie algebras LH©σ G, LG, and
LH . To do this, we differentiate the action σ of G on H to obtain an action τ of LG on
LH . More precisely, if g(ǫ) is a 1-parameter curve in G with g(0) = eG and tangent vector
v := d
dǫ
|ǫ=0g(ǫ) and h(λ) is a 1-parameter curve in H with h(0) = eH and tangent vector
α := d
dλ
|λ=0h(λ), then we define
τv(α) :=
d
dǫ
∣∣∣
ǫ=0
d
dλ
∣∣∣
λ=0
σg(ǫ)(h(λ)). (4.22)
In terms of τ , the Lie bracket of (α, v) and (β, w) in LH©σ G becomes16
[(α, v), (β, w)] = (τv(β)− τw(α) + [α, β], [v, w]), (4.23)
where [v, w] and [α, β] are the Lie brackets of v, w ∈ LG and α, β ∈ LH . Note that (4.23)
satisfies the Jacobi identity as a consequence of
τv([α, β]) = [τv(α), β] + [α, τv(β)] and (4.24a)
τ[v,w](α) = τv(τw(α))− τw(τv(α)), (4.24b)
which follow from the definition of τ and the properties (4.20) satisfied by σ. Thus, if LG
and LH are two Lie algebras and τ is an action of LG on LH satisfying (4.24), then the direct
sum vector space LH ⊕LG together with the bracket defined by (4.23) is a Lie algebra. This
Lie algebra, denoted LH©τ LG, is called the semi-direct sum of LG and LH . Note that LH is
isomorphic to a (not necessarily abelian) Lie ideal of LH©τ LG, and the quotient of LH©τ LG
by this ideal is isomorphic to LG. If σg(h) = h for all g ∈ G, h ∈ H (so that H©σ G = H⊗G),
then LH ©τ LG is the usual direct sum LH ⊕ LG of Lie algebras.
Given these general remarks, let us now return to our discussion of the inhomogeneous
Lie group IG and its associated Lie algebra LIG. From the above definitions, we see that
16To obtain this result, consider 1-parameter curves (h(ǫ), g(ǫ)) and (h′(ǫ′), g′(ǫ′)) in H ©σ G with
(h(0), g(0)) = (h′(0), g′(0)) = (eH , eG) and tangent vectors (α, v) :=
d
dǫ
|ǫ=0(h(ǫ), g(ǫ)) and (β,w) :=
d
dǫ′
|ǫ′=0(h′(ǫ′), g′(ǫ′)). Then use the definition of the Lie bracket in terms of the group multiplication law
(4.21), [(α, v), (β,w)] := d
dǫ
|ǫ=0 ddǫ′ |ǫ′=0(h(ǫ), g(ǫ))(h′(ǫ′), g′(ǫ′))(h(ǫ), g(ǫ))−1(h′(ǫ′), g′(ǫ′))−1. This leads to
(4.23).
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LIG is simply the semi-direct sum L∗G©τ LG. L∗G is to be thought of as a Lie algebra with
the trivial Lie bracket [α, β] = 0 for all αI , βI ∈ L∗G; the action τ of LG on L∗G is given
by τv(β) = −{v, β}I . Equations (4.24) hold for this action as a consequence of the Jacobi
identity in LG: Equation (4.24a) is satisfied since [α, β] = 0 for all αI , βI ∈ L∗G, while
equation (4.24b) is equivalent to equation (4.15). Furthermore, the inhomogenized Lie group
IG is simply the semi-direct product L∗G©σ G. L∗G is to be thought of as an abelian group
with respect to vector addition, and the action σ of G on L∗G is induced by the adjoint action
of G on itself.17 This implies that as a manifold IG is the cotangent bundle T ∗G. At each
point g ∈ G, the cotangent space T ∗gG is isomorphic to L∗G.
Moreover, the above relationship between G and IG allows us to prove an interesting
mathematical result involving the space of connection 1-forms on a 2-dimensional manifold.
We can show that for any Lie group G
T ∗(GA) = IGA, (4.25)
where GA and IGA denote the space of LG- and LIG-valued connection 1-forms on a 2-
dimensional manifold Σ. The map
(AIa, E˜
a
I ) ∈ T ∗(GA) 7→ Aia := (eaI , AIa) ∈ IGA (4.26)
(where eaI := −∼ηabE˜bI) is a diffeomorphism from the manifold T ∗(GA) to the manifold IGA
that sends the natural symplectic structure
GΩ :=
∫
Σ
dIE˜aI ∧ dIAIa (4.27)
on T ∗(GA) to the natural symplectic structure
IGΩ := −1
2
∫
Σ
η˜abkijdIA
i
a ∧ dIAjb (4.28)
on IGA. (Here kij denotes the (natural) invariant, non-degenerate bilinear form on LIG
defined by (4.16).) Note that (4.27) and (4.28) are the symplectic structures of the 2+1
Palatini theory based on G and the Chern-Simons theory based on IG. However, the above
result (4.25) does not require any knowledge of the 2+1 Palatini or Chern-Simons actions.
Finally, to conclude this subsection, I would like to verify the claim made at the start of
Section 4 that the reduced phase space of Chern-Simons theory based on any Lie group G
17The adjoint action of G on itself is defined by Ag(g
′) = gg′g−1 for all g, g′ ∈ G. By differentiating
Ag at the identity e, we obtain a map Adg : LG → LG via Adg(v) := A′g(e) · v. Ad defines the adjoint
representation of the Lie group G by linear operators on the Lie algebra LG. The action σ of G on L∗G is
then given by (σg(α))(v) := α(Adg(v)) for any α ∈ L∗G and v ∈ LG.
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is the reduced configuration space of the 2+1 Palatini theory based on the same Lie group
G. This result will be simpler to prove than the previous two results since most of the
preliminary work has already been done.
Let G be any Lie group whose Lie algebra LG admits an invariant, non-degenerate bilinear
form kIJ . Then Chern-Simons theory based onG is well-defined, and, as we saw in subsection
4.2, the phase space GΓCS is coordinatized by LG-valued connection 1-forms AIa on Σ. The
symplectic structure is
GΩCS = −1
2
∫
Σ
η˜abkIJdIA
I
a ∧ dIAJb . (4.29)
In subsection 4.3, we then verified that the constraint functions G(v) associated with the
the constraint equation
kIJ η˜
abF Jab = 0 (4.30)
formed a 1st class set and generated the usual gauge transformations
AIa 7→ AIa − ǫDavI +O(ǫ2). (4.31)
To pass to the reduced phase space, we must factor-out the constraint surface (defined by
(4.30)) by the orbits of the Hamiltonian vector fields XG(v).
18 From (4.30) and (4.31) we see
that the reduced phase space GΓˆCS of the Chern-Simons theory based on G is coordinatized
by equivalence classes of flat LG-valued connection 1-forms on Σ, where two such connection
1-forms are said to be equivalent if and only if they are related by (4.31). This space is called
the moduli space of flat LG-valued connection 1-forms on Σ.
Now recall the Hamiltonian formulation of the 2+1 Palatini theory based on the same
Lie group G. In subsection 3.3, we saw that the phase space GΓP was coordinatized by pairs
(AIa, E˜
a
I ) consisting of LG-valued connection 1-forms AIa on Σ and their canonically conjugate
momentum E˜aI .
GΓP was the cotangent bundle T
∗(GCP ) over the configuration space GCP of
LG-valued connection 1-forms AIa on Σ with symplectic structure
GΩP =
∫
Σ
dIE˜aI ∧ dIAIa. (4.32)
We also saw that the constraint equations of the 2+1 Palatini theory were
η˜abF Iab = 0 and DaE˜aI = 0, (4.33)
18Recall that given a symplectic manifold (Γ,Ω), a set of constraints φi form a 1st class set if and only if
each Hamiltonian vector field Xφi is tangent to the constraint surface Γ ⊂ Γ defined by the vanishing of all
the constraints. The pull-back, Ω, of Ω to Γ is degenerate with the degenerate directions given by the Xφi .
Thus, (Γ,Ω) is not a symplectic manifold. However, by factoring-out the constraint surface by the orbits of
the Xφi , we obtain a reduced phase space (Γˆ, Ωˆ) whose coordinates are precisely the true degrees of freedom
of the theory. Ωˆ is non-degenerate; it is the projection of Ω to Γˆ.
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and verified that their associated constraint functions F (α) and G(v) formed a 1st class set.
They generated the motions
AIa 7→ AIa and (4.34a)
E˜aI 7→ E˜aI − ǫ(η˜abDbαI) +O(ǫ2) (4.34b)
and
AIa 7→ AIa − ǫDavI +O(ǫ2) and (4.35a)
E˜aI 7→ E˜aI − ǫ{v, E˜a}I +O(ǫ2), (4.35b)
respectively. Thus, the reduced phase space GΓˆP of the 2+1 Palatini theory based on G is
coordinatized by equivalence classes of pairs consisting of flat LG-valued connection 1-forms
on Σ and divergence-free L∗G-valued vector densities of weight +1 on Σ, where two such pairs
are said to be equivalent if and only if they are related by (4.34) and (4.35). Since F (α)
and G(v) are independent and linear in the momentum E˜aI , it follows that
GΓˆP is naturally
the cotangent bundle T ∗(GCˆP ) over the reduced configuration space GCˆP of the 2+1 Palatini
theory based on G. From (4.34a) and (4.35a) we see that GCˆP is again the moduli space of
flat LG-valued connection 1-forms on Σ. Thus, GΓˆCS = GCˆP as desired. In particular, the
reduced configuration space of the 2+1 Palatini theory based on G has the structure of a
symplectic manifold.
This last result has interesting consequences. It can be used, for example, to show the
relationship between the Tˆ 0[γ] and Tˆ 1[γ] observables for 2+1 gravity. These are the 2+1
dimensional analogs of the classical T -observables constructed by Rovelli and Smolin [7] for
the 3+1 theory. As shown in [30], Tˆ 0[γ] is the trace of the holonomy of the connection
around a closed loop γ in Σ, while Tˆ 1[γ] is the function on the reduced phase space of the
2+1 Palatini theory defined by the Hamiltonian vector field associated with Tˆ 0[γ]. Thus,
many properties satisfied by the Tˆ 1[γ]’s can be derived from similar properties satisfied by
the Tˆ 0[γ]’s.
5. 2+1 matter couplings
In this section, we will couple various matter fields to 2+1 gravity via the 2+1 Palatini
action. We will consider the inclusion of a cosmological constant and a massless scalar field.
One can couple other fundamental matter fields (e.g., Yang-Mills and Dirac fields) to 2+1
gravity in a similar fashion—I have chosen to consider a massless scalar field in detail since
2+1 gravity coupled to a massless scalar field is the dimensional reduction of 3+1 vacuum
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general relativity with a spacelike, hypersurface-orthogonal Killing vector field [16]. As noted
in Section 1, this is an interesting case since it appears likely that the non-perturbative
canonical quantization program for 3+1 gravity can be carried through to completion for
this reduced theory.
In subsection 5.1, we define the 2+1 Palatini theory based on a Lie group G with cos-
mological constant Λ. We derive the Euler-Lagrange equations of motion and perform a
Legendre transform to obtain a Hamiltonian formulation of the theory. Just as in Section
3 (when Λ was equal to zero), we shall find that the constraint equations of the theory are
polynomial in the canonically conjugate variables. We shall also find that their associated
constraint functions still form a Lie algebra with respect to Poisson bracket.
In subsection 5.2, we will show that the 2+1 Palatini theory based on G with cosmological
constant Λ is equivalent to Chern-Simons theory based on the Λ-deformation, ΛG, of G. This
is a generalization of Witten’s result [8] for G = SO(2, 1) (and ΛG = SO(3, 1) or SO(2, 2)
depending on the sign of Λ) which holds for any Lie group G that admits an invariant, totally
anti-symmetric tensor ǫIJK . This result also generalizes the Λ = 0 equivalence of the 2+1
Palatini and Chern-Simons theories given in subsection 4.4.
Finally, in subsection 5.3, we define the action for a massless scalar field and couple this
field to 2+1 gravity by adding the action to the 2+1 Palatini action based on G = SO(2, 1).
It is when we wish to couple matter with local degrees of freedom to 2+1 gravity (as it is
for the case of a massless scalar field) that we are forced to take the Lie group G to be
such that the fields 3eIa have the interpretation of a co-triad. We obtain the Euler-Lagrange
equations of motion for the coupled theory and then perform a Legendre transform to obtain
the Hamiltonian formulation. We shall find that the constraint equations remain polynomial
in the canonically conjugate variables and the associated constraint functions form a 1st
class set, but they no longer form a Lie algebra with respect to Poisson bracket.
The basis for much of the material in this section can be found in [8, 30, 33].
5.1 2+1 Palatini theory coupled to a cosmological constant
Recall that the equation of motion for gravity coupled to the cosmological constant Λ is
Gab + Λgab = 0, (5.1)
where Gab := Rab − 12Rgab is the Einstein tensor of gab. We can obtain (5.1) via an action
principle if we modify the standard Einstein-Hilbert action by a term proportional to the
volume of the spacetime. Defining
SΛ(g
ab) :=
∫
Σ
√−g(R− 2Λ), (5.2)
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we find that the variation of (5.2) with respect to gab yields (5.1) (modulo the usual boundary
term associated with the standard Einstein-Hilbert action). These results are valid in n+1
dimensions.
To write this action in 2+1 Palatini form, we proceed as in Section 3. We replace
the spacetime metric gab with a co-triad
3eaI and replace the unique, torsion-free spacetime
derivative operator∇a (compatible with gab) with an arbitrary generalized derivative operator
3Da. Recalling that √−g = 13! η˜abcǫIJK 3eaI 3ebJ 3ecK , we define
SΛ(
3e, 3A) : =
1
2
∫
M
η˜abc 3eaI
3F Ibc −
Λ
3!
∫
M
η˜abcǫIJK 3eaI
3ebJ
3ecK
=
1
2
∫
M
η˜abc 3eaI(
3F Ibc −
Λ
3
ǫIJK 3ebJ
3ecK),
(5.3)
where 3F Iab = 2∂[a
3AIb]+[
3Aa,
3Ab]
I is the internal curvature tensor of the generalized derivative
operator 3Da defined by
3DavI := ∂avI + [3Aa, v]I . (5.4)
Note that [3Aa, v]
I := ǫI JK
3AJav
K where ǫI JK := ǫ
IMNηMJηNK . Just as we did for the vacuum
2+1 Palatini theory, we have included an additional overall factor of 1/2 in definition (5.3).
Although the action (5.3) was originally defined for G = SO(2, 1), it is well-defined for
any Lie group G that admits an invariant, totally anti-symmetric tensor ǫIJK .19 This is
additional structure that does not naturally exist for an arbitrary Lie group G, so unlike
the 2+1 Palatini theory with Λ = 0, the 2+1 Palatini theory with non-zero cosmological
constant Λ is not defined for arbitrary G. If the Lie algebra LG admits an invariant, non-
degenerate bilinear form kIJ , then we are guaranteed that such an ǫ
IJK exists—we can
take ǫIJK := kJMkKNCIMN . Thus, in particular, 2+1 Palatini theory with a non-zero
cosmological constant is well-defined for semi-simple Lie groups. We should emphasize,
however, that it is not necessary to restrict ourselves to semi-simple Lie groups. In what
follows, we will only assume that ǫIJK exists. Given such a Lie group G, the action
GSΛ(
3e, 3A) :=
1
2
∫
M
η˜abc 3eaI(
3F Ibc −
Λ
3
ǫIJK 3ebJ
3ecK) (5.5)
will be called the 2+1 Palatini action based on G with cosmological constant Λ. Note that
3F Iab = 2∂[a
3AIb] + [
3Aa,
3Ab]
I , (5.6)
19We will require that ǫIJK be invariant under the adjoint action of the Lie algebra LG on its dual L∗G—
i.e., that ǫIJK{v, α}IβJγK + ǫIJKαI{v, β}JγK + ǫIJKαIβJ{v, γ}K = 0 for all vI ∈ LG and αI , βI , γI ∈
L∗G. ({v, α}I is the co-adjoint bracket of vI and αI defined in terms of the structure constants CIJK via
{v, α}I := CKJIvJαK .) Invariance of ǫIJK is equivalent to ǫM [IJCK]MN = 0.
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where [3Aa,
3Ab]
I := CIJK
3AJa
3AKb is the Lie bracket in LG. It is only for G = SO(2, 1) that
CIJK = ǫ
I
JK = ǫ
IMNηMJηNK .
To obtain the Euler-Lagrange equations of motion, we vary GSΛ(
3e, 3A) with respect to
both 3eaI and
3AIa. We find
η˜abc( 3F Ibc − ΛǫIJK 3ebJ 3ecK) = 0 and 3Db(η˜abc 3ecI) = 0, (5.7)
where the second equation, as usual, requires a torsion-free extension of the generalized
derivative operator 3Da to spacetime tensor fields, but is independent of this choice. Note
further that if Λ 6= 0, 3Da is not flat. In fact, for the special case G = SO(2, 1), equations
(5.7) imply that the spacetime (M, gab :=
3eaI
3ebJη
IJ) has constant curvature equal to 6Λ.
To show that the above two equations reproduce (5.1), let us restrict ourselves to G =
SO(2, 1) (with ǫIJK being the volume element of ηIJ) so that
3eaI is, in fact, a co-triad.
Then by following the argument given in Section 3, we find that the second equation implies
3AIa = Γ
I
a, where Γ
I
a is the (internal) Christoffel symbol of the unique, torsion-free generalized
derivative operator ∇a compatible with the co-triad 3eaI . Thus, 3Da is not arbitrary, but
equals ∇a when acting on internal indices. Substituting this solution back into the first
equation, we find
η˜abc(RIbc − ΛǫIJK 3ebJ 3ecK) = 0, (5.8)
where RIab is the (internal) curvature tensor of ∇a. Contracting (5.8) with 3edI gives
Gad + Λgad = 0. (5.9)
This is the desired result.
To put this theory in Hamiltonian form, we will assume that M is topologically Σ× R,
and assume that there exists a function t (with nowhere vanishing gradient (dt)a) such that
each t = const surface Σt is diffeomorphic to Σ. By t
a we will denote the flow vector field
satisfying ta(dt)a = 1. Using η˜
abc = 3t[aη˜bc]dt (and our decomposition of GSP (
3e, 3A) from
Section 3), we obtain
GSΛ(
3e, 3A) =
∫
dt
∫
Σ
1
2
(3e · t)I(η˜abF Iab − ΛǫIJK∼ηabE˜aJE˜bK)
+ E˜aIL~t AIa − E˜aIDa(3A · t)I .
(5.10)
The configuration variables are (3e · t)I := ta 3eaI , E˜aI := η˜ab 3ebI , (3A · t)I := ta 3AIa, and
AIa := t
b
a
3AIb . Thus, (modulo a surface integral) the Lagrangian
GLΛ of the 2+1 Palatini
theory based on G with cosmological constant Λ is given by
GLΛ =
∫
Σ
1
2
(3e · t)I(η˜abF Iab − ΛǫIJK∼ηabE˜aJE˜bK)
+ E˜aIL~t AIa + (DaE˜aI )(3A · t)I .
(5.11)
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GLΛ is to be viewed as a functional of the configuration variables and their first derivatives.
Following the standard Dirac constraint analysis, we find that the momentum canonically
conjugate to AIa is E˜
a
I , while (
3e · t)I and (3A · t)I both play the role of Lagrange multipliers.
Thus, the phase space and symplectic structure are the same as those found for the 2+1
Palatini theory with Λ = 0, and the Hamiltonian is given by
GHΛ(A, E˜) =
∫
Σ
−1
2
(3e · t)I(η˜abF Iab − ΛǫIJK∼ηabE˜aJE˜bK)− (DaE˜aI )(3A · t)I . (5.12)
We will see that this is just a sum of 1st class constraint functions associated with
η˜abF Iab − ΛǫIJK∼ηabE˜aJE˜bK ≈ 0 and DaE˜aI ≈ 0. (5.13)
By inspection, constraint equations (5.13) are polynomial in the canonically conjugate vari-
ables (AIa, E˜
a
I ). They are the field equations (5.7) pulled-back to Σ with η˜
ab.
As usual, given test fields αI and v
I , which take values in L∗G and LG, we can define
constraint functions
F (α) :=
1
2
∫
Σ
αI(η˜
abF Iab − ΛǫIJK∼ηabE˜aJE˜bK) and G(v) :=
∫
Σ
vI(DaE˜aI ). (5.14)
Note that G(v) is unchanged from the 2+1 Palatini theory with Λ = 0, while F (α) has an
additional term quadratic in the momentum E˜aI . There is only one new functional derivative,
δF (α)
δE˜aI
= −ΛǫIJK∼ηabE˜bJαK . (5.15)
All the others are the same as before.
Under the 1-parameter family of diffeomorphisms associated with the Hamiltonian vector
field XF (α), we have
AIa 7→ AIa − ǫ(ΛǫIJK∼ηabE˜bJαK) +O(ǫ2) and (5.16a)
E˜aI 7→ E˜aI − ǫ(η˜abDbαI) +O(ǫ2). (5.16b)
Similarly, under the 1-parameter family of diffeomorphisms associated with the Hamiltonian
vector field XG(v), we have
AIa 7→ AIa − ǫDavI +O(ǫ2) and (5.17a)
E˜aI 7→ E˜aI − ǫ{v, E˜a}I +O(ǫ2). (5.17b)
Comparing these results with those from the 2+1 Palatini theory with Λ = 0, we see that the
motion of 3AIa generated by the constraint functions no longer corresponds to the usual gauge
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transformation of Yang-Mills theory. This is due to the non-zero contribution from F (α).
In fact, since F (α) depends quadratically on the momentum E˜aI , the reduced phase space of
the 2+1 Palatini theory with non-zero cosmological constant Λ is not naturally a cotangent
bundle over a reduced configuration space. Thus, the result of Section 4 that the reduced
phase space of the Chern-Simons theory based on G equals the reduced configuration space
of the 2+1 Palatini theory based on the same G does not extend in general to the case Λ 6= 0.
Nevertheless, we can still evaluate the Poisson brackets of the constraint functions F (α)
and G(v). As in the Λ = 0 case, we find that
{G(v), G(w)} = G([v, w]), (5.18)
where [v, w]I = CIJKv
JwK is the Lie bracket of vI and wI , so vI 7→ G(v) is a representation
of the Lie algebra LG. Although F (α) has changed, we again find that
{G(v), F (α)} = −F ({v, α}), (5.19)
where {v, α}I = CKJIvJαK is the co-adjoint bracket of vI and αI . However, the Poisson
bracket of F (α) with F (β) is no longer zero; it equals
{F (α), F (β)} = −ΛG(ǫ(α, β)), (5.20)
where ǫ(α, β)I := ǫIJKαJβK . Thus, the totality of constraint functions is closed under
Poisson bracket —i.e., they form a 1st class set. In fact, since (5.18), (5.19), and (5.20) do
not involve any structure functions, the constraint functions form a Lie algebra with respect
to Poisson bracket. The mapping (α, v) ∈ L∗G × LG 7→ (F (α), G(v)) is a representation of
the Lie algebra LΛG of the Λ-deformation, ΛG, of the Lie group G.20 The F (α)’s play the
role of “boosts” while the G(v)’s play the role of “rotations” in the Λ-deformation of G.
5.2 Relationship to Chern-Simons theory
In a manner similar to that used in subsection 4.4, we will now show that if G is any Lie
group which admits an invariant, totally anti-symmetric tensor ǫIJK , then the 2+1 Palatini
theory based on G with cosmological constant Λ is equivalent to Chern-Simons theory based
on the Λ-deformation, ΛG, of the Lie group G. The actions for these two theories are the
same modulo a surface term that does not affect the equations of motion.
20We will discuss the construction of the Λ-deformation of a Lie group G in the following section where
we show the equivalence between the 2+1 Palatini theory based on G with cosmological constant Λ and
Chern-Simons theory based on ΛG. When Λ = 0, ΛG is just the inhomogeneous Lie group IG constructed
in subsection 4.4.
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Given a Lie group G with an invariant, totally anti-symmetric tensor ǫIJK , we first
construct the Λ-deformation, ΛG, of G as follows: Form the direct sum vector space L∗G⊕LG
(having typical elements (α, v)i := (αI , v
I) and (β, w)i := (βI , w
I)) and then define a bracket
on L∗G ⊕ LG via
[(α, v), (β, w)]i := (−{v, β}+ {w, α}, [v, w]− Λǫ(α, β))i, (5.21)
where [v, w]I := CIJKv
JwK , {v, β}I := CKJIvJβK , and ǫ(α, β)I := ǫIJKαJβK . By inspec-
tion, (5.21) is linear and anti-symmetric. By using the Jacobi identity CM [IJC
N
K]M = 0
on LG together with the anti-symmetry and invariance of ǫIJK , one can show that (5.21)
satisfies the Jacobi identity as well. Thus, the vector space LΛG := L∗G ⊕ LG together with
(5.21) is actually a Lie algebra. We call LΛG the Λ-deformed Lie algebra associated with G.
The Λ-deformation, ΛG, of G is obtained by exponentiating LΛG. We can think of ΛG as
an extension of the inhomogeneous Lie group IG in the sense that ΛG reduces to IG when
Λ = 0. Note also that if G = SO(2, 1), then the above construction for ΛG yields SO(3, 1)
if Λ < 0 and SO(2, 2) if Λ > 0.
In addition to the above Lie algebra structure, L∗G⊕LG is also equipped with a (natural)
invariant, non-degenerate bilinear form
kij(α, v)
i(β, w)j := αIw
I + βIv
I . (5.22)
This is the same kij that we had when Λ = 0. As before, the existence of kij will allow us to
construct Chern-Simons theory for ΛG.
Given these remarks, we are now ready to verify that the 2+1 Palatini theory based on
G with cosmological constant Λ is equivalent to Chern-Simons theory based on ΛG. Recall
that
GSΛ(
3e, 3A) =
1
2
∫
M
η˜abc 3eaI(
3F Ibc −
Λ
3
ǫIJK 3ebJ
3ecK), (5.23)
where 3AIa and
3eaI are LG- and L∗G-valued 1-forms. If we now construct the Λ-deformed Lie
algebra LΛG associated with G and define an LΛG-valued connection 1-form 3Aia via
3Aia := (
3eaI ,
3AIa), (5.24)
then a straightforward calculation along the lines of that used in subsection 4.4 shows that
the Chern-Simons action
ΛGSCS(
3A) =
1
2
∫
M
η˜abckij
(
3Aia∂b
3Ajc +
1
3
3Aia[
3Ab,
3Ac]
j
)
(5.25)
equals GSΛ(
3e, 3A) modulo a surface term which does not affect the Euler-Lagrange equations
of motion. Specializing to the case G = SO(2, 1), we see that 2+1 gravity coupled to the
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cosmological constant Λ is equivalent to Chern-Simons theory based on SO(3, 1) if Λ < 0 or
SO(2, 2) if Λ > 0. This was the observation of Witten [8].
5.3 2+1 Palatini theory coupled to a massless scalar field
So far, we have seen that the 2+1 Palatini theory (with or without a cosmological constant
Λ) is well-defined for a wide class of Lie groups. If Λ = 0, the Lie group G can be completely
arbitrary; if Λ 6= 0, then G has to admit an invariant, totally anti-symmetric tensor ǫIJK . We
are not forced to restrict ourselves to G = SO(2, 1). However, in order to couple fundamental
matter fields with local degrees of freedom to 2+1 gravity via the 2+1 Palatini action, we
will need to take G = SO(2, 1). The matter actions require the existence of a spacetime
metric gab, and, as such,
3eIa must have the interpretation of a co-triad. We will only consider
coupling a massless scalar field to 2+1 gravity in this section—a similar treatment would
work for Yang-Mills and Dirac fields as well.
Let us first recall that the theory of a massless scalar field φ can be defined in n+1
dimensions. If gab denotes the inverse of the spacetime metric gab, then the Klein-Gordon
action SKG(g
ab, φ) is defined by
SKG(g
ab, φ) := −8π
∫
M
√−g gab∂aφ∂bφ, (5.26)
where ∂aφ denotes the gradient of φ. To couple the scalar field to gravity, we simply add the
Klein-Gordon action (5.26) to the standard Einstein-Hilbert action
SEH(g
ab) =
∫
M
√−gR. (5.27)
The total action ST (g
ab, φ) is then given by the sum
ST (g
ab, φ) := SEH(g
ab) + SKG(g
ab, φ), (5.28)
and the Euler-Lagrange equations of motion are obtained by varying ST (g
ab, φ) with respect
to both gab and φ. The variation of φ yields
gab∇a∇bφ = 0, (5.29)
while the variation of gab yields
Gab = 8πTab(KG). (5.30)
∇a is the unique, torsion-free spacetime derivative operator compatible with the metric gab,
and Tab(KG) is the stress-energy tensor of the massless scalar field. In terms of gab and φ,
we have
Tab(KG) := ∂aφ∂bφ− 1
2
gab∂cφ∂
cφ. (5.31)
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Now let us restrict ourselves to 2+1 dimensions and rewrite the above actions and equa-
tions of motion in 2+1 Palatini form. As we saw in Section 3, the 2+1 Palatini action can
be written as
SP (
3e, 3A) :=
1
2
∫
M
η˜abc 3eaI
3F Ibc, (5.32)
where 3eaI is the co-triad related to the spacetime metric gab via gab :=
3eIa
3eJb ηIJ and
3F Iab =
2∂[a
3AIb] + ǫ
I
JK
3AJa
3AKb is the internal curvature tensor of the generalized derivative operator
3Da defined by 3AIa. The Klein-Gordon action, viewed as a functional of 3eIa and the scalar
field φ, is given by
SKG(
3e, φ) = −8π
∫
M
√−g gab∂aφ∂bφ. (5.33)
Note that although the Klein-Gordon action depends on the co-triad 3eaI through its depen-
dence on
√−g and gab, it is independent of the connection 1-form 3AIa. In fact, of all the
fundamental matter couplings, only the action for the Dirac field would depend on 3AIa.
Given (5.32) and (5.33), we define the total action as the sum
ST (
3e, 3A, φ) := SP (
3e, 3A) +
1
2
SKG(
3e, φ). (5.34)
The additional factor of 1/2 is needed in front of SKG(
3e, φ) so that the above definition
of the total action will be consistent with the definition of SP (
3e, 3A). The Euler-Lagrange
equations of motion are obtained by varying ST (
3e, 3A, φ) with respect to each field. Varying
φ gives
gab∇a∇bφ = 0, (5.35)
while varying 3AIa and
3eaI imply
3Db(η˜abc 3ecI) = 0 and (5.36)
η˜abc 3F Ibc − 8π
√−g(3eaIgbc − 2 3ebIgac)∂bφ∂cφ = 0, (5.37)
respectively. Note that equation (5.35) is just the standard equation of motion for φ, while
equation (5.36) implies that 3AIa = Γ
I
a, as in the vacuum case. Substituting this result for
3AIa back into (5.37) and contracting with
3edI gives
Gad = 8πT ad(KG). (5.38)
These are the desired results.
To put this theory in Hamiltonian form, we will basically proceed as we have in the past,
but use additional structure provided by the spacetime metric gab. We will assume that
M is topologically Σ × R for some spacelike submanifold Σ and assume that there exists
a time function t (with nowhere vanishing gradient (dt)a) such that each t = const surface
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Σt is diffeomorphic to Σ. t
a will denote the time flow vector field (ta(dt)a = 1), while na
will denote the unit covariant normal to the t = const surfaces. na := gabnb will be the
associated future-pointing timelike vector field (nana = −1). Given na and na, it follows
that qab := δ
a
b +n
anb is a projection operator into the t = const surfaces. We can then define
the induced metric qab, the lapse N , and shift N
a as we did for the standard Einstein-Hilbert
theory in Section 2. Recall that ta = Nna +Na, with Nana = 0.
Now let us write the total action (5.34) in 2+1 form by decomposing each of its pieces.
Using η˜abc = 3t[aη˜bc]dt, it follows that
SP (
3e, 3A) =
∫
dt
∫
Σ
1
2
(3e · t)I η˜abF Iab + E˜aIL~t AIa − E˜aIDa(3A · t)I , (5.39)
where (3e · t)I := ta 3eaI , E˜aI := η˜ab 3ebI , (3A · t)I := ta 3AIa, and AIa := qba 3AIb . To obtain (39),
we used the fact that L~t qab = 0. Note also that F Iab := qcaqdb 3F Icd is the curvature tensor of
the generalized derivative operator Da (:= qba 3Db) on Σ associated with AIa. Since
1
2
(3e · t)I η˜abF Iab = −
1
2∼Nǫ
IJKE˜aI E˜
b
JFabK −NaE˜bIF Iab (5.40)
(where ∼N := q−
1
2N), we see that (modulo a surface integral) the Lagrangian LP of the 2+1
Palatini theory is given by
LP =
∫
Σ
−1
2∼Nǫ
IJKE˜aI E˜
b
JFabK −NaE˜bIF Iab + E˜aIL~t AIa + (DaE˜aI )(3A · t)I . (5.41)
Similarly, using gab = qab − nanb and the decomposition √−g = N√qdt, it follows that
SKG(
3e, φ) = −8π
∫
dt
∫
Σ
{
∼N ˜˜qab∂aφ∂bφ−∼N−1(L~t φ−Na∂aφ)2
}
, (5.42)
where ˜˜qab := qqab (= E˜aI E˜bI). Thus, the Klein-Gordon Lagrangian LKG is simply given by
LKG = −8π
∫
Σ
{
∼N ˜˜qab∂aφ∂bφ−∼N−1(L~t φ−Na∂aφ)2
}
. (5.43)
The total Lagrangian LT is the sum LT = LP +
1
2
LKG and is to be viewed as a functional of
the configuration variables (3A · t)I , ∼N , Na, AIa, E˜aI , φ and their first time derivatives.
Following the standard Dirac constraint analysis, we find that
π˜ :=
δLT
δ(L~t φ)
= 8π∼N−1(L~t φ−Na∂aφ) (5.44)
is the momentum canonically conjugate to φ. Since this equation can be inverted to give
L~t φ =
1
8π∼Nπ˜ +N
a∂aφ, (5.45)
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it does not define a constraint. On the other hand, E˜aI is constrained to be the momentum
canonically conjugate to AIa, while (
3A · t)I , ∼N , and Na play the role of Lagrange multipliers.
The resulting total phase space (ΓT ,ΩT ) is coordinatized by the pairs of fields (A
I
a, E˜
a
I ) and
(φ, π˜) with symplectic structure
ΩT =
∫
Σ
dIE˜aI ∧ dIAIa + Tr(dIπ˜ ∧ dIφ). (5.46)
The Hamiltonian is given by
HT (A, E˜, φ, E˜) =
∫
Σ∼N
(1
2
ǫIJKE˜aI E˜
b
JFabK + (4π
˜˜qab∂aφ∂bφ+ 1
16π
π˜2)
)
+Na(E˜bIF
I
ab + π˜∂aφ)− (DaE˜aI )(3A · t)I ,
(5.47)
We shall see that this is just a sum of 1st class constraint functions associated with
1
2
ǫIJKE˜aI E˜
b
JFabK + (4π
˜˜qab∂aφ∂bφ+ 1
16π
π˜2) ≈ 0, (5.48)
E˜bIF
I
ab + π˜∂aφ ≈ 0, and (5.49)
DaE˜aI ≈ 0. (5.50)
These are the constraint equations associated with the Lagrange multipliers ∼N , Na, (3A · t)I ,
respectively.
Two remarks are in order: First, note that just as we found for the 2+1 Palatini theory
with or without a cosmological constant Λ, the constraint equations for the 2+1 Palatini
theory coupled to a Klein-Gordon field are polynomial in the basic canonically conjugate
variables (AIa, E˜
a
I ) and (φ, π˜). Since the Hamiltonian is just a sum of these constraints, it
follows that the evolution equations will be polynomial as well. Second, since the constraint
equations do not involve the inverse of E˜aI , the above Hamiltonian formulation is well-defined
even if E˜aI is non-invertible. Thus, we have a slight extension of the standard 2+1 theory of
gravity coupled to a massless scalar field. It can handle those cases where the spatial metric˜˜qab := E˜aI E˜bI becomes degenerate.
Our next goal is to verify the claim that the constraint functions associated with (5.48)-
(5.50) form a 1st class set. To do this, we let vI (which takes values in the Lie algebra of
SO(2, 1)), ∼N , and Na be arbitrary test fields on Σ. Then we define
C(∼N) :=
∫
Σ∼N
(1
2
ǫIJKE˜aI E˜
b
JFabK + (4π
˜˜qab∂aφ∂bφ+ 1
16π
π˜2)
)
, (5.51)
C ′( ~N) :=
∫
Σ
Na(E˜bIF
I
ab + π˜∂aφ), and (5.52)
G(v) :=
∫
Σ
vI(DaE˜aI ), (5.53)
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to be the scalar, vector, and Gauss constraint functions.
As we saw in subsection 3.3 for the 2+1 Palatini theory, the subset of Gauss constraint
functions form a Lie algebra with respect to Poisson bracket. Given G(v) and G(w), we have
{G(v), G(w)} = G([v, w]), (5.54)
where [v, w]I is the Lie bracket in LSO(2,1). Thus, the mapping v 7→ G(v) is a representation
of the Lie algebra LSO(2,1). Given its geometrical interpretation as the generator of internal
rotations, it follows that
{G(v), C(∼N)} = 0 and (5.55)
{G(v), C ′( ~N)} = 0, (5.56)
as well.
Since one can show that the vector constraint function does not by itself have any direct
geometrical interpretation (see, e.g., [34]), we will define a new constraint function C( ~N) by
taking a linear combination of the vector and Gauss constraints. We define
C( ~N) := C ′( ~N)−G(N), (5.57)
where N I := NaAIa. We will call C(
~N) the diffeomorphism constraint function since the
motion it generates on phase space corresponds to the 1-parameter family of diffeomorphisms
on Σ associated with the vector field Na. To see this, we can write
C( ~N) : = C ′( ~N)−G(N)
=
∫
Σ
Na(E˜bIF
I
ab + π˜∂aφ)−
∫
Σ
N I(DaE˜aI )
=
∫
Σ
Na(E˜bIF
I
ab − AIaDbE˜bI) + π˜Na∂aφ
=
∫
Σ
E˜aIL ~NAIa + π˜L ~Nφ,
(5.58)
where the Lie derivative with respect to Na treats fields having only internal indices as
scalars. To obtain the last line of (5.58), we ignored a surface integral (which would vanish
anyways for Na satisfying the appropriate boundary conditions). By inspection, it follows
that AIa 7→ AIa+ ǫL ~NAIa+O(ǫ2), etc. Using this geometric interpretation of C( ~N), it follows
that
{C( ~N), G(v)} = G(L ~Nv), (5.59)
{C( ~N), C(∼M)} = C(L ~N∼M), and (5.60)
{C( ~N), C( ~M)} = C([ ~N, ~M ]). (5.61)
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We are left to evaluate the Poisson bracket {C(∼N), C(∼M)} of two scalar constraints.
After a fairly long but straightforward calculation, one can show that
{C(∼N), C(∼M)} = C ′( ~K)
(
= C( ~K) +G(K, K)
)
, (5.62)
where Ka := ˜˜qab(∼N∂b∼M − ∼M∂b∼N) and ˜˜qab = E˜aI E˜bI . This result makes crucial use of the
fact that
ǫIJKǫI
MN = (−1)(ηJMηKN − ηJNηKM). (5.63)
This is a property of the structure constants ǫI JK := ǫ
IMNηMJηNK of the Lie algebra of
SO(2, 1). Thus, the constraint functions are closed under Poisson bracket—i.e., they form
a 1st class set. Note, however, that since the vector field Ka depends on the phase space
variable E˜aI , the Poisson bracket (5.62) involves structure functions. The constraint functions
do not form a Lie algebra. This result is similar to what we found for the standard Einstein-
Hilbert theory in subsection 2.3.
It is interesting to note that even if we did not couple matter to the 2+1 Palatini theory,
but performed the Legendre transform as we did above (i.e., using the additional structure
provided by the spacetime metric gab :=
3eIa
3eJb ηIJ), we would still obtain the same Poisson
bracket algebra. The constraint functions would still fail to form a Lie algebra due to the
structure functions in (5.62). At first, something seems to be wrong with this statement,
since we saw in subsection 3.3 that the constraint functions G(v) and F (α) of the 2+1
Palatini theory form a Lie algebra with respect to Poisson bracket. One may ask why the
constraints functions obtained via one decomposition of the 2+1 Palatini theory form a Lie
algebra, while those obtained from another decomposition do not.
The answer to this question is actually fairly simple. Namely, it is easy to destroy the
“Lie algebra-ness” of a set of constraint functions. If φi (i = 1, · · · , m) denote m constraint
functions which form a Lie algebra under Poisson bracket (i.e., {φi, φj} = Ckijφk where Ckij
are constants), then a linear combination of these constraints, χi = Λi
jφj , will not in general
form a Lie algebra if Λi
j are not constants on the phase space. In essence, this is what
happens when one passes from the G(v) and F (α) constraint functions of subsection 3.3 to
the G(v), C(∼N), and C( ~N) constraint functions of this subsection. The transition from F (α)
to C(∼N) and C( ~N) involve functions of the phase space variables.
6. 3+1 Palatini theory
In this section, we will describe the 3+1 Palatini theory. In subsection 6.1, we define the
3+1 Palatini action and show that the Euler-Lagrange equations of motion are equivalent
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to the standard vacuum Einstein’s equation. In subsection 6.2, we will follow the standard
Dirac constraint analysis to put the 3+1 Palatini theory in Hamiltonian form. We obtain a
set of constraint equations which include a 2nd class pair. By solving this pair, we find that
the remaining (1st class) constraints become non-polynomial in the (reduced) phase space
variables. In essence, we are forced into using the standard geometrodynamical variables of
general relativity. In fact, as we shall see in subsection 6.3, the Hamiltonian formulation of
the 3+1 Palatini theory is just that of the standard Einstein-Hilbert theory. Thus, the 3+1
Palatini theory does not give us a connection-dynamic description of 3+1 gravity.
Much of the material in subsection 6.2 is based on an an analysis of the 3+1 Palatini
theory given in Chapter 4 of [3].
6.1 Euler-Lagrange equations of motion
To obtain the Palatini action for 3+1 gravity, we will first write the standard Einstein-
Hilbert action
SEH(g
ab) =
∫
Σ
√−gR (6.1)
in tetrad notation. Using
RabI
J = Rabc
d 4ecI
4eJd (6.2)
(which relates the internal and spacetime curvature tensors of the unique, torsion-free gen-
eralized derivative operator ∇a compatible with the tetrad 4eaI) and
ǫabcd =
4eIa
4eJb
4eKc
4eLd ǫIJKL (6.3)
(which relates the volume element ǫabcd of gab =
4eIa
4eJb ηIJ to the volume element ǫIJKL of
ηIJ), we find that √−gR = 1
4
η˜abcdǫIJKL
4eIa
4eJb Rcd
KL. (6.4)
Thus, viewed as a functional of the co-tetrad 4eIa, the standard Einstein-Hilbert action is
given by
SEH(
4e) =
1
4
∫
Σ
η˜abcdǫIJKL
4eIa
4eJb Rcd
KL. (6.5)
To obtain the 3+1 Palatini action, we simply replace RabI
J in (5) with the internal
curvature tensor 4FabI
J of an arbitrary generalized derivative operator 4Da defined by
4DakI := ∂akI + 4AaIJkJ . (6.6)
We define the 3+1 Palatini action to be
SP (
4e, 4A) :=
1
8
∫
M
η˜abcdǫIJKL
4eIa
4eJb
4Fcd
KL, (6.7)
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where 4FabI
J = 2∂[a
4Ab]I
J + [4Aa,
4Ab]I
J . Just as we did for the 2+1 Palatini theory, we have
included an additional factor of 1/2 in definition (6.7) so our canonically conjugate variables
will agree with those used in the literature (see, e.g., [3]). Note also, that as defined above,
4Da knows how to act only on internal indices. We do not require that 4Da know how to
act on spacetime indices. However, we will often find it convenient to consider a torsion-free
extension of 4Da to spacetime tensor fields. All calculations and all results will be independent
of this choice of extension.
Since the 3+1 Palatini action is a functional of both a co-tetrad and a connection 1-form,
there will be two Euler-Lagrange equations of motion. When we vary SP (
4e, 4A) with respect
to 4eIa and
4Aa
IJ , we find
η˜abcdǫIJKL
4eJb
4Fcd
KL = 0 and (6.8)
4Db(η˜abcdǫIJKL 4eKc 4eLd ) = 0, (6.9)
respectively. The last equation requires a torsion-free extension of 4Da to spacetime tensor
fields, but since the left hand side of (6.9) is the divergence of a skew spacetime tensor
density of weight +1 onM , it is independent of this choice. Noting that η˜abcdǫIJKL
4eKc
4eLd =
4(4e) 4e
[a
I
4e
b]
J (where (
4e) :=
√−g), we can rewrite (6.9) as
4Db
(
(4e) 4e
[a
I
4e
b]
J
)
= 0. (6.10)
This equation is identical in form to equation (3.18) obtained in Section 3 for the 2+1 Palatini
theory.
By following exactly the same argument used in subsection 3.1, equation (6.10) implies
that 4AaI
J = ΓaI
J , where ΓaI
J is the internal Christoffel symbol of ∇a. Using this result, the
remaining Euler-Lagrange equation of motion (6.8) becomes
η˜abcdǫIJKL
4eJb Rcd
KL = 0. (6.11)
When (6.11) is contracted with 4eeI , we get Gae = 0. Thus, we can produce the 3+1 vacuum
Einstein’s equation starting from the 3+1 Palatini action given by (6.7). Note that just as
in the 2+1 theory, the equation of motion (6.9) for 4AaI
J can be solved uniquely for 4AaI
J
in terms of the remaining basic variables 4eIa. The pulled-back action SP (
4e) defined on the
solution space 4AaI
J = ΓaI
J is just 1/2 times the standard Einstein-Hilbert action SEH(
4e)
given by (6.5).
6.2 Legendre transform
To put the 3+1 Palatini theory in Hamiltonian form, we will use the additional structure
provided by the spacetime metric gab. We will assume that M is topologically Σ × R for
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some spacelike submanifold Σ and assume that there exists a time function t (with nowhere
vanishing gradient (dt)a) such that each t = const surface Σt is diffeomorphic to Σ. t
a
will denote the time flow vector field (ta(dt)a = 1), while na will denote the unit covariant
normal to the t = const surfaces. na := gabnb will be the associated future-pointing timelike
vector field (nana = −1). Given na and na, it follows that qab := δab + nanb is a projection
operator into the t = const surfaces. We can then define the induced metric qab, the lapse
N , and shift Na as we did for the standard Einstein-Hilbert theory in Section 2. Recall that
ta = Nna +Na, with Nana = 0.
Now let us write (6.7) in 3+1 form. Using the decomposition η˜abcd = 4t[aη˜bcd]dt (where
η˜abc is the Levi-Civita tensor density of weight +1 on Σ), we get
SP (
4e, 4A) =
1
8
∫
M
η˜abcdǫIJKL
4eIa
4eJb
4Fcd
KL
=
∫
dt
∫
Σ
1
4
(4e · t)IǫIJKLη˜bcdeJbFcdKL +
1
2
E˜aIJL~t AaIJ −
1
2
E˜aIJDa(4A · t)IJ ,
(6.12)
where (4e · t)I := ta 4eaI , E˜aIJ := 12ǫIJKLη˜abc 4eKb 4eLc , (4A · t)IJ := ta 4AaIJ , AaIJ := qba 4AbIJ ,
and eIa := q
b
a
4eIb . To obtain the last line of (6.12), we used the fact that L~t qab = 0. Note
also that Fab
IJ := qcaq
d
b
4Fcd
IJ is the curvature tensor of the generalized derivative operator
Da (:= qba 4Db) on Σ associated with AaIJ . Since
1
4
(4e · t)IǫIJKLη˜bcdeJbFcdKL = −
1
2∼NTr(E˜
aE˜bFab) +
1
2
NaTr(E˜bFab) (6.13)
(where ∼N := q−
1
2N and Tr denotes the trace operation on internal indices), we see that
(modulo a surface integral) the Lagrangian LP of the 3+1 Palatini theory is given by
LP =
∫
Σ
−1
2∼NTr(E˜
aE˜bFab) +
1
2
NaTr(E˜bFab)
+
1
2
E˜aIJL~t AaIJ +
1
2
(DaE˜aIJ)(4A · t)IJ .
(6.14)
The configuration variables of the theory are (4A · t)IJ , ∼N , Na, AaIJ , and E˜aIJ .
But before we perform the Legendre transform, we should note that the configuration
variable E˜aIJ is not free to take on arbitrary values. In fact, from its definition
E˜aIJ :=
1
2
ǫIJKLη˜
abc 4eKb
4eLc , (6.15)
one can show that
˜˜
φab := ǫIJKLE˜aIJE˜
b
KL = 0 and Tr(E˜
aE˜b) > 0. (6.16)
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The second condition follows from the fact that Tr(E˜aE˜b) = 2˜˜qab (= 2qqab), where qab is
the inverse of the induced positive-definite metric qab on Σ. Thus, the starting point for the
Legendre transform is LP together with the primary constraint
˜˜
φab = 0. Since the inequality is
a non-holonomic constraint, it will not reduce the number of phase space degrees of freedom.
If we now follow the standard Dirac constraint analysis, we find that (4A · t)IJ , ∼N , and
Na play the role of Lagrange multipliers. Their associated constraint equations (which arise
as secondary constraints in the analysis) are
Tr(E˜aE˜bFab) ≈ 0, (6.17)
Tr(E˜bFab) ≈ 0, and (6.18)
DaE˜aIJ ≈ 0. (6.19)
There is also a primary constraint which says that 1
2
E˜aIJ is the momentum canonically
conjugate to Aa
IJ . By demanding that the Poisson bracket of this constraint with the total
Hamiltonian and the Poisson bracket of
˜˜
φab with the total Hamiltonian be weakly zero, we
find that
χab := ǫIJKL(DcE˜aIJ)[E˜b, E˜c]KL + (a↔ b) ≈ 0. (6.20)
This is an additional secondary constraint which must be appended to constraint equations
(6.16)-(6.19). In virtue of
˜˜
φab = 0, the expression for χab is independent of the choice
of torsion-free extension of Da to spacetime tensor fields. If we further demand that the
Poisson bracket of χab with the total Hamiltonian be weakly zero, we find nothing new—i.e.,
there are no tertiary constraints.
Let us summarize the situation so far: Out of the original set of configuration variables
{(4A · t)IJ , ∼N, Na, AaIJ , E˜aIJ}, the first three are non-dynamical. We also found that
1
2
E˜aIJ is the momentum canonically conjugate to Aa
IJ . Thus, the phase space (Γ′P ,Ω
′
P ) of
the 3+1 Palatini theory is coordinatized by the pair (Aa
IJ , E˜aIJ) and has the symplectic
structure
Ω′P =
1
2
∫
Σ
dIE˜aIJ ∧ dIAaIJ . (6.21)
The Hamiltonian is given by
H ′P (A, E˜) =
∫
Σ
1
2∼NTr(E˜
aE˜bFab)− 1
2
NaTr(E˜bFab)− 1
2
(DaE˜aIJ)(4A · t)IJ
+∼λabǫIJKLE˜aIJE˜bKL,
(6.22)
where ∼λab is a Lagrange multiplier. The constraints of the theory are (6.16)-(6.20). Note also
that at this stage of the Dirac constraint analysis all constraint (and evolution) equations
are polynomial in the canonically conjugate variables.
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The next step in the Dirac constraint analysis is to evaluate the Poisson brackets of the
constraints and solve all 2nd class pairs. Since only
{˜˜φab(x), χcd(y)} 6≈ 0, (6.23)
we just have to solve constraint equations (6.16) and (6.20). As shown in Chapter 4 of [3],
the most general solution to (6.16) is
E˜aIJ =: 2E˜
a
[InJ ], (6.24)
for some unit timelike covariant normal nI (nIn
I = −1) with E˜aI invertible and E˜aInI = 0.
By writing E˜aIJ in this form, we see that the original 18 degrees of freedom per space point
for E˜aIJ has been reduced to 12. Note also that E˜
a
I E˜
bI = ˜˜qab, so E˜aI is in fact a (densitized)
triad.
Given (6.24), the most convenient way to solve (6.20) is to gauge fix the internal vector
nI . This will further reduce the number of degrees of freedom of E˜aIJ to 9, since now
only E˜aI will be arbitrary. However, gauge fixing n
I requires us to solve the boost part of
(6.19) relative to nI as well.
21 We can only keep that part of (6.19) which generates internal
rotations leaving nI invariant.
To solve these constraints, let us first define an internal connection 1-form KaI
J via
DakI =: DakI +KaIJkJ , (6.25)
where Da is the unique, torsion-free generalized derivative operator on Σ compatible with
the (densitized) triad E˜aI and the gauge fixed internal vector n
I . Then constraint equation
(6.20) and the boost part of (6.19) become
χab = −4ǫIJKKcILE˜(aL E˜b)J E˜cK ≈ 0 and (6.26)
(DaE˜aIJ)nJ = −KaMN E˜aNqMI ≈ 0, (6.27)
where qIJ := δ
I
J + n
InJ . By using the invertibility of the (densitized) triad E˜
a
I , one can then
show (again, see Chapter 4 of [3]) that (6.26) and (6.27) imply that Ka
IJ also be pure boost
with respect to nI—i.e., that Ka
IJ have the form
Ka
IJ =: 2K [Ia n
J ], (6.28)
with KIanI = 0. Since Da is determined completely by E˜
a
I and nI , the original 18 degrees of
freedom for Aa
IJ has also been reduced to 9 degrees of freedom per space point. The infor-
mation contained in Aa
IJ (which is independent of E˜aI and nI) is completely characterized
21The boost part of any anti-symmetric tensor AIJ relative to nI is defined to be AIJn
J .
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by KIa . To emphasize the fact that E˜
a
In
I = 0 and KIanI = 0, we will use a 3-dimensional
abstract internal index i and write E˜ai and K
i
a in what follows.
Thus, after eliminating the 2nd class constraints, the phase space (ΓP ,ΩP ) of the 3+1
Palatini theory is coordinatized by the pair (E˜ai , K
i
a) and has the symplectic structure
ΩP =
∫
Σ
dIKia ∧ dIE˜ai . (6.29)
The Hamiltonian is given by
HP (E˜,K) =
∫
Σ
1
2∼N
(
− qR−2E˜a[iE˜bj]KiaKjb
)
− 2NaE˜biD[aKib]
+ (4A · t)ijE˜a[iKaj],
(6.30)
where R denotes the scalar curvature of Da. This is just a sum of the 1st class constraints
functions associated with
˜˜
C(E˜,K) := −qR− 2E˜a[iE˜bj]KiaKjb ≈ 0, (6.31)
C˜a(E˜,K) := 4E˜
b
iD[aK
i
b] ≈ 0, and (6.32)
G˜ij(E˜,K) := −E˜a[iKaj] ≈ 0. (6.33)
(The overall numerical factors have been chosen in order to facilitate the comparison with
the standard Einstein-Hilbert theory.) Note that constraint equations (6.31), (6.32), and
(6.33) are the remaining constraints (6.17), (6.18), and the rotation part of (6.19) relative
to nI expressed in terms of the phase space variables (E˜
a
i , K
i
a).
22 We will call (6.31), (6.32),
and (6.33) the scalar, vector, and Gauss constraints for the 3+1 Palatini theory.
Note that as a consequence of eliminating the 2nd class constraints by solving (6.16),
(6.20), and the boost part of (6.19) relative to nI , the constraint equations (6.31)-(6.33)
(and hence the evolution equations generated by the Hamiltonian) are now non-polynomial
in the canonically conjugate pair (E˜ai , K
i
a). This is due to the dependence ofR on the inverse
of E˜ai . In fact, since E˜
a
i must be invertible, we are forced to take E˜
a
i as the configuration
variable of the theory. We are led back to a geometrodynamical description of 3+1 gravity.
Thus, the Hamiltonian formulation of the 3+1 Palatini theory has the same drawback as the
Hamiltonian formulation of standard Einstein-Hilbert theory. As we shall see in the next
subsection, these theories are effectively the same.
6.3 Relationship to the Einstein-Hilbert theory
22The rotation part of any anti-symmetric tensor AIJ relative to nI is given by q
M
I q
N
J AMN where q
I
J :=
δIJ + n
InJ .
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In this subsection, we will not explicitly evaluate the Poisson bracket algebra of the
constraint functions for the 3+1 Palatini theory. Rather, we will describe the relationship
between the constraint equations (6.31)-(6.33) and those of the standard Einstein-Hilbert
theory. We shall see that if we solve the first class constraint (6.33) by passing to a reduced
phase space, we recover the Hamiltonian formulation of the standard Einstein-Hilbert theory
in terms of the induced metric qab and its canonically conjugate momentum p˜
ab.
To do this, let us first define a tensor field ∼Mab (of density weight -1 on Σ) via
∼Mab := Kia∼Ebi, (6.34)
where ∼Eia is the inverse of the (densitized) triad E˜ai . Then in terms of ∼Mab, one can show
that constraint equation (6.33) is equivalent to
∼M [ab] ≈ 0. (6.35)
Thus, the constraint surface in ΓP defined by (6.33) will be coordinatized in part by the
symmetric part of ∼Mab—i.e., by ∼Kab := ∼M (ab).
But we are not yet finished. Since (6.33) is a 1st class constraint, we must also factor-
out the constraint surface by the orbits of the Hamiltonian vector field associated with the
constraint function
G(Λ) :=
∫
Σ
G˜ij(E˜,K)Λ
ij
(
=
∫
Σ
−E˜aiKajΛij
)
. (6.36)
(Here Λij = Λ[ij] denotes an arbitrary anti-symmetric test field on Σ.) Since it is fairly
easy to show that G(Λ) generates (gauge) rotations of the internal indices (i.e., E˜ai 7→ E˜ai +
ǫΛi
jE˜aj +O(ǫ
2) andKia 7→ Kia−ǫΛj iKja+O(ǫ2)), the factor space will be coordinatized by ∼Kab
and the gauge invariant information contained in E˜ai . This is precisely
˜˜qab = E˜ai E˜bi. Thus,
the reduced phase space (ΓˆP , ΩˆP ) is coordinatized by the pair (˜˜qab,∼Kab) and has symplectic
structure
ΩˆP =
1
2
∫
Σ
dI∼Kab ∧ dI˜˜qab. (6.37)
All we must do now is make contact with the usual canonical variables of the standard
Einstein-Hilbert theory. To do this, let us work with the undensitized fields qab and Kab,
and lower and raise their indices, respectively. Then in terms of p˜ab defined by
p˜ab :=
√
q(Kab −Kqab), (6.38)
one can show that
ΩˆP = −1
2
∫
Σ
dIp˜ab ∧ dIqab (6.39)
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and
˜˜
C(q, p˜) = −qR+ (p˜abp˜ab − 1
2
p˜2) ≈ 0, (6.40)
C˜a(q, p˜) = −2qabDcp˜bc ≈ 0. (6.41)
Up to overall factors, these are just the symplectic structure ΩEH and scalar and vector
constraint equations of the standard Einstein-Hilbert theory described in Section 2. The
factor of −1/2 in the symplectic structure is due to the combination of using an action
which is 1/2 the standard Einstein-Hilbert action and using a (densitized) triad E˜ai instead
of a covariant metric qab as our basic dynamical variables. Thus, we see that the Hamiltonian
formulation of the 3+1 Palatini theory is nothing more than the familiar geometrodynamical
description of general relativity.
7. Self-dual theory
In this section, we will describe the self-dual theory of 3+1 gravity. This theory is similar
in form to the 3+1 Palatini theory described in the previous section; however, it uses a
self-dual connection 1-form as one of its basic variables. We define the self-dual action for
complex 3+1 gravity and show that we still recover the standard vacuum Einstein’s equation
even though we are using only half of a Lorentz connection. We then perform a Legendre
transform to put the theory in Hamiltonian form. In terms of the resulting complex phase
space variables, all equations of the theory are polynomial. This simplification gives the
self-dual theory a major advantage over the 3+1 Palatini theory. As noted in the previous
section, the Hamiltonian formulation of the 3+1 Palatini theory reduces to that of the
standard Einstein-Hilbert theory with its troublesome non-polynomial constraints.
As mentioned in footnote 3 in Section 1, to obtain the phase space variables for the real
theory, we must impose reality conditions to select a real section of the original complex
phase space. At the end of subsection 7.2 we will describe these conditions and discuss
how they are implemented. The need to use reality conditions is a necessary consequence
of using an action principle to obtain the new variables for real 3+1 gravity. Although we
mention here that it is possible to stay within the confines of the real theory by performing
a canonical transformation on the standard phase space of real general relativity, we will not
follow that approach in this paper. (Interested readers should see [1] for a detailed discussion
of Ashtekar’s original approach.) Rather, we will start with an action for the complex theory
and obtain the new variables as outlined above. Henceforth, the co-tetrad 4eIa will be assumed
to be complex unless explicitly stated otherwise.
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7.1 Euler-Lagrange equations of motion
To write down the self-dual action for complex 3+1 gravity, all we have to do is replace
the (Lorentz) connection 1-form 4AaI
J of the 3+1 Palatini theory by a self-dual connection
1-form +4AaI
J and let the co-tetrad 4eIa become complex. We define the self-dual action to be
SSD(
4e, +4A) :=
1
4
∫
M
η˜abcdǫIJKL
4eIa
4eJb
+4Fcd
KL, (7.1)
where +4FabI
J = 2∂[a
+4Ab]I
J + [+4Aa,
+4Ab]I
J is the internal curvature tensor of the self-dual
generalized derivative operator +4Da defined by
+4DakI := ∂akI + +4AaIJkJ . (7.2)
Some remarks are in order:
1. We will always take our spacetime manifold M to be a real 4-dimensional manifold.
Complex tensors at a point p ∈ M will take values in the appropriate tensor product
of the complexified tangent and cotangent spaces to M at p. The fixed internal space
will also be complexified; however, the internal Minkowski metric ηIJ will remain real.
Since the co-tetrad 4eIa are allowed to be complex, the spacetime metric gab defined by
gab :=
4eIa
4eJb ηIJ will also be complex.
2. Although we can no longer talk about the signature of a complex metric gab, com-
patibility with a complex co-tetrad 4eIa still defines a unique, torsion-free generalized
derivative operator ∇a. Thus, the complex Einstein tensor Gab := Rab − 12Rgab is
well-defined; whence the complex equation of motion Gab = 0 makes sense. It is this
equation that defines for us the complex theory of 3+1 gravity.
3. When we say that the connection 1-form +4AaI
J (or any other generalized tensor field)
is self-dual, we will always mean with respect to its internal indices. Thus, the notion
of self-duality makes sense only in 3+1 dimensions and applies only to generalized
tensor fields with a pair of skew-symmetric internal indices, T a···bc···dIJ = T
a···b
c···d[IJ ].
The dual of T a···bc···dIJ , denoted by
∗T a···bc···dIJ , is defined to be
∗T a···bc···dIJ :=
1
2
ǫIJ
KLT a···bc···dKL, (7.3)
where the internal indices of ǫIJKL are raised with the internal metric η
IJ . Since ηIJ
has signature (− + ++), it follows that the square of the duality operator is minus
the identity. Hence, our definition of self-duality involves the complex number i. We
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define T a···bc···dIJ to be self-dual if and only if
23
∗T a···bc···dIJ = iT
a···b
c···dIJ . (7.4)
Thus, self-dual fields in Lorentzian 3+1 gravity are necessarily complex.
4. Given any generalized tensor field T a···bc···dIJ = T
a···b
c···d[IJ ], we can always decompose
it as
T a···bc···dIJ =
+T a···bc···dIJ +
−T a···bc···dIJ , (7.5)
where
+T a···bc···dIJ :=
1
2
(T a···bc···dIJ − i∗T a···bc···dIJ) and (7.6a)
−T a···bc···dIJ :=
1
2
(T a···bc···dIJ + i
∗T a···bc···dIJ). (7.6b)
Since ∗(+T a···bc···dIJ) = i
+T a···bc···dIJ and
∗(−T a···bc···dIJ) = −i−T a···bc···dIJ , it follows that
+T a···bc···dIJ and
−T a···bc···dIJ are the self-dual and anti self-dual parts of T
a···b
c···dIJ .
Equations (7.6a) and (7.6b) define the self-duality and anti self-duality operators +
and −.
5. The generalized derivative operator +4Da is said to be self-dual only in the sense that it
is defined in terms of a self-dual connection 1-form +4AaI
J . As in many of the previous
theories, +4Da (as defined by (7.2)) knows how to act only on internal indices. But
as usual, we will often find it convenient to consider a torsion-free extension of +4Da
to spacetime tensor fields. All calculations and all results will be independent of this
choice of extension. Note also that the internal curvature tensor of the generalized
derivative operator +4Da is given by
+4FabI
J = 2∂[a
+4Ab]I
J + [+4Aa,
+4Ab]I
J . (7.7)
Since one can show that the (internal) commutator of two self-dual fields is also self-
dual, it follows that +4FabI
J is self-dual with respect to its internal indices.
Given these general remarks, we are now ready to return to the self-dual action (7.1)
and obtain the Euler-Lagrange equations of motion. Varying SSD(
4e, +4A) with respect to 4eIa
gives
η˜abcdǫIJKL
4eJb
+4Fcd
KL = 0, (7.8)
23T a···bc···dIJ is defined to be anti self-dual if and only if
∗T a···bc···dIJ = −iT a···bc···dIJ . The choice of +i
for self-dual and −i for anti self-dual is purely convention. I have chosen our conventions to agree with those
of [3].
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while varying SSD(
4e, +4A) with respect to +4Aa
IJ gives
+4Db
(
(4e) +(4e
[a
I
4e
b]
J )
)
= 0. (7.9)
To obtain (7.9), we used the fact that η˜abcdǫIJKL
4eKc
4eLd = 4(
4e) 4e
[a
I
4e
b]
J (where (
4e) :=
√−g).
Note also that we are forced to take the self-dual part of 4e
[a
I
4e
b]
J since the variations δ
+4Aa
IJ
are required to be self-dual. This is the distinguishing feature between the self-dual and
3+1 Palatini equations of motion. Finally note that although (7.9) requires a torsion-free
extension of +4Da to spacetime tensor fields, it is independent of this choice since the left
hand side is the divergence of a skew spacetime tensor density of weight +1 on M .
We would now like to show that (7.9) implies that +4Da is the self-dual part of the unique,
torsion-free generalized derivative operator ∇a compatible with 4eIa. But since we are working
with self-dual fields, the argument used for the 2+1 and 3+1 Palatini theories does not yet
apply. We will have to do some preliminary work before we can use those results.
If ΓaI
J denotes the internal Christoffel symbol of ∇a, we define the self-dual part +∇a of
∇a by
+4∇akI := ∂akI + +ΓaIJkJ , (7.10)
where +ΓaI
J is the self-dual part of ΓaI
J . The difference between +4Da and +∇a is then
characterized by a generalized tensor field +4CaI
J defined by
+4DakI =: +∇akI + +4CaIJkJ . (7.11)
Note that +4CaI
J is self-dual as the notation suggests. In fact, +4CaI
J = +4AaI
J − +ΓaIJ . Now
let us write (7.9) in terms of +∇a and +4CaIJ . Using (7.11) to expand the left hand side of
(7.9), we get
+∇b
(
(4e) +(4e
[a
I
4e
b]
J )
)
+ (4e)
(
+4CbI
K +(4e
[a
K
4e
b]
J ) +
+4CbJ
K +(4e
[a
I
4e
b]
K)
)
= 0. (7.12)
Since +∇akI = ∇akI−−ΓaIJkJ (where −ΓaIJ is the anti self-dual part of the internal Christof-
fel symbol ΓaI
J), and since the last two terms of (7.12) can be written as the (internal)
commutator of +4CaIJ and
+(4e
[a
I
4e
b]
J ), we get
−
[
−Γb,
+(4e[a 4eb])
]
IJ
+
[
+4Cb,
+(4e[a 4eb])
]
IJ
= 0. (7.13)
The first commutator vanishes since −ΓbIJ is anti self-dual while
+(4e
[a
I
4e
b]
J ) is self-dual; in the
second commutator, +(4e
[a
I
4e
b]
J ) can be replaced by
4e
[a
I
4e
b]
J . Thus, (7.13) reduces to[
+4Cb, (
4e[a 4eb])
]
IJ
= 0. (7.14)
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This is exactly the form of the equation found in the 2+1 Palatini theory with +4CbI
J replacing
3CbI
J . (See equation (3.20).) We can now follow the argument given there to conclude that
+4CaI
J = 0. Thus, +4AaI
J = +ΓaI
J as desired.
By substituting the solution +4AaI
J = +ΓaI
J into the remaining equation of motion (7.8),
we get
η˜abcdǫIJKL
4eJb
+Rcd
KL = 0 (7.15)
where +Rcd
KL is the self-dual part of the internal curvature tensor Rcd
KL of ∇a. Then by
using the definition of +Rcd
KL, we see that equation (7.15) becomes
0 =
1
2
η˜abcdǫIJKL
4eJb (Rcd
KL − i
2
ǫKLMNRcd
MN)
=
1
2
η˜abcdǫIJKL
4eJbRcd
KL,
(7.16)
where the second term on the first line vanishes by the Bianchi identity R[abc]d = 0. When
(7.16) is contracted with 4eeI , we get Gae = 0. Thus, the self-dual action (7.1) reproduces
the vacuum Einstein’s equation for complex 3+1 gravity.
Since this is an important—yet somewhat suprising—result, it is perhaps worthwhile to
repeat the above argument from a slightly different perspective. First note that the self-dual
action (7.1) and the 3+1 Palatini action (6.7) differ by a term involving the dual of the
curvature tensor 4Fcd
KL. This extra term in the self-dual action is not a total divergence and
thus gives rise to an additional equation of motion that is not present in the 3+1 Palatini
theory. This equation of motion also involves the dual of the curvature tensor. (Compare
equations (7.8) and (6.8).) However, as we showed above, if we solve (7.9) for +4Aa
IJ and
substitute the solution +4Aa
IJ = +Γa
IJ back into (7.8), the additional equation of motion is
automatically satisfied as a consequence of the Bianchi identity R[abc]d = 0. Hence, there are
no “spurious” equations of motion. Moreover, since the self-dual and 3+1 Palatini actions
differ by a term that is not a total divergence, the canonically conjugate variables for the two
theories will disagree. As we shall see in the following section, it is this difference that will
allow us to construct a Hamiltonian formulation of 3+1 gravity with a connection 1-form as
the basic configuration variable.
Finally, we conclude this subsection by showing the relationship between the self-dual
and standard Einstein-Hilbert actions. To do this, note that since the equation of motion
(7.9) for +4AaI
J could be solved uniquely for +4AaI
J in terms of the remaining basic variables
4eIa, we can pull-back the self-dual action SSD(
4e, +4A) to the solution space +4AaI
J = +ΓaI
J
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and obtain a new action SSD(
4e). Doing this, we find
SSD(
4e) =
1
4
∫
M
η˜abcdǫIJKL
4eIa
4eJb
+Rcd
KL
=
1
8
∫
M
η˜abcdǫIJKL
4eIa
4eJbRcd
KL,
(7.17)
where we expanded +Rcd
KL and used the Bianchi identity R[abc]d = 0 to get the last line of
(7.17). Thus, SSD(
4e) is just 1/2 times the standard Einstein-Hilbert action SEH(
4e) viewed
as a functional of a complex co-tetrad 4eIa. (See equation (6.5).) In fact, SSD(
4e) = SP (
4e),
where SP (
4e) is the pull-back of the 3+1 Palatini action. It was precisely to obtain this last
equality that we defined the self-dual action (7.1) with an overall factor of 1/4 rather than
1/8.
7.2 Legendre transform
To put the self-dual theory for complex 3+1 gravity in Hamiltonian form, we will basically
proceed as we did in Section 6 for the 3+1 Palatini theory. However, since the spacetime
metric gab :=
4eIa
4eJb ηIJ is now complex, we can only assume thatM is topologically Σ×R for
some submanifold Σ and assume that there exists a real function t whose t = const surfaces
foliate M . (We cannot assume that Σ is spacelike, since the signature of a complex metric
is not defined.) We can still introduce a real flow vector field ta (satisfying ta(dt)a = 1) and
a unit covariant normal na to the t = const surfaces satisfying nan
a = −1. (We are free to
choose −1 for the normalization of na since na is allowed to be complex.) na := gabnb is the
vector field associated to na, and is related to ta by a complex lapse N and complex shift
Na via ta = Nna + Na, with Nana = 0. Finally, the induced metric qab on Σ is given by
qab = gab + nanb.
Following the same steps that we used in the previous section for the 3+1 Palatini theory,
we find that (modulo a surface integral) the Lagrangian LSD of the self-dual theory is given
by
LSD =
∫
Σ
−∼NTr(+E˜a +E˜b +Fab) +NaTr(+E˜b +Fab)
+ (+E˜aIJ)L~t +AaIJ + (+Da +E˜aIJ)(+4A · t)IJ .
(7.18)
Here +E˜aIJ denotes the self-dual part of E˜
a
IJ :=
1
2
ǫIJKLη˜
abc 4eKb
4eLc . Note that the transi-
tion from the 3+1 Palatini Lagrangian to the self-dual Lagrangian can be made by simply
replacing all of the real fields by their self-dual parts. The configuration variables of the
theory are (+4A · t)IJ , ∼N , Na, +AaIJ , and +E˜aIJ .
Now recall that for the real 3+1 Palatini theory, the configuration variable E˜aIJ was not
free to take on arbitrary values. From its definition in terms of the co-tetrad 4eIa, we saw that˜˜
φab := ǫIJKLE˜aIJE˜
b
KL = 0 and Tr(E˜
aE˜b) > 0. (7.19)
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The second condition followed from the fact that Tr(E˜aE˜b) = 2˜˜qab (= 2qqab), where qab was
the inverse of the induced positive-definite metric qab on Σ. Taking the primary constraint
(7.19) together with the 3+1 Palatini Lagrangian as the starting point for the Legendre
transform, we found that the standard Dirac constraint analysis gave rise to additional
constraints—one of which was 2nd class with respect to
˜˜
φab = 0. By solving this 2nd class
pair, the remaining (1st class) constraints became non-polynomial and we were forced back
to the usual geometrodynamical description of real 3+1 gravity.24
Similarly, we must check to see if there are any primary constraints on the configuration
variables of the self-dual theory. It turns out that although
˜˜
φab := ǫIJKLE˜aIJE˜
b
KL = 0
still follows from the definition of E˜aIJ in terms of the complex co-tetrad
4eIa, it does not
imply a constraint on the self-dual field +E˜aIJ . Equation (7.19) may be viewed, instead,
as a constraint on the anti self-dual field −E˜aIJ . (Recall that for complex E˜
a
IJ ,
−E˜aIJ is
not necessarily the complex conjugate of +E˜aIJ). Thus,
+E˜aIJ is free to take on arbitrary
values, and the Legendre transform for the complex self-dual theory is actually fairly simple.
By following the standard Dirac constraint analysis, we find that +E˜aIJ is the momentum
canonically conjugate to +Aa
IJ , while (+4A · t)IJ , ∼N , and Na play the role of Lagrange
multipliers. The complex phase space (CΓSD,
CΩSD) is coordinatized by the pair of complex
fields (+Aa
IJ , +E˜aIJ) and has the natural complex symplectic structure
25
CΩSD =
∫
Σ
dI+E˜aIJ ∧ dI+AaIJ . (7.20)
The Hamiltonian is given by
HSD(
+A, +E˜) =
∫
Σ∼NTr(
+E˜a +E˜b +Fab)−NaTr(+E˜b +Fab)
− (+Da +E˜aIJ)(+4A · t)IJ .
(7.21)
As we shall see in the next subsection, this is just a sum of 1st class constraint functions
associated with
Tr(+E˜a +E˜b +Fab) ≈ 0, (7.22)
24It is fairly easy to see that all of the above statements—except for the non-holonomic constraint which
would now say that Tr(E˜aE˜b) be non-degenerate—apply to the complex 3+1 Palatini theory as well.
˜˜
φab = 0
is a primary constraint on the complex configuration variable E˜aIJ , and it must be included when performing
the Legendre transform. The standard Dirac constraint analysis leads to a pair of 2nd class constraints which,
when solved, gives back the usual geometrodynamical description of complex 3+1 gravity.
25Note that in terms of the Poisson bracket { , } defined by CΩSD, we have {+AaIJ(x),+E˜bKL(y)} =
1
2δ
b
aδ(x, y)(δ
[I
Kδ
J]
L − i2ǫKLMN δIMδJN). The “extra” term on the right hand side is needed to make the Poisson
bracket self-dual in the IJ and KL pairs of indices.
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Tr(+E˜b +Fab) ≈ 0, and (7.23)
+Da +E˜aIJ ≈ 0. (7.24)
Note that all the constraints (and hence the evolution equations) are polynomial in the
canonically conjugate pair (+Aa
IJ , +E˜aIJ). This is a simplification that we found in the
2+1 Palatini theory, but lost in the 3+1 Palatini theory when we solved the 2nd class
constraints. In fact, since the constraint equations never involve the inverse of +E˜aIJ , the
above Hamiltonian formulation is well-defined even if +E˜aIJ is non-invertible. Thus, we have
a slight extension of complex general relativity. The self-dual theory makes sense even when
the induced metric ˜˜qab = Tr(+E˜a +E˜b) becomes degenerate.
In order to make contact with the notation used in the literature (see, e.g., [3]), let us use
the fact that the covariant normal na to Σ defines a unit internal vector nI via nI := na
4eaI .
One can then show that
+bKIJ := −1
2
ǫKIJ + iq
K
[I nJ ] (7.25)
is an isomorphism from the self-dual sub-Lie algebra of the complexified Lie algebra of
SO(3, 1) to the complexified tangent space of Σ. (Here ǫJKL := n
IǫIJKL, q
K
I := δ
K
I + nIn
K ,
and nIn
I = −1.) It satisfies
∗(+bKIJ) :=
1
2
(+bKIJ − i
2
ǫIJ
MN +bKMN) = i
+bKIJ , (7.26)
[+bI , +bJ ]MN = ǫ
IJ
K
+bKMN , and (7.27)
Tr(+bI +bJ) := − +bIMN +bJMN = −qIJ . (7.28)
The inverse of +bKIJ will be denoted by
+bK
IJ , and is obtained by simply raising and lowering
the indices of +bKIJ with the internal metric ηIJ . Since nK
+bKIJ = 0, we will use a 3-
dimensional abstract internal index i and write +biIJ and
+bi
IJ in what follows. From property
(7.27), it follows that +biIJ can actually be thought of as an isomorphism from the self-dual
sub-Lie algebra of the complexified Lie algebra of SO(3, 1) to the complexified Lie algebra
of SO(3).
Given this isomorphism, we can now define a CLSO(3)-valued connection 1-form Aia and
a CL∗SO(3)-valued vector density E˜ai via
+Aa
IJ =: Aia
+bi
IJ and +E˜aIJ =: −iE˜ai +biIJ . (7.29)
A straightforward calculation then shows that26
+Fab
IJ = (2∂[aA
i
b] + ǫ
i
jkA
j
aA
k
b )
+bi
IJ =: F iab
+bi
IJ and (7.30)
26To obtain equation (7.30), I assume that the fiducial derivative operator ∂a has been extended to act on
CLSO(3)-indices in such a way that ∂a+biIJ = 0.
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Tr(+E˜a +E˜b) = E˜ai E˜
bi = ˜˜qab. (7.31)
Thus, E˜ai is a complex (densitized) triad and F
i
ab is the Lie algebra-valued curvature tensor
of the generalized derivative operator Da defined by Davi := ∂avi + ǫijkAjavk.
In terms of Aia and E˜
a
i , the complex symplectic structure
CΩSD becomes
CΩSD = −i
∫
Σ
dIE˜ai ∧ dIAia, (7.32)
so −iE˜ai is the momentum canonically conjugate to Aia. The Hamiltonian (7.21) can be
written as
HSD(A, E˜) =
∫
Σ
1
2∼Nǫ
ijkE˜ai E˜
b
jFabk − iNaE˜biF iab + i(DaE˜ai )(4A · t)i, (7.33)
while the constraint equations (7.22)-(7.24) can be written as
ǫijkE˜ai E˜
b
jFabk ≈ 0, (7.34)
E˜biF
i
ab ≈ 0, and (7.35)
DaE˜ai ≈ 0. (7.36)
We will take the constraint equations in this form when we analyze the Poisson bracket
algebra of the corresponding constraint functions in the following section.
So far, all of the discussion in this section has dealt with complex 3+1 gravity. In order
to recover the real theory, we must now impose reality conditions on the complex phase space
variables (Aia, E˜
a
i ) to select a real section of (
CΓSD,
CΩSD). To do this, recall that in terms of
the standard geometrodynamical variables (qab, p˜
ab), one recovers real general relativity from
the complex theory by requiring that qab and p˜
ab both be real. Since equation (7.31) tells us
that E˜ai E˜
bi = ˜˜qab (= qqab), the condition that qab be real can be conveniently expressed in
terms of E˜ai as
E˜ai E˜
bi be real. (7.37)
Since we will want to ensure that this reality condition be preserved under the dynamical
evolution generated by the Hamiltonian, we must also demand that
(E˜ai E˜
bi)• be real. (7.38)
Since in a 4-dimensional solution of the field equations p˜ab is effectively the time derivative
of qab, requirement (7.38) is equivalent to the condition that p˜
ab be real. In addition, since
the Hamiltonian of the theory is just a sum of the constraints (7.34)-(7.36) (all of which are
polynomial in the canonically conjugate variables), the reality conditions (7.37) and (7.38)
are also polynomial in (Aia, E˜
a
i ).
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Finally, to conclude this subsection, I should point out that the self-dual action (7.1)
viewed as a functional of a self-dual connection 1-form +4AaI
J and a real co-tetrad 4eIa does
not yield the new variables for real 3+1 gravity when one performs a 3+1 decomposition.
The definition of the configuration variable +E˜aIJ in terms of a real co-tetrad
4eIa gives rise
to a primary constraint. Although the non-holonomic constraint can be expressed in terms
of +E˜aIJ as
Tr(+E˜a +E˜b) > 0, (7.39)
the holonomic constraint
˜˜
φab = 0 cannot be expressed solely in terms of +E˜aIJ . For real E˜
a
IJ
we have that −E˜aIJ equals the complex conjugate of
+E˜aIJ , so
˜˜
φab = ǫIJKL(+E˜aIJ + +E˜aIJ)(
+E˜bKL + +E˜bKL) = 0. (7.40)
But by writing
˜˜
φab = 0 in this way, we have destroyed the possibility of completing the
standard Dirac constraint analysis. For nowhere in the analysis have we been told how to
take Poisson brackets of the complex conjugate fields. The Legendre transform of the self-
dual Lagrangian for real 3+1 gravity breaks down when we try to incorporate the primary
constraints into the analysis.
7.3 Constraint algebra
Given constraint equations (7.34)-(7.36) for the complex self-dual theory, we would now
like to verify the claim that their associated constraint functions form a 1st class set. To
do this, let vi (which takes values in CLSO(3)), ∼N , and Na be arbitrary complex-valued test
fields on Σ and define
C(∼N) :=
1
2
∫
Σ∼Nǫ
ijkE˜ai E˜
b
jFabk, (7.41)
C ′( ~N) := −i
∫
Σ
NaE˜biF
i
ab, and (7.42)
G(v) := −i
∫
Σ
vi(DaE˜ai ). (7.43)
These will be called the scalar, vector, and Gauss constraint functions. As the names and
notation suggest, these constraint functions will play a similar role to the constraint functions
defined in subsection 5.3. Many of the calculations and results found there will apply here
as well.
As usual, it is fairly easy to show that the Gauss constraint functions generate the
standard gauge transformations of the connection 1-form and rotation of internal indices.
Since
δG(v)
δE˜ai
= iDavi and δG(v)
δAia
= −i{v, E˜a}i
(
:= −iǫkjivjE˜ak
)
, (7.44)
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it follows that Aia 7→ Aia − ǫDavi + O(ǫ2) and E˜ai 7→ E˜ai − ǫ{v, E˜a}i + O(ǫ2). It also follows
that
{G(v), G(w)} = G([v, w]), (7.45)
where [v, w]i := ǫijkv
jwk is the Lie bracket of vi and wi. Thus, the mapping v 7→ G(v) is a
representation of the Lie algebra CLSO(3). Furthermore, given its geometrical interpretation
as the generator of internal rotations, we have
{G(v), C(∼N)} = 0 and (7.46)
{G(v), C ′( ~N)} = 0, (7.47)
as well.
Since it is possible to show that the vector constraint function does not by itself have any
direct geometrical interpretation (see, e.g., [34]) we will define a new constraint function,
C( ~N), by taking a linear combination of the vector and Gauss constraints. We define
C( ~N) := C ′( ~N)−G(N), (7.48)
where N i := NaAia. We will call C(
~N) the diffeomorphism constraint function since the
motion it generates on phase space corresponds to the 1-parameter family of diffeomorphisms
on Σ associated with the vector field Na. To see this, we can write
C( ~N) : = C ′( ~N)−G(N)
= −i
∫
Σ
NaE˜biF
i
ab + i
∫
Σ
N i(DaE˜ai )
= −i
∫
Σ
Na(E˜biF
i
ab −AiaDbE˜bi )
= −i
∫
Σ
E˜ai L ~NAia,
(7.49)
where the Lie derivative with respect to Na treats fields having only internal indices as
scalars. To obtain the last line of (7.49), we ignored a surface integral (which would vanish
anyways for Na satisfying the appropriate boundary conditions). By inspection, it follows
that Aia 7→ Aia+ ǫL ~NAia+O(ǫ2), etc. Using this geometric interpretation of C( ~N), it follows
that
{C( ~N), G(v)} = G(L ~Nv), (7.50)
{C( ~N), C(∼M)} = C(L ~N∼M), and (7.51)
{C( ~N), C( ~M)} = C([ ~N, ~M ]). (7.52)
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We are left to evaluate the Poisson bracket {C(∼N), C(∼M)} of two scalar constraints.
Using
δC(∼N)
δE˜ai
= ∼NǫijkE˜bjFabk and
δC(∼N)
δAia
= ǫi
jkDb(∼NE˜aj E˜bk), (7.53)
it follows that
{C(∼N), C(∼M)} =
∫
Σ
δC(∼N)
δAia
δC(∼M)
δ(−iE˜ai )
− (∼N ↔ ∼M)
=
∫
Σ
iǫi
mnDc(∼NE˜amE˜cn)∼MǫijkE˜bjFabk − (∼N ↔ ∼M)
=
∫
Σ
iǫijkǫi
mnE˜amE˜
c
nE˜
b
j (∼M∂c∼N −∼N∂c∼M)Fabk.
(7.54)
If we now use the fact that
ǫijkǫi
mn = (δjmδkn − δjnδkm) (7.55)
(which is a property of the structure constants of SO(3)), we get
{C(∼N), C(∼M)} = C ′( ~K)
(
= C( ~K) +G(K)
)
, (7.56)
where Ka := ˜˜qab(∼N∂b∼M − ∼M∂b∼N) and ˜˜qab = E˜ai E˜bi. Thus, the constraint functions are
closed under Poisson bracket—i.e., they form a 1st class set. Note, however, that since the
vector field Ka depends on the phase space variable E˜ai , the Poisson bracket (7.56) involves
structure functions. The constraint functions do not form a Lie algebra.
8. 3+1 matter couplings
In this section, we will couple various matter fields to 3+1 gravity. We will repeat much of
what we did in Section 5, but this time in the context of the 3+1 theory, and for a Yang-Mills
field instead of a massless scalar field. In subsections 8.1 and 8.2, we couple a cosmological
constant Λ and a Yang-Mills field to complex 3+1 gravity using an action principle and the
self-dual action as our starting point. We shall show that the inclusion of these matter fields
does not destroy the polynomial nature of the constraint equations. This is the main result.
(As usual, reality conditions should be included to recover the real theory.) As I mentioned
for the 2+1 theory, it is possible to couple other fundamental matter fields (e.g., scalar and
Dirac fields) to 3+1 gravity in a similar fashion and obtain the same basic results. For a
more detailed discussion of this and related issues, interested readers should see, e.g., [33].
8.1 Self-dual theory coupled to a cosmological constant
69
To couple a cosmological constant Λ to complex 3+1 gravity via the self-dual action, we
will start with the action
SΛ(
4e, +4A) :=
1
4
∫
M
η˜abcdǫIJKL
4eIa
4eJb (
+4Fcd
KL − Λ
3!
4eKc
4eLd ). (8.1)
Here +4FabI
J = 2∂[a
+4Ab]I
J + [+4Aa,
+4Ab]I
J is the internal curvature tensor of the self-dual
generalized derivative operator +4Da defined by the self-dual connection 1-form +4AaIJ , and
4eIa is a complex co-tetrad which defines a spacetime metric gab via gab :=
4eIa
4eJb ηIJ . Note
that SΛ(
4e, +4A) is just a sum of the self-dual action
SSD(
4e, +4A) :=
1
4
∫
M
η˜abcdǫIJKL
4eIa
4eJb
+4Fcd
KL (8.2)
and a term proportional to the volume of the spacetime. In fact,
Λ
4!
∫
M
η˜abcdǫIJKL
4eIa
4eJb
4eKc
4eLd = Λ
∫
M
√−g, (8.3)
where g is the determinant of the covariant metric gab.
To show that (8.1) reproduces the standard equation of motion,
Gab + Λgab = 0, (8.4)
for gravity coupled to the cosmological constant Λ, we will first vary (8.1) with respect to
the self-dual connection 1-form +4Aa
IJ . Since the second term (8.3) is independent of +4Aa
IJ ,
we get
+4Db
(
(4e) +(4e
[a
I
4e
b]
J )
)
= 0, (8.5)
which is exactly the equation of motion we obtained in Section 7 for the vacuum case. Thus,
just as we saw in subsection 7.1, +4AaI
J = +ΓaI
J where +ΓaI
J is the self-dual part of the
internal Christoffel symbol of ∇a (the unique, torsion-free generalized derivative operator
compatible with the co-tetrad.) Since (8.5) can be solved uniquely for +4AaI
J in terms of
the remaining basic variables 4eIa, we can pull-back SΛ(
4e, +4A) to the solution space +4AaI
J =
+ΓaI
J . We obtain a new action
SΛ(
4e) =
1
4
∫
M
η˜abcdǫIJKL
4eIa
4eJb (
+Rcd
KL − Λ
3!
4eKc
4eLd ), (8.6)
where +Rcd
KL is the self-dual part of the internal curvature tensor defined by ∇a. Then by
using the Bianchi identity R[abc]d = 0 for the first term and (8.3) for the second, we get
SΛ(
4e) =
1
2
∫
M
√−g(R− 2Λ). (8.7)
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As mentioned in subsection 5.1, this is (up to an overall factor of 1/2) the action that one
uses to obtain (8.4) starting from an action principle. This is the desired result.
To put this theory in Hamiltonian form, we proceed as in subsection 7.2. Recall that
(modulo a surface integral) the Lagrangian LSD of the self-dual theory is given by
LSD =
∫
Σ
−∼NTr(+E˜a +E˜b +Fab) +NaTr(+E˜b +Fab)
+ (+E˜aIJ)L~t +AaIJ + (+Da +E˜aIJ)(+4A · t)IJ ,
(8.8)
where +E˜aIJ denotes the self-dual part of E˜
a
IJ :=
1
2
ǫIJKLη˜
abc 4eKb
4eLc . By using the isomor-
phism between the self-dual sub-Lie algebra of the complexified Lie algebra of SO(3, 1) and
the complexified Lie algebra of SO(3), we can rewrite (8.8) as
LSD =
∫
Σ
−1
2∼Nǫ
ijkE˜ai E˜
b
jFabk + iN
aE˜biF
i
ab − iE˜ai L~t Aia − i(DaE˜ai )(4A · t)i, (8.9)
where E˜ai is a complex (densitized) triad (i.e., E˜
a
i E˜
bi = ˜˜qab (= qqab)) and Aia is a connection
1-form on Σ that takes values in the complexified Lie algebra of SO(3).
By using the decomposition
√−g = N√q dt together with the fact that
1
3!∼ηabcǫ
ijkE˜ai E˜
b
j E˜
c
k = q, (8.10)
one can similarly show that
Λ
4!
∫
M
η˜abcdǫIJKL
4eIa
4eJb
4eKc
4eLd =
Λ
3!
∫
dt
∫
Σ∼N∼ηabcǫ
ijkE˜ai E˜
b
j E˜
c
k. (8.11)
Thus, the Lagrangian LΛ for 3+1 gravity coupled to the cosmological constant Λ via the
self-dual action is given by
LΛ =
∫
Σ
−∼N(
1
2
ǫijkE˜ai E˜
b
jFabk +
Λ
3!∼ηabcǫ
ijkE˜ai E˜
b
j E˜
c
k)
+ iNaE˜biF
i
ab − iE˜ai L~t Aia − i(DaE˜ai )(4A · t)i.
(8.12)
The configuration variables of the theory are (4A · t)i, ∼N , Na, Aia, and E˜ai .
By following the standard Dirac constraint analysis, we find (as in the vacuum case) that
−iE˜ai is the momentum canonically conjugate to Aia while (4A · t)i, ∼N , and Na play the role
of Lagrange multipliers. The complex phase space and complex symplectic structure are the
same as those found for the self-dual theory with Λ = 0, while the Hamiltonian is given by
HΛ(A, E˜) =
∫
Σ∼N
(1
2
ǫijkE˜ai E˜
b
jFabk +
Λ
3!∼ηabcǫ
ijkE˜ai E˜
b
j E˜
c
k
)
− iNaE˜biF iab + i(DaE˜ai )(4A · t)i.
(8.13)
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We shall see that this is just a sum of 1st class constraint functions associated with
1
2
ǫijkE˜ai E˜
b
jFabk +
Λ
3!∼ηabcǫ
ijkE˜ai E˜
b
j E˜
c
k ≈ 0, (8.14)
E˜biF
i
ab ≈ 0, and (8.15)
DaE˜ai ≈ 0. (8.16)
These are the constraint equations associated with the Lagrange multipliers ∼N , Na, and
(4A · t)i, respectively. Note that they are polynomial in the canonically conjugate variables
(Aia, E˜
a
i ) even when Λ 6= 0. In fact, only constraint equation (8.14) differs from its Λ = 0
counterpart.
To conclude this subsection, we will verify the claim that the constraint functions associ-
ated with (8.14)-(8.16) form a 1st class set. Since the Gauss and diffeomorphism constraint
functions associated with (8.16) and (8.15) will be the same as in subsection 7.3, we need
only concentrate on the scalar constraint function
C(∼N) :=
∫
Σ∼N
(1
2
ǫijkE˜ai E˜
b
jFabk +
Λ
3!∼ηabcǫ
ijkE˜ai E˜
b
j E˜
c
k
)
. (8.17)
Since
δC(∼N)
δE˜ai
= ∼N(ǫijkE˜bjFabk +
Λ
2∼ηabcǫ
ijkE˜bj E˜
c
k) and (8.18a)
δC(∼N)
δAia
= ǫi
jkDb(∼NE˜aj E˜bk), (8.18b)
it follows that
{C(∼N), C(∼M)} =
∫
Σ
δC(∼N)
δAia
δC(∼M)
δ(−iE˜ai )
− (∼N ↔ ∼M)
=
∫
Σ
iǫi
mnDc(∼NE˜amE˜cn)∼M(ǫijkE˜bjFabk +
Λ
2∼ηabdǫ
ijkE˜bj E˜
d
k)− (∼N ↔ ∼M)
=
∫
Σ
iǫijkǫi
mn(∼M∂c∼N −∼N∂c∼M)(E˜amE˜cnE˜bjFabk +
Λ
2
qǫmjkE˜
c
n).
(8.19)
If we again use the fact that the structure constants of SO(3) satisfy
ǫijkǫi
mn = (δjmδkn − δjnδkm), (8.20)
we get
{C(∼N), C(∼M)} = C ′( ~K)
(
= C( ~K) +G(K)
)
, (8.21)
where Ka := ˜˜qab(∼N∂b∼M −∼M∂b∼N) and ˜˜qab = E˜ai E˜bi as before. Thus, the constraint functions
are closed under Poisson bracket—i.e., they form a 1st class set. The Poisson bracket algebra
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of the constraint functions is exactly the same as it was for the Λ = 0 case. In particular,
since the vector field Ka depends on the phase space variable E˜ai , the constraint functions
again do not form a Lie algebra.
8.2 Self-dual theory coupled to a Yang-Mills field
To couple a Yang-Mills field (with gauge group G) to complex 3+1 gravity via the self-
dual action, we will start with the total action
ST (
4e, 4A, 4A) := SSD(
4e, +4A) +
1
2
SYM(
4e, 4A), (8.22)
where SSD(
4e, +4A) is the self-dual action (8.2) and SYM(
4e, 4A) is the usual Yang-Mills action
SYM(
4e, 4A) := −
∫
M
Tr(
√−g gacgbd 4Fab 4Fcd). (8.23)
Here SYM(
4e, 4A) is to be viewed as a functional of a co-tetrad 4eIa and a connection 1-form
4Aa
which takes values in the Lie algebra of the gauge group G.27 Tr denotes the trace operation
in some representation of the Yang-Mills Lie algebra, and 4Fab = 2∂[a
4Ab] + [
4Aa,
4Ab] is the
(internal) curvature tensor of the generalized derivative operator 4Da defined by
4Aa. The
additional factor of 1/2 is needed in front of SYM(
4e, 4A) so that the above definition of
the total action will be consistent with the definition of SSD(
4e, 4A). The Yang-Mills action
depends on the co-tetrad 4eIa through its dependence on
√−g and gab, but is independent of
the self-dual connection 1-form +4AaI
J . As mentioned in Section 5, out of all the fundamental
matter couplings, only the action for the Dirac field would depend on +4AaI
J .
To show that (8.22) reproduces the standard Yang-Mills coupled to gravity equations of
motion
4Db(
√−g 4Fab) = 0 and Gad = 8πT ad(YM), (8.24)
where
Tab(YM) :=
1
4π
Tr(4Fa
c 4Fbc − 1
4
gab
4Fcd
4Fcd) (8.25)
is the stress-energy tensor of the Yang-Mills field, we proceed as we did in the previous
subsection. Since SYM(
4e, 4A) is independent of +4Aa
IJ , the variation of (8.22) with respect
to +4Aa
IJ implies
+4Db
(
(4e) +(4e
[a
I
4e
b]
J )
)
= 0. (8.26)
27Yang-Mills fields will be denoted by bold face stem letters and their (internal) Lie algebra indices will
be suppressed. Throughout, we will assume that we have a representation of the Yang-Mills Lie algebra LG
by linear operators (on some vector space V ) with the trace operation Tr playing the role of an invariant,
non-degenerate bilinear form k.
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As before, this tells us that +4AaI
J = +ΓaI
J . Recalling that the Bianchi identity R[abc]d = 0
implies that the pull-back of SSD(
4e, +4A) to the solution space +4AaI
J = +ΓaI
J is just 1/2
times the standard Einstein-Hilbert action SEH(
4e) for complex 3+1 gravity, we obtain
ST (
4e, 4A) =
1
2
(
SEH(
4e) + SYM(
4e, 4A)
)
. (8.27)
This is (up to an overall factor of 1/2) the usual total action that one uses to couple a Yang-
Mills field to gravity. If we now vary ST (
4e, 4A) with respect to 4Aa and
4eIa, and contract the
second equation with 4edI , we recover (8.24). Note that to write the first equation in (8.24),
we had to consider a torsion-free extension of 4Da to spacetime tensor fields. But since the
left hand side is the divergence of a skew spacetime tensor density of weight +1 on M , it is
independent of this choice.
To put this theory in Hamiltonian form, we need only decompose the Yang-Mills action
SYM(
4e, 4A) since the self-dual Lagrangian LSD is given by (8.9). Using g
ab = qab−nanb and√−g = N√q dt it follows that
SYM(
4e,4A) =
∫
dt
∫
Σ
Tr
{
−∼Nq−1˜˜qac˜˜qbdFabFcd + 2˜˜qab∼N−1q−1×
× (L~t Aa −Da(4A · t) +N cFac)(L~t Ab −Db(4A · t) +NdFbd)
}
,
(8.28)
where ˜˜qab := qqab (= E˜ai E˜bi), (4A · t) := ta 4Aa, and Aa := qba 4Ab. Here Fab := qca qdb 4Fcd is
the curvature tensor of the generalized derivative operator Da (:= q
b
a
4Db) on Σ associated
with Aa. If we now define the “magnetic field” of Aa to be Bab := 2Fab (= 2q
c
a q
d
b
4Fcd), we
see that the Yang-Mills Lagrangian LYM is given by
LYM =
∫
Σ
Tr
{
− 1
4∼Nq
−1˜˜qac˜˜qbdBabBcd + 2˜˜qab∼N−1q−1×
× (L~t Aa −Da(4A · t) +
1
2
N cBac)(L~t Ab −Db(4A · t) +
1
2
NdBbd)
}
.
(8.29)
The total Lagrangian LT is the sum LT = LSD+
1
2
LYM and is to be viewed as a functional of
the configuration variables (4A·t), (4A·t)i, ∼N , Na, Aia, E˜ai , Aa and their first time derivatives.
Following the standard Dirac constraint analysis, we find that
E˜a :=
δLT
δ(L~t Aa)
= 2˜˜qab∼N−1q−1(L~t Ab −Db(4A · t) + 12NdBbd) (8.30)
is the momentum (or “electric field”) canonically conjugate to Aa. Since this equation can
be inverted to give
L~t Aa =
1
2
qab∼NE˜b +Da(4A · t)−
1
2
N cBac, (8.31)
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it does not define a constraint. On the other hand, −iE˜ai is constrained to be the momentum
canonically conjugate to Aia, while (
4A · t), (4A · t)i, ∼N , and Na play the role of Lagrange
multipliers. The resulting complex total phase space (CΓT ,
CΩT ) is coordinatized by the
pairs of fields (Aia, E˜
a
i ) and (Aa, E˜
a) with symplectic structure
CΩT =
∫
Σ
−idIE˜ai ∧ dIAia + Tr(dIE˜a ∧ dIAa). (8.32)
The Hamiltonian is given by
HT (A, E˜,A, E˜) =
∫
Σ∼N
(1
2
ǫijkE˜ai E˜
b
jFabk +
1
8
q−1˜˜qac˜˜qbdTr(BabBcd + EabEcd))
+Na
(
− iE˜biF iab + Tr(E˜bFab)
)
+ i(DaE˜ai )( 4A · t)i − Tr((4A · t)DaE˜a),
(8.33)
where Eab := ∼ηabcE˜c is the dual to the Yang-Mills “electric field” E˜a. We shall see that this
is just a sum of 1st class constraint functions associated with
1
2
ǫijkE˜ai E˜
b
jFabk +
1
8
q−1˜˜qac˜˜qbdTr(BabBcd + EabEcd) ≈ 0, (8.34)
− iE˜biF iab + Tr(E˜bFab) ≈ 0, (8.35)
DaE˜ai ≈ 0, and DaE˜a ≈ 0. (8.36)
These are the constraint equations associated with the Lagrange multipliers ∼N , Na, (4A · t)I ,
and (4A · t), respectively.
Note that by inspection (8.35) and (8.36) are polynomial in the canonically conjugate
variables. However, constraint equation (8.34) fails to be polynomial due to the presence of
the non-polynomial multiplicative factor q−1. But since q = 1
3!∼ηabcǫijkE˜ai E˜bj E˜ck is polynomial
in E˜ai , we can multiply (8.34) by q and restore the polynomial nature of all the constraints.
Thus, to couple a Yang-Mills field to 3+1 gravity via the self-dual action, we are led to a
scalar constraint with density weight +4. This implies that the associated constraint function
will be labeled by a test field (i.e., lapse function) having density weight −3.
To verify the claim that the constraint functions associated with (8.34)-(8.36) form a
1st class set, let vi and v (which take values in complexified Lie algebra of SO(3) and the
representation of the Lie algebra of the Yang-Mills gauge group G), ∼N , and Na be arbitrary
complex-valued test fields on Σ. Then define
C(∼N) :=
∫
Σ∼N
(1
2
ǫijkE˜ai E˜
b
jFabk +
1
8
q−1˜˜qac˜˜qbdTr(BabBcd + EabEcd)), (8.37)
C ′( ~N) :=
∫
Σ
Na(−iE˜biF iab + Tr(E˜bFab)), and (8.38)
G(v, v) :=
∫
Σ
Tr(vDaE˜
a)− ivi(DaE˜ai ), (8.39)
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to be the scalar, vector, and Gauss constraint functions.
As usual, it is fairly easy to show that the Gauss constraint functions generate the
standard gauge transformations of the connection 1-forms and rotations of internal indices.
Using this information, we find that
{G(v, v), G(w, w)} = G([v,w], [v, w]), (8.40)
{G(v, v), C(∼N)} = 0, and (8.41)
{G(v, v), C ′( ~N)} = 0, (8.42)
where [v,w] and [v, w]i are the Lie brackets in LG and CLSO(3). Thus, the subset of Gauss
constraint functions form a Lie algebra with respect to Poisson bracket. In fact, the mapping
(v, v) 7→ G(v, v) is a representation of the direct sum Lie algebra LG ⊕ CLSO(3).
Again, the the vector constraint function will not have any direct geometrical inter-
pretation, so we define the diffeomorphism constraint function C( ~N) by taking a linear
combination of the vector and Gauss law constraints. Setting
C( ~N) := C ′( ~N)−G(N, N), (8.43)
where N := NaAa and N
i := NaAia, we can show that
C( ~N) =
∫
Σ
−iE˜ai L ~NAia + Tr(E˜aL ~NAa), (8.44)
where the Lie derivative with respect to Na treats fields having only internal indices as
scalars. By inspection, Aia 7→ Aia + ǫL ~NAia + O(ǫ2), etc., so the motion on phase space
generated by C( ~N) corresponds to the 1-parameter family of diffeomorphisms on Σ associated
with Na. From this geometric interpretation of C( ~N), it follows that
{C( ~N), G(v, v)} = G(L ~Nv,L ~Nv), (8.45)
{C( ~N), C(∼M)} = C(L ~N∼M), and (8.46)
{C( ~N), C( ~M)} = C([ ~N, ~M ]). (8.47)
Finally, we are left to evaluate the Poisson bracket {C(∼N), C(∼M)} of two scalar constraint
functions. After a fairly long but straightforward calculation that uses the fact that the
structure constants of SO(3) satisfy
ǫijkǫi
mn = (δjmδkn − δjnδkm), (8.48)
one can show that
{C(∼N), C(∼M)} = C ′( ~K)
(
= C( ~K) +G(K, K)
)
, (8.49)
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where Ka := ˜˜qab(∼N∂b∼M −∼M∂b∼N) and ˜˜qab = E˜ai E˜bi. Thus, the constraint functions are again
closed under Poisson bracket—i.e., they form a 1st class set. Just as we saw in subsection
8.1 for the cosmological constant Λ, the Poisson bracket algebra of the constraint functions
for complex 3+1 gravity coupled to a Yang-Mills field via the self-dual action is exactly the
same as it was for the vacuum case.
9. General relativity without-the-metric
To conclude this review, we will describe a theory of 3+1 gravity without a metric.
This will complete the transition from geometrodynamics to connection dynamics in 3+1
dimensions. Although we saw in Section 7 that the Hamiltonian formulation of the self-dual
theory for complex 3+1 gravity could be described in terms of a connection 1-form Aia and its
canonically conjugate momentum (or “electric field”) E˜ai , the action for the self-dual theory
depended on both a self-dual connection 1-form +4Aa
IJ and a complex co-tetrad 4eIa. Since
the co-tetrad defines a spacetime metric gab via gab :=
4eIa
4eJb ηIJ , the self-dual action had an
implicit dependence on gab. The purpose of this section is to show that (modulo an important
degeneracy) complex 3+1 gravity can be described by an action which does not depend on
a spacetime metric in any way whatsoever. We shall see in subsection 9.1 that this action
depends only on a connection 1-form 4Aia (which takes values in the complexified Lie algebra
of SO(3)) and a scalar density ∼Φ of weight -1 onM . Hence we obtain a pure spin-connection
formulation of gravity. We shall also see how this pure spin-connection action is related to
the self-dual action in the non-degenerate case.
In subsection 9.2, we will analyze the constraint equations for this theory. Since we will
have shown in subsection 9.1 that the self-dual action and the pure spin-connection action
are equivalent when the self-dual part of the Weyl tensor is non-degenerate, the constraint
equations of this theory are the same as the the constraint equations for the self-dual theory
found in subsection 7.2. However, we will now be able to write down the most general
solution to the four diffeomorphism constraint equations (the scalar and vector constraints
of the self-dual theory) when the “magnetic field” B˜ai associated with the connection 1-form
Aia is non-degenerate. This is a new result for the Hamiltonian formulation of the 3+1 theory
that was made manifest by working in the pure spin-connection formalism.
I should emphasize here that all of the results in this section are taken from previous
work of Capovilla, Dell, Jacobson, Mason, and Plebanski. I am not adding anything new in
this section; rather, I am reporting their results to bring the discussion of geometrodynamics
versus connection dynamics for 3+1 gravity to it logical conclusion. Readers interested in a
more detailed discussion of the general relativity without-the-metric theory (including matter
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couplings and an extension of this theory to a class of generally covariant gauge theories)
should see [10, 11, 12, 13, 14] and references mentioned therein. In addition, Pelda´n has
recently provided a similar pure spin-connection formulation of 2+1 gravity. Interested
readers should see [15].
9.1 A pure spin-connection formulation of 3+1 gravity
The pure spin-connection action for complex 3+1 gravity is defined to be
S(∼Φ, 4A) :=
1
8
∫
M ∼Φ(η˜ ·
4F i ∧ 4F j)(η˜ · 4F k ∧ 4F l)hijkl, (9.1)
where 4Aia is a connection 1-form which takes values in the complexified Lie algebra of SO(3),
∼Φ is a scalar density of weight -1 onM , and hijkl and (η˜ · 4F i∧ 4F j) are shorthand notations
for
hijkl := (δikδjl + δilδjk − δijδkl) and (9.2)
(η˜ · 4F i ∧ 4F j) := η˜abcd 4F iab 4F jcd. (9.3)
As usual, 4F iab = 2∂[a
4Aib] + [
4Aa,
4Ab]
i is the Lie algebra-valued curvature tensor of the gener-
alized derivative operator 4Da defined by
4Davi := ∂avi + [4Aa, v]i, (9.4)
where [4Aa, v]
i := ǫijk
4Ajav
k denotes the Lie bracket of 4Aia and v
i in CLSO(3). Although 4Da
defined by (9.4) knows how to act only on internal indices, we will often find it convenient
to consider a torsion-free extension of 4Da to spacetime tensor fields. All results and all
calculations will be independent of this choice.
To show that the pure spin-connection action reproduces the standard results of complex
3+1 gravity, one could vary (9.1) with respect to ∼Φ and 4Aia and analyze the resulting Euler-
Lagrange equations of motion. Instead, we will start with the self-dual action
SSD(
4e, +4A) :=
1
4
∫
M
η˜abcdǫIJKL
4eIa
4eJb
+4Fcd
KL (9.5)
for complex 3+1 gravity and show that (modulo an important degeneracy) the self-dual
action (9.5) is actually equivalent to (9.1). Basically, we will eliminate from (9.5) the field
variables which pertain to the spacetime metric by solving their associated Euler-Lagrange
equations of motion. This will require that a certain symmetric trace-free tensor ψij be
invertible as a 3 × 3 matrix. By substituting these solutions back into the original action
(9.5), we will eventually obtain (9.1). We should point out that, in a solution, ψij corresponds
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to the self-dual part of the Weyl tensor associated with the connection 1-form 4Aia. Thus, the
equivalence between the two actions breaks down whenever the self-dual part of the Weyl
tensor is degenerate. Note also that the pure spin-connection action describes complex 3+1
gravity. To recover the real theory, one would have to impose reality conditions similar to
those used in Section 7 for the self-dual theory. For a detailed discussion of ψij and the
reality conditions see, e.g., [11].
Since the self-dual action (9.5) depends on both a self-dual connection 1-form +4Aa
IJ and a
complex co-tetrad 4eIa, it has an implicit dependence on the spacetime metric gab :=
4eIa
4eJb ηIJ .
Thus, it should come as no surprise that the first step in obtaining a metric-independent
action for 3+1 gravity involves the elimination of 4eIa from (9.5). To do this, let us define
ΣabIJ := ǫIJKL
4eKa
4eLb (9.6)
and +ΣabIJ to be its self-dual part.
28 Then we can write the self-dual action as
SSD(
4e, +4A) =
1
4
∫
M
η˜abcd +ΣabIJ
+4Fcd
IJ , (9.7)
where we have used the fact that ΣabIJ
+4Fcd
IJ = +ΣabIJ
+4Fcd
IJ . To simplify the notation
somewhat, let us recall that the self-dual sub-Lie algebra of the complexified Lie algebra
of SO(3, 1) is isomorphic to the complexified Lie algebra of SO(3). Using the isomorphism
described in Section 7, we can define a CLSO(3)-valued connection 1-form 4Aia and a CL∗SO(3)-
valued 2-form Σabi via
+4Aa
IJ =: 4Aia
+bi
IJ and +ΣabIJ =: Σabi
+biIJ . (9.8)
Then
SSD(
4e, 4A) =
1
4
∫
M
η˜abcdΣabi
4F icd, (9.9)
where 4F iab = 2∂[a
4Aib] + ǫ
i
jk
4Aja
4Akb is the Lie algebra-valued curvature tensor of the gener-
alized derivative operator 4Da defined by 4Aia. It is related to +4FabIJ via +4FabIJ = 4F iab +biIJ .
Although the right hand side of (9.9) involves just Σabi and
4Aia, the action is still a
functional of 4Aia and
4eIa since Σabi depends on
4eIa through equation (9.6). To eliminate
4eIa
from the action, we must use the result (see, e.g., [12]) that (9.6) holds for some 4eIa if and
only if the trace-free part of Σi ∧ Σj equals zero—i.e., ΣabIJ = ǫIJKL 4eKa 4eLb for some 4eIa if
and only if
η˜abcd(ΣiabΣ
j
cd −
1
3
δijΣkabΣcdk) = 0. (9.10)
28Recall that the self-dual part of ΣabIJ is defined by
+ΣabIJ :=
1
2 (ΣabIJ − i2ǫIJKLΣabKL).
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Thus, the self-dual action can be viewed as a functional of Σabi instead of
4eIa provided we
include in the action a term which gives back (9.10) as one of its Euler-Lagrange equations
of motion. More precisely, let us define
S(ψ,Σ, 4A) :=
1
4
∫
M
η˜abcd(Σabi
4F icd −
1
2
ψijΣ
i
abΣ
j
cd), (9.11)
where ψij is a symmetric trace-free tensor which will play the role of a Lagrange multiplier
of the theory. Then the variation of S(ψ,Σ, 4A) with respect to ψij will yield (9.10). Solving
this equation and pulling-back the action (9.11) to this solution space gives back (9.9).
But instead of varying S(ψ,Σ, 4A) with respect to ψij , let us vary this action with respect
to Σabi and solve the resulting Euler-Lagrange equation of motion for Σabi in terms of ψij
and 4Aia. Varying (9.11) with respect to Σabi, we find
4F iab − ψijΣabj = 0, (9.12)
where ψij := δikδjlψkl. This equation can be solved for Σabi in terms of the remaining field
variables provided the inverse (ψ−1)ij of ψij exists. Assuming that it does, we get
Σabi = (ψ
−1)ij
4F jab. (9.13)
If we now pull-back (9.11) to the solution space defined by (9.13), the resulting action
becomes
S(ψ, 4A) =
1
8
∫
M
η˜abcd(ψ−1)ij
4F iab
4F jcd. (9.14)
This is to be viewed as a functional of only the symmetric trace-free tensor ψij and the
connection 1-form 4Aia.
We are almost finished. What remains to be shown is that ψij can be eliminated from
the action (9.14) in lieu of a scalar density ∼Φ of weight -1 on M . To do this, let us write the
action in matrix notation and introduce another Lagrange multiplier µ˜ to guarantee that ψij
is trace-free.29 Then (9.14) can be written as
S(µ˜, ψ, 4A) =
1
8
∫
M
Tr(ψ−1M˜) + µ˜Trψ, (9.15)
where ψij is now assumed to be only symmetric (and invertible) and M˜
ij is defined by
M˜ ij := η˜abcd 4F iab
4F jcd. (9.16)
Varying S(µ˜, ψ, 4A) with respect to ψij , we find
−ψ−1M˜ψ−1 + µ˜I = 0. (9.17)
29By introducing µ˜, we can consider arbitrary symmetric variations of ψij rather than symmetric and
trace-free variations.
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By multiplying on the left and right by ψ, we see that (9.17) is equivalent to
M˜ = µ˜ψ2. (9.18)
This equation can be solved for ψij in terms of M˜ij and µ˜ provided the square-root of M˜ij
exists. Then
ψ = µ˜−1/2M˜1/2, (9.19)
so the action (9.15) pulled-back to this solution space equals
S(µ˜, 4A) =
1
4
∫
M
µ˜1/2TrM˜1/2. (9.20)
The variation of S(µ˜, 4A) with respect to µ˜ now implies that TrM˜1/2 = 0. From (9.19) we
see that this is nothing more than the tracelessness of ψij .
In order to write the action in its final form (9.1), recall that the characteristic equation
obeyed by any 3× 3 matrix is
B3 − (TrB)B2 + 1
2
(
(TrB)2 − TrB2
)
B − (detB)I = 0. (9.21)
Multiplying by B and setting B2 = M˜ (i.e., B = M˜1/2), we get
(detB)B = M˜2 − 1
2
(TrM˜)M˜, (9.22)
(Here we have used the fact that TrB (= TrM˜1/2) = 0.) Using (detB)2 = detM˜ and
assuming invertibility of B (so that detB 6= 0), we can write this last equation as
B = (detM˜)−1/2(M˜2 − 1
2
(TrM˜)M˜). (9.23)
By substituting this expression for B (= M˜1/2) back into (9.20), we find
S(µ˜, 4A) =
1
4
∫
M
µ˜1/2(detM˜)−1/2Tr(M˜2 − 1
2
(TrM˜)M˜). (9.24)
Finally, if we define
∼Φ = µ˜1/2(detM˜)−1/2 (9.25)
(which is a scalar density of weight -1 on M) and use the definition (9.16) of M˜ ij in terms
of 4F iab, we see that
S(∼Φ, 4A) =
1
8
∫
M ∼Φ(η˜ ·
4F i ∧ 4F j)(η˜ · 4F k ∧ 4F l)hijkl (9.26)
when viewed as a functional of ∼Φ and 4Aia. Note that hijkl and (η˜ · 4F i ∧ 4F j) are given as
before by equations (9.2) and (9.3). This is the desired result.
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9.2 Solution of the diffeomorphism constraints
Given that the self-dual and pure spin-connection actions are equivalent when the self-
dual part of the Weyl tensor is non-degenerate, it follows that the constraint equations of
the theory can be written as
ǫijkE˜ai E˜
b
jFabk ≈ 0, (9.27)
E˜biF
i
ab ≈ 0, and (9.28)
DaE˜ai ≈ 0. (9.29)
These are just the constraint equations that we found in subsection 7.2 when we put the
self-dual theory in Hamiltonian form. As before, the canonically conjugate variables consist
of a pair of complex fields (Aia, E˜
a
i ), where A
i
a is the pull-back of the connection 1-form
4Aia
to the submanifold Σ and E˜ai is a complex (densitized) triad which may or may not define
an invertible induced metric ˜˜qab := E˜ai E˜bi. However, by working in the pure spin-connection
formalism, we will obtain a new result. We will be able to write down the most general
solution to the four diffeomorphism constraints (9.27)-(9.28) when the “magnetic field” B˜ai
associated with Aia is non-degenerate.
To see this, recall that in the self-dual theory
+E˜aIJ =: −iE˜ai +biIJ , (9.30)
where +E˜aIJ was the self-dual part of
E˜aIJ :=
1
2
ǫIJKLη˜
abc 4eKb
4eLc . (9.31)
Note that in terms of ΣabIJ defined by (9.6), we have E˜
a
IJ =
1
2
η˜abcΣbcIJ , so that
−iE˜ai =
1
2
η˜abcΣbci. (9.32)
If we now use the result that an invertible symmetric trace-free tensor ψij implies
Σabi = (ψ
−1)ij
4F jab, (9.33)
it follows that
E˜ai = i(ψ
−1)ijB˜
aj , (9.34)
where B˜ai := 1
2
η˜abc 4F ibc (=
1
2
η˜abcF ibc) is the “magnetic field” of A
i
a. We will now show that by
taking E˜ai of this form, the four diffeomorphism constraints (9.27)-(9.28) are automatically
satisfied.
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Substituting (9.34) into the vector constraint (9.28), we get
E˜biF
i
ab = i(ψ
−1)ijB˜
bj∼ηabcB˜ci = 0, (9.35)
where we have used the fact that (ψ−1)ij is symmetric in i and j while ∼ηabc is anti-symmetric
in b and c. Similarly, substituting (9.34) into the scalar constraint (9.27), we get
ǫijkE˜ai E˜
b
jFabk = ǫ
ijkE˜ai E˜
b
j∼ηabcB˜ck
= −iǫijkE˜ai E˜bj∼ηabcψlkE˜cl
= −iqǫijkǫijlψlk
= −2iqψkk
= 0,
(9.36)
where we have used the fact that ψij is trace-free. Thus, the four diffeomorphism constraints
(9.27)-(9.28) are automatically satisfied for E˜ai having the form given by (9.34). That this
is the most general solution follows if B˜ai is non-degenerate. Then for a given A
i
a, E˜
a
i will
have 5 degrees of freedom (per space point) corresponding to the 5 degrees of freedom of the
symmetric trace-free tensor ψij .
What remains to be solved is the Gauss constraint (9.29), which in terms of B˜ai and
(ψ−1)ij can be written as
0 = DaE˜ai
= iDa((ψ−1)ijB˜aj)
= iB˜ajDa(ψ−1)ij.
(9.37)
To obtain the last line of (9.37), we used the Bianchi identity DaB˜aj = 12 η˜abcD[aF jbc] = 0.
10. Discussion
Let me begin by briefly summarizing the main results reviewed in this paper.
1. The standard Einstein-Hilbert theory is a geometrodynamical theory of gravity in
which a spacetime metric is the fundamental field variable. The phase space variables
consist of a positive-definite metric qab and its canonically conjugate momentum p˜
ab.
These variables are subject to a set of 1st class constraints, which are non-polynomial
in qab and which have a Poisson bracket algebra involving structure functions. This
theory is valid in n+ 1 dimensions.
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2. The 2+1 Palatini theory is a connection dynamical theory defined for any Lie group
G. The fundamental field variables consist of a LG-valued connection 1-form and a
L∗G-valued covector field. The phase space is coordinatized by a connection 1-form
AIa and its canonically conjugate momentum (or “electric field”) E˜
a
I . These are fields
defined on a 2-manifold Σ, and they are subject to a set of 1st class constraints. The
constraints are polynomial in (AIa, E˜
a
I ) and provide a representation of the Lie algebra
of the inhomogeneous Lie group associated with G. One recovers 2+1 gravity by taking
G = SO(2, 1).
3. Chern-Simons theory is a connection dynamical theory defined for any Lie group that
admits an invariant, non-degenerate bilinear form. In 2+1 dimensions, the fundamental
field variable is a Lie algebra-valued connection 1-form, and the phase space variables
are Aia—the pull-back of the field variable to the 2-dimensional hypersurface Σ. There
are 1st class constraints, which are polynomial in Aia and provide a representation of
the defining Lie algebra. Chern-Simons theory is related to 2+1 Palatini theories as
follows: (i) 2+1 Palatini theory based on any Lie group G is equivalent to Chern-
Simons theory based on the inhomogeneous Lie group IG associated with G; and (ii)
the reduced phase space of Chern-Simons theory based on a Lie group G is the same
as the reduced configuration space of the 2+1 Palatini theory based on the same G.
As a special case of (i), 2+1 gravity is equivalent to Chern-Simons theory based on
the 2+1 dimensional Poincare´ group ISO(2, 1).
4. One can couple matter to 2+1 gravity via the 2+1 Palatini action. 2+1 Palatini theory
coupled to a cosmological constant Λ is defined for any Lie group G that admits
an invariant, totally antisymmetric tensor ǫIJK . This theory is equivalent to 2+1
dimensional Chern-Simons theory based on the Λ-deformation of G. As a special case,
2+1 gravity coupled to a cosmological constant is equivalent to Chern-Simons theory
based on SO(3, 1) or SO(2, 2) (depending on the sign of Λ). 2+1 Palatini theory can
also be coupled to matter fields with local degrees of freedom provided G = SO(2, 1).
The constraints remain polynomial in the canonically conjugate variables and form a
1st class set. However, due to the presence of structure functions, they no longer form
a Lie algebra.
5. The 3+1 Palatini theory is a geometrodynamical theory of 3+1 gravity in which a
co-tetrad and a Lorentz connection 1-form are the fundamental field variables. Due
to the presence of 2nd class constraints, the Hamiltonian formulation of this theory
reduces to that of the standard Einstein-Hilbert theory in 3+1 dimensions. Unlike the
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2+1 Palatini theory, the 3+1 Palatini theory does not provide a connection dynamical
theory of 3+1 gravity.
6. The self-dual theory is a connection dynamical theory of complex 3+1 gravity in which
a complex co-tetrad and a self-dual connection 1-form are the fundamental field vari-
ables. The phase space variables consist of an CLSO(3)-valued connection 1-form Aia
and its canonically conjugate momentum (or “electric field”) E˜ai , both defined on a
3-manifold Σ. These variables are subject to a set of 1st class constraints, which are
polynomial in (Aia, E˜
a
i ) but which have a Poisson bracket algebra involving structure
functions. In a solution, E˜ai is a (densitized) spatial triad. Since none of the equations
involve the inverse of E˜ai , the self-dual theory makes sense even if E˜
a
i is non-invertible.
Thus, the self-dual theory provides an extension of complex general relativity that is
valid even when the induced spatial metric ˜˜qab (= E˜ai E˜bi) is degenerate. One must
impose reality conditions to recover real general relativity.
7. One can couple matter to complex 3+1 gravity via the self-dual action. The constraints
remain polynomial in the canonically conjugate variables and form a 1st class set. Since
none of the equations involves the inverse of E˜ai , the self-dual theory coupled to matter
provides an extension of complex general relativity coupled to matter that includes
degenerate spatial metrics. Reality conditions must be imposed to recover the real
theory.
8. The pure spin-connection formulation of general relativity is a connection dynamical
theory of complex 3+1 gravity in which a CLSO(3)-valued connection 1-form and a
scalar density of weight −1 are the fundamental field variables. The Hamiltonian
formulation of this theory is equivalent to that of the self-dual theory provided the self-
dual part of the Weyl tensor is non-degenerate. When the “magnetic” field associated
with the connection 1-form Aia is non-degenerate, one can write down the most general
solution to the four diffeomorphism constraints. Reality conditions must be imposed
to recover the real theory.
So what can we conclude from all these results? Is gravity a theory of a metric or a
connection? In other words, is gravity a theory of geometry, where the fundamental variable
is a spacetime metric which specifies distances between nearby events, or is it a theory of
curvature, where the fundamental variable is a connection 1-form which tells us how to
parallel propagate vectors around closed loops? The answer: Either. As far as the classical
equations of motion are concerned, both a metric and a connection describe gravity equally
well in 2+1 and 3+1 dimensions. Neither metric nor connection is preferred.
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As we have shown in this review and have summarized above, 2+1 and 3+1 gravity admit
formulations in terms of metrics and connections. But despite the apparent differences (i.e.,
the different actions and field variables; the different Hamiltonian formulations and canon-
ically conjugate momenta; and the possiblity of extending the theories to include arbitrary
gauge groups and solutions with degenerate spatial metrics), we have seen that the classical
equations of motion for all these formulations are the same. For instance, we saw that the
2+1 Palatini theory reproduces vacuum 2+1 gravity when we choose G = SO(2, 1) and solve
the equation of motion for the connection. Similarly, we saw that Chern-Simons theory re-
produces 2+1 gravity coupled to a cosmological constant Λ (> 0) when we choose the gauge
group to be SO(2, 2). At the level of field equations, all the theories are mathematically
equivalent. The difference between the theories is, instead, one of emphasis.
Now such a small change may not seem, at first, to be worth all the effort. Recall that
the shift in emphasis from metric to connection came only after we successively analyzed the
Einstein-Hilbert, Palatini, and Chern-Simons theories in 2+1 dimensions, and the Einstein-
Hilbert, Palatini, self-dual, and pure spin-connection theories in 3+1 dimesions. This analysis
required a fair amount of work and, as we argued in the previous paragraph, did not lead
to anything particularly new at the classical level modulo, of course, the extensions of the
theories to include arbitrary gauge groups and solutions with degenerate spatial metrics.
But as soon as we turn to quantum theory and consider the recent results that have been
obtained there, the question as to whether the shift in emphasis from metric to connection
was worth the effort has a simple affirmative answer. Yes! Indeed, almost all of the recent
advances in quantum general relativity can be traced back to this change of emphasis. As
mentioned in the introduction, Witten [8] used the equivalence of the 2+1 Palatini theory
based on SO(2, 1) with Chern-Simons theory based on ISO(2, 1) to quantize 2+1 gravity.
Others (e.g., Carlip [24, 25] and Anderson [26]) are now using Witten’s quantization to
analyze the problem of time in the 2+1 theory. In 3+1 dimensions, Jacobson, Rovelli, and
Smolin [6, 7] took advantage of the simplicity of the constraint equations in the self-dual
formulation of 3+1 gravity to solve the quantum constraints exactly—something that nobody
could accomplish for the quantum version of the scalar constraint in the traditional metric
variables. And the list goes on. (See, e.g., [2, 3] and [17, 18, 19, 20] for more details.) Where
this list will end, and whether or not the change in emphasis from metric to connection
will lead to a mathematically consistent and physically reasonable quantum theory of 3+1
gravity, remains to be seen.
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