Researchers often compare groups of individuals on psychological variables. When comparing groups an assumption is made that the instrument measures the same psychological construct in all groups. If this assumption holds, the comparisons are valid and differences/similarities between groups can be meaningfully interpreted. If this assumption does not hold, comparisons and interpretations are not fully meaningful. The establishment of measurement invariance is a prerequisite for meaningful comparisons across groups. This paper first reviews the importance of equivalence in psychological research, and then the main theoretical and methodological issues regarding measurement invariance within the framework of confirmatory factor analysis. A step-by-step empirical example of measurement invariance testing is provided along with syntax examples for fitting such models in LISREL.
Introduction
Psychological research often compares groups on psychological variables. This is one of the fundamental approaches in cross-cultural research; an instrument that has been found to show adequate psychometric properties in one cultural group is translated and administered to another cultural group. When comparing groups researchers often assume that the instrument (e.g., questionnaires, ability tests) measures the same psychological construct in all groups. Despite its appeal, this assumption is often not justified and needs to be tested.
Testing for equivalence of measures (or measurement invariance) has thus become an important issue in recent years (e.g., Chen, 2008; Cheung & Rensvold, 1999 , 2000 Fontaine, 2005; Little, 1997; Steenkamp & Baumgartner, 1998; van de Vijver & Fischer, 2009; van de Vijver & Leung, 1997; van de Vijver & Poortinga, 1982) , especially in cross-cultural research because it allows the researcher to check if members of different groups (e.g., female vs. male) or cultures (e.g., Brazilian vs German students) ascribe the same meanings to scale items (for recent applications, see Fischer et al., 2009; Gouveia, Milfont, Fonseca, & Coelho, 2009; Milfont, Duckitt, & Cameron, 2006; Milfont, Duckitt, & Wagner, in press ). This paper discusses the issue of measurement invariance and its importance to psychological research in general and cross-cultural research in particular. The paper starts with a brief discussion of equivalence and biases in psychological research. The paper then focuses on measurement invariance, discussing its conceptualization and statistical analyses. A step-by-step empirical example of invariance testing is then provided along with syntax examples for fitting such models in LISREL (using the SIMPLIS command language) (Jöreskog & Sörbom, 1999) . LISREL, an abbreviation for linear structural relations, is the pioneering statistical software package for structural equation modeling.
Equivalence in cross-cultural research
Any data collected for psychological research may yield unreliable results due to measurement biases. Psychological assessment based on self-reported measures is not different. This is especially important when data is gathered from two or more cultural groups, and when the data is used to compare the groups. In the cross-cultural literature, four levels of equivalence have been distinguished (Fontaine, 2005; van de Vijver & Leung, 1997) : functional equivalence (does the construct exist in all groups studied), structural equivalence (are indicators related to the construct in a non-trivial way), metric equivalence (are loading weights identical across groups) and full score or scalar equivalence (are intercepts, that is the origin of measurement scales, identical across groups).
A detailed discussion of these types of equivalence is beyond the scope of this article, but interested readers could find discussion of these issues and specific ways to address them elsewhere (Berry, Poortinga, Segall, & Dasen, 2002, Chapter 11; van de Vijver & Leung, 1997 , 2000 . Briefly, functional (and to some extent structural) equivalence can not be directly tested using statistical methods. Expert judgements and qualitative methods are best to identify these forms of non-equivalence. The statistical method discussed in this paper can only be useful if at least functional equivalence is being met by a test.
If we assume that functional equivalence is being met, are there specific strategies for overcoming and addressing biases? How can one identify specific forms of measurement non-equivalence? Measurement invariance testing within the framework of structural equation modeling can answer these questions because it is a robust procedure for investigating equivalence in multi-group data.
Assessing Equivalence
Psychological constructs, such as attitudes, beliefs and values, constitute latent variables that can not be measured directly. As a result, psychological measures function as indicators of the latent construct. In order to meaningfully compare a latent construct across groups, each observed indicator must relate to the latent variable in the same way in all groups. Given that most of the research in cross-cultural psychology focuses on the comparison of psychological constructs across different cultural groups (van de Vijver & Leung, 2000) , the issue of equivalence of psychological measures is essential.
Multidimensional scaling, principal component analysis, exploratory factor analysis and confirmatory factor analysis are the four main methods used for assessing equivalence of psychological measures (Fischer & Fontaine, in press ). Confirmatory factor analysis (CFA) is one of the most widely used methods to test for measurement invariance and is becoming increasingly popular, and is thus the method discussed in this paper. In brief, CFA is a model testing technique in which a theoretical model is compared with the observed structure in a sample. The individual parameters in CFA models are formally denoted by Greek letters, but this approach will not be used here to facilitate understanding.
CFA models are often graphically represented. Circles or ovals represent latent, unobserved variables, and squares represent the manifest, observed variables. Lines are then used to indicate the relationships between variables. Single-arrow lines pointing to a specific variable represent a hypothesized direct relationship, in which the variable with the arrow pointing to is the dependent variable. Double-arrow lines indicate that the variables are related to each other with no implied direction of the relationship. Figure 1 shows the illustrative model that we will use in this paper. As can be seen, there are two ovals, four squares and five lines linking them. The model indicates that there are four observed variables reading and writing in Grade 5 (i.e., READING5 and WRITING5) and reading and writing in Grade 7 (i.e., READING7 and WRITING7) , and two latent variables verbal ability in Grade 5 and Grade 7 (i.e., Verbal5 and Verbal7). The single-arrow lines from the latent to the observed variables indicate that READING5 and WRITING5 are indicators of the latent variable Verbal5, while READING7 and WRITING7 are indicators of the latent variable Verbal7. The double-arrow line indicates that the latent variables are related. Arrows without origin indicate proportions of error and unexplained variances for each of the four observed variables.
Figure 1. Theoretical model used in the illustrative example
It is worth noting that this example is for illustration purposes only. It is strongly advisable that latent factors are measured with at least three indicators (Byrne, 1998; MacCallum, 1995) . If less than three indicators are used as in this example, the model is not properly identified (the model is identified in our example because we allow the latent factors to covary and do not estimate any further parameters). Identification issues are complex and are discussed in detail elsewhere (Bollen, 1989; Byrne, 1998; MacCallum, 1995) .
Testing Measurement Invariance across Groups
CFA models are often run with single-sample data. For example, one could collect data from a community sample to test whether the items of a new developed scale comprise good indicators of a given latent construct. In order to assess measurement invariance, multi-group confirmatory factor analyses (MGCFA) are performed. In MGCFA, the theoretical model is compared with the observed structure in two or more samples. Jöreskog s (1971; 1993) strategy for the assessment of the comparability of factor structures is typically followed to test measurement invariance. In his strategy, nested models are organized in a hierarchical ordering with decreasing numbers of parameters (or increasing degrees of freedom), which entails adding parameter constraints one at a time.
These increasingly restrictive models are tested in terms of their fit of the data to the model (Cheung & Rensvold, 1999 Steenkamp & Baumgartner, 1998; Vandenberg & Lance, 2000) . Because each new model is nested in the previous model, measurement invariance models become increasingly more restrictive. MGCFA following this approach is widely accepted to be the most powerful and versatile approach for testing measurement invariance (Steenkamp & Baumgartner, 1998) .
A typical sequence of models often tested are described and discussed below (for a detailed presentation see Marsh, 1994; Steenkamp & Baumgartner, 1998; Vandenberg & Lance, 2000) . Before discussing the models, it is important to note that scholars have proposed specific distinctions among the models. One distinction borrowed from model testing (Anderson & Gerbing, 1988 ) is between measurement invariance models---(in a narrower sense) models that assess invariance of construct, factor loading, item intercepts and error variances ---and structural invariance models ---models that assess invariance of the variances, covariances and means of the latent variables (e.g., Byrne, Shavelson, & Muthén, 1989; Vandenberg & Lance, 2000) . Note that the term structural invariance has a different meaning in this context compared to the crosscultural literature on equivalence. As noted above, structural equivalence in the cross-cultural literature assess whether indicators are related to the construct in a nontrivial way (see, e.g., Fontaine, 2005) . We follow the distinction between measurement and structural invariance to organise the specific models below. Measurement invariance needs to be tested for cross-group comparisons (especially for mean comparisons); structural invariance is optional and researchers need to decide whether the further restrictions are theoretical meaningful. We follow the general succession of tests proposed by Vandenberg and Lance (2000) . They also provide a very good flowchart of the logical sequencing for assessing cross-group invariance. Figure 2 provides a visual aid to better understand the models discussed here. 
Tests of aspects of measurement invariance
Models that test relationships between measured variables and latent constructs are measurement invariance tests. There are four common models that fall in this category: configural, metric, scalar and error variance invariance.
Model 1 (Configural invariance).
This model is the first step to establish measurement invariance, and is satisfied if the basic model structure is invariant across groups, indicating that participants from different groups conceptualize the constructs in the same way. Configural invariance can be tested by running individual CFAs in each group. However, even if the model fits well in each group, it is still necessary to run this step in MGCFA, since it serves as the comparison standard for subsequent tests (also known as the baseline model). This model is tested by constraining the factorial structure to be the same across groups (see Figure 2a) .
Model 2 (Metric invariance).
This model tests if different groups respond to the items in the same way; that is, if the strengths of the relations between specific scale items and their respective underlying construct are the same across groups. If metric invariance is satisfied, obtained ratings can be compared across groups and observed item differences will indicate group differences in the underlying latent construct. Research has suggested that at least partial metric invariance must be established before continuing in the sequence of tests (Vandenberg & Lance, 2000) . This model is tested by constraining all factor loadings to be the same across groups (see Figure 2b) .
Model 3 (Scalar invariance)
. Scalar, or intercept, invariance is required to compare (latent) means. Establishing scalar invariance indicates that observed scores are related to the latent scores; that is, individuals who have the same score on the latent construct would obtain the same score on the observed variable regardless of their group membership. This model is tested by constraining the intercepts of items to be the same across groups (see Figure 2c) . This is the last model necessary to compared scores across groups. All additional tests are optional and may be theoretically meaningful in specific contexts.
Model 4 (Error variance invariance)
. To test if the same level of measurement error is present for each item between groups, all error variances are constrained to be equal across groups (see Figure 2d) .
Tests of aspects of structural invariance
Models concerning only the latent variables are structural invariance tests. There are three common models that fell in this category: factor variance, factor covariance and factor mean invariance. These models are not necessarily nested, for example, it is possible to test for factor mean invariance (see Model 7 below) straight after testing Model 3 (intercept or scalar invariance).
Model 5 (Factor variance invariance).
Invariance of factor variance indicates that the range of scores on a latent factor do not vary across groups. This model is tested by constraining all factor variances to be the same across groups (see Figure 2e ).
Model 6 (Factor covariance invariance).
The stability of the factor relationships across groups is assessed in this model. The model thus implies that all latent variables have the same relationship in all groups. This model is tested by constraining all factor covariances to be the same across groups (see Figure 2f ).
Model 7 (Factor mean invariance).
Invariance of latent factor mean indicates that groups differ on the underlying construct(s). This model is tested by constraining the means to be the same across groups (see Figure 2g) . Figure 3 presents a flowchart of the logical sequencing of steps for assessing the degree of cross-group invariance adapted from Vandenberg and Lance (2000) . As can be seen, only the measurement models are organized in a hierarchical ordering with increasing constraints from one model to the next. Each model is nested in the previous model, and measurement tests become increasingly restrictive. As a result, a model is only tested if the previous model in the hierarchical ordering has been shown to be equivalent across groups. Structural models, in contrast, are not hierarchical or sequential. 
Differences between full and partial invariance
The models discussed above address full measurement invariance because they assess whether each given element (i.e., factor loadings, item intercept, factor variance) is equal in all groups. However full measurement invariance is unlikely to hold in practice. To address the too strict and unrealistic goal that invariance restrictions must hold for all parameters across groups, Byrne et al. (1989) introduced to concept of partial measurement invariance, in which only a subset of parameters in a model is constrained to be invariant while another subset of parameters is allowed to vary across groups. Hence, partial measurement invariance may allow appropriate cross-group comparisons even if full measurement invariance is not obtained. Partial measurement invariance can be assessed in two cases: (1) when measures are invariant across some but not all groups, or (2) when some but not all of the parameters are invariant across groups (Vandenberg & Lance, 2000) .
Given the lack of clear-cut criterion for using partial measurement invariance, Vandenberg and Lance (2000) have made some recommendations. They argue that configural invariance and (at least partial) metric invariance need to be established before testing any further partial invariance model. They further argue that partial metric invariance is permitted only if parameters relaxed to vary across groups are a minority of indicators (see also van de Vijver & Poortinga, 1982) , and when there is strong theoretical and empirical (i.e., cross-validation evidence) bases. Milfont et al. (2006) provides a practical illustration of partial measurement invariance testing in cross-cultural research.
How to compare the models: Using goodness-of-fit indices
As discussed above, CFA is a model testing technique in which a theoretical model is compared with the observed structure in a sample. Goodness-of-fit indices are used to determine the degree to which the theoretical model as a whole is consistent with the empirical data. These indices thus indicate how well the empirical data fit the proposed theoretical model. LISREL (as well as other available software like Amos and EQS) provides several indices to assess how well an a priori hypothesized model fits the sample data. The likelihood ratio test (also called chi-square or 2 test) is an objective model fit index, and has been traditionally used as a goodness-of-fit statistic in structural equation modeling. However, its sensitivity to sample size and its underlying assumption that the model fits the sample data perfectly has long been recognized as problematic (e.g., Bentler & Bonett, 1980; Browne & Cudeck, 1993) . It has thus been recommended that this statistic should be used as a measure of fit rather than a test statistic (Jöreskog, 1993) . Several fit indices, or subjective model fit indices, have thus been developed to overcome limitations of the likelihood ratio test (for reviews, see Bentler & Bonett, 1980; Hu & Bentler, 1995; Kaplan, 2000; Mulaik et al., 1989) . These fit indices can be categorized into absolute or incremental fit indices. While the former measure how well an a priori model reproduces the sample data, the latter assess improvement in fit by comparing a target model with a more constrained nested model (Hu & Bentler, 1999) . Detailed considerations of these indices are beyond the scope of this article but are covered at length elsewhere (Bollen, 1989; Hu & Bentler, 1995; Mulaik et al., 1989) . Numerous fit indices consider different aspects of fit, and it has been recommended that researchers should report multiple fit indices in structural equation modeling studies (Hu & Bentler, 1995; Thompson, 2000) .
The absolute indices used here to evaluate overall model fit were: the normed chi-square, or the chi-square to degrees of freedom ratio ( 2 /df) (Wheaton, Muthén, Alwin, & Summers, 1977) , the root mean square error of approximation (RMSEA) (Steiger & Lind, 1980) , and a standardized version of Jöreskog and Sörbom s (1981) root mean square residual (SRMR). A 2 /df ratio of 3:1 or less indicates good fit (Carmines & McIver, 1981) ; RMSEA and SRMR values close to .06 and .08 respectively indicate acceptable fit (Hu & Bentler, 1999) , and RMSEA values in the range of .08 to .10 indicate mediocre fit and above .10 indicate poor fit (Browne & Cudeck, 1993; MacCallum, Browne, & Sugawara, 1996) . Furthermore, the difference in chi-square between two nested models (i.e., 2 difference test), the comparative fit index (CFI) (Bentler, 1990) . the expected cross-validation index (ECVI) (Browne & Cudeck, 1989) , and a consistent version of Akaike s (1987) information criterion (CAIC) (Bozdogan, 1987) were used as incremental fit indices to calculate improvements over competing models. Significant results for the 2 difference test indicate that the model with smaller 2 has a statistically better fit. This test, however, has the same limitations as the overall likelihood ratio test so that with large samples very trivial differences yield a significant test result. Therefore, the 2 difference test was used only as indicative of significant improvements. CFI values close to .95 indicate acceptable fit (Hu & Bentler, 1999) . Lower ECVI and CAIC values reflect the model with the better fit (Garson, 2003) . In addition, 90% confidence intervals (90%CI) were also reported for both RMSEA and ECVI, following MacCallum et al. s (1996) guidelines.
These absolute and incremental fit indices are often used to compare an unconstrained model with one having measurement invariance constraints. In addition, Cheung and Rensvold (2002) has suggested three specific incremental indices for testing measurement invariance. These indices are based on the differences in Bentler s (1990) comparative fit index (CFI), Steiger s (1989) gamma hat (GH), and McDonald s (1989) non-centrality index (NCI) that are obtained when comparing nested models. If, in the sequence of the invariance tests, two nested models show a decrease in the value of CFI, GH and NCI greater than or equal to .01, .01, and .02 in magnitude, respectively, the more restrictive model should be rejected (Cheung, 2005; Cheung & Rensvold, 2002) . LISREL output does not give the GH or NCI, but these indices can be easily calculated using a free online program (Pirritano, 2005) .
Testing Measurement Invariance across Groups: A practical example
Given the pedagogical focus of this paper on measurement invariance, we selected a publicly available and simple model for illustrative analysis. The data used to provide an illustration of measurement invariance testing are taken from the LISREL manual (Jöreskog & Sörbom, 1999, p. 62) , which is available to all users. The data is based on scores on the ETS Sequential Test of Educational Progress for two groups of boys who took the test in both Grade 5 and Grade 7. The groups were created based on whether or not the boys were in the academic curriculum in Grade 12. A sample of 373 formed the boys academic group (i.e., BA) and a sample of 249 formed the boys nonacademic group (i.e., BNA). The model is the same as depicted in Figure 1 . READING5 and WRITING5 are indicators of the latent variable Verbal5 that represents boys verbal ability at Grade 5, and READING7 and WRITING7 are indicators of the latent variable Verbal7 that represents boys verbal ability at Grade 7. Although this is a longitudinal rather than a cross-cultural data, the same steps described below can be used in cross-cultural research. And although this example is based on only two groups, the process of measurement invariance testing is similar if more than two groups are compared. If the number of comparisons becomes larger, different approaches become useful (Fontaine & Fischer, in press; Selig, Card, & Little, 2008) .
The LISREL syntaxes for each of the model tested are given in Appendix A. There are specific publications available that describe the specific steps in more detail (e.g., Byrne, 1998; Jöreskog & Sörbom, 1999) . To make it easier to actually run the measurement invariance syntaxes used in our example, we have included details explaining what we have done for each step in the actual syntaxes. Anyone who has the software can copy the syntaxes we provide and run them easily in LISREL.
Before comparing the groups, it is important to make sure that the hypothetical structure provides good fit for both groups. Thus, the first step is to test whether the proposed two-factor model fits the empirical data from each group. Results show excellent model fit for the BA group ( 2 = .86; df = 1; 2 /df = .86; RMSEA = .00, 90%CI = .00-.13; SRMR = .003; CFI = 1.00) as well as for the BNA group ( 2 = .66; df = 1; 2 /df = .66; RMSEA = .00, 90%CI = .00-.16; SRMR = .004; CFI = 1.00), indicating that the twofactor model of verbal ability is supported in both groups.
The second step is to move from single-group CFA to MGCFA in order to cross-validate the two-factor model across the two groups. Model 1 tested whether the proposed structure (Figure 1 ) would be equal across the two groups. As excellent fit of the two-factor structure had been established independently for each group earlier, one could expect that configural invariance would be supported. The fit indexes confirmed this. As can bee seen in Table 1 , Model 1 provided excellent fits to the data, indicating that the factorial structure of the construct is equal across groups. Note that the 2 value reported for this model is simply the sum of the 2 values for the model tested separately for each sample, as reported above.
As the configural invariance was supported, the factor pattern coefficients were then constrained to be equal to test for metric invariance. Model 2 had good fit indices (e.g., 2 /df < 3; RMSEA < .08; CFI > .95; ), but the chisquare test was significant, indicating that the imposition of constraints (equal factor loadings across groups) resulted in statistically significant decreases in the fit of Model 2 compared to Model 1. As signed earlier, however, this test has limitations. Considering the other comparative fit indices (e.g., CFI, GH and NCI), the overall results indicate the viability of constraining the factor loading to be the same across the groups. The scalar invariance model (Model 3) and error variance invariance model (Model 4) also provide excellent fits to the data. As can be seen in Table 1 , the overall goodness-of-fit indices and the tests of differences in fit between adjacent models (Model 3 vs. Model 2, and Model 4 vs. Model 3) support measurement invariance. Support for scalar invariance indicates that the latent means can be meaningfully compared across groups. Support for error variance invariance indicates that the four observed variables are invariant across groups, having no measurement bias. The analyses above support the measurement invariance of the two-factor model across the two groups. Analyses were then performed to assess the structural invariance. It is worth noting again that structural models are not hierarchical, so that the model testing sequence is arbitrary. However, we used a sequence often used in the literature (Vandenberg & Lance, 2000 ). The first model tested the invariance of the factors variance (Model 5). As can be seen in Table 1 , constraining the factors variance to be equal across the two groups substantially increased the SRMR. Overall, however, these constraints did not significantly worsen model fit as compared to Model 4. The equality of factors covariance was then tested (Model 6). The goodness-of-fit indices and the tests of differences in fit between Models 6 and 5 support the invariance of the covariance between the latent variables. This indicates that the covariance between boy s verbal ability at Grade 5 and Grade 7 is equal across groups. Support for Model 5 and 6 respectively indicates that factor correlations and factor covariances are identical across groups.
The final test of structural invariance was to constraint the latent factor means to be equal across groups. By all standards, Model 7 provided a very poor fit to the data, rejecting the imposition of factor mean invariance. This indicates that the latent factor means differ across the two groups. Close inspection of the output from Model 3 indicates that the latent means for the non-academic group is below the mean of the academic group in both grades, which is expected (Jöreskog & Sörbom, 1999, p. 70) .
CONCLUSIONS
This paper provides an overview of the issue of invariance in measurement. We used a publicly available two-sample data as a case study in an effort to illustrate this issue. Using the explanations we provide as well as the figures and LISREL syntaxes, the reader should be able to understand and conduct his own analyses to evaluate measurement invariance. When comparing groups an assumption is made that the instrument (e.g., questionnaires, tests) measures the same psychological construct in all groups. If this assumption holds, the comparisons are valid and differences/similarities between groups can be meaningfully interpreted. However, if this assumption does not hold comparisons and interpretations may not be meaningful. Researchers should explicitly evaluate measurement invariance and then distinguish between different levels of similarity or equivalence.
