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The existence of a global causal order between events places constraints on the correlations that
parties may share. Such “causal correlations” have been the focus of recent attention, driven by the
realization that some extensions of quantum mechanics may violate so-called causal inequalities. In
this paper we study causal correlations from an entropic perspective, and we show how to use this
framework to derive entropic causal inequalities. We consider two different ways to derive such
inequalities. Firstly, we consider a method based on the causal Bayesian networks describing the
causal relations between the parties. In contrast to the Bell-nonlocality scenario, where this method
has previously been shown to be ineffective, we show that it leads to several interesting entropic
causal inequalities. Secondly, we consider an alternative method based on counterfactual variables
that has previously been used to derive entropic Bell inequalities. We compare the inequalities
obtained via these two methods and discuss their violation by noncausal correlations. As an appli-
cation of our approach, we derive bounds on the quantity of information – which is more naturally
expressed in the entropic framework – that parties can communicate when operating in a definite
causal order.
I. INTRODUCTION
When describing most physical phenomena it seems
natural to assume that physical events take place in
a well-defined causal structure. For instance, earlier
events can influence later ones but not the opposite, or,
if two events are distant enough (typically, space-like
separated) from each other, any correlation between
them can only be due to some common cause in their
past. This intuition is formalized in Reichenbach’s prin-
ciple [1] and generalized by the mathematical theory of
causal models [2] that form the basis for our current un-
derstanding of how to infer causation from empirically
observed correlations. Not surprisingly, it has found
a wide range of applications [2–4]. Yet, quantum phe-
nomena defy such an intuitive notion of cause and ef-
fect.
As shown by Bell’s Theorem [5], quantum corre-
lations obtained by measurements on distant entan-
gled parties are incompatible with Reichenbach’s prin-
ciple [6, 7] or, more generally, with classical theories of
causality, forcing us to generalize the notion of causal
models [8–13]. In a scenario where different experi-
menters interact only once with a given system that is
exchanged between them, one could expect that no si-
multaneous causal influences between them should be
possible but rather only one-way influences. However,
it has been realized that physical theories do not neces-
sarily have to comply with the idea of a definite causal
∗ These authors contributed equally to this work.
order [14, 15]. One can also imagine theories where
the causal order itself is in a sort of “quantum super-
position” [14, 16], which can be verified using so-called
causal witnesses [17, 18].
As for entanglement witnesses [19, 20], the use of
causal witnesses assumes that we have a precise de-
scription of the measurement apparatus, that is, they
are relevant in a device-dependent framework. Nev-
ertheless, by allowing physical theories that are lo-
cally equivalent to quantum mechanics but relax the
assumption of a fixed global causal structure, it is pos-
sible to verify causal indefiniteness also in a device-
independent manner. With the aim of providing a gen-
eral framework to such scenarios, the process matrix
formalism [14] has been introduced and shown to allow
for the violation of so-called causal inequalities [14, 21–
25], which are device-independent constraints that play
a similar role to that of Bell inequalities [5]. However,
whether violations of causal inequalities can be experi-
mentally observed is still an important open question.
Our goal in this paper is to introduce a new frame-
work for the derivation of causal inequalities and the
study of their potential violations: the entropic ap-
proach to causal correlations. The idea of using en-
tropies to understand sets of correlations has its ori-
gin in the context of Bell inequalities [26–29] but since
then has also found various other applications in quan-
tum contextuality [30–32], device-independent applica-
tions [33, 34], causal inference [9, 35, 36] and in the char-
acterization of nonsignaling correlations [37]. As for
these previous applications, the interest in characteriz-
ing the entropies compatible with causal correlations
stems not only from practical and technical issues, but
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2also from a more fundamental reason. To begin with,
causal inequalities expressed in terms of probabilities
are constructed for a fixed number of inputs and out-
puts, and their systematic derivation becomes harder
as this number increases [24, 25]. In contrast, we will
derive entropic causal inequalities that are valid for ar-
bitrary finite alphabets either for the input and output
variables, or just for the output variables. Furthermore,
entropic inequalities can be easily combined with extra
assumptions, such as conditional independence rela-
tions or information theoretic constraints (e.g., bounds
on the amount of communication), which would be
hard to treat in the probabilistic framework [35, 37, 38].
More fundamentally, given that entropies are a core
concept in classical and quantum information theory, it
is of clear relevance to have a framework that focuses on
these quantities rather than on probabilities, and it may
help connect causal inequalities with principles such as
information causality [39].
The paper is organized as follows. In Sec. II, we will
introduce the basic notions relevant for our investiga-
tion, namely, causal correlations and the entropic ap-
proach to causal structures. In Sec. III we will derive
entropic causal inequalities for the bipartite scenario,
and discuss their violation. In Sec. IV, we will show
how this approach can be generalized to multipartite
scenarios. Finally, as an application, in Sec. V we use
this approach to derive bounds on communication in
causal games.
II. PRELIMINARIES
A. Causal correlations
Causal correlations are most easily introduced in the
bipartite case, where we consider two parties, Alice (A)
and Bob (B), who together conduct a joint experiment
while each having control over a separate closed lab-
oratory. During each round of the experiment, Alice
and Bob each receive, operate on, and send out a sin-
gle physical system, which is the only means by which
they may communicate. In addition, they each receive
some (external) classical inputs X and Y, for Alice and
Bob respectively, and produce some classical outputs
A and B, respectively. Throughout the paper we use
upper-case letters (e.g., X) to denote random variables,
and corresponding lower-case letters (e.g., x) to denote
the specific values they take. Their probability distribu-
tions will generically be denoted by P; we will also use
the shorthand notations P(x) for P(X = x), P(x(,)y) for
P(X = x,Y = y), P(a|x) for P(A = a|X = x), etc.
The joint conditional probability distributions
P(ab|xy) that can be produced in such an experiment
depend on the causal relation between Alice and
Bob. If Bob cannot signal to Alice their correlations
should obey P(a|xy) = P(a|xy′) for all x, y, y′, a, where
P(a|xy) = ∑b P(ab|xy). We denote this situation
by A ≺ B, and write P = PA≺B in this case. Note
that this does not necessarily imply that Alice is
in the causal past of Bob since the events could be
space-like separated, but merely that the correlation
is compatible with such a causal order. Similarly, if
the correlation is compatible with Bob being in the
causal past of Alice we write B ≺ A and we have
PB≺A(b|xy) = PB≺A(b|x′y) for all x, x′, y, b. The corre-
lations that satisfy both these conditions (and are thus
consistent both with A ≺ B and B ≺ A) are precisely
the nonsignaling correlations [40].
More generally, we are interested in the correlations
achievable under the assumption of a definite causal or-
der in each round of the experiment, even if the causal
relation between Alice and Bob may be different (e.g.,
chosen randomly) for each individual round. We thus
say that a correlation P(ab|xy) is causal if it can be writ-
ten as
P(ab|xy) = q0 PA≺B(ab|xy) + q1 PB≺A(ab|xy), (1)
with q0, q1 ∈ [0, 1] and q0 + q1 = 1, where PA≺B(ab|xy)
and PB≺A(ab|xy) satisfy the respective (one-way) no-
signaling conditions defined above [14].
It was shown in Ref. [24] that the set of bipartite
causal correlations forms a convex polytope, whose ver-
tices are simply the deterministic causal correlations
(i.e., causal correlations for which the outputs A, B are
deterministic functions of the inputs X,Y). The facets
of this polytope thus specify causal inequalities, analo-
gous to Bell inequalities for local correlations, that any
causal correlation must satisfy [14]. The situation with
binary input and output variables was characterized
completely in [24], where it was shown that there are
only two nonequivalent causal inequalities (up to sym-
metries). The simplest of these is perhaps the “guess
your neighbor’s input” (GYNI) inequality, which has a
simple interpretation as a game (up to a relabeling of
the inputs and outputs) in which the inputs X,Y are
chosen uniformly at random and the goal is for each
party to output the other party’s input. One such form
of this inequality can be written [24]
1
4 ∑x,y,a,b
δa,y δb,x P(ab|xy) ≤ 12 , (2)
where δ is the Kronecker delta function.
The notion of causal correlations can be generalized
to more parties, although one has to take into account
the fact that, in a given round of the experiment, the
causal order of some parties may depend on the inputs
and outputs of previous parties [23, 25]. In this paper
we will primarily, in Sec. III, focus on applying the en-
3tropic approach to bipartite causal correlations, before
returning to the multipartite case in Sec. IV.
B. The entropic approach and marginal problems
Below we introduce the basic notions concerning en-
tropy cones and marginal scenarios. We then review the
entropic characterization of marginal scenarios [28] us-
ing two complementary methods, the first considering
the entropies of the variables composing a given causal
model, and the second based on the counterfactual ap-
proach to correlations.
1. Entropic and cones
Let S = {X1, . . . ,Xn} be a set of n random vari-
ables taking values x1, . . . , xn, whose joint distribu-
tion P(x1, . . . , xn) we wish to characterize entropically.
For every nonempty subset T ⊂ S we shall denote
by XT = (Xi)Xi∈T the joint random variable that in-
volves all variables in T, taking values xT = (xi)Xi∈T .
We can then compute the marginal Shannon entropies
H(XT) = H(T) from the marginal probability distribu-
tions P(XT = xT) = P(xT) as
H(T) := −∑
xT
P(xT) log2 P(xT). (3)
Together with H(∅) := 0, every global probability
distribution P(x1, . . . , xn) thus specifies 2n real num-
bers in the entropic description, which can be ex-
pressed as the components of a (2n)-dimensional vec-
tor h = (H(∅), H(X1), . . . , H(X1X2), . . . , H(X1 . . . Xn))
in R2
n
.
A fundamental problem in information theory is to
decide whether a given vector is an entropy vector, that
is, if it is obtainable from some probability distribution.
The (closure of the) region of valid entropy vectors
Γ∗S := {h ∈ R2n | h = (H(T))T⊂S}, (4)
is known to be a convex cone, called the entropy cone
(see Ref. [41] for a comprehensive discussion on entropy
cones). There is no known explicit description of Γ∗S,
so one generally has to rely on an approximation of
it. A well-known and very useful outer approximation
of Γ∗S is the so-called Shannon cone ΓS, defined by the
elemental inequalities
H(S \ {Xi}) ≤ H(S), (5)
H(T) + H(T ∪ {Xi,Xj}) ≤ H(T ∪ {Xi}) + H(T ∪ {Xj}),
for all 1 ≤ i, j ≤ n, i 6= j, and T ⊂ S \ {Xi,Xj}.
That is, the Shannon cone ΓS is described by a finite
system of m = n + 2n−2(n2) linear inequalities, which
one can write in the form Ih ≤ 0, where I is an
m × 2n real matrix and 0 a vector with null entries.
The inequalities in Eq. (5) are the minimal set of in-
equalities implying the monotonicity of entropy, i.e.,
H(U|T) := H(TU) − H(T) ≥ 0, and the submod-
ularity (or strong subadditivity), i.e., I(U : V|T) :=
H(TU) + H(TV)− H(TUV)− H(T) ≥ 0, for any sub-
sets T,U,V ⊂ S. These inequalities and any combina-
tion thereof are known as Shannon-type inequalities. It
is known that for n ≤ 3 variables every inequality de-
limiting the entropy cone Γ∗S is of the Shannon type;
however, this is not the case for n > 3 [41].
The inequalities characterizing the Shannon cone
simply arise from demanding that the function P(xT)
appearing in (3) should be identified with a valid prob-
ability distribution (i.e., it should be nonnegative and
normalized). However, one often wishes to consider
(and characterize the entropy vectors for) situations
where additional constraints on the random variables
are known. For example, Xi and Xj might be known
to be independent, which implies that P(xi, xj) =
P(xi)P(xj). Such independence constraints, which are
nonlinear in terms of probabilities, define simple lin-
ear constraints in terms of entropies, e.g., P(xi, xj) =
P(xi)P(xj) → H(XiXj) = H(Xi) + H(Xj). These extra
constraints can be easily incorporated into the entropic
framework since they define a linear subspace, which
we denote LC, characterized by linear equalities. When
combined with the elemental inequalities one obtains a
new finite system of inequalities I′h ≤ 0 characterizing
the “constrained” Shannon cone ΓS
⋂
LC.
In some cases, one may also wish to add linear in-
equality constraints which, in general, may give rise to
more general polyhedra described by inhomogeneous
systems of linear inequalities I′h ≤ β [42]. In such cases
we will again denote the set of vectors h satisfying these
additional constraints as LC; we will return to this point
in more detail in Sec. III.
2. Marginal scenarios
Consider again a set of random variables
{X1, . . . ,Xn} with a joint probability distribution
P(x1, . . . , xn). We often encounter situations where not
all variables, or combinations thereof, are empirically
accessible. For example, our system of interest could
be composed of three random variables X1,X2,X3 but,
for some reason, we can access at most two of them
at a time, thus implying that we cannot know their
joint entropy H(X1X2X3). Alternatively, there might
be variables that represent latent factors [2] and that,
for this reason, are unobservable. In such cases, we
face a marginal problem: decide whether some given
information on the marginals is compatible with a
4global description fulfilling certain constraints (for
example the elemental entropy inequalities). In the
example with three variables, it is easy to see that the
elemental inequalities imply that
H(X1) + H(X2X3) ≤ H(X1X2) + H(X1X3). (6)
That is, the global structure of entropy vectors implies
nontrivial constraints (which are not elemental inequal-
ities (5)) that should be respected by any marginal in-
formation compatible with it.
More formally, given a set of random variables S =
{X1, . . . ,Xn}, a marginal scenario is a collection of sub-
sets M = {M1, . . . , M|M|}, Mj ⊂ S representing those
variables for which we have access to the probabil-
ity distribution P(xMj) (and thus to H(Mj)). Clearly,
Mj ∈ M and M′j ⊂ Mj implies M′j ∈ M, that is,
given some probability distribution we also have ac-
cess to any marginal of it. In a slight abuse of no-
tation we will therefore write M only in terms of its
maximal subsets, since these are sufficient to specify
the entire marginal scenario. In the example above
the marginal scenario would then be represented as
M = {{X1,X2}, {X1,X3}, {X2,X3}}.
In general we are interested in characterizing the en-
tropy cone Γ∗M associated with a marginal scenarioM,
thus obtaining constraints implied by the global en-
tropy cone on the marginal subspace of interest. Geo-
metrically, this corresponds to the projection of the orig-
inal entropy cone onto the subspace corresponding to
the variables inM. Since, in practice, we work with the
Shannon cone ΓS – possibly constrained by some fur-
ther linear constraints specifying a linear subspace LC,
as described previously – which is characterized by a fi-
nite system of inequalities, this projection corresponds
to a simple variable elimination of all the terms not con-
tained in M [28, 43, 44]. After removing redundant
inequalities, the remaining inequalities are facets (i.e.,
the boundaries) of the Shannon cone, or more generally
polyhedron, in the observable marginal subspace. For-
mally, the marginal Shannon polyhedron ΓM is defined
as
ΓM = ΠM
(
ΓS
⋂
LC
)
, (7)
where ΠM denotes the projection onto the coordinates
associated with the marginal scenarioM.
3. Probability structures
The characterization of entropy cones and marginal
problems outlined above can be easily extended to the
case where we no longer assume that there is a well-
defined global probability distribution over all the vari-
ables in the set S. Instead, we may assume that only
certain subsets of variables have such a joint distribu-
tion, and that only the marginals of certain subsets of
these subsets are empirically accessible. This type of
restriction may be imposed by assumptions about the
underlying physical theory being described, as will be
clear in the example we discuss in Sec. II B 5.
We will denote the collection of subsets of S for which
we assume joint probability distributions exist by S =
{S1, . . . , S|S|}, with each Si ⊂ S, such that ∪iSi = S; we
call S the probability structure. As for the marginal sce-
nario, we will represent S by just its maximal subsets in
a slight abuse of notation; the complete representation
of S , that explicitly includes all (not necessarily maxi-
mal) subsets for which a joint probability distribution
exists, will be denoted Sc = {T | T ⊂ Si, Si ∈ S}. In
such a situation the entropies H(T) cannot be defined
for all subsets T ⊂ S, but only for the subsets in Sc. The
entropy vectors we shall consider will thus be defined
here as h = (H(T))T∈Sc ∈ R|Sc|. Again, no explicit
characterization is known for the set of valid entropy
vectors; we will instead rely on its outer approxima-
tion characterized via the Shannon constraints, now re-
stricted to each subset Si ∈ S . Namely, the Shannon
cone of interest is now
ΓS =
⋂
Si∈S
ΓSi , (8)
where ΓSi ⊂ R|S
c| is the cone defined by the Shannon
inequalities on the variables in Si, which, in particular,
leave the other variables in S \ Si unconstrained. In the
extremal case where we do assume a global joint prob-
ability distribution for all variables we have S = {S},
Sc = 2S, and we recover ΓS = ΓS.
One can similarly consider marginal scenarios under
a given probability structure S , with the constraint that
marginals must arise from existing probability distribu-
tions, i.e., for all Mj ∈ M there must exist an Si ∈ S
such that Mj ⊂ Si. One can also add linear constraints
to the entropy vectors under consideration, as before,
represented by some subset LC. We can thus define the
marginal Shannon polyhedron associated with S ,M,
and LC as
ΓSM = ΠM
(
ΓS
⋂
LC
)
. (9)
The choice of probability structure can generally be
considered on a case-by-case basis depending on the
scenario being modeled. Unless otherwise stated we
will take S = {S} but, as we will discuss, this will not
always be the most pertinent choice.
4. The entropic characterization of causal Bayesian networks
In order to describe the causal relations between ran-
dom variables, we will use the framework of causal
5Bayesian networks1 [2]. Such networks can be con-
veniently represented as directed acyclic graphs (DAGs),
in which each node represents a variable and directed
edges (arrows) encode the causal relations between
them. A set of variables S = {X1, . . . ,Xn} forms a
Bayesian network with respect to a given DAG if and
only if the variables admit a global probability distribu-
tion P(x1, . . . , xn), i.e., S = {S}, that factorizes accord-
ing to
P(x1, . . . , xn) =
n
∏
i=1
P(xi|Pai), (10)
where Pai stands for the graph-theoretical parents of
variable Xi, that is, all those variables Xj that have an
outgoing edge pointing to Xi in the DAG under con-
sideration. The decomposition above implies a set of
conditional independences (CIs), which are either inde-
pendence relations of the type P(xi, xj) = P(xi)P(xj) (in
which case we write Xi⊥⊥Xj) or conditional indepen-
dence relations such as P(xi, xj|xk) = P(xi|xk)P(xj|xk)
(denoted Xi⊥⊥Xj | Xk).2 Given a DAG, a complete list
of CIs can be obtained via the d-separation criterion [2].
If the CIs implied by a Bayesian network describe the
direct causal relations between the variables in ques-
tion, then we call it a causal Bayesian network.
Entropically, these CIs correspond to simple linear
relations: Xi⊥⊥Xj → H(XiXj) = H(Xi) + H(Xj) and
Xi⊥⊥Xk | Xk → H(XiXj|Xk) = H(Xi|Xk) + H(Xj|Xk).
As a result, the set of entropy vectors compatible with
a given DAG is the intersection of the entropy cone Γ∗S
with the linear subspace LCI defined by the set of linear
constraints that characterize the CIs associated with the
DAG [29, 35]. In practice, we again rely on the outer
approximation given by the intersection of the Shannon
cone ΓS with LCI.
If all the variables in a DAG are observable, in or-
der to check the compatibility of a given entropy vec-
tor with the DAG it suffices to check whether all the
entropic CIs are satisfied. However, we are often inter-
ested in DAGs containing latent, non-observable, vari-
ables. Splitting the n variables making up the DAG
into j observable variables O1, . . . ,Oj and n − j latent
variables Λ1, . . . ,Λn−j we thus need to compute the
marginal Shannon cone ΠM (ΓS
⋂
LCI) where M ={{O1, . . . ,Oj}}.
As an illustration, consider the paradigmatic causal
Bayesian network for a local hidden variable model
1 Note, however, that although notions of causal correlations and
causal Bayesian networks both share the “causal” qualifier, they
are distinct concepts: a causal correlation is not simply one that can
be obtained from any particular causal Bayesian network.
2 For CIs between more than two variables, we use the natural exten-
sion of this notion. For example, if P(xi , xj, xk) = P(xi)P(xj)P(xk)
we write Xi⊥⊥Xj⊥⊥Xk .
FIG. 1. DAG showing the causal structure of a local hidden
variable model for the Bell scenario.
satisfying Bell’s assumption of local causality [5, 7].
The relevant DAG, shown on Fig. 1, has five vari-
ables, four of which are observable while the hid-
den variable Λ is not: in the context of Bell’s The-
orem the “hidden variables” indeed refer to the la-
tent factors introduced above. This DAG represents
the physical scenario where two distant observers re-
ceive physical systems produced by a common source
(the hidden variable Λ) and make different measure-
ments (choices of which are labelled by X and Y),
obtaining measurement outcomes (represented by the
variables A and B). That is, the probability struc-
ture is S = {S} with S = {X,Y, A, B,Λ}, and the
marginal scenario is M = {{X,Y, A, B}}. Some of
the conditional independences implied by this DAG
are given by P(xyλ) = P(x)P(y)P(λ) (the measure-
ment independence assumption), P(a|xybλ) = P(a|xλ)
and P(b|xyaλ) = P(b|yλ) (the locality assumption) that
in turn imply (after eliminating the hidden variable
Λ) Bell inequalities for the observed variables [5, 7].
These constraints also imply the no-signaling con-
straints P(a|xy) = P(a|x) and P(b|xy) = P(b|y).
This example shows that, in general, DAGs with la-
tent variables imply CIs both on the level of observ-
able and unobservable variables. The CIs involving la-
tent variables are not directly testable but imply further
constraints (Bell inequalities, in the example above) that
can be tested to check whether the observable behavior
is compatible with the proposed underlying DAG.
If, instead of characterizing the allowed probability
distributions, we consider the entropic description of
the Bell scenario, i.e., the Shannon cone together with
the linear constraints arising from the DAG’s CIs, then
after eliminating the latent variable Λ one obtains no
further constraints other than the elemental inequalities
(which are trivial since they are respected by all prob-
ability distributions) and the observable CIs implied
by the DAG: H(XY) = H(X) + H(Y), H(A|XY) =
H(A|X) and H(B|XY) = H(B|Y). The first CI re-
lation represents the independence of the two mea-
surement choices, while the two latter ones are no-
signaling conditions. Thus, for this particular causal
Bayesian network, when the entropic approach is ap-
6plied to the variables making up the DAG one does not
obtain any nontrivial constraints (i.e., entropic Bell in-
equalities) [45]. However, there are many examples of
Bayesian networks for which one does obtain such non-
trivial constraints [9, 29, 35]. In fact, as we will see in
Sec. III, a slight modification of this method also leads
to nontrivial constraints on causal correlations.
5. The entropic characterization of counterfactuals
While the DAG method fails to provide nontrivial
constraints for the Bell scenario (a result that can be
extended to a larger class of “line-like” Bayesian net-
works [45]), it has been known for some time that en-
tropic Bell inequalities can be derived using different
methods [26]. Interestingly, these inequalities can even
be turned into necessary and sufficient conditions for
a given probability distribution to satisfy Bell’s local
causality assumption [31].
The method that allows such inequalities to be de-
rived is motivated by the realization that the entropic
approach can be applied to any marginal scenario for a
relevant set of random variables [28], and not only those
arising from causal Bayesian networks. In particular,
when we are interested in constraints on conditional
distributions of the form P(ab|xy), where we have dis-
tinct sets of input and output variables, we may con-
sider the output variables conditioned on certain rele-
vant input variables (e.g. Axy and Bxy, where the nota-
tion Axy denotes the random variable A|(X = x,Y =
y)).3 The choice of relevant input variables to condition
on, as well as the appropriate probability structure, will
depend on the physical situation being considered. In
general, a global probability distribution may not exist
on such “counterfactual” variables even if one does on
the unconditioned variables.
Let us illustrate how this method may be applied
by considering again its application to the Bell sce-
nario. Instead of considering all the input and output
variables as in the DAG approach (e.g. X,Y, A, B),
one can consider copies of the output variables condi-
tioned on the corresponding party’s input, i.e., Ax, By,
where Ax denotes the random variable A|(X = x).
Indeed, due to the DAG constraints (no-signaling),
the output variables can only depend on the cor-
responding local input. Furthermore, from Fine’s
Theorem [46] we know that Bell’s local causality
assumption is equivalent to the existence of a well
defined (although empirically inaccessible) joint prob-
ability distribution P(a1, . . . , a|X |, b1, . . . , b|Y|) (where
3 We focus on the bipartite case for concreteness, but the method
readily generalizes to multipartite scenarios.
X = {1, . . . , |X |} and Y = {1, . . . , |Y|} denote the
alphabets of Alice and Bob’s inputs) on these variables4
that marginalizes to the observable one given by
P(ab|xy) = P(axby). Hence, the appropriate probabil-
ity structure for local correlations in the Bell scenario
is S = {S} with S = {A1 . . . , A|X |, B1, . . . , B|Y|},
and we consider the Shannon cone ΓS = ΓS that
contains all 2|X |+|Y|-dimensional entropy vectors(
H(∅), H(A1), . . . , H(B1), . . . , H(A1 . . . A|X |B1 . . . B|Y|)
)
.
The marginal scenario in this case is simply
M = {{Ax, By}}x,y and local correlations are then
characterized by the cone ΠM (ΓS).
In contrast to the characterization based directly on
the DAG variables, this approach leads to nontrivial en-
tropic inequalities (i.e., not obtainable from the elemen-
tal inequalities in Eqs. (5)) in the Bell scenario. For ex-
ample, for two measurement settings per party, which
we take as X = Y = {0, 1}, one obtains the Braunstein-
Caves inequality [26] together with its symmetries ob-
tained by relabeling the inputs, namely,
I(A0 : B0) + I(A0 : B1) + I(A1 : B0)
− I(A1 : B1)− H(A0)− H(B0) ≤ 0, (11)
where I(Ax : By) := H(Ax) + H(By)− H(AxBy) is the
mutual information between the variables Ax and By.
This inequality can be understood as the entropic coun-
terpart of the paradigmatic CHSH inequality [47].
In general (i.e., beyond the simplest Bell scenario),
both methods based on the variables in a causal
Bayesian network and on counterfactual variables can
lead to nontrivial constraints [9, 29, 35, 37, 48, 49]. To
conclude this section, let us nonetheless highlight an
important difference between the two methods: while
the former is valid for arbitrary input alphabets, the lat-
ter fixes the number of inputs to which the inequalities
apply.
Although the choice of probability structure above
corresponds, via Fine’s theorem, to the assumption of a
local hidden variable theory, one can also consider other
possibilities. For instance, taking S = M amounts to
assuming a nonsignaling theory [40]. In this case, the
entropy cone is characterized only by the Shannon in-
equalities and one can obtain a characterization of the
extremal rays of the cone, corresponding to the entropic
analogue of Popescu-Rohrlich (PR) boxes [37].
4 In particular, by invoking Fine’s Theorem we do not need to explic-
itly include the hidden variable Λ in this method, contrary to the
DAG method outlined previously.
7FIG. 2. DAGs for bipartite causal correlations. The latent
“switch” variable Q determines which DAG, corresponding
to the fixed causal order A ≺ B (for Q = 0, top) or B ≺ A (for
Q = 1, bottom), is “activated”.
III. BIPARTITE ENTROPIC CAUSAL INEQUALITIES
With the entropic approach to characterizing sets of
correlations outlined, we can now proceed to apply this
approach to causal correlations, so as to derive entropic
causal inequalities. We consider in this section the bi-
partite case. We first show how the method based on
causal Bayesian networks can be adapted to charac-
terize causal correlations, before considering also the
method based on counterfactual variables.
A. Characterization based on causal Bayesian networks
1. Conditional DAGs for bipartite causal correlations
The ability to apply the entropic approach to DAGs,
as outlined in Sec. II B 4, is a powerful tool for char-
acterizing the correlations obtainable within arbitrary
causal networks. However, the notion of causal cor-
relations defined in Eq. (1) is somewhat more general
and cannot be directly expressed within the framework
of causal Bayesian networks. In order to see why this
is the case, let us first note that the random variables
of interest are X,Y, A, B, representing the inputs X,Y
and outputs A, B for Alice and Bob. Note that since
we consider signaling scenarios here, unlike in the Bell
scenario, we do not need to include any latent variable
Λ in our description to account for shared randomness,
since this can be established via local randomness and
communication.
If Alice and Bob share a correlation compatible with
a fixed causal order (i.e. either A ≺ B or B ≺ A, then the
functional dependences between X,Y, A, B can indeed
be expressed as a DAG (specifically, the two DAGs con-
taining these variables in Fig. 2). However, a causal
correlation may in general not be compatible with any
fixed causal order, but may require a mixture thereof.
This has some similarities with the situation in the
Svetlichny definition of genuine multipartite nonlocal-
ity [50, 51] where a convex mixture of different DAGs
has to be considered.
To tackle this problem it is necessary to find a way
to take into account the constraints arising separately
from each of the two fixed causal orders, and then to
combine them to obtain those satisfied by causal cor-
relations. In order to do this, we exploit the fact that
any mixture of fixed-order causal correlations can be
seen as arising from a latent variable that determines
the causal order for each individual experiment [23].
We thus introduce a new random variable Q which we
call a “switch”, and which determines univocally the
appropriate causal Bayesian network for each trial. The
resulting causal model is shown in Fig. 2, where the
DAG with A ≺ B is used for Q = 0, or the one with
B ≺ A for Q = 1. By identifying q0, q1 in Eq. (1) as
q0 = P(Q = 0), and q1 = P(Q = 1), one can readily see
that this description is equivalent to the definition of a
causal correlation in Eq. (1).
Both DAGs imply the independence of the inputs,
X⊥⊥Y. The DAG for Q = 0 (i.e., for A ≺ B) also implies
the CI A⊥⊥Y | X (i.e. that there is no signaling from
B to A), while the DAG for Q = 1 implies B⊥⊥X | Y
instead. In addition, the switch variable Q should be
independent of Alice and Bob’s inputs X and Y, so that
we have XY⊥⊥Q, which, together with X⊥⊥Y, implies
that X⊥⊥Y⊥⊥Q.
2. Shannon polyhedron of causal correlations
In order to use the “conditional” causal Bayesian net-
work in Fig. 2 to characterize the set of entropy vectors
obtainable from causal correlations, we first note that
we can directly use the techniques of Sec. II B 4 to char-
acterize the Shannon cones for each of the two DAGs
appearing in the figure conditioned on Q (i.e., for fixed-
orders correlations with A ≺ B or B ≺ A). Denoting
these cones ΓA≺B and ΓB≺A, we have
ΓA≺B = ΓS ∩ LA≺BC (12)
and
ΓB≺A = ΓS ∩ LB≺AC , (13)
where ΓS is the Shannon cone for the four variables in
S = {X,Y, A, B}, the probability structure is simply
S = {S}, and LA≺BC denotes linear subspace defined
by the CI constraints for the case A ≺ B, namely, the
equations H(XY) = H(X) + H(Y) and H(YA|X) =
H(Y|X) + H(A|X), and similarly for B ≺ A. These
cones are characterized by the systems of inequalities
I0h ≤ 0 and I1h ≤ 0, where h = (H(T))T⊂S.
8Recall that in the probabilistic case the polytope of
causal correlations is simply the convex hull of the poly-
topes of correlations for A ≺ B and B ≺ A [24], and
with the new variable Q the definition Eq. (1) can be
rewritten as
P(ab|xy) = P(Q = 0)PA≺B(ab|xy,Q = 0)
+ P(Q = 1)PB≺A(ab|xy,Q = 1). (14)
In contrast, the convex hull of the cones ΓA≺B and ΓB≺A
does not contain all entropy vectors of causal correla-
tions due to the concavity of the Shannon entropy. In-
deed, in Appendix A we provide an explicit example
of a causal correlation whose entropy vector is not con-
tained in the convex hull conv(ΓA≺B, ΓB≺A).
To see more precisely why this is the case, and how to
give a correct entropic characterization of causal corre-
lations, observe that, when taking a convex mixture of
two causal correlations with different causal orders, the
“conditional entropy vectors” h0 = (H(T|Q = 0))T⊂S
and h1 = (H(T|Q = 1))T⊂S must be contained in ΓA≺B
and ΓB≺A, respectively, and thus satisfy I0h0 ≤ 0 and
I1h1 ≤ 0. For any causal correlation, the convex mix-
ture
hconv = P(Q = 0)h0 + P(Q = 1)h1 (15)
is thus contained in conv(ΓA≺B, ΓB≺A). Observe now
that, in contrast to the convex sum Eq. (14) defin-
ing causal correlations, hconv thus defined is equal to
(H(T|Q))T⊂S, rather than just (H(T))T⊂S, and hence
the convex hull of the fixed-order entropy cones char-
acterizes the conditional entropies (conditioned on the
switch variable Q) obtainable with causal correlations,
rather than the entropy vectors of causal correlations
directly.
With the appropriate transformation, the inequalities
Ih ≤ 0 characterizing5 conv(ΓA≺B, ΓB≺A) can be trans-
formed into inequalities satisfied by the standard (i.e.,
non-conditional) entropy vector h˜ = (H(T))T⊂S˜ for the
variables now in S˜ = S ∪ {Q} (and the probability
structure is consequently extended to S˜ = {S˜}). Specif-
ically, each row I of the matrix I (defining each individ-
ual inequality Ih ≤ 0) must undergo the linear transfor-
mation TQ : R2|S| → R2|S|+1 mapping I 7→ I˜ := TQ(I)
with the components of I˜ given by6
( I˜)T∪{Q} = (I)T , ( I˜){Q} = − ∑
T 6=∅
(I)T , and ( I˜)T = 0
(16)
5 In practice these can be obtained by taking the union of the ex-
tremal rays of the two cones ΓA≺B and ΓB≺A and solving the facet
enumeration problem to obtain the inequality representation of
conv(ΓA≺B, ΓB≺A) using standard software for convex polyhedra
such as PANDA [52].
6 Note that ( I˜)∅ multiplies H(∅) = 0 in the scalar product I˜ h˜, so its
value is irrelevant.
for all nonempty subsets T ⊂ S. We will denote by
convQ(ΓA≺B, ΓB≺A) the cone of vectors h˜ satisfying the
resulting inequalities I˜h˜ ≤ 0.
To complete the characterization of entropy vectors
for causal correlations, we recall that, in addition to the
fact that any distribution on S˜ must give an entropy
vector in the Shannon cone ΓS˜, the conditional DAG
in Fig. 2 gives us the CI constraints X⊥⊥Y⊥⊥Q. More-
over, since Q is a binary variable (as there are only two
orders to switch between) we have H(Q) ≤ 1. A con-
sequence of this final inequality constraint is that the
set of entropy vectors under consideration will be char-
acterized by an inhomogeneous system of inequalities
of the form I˜h˜ ≤ β˜ for some β˜ ∈ R2|S|+1 and is thus
no longer a cone but a polyhedron. The polyhedron
characterizing entropy vectors associated with the con-
ditional DAG (when still including Q) is thus given by
Γ˜causal =ΓS˜ ∩ convQ(ΓA≺B, ΓB≺A)
∩ LC
({(X⊥⊥Y⊥⊥Q), H(Q) ≤ 1}), (17)
where LC(·) denotes the subspace or polyhedron de-
fined by the corresponding linear constraints.
Finally, following the general approach presented in
Sec. II B, it remains just to eliminate the terms contain-
ing the (unobservable) switch variable Q in order to ob-
tain the inequalities characterizing bipartite causal cor-
relations. This is done by projecting Γ˜causal onto the
marginal scenarioM = {S} = {{X,Y, A, B}}. We thus
finally obtain the polyhedron
Γcausal = ΠM
(
Γ˜causal
)
, (18)
which we shall refer to as the causal Shannon polyhe-
dron or simply the causal polyhedron and is again char-
acterized by an inhomogeneous system of inequalities
I′h ≤ β for some β ∈ R2|S| .
We emphasize that the construction given above is
in fact not at all restricted to the description of causal
correlations, and can be used to characterize arbitrary
convex mixtures of different Bayesian networks. Fur-
thermore, as we will see in Sec. IV, this method can
be generalized to convex combinations of more distri-
butions, in our case corresponding to more than two
causal orders in multipartite scenarios (and even corre-
lations with “dynamical causal order” [23, 25, 53]).
3. Entropic causal inequalities and their violation
The constructive description of the causal polyhedron
Γcausal from Eqs. (17) and (18) also makes it clear how
we can characterize it, in practice, as a system of lin-
ear inequalities. A description of Γ˜causal in terms of its
facets is straightforwardly obtained by taking the union
9of the inequalities describing the individual cones, lin-
ear subspaces, and polyhedra appearing in Eq. (17).
The inequalities characterizing Γcausal can then be found
by eliminating the terms not contained in the marginal
scenario M = {S}, either by Fourier-Motzkin elimina-
tion [43] or by finding its extremal rays and projecting
out the unwanted coordinates.
The corresponding system of inequalities is thus sat-
isfied by any bipartite causal correlation. However,
many of these inequalities are either elemental inequal-
ities (see Eq. (5)) or can be obtained from these by using
the independence constraint X⊥⊥Y, and thus represent
trivial constraints. After computing the polyhedron
in Eq. (18) and eliminating all trivial inequalities, i.e.,
those satisfied by any distribution P(xyab) with X⊥⊥Y,
we find 35 novel entropic causal inequalities. Several
of these inequalities are equivalent under the exchange
of parties (i.e., exchanging (X, A)↔ (Y, B)), and under
this symmetry there are in fact 20 equivalence classes
of entropic causal inequalities, the full list of which is
given in Appendix B. Of these, 10 have bounds of 0
(i.e., are of the form I · h ≤ 0), while the remaining 10
have nonzero bounds (resulting from a nontrivial de-
pendence on H(Q) before this variable was eliminated,
see Appendix B). Simple interpretations of the entropic
causal inequalities seem to be less forthcoming than for
the bipartite causal inequalities in terms of probabili-
ties [24] (for binary inputs and outputs – recall that the
entropic inequalities given here are, in contrast, valid
for any number of possible inputs and outputs). One
of the simpler examples, which is symmetric under the
exchange of parties, is
I(X : YA) + I(Y : XB)− H(AB) ≤ 0. (19)
Note that the fact that we find nontrivial inequalities is
in stark contrast to the situation for Bell-type inequal-
ities (and line-like causal Bayesian networks), where
the DAG-based entropic method only leads to trivial
inequalities obtainable from the elemental inequalities
and no-signaling conditions [45].
While these entropic inequalities are obeyed by any
bipartite causal correlation, we note that a priori they
need not be tight. Indeed, recall that the Shannon cone
is only an outer approximation to the true entropy cone,
and the method we applied to bound convex combi-
nations of fixed-order correlations may introduce extra
slack. It is thus interesting to study the tightness and
violation of these inequalities more carefully.
Although one generally would not expect every point
on the boundary of Γcausal to be obtainable by a causal
correlation, it is nonetheless desirable to be able to sat-
urate each inequality by some causal probability distri-
bution for appropriate distributions for X and Y. By
looking at deterministic causal distributions with bi-
nary inputs and outputs, which can easily be enumer-
ated, we readily verified that all 10 families of inequali-
ties that are bounded by 0 (given in Eq. (B1)) can indeed
be saturated when taking uniformly distributed inputs.
However, we were unable to find causal distributions,
either by mixing binary ones or by considering more
outputs, that saturate the remaining inequalities, and
their tightness remains an open question.
To understand the violation by noncausal distribu-
tions of the entropic inequalities, we consider the ex-
tremal rays of the constrained Shannon cone
ΓS ∩ LC
({X⊥⊥Y}) (20)
which violate the inequalities.7 A crucial question is
whether or not these extremal rays actually correspond
to valid probability distributions (i.e., whether they
support entropy vectors), and if not, whether the in-
equalities can nonetheless be violated.
In order to look at this, it is instructive to first re-
strict our attention to distributions satisfying H(X) ≤ 1,
H(Y) ≤ 1, H(A) ≤ 1 and H(B) ≤ 1. These con-
straints are satisfied by all distributions with binary in-
puts and outputs, and this therefore also allows us to
compare the violation of the entropic causal inequali-
ties to the violation of standard causal inequalities that
are understood well in this scenario [24]. Imposing
these constraints on the cone in Eq. (20), one obtains
a polytope with extremal points corresponding to the
extremal rays of the cone scaled to satisfy these con-
straints (together with the null vertex 0). Under these
constraints we found that the 10 inequalities in Eq. (B1)
and the two Eq. (B2) could be violated, although the
latter are weaker than, and implied by, the former and
are thus redundant. The remaining 8 inequalities in
Eqs. (B3) and (B4) cannot be violated. All in all, the set
of binary causal correlations is entropically character-
ized by the 10 inequalities in Eq. (B1) that are bounded
by 0.
Amongst the extremal points violating each of these
inequalities, those that give the maximal violation all
satisfy H(X) = H(Y) = 1 and H(XY) = H(XYAB)
and thus, if realizable, correspond to deterministic con-
ditional distributions taken with uniformly distributed
inputs X and Y. In fact, all but one of these 10 inequal-
ities are maximally violated (by which we henceforth
mean with respect to the Shannon cone augmented
with the independence constraint X⊥⊥Y) by one of the
three following deterministic distributions taken with
7 Note that the nontriviality of the inequalities implies that such ex-
tremal rays indeed exist.
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uniform inputs:
P(ab|xy) = δa,y δb,x⊕y
P(ab|xy) = δa,x⊕y δb,x (21)
P(ab|xy) = δa,x⊕y δb,x⊕y,
where x, y, a, b take the binary values 0, 1, and ⊕ de-
notes addition modulo 2. For example, Eq. (19) is vio-
lated by the third distribution with a value for the left-
hand side of 1. The one exception not violated by the
distributions in Eq. (21) is the second inequality in (B1),
I(A : B)− I(A : B|X)− I(A : B|Y)− 2H(AB|XY) ≤ 0,
(22)
which, in turn, is violated by the deterministic distribu-
tion (again taken with uniform inputs)
P(ab|xy) = δa,x⊕xy δb,y⊕xy. (23)
However, unlike for the other inequalities, this distri-
bution does not give the maximal possible violation of
inequality (22) (which is 1/2), as the corresponding ex-
tremal point hext that does maximally violate it is not
reachable by a valid probability distribution with bi-
nary inputs and outputs. This is easily verified by mak-
ing use of the previous observation that this extremal
point must correspond to a deterministic distribution
taken with uniform inputs, the set of which can easily
be enumerated for binary inputs and outputs. Amongst
such distributions, the one in Eq. (23) gives the best vi-
olation of 1− 32 log2 32 ≈ 0.123 > 0.
The distributions in Eq. (21) are particularly interest-
ing, as they all violate maximally some symmetries of
the GYNI inequality (2) (i.e. under relabeling of the par-
ties, inputs, and outputs), but not Eq. (2) itself. Inter-
estingly, it turns out that all binary deterministic non-
causal distributions, when taken with uniform inputs,
violate at least one of our entropic inequalities except
the distribution PGYNI(ab|xy) = δa,yδb,x (which violates
maximally Eq. (2)) and its four symmetries under re-
labeling of outputs only. Note, however, that if Alice
and Bob have a noncausal resource producing the dis-
tribution PGYNI , they can produce any of the distribu-
tions in Eq. (21) by appropriately XORing their input
with their output, and thus still obtain an operational
violation of an entropic causal inequality.8 It is inter-
esting to observe that distributions maximally violating
8 This illustrates an important difference between the probabilistic
and entropic frameworks: while all symmetries of a correlation ob-
tained by flipping inputs and outputs (possibly conditioned on the
local inputs for the latter) are equivalent in the probabilistic case
(in the sense that if one violates a causal inequality, then all other
ones violate a symmetry of that inequality) this is not the case in
the entropic approach. The entropy vectors of two different sym-
metries of a correlation may be inequivalent, with one violating an
entropic causal inequality while the other does not.
GYNI-type inequalities have such a crucial role in vio-
lating the entropic causal inequalities given that the en-
tropic inequalities superficially bear little resemblance
to these, and are valid for arbitrary numbers of inputs
and outputs.
Returning to the more general situation with no up-
per bound imposed on H(X), H(Y), H(A) and H(B),
we see that all the remaining entropic causal inequal-
ities can be violated by entropy vectors that are paral-
lel to the realizable entropy vectors giving violations in
the restricted scenario – more precisely, those obtained
from the distributions Eq. (21) (for all but one of the
remaining inequalities) and Eq. (23) (for the remaining
one). This shows that, given large enough alphabets for
the input and output variables, all the entropic causal
inequalities we obtained can indeed be violated by non-
causal probability distributions, since if the distribution
P(xyab) has entropy vector h then the distribution
P(xyab) = P(x1y1a1b1)× · · · × P(xnynanbn), (24)
where x = (x1, . . . , xn) and similarly for y, a and b,
has entropy vector n · h. One should be careful, how-
ever, to note that the operation of sharing multiple in-
dependent correlations among the same parties is not
a free operation either in the framework of causal cor-
relations (since, for example, two independent copies
of a causal distribution may give rise to a noncausal
one), or in the process matrix framework (where two
independent copies of a process matrix does not, in
general, produce a valid process matrix). Nevertheless,
P(ab|xy) = P(xyab)/P(xy) obtained from Eq. (24) still
represents a valid (possibly noncausal) distribution.
It is interesting also to ask how sensitive the entropic
causal inequalities are for detecting noncausality. Since
it does not appear possible to saturate the inequali-
ties (B2)–(B4) with non-zero bounds using causal dis-
tributions, these inequalities are not tight and, conse-
quentially, unable to detect noncausal correlations that
are very close to being causal. For the other inequali-
ties in Eq. (B1) this is nonetheless a pertinent question.
More precisely, one may ask whether there exists a dis-
tribution Pε of the form
Pε(ab|xy) = εPNC(ab|xy) + (1− ε)PC(ab|xy), (25)
where PNC is a noncausal distribution and PC is causal,
that violates any of these entropic inequalities for arbi-
trarily small ε > 0.
We looked in detail at this question for the case of
binary inputs and outputs, where the inequalities in
Eq. (B1) can all both be saturated by causal distribu-
tions, and violated by noncausal ones. By trying ex-
haustively all deterministic distributions PNC and PC,
we found that such behaviour was exhibited (for such
distributions) only by the two inequalities
I(A : B|X)− I(Y : B)− 2H(B|XY) ≤ 0 (26)
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and
I(XA : Y) + I(YB : X)− H(X|YA)− H(A) ≤ 0. (27)
Equation (26), for example, is violated by Pε for all
ε > 0 when taking PNC(ab|xy) = δa,x⊕y δb,x⊕y and
PC(ab|xy) = δa,0 δb,x⊕y along with uniformly dis-
tributed inputs X and Y, which also gives a violation
of the GYNI-type causal inequality
1
4 ∑x,y,a,b
δa,x⊕y δb,x⊕y P(ab|xy) ≤ 12 (28)
with a left-hand side value of 1+ε2 >
1
2 .
For the remaining inequalities, such mixtures that vi-
olate a standard causal inequality for arbitrarily small ε
only violate an entropic causal inequality when ε > ε0
for some ε0 bounded away from 0. We observed identi-
cal behavior when we extended our consideration also
to various non-deterministic distributions PNC and PC,
and it thus seems that only Eqs. (26) and (27) exhibit
this ability to detect the noncausality of distributions
that are arbitrarily close to being causal.
A final point worth discussing relates to the physi-
cal interpretation of the distributions violating entropic
causal inequalities. One of the motivations in introduc-
ing the notion of causal correlations was whether nature
permits more general causal structures that might allow
such correlations to be realized, for example in quan-
tum gravity [14]. In particular, the authors of Ref. [14]
introduced the so-called process matrix formalism, in
which quantum mechanics is assumed to hold locally
for each party, while no global order is assumed be-
tween the parties. They showed that causal inequal-
ities can be violated within this framework, and this
helped motivate further studies of causal correlations,
where it has been shown that the violation of facet-
inducing causal inequalities is ubiquitous within this
framework [21, 22, 24, 25, 54, 55]. It is thus interesting
to see whether entropic causal inequalities share this
property and can also be violated within the process
matrix framework.
To look for such violations, we used the optimization
techniques of Refs. [24, 25] with qubit systems to try
and optimize the violation of the GYNI-type inequali-
ties that the distributions in Eq. (21) violate maximally.
We also tried minimizing the distance to other deter-
ministic noncausal correlations such as Eq. (23), as well
as optimizations in random directions in probability
space. Unfortunately, we were unable to find any pro-
cess matrices operating on qubits that violate entropic
causal inequalities with such techniques. We addition-
ally attempted to reproduce (as closely as possible) dis-
tributions of the form (25) for small ε in order to violate
inequalities (26) and (27), but similarly found no vio-
lation. Finally, we looked at noncausal correlations ob-
tained by mixing noncausal correlations realizable by
process matrices with causal correlations. An analo-
gous mixing procedure was shown to enable all nonlo-
cal distributions to violate the entropic Bell inequalities
described in Sec. II B 5 [31], but we were unable to find
violations of the entropic causal inequalities with this
approach.
This lack of violation is perhaps unsurprising given
the general lack of sensitivity of the entropic inequali-
ties to nearly-causal distributions, and the fact that the
best-known violations of causal inequalities for this sce-
nario with process matrices are relatively small [24].
Nonetheless, it remains possible that violations can be
found with higher-dimensional systems or more inputs
and outputs.
B. Characterization based on counterfactual variables
In this section we will consider counterfactual vari-
ables as outlined in Sec. II B 5. Rather than consider-
ing the inputs as random variables X and Y, we take
copies of each output variable for all input combina-
tions, i.e. Axy and Bxy. In contrast to the method
based on causal Bayesian networks, this method fixes
the number of inputs that the inequalities apply to but
may lead to novel constraints, as is the case in the Bell
scenario.
1. Counterfactual variables for bipartite causal correlations
To keep the discussion simple, we will consider only
the case of binary inputs, but the generalization to ar-
bitrary inputs is straightforward. We consider the vari-
ables
S = {A00, A01, A10, A11, B00, B01, B10, B11}. (29)
Note that, in contrast to the example of Bell inequalities
discussed in Sec. II B 5, we need to consider copies of
each variable for each input pair (x, y). This is a conse-
quence of the fact that the correlations which we want
to characterize may be signaling, e.g., for the causal or-
der A ≺ B, B00 and B10 will in general be different.
Since Axy and Bx′y′ are jointly observable only if x =
x′ and y = y′, the marginal scenario in this case is
M =
{
{A00, B00}, {A01, B01}, {A10, B10}, {A11, B11}
}
.
(30)
In contrast to the DAG-based method, several choices
of probability structure S compatible withM are possi-
ble, and the particular choice must be motivated on the
basis of physical assumptions. One natural possibility
would be to take S = M, as one may have no a priori
reason to think that the variables Axy and Ax′y′ have
simultaneous physical meaning for (x, y) 6= (x′, y′),
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and hence may not have a well-defined joint probabil-
ity distribution. On the other hand, in some cases one
may imagine that such inputs correspond to the choice
of measurements of some physical properties that are
simultaneously well-defined, as in a classical theory;
hence, one may alternatively take S = {∪Mj∈MMj} =
{S}. In the following, we will adopt the former ap-
proach and take S =M, since this constitutes the min-
imum assumptions compatible with the marginal sce-
nario. The Shannon cone for S is thus
ΓS = Γ{A00,B00} ∩ Γ{A01B01} ∩ Γ{A10B10} ∩ Γ{A11B11}, (31)
as in Eq. (8). We note however that this physically mo-
tivated choice for S implies, for this particular scenario,
that a global probability distribution does in fact ex-
ist.9 Taking S = {S} would thus provide an equiva-
lent entropic characterization, and moreover, an equiva-
lent characterization also at the level of Shannon (rather
than entropic) cones (see Appendix C, for an extensive
discussion).
We follow a method analogous to that used in
Sec. III A. First, we characterize the cones ΓA≺B and
ΓB≺A of entropy vectors for fixed-order causal correla-
tions, then, we characterize the convex mixtures of such
correlations.
To do this, we note that the no-signaling conditions
obeyed by fixed-order correlations (see Sec. II A) im-
pose constraints on the counterfactual variables. For
example, correlations consistent with the order A ≺ B
obey P(a|xy) = P(a|xy′) for all x, y, y′, a, which implies
Axy = Axy′ and thus H(Axy) = H(Axy′) also. Similarly,
for B ≺ A, we have H(Bxy) = H(Bx′y) for all x, x′, y.
The cones ΓA≺B and ΓB≺A are thus given by
ΓA≺B = ΓS ∩ LC
({A00 = A01, A10 = A11}) (32)
and
ΓB≺A = ΓS ∩ LC
({B00 = B10, B01 = B11}), (33)
where LC(·) again denotes the linear subspace defined
by the corresponding constraints.
As in Sec. III A, we introduce the latent switch vari-
able Q, denote the augmented set of random variables
S˜ = S ∪ {Q}, and extend the probability structure as
S˜ =
{
{Axy, Bxy,Q} | x, y ∈ {0, 1}
}
(34)
(in Appendix C we discuss further the implications
of different choices of probability structures). With
9 This is the result of the more general fact that different choices of S
may provide equivalent descriptions of marginal probabilities [56]
and entropies [57].
this extra variable we note again that the convex
hull conv(ΓA≺B, ΓB≺A) contains the vectors hconv =
(H(T|Q))T∈Sc for causal correlations. The system of in-
equalities Ih ≤ 0 characterizing conv(ΓA≺B, ΓB≺A) can
then again be transformed in a similar way to Eq. (16)
into a new system I˜h˜ ≤ 0 defining the cone of cor-
responding entropy vectors h˜ = (H(T))T∈S˜c , which
we again denote by convQ(ΓA≺B, ΓB≺A). In contrast to
the DAG-based method, the only constraint on Q is,
now, H(Q) ≤ 1, since Q need not be independent of
the (counterfactual) output variables Axy, Bxy. Finally,
we need to project onto the marginal scenario M in
Eq. (30). The causal polyhedron is thus given, in anal-
ogy to Eqs. (17) and (18), by
Γcausal = ΠM
[
ΓS˜ ∩ convQ(ΓA≺B, ΓB≺A)
∩ LC
({H(Q) ≤ 1})], (35)
where we have ΓS˜ =
⋂
x,y∈{0,1} Γ{Axy ,Bxy ,Q}.
2. Entropic causal inequalities for counterfactual variables and
their violation
As in Sec. III A, the construction above allows one to
obtain the full list of entropic inequalities characteriz-
ing Γcausal. After removing the trivial inequalities di-
rectly implied by Shannon constraints on M, we find
that there are 6 nontrivial entropic causal inequalities,
which can be grouped into two equivalence classes of
inequalities under the relabeling of inputs:
I(A00 : B00)− H(A01)− H(B10) ≤ 1 (36)
and
I(A00 : B00) + I(A11 : B11)
− H(A01B01)− H(A10B10) ≤ 2. (37)
The fact that these inequalities have nontrivial bounds
is, as for the DAG-based method, a result of the con-
straint H(Q) ≤ 1 which means Γcausal is a polyhedron
characterized by a set of inhomogeneous inequalities.
Indeed, if one chooses not to eliminate Q from the en-
tropic description, one obtains a convex cone character-
ized by the above equations, except that the right-hand
side is multiplied by H(Q) (see the discussion in Ap-
pendix B).
In contrast to the case for the DAG-based approach,
where violation of the causal inequalities we obtained
was possible even with deterministic distributions, it is
clear that such distributions provide no interesting be-
havior in the counterfactual approach since any such
distribution will have a null entropy vector. By look-
ing at equal mixtures of deterministic causal distribu-
tions, however, we were able to verify that the inequal-
ities in Eqs. (36)–(37) can indeed be saturated by such
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(causal) distributions and are thus tight. In order to
study the potential violation of these entropic inequal-
ities, we again need to look at nondeterministic distri-
butions. One can easily see, however, that Eqs. (36)–(37)
cannot be violated when restricted to distributions sat-
isfying H(Axy) ≤ 1 and H(Bxy) ≤ 1 for all x, y ∈ {0, 1},
as this also implies that I(Axy : Bxy) ≤ 1. This means
that the inequalities for counterfactual variables are un-
able to detect noncausality when both parties are re-
stricted to binary outputs.
To study possible violations we again look at the ex-
tremal rays of the Shannon cone ΓS of Eq. (31) which
violate one of the inequalities, and examine whether
these rays can be reached by any probability distri-
bution. Considering bounds on H(Axy) and H(Bxy)
strictly larger than 1, we find that violations are pos-
sible for any such bound. Moreover, the entropy vec-
tors giving maximal violation of Eqs. (36) and (37) are
generally realizable with equal mixtures of causal and
noncausal distributions. For example, given the con-
straints H(Axy) ≤ log2 k and H(Bxy) ≤ log2 k for some
integer k ≥ 2, the distribution
Pk(ab|xy) = δx,y 1k δa,b + (1−δx,y) δa,0δb,0, (38)
where a, b ∈ {0, . . . , k − 1}, realizes such an extremal
point for all k ≥ 2, and provides a violation of both
Eqs. (36) and (37) for k > 2. For k = 2 (binary outputs),
this distribution can be written as the convex combina-
tion
P2(ab|xy) = 12P
NC(ab|xy) + 1
2
PC(ab|xy), (39)
where PNC(ab|xy) = δa⊕1,x⊕yδb⊕1,x⊕y maximally vio-
lates a GYNI-type inequality (it is simply a symmetry
of the third distribution in Eq. (21), obtained by flip-
ping all outputs), and PC(ab|xy) = δa,0δb,0 is causal.
Even though it does not violate Eq. (36) or (37), P2 is
noncausal. The distribution Pk can be seen as a possible
generalization of a GYNI-violating distribution.
This link to the GYNI-type inequalities and correla-
tions can be made more explicit by considering the re-
lated distribution
P′k(ab|xy) = δx,y
1
k−1δa,b(1−δa,0δb,0) + (1−δx,y) δa,0δb,0,
(40)
with again a, b ∈ {0, . . . , k − 1}. We have P′2 = PNC,
and, for k ≥ 3, P′k has the same entropy vector as Pk−1.
P′k can be clearly simulated from P
′
2 = P
NC by making
use of shared randomness and by letting both parties
replace the output 1 obtained from P′2 by a shared ran-
dom value a = b ∈ {1, . . . , k− 1}. It is interesting to see,
then, that the GYNI-maximally-violating distributions
also provide the best behavior entropically, when aug-
mented with shared randomness, even though they fail
to violate the inequalities when the parties have only
binary outputs.
As for the DAG-based method, it is also interesting to
look at the sensitivity of the inequalities with respect to
the detection of noncausality. Unfortunately, by look-
ing at distributions of the form given in Eq. (25), but
now where PNC and PC equal mixtures of 3-outcome
deterministic noncausal and causal distributions, re-
spectively, we were unable to find such distributions
Pε(ab|xy) which violate the entropic inequalities (36)
and (37) for arbitrary small ε.
Finally, one may again ask whether one can vio-
late any of the entropic inequalities for counterfactuals
within the process matrix formalism, or whether any
noncausal correlation can be mixed with a causal one to
violate an entropic inequality, as is the case for entropic
Bell inequalities obtained from the counterfactual ap-
proach [31]. We leave this as an open question, but note
only that we were not able to find a way to do so: for ex-
ample, we were unable to find a violation (with or with-
out the use of shared randomness) for noncausal distri-
butions realizable within the process matrix framework.
IV. MULTIPARTITE ENTROPIC CAUSAL
INEQUALITIES
The notion of causal correlations can be extended
to more than two parties in a recursive manner [23,
25]. Consider N parties A1, . . . , AN , with inputs x =
(x1, . . . , xN) and outputs a = (a1, . . . , aN). In any given
run, one party, say Ak, must act first, and none of
the other parties can signal to them, which implies
P(ak|x) = P(ak|xk). The correlations shared by the re-
maining N − 1 parties, conditioned on the input and
output of the first, must also in turn be causal. How-
ever, note that the causal order itself (and not only
the response functions) of the remaining parties may
depend on the input and output of the first, a phe-
nomenon called dynamical causal order [23, 25, 53], and
which goes beyond the standard model of fixed causal
Bayesian networks.
An N-partite correlation P(a|x) is thus called causal
if it can be decomposed in the following way [23, 25]:
P(a|x) =
N
∑
k=1
qk Pk(ak|xk) Pk,xk ,ak (a\k|x\k), (41)
where x\k = (x1, . . . , xk−1, xk+1, . . . , xN) and a\k =
(a1, . . . , ak−1, ak+1, . . . , aN), with qk ≥ 0, ∑k qk = 1,
and where for each k, xk, ak, Pk,xk ,ak (a\k|x\k) is a causal
(N−1)-partite correlation (down to the lowest level of
this recursive definition, where any 1-partite correlation
is considered to be causal). Note that, for N = 2 this
reduces to Eq. (1). The entropic approach can be gen-
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FIG. 3. DAGs for tripartite causal correlations. The la-
tent “switch” variable Q determines which DAG is “acti-
vated”. Correlations among variables from shaded rectangles
are causal conditionally on the input and output of the party
acting first.
eralized to the multipartite scenario using a similar re-
cursive method.
A. Causal Bayesian network method
It is instructive to first look into the details of the tri-
partite case – in which case we shall denote the parties
Alice (A), Bob (B) and Charlie (C), as is standard – be-
fore generalizing the method to more parties. The gen-
eral method follows that used for the bipartite case in
Sec. III A, and the relevant conditional DAG is shown in
Fig. 3. The set of observable variables to be considered
here is S = {X,Y,Z, A, B,C}.
The polytope of tripartite causal correlations (i.e., of
the form Eq. (41)) can be written as
PcausalABC = conv(PA,PB,PC), (42)
where PA is the polytope of causal distributions con-
sistent with Alice acting first and such that the remain-
ing conditional correlation shared by Bob and Char-
lie is causal, and analogously for PB and PC. As a
consequence, in order to define the polyhedron charac-
terizing tripartite causal correlations, which we denote
ΓcausalABC , we first need to define the corresponding Shan-
non polyhedra, namely ΓA, ΓB, ΓC, associated with each
party acting first.
Let us thus consider ΓA. According to the recur-
sive definition given in Eq. (41), for any x, a, the con-
ditional entropy vector hxaBC = (H(T|X = x, A =
a))T⊂{Y,Z,B,C} for a correlation in PA must be contained
in the bipartite causal polyhedron ΓcausalBC , defined for
Bob and Charlie as in Eqs. (17)–(18). By convexity
this also implies that hBC = (H(T|XA))T⊂{Y,Z,B,C} =
∑x,a P(x, a)hxaBC is in Γ
causal
BC . We can then use a similar
transformation to Eq. (16) to obtain constraints on ΓA:
if entropy vectors hBC in ΓcausalBC satisfy the inequalities
IhBC ≤ β, then the corresponding (unconditional) en-
tropy vector h = (H(T))T⊂S must satisfy the inequali-
ties TXA(I)h ≤ β. Writing T ∗XA for the dual transforma-
tion on the space of entropy vectors, we thus have that
h ∈ T ∗XA(ΓcausalBC ). Together with the facts that h must lie
in the Shannon cone ΓS for the relevant variables, that
all the inputs must be independent from each other, and
that Alice’s output must be independent from Bob and
Charlie’s inputs (conditioned on her input), we obtain
the characterization
ΓA = ΓS ∩ T ∗XA(ΓcausalBC )
∩ LC({X⊥⊥Y⊥⊥Z, A⊥⊥YZ|X}), (43)
with similar expressions for ΓB and ΓC.
Following the same approach as in Sec. III A, we in-
troduce a (now three-valued) switch variable Q (see
Fig. 3). Similarly to what we observed in the bipar-
tite case, the convex hull conv(ΓA, ΓB, ΓC) contains the
conditional entropy vectors (H(T|Q))T⊂S for tripar-
tite causal correlations. The inequalities characterizing
conv(ΓA, ΓB, ΓC) can again be transformed into inequal-
ities satisfied by the entropy vector h˜ = (H(T))T⊂S˜,
for variables in S˜ = S ∪ {Q}, by introducing a trans-
formation TQ as in Eq. (16), thus defining the polyhe-
dron convQ(ΓA, ΓB, ΓC) as before. Taking into account
the Shannon constraints for all variables in S˜, the inde-
pendence constraints CIQ = (X⊥⊥Y⊥⊥Z⊥⊥Q) and the
bound H(Q) ≤ log2 3, and finally projecting onto the
observable variables in S, we see that the entropy vec-
tors for tripartite causal correlations belong to the poly-
hedron
(ΓcausalABC )0 = ΠS
[
ΓS˜ ∩ convQ(ΓA, ΓB, ΓC)
∩ LC({CIQ, H(Q) ≤ log2 3}
)]
. (44)
While this characterization is certainly valid, some
subtleties arising from the differences between the
probabilistic and entropic descriptions allow one to ac-
tually make it tighter. Specifically, certain conditions
implied by the definition (41) need not be implied by
the corresponding entropic definition outlined above.
For example, if P(abc|xyz) is a causal correlation,
then the bipartite marginal distributions Px(bc|yz) =
∑a P(abc|xyz) and P(bc|yz) = ∑x P(x)Px(bc|yz) are
both causal (as are the corresponding marginals
for each other pair of parties) [25]. This im-
plies that the entropy vectors (H(T|X))T⊂{Y,Z,B,C} and
(H(T))T⊂{Y,Z,B,C} corresponding to a tripartite causal
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correlation must also satisfy all the inequalities charac-
terizing the bipartite causal polyhedron ΓcausalBC – which
may not necessarily be implied by the characterization
of (ΓcausalABC )0 above. We can thus tighten the previous
characterization, and define the tripartite causal poly-
hedron as10
ΓcausalABC = (Γ
causal
ABC )0 ∩ ΓcausalBC ∩ T ∗X (ΓcausalBC ) ∩ [perms.],
(45)
where [perms.] denotes the permutations of the preced-
ing two terms for the other parties. Note that such ex-
tra constraints do not need to be imposed in the bipar-
tite case since the causality of all one-party marginals
is equivalent to them being valid probability distribu-
tions, which is already assured by the elemental in-
equalities.
To extend the above idea to the general multipartite
case of Eq. (41), we simply define recursively (here the
notation should be self-evident)
ΓAk = Γ{X,A} ∩ T ∗XkAk
(
ΓcausalA\k
)
∩ LC(CIAk ), (46)
where CIAk denotes the set of independence constraints
resulting from the assumption that all parties’ inputs
are independent, i.e. X1⊥⊥ . . .⊥⊥XN , and that party k
acts first, which implies Ak⊥⊥X\k|Xk. The causal poly-
hedron is then defined as
ΓcausalA = ΠX,A
[
Γ{X,A,Q} ∩ convQ({ΓAk}k)
∩ LC({CIQ, H(Q) ≤ log2 N}
)]
⋂
k
[
ΓcausalA\k ∩ T ∗Xk
(
ΓcausalA\k
)]
, (47)
where CIQ denotes the independence relation between
all inputs and Q, i.e. X1⊥⊥ · · · ⊥⊥XN⊥⊥Q.
B. Counterfactual variable method
A similar generalization is possible also for the coun-
terfactual method. Again, it is instructive to look first at
the tripartite case. We start by defining the polyhedron
for the case in which Alice acts first,
ΓA =
⋂
xyz
[
Γ{Axyz ,Bxyz ,Cxyz} ∩ T ∗Axyz(ΓcausalBC )
∩ LC
({Axyz = Axy′z′}y′z′)], (48)
10 In Eq. (45) we abuse the notation slightly and denote by ΓcausalBC the
set of entropy vectors (H(T))T⊂S – instead of (H(T))T⊂{Y,Z,B,C}
– which satisfy the constraints characterizing ΓcausalBC as defined in
Eqs. (17)–(18). The transformation TX , of which T ∗X is the dual, is
again defined in a similar way as in Eq. (16).
which is the analogue, for the counterfactual method,
of the polyhedron in Eq. (43). Similar definitions hold
for ΓB and ΓC. The tripartite polyhedron of causal coun-
terfactual inequalities can then be defined, following a
similar reasoning to the previous case, as
ΓcausalABC = ΠM
[
convQ(ΓA, ΓB, ΓC)
∩
(⋂
xyz
Γ{Axyz ,Bxyz ,Cxyz ,Q}
)
∩ LC
({H(Q)≤ log23})]⋂
x
ΓcausalBC|x
⋂
y
ΓcausalAC|y
⋂
z
ΓcausalAB|z , (49)
where M = {{Axyz, Bxyz,Cxyz}}xyz and ΓcausalBC|x is de-
fined by imposing the constraints characterizing ΓBC (a
priori defined for some variables Byz,Cyz) to the vari-
ables Bxyz,Cxyz, and with similar definitions for ΓcausalAC|y
and ΓcausalAB|z .
As for the case based on causal Bayesian networks,
the construction in Eq. (49) can then be generalized to
an arbitrary number of parties in a recursive way.
V. INFORMATION BOUNDS IN CAUSAL GAMES
One of the advantages of the entropic approach is
that it allows information theoretic constraints to be
naturally imposed, derived, and interpreted [10, 39]. As
an illustration, we consider a simple application of our
approach to understanding the role of bounded com-
munication in causal games.
Consider the generalization of the GYNI game de-
scribed in Sec. II A to arbitrary numbers of inputs and
outputs, in which two parties try to maximize the win-
ning probability psucc = P(a = y, b = x). If the par-
ties operate causally, then in any given round of the
game only one-way communication may occur. One
may be interested in the effect of limiting the amount
communication that can occur in any such round. In
the entropic framework, this can easily be taken into
account by adding an additional constraint of the form
I(X : B) ≤ H(M) to ΓA≺B in order to restrict B’s depen-
dency on X, and similarly imposing I(Y : A) ≤ H(M)
to ΓB≺A, where the variable M represents the message
that is sent. For example, if the parties are permitted,
in each round, to exchange a classical d-dimensional
system, then H(M) = log2 d. In general, the amount
of one-way communication H(M) does not need to be
specified in advance, it will appear as parameter in our
inequalities. By applying the approach of Sec. III A
to this scenario one finds that causal correlations must
then obey the inequality
I(X : B) + I(Y : A) ≤ H(M), (50)
i.e., the two-way communication is similarly bounded
by H(M). Although this is perhaps not unexpected, it
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shows the ease with which such bounds can be derived
in the entropic framework.
A more subtle variant is obtained by considering a
slight generalization of the causal game proposed by
Oreshkov, Costa, and Brukner (OCB) in Ref. [14]. In this
game, the goal is also for one party to guess the other
party’s input; in contrast to the GYNI game, however,
an additional input random bit Y′ is given,11 which de-
termines whether it is Bob who should guess Alice’s
input (if Y′ = 0) or vice versa (if Y′ = 1). The parties
thus now attempt to maximize the winning probability
psucc =
1
2
(
P(b = x |Y′ = 0) + P(a = y |Y′ = 1)
)
. (51)
An analogous entropic inequality can be obtained via
a combination of the methods discussed in Sec. III.
Since the relevant direction of communication in each
round of this game depends on the additional input
Y′, we will combine the DAG-based method for the
variables A, B,X,Y with the counterfactual approach to
condition on Y′. More precisely, one may take S˜ ={{Ay′ , By′ ,X,Y,Q}}y′ and M = {{Ay′ , By′ ,X,Y}}y′ ;
the relevant causal constraints for the cones ΓA≺B and
ΓB≺A and the polyhedron Γ˜causal are the same as those
imposed on A, B,X,Y,Q in the DAG-based method, ex-
cept that now they are applied to each copy of the con-
ditional variables Ay′ and By′ , and the communication
bounds I(X : By′) ≤ H(M) and I(Y : Ay′) ≤ H(M) are
imposed on the corresponding cones. Notice that, in
this way, we are assuming that Q⊥⊥X⊥⊥Y⊥⊥Y′. Com-
bining the above constraints with the analysis in Sec. III,
one finds that causal correlations must obey
I(X : B |Y′ = 0) + I(Y : A |Y′ = 1) ≤ H(M). (52)
This inequality, for the special case of binary inputs
and outputs and with H(M) = 1, was proposed in
Ref. [58] as a potential principle to bound the set of
correlations obtainable within the process matrix for-
malism,12 in analogy with the celebrated information
causality principle [39] that provides bounds on the
strength of bipartite quantum correlations. Our ap-
proach allowed us to show that Eq. (52) indeed holds
11 In the original OCB game, only one party receives the input Y′,
whereas in the variant we consider here, both parties have access
to it.
12 Ref. [58] proposed this inequality in the framework of the origi-
nal OCB game. However, one can easily see that our derivation of
Eq. (52) in the more general scenario implies that it must hold in
that framework too. Indeed, if only Bob receives Y′, then this im-
plies the additional constraint H(A0) = H(A1) when A ≺ B. The
set of correlations obtainable is thus a subset of those obtainable in
the more general version of the game, and thus Eq. (52) must again
hold true.
for causal processes, but it remains to be seen whether
such a constraint on communication for causal correla-
tions can be violated within the process matrix frame-
work. This example, however, highlights the poten-
tial of the entropic approach to causal correlations for
studying information-theoretic principles.
VI. DISCUSSION
Since Bell first formulated his eponymous theorem,
understanding the role of causality within quantum
mechanics has been a central yet thorny goal. Compli-
cating matters further, the very idea of a definite causal
order itself has begun to be questioned. While sophisti-
cated frameworks have been introduced in an effort to
free physical theories from the shackles of a rigid causal
framework, the issue of whether nature permits viola-
tions of causal inequalities remains an elusive question.
Against this backdrop, our aim in this paper was
to introduce an entropic approach to studying causal
correlations, and to this end we presented two com-
plementary methods: the first based on the considera-
tion of the entropies of the variables appearing in the
causal Bayesian networks describing causal scenarios,
and the second based on a counterfactual description
of the outcome variables appearing in such networks.
Focusing on bipartite causal scenarios, we described
in detail the successful application of both methods
to derive nontrivial entropic causal inequalities, before
showing how the characterizations can be generalized
to multipartite scenarios. In contrast to the usual ap-
proach to causal correlations based on probability dis-
tributions, the entropic causal inequalities we derived
using both methods are valid for any finite number of
possible outcomes, as well as for any number of inputs
for the first method based on causal Bayesian networks,
and thus provide a very concise description of causal
correlations. We discussed the ability for the derived
entropic causal inequalities to witness the noncausality
of several classes of interesting noncausal correlations,
but were nonetheless unable to find violations of the in-
equalities by correlations obtainable within the process
matrix formalism [14] using qubit systems. In light of
the coarse-grained description provided by entropic in-
equalities and the fact that the known violations of stan-
dard causal inequalities are in general rather small [24],
that is arguably an unsurprising negative result. The
question of whether entropic causal inequalities can
be violated within the process matrix formalism and
(more importantly) by quantum correlations thus re-
mains open. More generally, our construction can be
used to characterize arbitrary convex combinations of
different causal Bayesian networks, and thus provides,
for example, a natural tool to investigate stronger no-
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tions of multipartite Bell nonlocality [50, 51, 59, 60] from
the entropic perspective.
In view of this new framework for the study of causal
correlations we believe that several other directions of
research can naturally be pursued. Here we focused on
using the Shannon entropies of the relevant variables,
but it is known that, at least in particular scenarios, the
same approach can be used to derive constraints us-
ing certain generalized entropies [61, 62] and even with
non-statistical information measures such as the Kol-
mogorov complexity [35]. Can our framework be ex-
tended to these other information measures, and if so,
are they more sensitive to violations of causality? Sim-
ilarly, one may wonder whether the addition of non-
Shannon-type inequalities to the entropic descriptions
of causal correlations considered might lead to tighter
constraints [28, 63, 64]. More generally, it remains an
open question whether the definition of causal correla-
tions implies any additional constraints within the en-
tropic description that might allow a tighter character-
ization, particularly in the multipartite case, similar to
the additional constraints on marginal and conditional
entropies imposed in Sec. IV.
Another important direction to consider would be the
ability to formulate, and perhaps violate, information-
theoretical principles [10] of causality. We provided, as
a simple application, an idea at one possible approach,
showing how simple bounds on two-way communica-
tion can be derived for causal games where communi-
cation is limited in each direction. It would be interest-
ing to see, in particular, whether such principles could
be violated within the process matrix formalism and,
if so, the connection to the violation of causal inequali-
ties. For example, does the violation of causal inequal-
ities imply the violation of some principle implied by
quantum mechanics? We expect our results to motivate
these and many more future investigations.
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Appendix A: Causal correlations not contained in conv(ΓA≺B, ΓB≺A)
Starting with the systems of inequalities I0h ≤ 0 and I1h ≤ 0 characterizing the cones ΓA≺B and ΓB≺A defined in
Eqs. (12) and (13), the characterization Ih ≤ 0 of conv(ΓA≺B, ΓB≺A) can be found by first solving the extremal ray
enumeration problem for the extremal rays of ΓA≺B and ΓB≺A, taking the union of these rays and finally solving
the facet enumeration problem for the inequalities characterizing conv(ΓA≺B, ΓB≺A).
We find that there are six nontrivial inequalities (i.e., non Shannon-type inequalities) for conv(ΓA≺B, ΓB≺A), which
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correspond to four equivalence classes of inequalities under exchange of parties:13
I(X : YA) + I(Y : XB)− I(XY : AB) ≤ 0
I(A : B)− I(A : B|X)− I(A : B|Y) ≤ 0
I(X : A|B)− I(XB : A|Y) ≤ 0 (A1)
I(A : B|X)− I(A : B|XY)− I(Y : B) ≤ 0.
In order to see that there are causal bipartite correlations that have entropy vectors not contained in
conv(ΓA≺B, ΓB≺A), consider the following counterexample. Take PA≺B(ab|xy) = δa,xδb,x and PB≺A(ab|xy) = δa,yδb,y
and consider the inputs x, y to be uniformly distributed so that PA≺B(xyab) = 14P
A≺B(ab|xy) and PB≺A(xyab) =
1
4P
B≺A(ab|xy). The distribution P(ab|xy) = 12
(
PA≺B(ab|xy) + PB≺A(ab|xy)) is thus also causal, but one can verify
that the entropy vector for the distribution P(xyab) = 14P(ab|xy) violates the first and last inequalities in (A1) with
a value for the left-hand sides of 1− 32 log2 32 ≈ 0.123 > 0.
A similar conclusion can also be reached for the method based on counterfactual variables: starting from the
definitions of ΓA≺B and ΓB≺A in Eqs. (32) and (33) one finds that the inequalities characterizing conv(ΓA≺B, ΓB≺A)
are precisely the same as the causal inequalities in Eqs. (36) and Eq. (37) except with bounds on the right-hand
side of 0. One can easily verify that Eqs. (36) and Eq. (37) can be saturated by causal correlations (for some equal
mixtures of correlations PA≺B and PB≺A), thus providing such a counterexample.
Appendix B: Bipartite entropic causal inequalities from the DAG method
The following is the full list of (equivalence classes of) inequalities from the DAG method, up to their symmetries
under the exchange of parties.
Ten (of the twenty) families of inequalities have bounds of 0 and can be violated by binary distributions:
I(X : YA) + I(Y : XB)− H(AB) ≤ 0
I(A : B)− I(A : B|X)− I(A : B|Y)− 2H(AB|XY) ≤ 0
I(X : YA) + I(Y : AB)− H(B|X)− H(A) ≤ 0
I(A : B|X)− I(Y : B)− 2H(B|XY) ≤ 0
I(A : B|X)− I(A : B)− H(A|YB)− 2H(B|XY) ≤ 0
I(XA : Y) + I(YB : X)− H(X|YA)− H(A) ≤ 0 (B1)
I(XA : Y) + I(YB : X)− H(B|YA)− H(A) ≤ 0
I(XA : Y) + I(YB : X)− I(A : B)− H(B|YA)− H(YA|X) ≤ 0
I(XA : Y) + I(YB : X)− I(A : B)− H(B|YA)− H(AB|X) ≤ 0
I(XA : Y) + I(YB : X)− I(A : B) + I(X : A|Y)− H(XAB) ≤ 0.
Two more have non-zero bounds but, under the constraints that H(A) ≤ 1, H(B) ≤ 1, H(X) ≤ 1, H(Y) ≤ 1, turn
out to be implied by the previous inequalities in Eq. (B1):
H(X|B) + H(Y|A)− I(A : B|XY)− 2H(X|YB)− 2H(Y|XA) ≤ 1
I(XB : A)− 3I(X : A)− 3I(Y : B)− 4I(A : B|XY)− 2H(XB|YA) + 2H(B) ≤ 2. (B2)
Four correspond to “corrected” versions of the inequalities (A1) characterizing conv(ΓA≺B, ΓB≺A), and cannot be
violated by binary distributions:
I(X : YA) + I(Y : XB)− I(XY : AB) ≤ 1
I(A : B)− I(A : B|X)− I(A : B|Y) ≤ 2
I(X : A|B)− I(XB : A|Y) ≤ 1 (B3)
I(A : B|X)− I(A : B|XY)− I(Y : B) ≤ 1,
13 For compactness we generically write entropic inequalities not just
in terms of Shannon entropies (as defined in Eq. (3)), but also in
terms of conditional entropies (of the form H(A|B) := H(AB) −
H(B)), of mutual information (I(A : B) := H(A) + H(B)− H(AB))
and of conditional mutual information (I(A : B|C) := H(AC) +
H(BC)− H(ABC)− H(C)). The expressions given for the inequal-
ities are of course not unique.
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while a further four can also not be violated by binary distributions:
I(A : B|X)− I(A : B)− I(X : A|YB)− H(B|XY) ≤ 1
I(A : B|X)− I(A : B)− I(A : B|XY)− H(X|YB) ≤ 1
I(A : B|X)− I(A : B)− I(A : B|XY)− H(A|YB) ≤ 1 (B4)
I(A : B|X)− I(A : B)− I(A : B|XY) + I(X : YA) + H(B|Y)− H(XB) ≤ 1.
We note that, instead of projecting Γ˜causal (as defined in Eq. (17)) onto the marginal scenarioM = {{X,Y, A, B}}
to obtain these entropic causal inequalities, one could start by projecting it onto the marginal scenario M′ ={{X,Y, A, B}, {Q}} which would amount to eliminating all entropies H(T,Q) for all nonempty subsets T ⊂
{X,Y, A, B} from the description while keeping H(Q). By doing so, one obtains the same inequalities given in
Eqs. (B1) to (B4), except with the right-hand side multiplied by H(Q). The inequalities in Eq. (B1) thus have no
dependence on H(Q) (i.e., the exent to which correlations of different causal orders are mixed), while the remain-
ing inequalities have a nontrivial dependence on it. By eliminating H(Q) using the constraint H(Q) ≤ 1 one then
obtains the entropic causal inequalities above.14
The inequalities containing H(Q) may be of interest if, for some reason, one puts a nontrivial bound on H(Q)
(e.g., if one knows that one fixed causal order is more probable than the other). In the extreme case, if we know
that H(Q) = 0, then the inequalities we obtain (namely Eqs. (B1)–(B4), with all upper bounds replaced by 0) are
valid for fixed-order causal correlations. All of the inequalities in Eqs. (B3)–(B4) except the second one in (B3) can
be violated by binary noncausal correlations for any H(Q) < 1, giving novel constraints in such situations; for the
second inequality in Eq. (B3) we were only able to find a violation for H(Q) < 12 (1+
3
2 log2
3
2 ) ≈ 0.939.
Appendix C: Relations between different probability structures
In the application of the counterfactual method to causal correlations discussed in Sec. III B, as a result of the
structure of the marginal scenario one can prove that different choices of probability structure S give rise to the
same marginal distributions. This is due to the fact that since all the marginals Mj ∈ M are disjoint, they are
always consistent with the global product probability distribution
P(a00, . . . , b11) =∏
xy
P(axy, bxy). (C1)
Hence, whichever probability structure S we choose (consistent withM), the observed marginal probabilities can
always be interpreted as arising from a global probability distribution. Similarly, the choice of extended probability
structure S˜ including the switch variable Q in Eq. (34) implies also the existence of a global probability distribution
P(a00, . . . , b11, q) = P(q)∏
xy
P(axy, bxy|q). (C2)
(Such a construction is also possible in some other types of scenarios; see Ref. [56] for more general results.) It
thus follows that the probability structures S˜ that we chose and S˜ ′ = {S˜} again give rise to the same marginal
distributions on M. A similar analysis can also be applied to the recursive method presented for the multipartite
case in Sec. IV B.
At the level of entropic inequalities, however, the fact that we are considering Shannon inequalities that provide
only an outer approximation of the entropy cone means that one may a priori obtain different constraints depending
on which of these equivalent probability structures one assumes. For the specific case of a marginal scenario with
disjoint elements, i.e., Mi ∩Mj = ∅ for all Mi, Mj ∈ M a result by Matúš (see Remark 1 in Ref. [65]) implies that
an equivalent description arises also for the Shannon cone by choosing S =M or S = {S}, with S = ∪Mi∈MMi.
More precisely, we have
ΠM(ΓS) = ΠM
(
ΓS ∩ LC({XMi⊥⊥XMj}Mi ,Mj∈M,i 6=j)
)
= ΠM(
⋂
Mi∈M
ΓMi ) =
⋂
Mi∈M
ΓMi (C3)
14 A similar procedure can also be followed for the approach with
counterfactual variables, in which case one obtains upper-bounds
of H(Q) and 2H(Q) in Eqs. (36) and (37) (or 0 for fixed-order cor-
relations when H(Q) = 0), before eliminating H(Q) and obtaining
Eqs. (36)–(37) again.
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where XMi denotes the joint random variable associated with the subset Mi ∈ M. The linear constraints in Eqs. (32)
and (33), can then be imposed after the projection. Hence, the use of S =M or S ′ = {S} is irrelevant, in this case,
even at the level of Shannon cone description.
A similar analysis can be applied to compare S˜ and S˜ ′ = {S˜}, where S˜i ∩ S˜j = {Q} for all distinct S˜i, S˜j ∈ S˜ . Even
though the marginal scenario is the same as above, Eq. (35) involves extra constraints given by convQ(ΓA≺B, ΓB≺A)
and H(Q) ≤ 1, so the previous result does not directly apply. However, one can look at an intermediate projection
ΠS˜ (Γ
S˜ ′), and then impose the constraints involving Q. Hence, to prove the equivalence of the two probability
structures at the level of the Shannon description, it would be sufficient to prove that ΓS˜ = ΠS˜ (Γ
S˜ ′). Using again
the result by Matúš [65], we have
ΠS˜ (Γ
S˜ ′) = ΠS˜
(
ΓS˜
′ ∩ LC({XS˜i\{Q}⊥⊥XS˜j\{Q}|Q}S˜i ,S˜j∈S˜ ,i 6=j)
)
. (C4)
However, we do not know whether the equality ΠS˜
(
ΓS˜ ′ ∩ LC({XS˜i\{Q}⊥⊥XS˜j\{Q}|Q}S˜i ,S˜j∈S˜ ,i 6=j) = ΠS˜ (
⋂
S˜∈S˜ ΓS˜)
holds in general, so we were unable to prove the equivalence.
Nonetheless, we stress that any differences in tightness between the entropic inequalities arising here from the
choice of a particular probability structure do not arise as a consequence of stricter physical assumptions (i.e., the
existence of joint probability distributions), but rather as a consequence of different outer approximation of the
true entropy cone via Shannon inequalities. We remark, however, that the choice of a minimal probability structure
is computationally easier to handle due to the much lower number of variables; for example, compare the case
S = M in Eq. (31), where ΓS ∈ R12, with the corresponding case for S ′ = {S}, where ΓS ∈ R28 = R256. For an
extensive discussion of the role of such constraints in the computation of tighter approximations to the entropy
cone we refer the reader to Ref. [57].
