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A TRIANGULAR HILBERT TRANSFORM WITH CURVATURE
MICHAEL CHRIST POLONA DURCIK JORIS ROOS
Abstract. We prove Lp × Lq → Lr bounds for a variant of the triangular Hilbert transform
involving curvature, as well as a corresponding maximal function. Our results can be applied to
recover certain known bounds for a bilinear Hilbert transform with curvature and a maximally
modulated singular integral of Stein-Wainger type. We also obtain a quantitative nonlinear Roth
type theorem on patterns in the Euclidean plane. The proof is via a local trilinear oscillatory
integral estimate and bounds for an anisotropic variant of the twisted paraproduct.
1. Introduction
Let us consider the bilinear singular integral operator defined by
(1.1) T (f1, f2)(x, y) = p.v.
∫
R
f1(x+ t, y)f2(x, y + t
2)
dt
t
,
defined a priori on test functions f1, f2 on R
2. The main result of this paper is:
Theorem 1. Let p, q ∈ (1,∞), r ∈ [1, 2) satisfy p−1 + q−1 = r−1. Then T extends to a bounded
operator Lp × Lq → Lr.
Our methods also give bounds for the corresponding maximal operator
(1.2) M(f1, f2)(x, y) = sup
r>0
1
2r
∫ r
−r
|f1(x+ t, y)f2(x, y + t
2)| dt.
Theorem 2. For every p, q ∈ (1,∞), r ∈ [1,∞) with p−1+ q−1 = r−1 there exists C ∈ (0,∞) such
that for all test functions f1, f2,
‖M(f1, f2)‖Lr ≤ C‖f1‖Lp‖f2‖Lq .
Note that for r > 1, the claim in Theorem 2 follows immediately from Ho¨lder’s inequality and
the Hardy-Littlewood maximal theorem (in fact, this argument also gives Lp×Lp
′
→ L1,∞ bounds
for all p ∈ (1,∞)).
While it goes farther, Theorem 1 also unifies two known estimates in harmonic analysis. First,
it implies (see §5.2) Lp bounds for a variant of the bilinear Hilbert transform with curvature,
(1.3) (f1, f2) 7→ p.v.
∫
f1(x+ t)f2(x+ t
2)
dt
t
.
The L2 × L2 → L1 bound for this operator was first proved by Li [Li13]. An alternative proof in
a more general context was given by Lie [Lie15] (also see [LX16, Lie18] for Lp bounds). Second,
Theorem 1 also yields (see §5.3) Lp bounds for the operator
(1.4) f 7→ sup
N∈R
∣∣∣p.v. ∫
R
f(x− t)eiNt
2 dt
t
∣∣∣,
which were proved by Stein [Ste95] (also see work of Stein and Wainger [SW01]).
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The operator T is a variant of
(1.5) (f1, f2) 7→ p.v.
∫
R
f1(x+ t, y)f2(x, y + t)
dt
t
,
which is known as the triangular Hilbert transform. Determining whether the triangular Hilbert
transform satisfies any Lebesgue space bounds is a significant open problem. Partial progress for a
Walsh model was obtained by Kovacˇ, Thiele and Zorin-Kranich [KTZ15].
An ingredient for the proof of Theorem 1 is a bound for a somewhat less singular operator,
which is an anisotropic variant of Kovacˇ’s twisted paraproduct [Kov12] (a degenerate case of the
two-dimensional bilinear Hilbert transform, [DT10]). Some variants of the twisted paraproduct
with general dilation structure have also been studied in [KS15]. Let α and β be positive integers.
Let m be a smooth function on R2 \ {(0, 0)} which satisfies
|∂kξ ∂
ℓ
ηm(ξ, η)| ≤ Cα,β (|ξ|
1/α + |η|1/β)−αk−βℓ(1.6)
for all k, ℓ ≥ 0 up to a large finite order. For test functions f1, f2 on R
2 we let
Tm(f1, f2)(x, y) =
∫
R2
f1(x+ s, y)f2(x, y + t)K(s, t) ds dt
with K the distribution satisfying m = K̂.
Theorem 3. Let p, q ∈ (1,∞), r ∈ (12 , 2) be such that p
−1 + q−1 = r−1. Assume that m satisfies
(1.6). Then Tm extends to a bounded operator L
p × Lq → Lr.
A very recent work of Kovacˇ [Kov20] concerning certain anisotropic point configurations in
Euclidean space also features an estimate for a certain multilinear form related to the operator Tm.
With Theorem 3 in hand, the proof of Theorem 1 reduces to establishing a certain high frequency
decay estimate for an associated localized form, which lies at the heart of our analysis. Let ζ be a
smooth function compactly supported in R2 × (R1 \ {0}) and consider the bilinear operator
(1.7) Tloc(f1, f2)(x, y) =
∫
R
f1(x+ t, y)f2(x, y + t
2)ζ(x, y, t) dt.
Theorem 4. Let ζ be a smooth function compactly supported in R2 × (R \ {0}). Then there exist
constants C > 0 and σ > 0 so that for all test functions f1, f2,
(1.8) ‖Tloc(f1, f2)‖L1 ≤ C‖f1‖H(−σ,0)‖f2‖H(0,−σ) ,
where the constant C only depends on ζ, and
‖f‖H(a,b) = ‖(ξ1, ξ2) 7→ (1 + |ξ1|
2)
a
2 (1 + |ξ2|
2)
b
2 f̂(ξ1, ξ2)‖L2 .
In a similar way as Theorem 1 relates to Li’s theorem [Li13, Theorem 1.1], Theorem 4 relates to
an inequality of Bourgain [Bou88, (2.4)].
Remark. Note that (1.8) is equivalent to the estimate
‖Tloc(f1, f2)‖L1 ≤ Cλ
−σ‖f1‖L2‖f2‖L2
valid for all λ ≥ 1 under the assumption that f̂j is supported where |ξj | ≍ λ for at least one index
j = 1, 2.
The trilinear form Λ(f1, f2, f3) = 〈Tloc(f1, f2), f3〉 has an interesting symmetry structure, related
to the symmetry structure of Tm and (1.5). Indeed, for any unimodular functions ϕ,ψ : R→ C,
Λ(f1, f2, f3) = Λ(ϕ(y)f1, ψ(x)f2, ϕ(y)ψ(x)f3),
where ϕ(y)f1 indicates the function (x, y) 7→ ϕ(y)f1(x, y), and so on. Thus there is no valid version
of (1.8) involving ‖f1‖H(0,−σ) or ‖f2‖H(−σ,0) . Nor is there a formulation involving a negative order
norm of f3.
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Another application of Theorem 4 is the following combinatorial result on the existence of pat-
terns in subsets of [0, 1]2 of positive measure.
Theorem 5. Let ε ∈ (0, 12 ) and E ⊂ [0, 1]
2 a measurable set of Lebesgue measure at least ε. Then
there exist
(x, y), (x + t, y), (x, y + t2) ∈ E
with t > exp(− exp(ε−C)) for some constant C > 0 not depending on E or ε.
Observe that the corresponding result without the postulated lower bound on t follows by an
application of the Lebesgue density theorem. Also note that the theorem recovers the following
quantitative non-linear Roth theorem due to Bourgain [Bou88]: for every E ⊂ [0, 1] with Lebesgue
measure at least ε there exist t > exp(− exp(ε−c)) and x with
x, x+ t, x+ t2 ∈ E.
This follows by applying Theorem 5 to the set E˜ = {(x, y) ∈ [0, 1]2 : x− y ∈ E}.
Open problems. 1. It would be interesting to study analogues in higher dimensions and/or with
higher orders of multilinearity. Among these are the multilinear operators
Sα(f)(x) = p.v.
∫
Rd
d∏
j=1
fj(x+ t
αjej)
dt
t
(x ∈ Rd),
where f = (f1, . . . , fd) with fj : R
d → C, α ∈ Nd, and ej ∈ R
d denoting the jth standard unit
vector. The operator we study is T = S(1,2). A natural next step would be to consider, say S(1,2,3),
which already seems to be quite a bit more difficult. The operators S(1,...,1) are known as simplex
Hilbert transforms ([Zor17], [DKT16], [DR18]). The operator we study is T = S(1,2). Theorem 1
concerns the case d = 2, and is the first positive result to be established when d ≥ 2. The analysis
developed here, as it currently stands, does not suffice to treat d ≥ 3.
2. Another variant is
(1.9) (f1, f2, f3) 7→
∫
R
f1(x+ t)f2(x+ t
2)f3(x+ t
3)
dt
t
,
with fj : R
1 → C, which can be viewed as a trilinear Hilbert transform with curvature. This
operator was suggested by Lie [Lie15, §7] as a model for the trilinear Hilbert transform. Bounds
for this object would be implied by bounds for S(1,2,3). No L
p bounds are currently known for the
trilinear Hilbert transform, though some cancellation was established in [Tao16], [Zor17], [DKT16].
Both the operator S(1,2) treated in this paper, and the variant (1.9), have characters intermediate
between those of S(1,2,3), and the operator (1.3).
3. It would be desirable to extend the range of exponents in Theorem 3 to r ≥ 2 (this would
immediately give a corresponding extension of Theorem 1). It would also be interesting to extend
Theorem 1 and Theorem 2 to a large range of exponents with r < 1. A careful inspection of the
arguments in §2 shows that we are actually able to obtain some bounds with r > 1 − ε for some
small ε > 0 that is unlikely to be sharp. We remark that the conclusions of Theorems 1 and 3 fail
if p =∞ or q =∞.
4. It would be natural to study the analogous discrete maximal function
MZ(f1, f2)(x, y) = sup
N∈N
N−1
N∑
n=1
∣∣f1(x+ n, y)f2(x, y + n2)∣∣
with fj : Z
2 → C and (x, y) ∈ Z2. On a related note, we refer the reader to a very recent work
by Krause, Mirek and Tao [KMT20] concerning pointwise ergodic theorems for certain bilinear
polynomial averages.
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Remark. Our methods also apply to the operators S(α,β) for α 6= β. In fact, one can handle
(f1, f2) 7−→ p.v.
∫
R
f1(x+ [t]
α, y)f2(x, y + [t]
β)
dt
t
,
where α, β ≥ 1, α 6= β are real numbers and [t]α stands for |t|α or sgn(t)|t|α. We have chosen α = 1,
β = 2 in order not to clutter the presentation.
Structure of the paper.
• In §2.1, §2.3, §2.4, §2.5 we prove Theorem 1 using Theorem 3 and Theorem 4.
• In §2.6 we modify these reductions to deduce Theorem 2 from Theorem 4.
• In §3 we prove the localized inequality of Theorem 4. Its proof begins in §3.1, where
microlocal decompositions, as in [Chr20], are combined with a “T ∗ ◦ T” step. This analysis
successfully handles the contribution of relatively large Fourier frequencies, but the T ∗ ◦ T
reduction potentially also generates small frequencies, whose contributions remain to be
analyzed. Their treatment is based on an inverse theorem and a resulting decomposition,
developed in §3.2 and §3.3, respectively. This leads to a sublevel set inequality in the spirit
of [Chr20], which is analyzed in §3.5.
• In §4 we give the proof of Theorem 3, adapting ideas from [Kov12], [Ber12], [Dur14].
• In §5.1 we deduce Theorem 5 from Theorem 4 following Bourgain [Bou88].
• In §5.2, §5.3 we show how Theorem 1 implies bounds for the operators (1.3), (1.4).
Notation. Fourier transforms will be denoted by f̂(ξ) =
∫
Rd
f(x)e−2πix·ξdx. The letters c, C are
reserved for constants that may change from line to line. Dependence of the constants on various
parameters will be understood from context or made explicit by appropriate subscripts. We write
A . B to denote existence of a constant C such that A ≤ C ·B and A & B similarly. The notation
A ≍ B signifies that A . B and A & B. In addition we use the notation A = B +O(X) to denote
that |A−B| . X. For a function f on R2 and a function ϕ on R we define the partial convolutions
(f ∗1 ϕ)(x, y) =
∫
R
f(x− u, y)ϕ(u)du, (f ∗2 ϕ)(x, y) =
∫
R
f(x, y − u)ϕ(u)du.
For a measurable set E ⊂ Rd we denote the d-dimensional Lebesgue measure of E by |E| and
make no reference of the dimension in the notation. Lp norms will be denoted by ‖f‖p, ‖f‖Lp , or
‖f‖Lp(Rd), depending on context.
2. Preliminary reductions
In this section we reduce the proof of Theorem 1 to those of Theorems 4 and 3. In §2.6 we give
a variant of this reduction which also gives us Theorem 2 (which only uses Theorem 4, but not
Theorem 3).
2.1. Littlewood–Paley decompositions. Let ϕ be a smooth even function on R supported in the set
{|ζ| ≤ 2} which is equal to one on {|ζ| ≤ 1} and satisfies 0 ≤ ϕ ≤ 1. Let ψ(ζ) = ϕ(ζ)− ϕ(2ζ) and
for j ∈ Z let ϕj(ζ) = ϕ(2
−jζ) and ψj(ζ) = ψ(2
−jζ). Then ψj is supported in {2
j−1 ≤ |ζ| ≤ 2j+1}
and
∑
j∈Z ψj(ζ) = 1 holds for all ζ 6= 0. We define the partial Littlewood–Paley operators ∆
(ℓ)
j and
corresponding partial sums S
(ℓ)
j by
̂
∆
(ℓ)
j f(ξ) = ψj(ξℓ)f̂(ξ),
̂
S
(ℓ)
j f(ξ) = ϕj(ξℓ)f̂(ξ),
where ℓ = 1, 2, 3, j ∈ Z, ξ = (ξ1, ξ2) ∈ R
2. We shall also make use of a second set of Littlewood–
Paley operators ∆˜
(ℓ)
j associated with multipliers ξ 7→ ψ˜j(ξℓ) chosen so that ψjψ˜j = ψj , say ψ˜j(ζ) =
ψ˜(2−jζ), where ψ˜ is a smooth function that equals one on the support of ψ, but is supported on,
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say, a 1100 -neighborhood of the support of ψ. Decompose T =
∑
j∈Z Tj , where
Tj(f1, f2)(x, y) =
∫
R
f1(x+ t, y)f2(x, y + t
2)ψ(2jt)t−1dt.
Standard stationary phase considerations motivate the following further decomposition in frequency
as
(2.1) T = TL + TM + TH,
into components representing the low (L), mixed (M) and high (H) frequency contributions, respec-
tively. Here we write for ω ∈ {L,M,H},
Tω =
∑
j∈Z
Tωj , T
ω
j (f1, f2) =
∑
k∈Fω
Tj(∆
(1)
j+k1
f1,∆
(2)
2j+k2
f2),
where k = (k1, k2) ∈ Z
2 = FL ∪ FM ∪ FH with
FL = {k ∈ Z
2 : max(k1, k2) ≤ 0},
FM = {k ∈ Z
2 : max(k1, k2) > 0, |k1 − k2| > 100},(2.2)
FH = {k ∈ Z
2 : max(k1, k2) > 0, |k1 − k2| ≤ 100}.
The low frequency component TL is not oscillatory and can be viewed as a more well-behaved bi-
linear singular integral, more specifically an anisotropic variant of the twisted paraproduct [Kov12].
This reduction will be done in §2.4. In the mixed frequency component TM we make use of rapid
decay stemming from a non-stationary phase to similarly reduce to an anisotropic variant of the
twisted paraproduct, see §2.5. Finally, the high frequency component TH requires a more intricate
analysis. The key estimate is given in Theorem 4. In §2.3 we will detail the reduction of the high
frequency component to Theorem 4.
2.2. Shifted maximal function. Denote by Mσ the shifted (dyadic) maximal function
Mσg(x) = sup
s∈Z
2−s
∫
[σ2s,(σ+1)2s ]
|g(x + t)|dt (x ∈ R),
where σ ∈ R. It is well-known [Ste93, p. 78] that
(2.3) ‖Mσg‖p . log(2 + |σ|)
1/p‖g‖p
for all 1 < p ≤ ∞. Similarly, from a variant of the Fefferman–Stein inequality we also have
(2.4)
∥∥∥(∑
j∈Z
(Mσgj)
2
)1/2∥∥∥
p
. log(2 + |σ|)2
∥∥∥(∑
j∈Z
|gj |
2
)1/2∥∥∥
p
for all p ∈ (1,∞) (for a proof of this inequality, see [GHLR17, Theorem 3.1]). The following lemma
provides a pointwise domination for each single scale piece T0 in terms of the shifted maximal
function.
Lemma 2.1. Let κ be a positive integer. Then we have the pointwise estimate
(2.5) |T0(f1,∆
(2)
κ f2)| .
∑
ι∈I
aι(M
(1)
σ1,ιf1)(M
(2)
σ2,ιf2)
with I a countable set and aι > 0, σℓ,ι ∈ R satisfying
(2.6)
∑
ι∈I
aι log(2 + |σ1,ι|)
a log(2 + |σ2,ι|)
b . κa+b
for every a, b > 0.
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By the dilation symmetry, the estimate (2.5) implies that for every j, k1 ∈ Z and κ = k2 ≥ 1,
(2.7) |Tj(∆
(1)
j+k1
f1,∆
(2)
2j+kf2)| .
∑
ι∈I
aι(M
(1)
σ1,ι∆
(1)
j+k1
f1)(M
(2)
σ2,ιf2)
Indeed,
Tj(∆
(1)
j+k1
f1,∆
(2)
2j+k2
f2) = D(2j ,22j)T0(D(2−j ,2−2j)∆
(1)
j+k1
f1,∆
(2)
k2
D(2−j ,2−2j)f2)
and D2jMD2−j = M , where D(a,b)f(x, y) = f(ax, by) and Dag(x) = g(ax).
Proof of Lemma 2.1. We expand
(2.8) T0(f1,∆
(2)
κ f2)(x, y) =
∫
R2
f1(x+ t, y)f2(x, y + t
2 − s)(ψκ)
∨(s)ψ(t) ds dt
For an integer l we denote the dyadic interval
Il = [l2
−κ, (l + 1)2−κ] = [0, 2−κ] + l2−κ
Splitting the integration in t over these intervals and using rapid decay of qψ we estimate (2.8) by∑
n∈Z
(1 + |n|)−N2−κ
∑
|l|≤2κ+1
22κ
∫
Il
∫ 2−κ(n+1)
2−κn
|f1|(x+ t, y)|f2|(x, y + t
2 − s) ds dt
Suppose that 0 < l ≤ 2κ+1. For fixed n ∈ Z and l > 0, the summand can be written as
(2.9) 22κ
∫
Il
∫ 2−κ(n+1)−t2
2−κn−t2
|f1|(x+ t, y)|f2|(x, y − s) ds dt
The range of integration in s is contained in
Jl = [2
−κn+ l22−2κ, 2−κ(n+ 1) + l22−2κ + 2−κ+3] = [0, 2κ−3] + σl,n2
κ−3
where σl,n = 2
−3n+ l22−κ+3. Thus, (2.9) is bounded up to a constant multiple by
|Il|
−1|Jl|
−1
∫
Il
∫
Jl
|f1|(x+ t, y)|f2|(x, y − s) ds dt
If −2k+1 ≤ ℓ ≤ 0 we proceed similarly, defining σl,n so that
(2.10) (2.8) .
∑
n∈Z
(1 + |n|)−N2−κ
∑
|l|≤2κ+1
M
(1)
l f1(x, y)M
(2)
σl,n
f2(x, y).
This gives the desired estimate for T0. 
2.3. High frequencies. First we claim that it suffices to prove that there exists c > 0 such that
(2.11) ‖Tj(∆
(1)
j+k1
f1,∆
(2)
2j+k2
f2)‖1 . 2
−δ|k|‖f1‖2‖f2‖2
for all k = (k1, k2) ∈ FH and all j ∈ Z. Note that (2.11) holds trivially for δ = 0. The reader may
for simplicity assume that k1 = k2 ≥ 1, but we will not make this assumption in the text.
To verify the claim let us assume that (2.11) holds. Define
T (k)(f1, f2) =
∑
j∈Z
Tj(∆
(1)
j+k1
f1,∆
(2)
2j+k2
f2).
First we use (2.11) to estimate for each k ∈ FH,
(2.12) ‖T (k)(f1, f2)‖1 . 2
−c|k|
∑
j∈Z
‖∆˜
(1)
j+k1
f1‖2‖∆˜
(2)
2j+k2
f2‖2 . 2
−δ|k|‖f1‖2‖f2‖2.
where ∆
(ℓ)
j ∆˜
(ℓ)
j = ∆
(ℓ)
j and we have used the Cauchy–Schwarz inequality and Plancherel’s theorem
to treat the sum over j.
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Next, we use Lemma 2.1 (in the form of its consequence, (2.7)) to estimate for p, q ∈ (1,∞),
r ∈ [1,∞), p−1 + q−1 = r−1,
‖T (k)(f1, f2)‖r .
∑
ι∈I
aι
∥∥∥∑
j∈Z
(M (1)σ1,ι∆
(1)
j+k1
f1)(M
(2)
σ2,ι∆˜
(2)
2j+k2
f2)
∥∥∥
r
.
By the Cauchy–Schwarz inequality applied to the summation in j and Ho¨lder’s inequality the
previous is
≤
∑
ι∈I
aι
∥∥∥(∑
j∈Z
(M (1)σ1,ι∆
(1)
j+k1
f1)
2
)1/2∥∥∥
p
∥∥∥(∑
j∈Z
(M (2)σ2,ι∆˜
(2)
2j+k2
f2)
2
)1/2∥∥∥
q
.
Since p, q ∈ (1,∞), by (2.4) and Littlewood–Paley theory, the previous is
. log(2 + σ1,ι)
2 log(2 + σ2,ι)
2‖f1‖p‖f2‖q.
Consequently,
‖T (k)(f1, f2)‖r .
∑
ι∈I
aι log(2 + σ1,ι)
2 log(2 + σ2,ι)
2‖f1‖p‖f2‖q . |k|
4‖f1‖p‖f2‖q.
By interpolation with (2.12) we therefore obtain
‖T (k)(f1, f2)‖r . 2
−δp,q |k|‖f1‖p‖f2‖q
for all p, q ∈ (1,∞), r ∈ [1,∞) with p−1 + q−1 = r−1. Summing over k ∈ FH yields the claim.
It remains to prove (2.11). By a scaling argument it suffices to prove this estimate for j = 0.
Indeed, we have
Tj(∆
(1)
j+k1
f1,∆
(2)
2j+k2
f2) = D(2j ,22j)T0(∆
(1)
k1
D(2−j ,2−2j)f1,∆
(2)
k2
D(2−j ,2−2j)f2).
To apply Theorem 4 we need to perform an additional spatial localization. Choose a smooth non-
negative function η on R2 that is supported in a small neighborhood of [−12 ,
1
2 ]
2 so that
∑
m∈Z2 ηm =
1, where ηm(z) = η(z −m). Then
‖T0(∆
(1)
k1
f1,∆
(2)
k2
f2)‖L1(R2) ≤
∑
m∈Z2
∫
R2
|T0(∆
(1)
k1
f1,∆
(2)
k2
f2)(x, y)|ηm(x, y)d(x, y)
Expanding the definition of
T0(∆
(1)
k1
f1,∆
(2)
k2
f2)(x, y)ηm(x, y)
we obtain the expression∫
R
η˜m(x+ t, y)∆
(1)
k1
f1(x+ t, y)η˜m(x, y + t
2)∆
(2)
k2
f2(x, y + t
2)ηm(x, y)ψ(t)t
−1dt,
where we have inserted the factors η˜m(x+ t, y) and η˜m(x, y + t
2) which are arranged to equal one
for (x, y, t) in the support of ηm(x, y)ψ(t). Here the function η˜m is an appropriately chosen smooth
non-negative function with compact support such that ‖η˜m‖C1 . 1 and
∑
m∈Z2 η˜m . 1. Define a
local operator
Tloc(f1, f2)(x, y) =
∫
R
f1(x+ t, y)f2(x, y + t
2)ζ(x, y, t)dt,
where ζ is a smooth function compactly supported in R2×(R\{0}) that we suppress in the notation
Tloc(f1, f2) and which may change from one occurrence of the notation to the next. With this in
mind,
‖T0(∆
(1)
k1
f1,∆
(2)
k2
f2)‖L1(R2) ≤
∑
m∈Z2
∫
R2
|Tloc(η˜m∆
(1)
m f1, η˜m∆
(2)
m f2)| ≤ I + II + III,
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where
I =
∑
m∈Z2
∫
R2
|Tloc(∆
(1)
k1
(η˜mf1),∆
(2)
k2
(η˜mf2))|,
II =
∑
m∈Z2
∫
R2
|Tloc(η˜m∆
(1)
k1
f1 −∆
(1)
k1
(η˜mf1), η˜m∆
(2)
k2
f2)ηm|,
III =
∑
m∈Z2
∫
R2
|Tloc(∆
(1)
k1
(η˜mf1), η˜m∆
(2)
k2
f2 −∆
(2)
k2
(η˜mf2))ηm|.
We begin with the main term I. By (1.8) we obtain
(2.13) ‖Tloc(∆
(1)
k1
f1,∆
(2)
k2
f2)‖1 . 2
−c|k|‖f1‖2‖f2‖2.
Now we can estimate
I . 2−c|k|
∑
m∈Z2
‖η˜mf1‖2‖η˜mf2‖2 . 2
−c|k|‖f1‖2‖f2‖2,
where we have used the Cauchy–Schwarz inequality in m and that
∑
m∈Z η˜m . 1.
It remains to consider the error terms II and III. To treat II we estimate
|η˜m∆
(1)
k1
f1 −∆
(1)
k1
(η˜mf1)|(x, y) ≤
∫
R
|(η˜m(x, y)− η˜m(u, y))f1(u, y)}ψk1(x− u)|du
By the mean value theorem and rapid decay of the Schwartz function qψ the previous display is
. 2−k1
∫
R
|f1(u, y)|2
k1(1 + 2k1 |x− u|)−10du = 2−k1(|f1| ∗1 φk1)(x, y),
where φk1(u) = 2
k1(1 + 2k1 |u|)−10 and we have made use of the uniform estimate ‖η˜m‖C1 . 1.
Therefore, also using |η˜m∆
(2)
k2
f2| . |f2| ∗2 φk2 and
∑
m∈Z2 ηm = 1,
II . 2−k1
∫
R3
∫
(|f1| ∗1 φk1)(x+ t, y)(|f2| ∗2 φk2)(x, y + t
2)|ψ(t)t−1|dtdx dy,
which by the Cauchy–Schwarz inequality and Young’s convolution inequality is
. 2−k1‖|f1| ∗1 φk1‖2‖|f2| ∗2 φk2‖2 . 2
−k1‖f1‖2‖f2‖2.
The same analysis, with the roles of the two coordinates interchanged, gives the estimate
III . 2−k2‖f1‖2‖f2‖2.
2.4. Low frequencies. By definition we have
TL(f1, f2)(x, y) =
∑
j∈Z
Tj(f1 ∗1 |ϕj , f2 ∗2 |ϕ2j)(x, y).
Expanding the convolutions this becomes∫
R2
f1(u, y)f2(x, v)K(x− u, y − v)dudv,
where the kernel K takes the form
K(u, v) =
∑
j∈Z
23jκ(2ju, 22jv)
for a Schwartz function κ given by
κ(u, v) =
∫
qϕ(u+ t)qϕ(v + t2)ψ(t)t−1dt.
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Since t 7→ ψ(t)t−1 has integral zero, the integral of κ also vanishes. This implies that the Fourier
transform of K satisfies the standard (anisotropic) symbol estimates
|∂αξ ∂
β
η K̂(ξ, η)| ≤ Cα,β(|ξ|+ |η|
1/2)−α−2β .(2.14)
for all α, β ≥ 0. Therefore, Theorem 3 yields that TL extends to a bounded operator L2×L2 → L1.
2.5. Mixed frequencies. Here we treat the term TM. From the definition,
TM(f1, f2) =
∑
j∈Z
∑
k>0
Tj(∆
(1)
j+kf1, S
(2)
2j+k−101f2) +
∑
j∈Z
∑
k>0
Tj(S
(1)
j+k−101f1,∆
(2)
2j+kf2) = I + II.
The terms I and II will both receive the same treatment as in §2.4. We proceed with the details
for I. We again write
I(x, y) =
∫
R2
f1(u, y)f2(x, v)K(x − u, y − v)dudv,
where K is given by
K(u, v) =
∑
j∈Z
23jκ(2ju, 22jv)
with
κ(u, v) =
∑
k>0
∫
R
(ψk)
∨(u+ t)(ϕk−101)
∨(v + t2)ψ(t)t−1dt.
Taking the Fourier transform we have
κ̂(ξ1, ξ2) = ϑ(ξ)
∑
k>0
ψ(2−kξ1)ϕ(2
−k+101ξ2)
where ξ = (ξ1, ξ2) and
ϑ(ξ) =
∫
R
e2πi(tξ1+t
2ξ2)ψ(t)t−1dt.
Note that κ̂ vanishes on a neighborhood of the origin. Moreover, for ξ in the support of κ̂ and
t in the support of ψ, the derivative ξ1 + 2tξ2 of the phase does not vanish. Therefore, repeated
integration by parts yields
|∂αϑ(ξ)| .α,N (1 + |ξ|)
−N(2.15)
for all integers N ≥ 0 and α ∈ N20. This shows that κ is again a Schwartz function with mean zero
and the desired bound for I follows from Theorem 3. The bound for II is derived in the same way,
interchanging the roles of the two coordinates.
2.6. Maximal operator. To prove Theorem 2 it suffices to prove the claimed bounds for the maximal
operator (f1, f2) 7→ supj∈Z |Mj(f1, f2)|, where
Mj(f1, f2)(x, y) =
∫
R
f1(x+ t, y)f2(x, y + t
2)ψ(2jt)2jdt.
To do this we decompose as in (2.1),
Mj =M
L
j +M
M
j +M
H
j ,
where for ω ∈ {L,M,H},
Mωj (f1, f2) =
∑
k∈Fω
Mj(∆
(1)
j+k1
f1,∆
(2)
2j+k2
f2)
and Fω is defined by (2.2). Each of the three components is treated separately.
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We begin with the maximal operators for MLj and M
M
j , each of which will be dealt with in the
same way. The arguments in §2.4 and §2.5 show that both MLj and M
M
j take the form
(2.16)
∫
R2
f1(u, y)f2(x, v)2
3jκ(2j(x− u), 22j(y − v))du dv
with κ a fixed Schwartz function. Exploiting the rapid decay of κ,
|κ(u, v)| . (1 + |u|)−10(1 + |v|)−10.
Thus, (2.16) is majorized by a constant times(∫
R
|f1(u, y)|2
j(1 + 2j |x− u|)−10du
)(∫
R
|f2(x, v)|2
2j(1 + 22j |y − v|)−10dv
)
.M(1)f1(x, y)M
(2)f2(x, y),
where M(ℓ) denotes the Hardy–Littlewood maximal operator applied in the ℓth coordinate. Since
both MLj and M
M
j are of the form (2.16), Ho¨lder’s inequality and the L
p boundedness of M(ℓ)
therefore imply
‖ sup
j∈Z
|MLj (f1, f2)|‖r + ‖ sup
j∈Z
|MMj (f1, f2)|‖r . ‖M
(1)f1‖p‖M
(2)f2‖q . ‖f1‖p‖f2‖q
for all p, q ∈ (1,∞], r ∈ (0,∞] with p−1 + q−1 = r−1.
It remains to treat the high frequency components MHj . The argument in §2.3 proves that for
each k ∈ FH and each j ∈ Z we have
(2.17) ‖Mj(∆
(1)
j+k1
f1,∆
(2)
2j+k2
f2)‖1 . 2
−δ|k|‖f1‖2‖f2‖2.
Indeed, the only difference between Mj and Tj is that Tj features the mean zero bump function
t 7→ ψ(2jt)t−1. Let us set
M (k)(f1, f2) = sup
j∈Z
|Mj(∆j+k1f1,∆2j+k2f2)|
Then, as in (2.12),
(2.18) ‖M (k)(f1, f2)‖1 . 2
−δ|k|
∑
j∈Z
‖∆˜
(1)
j+k1
f1‖2‖∆˜
(2)
2j+k2
f2‖2 . 2
−δ|k|‖f1‖2‖f2‖2.
To obtain the claimed range of exponents we again make use of the argument in Lemma 2.1. This
gives the pointwise estimate
(2.19) M (k)(f1, f2) .
∑
ι∈I
aι(M
(1)
σ1,ιM
(1)f1)(M
(2)
σ2,ιf2)
for all j ∈ Z, k1 ∈ Z, k2 ≥ 1 with aι, σℓ,ι as in Lemma 2.1. Let p, q ∈ (1,∞], r ∈ [1,∞] with
p−1 + q−1 = r−1. Then (2.19) and Ho¨lder’s inequality give
‖M (k)(f1, f2)‖r .
∑
ι∈I
aι‖M
(1)
σ1,ιM
(1)f1‖p‖(M
(2)
σ2,ιf2)‖q . |k|‖f1‖p‖f2‖q,
where the last inequality uses (2.6), (2.3) and the Hardy–Littlewood maximal theorem. Interpola-
tion with (2.18) shows
‖M (k)(f1, f2)‖r . 2
−δp,q |k|‖f1‖p‖f2‖q
for all p, q ∈ (1,∞), r ∈ [1,∞) with p−1 + q−1 = r−1 and summing over k ∈ FH gives the claim.
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3. An oscillatory integral estimate
In this section we prove Theorem 4. We are concerned with the bilinear operator
(3.1) Tloc(f1, f2)(x, y) =
∫
R
f1(x+ t, y)f2(x, y + t
2)ζ(x, y, t)dt,
where ζ a smooth function that we assume is compactly supported in R2 × (0,∞) (the restriction
to t > 0 is no loss of generality).
We first claim that it suffices to prove existence of σ > 0 so that for all λ ≥ 1,
(3.2) ‖Tloc(f1, f2)‖1 . λ
−σ‖f1‖∞‖f2‖∞
holds for all fj so that f̂j is supported where |ξj| ≍ λ for at least one j = 1, 2. To prove this claim
observe the inequality
‖Tloc(f1, f2)‖1 . ‖f1‖3/2‖f2‖3/2,
valid for arbitrary test functions f1, f2. To see this, begin with the triangle inequality, Fubini’s
theorem and a change of variables to see
‖Tloc(f1, f2)‖1 .
∫
R2
|f1(x, y)|
( ∫
R
|f2(x+ t, y + t
2)|η(t)dt
)
d(x, y),
where η is a smooth non-negative function compactly supported in R \ {0}. By Ho¨lder’s inequality
the previous is
≤ ‖f1‖3/2
(∣∣ ∫
R
|f2(x+ t, y + t
2)|η(t)dt
∣∣3)1/3 . ‖f1‖3/2‖f2‖3/2,
where we have used the fact that averages along a parabola map L3/2 → L3 (see [Str70]). By
interpolation with (3.2) we then obtain the claim (1.8).
We will now prove (3.2). Assume that
(3.3) f̂ℓ∗(ξ1, ξ2) 6= 0 =⇒ λ ≤ |ξℓ∗ | ≤ 2λ
either holds for ℓ∗ = 1 or ℓ∗ = 2. If ℓ∗ = 1, then we will make the additional assumption that
(3.4) f̂2(ξ1, ξ2) 6= 0 =⇒ |ξ2| ≤ 2λ.
This is without loss of generality as can be seen by a Littlewood-Paley decomposition.
We will make use of (3.3) only at the end of the argument. Also assume without loss of generality
that
‖f1‖∞ = ‖f2‖∞ = 1.
The first step is a further spatial localization. Let η be a smooth and non-negative function that
is compactly supported in a small neighborhood of [−12 ,
1
2 ]
2 and satisfies
∑
m∈Z2 η((x, y) −m) = 1
for all (x, y) ∈ R2. Choose γ ∈ (12 , 1). For ℓ ∈ {1, 2} decompose
(3.5) fℓ(x, y) =
∑
m∈Z2
fℓ,m(x, y) with fℓ,m(x, y) = fℓ(x, y)η(λ
γ(x, y)−m).
The support of the function fℓ,m is contained in a small neighborhood of the cube of sidelength λ
−γ
centered at λ−γm ∈ λ−γZ2. Let us denote by Qm the cube of sidelength 2λ
−γ centered at λ−γm.
Let I denote the set of all pairs m = (m1,m2) ∈ (Z
2)2 so that
‖Tloc(f1,m1 , f2,m2)‖1 6= 0.
Also let Iℓ ⊂ Z
2 denote the set of mℓ so that there exists m = (m1,m2) ∈ I. The compact support
of ζ implies #Iℓ = O(λ
2γ). We claim that inspection of (3.1) yields
(3.6) #I = O(λ3γ).
12 M. CHRIST, P. DURCIK, J. ROOS
Indeed, compact support of ζ already implies #I = O(λ4γ). To see the additional saving of O(λγ),
suppose (x+ t, y) ∈ Qm1 and (x, y+ t
2) ∈ Qm2 . Writing t
2 = (y+ t2)− y = ((x+ t)−x)2 we obtain
the relation
λ−γ(m2,2 −m1,2)− λ
−2γ(m1,1 −m2,1)
2 = O(λ−γ),
which implies that say, with m1 and m2,1 given (for which there are O(λ
3γ) choices), the integer
m2,2 is determined up to O(1).
3.1. A basic estimate. We use the triangle inequality to estimate
‖Tloc(f1, f2)‖1 ≤
∑
m∈I
‖Tloc(f1,m1 , f2,m2)‖1.
Next, we apply the Cauchy–Schwarz inequality to the integration in (x, y) to find that the
quantity ‖Tloc(f1,m1 , f2,m2)‖
2
1 is dominated by a constant times
λ−2γ
∫
R4
f1,m1(x+ t+ s, y)f1,m1(x+ t, y)(3.7)
f2,m2(x, y + (t+ s)
2)f2,m2(x, y + t
2)ζm(x, y, t, s)dx dy dtds
where ζm is a smooth non-negative function compactly supported in a cube with side lengths
O(λ−γ) contained in R2 × (0,∞)2, which satisfies
‖∂αζm‖C0 . λ
γ|α|
for each multiindex α ∈ N40. For later use we also fix for each m ∈ I a point
(3.8) (x, y, t) = (xm, ym, tm) such that (x+ t, y) ∈ Qm1 , (x, y + t
2
) ∈ Qm2 .
Then for each (x, y, t, s) in the support of ζm,
|x− x|+ |y − y|+ |t− t| . λ−γ .
If (x+t+s, y) and (x+t, y) both lie in the support of f1,m1 then |s| = |(x+t+s)−(x+t)| = O(λ
−γ).
Now by the mean value theorem, for |s| = O(λ−γ) we have
f2,m2(x, y + (t+ s)
2) = f2,m2(x, y + t
2 + 2st) +O(λ−2γ‖∂2f2,m2‖∞).
By (3.4) and (3.5) we have
‖∂2f2,m2‖∞ . λ‖f2‖∞ = λ.
This uses γ ≤ 1. Define
δ = γ − 12 .
Note that δ > 0 since γ > 12 . For a function f on R
2 let us denote
D
(1)
s f(x, y) = f(x+ s, y)f(x, y), D
(2)
s f(x, y) = f(x, y + s)f(x, y).
Therefore we can write
f1,m1(x+ t+ s, y)f1,m1(x+ t, y) = D
(1)
s f1,m1(x+ t, y),
f2,m2(x, y + (t+ s)
2)f2,m2(x, y + t
2) = D
(2)
2st
f2,m2(x, y + t
2) +O(λ−2δ).
Thus in all, ‖Tloc(f1, f2)‖1 is majorized by a constant times
(3.9) λ−γ
∑
m∈I
∣∣∣ ∫
|s|=O(λ−γ)
( ∫
R3
D
(1)
s f1,m1(x+ t, y)D
(2)
2st
f2,m2(x, y + t
2)ζm(x, y, t, s) dx dy dt
)
ds
∣∣∣ 12
plus a constant times
(3.10) λ−γ
∑
m∈I
(∫
|s|=O(λ−γ)
( ∫
R3
λ−2δζm(x, y, t, s) dx dy dt
)
ds
) 1
2
.
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The term (3.10) is O(λ−δ), since #I = O(λ3γ) and the support of each auxiliary function ζm
contained in a cube in R4 of side length O(λ−γ). It remains to estimate the main term (3.9). The
Cauchy-Schwarz applied to the summation over m gives a majorization for (3.9) of the form
(3.11) λγ/2
( ∫
|s|=O(λ−γ)
∑
m∈I
∣∣ ∫
R3
D
(1)
s f1,m1(x+t, y)D
(2)
2st
f2,m2(x, y+t
2)ζm(x, y, t, s) dx dy dt
∣∣ ds)1/2.
Fix m ∈ I and any parameter s satisfying |s| = O(λ−γ), and consider
(3.12)
∫
R3
D
(1)
s f1,m1(x+ t, y)D
(2)
2st
f2,m2(x, y + t
2)ζm(x, y, t, s) dx dy dt.
Since for every s ∈ R the function D
(ℓ)
s fℓ,mℓ is supported in a cube of side length
3
2λ
−γ centrally
contained in Qmℓ , we can write it in terms of local Fourier series as
(3.13) D (ℓ)s fℓ,mℓ(x, y) = η˜mℓ(x, y)
∑
k∈Z2
aℓ,mℓ,k,se
πiλγk·(x,y), (ℓ = 1, 2)
with η˜m a smooth function that equals one on Qm, is supported on a small neighborhood of Qm
and satisfies |∂αη˜m| = O(λ
γ|α|) for all α ∈ N20 and m ∈ Z
2. The Fourier coefficients are given by
aℓ,mℓ,k,s =
1
4λ
2γ ̂
D
(ℓ)
s fℓ,mℓ(
1
2λ
γk).
By Parseval’s theorem,
(3.14)
∑
k∈Z2
|aℓ,mℓ,k,s|
2 . λ2γ‖D (ℓ)s fℓ,mℓ‖
2
2 . 1.
with implicit constants uniform in λ,mℓ, s.
As a consequence of the band-limitedness hypotheses (3.4) on f2, a stronger bound holds for
ℓ = 2 when k is large in an appropriate sense. Write k = (k1, k2). Integration by parts gives∑
k1∈Z
|a2,m2,k,s|
2 .N λ
(1−γ)N |k2|
−N
for every N ≥ 1, k2 6= 0. Fix a small ǫ1 > 0. Then from the previous display,
(3.15)
∑
|k2|≥λ1−γ+ǫ1
∑
k1∈Z
|a2,m2,k,s|
2 .N,ǫ1 λ
−N .
To further estimate (3.12) we majorize it using (3.13) and (3.15) by
O(λ−N ) +
∑
k∈(Z2)2,
|k2,2|≤λ1−γ+ǫ1
|a1,m1,k1,sa2,m2,k2,2st|
∣∣∣ ∫
R3
eπiλ
γ(k1·(x+t,y)+k2·(x,y+t2))ζm(x, y, t, s) dx dy dt
∣∣∣,
where k = (k1, k2) = ((k1,1, k1,2), (k2,1, k2,2)) ∈ (Z
2)2. The gradient of the phase function
((x, y), t) 7→ λγ(k1 · (x+ t, y) + k2 · (x, y + t
2))
is equal to
(3.16) λγ(k1 + k2, k1,1 + 2tk2,2) = λ
γ(k1 + k2, k1,1 + 2tk2,2) +O(λ
1−γ+ǫ1),
where t = tm is as in (3.8) and we have used |k2,2| ≤ λ
1−γ+ǫ1 . The remainder term O(λ1−γ+ǫ1) on
the right-hand side of (3.16) is small relative to the factor λγ , since γ > 12 and ǫ1 > 0 is small. Let
ǫ2 > 0 be a small exponent to be chosen below. Integration by parts therefore gives∣∣∣ ∫
R3
eπiλ
γ (k1·(x+t,y)+k2·(x,y+t2))ζm(x, y, t, s) dx dy dt
∣∣∣ .N λ−N
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for all N ≥ 0 unless
(3.17) |k1 + k2| . λ
ǫ2 and |k1,1 + 2tk2,2| . λ
ǫ2 .
On the other hand, if (3.17) holds, then k1,1 determines k1,2 and k2 up to additive ambiguity
O(λǫ2). In the same way, k2,2 determines k1, k2,1 up to O(λ
ǫ2). Thus far, we have shown that (3.12)
is majorized by
O(λ−N ) +O(λ−3γ)
∑
k∈(Z2)2,
(3.17) holds
|a1,m1,k1,sa2,m2,k2,2st|
for every N ≥ 0. By the Cauchy–Schwarz inequality, (3.14) and the previous display, we have now
shown that for ℓ = 1,
(3.18) |(3.12)| . λ−N + λ−3γ+2ǫ2
( ∑
k1∈Z2,
|2tk1,2−k1,1|=O(λǫ2)
|a1,m1,k1,s|
2
) 1
2
and for ℓ = 2,
(3.19) |(3.12)| . λ−N + λ−3γ+2ǫ2
( ∑
k2∈Z2,
|2tk2,2−k2,1|=O(λǫ2)
|a2,m2,k2,2st|
2
) 1
2 .
Plugging these estimates into (3.11), applying the Cauchy–Schwarz inequality in s and m and
keeping in mind (3.10) gives for each ℓ ∈ {1, 2},
(3.20) ‖Tloc(f1, f2)‖1 . λ
−δ + λ−
γ
2
+ǫ2
( ∫
|s|=O(λ−γ)
∑
m∈I
∑
kℓ∈Z
2,
|2tmkℓ,2−kℓ,1|=O(λ
ǫ2)
|aℓ,mℓ,kℓ,s|
2 ds
)1/4
.
Note that in the case ℓ = 2 this is obtained from (3.19) by a change of variables 2stm 7→ s which
only incurs a Jacobian factor of O(1).
For the moment suppose that ℓ = 1. Writing m = (m1,m2) and holding m1 fixed there are
O(λγ) values of m2 so that (m1,m2) ∈ I. Moreover, holding also k1 = (k1,1, k1,2) ∈ Z
2 fixed we
claim that there are at most
(3.21) 1 +O(λγ+ǫ2 |k1,1|
−1)
choices of m2 such that
(3.22) |2tmk1,2 − k1,1| = O(λ
ǫ2).
To see this note that (3.22) is equivalent to |2k1,2 − (tm)
−1k1,1| = O(λ
ǫ2) since t is bounded from
above and below by positive constants. Then, from the mean value theorem we see that changing
m2 by 1 effects a change of ≍ λ
−γ |k1,1| in |2k1,2 − (tm)
−1k1,1|, which implies the claim. In the case
ℓ = 2 we argue similarly that for every fixed m2 and k2 = (k2,1, k2,2), there are at most
(3.23) 1 +O(λγ+ǫ2 |k2,2|
−1)
choices ofm1 such that |2tmk2,2−k2,1| = O(λ
ǫ2). The bound (3.21) (resp. (3.23)) is an improvement
over O(λγ) if |k1,1| (resp. |k2,2|) is large enough. To quantify this we introduce another auxiliary
exponent κ ∈ (ǫ2, 1− γ). Then for each fixed s and ℓ ∈ {1, 2},∑
m∈I
∑
kℓ∈Z
2,
|2tmkℓ,2−kℓ,1|=O(λ
ǫ2 )
|aℓ,mℓ,kℓ,s|
2 . λγ
∑
mℓ∈Iℓ
∑
kℓ∈Z
2,
|kℓ,ℓ|≤λ
κ
|aℓ,mℓ,kℓ,s|
2 +Rs,ℓ,
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where
Rs,ℓ = (1 + λ
γ+ǫ2−κ)
∑
mℓ∈Iℓ
∑
kℓ∈Z
2
|aℓ,mℓ,kℓ,s|
2 . λ3γ+ǫ2−κ,
where the last inequality uses (3.14) and #Iℓ . λ
2γ . Combining this with (3.20) we have now
proved that for ℓ = 1, 2,
(3.24) ‖Tloc(f1, f2)‖1 . λ
1
2
−γ + λ−
κ
4
+ 5
4
ǫ2 + λ−
γ
4
( ∫
|s|=O(λ−γ)
∑
mℓ∈Iℓ
∑
kℓ∈Z
2,
|kℓ,ℓ|≤λ
κ
|aℓ,mℓ,kℓ,s|
2 ds
)1/4
.
Remark. The argument that gives (3.21), (3.23) works in both components, so the main term could
be modified by replacing |kℓ,ℓ| ≤ λ
κ with |kℓ| ≤ λ
κ but we won’t need that.
3.2. A structural decomposition. We begin with a decomposition of an L2(Rd) function f that
relates f to Dsf , where Dsf(x) = f(x + s)f(x). This will be stated in R
d, though we will only
make use of it in the case d = 1.
Lemma 3.1. Let f ∈ L2(Rd), ρ ∈ (0, 1) and R > 0. Suppose that∫
Rd
∫
|ξ|≤R
|D̂sf |
2(ξ) dξ ds ≥ ρ‖f‖4L2 .
Then there exists an orthogonal decomposition f = g + h with ĝ supported in some ball of radius
R, g ⊥ h, and ‖g‖L2 ≥
1
2ρ
1/2‖f‖L2 .
Proof. We compute
D̂sf(ξ) =
∫
Rd
e2πis·(ξ+ξ
′)f̂(ξ + ξ′)f̂(ξ′)dξ′
and hence
|D̂sf(ξ)|
2 =
∫
Rd
∫
Rd
e2πis·(ξ
′−ξ′′)f̂(ξ + ξ′)f̂(ξ′)f̂(ξ + ξ′′)f̂(ξ′′) dξ′ dξ′′
whence ∫
Rd
|D̂sf(ξ)|
2 ds =
∫
Rd
|f̂(ξ + ξ′)|2|f̂(ξ′)|2 dξ′
and finally ∫
Rd
∫
|ξ|≤R
|D̂sf(ξ)|
2 dξ ds =
∫∫
|ξ−ξ′|≤R
|f̂(ξ)|2|f̂(ξ′)|2 dξ dξ′
≤ ‖f‖2L2 sup
B
∫
B
|f̂ |2.
where supremum is over all balls B of radius R in Rd. ChooseB to essentially realize this supremum.
The desired decomposition is obtained by defining g ∈ L2 via ĝ = 1B f̂ and h = f − g. 
Lemma 3.2. Let R ≥ 1 and ̺ ∈ (0, 1). Let f ∈ L2(R). There exists a decomposition
f = f♯ + f♭
with the following properties.
(1) One has
‖f♯‖L2 + ‖f♭‖L2 . ‖f‖L2
(2) The function f♯ admits a decomposition
f♯(x) =
N∑
n=1
hn(x)e
iαnx
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with each αn ∈ R, hn a smooth function satisfying ‖∂
Nhn‖∞ .N R
N‖f‖∞ for all integers
N ≥ 0 and ‖hn‖L2 . ‖f‖L2 , hn is Fourier supported in [−R,R], and N . ̺
−1. Moreover,
the support of f̂♯ is contained in the support of f̂ .
(3) One has the bound
(3.25)
∫
R
∫
|ξ|≤R
|D̂sf♭(ξ)|
2 dξ ds . ̺‖f‖4L2 .
All implicit constants do not depend on R, ̺, f .
Proof. Let ϕ ∈ C∞0 (R) be supported in (−1, 1) and satisfy
∑
n∈Z ϕ(ξ + n) = 1 for every ξ ∈ R.
Denote ϕn(ξ) = ϕ(ξ + n). Let N be the set of all n ∈ Z for which there exists an interval I of
length R intersecting support of ϕn(R
−1·) so that∫
I
|f̂(ξ)|2 dξ ≥ ̺‖f‖2L2 .
Observe that #N is O(̺−1). The desired decomposition is obtained by defining f♭ and f♯ via
f̂♯(ξ) =
∑
n∈N
ϕn(λ
−τ ξ)f̂(ξ), f̂♭(ξ) = f̂(ξ)− f̂♯(ξ) =
∑
n∈Z\N
ϕn(λ
−τξ)f̂(ξ).
Indeed, we claim that Lemma 3.1 implies that f♭ satisfies (3.25). Suppose not. Then by the
lemma applied with ρ = c̺ there exists an orthogonal decomposition f♭ = g + h with ĝ supported
on an interval I of length R so that
̺1/2 ≥ ‖f̂♭1I‖2 ≥ ‖g‖2 ≥
1
2c
1
2̺1/2
This is a contradiction if c is large. 
3.3. Applying the structural decomposition. Let us use the decomposition from Lemma 3.2 to refine
the initial spatial decomposition from (3.5). For ℓ ∈ {1, 2}, choose smooth functions ψ(ℓ), each of
the form λψ0(λ·) so that fℓ ∗ℓ ψ
(ℓ) = fℓ. For m ∈ Z
2 denote
ηm(x) = η(λ
γx−m)
Then with fℓ,m = ψ
(ℓ) ∗ℓ (ηmfℓ),
fℓ =
∑
m∈Z2
ηmfℓ =
∑
m∈Z2
fℓ,m +
∑
m∈Z2
ηm(ψ
(ℓ) ∗ℓ fℓ)− ψ
(ℓ) ∗ℓ (ηmfℓ).
By the mean value theorem, the summand in the second sum on the right hand side is pointwise
bounded by a constant times λγ−1.
Fix τ = γ + κ and a small parameter δ′ > 0. Suppose for the moment that ℓ = 1. Fix y ∈ R.
Applying Lemma 3.2 to each function x 7→ f1,m(x, y), we obtain a decomposition
f1,m = f1,m,♭ + f1,m,♯,
where
f1,m,♯(x, y) =
N∑
n=1
h1,n,m(x, y)e
iαn,m(y)x
with N = Cλδ
′
, αn,m measurable real-valued functions (which satisfy |αn,m| ≍ λ if (3.3) holds for
ℓ∗ = 1) and h1,n,m measurable functions with smooth fibers h1,n,m(·, y) satisfying |∂
N
x h1,n,m| .N
λτN (uniformly in n,m), and∫
R
∫
R2
1|ξ1|≤λτ |
̂
D
(1)
s f1,m,♭(ξ)|
2 dξ ds . λ−δ
′−3γ .
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Similarly, for ℓ = 2 we fix x ∈ R and apply Lemma 3.2 to each function y 7→ f2,m(x, y) to obtain a
decomposition
f2,m = f2,m,♭ + f2,m,♯,
where
f2,m,♯(x, y) =
N∑
n=1
h2,n,m(x, y)e
iβn,m(x)y
with βn,m measurable real-valued functions satisfying |βn,m| . λ by (3.4) (and |βn,m| ≍ λ if
(3.3) holds with ℓ∗ = 2) and h2,n,m measurable functions with smooth fibers h2,n,m(x, ·) satisfying
|∂Ny h2,n,m| .N λ
τN (uniformly in n,m), and∫
R
∫
R2
1|ξ2|≤λτ |
̂
D
(2)
s f2,m,♭(ξ)|
2 dξ ds . λ−δ
′−3γ .
It is convenient to spatially localize the functions fℓ,m,♭, fℓ,m,♯. Let η˜ denote a smooth function
that equals one on the support of η and has an only slightly larger support than η. Denote
η˜m(x, y) = η˜(λ
γ(x, y)−m). Then write
fℓ,m = η˜mfℓ,m,♭ + η˜mfℓ,m,♯ + (1− η˜m)(ψ
(ℓ) ∗ℓ (ηmfℓ))
From the mean value theorem, the third summand on the right-hand side enjoys a pointwise gain
of O(λγ−1). To summarize, we have arrived at a decomposition
fℓ = fℓ,♭ + fℓ,♯ + fℓ,err,
with
fℓ,♭ =
∑
m∈Z2
η˜mfℓ,m,♭,(3.26)
f1,♯(x, y) =
∑
m∈Z2
N∑
n=1
η˜m(x, y)h1,n,m(x, y)e
iαn,m(y)x,(3.27)
f2,♯(x, y) =
∑
m∈Z2
N∑
n=1
η˜m(x, y)h2,n,m(x, y)e
iβn,m(x)y,(3.28)
fℓ,err =
∑
m∈Z2
fℓ,m,err,(3.29)
where the functions
fℓ,m,err = ηm(ψ
(ℓ) ∗ℓ fℓ)− ψ
(ℓ) ∗ℓ (ηmfℓ) + (1− η˜m)(ψ
(ℓ) ∗ℓ (ηmfℓ))
satisfy ‖fℓ,m,err‖∞ . λ
γ−1 uniformly in m. We use this decomposition to analyze our operator as
follows:
Tloc(f1, f2) = T♭ +T♯ +Terr,
where
T♯ = Tloc(f1,♯, f2,♯),
T♭ = Tloc(f1,♭, f2) + Tloc(f1,♯, f2,♭),
Terr = Tloc(f1,♯, f2,err) + Tloc(f1,err, f2).
The basic estimate (3.24) implies
(3.30) ‖T♭‖1 . λ
1
2
−γ + λ−
κ
4
+ 5
4
ǫ2 + λ−
δ′
4 .
The triangle inequality and the pointwise bound for fℓ,m,err give
(3.31) ‖Terr‖1 . λ
γ−1.
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It only remains to treat the term T♯.
3.4. Conclusion of proof of Theorem 4. Here we estimate the remaining term T♯ = Tloc(f1,♯, f2,♯).
From (3.26), (3.28), we have that ‖T♯‖1 is dominated by a sum of O(λ
2δ′) terms of the form
(3.32)
∑
m∈(Z2)2
∫∫ ∣∣∣ ∫ ei(αm1 (y)t+βm2 (x)t2)Hm(x, y, t)dt∣∣∣dx dy,
where m = (m1,m2) ∈ Z
2 × Z2, αm1 , βm2 are measurable real-valued functions which by construc-
tion satisfy
|βm2 | . λ by (3.4) and
|αm1 | ≍ λ if (3.3) holds with ℓ∗ = 1,
|βm2 | ≍ λ if (3.3) holds with ℓ∗ = 2.
So far we have not exploited (3.3). This assumption will be crucial in this section. Moreover, the
function Hm takes the form
(3.33) Hm(x, y, t) = (η˜m1h1,m1)(x+ t, y)(η˜m2h2,m2)(x, y + t
2)ζ(x, y, t),
with η˜m = η˜(−m + λ
γ ·) supported in a cube Q˜m of sidelength, say 10λ
−γ centered at λ−γm and
h1,m, h2,m measurable functions with smooth fibers h1,m(·, y), h2,m(x, ·) satisfying ‖∂
N
ℓ hℓ,m‖∞ .N
λτN uniformly in m, and ζ the compactly supported smooth function stemming from the definition
of Tloc.
The problem of estimating (3.32) is global in nature: that is, for a fixed m ∈ I˜ it is possible
that the integration in (x, y, t) yields no gain over the trivial bound O(λ−3γ) from the size of the
support of Hm (one can see this by choosing αm1(y) = α, βm2(x) = β to be constant functions so
that α+ 2tβ = 0, where t is some fixed point from the t-support of the integrand). The challenge
will be to show that this cannot happen for too many of the m.
We begin with some technical preparations. The arguments above utilized cubes {Q˜m : m ∈ Z
2}
that are not pairwise disjoint, but their overlapping is now inconvenient. Since this collection is
finitely overlapping, it can be partitioned into finitely many subcollections, each of which consists
of pairwise disjoint cubes. Thus (3.32) is dominated by a sum of O(1) terms of the form
(3.34)
∑
m∈(Z2)2,
Q˜m1∈Q,Q˜m2∈Q˜
∫∫ ∣∣∣ ∫ ei(αm1 (y)t+βm2 (x)t2)Hm1,m2(x, y, t)dt∣∣∣dx dy,
where each of the collections Q, Q˜ consists of pairwise disjoint cubes. By compact support of the
function ζ, the sum over m is finite. Indeed, define I˜ as the set of m ∈ (Z2)2 such that Q˜m1 ∈ Q,
Q˜m2 ∈ Q˜ and ∫∫ ∣∣∣ ∫ ei(αm1 (y)t+βm2 (x)t2)Hm(x, y, t)dt∣∣∣dx dy 6= 0.
Then by the same reasoning as in (3.6) we have
#I˜ . λ3γ .
For each m ∈ I˜ we fix (xm, ym, tm) in the support of Hm (the support is a cube of sidelength
O(λ−γ)). For each (x, y, t) in the support of Hm we have that the t-derivative of the phase function
in (3.32) is
(3.35) αm1(y) + 2tβm2(x) = αm1(y) + 2tmβm2(x) +O(λ
1−γ).
Here we used that |βm2(x)| . λ by (3.4). Choose a small parameter ρ > 0 and suppose that
(x, y,m) are such that
(3.36) |αm1(y) + 2tmβm2(x)| ≥ λ
τ+ρ.
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Using (3.35), τ > γ > 12 > 1 − γ and ‖∂
N
t Hm‖∞ = O(λ
τN ), we can integrate by parts in the
t-integral to obtain ∣∣∣ ∫ ei(αm1 (y)t+βm2 (x)t2)Hm(x, y, t)dt∣∣∣ .N λ−N
for every N > 0. Therefore, (3.34) is majorized by
(3.37)
∑
m∈I˜
∫∫
O(λ−N )1|αm1 (y)+2tmβm2 (x)|≥λτ+ρ
dx dy
plus
(3.38)
∑
m∈I˜
∫∫ ∣∣∣ ∫ ei(αm1 (y)t+βm2 (x)t2)Hm(x, y, t)dt∣∣∣1|αm1 (y)+2tmβm2 (x)|≤λτ+ρdx dy.
The term (3.37) is .N λ
−N for all N > 0. It remains to estimate (3.38). In this term there is no
reason to expect cancellation from the t–integration. Instead, we will demonstrate that the scenario
|αm1(y) + 2tmβm2(x)| ≤ λ
τ+ρ occurs for only relatively few values of m.
For this purpose it will be convenient to change perspective and interchange the order of the
(x, y, t) integration with the summation over m. Using the triangle inequality, (3.35) and (3.33),
we estimate
(3.38) .
∫∫∫
K
∑
m∈I˜
1(x+t,y)∈Qm1
1(x,y+t2)∈Qm2
1|αm1 (y)+2tβm2 (x)|≤2λ
τ+ρdx dy dt,
where K denotes the compact support of ζ. Recall that for each m ∈ I˜ both of the cubes Q˜m1 ∈ Q
and Q˜m2 ∈ Q˜ are chosen from collections consisting of pairwise disjoint cubes. As a consequence,
for each fixed (u, v) ∈ R2 there exists at most one m with (u, v) ∈ Q˜m ∈ Q. This defines a
measurable function
m : R2 → Z2 with m(u, v) = m if (u, v) ∈ Q˜m ∈ Q
and m(u, v) = 0 if no such m exists. In the same way we define a function m˜ : R2 → Z2 so that
m˜(u, v) equals the unique m so that (u, v) ∈ Q˜m ∈ Q˜, or 0 if no such m exists. Then for every
(x, y, t) ∈ K,∑
m∈I˜
1(x+t,y)∈Qm1
1(x,y+t2)∈Qm2
1|αm1 (y)+2tβm2 (x)|≤2λ
τ+ρ ≤ 1|α˜(x+t,y)−tβ˜(x,y+t2)|≤ε,
where we have set
α˜(x+ t, y) = λ−1αm(x+t,y)(y), β˜(x, y + t
2) = −λ−1βm˜(x,y+t2)(x), ε = 2λ
τ+ρ−1.
Therefore,
(3.39) (3.38) . |{(x, y, t) ∈ K : |α˜(x+ t, y)− 2tβ˜(x, y + t2)| ≤ ε}|.
Thus we aim to estimate the measure of the set on the right-hand side of (3.39). The following
result is proved in §3.5 below.
Lemma 3.3. Let K ⊂ R2 × (0,∞) be a compact set and α, β measurable functions R2 → R.
Suppose that either |α| ≍ 1 or |β| ≍ 1. Then there exist σ,C ∈ (0,∞) such that for all ε ∈ (0, 1],
(3.40)
∣∣{(x, y, t) ∈ K : |α(x+ t, y)− 2tβ(x, y + t2)| ≤ ε}∣∣ ≤ Cεσ.
The constants C and σ only depend on K and not on the measurable functions α, β.
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Remark. Under the assumptions of the lemma, the additional condition |α| + |β| . 1 can be
assumed without loss of generality: for example, if we assume |α| ≍ 1, then in order for the
inequality |α(x + t, y) − 2tβ(x, y + t2)| ≤ ε to hold for some (x, y, t) ∈ K, we must have |β| . 1.
Thus we may replace β by β multiplied with a suitable characteristic function.
Combining the previous estimates (3.37), (3.39) and Lemma 3.3 we obtain
‖T♯‖1 . λ
2δ′+σ(τ+ρ−1).
Here we used (3.3). Note that the exponent is negative if δ′ > 0, ρ > 0, τ = γ + κ are chosen small
enough. Together with (3.30) and (3.31) this concludes the proof of Theorem 4.
3.5. Proof of the sublevel set estimate Lemma 3.3. The proof is in the spirit of arguments in [Chr20,
§11], but involves certain idiosyncrasies that are somewhat technical. We first give the proof under
the assumption that |α| ≍ 1.
Write z = (x, y) ∈ R2. Changing variables (x, y, t) 7→ (x− t, y, t) it suffices to show that the set
(3.41) E = {(z, t) ∈ K : |α(z) − 2tβ(z + (−t, t2))| ≤ ε}
satisfies |E| . ετ . Moreover, it will be convenient to assume that K = [0, 1]2 × I, where I ⊂ (0,∞)
is a closed interval of length one. This can be achieved by an affine transformation in z and a
rescaling in t. We may also assume that |E| > 0 since otherwise there is nothing to show.
Claim. There exist a point z = (x, y) ∈ R2, and a measurable set A ⊂ I3 so that |A | & |E|7 and
for every (t1, t2, t3) ∈ A ,
(3.42)


|α(z)− 2t1β(z + (−t1, t
2
1))| ≤ ε,
|α(z + (−t1, t
2
1)− (−t2, t
2
2))− 2t2β(z + (−t1, t
2
1))| ≤ ε,
|α(z + (−t1, t
2
1)− (−t2, t
2
2))− 2t3β(z + (−t1, t
2
1)− (−t2, t
2
2) + (−t3, t
2
3))| ≤ ε.
Proof of claim. Define E ′0 ⊂ [0, 1]
2 to be
E ′0 =
{
z ∈ R2 :
∣∣{t ∈ I : (z, t) ∈ E}∣∣ ≥ 12 |E|}.
We have |E ′0| ≥
1
2 |E| since by Fubini’s theorem,
(3.43) |E| =
∫
E ′0
|{t ∈ I : (z, t) ∈ E}|dz +
∫
[0,1]2\E ′0
|{t ∈ I : (z, t) ∈ E}|dz
≤ |E ′0|+
1
2 |E|.
Define
E1 = {(w, t) ∈ E : w ∈ E
′
0}.
By Fubini’s theorem and by definition of E ′0,
(3.44) |E1| =
∫
R2
(∫
I
1E(w, t)dt
)
1E ′0
(w)dw ≥ 12 |E| · |E
′
0| ≥
1
4 |E|
2.
Next consider
E ′1 =
{
w ∈ R2 :
∣∣{t ∈ I : (w + (−t, t2), t) ∈ E1}∣∣ ≥ 12 |E1|}.
By a similar argument as in (3.43) we obtain |E ′1| ≥
1
2 |E1| ≥
1
8 |E|
2. Similarly, define
E2 = {(w, t) ∈ E1 : w ∈ E
′
1}
and observe from the same argument as in (3.44) that |E2| ≥
1
2 |E1| · |E
′
1| ≥ 2
−6|E|4. Finally,
E ′2 =
{
w ∈ R2 :
∣∣{t ∈ I : (w − (−t, t2), t) ∈ E2}∣∣ ≥ 12 |E2|}
satisfies |E ′2| ≥
1
2 |E2| ≥ 2
−7|E|4 > 0. In particular, E ′2 is nonempty.
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Now choose any z ∈ E ′2 and define
U = {t ∈ I : (z − (−t, t2), t) ∈ E2},(3.45)
Ut1 = {t ∈ I : (z − (−t1, t
2
1) + (−t, t
2), t) ∈ E1} for each t1 ∈ U,(3.46)
Ut1,t2 = {t ∈ I : (z − (−t1, t
2
1) + (−t2, t
2
2), t) ∈ E} for each t1 ∈ U and t2 ∈ Ut1 .(3.47)
Finally, let
A = {(t1, t2, t3) ∈ I
3 : t1 ∈ U, t2 ∈ Ut1 , t3 ∈ Ut1,t2}.
By Fubini’s theorem,
|A | =
∫
I
1U (t1)
∫
I
1Ut1 (t2)
∫
I
1Ut1,t2 (t3)dt3dt2dt1 ≥ |U | · ( inft1∈U
|Ut1 |) · ( inf
t1∈U,t2∈Ut1
|Ut1,t2 |),
which is & |E|4|E|2|E| = |E|7, concluding the proof of the claim. 
Set α0 = α(z). Then |α0| ≍ 1 by assumption. Let us write t = (t1, t2, t3) ∈ R
3. By (3.42), the
function
F (t) = α0t
−1
3 t2t
−1
1 − β(x− t1 + t2 − t3, y + t
2
1 − t
2
2 + t
2
3)
satisfies
∣∣F (t)∣∣ . ε for every t ∈ A .
We will show that sublevel sets of such functions F are small, uniformly in all measurable
functions β. Define
θ1(t) = −t1 + t2 − t3 and θ2(t) = t
2
1 − t
2
2 + t
2
3 and ϑ(t) = t
−1
3 t2t
−1
1 .
Consider the vector field in R3 defined by
V (t) = (∇θ1 ×∇θ2)(t) = 2(t3 − t2)∂t1 + 2(t3 − t1)∂t2 + 2(t2 − t1)∂t3 .
V vanishes identically on the line ∆ = {(t1, t2, t3) : t1 = t2 = t3} ⊂ R
3, but vanishes nowhere else.
Let γ : R3 × R→ R3 denote the flow associated to V . For generic t, the function
s 7→ F (γ(t0, s)) = α0ϑ(γ(t0, s))− constant
is analytic and nonconstant. Indeed, the functions θ1, θ2 are by construction constant along the
integral curves of V , hence so is the function t 7→ β(x+ θ1(t), y + θ2(t)). On the other hand,
(3.48) V ϑ(t) = 2t−21 t
−2
3
(
(t2 − t3)t
2
1 + (t3 − t1)t
2
2 + (t1 − t2)t
2
3
)
is generically nonzero. Since we are working in a bounded region in which the absolute values of
the coordinates tj are bounded below by a strictly positive quantity, the factor t
−2
1 t
−2
3 is bounded
above and below by finite positive constants.
To diagonalize the system underlying the vector field, we introduce the coordinates u = Jt with
J ∈ R3×3 given by
(u1, u2, u3) = (t2 − t1, t2 − t3, t1 − t2 + t3).
Observe that |detJ | = 1. Let Ω = J(I3) ⊂ [−1, 1]2 × (I − I + I). In u-coordinates, the integral
curves of the vector field degenerate along the line {u1 = u2 = 0}. We perform an additional dyadic
decomposition of the region Ω by
1Ω ≤
∞∑
k=0
∑
|d|.2k
1Ωk,d ,
where for integers k and d,
Ωk,d = {u ∈ Ω : 2
−k−1 ≤ max(|u1|, |u2|) ≤ 2
−k, |u3 − 2
−kd| ≤ 2−k}.
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This decomposition becomes necessary because, as we will see below, the integral curves of the
vector field are hyperbolae, which causes an unfortunate lack of compactness. Each region Ωk,d has
measure ≈ 2−3k and will be treated separately. That is, we begin by estimating
|A | =
∫
R3
1A =
∫
R3
1Ω∩JA ≤
∞∑
k=0
∑
|d|.2k
|Ωk,d ∩ JA |.
Fix k ≥ 0 and |d| . 2k. To estimate |Ωk,d ∩ JA | we introduce normalized coordinates
v = (v1, v2, v3) = 2
k(u1, u2, u3 − 2
−kd) = Λk,du
so that the u-region Ωk,d is mapped into the v-region
 = {v = (v1, v2, v3) : 2
−1 ≤ max(|v1|, |v2|) ≤ 1, |v3| ≤ 1} ⊃ Λk,dΩk,d.
In v-coordinates, the vector field V is given by
1
2 V˜ (v) = v1∂v1 − v2∂v2 ,
so the integral curves are given in v–coordinates by
γ : R3 × R→ R3, γ(c; s) = (c1e
2s, c2e
−2s, c3).
If we set cℓ = ±1 for ℓ = 1, 2, we obtain a foliation of the half-space {±vℓ > 0} by one-dimensional
integral curves (each of which is a hyperbola). Define coordinate transformations
ϕ1,± : R
3 → {±v1 > 0}, (w1, w2, w3) 7→ γ((±1, w2, w3);w1),
ϕ2,± : R
3 → {±v2 > 0}, (w1, w2, w3) 7→ γ((w2,±1, w3);w1).
One verifies that each ϕℓ,± is a diffeomorphism and detDϕℓ,± ≡ ±2. We decompose  into four
rectangular boxes by
 =
⋃
ℓ∈{1,2},±
ℓ,± with ℓ,± =  ∩ {±vℓ ≥ 2
−1}.
The motivation for this decomposition (and the previous (k, d) decomposition) is that we now have
compactness in the w-coordinates. For instance,
ϕ−11,+(1,+) ⊂ [−
1
2 log(2), 0] × [−1, 1]
2.
We are ready to calculate
|Ωk,d ∩ JA | = 2
−3k|Λk,dΩk,d ∩ Λk,dJA | = 2
−3k+1
∑
ℓ∈{1,2},±
|ϕ−1ℓ,±(Λk,dΩk,d ∩ℓ,±) ∩ ϕ
−1
ℓ,±Λk,dJA |,
Recalling the definition of A and setting
Gℓ,±,k,d = F ◦ J
−1 ◦ Λ−1k,d ◦ ϕℓ,±,
we obtain that |Ωk,d ∩ JA | is dominated by
2−3k+1
∑
ℓ∈{1,2},±
|{w ∈ Kℓ,±,k,d : |Gℓ,±,k,d(w)| . ε}|,
where Kℓ,±,k,d = ϕ
−1
ℓ,±(Λk,dΩk,d ∩ℓ,±) ⊂ ϕ
−1
ℓ,±(ℓ,±) is a compact set. By construction we have
(3.49) ∂w1Gℓ,±,k,d(w) = α0V˜ (ϑ ◦ J
−1 ◦ Λ−1k,d)|ϕℓ,±(w).
The quantity V˜ (ϑ ◦ J−1 ◦ Λ−1k,d)|v can be seen to equal
(3.50) 2−3kRk,d(v)P (v),
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where P is a homogeneous polynomial of degree 3 that is independent of k and does not vanish
identically, and
Rk,d(v) = (2
−k(v2 + v3 + d))
−2(2−k(v1 + v3 + d))
−2.
Observe that |Rk,d(v)| ≍ 1 if v ∈ Λk,dΩk,d ⊂ Λk,dJI
3. As a consequence,
(3.51) |∂w1Gℓ,±,k,d(w)| ≈ 2
−3k|P (ϕℓ,±(w))|,
if w ∈ Kℓ,±,k,d. By a well-known estimate in the spirit of van der Corput’s lemma there exists a > 0
so that
(3.52) |{w ∈ Kℓ,± : |P (ϕℓ,±(w))| ≤ ε}| . ε
a.
We claim that the estimate (3.52) implies
(3.53) |{w ∈ Kℓ,±,k,d : |Gℓ,±,k,d(w)| . ε}| . 2
Ckεc,
uniformly in k, d, where c, C > 0 are some fixed constants. This would imply
|Ωk,d ∩ JA | . 2
Ckεc
for some fixed constants c, C > 0 (recall that c, C may vary from line to line). Together with the
trivial estimate |Ωk,d ∩ JA | . 2
−3k we would then obtain
|A | .
∞∑
k=0
∑
|d|.2k
min(2Ckεc, 2−3k) . εc
′
and thus |E| . |A |1/7 . εc
′/7. This concludes the proof up to the verification of (3.53).
Proof of (3.53). To simplify notation we assume (ℓ,±) = (1,+) in the following and suppress ℓ,±
from subscripts (in particular, we write ϕ = ϕ1,+, Kk,d = Kℓ,±,k,d, etc.). The other three cases of
ℓ,± follow in the same way. There are two delicate issues that we need to deal with. One is that
while Gk,d is analytic in w1, it is only measurable as a function of all three variables (w1, w2, w3).
We deal with this by observing that ∂1Gk,d is analytic in all three variables and make use of
 Lojasiewicz’s inequality. The second issue is that we need to track the dependence of the constants
on k. A convenient way to do this is to apply  Lojasiewicz’s inequality to P ◦ϕ rather than ∂1Gk,d,
motivated by (3.51). A subtlety here is that (3.51) only applies on Kk,d.
We have Kk,d ⊂ K = [−
1
2 log(2), 0] × [−1, 1]
2. Let K∗ denote an open 2−10-neighborhood of K.
The zero set of P ◦ ϕ will be denoted
Z = {w ∈ K∗ : P (ϕ(w)) = 0}.
By  Lojasiewicz’s inequality [ Loj59], there exists b > 0 so that
(3.54) |P (ϕ(w))| & dist(w,Z)b
for all w ∈ K. Cover Kk,d with a grid of closed (axis-aligned) cubes Q ⊂ K with pairwise disjoint
interiors, each of sidelength ρ, where ε is sufficiently small and ρ is to be determined with ε≪ ρ≪ 1.
Denote the collection of all these cubes by Q (this depends on k, d, but in a harmless way).
Decompose
Q = Qnear ∪Qfar ∪ Qbdry,
where Qnear consists of all Q ∈ Q so that Q ⊂ Kk,d and dist(Q,Z) ≤ ρ, Qfar consists of all Q ∈ Q
so that Q ⊂ Kk,d and dist(Q,Z) > ρ and Qbdry consists of the remaining cubes (those intersecting
the boundary of Kk,d).
If Q ∈ Qnear, then by the mean value theorem |P (ϕ(w))| . ρ for all w ∈ Q. It may happen that
Gk,d is small on such cubes. However, by (3.52), the total volume of these cubes is
|
⋃
Qnear| . ρ
a.
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Suppose Q ∈ Qfar. Then (3.54) gives |P (ϕ(w))| & ρ
b for every w ∈ Q. Using (3.51) and Q ⊂ Kk,d
this yields |∂w1Gk,d(w)| & 2
−3kρb. This implies that for every (w2, w3) ∈ [−1, 1]
2,
|{w1 ∈ R : (w1, w2, w3) ∈ Q, |Gk,d(w)| ≤ ε}| . 2
3kερ−b,
with implicit constant independent of k, d, w2, w3. Fubini’s theorem implies
|{w ∈ Q : |Gk,d(w)| ≤ ε}| . 2
3kερ2−b.
Since there are O(ρ−3) cubes, we obtain⋃
Q∈Qfar
|{w ∈ Q : |F (w)| ≤ ε}| . 23kερ−1−b.
Finally, Qbdry is harmless because it contains only O(ρ
−2) cubes, so
|
⋃
Qbdry| . ρ.
Altogether we obtain
|{w ∈ K : |F (w)| ≤ ε}| . ρa + 23kερ−1−b + ρ,
which is . 2Ckεc after choosing ρ = εc
′
appropriately. 
4. The smooth case
In this section we prove Theorem 3.
4.1. Cone decomposition. First we perform a cone decomposition of the symbol which is adapted
to its anisotropic structure. Throughout this section we will denote
g(x) = e−πx
2
and h(x) = g′(x) = −2πxe−πx
2
.
We also write ρs(x) = s
−1ρ(s−1x) for a function ρ on R. Let ψ be a smooth even function supported
in [−2,−1] ∪ [1, 2]. Note that since ψ vanishes near the origin,∫ ∞
0
ψ(tαξ)h(tαξ)2
dt
t
= C
is the same finite constant C for any ξ 6= 0. Therefore, m(ξ, η) is equal to a constant times∫ ∞
0
∫ ∞
0
m(ξ, η)ψ(tαξ)h(tαξ)2ψ(sβη)h(sβη)2
ds
s
dt
t
.(4.1)
Let us define ϕ by
ϕ(ξ) =
∫ ∞
1
ψ(sαξ)h(sαξ)2
ds
s
.
Note that ϕ is a smooth function and supported in [−2, 2]. Splitting the integration in (4.1) into
the regions t ≤ s and s ≤ t and integrating in the larger parameter we obtain that m(ξ, η) equals
a constant times∫ ∞
0
m(ξ, η)ϕ(tαξ)ψ(tβη)h(tβη)2
dt
t
+
∫ ∞
0
m(ξ, η)ψ(tαξ)h(tαξ)2ϕ(tβη)
dt
t
.(4.2)
We discuss the first term only. The same discussion applies to the second, which is obtained
from the first by interchanging the roles of the variables ξ, η. Let us denote
m(t)(ξ, η) = m(t−αξ, t−βη)ϕ˜(ξ)g(ξ)−1ψ˜(η)
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where ϕ˜ is a smooth function supported in [−2.1, 2.1] and constantly equal to 1 on the support of
ϕ, while ψ˜ is a smooth function supported in [−2.1,−0.9] ∪ [0.9, 2.1] and constantly equal to 1 on
the support of ψ. Then the first term in (4.2) can be written as∫ ∞
0
m(t)(tαξ, tβη)ϕ(tαξ)g(tαξ)ψ(tβη)h(tβη)2
dt
t
.
Expanding m(t) into (rescaled) Fourier series we obtain for the last display∑
(u,v)∈Z2
∫ ∞
0
ct(u, v)ϕ(t
αξ)g(tαξ)ecπiut
αξψ(tβη)h(tβη)2ecπivt
βη dt
t
,
where c > 0 is a fixed constant and ct(u, v) are Fourier coeffients. Integrating by parts and using
the symbol estimates (1.6) we obtain
|ct(u, v)| .N (1 + |u|)
−N (1 + |v|)−N
for N > 0, uniformly in t.
We will use the notation
ϕt,p(x) = t
−1ϕ(t−1(x− p)),
and note that ϕt = ϕt,0. Normalizing, passing to the spatial side and using qh = ih, the preceding
discussion leads to model operators of the form
T (u,v)(f1, f2)(x, y) =
∫ ∞
0
c(t)(f1 ∗1 (g ∗ qϕ1,u)tα)(x, y)(f2 ∗2 (h ∗ h ∗ qψ1,u)tβ )(x, y)
dt
t
with |c(t)| ≤ 1.
Proposition 4.1. Let 1 < p, q <∞, 12 < r < 2 and p
−1 + q−1 = r−1. Then for every u, v ∈ R,
‖T (u,v)(f1, f2)‖r .p,q Cu,v‖f1‖p‖f2‖q,(4.3)
where Cu,v = (1 + |u|+ |v|)
100.
Theorem 3 follows by applying this proposition to the operator corresponding to each fixed (u, v)
and finally summing in (u, v) ∈ Z2. Note that the range in Theorem 3 is a subset of the range in
Proposition 4.1. This is because we split the symbolm into two parts in (4.2). Proposition 4.1 gives
bounds for the operator corresponding to the first part. The estimates for the second part follow
by symmetry with the roles of f1 and f2 interchanged, with appropriate ranges for p and q. Taking
the intersections of the ranges corresponding to the two terms in (4.2) then yields Theorem 3.
We will first prove Proposition 4.1 for the case r > 1 and 2 < p, q <∞. Then we will extend the
range by a fiber-wise Caldero´n–Zygmund decomposition from [Ber12]. The proof will make use of
a localization procedure involving trees of dyadic rectangles, analogous to [Kov12]. This requires
some notations and definitions.
For k ∈ Z we consider dyadic rectangles of the form Q = I × J where I is a dyadic interval of
length 2αk and J a dyadic interval of length 2βk, where α, β are positive integers. Let ℓ(Q) = 2k.
Each such rectangle partitions into 2α+β many children Qi, each with ℓ(Qi) = 2
k−1. For each k,
the rectangles partition R2. For any collection of such rectangles Q we introduce
ΩQ =
⋃
Q∈Q
Q×
[ ℓ(Q)
2 , ℓ(Q)
]
,
which is a region in R3+. A finite collection of dyadic rectangles T is called a tree if there exists
QT ∈ T , called the root of the tree, which satisfies Q ⊆ QT for all Q ∈ T . A tree is called convex,
if for any dyadic rectangles Q,Q′, Q′′ we have that Q ⊆ Q′ ⊆ Q′′ and Q,Q′′ ∈ T imply Q′ ∈ T . By
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L(T ) we denote the set of leaves of a tree T , i.e. those rectangles which are not contained in T ,
but whose parent is. Note that the leaves L(T ) partition the root QT . We fix the function
θ(x) = (1 + |x|)−10 for x ∈ R.
Given a collection Q of dyadic rectangles, let
(4.4) MQ(f) = sup
Q∈Q
(
|f |2 ∗ (θℓ(Q)α ⊗ θℓ(Q)β)(c(Q))
)1/2
,
where c(Q) denotes the center of Q. Observe that
MQ(f) ≍ sup
(x,y,t)∈ΩQ
(
|f |2 ∗ (θtα ⊗ θtβ )(x, y)
)1/2
,
since if (x, y, t) ∈ Q× [ℓ(Q)/2, ℓ(Q)], then (1+ t−α|x− c(Q)1|)
10(1+ t−β|y− c(Q)2|)
10 . 1. Finally,
we define
Λ
(u,v)
Q (f1, f2, f3, f4) =
∫
ΩQ
c(t)
∫
R4
f1(x
′, y)f2(x, y
′)f3(x, y)f4(x
′, y′)(qϕ1,u)tα,p(x)gtα,p(x
′)
(h ∗ qψ1,v)tβ ,q(y)htβ ,q(y
′)dx dy dx′ dy′ dp dq
dt
t
.
Note that by specifying f4 = 1 we obtain a (localized) version of a form dual to T
(u,v). The key
estimate is as follows.
Proposition 4.2 (Tree estimate). For any convex tree T it holds
|Λ
(u,v)
T (f1, f2, f3, f4)| ≤ Cu,v|QT |
4∏
j=1
MT (fj),
where Cu,v = (1 + |u|+ |v|)
100.
To prove the tree estimate we will combine repeated applications of the Cauchy-Schwarz in-
equality with a certain telescoping identity. To state this identity we need to introduce some more
notation. Given a convex tree T and parameters λ ≥ 1, r ∈ R, let us define the forms
Θ
(1)
T ,λ,r(f1, f2, f3, f4) =
∫
ΩT
∫
R4
f1(x
′, y)f2(x, y
′)f3(x, y)f4(x
′, y′)
hλtα,p(x)hλtα ,p(x
′)gtβ ,q+rtβ (y)gtβ ,q+rtβ(y
′)dx dy dx′ dy′ dp dq
dt
t
,
Θ
(2)
T ,λ,r(f1, f2, f3, f4) =
∫
ΩT
∫
R4
f1(x
′, y)f2(x, y
′)f3(x, y)f4(x
′, y′)
gλtα,p(x)gλtα ,p(x
′)htβ ,q+rtβ (y)htβ ,q+rtβ(y
′)dx dy dx′ dy′ dp dq
dt
t
.
Moreover, for any collections of rectangles Q we define
ΞQ,λ,r(f1, f2, f3, f4) = π
∑
Q∈Q
∫
Q
∫
R4
f1(x
′, y)f2(x, y
′)f3(x, y)f4(x
′, y′)
gλℓ(Q)α,p(x)gλℓ(Q)α,p(x
′)gℓ(Q)β ,q+rℓ(Q)β(y)gℓ(Q)β ,q+rℓ(Q)β(y
′)dx dy dx′ dy′ dp dq.
Lemma 4.3 (Telescoping identity). For every convex tree T and λ > 1, r ∈ R we have
(4.5) αΘ
(1)
T ,λ,r + βΘ
(2)
T ,λ,r = Ξ{QT },λ,r − ΞL(T ),λ,r + BT ,λ,r,
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where BT ,λ,r takes the form BT ,λ,r =
∑
Q∈T B{Q},λ,r and satisfies
(4.6) |BT ,λ,r(f1, f2, f3, f4)| ≤ Cλ,r|QT |
4∏
j=1
MT (fj)
with a constant Cλ,r = O(λ
11(1 + |r|)11) not depending on T .
The first two terms on the right-hand side also enjoy an estimate
|Ξ{QT },λ,r(f1, f2, f3, f4)|+ |ΞL(T ),λ,r(f1, f2, f3, f4)| ≤ Cλ,r|QT |
4∏
j=1
MT (fj)
Indeed, this follows from the estimates
(4.7) gλ . λ
10θ, g1,r . (1 + |r|)
10θ, |hλ| . λ
10θ, |h1,r| . (1 + |r|)
10θ,
the identity
ϕtβ ,q+rtβ = (ϕ1,r)tβ ,q,
and the following simple result.
Lemma 4.4. For any (p, q, t) ∈ R3+ and non-negative Schwartz functions f1, f2, f3, f4 on R
2,∫
R4
f1(x
′, y)f2(x, y
′)f3(x, y)f4(x
′, y′)
θtα,p(x)θtα,p(x
′)θtβ ,q(y)θtβ ,q(y
′)dx dy dx′ dy′ ≤
4∏
j=1
(
f2j ∗ (θtα ⊗ θtβ )(p, q)
)1/2
.
Proof. Interchanging the order of integration we write the left-hand side as∫
R2
(∫
R
f2(x, y
′)f3(x, y)θtα ,p(x)dx
)(∫
R
f1(x
′, y)f4(x
′, y′)θtα,p(x
′)dx′
)
θtβ ,q(y)θtβ ,q(y
′)dy dy′.
By the Cauchy-Schwarz inequality in x, x′ we obtain∫
R2
(∫
R
f1(x, y)
2θtα,p(x)dx
)1/2( ∫
R
f2(x, y
′)2θtα,p(x)dx
)1/2
(∫
R
f3(x, y)
2θtα,p(x)dx
)1/2( ∫
R
f4(x, y
′)2θtα,p(x)dx
)1/2
θtβ ,q(y)θtβ ,q(y
′)dy dy′.
Another application of the Cauchy-Schwarz inquality, this time in y, y′ yields the desired bound. 
The proof of Lemma 4.3 is contained in §4.3. In §4.2 we use the telescoping identity to prove
Proposition 4.2. In §4.4 we use the tree estimate to prove (4.3) in the case r > 1, p, q > 2.
Finally, in §4.5 we obtain the range claimed in Proposition 4.1 using a fiber-wise Caldero´n–Zygmund
decomposition.
4.2. Proof of the tree estimate. Here we prove Proposition 4.2 using Lemma 4.3. By splitting into
real and imaginary parts and using multilinearity we may assume that the functions are real-valued.
We rewrite Λ
(u,v)
T (f1, f2, f3, f4) as∫
ΩT
c(t)
∫
R3
(∫
R
f1(x
′, y)f3(x, y)htβ ,q(y)dy
)(∫
R
f2(x, y
′)f4(x
′, y′)htβ ,q+rtβ (y
′)dy′
)
× gtα,p(x)(qϕ1,u)tα,p(x
′) qψ1,v(r)dx dx
′ dr dp dq
dt
t
.
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Taking the triangle inequality, invoking the bound |c(t)| ≤ 1 and applying the Cauchy–Schwarz
inequality in x, x′, r, p, t we obtain the geometric mean of∫
ΩT
∫
R3
(∫
R
f1(x
′, y)f3(x, y)htβ ,q(y)dy
)2
gtα,p(x)|qϕ1,u|tα,p(x
′)| qψ1,v |(r)dx dx
′ dr dp dq
dt
t
(4.8)
and
∫
ΩT
∫
R3
( ∫
R
f2(x, y
′)f4(x
′, y′)htβ ,q+rtβ(y
′)dy′
)2
gtα,p(x)|qϕ1,u|tα,p(x
′)| qψ1,v|(r)dx dx
′ dr dp dq
dt
t
.
(4.9)
Let us first consider (4.8). Using the rapid decay of the bump functions we dominate
(4.10) |g(x)qϕ1,u(x
′)| .N (1 + |u|)
N
∫ ∞
1
gλ(x)gλ(x
′)λ−N+1dλ.
This is because |g(x)qϕ1,u(x
′)| .N (1 + |u|)
N (1 + |(x, x′)|)−N and∫ ∞
1
e−λ
−2(x2+(x′)2)λ−N−1dλ = |(x, x′)|−N
∫ |(x,x′)|
0
e−ω
2
ωN−1dω.
We will use (4.10) with, say N = 50, to estimate (4.8). Expanding the square in (4.8) and integrating
in r leads us to consider for each fixed λ,∫
ΩT
∫
R4
f1(x
′, y)f3(x, y)f1(x
′, y′)f3(x, y
′)gλtα,p(x)gλtα,p(x
′)htβ ,q(y)htβ ,q(y
′)dx dx′ dy dy′ dp dq
dt
t
,
which can be recognized as Θ
(2)
T ,λ,1(f1, f3, f3, f1). The identity from Lemma 4.3 yields
αΘ
(1)
T ,λ,1(f1, f3, f3, f1) + βΘ
(2)
T ,λ,1(f1, f3, f3, f1) = RT ,λ(f1, f3, f3, f1),
where RT ,λ = Ξ{QT },λ,1 − ΞL(T ),λ,1 + BT ,λ,1 and satisfies the bound
|RT ,λ(f1, f3, f3, f1)| . λ
11|QT |MT (f1)
2MT (f3)
2.
We proceed with bounding Θ
(1)
T ,λ,1(f1, f3, f3, f1), which is∫
ΩT
∫
R4
f1(x
′, y)f3(x, y)f1(x
′, y′)f3(x, y
′)hλtα,p(x)hλtα,p(x
′)gtβ ,q(y)gtβ ,q(y
′)dx dx′ dy dy′ dp dq
dt
t
.
Applying the Cauchy–Schwarz inequality again, we obtain the geometric mean of∫
ΩT
∫
R2
(∫
R
f1(x
′, y)f1(x
′, y′)hλtα ,p(x
′)dx′
)2
gtβ ,q(y)gtβ ,q(y
′)dy dy′ dp dq
dt
t
and ∫
ΩT
∫
R2
(∫
R
f3(x, y)f3(x, y
′)hλtα,p(x)dx
)2
gtβ ,q(y)gtβ ,q(y
′)dy dy′ dp dq
dt
t
.
Expanding the square, the first term can be recognized as Θ
(1)
T ,λ,1(f1, f1, f1, f1), while the second
term is Θ
(1)
T ,λ,1(f3, f3, f3, f3). Applying Lemma 4.3 again we have
αΘ
(1)
T ,λ,1(fj , fj, fj, fj) + βΘ
(2)
T ,λ,1(fj , fj, fj , fj) = RT ,λ(fj, fj, fj , fj),
where
|RT ,λ(fj , fj, fj, fj)| . λ
11|QT |MT (fj)
4.
Since Θ
(2)
T ,λ,1(fj, fj , fj, fj) ≥ 0 we have now proved that
|Θ
(1)
T ,λ,1(f1, f3, f3, f1)| . λ
11|QT |MT (f1)
2MT (f3)
2,
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which completes our estimate of (4.8). It remains to treat (4.9). Using (4.10) and rapid decay of
qψ1,v we estimate (4.9) by a uniform constant times
(1 + |u|)50(1 + |v|)50
∫
R
∫ ∞
1
Θ
(2)
T ,λ,r(f4, f2, f2, f4)λ
−49dλ(1 + |r|)−50dr.
Performing the analogous steps as for (4.8) gives
Θ
(2)
T ,λ,r(f4, f2, f2, f4) . (λ(1 + |r|))
11|QT |MT (f2)
2MT (f4)
2.
In the end it remains to integrate the bounds in λ and r. This finishes the proof of the tree estimate.
4.3. Proof of telescoping identity. Here we prove Lemma 4.3. Let us begin with the case that the
tree T consists of a single dyadic rectangle Q = I × J . Denote ℓ(Q) by 2k. Then
ΩT = [2
k−1, 2k]× I × J.
Fix (x, x′, y, y′) ∈ R4. For an interval I = [a, b] and a function f on I we write
[f ]I = [f(t)]t∈I = f(b)− f(a).
By the fundamental theorem of calculus in t we obtain∫ 2k
2k−1
−t∂t(gλtα,p(x)gλtα,p(x
′)gtβ ,q+rtβ(y)gtβ ,q+rtβ (y
′))
dt
t
= [−gλtα,p(x)gλtα ,p(x
′)gtβ ,q+rtβ (y)gtβ ,q+rtβ(y
′)]t∈[2k−1,2k].(4.11)
We will use the product rule on the left-hand side of the identity, yielding a sum of four terms. To
analyze each term we first make some preliminary computations.
For a function φ on R we denote φ♯(u) = uφ(u). Then we observe the identity
−t∂tφtα(u) = αφtα(u) + α((φ
′)♯)tα(u).
Integrating by parts we deduce for every bounded interval I and t ∈ (0,∞),∫
I
((φ′)♯)tα,p(x)φtα,p(x
′) dp =− tα
[
(φ♯)tα,p(x)φtα ,p(x
′)
]
p∈I
−
∫
I
φtα,p(x)φtα,p(x
′)dp−
∫
I
(φ♯)tα ,p(x)(φ
′)tα,p(x
′)dp.
Combining the last two identities we obtain∫
I
(
− t∂tφtα,p(x)
)
φtα,p(x
′)dp =− αtα
[
(φ♯)tα,p(x)φtα ,p(x
′)
]
p∈I
(4.12)
− α
∫
I
(φ♯)tα,p(x)(φ
′)tα,p(x
′)dp.
Note that
(4.13) ((g1,s)µ)
′ = µ−1(h1,s)µ and ((g1,s)µ)
♯(x) = −µ(2π)−1(h1,s)µ + µs(g1,s)µ.
We will use these relations in the cases (µ, s) = (λ, 0) and (µ, s) = (1, r). From (4.12), (4.13), and
the product rule,∫
Q
(4.11) dp dq = απ−1
∫
ΩT
hλtα,p(x)hλtα ,p(x
′)gtβ ,q+rtβ (y)gtβ ,q+rtβ(y
′)dp dq
dt
t
(4.14)
+ βπ−1
∫
ΩT
gλtα,p(x)gλtα,p(x
′)htβ ,q+rtβ(y)htβ ,q+rtβ (y
′)dp dq
dt
t
+ B,
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where the remainder term B consists of terms corresponding to the “bark” of the tree, as well as
two additional terms that vanish when r = 0: it is of the form B = B1 + B2, where
B1 = αλ(2π)
−1
∫ 2k
2k−1
∫
J
[hλtα,p(x)gλtα,p(x
′)]p∈I(g1,r)tβ ,q(y)(g1,r)tβ ,q(y
′)dq tα−1dt(4.15)
+ αλ(2π)−1
∫ 2k
2k−1
∫
J
[gλtα,p(x)hλtα ,p(x
′)]p∈I(g1,r)tβ ,q(y)(g1,r)tβ ,q(y
′)dq tα−1dt
+ βλ(2π)−1
∫ 2k
2k−1
∫
I
gλtα,p(x)gλtα,p(x
′)[(h1,r)tβ ,q(y)(g1,r)tβ ,q(y
′)]q∈Jdp t
β−1dt
+ βλ(2π)−1
∫ 2k
2k−1
∫
I
gλtα,p(x)gλtα,p(x
′)[(g1,r)tβ ,q(y)(h1,r)tβ ,q(y
′)]q∈Jdp t
β−1dt,
B2 = −2βr
∫ 2k
2k−1
∫
I
gλtα,p(x)gλtα,p(x
′)[(g1,r)tβ ,q(y)(g1,r)tβ ,q(y
′)]q∈Jdp t
β−1 dt
− βr
∫
ΩT
gλtα,p(x)gλtα ,p(x
′)
(
(g1,r)tβ ,q(y)(h1,r)tβ ,q(y
′) + (h1,r)tβ ,q(y)(g1,r)tβ ,q(y
′)
)
dp dq
dt
t
.
By another integration by parts in q we see that
B2 = −βr
∫ 2k
2k−1
∫
I
gλtα,p(x)gλtα,p(x
′)[(g1,r)tβ ,q(y)(g1,r)tβ ,q(y
′)]q∈Jdp t
β−1 dt.
So far we have proved that in the case T = {Q}, the identity (4.5) holds with B{Q},λ,r taking
the form ∫
R4
f1(x
′, y)f2(x, y
′)f3(x, y)f4(x
′, y′)B dx dx′ dy dy′
where B depends on x, x′, y, y′, λ, r and is given as above.
Given a general convex tree T we now define BT ,λ,r =
∑
Q∈T B{Q},λ,r and observe that (4.5)
continues to hold. This is because convexity of the tree allows us to write the right hand side of
(4.12) as
Ξ{QT },λ,r − ΞL(T ),λ,r + BT ,λ,r =
∑
Q∈T
(
Ξ{Q},λ,r −
∑
Q′ child of Q
Ξ{Q′},λ,r + B{Q},λ,r
)
.
Applying the single rectangle case of (4.5) this becomes∑
Q∈T
(
αΘ
(1)
{Q},λ,r + βΘ
(2)
{Q},λ,r
)
= αΘ
(1)
T ,λ,r + βΘ
(2)
T ,λ,r.
It remains to prove (4.6). From the above computation we know that BT ,λ,r is a linear combination
of finitely many terms each of which either takes the form
∑
k∈Z
∑
Q=I×J∈T
ℓ(Q)=2k
∫ 2k
2k−1
∫
J
∫
R4
f1(x
′, y)f2(x, y
′)f3(x, y)f4(x
′, y′)(4.16)
[(φ1)tα,p(x)(φ2)tα,p(x
′)]p∈I(φ3)tβ ,q(y)(φ4)tβ ,q(y
′)dx dx′ dy dy′ dq tα−1dt,
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or ∑
k∈Z
∑
Q=I×J∈T
ℓ(Q)=2k
∫ 2k
2k−1
∫
I
∫
R4
f1(x
′, y)f2(x, y
′)f3(x, y)f4(x
′, y′)(4.17)
(φ1)tα,p(x)(φ2)tα,p(x
′)[(φ3)tβ ,q(y)(φ4)tβ ,q(y
′)]q∈Jdx dx
′ dy dy′ dp tβ−1dt,
with coefficients that are O(λ(1 + |r|)) (with constants depending only on α, β) and each function
φi being one of gλ,0,g1,r,hλ,0,h1,r. We claim that (4.16) and (4.17) are both bounded by
Cλ,r|QT |
4∏
j=1
MT (fj).
Since the proofs are identical up to notational changes we only give the proof of this claim for terms
of the form (4.16). Summing over Q = I × J and noting the telescoping sum in I we estimate the
expressions in question up to an absolute constant by
∑
k∈Z
∫ 2k
2k−1
∑
J : |J |=2kβ
∫
J
∑
p:{p}×J⊆∂Tk
∫
R4
f1(x
′, y)f2(x, y
′)f3(x, y)f4(x
′, y′)
(φ1)tα,p(x)(φ2)tα,p(x
′)(φ3)tβ ,q(y)(φ4)tβ ,q(y
′)dx dx′ dy dy′ dq tα−1 dt.
Here ∂Tk denotes the topological boundary of Tk = ∪Q∈T , ℓ(Q)=2kQ in R
2. By Lemma 4.4 and the
pointwise estimates (4.7), this can be further estimated by O((λ(1 + |r|))N ) times
( 4∏
j=1
MT (fj)
)∑
k∈Z
2k(α+β)
∑
J : |J |=2kβ
#{p : {p} × J ⊆ ∂Tk}
.
( 4∏
j=1
MT (fj)
)∑
k∈Z
2k(α+β)#{∂Tk ∩ (2
kαZ× 2kβZ)}.
To finish the proof it remains to show that
(4.18)
∑
k∈Z
2k(α+β)#{∂Tk ∩ ((2
αkZ)× (2βkZ))} . |QT |.
If (p, q) ∈ ∂Tk ∩ ((2
αkZ)× (2βkZ), then there exist ǫ, ǫ′ ∈ {±1} so that
Tk ∩ (p + ǫ2
kα, p)× (q + ǫ′2kβ, q) = ∅.
(We write (a, b) to denote the open interval (min(a, b),max(a, b)).) This is because Tk is a union
of dyadic rectangles Q with ℓ(Q) = 2k. Without loss of generality we only consider the case
ǫ = ǫ′ = −1. For each such point consider the open dyadic rectangle
Q(p, q, k) = (p− 2kα,p− 2(k−1)α(2α − 1))× (q− 2kβ, q− 2(k−1)β(2β − 1))
which has area 2(k−1)(α+β). We claim that rectangles of this form are pairwise disjoint. This implies
(4.18), because each Q(p, q, k) is contained in the union of QT and neighboring dyadic rectangles
of the same size. To see the claim, suppose that Q(p, q, k) and Q(p′, q′, k′) intersect in a set of
positive measure. If k = k′, then they must coincide since they are dyadic and of the same scale.
So suppose that k < k′, hence Q(p, q, k) is contained in Q(p′, q′, k′). Then the point (p, q) is
contained in (p′ − 2k
′α, p′) × (q′ − 2k
′β, q′), which is disjoint from Tk′ . This shows that (p, q) ∈ Tk
but (p, q) /∈ Tk′ , contradicting convexity of T . The proof of Lemma 4.3 is now complete.
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4.4. Combining the trees. Here we complete the proof of Proposition 4.1 in the case 2 < p, q <∞,
1 < r < 2. This closely follows arguments from [Thi95], [Kov12, §4]. Write p1 = p, p2 = q, and
p3 = r
′ = rr−1 . By homogeneity we normalize
‖fj‖pj = 1
for all j = 1, 2, 3. Fix a finite collection Q0 of dyadic rectangles. For every tuple of integers
n = (n1, n2, n3) we define the collection of dyadic cubes
Pn = {Q ∈ Q0 : 2
nj−1 < sup
Q0∋Q′⊇Q
M{Q′}(fj) ≤ 2
nj for j = 1, 2, 3},
Let Pmaxn be the collection of maximal cubes in Pn with respect to inclusion. For Q ∈ P
max
n set
TQ = {Q
′ ∈ Pn : Q
′ ⊆ Q}.
where MQ has been defined in (4.4). This is a finite convex tree with root Q and for different
Q ∈ Pmaxn the corresponding trees are disjoint. By the tree estimate (that is, Proposition 4.2),
|Λ
(u,v)
TQ
(f1, f2, f3, 1)| ≤ Cu,v|Q|
3∏
j=1
MTQ(fj) ≤ Cu,v|Q| 2
n1+n2+n3 .
Note that M{Q′}(fj) > 0 since fj does not vanish identically. The region of the integration of our
form is therefore partitioned as follows:
ΩQ0 =
⋃
n∈Z3
⋃
Q∈Pmax
n
ΩTQ
This yields
|Λ
(u,v)
Q0
(f1, f2, f3, 1)| ≤ Cu,v
∑
n∈Z3
( ∑
Q∈Pmax
n
|Q|
)
2n1+n2+n3 .
For a function f on R2 we consider the maximal function
MHLf(x, y) = sup
t>0
(
|f |2 ∗ (θtα ⊗ θtβ )(x, y)
)1/2
.
It is pointwise dominated by an anisotropic variant of the Hardy–Littlewood maximal function,
which is bounded on Lp for 2 < p ≤ ∞. We split Z3 = ∪3j=1Nj, where
Nj = {n = (n1, n2, n3) : pjnj ≥ pj′nj′ for every 1 ≤ j
′ ≤ 3}.
For every (x, y) ∈ Q ∈ Pn we have that MHLfj(x, y) ≥ c 2
nj , where c ∈ (0,∞) is a constant. Also,
the cubes in Pmaxn are by definition disjoint, so∑
Q∈Pmax
n
|Q| =
∣∣∣ ⋃
Q∈Pmax
n
Q
∣∣∣ ≤ |{MHLfj ≥ c 2nj}|.(4.19)
for every j = 1, 2, 3. Combining everything and using
∑3
j=1 p
−1
j = 1 we obtain that
Λ
(u,v)
Q0
(f1, f2, f3, 1)
is bounded up to a constant Cu,v by a sum over j = 1, 2, 3 of∑
n∈Nj
2n1+n2+n3 |{MHLfj ≥ c 2
nj}| =
∑
nj∈Z
2pjnj |{MHLfj ≥ c 2
nj}|
∏
j′ 6=j
∑
nj′∈Z
pj′nj′≤pjnj
2
nj′−
pjnj
p
j′
.
∑
nj∈Z
2pjnj |{MHLfj ≥ c 2
nj}| . ‖MHLfj‖
pj
pj . ‖fj‖
pj
pj . 1.
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An application of the monotone convergence theorem removes the restriction to finite collections
Q0 and finishes the proof.
4.5. Fiber-wise Caldero´n–Zygmund decomposition. In this section we extend the range of exponents
to the final range. To achieve this we employ the fiber-wise Caldero´n–Zygmund decomposition of
Bernicot [Ber12]. Since the argument below will not depend on the cancellation properties of ϕ,ψ
it will suffice to prove bounds for the operator of the form
U(f1, f2)(x, y) =
∫ ∞
0
c(t)(f1 ∗1 φtα,tαu)(x, y)(f2 ∗2 ρtβ ,tβu)(x, y)
dt
t
where φ, ρ are Schwartz functions and |c(t)| ≤ 1. By the result from §4.4, we may assume the
bound
‖U(f1, f2)‖r0 ≤ Cu,v‖f1‖p0‖f2‖q0 .
whenever 2 < p0, q0 <∞, 1 < r0 < 2. We will apply the fiber-wise Caldero´n–Zygmund decomposi-
tion in the fiber f1(·, y) to show the weak L
p × Lq → Lr,∞ estimates whenever 1 ≤ p ≤ p0, q = q0,
and p−1 + q−1 = r−1. That is, for every λ > 0,
|{(x, y) ∈ R2 : |U(f1, f2)(x, y)| > λ}| .p,q Cu,v‖f1‖
r
p‖f2‖
r
qλ
−r.
Multilinear interpolation (see for instance [MS13]) then yields strong-type estimates in the range
(4.20) 1 < p <∞, 2 < q <∞, 12 < r < 2.
Analogous considerations in the second fiber f2(x, ·) finally yield estimates whenever
1 < p <∞, 1 < q <∞, 12 < r < 2.
Fix exponents 2 < p0, q0 <∞ and choose p, q, r such that 1 ≤ p ≤ p0, q = q0, 1/p+1/q = 1/r. Fix
the functions f1, f2. By homogeneity we may assume
‖f1‖p = ‖f2‖q = 1.
Performing a Caldero´n-Zygmund decomposition of the function x 7→ f1,y(x) = f1(x, y) for each y
at level λr/p we obtain disjoint dyadic intervals {Iy,j} such that |f1,y(x)| ≤ λ
r/p for a.e. x 6∈ ∪jIy,j ,
| ∪j Iy,j| ≤ λ
−r‖f1,y‖
p
Lp(R)
and λr < |Iy,j |
−1/p‖f1,y‖Lp(Iy,j) ≤ 2λ
r. We split f1,y = gy + by, where by =
∑
j by,j and
gy(x) =
{
f1,y(x) ;x 6∈ ∪jIy,j
|Iy,j |
−1/p‖f1,y‖Lp(Iy,j) ;x ∈ Iy,j
and
by,j(x) =
(
f1(x)− |Iy,j |
−1/p‖f1,y‖Lp(Iy,j)
)
1Iy,j .
Denote g = (x, y) 7→ gy(x) and consider first the good part U(g, f2). From ‖g‖∞ ≤ λ
r/p and
‖g‖p ≤ 1 it follows that for every p1 > p
‖g‖p1 ≤ λ
r(1/p−1/p1).
From the strong Lp0 × Lq to Lr0 we thus obtain
C−1u,v|{(x, y) ∈ R
2 : |U(g, f2)(x, y)| > λ}| . λ
−r0‖U(g, f2)‖
r0
r0 . λ
−r0‖g‖r0p0‖f2‖
r0
q
. λ−r0+r·r0(1/p−1/p0) = λ−r,
which is the desired estimate for the good part. It remains to consider the bad part U(b, f2), where
b = (x, y) 7→ by(x). Since
|{(x, y) ∈ (∪j2Iy,j)× R : |U(b, f2)| > λ}| ≤
∫
R
| ∪j 2Iy,j |dy . λ
−r‖f2‖
p
Lp(R2)
= λ−r,
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it suffices to estimate
|{(x, y) ∈ (∪j2Iy,j)
c × R : |U(b, f2)| > λ}|.
Note that
(b(·, y) ∗1 φtα,tαu)(x) = by ∗ φtα,tαu(x) =
∑
j
by,j ∗ φtα,tαu(x).
Denote by cy,j the center of Iy,j. By the mean zero property of by,j and the fact that they are
supported in Iy,j we obtain
|by,j ∗ φtα,tαu(x)| ≤
∫
Iy,j
|by,j(w)||φtα ,tαu(x− w)− φtα,tαu(x− cy,j)|dw
. Cu,v
∫
Iy,j
|by,j(w)||Iy,j |t
−2α(1 + t−α|x− cy,j,w|)
−100dw
for a suitable min(w, cy,j) ≤ cy,j,w ≤ max(w, cy,j), by the mean value theorem. Since |x− cy,j,w| >
|x− cy,j |/2 we bound the last display by
. Cu,v|Iy,j |t
−2α(1 + t−α|x− cy,j|)
−100
∫
Iy,j
|by,j(w)|dw.
If p−1 + (p′)−1 = 1, from ‖by,j‖Lp(R) ≤ |Iy,j |
1/pλr/p we have by Ho¨lder’s inequality
‖by,j‖L1(R) ≤ |Iy,j|
1
p′ ‖by,j‖Lp(R) ≤ |Iy,j|λ
r/p.
Thus we obtain the bound
|by,j ∗ φtα,tαu(x)| . Cu,vλ
r/p|Iy,j|
2t−2α(1 + t−α|x− cy,j |)
−10.
Integrating in t we have
|Iy,j|
2|x− cy,j |
−2
∫ ∞
0
t−2α|x− cy,j |
2(1 + t−α|x− cy,j |)
−10 dt
t
. |Iy,j |
2|x− cy,j|
−2
.
(
1 +
|x− c|
|Iy,j |
)−2
,
where the last estimate follows since |Iy,j | ≤ 2|x − ci,j|. Therefore, we have shown that whenever
x ∈ (∪jIy,j)
c one has the bound
|U(b, f2)| . Cu,vλ
r/ph(x, y)M(2)f2(x, y),
where
h(x, y) =
∑
j
(
1 +
|x− c|
|Iy,j|
)−2
and M(2)f2 denotes the Hardy–Littlewood maximal function in the second fiber. One has (see
[Gra08, Exercise 4.6.6]),
‖h(x, y)‖Lpx(R) .p
(∑
j
|Iy,j|
)1/p
.
Therefore,
‖h‖Lp(R2) .p
∥∥∥(∑
j
|Iy,j |
)1/p∥∥∥
Lpy(R)
. λ−r/p‖‖f1,y(x)‖Lpx(R)‖Lpy(R) = λ
−r/p.
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Putting everything together we obtain
C−1u,v|{(x, y) ∈ (∪j2Iy,j)
c × R : |U(b, f2)| > λ}|
. |{(x, y) ∈ (∪j2Iy,j)
c × R : h(x, y)M(2)f2(x, y) > λ
1−r/p}|
≤ λ−r+r
2/p‖h ·M(2)f2‖
r
r
≤ λ−r+r
2/p‖h‖rp‖M
(2)f2‖
r
q .p λ
−r+r2/p−r2/p = λ−r,
which finishes the proof.
5. Applications
5.1. Proof of Theorem 5. We will prove that for every measurable function f on [0, 1]2 satisfying
0 ≤ f ≤ 1 and
∫
[0,1]2 f ≥ ε,
(5.1)
∫
[0,1]3
f(x, y)f(x+ t, y)f(x, y + t2)dx dy dt > δ,
where δ = δ(ε) = exp(− exp(ε−C)) for some C > 0. This implies Theorem 5 by setting f = 1E . To
prove (5.1) we will need an upper and a lower bound. The upper bound is provided by Theorem 4
and the lower bound is the content of the following.
Lemma 5.1. Let ϑ ≥ 0 be an even smooth function which is supported in [−2, 2], constant on
[−1, 1], monotone on [1, 2] and normalized such that ϑ̂(0) = 1. Let ϑk(x) = 2
kϑ(2kx). For any
function f on R2 that is supported in [0, 1]2 and satisfies 0 ≤ f ≤ 1 and any k, l ∈ N we have∫
[0,1]2
f(f ∗1 ϑk)(f ∗2 ϑl) ≥ c0
(∫
[0,1]2
f
)4
for some constant c0 > 0 depending only on ϑ.
This is an analogue of [Bou88, Lemma 6]. We postpone the proof of the lemma to the end of
this section.
Proof of Theorem 5. This follows by the exact same argument as given by Bourgain in [Bou88],
but we provide details for the sake of completeness. Write
I =
∫
[0,1]3
f(x, y)f(x+ t, y)f(x, y + t2)dx dy dt.
Let τ be smooth, supported on [12 , 2], taking values in [0, 1] and
∫
R
τ = 1. Set τk(x) = 2
kτ(2kx)
for k ∈ N. Fix natural numbers 1 < k < k′ < k′′. Estimate
2k
′
I ≥
∫
[0,1]3
f(x, y)f(x+ t, y)f(x, y + t2)τk′(t)dx dy dt = I1 + I2 + I3,
where
I1 =
∫
[0,1]3
f(x, y)f(x+ t, y)(f ∗2 ϑk)(x, y + t
2)τk′(t)dx dy dt,
I2 =
∫
[0,1]3
f(x, y)f(x+ t, y)(f ∗2 ϑk′′ − f ∗2 ϑk)(x, y + t
2)τk′(t)dx dy dt,
I3 =
∫
[0,1]3
f(x, y)f(x+ t, y)(f − f ∗2 ϑk′′)(x, y + t
2)τk′(t)dx dy dt.
By decomposing f − f ∗2 ϑk′′ in frequency into dyadic blocks and applying Theorem 4 to each
block, there exists σ > 0 so that
|I3| . 2
2σk′−σk′′ .
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By the Cauchy–Schwarz inequality in (x, y) we also have
|I2| ≤ ‖f ∗2 ϑk′′ − f ∗2 ϑk‖2.
To estimate I1 we decompose further into
I1 = I4 + I5 + I6,
where
I4 =
∫
[0,1]3
f(x, y)f(x+ t, y)(f ∗2 ϑk)(x, y + t
2)τk′(t)dx dy dt−
∫
[0,1]2
f(f ∗1 τk′)(f ∗2 ϑk),
I5 =
∫
[0,1]2
f(f ∗1 τk′)(f ∗2 ϑk)−
∫
[0,1]2
f(f ∗1 ϑk)(f ∗2 ϑk),
I6 =
∫
[0,1]2
f(f ∗1 ϑk)(f ∗2 ϑk).
By the mean value theorem applied to f ∗2 ϑk we have
|I4| . 2
k−k′ .
Further, we estimate
|I5| ≤ ‖f ∗1 τk′ − f ∗1 ϑk‖2.
The right-hand side is bounded by
‖f ∗1 τk′ ∗1 ϑk′′ − f ∗1 ϑk ∗1 τk′‖2 + ‖τk′ − τk′ ∗ ϑk′′‖1 + ‖ϑk − ϑk ∗ τk′‖1.
Using
∫
τ = 1 and applying the mean value theorem applied to the last two terms finally gives
|I5| ≤ ‖f ∗1 ϑk′′ − f ∗1 ϑk‖2 +O(2
k′−k′′ + 2k−k
′
).
Finally, Lemma 5.1 implies
|I6| ≥ c0ε
4.
for some constant c0 ∈ (0,∞).
Putting together the estimates for I1, . . . , I5 and choosing k
′ sufficiently large with respect to k
and k′′ sufficiently large with respect to k′ we obtain
c0ε
4 ≤ 2k
′
I + ‖f ∗2 ϑk′′ − f ∗2 ϑk‖2 + ‖f ∗1 ϑk′′ − f ∗1 ϑk‖2 + 2
−100c0ε
4.
Thus either I > 2−k
′−10c0ε
4 or
‖f ∗2 ϑk′′ − f ∗2 ϑk‖2 + ‖f ∗1 ϑk′′ − f ∗1 ϑk‖2 > 2
−10c0ε
4.
Given a sufficiently large constant M and an initial value k0, we recursively construct a sequence
k0 < k1 < . . . by kl+1 =Mkl such that for each l either
I > 2−kl+1−10c0ε
4(5.2)
or
‖f ∗2 ϑkl+1 − f ∗2 ϑkl‖2 + ‖f ∗1 ϑkl+1 − f ∗1 ϑkl‖2 > 2
−10c0ε
4.(5.3)
The constant M can be chosen independent of ε by making k0 sufficiently large (specifically, k0 &
log(ε−1)).
Suppose that (5.2) fails for all l = 0, . . . , L. By (5.3) and Plancherel’s theorem, since ‖f‖2 . 1,
L · 2−10c0ε
4 ≤
L∑
l=0
‖f ∗2 ϑkl+1 − f ∗2 ϑkl‖
2
2 + ‖f ∗1 ϑkl+1 − f ∗1 ϑkl‖
2
2 . 1.
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Thus, if (5.2) fails for all l = 0, . . . , L, then L . ε−4. In other words, there exists l with l . ε−4 so
that (5.2) holds. Since kl ≤M
lk0 we obtain
I > exp(− exp(ε−C))
for some C <∞. 
It remains to give the proof of Lemma 5.1.
Proof of Lemma 5.1. For k ∈ Z denote by Dk the set of all dyadic intervals of size 2
−k which are
contained in [0, 1]. For a function g on [0, 1] we denote the martingale averages
Ekg =
∑
I∈Dk
(
|I|−1
∫
I
g
)
1I .
Because of the pointwise bound Ekg . g ∗ ϑk it suffices to show∫
[0,1]2
f(E
(1)
k f)(E
(2)
l f) ≥
( ∫
[0,1]2
f
)4
,
where we have denoted E
(1)
k f(x, y) = (Ekf(·, y))(x) and E
(2)
k f(x, y) = (Ekf(x, ·))(y).
This follows by two applications of the Cauchy–Schwarz inequality. Indeed, observe that(∫
[0,1]2
f(x, y)dx dy
)4
=
(∫
[0,1]
( ∑
I∈Dk
|I|−
1
2 |I|
1
2
∫
I
f(x, y)dx
)
dy
)4
.
By the Cauchy–Schwarz inequality, the right–hand side is bounded by(∫ 1
0
∑
I∈Dk
|I|−1
( ∫
I
f(x, y)dx
)2
dy
)2
.
Expanding the square, using Fubini’s theorem and splitting the integration in y over dyadic intervals
of scale 2−l, this can be written as( ∑
I∈Dk
|I|−1
∫
I
∫
I
( ∑
J∈Dl
|J |−1/2|J |1/2
∫
J
f(x, y)f(x′, y)dy
)
dx dx′
)2
.
By two more applications of the Cauchy–Schwarz inequality we obtain a bound by∑
I∈Dk
|I|−1
∫
I
∫
I
∑
J∈Dl
|J |−1
(∫
J
f(x, y)f(x′, y)dy
)2
dx dx′,
which equals∑
I∈Dk
∑
J∈Dl
|I|−1|J |−1
∫
I
∫
I
∫
J
∫
J
f(x, y)f(x′, y)f(x, y′)f(x′, y′)dy dy′ dx dx′.
Using the upper bound f ≤ 1 and changing the order of integrations produces a majorization by∫
[0,1]
∫
[0,1]
∑
I∈Dk
∑
J∈Dl
|I|−1|J |−1
∫
I
∫
J
f(x, y)f(x′, y)f(x, y′)1I(x)1J (y)dy dy
′ dx dx′,
which can be recognized as ∫
[0,1]2
f(E
(1)
k f)(E
(2)
l f),
as desired. 
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5.2. Bilinear Hilbert transform with curvature. In this section we show how Theorem 1 implies the
L2 × L2 → L1 estimate for the operator
(5.4) (g1, g2) 7→ p.v.
∫
R
g1(x+ t)g2(x+ t
2) t−1 dt.
This estimate was first proved in [Li13]. Let g1, g2, g3 be test functions on R. Let ϕ be non-negative,
smooth and compactly supported function with ‖ϕ‖L2(R) = 1 and λ > 0. Set
f1(x, y) = g1(x+ y)λ
1/2ϕ(λy)
f2(x, y) = g2(x+ y)λ
1/2ϕ(λy)
f3(x, y) = g3(x+ y)
Note that ‖fi‖Lpi (R2) = ‖gi‖Lpi (R) for i = 1, 2, 3 for (p1, p2, p3) = (2, 2,∞). With T given by (1.1)
we obtain∫
R2
T (f1, f2)f3 =
∫
R2
p.v.
∫
R
g1(x+ y + t)g2(x+ y + t
2)g3(x+ y)λϕ(λy)ϕ(λ(y + t
2))
dt
t
dx dy.
Changing variables x 7→ x− y, rescaling in y and changing the order of integration we obtain
p.v.
∫
R
∫
R
g1(x+ t)g2(x+ t
2)g3(x)Φ(λ
1/2t)dx
dt
t
,
where Φ is a Schwartz function given by
(5.5) Φ(t) =
∫
R
ϕ(y)ϕ(y + t2)dy.
Taking λ → 0 we obtain a form dual to (5.4) (the limit is justified by considering truncations of
the t-integration and using the dominated convergence theorem). Thus, the bound from Theorem
1 implies the corresponding bound for (5.4).
5.3. A maximal singular oscillatory integral of Stein–Wainger type. Consider the operator
g 7→ sup
N∈R
∣∣∣p.v.∫
R
g(x+ t)eiNt
2 dt
t
∣∣∣.
Stein [Ste95] proved that this operator is bounded L2 → L2 (also see work of Stein and Wainger
[SW01]). Here we show how this bound can be obtained as a consequence of Theorem 1. First note
that it is equivalent to prove that for every measurable function N : R→ R the bilinear form
(g1, g2) 7→
∫
R
p.v.
∫
R
g1(x+ t)g2(x)e
iN(x)t2 dt
t
dx
is bounded L2×L2 → C with constant uniform in N(·). Let ϕ be a non-negative smooth compactly
supported function with ‖ϕ‖L2(R) = 1 and λ > 0. Let
f1(x, y) = g1(x)λ
1/2ϕ(λy),
f2(x, y) = g2(x)e
iN(x)yλ1/2ϕ(λy),
f3(x, y) = e
−iN(x)y.
Then ‖fi‖L2(R2) = ‖gi‖L2(R) for i = 1, 2, while ‖f3‖∞ = 1. Moreover,∫
R
T (f1, f2)f3 = p.v.
∫
R
∫
R
g1(x+ t)g2(x)e
iN(x)t2Φ(λ1/2t)dx
dt
t
,
where Φ is a Schwartz function (given by (5.5)). Taking a limit λ → 0 and applying Theorem 1
implies the claim.
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Remark. The reductions in §5.2 and §5.3 are adapted from [KTZ15, Appendix B]. The arguments
are not restricted to L2 bounds.
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