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Abstract. Let !Ji = (R, , R,, . . . , R,w) be a list of elements in which R, is accessed with an (unknown) 
probability s,. To minimize the cost of accessing the elements, it is advantageous if the elements 
are sorted in descending order of the access probabiiiiies. Attempts to achieve this have been 
made in which a simple list reordering operation is performed on every access. We present two 
simple self-organizing strategies. The strategies are deterministic and ahoorbing in their Markolvian 
representation and are completely counter-intuitive, in that ttey ar:: of a Move-to-Rear (MTR) 
flavour. Whereas the first of the schemes requires lincdr spaLe (space proportional to the number 
of elements in the list), the second requires oplliy constant space. We shcw that the former scheme 
I5 optimal, independent of the distribution of the access probabilities. By this we mean that 
althtiugh the list could converge to one of its N! configurations. by suitably performing the 
move-to-rear operation, the probability of converging to the right arrangement can be made a.- 
ciose to unity as desired. The second scheme requiring constant space is shown to be expedient. 
We conjecture its optimality. 
Suppose we are given a set of e merats !H = (R,, &, . . . , Rd. At C--V time 
instant one of these elements is accessed. Further, the element is accessed with 
an unknown access probability sj. We assume that the accesses are made i 
dently. Whenever an element R, is accessed, a se 
the list. To minimize the cost of accessing, it is des 
in descending order of their acces 
his way as a corn 
This problem of having a file o 
reviews on self-organizing strategies have been 
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Gonnet et a!., Rivest and more recently by Hester and Hirschberg. Since the literature 
in this field is so extensive, we refer the reader to these comprehensive surveys of 
the papers and results in the area [5,8, 141. Rather than describe the various strategies 
in any detail, we shall briefly highlight some of their main features. 
McCabe [ 11, pp. 398-399, 123 was the first to propose a solution to this problem. 
His solution rendered the list dynamically self-organizing and it involved moving 
an element to the front of the list every time it was accessed. Using this rule, the 
Move-to-Frtint (MTF) rule, the limiting average value of the number of probes done 
per access has the value CM,-F, where, 
c MrF=O.5+C(siXsj)/(si+si). 
ij 
Many other researchers [4-7,151 have also extensively studied the MTF rule and 
various properties of its limiting convergence characteristics are available in the 
Literature. 
McCabe [I!, pp. 398-399, 121 also introduced a scheme which is called the 
transposition rule. This rule requires that an accessed element is interchanged with 
its preceding e!em:nt in the list, unless, of course, it is at the front of the list. Much 
literature is available on the transposition rule [Z, 3, II. 12, 143 but particularly 
important is the work of Rivest [14] and Tenealbaum et a!. [2,16] who extensively 
studied this rule and suggested its generalizations-the Move-k-Ahead rule and the 
POS(R) rule. In the former, the accessed element is moved k-positions forward 
towards the front of the list unless it is found in the first k positions, in which case 
it is moved to the front. The POS(L) rule moves the accessed element to position 
k of the list if it is in positions k+ 1 to IV. It transposes it with the preceding element 
if it is in positions 2 to k. If it is the first element it is left unchanged. 
Rivest [ 141 showed that the limiting behaviour of the trafisposition rule (quantified 
in terms of the average number of probes) was never worse than that of the MTF 
rule. He conjectured that the transposition rule has lower expected cost than any 
other reorganization scheme. He also conjectured that the move-k-ahead rule was 
superior to the move( k + 1 )-ahead rule; but as yet this is unproven. Tenenbaum and 
Nemes [ 161 proved various results for the POS(k) rule primarily involving a 
distribution in which sZ = sj = - - - = sN = (1 -s,)/(N - 1). Their results seem to 
strengthen Rivest’s conjecture. 
Almost a!! of the schemes discussed in the: literature are represented by Markov 
chains which are ergodic [2, 4, 5, 7, 8, 14, 161. By virtue of this fact, the list can be 
in any one of its N! configurations-even in the limit. Thus, for example, a list 
which was completely organized can be thoroughly disorganized by the MTF rule 
by a single request for the element which is accessed most infrequently. Observe 
that after this unfortunate occurrence, it will take a long time for the list to be 
organized again, i.e., for this element to dribble its way to the tail of the list. 
If the access probabilities (s;} are tim? irlvariant, clearly, the ergodic Markoviap, 
representation of a list organizing scheme is an undesirable propetiy. A!! the efforts 
taken for an elemert to learn its right position can be easily annul 
occurrence of events (such as the access of the least frequently accesse 
which have finite probability. indeed, for a particular scheme, even if the 
of the list being in the unique optimal configuration is large, the prob 
remaining in that configuration for any length of time c~ln be arLitrarily close to zero. 
As opposed to ergodic representations, Markovian behaviour can also be absorb- 
ing [lo]. In an absorbing Markov chain, the chain converges to one of a (finite) set 
of absorbing barriers. The problem of computing the probability of convergin 
any particular barrier involves evaluating what is called the first passage probability 
[ 111 and is well known in the theory of stochastic processes. 
The literature reports of only two absorbing list organizing schemes 18, IS] 
of which are due to Qommen and Hansen, and have been described in [ 131. 
the algorithms were essentially of a learning flavour and were stochastic, a 
them, the elements of the list adaptively learned to find their place. The first algo 
in [13] is essentiaily a move-to-front algorithm with the exception that on th 
access, the accessed element is moved to the front of the list with a probability -f(n). 
This probability is systematically decreased every time an element is accessed. 
Ultimately on being accessed, each element tends to stay in the place where it is 
(as opposed to moving to the front of the list). This renders the Markovian representa- 
tion of the procedure to be absorbing, as opposed to ergodic. The organization of 
the list gets “absorbed” into one of the N! orderings. It was shown in [13] that the 
scheme is expedient, i.e., if s; > si, then the probability of absorption into an 
arrangement in which Rj precedes R, is always greater than 0.5. 
The second algorithm presented in [13] is far more powerful. In this case, the 
algorithm is a move-to-rear scheme in which the accessed element R, is moved to 
the rear of the list with a probability 9i. This quantity 9, is progressively decremented 
every time the element is accessed. As before, ultimately there is no move operation 
performed on the list. Thus this scheme too is absorbing in its Markovian representa- 
tion and so could converge into any one of its N! arrang ents. However, in this 
case, it was shown that the probability of converging to optimal arrangement 
can be made as close to unity as desired. 
The latter technique requires more workspace than the traditionally used methods. 
However, apart from the latter algorithm being much more accurate than all the 
algorithms reported in the literature, it is also computationally more efficient. This 
is because the access of an element requires the update of exactly one probability 
(namely the probability 9i). Further, unlike the contemporary algorithms, since t 
list operations are essentially stochastic, a list operation is not necessarily performed 
on every access. Finally, since the presentation of the scheme is 
e number of list operatio asymptotically decreases to zero. 
It must be noted, of course, that by virtue of the strong law of large nu 
absorbing scheme would have resulted if frequency c 
number of accesses of the elements) were tained, and the list 
sorted one based on the access fre 
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scheme of [I31 to that of using counters has been proven in [ 131, primarily in terms 
of the number of updates and in terms of the probability of asymptotically performing 
move operations. 
Apart from the schemes in [ 131 being absorbing, the most interesting property of 
the optimal one is that it is a moue-to-rear scheme. This is indeed quite counter- 
intuitive that by stochastically moving an accessed element to the rear of the list, 
an optimal list arrangement could result. But the fact is that such a stochastic scheme 
is obtainable. 
In this paper, we shall present two new absorbing list organizing schemes. The 
schemes are very simple to implement. They are deterministic and again of a 
move-to-rear IIavour. Additionally, the number of move operations performed in 
both the schemes are exactly equal to the number of elements in the list, primarily 
because a move operation is performed on an element exactly once. Whereas the 
first of the schemes requires linear space (space proportional to the number of 
elements in the list), the second requires only constant space (i.e., space independent 
of the number of elements in the list). The most powerful property of the former 
scheme is that it is optimal, in that the probability of being absorbed into the optimal 
configuration can be made as close to unity as desired. The second scheme requiring 
constant space is shown to be zxpedient. In other words we shall show that if sj > Sj, 
then the probability of being absorbed into an arrangement in which Ri precedes 
Ri is greater than 0.5. We con_iecture its optimality. 
Although both of the schemes described in this paper are conceptually move-to- 
rear schemes, the potential drawbacks that a MTR scheme could possess are absent 
in both of them primarily because they can be implemented very conveniently by 
introducing a single additional pointer. In a pure MTR scheme the elements which 
are accessed very infrequently would linger at the front of the list until they are 
themselves at the rear of the list. These infrequently accessed elements could thus 
potentially prove to be a drag on the entire access strategy. However, this can be 
easily overcome by maintaining two list pointers, the first pointer always pointing 
to the front of the original list, and the second pointer pointing to an interior element 
of the list. This interior element is indeed the element which was first moved to the 
rear. The details of this implementation and the access strategy will be discussed later. 
As in the literature concerning the theory of adaptive learning, we shall use the 
terms algorithm, rule and scheme interchangeably. Further, for the sake of simplicity 
we shall assume that the access probabilities of the records are distinct. The cases 
when they are non-distinct are those when there are many optimal configurations. 
A remark about these cases will be made appropriately in the body of the paper. 
2. A deterministic linear space move-to-rear strategy 
We shall now present an extremely sir le deterministic absorbing list organizing 
strategy and show that it is asymptotica optimal. 
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Let T be any fixed integer. Associated with every element R, is an inte 
location x, which is initially set to zero. Whenever the element Ri is accessed, pi, is 
incremented, but no list reorganization is performed. Whenever the value of x, is 
exactly T, the element Ri is moved to the rcclr oft >e list. Subsequently, the element 
Ri is neither moved nor its associated location Xi updated. This describes the list 
organization strategy completely. For the sake of completeness, we shall algorithmi- 
cally describe the above process. The properties of the scheme follow. 
Algorithm. Deterministic-MTR-LSpace 
Input: A sequence of accesses on the list !)i = {RI, R2,. . . , RN]. Ri is accessed 
with an unknown access probability Si. This is read in using procedure ReadInput. 
Output: A reorganized list. 
Memory Requirements : 
(i) An integer memory 
(ii) A boolean variable 
been moved. 
(iii) An integer constant 
Method : 
for i = 1 to N do 
xi =0 
Mi = False 
endfor 
repeat 
location Xi associated with every Ri. 
Mi associated with Ri. Mi indicates if Ri has already 
T. 
ReadInput (Ri) 
if Not (Ml) then 
Xi = Xi + 1 
if(x, = T) then 
Move-to-Rear (Ri) 




End Algorithm Deterministic-MTR-LSpace 
Theorem 2.1. The deterministic Move-to-Rear Scheme described above is absorbing. 
Furthermore, the total number of list reorganizing operations done is exactly N. 
roof. -L-he second assertion is obvious. The absorbing nature of the Markovian 
representation of the chain follows from the fact that after every elcrnznt has been 
accessed T times the list remains in its final configuration, and no more list 
reorganizing is performed. Cl 
The power of the above scheme lies primarily in the fact that it is not just the 
expected number of move operations which is finite. This was, of course, true of 
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the stochastic schemes described in [ 131. In this case, however, &he number of moves 
perfomed, not being a randowm uariab8e. is exactly equal to the size cf the list. 
The following results concerning the probability of being a sorbed in the optimal 
configuration is more powerful. We shall e scheme is asymptotically 
optimal, i.e., the probability of being abso timai configuration can be 
made as close to unity as desired. 
Theorem 2.2. K-IV anJ7 distinct indicm II, v E { I. 2, . . . , N), let & 69e the event that 
either R,, or R,. is accessed. Further, let ,8P, be the conditional probability that R,, 
ultimate!t, precedes R, gitien &.. Then, 
(i) ,,PC can be made as to close to unity as desired if s,, > s,. and, 
(ii) ,, PL. i5 e_xactlv 0.5 if q,, = sv. s 
Proof. Let p = s,,/( s,, + s, 1, and 4 = s,./ (s,, i s,. ). Clearly, p is the (conditional) proba- 
bility of accessing R,, given Z;,.[.. Similarly, 4 is the (conditional) probability of 
accessing R,. given &L’, and hence p -I-- 4 = 1. 
For the rest of this proof we shall assume tha all the probabilities and expressions 
are conditional probabilities, conditioned on &c. 
Let (x,, ( n ), x,.( n )) refer to the number of times R,, and R, are accessed up to and 
including the nth time instant, respectively, conditioned on &. For the sake of 
simplicity of notation, in the latter pair, we shall not specify the time instant “n”, 
and hence, unless explicitly stated, the pair (x,,, x,.) will refer- to the pair (x1,( PI), x,.(n)). 
Clearly, at the 11th time instant if (x,,, x,.) equals (T, j) for j < T then, since R,, 
has been accessed T times, it will be moved to the rear of the list, and subsequently 
the element R,, will precede R,. in the ultirkate der of the elements. Conversely, 
if (x,,, x,.) = (i, T) for i < T, then ultimately, R,, succeed R, in the list. Thus, the 
count on the number of accesses on R,, and R,. conditioned on & obeys the 
following Markov chain >Uf,,i = (@, F), where 
(i) @ is the set of states, and every state is a pair (i, j}, where 
(ii) F is the transition function specifying the probability of moving from one 
state to another. The transition function F c n be seen to have the following form: 
i 
p ifk=i+l<T,m=j<T, 
K,Ul,,,,, = q ifk=i<T,m=j+lsT, 0) 
0 otherwise. 
Furthermore, 
F;i,i),(ii) = 1 if exactly one of i,j is T (2) 
sition map of the Markov chain is given schematically in Fig. 1. 
skov chain is clearly absor with the set of absorbing barriers being 
)I.j< T)v{(i, T)(i< co ility of converging to a configuration 
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Fig. 1. The transition map of the Markov Chain defined in Theorem 2.2. All the horizontal transitions 
are with probability p, and the vertical transitions are with probability y, where p + q = 1. The self-loo,,s 
are with probability 1. The bold circles represent the absorbing states. 
in which K,, precedes R,. is exactly equal to the probability of being absorbed into 
any of the states in the set {(T, j)(j < T}. 
Using the well known theory of absorbing Markov chains [lo], one can compute 
the first passage probabilities for converging in the various absorbing states. In this 
case the expressions can be derived rather easily, since the transition map of the 
internal (non-absorbing) states is cycle-free. Thus, consider the conditional probabil- 
ity of converging in ( T”j) given &,. The Markov chain converges in ( 7; j) if out of 
the first ( T + j - 1) accesses, T - 1 of them are for R,, an j of them for R,.. The last 
access has to be for R,, if it is to converge in (r,j). Since 6i.j is the conditional event 
given, the distribution is binomial, and hence, 
Pr[Converging in ( q j) i&J = 
T+j - 1 
_i > 
P *4’* 
Hence, the com&iional probability of R,, ultimately preceding R,. (conditio ad on 
&J is J., where, 
Observe that I‘s Pt3 is the sum of t 
j<7. 
abilities of being absorbing in ( 
The proof is rat 
The ~~a~ theorem rep ity of the scheme now follows 
irectly. 
of elel~ell#s with distinct access 
into the optimal 
e defined as below: 
P* = Pr[list converging to optimal confi 
Then, since the records are independently drawn according 
P* 2 11 l?r[ R,, precedes R, 
Id’@‘ 
s to unity follows si ce each ,,P,. does so, as the variable 
It is interesting to note that Kthe access pro ities are not distinct, then t 
is no unique optimal configuration. In this case, by virtue of Theorem 2.2, the SC 
timal atioas, and the probability measure 
tween al configurations. This 
ace 
We now present a deterministic absorbing list organizing strategy that re 
nt space and show that it is expedient. In other words we shah show 
r this scheme, if s, > s,, then the probability 
ement in which 
be a memory focati n having two inte 
enever the element R, is accesse I is set ts i. 
was previously set to S, is incremented. Otherwise the value o 
e value of Z2 is exactly T, the element R, (i.e., the element whose index 
2,) is moved to the rear of the list. Subsequently, the element R, is 
d nor its associated location X, updated. 
atisn strategy completely. Observe that essentially all that this SC 
a record R, to the rear of the list after it has been accessed Tm~~e~‘utitv times. Fe 
the sake of completeness, we shah algorithmically describe the above process. 
Igorithm. Deterministic-MTR-CSpace 
input: A sequence of accesses on the list 9i. R, is accessed with an unknown 
access probability s,. This is read in using procedure eadlnput. 
Output: A reorganized list. 
Merazor?? Requirements : 
(i) A memory location Z with two integer Gelds Z, and Z2. Z, stores the index 
of the last accessed record, and Z2 counts the number of times the record whose 
index is Z1 has been consecutively accessed. 
(ii) A boolean variable M, associ , indicates if a M 
operation) has been performed on this tmplieb G-M the algorithm 
requires linear space (since a memory location M, has to be maintained for every 
record Rj), we shalt later shobv that by the introduction of a single extra pointer, 
the implementation can be rendered to require only constant spaze. 
e is more ur4erstandable if we assume that every recor 
bit of information storing whether it has been moved or not. 
(iii) An integer constant ?I 
ethod : 
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else 
&=I 
2, = i 
ve SC ex t ieve t 
eject 
eterrnrnistic- 
hen, the proof of t 
e as cBose to unity as desired if S,, > S, , and, 
rmf of this ~~n~~~t~r~ is by no means trivial. tt intolives the s~~~ti~~ of a 
“wakr” can make si le step traversals of 
’ requires only a constant arn~~~t 
that this final srderi 
to understand how the MTR schemes discussed in this paper may 
e actually implemented. To explain the implementation details, w 
ecify these details for the case af the linear space scheme describe 
rkacipEes are analsgous for the constant space scheme describe 
skier linear scheme described Section 2. 
tbte arrun& moves the most accessed ements to the rear sf 
t moved XI the rear. 
3 coultt 
ered a case when the variables (x,) attai 











Fig. 2. Implementation of the move-to-rear scheme. FrontOld points to the original Head of the list and 
FrontNew points to the element which was first moved to the rear. The list is traversed from FrontNew, 
and if the element sought for is not obtained, it is then traversed from FrontOld. 
( i, I&3,4,5). Initially, on R, being accessed T times, it is moved to the rear of the 
list. Subsequently, on R2 being accessed 7’ times, i! is moved to the rear of the list. 
As time proceeds, whenever x3 = T, R3 is moved to the rear of the list. However, to 
catalyze the accessing process, the list pointers FrontOld and FrontNew are 
maintained as described earlier. Note that ultimately, FrontOld and FrontNew point 
to the reorganized list. 
As stated earlier, the same principles can be utilized for the 
the constant space SC eme described in Section 3. 
implementation of 
considered a list of elements ?It 
with an unknown pr 
) . . . , a,) in which the element Ri 
eterministic list o anizing schemes 
representation, 
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and the number of move operations performed in both the schemes is exuctiv equal 
to the number of elements in the list. Whereas the first of the sche 
linear space (space proportional to the number of elements in the list 
requires only constant space. We have shown at the former scheme is o 
other words, the probability of being absorb 
be made as close to unity a esired. The second scheme 
is shown to be expedient. 
scheme remains open, but it appears as if the conv 
may require an exponentially long expected time. 
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Proof of Lemma 2.3. Denote 
k 
.f?A P) =p” c 
k-0 
where p+q= 1 and 0s~~ 
L(P) = hm ~XP). 
n-a 
Solution. From equation 
_MP) = lJn, 4 
where 
r,(a, b) = 
&,(a, b) 
B(a, 6) 
1. We intend to find 
(10.4.5) of [6-j, 
and B&z, b) = I“-‘(I - tf’-’ dr 
is the incomplete beta function and 
B(a, b) = 
UN(b) 
r(a+b) 
is the (complete) beta function. 
From the theory of beta functions (see equations (2X5.10), (26.5. 5) and (26.5-l@ 
]), we easily find that 
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Summing this result, 
i [f,,+,(p)-f;,~p)l=~(2/p--1) i 
II -c 1 ?i=l 
for arbitrary J 2 1. 
Because of cancellations in the sum in the left ember, we have 
now ~i( p) = p and hence, 
L(p)=limfi+Ap)= +~vp--1) ,,;l o’Pnqt: 
. 





--I for Wpd, 
: wpnqt I--2p 
= (a - 4pq)-l” -- * = 
‘, (n!)- 
(A.3) 
1 --1 for id , . mr( 1 
2p- 1 
y -r 1. 
U-W 
(A.3 
Therefore, (A.2)-( A.4) yield, 
Up) = I 0 for OSp-4, 1 for i<ps 1. (A.4) 
We now consider the case p = 1. Note that 
I 
B(n, n) = t”-‘(I -t)” -’ dt. 





B(n, n) = P-‘( 1 - 1)“-’ dr+ P-‘(1 - ?)“-I dr. 
0 I/’ 
Replacing t by - t in the second integra we find it equals the first integral and hence 
I ” I - 
( tl, n ) = 2 ?‘I-‘(l-t)“- ’ dt =2 
Therefore, for all positive n, 
.iX) = b/An, n) = i. 
(i) = iim J,(i) = :. 
n-x 
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