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Silicon Modulators, Switches and Sub-systems for Optical
Interconnect
Qi Li
Silicon photonics is emerging as a promising platform for manufacturing and in-
tegrating photonic devices for light generation, modulation, switching and detection.
The compatibility with existing CMOS microelectronic foundries and high index con-
trast in silicon could enable low cost and high performance photonic systems, which
find many applications in optical communication, data center networking and photonic
network-on-chip.
This thesis first develops and demonstrates several experimental work on high
speed silicon modulators and switches with record performance and novel function-
ality. A 8 × 40 Gb/s transmitter based on silicon microrings is first presented. Then
an end-to-end link using microrings for Binary Phase Shift Keying (BPSK) modula-
tion and demodulation is shown, and its performance with conventional BPSK mod-
ulation/demodulation techniques is compared. Next, a silicon traveling-wave Mach-
Zehnder modulator is demonstrated at data rate up to 56 Gb/s for OOK modulation
and 48 Gb/s for BPSK modulation, showing its capability at high speed communication
systems. Then a single silicon microring is shown with 2 ×2 full crossbar switching
functionality, enabling optical interconnects with ultra small footprint. Then several
other experiments in the silicon platform are presented, including a fully integrated
in-band Optical Signal to Noise Ratio (OSNR) monitor, characterization of optical
power upper bound in a silicon microring modulator, and wavelength conversion in a
dispersion-engineered waveguide. The last part of this thesis is on network-level appli-
cation of photonics, specifically a broadcast-and-select network based on star coupler is
introduced, and its scalability performance is studied. Finally a novel switch architec-
ture for data center networks is discussed, and its benefits as a disaggregated network
are presented.
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1.1 Photonic Integrated Circuit
Photonic integrated circuit (PIC) is defined as a photonic circuit whose components
are manufactured in one flat piece of semiconductor material. This may include any
components including laser, modulator, photodetector, coupler, filter, optical amplifier,
attenuator etc. This is similar to the more traditional definition of integrated circuit,
which means an electronic circuit whose components are manufactured in one flat piece
of semiconductor material, including transistors, resistors, capacitors, inductors etc.
The difference, however, is that PIC is mostly involved with the generation, modulation,
transmission, switching, amplification and detection of light.
The motivation for photonic integration, similarly, is that it could enable high
chip functionality with low cost, high volume production. With less fiber-to-chip and
chip-to-chip coupling, it is expected that PIC will have improved performance, better
reliability and scalability. PIC could have applications in telecommunications, data
communications, high performance computing, fiber and biophotonic sensing areas etc.
Different types of materials could be used to build PIC (Fig. 1.1). III-V materials
such as indium phosphide (InP) could used to build active components such as laser,
amplifer. Infinera is the leading industry company for InP integration in the optical
transport market. In contrast, since silicon is an direct band gap material, building
lasers in silicon is usually challenging. All the other components typically required
in a communication link, modulators, photodetectors etc., have been demonstrated in
silicon. Silicon has a large index contrast between Si waveguide and SiO2 cladding.
1
1.2 A CMOS-compatible Silicon Photonic Platform
Figure 1.1: PIC Materials.
With silicon, it is possible to monolithically integrate CMOS electronics with photonics,
leveraging the existing CMOS foundries and thus billions dollars of investment.
There are typically three types of photonic integration schemes: monolithic, het-
erogeneous, and hybrid. Monolithic integration means more than one photonic compo-
nents are integrated on a common substrate. Heterogeneous integration means merging
traditionally incompatible photonic material systems on a common substrate. Hybrid
integration means close integration of discrete photonic chips whereby light is coupled
from one chip to the other.
1.2 A CMOS-compatible Silicon Photonic Platform
Silicon photonics aims to build PIC in the silicon platform. There are a number of
reasons of why we might want to do this. The CMOS compatibility and potential inte-
gration of electronics and photonics is perhaps the most attractive one. Also silicon PIC
might have lower cost than other material systems such as InP. Silicon photonics has
seen substantial technology development over the years, from fundamental discoveries
in 1990s, to introduction of innovative devices in 2000s, and more recently integration
and commercialization 1.2. A number of industry players, Intel, IBM, Cisco, HP etc.,
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Figure 1.2: Silicon photonics trends.
are working in this filed. In addition, using the expertise developed by the silicon
electronics industry over the past 50 years, a number of efforts have shown success
in building photonics platforms on silicon. Luxtera has developed a 28 Gb/s CMOS
integrated platform [7]. IMEC also provides a fully integrated 25 Gb/s platform via
the ePIXfab MPW. And recently the American Institute for Manufacturing Integrated
Photonics (AIM Photonics) was launched by Federal and state governments, with the
goal to emulate the dramatic successes experienced by the electronics industry and
transition key lessons, processes, and approaches to the PIC industry [8].
Here the OpSIS-IME silicon photonics platform is introduced [1]. This platform
features a host of optimized passive elements such as low-loss grating couplers and
waveguides, as well as high-speed active elements including 58 GHz gain-peaked Ge
photodetectors, 45 GHz, high-tunability silicon ring modulators and 30 GHz traveling
wave Mach-Zehnder modulators. The high bandwidth of the modulators and pho-
todetectors enable the platform to support a data rate of 50 Gb/s per channel and
potentially higher.
The silicon photonic circuits were fabricated at the Institute of Microelectron-
ics (IME), a research institute of the Agency for Science, Technology and Research
3
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Figure 1.3: Schematics of the layers cross-section and the key components of the platform
[1].
(A*STAR). Silicon-on-Insulator (SOI) wafers from Soitec, 8 inches in diameter, with
a 220 nm device layer and a 2µm buried oxide (BOX) layer were used as a substrate.
Three anisotropic etch steps were employed to define silicon heights of 0, 90 nm, 160 nm
and 220 nm, which were used to build the grating couplers, rib waveguides and ridge
waveguides. Six separate ion implantation steps (p++, p+, p, n++, n+, n) allowed for
the design of the modulators and an additional p-type implant in germanium was used
to define the anode of the Ge photodetectors. The implants were followed by a rapid
thermal anneal (RTA) of 1030 degree for 5 seconds to activate the dopants. Epitaxial
germanium-on-silicon was then selectively grown in regions defined by an SiO2 mask
layer up to a height of 500 nm, with a thin buffer layer to avoid excessive dislocations.
Ion implantation in the Germanium was followed by annealing at 500 degree for 5 min-
utes. Finally, contact vias and two levels of Aluminum interconnects were fabricated.
A schematic platform cross-section is show in Fig. 1.3.
The OpSIS-IME device library features a large variety of passive and active devices,
of which we select a few to present here. All these devices are building blocks available
to OpSIS users for their own system design. Extensive wafer-scale testing has been
conducted to characterize their performances. Due to the requirements of testing at
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high speeds, some measurements were done on a smaller set of devices. The average
and standard deviation measurements that follow are from cross-wafer testing.
High performance passive components are essential for building large-scale photonic
systems. Grating couplers are used extensively on our platform to couple light on and off
chip, in particular because they enable efficient wafer-scale testing. The library grating
coupler uses a single, shallow silicon etch of 60 nm (leaving a 160 nm thick silicon
layer). We fabricated and tested non-uniform gratings to better match the diffracted
profile with single mode optical fibers. We achieve a cross-wafer average insertion loss
of 3.1 dB at 1550 nm with a 1.5 dB bandwidth of 50 nm. Low-loss waveguides were
also demonstrated on our platform. The standard routing waveguide consisting of a
1.2 µm wide rectangular channel was measured to have an average propagation loss of
0.27± 0.06 dB/cm . Rib waveguides with 0.5 µm width and 90 nm slab thickness had
an average loss of 1.5± 0.6 dB/cm.
The platform photodetectors were built using evanescently coupled, Germanium, p-
i-n diodes with a 11 µm long section of germanium grown on top of a silicon waveguide.
Cross-wafer testing yielded an average responsivity of 0.74 ± 0.13 A/W and a dark
current of 4.0 ± 0.9µA at 2 V reverse bias. Inductive gain peaking based on a spiral
metal inductor placed in series with the diode was successfully implemented to enhance
the detector bandwidth. The RF performance of the detector was characterized using a
Vector Network Analyzer (VNA) driving a high-speed Lithium Niobate modulator and
detecting the electrical response from the photodetector. The frequency response of the
modulator was calibrated using an ultrafast (70 GHz) commercial photodetector (u2t)
and was normalized out of the platform photodetector measurement. The resultant
3dB bandwidth was measured to be 58 GHz.
The platform also includes microring and MZI type devices, which can then be
used to build high speed modulator and switch, which will constitute large part of this
thesis. Modulation refers to the process which transferring data from electrical signal
to an optical signal. High speed modulation is of interest because it is the essential
component in an optical communication link. Similarly, switching refers to changing
light propagation from one path to another, and high speed switch may be used to





Type Devices for Modulation and
Switching
In this section, the efficacy of both microring and Mach-Zehnder interferometer type
photonic devices is explored, particularly for modulation and switching applications.
These two device types are highlighted as representative structures and are frequently
used to build systems with more complex functionality. Their basic working principles
are first explained, and a few examples are given to demonstrate their applications.
2.1 Silicon Microring Devices
2.1.1 Working Principle
A typical structure of microring resonator is shown in Fig. 2.1, which consists of a
straight waveguide and a waveguide bended into a loop. Because of the high refractive
index contract between silicon and silicon dioxide, single mode waveguide can have
bend radius below 5 µm, allowing for very compact microring structures. Coupled-
mode theory states that a portion of the optical field in the straight waveguide will be
coupled into the microring cavity. When the light in the microring resonator builds
up phase shift that equals integer times 2π after round-trip, constructive interference
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Figure 2.1: Typical structure of microring coupled with waveguide.
happens between light inside the microring and the waveguide, and the microring is in
resonance.
For a microring coupled to a waveguide, the electrical field transfer function can be
expressed as
E3 = tE1 + iκE2 (2.1)
E4 = tE2 + iκE1 (2.2)
t and κ are the coupling coefficients. The relationship between microring output









where a is the microring round-trip loss, and θ = βL, β is the propagation constant








a2 + t2 − 2at cos θ
1− a2t2 − 2at cos θ
(2.4)
An example microring transmission spectrum is shown in Fig. 2.2. One of the
important parameters to characterize microring resonator is the quality (Q) factor,
defined as Q ≈ λ0/∆λ, where λ0 is the resonant wavelength and ∆λ is 3-dB bandwidth
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Figure 2.2: Example transmission spectrum of a carrier-injection microring resonator.
of the microring resonance. When the length of microring cavity equals integer multiple





where neff is the effective index and m is an integer. Another parameter often used






ng is the group index [9].
The microring resonance can be shifted when the effective index is changed, as
shown in Fig. 2.2. Such resonance shifting can be accomplished through electro-optic
or thermo-optic effect. For instance, for carrier-injection type microring, when a voltage
is applied to the p-i-n structure, the effective index of silicon decreases, making the
microring resonance experience a blue-shift. A laser close to the resonance wavelength
will experience either full transmission or blocking at the output waveguide, depending
on the voltage applied, which constitute the simple working principle of the microring
modulator/switch.
The microring resonator-based modulator (MRM) has attracted a lot of attention
for chip-scale applications. MRMs implemented in a modulator bank as depicted in
Fig. 2.3, are capable of higher wavelength density as compared to a MZM-based WDM
modulator bank, due to the compact device footprint of MRMs. WDM using MRMs
can be achieved by either modulating several wavelengths separately to later merge
8
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Figure 2.3: Photograph of an 8-channel WDM microring modulator with each device
capable of operating at 40 Gb/s [2].
them into a single WDM channel, or through modulation of a WDM channel due
to extreme wavelength selectivity. In contrast, MZM-based architectures require only
individual wavelength modulation and post-combination to achieve WDM.
The major drawback of the microring structure is its sensitivity to temperature and
fabrication variations. This drawback is remedied according to the thermal stabilization
approaches in the literature, and motivates hardware-software integration.
2.1.2 A 320 Gb/s WDM Transmitter based on Silicon Microrings
Fig. 2.3 shows an example of an 8-channel WDM microring modulator with a total
footprint of 0.5 mm2 [2]. A series of ring modulators are coupled to a common bus
waveguide and the bus waveguide is connected to the optical input and output of the
WDM transmitter. All the laser wavelengths utilized in the transmitter are present
on this bus waveguide, while each ring modulator selectively modulates only the wave-
length that its resonance is aligned to. The multiple laser wavelengths can come from
a comb laser source or multiple single-wavelength lasers pre-multiplexed together.
The high-speed portion of the ring modulator can be viewed as a simple RC circuit,
as shown in Fig. 2.4. Cpad represents the fringing capacitance between the signal and
the ground pad. The branch of Rpn and Cpn is the key signal path, where Cpn is
the junction capacitance and Rpn is the series silicon resistance from the electrodes
to the pn junction. The branch of substrate resistance Rsub and device-to-substrate
9
2.1 Silicon Microring Devices
Figure 2.4: Microring modulator circuit model with extracted parameters.
Figure 2.5: Bus waveguide spectra before and after thermal tuning.
capacitance Csub represents the electrical path from the signal pad through the substrate
to the ground pad. By fitting RF S11 parameter of the device the parameters can be
extracted.
The ring modulator exhibits performance metrics comparable to the state-of-the-art
in silicon using lateral pn junctions, while incorporated in-device thermal tuning. Better
frequency response is achievable –with low voltage and ultra-low power consumptionby
optimizing a depletion mode modulator with a vertical pn junction structure instead
of lateral or inter-leaved design [10].
In the experiments, we first thermally tuned the 8 rings so that their resonance
peaks were evenly distributed with the target 1.6 nm channel spacing. The overall
10
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Figure 2.6: Bus waveguide spectra before and after thermal tuning.
tuning power was 17 mW. The spectra before and after tuning is shown in Fig. 2.5. It
is worth noting that before the tuning the 8 channels were already roughly evenly spaced
owing to the pre-scaled ring radii and consistent dimensions of closely located devices.
This helped reducing tuning power. Additional tuning power is required to align the
resonance comb to a pre-defined laser wavelength grid in actual WDM systems. Because
of the unidirectional nature of thermal tuning, the worst case scenario occurs when the
comb is blue-shifted approximately one channel-spacing. Based on the thermal tuning
efficiency, this entails 59 mW total tuning power. From a statistical standpoint [11], on
average each ring only needs to be tuned a fraction ( ∼ 60 %) of one channel-spacing
in a cyclic configuration, which implies 36 mW total tuning power.
EO S-parameters characterize device bandwidth in small-signal regime and provide
useful information that validates device design and modeling accuracy. The large-signal
dynamic performance of the device in actual high-speed data transmission was evalu-
ated by bit-error-rate (BER) versus optical signal-to-noise ratio (OSNR) measurements.
Due to the high loss of the fiber coupling, erbium-doped fiber amplifiers (EDFA) needed
to be inserted in the link in our experiments. Therefore, OSNR is used to characterize
channel quality and to yield a fair comparison of the transmitters themselves. The
experiment setup is shown in Fig. 2.6. Non-return-to-zero (NRZ) pseudo-random-bit-
stream (PRBS) with 231 − 1 pattern at 10 Gb/s was generated by an Anritsu pulse
pattern generator (PPG) and then 4-way split and delayed before being multiplexed
into a 40 Gb/s bit-stream using an SHF 24210A module. The 40 Gb/s output was
11
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Figure 2.7: BER measurements of reference lithium niobate modulator under 5.5 Vpp
drive and ring modulator under high-drive (4.8 Vpp) and low-drive (2.4 Vpp).
amplified by a Centellax OA4MVM3 driver amplifiers, then attenuated to the desired
amplitude by passive attenuators. The driving signal was applied to the device through
an high-speed bias-tee and a GS RF probe with 50 in-probe termination. The termi-
nated probe is to avoid large RF reflections that could damage the driver amplifier.
To operate each channel, a tunable continuous-wave (CW) laser was aligned to each
of the evenly spaced resonance peaks with proper offset to reach the aforementioned
-6 dB optical operating point. The modulated light was combined with tunable ASE
noise loading that varied the OSNR in the experiments and then passed through an
EDFA. The output optical signal was passed through an optical band-pass-filter with
6-nm bandwidth and then split into two branches. One branch was fed into an optical
spectrum analyzer (OSA) for OSNR monitoring and the other was sent to a u2t DPRV
2022A receiver (AC coupled, -10 dBm sensitivity) with differential outputs. During
the experiments the OMA into the receiver was maintained to be near 0 dBm, well
above its sensitivity. One of the receiver output was connected to an Agilent 86100B
digital communication analyzer (DCA) for capturing eye-diagrams. The other output
was connected to an SHF 34210A 1 : 4 demultiplexer followed by an SHF 58210A
selector. The demultiplexed and selected tributary was sent to an Anritsu MU181040A
error-detector for BER test. The reported BER is an average of all 4 tributaries.
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We carried out the BER versus OSNR measurement on each of the 8 channels in
the silicon WDM transmitter and a commercial lithium niobate 40-Gb/s modulator
that has 5.9 Vπ for comparison. The lithium niobate modulator is driven with 5.5
Vpp, which was the maximal available drive voltage from the driver amplifier due to
limited output voltage from the multiplexer. The silicon ring modulator was tested
with two different driving configurations: (1) ”high drive”: 4.8 Vpp drive with 2.7 V
reverse bias and (2) ”low drive”: 2.4 Vpp drive with 1.1 V reverse bias. The device






configurations correspond to 144 fJ/bit and 36 fJ/bit, respectively. For a complete
transmitter, additional power is needed due to thermal tuning and driver circuits. At
high data rates, with less advanced CMOS processes, driver circuits can consume more
than an order of magnitude higher power compared to the power dissipated in charging
and discharging the device capacitance [13]. However, with low-parasitic integration
and advanced CMOS processes, CMOS inverter drivers have been demonstrated with
under 100 fJ/bit [14]. In this case, an efficient modulator with low energy-per-bit is
the key to improving overall power consumption.
The BER-OSNR measurement results are shown in Fig. 8.5. All of the 8 channels
showed consistent performance with a OSNR penalty variation approximately 1.5 dB.
On average, a 3.5-dB OSNR-penalty is observed between Bhigh drive[ ring modulator
and lithium niobate modulator, and an additional 2.7-dB OSNR-penalty is observed
between ”high drive” and ”low drive” cases. Because the receiver is AC coupled, an
extinction ratio (ER) measurement was not readily available on the DCA. We measured
the conversion gain of the receiver under various power levels and recorded the average
power into the receiver in each experiment. Based on these measurements, we calculated
that ER is 10 dB in the measurement of the lithium niobate modulator and the ER is 5
dB and 3 dB in WDM ring modulators with ”high drive” and ”low drive”, respectively.
We found that once we take into account the ER differences, the WDM ring modulators
shows only 1.52 dB excess OSNR penalty. The excess OSNR penalty is attributed to
ring modulator nonidealities, such as limited bandwidth, non-symmetric eye waveforms
and etc. Incidentally, under ”high drive” condition the test system had sufficient OSNR
to reach error-free (BER < 1012). The error-free eye diagrams were recorded and are
presented in Fig. 2.8.
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Figure 2.8: Error-free (BER < 1012) eye-diagrams of 8-channels at full drive (4.8 Vpp)
with 5 dB extinction ratio.
2.2 Mach-Zehnder Inteferometer
2.2.1 Basic Working Principle
There has been considerable research and development both in academia and indus-
try on high-speed silicon modulators. Demonstrated performances are beginning to
approach optimality bounds in terms of modulation speed, pushing already present
efforts toward commercial products.
MZMs and microrings are prevalent structures for modulation, and have been
demonstrated for high-speed modulation (> 50 Gb/s on-off-keying per channel), low
driving voltage (< 1 Vpp) and high aggregate data rate (> 320 Gb/s) operation via
WDM.
A general structure of a Mach-Zehnder modulator (MZM) is depicted in Fig. 2.9. As
can be seen, the MZM has an optical input given by electrical field Ein, and an optical
output given by electrical field Eout. The optical input is split into two branches, and
they are combined at the output. By applying a voltage the optical signal in each path
14
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Figure 2.9: Typical structure of a Mach-Zehnder Modulator.
is phase modulated as the optical path length is altered. Combining the two paths with
different phase modulation converts the phase modulation into intensity modulation.












∆φ is the phase difference induced by the applied voltage, φ is the phase change








When the differential phase shift ∆φ between the two arms equals ±π , destructive
interference occurs, corresponding to the off-state or ”0” level for the modulator. With
no differential phase shift, constructive interference occurs, corresponding to the on-
state or ”1” level for the modulator. If the phase modulation is exactly equal in each
path but different in sign, the modulator is chirp free, this means the output is only
intensity modulated without incidental phase-(or frequency-) modulation.
The MZM is generally considered the favorable modulator structure, compared
to a microring-based modulator, due to its thermal insensitivity and robustness to
fabrication variations. A few important parameters for MZM design are V, insertion
loss and speed. The key component of a MZM is the phase shifter, which for high-speed
(> 25 Gb/s) operation is typically based on a reverse-biased pn diode structure [15].
MZMs supporting 50 Gb/s single channel operation and leading to high extinction ratio
(> 7.5 dB) and acceptable insertion loss have been reported [16, 17]. In order to achieve
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Figure 2.10: Schematic of the simplified equivalent circuit of the PN junction loaded
transmission line.
high-speed operation, the phase shifter is usually designed to be millimeter-scale with
optimized doping concentration while maintaining an acceptable insertion loss. A large
portion of MZMs employ a traveling-wave design, where RF driving signals are applied
from one end of the optical device and propagate in parallel to the optical signal. In
traveling-wave designs, maintaining the phase matching between both optical and RF
driving signal is critical to achieve maximum efficiency.
2.2.2 A 30-GHz Bandwidth Low-power Silicon Traveling-wave Mod-
ulator
The fundamental and key modulator device metrics include insertion loss, device band-
width, and EO modulation efficiency (for MachZehnder modulators the efficiency is
characterized by Vπ). In addition, optical bandwidth, device footprint, temperature
sensitivity, fabrication error tolerance and CMOS compatibility are also of great im-
portance for practical designs, design scalability and possibility of CMOS monolithic
integration. Although in academic demonstrations imbalanced MZMs are often used
(mostly for the convenience of testing), balanced MZ modulators are the true practical
devices and have the key advantage of being temperature insensitive, thus do not re-
quire active thermal stabilization. Traveling-wave design enables the driving of a long
phase-shifter at high speed, therefore can yield low voltage modulators.
The cross-section of the TWMZ is considered as a PN junction loaded transmission
line and its equivalent circuit model is schematized in Fig. 2.10. Rtl(f) is the frequency-
dependent metal skin resistance in Ω/m, and has a frequency dependence in principle,
Ctl and Ltl are the capacitance and inductance between the metal traces in the units
of F/m and H/m respectively. Cpn is the PN junction capacitance (in F/m); the
16
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Figure 2.11: (a) Optical spectra versus applied voltage (b) VπLπ versus applied voltage.
total amount of silicon series resistance from the electrodes to the edges of the junction
depletion region is captured in Rpn (in Ω/m). We further define the junction intrinsic
RC bandwidth as frc = 1/(2πRpnCpn) and approximate the device impedance as Zdev =√
Ltl/(Ctl + Cpn), which is accurate when the frequency is well below the intrinsic RC
bandwidth, i.e. f/frc  1.
The bandwidth of a TWMZ modulator is mostly determined by the RF loss due
to Rpn, if RF and optical velocities are closely matched. The relationship between the





For a MZM, the waveguide PN junction phase shifter is the core component of an
MZ modulator; its metrics largely determine the achievable overall device performance.
In addition to providing a low (VπLπ)RpnC
2
pn factor, the PN junction design also needs
to achieve low optical insertion loss. Another important design is the traveling-wave
electrode design, which would ideally require RF and optical velocity matching. Simu-
lated RF characteristics of the transmission line electrodes can be done in HFSS.
We first measured the optical transmission and DC performance of the MZM device.
The optical test setup used an Agilent 81980 A tunable laser and an 81636B detector
to record the device transmission spectra. The intentional imbalance of the device
was 100 µm and the free spectral range was about 5.7 nm. We tracked the null in
the spectrum to generate phase shift versus applied voltage on one arm, from which
VπLπ was calculated. The results are shown in Fig. 2.11. Incidentally, there are
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some ambiguity and discrepancy about the definition of VπLπ in the literature, here we
adopted an alternative approach: the VπLπ versus applied voltage relation is generated
by the measurement of the phase shift ∆φ versus applied voltage Vapplied on one phase




At -1 V bias the measured phase shifter VπLπ was 2.7 V-cm. Further measurements
over 5 different chips showed a good uniformity. Taking into account the 90% loading
factor, the VπLπ of a fully doped waveguide phase shifter would be 2.43 V-cm, higher
than the simulated 1.7 V-cm.
The on and off chip coupling were through grating couplers. The device insertion
loss was obtained by comparing the maximum transmission of the MZ spectrum to a
grating coupler loop to de-embed the coupler insertion loss. Then the routing waveguide
loss was subtracted, and we arrive at the device insertion loss of 6.2 dB that consist
of two simple Y-junctions and the phase shifter. We note that the Y-junction in this
particular device was not carefully designed and has a high insertion loss of 1.3 dB each.
Therefore the loss due to the phase shifter was only 3.6 dB (averaged from multiple
chips with a standard deviation of 0.37 dB). The reduction of the loss in Y-junction
would be straightforward, because recently a 0.3 dB insertion loss optimized Y-junction
with uniform yield was demonstrated and was fabricated in the same batch of wafers.
The 3.6 dB± 0.37 dB phase shifter insertion loss can be broken down as follows. The
waveguide intrinsic loss was measured to be 1.98 ± 0.29 dB/cm from 5 samples on the
same wafer, i.e. a ∼ 0.6 dB contribution to the phase shifter loss. Therefore the various
dopants (junction and side doping) introduced 3.0 dB ±0.38 dB loss. Considering the
90% loading coefficient, we can back calculate the free carrier absorption loss was
11.1±1.5 dB/cm, whereas the simulated value is 8.3 dB/cm. The discrepancy could
be excess loss due to P and N misalignment error or a slight change in waveguide
dimensions inducing change in optical mode overlap with P and N dopants.
The EO frequency response of the TWMZ was characterized using an Agilent 67
GHz Vector Network Analyzer (VNA), and an U2T XPDV3120R-VF-VP 70 GHz band-
width photodetector. The EO S21 is presented in Fig. 2.12. 30 GHz bandwidth was
achieved for both arms at 1 V reverse bias. The signal-to-noise ratio is better than 10
dB near the bandwidth. The same bandwidth was almost reached with 0 V bias (a long
plateau in the EO S21 coincided with the -3 dB line between 23 GHz and 30 GHz).
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Figure 2.12: EO S21 at 0 V and -1 V bias.
We further demonstrated high-speed eye-diagrams with differential drive. The avail-
able sample for the eye-diagram measurements exhibited similar V and EO S21 band-
width as reported in previous sections. The measurement was set up as following.
A pair of differential 40 Gb/s 215 − 1 pseudorandom binary sequence (PRBS) was
generated by a Centellax TG1P4A PRBS source, ampli- fied by a pair of Centellax
OA4MVM3 driver amplifiers, and then attenuated by passive attenuators (rated for
DC23 GHz) to the desired amplitude before being applied to the device under test
through a Cascade 40 GHz rated GSGSG probe. DC bias voltages were applied to
each modulator arm through bias tees inserted before the attenuators. The device
probing and termination con- figuration were the same as the EO S-parameter mea-
surements, with slightly different cabling. The optical output of the device was passed
through an Erbium Doped Fiber Amplifier (EDFA), an optical bandpass filter with
3.5 nm bandwidth and then sent to the optical module (Agilent 86109B) of an Agilent
86100B digital communication analyzer (DCA).
We report on eye-diagrams with different drive voltages and modulator bias losses
in Fig. 2.13. The bias loss is the excess loss due to modulator biasing, to quantify how
much the bit ”1” optical output is below the maximum transmission. For example,
3 dB bias loss means bit 1 is at the quadrature point. The differential drive voltage
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Figure 2.13: (a) a typical electrical eye-diagram of the driving signals (b)(d): optical
eye-diagrams at 40 Gb/s with differential-drive: (b) 0 V bias and 1.6Vpp drive voltage, 3.1
dB extinction ratio was achieved with bias loss of 1.4 dB. (c) 0.25 V reverse bias and 2.5
Vpp drive voltage, 5.1 dB extinction ratio was achieved with bias loss of 1.7 dB. (d) 3 V
reverse bias and 4.7Vpp drive voltage, 7.1 dB extinction ratio was achieved with bias loss
of 0 dB. Scales are different in (b)(d).
signals before connected to the GSGSG probe were verified by electrical eye-diagram
measurements, based on which we can accurately report the drive voltages in a 50 test
environment. A typical 40 Gb/s electrical eye-diagram of the driving signal is shown in
Fig. 2.13(a). The actual drive voltage received by the device is slightly lower than the
reported drive voltage due to the voltage-intake factor that we discussed before. We
observed a slight output asymmetry of the electrical amplifiers and attenuators on the
two data paths, but the difference was within 5%, and we report the averaged drive
voltage values below.
Using a 1.6Vpp drive voltage and 0 V DC bias, 3.1 dB extinction was achieved with
a very low 1.4 dB bias loss, as shown in Fig. 2.13(b). The power consumption can be
calculated as following. At an impedance of 50 Ω, an ideal 1.6Vpp NRZ signal centered
at 0 V carries 12.8 mW of power. At 40 Gb/s, the energy per bit is 640fJ/bit. Due to
the availability of test equipment only 40 Gb/s operation was demonstrated, although
20
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we expect the device to be capable of passing higher data rate bit streams based on
simulations, which would result in further reduction of energy per bit.
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Chapter 3
A Silicon Microring Resonator
Based BPSK End-to-End Link
This chapter shows the work on designing and demonstrating for the first time an
end-to-end BPSK link based on silicon microring resonators for both modulation and
demodulation, with an operational bit-rate at 10 Gb/s. The obtained BER is below
the FEC limit, validating the practical application of the demonstrated technique. Per-
formance comparisons to conventional BPSK modulation and demodulation techniques
are also made. The microring based BPSK link promises a compact, energy efficient
and low cost interconnect solution for high-capacity transceivers.
3.1 Introduction and Motivation
In recent years silicon photonics has gained a considerable amount of interest because
it has the potential to offer compact, energy-efficient and cost-effective optical com-
ponents, leveraging the CMOS fabrication process. Silicon photonics has been pro-
posed in a number of applications such as on-chip optical interconnect, nonlinear sig-
nal processing, optical access networks as well as next-generation computing systems
[19, 20, 21, 22], offering a potentially disruptive technology solution.
Microring resonator is a particular attractive device since it could offer significantly
smaller footprint and lower power consumption compared with alternative approaches.
In addition, the wavelength selective nature of microring resonators naturally integrates
the ability to use wavelength-division multiplexing (WDM). There are typically several
22
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Figure 3.1: Architectural comparison of WDM BPSK link based on (a) conventional
scheme (b) microrings. Microrings can be cascaded for WDM modulation in the trans-
mitting side and for simultaneous WDM demultiplexing and BPSK demodulation in the
receiving side, thus requiring substantially less footprint.
research directions in terms of microring based on-off-keying (OOK) modulation: high
speed operation (up to 60 Gb/s) [23], low driving voltage [24], and large aggregate
data rate [25]. Recently there are also several efforts of using microring for advanced
modulation format, specifically BPSK [26] and quadrature phase-shift keying (QPSK)
[27].
The BPSK modulation format has several beneficial characteristics over OOK:
a sensitivity improvement, lower susceptibility to fiber non-linearities, and reduced
crosstalk in WDM systems. Typically, BPSK is generated by using a MZM to intro-
duce a phase shift between bits if the sign of the second bit is meant to flip from a 1 to 0
from the first bit. Phase shift of is realized across the minimum point of transfer func-
tion of a MZM, which causes intensity dips in modulated signals. An alternative way
to modulate BPSK can be direct phase modulation, which induces undesired frequency
chirp.
Microring-based BPSK modulation and demodulation were first proposed in [28]
by L. Zhang et. al, and there have since been several experimental demonstrations
[26, 29, 30, 31]. Compared with the OOK format, BPSK has a higher tolerance to
nonlinear degradation and provides a 3-dB receiver sensitivity improvement with bal-
anced detection. BPSK is usually generated using either a phase modulator (PM) or
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Figure 3.2: Microring based BPSK link.
Mach-Zehnder modulator (MZM) and demodulated using a delay-line interferometer
(DLI). A great advantage of microring-based BPSK link is the easier implementation
of WDM than tranditional schemes (Fig. 3.1). Microrings can be cascaded for WDM
modulation in the transmitting side and for simultaneous WDM demultiplexing and
BPSK demodulation in the receiving end, which can be realized in a very compact,
power efficient and low-cost way. In this work we design and demonstrate for the first
time, microring-based BPSK modulation at 10 Gb/s, and the first all-microring based
end-to-end BPSK link [32] (Fig. 3.2). We also compare performance of the microring
based BPSK link with conventional modulation and demodulation techniques using eye
diagrams and bit-error-rate (BER) measurements.
3.2 Modulator and Demodulator Microring Devices
The depletion-mode microring modulator is fabricated via an OpSIS multi-project-
wafer run [33] at the Institute of Microelectronics (IME). The process starts with 8”
Silicon-on-Insulator (SOI) wafer from SOITEC with 220 nm top silicon, 2 µm buried
oxide layer and 750 Ω-cm high resistive silicon substrate. Grating couplers and silicon
waveguides were formed by three dry etches. Six implantation steps were applied to
silicon to form the pn junction and contact region. In the end, two layers of Aluminum
were deposited as back end of line. As shown in Fig. 3.3(a), the device consists of an 8
µm radius microring modulator side coupled to waveguide. The microring modulator is
formed by ridge waveguide of 500 nm width, 220 nm height and 90 nm slab height (Fig.
3.3(b)). Approximately 75% of the waveguide was doped to create a pn junction for
high-speed modulation. The pn junction has a doping density of 2× 1018/cm3 on the
p side, and 3× 1018/cm3 on the n side. The junction line has a 50 nm offset from the
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Figure 3.3: (a) Photograph of fabricated ring modulator. (b) Device cross-section view.
(c) Wavelength scans of the microring modulator at different bias voltage applied to the
pn junction.
center of the waveguide in order to optimize the modulation efficiency. The microring is
measured to have Q factor of 4,300 with FSR of 11 nm, and the modulation efficiency
of the microring is ∼ 28 pm/V. The fiber-to-fiber insertion loss at off resonance is 21
dB, and the loss of each component is estimated as the following: 0.7 dB from the
routing waveguide between the input/output grating coupler and the modulator, 0.9
dB from passing through the microring, 5 dB due to Metal1 accidentally overlapped
with a long section of waveguide, which can be avoided in future design, and 7 dB
coupling loss from input/output fiber to each grating coupler.
For BPSK signal generation, the microring needs to be over-coupled (i.e., the
waveguide-ring coupling coefficient has to be larger than the microring cavity loss) so
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that there exists a particular wavelength, that when the microring resonance is shifted,
there will be a π phase shift but equivalent optical powers between the two bit-states
of the resonators. To confirm the over-coupling condition, the transmission spectrum
of the microring modulator is recorded at different bias voltage to the pn junction (Fig.
3.3(c)). It is obvious from the plots that when a larger reverse bias is applied, the
resonance peak of the microring experiences a red shift, associated with a decreased
extinction ratio, indicating that the smaller reverse bias state is closer to critical cou-
pling and that the microring modulator meets the required over-coupling condition [26].
There is additional 12 dB loss induced when the microring is biased at the wavelength
for BPSK compared with the off-resonance state. Since the microring has a notched
resonance profile, there will be intensity dips at bit transitions of the modulated signal;
in addition, there will also be fast phase shift associated with resonance movement [28].
Thus differing from the conventional modulation mechanism based on MZM or PM,
microring-generated BPSK has both an intensity dip and frequency chirp.
The BPSK demodulator used in the experiment consists of a microring coupled
to a waveguide with grating couplers of 70 nm etch depth to facilitate light coupling
into and out of the chip (Fig. 3.4(a)). The 15 µm radius microring has a 210 nm
point-coupling gap to the input and drop-port waveguide, and there is a thin film
heater directly above it to ensure that the demodulator resonance matches the gen-
erated BPSK signal wavelength. Metal pads are interfaced with electrical probe to
apply power to the integrated heater. The waveguides have dimensions of 500 nm ×
220 nm (width × height), and are etched to a depth of 170 nm (Fig. 3.4(b)). The
TE-polarized transmission spectrum of the microring demodulator through port was
recorded at different heater power (Fig. 3.4(c)). The microring demodulator has a
Q factor of ∼22,000 (0.07 nm 3 dB passband) and the extinction ratio is measured
to be ∼ 20 dB. The insertion loss of the microring demodulator when it is tuned for
BPSK demodulation is ∼ 30 dB, and the loss intrinsic to demodulator is estimated
to be ∼ 9 dB excluding coupling and waveguide loss. For BPSK demodulation the
microring through port acts as a notch filter to produce the alternate-mark inversion
(AMI) signal and the drop port acts a band-pass filter to produce the duobinary signal
[28]. The demodulated AMI and duobinary signal can be combined to obtain balanced
detection, which gives the 3-dB sensitivity advantage. In our experiment we used the
demodulated AMI signal and off-chip detector for BPSK demodulation. In our future
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Figure 3.4: (a) The microring demodulator with integrated heater (not to scale). Inset:
SEM image of fully processed device. (b) Waveguide geometry for the microring. (c)
Transmission spectra of the microring for different heater power.
implementation high-speed photodetector will be integrated with the microring for a
fully-integrated BPSK demodulator.
3.3 Experiments and Results
In our experimental setup (Fig 8.2), an Anritsu MP1763B pulsed-pattern generator
(PPG) was used to generate 10-Gb/s non-return-to-zero (NRZ) 231-1 pseudo-random-
bit-sequence pattern (PRBS) RF signal. The signal was amplified to 3.3 Vpp by a
Centellax OA4MVM3 driver amplifier and biased at 2.7 V to drive the microring mod-
ulator with a high-speed GS RF probe and a bias tee (T). A CW tunable laser (TL) at
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Figure 3.5: Experimental Setup of the end-to-end Microring based BPSK link.
a wavelength of 1541.7 nm was set to TE polarization before being launched onto the
modulator chip. The microring-modulated BPSK signal egressing from the chip was
amplified with an erbium-doped fiber amplifier (EDFA), filtered (λ), and set to TE po-
larization before being launched onto the second chip for demodulation. The microring
demodulator integrated heater voltage was set to 5.4 V, ensuring that the resonance
of the microring demodulator aligns with the modulator wavelength. After the second
chip, the demodulated signal passed through another EDFA, a band-pass filter and a
variable optical attenuator (VOA), before being received on a PIN-TIA photodetector
followed by a limiting amplifier (LA) and fed into an Anritsu MP1800A bit-error-rate
tester (BERT) for BER measurements. The EDFAs can be eliminated in future in-
tegrated version where excessive coupling loss could be avoided. An Agilent 86100B
digital communications analyzer (DCA) was used to record eye diagrams throughout
the experiment. In order to compare the microring modulated/demodulated BPSK
link with conventional approach, commercial LiNbO3 single-arm PM with 6 Vpp elec-
trical driving signal and DLI were used to replace the modulator and demodulator chip
respectively and a back-to-back case was done using only PM and DLI at the same
data rate.
Figure 7.4 shows the recorded eye diagrams for different modulation/demodulation
pairs based on microring modulator, PM, DLI and microring demodulator. During
the experiment, the microring modulator is first tested to generate 10-Gb/s OOK to
validate the operation of the pn junction. The wavelength of the microring modulator
is then tuned in order for bit states to have equivalent amplitudes, thus generating a
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Figure 3.6: (a) Microring modulated BPSK before demodulation (b) PM modulated
BPSK before demodulation. (c) Microring modulated BPSK demodulated by DLI. (d)
PM modulated BPSK demodulated by DLI. (e) Microring modulated BPSK demodulated
by microring. (f) PM modulated BPSK demodulated by microring.
BPSK signal (Fig. 8.2(a)). Compared with PM-generated BPSK (Fig. 8.2(b)), the
microring modulator exhibits larger intensity dips. The microring generated BPSK
was first demodulated by a commercial DLI demodulator (Fig. 8.2(c)), which was
biased in order to match the microring modulator wavelength. Similarly, PM generated
BPSK was also demodulated by DLI (Fig. 8.2(d)). The eye diagram shape difference
between PM generated and microring generated BPSK is due to the amplitude carving
of microring resonance [26]. Finally the BPSK signal was then demodulated by the
microring demodulator by passing thourgh the through port to produce the AMI signal
(Fig. 8.2(e)). Note for 10-Gb/s BPSK demodulation, the optimal Q for maximal eye-
opening is 22,000 [28], which is close to the microring we used. During our experiment
we also tried microring demodulators with Q of 5,000, however no successful BPSK
demodulation was observed. For comparison, a PM generated BPSK signal was also
demodulated by the microring (Fig. 8.2(f)). For all the measurements, clean and open
eyes were obtained.
The BER measurements collected for the different modulation/demodulation BPSK
pairs are shown in Figure 5.8. The PM/DLI based BPSK link obviously achieved the
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Figure 3.7: Measured BER curves for different BPSK modulation/demodulation pairs.
best receiver sensitivity. There is ∼2 dB power penalty between the PM/microring
and PM/DLI BPSK links at BER of 10−9. However, error-floor was observed for
microring-generated BPSK signals. We suspect that the shallower slope of the micror-
ing modulator BER curve is due to several reasons. First, because of the amplitude
carving nature of the microring, the microring generated BPSK has different shape
compared with PM generated BPSK, so during BER evaluation there is less margin in
the time domain and therefore higher penalty. This issue is more severe for high data
rate and low BER values. Second, the microring modulator and PM have different
frequency chirp properties. Last, in our lab the coupling between fiber and grating
coupler is not perfectly stable, and power fluctuations could occur, causing BER to
degrade at low BER values while this problem is not present for PM modulator. Simi-
lar reasons also explain the different BER slopes between PM/DLI and PM/microring
cases. Since there is inherently more insertion loss to bias the microring modulator
for BPSK generation, and more importantly, the modulator and demodulator chips we
used had large insertion loss, the total link power budget is very tight and we were
operating at the sensitivity edge of the EDFAs, which in consequence added excessive
ASE noise, which contributes to the error floor of BPSK link. Note the error-floor does
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Figure 3.8: Microring-based QPSK modulator and microscopy optical image. Adapted
from [3].
not indicate performance disadvantage of microring modulator with respect to PM or
MZM; in fact, we have previously showed microring modulator generated BPSK with
performance comparable to commercial modulators [26]. In addition, there are several
advantages of microring generated BPSK, such as resilience to chromatic dispersion and
lower driving voltage [26]. A theoretical simulation shows only 0.8 dB power penalty be-
tween all-ring based BPSK and conventional BPSK link [28]. Therefore, we expect the
receiver sensitivity to be improved using optical packaging of silicon chips with reduced
coupling loss and optimized device designs. However, even for the all-microring-based
case, the obtained BER is below the forward error correction (FEC) limit, which val-
idates the application of microring-based end-to-end BPSK link for practical usage.
Given the low cost advantage of the silicon platform, the microring-based BPSK link
may find application in FTTH networks which has large volume of production and the
key factor for deployment is cost [34].
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3.4 Conclusion and Further Work
In conclusion, we designed and demonstrated the first microring modulated BPSK sig-
nal at 10 Gb/s, and the first all microring-based end-to-end BPSK link. The obtained
link BER is below the FEC limit, validating the practical application of the demon-
strated technique. Compared with the traditional PM and DLI based approach, the
microring-based devices have substantially smaller footprints, are potentially more en-
ergy efficient and cost effective. In addition, microrings can be easily cascaded into
arrays utilizing WDM for high-capacity transceivers. Furthermore, combination of
microring-based BPSK can be used to produce QPSK modulators and demodulators
[35] (Fig. 3.8), which can be used to build next generation coherent transceivers under




using a Silicon Traveling-Wave
Modulator
As shown in the previous chapter, BPSK modulator is the basic component for generat-
ing advanced modulation formats such as polarization-division-multiplexed quadrature
phase-shift keying (PDM-QPSK). Although microring modulators have advantages in-
cluding being compact and potentially energy efficient, they also have a lot of drawbacks
such as temperature and fabrication variation sensitivity issues. In practice, especially
in the industry, MZM is still the preferred modulator structure for generating BPSK
signal. In this chapter, we demonstrate BPSK modulation using a silicon traveling-wave
modulator at data rate up to 48 Gb/s, with 7.4 Vpp differential RF driving voltage
and record 8.75 pJ/bit dynamic energy efficiency. The performance of the silicon BPSK
modulator is compared with a commercial Lithium Niobate phase modulator, showing
better dispersion tolerance.
4.1 Introduction and Recent Works
High-speed silicon modulators have attracted considerable research interests for ad-
vanced modulation formats in recent years [36, 37]. As the key enabler to increase
optical network capacity, PDM-QPSK has been deployed in 100-Gb/s long haul co-
herent transmission links, and higher modulation formats such as 16-ary quadrature
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Figure 4.1: Typical PDM-QPSK modulator structure [4].
amplitude modulation (16-QAM) may be used for next-generation high-capacity net-
works [38]. BPSK modulator is a basic building block for advanced modulation formats
such as PDM-QPSK and QAM. QPSK modulator can be implemented using a pair of
nested BPSK modulators for in-phase and quadrature components, typically in Mach-
Zehnder interferometer (MZI) structure (Fig. 4.1 ). The same structure can be used
for QAM generation, requiring RF driving signal generated by digital-analog-converter
(DAC) [37]. Encoding bit information on the signal phase, BPSK format has the well-
known 3 dB sensitivity advantage and better nonlinearity tolerance compared with
on-off keying (OOK) modulation. BPSK modulation can be generated using straight-
line phase modulator (PM) or Mach-Zehnder modulator, typically in Lithium Niobate
(LiNbO3) technology [5].
Current coherent transmitters are typically built on LiNbO3 based modulators with
discrete passive optical components. To reduce the cost and energy consumption, silicon
based photonic integrated circuits (PIC) has gained a lot of attention. Due to its
advantage as a powerful integrated platform, silicon photonics is poised to enable low-
cost and high-yield device manufacturing with potentially large impact on applications
ranging from optical communication [22, 25] to high-performance computing [39].
The recent efforts for BPSK modulation in silicon have been primarily focused on
microring and MZM structures. For BPSK signal generation in microring, the microring
needs to be over-coupled so that there will be phase shift during bit transitions. Up
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Figure 4.2: Principle of phase modulation using a MachZehnder modulator [5].
to 10-Gb/s BPSK modulation has been shown in silicon microring modulator [32].
Although having advantages such as small footprint and potentially power-efficient,
microring modulator suffers from thermal instability and prone to fabrication variation
issues. A more widely adopted structure for BPSK modulation is MZI. There has been
multiple works on high-speed BPSK MZI modulation showing low driving voltage or
chirp-free performance, with the highest demonstrated data rate being around 25-Gb/s
[40, 41, 42]. Further pushing the data rate limit of BPSK modulators could enable
integrated PDM-QPSK and QAM transmitter in silicon at unprecedented data rate.
When using a MZM for phase modulation, the modulator is biased at its transmis-
sion null, and is driven at twice the switching voltage required for OOK modulation
(Fig. 4.2). Since the phase of the optical field changes its sign upon transitioning
through a minimum in the MZMs power transmission curve, two neighboring intensity
transmission maxima have opposite optical phase, and a near-perfect 180 phase shift is
obtained, independent of the drive voltage swing [5].
In this work we demonstrate BPSK modulation using a silicon traveling-wave mod-
ulator at record data rate. The silicon BPSK modulator is designed with slow-wave
transmission line electrodes and is driven by 7.4 Vpp differential and 4 V bias volt-
age. Up to 56-Gb/s OOK modulation with open eye and 48-Gb/s BPSK modulation
is shown. The silicon modulator is estimated to achieve 8.75 pJ/bit record dynamic
energy efficiency at 48-Gb/s. The silicon modulator is compared with a commercial 35






Figure 4.3: (a) A traveling-wave MZM under probed testing: GSGSG probe on the right
is for driving, and GSGSG probe on the left is for providing 50- termination to each device
arm, and (b) micro-photograph of a section of the device, mainly top metal (Metal2) is
visible. Inset (not-to-scale): details near a ground-plane lateral connection (G-tie) and the
optical delay loop for re-aligning optical and RF phase [6].
4.2 Device Design
Fig. 4.3) shows an example of a traveling-wave MZM with slow-wave electrode design.
Slow-wave transmission line electrode refers to ground-signal (GS) or ground-signal-
ground coplanar strip transmission lines loaded with periodic segmented lateral elec-
trodes. The segmented lateral electrodes in slow-wave transmission line restrict RF
currents to flow only in the continuous G and S strips that have much larger sepa-
ration thus providing higher inductance per unit length. Due to the combination of
large inductance and capacitance per unit length, the RF effective index is 6–7 in the
device we report. It is significantly larger than in a typical coplanar strip transmis-
sion line designs, where the loaded device RF index is close to the optical group index
(3.5–4). Due to the high RF effective index in this device, which translates to slow RF
signal propagation, periodic optical delay loops are used between the device sections
to re-align the optical and RF phase [6]. The device is divided into 11 sections and
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Figure 4.4: Cross sectional diagram of the phase shifter.
implemented ten optical delay loops such that the device bandwidth is within 2 % of a
continuously perfectly velocity match modulator.
The device operates with GSGSG configuration for driving and termination (Fig.
6.1(a)). The cross section of the p-n junction phase shifter is shown in Fig. 1b with key
dimensions annotated. The device was fabricated at the Institute of Microelectronics,
A*STAR, Singapore, through an OpSIS multi-project-wafer run. The fabrication pro-
cess enables monolithic integration of both modulators and photodetectors, therefore
it is straightforward to incorporate the designed modulator in building larger systems.
The phase shifter uses striploaded ridge waveguide with a slab thickness of 90 nm and
ridge height of 220 nm. The p-n junction is formed at the center of the waveguide by
5 × 1017/cm3 p-dopants and 3 × 1017/cm3 n-dopants. The intermediate p+ and n+
dopants are on the level of 2×1018/cm3. These designs significantly decrease the series
resistance Rpn while maintaining low optical loss.
Fig. 6.1 shows the cross sectional diagram of the phase shifters in the MZM [6].
The silicon travelling-wave modulator has a length of 3.5-mm, and is measured to have
E/O 3-dB bandwidth of 21.5 GHz at 0 V bias and 27 GHz at -1V bias. Each arm of
the modulator is a p-n junction in depletion mode with fully independent differential
drive. A polarization-maintaining (PM) fiber array is attached to the chip to obtain
stable coupling through grating couplers. The device V π is measured to be ∼ 5.5 V
for each arm. The impedance of each arm is measured to be ∼ 65 Ω in the experiment,
deviating from the ideal 50 Ω device design.






















ER = 8.8 dB
40 Gb/s
ER = 8.9 dB
56 Gb/s
ER = 4.9 dB
(a)
(b)
Figure 4.5: (a) Device optical spectra. (b) Eye diagram of OOK modulation at 40-Gb/s
and 56-Gb/s with extinction ratio of 8.9 dB and 4.9 dB (20 ps/div).
spectral range (FSR) due to 100 µm intentional imbalance of the Mach-Zehnder arm
lengths for convenient change of the modulator phase bias. In order to characterize the
modulator, OOK modulation at data rates of 45-Gb/s, 40-Gb/s and 56-Gb/s is first
tested (Fig. 4.5(b)). A differential driving voltage of 7.4 Vpp and 4 V bias voltage is
used. The data generation equipment is operated above its upper limit at data rate
beyond 50-Gb/s, therefore the 56-Gb/s limit shown here is likely not an indication of
device speed limit.
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Figure 4.6: Experiment setup.
4.3 Experiments and Results
The experimental setup is shown in Fig. 7.3. A continuous-wave (CW) signal from a
tunable laser (TL) is sent into the device-under-test (DUT) after a polarization con-
troller. A pulsed-pattern generator (PPG) generates a non-return-to-zero (NRZ) 231-1
pseudo-random bit-sequence (PRBS) signal. The PRBS signal is four-way split and
delayed before being multiplexed into a single high-speed signal using an SHF 24210A
module. The differentials output from the MUX are amplified by a pair of driver am-
plifer (Centellax OA4MVM3), biased with a high-speed bias tee (T) and drives the
silicon modulator through an 65 GHz RF GSGSG probe. The output light from the
chip is then amplified with an erbium-doped fiber amplifier (EDFA). The amplified
signal passes through different lengths of single mode fiber (SMF), a variable optical
attenuator (VOA) and a commercial BPSK demodulator with 50 GHz FSR for signal
demodulation. In our experiment the single-ended demodulated output from the de-
structive port is used for BER and eye diagram measurement. The demodulated signal
output is received on a PIN-TIA photodetector with limiting output buffer, which is
connected to a 1:4 demultiplexer and selector. The demultiplexed and selected tribu-
tary is then fed into a bit-error-rate tester (BERT) for BER measurements. A digital
communications analyzer (DCA) was used to record eye diagrams throughout the ex-
periment. The PPG, DCA and BERT are synchronized with the same clock signal.
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The binary data is encoded as either 0 or phase shift between different bits in the
BPSK format. In our experiment, the tunable laser wavelength is set at 1554.788 nm.
To generate BPSK modulation in a MZI structure, the ideally required driving signal is
twice the driving signal required to generate OOK signal [5]. It is possible to generate
BPSK signal with lower driving voltage, with the consequence that the generated BPSK
has a small amount of chirp [40]. The differential driving voltage applied to each arm
of the silicon modulator is measured to be 7.4 Vpp and biased at 4 V, operating the
p-n junction at depletion mode. Due to the nature of the operation principle, intensity
dips are visible from the generated eye diagram. Because of equipment availability, a
BPSK demodulator with fixed 50 GHz FSR is used to demodulate and evaluate the
generated BPSK signals at different data rate, showing the demodulated signals at the
destructive port with various speeds.
The measured alternate mark inversion (AMI) signal eye diagrams are clear and
open at data rates up to 48-Gb/s is shown in Fig. 4.7. The 48-Gb/s BPSK eye
diagram is measured to have BER of 8 × 10−3, which is below the soft-decision FEC
limit. At data rate above 48-Gb/s, the demodulated bits start to mix together. Since
the silicon modulator is tested to operate at 56-Gb/s, the BPSK speed limit at 48-
Gb/s is likely due to the driving voltage instead of an indication of bandwidth limit.
The dynamic power consumption (excluding static power) of the silicon modulator is





) [40]). The corresponding energy efficiency
of the modulator is calculated to be 8.75 pJ/bit at 48-Gb/s and 10.5 pJ/bit at 40-Gb/s,
lower than the previous demonstrated record of 11.8 pJ/bit efficiency of the low-voltage
silicon MZI modulator [40].
To compare the performance of the silicon BPSK modulator with commercial mod-
ulator, a LiNbO3 40-Gb/s phase modulator (model Covega Mach-40) is evaluated in
the same experimental setup. The phase modulator is based on titanium-indiffused
z-cut LiNbO3, with 3 dB E/O bandwidth of 35 GHz, RF driving voltage of 6 V. The
same Vpp driving voltage is applied to LiNbO3 phase modulator without bias voltage.
The recorded demodulated BPSK eye diagrams are shown in Fig. 4.8. The demodu-
lated BPSK eye diagrams generated by LiNbO3 modulator have larger extinction ratio
than silicon modulator. The LiNbO3 modulator is able to operate at 50-Gb/s while
the silicon modulator exhibits a speed limit, which can be explained by the E/O 3-dB
bandwidth difference of 35 GHz vs. 21.5 GHz. Another possible reason for the speed
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(g) 50 Gb/s
Figure 4.7: Silicon travelling-wave modulator generated BPSK eye diagrams and the
demodulated eye diagrams at (a) 25 Gb/s (b) 30 Gb/s (c) 35 Gb/s (d) 40 Gb/s (e) 45
Gb/s (f) 48 Gb/s (g) 50 Gb/s (20 ps/div).
limit is that the LiNbO3 modulator is driven at full Vpp required for BPSK modulation
while the silicon modulator is under-driven.
The silicon BPSK modulator and LiNbO3 phase modulator are further compared
in fiber transmission experiments in the same experimental setup. 1 km and 5.5 km
length of SMF are used, with recorded eye diagram shown in Fig. 4.9. Due to the
nature of BPSK generation in a phase modulator, chirp is introduced across each bit
transition, causing the bits to interfere with each other, evident at longer SMF lengths.
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Figure 4.8: Demodulated BPSK eye diagram of silicon modulator and LiNbO3 phase
modulator at (a) 25 Gb/s (b) 40 Gb/s (c) 50 Gb/s (20 ps/div).
(a) 1 km
(b) 5.5 km
Silicon MZM LiNbO3 Phase Modulator
Figure 4.9: Demodulated BPSK eye diagram of silicon modulator and LiNbO3 phase
modulator at 40 Gb/s after (a) 1 km (b) 5.5 km SMF transmission.
In contrast, a push-pull drive MZM is able to operate chirp-free in theory [5]. Because
the driving voltage of the silicon modulator is lower than ideal 2 V for generating BPSK,
a small amount of chirp could also be introduced [40]. However the chirp of the silicon
modulator is much smaller than the phase modulator, making the silicon modulator
more tolerant to dispersion (Fig. 4.9).
The BER of the silicon modulator is characterized as a function of received power
and compared with the LiNbO3 phase modulator at 25-Gb/s (Fig. 4.10). Both modu-
lators are able to achieve error-free operation (BER at 10−12). There is 3 dB power
penalty (at 10−9 BER) between the silicon and LiNbO3 modulator, which can be ex-
pected from the lower extinction ratio from the eye diagrams (Fig. 4.10). In addition,
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Figure 4.10: Recorded BER curves of silicon and Lithiun Niobate modulator at 25-Gb/s.
the silicon modulator has larger insertion loss than LiNbO3 modulator due to unopti-
mized coupling between fiber array and grating coupler, therefore more ASE noise is
added to the signal when it is amplified by the EDFA.
The BER of the silicon modulator and the LiNbO3 phase modulator is further
compared at 40-Gb/s with different SMF transmission lengths (Fig. 4.11). Again in
the back-to-back case, the LiNbO3 phase modulator outperforms the silicon modulator.
However, starting from 1 km SMF transmission, LiNbO3 phase modulator shows 0.8
dB power penalty while the silicon modulator shows no power penalty. With 2.15
km SMF transmission, the LiNbO3 phase modulator has a BER error floor at 10−5
level, and with 5.5 km SMF transmission, BER measurement cannot be performed. In
contrast, the silicon modulator shows BER error floor at 10−6 level at 5.5 km SMF
length. Therefore, BER measurements confirm that the silicon modulator has better
dispersion tolerance than the LiNbO3 phase modulator.
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Figure 4.11: Recorded BER curves of silicon and Lithiun Niobate modulator at 40-Gb/s
with different SMF transmission lengths.
4.4 Conclusion
We demonstrate for the first time up to 48-Gb/s BPSK modulation using a silicon
traveling-wave modulator. 7.4 Vpp differential driving voltage and 4 V bias voltage are
used to drive the silicon modulator. Dynamic energy efficiency of the silicon modulator
is calculated to be 10.5 pJ/bit at 48-Gb/s and 10.5 pJ/bit at 40-Gb/s, lower than
the previous record of 11.8 pJ/bit [40]. Error-free modulation with BER at 10-12 is
confirmed at 25-Gb/s. The silicon modulator is compared to a commercial 35GHz
LiNbO3 phase modulator, showing better dispersion tolerance in SMF transmission
experiments. The demonstrated silicon BPSK modulator could be used to as a basic
building block for PDM-QPSK and QAM modulation at unprecedented data rate,
leveraging the emerging potentially low-cost silicon photonic fabrication technologies.
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4.4 Conclusion
In the future, it is imagined that these modulators would be used to build highly-




Silicon Photonic Crossbar Switch
The previous two chapters described the work on microring and MZI type modulators.
Besides being used to encode data using light, these structure could also be used to
construct switches. Switching is an interesting applications as it is the foundation of
forming networks. Building a compact, scalable switch with fast switching time is the
goal of many researches for applications including data center, network-on-chip and
telecommunications etc.
Realizing small-footprint and energy-efficient optical switching fabrics is of crucial
importance to solve the data movement challenges faced by optical interconnection
networks. This article demonstrates silicon photonic 22 full crossbar switching func-
tionality based on a single microring. The ultra-compact device is shown to success-
fully switch data channels from two input ports simultaneously. Data channels in both
multiple and same wavelength switching experiments are measured to be error-free.
Simulation shows that by optimizing some of the microring parameters crosstalk could
be reduced. This work confirms the applicability of a single microring as a 22 switch
element for on-chip optical interconnects.
5.1 Background on Microring Swithces
In a Mach-Zehnder interferometer (MZI), the phase of light in the two arms is controlled
either electro-optically or thermal-optically. In this way, light can be switched to one
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Figure 5.1: (a) 2 × 2 switching element using single microring in two different states. (b)
4-by-4 multistage switch with Benes topology utilizing only 6 microrings.
of the output ports depending on whether constructive or destruc-tive interference
occurs. A simple MZI acts as a 2 ×2 switch, and switch fabrics with higher port-count
can be implemented by interconnecting multiple 22 switch elements. As the time of
this writing, state-of-the-art work has shown up to 3232 switch fabric integrating 1024
MZI switches on an 1125 mm2 silicon chip [43].
In contrast to a MZI switch, the microring switch is a type of wavelength selec-
tive switch, which means only signals with wavelengths at the microring resonance is
switched. High-radix on-chip optical switching fabrics typically consist of basic 1×2
or 2×2 switching elements, which can be built using either Mach-Zehnder (MZ) inter-
ferometer [44, 45] or microring resonator structures [46, 47, 48, 49]. Microring-based
switch fabrics exhibit lower power consumption and smaller size [50], among other ad-
vantages. Interconnecting a large number of microrings (possibly hundreds) in a switch
matrix represents a key challenge in the system-level design. Subsequently, microrings
as a basic building block of the switch can directly impact system performance due to
the cumulative physical layer characteristics (e.g., optical signal crosstalk [51]).
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Figure 5.2: Silicon photonic used as modulation, switching and demultiplexing elements
in an interconnect.
To address the power and bandwidth challenges of next-generation high-performance
multi-core computing systems, on-chip optical interconnects have emerged as a promis-
ing technology solution [22, 52]. In particular, silicon photonics offer the possibility for
realizing on-chip optical interconnects that are compatible with existing complementary
metaloxidesemiconductor (CMOS) fabrication processes, thus meeting the criteria of
providing high-bandwidth energy-efficient connectivity at low cost and within a small
footprint. To date, significant progress has been made by the demonstrations of various
high-performance devices including modulators [53], photodetectors, switches [44], op-
tical routing structures [54], and system-level experiments showing field programmable
gate arrays (FPGA) emulating nodes connected by silicon photonic switches [55] (Fig.
5.2).
Previously proposed 2×2 microring switching elements are typically composed of
two crossing waveguides with two coupled microrings with each microring responsible
for switching data from one input port to the desired output port [56]. All prior
experimental demonstrations are either using two microrings as 2×2 switch or only
showing 1×2 switching of a single microring. From an architectural point of view,
reducing the number of microrings in a switch matrix can reduce the footprint, cost,
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and power consumption, as well as greatly simplify the complexity of the associated
control system of microring wavelength stabilization and locking [16]. To the best
of knowledge, no previous experimental work has ever shown full 2×2 functionality
based on single microring (Fig. 5.1(a)). By utilizing only one ring as a 2×2 switching
element, the number of microrings required for a given topology can be reduced by half.
As an example, to construct a 4×4 switch fabric with Benes topology, 12 microrings
are required using the conventional 2×2 switch [51]. However, using a single microring
as the basic 2×2 switching element, only 6 microrings are needed (Fig. 5.1(b)).
Here in this chapter, we demonstrate that the single microring can be used as a
2×2 crossbar switching element. We verify the functionality of single-microring based
2×2 switch and derive the optimal device parameters which can potentially enable the
scalability to high-radix switch fabrics.
5.2 Single Microring 2 × 2 Switch
The 2×2 switch (Fig. 7.2(a)), consists of an 8 µm radius microring side-coupled to
two waveguides. The waveguide crossing in Fig. 5.1(a) is currently not included. We
expect that adding the waveguide crossing should not affect the performance of the
switch since progress in waveguide crossing design has shown very low crosstalk (lower
than 37 dB in [57]). The microring is originally used as an add-drop filter in a mod-
mux-ring architecture, and the detailed device fabrication can be found in [53]. In this
work we are using it as a thermal-optical switch with ∼ µs level switching time for the
demonstration of principle; however, to achieve nanosecond switching, a microring with
p-i-n doped structure could be used [47]. The microring is formed by a ridge waveguide
of 500 nm width, 220 nm height and 90 nm slab height. The microring has a Q factor
of ∼1,900 (100 GHz passband, Fig 7.2(b)) with a FSR of ∼12 nm. Thermal switching
of the microring is achieved through a ∼200 Ω resistor formed by n-type doped slab
waveguide covering 60% circumference of ring. The measured thermal tuning efficiency
is about 250 pm/mW [53]. Each of the four ports of the microring switch is routed to a
grating coupler for coupling light on and off the chip. A polarization maintaining fiber
array is attached to the chip to obtain stable optical coupling and allows simultaneous
optical access to all the ports of the microring switch.
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Figure 5.3: (a) Microscope image of the fabricated microring 2×2 switch. (b) The
microrings transmission spectrum with the model shown in the inset.
5.2.1 Multiple Wavelength Switching
In our first experiment (Fig. 5.4), two CW tunable lasers (TL) are set at the micror-
ing resonances of λ1 and λ2. The two signals are modulated by commercial LiNbO3
modulators (MZM) and driven by 10-Gb/s non-return-to-zero (NRZ) 231 − 1 pseudo-
random-bit-sequence pattern (PRBS) RF signal originating from pulsed-pattern gen-
erators (PPG). Each modulated optical signal is then amplified by an erbium-doped
fiber amplifier (EDFA) before being launched onto the microring switch chips (λ1 was
sent to port 1 and λ2 was sent to port 3) simultaneously. The power at input fiber
of both channels is equalized to ∼8 dBm. The microring switch is contacted by an
RF probe controlled by a DC voltage supply. The outputs from the chip (port 2 and
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Figure 5.4: Multiple wavelength switching experiment setup.
Figure 5.5: 10 Gb/s eye diagrams recorded at 50 ps/div, demonstrating proper switching
configurations for the cross/bar state of the microring 2×2 switch.
4) pass through a bandpass filter, an EDFA, and a variable optical attenuator (VOA)
before being received by the PIN-TIA photodetector and limiting amplifier (LA) and
fed into a bit-error-rate tester (BERT) for BER measurements. The 0.8 nm barrow
bandwidth filter emulates the function of a microring demultiplexer at the receiving end
in an on-chip optical interconnection environment. A digital communications analyzer
(DCA) is used to record eye diagrams through the experiment. The PPG, DTG, DCA
and BERT are synchronized by a 10 GHz clock source.
The tunable laser wavelengths (λ1 = 1550.722 nm, λ2 = 1562.441 nm) are first set
to match the microring resonance so that the microring switch is at cross state when
no voltage is applied. At cross state of the 2×2 switch, signal λ1 (input at port 1)
is completely switched to port 2 while signal λ2 (input at port 3) is switched to port
4i.e., both signals are dropped into the microring simultaneously (Fig. 5.5, cross state).
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Figure 5.6: Same wavelength switching experiment setup.
When a 2V voltage is applied to the microring switch, the 2×2 switch is in bar state:
signal λ1 is now switched to port 4 while signal λ2 is switched to port 2 (Fig. 5.5,
bar state). For both states, the open eye diagrams suggest high-quality data switching
and minimal crosstalk between data channels. Depending on the voltage applied to
the microring, the two input signals will be switched to different outputs accordingly,
making the single microring serve as a 2×2 switch element for both configurations.
5.2.2 Same Wavelength Switching
In our second experiment, we demonstrate that the single microring is able to operate as
a spatial switch for two signals of the same wavelength. The experimental setup (Fig.
5.6) differs from the first experiment as follows: a single wavelength is split equally
using a 50:50 coupler after the TL; channel 1 is modulated with 231 − 1 PRBS signal
while channel 2 is modulated with223−1 PRBS signal in order to differentiate the data
encoded for performing the BER measurements; SMF is used as a phase decoherence
mechanism [58]. The other parts are kept the same with the first experiment.
The tunable laser wavelength is set at 1553.344 nm so that the microring switch
is at bar state when no voltage is applied. For bar state of the 2λ2 switch, the input
signal at port 1 is routed to port 4 while input signal at port 3 is routed to port 2
(Fig. 5.7, bar state). When a ∼2.76V voltage is applied to the microring switch, the 22
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Figure 5.7: 10 Gb/s eye diagrams recorded at 50ps/div, demonstrating proper switching
of the same wavelength.
switch is in cross state: input signal at port 1 is switched to port 2 while input signal at
port 3 is switched to port 4 (Fig. 5.7, cross state). For both states, we ensure the eye
diagram recorded is from the correct input by manually tuning the modulation bias of
each channel and observe a change in the eye crossing for confirmation. The noise of the
recorded eye diagram in Fig. 5.7 is due to intra-channel crosstalk due to interference
between leaked channel and desired channel because of imperfect microring filtering.
We observed that the switching voltage needs to be fine-tuned during the experiment
due to resonance shift, which can be accomplished using control system sampling with
greater precision, which could be achieved via more capable analog to digital conversion;
therefore, a wavelength locking scheme is essential in future applications [59].
5.2.3 BER Measurements
In order to verify the data switching capability of the microring switches, BER mea-
surements are performed for all channels in back-to-back (B2B), cross and bar states
of both configurations. For all the tested states, error-free operation is confirmed. On
average, for all measured channels and switch states, switching multiple wavelengths
exhibits 0.7 dB power penalty which is smaller than the 2.9 dB power penalty for
switching the same wavelength (Fig. 5.8), because of 1) larger intra-channel crosstalk
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Figure 5.8: BER measurements of both channels at cross/bar state and the back-to-back
cases of the (a) multiple (b) same wavelength switching experiment showing on average
CH1: Bar -0.1dB, Cross 0.4dB; CH2: Bar -0.8dB, Cross -1.8dB and CH1: Bar -1dB, Cross
3.2dB; CH2: Bar -3.2dB, Cross -3.3dB power penalty.
2) inter-channel crosstalk being filtered out by the bandpass filter in the first experi-
ment. Detailed analysis and discussion of the crosstalk is presented in the next section.
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5.2.4 Crosstalk Simulation and Discussion
In order to obtain the crosstalk and the resulting power penalties, we need to estimate
the loss factor in the microring and the field coupling strength between the ring and
the waveguide. A schematic of the device indicating some of the parameters used in
the model is drawn as an inset in Fig. 7.2 (b). The field coupling coefficient are
related through t2 + k2 = 1, when there are no losses in the coupling region, with t
denoting the part of the electromagnetic field propagating further on the waveguide
and k the part of the filed coupling to the microring. The loss factor of the ring
is given by l = e(−αL/2) , where α is the optical power loss coefficient and L being
the ring circumference. Using similar methodology as outlined in [19], we obtain from
the actual measured transmission spectrum of the device l=0.99 and t=0.91. These
parameters give group index ng=3.87 and a Q∼1842 which is in accordance with the
one estimated from the measured λ/δλ. The simulated transmission spectrum, shown
on Fig 7.2(b) is in good agreement with the measured spectrum indicating the accuracy
of the calculated parameters.
The optical signal which leaks to the untargeted port can interfere destructively
with the desired signal giving rise to crosstalk. The crosstalk power PX results in
power penalty PP = −10 log10(1−2
√
PXP1) [51] for same wavelength switching, which
depends amongst others on the optical bandwidth of the modulated signal. For 10 Gb/s
NRZ-OOK signal the calculated power penalty for a microring with l=0.99 versus the
coupling strength is shown on Fig. 5.9 (a). It differs for cross and bar state since in cross
state the microring acts as a filter, dropping only some of the frequencies while the rest
of the signal leaks to the through port giving rise to crosstalk. The estimated expected
power penalty for bar state is 1 dB which is very close to the actually measured 1 dB
penalty for channel 1 in bar state. For cross state the estimated power penalty is 2.4 dB,
which is lower than the measured 3.2 dB penalty. Note however that small shift in the
resonance can cause an increase in the crosstalk (Fig 5.9 (b)) to which we attribute the
higher measured power penalty. The optimal coupling value is considered to be when
the power penalties for cross and bar state are the same which for this ring would be for
t=0.86. A switch with this coupling will be less dependent on the detuning as shown
on Fig 5.9(b).The dependence of the power penalty on the loss factor for a microring
with measured coupling strength shows that further decreasing the loss coefficient will
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not improve significantly the power penalty (Fig 5.10 (c)). For the measured ring the
optical power loss coefficient is =6 dB/cm. Finally we show the calculated dependence
of the power penalty on the bit rate of an NRZ-OOK modulated signal. As expected
the penalty increases with the bit rate but the increase is slower at optimal coupling
and is only very weakly dependent on the switch state. The coupling value can be set
by setting the gap between the microring and the waveguides at design time [58].
We have demonstrated compact, single-device silicon microring-based 2×2 switches,
with the capability of switching data streams from two input ports simultaneously.
Using only one microring as a basic 2×2 switch building block, the footprint, power
consumption and control system complexity of the optical interconnection switch fabric
can be significantly reduced. This work therefore enables the implementation of novel
switching architectures and reveals a new design area for scaling optical interconnection
networks.
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Figure 5.9: (a) Power penalty versus the coupling strength parameter for a microring
with loss factor l=0.99. (b) Power penalty as a function of the detuning of a 10Gb/s
NRZ-OOK modulated signal from the ring resonance.
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Figure 5.10: (c) Loss factor dependence of the power penalty of a ring. (d) The power








In this chapter we demonstrate a novel in-band OSNR monitor with full optical com-
ponents integration. The OSNR monitor is shown to have a working range of 17 dB for
40-Gb/s OOK and DPSK signals, and is insensitive to chromatic dispersion of 0-250
ps/nm.
Driven by bandwidth-demanding applications and emerging broadband services,
Internet backbone traffic continues to grow rapidly, increasing network complexity and
presenting challenges in the management and control of optical networks. Optical
performance monitoring (OPM) has been proposed for physical-layer fault manage-
ment, maintenance, failure diagnosis as well as dynamic resource allocation capabilities
[60]. As an essential part of OPM techniques, an optical signal-to-noise ratio (OSNR)
monitor is an important tool to provide information on the signal transmission qual-
ity. With OSNR monitoring, impairment-aware optical networks can be realized using
cross-layer communications, which can effectively counteract inter-channel impairments
on the physical layer and meet the stringent quality-of-service (QoS) requirements of
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Figure 6.1: (a)The OSNR monitor, composed of a microring resonator with integrated
heater and silicon photodiode positioned on the drop port of the microring (not to scale).
Inset: SEM image of fully processed device. (b) Working principle of the OSNR monitor.
such networks [61].
Several OSNR monitoring methods have been proposed previously. One approach
is the polarization-nulling method [62], which is based on the assumption that the
signal is polarized while the noise is unpolarized. However, this technique may not be
accurate when the noise is partially polarized or in the presence of polarization-mode
dispersion (PMD), and it is difficult to realize in integrated optics. Another method,
based on mach-zehnder interferometry [63], requires the prior knowledge of the signal
amplitude autocorrelation function and therefore typically requires system calibration
by turning off the noise and scanning signal interference [64]. Recently several efforts
[65] have been made to realize OSNR monitoring in an integrated fashion, however
these demonstrations still require discrete and bulky off-chip components such as power
meters.
In this work, we demonstrate an ultra-compact, modulation format and chromatic
dispersion insensitive OSNR monitor, based on narrow-band filtering [66]. The high
quality factor (Q) microring resonator acts as a band-pass filter to extract a portion
of the signal spectrum with the in-band noise, which is detected by a defect-enhanced
silicon photodiode positioned at the drop port of the microring (Fig. 6.1a). Considering
fixed optical power after amplifiers in an optical link, the channel power filtered by the
microring increases with respect to higher OSNR (Fig. 6.1b). In the regime where the
increment of filtered channel power is dominated by the signal power change,there is
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Figure 6.2: Measured 40-Gb/s OOK spectrums at various OSNR.
almost a linear relationship between the filtered channel power and the OSNR of that
channel. This is also evident from equation 6.1:






− 1) ≈ Ptotal − PASE(dBm) (6.1)
When changes in Ptotal are much larger than that of PASE , changes in OSNR in-
crement can be approximated as changes in Ptotal. This is particularly true for low
ONSR values, as shown for measured 40-Gb/s on-off keying (OOK) spectrums at var-
ious OSNR values (Fig. 6.2).
The 15−µm radius microring used in this experiment, with a Q of ∼ 17000, is used
as a band-pass filter with ∼ 0.09nm (11 GHz) 3dB passband. Situated 1µm above the
microring, a thin film titanium-based heater is used to tune the resonance of the micror-
ing. The wavelength tunability of the microring resonator using the integrated heater
makes it applicable to dense wavelength division multiplexing (WDM) environments,
since the thermal tuning can be used to monitor different channels and to stabilize the
microring resonance with respect to temperature and optical power [67] at the same
time (Fig. 6.3). A defect-enhanced silicon photodiode is integrated at the drop port
of the microring to measure the filtered optical power. The generated photocurrent is
converted to the measured voltage using a transimpedance amplifier (TIA).
The linearity of the photodiode response is tested at the 1551.3 nm resonance (Fig.
6.4). The silicon microring and photodiode based ONSR monitor is fully integrated on a
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Figure 6.3: (a) Waveguide geometry and doping profile for the microring (top) and
silicon photodiode (bottem). (b) Transmission spectra of the microring at different heater
voltages.
Figure 6.4: Measurement of the silicon photodiode linearity.
chip area of ∼ 0.15mm2. A polarization controller is used to ensure TE polarized light is
coupled into the chip with holographic grating couplers. In future implementations, the
polarization controller can be eliminated by using an on-chip polarization-independent
scheme. Silicon microring resonators have been proposed in many applications includ-
ing on-chip interconnects, optical access networks, as well as large scale computing
systems [1]. Since both the silicon microring resonator and the defect-enhanced sil-
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Figure 6.5: Experimental Setup.
icon photodiode are CMOS-compatible, they can leverage mature CMOS fabrication
technology to be produced at the economy-of-scale required for mass deployment in
OPM networks. Furthermore, the ultra-compact OSNR monitor, once integrated with
microelectronics, will enable direct measurement of OSNR under stringent footprint,
power and cost requirements.
In our experiment (Fig. 8.2), a tunable laser (TL) is modulated by a phase mod-
ulator (MOD) at 40-Gb/s, driven by a 215 − 1 pseudo-random bit sequence (PRBS)
signal from a pulse pattern generator (PPG). The generated signal is then degraded by
a variable optical attenuator (VOA1) and then amplified by an erbium-doped fiber am-
plifier (EDFA) to introduce a controlled amount of ASE noise and thus vary its OSNR.
The signal then goes through different lengths of single-mode fiber (SMF) to introduce
different amounts of chromatic dispersion. The second attenuator (VOA2) is used to
ensure that the same optical power (1 dBm) reaches the chip in all trials. A portion of
the signal is sent to an optical spectrum analyzer (OSA) for OSNR verification, and the
other portion is coupled into the silicon chip by a grating coupler. The heater voltage
is optimized to achieve maximal photodiode voltage for both modulation formats. The
photodiode voltage is recorded for OSNR measurement.
Figure 6.6 shows measurement results for the 40-Gb/s OOK and differential phase-
shift keying (DPSK) channels at varying OSNR values. The recorded photodiode volt-
ages are normalized against the maximum values for both cases. For both modulation
formats, the linear range of the measured voltages is around 17 dB (17dB to 32 dB
for OOK, 10 dB to 27 dB for DPSK). Note that the measured voltage is dependent on
the TIA gain, therefore, the dynamic range of the voltage can be tailored as necessary
for the specific application. When the OSNR is above the upper bound, the measure
voltage tends to saturate because there is a smaller difference in terms of filtered power
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Figure 6.6: Normalized measured photodiode voltage as a function of OSNR. Insets: eye
diagram of the 40-Gb/s OOK and demodulated DPSK signals.
in high OSNR regions [66]. The sensitivity of the OSNR monitor is expected to be
improved when using microring resonators with higher Q [? ].
The 40-Gb/s signals are also propagated through 0-, 5-, 10-, and 15- km lengths of
SMF to validate the insensitivity to chromatic dispersion of the demonstrated OSNR
monitor (Fig. 6.7). The measured voltage has a small variation (< 10%) for all the
signals with different OSNR. The voltage difference is partially due to fluctuations in
the optical power at the input of the chip. The PMD sensitivity of the OSNR monitor
was not tested; however a demonstrated scheme based on the same principle has been
shown to be insensitive to PMD of 0-50 ps [66].
We have demonstrated a simple and ultra-compact in-band OSNR monitor using
an integrated wavelength-tunable silicon microring resonator and photodiode. The
OSNR monitor has a working range of 17 dB, and was measured to be insensitive to
chromatic dispersion levels of 0-250 ps/nm. The scheme can also be easily extended
to monitor signals with other modulation formats and data rates. Based on silicon
photonic components, the demonstrated OSNR monitor has the potential to be low
cost and be directly integrated with auxiliary microelectronics. In addition, with the
maturing of silicon photonics technology [1], OSNR monitors based on other principles
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Figure 6.7: Normalized measured photodiode voltage as a function of chromatic disper-
sion with different OSNR.
such as the 1-bit [63] or 1/4-bit [68] delay line interferometers, can also be fabricated





the Optical-Power Upper Bound
in a Silicon Microring Modulator
In this chapter we characterize the optical-power upper bound of CW light in a micror-
ing modulator. Heating due to absorption of light introduces instability which results
in power penalty and ultimately limits optical power. The upper limit for a 2.5µm
radius, Q ∼ 3000 microring is found to be ∼ 7dBm [67].
7.1 Introduction
A key parameter for optical interconnects design is the optical power budget, which
is defined as the difference between the maximal power that can be injected into the
network and the receiver sensitivity. The power budget, as well as considerations such
as power efficiency, ultimately limits the size and scalability of chip-scale photonic
interconnection networks [69] 7.1. As such, it is important to understand what are the
limiting factors on the optical power one can inject into such an optical interconnect.
As the modulator is one of the first elements in the lightpath, the optical power level
(per wavelength channel) at the modulator is expected to be relatively high compared to
subsequent components (switches, filters, etc.). Microring modulators in particular are
susceptible to performance degradation from nonlinear effects because of the intensity
enhancement in the cavity as well as the resonance shift which can result from two-
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Figure 7.1: Optical power budget analysis for NoC.
photon absorption in the cavity (both from heating as well as plasma dispersion effect
[70]).
Recent studies have predicted that nonlinearities will limit optical power to milli-
watt levels for optical interconnects [71], but this important parameter has not been
characterized experimentally before. In this work, we characterize a carrier-injection
based 2.5µm radius Q-factor ∼ 3000 microring modulator performance as the optical
power is gradually increased using eye-diagrams and bit-error-rate (BER) measure-
ments at 1 Gb/s modulation rate. We first characterize the performance degradation
caused by the resonance shift with wavelength and modulation bias fixed. We then
observe the dominant resonance red shift induced by two-photon-absorption generated
heat by characterizing the optimal modulation wavelength at various incident optical
powers (with fixed bias); finally we characterize the performance as function of incident
optical power with dynamic tuning of the modulation bias enabled and estimate the
maximum optical power at microring modulator at which stable modulation can be
achieved.
7.2 Device and Experiments
The microring modulator used in this experiment (Fig. 7.2), fabricated at the Cornell
Nanofabrication Facility, has a 2.5µm radius, optical quality factor of ∼ 3000, and is
coupled to a waveguide with dimensions of 450nm × 260nm. The waveguide has a
50-nm slab that is doped to form a PIN diode structure which is used to shift the
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Figure 7.2: Scanning-electron-microscope (SEM) image of the microring modulator.
resonance of the microring modulator by carrier injection and extraction.
A continuous-wave (CW) light from a tunable laser (TL) is set at a wavelength
slightly longer than the microring modulator resonance to achieve optimal modulation
(the microring resonance is blue shifted by carrier injection). It is amplified by an
erbium-doped fiber amplifier (EDFA), passes through an isolator and is attenuated by
a variable optical attenuator (VOA) before going through a polarizer (Pol) and being
launched on-chip using a tapered fiber at quasi-TE polarization. The modulator is
driven using a high speed RF probe by a 27 − 1 pseudo-random bit sequence (PRBS)
signal which is generated by a pulse pattern generator (PPG) and goes through a pre-
emphasis circuit to improve modulator response. A bias-tee (T) is used to add DC
modulation bias to the driving signal. The optical signal egressing the chip passes
through a VOA, an EDFA, a band-pass filter (λ) and a second attenuator before being
received by a PIN photodiode with a transimpedance amplifier (PIN-TIA) followed by
a limiting amplifier (LA). The received electrical signal is evaluated using a BER tester
(BERT). A digital communication analyzer (DCA) is used to record eye-diagrams and
extinction ratios of the modulated signal. The PPG, DCA and BERT are synchronized
to the same clock source which is set at 1-GHz. The optical power before entering the
second EDFA is attenuated to a predetermined level to keep a constant optical signal
noise ratio 7.3.
The first set of BER measurements consists of increasing the optical power launched
into the chip while keeping the modulation bias and signal wavelength fixed. In order
to determine how much power actually reaches the microring we perform the BER
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Figure 7.3: Experimental Setup.
Figure 7.4: (a, b, c) Eye diagrams of the microring modulator with increasing optical
power from a to c at fixed wavelength. (d) Eye restoration by tuning to a longer wavelength
(same optical power with c).
measurements twice interchanging the input and output roles of chip facets. Since the
relative power penalty introduced is only a function of the power reaching the microring,
we can compare the BER curve sets taken from launching from the two sides of the chip
to estimate ∼ 4.9 dB/cm waveguide propagation loss based on the 1-mm path difference
from the microring modulator to the two sides of the chip. The fiber-to-fiber insertion
loss of the chip is measured to be 20.1 dB off-resonance. Assuming equal coupling loss
at both sides of the chip, we can estimate it to be ∼ 8.5dB per facet. Using the above
method we estimate the optical power reaching the microring modulator.
The open eye generated by microring modulator (Fig. 7.4 a) degrades gradually
with increasing optical power, which is mainly due to resonance shift induced by two-
photon absorption. The eye diagram could be restored by tuning to a longer wavelength
(Fig. 7.4 d).
Due to the resonance red shift, at increasing power the microring modulator ex-
hibits decreasing extinction ratio and thus increasing power penalty (Fig. 7.5). We
then measure the optimal operation wavelength with varied optical power and fit the
experimental data with a parabolic curve (Fig. 7.6) as suggested in other study [72].
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Figure 7.5: (a) Recorded BER curves with increasing optical power at fixed wavelength,
legend shows estimated optical power at microring modulator. (b) Extinction ratio and
power penalty vs. estimated optical power.
The resonance red shift indicates that thermal effects dominate over free plasma dis-
persion (which would cause a blue shift) in this microring in agreement with previous
analysis [70].
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Figure 7.6: Optimal operation wavelength with varied optical power.
For the second part of the experiment we proceed to characterize the optical-power
upper-limit of the microring modulator by dynamically tuning modulation bias to com-
pensate for the resonance shift (laser wavelength tuning is less feasible in a WDM-type
optical interconnect). We observe constant performance up to 6-dBm power reaching
the microring. Starting from 6 dBm, a power penalty shows up and increases dramati-
cally as power increases to 7 dBm (Fig. 7.7). At this point the modulation point ceases
to be stable as the resonance location becomes significantly dislocated from its initial
(low optical power) state; a long string of 1 bits or a small thermal shift can cause
significant enough resonance shift that the ring no longer sinks enough optical power
and drifts back to its initial stable resonance location away form the laser wavelength.
We have quantitatively characterized a carrier-injection based microring modulator
with varied optical power, first at fixed wavelength and modulation bias, observing
resonance shift mainly induced by optically generated heat at microring cavity. The
resonance shift shows that some tuning needs to be implemented in order to avoid
significant degradation even at fractions of mW powers. We proceed to implement the
a tuning mechanism by shifting the modulation bias and show that even with such
mechnisms, the maximal power modulated by a microring is limited. For a 2.5 − µm
radius, Q ∼ 3000 this absolute maximal power is measured to be ∼7 dBm.
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Figure 7.7: (a) Recorded BER curves with increasing optical power at tuned modulation
bias. (b) Power penalty vs. estimated optical power.
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7.3 A Theoretical Analysis of Optical Power Limit of Sil-
icon Microring Modulator
Here we investigate the optical power limit due to two-photon absorption (TPA) in-
duced free carrier dispersion effect (FCD) in silicon microring modulator. The microring
cavity could enhance optical power by orders of magnitude, in which photons generate
carriers through TPA. The optically-generated carriers could blue shift the microring
resonance on sub-nanoseconds time scale, faster than corrective feedback mechanism
could response.





where λ is the resonant wavelength, ng ≈ 4.0 is the group index of the microring [73],
and ∆n is the refractive index change of Si. The carrier dispersion induced refractive
index change ∆n at wavelength of 1.55µm is given by [74]
∆n = 8.8× 10−22∆N + 8.5× 10−18(∆P )0.8 (7.2)
∆N(cm−3) is the electron concentration change, and ∆P (cm−3)) is the hole con-
centration change. An electron-hole pair is generated for every two photons absorbed










where τc is the free carrier lifetime, h is the photon energy, PTPA is the absorbed
optical power due to TPA, and V is the volume of the ring cavity. In steady state, the








where β = 8.4 × 10−9µm/mW is the TPA coefficient in Si at telecom wavelength,
Awg is the waveguide physical dimension, and Pring is the optical power in the microring
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Figure 7.8: Optical Power in a microring modulator.







For a microring coupled to a waveguide (Fig. 7.8), the electrical field transfer
function can be expressed as [76] [77]
E3 = tE1 + iκE2 (7.6)
E4 = iκE1 + tE2 (7.7)
where κ, t is the field coupling and transmission coefficient between waveguide and
microring respectively. κ and t also satisfies
κ2 + t2 = 1 (7.8)
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where α is the propagation loss factor, L = 2πR is the microring circumference,













At resonance, e−iθ becomes 1 since θ = m2π (m is integer). For critical coupling
















κ is very small compared to 1 (κ 1), so E2
E1
is roughly 1/κ, and the optical power





where Pin is the optical power reaching the waveguide coupling to the microring.





Note that increasing optical power can also decrease the Q to some extent. Here
the quality factor is assumed to be constant. With eq. 7.13 and 7.14 we can relate the





Therefore we have a series of equations linking the resonance shift caused by TPA-
induced free carrier dispersion effect and the optical power reaching the microring
modulator Pin.
The microring resonance also red shifts at large optical power due to the thermo
optical effect, caused by heating from TPA and free carrier absorption (FCA) nonlinear
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Figure 7.9: Comparison of FCD and thermal effect.
process as well as the linear surface absorption at the Si/SiO2 interface. The thermo





dn/dT = 1.86 × 10−4K−1 is the thermal optic coefficient of silicon, ∆T is the










ρ = 2.3 × 10−3kg/cm3 is the mass density of silicon, C = 705J/(kg · K) is the
thermal capacity of silicon, τθ ≈ 1µs is the thermal dissipation time. Although it has
been shown theoretically [70] that the thermal effect usually dominates FCD at cw light,
from eq. 7.17 it can be seen that due to the large thermal dissipation time (compared
with the bit interval of a high-speed microring modulator), it takes a time scale on
the order of τθ(∼ µs) to reach the steady state and impair the modulation quality.
Thus the thermal optical effect does not degrade modulation quality instantaneously,
which has also been shown experimentally [79]. Although light absorption happens
instantly, time on the order of τθ is needed for the absorbed energy to convert to heat
and shift the resonance. In [79] it is shown that only 3.3µs long ”1” or ”0” bits are
severely degraded by thermal effect while the 20-Gb/s operation is not observed to
be impaired. Similar thermal response time can has also been shown for a microring
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Figure 7.10: Estimated resonance shift vs. optical power and quality factor.
switch, in which only packets longer than 3.84 µs starts to be distorted by thermal
effect [80]. Most importantly, the thermal optical resonance shift could be resolved by
a corrective feedback mechanism with thermal tuning because of its relatively large
time constant. Therefore we consider the real optical power upper limit as induced by
FCD, which occurs on sub-ns time scale (Fig. 10.4).
In our analysis we choose a microring modulator of 4 m radius and waveguide di-
mension of 250nm×450nm. The waveguide effective area is calculated to be 0.195µm2.
Assuming carrier life time of 0.1 ns, we plot the simulated resonance shift caused by
FCD with the quality factor and optical power in the waveguide (Fig. 7.10). Higher
quality factor microring has larger resonance shift at the same optical power.
Now let’s consider how much resonance shift is significant enough to cause mod-
ulation impairment. Note that microring modulators with higher Q are also more







(λ− λ0)2 + (∆λ2 )2
(7.18)
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Figure 7.11: Estimated optical power limit vs. the carrier lifetime and Q.
∆λ is the FWHM of the microring transmission spectrum. We define the optical
power limit as when the microring resonance is shifted by ∆λ/2. Note that this is a very
conservative definition; there is likely to be significant enough distortion to make the
modulation unacceptable before the resonance is shifted by ∆λ/2. From the simulated
results (Fig. 7.11), it can be seen that the optical power limit is largely depends on the
carrier lifetime and quality factor; for a large area in the design space the limit is less
than 20 mW.
Assuming the same parameters, we can plot the estimated optical power limit with
the quality factor (Fig. 7.12). The maximum power depends on a number of factors,
here we only plot the threshold power vs. the Q. With higher Q, the required optical
power to induce modulation impairment is lower.
Assuming quality factor of 5000, we can plot the estimated optical power limit with
the carrier lifetime (Fig. 7.13). With longer carrier lifetime the optical power limit is
lower; however after a point the carrier lifetimes role is much less significant compared
with when it is smaller.
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Figure 7.12: Estimated optical power limit vs. the quality factor assuming 100ps carrier
lifetime.
79
7.3 A Theoretical Analysis of Optical Power Limit of Silicon Microring
Modulator
Figure 7.13: Estimated optical power limit vs. the carrier lifetime assuming Q of 5000.
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Chapter 8
105 nm Wavelength Conversion
of 40-Gb/s DPSK in a
Dispersion-Engineered Silicon
Waveguide
In this chapter wavelength conversion of 40-Gb/s DPSK signals across a 105-nm range in
a dispersion-engineered silicon waveguide is demonstrated with 1.83-dB average power
penalty, further confirming broadband and format-transparent parametric-processing
potential in silicon.
All-optical signal processing technologies are expected to be an essential part of
future optical networks as data rates continue to increase [81]. Traditional signal ma-
nipulation based on optical-electrical-optical (OEO) transceivers at network interface
points and switches is ultimately limited by the speed, hardware complexity, scalability
and power consumption of the electrical processing circuit, requiring power-hungry se-
rialization and deserialization circuits in network interfaces and therefore does not scale
gracefully with signaling rate. Circumventing the OEO conversion, all-optical process-
ing presents an attractive alternative solution for certain network-required functionali-
ties such as wavelength conversion. Silicon waveguides in particular, through dispersion
engineering [82] allow extremely broad and uniform operation across many wavelength
bands which is essential for operating over the increasing waveband utilization. In
addition, compatibility with the complementary metal-oxide-semiconductor (CMOS)
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Figure 8.1: (a) Cross-section view of the silicon waveguide; (b) Microscope image of
silicon waveguide.
processes provides the potential for low-cost mass production and dense integration
with microelectronics.
Phase-shift keying (PSK) format is widely used in todays optical communication
systems because of the superior spectral efficiency of coherent communications. Many
long-haul Tb/s transmission experiments utilizing phase-encoded modulation format
are already using as many as 640 WDM channels spanning C+L band [83, 84]. And
opening new transmission windows such as S-band can further increase transmission
capacity for future optical communication systems [85]. Therefore a wavelength conver-
sion scheme of DPSK signals spanning S-, C-, and Lband is highly desirable. However,
previous DPSK conversion demonstrations have focused on different aspects such as
high speed or large conversion efficiency [86, 87, 88]. In this work, we demonstrate
wavelength conversion of 40- Gb/s DPSK signals with conversion range up to 105
nm while maintaining nearly constant conversion efficiency and showing average power
penalty of 1.83 dB for varied conversion ranges, validating broadband and format trans-
parency of four-wave-mixing in the silicon platform. To the best of our knowledge this
is the data-validated DPSK conversion with the largest probe-idler separation in the
silicon waveguide platform.
The 1.1-cm long silicon nanowaveguide (Fig. 8.1), fabricated at the Cornell Nanofab-
rication Facility, has a 300nm×710nm cross section. Device dimensions were optimized
for quasi-TE operation and the zero-group-velocity-dispersion (ZGVD) wavelength of
this waveguide was calculated to be approximately 1546nm [89]. Fiber-to-fiber inser-
tion loss is measured as ∼ 8.9 dB at low input power; additional 1.5 dB loss results
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Figure 8.2: Experimental setup.
from two-photon absorption (TPA) and TPA-induced free carrier absorption when a
19-dBm total optical power is used.
The experiment setup (Fig. 8.2) includes a CW probe modulated by a phase modu-
lator (PM) and driven with a 40- Gb/s non-return-to-zero (NRZ) 215-1 pseudo-random-
bit-sequence pattern (PRBS), which is also used to trigger the data timing generator
(DTG) and bit-error-rate tester (BERT). Because of the relatively low conversion ef-
ficiency of the available device, the probe and pump signals are packetized in order
to increase the peak power while maintaining a low average power. The probe signal
is gated using a LiNbO3 Mach-Zehnder Modulator (MZM) driven by the DTG which
outputs 192-ns period with 25% duty cycle. The S-band probe signal is amplified using
a thulium-doped fiber amplifier (TDFA), filtered and combined with the pump. The
pump signal is created by gating the CW light from another TL with a MZM using the
same period and duty cycle with electrical delay to ensure the packets of the probe and
pump signals overlap in time domain exactly. The packetized pump signal is ampli-
fied using an erbium-doped fiber amplifier (EDFA), goes through an isolator, variable
optical attenuator (VOA) and band-pass filter before being combined with the probe
using a C + S/L band WDM. Following the silicon chip, the L-band idler is filtered
out, amplified using an L-band EDFA and demodulated using a 40-Gb/s delay line
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Figure 8.3: Optical signal waveform inspected (a) before demodulation (b) after the DI
and (c) after combination with the auxiliary channel. The overshoot at the beginning of
packets is attributed to two-photon absorption and free carrier absorption as a result of
packetized pump.
interferometer (DI).
In order to avoid the strong voltage bias of directly receiving the packetized idler
with an AC coupled photodetector, an auxiliary light channel is inserted between the
data packets to maintain a near constant power profile before the receiver, a technique
used in previous experiment (Fig. 8.3) [48]. The auxiliary channel is electrically delayed
with the DTG so that it is inserted between the idler data packets. This auxiliary
channel is amplified, filtered and combined with the demodulated idler data packets.
The combined signal is attenuated, detected and demultiplexd before being examined
on a BERT. Back-to-back measurement is performed bypassing the TDFA, Fabry-Perot
filter and silicon chip while keeping the same injected power to the L-band EDFA with
the presence of auxiliary channel.
In order to validate the wavelength converters broadband operation of DPSK for-
mat, the pump wavelength is fixed at 1540.43 nm while the probe wavelength is tuned
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Figure 8.4: Overlaid spectra measured at the output of the silicon waveguide, corre-
sponding to 40-Gb/s DPSK wavelength conversions of 62.88 nm, 83.83 nm and 105.08 nm.
Additional visible signal at 1480 nm is due to FWM process of two probe signals interact
with the pump signal.
Figure 8.5: BER curves measured for the back-to-back case (probe) and wavelength-
converted signals (idlers) showing power penalties of 2.4 dB (62 nm conversion), 1.7 dB
(83nm conversion) and 2 dB (105nm conversion). Inset: respective demodulated eye dia-
grams for the back-to-back case and wavelength-converted idlers.
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between 1548.61 nm and 1509.70 nm with ∼ 20 nm steps to vary the conversion dis-
tance (Fig. 8.4). The conversion efficiency remains nearly constant at ∼ -24.7 dB for
all the probe-idler operations. The lower optical power of the probe at 1509.70 nm is
attributed to the gain spectrum of the TDFA. Average power penalty is measured to
be 1.83 dB. The additional increase in power penalty for the 62-nm conversion is due
to the fact that the generated idler has a lower power entering the L-band EDFA (Fig.
8.5).
We have presented wavelength conversion of 40-Gb/s DPSK signal in the silicon
platform at up to 105-nm probeidler detuning, further validating the broadband and
format transparency of silicon-based all-optical processing for future optical communi-
cation systems utilizing phase-encoded modulation format.
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Chapter 9
Star Coupler Based Optical
Networks
In this chapter scaling of an optical broadcast-and-select network based on the passive
star coupler is explored for avionics applications. Each client in the network is equipped
with a transmitter unit, and a multichannel receiver, capable of receiving signals from
all other clients connected to the star coupler. We propose a connecting node concept to
scale the number of clients supported by the architecture. These connecting nodes act
as bridges between star couplers, enabling the organization of several star couplers into
a topology with additional clients. This design is modeled in the PhoenixSim simulation
environment and system-level simulation results are reported. We then propose the ring
topology and dimension-N topology to interconnect and scale star couplers. Finally we
compare the ring and dimension-N topologies in terms of scalability limit at different
crossing traffic loads, revealing the tradeoffs between latency, system complexity and
scalability. Our study shows that a robust, low latency network of up to hundreds of
clients, sufficient for current and next generation avionics applications, can be built
using off-the-shelf and near-term commercial technology.
9.1 Introduction and Related Work
Modern high performance avionics systems are increasingly relying on multiprocessors
for computation. The high bandwidth connectivity among the compute nodes, external
sensors, and the I/O terminals is critically important to the system performance [90].
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External sensors, including radar and video, can be intensive data producers, and the
data produced needs to be transmitted to the compute nodes and processed before
commands can be issued to actuators. Because of their mission-critical nature, these
control related applications have stringent real-time requirements [91]. Avionics sys-
tems also have additional requirements pertaining to reliability, power consumption,
package size, weight and tolerance to extreme temperature variation and vibration.
For instance, the temperature of an avionics computing system can range from -40
Celsius to 100 Celsius [92], while many consumer-grade components are only designed
to operate from 0 Celsius to 70 Celsius [93].
Fiber optics interconnection networks, particularly with wavelength division mul-
tiplexing (WDM) technology, present a potentially attractive solution to the avionics
requirements of high bandwidth for data processing applications and low latency for
control related signals. Compared with traditional copper-based wires, interconnects
based on fiber optics have additional advantages such as resistance to electromagnetic
interference (EMI), and low weight. Fiber optic cables have already been deployed in
avionics platforms, but the network switches are still electrical. For example, the F-35
Joint Strike Fighter uses 2-Gb/s fiber channel and two 32-port electrical switch modules
for its high-speed data network [94]. The first commercial application of fiber-optical
local area network (LAN) was established in the Boeing 777 [95]. Based on the Fi-
bre Distributed Data Interface (FDDI) standard, 100 Mb/s connections were provided
between the network units. New network protocols such as the ARINC Specification
664 are currently being defined, which will find applications in Boeing 787 and Airbus
A380 [96].
In this work, we examine a star-coupler-based transparent switching scheme and
propose a novel scaling method to meet the low-latency and connectivity demand in
avionics platforms. We model a star-coupler based network within PhoenixSim [97],
a photonics interconnection network simulation environment. We propose connecting
nodes to alleviate the star coupler connectivity and perform a topology exploration of
interconnecting star couplers, thus enabling a star coupler based low-latency network
for avionics platforms based on off-the-shelf and near-term commercial technology.
A star coupler is a simple passive optical device with an equal number of input and
output ports. The behavior of the star coupler is to broadcast any signal received at
one of its inputs to all outputs, with a degree of attenuation. The number of ports
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on a star coupler is usually a power of two due to the structure of sub-components
required in construction. Star couplers enable the design of passive broadcast-and-select
networks with several advantages: data rate and modulation format transparency; high
reliability; and ease of maintenance. This qualifies the simple and completely passive
star coupler as an attractive solution for avionic systems. Compared with electrical
switches which exhibit latencies on the order of microseconds, the latency of the star
coupler can approach the time of flight latency. (Details of latency of the full link are
discussed in later section.) Another important concern of the avionics platform is failure
probability. The complete passiveness of the star coupler results in a lower failure rate
than an active switch. Since aircraft may need to communicate with different external
sensors with disparate protocols, the format transparency of the optical network is also
particularly attractive.
To evaluate the potential of star coupler based broadcast-and-select optical network,
this architecture is studied and evaluated within the PhoenixSim simulation environ-
ment. The WDM network utilizes silicon photonics technology [98] and commercial
off-the-shelf components. Each client in the network has one transmitter unit, emitting
on one wavelength and one receiver unit which includes an arrayed waveguide grating
(AWG) and 32 photodetectors, receiving on all wavelengths. The clients are connected
by a star coupler, which broadcasts any message that is incident on an input fiber port
to all output fiber ports.
The number of clients connected by a star coupler is limited if no signal amplification
is employed. We address this scalability challenge by proposing a method that scales
the star coupler network using connecting nodes. The extended scalability provided by
interconnecting star couplers in two topologies, ring and dimension-N, is analyzed with
mathematical formulations and also presented numerically.
A large body of research has been dedicated to the design and evaluation of com-
munication networks in an avionics context. Many of these have focused on designing a
WDM-based optical backbone network. The work in [99] gives an overview of a WDM
LAN for military avionics network architectures including interconnected rings, optical
tree, and optical Clos. In order to avoid the high cost of testbed prototyping and in-
tegration with existing systems, analysis and comparison of the network architectures
are performed using the Library for Integrated Optical Networks (LION) discrete-event
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simulation model. Network performance such as average packet latency is evaluated
and compared with different network architectures, which is similar to our approach.
Habiby et al. [100] present the networking challenges of introducing optical net-
works in aircraft applications and standards progress of WDM-based optical backbone
network. A case study comparing copper-based and fiber-based cable infrastructure
is also highlighted. The benefits and cost of optical networking in the aerospace plat-
form and recent technology progress in terms of device components, network design,
simulation and modeling are examined in [101]. This study also highlights the need of
simulation tools in the evaluation of different network architectures and exploration of
hypothetic operational scenarios. Reference [102] describes a four node passive optical
backplane network connecting sensors, processors and shared storage. Each module in
the network is given a unique wavelength on which it receives information. Information
destined for a particular end point module must be sent on the wavelength associated
with that destination.
9.1.1 Optical Passive Star Network
Several contributions [103, 104] discuss the optical passive star topology and study
multi-hop multi-star interconnection networks, and the associated protocols. A key
assumption in these papers is the utilization of single-wavelength optical passive star
(i.e., only one optical signal can be guided through the device at one time). The authors
in [103] study architectures based on Kautz graphs and stack-graphs, analyze the issue
of access and control protocols, and show evaluation through simulation. The work in
[104] introduces the partitioned optical passive stars (POPS) topology, an all-optical
non-hierarchical star-based topology to achieve a single-hop network. High performance
and utilization is shown with random communication patterns. An efficient protocol
design coordinating data transmission in a star coupler based network is presented
in [105]. In this design, stations are equipped with fixed transmitters and tunable
receivers. The authors in [106] propose time division multiplexing based channel sharing
for a passive-star-based multi-hop network.
Different from the above network architectures, the client nodes in our network have
multi-channel receivers, and each client is able to receive messages from all other clients
without collisions. This eliminates the need for complicated scheduling protocol design.
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Figure 9.1: PhoenixSim simulation hierarchy includes highly parameterized electronic
and photonic device models to capture system-level effects of the physical-layer parameters.
The LAMBDANET network [107], with a similar network architecture, has been pro-
posed for voice traffic transport and video distribution applications. An experimental
demonstration was performed to establish the feasibility of 16-port star-coupler network
using commercially-available components. However, this scheme becomes impractical
when the number of clients increases [108].
9.1.2 Network Simulations in PhoenixSim
Developed at Columbia University, PhoenixSim (Fig. 9.1) is a software toolkit that en-
ables design space exploration of photonic interconnection networks through physical-
level aware event-driven simulations. PhoenixSim includes a library of electronic and
photonic device models, including modulator [67], photodetector [109] and fiber con-
nection, which can be tailored to measured parameters. New device models can also
be easily added by extending existing device models [69]. The primary purpose of
PhoenixSim is to reveal the system-level effects of integrating photonic devices into
interconnection networks. Recent work has focused on using PhoenixSim to show the
benefits and tradeoffs of optically-enhanced chip-scale network architectures [69, 110].
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Figure 9.2: Star-coupler-based 32-node network architecture. Each client has a trans-
mitter unit emitting on a unique wavelength and a multichannel receiver unit with 32
photodetectors, permitting it to receive messages from all other clients.
PhoenixSim is based on the OMNeT++ discrete-event simulation environment and
includes a library of electrical and photonic device models that are highly parameter-
ized. PhoenixSim models photonic devices using a relatively high level of abstraction
by establishing device parameters that are essential for the system-level understanding
of a photonic interconnection network. Device characteristics such as insertion loss,
propagation latency, cross talk, bandwidth, and energy dissipation are abstracted to
describe the photonic devices, which can be determined through experimental mea-
surements or through performance projections of future devices [111] [97]. A logical
routing table is used to determine the path a message takes through the device. Each
property is represented as an N × N matrix where the row corresponds to the input
port and the column represents the output port. Each entry in a matrix corresponds
to the value used for the particular input/output combination. As a simple example,
the optical fiber is modeled as a two-port device with its latency represented as a 2
× 2 matrix, and the (1,2), (2,1) item is L × t, where L is the fiber length and t is
the propagation delay per unit length. By capturing the physical-layer aspects of the
devices, the implications in terms of system-level feasibility of the device parameters
can be studied. The use of PhoenixSim is not limited to network-on-chip applications;
the event-driven kernel and modular-based device libraries make it easily extensible to
other network simulation applications such as the avionics environment.
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9.2 Device Models and Network Performance
Our baseline star coupler network model is illustrated in Fig. 9.2. A 32-port star coupler
connects 32 compute nodes (network clients). Each client is linked to a transmitter and
receiver unit. The design utilizes 32 unique wavelengths on the 100 GHz ITU grid for
node-to-node communications.
Each client is attached to a transmitter unit, which is configured to emit at a wave-
length unique to that transmitting node, thereby avoiding collisions. This transmitter
unit, assumed to have a 10 Gbits data rate in this case, has an integrated modulator
and can be configured to work at one of the 32 wavelengths. All transmitters in the
network have a common hardware configuration, which reduces hardware complexity
and cost. Based on typical device characterizations, we assume an input laser power
of 10 dBm and transmitter insertion loss of 7 dB, for a chip output optical power of 3
dBm.
Each client is also equipped with a multichannel receiver with 32 photodetectors,
permitting it to receive messages from all other clients connected to the star coupler.
The multiwavelength receiver design is fabricated on silicon-oninsulator using a 100
GHz spacing AWG for demultiplexing the WDM optical signal into separate chan-
nels and 32 monolithically integrated epitaxially grown germanium waveguide pho-
todetectors. The multichannel high-speed receiver operates at a 10 Gbits data rate, as
experimentally demonstrated in [109]. In order to stabilize the AWG temperature in
the avionics environment, a thermoelectric cooler module is used; athermal AWGs with
large numbers of channels have been demonstrated to have a small wavelength shift with
large temperature variations [112] [113] [114]. The electrical circuits associated with
themultichannel receiver selects the channel to be sent to the client. The additional
optical-toelectronic and electronic-to-optical conversion latency is of Interconnection
the order of a few nanoseconds [115].
The star coupler broadcasts the optical signal from each input fiber to each of the
32 output fibers. Since the optical signals occupy different wavelengths, messages can
be broadcast to the same destination without collision. The insertion loss for the 32
output split of any input signal is assumed to be 15 dB as in a similar study [93], which
is also the theoretical insertion loss of a 32-port star coupler. Fiber connectors can
contribute significant loss and require accurate connecting; here we assume a 0.5 dB
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connector loss. The network interface (NIF) module implements the communication
protocols between the processor models and the network. The NIF translates the
client communication requests into network messages and processes incoming messages
it receives from the network by passing the encapsulated data to the client. Since
our network has a broadcast-and-select network architecture, each node is capable
of receiving messages that are not intended for it. The NIF is then responsible for
checking the destination address of each received message and discarding those that do
not have the correct address. In the hardware implementation, this would be realized
by a custom-designed high-speed application-specific integrated circuit (ASIC). Note
that this ASIC would need to be able to process each wavelength in parallel to avoid
queuing at the processor input.
There are two fiber connections between each node and the central passive star
coupler, one for the transmitter and the other for the multichannel receiver. The
typical maximum overall length of an aircraft ranges from approximately 15 m for the
F-35 to 76 m for the Boeing 747. In all our numerical experiments, a 30 m fiber is
assumed between each client and the star coupler. Fiber latency is 5 nsm, assuming
that the propagation speed of light in the fiber is 2× 108 ms.
The performance of this network architecture has been simulated under varying
traffic loads. Each link uses a nominal rate of 10 Gbitss. Simulations have been run
with a fixed simulation time, each client generating messages according to a Poisson
process and randomly dispatching these messages across all destinations. Poisson traffic
is assumed to be a fair representation of the command-and-control traffic in typical
avionics applications [116]. The latencies are measured head-to-tail, i.e., they represent
the interval of time during which any bit of a message is present in the system. We
assumed the bandwidth available between an NIF and its associated client to be 320
Gbitss; i.e., the 32 messages could be transmitted in parallel to the clients.
From the plotted results (Fig. 9.3), at low traffic load, the average message latency
closely reflects the physical layer latency of the network, which is primarily composed
of transmission latency and propagation latency. When the normalized offered load
approaches the nominal link capacity, the increase of average message latency reflects
the additional processing and queuing latency at the NIF module. Since serialization
latency is equal to the size of the packet divided by the transmission rate, for a fixed
transmission rate, larger messages experience additional latency due to the additional
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Figure 9.3: Average latency versus network throughput of the 32-node star coupler net-
work with different message sizes at random traffic loads and fixed simulation time (0.1
ms).
serialization delay. Note that having an NIF-client bandwidth limited to a value lower
than 320 Gbitss would induce additional queuing at the system output and therefore
would add some latency to that depicted in Fig. 9.3. This latency penalty is, however,
independent of our star-coupler-based optical system.
In our previous study [111], the 32-node star coupler network is compared with
a baseline model interconnected by two 26-radix electrical switches. With simulated
random traffic, the star coupler network is able to achieve up to 5 less latency, 10 higher
throughput, and 5 less energy per bit. In addition, the simplicity and passiveness of





A single star coupler has a maximum connectivity limit of 32 clients. For avionics
applications with extensive external sensors and I/O terminals, this level of connectivity
becomes insufficient, and scaling to higher port counts needs to be explored.
A straightforward solution would be to use star couplers with port counts larger
than 32. However, this approach is impractical because of several critical disadvantages.
First, star couplers with high port counts also have high insertion loss; for a star coupler
with a port count of 2N , the ideal insertion loss is equal to 3×N dB. Considering the
receiver sensitivity of the germanium photodetector [117] and the optical loss related
to connectors and packaging, the optical power budget is simply too low without signal
amplification if a higher port count star coupler is used. In addition, scaling up the star
coupler port count implies scaling the number of wavelengths due to the broadcast-and-
select nature of the network. Consequently, this also causes the scaling of the number
of photodetectors at each receiver node. Both requirements diminish the scalability
and achievability of the design. Finally, the star coupler itself would only scale at the
price of a higher manufacturing cost.
The proposed approach for increasing port count uses connecting nodes to connect
different star couplers and keeps the 32-port star coupler component unmodified. To
avoid significant modification of the 32-port star coupler network and the endpoint
node structure, the connecting node embeds the transmitter unit and multichannel
receiver unit previously introduced, thus saving the additional development time and
associated cost. A connecting node is responsible for receiving messages on one or
more wavelengths from star coupler A and broadcasting them (or a selection of them,
as will be further explained) to star coupler B (Fig. 9.4) on a given wavelength (and
vice versa; therefore two transmitters and receiver units are required per connecting
node). Since two or more messages can overlap on the connection node reception side,
a connecting node is able to deserialize concurrently incoming messages on several
wavelengths. Messages that are not immediately retransmitted are buffered.
Two examples are provided in Fig. 9.4. The same architectures are designed to
connect 40 nodes by connecting two passive star couplers either through one connecting
node [Fig. 9.4(a)] or ten connecting nodes [Fig. 9.4(b)]. In Fig. 9.4(a), the single
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Figure 9.4: Two-star-coupler network with (a) one and (b) ten connecting nodes, showing
only one direction of data flow in the connecting node. The connecting nodes can be dumb
or smart. A dumb connecting node simply repeats any message received on its responsible
frequencies, without attempting to interpret the message content; a smart connecting node
analyzes the destination address and determines if it should be retransmitted.
connecting node listens on the client wavelengths 1–20 (on each side) and repeats
these messages on the other side on wavelength λ21. Since only one wavelength is
used to repeat all messages received on wavelengths λ1–λ20, this clearly constitutes a
bottleneck. The bottleneck can be alleviated by adding additional connecting nodes.
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In this way, in Fig. 9.4(b), 10 connecting nodes are placed between the two stars by
using 10 wavelengths repeating the messages received in each star on λ21–λ30.
The capacity provided by these multiple connecting nodes can be allocated equally.
For instance, connecting node 1 will retransmit in the other star any messages sent by
client nodes 1 and 2 only (thus received on wavelengths λ1 and λ2), connecting node
2 will be in charge of clients 3 and 4, and so on. Alternatively, this capacity can be
allocated according to the traffic requirements. In the above example, with 20 clients
and 10 connecting nodes, connecting nodes 1–4 can be devoted entirely to clients 1–4,
respectively, while the 6 other connecting nodes are shared among clients 5–20. This
allocation is optimal if clients 1–4 are sending four times more messages than clients
5–20.
It is worth noting that this allocation, achieved through wavelength assignment, can
be implemented either statically or dynamically. In the static case, the connecting nodes
can be equipped with the corresponding photodetectors and interfaces only, resulting
in a lower cost. In the dynamic scheme, each node is equipped with all photodetectors,
some being turned off. Also note that to prevent messages from endless circulation
from one star to another, connecting nodes will not react to self-originated messages.
For instance, in Fig. 9.4(b), connecting nodes will only repeat messages received on
wavelengths λ1 to λ20.
We describe two distinct types of connecting nodes. A dumb connecting node
simply repeats any message received on its detected frequencies without examining and
interpreting message content. On the other hand, a smart connecting node analyzes
the destination address and determines if the destination is located in the adjacent
star coupler. If yes, it repeats the message; otherwise, the message is ignored. The
smart node adds some latency offset to any transiting message; however, it also largely
diminishes the load offered and therefore buffering-related latency.
Figure 9.5 shows a detailed section of the connecting node structure with a mul-
tichannel receiver (including AWG, 32 photodetectors, and associated electronics), a
phase-locked loop for clock recovery, reception registers and associated control logic, a
memory unit that stores the buffered messages, and an arbiter unit. This arbiter unit
determines which messages should be selected by the multiplexer (MUX) and retrans-
mitted by the transmitter. For a smart connecting node, the control logic reads the
incoming message header from the associated reception register and checks whether the
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Figure 9.5: Connecting node structure (showing only one direction). The dumb connect-
ing node simply repeats any message received on its detected frequencies. For the smart
connecting node, the control logic reads the incoming message header from the associated
reception register and checks whether the messages should be retransmitted. Buffered
messages are stored at the memory unit.
messages should be retransmitted. If there are multiple messages contending for one
retransmission, the arbiter determines which message should be selected, and the other
buffered messages will be stored in the memory unit temporally.
It is important to note that the operation required by the smart connecting node
can be kept much simpler than that implemented by electrical routers. In particular,
no lookup operation is needed, as the address space can be kept very limited, and
addresses can be assigned statically. The associated latency is thus expected to be low
[118] [119]. A more detailed discussion on the latency can be found later.
9.3.2 Performance Evaluation
The two designs depicted in Fig. 9.4 are simulated in four scenarios: one and ten
connecting nodes, representing two extreme cases. The connecting nodes are also con-
sidered either dumb or smart. We keep the traffic generator untouched. As a result,
about half of the traffic emitted by a node is destined to a client affiliated with the
other star. This type of traffic is referred to as ”crossing traffic,” and the traffic that
stays in the same star coupler is referred to as ”local traffic.”
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Figure 9.6: Separated (crossing traffic and local traffic) analysis of two star coupler
networks with (a) one and (b) ten connecting nodes and the dumb and smart node cases.
Traffic is evaluated by average message latency at each network load. Message size is set
to be 2048 bits with random traffic and fixed simulation time. With proper dimensioning
of connecting nodes, the cross traffic load demand can be fully satisfied.
Figure 9.6 depicts the latencies obtained for various loads. The normalized load
limit of the local traffic is the same as the one obtained in Fig. 9.3. In contrast,
the crossing traffic quickly suffers from the bottleneck formed by the single connecting
node as the offered load rises. By using a smart connecting node, only half the traffic is
repeated. Therefore, the network saturates for a twice-larger offered load. In contrast,
given ten connecting nodes [Fig. 9.4(b)], the smart connecting nodes are able to fully
meet the crossing traffic demand. This is expected; only half of the load generated
by each node has to go through the connecting nodes. This compensates for the fact
that each connecting node serves two wavelengths. These results highlight the fact that
within the proposed architecture, the bridge formed by the connecting node must be
appropriately dimensioned to avoid bottleneck effects.
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Latency is a critical metric in avionics applications. A breakdown analysis of the
latency components will give insight on its system-level impact. In the present architec-
ture, apart from time of flight latency, we consider the transmitter electronic-to-optical
latency, the connecting node latency, and the receiver latency.
First, the latency at a receiving end node is considered; this latency has to be
included for any senderreceiver pairs, whether it is within a star coupler, one-hop
(senderto-connecting-node-to-receiver), or multiple-hop (passing through multiple stars).
After being demultiplexed by the AWG, the optical signals are converted to 10 Gbits
electrical signals at the photodetectors. The opticalelectrical conversion latency is usu-
ally of the order of a few nanoseconds [115]. After clock recovery, the received message
is streamed to the reception register. The control logic reads the packet header and
decides whether the packet has reached the correct destination; if not, the packet is
dropped. Similar to cut-through switching, the control logic does not have to wait
for the rest of the packet. Hence, the decision can be made as soon as control logic
has looked up the header of the data packet, as it is achieved in Ethernet switches.
Using custom-designed high-speed ASIC, reading the destination address and making
a decision is expected to be of the order of tens of nanoseconds [120] [121]. Finally the
selected packet is received by the end node.
The difference between a connecting node and a receiving end node in terms of
latency is the additional electrical optical conversion latency and the possible queuing
delay at the memory unit. Buffering inside the connecting node could introduce a large
delay if there are multiple messages that are contending for one transmitter. Fortu-
nately, the queuing delay can be minimized by a suitable network design, i.e., balancing
the number of clients and connecting nodes, which can also be shown by the example
in Fig. 9.4 and its simulation result in Fig. 9.6. By having ten connecting nodes in
Fig. 9.4(b), the crossing-traffic load can be satisfied by the transmitting capability of
the connecting nodes, while there will be large delays with only one connecting node.
It is worth noting that having the star couplers spread around the aircraft permits
greater flexibility in the final implementation of the network. Compute node pairs
requiring particularly low latency can be connected to the same star coupler to avoid
the latency related to the multiple hops. Additionally, star couplers can be located very
close to some clients, further improving the latency by reducing traveling distances.
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Figure 9.7: Schematic of a ring topology connecting 64 clients using four star couplers.
The transmitter wavelength assignment of each client (green) and connecting node (red)
is shown.
9.3.3 Ring and Dimension-N Topology
Star couplers can be further interconnected to add more clients in different topologies.
One particularly interesting topology is a ring topology (Fig. 9.7). In the ring topology,
the connecting nodes not only have to transmit messages generated within the same star
coupler, they will also be responsible for retransmitting messages that require multiple
hops to reach their destination. This puts additional pressure on the connecting nodes.
In such scenarios, smart connecting nodes must be used to prevent an avalanche effect
in messages. The wavelengths that the connecting nodes receive have to be specified,
which, depending on the application, may require careful distribution of the available
wavelengths among the connecting nodes. This can be done dynamically. One way of
implementing it is to have a central controller that interfaces with the connecting nodes
and assigns the wavelengths according to the traffic requirements. This approach will
work for smaller scale networks, which is the case for the avionics applications.
The star couplers can also be interconnected in a star topology in which the pe-
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Figure 9.8: Schematic showing the connection of five star couplers in a dimension-4
topology. Each star coupler has 15 clients and 12 connecting nodes; there are 4 links to
the other star couplers, each with 3 connecting nodes. Each star coupler is able to reach
any other star coupler within one hop.
ripheral star couplers are connected to a central star coupler. However, in this case all
the crossing traffic has to go through the central star coupler; therefore, the number of
available connecting nodes for each star coupler is limited by the central star coupler
connectivity. This in turn limits the total number of supported clients. In fact, with
full crossing traffic load, the maximum number of supported clients of the star topology
is only 45three star couplers with 15 clients and 10 connecting nodes connected to a
central star coupler. Therefore a star topology in this case has minimal scalability.
The drawback of the ring topology is that, in the worst case, the crossing traffic
has to traverse half the ring to reach its destination. This not only adds to the overall
system latency, it also places a greater burden on the connecting nodes, decreasing the
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number of clients that can be supported. In order to minimize the system latency and
maximize the number of clients, we propose the dimension-N topology (N = number
of star couplers 1). An example of connecting five star couplers with dimension-4
topology is shown in Fig. 9.8. There are 15 clients per star coupler; since the generated
traffic has 0.8 probability of being crossing traffic, 15× 0.8 = 12 connecting nodes are
needed. Because there are four links for each star coupler, three connecting nodes are
needed per link. A link consists of three connecting nodes and the associated fibers that
are used to connect between the star coupler and the connecting node. Note that the
ring topology can be viewed as a dimension-2 topology, and the dimension-N topology
is effectively a fully connected network.
9.3.4 Scaling Limit
First we analyze the maximum number of clients supported by a ring topology. We
consider the case where each client has equal probability to communicate with any other
client. As the number of coupled stars increases, an increasing number of connecting
nodes must be devoted to crossing traffic, thus decreasing the number of wavelengths
available for compute nodes. For the ring topology, the increase in the number of
hops further increases the load on the connecting nodes. In situations where some
sourcedestination pairs having intense communications are placed in the same star
coupler, the crossing traffic load can be significantly reduced, requiring fewer connecting
nodes and increasing the scaling limit. Therefore the scaling limits are also examined
at different crossing traffic loads.
Let ρ be the offered load per client, S be the number of star couplers, and W be
the maximum number of ports per star coupler; then the maximum number of clients
Tmax can be computed as (proof is included in later section)


















Tmax serves as the upper bound for the maximum number of supported clients
given a number of star couplers and a traffic load. From Eq. 9.1 we can see that the







Figure 9.9: Maximum number of clients Tmax, the upper bound and asymptotic limits
for crossing traffic load ρ = 0.4(blue, 4) and ρ = 1(green, ©) with ring topology as the
number of star couplers increases.
For W = 32 and ρ = 1, Tasym = 128.
Figure 9.9 plots the maximum number of clients that can be supported with the
ring topology at different crossing traffic loads. Compared with a single star coupler,
using a ring topology can achieve up to a 4× increase in the number of supported
clients at full crossing traffic load. The scalability can also be greatly enhanced if some
compromises can be made on the crossing traffic load. For example, if the crossing
traffic load is 0.4 (i.e., the 10 Gbits line is active 40% of the time, resulting in a time
averaged load of 4 Gbitss), 120 clients can be supported using only six star couplers in
the ring topology, which is an approximately 1.7× increase compared with full traffic
load. The oscillations in the maximum number of clients are due to the fact that
increasing the number of star couplers requires more connecting nodes, thus, given
the wavelength constraint, leaving less clients per star coupler. For instance, when
traffic load is equal to 1, 90 clients can be supported by using 10 star couplers, i.e., 9
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Figure 9.10: Scalability comparison of dimension-N and ring topology at crossing traffic
load 1 and 0.1. At full crossing traffic load, dimension-N provides better scalability; at low
crossing traffic load, the ring topology supports more clients. However, the complexity of
dimension-N scales with O(N2), while the ring topology only scales with O(N). Therefore
trade-offs have to be made in terms of scalability, latency, and system complexity.
clients and 23 connecting nodes per star coupler. However, when 11 star couplers are
connected in a ring, only 88 clients can be supported, since 24 connecting nodes are
required to fulfill the crossing traffic load, leaving only 8 clients per star coupler.
As a comparison, we investigate the scalability of the ring and the dimension-N
topology at different crossing traffic loads. The scalability of dimension-N is computed
by sweeping the number of clients until we find the maximum number of clients that
can be supported by a star coupler at a given traffic load (Appendix B includes the
detailed mathematical formulation). The result is compared with the ring topology
at crossing traffic loads of 1 and 0.1 (Fig. 9.10). At full crossing traffic load, the
dimension-N topology can support more clients compared with the ring topology, and
this advantage becomes larger as the number of star couplers increases beyond five. At
low crossing traffic load (0.1 in this case), the ring topology is able to achieve a higher
106
9.3 System Scaling
scalability, especially when the number of star couplers is larger than ten. This is
expected: When there is full crossing traffic demand, the best way of providing enough
bandwidth is to construct a fully connected network. However, when the crossing traffic
demand is low, maintaining a fully connected network is costly, since too many ports
are used by the links to other star couplers, reducing resources for clients.
We illustrate the advantage of a star-coupler-based network with the following ex-
ample. Suppose there are 140 nodes to be connected; from the above analysis, we
know they can be connected by using 10 star couplers in a dimension-9 topology, each
with 14 clients and 18 connecting nodes. If the connecting node is assumed to have
20 ns latency, the zero-load latency is only this 20 ns and the additional fiber delay.
In contrast, using a central-routerbased approach a 256-port router would typically be
required for interconnecting 140 clients, which would have microsecond-level latency
plus fiber latency. The starcoupler scheme not only achieves much lower latency, it also
allows more flexibility, since many ports would be unoccupied if a 256-port router were
used.
Given that the number of nodes in an avionics application is much less than applica-
tions such as warehouse scale data centers or large supercomputers, our analysis shows
that the star-coupler-based network connected with connecting nodes is a competitive
network design for networks with low node count requirements. Given a certain number
of clients to be connected, depending on the latency, system complexity requirements,
and crossing traffic load, a choice of dimension-N or ring topology, or even a hybrid
version of both architectures, can be selected to achieve the best performance.
9.3.5 Appendix A: Scalability of the Ring Topology
Let ρ be the offered load per client (compute node), T be the total number of clients,
S be the number of star couplers, and W be the maximum number of ports per star





Let the number of clients per star coupler be C; then the traffic exchanged by the
clients of two star couplers ρs is
ρs = C
2 · ρsd (9.4)
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Let Tl and Tr represent the interstar traffic that flows to the left and right, respec-





if S is odd
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if S is odd
S(S − 1)
8
if S is even
(9.6)
We explain Eqs. 9.5 and 9.6 by taking the odd-number case as an example. For one
star coupler in the network, it needs to send
S − 1
2
amount of crossing traffic to the
node located on its left,
S − 1
2
− 1 amount of crossing traffic to the node located two




to its left. Since the topology is symmetric, for any link between two star couplers, the




traffic from the star directly connected to it, and
S − 1
2
− 1 amount of traffic from the




, which can be calculated as Eqs. 9.5 and 9.6 [122]. The number of required
connecting nodes can be directly obtained by multiplying Tl and Tr by the interstar
load and rounding up, as each connecting node provides one unit of bandwidth:
Nl = dTl · ρse (9.7)
Nr = dTr · ρse (9.8)
The total number of clients can be expressed as
T = C · S (9.9)
We would like to find, for a given number of wavelengths W, load ρ, and a given
number of star couplers S, the number of clients in each star coupler Cmax such that
the total number of clients T is maximized, i.e.,
maximize T = C · S, subject to C +Nl +Nr ≤W (9.10)
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A simple method is sweeping values of C in an increasing order, starting with 1 (at
least one client per star). For each considered C, we can compute T (Eq. 9.9), then ρsd
(Eq. 9.3), ρs (Eq. 9.4), and finally Nl and Nr (Eqs. 9.7 and 9.9). Then we can check
whether Eq. 9.10 is fulfilled. The last value of C, denoted Cmax, for which Eq. 9.10 is
fulfilled, gives the optimal scalability Tmax.
Another method consists in relaxing the integrity constraint of C, Nl, and Nr, i.e.,
allowing temporarily fractional connecting nodes and clients per star (denoted with the
˜ symbol). In allowing that, we can now find, for the given inputs, a value of C̃ such
that
C̃ + Ñl + Ñr = W (9.11)











and we have (for the odd case only; the even case follows the same idea)
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S2
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(9.14)
This constitutes an approximation of C. We can easily prove that this approximation
is the upper bound of Cmax, i.e., C̃Cmax. From Eq. 9.11 we know Ñl + Ñr = W − C.
Since Nl is the ceiling of Ñl (and so for Nr), we have Ñl + Ñr ≤ Nl +Nr. Combining
these two statements, we get that W − C̃ ≤ Nl +Nr. Constraint 9.10 must hold such
that Nl +Nr ≤W − Cmax. So we have that
W − C̃ ≤W − Cmax ⇔ Cmax ≤ C̃ (9.15)
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To remove the odd or even cases for the upper bound, we can use the fact that for








From this point we can use the C̃ approximation (as well as the bounds) to approx-
imate (and bound) Tmax. Since Tmax = Cmax · S, therefore
Tmax ≤ S ·
W
















For W = 32 and ρ = 1, Tasym = 128.
Another interesting problem is finding the minimum number of star couplers to
connect T clients, i.e., given ρ, W, and T, minimize S subject to
C · S ≥ T, C +Nl +Nr ≤W (9.19)
We again relax integrity constraints and allow a fractional number of clients, con-
necting nodes, and star couplers. To minimize S̃ , we have to maximize C̃ . Maximal
C̃ can be approximated by using the odd case of Eq. (9.14), since it returns the largest




















Since C̃ is the upper bound of the number of clients, S̃ is the lower bound of the
number of required star couplers.
110
9.3 System Scaling
9.3.6 Appendix B: Scalability of the Dimension-N Topology








Therefore the load exchanged between two star couplers ρs is
ρs = C




and the number of connecting nodes and clients per star coupler is constrained by
C + (S − 1)dCρ
S
e ≤W (9.24)
The maximum number of clients can be obtained by sweeping C from 1 to W until
Eq. (9.24) cannot be satisfied. Here we provide a mathematical upper bound of C.
Again, if we temporarily allow fractional connecting nodes and clients, the number of






We want to prove that C̃ is the upper bound of C, i.e., Cmax ≤ C̃ . This can be
proved by
Cmax + (S − 1)
Cmaxρ
S
≤ Cmax + (S − 1)d
Cmaxρ
S
e ≤W = C̃ + (S − 1) C̃ρ
S
(9.26)
From Eq. (9.26) we can see easily that Cmax ≤ C̃.
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Chapter 10
An Optical Implementation of
Single Oversubscribed Switch for
Data Center Networks
This chapter focuses on a network abstraction called ”Single Oversubscribed Switch”,
and its optical implementation based on passive star coupler and fast tunable laser.
This work was done while I was an intern at Microsoft Research Cambridge, and this
project is a collaboration between Microsoft Research and University College London.
10.1 Resource Disaggregation in Data Center
Resource disaggregation creates a single resource pool that can be shared amongst all
servers. This is in contrast to the server-centric allocation of resources in datacen-
ters today. By avoiding resource fragmentation and making the size of the resource
pool independent of the number of servers, disaggregation can improve both resource
utilization and application performance [123]. Disaggregation has been proposed for
memory and storage while the network is seen as an enabler for disaggregation. We
make the case for a disaggregated network whereby the network itself offers a single
pool of bandwidth that can be used by any server.
A disaggregated network has two important properties. First, network capacity is
not fragmented (single pool property). Second, it allows the aggregate network capacity
(and hence, network cost) to be scaled independently of the number of servers connected
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Figure 10.1: A full-bisection bandwidth network (with N = 8 servers and per-server
bandwidth B) and its single switch representation.
to the network (independent scaling property). Unfortunately, existing designs for
datacenter networks cannot offer both these properties simultaneously.
Network topologies such as Clos [124] and fat-tree [125] comprise a hierarchy of
low-radix switches connected to each other such that the network is non-blocking, i.e.,
the communication bottleneck between two servers is either the senders uplink or the
destinations downlink. This means the physical switches that make up the network can
be abstracted away and the entire network modeled as a single switch.
Figure 10.1a shows a folded-clos topology comprising six 4- port switches, which are
arranged in two layers and connect N=8 servers. Assuming each server has an uplink of
bandwidth B, the entire topology can be modeled as the single switch shown in Figure
10.1b. The forwarding capacity of this abstract switch is C = N ×B.
The single switch abstraction provides one big pool of bandwidth that servers can
use. As a result, a server can communicate with any other server, irrespective of its lo-
cation in the datacenter, with the same bandwidth. Such location-independent network
performance greatly simplifies workload placement in datacenters, because services and
virtual machines can be deployed at any location without worrying about traffic locality
[124]. Non-blocking networks also reduce the design complexity of network primitives
like performance isolation [126] and coflow scheduling [127].
However, at scale, non-blocking topologies result in a large number of switches
and cables. For example, a datacenter with 16K servers and a fat-tree built using
40-port switches would require 2K switches and 80K cables and transceivers. This is
expensive, especially as link speeds increase. At high speeds (40 Gbps+), cables need
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Figure 10.2: A multi-rooted tree topology (with N = 24 servers, per-server bandwidth B
and oversubscription ratio O = 2) and its oversubscribed tree representation.
to be expensive optical cables, and all switch ports need optoelectronic transceivers
[128].
To address these issues and reduce costs, the majority of datacenter networks exhibit
some degree of oversubscription [129]. They typically adopt multi-rooted tree topologies
where, at each level, the bandwidth of the upstream link is lower than the sum of
the bandwidth of the downstream links. While the physical topology is a graph, it
can abstractly be modeled as a single-rooted oversubscribed tree (OT) with leaves
representing the servers and internal vertices representing switching blocks comprising
sets of lowradix physical switches. Figure 10.2 shows an example multirooted tree
topology and the corresponding abstraction.
10.2 Single Oversubscribed Switch
We propose Single Oversubscribed Switch (SOS), a network abstraction comprising a
single switch whose forwarding capacity is less than the full bisection network band-
width (see Figure 10.3). The abstract switch connects N servers, each with a link of
bandwidth B, and has an aggregate capacity C =
N ×B
O
, where O is the oversub-
scription ratio. Individual servers can even have links of different bandwidth.
The SOS abstraction satisfies the two properties required for a disaggregated net-
work. First, there is a single pool of bandwidth that can be distributed among all the
servers. Thus, like the single switch abstraction, SOS ensures location- and skewness-
independent network performance. Second, the number of servers connected by the
network and the per-server bandwidth can be scaled independently of the networks
capacity. This, like the oversubscribed tree abstraction, is motivated by the fact that
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Figure 10.3: The single oversubscribed switch abstraction. The entire network acts like
a single switch with oversubscription ratio O connecting N servers, each with bandwidth
B.
Figure 10.4: Comparing the single oversubscribed switch (SOS) and oversubscribed tree
(OT) abstraction.
many datacenters are characterized by moderate aggregate throughput while individual
servers need high bandwidth.
We now briefly discuss the benefits of SOS over existing designs. As compared to an
oversubscribed tree, SOS yields performance that is always more predictable and that
is better when there is non-local traffic with a skewed distribution. We illustrate this
through the example in Figure 10.4. We consider an SOS with a capacity of three units
and connecting nine servers, each with a bandwidth of one unit (Figure 10.4a), and an
oversubscribed tree topology with the same parameters (Figure 10.4b). We assume the
following traffic pattern comprising three flows: 1 → 7, 2 → 8, and 4 → 9. The total
bandwidth achieved by these flows across SOS is three units while they are limited to
just one unit across the oversubscribed tree. This is because of the skewed nature of
the trafficfor the oversubscribed tree, the third rack is most popular and all the flows
are bottlenecked on the downlink to this rack.
We do note that the oversubscribed tree topology offers higher bandwidth for com-
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munication that is local to a unit of the tree. For example, with a traffic pattern
comprising all-to-all flows between servers 13, 46 and 79, the total bandwidth with the
oversubscribed tree is nine units while across SOS, it is limited to three units. Thus,
the best case performance is better with the oversubscribed tree topology. We provide
a quantitative analysis of the trade-offs of the single oversubscribed switch abstraction
across a wide range of traffic patterns in the section later.
10.3 Evaluation
We use simulations to compare the SOS abstraction against the oversubscribed tree
(OT) and single switch (SS) ones across different workloads. While preliminary, these
results confirm that i) network performance with SOS is insensitive to traffic locality and
skewness and ii) by decoupling network capacity from the individual server bandwidth,
SOS can support bursty workloads without over-provisioning the network core.
We model a 1,024-server datacenter network using a packetlevel simulator. The
results are similar at larger scale. For SOS, we use an oversubscription ratio of 1:4. For
the single switch and oversubscribed tree abstraction, we use a multirooted fat-tree with
full-bisection bandwidth and an oversubscription ratio of 1:4 respectively. In our exper-
iments, we did not use TCP to avoid potential issues in the multi-rooted topologies due
to ECMP hash collision [130]. Instead, we use a packet-spraying routing protocol and
we implement per-flow queues with back-pressure in the switches to achieve fairness.
Except where otherwise noted, each link is 10 Gbps. We consider a permutation traffic
matrix (i.e., a server is at most the source and destination for one flow) and we char-
acterize the workload according to three dimensions: load, i.e., the fraction of servers
sourcing a flow, the locality, i.e., the fraction of flows in which sources and destinations
are in the same rack, and skewness. A skewness of 100 % means that either all servers
in a rack generate flows or none do. All flows have a size of 1 MB.
We begin our analysis by measuring the impact of traffic load and locality on the
performance of SOS and OT. Figure 10.5 shows the heat map of the average and the
5thpercentile of the flow throughput for increasing values of load and locality (we set
the skewness to 50%). As expected, SOSs performance is independent from locality
and it is only impacted by the network load (see Figure 10.5a and 10.5b).
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Figure 10.5: The average and 5th-percentile of the flow throughput for SOS and OT
when varying the traffic load and locality.
In contrast, the OTs performance in Figure 10.5c and 10.5d varies significantly
depending on the level of traffic locality. While OT always achieves the maximum
throughput for high values of locality, its performance degrades significantly when the
traffic matrix exhibits low locality. Further, while the tail performance for SOS is
exactly the same as the average performance, OTs performance at the tail differs sig-
nificantly from the average. This is particular detrimental for large-scale services, whose
end-to-end behavior is often dominated by the tail performance [131]. We also repeated




Figure 10.6: SOSs 5th-percentile throughput normalized against OTs when varying lo-
cality and skewness against load. The solid line identifies the region in which SOS achieves
equal or higher throughput (i.e., the ratio is equal or higher than 1).
To directly compare the performance of the two abstractions, in Figure 10.6, we
show the ratio of the tail throughput between SOS and OT when varying the load for
different values of locality and skewness. We use a value of 50% of skewness in the
left chart (resp. a value of locality of 50% in the right chart). As indicated by the
solid line in Figure 10.6a, OT outperforms SOS only when both the load and traffic
locality is high. When varying skewness (see Figure 10.6b), instead, SOS always yields
equal or higher tail throughput than OT.We believe that these results indicate that a
large fraction of datacenter workloads can benefit from the single oversubscribed switch
abstraction.
10.4 Implementing SOS
Realizing the SOS abstraction requires that the network provide a single pool of band-
width that can be scaled independently of the number of servers and the per-server
bandwidth. Unfortunately, the most basic switching unit, a crossbar, does not satisfy
this property. A crossbar comprises a matrix of buses and allows dynamic connection
between any input and output bus. For a switch with N ports, the crossbar comprises
2N buses. Assuming each bus has bandwidth B, the forwarding capacity of the switch
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Figure 10.7: High level view of the network fabric.
is N ×B, i.e., it is tied to the number of ports and the per-port bandwidth.
Since crossbars do not scale to the high rates required in modern networks, switching
chips in todays low-radix electrical switches use a parallel bus-based design. In an Nport
switch, the bus operates at N-times the speed of individual ports, thus ensuring non-
blocking operation. In this design, the bus bandwidth can be scaled independently of
the number of input ports and their bandwidth, thus realizing the SOS abstraction.
Specifically, for a single oversubscribed switch with N ports and an oversubscription
ratio O, the bus speed can be set to NO -times the port bandwidth. Unfortunately, for
modern switching chips, bus bandwidth is not the limiting factor. Hard limits on power
density restrict the number of high-speed IO pins at the edge of a switching chip and
thus the aggregate rate at which data can be transferred to and from the chip [132].
Thus, while the SOS abstraction can be implemented atop electrical switching chips by
allowing the chips internal bus to operate at a lower speed, this would still not allow
the number of ports or the per-port bandwidth to be increased. Furthermore, with
todays fabrication techniques, the reduced bus bandwidth would not yield significant
reductions in the chip cost.
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Figure 10.8: Hardware layout of the transceiver.
Our approach uses a simple star coupler network together with agile wavelength
switching transmitters and receivers. On a high level, each transceiver is composed of
a transmitter and receiver, connected to a common N-way passive star coupler (Figure
10.7). Each node could have multiple (T) transceivers, each of them connected by
separate star couplers.
The integrated transmitter is composed of a fast-tunable digital supermode dis-
tributed Bragg reflector (DSDBR) laser, a Mach-Zehnder modulator (MZM) and an
semiconductor optical amplifier (SOA) (Figure 10.8). The DSDBR laser is commer-
cially available from Oclaro and has been shown to be widely tunable over 119 ITU
channels separated by 50 GHz spacing [133], with tuning speed less than 130 ns [134].
The optical signal from the laser is then modulated by the MZM. The SOA is used to
amplify the encoded optical signal after the MZM, achieving an output optical power
∼ 13 dBm at the transmitter output. Thermoelectric cooler (TEC) is used to sta-
bilize the transmitter temperature in order to keep the laser wavelength stable. The
power consumption of transmitter is dominated by the TEC, which means the power
consumption is largely unaffected even if the transmitter output power is less than 13
dBm. In our design we aim to make the transmitter tunable across full C-band and
L-band, with 50 GHz ITU grid the wavelength available (W) is 160, and with 25 GHz
grid W is 320.
The optical signal sent to the star coupler is broadcasted at every output port of the
star coupler. At the receiver, in order to select the data from the appropriate sender, a
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Figure 10.9: Measured receiver sensitivity at 10Gb/s.
fast-tunable DSDBR laser is tuned to emit at the same wavelength with the sender of
interest. The light is sent to the local oscillator port of the dual-polarization 90 degree
optical hybrid, mixed with the WDM receiving signal from the star coupler. After
electrical optical conversion by the balanced photodetectors, the 4 resulting electrical
signals are filtered, squared and summed, resulting a unipolar non-return-to-zero (NRZ)
signal. A simple two-level decision circuit can then recovers the transmitted binary
data. Based on our experiment prototype, the sensitivity of the receiver is ∼ -24 dBm
(Fig. 10.9).
Since the available wavelength W is significantly less than the number of node pairs,
time division multiplexing is used to accommodate the traffic demands. Each epoch
is divided into fixed length time slots. Within a time slot, only one transmitter per
wavelength is modulated with data while the other transmitters at the same wavelength
are biased at the null point of the MZM, minimizing the interference effect. Interleaved
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bipolar line coding [135] is applied at the transmitter, which spectrally shapes the data
and creates a null in the modulated spectrum around the central optical frequency.
All interfering terms are expected to lie in the central null region, thus the filtering,
squaring and summing ensures recovering of the original channel.
The transceiver is operated at 25 Gb/s, which is a well proven data rate for optical
system. Higher data rate such as 100 Gb/s would require coherent modulation format
which needs complicated and power hungry digital signal processing (DSP), which
doesnt really fit our current network design.
Star coupler is a simple passive optical device with an equal number of input and
output ports. A star coupler broadcasts any signal received at one of its inputs to
all outputs, thus enabling a broadcast-and-select architecture. The insertion loss of
an ideal star coupler is 3 × log2N(dB), where N is the port number. Star coupler
can be fabricated based on integrated planar lightwave circuit (PLC) technology, with
port number up to256× 256. Larger star coupler can be made by interconnecting star
couplers of smaller port number. With the transmitter output power of 13 dBm and
receiver sensitivity of -23 dBm, the 36 dB optical power budget allows implementation of
a 1024×1024 or 2048×2048 network fabric, accounting the star coupler loss and margins
for connector, splicing and fiber loss. Higher scalability will require larger optical power
budget, which is achievable with different laser technology, lower sensitivity receiver
or using optical amplifier before the receiver, but these approaches is likely going to
increase the overall system cost.
In order to maintain synchronization and eliminate the need for clock data recovery
(CDR), a global clock signal is distributed to each node using separate star coupler,
operating at 1.3 µm wavelength regime. The transceivers in these networks can be




11.1 Summary of Contributions
The work of the author focuses on experimental demonstration of silicon photonic
devices, particularly for optical communication and network-on-chip applications, and
system-level application of photonics in data centers.
For silicon photonics device-level demonstrations, the author is the first author or
part of the team of the following work:
• Single silicon microring based Crossbar 2× 2 switch [136]
• Up to 48 Gb/s BPSK modulation using a silicon MZM [137]
• Polarization insensitive WDM receiver [138]
• Quantum dot SOA/silicon external cavity multiwavelength laser [139]
• A silicon microring based BPSK link [32]
• Silicon Mod-MUX-Ring transmitter with 4 channels at 40 Gb/s [53]
• Silicon modulator with slow-wave electrodes and fully independent differential
drive [6]
• A 320-Gb/s WDM transmitter based on silicon microrings [2]




• 4x44 Gb/s packet-level switching in a second-order microring switch [47]
• Experimental characterization of the optical-power upper bound in a silicon mi-
croring modulator [67]
• Colorless optical network unit based on silicon photonic components for WDM
PON [34]
For system-level application of photonics, the author was mostly working on network
architecture design and simulation, which involves developing models in a network
simulator (PhoenixSim and other platforms)[22, 111]. These system-level simulation
enables design space exploration, approaching the best solution given the constraints
and design goals.
For future work directions, from an engineering perspective, since most of the basic
elements in silicon have been shown, a natural step is to build larger systems, such as
a 100-Gb/s PDM-QPSK transmitter and receiver, which would have quite significant
commercial impact. For switching, one of the main goals in the field has long been
to have a switch fabric that is scalable to large radix, which would bring them much
closer to real application. Another challenge for optical switching is control plane. It is
important to develop a control plane interface so that the users in higher layers don’t
have to worry about the physical-layer issues.
11.2 Final Remarks
There has been lots of interests in the commercial application of silicon photonics tech-
nology, particularly in the data center and telecommunication markets. A number of
research labs and start-ups are publishing and even developing products in this field.
For product development, a diverse field of engineering are required, including fabri-
cation, device design, ASIC design, packaging, testing, DSP etc. The most important
benefit of silicon photonics versus other technology, such as InP, is perhaps cost. How-
ever, the large degree of commercial success of silicon photonics in the industry remains
to be tested/seen. In the telecommunication market, vendors like Infinera[141] inte-
grates hundreds of photonic elements in a single 500-Gb/s PM-QPSK transmitter and
receiver PIC [142], which is ahead of silicon photonic in terms of integration at the time
of writing. In the data center market, VCSEL based transceiver has been dominating
124
11.2 Final Remarks
the market due to lower cost [143]. Therefore the future landscape of the market is
likely to be a mixture of different technology approaches, including SiP, InP etc.
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