Recently, there has been a growing interest in studying the autoregressive conditional duration (ACD) models, originally introduced by (Engle, R. F., and J. R. Russell. 1998 . "Autoregressive Conditional Duration: A New Model for Irregularly Spaced Transaction Data. Econometrica 66: 1127-1162). ACD models are useful for modeling the time between the events, especially, in financial context, the time between trading of stocks. In this paper, we propose a specific type of nonstationary ACD model, viz., time varying ACD model (tvACD), by allowing the parameters of the usual ACD model to vary as functions of time. Some probabilistic and inferential aspects of such models have been investigated. We also develop a local polynomial procedure for the estimation of the parameter functions of the proposed tvACD model. Asymptotic properties of the estimators have been investigated, including the asymptotic normality. The asymptotic distribution being dependent on the parameters of the original distribution, a weighted bootstrap estimator is suggested and its validity is established. Simulation study and empirical analysis using high frequency data (HFD) from National Stock Exchange (NSE, INDIA) illustrate the application of the proposed tvACD model.
Introduction
Due to growing automation and developments in information technology sector, several financial markets around the world have set up intra-day databases pertaining to individual transactions, in terms of their price, volume, time of transaction etc. Such data are known as high frequency data (HFD). Availability of such data has necessitated the need for research and analysis for the deeper understanding of the market activity or in other words, the market micro structure. These data are generally recorded as and when they arise and hence they form an irregularly spaced time series. Standard time series methods become irrelevant in such situations. Engle and Russell (1998) developed an autoregressive conditional duration (ACD) model, which attempts to model the time between the events. Since its introduction, ACD and related models have become a leading tool for studying the behaviour of irregularly time-spaced financial data. One can see that ACD model shares many features with the generalized autoregressive conditional heteroscedastic (GARCH) models for the conditional variances (cf. Engle & Russell, 1998; Engle, 2002) . It is usually assumed that the durations are the result of the product between a positive valued innovation process and the conditional mean duration, which has the same autoregressive behaviour as in GARCH-type models for conditional variances.
Financial crisis induces instability and hence nonstationarity to almost all financial time series, resulting in the failure of standard stationary models. Nonstationary models have got considerable attention in the recent past and several such models have been proposed in different contexts, especially for modeling the volatility in a financial time series. These include models suggested by Mercurio and Spokoiny (2004) , Mikosch and Stărică (2004) , Dahlhaus and Subba Rao (2006) , Fryzlewicz, Sapatinas, and Subba Rao (2008) , and Rohan and Ramanathan (2013) among others. Dahlhaus and Subba Rao (2006) proposed a time-varying ARCH (tvARCH) model for the volatility process by allowing the parameters of a stationary ARCH model to change slowly through time. Rohan and Ramanathan (2013) have generalized this to a time-varying GARCH (tvGARCH).
As in the case of GARCH models, the stationarity is an essential assumption to be made, while dealing with the ACD models. It is useful for establishing various properties of the estimators. However, majority of the duration processes are not stationary, they exhibit trends, seasonality or frequent changes. Bortoluzzo, Morettinn, and Toloi (2010) considered a nonstationary ACD model by allowing the parameters of the conditional Thekke Variyam Ramanathan is the corresponding author. ©2017 Walter de Gruyter GmbH, Berlin/Boston. expected duration as time varying functions (tvACD). These authors have considered the wavelet decomposition of these parametric functions and used the maximum-likelihood estimation (MLE) method to estimate the parameters of a time-varying ACD model. It may be noted that no theoretical investigations have been made by Bortoluzzo, Morettinn, and Toloi (2010) in their paper.
In this paper, we consider the similar tvACD model and investigate some of its probabilistic properties. We also develop a two-step local polynomial estimation procedure for the estimation of the proposed tvACD model. Expressions for the asymptotic bias and variance of the estimators in both the steps are derived and asymptotic normality is established. The suggested estimator achieves the optimal rate of convergence under a higher order differentiability assumption of the parameter functions. It is found that the asymptotic distribution of the estimators of the parameter functions depend on unknown quantities. To tackle this problem, a weighted bootstrap local polynomial estimator is considered. It is shown that the distribution of the proposed bootstrap estimator asymptotically coincides with that of the actual two-step local polynomial estimator. Simulation studies indicate that the suggested estimator perform reasonably well. It is found that the tvACD model fits well compared to various fixed coefficient models for the high frequency data of stocks from National Stock Exchange (NSE, INDIA). Some concluding remarks are given at the end of the paper.
Autoregressive conditional duration models
Let { 0 , 1 , … , , …} be a sequence of arrival times with 0 = 0 ≤ 1 ≤ 2 ≤ … ≤ ≤ … Consider the duration x i = t i − t i − 1 between two events that occur at times t i − 1 and t i . The sequence { 1 , 2 , …} of non negative random variables form the durations. Here, x i do not necessarily mean trade duration. When it is possible to observe additional marks such as transaction price or trade volume associated with each transaction, then x i may be the duration corresponding to a preset price change or a preset cumulated volume traded. Thus, x i is interval between consecutive events of interest leading to trade, price or volume durations.
Let the conditional expected duration be
where i is the information set at transaction i. The main assumption of an ACD model is that the durations are of the form x i = ψ i ϵ i , where ϵ i are independent and identically distributed random variables with E(ϵ i ) = 1 (In fact, without loss of generality, it is possible to assume that this is true). Above set up is very general and it allows a variety of models which can be obtained by choosing different specifications for the expected duration ψ and different distributions for ϵ. The basic ACD model as proposed by Engle and Russell (1998) depends on a linear parametrization of (1), in which ψ i depends on p past durations and q past conditional expected durations, that is,
This model is referred to as an ACD(p, q) model. For all possible realizations, the conditions α j ≥ 0, β j ≥ 0 and ω > 0 will ensure positive conditional durations. It may be noted that these conditions are not necessary, even though they are sufficient (cf. Pacurar (2008) ). ACD models are expected to capture the duration clustering in the high frequency data on the similar lines of GARCH models for the volatility clustering. Mostly, lower-order ACD model is found to be sufficient for removing the temporal dependence among durations. Engle and Russell (1998) and Bauwens and Giot (2000) have investigated many of the statistical properties of the ACD(1, 1) model. For other extensions of ACD, we refer to an interesting review paper by Pacurar (2008) .
A nonstationary ACD model
A time-varying nonstationary ACD(1, 1) model for a duration process { } can be defined as
where, ω(⋅), α(⋅) and β(⋅) are certain non-negative functions. We now show that the tvACD process defined in (3) can be locally approximated by a stationary ACD processes between specific time points. This allows one to refer the tvACD as a locally stationary process. Towards this, we make the following assumptions A1-A4. 
3. There exists a δ > 0 such that
4. The sequences { } and { } are independent.
In order to obtain a meaningful asymptotic theory, we rescale the domain of the parameter functions of (3) to unit interval. That is, we study the following process, 
Proof. The proof follows by repeated substitution. Now we define a stationary tvACD(1, 1) process, which locally approximates the original process (4) in the neighbourhood of a fixed point. Let̃( 0 ), 0 ∈ (0, 1] be a process with (̃( 0 )|F −1 ) =̃. Then {̃( 0 )} is said to follow a stationary tvACD process associated with (4) if it satisfies,
Under the Assumption A3, (5) is a stationary ergodic process. A unique stationary ergodic solution to (5) is given bȳ(
Here
In the following proposition, we claim that if (i/n) is close to u 0 , then (5) can be locally considered as an approximation to (4). We make the following assumption before stating the proposition.
A5. There exist finite constants M ω , M α and M β such that ∀ u 1 , u 2 ∈ (0, 1], 
or equivalently
Proof. The proof follows on the same lines of the proof of Theorem 1 of Dahlhaus and Subba Rao (2006) and hence omitted.
We can also write (4) by recursive substitution,
where 
Estimation using local polynomial method
We develop a two-step local polynomial procedure for the estimation of parameter functions of the proposed tvACD model. [See Wand and Jones (1995) , Fan and Gijbels (1996) , and Fan and Zhang (1999) for the application of local polynomial techniques in various models]. Exploiting the representation (7) of tvACD in Step 1, we give an initial estimate of ψ i . Using this initial estimate, the estimators of time varying parameters are obtained in
Step 2. Expressions for the asymptotic bias and variance of the estimators in both the steps are derived and asymptotic normality is established. It is found that the asymptotic MSE of the estimators of the parameter functions of the tvACD model remain invariant for a wide range of the initial-step bandwidths. Moreover, the suggested estimator achieves the optimal rate of convergence under a higher order differentiability assumption of the parameter functions.
Step 1 Obtain a preliminary estimate of ψ i using:
which can also be written as
where E(ψ i (ϵ i − 1)) = 0. We use log n as our choice of p and estimate the functions α k (u), k = 0, 1, … p using the local polynomial technique. Denote (i/n) = u i . Using Taylor's series expansion, the function α k (u) can be locally approximated in the neighbourhood of a point u 0 by,
where α kj , j = 0, 1, … d are constants. Therefore, given a kernel function K(⋅), the estimator can be obtained by minimizing
where ℎ 1 (⋅) = (1/ℎ 1 ) (⋅/ℎ 1 ) and h 1 denotes the bandwidth. Define
The estimator of α kj as a solution to the least-squares problem (8) can be expressed as,
Let e n,m denote a column vector of length m with 1 at n th position and 0 elsewhere. The estimator of the functions
Therefore, an initial estimate of ψ i can be obtained as,
wherê0( ) and̂( ) represent the estimators of α 0 (u i ) and α k (u i ) respectively. These are calculated using (9) at each u i . For the practical implementation, set x i = 0, ∀ i ≤ 0.
Step 2 In this step, the estimates of the parameter functions are obtained using the initial estimates of Step 1. The parameter functions ω(⋅), α(⋅) and β(⋅) are assumed to be continuously differentiable up to order d + 1. Using Taylor's series expansion, we can write,
where ω k2 , a k2 and b ky2 , k = 0, 1, …, d are unknown constants. Therefore, the equation (4) can be written as
For a particular choice of the Step 1 bandwidth h 1 = o(h 2 ), E(̂− 1 − −1 ) is asymptotically negligible. Here, h 2 denotes the bandwidth in the Step 2. The estimates are obtained by minimizing
Then, the exact expressions for the estimators arê
The estimators of the functions ω(.), α(.) and β(.) are respectivelŷ
The final estimates of ψ i in the tvACD model can be obtained aŝ
These estimators achieve the optimal rate of convergence when an optimal bandwidth is used. Next, we briefly describe the bandwidth selection procedure in this context.
Bandwidth selection
It is well-known that the local polynomial fitting with a data-driven variable bandwidth can capture the complicated shapes of the curves. Here we select the optimal bandwidth (h 2 ) using the cross validation method based on the best linear predictor of x i given the past [see Hart (1994) ], which is, ( ) + ( ) −1 + ( ) −1 . For the practical implementation [see Hart (1994) ] such a bandwidth (h 2 ) is chosen for which,
is minimum, wherê− ( ),̂− ( ) and̂− ( ) denote the local polynomial estimators of ( ) , ( ) and ( ) obtained by leaving out the i th observation. A pilot bandwidth is chosen initially to get the initial estimate of ψ i − 1 using the complete data. Using the similar arguments as in Hart (1994) , asymptotically it can be shown that such a bandwidth is a minimizer of the mean squared prediction error of x i . The pilot bandwidth h 1 should be small enough to be of o(h 2 ) and at the same time, should satisfy nh 1 → ∞. Note that, it is not feasible to compute (11) practically, as it requires the repeated refitting of the model after deletion of the i th data point each time. Thus, the bandwidth selection procedure is computationally too cumbersome, specially when n is large. Therefore, following Rohan and Ramanathan (2013) , we provide a simplified version of (11) to reduce the computational complexity and make the bandwidth selection easy and doable. In the following proposition, we obtain a relationship between (( ),( ),( )) and (̂− ( ),̂− ( ),̂− ( )), which helps in avoiding refitting the model each time after deleting the i th data point, i = 1, 2, …, n. 
−1 * 2 and * denotes a matrix of order (n − 1) × (n − 1) with (i, i) th element as one and rest of them as zero. Noŵ
Proof. The proof can be found in Rohan and Ramanathan (2012) . To compute (11), we need to fit the model just once. The estimators, (̂− ( 0 ),̂− ( 0 ),̂− ( 0 )) can then be computed using (12), which is easy and straightforward. All we need is to change * for each i, which can be done using a simple program. Therefore, (12) facilitates the bandwidth selection and saves enormous amount of computing time.
Asymptotic results
Towards proving the asymptotic results corresponding to the estimators in Step 1 and Step 2, following standard technical assumptions are introduced. (ii) K(u) is a symmetric density function of bounded variation with a compact support.
(iii) The bandwidths h 1 and h 2 are such that h 1 → 0, h 2 → 0 and
=a column vector of length with 1 everywhere,
In the following theorem, the exact expressions for the biases of the estimators of Step 1 has been obtained.
Theorem 3.2.1
Under the Assumptions A3, A5 and A6, the asymptotic bias of̂( 0 ), = 0, 1, … , is given by,
Further, if ( 4 ) < ∞, then the asymptotic variance of the estimator is
From the expressions of bias and variance, it is clear that the MSE of the estimator̂( 0 ) is (ℎ
. Also, when the optimal bandwidth h 1 = O(n −1/(2d + 3) ) is used, then the local polynomial estimator achieves the optimal rate of convergence O P (n −(2d + 2)/(2d + 3) ) for estimating α j (u 0 ). The asymptotic normality of the estimator is stated in Corollary 3.2.1 below.
Corollary 3.2.1
Under the assumptions of Theorem 3.2.1,
where ( 0 ) = Bias(̂( 0 )) and → denotes the convergence in distribution.
Proof. The proof follows from the Martingale central limit theorem ( Hall and Heyde 1980, Theorem 3.2) . Towards deriving the asymptotic bias and the variance of the estimators of tvACD parameter functions obtained in Step 2, following notations are introduced. 
and under the additional assumption that, ( ) 4 < ∞, the asymptotic variance is
In the bias expressions above, the second part (containing λ 1b , λ 2b and λ 3b ) is due to the initial approximation of ψ i as in Step 1. However, each λ ib , i = 1 , 2, 3 and hence this part is (ℎ +1 1 ) using Theorem 3.2.1. Therefore, if we choose h 1 = o(h 2 ), then asymptotically the bias expression becomes free from the bias due to the first step. That is, if h 1 = o(h 2 ), then
2 ), and
It may be noted that the bias expressions are free of the derivatives of other parameter functions. Also, if
2 ) and the variance of the estimator does not depend on the first step bandwidth. That is, when the optimal bandwidth is used, then the estimation remains unaffected for a large choice of initial step bandwidth. This makes the estimation procedure relatively easy to implement. The MSE of the final estimator is (ℎ 2 +2 2 + ( ℎ 2 ) −1 ), which is independent of the initial step bandwidth. Notice that this MSE achieves the optimal rate of convergence at an order of n −(2d + 2)/(2d + 3) for an optimal bandwidth h 2 of order n −1/(2d + 3) and h 1 = o(h 2 ).
In the following corollary, we state the asymptotic normality of the local polynomial estimator.
Corollary 3.3.2 Under the same assumptions as that of Theorem 3.3.2,
where
Proof. The proof follows from Martingale central limit theorem ( Hall and Heyde 1980, Theorem 3.2) . Evidently, the bias and variance of parameters depends on unobservable components. Therefore, these estimators cannot be directly used for the construction of confidence intervals. An obvious solution is bootstrap, which we discuss below.
Bootstrap
In order to construct the bootstrap estimators, first consider a sequence of exchangeable random variables { } =1 , independent of { } =1 . Define 1 = diag( +1 , … , ). Then, a preliminary bootstrap estimator of ψ i is given by,̂=̂0
Hence, the bootstrap estimators of the parameter functions of tvACD model can be written aŝ
Here, W B2 = diag(w 2 , … w n ) and X B2 is same as X 2 with {̂,
⊤ denote the bootstrap estimators of the parameter functions at Step 1 and Step 2 of tvACD respectively. In the following theorems, it is proved that the asymptotic distributions of the actual and bootstrap estimators coincide. The proof of the theorems follow the same lines of Rohan and Ramanathan (2013) and hence omitted.
Theorem 3.3.1
Let the assumptions A 1 to A 6 hold and | | 4 < ∞ . Then,
Theorem 3.3.2
Thus, the properties of the actual local polynomial estimator discussed above are also true for the bootstrap estimator. Therefore, the bootstrap estimator would provide a good approximation to the distribution of the actual tvACD estimators. Hence, with the help of repeated bootstrap iterations, we can obtain the approximate empirical biases and variances of the actual estimators. And these can be used to construct the confidence bands of the parameter functions.
Simulation study
In order to assess the performance of tvACD model in comparison with the standard ACD, we conduct a simulation experiment with different parameter configurations. For the sake of simplicity, we assume that ϵ i are exponentially distributed with mean 1. A sample of size n = 2000 was generated from the following model = ,
where ω(u) = 2u(1 − u 2 ), α(u) = 0.2cos(2πu) + 0.25 and β(u) = 2u(1 − u), 0 < u ≤ 1. These parameter functions are chosen in such a way that they satisfy all the assumptions such as 0 < α(u) + β(u) < 1, in addition to the non negativity of ω(u), α(u) and β(u) for all u. The parameter functions of the model were estimated using the two-step local polynomial procedure explained in the previous section. We use the Epanechnikov kernel for computing the estimators. Even though not reported here, we found that the choice of kernel does not have a significant effect on the estimation results. The value of p in the first step is taken as log n and the bandwidth is selected using cross validation method.
We consider the bootstrap weights to have a multinomial (n, 1/n, … , 1/n) distribution with n = 2000. The bootstrap estimator of the parameter functions were obtained based on 300 bootstrap samples. In Figure 1 , time varying ACD estimators are presented along with the original functions. The 95% confidence band of the parameter functions based on Section 3.3 are also depicted in Figure 1 . Confidence bands, original functions and tvACD estimators are given by dashed, solid and dotted line respectively. We see that α(.) and β(.) are completely inside the confidence bands. All the computations were performed in R. 
Empirical application
In this section, we model three high frequency datasets using the proposed non stationary tvACD model and compare its performance with five other ACD specifications proposed in the literature. Five specifications that we consider are ACD(1,1) ( Engle and Russell 1998) , LACD1(1,1) ( Bauwens and Giot 2000) , LACD2(1,1) ( Lunde 1999) , AMACD (1,1,1) ( Hautsch 2012) and ABACD(1,1) ( Hautsch 2012) . Mathematical expressions related to these models are given in Appendix A. We consider tick-by-tick data for two financial stocks, [one large cap stock viz., ICICI Bank (ICICIBANK) and one small cap stock viz. Cox and Kings (COX&KINGS)] and one ETF [Goldman Sachs Banking Index Exchange Traded Scheme (BANKBEES)] traded at National Stock Exchange (NSE), India. The data include information on each trade during the period from 1st to 30th November, 2015 (19 trading days). The database summarizes the trading process and contains the date and time stamp t i for the i th trade and additional marks, such as transaction prices and volume. Figure 2 shows the spread of price, volume traded and number of transactions per day over the period of one month. Because high-frequency data contains incorrectly recorded elements, all series were cleaned prior to use by applying the set of baseline rules proposed by Barndorff-Nielsen et al. (2009) . Negative trade prices or volumes were deleted. The price series are reported every trading day from 9:30 am to 4 pm Eastern Standard Time (EST), and the effect of the overnight or opening auction is removed by deleting the opening trades which occurred between 9:30 and 9:50 ( Engle and Russell 1998) . A total of 12,56,730 observations for the ICICIBANK, 85380 for COX&KINGS and 4151 for BANKBEES remained.
There are three types of durations that are of interest to practitioners; trade, price and volume. These are proxies for trading intensity, volatility and liquidity respectively, and hence an analysis for these three types of durations can give important insights about the micro behavior of the market. Trade durations measure the time interval between consecutive trades. Price durations measure the amount of time before observing a given cumulated variation (up or down) of the price. Analogously, volume durations measure the amount of time necessary to observe a cumulative traded volume of a given amount (say, 2500 shares). Zero durations are ignored and not included in the analysis.
For price duration, the cumulated price difference considered is 0.5 rupees and for volume duration, cumulative volume considered is 2500 shares. These durations are plotted in Figure 3 . Please note that we exclude volume durations of BANKBEES from the figures and, in fact, from all the further analysis due to fewer numbers of observations. For each of the three series, we report descriptive statistics in Table 1(a)-(c) . Figure 4 shows the ACF of these durations. Among the three stocks, ICICI was found to be the most traded asset with an average trade duration of 1.7 s. For COX & KINGS, it was 13.3 s and 116 s for BANKBEES. Similarly, COX&KINGS turned out to be the most volatile asset with an average price duration of 180 s and ICICIBANK, the least volatile with an average price duration of 349 s. As observed in other studies, the durations for the three assets exhibit positive autocorrelation, overdispersion (i.e. the standard deviation is greater than the mean) and right-skewed shape ( Pacurar 2008) . The high values of the Ljung-Box Q-statistic obtained for 10 or 20 lags indicate the presence of ACD effects (duration clustering) at any reasonable level. We now obtain adjusted durations by estimating the seasonal factor using cubic spline procedure of Engle and Russell (1998) and then dividing by the same. Figure 5 shows the ACF of adjusted durations. All the descriptive statistics are reported in Table 1 along with original durations. Figure 6 shows the intra day pattern of various durations for all the three series. The daily factors for all the durations resemble each other in the sense that the opening and closing of the market exhibit highest trading rates and a fall in the trading activity just after the noon. The case of ICICIBANK trade durations was found to be an exception to this, where the activity is approximately constant throughout the day with a drop by the end of the day. The adjusted series would have approximately zero inter temporal correlations, if the cubic spline procedure has removed the periodicity successfully. But this is not the case as is clear from Q-statistics values reported in Table 1 . The autocorrelations of adjusted durations are still high, which suggests that the large Ljung-Box statistic observed for the raw durations need not be the result of daily factor alone. For both adjusted and unadjusted data, the null hypothesis of no correlation was rejected, however, adjusting the data with cubic spline approach lead to much smaller Ljung-Box statistics. Now for the adjusted durations, we fit five models mentioned above along with the non-stationary tvACD model and compare their in and out sample performances. The two step local polynomial procedure has been used to estimate the parameter functions ω(.), α(.) and β(.). We assume that ϵ i are exponentially distributed with mean 1 while estimating the five models for comparison.
The fitting of models was computationally very demanding in nature due to size of the datasets involved and computational complexity of the suggested method. So, we analyze only five type of durations out of the available choices. These choice are based on the size of the duration series. We analyze price duration of ICICIBANK, price and volume duration of COX&KINGS and trade and price duration of BANKBEES. We use the durations corresponding to 30th November, 2015 as test set and hence, these are not included while fitting the model. It will be used to evaluate the forecasting performance of tvACD model against the other five models.
The choice of d = 3 facilitate the optimal rate of convergence of the order of −8 9 , and p = log n requires lesser number of parameters to be estimated in Step 1 as compared to other choices of p, such as √ .
The functional estimates of ω(.), α(.) and β(.) are given in Figure 7 . Table 2 shows the MSE values of the in-sample predictions and out-sample forecasts. The non stationary model has clearly outperformed the other models (cf. Table 2 ). The residual analysis of fitted tvACD models is presented in Figure 8 and Table 3 . On the basis of Ljungbox test given in Table 3 and forecasting results in Table 2 , we conclude that the suggested tvACD model has captured the dependence between durations considerably well as compared to the other models. 
Concluding remarks
In this paper, we have considered a non stationary time varying ACD model and studied some of its probabilistic properties. A two-step local polynomial approach is suggested for the estimation of the time varying parameters of such a model. The asymptotic theory related to the estimators have been investigated. As the asymptotic distribution of the estimators depends on the original model, a bootstrap procedure is suggested, to obtain the confidence bands. Simulation results indicate that the suggested estimators are reasonably good. Empirical application to some of the selected HFD from NSE (INDIA) clearly demonstrate the superiority of the suggested tvACD model. There can be various possible extensions of this work. Comparison with wavelet based estimators, introducing rules for selecting a suitable model for a particular context etc. are some of them. Studying the asymptotic properties of the wavelet based estimators is another area that one needs to look into. The work towards this is currently under progress. Various types of duration models viz., asymmetric ACD, Stochastic conditional duration (SCD) models etc. are available in the literature. One needs to examine the possibility of applying the suggested two-step local polynomial estimation procedure for such type of models with time varying parameters.
