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Abstract
We study the problem of local causal discovery learning which identifies direct causes and effects of a target variable
of interest in a causal network. The existing constraint-based local causal discovery approaches are inefficient, since
these approaches do not take a triangular structure formed by a given variable and its child variables into account
in learning local causal structure, and hence need to spend much time in distinguishing several direct effects. Ad-
ditionally, these approaches depend on the standard MB (Markov Blanket) or PC (Parent and Children) discovery
algorithms which demand to conduct lots of conditional independence tests to obtain the MB or PC sets. To overcome
the above problems, in this paper, we propose a novel Efficient Local Causal Discovery algorithm via MB (ELCD)
to identify direct causes and effects of a given variable. More specifically, we design a new algorithm for Efficient
Oriented MB discovery, name EOMB. EOMB not only utilizes fewer conditional independence tests to identify MB,
but also is able to identify more direct effects of a given variable with the help of triangular causal structures and
determine several direct causes as much as possible. In addition, based on the proposed EOMB, ELCD is presented
to learn a local causal structure around a target variable. The benefits of ELCD are that it not only can determine
the direct causes and effects of a given variable accurately, but also runs faster than other local causal discovery al-
gorithms. Experimental results on eight Bayesian networks (BNs) show that our proposed approach performs better
than state-of-the-art baseline methods.
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1. Introduction
Causal discovery aims to mine the causal relationships between variables, which plays an essential role in various
scientific fields, such as medicine, computer science and statistics [1, 2, 3, 4, 5]. The crucial problem in causal
discovery is how to efficiently and accurately distinguish the direct causes and effects among a group of variables.
Over the last two decades, a number of causal discovery algorithms have been presented to deal with this problem
[6, 7]. Most of these works can be categorized into global learning algorithms and local learning algorithms depending
on whether the global structure is learned or not. Global learning algorithms focus on learning global casual structures
of all variables [8, 9], while local learning algorithms aim to distinguish the direct causes and effects of a target variable
of interest [6, 10].
One typical global learning algorithm is Peter-Clark (P-C) algorithm [9]. However, P-C has one major drawback:
high computational cost. To further reduce the complexity, several local-to-global structure learning methods have
been presented, such as GS [11], MMHC [12], SSL±C/G [13], GGSL [14] and PSL [15]. These methods first learn the
MB or PC set of every variable, then builds up a skeleton of a directed acyclic graph using learned the MB or PC sets,
and finally determines the directions of edges of the learned skeleton by the aid of score-based or constraint-based
causal learning algorithms. Recently, NOTEARS [16] and DAG-GNN [7] adopted continuous optimization strategy
to obtain the directed acyclic graph (DAG) from observational data.
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Figure 1: Sample Bayesian Network. Light blue node T is the target node and the yellow nodes are the MB of T.
Global learning algorithms seek to causal relationships among all variables. If we are only interested in the causal
relationships around a target variable, these algorithms are inefficient because it is unnecessary to learn all the causal
relationships among variables. Several local learning algorithms have been proposed to handle this issue, such as PCD-
by-PCD (PCD means Parents, Children and some Descendants) [10] and CMB algorithms [6]. These algorithms are
able to distinguish the direct causes and effects of a target variable. PCD-by-PCD sequentially looked for PCD(X) of
variable X that was associated to the target variable, then sought to local V-structures and oriented the edges adjacent
to the target variable as much as possible. CMB first found Markov blanket (MB) [17] of target variable and other
variables that are nearest to the target variable, then distinguished the causal relationships between the target variable
and other variables connected to the target through tracking the change of causal relationships between variables.
Although PCD-by-PCD and CMB are effective in determining the direct causes of the target variable, they are
inefficient. Firstly, PCD-by-PCD uses MMPC algorithm [18] for PC discovery, and CMB utilizes HINTON-MB [19]
to orient. While MMHC need perform an exhaustive subset search to look for the PC set of a given variable, and
HINTON-MB demands to look for the PC set of each variable belonging to the PC set of a given varaible. Therefore,
they need to spend much time in searching for the PC set or MB set of a given variable. Secondly, PCD-by-PCD and
CMB demand to spend much time in identifying the direct causes and effects of a given variable. For example, as
shown in Fig.1, there is a triangular causal structure among a given variable T and its child variables A and B. T is the
direct cause of variable A and B, and variable A is the direct cause of variable B. PCD-by-PCD can not determine the
direct causes and effects of the target variable T given the PCD(T), hence it demand to further search. Although there
are V-structures around variable B and the target variable T, CMB can not determine the direction between variable T
and variables B, L, E and J if only the MB of the target variable T is given. Therefore, CMB demands to spend much
time in finding the MBs of other variables to identify the causal relationship between variables. Can we spend less
time in identifying the direct causes and effects of a given variable T?
To address the problem mentioned above, we make an attempt in this paper to achieve efficient local causal
structure discovery. Our main contributions of the paper are summarized below:
• We propose a novel constraint-based MB discovery algorithm, named EOMB. Compared with the existing
MB discovery algorithms, EOMB is able to identify several direct causes and more direct effects of the target
variable T given the MB of T. Meanwhile, EOMB can further reduce the impact of CI tests errors since it uses
fewer CI tests to discover MB.
• We provide a novel viewpoint for learning local causal structure of a given variable by identifying several
parents and more children of a given variable with the help of EOMB, and propose a new local causal structure
discovery algorithm, called ELCD. ELCD utilizes the proposed EOMB algorithm to efficiently determine direct
causes and effects of a given variable. In this way, ELCD can reduce the searching scope in looking for direct
causes and effects of a given variable T and achieve satisfying performance.
The remainder of this paper is organized as follows. Section 2 briefly describes the notations and definitions used
in the paper. Section 3 gives the details of the proposed local causal structure learning algorithm. Section 4 shows the
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Table 1: Summary of notations
Notation Meanings
U a set of random variables
W a subset of U
P a joint probability distribution over U
G a direct acyclic graph over U
DAG direct acyclic graph
X,Y,Z a single variable in U
T a given target variable in U
Z,S a conditioning set within U
X⊥ Y X and Y are independent given Z
X 6⊥ Y X and Y are dependent given Z
MBT Markov blanket of T
PCT a set of parents and children of T
PT parents of T
CT children of T
UNT undirected variables in PCT
SPT a set of spouses of T
SPT{X} a spouses of T with regard to T’s child X
SepT{X} a set that d-separates X from T
Q a circular queue(first in fist out)
| · | the size of a set
effectiveness of the proposed approach with experimental results. Section 5 briefly reviews the related work. Section
6 summarizes the paper.
2. Notations and Definitions
In this section, we will give a brief introduction of some concepts utilized in this paper. The frequently used
notations are defined in Table 1. Let U represent a set of random variables, P denotes a joint probability distribution
over U, and G is a DAG over U. In a DAG, X is a parent of Y and Y is a child of X if there is a directed edge from
variable X to variable Y. X is an ancestor of Y (i.e., non-descendant of Y) and Y is a descendant of X if a directed path
exists from variable X to variable Y. The triplet < U,G,P > is a Bayesian Network (BN) iff < U,G,P > satisfies the
Markov condition [9]: each variable is conditionally independent of variables in its non-descendant given its parents
in G.
Definition 1 (Condition Independence [17]). Given a conditioning set Z, variable X is conditionally independent of
variable Y if and only if P(X|Y,Z) = P(X|Z).
Definition 2 (Faithfulness [9]). A Bayesian Network G and a joint probability distribution P over U are faithful to
each other iff P entails all and only the conditional indepdenceies in G.
Definition 3 (V-structure [17]). If there is no an edge between variables X and Y, and variable W has two incoming
edges from X and Y respectively, then X, W and Y form a V-structure (X → W ← Y).
W is a collider if there are two directed edges from X to W and from Y to W respectively.
Definition 4 (d-Separation [17]). Given a set of variables S ⊆U\{X,Y}, a path L between variable X and Y is blocked,
if one of the following conditions is satisfied: 1) there is a non-collider variable on L which is part of S or 2) there
is a collier variable Z on L, while Z and any its descendants are not in S. Otherwise, L between variable X and Y is
unblocked. Two variables X and Y are d-Separation given S iff each path between X and Y is blocked by S.
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Algorithm 1: The EOMB algorithm
Input: Data D, target variable T
Output: PT, CT, UNT, SPT
Step I: find the PC set of T
1: [PCT, SepT]← RecogPC(T, D)
Step II: find spouses of T
2: [SPT, CSPT]← RecogSpouses(D, T, PCT, SepT)
Step III: remove false positives PC from PCT
3: for each Y ∈ PCT do
4: if T⊥ Y | Z, Z ⊆ SPT{Y} ∪ PCT \ {Y} then
5: PCT ← PCT \ {Y}
6: SPT{Y}← ∅
7: end if
8: end for
Step IV: find PT, CT
9: [PT, CT, UNT]← IdentifyPC(D, T, PCT, SPT, CSPT)
Definition 5 (Markov Blanket [17]). In a BN, the MB of a target variable T is denoted as MBT , which consists
of parents, children and spouses (other parents of the children) of T and is uniqueness. All other variables are
conditionally independent of T given MBT , ∀ X ⊆ U \MBT \{T}, X⊥ T |MBT .
Theorem 1. In a BN, if there is an edge between X and Y iff X and Y are dependent given each set of variables that
does not contain X and Y, ∀ S ⊆ U \ {X,Y}, X 6⊥ Y | S [9].
3. Proposed ELCD algorithm
In this section, we give the details of the proposed ELCD algorithm, which is able to effectively distinguish
the direct causes and effects of a given variable. ELCD mainly consists of two steps: (1) Obtaining MB of a given
variable and identifying several direct causes and effects using an effective oriented MB discovery algorithm (EOMB).
(2) Leaning local causal structure of a given variable depending on the proposed EOMB algorithm. In the following,
we will give the details of steps (1) and (2).
3.1. MB discovery algorithm
Existing MB discovery algorithms can only identify some direct effects of a given variable T if there are spouses
of variable T, but can not identify some direct causes of variable T and several direct effects with a special triangular
causal structure. We propose an effective oriented MB discovery algorithm (EOMB) to look for the MB of a target
variable T. Meanwhile, EOMB determines several direct causes and more effects of variable T. As shown in Algorithm
1, EOMB consists of four steps:
(1) in step I, EOMB obtains the PC set of a target variable by utilizing the existing PC discovery algorithms
[18, 20, 21] (line 1 of Algorithm 1). Here, we use RecogPC() to represent the existing PC discovery algorithms. In
this paper, we use HITON-PC [19] to find the PC set of a target variable.
(2) in step II, EOMB finds spouses of the target variable. As shown in Algorithm 2, we first look for the variable
Y of PCT based on such conditions that X and Y are conditionally indepdent given an empty set, and construct a
set Temp. Given conditioning set Temp, if X and T are conditionally independent, then X can not be a spouse of T.
Otherwise, it need to conduct further checking. As shown in Algorithm 2, after check at line 11, line 12 obtains
candidate spouses of T. In the following up, lines 20-21 remove non-parent variables of each Y ∈ PCT from SPT{Y}.
(3) in step III, a descendant variable Y of T will be removed from PCT if Y is mistaken for a PC variable of T,
since Y and the target variable T are conditionally independent given the superset of parents (SPT{Y} ∪ PCT ) of Y.
(4) in step IV, EOMB identifies several direct effects if there are spouses of the target variable T. In addition, based
on Theorem 2, EOMB determines several direct effects of T if there is a triangular structure between a target variable
and its child variables. Futhermore, EOMB determines some direct causes and effects of T according to Lemma 1.
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Algorithm 2: RecogSpouses algorithm
Input: Data D, target variable T, PCT, SepT
Output: SPT, CSPT
1: SPT ← ∅
2: for each X ∈ U\{T}\PCT do
3: Temp← ∅
4: for each Y ∈ PCT do
5: if X 6⊥ Y | ∅ then
6: Temp← Temp ∪ {Y}
7: end if
8: end for
9: if X 6⊥ T | Temp then
10: for each Y ∈ Temp do
11: if X 6⊥ T | {Y} ∪ SepT{X} then
12: SPT{Y}← SPT{Y} ∪ {X}
13: end if
14: end for
15: end if
16: end for
17: CSPT ← SPT
18: for each Y ∈ PCT do
19: for each X ∈ SPT{Y} do
20: if X⊥ Y | Z, Z ⊆ SPT{Y} ∪ {T} ∪ PCT \ {X,Y} then
21: SPT{Y}← SPT{Y} \ {X}
22: end if
23: end for
24: end for
Next, we will give details of Theorem 2 and 3 and their proof, and give the description of Lemma 1. Theorem
2 introduces our proposed new direct effects recognition rule, Theorem 3 describes the soundness and correctness of
the presented EOMB algorithm.
Theorem 2 (Direct Effects Identity). Given a triangular structure between a target variable T and its child variables
{A,B}, T is a direct cause of variable A and B, and variable A is a direct cause of variable B. If variable A has a direct
cause C < PCT ∪ {T}, and the parent of variable B (PCB) belongs to PCT ∪ {T}, then EOMB is able to determine the
direction between variable B and variable T in learning the MB of target variable T.
Proof. Under the faithfulness assumption, the PC set PCT of a target variable T only contains the direct causes
and effects of T. Owing to variable C (C< PCT ∪ {T}) is a direct cause of variable A, then there is a V-structure
(C → A ← T) around variable A. In addition, there is a V-structure (A → B ← T) around variable B since A is a
parent of variable B. Based on Theorem 3, EOMB can determine that variable C is a parent of variable A. In step II
of EOMB, variable C will be regard as a candidate spouse of variable B (line 2-16 of algorithm 2) since variables C
and T are conditionally indepdent given conditioning set {B} ∪ SepT{C}. If variable B is a direct cause of variable
T, then variables C and T are conditionally independent given conditioning set {B} ∪ SepT{C}, since all paths from
variable T to C are blocked by conditioning set {B} ∪ SepT{C}. Therefore, variable B is a direct effect of variable
T.
Lemma 1. Let X ∈ PCT , Y ∈ PCT . The PC set of a given target variable T ∈ U in a causal network. We can get the
following two dependence relationships between variable X and variable Y.
(1) X⊥ Y | ∅ and X 6⊥ Y | T⇒ variable X and variable Y are both parents of T. This shows that there is a V-structure
(X → T ← Y) formed by variable X, Y and T, and T is a collider.
5
Figure 2: An example of the execution process of EOMB.
(2) X is a direct cause of T, X 6⊥ Y | ∅ and X⊥ Y | T⇒ variable Y is a direct effects of T. This shows that there is
only one path (X → T → Y) from X to Y, and the path is blocked by variable T.
Theorem 3 (Correctness of EOMB). Under the faithfulness assumption, Algorithm 1 will seek out the correct MB of
a given target variable.
Proof. In the step I, the superset PCT of PC of a target variable T can be learned throught the existing PC algorithms,
which contains the direct causes, effects and the descendant of T [22]. Then, in the step II, based on the result of step
I, EOMB finds all the true spouses of T. EOMB first judges whether the variable X ∈ U\{T}\PCT can be a candidate
spouse or not. X ∈ U\{T}\PCT will be removed if paths between X and T do not contain a collider belonging to PCT
(line 9 in Algorithm 2), otherwise, X is a candidate spouse of Y (Y ∈ Temp) if X and T are conditionally indepdent
given a conditional set {Y} ∪ SepT{X}. In the following up, the variable X ∈ SPT{Y} that is non-parent of variable
Y (Y ∈ PCT) will be removed from SPT{Y} (line 20 in Algorithm 2). According to Markov condition, the variable
X ∈ SPT{Y} is bound to be removed if it is not a parent of Y, since conditional set SPT{Y} ∪ T ∪ PCT \ {X,Y}
contains all parents of Y. Therefore, we can obtain all the true spouses of T. In the step III, the false positives in the
PC and spouse set found in the step II will be removes. Owing to non-child descendants of T may be regarded as a PC
variable, we also remove the false PC variables depending on the Markov condition. The false PC variable and target
variable T are conditionally independent given the spouses of the false PC variable and PCT. Then, EOMB contains
all and only the true positive PC variables PCT and spouses SPT after Algorithm 1, and PCT and SPT together form
all and only true positive MB variables.
Next, we utilize an example which is shown in Fig.2 to trace the execution of EOMB. Suppose that we have a
dataset for variable set U = {A,B,C,D,E,F,G,H,I,J,K,L,T}. The independence relationships between variables can be
represented by the Bayesian network structure in Fig.2. In the following, we regard variable T as the target variable,
and given the execution process of EOMB.
(1) step I: referring to the simple network, i.e., the left network in Fig.2. We first use HINTON-PC algorithm to
find the PC set. According to Theorem 1, variables {A,B,L,K,E,J} will be added to PCT. Notice that, variable D is
conditionally independent of the target variable T given an empty set, hence D will not be in any of the conditioning
sets for higher order conditional independence tests. As a result, variable I will be added to PCT since T and I are
conditionally indepdent given conditioning set {K}. That is, as shown in Fig.2 (a), PCT = {A,B,L,K,E,J,I}.
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Algorithm 3: IdentifyPC algorithm
Input: Data D, target variable T , PCT, SPT, CSPT
Output: PT, CT, UNT
1: CT ← ∅, PT ← ∅
2: for each Y ∈ PCT do
3: if SPT{Y} is nonempty then
4: CT ← CT ∪ {Y}
5: end if
6: end for
7: UNT ← PCT \ CT
8: for each X ∈ UNT do
9: if CSPT{X} ∩ CT is nonempty then
10: CT ← CT ∪ {X}
11: end if
12: end for
13: for each X ∈ PCT \ CT do
14: for each Y ∈ PCT \ CT do
15: if X⊥ Y | ∅ and X 6⊥ Y | T then
16: PT ← PT ∪ {X} ∪ {Y}
17: end if
18: end for
19: end for
20: UNT ← PCT \ PT \ CT
21: for each X ∈ UNT do
22: for each Y ∈ PT do
23: if X⊥ Y | ∅ and X 6⊥ Y | T then
24: CT ← CT ∪ {X}
25: break
26: end if
27: end for
28: end for
29: UNT ← PCT \ PT \ CT
(2) step II: as shown in Fig.2 (b), we look for the spouses of T. Variable G and each variable of set Temp = { A, B,
L, K, E, I} are conditionally indepdent given an empty set, and G is conditionally independent of the target variable T
given the conditioning set Temp, we can conclude that G can not be a candidate spouse of T since each path from G to
T is blocked by the conditioning set Temp. Similarly, both F and H can not be candidate spouse variables. Variable C
and each variable of set Temp = { A, B, L, K, E, I} are conditionally indepdent given an empty set, and C is conditional
dependent of the target variable T given the conditioning set Temp, and we need conduct further tests. Owning to C⊥
T | E, C 6⊥ T | {E,A}, C 6⊥ T | {E,B}, C⊥ T | {E,L}, C⊥ T | {E,K} and C⊥ T | {E,I}, hence C is added to SPT{A}
and SPT{B}, SPT{A} = {C}, SPT{B} = {C}. Similarly, D is a candidate spouse variable of K and I, SPT{K} = {D},
SPT{I} = {D}. In the following, C will be remove from SPT{B} since C⊥ B | {A,T} (line 20-21 of Algorithm 2).
After this step, SPT{A} = {C}, SPT{K} = {D}, SPT{I} = {D}.
(3) step III: as shown in Fig.2 (c), after checking at line 4 of Algorithm 1, variable I will be removed from PCT
since I⊥ T | {K,D}. After this step, PCT = {A,B,L,K,E,J}, SPT = {C,D}, and MBT ={A,B,L,K,E,J,C,D}.
(4) step IV: as shown in Fig.2 (d), we orient the direction between the target variable T and the PC variables of T
as much as possible. Due to C is a spouse of T, and C has been added to SPT{B} in Step II, based on Theorem 2, B
is regarded as a direct effect of T. In addition, according to Lemma 1, we can identify that variables E and J are both
parents of T since E⊥ J | ∅ and E 6⊥ J | T. And the direction between T and L can be determined since E is a direct
cause of T, E 6⊥ L | ∅ and E⊥ L | T.
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Algorithm 4: The ELCD algorithm
Input: Data D, target variable T
Output: Local causal structure of T
Step I: find the PC set of T
1: W ← ∅, Q = ∅
2: Q.push(T)
3: G = zeros(|U| ,|U| )
4: Repeat
5: X = Q.pop()
6: if X <W then
7: W ←W ∪ {X}
8: [PX, CX, UNX, SPX] = EOMB(D, X)
9: for each Y ∈ PX do
10: G(Y,X) = -1
11: endfor
12: for each Y ∈ CX then
13: for each Z ∈ SPX{Y} do
14: G(Z,Y) = -1; G(X,Y) = -1
15: endfor
16: endfor
17: for each Y ∈ UNX do
18: G(X,Y) = 1; G(Y,X) = 1
19: Q.push(Y)
20: endfor
21: endif
22: Using Meek rules to orient other edges between variables in W
23: Until (1) all causes and effects of T can be determined, or (2) Q = ∅, or (3)W = U
3.2. Local Causal Structure Learning
In this section, we present a new approach for identifying the direct causes and effect of a given variable. The
existing constraint-based causal discovery algorithms depend on V-structure to determine the causal relationship be-
tween variables. The existing divide-and-conquer MB learning algorithm are able to identify several direct effects of
a given variable T by finding V-structures around the direct effects of T with the help of spouses. However, these
approaches do not provide the causal identities of some parents, and can not identify triangular structures which are
described in Theorem 2. Due to the superiority of EOMB in distinguishing several direct causes and effects of a given
variable, we present a novel local causal discovery algorithm called ELCD based on EOMB. Compared with other
local causal discovery algorithm, ELCD reduces the searching scope in find direct effects and causes of a given target
variable. As shown in Algorithm 3, ELCD mainly contains two steps:
(1) looking for the MB set of the target variable T, and determining several causes and effects of T using EOMB
algorithm. After this step, the PC set of T will be found. In addition, several parents and children of T will be
determined.
(2) if several causes and effects of T can not be determined in the step (1), then sequentially finds the MB set
of the variables adjacent to the target variable T and simultaneously learns the local structures, and identifies the
undetermined causes and effects of T with the help of the learned local structures using Meek rules [23]. This process
will be stopped if the causes and effects of T can be distinguished, otherwise, this process will proceed further.
In Algorithm 3, we use the G(X,Y) = -1 to represent that variable X is the parent of variable Y, G(X,Y) = 1 represents
that variable X is adjacent to variable Y, G(X,Y) = 0 represents that there is no edge between variable X and variable
Y.
Theorem 4 describes the soundness and correctness of the presented ELCD algorithm. In the following up, we
will introduce Theorem 4 and its proof in detail.
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Figure 3: An example of the execution process of ELCD.
Theorem 4 (Correctness of ELCD). Under the faithfulness assumption, Algorithm 4 will distinguish the direct causes
and effects of a given variable.
Proof. Under the causal faithfulness assumption, EOMB discovers the true positive MB variables and PCT of a given
target variable T, and the learned PCT only contains the true positive PC variables of T. Several children of T can be
identified if T has spouses, since X, Y and T will form a V-structure (X→ Y← T) for each X ∈ SPT{Y}. Additionally,
several parents and children of T will be determined by Theorem 2 and Lemma 1. ELCD updates the local causal
structures until the parent and children can be determined or parents and children can not be identified further by
continuing the process. In addition, Meek rule [23] are used to orient the direction of other undirected edges between
T and variables adjacent to T with the help of current local causal structures, and the direction of edges determined
by Meek rule are correct. Thus, the direct causes and effects of a given target variable are distinguished correctly by
ELCD.
Next, we utilize an example which is shown in Fig.3 to trace the execution of ELCD. Suppose that we have
a dataset for variable set U = {A,B,C,D,E,F,G,H,I,J,K,L,T,M,N,O,P,Q}. The independence relationships between
variables can be represented by the Bayesian network structure in Fig.3. In the following, we regard variable T as the
target variable, and given the execution process of identifying the direct causes and effects of T using ELCD.
(1) step I: referring to the underlying causal network, i.e., the left network in Fig.3. We first use EOMB algo-
rithm to distinguish several parents and children of T. After learning the MB of T, as shown in Fig.3 (a), the PCT =
{A,B,L,K,E,J,M,N} and SPT = {C,D} are obtained. Then, G(T, A) = -1, G(T, B) = -1, G(T, L) = -1, G(T,K) = -1,
G(E,T ) = -1, G(J,T ) = -1, G(M,T ) = 1 and G(N,T ) = 1. The direction of two edges from M to T and from N to T are
unsure.
(2) step II: To resolve G(M,T ) and G(N,T ), as shown in Fig.3 (b), we look for the MB of variable M. Then,
G(M,O) = 1. Owing to the direction between variables T and M can not identified, we need further searches. As
shown in Fig.3 (c), we find the MB of variable N. Then, G(N,O) = 1. In the following, the MB of variable O is
extracted using EOMB algorithm, and G(P,O) = -1, G(Q,O) = -1, G(O,M) = -1, G(O,N) = -1. After updating the
current local structure using Meek rules, we can get that G(M,T ) = -1 and G(N,T ) = -1.
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Table 2: Description of benchmark BNs.
Network Num.Vars
Num.
Edges
Max In/Out
Degree
Min/Max
|PCset|
Domain
Range
Alarm 37 46 4 / 5 1 / 6 2 - 4
Insurance 27 52 3 / 7 1 / 9 2 - 5
child 20 25 2 / 7 1 / 8 2 - 6
Alarm10 370 570 4 / 7 1 / 9 2 - 4
Insurance10 270 556 5 / 8 1 / 11 2 - 5
child10 200 257 2 / 7 1 / 8 2 - 6
Pigs 441 592 2 / 39 1 / 41 3 - 3
Gene 801 972 4 / 10 0 / 11 3 - 5
3.3. Computational Complexity
The complexity of ELCD algorithm depends on the step of looking for the MB. In the following up, we will give
the complexity of EOMB and ELCD.
EOMB Computational Complexity: owing to EOMB contains four steps, hence the complexity of EOMB
depends on the four steps. Given a target variableT, in step I, the computational cost is dominated by the existing
PC discovery algorithms which take at most O(|U|2|U|) conditional independence (CI) tests to find the PC set. Step II
takes O(|SPT|2|PCT |+1+|SPT |) CI tests, step III takes O(|PC|2|PCT |+|SPT |) CI tests, step IV takes O(2|PCT|2) CI tests.
Thus, the complexity of EOMB is O(|U|2|U|+|SPT|2|PCT |+1+|SPT | + |PCT|2|PCT |+|SPT | + 2|PCT|2) = O(|U|2|U|).
ELCD Computational Complexity: In the best case, ELCD can identify all the direct causes and effects with
the help of MB, hence the complexity of ELCD is O(|U|2|U|). But in the worst case (i.e., the target variable has all
single ancestors), ELCD need to learn the whole causal structure, hence the complexity of ELCD is O(|U|22|U|).
4. Experiments
In this section, we conduct a comprehensive experiment-study on eight benchmark Bayesian Networks (BNs) to
evaluate both the effectiveness and accurateness of the presented ELCD algorithm. Each benchmark BN contains two
groups of data, one group containing 10 data sets with 1000 data examples, and the other one including 10 data sets
with 5000 data examples. The number of variables of these BNs from 20 to 801. The details of the eight benchmark
BNs are described in Table 2. We compare our approach ELCD with three state-of-the-art global discovery algorithms:
MMHC [12], NOTEARS [16] and DAG-GNN [7], and two local discovery algorithms: PCD-by-PCD [10], CMB[6].
In addition, we also evaluate the effectiveness of the proposed EOMB by comparing it with five state-of-the-art MB
discovery algorithms: IAMB [24], MMMB [18], HITON-MB [19], STMB [22], BAMB [25].
Implementation Details: PCD-by-PCD, CMB, IAMB, MMMB, HITON-MB, STMB, BAMB, and the presented
EOMB algorithms are implemented by ourselves in MATLAB. For MMHC, we utilize the implementation in software
tools [26]. For NOTEARS1 and DAG-GNN2, we use the source code provided by the author. In the experiments, G2-
test [27] with the significance level of 0.01 is utilized to measure the conditional independence between variables. All
experimental results are conducted on Windows 10 with Intel(R) i7-8700, 3.19 GHz CPU, and 16GB memory.
In the experiments, for local causal discovery algorithms, we use the structural Hamming distance (SHD), false
discovery rate (FDR) as reported in [7], ArrPrecision, ArrRecall, CI tests, and running time (in seconds) as the
evaluation metric.
• SHD: The number of total error edges, which contains undirected edges, reverse edges, missing edges and extra
edges. The better the lower value of SHD.
1https://github.com/xunzheng/notears.
2https://github.com/fishmoon1234/DAG-GNN.
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• FDR: The number of false positives edges in the output (i.e., the variables in the output belonging to the true
direct causes and effects of a target variable in a test DAG) divided by the number of edges in the output of an
algorithm.
• ArrPrecision: The number of true positives directed edges in the output (i.e., the variables in the output belong-
ing to the true direct causes and effects of a target variable in a test DAG) divided by the number of edges in the
output of an algorithm.
• ArrRecall: The number of true positives directed edges in the output divided by the number of true positives
directed edges (the number of the direct causes and effects of a target variable in a test DAG).
• Efficiency: We utilize the number of conditional independence test (CI test) and the running time (in seconds)
to measure the efficiency of a local structure discovery algorithm.
For MB discovery algorithms, we use distance, F1, precision, recall, CI tests, and running time (in seconds) as the
evaluation metric.
• Precision: The precision metric represents the number of true positives in the output (i.e., the variables in the
output belonging to the true MB of a target variable in a test DAG) divided by the number of variables in the
output of an algorithm.
• Recall: The Recall metric denotes the number of true positives in the output divided by the number of true
positives (the number of the true MB of a target variable in a test DAG).
• F1 = 2 * Precision * Recall / (Precision + Recall): The F1 score is the harmonic average of the precision and
recall. In the best case (perfect precision and recall), F1 = 1. While in the worst case, F1 = 0.
• Distance =
√
(1 − Precision)2 + (1 − Recall)2: In the best case (perfect precision and recall), distance = 0.
While in the worst case, F1 = 1.414.
• Efficiency: We also use the number of conditional independence test (CI test) and the running time (in seconds)
to measure the efficiency of a MB discovery algorithm.
In the following Tables, the results are reported in the format of A± B, where A denotes the average results, and B
represents the standard deviation. The best results in each setting have been marked in bold. ”-” means that the output
of the corresponding BN cannot be generated in two days by the algorithm or the evaluation metric can not be used in
a algorithm.
4.1. Comparison of local causal structure learning
In this section, in order to verify the effectiveness of the proposed ELCD, we compare ELCD with MMHC,
NOTEARS, DAG-GNN, PCD-by-PCD, CMB on eight BNs. The average result of ArrPrecision, ArrRecall, SHD,
FDR, CI tests and running time of each algorithm are shown in Table 3-4. Table 3 summarizes the experimental
results on eight BNs with 5,000 data examples, while Table 4 reports the experimental results on eight BNs with
1,000 data examples.
(a) ELCD versus MMHC. Regardless of the number of samples (5000 or 1000), ELCD is significantly better than
MMHC. On the ArrPrecision and ArrRecall metrics, ELCD is superior to MMHC, which means that ELCD finds
more positive causal edges and less false positive casual edges. In addition, on the SHD metric, the value of SHD
of ELCD is significantly lower than MMHC. On the FDR metric, ELCD performs better than MMHC. Furthermore,
ELCD always demands to much less CI tests than MMHC. To learn the local causal structure of a target variable,
MMHC need find the whole DAG including all variables in a data set, hence MMHC performs much more CI tests
than ELCD. Thus, we can conclude that ELCD is more efficient and effective than ELCD.
(b) ELCD versus NOTEARS and DAG-GNN. NOTEARS and DAG-GNN are global causal discovery algorithms,
they need to look for the global structure of a BN, and then obtain direct causes and effects around a target. ELCD
achieves better performance than NOTEARS and DAG-GNN using both 5,000 data samples and 1,000 data samples,
especially using 5,000 data samples. On the ArrPrecision, ArrRecall, SHD and FDR metrics, ELCD is significantly
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Table 3: Comparison of ELCD with state-of-the-art causal discovery algorithms on eight benchmark BNs (size=5,000)
Network Algorithm ArrPrecision ArrRecall SHD FDR CI Tests Time
Alarm
MMHC 0.19±0.02 0.08±0.02 4.58±0.02 0.60±0.01 13860±4971 7.03±2.74
NOTEARS 0.61±0.01 0.74±0.04 2.84±0.17 0.48±0.02 - 541.95±27.18
DAG-GNN 0.66±0.03 0.54±0.04 2.02±0.17 0.36±0.05 - 1059.26±113.12
PCD-by-PCD 0.77±0.03 0.64±0.05 0.94±0.15 0.27±0.04 2110±92 0.81±0.04
CMB 0.77±0.05 0.72±0.06 0.76±0.14 0.22±0.04 2111±207 0.69±0.07
ELCD 0.86±0.01 0.81±0.01 0.44±0.06 0.07±0.02 648±55 0.20±0.02
Insurance
MMHC 0.21±0.02 0.03±0.02 5.87±0.17 0.67±0.02 2603±271 1.18±0.12
NOTEARS 0.46±0.01 0.24±0.01 4.64±0.12 0.72±0.02 - 420.89±22.92
DAG-GNN 0.54±0.03 0.21±0.01 4.35±0.25 0.67±0.05 - 518.84±37.24
PCD-by-PCD 0.68±0.02 0.45±0.02 2.07±0.09 0.34±0.03 3038±300 1.48±0.16
CMB 0.70±0.04 0.54±0.04 2.31±0.25 0.37±0.05 11553±4827 5.44±2.29
ELCD 0.85±0.04 0.69±0.04 1.61±0.06 0.18±0.05 1686±276 0.75±0.12
child
MMHC 0.22±0.03 0.19±0.07 3.63±0.25 0.48±0.03 8600±632 5.32±0.46
NOTEARS 0.52±0.02 0.39±0.03 2.99±0.17 0.70±0.03 - 140.74±36.59
DAG-GNN 0.50±0.04 0.29±0.06 2.08±0.10 0.44±0.06 - 384.73±30.76
PCD-by-PCD 0.71±0.02 0.59±0.04 0.86±0.09 0.26±0.04 2432±78 1.24±0.04
CMB 0.82±0.05 0.75±0.08 0.72±0.18 0.25±0.08 9424±4106 4.58±1.96
ELCD 0.71±0.12 0.61±0.16 1.08±0.36 0.09±0.08 2093±287 0.93±0.10
Alarm10
MMHC 0.19+0.00 0.02+0.00 5.63+0.05 0.63+0.00 97420857+8991120 46454.79+4800.99
NOTEARS 0.73±0.01 0.50±0.01 2.27±0.04 0.28±0.01 - 16442.65±1868.80
DAG-GNN - - - - - -
PCD-by-PCD 0.73±0.01 0.54±0.01 1.48±0.03 0.21±0.01 25795±1770 8.18±0.57
CMB 0.72±0.01 0.58±0.01 1.57±0.04 0.34±0.01 14011±565 3.69±0.15
ELCD 0.83±0.01 0.68±0.02 1.26±0.07 0.14±0.02 6893±483 1.77±0.12
Insurance10
MMHC 0.22±0.00 0.00±0.00 6.72±0.04 0.70±0.00 189584±20107 81.66±10.39
NOTEARS 0.30±0.01 0.20±0.00 8.67±0.44 0.85±0.01 - 17390.24±15618.46
DAG-GNN - - - - - -
PCD-by-PCD 0.68±0.01 0.46±0.01 2.10±0.05 0.41±0.01 9581±224 4.38±0.13
CMB 0.64±0.01 0.49±0.01 2.58±0.06 0.48±0.02 39932±3898 16.04±1.54
ELCD 0.80±0.02 0.67±0.02 1.75±0.11 0.23±0.01 10809±1528 3.92±0.55
child10
MMHC 0.15±0.01 0.03±0.01 5.29±0.09 0.58±0.01 790207±269909 439.79±169.28
NOTEARS 0.61±0.01 0.74±0.04 2.84±0.17 0.48±0.02 - 541.95±27.18
DAG-GNN - - - - - -
PCD-by-PCD 0.77±0.01 0.68±0.02 0.82±0.04 0.22±0.01 11341±1470 4.44±0.57
CMB 0.75±0.02 0.68±0.02 1.03±0.07 0.31±0.02 22861±2648 8.11±0.95
ELCD 0.83±0.05 0.76±0.07 0.73±0.20 0.14±0.03 13129±2613 3.98±0.79
Pigs
MMHC 0.26±0.00 0.00±0.00 6.85±0.07 1.00±0.00 427830±13703 207.96±6.88
NOTEARS 0.43±0.00 0.26±0.00 2.77±0.03 0.77±0.00 - 31354.13±1231.14
DAG-GNN - - - - - -
PCD-by-PCD - - - - - -
CMB - - - - - -
ELCD 0.91±0.00 0.99±0.00 0.42±0.02 0.15±0.01 13374±8660 8.91±6.84
Gene
MMHC - - - - - -
NOTEARS - - - - - -
DAG-GNN - - - - - -
PCD-by-PCD - - - - - -
CMB - - - - - -
ELCD 0.76±0.01 0.79±0.01 0.79±0.03 0.32±0.01 36950±7876 11.03±2.35
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Table 4: Comparison of ELCD with state-of-the-art causal discovery algorithms on eight benchmark BNs (size=1,000)
Network Algorithm ArrPrecision ArrRecall SHD FDR CI Tests Time
Alarm
MMHC 0.22±0.03 0.12±0.04 4.32±0.20 0.57±0.03 8884±4471 1.64±0.81
NOTEARS 0.59±0.03 0.72±0.06 3.14±0.21 0.51±0.04 - 232.28±22.13
DAG-GNN 0.48±0.04 0.26±0.06 2.01±0.10 0.17±0.03 - 241.19±23.82
PCD-by-PCD 0.66±0.07 0.49±0.05 1.33±0.10 0.22±0.04 1737±265 0.39±0.05
CMB 0.67±0.06 0.52±0.06 1.32±0.13 0.34±0.07 3171±410 0.50±0.07
ELCD 0.72±0.07 0.61±0.08 1.06±0.14 0.11±0.04 901±172 0.13±0.03
Insurance
MMHC 0.22±0.02 0.04±0.02 5.72±0.18 0.65±0.03 2110±293 0.44±0.05
NOTEARS 0.43±0.02 0.24±0.01 4.90±0.12 0.75±0.03 - 220.97±44.51
DAG-GNN 0.49±0.06 0.15±0.05 3.78±0.19 0.39±0.13 - 151.75±18.26
PCD-by-PCD 0.68±0.04 0.40±0.04 2.43±0.15 0.30±0.06 1370±104 0.33±0.02
CMB 0.69±0.06 0.46±0.05 2.55±0.22 0.38±0.08 4457±1196 0.76±0.20
ELCD 0.69±0.12 0.44±0.15 2.49±0.40 0.37±0.19 1188±566 0.17±0.08
child
MMHC 0.24±0.02 0.18±0.04 3.41±0.14 0.45±0.03 4583±898 0.90±0.19
NOTEARS 0.49±0.02 0.37±0.05 3.31±0.23 0.72±0.04 - 66.32±25.78
DAG-GNN 0.34±0.05 0.15±0.03 2.20±0.05 0.29±0.09 - 87.70±8.96
PCD-by-PCD 0.52±0.05 0.34±0.06 1.61±0.12 0.33±0.08 2085±183 0.39±0.02
CMB 0.74±0.09 0.59±0.10 1.27±0.29 0.33±0.12 4991±1145 0.65±0.14
ELCD 0.82±0.05 0.69±0.06 1.01±0.18 0.21±0.06 2882±815 0.34±0.10
Alarm10
MMHC 0.19±0.00 0.03±0.01 5.69±0.07 0.63±0.00 3909580±347943 700.63±55.38
NOTEARS 0.39±0.01 0.47±0.01 9.27±0.49 0.69±0.02 - 16086.03±1196.58
DAG-GNN - - - - - -
PCD-by-PCD 0.66±0.01 0.44±0.02 1.74±0.06 0.20±0.02 26572±3414 4.87±0.63
CMB 0.68±0.01 0.48±0.02 1.90±0.06 0.39±0.02 10827±643 1.51±0.08
ELCD 0.75±0.02 0.53±0.02 1.72±0.06 0.20±0.03 8800±1218 1.18±0.16
Insurance10
MMHC 0.24±0.01 0.05±0.01 6.57±0.05 0.63±0.01 956733±120961 236.11±25.93
NOTEARS 0.20±0.02 0.20±0.00 14.11±0.92 0.91±0.01 - 9040.76±1089.53
DAG-GNN - - - - - -
PCD-by-PCD 0.63±0.01 0.37±0.01 2.66±0.05 0.46±0.02 8461±1809 1.60±0.35
CMB 0.62±0.01 0.45±0.01 2.95±0.05 0.45±0.02 20895±2158 3.23±0.33
ELCD 0.50±0.01 0.26±0.00 3.18±0.04 0.65±0.00 4333±1736 0.60±0.25
child10
MMHC 0.22±0.01 0.19±0.02 4.37±0.11 0.48±0.01 7687445±2021739 1493.68±388.06
NOTEARS 0.49±0.01 0.34±0.02 2.99±0.10 0.65±0.02 - 3260.79±190.72
DAG-GNN - - - - - -
PCD-by-PCD 0.55±0.02 0.36±0.03 1.69±0.06 0.38±0.03 15698±3819 2.82±0.71
CMB 0.71±0.04 0.59±0.03 1.58±0.12 0.35±0.03 26986±3942 3.71±0.54
ELCD 0.67±0.03 0.55±0.02 1.56±0.07 0.36±0.02 5074±658 0.67±0.09
Pigs
MMHC 0.26±0.00 0.00±0.00 6.72±0.02 1.00±0.00 464546±9946 90.35±2.90
NOTEARS 0.42±0.00 0.22±0.01 2.85±0.03 0.80±0.01 - 23807.57±1715.75
DAG-GNN - - - - - -
PCD-by-PCD - - - - - -
CMB - - - - - -
ELCD 0.91±0.01 0.99±0.00 0.40±0.03 0.15±0.01 11793±3279 0.84±0.13
Gene
MMHC - - - - - -
NOTEARS - - - - - -
DAG-GNN - - - - - -
PCD-by-PCD - - - - - -
CMB - - - - - -
ELCD 0.77±0.00 0.78±0.01 0.78±0.02 0.31±0.01 31753±3432 4.37±0.47
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better than NOTEARS and DAG-GNN. The values of ELCD on ArrPrecision and ArrRecall metrics are higher than
those of NOTEARS and DAG-GNN, and lower on the SHD and FDR metrics. Due to NOTEARS and DAG-GNN
adopt continuous optimization strategy to obtain the directed acyclic graph (DAG) from observational data, and the
experimental results are susceptible to the influence of parameters. Additionally, NOTEARS and DAG-GNN need
spend much time in learning the full DAG since they obtain the optimal solution by means of a large number of
iterations. In a word, ELCD is superior to than NOTEARS and DAG-GNN.
(c) ELCD versus PCD-by-PCD and CMB. Both PCD-by-PCD and CMB are local causal discovery algorithms.
Using 5,000 data samples, ELCD performs better than PCD-by-PCD and CMB. Except on child dataset, ELCD
achieves highest ArrPrecision and ArrRecall values, and lowest SHD and FDR values on the other datasets. In
addition, ELCD performs less CI tests than PCD-by-PCD and CMB on most Bayesian networks. Using 1,000 data
samples, ELCD is superior to PCD-by-PCD and CMB on Alarm, child, Alarm10, Pigs and Gene. ELCD is better
than CMB and worse than PCD-by-PCD on Insurance on the ArrPrecision, ArrRecall, SHD and FDR metrics, while
ELCD have advantages in terms of CI tests and running time. On the ArrPrecision, ArrRecall, SHD and FDR metrics,
ELCD is worse than PCD-by-PCD and CMB. The reason may be that EOMB make errors in finding the MB of a given
variable on the small size data sample. ELCD is better than PCD-by-PCD and litter worse than CMB on child10 on
the ArrPrecision, ArrRecall, SHD and FDR metrics. Generally, ELCD performs better than PCD-by-PCD and CMB.
In sum, it can be seen from Table 3-4, ELCD is significantly better than MMHC, NOTEARS and DAG-GNN.
Additionally, ELCD outperforms to PCD-by-PCD and CMB on ArrPrecision, ArrRecall, SHD, FDR metrics. Speci-
ficially, compared with PCD-by-PCD and CMB, ELCD not only gets higher ArrPrecision and ArrRecall values, but
also achieves lower SHD and FDR values. Furthermore, compared with baseline algorithms, ELCD is the fastest
algorithm. ELCD is significantly better than MMHC and NOTEARS in the running time. MMHC, NOTEARS and
DAG-GNN are global causal discovery algorithms, they need to find the global structure of a BN. In particular, ELCD
acheves one order of magnitude speedup than MMHC, and three orders of magnitude than NOTEARS and DAG-GNN
on average. Additionally, ELCD is also superior to PCD-by-PCD and CMB in terms of running times. ELCD is 2
times faster than PCD-by-PCD and 3 times faster than CMB on average. Specificially, MMHC, NOTEARS, PCD-
by-PCD, CMB fail to generate the output on several BNs, while ELCD can be successful in learning the local causal
structure of each node within two days. But beyond that, ELCD needs the smallest number of CI tests, compared with
MMHC, PCD-by-PCD and CMB. Overall, ELCD is effective in learning local causal structure in term of running
time. In summary, ELCD is superior to other causal discovery learning algorithms in both efficiency and accuracy.
4.2. Why ELCD is efficient and accuracy ?
Since the performance of ELCD depends on an important factor: MB discovery approaches. In this section, we
focus on discussion the proposed EOMB with IAMB, MMMB, HITON-MB, STMB and BAMB on eight benchmark
BNs. Experimental results are summarized in Table 5-6. The following observations are obtained from experimental
results.
(a) EOMB versu IAMB, MMMB and HITON-MB. IAMB is much faster than EOMB, IAMB is significantly
worse than EOMB in terms of distance, F1, precision and recall on average. Compared with MMMB and HITON-
MB, EOMB is more efficient. EOMB need much lower numbers of CI tests than MMMB and HITON-MB. In
addition, using 5,000 data samples, the running time of EOMB is lower, EOMB is 2 times faster than MMMB and 1.2
times faster than HITON-MB on average. Specificially, EOMB achieve success in learning MB of variables, while
MMMB is fail to generate the output on Pigs BN within two days. Meanwhile, EOMB is more accurate than MMMB.
In particular, using 5,000 data samples, EOMB achieves the highest F1 and obtains the lowest distance on Alarm,
Insurance10, child 10 and Pigs BNs. Using 1,000 data samples, EOMB achieves the highest F1 and obtains the lowest
distance on child, child10, Pigs and Gene BNs. Overall, EOMB is superior to IAMB, MMMB and HITON-MB.
(b) EOMB versu BAMB, STMB. EOMB, BAMB and STMB do not need the symmetry constraint to learn PC
sets of variables. As shown in Table 5-6, STMB achieves higher recall values than EOMB, but on the distance, F1 and
precision metric, STMB is significantly worse than EOMB. Compared with BAMB, EOMB achieves lower distance,
higher F1 values. Additionally, the number of CI tests of EOMB is less than STMB and BAMB. More specifically,
using 5,000 data samples, EOMB is 2 times faster than MMMB and 1.2 times faster than BAMB on average. In a
word, EOMB performs better than BAMB and STMB in both efficiency and accuracy.
In summary, ELCD uses EOMB to learn MB of a given variable T. EOMB is helpful to learn the local causal
structure of T, since EOMB is able to effectively discover MB of T, and simultaneously determine several causes of T
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Table 5: Comparison of EOMB with state-of-the-art MB algorithms on eight benchmark BNs (size=5,000)
Network Algorithm Distance F1 Precision Recall CI Tests Time
Alarm
IAMB 0.15±0.03 0.90±0.02 0.94±0.02 0.89±0.01 142±2 0.05±0.00
MMMB 0.10±0.02 0.94±0.02 0.92±0.02 0.97±0.01 604±26 0.24±0.01
HITON-MB 0.06±0.02 0.96±0.01 0.97±0.02 0.97±0.01 394±12 0.13±0.00
STMB 0.30±0.02 0.78±0.02 0.73±0.02 0.96±0.01 531±15 0.19±0.01
BAMB 0.09±0.03 0.94±0.02 0.96±0.03 0.95±0.01 351±11 0.14±0.00
EOMB 0.06±0.01 0.96±0.01 0.99±0.01 0.95±0.01 318±7 0.10±0.00
Insurance
IAMB 0.36±0.02 0.76±0.01 0.94±0.02 0.67±0.01 104±2 0.04±0.00
MMMB 0.31±0.02 0.79±0.02 0.88±0.03 0.76±0.02 1186±124 0.60±0.07
HITON-MB 0.33±0.03 0.78±0.02 0.88±0.03 0.74±0.02 679±62 0.31±0.04
STMB 0.49±0.03 0.65±0.02 0.64±0.04 0.77±0.03 703±47 0.33±0.02
BAMB 0.30±0.02 0.80±0.01 0.89±0.03 0.77±0.02 619±39 0.33±0.02
EOMB 0.31±0.01 0.79±0.01 0.92±0.02 0.73±0.01 370±23 0.16±0.01
child
IAMB 0.15±0.02 0.90±0.02 0.95±0.03 0.88±0.01 63±1 0.03±0.00
MMMB 0.05±0.02 0.97±0.01 0.96±0.02 0.99±0.01 897±25 0.47±0.01
HITON-MB 0.04±0.03 0.98±0.02 0.97±0.03 0.99±0.01 499±16 0.24±0.01
STMB 0.17±0.04 0.89±0.03 0.84±0.04 0.98±0.02 374±35 0.17±0.02
BAMB 0.09±0.03 0.95±0.02 0.93±0.02 0.98±0.02 376±11 0.19±0.01
EOMB 0.05±0.02 0.97±0.02 0.97±0.02 0.98±0.02 205±8 0.09±0.00
Alarm10
IAMB 0.36±0.01 0.75±0.01 0.83±0.01 0.74±0.00 1637±14 0.59±0.01
MMMB 0.26±0.01 0.82±0.01 0.88±0.01 0.81±0.00 1926±45 0.60±0.01
HITON-MB 0.25±0.01 0.84±0.01 0.90±0.01 0.82±0.00 1714±11 0.44±0.00
STMB 0.67±0.01 0.48±0.01 0.41±0.01 0.83±0.01 5049±39 1.89±0.02
BAMB 0.30±0.01 0.80±0.00 0.83±0.01 0.82±0.00 1802±12 0.57±0.01
EOMB 0.25±0.01 0.83±0.01 0.91±0.01 0.81±0.00 1924±7 0.50±0.02
Insurance10
IAMB 0.42±0.01 0.71±0.01 0.89±0.01 0.66±0.00 1210±8 0.50±0.01
MMMB 0.33±0.01 0.78±0.01 0.82±0.01 0.80±0.00 3274±45 1.53±0.03
HITON-MB 0.32±0.01 0.78±0.01 0.84±0.01 0.80±0.00 2348±18 0.93±0.01
STMB 0.77±0.01 0.40±0.01 0.30±0.01 0.79±0.00 6781±118 3.36±0.07
BAMB 0.34±0.01 0.77±0.00 0.80±0.01 0.80±0.00 2541±22 1.17±0.01
EOMB 0.28±0.01 0.81±0.00 0.91±0.01 0.78±0.00 2189±15 0.78±0.01
child10
IAMB 0.24±0.01 0.84±0.01 0.87±0.01 0.88±0.00 750±10 0.31±0.00
MMMB 0.10±0.01 0.94±0.01 0.91±0.01 0.99±0.00 1622±21 0.70±0.01
HITON-MB 0.08±0.01 0.95±0.01 0.92±0.01 0.99±0.00 1194±11 0.43±0.01
STMB 0.56±0.02 0.56±0.02 0.45±0.02 0.99±0.00 2881±24 1.26±0.01
BAMB 0.24±0.01 0.84±0.00 0.76±0.01 0.99±0.00 1111±10 0.46±0.01
EOMB 0.07±0.01 0.95±0.01 0.94±0.01 0.99±0.00 1062±8 0.33±0.00
Pigs
IAMB 0.42±0.00 0.71±0.00 0.62±0.00 0.96±0.00 2616±7 1.28±0.00
MMMB - - - - - -
HITON-MB 0.14±0.00 0.92±0.00 0.86±0.00 1.00±0.00 46956±454 34.94±0.33
STMB 0.82±0.01 0.26±0.00 0.18±0.01 1.00±0.00 45770±2746 29.20±2.05
BAMB 0.18±0.01 0.89±0.01 0.82±0.01 1.00±0.00 29097±201 31.16±0.13
EOMB 0.12±0.00 0.93±0.00 0.88±0.00 1.00±0.00 8784±3405 5.73±2.43
Gene
IAMB 0.32±0.00 0.79±0.00 0.76±0.00 0.89±0.00 3463±10 1.36±0.00
MMMB 0.25±0.00 0.83±0.00 0.77±0.00 0.94±0.00 6035±48 2.21±0.02
HITON-MB 0.25±0.00 0.83±0.00 0.77±0.00 0.94±0.00 4576±22 1.44±0.00
STMB 0.88±0.00 0.18±0.00 0.13±0.00 1.00±0.00 17282±268 7.70±0.18
BAMB 0.39±0.00 0.73±0.00 0.64±0.00 0.94±0.00 4474±30 1.72±0.02
EOMB 0.26±0.00 0.82±0.00 0.76±0.00 0.94±0.00 4486±9 1.28±0.00
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Table 6: Comparison of EOMB with state-of-the-art MB algorithms on eight benchmark BNs (size=1,000)
Network Algorithm Distance F1 Precision Recall CI Tests Time
Alarm
IAMB 0.27±0.01 0.81±0.01 0.93±0.01 0.76±0.01 120±2 0.02±0.00
MMMB 0.20±0.01 0.87±0.01 0.91±0.02 0.87±0.01 437±33 0.09±0.00
HITON-MB 0.16±0.01 0.90±0.01 0.95±0.02 0.87±0.01 315±12 0.05±0.00
STMB 0.39±0.03 0.72±0.02 0.71±0.02 0.85±0.02 392±12 0.06±0.00
BAMB 0.21±0.01 0.86±0.01 0.91±0.02 0.86±0.01 280±16 0.04±0.00
EOMB 0.18±0.02 0.88±0.01 0.96±0.02 0.85±0.02 297±14 0.04±0.00
Insurance
IAMB 0.48±0.02 0.66±0.01 0.92±0.03 0.56±0.01 86±2 0.01±0.00
MMMB 0.42±0.03 0.71±0.02 0.83±0.03 0.66±0.02 511±47 0.12±0.01
HITON-MB 0.45±0.03 0.69±0.02 0.83±0.04 0.65±0.01 358±34 0.06±0.01
STMB 0.59±0.03 0.58±0.03 0.58±0.06 0.66±0.04 1138±1277 0.15±0.16
BAMB 0.45±0.02 0.69±0.02 0.76±0.04 0.68±0.01 404±51 0.06±0.01
EOMB 0.46±0.03 0.68±0.03 0.81±0.08 0.64±0.02 395±82 0.06±0.01
child
IAMB 0.27±0.03 0.82±0.02 0.94±0.03 0.76±0.02 54±1 0.01±0.00
MMMB 0.22±0.03 0.85±0.02 0.89±0.04 0.86±0.02 823±85 0.13±0.01
HITON-MB 0.20±0.03 0.87±0.02 0.90±0.03 0.87±0.02 469±53 0.06±0.01
STMB 0.23±0.07 0.85±0.05 0.86±0.05 0.87±0.04 221±7 0.04±0.00
BAMB 0.23±0.04 0.85±0.03 0.84±0.04 0.91±0.01 441±58 0.05±0.01
EOMB 0.17+0.03 0.89+0.03 0.94±0.03 0.87±0.02 320±52 0.04±0.01
Alarm10
IAMB 0.52±0.01 0.63±0.01 0.78±0.01 0.60±0.01 1355±11 0.18±0.00
MMMB 0.39±0.01 0.73±0.01 0.84±0.01 0.70±0.00 1579±17 0.28±0.00
HITON-MB 0.37±0.01 0.75±0.01 0.86±0.01 0.70±0.01 1474±13 0.20±0.00
STMB 0.76±0.01 0.42±0.01 0.37±0.02 0.70±0.01 3668±29 0.76±0.00
BAMB 0.46±0.00 0.68±0.00 0.74±0.01 0.70±0.00 1551±16 0.23±0.00
EOMB 0.38±0.01 0.74±0.00 0.88±0.01 0.69±0.00 1765±11 0.23±0.00
Insurance10
IAMB 0.55±0.01 0.61±0.01 0.85±0.01 0.53±0.00 963±5 0.13±0.00
MMMB 0.49±0.01 0.66±0.01 0.70±0.01 0.70±0.01 2180±48 0.40±0.01
HITON-MB 0.45±0.01 0.68±0.01 0.74±0.01 0.70±0.01 1698±28 0.25±0.00
STMB - - - - - -
BAMB 0.53±0.01 0.62±0.01 0.60±0.01 0.74±0.01 2243±59 0.34±0.01
EOMB 0.65±0.06 0.53±0.05 0.47±0.07 0.71±0.01 4333±1736 0.57±0.23
child10
IAMB 0.40±0.01 0.72±0.01 0.84±0.01 0.71±0.01 614±8 0.08±0.00
MMMB 0.28±0.02 0.81±0.01 0.82±0.02 0.86±0.01 1757±43 0.27±0.00
HITON-MB 0.25±0.02 0.83±0.01 0.84±0.02 0.87±0.01 1272±24 0.17±0.00
STMB 0.66±0.02 0.48±0.02 0.39±0.02 0.85±0.01 2186±41 0.39±0.00
BAMB 0.47±0.01 0.67±0.01 0.58±0.01 0.90±0.01 1460±43 0.20±0.01
EOMB 0.22±0.02 0.85±0.01 0.87±0.02 0.88±0.01 1225±10 0.16±0.00
Pigs
IAMB 0.34±0.00 0.79±0.00 0.82±0.00 0.84±0.00 1755±1 0.22±0.00
MMMB 0.15±0.01 0.91±0.01 0.85±0.01 1.00±0.00 197884±17879 8.44±0.71
HITON-MB 0.12±0.01 0.92±0.01 0.88±0.01 1.00±0.00 47028±1667 4.78±0.18
STMB 0.85±0.00 0.25±0.00 0.15±0.00 1.00±0.00 25626±3234 2.24±0.09
BAMB 0.31±0.01 0.80±0.01 0.69±0.01 1.00±0.00 40466±4419 11.22±1.55
EOMB 0.11±0.01 0.93±0.00 0.89±0.01 1.00±0.00 7541±99 0.58±0.01
Gene
IAMB 0.39±0.00 0.73±0.00 0.79±0.00 0.79±0.00 2887±10 0.36±0.00
MMMB 0.28±0.00 0.81±0.00 0.75±0.00 0.93±0.00 4569±36 0.75±0.01
HITON-MB 0.25±0.01 0.83±0.00 0.79±0.00 0.93±0.00 3918±26 0.54±0.01
STMB 0.86±0.00 0.21±0.00 0.14±0.00 0.99±0.00 10672±74 2.50±0.01
BAMB 0.46±0.01 0.67±0.00 0.57±0.01 0.94±0.00 3817±52 0.61±0.01
EOMB 0.25±0.00 0.83±0.00 0.78±0.00 0.93±0.00 4228±18 0.57±0.00
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which reduce the searching scope in identifying the direct causes of T. From Table 5-6, it can be seen that EOMB can
obtain correctly MB of T. In addition, EOMB uses fewer CI tests to determine several causes of T and MB of T, which
can reduce the impact of CI tests errors. In a word, the effectiveness of ELCD is attributed to the EOMB algorithm.
5. Related Work
Causal discovery which focuses on identifying the causal relationships among variables gets more and more
concerns [28, 29] in recent years. There are lots of approaches for causal structure learning, and most of them aim
to construct the whole network. For example, one typical structure learning algorithm is Spirtes-Glymour-Scheines
(SGS) algorithm [8]. SGS first judged whether every pair of vertices have an edge using condition independence tests
to look for the skeleton, then seek to all the V-structures to learn partially directed acyclic graph (PDAG). Finally, base
on the result of PDAG, Meek rules [23] are utilized to orient other undirected edges as far as possible. However, SGS
algorithm need lots of condition independence tests in skeleton identification. In the following-up work, Peter-Clark
(P-C) algorithm [9] was proposed to address this issue. P-C algorithm was a more effective method than SGS, since
it only tested the conditional set of variables adjacent to the variable under testing. To further reduce the complexity,
several local-to-global structure learning methods have been presented [11, 12, 13, 14]. In the following-up work,
Gao et al. [12] presented a parallel Bayesian network structure learning algorithm (PSL), which utilized multiple
local structure learning agents at the same time.
Different the existing structure learning algorithms, several continues optimization approaches [16, 7] have been
proposed for learning the directed acyclic graph (DAG) from observational data in recent year. Zheng et al. [16]
proposed non-combinatorial optimization via trace exponential and augmented lagrangian for structure learning
(NOTEARS), which looked for an optimal DAG as a continuous constrained optimization program and need not
depend on a number of local heuristics for ensuring acyclicity. In addition, NOTEARS is easy to implement. In order
to extract complex nonlinear relationships among variables, Yu et al. [7] used graph neural networks to learning causal
structure by the maximizing of an evidence lower bound (ELBO).
Although there are lots for leaning whole causal network, there are little works for local structure learning. Yin
et al. [10] proposed a local structural learning method, named PCD-by-PCD. The goal of PCD-by-PCD is to identify
the direct causes and effects of a given variable. PCD-by-PCD sequentially found PCD(X) of variable X that was
connected to the target variable, then discovered V-structures within variables founded before and oriented the edges
adjacent to the target variable as much as possible. Gao et al. [6] presented a method of causal Markov Blanket
(CMB) for learning local causal structure. CMB first looked for the MB sets of target variable and other variables
that are nearest to the target variable with the help of HINTON-MB, then identified the causal relationships between
the target variable and other variables connected to the target by tracking the change of causal relationships between
variables.
6. Conclusion
In this paper, we proposed a novel local causal discovery algorithm ELCD, which can effectively determine
the direct causes and effects than other causal discovery methods. More specifically, under the causal faithfulness
assumption, ELCD can identify more causes and effects than other local causal discovery approaches. Meanwhile,
we also prove the correctness of ELCD. Extensive experimental results on benchmark BNs indicate that ELCD not
only improves the efficient for finding local causal structure, but also achieves better performance in accuracy. In our
future work, the proposed ELCD algorithm will be extended to learn the global causal structure.
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