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GLOBAL REGULARITY OF WEAK SOLUTIONS TO THE GENERALIZED
LERAY EQUATIONS AND ITS APPLICATIONS
BAISHUN LAI, CHANGXING MIAO, AND XIAOXIN ZHENG
Abstract. We investigate the regularity for weak solutions of the following generalized Leray
equations
(−∆)αV −
2α− 1
2α
V + V · ∇V −
1
2α
x · ∇V +∇P = 0,
which arises from the study of similar solutions to the generalized Naiver-Stokes equations in
R
3. Firstly, by making use of the vanishing viscosity and developing the non-local effect of the
fractional diffusion operator, we give the unifrom estimate for weak solution V in the weighted
Hilbert space Hαω (R
3). Via the differences characterization of Besov spaces and the bootatrap
argument, we improve the regularity for weak solution from Hαω (R
3) to H1+αω (R
3). This regular-
ity result, together linear theory for the non-local stokes system, deduces the pointwise estimates
of V which makes us to obtain the natural pointwise property of the self-similar solution con-
structed in [12]. In particular, we obtain the optimal decay estimate to the self-similar solution
of the classical Naiver-Stokes equations by means of the special structure of Oseen tensor under
the low regularity condition on initial data. This answers the question proposed by Tsai in [28].
1. Introduction and main results
Recent years a great deal of works has been devoted to the well-posedness of solutions and
the partial regularity of weak solutions to the three dimensional incompressible Navier-Stokes
equations with the fractional diffusion in R3 × (0,+∞)

ut + (−∆)αu+ u · ∇u+∇p = 0,
divu = 0,
(1.1)
which complements with the initial condition
u(·, 0) = u0 in R3. (1.2)
When 0 < α < 1, the fractional Laplacian (−∆)α corresponds to the Le´vy operator
(−∆)αu(x) , cαp.v.
∫
R3
u(x)− u(z)
|x− z|3+2α dz, cα =
α(1 − α)4αΓ(32 + α)
Γ(2− α)π 32
.
From the stochastic process point of view, the fractional Laplacian (−∆)α is an infinitesimal
generator of the spherically symmetric 2α-stable Le´vy process, denoted by Xt, which possesses
the self-similarity properties such that
X1 = t
− 1
2αXt for all t > 0.
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In the framework of stochastic process, (1.1) can be deduced via the following stochastic
representation [13, 30]

Xt(x) = x+
∫ t
0
u(Xs(x), s) ds+
√
2Bt, t ≥ 0,
u(·, t) = PE [(∇tX−1t )(u(·, 0) ◦X−1t )] ,
where Bt is a three-dimensional Brownian motion, X
−1
t (x) denotes the inverse of the mapping
x→ Xt and
P = Id−∇(−∆)−1div
is called the Leray-Hopf projection onto the divergence-free vector fields.
The equations (1.1) was first proposed by Frisch-Lesieur-Brissaud [22] in the study of Mar-
kovian random coupling model for turbulence, and it was used to describe a fluid motion with
internal friction interaction by physicists in [25]. From the viewpoint of PDEs, the fractional
Navier-Stokes equations (1.1) corresponds to a hyper-dissipative (or hypo-dissipative) model for
the case of α > 1 (or α < 1). For α ≥ 54 and smooth initial data with decay in infinite, the
system (1.1)-(1.2), both in R3 and in a periodic setting T3, has been proved to be global well-
posedness, for details see [17, 18]. Usually the α = 54 is called Lions’ critical exponent. For some
hypo-dissipative model such as α < 1/3, Colombo-De Lellis-De Rosa in [7] proved the system
(1.1)-(1.2) in T3 admits infinitely Leray-Hopf solutions with the same initial data by making use
of the convex integration methods introduced by De Lellis-Szekelyhidi Jr.[11]. This work shows
us that the system (1.1)-(1.2) is ill-posedness. For the dissipative model in range α ∈ (13 , 54), the
global well-posedness of smooth solution for (1.1)-(1.2) is also an open problem. An analogue of
the Caffarelli-Kohn-Nirenberg’s result was established in [7, 10] for the hyper-dissipative range
α ∈ (1, 54), and in [27] for the hypo-dissipative range α ∈ (34 , 1).
The motivation of the present paper arises from the study on the regularity and asymptotics
of a velocity field u(x, t) and pressure p(x, t) of self-similar form:
u(x, t) = λ2α−1(t)U
(
λ(t)x
)
, p(x, t) = λ2(2α−1)(t)P
(
λ(t)x
)
.
where λ(t) = t−
1
2α with t > 0 (or λ(t) = (−t)− 12α with t < 0) associate with forward self-similar
solutions (or backward self-similar solutions, resp.) to (1.1). One easily verifies that the profile
pair (U,P ) fulfills either the generalized Leray equations in R3

(−∆)αU − 2α− 1
2α
U − 1
2α
x · ∇U +∇P + U · ∇U = 0
divU = 0
(1.3)
or 

(−∆)αU + 2α− 1
2α
U +
1
2α
x · ∇U +∇P + U · ∇U = 0
divU = 0
(1.4)
For the classical Naiver-Stokes equations (1.1), the question on the existence of backward self-
similar solutions was already raised by Leray [24] in 1934 who observed that if such a nontrivial
solution exists then it would necessarily lead to the phenomenon of finite-time blow up. Up
3to 1996, Necˇas-R˚auzˇicˇka-Sˇvera´k in [26] solved this open problem, and they proved that for any
U ∈ L3(R3) which solves (1.4) has to vanish. Later, this celebrated result was extended to
U ∈ Lq(R3) for some q ∈ (3,+∞) by Tsai [28]. However, the story on forward self-similar
solutions is different. Using harmonic analysis method together with perturbation argument,
Cannone-Meyer-Planchon [4, 5] firstly proved the existence and uniqueness of the small forward
self-similar solutions in the framework of homogeneous Besov spaces, see also Koch and Tataru
[15] in BMO−1(R3). It is necessary to point out that the perturbation argument can not work
for large forward self-similar solutions. Jia and Sˇvera´k [23] constructed a scale-invariant solution
with large initial values by developing so called local-in-space regularity near the initial time.
In this paper, we mainly focus on the regularity and asymptotics of the forward self-similar
solutions of (1.1). Due to singularity arising from self-similarity, we can not directly construct
a solution to (1.3) in the Sobolev spaces. Thus, one decomposes
U = U0 + V
and considers the difference part V , which satisfies in R3


(−∆)αV − 2α− 1
2α
V (x)− 1
2α
x · ∇V +∇P = F0 + F1(V ),
divV = 0,
, (1.5)
where 

F0 = −U0 · ∇U0, F1(V ) = −(U0 + V ) · ∇V − V · ∇U0,
U0 = e
−(−∆)αu0,
The readers will find that compared with nonlinearity F1(V ), the force F0 plays a dominant role
in the study of the decay estimates of V .
It is clear that finding a forward self-similar solution to (1.1)-(1.2) is equivalent to the existence
of the profile V (x) to (1.5). For α = 1, Jia and Sˇvera´k in [23] proved (1.5) admits at least one
solution V (x) by developing the local-in-space regularity near the initial time and the topological
degree method under the framework of the weighted Ho¨lder space. It is obvious from
u(x, t) =
1√
t
(V + U0)(
x√
t
)
that the asymptotic behaviour of V at infinity is closely related to the regularity of u near
|x| = 1, t = 0. On the other hand, the local regularity of u0 propagates for a short time, this
fact helps us to obtain more better decay estimate of V at infinite if u0 is smooth in R
3 \ {0},
see [23]. That is to say, the asymptotics of V at infinity essentially depend on the regularity of
the initial data u0(x). To be precise, Jia and Sˇvera´k in [23] proved for 0 < γ < 1
|V |(x) .


(1 + |x|)−2 if u0(x) ∈ Cγloc(R3 \ {0}),
(1 + |x|)−3 log(2 + |x|) if u0(x) ∈ C1,γloc (R3 \ {0}),
(1 + |x|)−3 if u0(x) ∈ C3,γloc (R3 \ {0}),
(1.6)
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see also [29]. When u0(x) ∈ C1,γloc (R3\{0}), there is a logarithmic loss caused by roughly potential
estimates, to be more precise
|V |(x) ≤ C
∫ 1
0
∫
R3
O(x− y, 1− s)s− 32U0 · ∇U0(y/
√
s) dyds ≤ C(1 + |x|)−3 log(2 + |x|).
When u0(x) is smooth enough away from 0, then the V possesses the optimal pointwise decay
|V | . |U0 · ∇U0| ∼ (1 + |x|)−3, ∀ |x| ≫ 1,
by making use of local-in-space regularity near the initial time. In this case, one can obtain local
regularity estimate ∥∥∂t(u(x, t) − et∆u0)∥∥L∞(B1/2(x0)×[0,T ]) ≤ C(u0)
for some T ≪ 1 and |x0| > 1. This estimate together with scaling invariance leads to the optimal
decay without using potential estimates, and thus avoid the logarithmic loss. For details see
Theorem 4.1 of [23]. It has been proposed in [29] that whether one can obtain the optimal decay
of V under the low regularity condition on u0.
Later, Korobkov-Tsai [15] used the blow-up argument to construct a solution to Leray equa-
tion (1.5) for α = 1. The advantage of this method can be used to deal with the case of half-space,
but this method can not provide the pointwise decay estimates. Recently, Lai-Miao-Zheng [12]
used the L2 weighted estimate to prove the solution constructed in [15] satisfying the pointwise
decay. Besides, for the hypo-dissipative case, i.e., 58 < α < 1, the authors proved there exists a
weak solution to (1.5) in Sobolev space Hα(R3), which is stated as following:
Theorem 1.1 (Theorem 3.6, [12]). Let α ∈ (58 , 1]. Then system (1.5) admits at least one weak
solution V ∈ Hα(R3) defined in Definition 1.1 such that
‖V ‖Hα(R3) ≤ C(U0).
Moreover, if u0(x) ∈ C0,1(R3 \ {0}), then for α = 1
|V |(x) ≤ C(1 + |x|)−3 log(2 + |x|). (1.7)
The keypoint of constructing a solution in [12] by making use of the topological degree theory
consists of the blowup argument and viscous approximation method. In contrary to the frame-
work of weighted Ho¨lder space used in [23], Theorem 1.1 only provide uniformly Hα(R3) bound
of solution V , and don’t provide any information on pointwise behavior for the case α < 1. By
the way, the authors also established the more high local regularity of V via classical the elliptic
regularity theory and bootstrap technique in [12].
The main goal includes two aspects, one is to establish the global regularity of the weak
solution constructed in Theorem 1.1 in weighted Sobolev space. Another is to establish the
decay estimates of V at infinity according to the global regularity established by the previous
step. this helps us to recover the natural pointwise decay estimate of self-similar solutions to
generalized Navier-Stokes equations (1.1). In particular, we obtain the optimal decay estimate
5of the self-similar solution to the classical Naiver-Stokes equation under the lower regularity
condition for u0.
Theorem 1.2. Let α ∈ (56 , 1] and V ∈ Hασ (R3) be the weak solution established in Theorem 1.1.
Then we have that V ∈ H1+αω (R3) satisfies∥∥√1 + | · |V ∥∥
H1+α(R3)
≤ C(U0).
As a product, one has
|V (x)| ≤ C(U0)(1 + |x|)−
1
2 .
Remark 1.1. The restriction on α ∈ (5/6, 1] is caused by convection term V · ∇V . The fact
V ∈ Hα(R3) implies that V · ∇V ∈ W−1, 33−2α (R3). Roughly speaking, this fact together with
the elliptic regularity theory yields that
V ∈W 2α−1, 33−2α (R3) →֒ L 63−2α (R3)
where the imbedding need condition α > 56 . It is natural to ask whether the similar result holds
for the critical case α = 5/6.
To illuminate the motivations of this paper in detail, we sketch the proof of Theorem 1.2.
Compared with the case α = 1, the main obstacle in establishing global regularity originates
from the fractional diffusion operator. To overcome this difficulty, with the method of vanishing
viscosity, we will establish Hαω (R
3)-estimate for weak solution V by choosing the suitable test
function ϕ =
√
1+|x|
1+ε|x|2
V in the weak sense. Next, in view of difference characterisation of Besov
space, we improve the regularity of V to a new level
∥∥V ∥∥
B2α2,∞(R
3)
< C (U0) ,
which affords us the L2-bound of ∇V . This bound can help us to choose −D−hk
(
g2εD
h
kV
)
with
gε =
1√
1+ε|x|2
as the test function ϕ in equality (1.9) to obtain V ∈ H1+α(R3). With this
regularity in hand, the bootstrap argument enables us to conclude that
∥∥V ∥∥
H1+αω (R3)
< C (U0) ,
by developing commutator estimates.
The second main result is further to improve the order of decay estimates of V at infinity by
establishing the corresponding linear theory for the non-local Stokes system with the singularity
force and the basic properties of the non-local Oseen kernel. In particular, for the classical
Naiver-Stokes equations, by means of the special structure of Oseen kernel with the decay
estimates of the second order derivatives of V , we can remove logarithmic loss, and establish the
optimal decay estimates of V under the lower regularity condition for u0. It is stated as follows:
Theorem 1.3. Let u0 =
σ(x)
|x|2α−1
with σ(x) = σ(x/|x|) ∈ C0,1(S2), and 56 < α ≤ 1, which satisfies
div u0 = 0 in R
3 in the distribution sense, then the solution V (x) constructed by Theorem 1.1
fulfills
|V |(x) ≤ C(1 + |x|)2−4α.
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Moreover, if α = 1, we can obtain the optimal decay estimate of V under the condition σ(x) ∈
C1,1(S2), i.e.
|V |(x) ≤ C(1 + |x|)−3.
Remark 1.2. From the proof of Theorem 1.3, one can prove that the solution V constructed by
Jia and Sˇvera´k in [23] possess the optimal decay estimate under the lower regularity condition
i.e., u0 ∈ C1,1(R3 \ {0}).
Remark 1.3. The essential ingredient in establishing the optimal decay estimate is how to gain
the decay estimate of the second order derivative of V . It seems to us that for 5/6 < α < 1, it
is impossible to obtain any pointwise estimate of D2V , this fact prevents us from establishing
the optimal decay of V for the generalized Leray equations.
The proof of Theorem 1.3 goes roughly as follows. First, we establish the corresponding
linear theory for the non-local Stokes system with the singularity force, which is of independent
interesting. From which we can represent the V as
V (x) =
∫ 1
0
∫
R3
O(x− y, 1− s)s 12α−2{F0 + F1(V )}(y/s
1
2α ) dyds, (1.8)
where O is the Oseen kernel of the the non-local Stokes operator. Combining this representation
with the roughly decay of V obtained in Theorem 1.2, we can improve the decay estimate of V
to
|V (x)| ≤ C(1 + |x|)2−4α.
Next, we will remove the logarithmic loss in (1.7) to obtain the optimal decay estimate of V for
α = 1. As we know that (1.8) can be decomposed into
∫ 1
0
∫
|y|<|x|/2
· · · dyds+
∫ 1
0
∫
|x|/2<|y|<2|x|
· · · dyds+
∫ 1
0
∫
|y|>2|x|
· · · dyds.
The latter two terms are easily controlled by (1 + |x|)−3, but the first term is controlled by
∫ 1
0
∫
|y|<|x|/2
(|x− y|+√1− s)−3(√s+ |y|)−3 dyds . (1 + |x|)−3 log(2 + |x|)
by traditional argument which causes a logarithmic loss. To avoid this loss, we first obtain the
decay estimate as
|D2V | ≤ C(1 + |x|)−3+δ, for 0 < δ ≪ 1
by establishing the regularity estimate of the second order derivative of V in weighted Sobolev
space, This estimate, together with the special structure of the Oseen tensor, finally leads to the
optimal controlled estimate on the first term. We finally obtain the optimal estimate of V :
|V (x)| ∼ |U0 · ∇U0| ≤ C(1 + |x|)−3.
As a direct application of Theorem 1.3, one can use the Lemma 2.4 to obtain the natural
pointwise property of the self-similar solution constructed in [12].
7Corollary 1.1. Assume 56 < α ≤ 1. Let u0 = σ(x)|x|2α−1 with σ(x) = σ(x/|x|) ∈ C0,1(S2), which
satisfies div u0 = 0 in R
3 in the distribution sense. Then problem (1.1) admits at least one
forward self-similar solution u ∈ BCw
(
[0,+∞), L 32α−1 ,∞(R3)) such that
|u(x, t)| ≤ C
(|x|+ t 12α )2α−1
and
∣∣∣u(x, t) − e−t(−∆)αu0
∣∣∣ ≤ Ct
2α−1
2α
(|x|+ t 12α )4α−2
for all (x, t) ∈ R3 × (0,+∞). Moreover, if α = 1 and σ(x) ∈ C1,1(S2), we have
∣∣u(x, t)− et∆u0∣∣ ≤ Ct
(|x|+ t 12 )3
for all (x, t) ∈ R3 × (0,+∞).
Now we conclude this section with a definition concerning the weak solution of the generalized
Leray equations (1.5) and some notations.
Definition 1.1 (Weak Solutions). We say that the couple (V, P ) is a weak solution to prob-
lem (1.5) if
• V ∈ Hα(R3) and P ∈ L2(R3);
• (V, P ) satisfies (1.5) in the sense of distribution in R3, i.e. for all vector fields ϕ ∈ H1(R3)
satisfying
∥∥| · |ϕ(·)∥∥
H1(R3)
< +∞, the couple (V, P ) fulfills
∫
R3
(−∆)α2 V : (−∆)α2 ϕdx+ 1
2α
∫
R3
x · ∇ϕ · V dx− α− 2
α
∫
R3
V · ϕdx
=
∫
R3
P divϕdx+
∫
R3
V · ∇ϕ · V dx−
∫
R3
V · U0 · ∇ϕdx−
∫
R3
(V + U0) · ∇U0 · ϕdx.
(1.9)
Notation: We first agree that 〈x〉 = (1 + |x|2) 12 and Λ = √−∆. We define
BR(x) =
{
y ∈ R3∣∣ |x− y| < R}
and BcR(x) = R
3\BR(x). Define the fractional difference quotient △hαk u by
△h
α
k u :=
u(x+ hek)− u(x)
|h|α h ∈ R, h 6= 0.
As usual, we define the commutator as
[A,B] = AB −BA.
This paper is organized as follows: In the next section we give some preliminary lemmas which
will be used in the forthcoming proof. In Section 3, we will devote to the proof of Theorem 1.2.
Finally, decay estimates of V are established in Section 4.
2. Preliminaries
In this section, let’s us begin with the so-called Littlewood-Paley decomposition , see e.g., [1].
Suppose that (χ,ϕ) be a couple of smooth functions with values in [0, 1] such that suppχ ⊂{
ξ ∈ R3∣∣|ξ| ≤ 43}, suppϕ ⊂ {ξ ∈ R3 ∣∣ 34 ≤ |ξ| ≤ 83} and
χ(ξ) +
∑
j∈N
ϕ(2−jξ) = 1 ∀ ξ ∈ R3.
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For any u ∈ S ′(R3), let us define
∆−1u , χ(D)u and ∆ju , ϕ(2
−jD)u ∀ j ∈ N.
Moreover, we can define the low-frequency cut-off:
Sju , χ(2
−jD)u.
So, we easily find that
u =
∑
j≥−1
∆ju in S ′(R3),
which corresponds to the inhomogeneous Littlewood-Paley decomposition. In usual, we always
use the following properties of quasi-orthogonality:
∆j∆j′u ≡ 0 if |j − j′| ≥ 2.
∆j(Sj′−1u∆j′v) ≡ 0 if |j − j′| ≥ 5.
We shall also use the homogeneous Littlewood-Paley operators governed by
S˙ju , χ(2
−jD)u and ∆ju , ϕ(2
−jD)u ∀ j ∈ Z.
We denoted by S ′h(R3) the space of tempered distributions u such that
lim
j→−∞
S˙ju = 0 in S ′(R3).
The homogeneous Littlewood-Paley decomposition can be written as
u =
∑
j∈Z
∆ju, in S ′h(R3)
Based on the above decomposition in frequency space, we will give definition of the homogeneous
Besov space B˙sp,q(R
3).
Definition 2.1. Let s ∈ R, (p, q) ∈ [1,+∞]2 and u ∈ S ′(R3). Then the homogeneous Besov
spaces can be defined as
B˙sp,q(R
3) ,
{
u ∈ S ′(R3)∣∣ ‖u‖B˙sp,q(R3) < +∞
}
,
where
‖u‖B˙sp,q(R3) ,


(∑
j∈Z
2jsq‖∆ju‖qLp(R3)
) 1
q
if q < +∞,
sup
j∈Z
2js‖∆ju‖Lp(R3) if q = +∞.
Now we recall some useful properties of the homogeneous Besov space B˙sp,q(R
3) defined in
Definition 2.1 .
Lemma 2.1 ([1, 19]). There hold that
(i) For 1 6 p1 6 p2 6∞, 1 6 r1 6 r2 6∞ and s ∈ R,
B˙sp1,r1(R
3) →֒ B˙s−3
(
1
p1
− 1
p2
)
p2,r2 (R
3).
(ii) For s ∈ R, Besov spaces B˙s2,2(R3) coincide with Hilbert spaces H˙s(R3).
9(iii) For s ∈ (0, 1) and p, r ∈ [1,∞],
C−1‖u‖B˙sp,r(R3) 6
∥∥∥∥∥
‖τ−hu− u‖Lp(R3)
|h|s
∥∥∥∥∥
Lr
(
R3, dh
|h|3
) ≤ C‖u‖B˙sp,r(R3),
where τhu = u(x− h).
Next, we introduce the definitions of the weighted Hilbert space. Fristly we recall the weighted
L2-space. For a non-negative locally integrable function ‖ · ‖2, ω denotes the norm on L2ω(R3),
i.e.,
‖g‖2, ω =
(∫
R3
|g(x)|2ω(x) dx
)1/2
,
where ω(x) is the nonzero weighted function.
Definition 2.2. Let s > 0, and ω = 〈x〉 14 . Then we define the weighted Hsω(R3) space as
Hsω(R
3) ,
{
u ∈ S ′(R3) ∣∣ ‖u‖Hsω(R3) < +∞
}
,
where
‖u‖Hsω(R3) , ‖u‖L2ω(R3) +
∥∥Λsu∥∥
L2ω(R
3)
.
Such weighted Hilbert space enjoys the following properties which provided a working frame-
work for weak solution. Before stating it, we introduce the commutator between an operator
Λα and a function φ defined by the formula
[Λα, φ]f = Λα(φf)− fΛα(φ).
Lemma 2.2. Let α ∈ (0, 1), f ∈ L2(R3) and φ ∈ C˙β(R3) ∩ W˙ 1,∞(R3), There exists a constant
C > 0 such that for each β ∈ [0, α),
∥∥ [Λα, φ] f∥∥
L2(R3)
≤ Cmax
{
‖φ‖C˙β(R3), ‖φ‖W˙ 1,∞(R3)
}
‖f‖L2(R3).
Proof. Thanks to the definition of the fractional operator, we write
[Λα, g(x)] f = cα
∫
R3
φ(x)− φ(y)
|x− y|3+α f(y) dy.
Moreover, we have by using φ ∈ C˙β(R3) ∩ W˙ 1,∞(R3) that
∣∣ [Λα, φ(x)] f ∣∣ ≤cα
∫
R3
∣∣φ(x)− φ(y)∣∣
|x− y|3+α |f |(y) dy
≤cα
∫
R3
min
{‖φ‖C˙β(R3)|x− y|β, ‖φ‖W˙ 1,∞(R3)|x− y|}
|x− y|3+α |f |(y) dy.
Since β ∈ [0, α[, we readily have by the Young inequality that
∥∥[Λα, φ]f∥∥
L2(R3)
≤ Cmax
{
‖φ‖C˙β(R3), ‖φ‖W˙ 1,∞(R3)
}
‖f‖L2(R3).
Thus we complete the proof of the lemma. 
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Lemma 2.3. There hold that
(i) For s > 0, the weighted space Hsω(R
3) is a Banach space .
(ii) For s ∈ (12 , 2), there exist a constant C > 0 such that
C−1‖u‖Hsω(R3) ≤ ‖ωu‖Hs(R3) ≤ C‖u‖Hsω(R3). (2.1)
Proof. We omit the proof of (i), because it is standard. For (ii), we firstly consider the case
where s ∈ (1/2, 1). By the triangle inequality, we see that
‖ωu‖Hs(R3) ≤ ‖u‖Hsω(R3) +
∥∥[Λs, ω]u∥∥
L2(R3)
. (2.2)
By Lemma 2.2, we readily have that β ∈ [0, s[,
∥∥[Λs, ω]u∥∥
L2(R3)
≤ Cmax
{
‖ω‖C˙β (R3), ‖ω‖W˙ 1,∞(R3)
}
‖u‖L2(R3). (2.3)
So we need to bound both term ‖ω‖C˙β(R3) and ‖ω‖W˙ 1,∞(R3). A simple calculation yields
∇ω = x
2(1 + |x|2) 34
.
It follows that for p > 6, ‖∇ω‖Lp(R3) < +∞. This inequality together with the embedding that
W˙ 1,p(R3) →֒ C˙1− 3p (R3) enables us to conclude that for each s ∈ (1/2, 1],
‖ω‖C˙s(R3) < +∞. (2.4)
Plugging this inequality in (2.3) gives
∥∥[Λs, ω]u∥∥
L2(R3)
≤ C‖u‖L2(R3).
Inserting this estimate into (2.2), we immediately get
‖ωu‖Hs(R3) ≤ ‖u‖Hsω(R3) + ‖u‖L2(R3) ≤ C‖u‖Hsω(R3).
Next we consider the case where s ∈]1, 2[. Performing the similar fashion, we can show that
‖ωu‖Hs(R3) ≤
∥∥ωu∥∥
L2(R3)
+
∥∥∇(ωu)∥∥
H˙s−1(R3)
≤∥∥ωu∥∥
L2(R3)
+
∥∥∇ωu∥∥
H˙s−1(R3)
+
∥∥ω∇u∥∥
H˙s−1(R3)
.
On one hand, the Leibinz estimate allows us to infer
∥∥∇ωu∥∥
H˙s−1(R3)
≤ C‖∇w‖L∞(R3)‖u‖Hs(R3) + C‖u‖Hs(R3)‖ω‖C˙s(R3).
The same argument as used in (2.4) allows us to conclude that ‖∇2ω‖L∞(R3) < +∞. Moreover,
we have by the interpolation theorem that for each s ∈ (1/2, 2], ‖u‖C˙s(R3) < +∞. Therefore∥∥∇ωu∥∥
H˙s−1(R3)
≤ C‖u‖Hs(R3).
On the other hand, by Lemma 2.2 again, we obtian
∥∥ω∇u∥∥
H˙s−1(R3)
≤ C‖u‖Hsω(R3) +
∥∥[Λs−1, ω]∇u∥∥
L2(R3)
≤ C‖u‖Hsω(R3).
The left inequality in (2.1) can be processed in the same way. 
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Lemma 2.4. Let u0(x) =
1
|x|2α−1
σ( x|x|) with σ ∈ L∞(S2) and G(α)(x, t) the heat kernel of the
operator ∂t + (−∆)α, then
U0(x) , (G
(α) ∗ u0)(x, t)
∣∣∣
t=1
∈ C∞(R3)
such that |U0| ≤ C(1 + |x|)1−2α for x ∈ R3 and
|∇U0| ≤ C(1 + |x|)−2α, if u0(x) ∈ C0,1(R3 \ {0})
|∇2U0| ≤ C(1 + |x|)−1−2α, if u0(x) ∈ C1,1(R3 \ {0}).
Proof. Note that
|∇kG(α)(x, 1)| ≤ C(1 + |x|)−3−2α−k, ∀ k ≥ 0, (2.5)
for proof, see [20]. From this, it is easy to see that
U0(x) =
∫
R3
G(α)(x− y, 1)u0(y) dy ∈ C∞(R3)
Now we need to derive the decay estimates of U0. To this end, we decompose U0 to be
U0(x) =
∫
R3
G(α)(x− y, 1)ϕ(y) dy =
(∫
|y|≤
|x|
2
+
∫
|x|
2
≤|y|≤2|x|
+
∫
|y|≥2|x|
)
G(α)(x− y, 1)ϕ(y) dy
, I + II + III.
From (2.5), we have for |x| > 1
I ≤ C(1 + |x|)−3−2α
∫ |x|
2
0
r3−2α dr ≤ C|x|1−4α;
II ≤ C|x|1−2α
∫ 3|x|
0
(1 + r)−1−2α dr ≤ C|x|1−2α;
III ≤ C
∫ ∞
|x|
r−4α dr ≤ C|x|1−4α.
Thus, we obtain
|U0|(x) ≤ C(1 + |x|)1−2α for x ∈ R3.
Now we come back to the estimate of ∇U0(x). From |∇σ(x)| <∞, we have |∇u0(x)| ≤ C|x|−2α
for |x| > 1. As in above, we decompose ∇U0 as
∇U0(x) =
∫
R3
∇G(α)(x− y, 1)ϕ(y) dy
=
(∫
|y|≤
|x|
2
+
∫
|x|
2
≤|y|≤2|x|
+
∫
|y|≥2|x|
)
∇xG(α)(x− y, 1)ϕ(y) dy
, I + II + III.
It is clear that
|I| ≤ C(1 + |x|)−4α, |III| ≤ C(1 + |x|)−4α.
For II, we have
II =
∫
|x|
2
≤|y|≤2|x|
∇xG(α)(x− y, 1)ϕ(y) dy
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=
∫
|x|
2
≤|y|≤2|x|
G(α)(x− y, 1)∇ϕ(y) dy −
∫
{|y|= |x|
2
}∪{|y|=2|x|}
G(α)(x− y, 1)ϕ(y)~n dSy
≤ C(1 + |x|)−2α,
where ~n is the unit outward normal vector of the boundary {|y| = |x|2 }∪{|y| = 2|x|}. Collecting
the estimates of (I-III), one has
|∇U0|(x) ≤ (1 + |x|)−2α.
Similar calculation as above can lead to
|∇2U0|(x) ≤ C(1 + |x|)−1−2α.
Here we omit the details. 
Lastly, we recall the special structure of the fundamental solution of the non-local Stokes
operator e−(−∆)
αt
P, the non-local Oseen kernel denoted by O(x, t) = (Okj(x, t))1≤j,k≤3, which
is given as
Okj(x, t) = δkjG(α)(x, t) + ∂k∂j
∫
R3
E(x− y)G(α)(x, t) dy, t > 0.
Here and in what follows, we denote by E = 14π
1
|x| the fundamental solution of −∆ in R3. From
the self-similar property of G(α)(x, t), one instantly derives
Okj(x, t) = t−
3
2αOkj
(
x/t
1
2α
)
.
Lemma 2.5 ([2, 6]). For (x, t) ∈ R3 × (0,∞), the non-local Oseen kernel O(x, t)
Okj(x, t) = ∂k∂jE++t−
3
2αΨkj
(
x/t
1
2α
)
=
1
4π
· 3xkxj − δkj|x|
2
|x|5 + t
− 3
2αΨkj
(
x/t
1
2α
)
(2.6)
and
|Dℓx∂mt Okj(x, t)| ≤ Ct−m(t
1
2α + |x|)−3−ℓ, ∀ ℓ,m ∈ Z+.
Here the function Ψkj(x) is smooth for x ∈ R3 \ {0} such that if 1/2 < α < 1
|DℓxΨkj(x)| ≤ C(1 + |x|)−3−2α−ℓ as |x| → ∞,
and if α = 1,
|DℓxΨkj(x)| ≤ Ce−c|x|
2
as |x| → ∞
for some constants C and c, depending only on ℓ.
For proof, please see [2, 3] for the case α = 1, and [6] for the case 1/2 < α < 1. For
completeness, we give an alternate proof for the case α = 1, which is more direct and and
simpler.
Proof of Lemma 2.5. Let G(x, t) = (4πt)−
3
2 e−
x2
4t be the kernel of heat operator, P be the Leray
projector, then
O(x, t) = (Okj(x, t))1≤j,k≤3 = PG(x, t).
Thus, from the definition of the Leray projector,
Okj(x, 1) = δkjG1(x) + ∂k∂j
(
E(·) ∗G1(·)
)
(x)
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with G1(x) , G(x, 1). Set Θ(x) = (E(·) ∗ G1(·))(x), it is easy to see Θ(x) = Θ(|x|) ∈ C∞(R3)
satisfying
−∆Θ(x) = G1(|x|), x ∈ R3.
This, due to spherically symmetric of Θ, can be rewritten as
Θ′′(r) +
2
r
Θ′(r) = −G1(r), r = |x| Ψ′(0) = 0.
Integrating this equation from 0 to r, we have from the fact
∫
Rn
G1(x)dx = 1 that
Θ′(r) = −r−2
∫ r
0
s2G1(s)ds = − 1
4π
r−2 + r−2
∫ +∞
r
s2G1(s)ds
, − 1
4π
r−2 + r−2φ1(r), (2.7)
with φ1(r) =
∫ +∞
r s
2G1(s) ds.
We directly calculus to obtain
∂kΘ(x) = Θ
′(r)
xk
r
= − 1
4π
xkr
−3 + r−3φ1(r)xk
and
∂k∂jΘ(x) =
1
4π
· 3xkxj − δkjr
2
r5
+
δkjr
2 − 3xkxj
r5
φ1(r)−G1(r)xkxj
r2
, ∂k∂jE+Ψkj(x)−G1(r)δkj.
Thus,
Okj(x, 1) = ∂k∂jE+Ψkj(x) = 1
4π
· 3xkxj − δkj |x|
2
|x|5 +Ψkj(x)
with
|DℓxΨkj(x)| ≤ Ce−c|x|
2
as |x| → ∞
for ℓ ∈ Z+. From the relation Okj(x, t) = t−
3
2Okj(x/t
1
2 , 1), we obtain (2.6) and finish the proof
of Lemma 2.5. 
As a direct consequence of Lemma 2.5, we immediately obtain the similar structure to the
distribution kernel F (x, t) of e−(−∆)
αt
Pdiv(·):
Υ(x, t) = (Υhkj(x, t))1≤j,h,k≤3 , (∂hOkj(x, t))1≤j,h,k≤3.
It is clear that the Υ(x, t) possesses the self-similar property
Υ(x, t) = t−
3+1
2α Υ(x/t
1
2α , 1).
Besides, the Υ(x, t) has following properties:
Lemma 2.6. The profile Υ(x, 1) satisfies the following pointwise decay estimate
|Υ(x, 1)| ≤ C(1 + |x|)−4 for x ∈ R3.
Moreover, Υ(x, t) has the same structure as the Oseen kernel O
Υhkj(x, t) = ∂h∂k∂jE+ t
− 3
2α ∂hΨkj
(
x/t
1
2α
)
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=
1
4π
· ∂h
3xkxj − δkj|x|2
|x|5 + t
− 3
2α ∂hΨkj
(
x/t
1
2α
)
, Fhkj + t−
3
2α ∂hΨkj
(
x/t
1
2α
)
and F = (Fhkj)1≤j,h,k≤3, usually called as a three-order tensor in R3, possesses the following
cancellation properties ∫
S2
F(x) dS = 0,
∫
S2
xiF(x) dS = 0, i = 1, 2, 3. (2.8)
Proof. We only need to prove (2.8) which proof is standard. Here we give a proof for complete-
ness. From
F = (Fhkj) =
( 1
4π
· ∂h
3xkxj − δkj |x|2
|x|5
)
=
(
3
4π
|x|2(δjhxk + δhkxj + δkjxh)− 5xjxhxk
|x|7
)
.
and the symmetry of spherical surface, it is easy to see that∫
S2
F(x) dS = 0.
Besides, note that ∫
S2
x2i dS =
1
3
∫
S2
|x|2 dx = 4π
3
and with help of Gauss-Green formula, one instantly derives∫
S2
x4i dSx =
∫
B1
∂i(x
3
i ) dx =
4π
5
and ∫
S2
x2ix
2
j dSx =
∫
B1
x2i ∂jxj dx =
4π
15
The above two identities imply for i = 1, 2, 3∫
S2
xiFhkj dSx = 3
4π
∫
S2
xi
{
(δjhxk + δhkxj + δkjxh)− 5xjxhxk
}
dSx = 0.
This verifies the second identity of (2.8). 
3. Global regularity of weak solutions
In this section, we are devoted to applying the bootstrap argument to show the high regularity
of weak solution established in Theorem 1.1. To do that, we will show the proof in four steps
as following.
Step 1: With the help of method of vanishing viscosity, we will establish Hαω (R
3)-estimate for
weak solution V by choosing the suitable test function in the weak sense.
Step 2: We will give B2α2,∞(R
3)-estimate for weak solution V based on the differences charac-
terization of Besov spaces.
Step 3: By the bootatrap argument, we will further establish high regulatiy H1+α(R3)-
estimate for weak solution V .
Step 4: In view of difference, we will show high regularity for weak solution V in the weighted
Hilbert space H1+αω (R
3).
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3.1.
∥∥V ∥∥
Hαω (R
3)
-esitmate. In this step, we are going to show uniform estimate for the weak
solution V in the weigheted space Hαω (R
3). Specifically,
Proposition 3.1. Let α ∈ (5/6, 1), and V ∈ Hασ (R3) be the weak solution which was established
in Theorem 1.1. Then there exists C > 0 such that
∥∥V ∥∥
Hαω (R
3)
≤ C (U0) . (3.1)
Now, let’s begin to show the desired estimate in Proposition 3.1 by choosing the suitable test
function in the weak sense. Since V ∈ Hα(R3) with α ∈]0, 1[, we are lack of the information
of derivative of V . Then, it seems difficult to modify V directly to the required test function.
To overcome that difficulty, we apply a fact, with the method of vanishing viscosity, that the
solution established in Theorem 1.1 is a weak limit of weak solution to the following equations.
−ν∆Vν + (−∆)αVν − 2α−12α Vν − 12αx · ∇Vν +∇Pν =− U0 · ∇U0 − (U0 + Vν) · ∇Vν
− Vν · ∇U0,
(3.2)
divVν = 0. (3.3)
In [12], we have proved that equations (3.2)-(3.3) admit at least one weak solution Vν such that
ν‖Vν‖2H˙1(R3) + ‖Vν‖2H˙α(R3) + ‖Vν‖2L2(R3) ≤ C(U0), (3.4)
and there exists a pressure Pν ∈ L2(R3) governed by
Pν =
3∑
i,j=1
1
4π
∂2xi,xj
∫
R3
1
|x− y|
(
V iνV
j
ν + U
i
0V
j
ν + V
i
νU
j
0 + U
i
0U
j
0
)
dy
such that for all vector fields ϕ ∈ H1(R3) with ∥∥| · | 12ϕ∥∥
L2(R3)
< +∞, the couple (Vν , Pν) satisfies
ν
∫
R3
∇Vν : ∇ϕdx+
∫
R3
ΛαVν : Λ
αϕdx− 1
2α
∫
R3
x · ∇Vν · ϕdx− 2α− 1
2α
∫
R3
Vν · ϕdx
=
∫
R3
Pν divϕdx+
∫
R3
Vν · ∇ϕ · Vν dx−
∫
R3
U0 · ∇Vν · ϕdx−
∫
R3
(Vν + U0) · ∇U0 · ϕdx. (3.5)
In the following subsection, we denote Vν by V for clarity.
Letting hε(x) :=
√
1+|x|
1+ε|x|2
, Wε(x) := h
2
εV (x) and Vε(x) := hεV (x) with ε ∈]0, 1], we easily
find by using the energy estimate (3.4) that Wε ∈ H1(R3) and satisfies
∥∥〈·〉Wε∥∥L2(R3) < +∞ for
each ε ∈]0, 1]. Then we readily have by taking ϕ(x) =Wε(x) in (3.5) that
ν
∫
R3
∇V : ∇Wε dx+
∫
R3
ΛαV : ΛαWε dx− 1
2α
∫
R3
x · ∇V ·Wε dx
− 2α− 1
2α
∫
R3
V ·Wε dx−
∫
R3
P divWε dx
=
∫
R3
V · ∇Wε · V dx−
∫
R3
U0 · ∇V ·Wε dx−
∫
R3
(V + U0) · ∇U0 ·Wε dx.
(3.6)
By a simple calculation, the third integrand in the left side of the above equality reduces to
− 1
2α
∫
R3
x · ∇V ·Wε dx = 3
4α
∫
R3
h2ε|V |2 dx+
1
4α
∫
R3
|V |2 x · ∇h2ε dx
=
3
4α
∥∥Vε∥∥2L2(R3) + 14α
∫
R3
|V |2 |x|g2ε dx−
1
2α
∫
R3
|V |2 ε|x|2g2εh2ε dx
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=
1
α
∥∥Vε∥∥2L2(R3) − 14α
∫
R3
|V |2
1 + ε|x|2 dx−
1
2α
∫
R3
|Vε|2 ε|x|2g2ε dx.
Hence, we have
1
2α
∫
R3
x · ∇V ·Wε dx− 2α− 1
2α
∫
R3
V ·Wε dx
=
1− α
α
∥∥Vε∥∥2L2(R3) + 12α
∫
R3
|Vε|2 g2ε dx−
1
4α
∫
R3
|V |2 g2ε dx.
(3.7)
For the first integrand, we see that
ν
∫
R3
∇V : ∇Wε dx
=ν
∫
R3
(∇V · ∇hε) · Vε dx+ ν
∥∥∇Vε∥∥2L2(R3) − ν
∫
R3
∇hε · (V · ∇Vε) dx.
(3.8)
Next, we tackle with the term involving the fractional operator. After some simple computation
we get ∫
R3
ΛαV : ΛαWε dx
=
∫
R3
ΛαV :
(
hε Λ
αVε
)
dx−
∫
R3
ΛαV :
(
[hε, Λ
α]Vε
)
dx
=
∥∥Vε∥∥2H˙α(R3) −
∫
R3
(
[hε, Λ
α]V
)
: ΛαVε dx−
∫
R3
ΛαV :
(
[hε, Λ
α]Vε
)
dx.
(3.9)
Inserting (3.7), (3.8) and (3.9) into (3.6) leads to
ν
∥∥Vε∥∥2H˙1(R3) +
∥∥Vε∥∥2H˙α(R3) + 1− αα
∥∥Vε∥∥2L2(R3) + 12α
∫
R3
|Vε|2
1 + ε|x|2 dx
=
1
4α
∫
R3
|V |2
1 + ε|x|2 dx+
∫
R3
(
[hε, Λ
α]V
)
: ΛαVε dx+
∫
R3
ΛαV :
(
[hε, Λ
α]hεV
)
dx
− ν
∫
R3
∇V : ∇hεVε dx+ ν
∫
R3
∇hεV : ∇Vε dx+
∫
R3
P divWε dx
+
∫
R3
V · ∇Wε · V dx−
∫
R3
U0 · ∇V ·Wε dx−
∫
R3
(V + U0) · ∇U0 ·Wε dx ,
10∑
i=1
Ii.
(3.10)
Now, let’s to bound the terms in the right side of equality (3.10). For I1, it is obvious that
I1 =
1
4α
∫
R3
|V |2
1 + ε|x|2 dx ≤
1
4α
∥∥V ∥∥2
L2(R3)
. (3.11)
By the Ho¨lder inequality and Lemma 2.2, one has
I2 ≤
∥∥[hε, Λα]V ∥∥L2(R3)
∥∥ΛαVε∥∥L2(R3)
≤Cmax
{
‖hε‖
C˙
3
4 (R3)
, ‖hε‖W˙ 1,∞(R3)
}
‖V ‖L2(R3)‖Vε‖H˙α(R3).
(3.12)
This require us to bound both terms concerning on hε in (3.12). We compute
∇hε(x) = x
2|x|√1 + |x|
1√
1 + ε|x|2 −
εx
√
1 + |x|
(1 + ε|x|2) 32
.
it follows that for each ε ∈]0, 1],
∣∣∇hε(x)∣∣ ≤ 1
2
√
1 + |x| +
4ε
1
4√
1 + ε|x| .
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This inequality enables us to infer that
‖∇hε‖Lp(R3) ≤
(
1/2 + 4ε
1
4
− 3
p
)(∫
R3
1
(1 + |x|) p2
dx
) 1
p
.
Thus for ∀p ≥ 12 and ∀ε ∈]0, 1], there exists a absolute contant C0 > 0 such that
‖∇hε‖Lp(R3) ≤ (1/2 + 4)
(∫
R3
1
(1 + |x|) p2
dx
) 1
p
≤ C0.
This together with the embedding relation that W˙ 1,p(R3) →֒ C1− 3p (R3) yields that there exists
a contant C > 0 independ of ε such that for ∀ε ∈]0, 1] and ∀s ∈ [3/4, 1[,
‖hε‖Cs(R3) + ‖hε‖W˙ 1,∞(R3) ≤ C. (3.13)
Inserting estimate (3.13) into (3.12), we immediately have
I2 ≤ C‖V ‖L2(R3)‖Vε‖H˙α(R3). (3.14)
In the smae way, I3 can be bounded as follows
I3 ≤ C
∥∥V ε∥∥
L2(R3)
‖V ‖H˙α(R3) ≤ C‖V ‖2H˙α(R3) +
1− α
8α
∥∥Vε∥∥2L2(R3). (3.15)
Next, we turn to estimate I4 and I5. We have by the Ho¨lder inequality and Cauchy-Schwarz
ineqaultiy that
I4 = −ν
∫
R3
∇V : (hε∇hε)V dx ≤ν‖V ‖L2(R3)‖hε∇hε‖L∞(R3)‖V ‖L2(R3)
≤Cν‖V ‖2L2(R3) + ν‖∇V ‖2L2(R3).
(3.16)
In the last line of (3.16), we have used the following equaltiy
hε∇hε = x
2|x|(1 + ε|x|2) −
εx(1 + |x|)
(1 + ε|x|2)2 . (3.17)
Silmilarly, by the Ho¨lder inequality and estimate (3.13), we obtain
I5 ≤ ν‖∇hε‖L∞(R3)‖V ‖L2(R3)‖∇Vε‖L2(R3) ≤ Cν‖V ‖2L2(R3) +
1
4
ν‖∇Vε‖2L2(R3). (3.18)
Now we come back to tackle with the term involving the pressure. Thanks to
−∆P = div (U0 · ∇U0 + (U0 + V ) · ∇V + V · ∇U0) ,
one writes
P =
div
−∆
(
(U0 + V ) · ∇V + V · ∇U0
)
+
div
−∆
(
U0 · ∇U0
)
:= P1 + P2.
Moreover, we have by the Ho¨lder inequality that
‖P1‖L2(R3) ≤ C
(
‖V ‖2L4(R3) + ‖U0‖L∞(R3)‖V ‖L2(R3)
)
(3.19)
and ∥∥∇P2∥∥L2(R3) ≤ C‖U0‖L∞(R3)‖∇U0‖L2(R3). (3.20)
Integrating by parts, we see that∫
R3
P2 divWε dx = −
∫
R3
∇P2 ·Wε dx.
18 B. LAI, C. MIAO, AND X. ZHENG
Thus we get by using the Ho¨lder, the Young inequality and esitmate (3.20) that∫
R3
P2 divWε dx ≤‖∇P2‖L2(R3)
∥∥Wε∥∥L2(R3)
≤C‖U0‖L∞(R3)‖∇U0‖L2(R3)
∥∥Vε∥∥L2(R3)
≤C‖U0‖2L∞(R3)‖∇U0‖2L2(R3) +
1− α
8α
∥∥Vε∥∥2L2(R3).
(3.21)
An computation yields ∫
R3
P1 divWε dx = 2
∫
R3
P1 hε∇hε · V dx.
Moreover, we obtain in terms of the Ho¨lder inequality, (3.17) and (3.19) that∫
R3
P1 divWε dx ≤2‖hε∇hε‖L∞(R3)‖P1‖L2(R3)‖V ‖L2(R3)
≤C
(
‖V ‖2L4(R3) + ‖U0‖L∞(R3)‖V ‖L2(R3)
)
‖V ‖L2(R3).
(3.22)
Adding (3.21) to (3.22), then
I6 ≤C
(
‖V ‖2L4(R3) + ‖U0‖L∞(R3)‖V ‖L2(R3)
)
‖V ‖L2(R3)
+ C‖U0‖2L∞(R3)‖∇U0‖2L2(R3) +
1− α
8α
∥∥Vε∥∥2L2(R3).
(3.23)
For I7, we have by the Ho¨lder inequality and estimate (3.13) that
I7 =
∫
R3
V · ∇hε Vε · V dx ≤‖V ‖2L4(R3)‖∇hε‖L∞(R3)‖Vε‖L2(R3)
≤C‖V ‖4L4(R3) +
1− α
8α
∥∥Vε∥∥2L2(R3).
(3.24)
For I8, after a simple calculation, we have by the Ho¨lder inequality, the Young inequality and
estimate (3.13) that
I8 = −
∫
R3
U0 · ∇Wε · V dx =−
∫
R3
(U0 · ∇hε) (Vε · V ) dx
≤‖U0‖L∞(R3)‖∇hε‖L∞(R3)‖V ‖L2(R3)‖Vε‖L2(R3)
≤C‖U0‖2L∞(R3)‖V ‖2L2(R3) +
1− α
8α
∥∥Vε∥∥2L2(R3).
(3.25)
At last, employing the Ho¨lder inequality and the Young inequality, we readily obtain
I9 ≤
∫
R3
∣∣V ∣∣(1 + |x|)∇U0∣∣V ∣∣dx ≤
(
‖∇U0‖L∞(R3) +
∥∥| · |∇U0∥∥L∞(R3)
)
‖V ‖2L2(R3), (3.26)
and
I10 ≤
∫
R3
∣∣√1 + |x|U0 · ∇U0∣∣ ∣∣Vε∣∣ dx ≤∥∥√1 + | · |U0 · ∇U0∥∥L2(R3)‖Vε‖L2(R3)
≤C∥∥√1 + | · |U0 · ∇U0∥∥2L2(R3) + 1− α16α ‖Vε‖2L2(R3).
(3.27)
Plugging (3.11), (3.14)-(3.18), (3.24)-(3.27) into (3.10), we eventually obtain
1
2ν
∥∥Vε∥∥2H˙1(R3) + 12
∥∥Vε∥∥2H˙α(R3) + 3(1−α)8α
∥∥Vε∥∥2L2(R3) + 12α
∫
R3
|Vε|2 11+ε|x|2 dx
≤ 14α
∥∥V ∥∥2
L2(R3)
+ C‖V ‖2Hα(R3) + C
(
‖V ‖2L4(R3) + ‖U0‖L∞(R3)‖V ‖L2(R3)
)
‖V ‖L2
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+ C‖U0‖2L∞(R3)‖∇U0‖2L2(R3) + C‖V ‖4L4(R3) + C‖U0‖2L∞(R3)‖V ‖2L2(R3)
+ C
(‖∇U0‖L∞(R3) + ∥∥| · |∇U0∥∥L∞(R3)
)‖V ‖2L2(R3) + C∥∥〈·〉U0 · ∇U0∥∥2L2(R3)
+ Cν‖V ‖2L2(R3) + ν‖∇V ‖2L2(R3).
Taking ε→ 0+ and ν → 0+, we eventually get by using (3.4) and Lebesgue’ dominated conver-
gence theorem that
∥∥√1 + | · |V ∥∥2
H˙α(R3)
+
3(1− α)
8α
∥∥√1 + | · |V ∥∥2
L2(R3)
+
1
2α
∫
R3
(1 + |x|)|V |2 dx ≤ C(U0).
This estimate implies the desired result in Proposition 3.1.
3.2. B2α2,∞(R
3)-estimate. The second step is to improve the regularity of V in terms of the
differences characterization of Besov spaces.
Proposition 3.2. Let α ∈ (5/6, 1), and V ∈ Hασ (R3) be the weak solution which was established
in Theorem 1.1. Then there exists C > 0 such that
∥∥V ∥∥
B2α2,∞(R
3)
< C (U0) . (3.28)
Proof. For the sake of simplicity, we denote △h
α
k by △
h
k. According to (3.1) and (3.4), it is easy
to check that △−hk
(
g2ε △
h
k V
) ∈ H1ω(R3) with gε(x) = 1(1+ε|x|2) . Moreover, we immediately have
by choosing ϕ = − △−hk
(
g2ε △
h
k V
)
in (3.6) that
− ν
∫
R3
∇V : ∇ △−hk
(
g2ε △
h
k V
)
dx−
∫
R3
ΛαV : Λα △−hk
(
g2ε △
h
k V
)
dx
− 1
2α
∫
R3
x · ∇V · △−hk
(
g2ε △
h
k V
)
dx+
2α− 1
2α
∫
R3
V · △−hk
(
g2ε △
h
k V
)
dx
=−
∫
R3
P div △−hk
(
g2ε △
h
k V
)
dx−
∫
R3
V · ∇ △−hk
(
g2ε △
h
k V
) · V dx
−
∫
R3
U0 · ∇V · △−hk
(
g2ε △
h
k V
)
dx+
∫
R3
(V + U0) · ∇U0· △−hk
(
g2ε △
h
k V
)
dx.
(3.29)
The first term in the left side of the above equality can be reduced to
− ν
∫
R3
∇V : ∇ △−hk
(
g2ε △
h
k V
)
dx
=− ν
∫
R3
∇V :△−hk
(
g2ε △
h
k ∇V
)
dx− ν
∫
R3
∇V :△−hk
(∇g2ε △hk V ) dx
=ν
∥∥gε △hk ∇V ∥∥2L2(R3) + ν
∫
R3
△hk ∇V :
(∇g2ε △hk V ) dx.
For the term including the fractional operator, we easily find that
−
∫
R3
ΛαV · Λα △−hk
(
g2ε △
h
k V
)
dx
=
∫
R3
g2εΛ
α △hk V · Λα △hk V dx−
∫
R3
gεΛ
α △hk V ·
(
[gε,Λ
α] △hk V
)
dx
−
∫
R3
Λα △hk V ·
(
[gε,Λ
α]gε △
h
k V
)
dx.
20 B. LAI, C. MIAO, AND X. ZHENG
Thus we have
−
∫
R3
ΛαV · Λα △−hk
(
g2ε △
h
k V
)
dx =
∥∥gεΛα △hk V ∥∥2L2(R3) −
∫
R3
gεΛ
α △hk V
(
[gε,Λ
α] △hk V
)
dx
−
∫
R3
Λα △hk V ·
(
[gε,Λ
α]gε △
h
k V
)
dx.
Now we consider the remaining part in left side of (3.29). Integrating by parts, we get
1
2α
∫
R3
x · ∇V · △−hk
(
g2ε △
h
k V
)
dx+
2α− 1
2α
∫
R3
V · △−hk
(
g2ε △
h
k V
)
dx
=− 1
2α
∫
R3
g2ε × (x+ hek) · ∇ △hk V · △hk V dx−
1
2α
∫
R3
g2ε
(
△hk x
) · ∇V · △hk V dx
− 2α− 1
2α
∫
R3
g2ε △
h
k V · △hk V dx
=
5− 4α
4α
∥∥gε △hk V ∥∥2L2(R3) + 14α
∫
R3
x · ∇g2ε △hk V · △hk V dx−
h
2α
∫
R3
g2ε∂xk △
h
k V · △hk V dx
− 1
2α
∫
R3
g2ε∂xkV · △hk V dx.
This equality implies that
1
2α
∫
R3
x · ∇V · △−hk
(
g2ε △
h
k V
)
dx+
2α− 1
2α
∫
R3
V · △−hk
(
g2ε △
h
k V
)
dx
=
5− 4α
4α
∥∥gε △hk V ∥∥2L2(R3) − 12α
∫
R3
ε|x|2
(1 + ε|x|2)2 △
h
k V · △hk V dx
+
h
4α
∫
R3
∂xkg
2
ε △
h
k V · △hk V dx−
1
2α
∫
R3
g2ε∂xkV · △hk V dx.
Inserting the above estimates into (3.29) leds to that
ν
∥∥gε △hk ∇V ∥∥2L2(R3) +
∥∥gεΛα △hk V ∥∥2L2(R3) + 5− 4α4α
∥∥gε △hk V ∥∥2L2(R3)
=− ν
∫
R3
△hk ∇V :
(∇g2ε △hk V ) dx+
∫
R3
gεΛ
α △hk V ·
(
[gε,Λ
α] △hk V
)
dx
+
∫
R3
Λα △hk V ·
(
[gε,Λ
α]gε △
h
k V
)
dx+
1
2α
∫
R3
ε|x|2
1 + ε|x|2 △
h
k V · △hk V dx
− h
4α
∫
R3
∂xkg
2
ε △
h
k V · △hk V dx+
1
2α
∫
R3
g2ε∂xkV · △hk V dx
−
∫
R3
P div △−hk
(
g2ε △
h
k V
)
dx+
∫
R3
V · ∇V △−hk
(
g2ε △
h
k V
)
dx
+
∫
R3
U0 · ∇V △−hk
(
g2ε △
h
k V
)
dx+
∫
R3
(
V + U0
) · ∇U0 △−hk (g2ε △hk V ) dx :=
10∑
i=1
Ji.
(3.30)
Our task is now to estimate for all terms in the right side of equality (3.30). Let’s begin with
J1. Note that
−ν
∫
R3
△hk ∇V :
(∇g2ε △hk V )dx = ν
∫
R3
∇ △hk V :
(
2εx
(1 + ε|x|2)2 △
h
k V
)
dx,
we have that for each ε ∈ (0, 1),
J1 ≤ Cν
∥∥gε △hk ∇V ∥∥L2(R3)‖ △hk V ‖L2(R3) ≤ Cν‖V ‖2H˙α(R3) + 14ν
∥∥gε △hk ∇V ∥∥2L2(R3).
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In terms of the Ho¨lder inequality, Cauchy Schwarz inequality and Lemma 2.2, we have
J2 ≤
∥∥gεΛα △hk V ∥∥L2(R3)
∥∥[gε,Λα] △hk V ∥∥L2(R3)
≤∥∥gεΛα △hk V ∥∥L2(R3)
∥∥ △hk V ∥∥L2(R3) ≤ C‖V ‖2H˙α(R3) + 116
∥∥gεΛα △hk V ∥∥2L2(R3).
As for J3, we rewrite
J3 =
∫
R3
gεΛ
α △hk V ·
(
[Λα, gε] △
h
k V
)
dx+
∫
R3
Λα △hk V ·
(
[Λα, g2ε ] △
h
k V
)
dx.
In the similar fashion as used in bounding J2, we see that∫
R3
gεΛ
α △hk V ·
(
[Λα, gε] △
h
k V
)
dx ≤∥∥gεΛα △hk V ∥∥L2(R3)
∥∥[gε,Λα](△hk V )∥∥L2(R3)
≤∥∥gεΛα △hk V ∥∥L2(R3)
∥∥ △hk V ∥∥L2(R3)
≤C‖V ‖2
H˙α(R3)
+
1
16
∥∥gεΛα △hk V ∥∥2L2(R3).
(3.31)
For another part of J3, we have to resort to the following Lemma:
Lemma 3.1. Let α ∈ (5/6, 1). Then we have
∥∥g− 12ε [Λα, g2ε]f∥∥L2(R3) ≤ C√ε‖f‖L2(R3). (3.32)
Proof of Lemma 3.1 . We divide the commutator into two parts as follows
[
Λα, g2ε
]
f =
∫
R3
g2ε(y)− g2ε(x)
|x− y|3+α f(y) dy
=ε
∫
B(x)
(x− y) · (x+ y)
|x− y|3+α
1
(1 + ε|x|2)(1 + ε|y|2)f(y) dy
+ ε
∫
Bc1(x)
(x− y) · (x+ y)
|x− y|3+α
1
(1 + ε|x|2)(1 + ε|y|2)f(y) dy , I + II.
By the triangle inequality, we easily find that
|I| ≤ √ε
∫
B1(x)
|x− y|
|x− y|3+α
√
ε(|x|+ |y|)
(1 + ε|x|2)(1 + ε|y|2) |f(y)|dy
≤ √εg
1
2
ε
∫
B1(x)
|x− y|
|x− y|3+α |f(y)|dy,
and
|II| ≤ ε
∫
Bc1(x)
|x− y| 12
|x− y|3+α
|x− y| 12 |x+ y|
(1 + ε|x|2)(1 + ε|y|2) |f(y)|dy
≤ C√εg
1
2
ε
∫
Bc1(x)
|x− y| 12
|x− y|3+α
(
√
ε|x|)3 + (
√
ε|y|)3
(1 +
√
ε|x|)3(1 +
√
ε|y|)4 dy
≤ C√εg
1
2
ε
∫
Bc1(x)
|x− y| 12
|x− y|3+α dy.
Combining both esitmates concerning I and II yields
∣∣ [Λα, g2ε] f ∣∣ ≤ C√εg 12ε (x)
∫
R3
min{|x− y| 12 , |x− y|}
|x− y|3+α
∣∣f(y)∣∣dy.
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Furthermore, by the Young inequality, we readily have
∥∥g− 12ε [Λα, g2ε]f∥∥L2(R3) ≤ C√ε‖f‖L2(R3).
So we complete the proof of Lemma 3.1. 
With Lemma 3.1 in hand, we get by the Ho¨lder inequality that∫
R3
Λα △hk V ·
(
[Λα, g2ε ] △
h
k V
)
dx ≤∥∥g 12ε Λα △hk V ∥∥L2(R3)
∥∥∥∥g−
1
2
ε
[
Λα, g2ε
]
△hk V
∥∥∥∥
L2(R3)
≤C√ε∥∥g 12ε Λα △hk V ∥∥L2(R3)
∥∥ △hk V ∥∥L2(R3).
This together with the fact that for each 0 < ε < min{1, h4α},
√
ε
∥∥g 12ε Λα △hk V ∥∥L2(R3) ≤ 2‖ΛαV
∥∥
L2(R3)
enables us to conclude that∫
R3
Λα △hk V ·
(
[Λα, g2ε ] △
h
k V
)
dx ≤ C‖V ‖2
H˙α(R3)
.
Combining this inequality with (3.31) yields that
J3 ≤ C‖V ‖2H˙α(R3) +
1
16
∥∥gεΛα △hk V ∥∥2L2(R3)
Next, by using the Ho¨lder inequality, one has
J4 ≤ 1
2α
∫
R3
∣∣∣△hk V · △hk V
∣∣∣ dx ≤ 1
2α
∥∥ △hk V ∥∥2L2(R3) ≤ C‖V ‖2H˙α(R3),
and
J5 ≤ 1
2α
‖gε‖L∞(R3)‖∇gε‖L∞(R3)
∥∥ △hk V ∥∥2L2(R3) ≤ C‖V ‖2H˙α(R3).
For J6, we rewrite it as
J6 =− 1
2α
∫
R3
∂xk(gεV ) ·
(
gε △
h
k V
)
dx+
1
2α
∫
R3
(∂xkgεV ) ·
(
gε △
h
k V
)
dx := J61 + J62 .
By the Ho¨lder inequality, we obtain
J62 ≤
1
2α
‖gε‖L∞(R3)‖∇gε‖L∞(R3)‖V ‖L2(R3)
∥∥ △hk V ∥∥L2(R3) ≤ C‖V ‖L2(R3)‖V ‖H˙α(R3). (3.33)
On the other hand, we have by the interpolation inequality that
J61 ≤
∥∥∂xk(gεV )∥∥H˙−α
∥∥gε △hk V ∥∥H˙α(R3) ≤
(
‖V ‖L2(R3) + ‖gεV ‖H˙α(R3)
)
‖gε △hk V ‖H˙α(R3).
Since
‖gεV ‖H˙α(R3) ≤ ‖gεΛαV ‖L2(R3) +
∥∥[Λα, gε]V ∥∥L2(R3) ≤ ‖gεΛαV ‖L2(R3) + C‖V ‖L2(R3),
and
‖gε △hk V ‖H˙α(R3) ≤
∥∥gεΛα △hk V ∥∥L2(R3) + C‖ △hk V ‖L2(R3),
we have by the Young inequality that
J61 ≤C‖V ‖2Hα(R3) +C‖V ‖Hα(R3)
∥∥gεΛα △hk V ∥∥L2(R3)
≤C‖V ‖2Hα(R3) +
1
16
∥∥gεΛα △hk V ∥∥2L2(R3).
(3.34)
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Collecting esitmates (3.33)-(3.34), we obtain
J6 ≤ C‖V ‖2Hα(R3) +
1
16
∥∥gεΛα △hk V ∥∥2L2(R3).
Next, we start to tackle with the term involving the pressure. We rewrite J7 as follows
J7 =
∫
R3
△hk P1
(∇g2ε · △hk V )dx+
∫
R3
△hk P2
(∇g2ε · △hk V ) dx := J71 + J72 ,
where P1 satisfies
−∆P1 = div div (V ⊗ V + U0 ⊗ V )
and P2 satisfies
−∆P2 = div (V · ∇U0 + U0 · ∇U0) .
Since ∇g2ε = − 2εx(1+ε|x|2)2 , we obtain by using the Ho¨lder inequality and the Young inequality
that
J72 ≤
∥∥ △hk P2∥∥L2(R3)
∥∥gε △hk V ∥∥L2(R3)
≤C‖U0‖2L∞(R3)‖∇U0‖2L2(R3) + C‖V ‖2L4(R3)‖∇U0‖2L4(R3) +
1− α
16α
∥∥gε △hk V ∥∥2L2(R3).
(3.35)
Note that
J71 =
∫
R3
△hk P1
(
∇g2ε △hk V
)
dx = −
∫
R3
P1 △
−h
k
(
∇g2ε △hk V
)
dx,
we have by the Ho¨lder inequality that
J71 ≤‖P1‖L2(R3)
∥∥∥ △−hk
(
∇g2ε △hk V
)∥∥∥
L2(R3)
≤C
(
‖V ‖2L4(R3) + ‖U0‖2L4(R3)
)∥∥∥Λα(∇g2ε △hk V
)∥∥∥
L2(R3)
≤C
(
‖V ‖2L4(R3) + ‖U0‖2L4(R3)
)(∥∥∥∇g2εΛα △hk V
∥∥∥
L2(R3)
+
∥∥∥[Λα,∇g2ε] △hk V
∥∥∥
L2(R3)
)
≤C
(
‖V ‖2L4(R3) + ‖U0‖2L4(R3)
)(∥∥gεΛα △hk V ∥∥L2(R3) +
∥∥ΛαV ∥∥
L2(R3)
)
.
Here we have used the following estimate deduced by Lemma 2.2 that
∥∥[Λα,∇g2ε ] △hk V ∥∥L2(R3) ≤ ‖∇g2ε‖W 1,∞(R3)
∥∥ △hk V ∥∥L2(R3). (3.36)
Moreover, by the Young inequality, we immediately have
J71 ≤C
(‖V ‖2L4(R3) + ‖U0‖2L4(R3))∥∥ΛαV ∥∥L2(R3) + C
(‖V ‖2L4(R3) + ‖U0‖2L4(R3))2
+
1
16
∥∥gεΛα △hk V ∥∥2L2(R3).
(3.37)
This inequality together with (3.37) yields that
J7 ≤C
(‖V ‖2L4(R3) + ‖U0‖2L4(R3))∥∥ΛαV ∥∥L2(R3) + C
(‖V ‖2L4(R3) + ‖U0‖2L4(R3))2
+ C‖U0‖2L∞(R3)‖∇U0‖2L2(R3) + C‖V ‖2L4(R3)‖∇U0‖2L4(R3)
+
1− α
16α
∥∥gε △hk V ∥∥2L2(R3) + 116
∥∥gεΛα △hk V ∥∥2L2(R3)
Next, we rewrite I8 as follows
J8 = −
∫
R3
V · ∇ △hk V
(
g2ε △
h
k V
)
dx−
∫
R3
△hk V (x+ hek) · ∇V
(
g2ε △
h
k V
)
dx := J81 + J82 .
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Thanks to the incompressible condition divV = 0, we have
J81 =−
∫
R3
V · ∇(gε △hk V ) (gε △hk V ) dx+
∫
R3
V · ∇gε △hk V
(
gε △
h
k V
)
dx
=−
∫
R3
V · εx
(1 + ε|x|2) 32
△hk V
(
gε △
h
k V
)
dx.
By the Ho¨lder inequality and the interpolation inequality, we get
J81 ≤
√
ε‖V ‖L3(R3)
∥∥gε △hk V ∥∥2L3(R3)
≤√ε‖V ‖L3(R3)
∥∥gε △hk V ∥∥2− 1αL2(R3)
∥∥Λα(gε △hk V )∥∥ 1αL2(R3)
≤√ε‖V ‖L3(R3)
∥∥gε △hk V ∥∥2− 1αL2(R3)
(∥∥gεΛα △hk V ∥∥ 1αL2(R3) +
∥∥[Λα, gε] △hk V ∥∥ 1αL2(R3)
)
.
Moreover, we have by (3.36) that
J81 ≤‖V ‖
2α
2α−1
L3(R3)
∥∥gε △hk V ∥∥2L2(R3) + ‖V ‖L3(R3)
∥∥gε △hk V ∥∥2L2(R3) + 116
∥∥gεΛα △hk V ∥∥2L2(R3)
≤‖V ‖
2α
2α−1
L3(R3)
∥∥V ∥∥2
H˙α(R3)
+ ‖V ‖L3(R3)
∥∥V ∥∥2
H˙α(R3)
+
1
16
∥∥gεΛα △hk V ∥∥2L2(R3).
(3.38)
On the other hand, we see that
J82 = −
∫
R3
div
(
gε △
h
k V (x+ hek)V
)(
gε △
h
k V
)
dx+
∫
R3
△hk V (x+ hek) · ∇gεV
(
gε △
h
k V
)
dx.
Furthermore, we obtain by the Ho¨lder inequality that
J82 ≤
∥∥div (gε △hk V (·+ hek)V )∥∥H˙−α(R3)
∥∥gε △hk V ∥∥H˙α(R3)
+ ‖∇gε‖L∞(R3)
∥∥ △hk V (·+ hek)∥∥L2(R3)‖V ‖L4(R3)‖gε △hk V ‖L4(R3)
≤∥∥gε △hk V (·+ hek)V ∥∥H˙1−α(R3)
∥∥gεΛα △hk V ∥∥L2(R3)
+
∥∥gε △hk V (·+ hek)V ∥∥H˙1−α(R3)
∥∥[gε,Λα] △hk V ∥∥L2(R3)
+ ‖∇gε‖L∞(R3)
∥∥ △hk V (·+ hek)∥∥L2(R3)‖V ‖L4(R3)‖gε △hk V ‖
4α−3
4α
L2(R3)
‖gε △hk V ‖
3
4α
H˙α(R3)
,
it follows that
J82 ≤
∥∥gε △hk V (·+ hek)V ∥∥H˙1−α(R3)(
∥∥gεΛα △hk V ∥∥L2(R3) +
∥∥ΛαV ∥∥
L2(R3)
)
+ ‖∇gε‖L∞(R3)
∥∥V ∥∥
H˙α(R3)
‖V ‖L4(R3)‖gε △hk V ‖
4α−3
4α
L2(R3)
‖gεΛα △hk V ‖
3
4α
L2(R3)
+ ‖∇gε‖L∞(R3)
∥∥V ∥∥
H˙α(R3)
‖V ‖L4(R3)‖gε △hk V ‖
4α−3
4α
L2(R3)
‖[gε,Λ] △hk V ‖
3
4α
L2(R3)
.
Thanks to the Bony para-product decomposition, one has
∥∥gε △hk V (·+ hek)V ∥∥H˙1−α(R3)
≤∥∥gε △hk V (·+ hek)∥∥
L
3
2α−1 (R3)
∥∥V ∥∥
W˙
1−α, 65−4α (R3)
+ ‖gε △hk V (·+ hek)
∥∥
W˙ 1−α,
3
α (R3)
∥∥V ∥∥
L
6
3−2α (R3)
≤∥∥gε △hk V (·+ hek)∥∥ 6α−52αL2(R3)
∥∥gε △hk V (·+ hek)∥∥ 5−4α2αH˙α(R3)
∥∥V ∥∥
H˙α(R3)
+
∥∥gε △hk V (·+ hek)∥∥ 6α−52αL2(R3)
∥∥gε △hk V (·+ hek)∥∥ 5−4α2αH˙α(R3)
∥∥V ∥∥
H˙α(R3)
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≤
∥∥V ∥∥ 8α−52α
H˙α(R3)
∥∥gε △hk V (·+ hek)∥∥ 5−4α2αH˙α(R3).
By the traingle inequality, we observe that for each h ∈ [−1, 1],
∥∥gε △hk V (·+ hek)∥∥H˙α(R3)
≤∥∥[Λ, gε] △hk V (·+ hek)∥∥ 5−4α2αH˙α(R3)
+
(∫
R3
1 + ε|x+ hek|2
1 + ε|x|2
1
1 + ε|x+ hek|2
∣∣∣Λα △hk V (·+ hek)
∣∣∣2 dx
)1
2
≤∥∥V ∥∥
H˙α(R3)
+ 2
∥∥gεΛα △hk V ∥∥L2(R3).
This implies
∥∥gε △hk V (·+ hek)V ∥∥H˙1−α(R3) ≤ C
∥∥V ∥∥2
H˙α(R3)
+ C‖V ∥∥ 8α−52α
H˙α(R3)
∥∥gεΛα △hk V ∥∥ 5−4α2αL2(R3).
Therefore we have by the Young inequality that
J82 ≤C‖V ‖3Hα(R3) + C‖V
∥∥ 8α−52α
H˙α(R3)
∥∥gεΛα △hk V ∥∥ 5−4α2αL2(R3)
+
∥∥V ∥∥
H˙α(R3)
‖V ‖L4(R3)‖gε △hk V ‖
4α−3
4α
L2(R3)
‖gεΛα △hk V ‖
3
4α
L2(R3)
≤C‖V ‖3Hα(R3) + C‖V
∥∥ 16α−106α−5
H˙α(R3)
+
∥∥V ∥∥ 3(4α−1)8α−3
H˙α(R3)
+
1
16
∥∥gεΛα △hk V ∥∥2L2(R3).
Combining the above inequalities with estimate (3.38), we get
J8 ≤‖V ‖
2α
2α−1
L3(R3)
∥∥V ∥∥2
H˙α(R3)
+ ‖V ‖L3(R3)
∥∥V ∥∥2
H˙α(R3)
+
1
8
∥∥gεΛα △hk V ∥∥2L2(R3)
+C‖V ‖3Hα(R3) + C‖V
∥∥ 16α−106α−5
H˙α(R3)
+
∥∥V ∥∥ 3(4α−1)8α−3
H˙α(R3)
.
As for I9, we decompose it into two parts as follows
J9 = −
∫
R3
U0 · ∇ △hk V
(
g2ε △
h
k V
)
dx−
∫
R3
△hk U0(x+ hek) · ∇V
(
g2ε △
h
k V
)
dx := J91 + J92 .
Since divV = 0, we have
J91 =−
∫
R3
U0 · ∇(gε △hk V )
(
gε △
h
k V
)
dx+
∫
R3
U0 · ∇gε △hk V
(
gε △
h
k V
)
dx
=− 2
∫
R3
U0 · εx
1 + ε|x|2 △
h
k V
(
gε △
h
k V
)
dx.
By the Ho¨lder inequality and Lemma 2.1, we find that
J91 ≤ ‖U0‖L∞(R3)‖gε‖L∞(R3)
∥∥ △hk V ∥∥2L2(R3) ≤ ‖U0‖L∞(R3)
∥∥V ∥∥2
H˙α(R3)
. (3.39)
Similarly, we can show that
J92 ≤
∥∥ △hk U0(·+ hek) · ∇V ∥∥H−α(R3)
∥∥g2ε △hk V ∥∥H˙α(R3)
≤∥∥ △hk U0(·+ hek)∥∥L∞(R3)‖V ‖H˙1−α(R3)
∥∥g2εΛα △hk V ∥∥L2(R3)
+
∥∥ △hk U0(·+ hek)∥∥L∞(R3)‖V ‖H˙1−α(R3)
∥∥[g2ε ,Λα] △hk V ∥∥L2(R3)
≤‖U0‖W˙α,∞(R3)‖V ‖Hα(R3)
∥∥gεΛαDhkV ∥∥L2(R3) + ‖U0‖W˙α,∞(R3)‖V ‖2Hα(R3).
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Thus we have by the Young inequality that
J92 ≤ C
(
‖U0‖W˙α,∞(R3) + ‖U0‖2W˙α,∞(R3)
)
‖V ‖2Hα(R3) +
1
16
∥∥gεΛαDhkV ∥∥2L2(R3).
Combining this inequality with (3.39) yields
J9 ≤ C
(
‖U0‖W˙α,∞(R3) + ‖U0‖2W˙α,∞(R3) + ‖gε‖L∞(R3)
)
‖V ‖2Hα(R3) +
1
16
∥∥gεΛαDhkV ∥∥2L2(R3).
For I10, one writes
J10 = −
∫
R3
V · ∇U0 △−hk
(
g2ε △
h
k V
)
dx−
∫
R3
U0 · ∇U0 △−hk
(
g2ε △
h
k V
)
dx := J101 + J102 .
By the Ho¨lder inequality and the Leibniz estimate, we finally obtain that
J101 =
∣∣∣
∫
R3
△hk (V · ∇U0)
(
g2ε △
h
k V
)
dx
∣∣∣
≤‖gε‖2L∞(R3)
∥∥ △hk (V · ∇U0)∥∥L2(R3)
∥∥ △hk V ∥∥L2(R3)
≤C
(
‖∇U0‖L∞(R3)‖V ‖H˙α(R3) + ‖U0‖B˙1+α∞,∞(R3)‖V ‖L2(R3)
)∥∥V ∥∥
H˙α(R3)
,
and
J102 =−
∫
R3
△hk
(
U0 · ∇U0
)
g2ε △
h
k V dx
≤‖gε‖2L∞(R3)
∥∥ △hk (U0 · ∇U0)∥∥L2(R3)
∥∥ △hk V ∥∥L2(R3)
≤C
(
‖∇U0‖L∞(R3)‖U0‖H˙α(R3) + ‖U0‖L∞(R3)‖U0‖H˙1+α(R3)
) ∥∥V ∥∥
H˙α(R3)
.
Collecting both estimates and then inserting the resulting estimate into (3.30), we eventually
obtain that
ν
∥∥gε △hk ∇V ∥∥2L2(R3) +
∥∥gεΛα △hk V ∥∥2L2(R3) + 5− 4α4α
∥∥gε △hk V ∥∥2L2(R3) ≤ C
(
U0
)
.
Taking ν → 0 and ε→ 0, we immediately have by the Lebesgue dominated convergence theorem
that
∥∥Λα △hk V ∥∥2L2(R3) + 5− 4α4α
∥∥ △hk V ∥∥2L2(R3) ≤ C
(
U0
)
.
Taking supremum with respective to h, we finally obtain by Lemma 2.1 that
‖V ‖B2α2,∞(R3) ≤ C
(
U0
)
.
This estimate implies the desired estimate in Proposition 3.2. 
3.3.
∥∥V ∥∥
H1+α(R3)
-estimate. The third step is to establish the regularity of V in the Sobolev
space with higher order by tha so-called bootstrap argument.
Proposition 3.3. Let α ∈ (5/6, 1), and V ∈ Hασ (R3) be the weak solution which was established
in Theorem 1.1. Then there exists C > 0 such that
∥∥V ∥∥
H1+α(R3)
< C (U0) . (3.40)
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Proof. Thanks to Proposition 3.2, we know that ∇v ∈ L2(R3) and then we can write (1.9) as
follows∫
R3
ΛαV : Λαϕdx− 1
2α
∫
R3
x · ∇V · ϕdx− 2α− 1
2α
∫
R3
V · ϕdx
=
∫
R3
P divϕdx+
∫
R3
V · ∇ϕ · V dx−
∫
R3
U0 · ∇V · ϕdx−
∫
R3
(V + U0) · ∇U0 · ϕdx
(3.41)
for each ϕ ∈ H1ω(R3). Since ‖V ‖B2α2,∞(R3) ≤ C
(
U0
)
, it is easy to check that △−hk
(
g2ε △
h
k V
) ∈
H1ω(R
3). Choosing the test function ϕ = − △−hk
(
g2ε △
h
k V
)
in equality (3.41), we immediately
have
−
∫
R3
ΛαV : Λα △−hk
(
g2ε △
h
k V
)
dx+
1
2α
∫
R3
x · ∇V · △−hk
(
g2ε △
h
k V
)
dx
+
2α− 1
2α
∫
R3
V · △−hk
(
g2ε △
h
k V
)
dx
=−
∫
R3
P div △−hk
(
g2ε △
h
k V
)
dx−
∫
R3
V · ∇ △−hk
(
g2ε △
h
k V
) · V dx
+
∫
R3
U0 · ∇V · △−hk
(
g2ε △
h
k V
)
dx+
∫
R3
(V + U0) · ∇U0· △−hk
(
g2ε △
h
k V
)
dx.
(3.42)
First of all, we compute the term including the fractional operator to obtain
−
∫
R3
ΛαV · Λα △−hk
(
g2ε △
h
k V
)
dx
=
∫
R3
gεΛ
α △hk V · Λα
(
gε △
h
k V
)
dx−
∫
R3
Λα △hk V ·
(
[gε,Λ
α]gε △
h
k V
)
dx
=
∥∥gεΛα △hk V ∥∥2L2(R3) −
∫
R3
gεΛ
α △hk V ·
(
[gε,Λ
α] △hk V
)
dx
−
∫
R3
Λα △hk V ·
(
[gε,Λ
α]gε △
h
k V
)
dx.
Integrating by parts, we rewrite the second and third term of right side of to be
1
2α
∫
R3
x · ∇V · △−hk
(
g2ε △
h
k V
)
dx+
2α− 1
2α
∫
R3
V · △−hk
(
g2ε △
h
k V
)
dx
=− 1
2α
∫
R3
g2ε(x+ hek) · ∇ △hk V · △hk V dx−
1
2α
∫
R3
g2ε
(
△hk x
) · ∇V · △hk V dx
− 2α− 1
2α
∫
R3
g2ε △
h
k V · △hk V dx
=
5− 4α
4α
∥∥gε △hk V ∥∥2L2(R3) + 14α
∫
R3
x · ∇g2ε △hk V · △hk V dx−
h
2α
∫
R3
g2ε∂xk △
h
k V · △hk V dx
− 1
2α
∫
R3
g2ε∂xkV · △hk V dx
From this, it follows that
1
2α
∫
R3
x · ∇V · △−hk
(
g2ε △
h
k V
)
dx+
2α− 1
2α
∫
R3
V · △−hk
(
g2ε △
h
k V
)
dx
=
5− 4α
4α
∥∥gε △hk V ∥∥2L2(R3) − 12α
∫
R3
ε|x|2
(1 + ε|x|2)2 △
h
k V · △hk V dx
+
h
4α
∫
R3
∂xkg
2
ε △
h
k V · △hk V dx+
1
2α
∫
R3
g2ε∂xkV · △hk V dx.
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Summing up the above inductions, we have from (3.41) that
∥∥gεΛα △hk V ∥∥2L2(R3) + 5− 4α4α
∥∥gε △hk V ∥∥2L2(R3)
≤
∫
R3
gεΛ
α △hk V ·
(
[gε,Λ
α] △hk V
)
dx+
∫
R3
Λα △hk V ·
(
[gε,Λ
α]gε △
h
k V
)
dx
+
1
2α
∫
R3
ε|x|2
1 + ε|x|2 △
h
k V · △hk V dx−
h
4α
∫
R3
∂xkg
2
ε △
h
k V · △hk V dx
+
1
2α
∫
R3
g2ε∂xkV · △hk V dx+
∫
R3
∇P △−hk
(
g2ε △
h
k V
)
dx
+
∫
R3
V · ∇V △−hk
(
g2ε △
h
k V
)
dx+
∫
R3
U0 · ∇V △−hk
(
g2ε △
h
k V
)
dx
+
∫
R3
V · ∇U0 △−hk
(
g2ε △
h
k V
)
dx+
∫
R3
U0 · ∇U0 △−hk
(
g2ε △
h
k V
)
dx ,
10∑
i=1
Ki.
By the Ho¨lder inequality, the Cauchy-Schwarz inequality and Lemma 2.2, we readily have
K1 ≤
∥∥gεΛα △hk V ∥∥L2(R3)
∥∥ △hk V ∥∥L2(R3) ≤ C‖V ‖2H˙1(R3) + 116
∥∥gεΛα △hk V ∥∥2L2(R3).
We see that
K2 =−
∫
R3
gεΛ
α △hk V ·
(
[gε,Λ
α] △hk V
)
dx−
∫
R3
Λα △hk V ·
(
[g2ε ,Λ
α] △hk V
)
dx
:=K21 +K22 .
By the Ho¨lder inequality, Cauchy-Schwarz inequality and (3.36), we see that
K21 ≤ C‖V ‖2H˙1(R3) +
1
16
∥∥g 12ε Λα △hk V ∥∥2L2(R3). (3.43)
On the other hand, by the Ho¨lder inequality and Lemma 3.1, one has
K22 ≤
∥∥g 12ε Λα △hk V ∥∥L2(R3)
∥∥g− 12ε [g2ε ,Λα] △hk V ∥∥L2(R3)
≤ε 12∥∥g 12ε Λα △hk V ∥∥L2(R3)
∥∥ △hk V ∥∥L2(R3)
≤C‖V ‖2
H˙1(R3)
+
1
16
ε
1
2
∥∥g 12ε Λα △hk V ∥∥2L2(R3).
This inequality together with (3.43) yields
K2 ≤ C‖V ‖2H˙1(R3) +
1
8
∥∥g 12ε Λα △hk V ∥∥2L2(R3).
For K3, K4 and K5, it is obvious that
K3 +K4 +K5 ≤ C‖∇V ‖2H1(R3)
For K6, we see by that∫
R3
∇P △−hk
(
g2ε △
h
k V
)
dx =
∫
R3
△hk P
(∇g2ε · △hk V ) dx.
Hence, we obtain by the Cauchy-Schwartz inequality
K6 ≤2
∥∥ △hk P∥∥L2(R3)‖∇g2ε‖L∞(R3)
∥∥ △hk V ∥∥L2(R3)
≤C(‖V ‖L∞(R3)‖∇V ‖L2(R3) + ‖U0‖L∞(R3)‖∇V ‖L2(R3)
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+ ‖V ‖L∞(R3)‖∇U0‖L2(R3) + ‖U0‖L∞(R3)‖∇U0‖L2(R3)
)‖V ‖H˙1(R3).
where we have used the fact that ∇g2ε = − 2εx(1+ε|x|2)2 .
Since divV = 0, we observe that
K7 =−
∫
R3
△hk V (x+ hek) · ∇V
(
g2ε △
h
k V
)
dx+
∫
R3
V · ∇gε △hk V
(
gε △
h
k V
)
dx := K71 +K72 .
By the Ho¨lder ineqaulity, we get
K72 ≤‖V ‖L∞(R3)‖∇gε‖L∞(R3)
∥∥ △hk V ∥∥L2(R3)
∥∥gε △hk V ∥∥L2(R3)
≤C‖V ‖2L∞(R3)‖V ‖2H˙1(R3) +
1− α
16α
∥∥gε △hk V ∥∥2L2(R3). (3.44)
Since V ∈ B2α2,∞(R3) with α > 5/6 and B2α2,∞(R3) →֒ H˙1(R3), there exists a real number R0 > 0
such that for each R > R0,
‖∇V ‖L3(BcR(0)) ≪ 1.
Hence, we have by the Ho¨lder inequality that
K71 =−
∫
R3
gε(x)
gε(x+ hek)
(
gε(x+ hek) △
h
k V (x+ hek)
)
· ∇V (gε △hk V ) dx
≤CR‖∇V ‖L3(BR(0))
∥∥ △hk V ∥∥2L3(R3) + C‖∇V ‖L3(BcR(0))
∥∥gε △hk V ∥∥2L3(R3)
≤CR‖∇V ‖3L3(R3) + C‖∇V ‖L3(BcR(0))
(∥∥gε △hk V ∥∥2L2(R3) +
∥∥gεΛα △hk V ∥∥2L2(R3)
)
≤CR‖∇V ‖3L3(R3) +
1
16
(∥∥gε △hk V ∥∥2L2(R3) +
∥∥gεΛα △hk V ∥∥2L2(R3)
)
.
Collecting this inequality with (3.44), we obtain
K7 ≤ C‖V ‖2L∞(R3)‖V ‖2H˙1(R3) + CR‖∇V ‖3L3(R3) +
1
8
(∥∥gε △hk V ∥∥2L2(R3) +
∥∥gεΛα △hk V ∥∥2L2(R3)
)
.
We decompose K8 by the incompressible condition divV = 0 that
K8 =−
∫
R3
△hk U0(x+ hek) · ∇V
(
g2ε △
h
k V
)
dx+
∫
R3
U0 · ∇gε △hk V
(
gε △
h
k V
)
dx
:=K81 +K82 .
By the Ho¨lder inequality, we obtain that
K82 ≤‖U0‖L∞(R3)
∥∥∇gε∥∥L∞(R3)‖ △hk V ‖L2(R3)
∥∥gε △hk V ∥∥L2(R3)
≤C‖U0‖L∞(R3)‖∇V ‖L2(R3)
∥∥gε △hk V ∥∥L2(R3)
≤C‖U0‖2L∞(R3)‖∇V ‖2L2(R3) +
1− α
16α
∥∥gε △hk V ∥∥2L2(R3).
and
K81 =−
∫
R3
gε(x)
gε(x+ hek)
(
gε(x+ hek) △
h
k U0(x+ hek)
) · ∇V (gε △hk V ) dx
≤
∥∥∇V ∥∥
L3(R3)
∥∥gε △hk U0∥∥L3(R3)
∥∥gε △hk V ∥∥L3(R3)
≤∥∥∇V ∥∥
L3(R3)
∥∥gε △hk U0∥∥L3(R3)
∥∥gε △hk V ∥∥ 2α−12αL2(R3)
∥∥gε △hk V ∥∥ 12αH˙α(R3).
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Collecting estimates concerning I81 and I82 , we readily have
K8 ≤C‖U0‖2L∞(R3)‖∇U0‖2L2(R3) +
∥∥∇V ∥∥2
L3(R3)
∥∥gε △hk U0∥∥2L3(R3)
+
1− α
8α
∥∥ △hk V ∥∥2L2(R3) + 116
∥∥Λα △hk V ∥∥2L2(R3)
Note that
K9 = −
∫
R3
△hk V (x+ hek) · ∇U0
(
g2ε △
h
k V
)
dx−
∫
R3
V (x+ hek) · ∇ △hk U0
(
g2ε △
h
k V
)
dx,
one easily obtain by the Ho¨lder inequaltiy that
K9 ≤
∥∥ △hk V ∥∥2L2(R3)
∥∥g2ε∇U0∥∥L∞(R3)‖ △hk V ‖L2(R3)
+ ‖gεV ‖L2(R3)
∥∥∇ △hk U0∥∥L2(R3)
∥∥gε △hk V ∥∥L2(R3)
≤∥∥g2ε∇U0∥∥L∞(R3)‖∇V ‖3L2(R3) +
∥∥V ∥∥
L2(R3)
∥∥∇2U0∥∥L∞(R3)
∥∥gε △hk V ∥∥L2(R3).
At last, we rewrite K10 with
K10 =−
∫
R3
△hk U0(x+ hek) · ∇U0
(
g2ε △
h
k V
)
dx−
∫
R3
U0 · ∇ △hk U0
(
g2ε △
h
k V
)
dx.
Moreover, by the Ho¨lder inequality, we get
K10 ≤ ‖∇U0‖L2(R3)
∥∥g2ε∇U0∥∥L∞(R3)‖∇V ‖L2(R3) +
∥∥g2εU0∥∥L∞(R3)
∥∥∇2U0∥∥L2(R3)‖∇V ‖L2(R3).
Collecting estimates for K1-K10, we finally obtain
∥∥gεΛα △hk V ∥∥2L2(R3) +
∥∥gε △hk V ∥∥2L2(R3) ≤ C(U0).
Taking ε→ 0 and h→ 0, we readily have
∥∥V ∥∥
H1+α(R3)
≤ C(U0).
This completes the proof of Proposition 3.3. 
3.4.
∥∥V ∥∥
H1+αω (R3)
-esitmate. Based on estimates in Step 1-Step 3, the fourth step is devoted to
developing the high regularity for V in the weighted Hilbert space by choosing the suitable weak
solution.
Proposition 3.4. Let α ∈ (5/6, 1), and V ∈ Hασ (R3) be the weak solution which was established
in Theorem 1.1. Then V ∈ H1+αω (R3) and satisfies
∥∥(1 + | · |2) 14 V ∥∥
H1+α(R3)
< C (U0) .
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Proof. According to Proposition 3.3, we easily find that △−hk
(
h2ε △
h
k V
)
belongs to H1ω(R
3). By
taking ϕ = − △−hk
(
h2ε △
h
k V
)
in (3.41), we obtain
−
∫
R3
ΛαV : Λα △−hk
(
h2ε △
h
k V
)
dx+
1
2α
∫
R3
x · ∇V · △−hk
(
h2ε △
h
k V
)
dx
+
2α− 1
2α
∫
R3
V · △−hk
(
h2ε △
h
k V
)
dx
=−
∫
R3
P div △−hk
(
h2ε △
h
k V
)
dx−
∫
R3
V · ∇ △−hk
(
h2ε △
h
k V
) · V dx
+
∫
R3
U0 · ∇V · △−hk
(
h2ε △
h
k V
)
dx+
∫
R3
(V + U0) · ∇U0· △−hk
(
h2ε △
h
k V
)
dx.
(3.45)
We compute the term including the fractional operator as follows
−
∫
R3
ΛαV · Λα △−hk
(
h2ε △
h
k V
)
dx
=
∫
R3
hεΛ
α △hk V · Λα
(
hε △
h
k V
)
dx−
∫
R3
Λα △hk V ·
(
[hε,Λ
α]hε △
h
k V
)
dx
=
∥∥hεΛα △hk V ∥∥2L2(R3) −
∫
R3
hεΛ
α △hk V ·
(
[hε,Λ
α] △hk V
)
dx
−
∫
R3
Λα △hk V ·
(
[hε,Λ
α]hε △
h
k V
)
dx.
The reminding terms in left side of (3.45) become
1
2α
∫
R3
x · ∇V · △−hk
(
h2ε △
h
k V
)
dx+
2α− 1
2α
∫
R3
V · △−hk
((
h2ε △
h
k V
)
△hk V
)
dx
=− 1
2α
∫
R3
△hk
(
x · ∇V ) · (h2ε △hk V ) dx− 2α− 12α
∫
R3
h2ε △
h
k V · △hk V dx
=− 1
2α
∫
R3
h2ε(x+ hek) · ∇ △hk V · △hk V dx−
1
2α
∫
R3
h2ε
(
△hk x
) · ∇V · △hk V dx
− 2α− 1
2α
∫
R3
h2ε △
h
k V · △hk V dx
=
5− 4α
4α
∥∥hε △hk V ∥∥2L2(R3) + 14α
∫
R3
x · ∇g2ε △hk V · △hk V dx−
h
2α
∫
R3
h2ε∂xk △
h
k V · △hk V dx
− 1
2α
∫
R3
h2ε∂xkV · △hk V dx.
This equality implies that
1
2α
∫
R3
x · ∇V · △−hk
(
h2ε △
h
k V
)
dx+
2α− 1
2α
∫
R3
V · △−hk
((
h2ε △
h
k V
)
△hk V
)
dx
=
5− 4α
4α
∥∥hε △hk V ∥∥2L2(R3) + 14α
∫
R3
|x|
1 + ε|x|2 △
h
k V · △hk V dx
− 1
2α
∫
R3
ε|x|2
1 + ε|x|2 △
h
k V · △hk V dx−
1
2α
∫
R3
ε|x|2|x|
1 + ε|x|2 △
h
k V · △hk V dx
+
h
4α
∫
R3
∂xkh
2
ε △
h
k V · △hk V dx+
1
2α
∫
R3
h2ε∂xkV · △hk V dx
≥1− α
α
∥∥hε △hk V ∥∥2L2(R3) − 12α
∫
R3
ε|x|2
1 + ε|x|2 △
h
k V · △hk V dx
+
h
4α
∫
R3
∂xkh
2
ε △
h
k V · △hk V dx+
1
2α
∫
R3
h2ε∂xkV · △hk V dx.
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So, we have from (3.45) that
∥∥hεΛα △hk V ∥∥2L2(R3) + 1− αα
∥∥hε △hk V ∥∥2L2(R3)
≤
∫
R3
hεΛ
α △hk V ·
(
[hε,Λ
α] △hk V
)
dx−
∫
R3
Λα △hk V ·
(
[hε,Λ
α]hε △
h
k V
)
dx
+
1
2α
∫
R3
ε|x|2
1 + ε|x|2 △
h
k V · △hk V dx+
h
4α
∫
R3
∂xkh
2
ε △
h
k V · △hk V dx
− 1
2α
∫
R3
h2ε∂xkV · △hk V dx+
∫
R3
∇P △−hk
(
h2ε △
h
k V
)
dx
+
∫
R3
V · ∇V △−hk
(
h2ε △
h
k V
)
dx+
∫
R3
U0 · ∇V △−hk
(
h2ε △
h
k V
)
dx
+
∫
R3
V · ∇U0 △−hk
(
h2ε △
h
k V
)
dx+
∫
R3
U0 · ∇U0 △−hk
(
h2ε △
h
k V
)
dx ,
10∑
i=1
Li.
By Lemma 2.2 and the Ho¨lder ienquality, we have
L1 ≤
∥∥hεΛα △hk V ∥∥L2(R3)
∥∥[hε,Λα] △hk V ∥∥L2(R3) ≤
∥∥hεΛα △hk V ∥∥L2(R3)
∥∥ △hk V ∥∥L2(R3)
≤C‖V ‖H˙1(R3) +
1
16
∥∥hεΛα △hk V ∥∥2L2(R3).
By the Ho¨lder inequality, Lemma 2.2 and the Young inequality, we see that
L2 ≤
∥∥Λα △hk V ∥∥L2(R3)
∥∥[hε,Λα]hε △hk V ∥∥L(R3) ≤C‖V ‖H˙1+α(R3)
∥∥hε △hk V ∥∥L2(R3)
≤C‖V ‖2
H˙1+α(R3)
+
1− α
16α
∥∥hε △hk V ∥∥2L2(R3).
It is clear from ∇h2ε ∈ L∞(R3) that
L3 + L4 ≤ C‖V ‖2H1(R3)
Also, we have
L5 ≤ 1
2α
∥∥hε △hk V ∥∥2L2(R3).
Note that ∫
R3
∇P △−hk
(
h2ε △
h
k V
)
dx =
∫
R3
△hk P
(∇h2ε· △hk V ) dx,
we can deduce by using the equality ∇h2ε = x|x|(1+ε|x|2) −
2εx(1+|x|)
(1+ε|x|2)2
that
L6 ≤2
∥∥ △hk P∥∥L2(R3)‖∇h2ε‖L∞(R3)
∥∥ △hk V ∥∥L2(R3) ≤ C
∥∥P‖H˙1(R3)‖V ‖H˙1(R3)
≤C(‖V ‖L∞(R3)‖∇V ‖L2(R3) + ‖U0‖L∞(R3)‖∇V ‖L2(R3)
+ ‖V ‖L∞(R3)‖∇U0‖L2(R3) + ‖U0‖L∞(R3)‖∇U0‖L2(R3)
)‖V ‖H˙1(R3).
Since divV = 0, we observe that
L7 =−
∫
R3
△hk V (x+ hek) · ∇V
(
h2ε △
h
k V
)
dx−
∫
R3
V · ∇ △hk V
(
h2ε △
h
k V
)
dx
=−
∫
R3
△hk V (x+ hek) · ∇V
(
h2ε △
h
k V
)
dx−
∫
R3
V · ∇hε △hk V
(
hε △
h
k V
)
dx
=L71 + L72 .
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By the Ho¨lder inequality and the interpolation inequality, we get
L72 ≤‖V ‖L∞(R3)‖∇hε‖L∞(R3)
∥∥ △hk V ∥∥L2(R3)
∥∥hε △hk V ∥∥L2(R3)
≤C‖V ‖2L∞(R3)‖V ‖2H˙1(R3) +
1− α
16α
∥∥hε △hk V ∥∥2L2(R3).
and
L72 =−
∫
R3
hε(x)
hε(x+ hek)
(
hε(x+ hek) △
h
k V (x+ hek)
)
· ∇V (hε △hk V ) dx
≤CR‖∇V ‖L3(BR(0))
∥∥ △hk V ∥∥2L3(R3) + C‖∇V ‖L3(BcR(0))
∥∥hε △hk V ∥∥2L3(R3)
≤CR‖∇V ‖3L3(R3) + C‖∇V ‖L3(BcR(0))
(∥∥hε △hk V ∥∥2L2(R3) +
∥∥hεΛα △hk V ∥∥2L2(R3)
)
.
In the same way as leading to the estimate of K7, we choose R sufficient large so that
L7 ≤CR‖V ‖3W˙ 1,3(R3) + ‖V ‖2L∞(R3)‖V ‖2H˙1(R3) +
1− α
8α
∥∥hε △hk V ∥∥2L2(R3) + 116
∥∥hεΛα △hk V ∥∥2L2(R3).
From the incompressible condition divV = 0, we have
L8 =−
∫
R3
△hk U0(x+ hek) · ∇V
(
h2ε △
h
k V
)
dx−
∫
R3
U0 · ∇hε △hk V
(
hε △
h
k V
)
dx
:=L81 + L82 .
By the Ho¨lder inequality, we obtain that
L82 ≤‖U0‖L∞(R3)
∥∥∇hε∥∥L∞(R3)‖ △hk V ‖L2(R3)
∥∥hε △hk V ∥∥L2(R3)
≤C‖U0‖L∞(R3)‖∇U0‖L2(R3)
∥∥hε △hk V ∥∥L2(R3)
≤C‖U0‖2L∞(R3)‖∇U0‖2L2(R3) +
1− α
16α
∥∥hε △hk V ∥∥2L2(R3),
and
L81 =−
∫
R3
hε(x)
hε(x+ hek)
(
hε(x+ hek) △
h
k U0(x+ hek)
) · ∇V (hε △hk V ) dx
≤∥∥∇V ∥∥
L3(R3)
∥∥hε △hk U0∥∥L3(R3)
∥∥hε △hk V ∥∥L3(R3)
≤
∥∥∇V ∥∥
L3(R3)
∥∥hε △hk U0∥∥L3(R3)
∥∥hε △hk V ∥∥ 2α−12αL2(R3)
∥∥hε △hk V ∥∥ 12αH˙α(R3).
These estimates help us to get
L8 ≤C‖U0‖2L∞(R3)‖∇U0‖2L2(R3) +
∥∥∇V ∥∥2
L3(R3)
∥∥hε △hk U0∥∥2L3(R3)
+
1− α
8α
∥∥hε △hk V ∥∥2L2(R3) + 116
∥∥hεΛα △hk V ∥∥2L2(R3).
Since
L9 =−
∫
R3
△hk V (x+ hek) · ∇U0
(
h2ε △
h
k V
)
dx−
∫
R3
V (x+ hek) · ∇ △hk U0
(
h2ε △
h
k V
)
dx,
we have by the Ho¨lder inequality that
L9 ≤
∥∥ △hk V ∥∥2L2(R3)
∥∥h2ε∇U0∥∥L∞(R3)‖ △hk V ‖L2(R3)
+ ‖hεV ‖L2(R3)
∥∥∇ △hk U0∥∥L2(R3)
∥∥hε △hk V ∥∥L2(R3)
≤∥∥V ∥∥2
L2
〈x〉
(R3)
∥∥h2ε∇U0∥∥L∞(R3)‖∇V ‖L2(R3) +
∥∥V ∥∥
L2
〈x〉
(R3)
∥∥∇2U0∥∥L2(R3)
∥∥hε △hk V ∥∥L2(R3).
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For L10, we see that
L10 =−
∫
R3
△hk U0(x+ hek) · ∇U0
(
h2ε △
h
k V
)
dx−
∫
R3
U0 · ∇ △hk U0
(
h2ε △
h
k V
)
dx.
By the Ho¨lder inequality, we obtain
L10 ≤‖∇U0‖L2(R3)
∥∥h2ε∇U0∥∥L∞(R3)‖∇V ‖L2(R3) +
∥∥h2εU0∥∥L∞(R3)
∥∥∇2U0∥∥L2(R3)‖∇V ‖L2(R3).
Collecting all estimates for L1-L10, we eventually obtain that
∥∥hεΛα △hk V ∥∥2L2(R3) + 1− αα
∥∥hε △hk V ∥∥2L2(R3) ≤ C (U0) .
Taking h→ 0 and ε→ 0, we immediately have
∥∥√1 + | · |Λα∇V ∥∥2
L2(R3)
+
1− α
α
∥∥√1 + | · |∇V ∥∥2
L2(R3)
≤ C (U0) .
Since
√
1 + |x| ∼ (1 + |x|2) 14 , the above inequality allows us to conclude that
∥∥(1 + | · |2) 14Λα∇V ∥∥2
L2(R3)
+
∥∥(1 + | · |2) 14∇V ∥∥2
L2(R3)
≤ C (U0) (3.46)
Finally, by Lemma 2.3 we have
∥∥(1 + | · |2) 14 V ∥∥
H1+α(R3)
< C (U0) .
We complete the proof of Proposition 3.4. 
Remark 3.1. Let us point out that Lemma 2.2 allows us to conclude that for each β ∈ [0, α[,∫
R3
〈x〉β2 |V |2(x) dx+
∫
R3
〈x〉β2 |Λ1+αV |2(x) dx < +∞
by modifing the test function in (3.5) and (3.41). For the sake of simplicity, we choose β = 12 in
Proposition 3.1 and Proposition 3.4.
4. Decay estimates for V near infinity
In this section, we are going to show the decay estimate for solution V based on the regularity
in the weighted Sobolev spaces developed in Section 3,
∥∥(1 + | · |2) 14 V ∥∥
H1+α(R3)
< C (U0) .
Moreove, by the embedding realtion that H1+α(R3) ⊂ Cb(R3) for α > 5/6, we see that
V (x) ≤ C(1 + |x|)− 12 .
But, this decay rate is lower than that of the force term U0 · ∇U0, whose order is 2− 4α. To fill
this gap, we need to explore the structure of self-similar solution V (x) = u(x, 1) − e∆u0. This
structure induces us to carry it out by studying the following nonlocal Stokes system with linear
singularity force

∂tw + (−∆)αw +∇p = t
1
α
−2divxf(x/t
1
2α ) in Rn × (0,+∞),
divw = 0 in Rn.
(4.1)
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Proposition 4.1. Let α > 12 , f ∈ Lq(R3) with 1 < q < 32α−1 . Then problem (4.1) admits a
solution w ∈ L∞t
(
0, T ; Lqx(R3)
)
for any T <∞ which has the form
w(x, t) =
∫ t
0
e−(−∆)
α(t−s)
Pdivxs
1
α
−2f(·/s 12α ) ds.
If v(x, t) ∈ L∞t
(
0, T ;Lq1x (R3)
)
with any q1 ≥ 1 is another solution of (4.1) such that
lim
t→0
‖v(·, t)‖Lq1 (R3) = 0,
then v ≡ w in R3 × (0,+∞).
Proof. First, we claim w(x, t) ∈ L∞t Lqx(R3 × (0, T )) for any T <∞ and
lim
t→0
‖w(x, t)‖Lqx(R3) = 0.
Indeed,
‖w(·, t)‖Lqx(R3) ≤ C
∫ t
0
(t− s)− 2α ‖Υ(·/(t − s) 12α )‖L1(R3)s
1
α
−2‖f(·/s 12α )‖Lq(R3) ds
≤ C
∫ t
0
(t− s)− 12α s 1α−2+ 32αq ds
≤ Ct 1α+ 32αq−1 → 0 as t→ 0.
This inequality shows that the claim is true.
Next, it is necessary to prove u(x, t) is a solution of (4.1) in the sense of distribution, i.e.,
〈∂tw, θϕ〉 = 〈−(−∆)αw, θϕ〉+ 〈Pdivxs
1
α
−2f(·/s 12α ), θϕ〉 (4.2)
where θ(t) ∈ C∞0
(
[0, T )
)
and ϕ(x) ∈ C∞0 (R3).
We adopt the argument in [14]. Let w(·, t) = Pdivxt 1α−2f(·/t 12α ), one easily verifies that
|〈w(·, t), ϕ〉| =
∣∣∣∣
∫
R3
t
1
α
−2
Pf(x/t
1
2α )∇ϕdx
∣∣∣∣ ≤ t 1α−2+ 32αq ‖f‖Lq(R3)‖∇ϕ‖L qq−1 (R3).
This inequality implies that w ∈ L∞loc(0, T ;W−1,q(R3)). Besides, a simple calculation shows that
〈
∂t
∫ t
0
e−(−∆)
α(t−s)w(s) ds, θϕ
〉
=−
∫ T
0
∫ t
0
〈e−(−∆)α(t−s)w(s), ∂tθϕ〉ds dt
=−
∫ T
0
∫ t
0
〈w(s), ∂tθe−(−∆)α(t−s)ϕ〉ds dt
=−
∫ T
0
∫ t
0
〈
w(s), ∂t(θe
−(−∆)α(t−s)ϕ)
− θ(−∆)αe−(−∆)α(t−s)ϕ〉 ds dt
, I + II.
We directly calculus to show
I = −
∫ T
0
∫ t
0
〈
w(s), ∂t(θe
−(−∆)α(t−s)ϕ)
〉
ds dt
= − lim
ǫ→0
∫ T
0
∫ T
s+ǫ
〈
w(s), ∂t(θe
−(−∆)α(t−s)ϕ)
〉
dt ds
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= lim
ǫ→0
∫ T
0
〈w(s), θ(s + ǫ)e−(−∆)αǫϕ〉 ds
=
∫ T
0
〈w(s), θ(s)ϕ〉ds = 〈w, θϕ〉,
and
II = −
∫ T
0
∫ t
0
〈
w(s), θ(−∆)αe−(−∆)α(t−s)ϕ〉ds dt
= −
∫ T
0
〈 ∫ t
0
e−(−∆)
α(t−s)w(s) ds, (−∆)αϕ〉θ dt
= −〈(−∆)α
∫ t
0
e−(−∆)
α(t−s)w(s) ds, ϕθ
〉
.
From the above discussion, we obtain (4.2).
Finally, we prove the uniqueness. Let θ = w − v, then
θ ∈ L∞t (Lqx + Lq1x )(R3 × (0, T )) (4.3)
for any T <∞, fulfills 

∂tθ + (−∆)αθ +∇p = 0, in R3 × (0, T ),
div θ = 0
for some distribution p, and limt→0 ‖θ(·, t)‖(Lq1x +Lqx)(R3) = 0. Let ηǫ(x) be the standard mollifier,
then 

∂tηǫ ∗ θ + (−∆)αηǫ ∗ θ +∇ηǫ ∗ p = 0, in Rn × (0, T ),
div ηǫ ∗ θ = 0
with any T <∞. Let θǫ(x, t) = ηǫ ∗ w(x, t), then
θǫ(x, t) ∈ C∞(R3) and lim
|x|→∞
θǫ(x, t) = 0
for all t ≥ 0. Denote by θ˜ǫ = ∇× θǫ, then θ˜ǫ is solution of

∂tθ˜ǫ + (−∆)αθ˜ǫ = 0, in Rn × (0, T ),
θ˜ǫ(x, 0) = 0
with any T < ∞. From the fact lim|x|→∞ θ˜ǫ = 0 and maximum principle of the fractional heat
operator, we conclude θ˜ǫ ≡ 0 for (x, t) ∈ R3 × (0,+∞). From the identity
∇× (∇× θ) = ∇(divθ)−∆θ, for all θ ∈ C∞(R3),
we immediately derive ∆θǫ(x, t) = 0 in R
3 × (0,+∞). The Liouville theorem of harmonic
functions, together with ‖θǫ(x, t)‖L∞(R3) < +∞ for any t ∈ (0,+∞), implies θǫ = 0 in R3 ×
(0,+∞). Since for a.e. t ∈ (0,+∞)
‖θǫ(·, t)− θ‖L1loc(R3) → 0 as ǫ→ 0
we deduce that θ(x, t) ≡ 0 for (x, t) ∈ R3 × (0,+∞). 
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Borrowing this proposition and V ∈ H1+α〈x〉 (R3), we can write V (x) in the following form
V (x) = v(x, 1) =
∫ 1
0
e−(−∆)
α(1−s)
Pdivxs
1
α
−2f(·/s 12α ) ds, (4.4)
where
f(x) = −
(
V ⊗ V + U0 ⊗ V + V ⊗ U0 + U0 ⊗ U0
)
(x) ∈ L2(R3) ∩ L∞(R3),
satifying
|f(x)| ≤ C(1 + |x|)−1 for x ∈ R3.
With expressions of solution (4.4) in hand, we will improve the order of decay estimate step by
step in terms of the decay properties of Oseen kernel. Firstly, we can show that
Proposition 4.2. Let (V, P ) be the solution of problem (1.5) satisfying V ∈ Hα(R3) with
5/6 < α ≤ 1. Then we have for x ∈ R3
|V (x)| ≤ C(1 + |x|)2−4α.
Proof. Step 1. We claim |V (x) ≤ C(1 + |x|)−1.
By a direct calculation, we get from Proposition 4.1 that
|V (x)| =
∣∣∣∣
∫ 1
0
e−(−∆)
α(1−s)
Pdivxs
1
α
−2f(·/s 12α ) ds
∣∣∣∣
=
∣∣∣∣
∫ 1
0
∫
R3
Υ(1− s, x− y)s 1α−2f(y/s 12α ) dy ds
∣∣∣∣
≤
∫ 1
0
∫
R3
{
(1− s) 12α + |x− y|
}−4
(s
1
2α + |y|)−1s 32α−2 dyds
=
∫ 1
0
∫
|y|≥2|x|
· · · dy ds+
∫ 1
0
∫
|x|/2<|y|<2|x|
· · · dy ds+
∫ 1
0
∫
|y|≤|x|/2
· · · dy ds
=I + II + III.
In the following, we always suppose |x| ≫ 1. For I, we have
I ≤ C|x|−1
∫ 1
0
∫ ∞
|x|
r−2s
3
2α
−2 dr ds ≤ C|x|−2.
Here we have used the fact α > 5/6. For II,
II ≤ C|x|−1
∫ 1
0
∫
|y|≤3|x|
((1 − s) 12α + |y|)−4s 32α−2 dy ds
= C|x|−1
∫ 1/2
0
∫
|y|≤3|x|
· · · dy ds+ C|x|−1
∫ 1
1/2
∫
|y|≤3|x|
· · · dy ds
= II1 + II2
Obviously,
II1 ≤ C|x|−1
∫ 1/2
0
∫
|y|≤3|x|
(1 + |y|)−4s 32α−2 dy ds ≤ C|x|−1,
and
II2 ≤ C|x|−1
∫ 1/2
0
∫
|y|≤3|x|
(s
1
2α + |y|)−4 dy ds
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≤ C|x|−1
∫ 1/2
0
∫ 3|x|
0
(s
1
2α + r)−2 dr ds ≤ C|x|−1.
Now we consider III,
III ≤ C|x|−4
∫ 1
0
∫ |x|
0
rs
3
2α
−2 dr ds ≤ C|x|−2.
Collecting the estimates of I-III, we obtain V (x) ∈ L∞(R3). This helps us to get V (x) ≤
C(1 + |x|)−1.
Step 2. Due to the fact 2α − 1 ≤ 1 and |U0(x)| ≤ C(1 + |x|)1−2α, we derive
|f(x)| =
∣∣∣(V ⊗ V + U0 ⊗ V + V ⊗ U0 + U0 ⊗ U0
)
(x)
∣∣∣ ≤ C(1 + |x|)2−4α
and furthermore,
|s 1α−2f(y/s 12α )| ≤ C(s 12α + |x|)2−4α.
This inequality helps us to obtain
|V (x)| ≤ C
∫ 1
0
∫
R3
{
(1− s) 12α + |x− y|
}−4
(s
1
2α + |x|)2−4α dy ds
=
∫ 1
0
∫
|y|≥2|x|
· · · dy ds+
∫ 1
0
∫
|x|/2<|y|<2|x|
· · · dy ds+
∫ 1
0
∫
|y|≤|x|/2
· · · dy ds
= J1 + J2 + J3.
As the similar way as in Step 1, we obtain
|J1|+ |J3| ≤ C(1 + |x|)1−4α, and |J2| ≤ C(1 + |x|)2−4α.
Therefore, we finally obtain
|V (x)| ≤ C(1 + |x|)2−4α,
and then we finish the proof of Proposition 4.2. 
In next two Propositions, we will prove V achieves its optimal decay for α = 1. To do this,
we have to prove D2V possesses some decay condition at infinity which plays a key role in our
proof.
Proposition 4.3. Let α = 1, then for small 0 < δ ≪ 1
|∇V (x)| ≤ C(1 + |x|)−3 log(2 + |x|), |∇2V (x)| ≤ C(1 + |x|)−3+δ
Proof. From [12], we know
|x|∇V ∈ H2(R3), |x|∇P ∈ H1(R3), and |∇V | ≤ C(1 + |x|)−2. (4.5)
This, together |V (x)| ≤ C(1 + |x|)−2, implies
|fˆ(x)| ≤ C(1 + |x|)−3
where
fˆ(x) = −(V ⊗∇V +∇U0 ⊗ V +∇V ⊗ U0 +∇U0 ⊗ U0). (4.6)
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On the other hand, from Proposition 4.1 one derives for |x| > 1
|∇V | =
∣∣∣∣
∫ 1
0
∫
R3
∇O(x− y, 1− s)s− 32 fˆ
(
y√
s
)
dy ds
∣∣∣∣
≤ C
∣∣∣∣
∫ 1
0
∫
R3
(|x− y|+√1− s)−4(|y|+√s)−3 dy ds
∣∣∣∣
Using the same argument as in Proposition 4.2, we have |∇V | ≤ C(1 + |x|)−3 log(2 + |x|).
Secondly, we devote to proving
|∇2V (x)| ≤ C(1 + |x|)−3+δ .
For this purpose, we decompose our proof into three steps.
Step 1. |∇2V (x)| ≤ C(1 + |x|)−1. Now let
Ek = |x|∂kkV, Pk = |x|∂kkP.
It, due to (4.5), is easy to see that
Ek ∈ H1(R3), Pk ∈ L2(R3).
A simple calculation gives
−|x|∆∂kkV = 1
2
x · ∇Ek +∇(|x|∂kVk)− x|x| · ∂kV −∇Pk +
x
|x|∂kkP
− Ek∇V − V∇Ek + V x|x| · ∂kkV.
Besides, by the Hardy inequality, ∂kkV|x| ∈ L2(R3). Thus, Ek fulfills the following equation in
weak sense
−∆Ek − x
2
· ∇Ek +∇Pk = ∇(|x|∂kV )− x|x| · ∂kV +
x
|x|∂kkP − Ek∇V
− V∇Ek + V x|x| · ∂kkV − 2
x
|x| · ∇∂kV − 2
∂kkV
|x|
, ∇(|x|∂kV ) + f˜(x),
i.e., for any ϕ ∈ H1(R3) with ‖|x|ϕ‖L2(R3) <∞∫
R3
∇Ek∇ϕdx− 1
2
∫
R3
x · ∇Ekϕdx−
∫
R3
Pkdivϕdx =
∫
R3
(∇(|x|∂kV )ϕ+ f˜)ϕdx. (4.7)
Here, we have used the fact
∇(|x|∂kV ), f˜ , | · |f˜ ∈ L2(R3).
Now, we need to prove x · ∇Ek ∈ L2(R3). To this end, choosing
ϕ(x) =
|x|2
(1 + ǫ|x|2) 32
Ek(x) , h
2
ǫ (x)Ek(x)
in (4.7), and letting Wǫ(x) = hǫ(x)Ek, we have∫
R3
∇Ek∇(hǫWǫ) dx− 1
2
∫
R3
x · (hǫWǫ) · ∇Ek dx
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=
∫
R3
Pkdiv(hǫWǫ) dx+
∫
R3
|x|∂kVk · div(hǫWǫ) dx+
∫
R3
fˆhǫWǫ dx.
A simple calculation gives
‖∇Wǫ‖2L2(R3)+
5
4
‖Wǫ‖2L2(R3) =
∫
R3
Pkdiv(hǫWǫ) dx+
∫
R3
fˆhǫWǫ dx
−
∫
R3
∇Ek(∇hǫ ⊗Wǫ) dx+
∫
R3
∇Wǫ(∇hǫ ⊗ Ek) dx
+
∫
R3
|x|∂kVkdiv(∇hǫWǫ) dx.
By a routine calculation, we have
∣∣∣
∫
R3
Pkdiv(hǫWǫ) dx
∣∣∣ ≤ C‖Pk‖2L2(R3) + 14‖Wǫ‖2L2(R3);∣∣∣
∫
R3
∇Ek(∇hǫ ⊗Wǫ) dx
∣∣∣ ≤ C‖∇Ek‖2L2(R3) + 14‖Wǫ‖2L2(R3);∣∣∣
∫
R3
∇Wǫ(∇hǫ ⊗ V ) dx
∣∣∣ ≤ C‖Ek‖2L2(R3) + 14‖∇Wǫ‖2L2(R3);
and ∣∣∣
∫
R3
f˜hǫWǫ dx
∣∣∣ ≤ C‖f˜hǫ‖2L2(R3) + 14‖Wǫ‖2L2(R3).
Thus, we have
‖∇Wǫ‖2L2(R3) + ‖Wǫ‖2L2(R3) ≤ C
(‖Pk‖2L2(R3) + ‖Ek‖2H1(R3) + ‖| · |f˜‖2L2(R3)).
From this inequality we immediately derives as ǫ→ 0
Wǫ → W in L1loc(R3), and Wǫ ⇀W in H1(R3).
Besides,
Wǫ →W , |x|Ek a.e x as ǫ→ 0,
thus, W = W by the uniqueness. This further implies that x · ∇Ek ∈ L2(R3) by weak lower
continuous. Thus,
−∆Ek +∇Pk = x · ∇Ek +∇(|x|∂kV ) + f˜(x) ∈ L2(R3)
This, together the classical elliptic regularity estimates, shows Ek ∈ H2(R3) →֒ L∞(R3), and in
turn implies |∇2V | ≤ C(1 + |x|)−1.
Step 2. Our goal is prove the following Claim:
|∇2V | ≤ C(1 + |x|)−2.
Now we rewrite the equation (1.5) as
−∆V − 1
2
(x · ∇V + V ) +∇P = fˆ(x)
with fˆ(x) defined in (4.6). Then Vk , ∂kV (k = 1, 2, 3) fulfills
−∆Vk − 1
2
(x · ∇Vk + Vk) +∇P = ∂kfˆ(x) + Vk(x) , g(x).
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From step 1, one see |∇2V | ≤ C(1 + |x|)−1, which, together |U0| ≤ C(1 + |x|)−1, implies
|g(x)| = |∂kfˆ(x) + Vk(x)| ≤ C|∇Vk||U0| ≤ C(1 + |x|)−2.
Again using Proposition 4.1
|∇Vk| =
∣∣∣
∫ 1
0
∫
R3
∇O(x− y, 1− s)s− 32 g
( y√
s
)
dy ds
∣∣∣
≤ C
∣∣∣
∫ 1
0
∫
R3
(|x− y|+√1− s)−4s− 12 (|y|+√s)−2 dy ds
∣∣∣
Using the argument as in Propsition 4.2, we obtain
|∇Vk| ≤ C(1 + |x|)−2, i.e. |∇2V | ≤ C(1 + |x|)−2.
Step 3. We finally prove the decay estimate
|∇2V | ≤ C(1 + |x|)−3+δ , for 0 < δ ≪ 1.
By the step 2, we have |∇2V | ≤ C(1 + |x|)−2. This, together |∇2U0| ≤ C(1 + |x|)−3, implies
|g(x)| ≤ C(1 + |x|)−3+δ , for small δ > 0,
and then for |x| > 1, one, by the same calculus as in Propostion 4.2, instantly deduces
|∇Vk| =
∣∣∣∣
∫ 1
0
∫
R3
∇O(x− y, 1− s)s− 32 g
(
y√
s
)
dy ds
∣∣∣∣
≤ C
∣∣∣∣
∫ 1
0
∫
R3
(|x− y|+√1− s)−3+δ(|y|+√s)−4 dy ds
∣∣∣∣
≤ C|x|−3+δ, for 0 < δ ≪ 1.
This completes the proof of step 3. 
Once the decay estimate of D2V in hand, we use the the special structure of the Oseen tensor
to remove the logarithmic loss and obtain the optimal decay estimate of V . Our argument is
inspired by the work of Brandolese et.al. [2]. However, our arguments heavily rely on the decay
estimates of second derivatives of solution. This is a major difference between our approach and
the one used in [2]
Proposition 4.4. Let α = 1, then
|V (x)| ≤ C(1 + |x|)−3
Proof. Due to the fact |U0(x)| ≤ C(1 + |x|)−1, we derive
|f(x)| =
∣∣∣(V ⊗ V + U0 ⊗ V + V ⊗ U0 + U0 ⊗ U0
)
(x)
∣∣∣ ≤ C(1 + |x|)−2.
This inequality implies that
f¯(x, s) , |s−1f(x/s 12 )| ≤ C(s 12 + |x|)−2.
Now we decompose V (x) as following:
V (x) =
∫ 1
0
∫
|y−x|≥2|x|
Υ(x− y, 1− s)f¯(y, s) dy ds
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+
∫ 1
0
∫
|x|
2
≤|y−x|<2|x|
Υ(x− y, 1− s)f¯(y, s) dy ds
+
∫ 1
0
∫
|y−x|≤ |x|
2
Υ(x− y, 1− s)f¯(y, s) dy ds
,I + II + III.
In the following, we always suppose |x| > 1. The first and the second term are easy to handle.
Indeed, note that
|f¯(y, s)| ≤ C|y|−2 ≤ C|x|−2, y ∈ {y : |y − x| ≥ 2|x|}
and
|Υ(x− y, 1− s)| ≤ C|x− y|−4 ≤ C|x|−4, y ∈
{
y :
|x|
2
≤ |y − x| < 2|x|
}
From the above inequalities, it is easy to see that
I ≤ C|x|−2
∫ 1
0
∫ ∞
2|x|
r−2dr ≤ C|x|−3,
and
II ≤ C|x|−4
∫ 1
0
∫
|x|
2
≤|y−x|<2|x|
|y|−2 dy ds ≤ C|x|−3
In order to prevent the logarithmic loss, we need to carefully deal with the last term III. For
this purpose, we split it into
III =
∫ 1
0
∫
|y|<
|x|
2
Υ(y, 1− s)
{
f¯(x− y, s)− f˜(x, s) + y · ∇f¯(x, s)
}
dy ds
+
∫ 1
0
∫
|y|<
|x|
2
Υ(y, 1− s)f¯(x, s) dy ds−
∫ 1
0
∫
|y|<
|x|
2
Υ(y, 1− s)y · ∇f¯(x, s) dy ds
,III1 + III2 + III3.
From Gauss-Green formula,∫
BR
∂hO(y, 1− s) dy =
∫
∂BR
O(y, 1− s)yh
R
dS = O(R−1), for s ∈ [0, 1)
Thus, for s ∈ [0, 1) ∫
R3
Υ(y, 1− s) dy = lim
R→∞
∫
BR
∂hO(y, 1− s) dy = 0,
from which, one instantly obtains
|III2| =
∣∣∣ lim
ǫ→0+
∫ 1−ǫ
0
∫
|y|≤
|x|
2
Υ(y, 1− s)f¯(x, s) dy ds
∣∣∣
=
∣∣∣ lim
ǫ→0+
∫ 1−ǫ
0
∫
|y|≥ |x|
2
Υ(y, 1− s)f¯(x, s) dy ds
∣∣∣
≤ C|x|−2
∫ 1
0
∫ ∞
|x|
2
|y|−4 dy ds ≤ C|x|−3.
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Now, we estimate III1. It is easy to see that there exists 0 < θ < 1 such that
III1 ≤
∫ 1
0
∫
|y|≤ |x|
2
|y|2|∇2f¯(θ(x− y) + (1− θ)x, s)||Υ(y, 1− s)|dy ds.
On the other hand, we have from Proposition 4.3
|∇2f(x)| ≤ C(|V ||∇2V |+ |U0||∇2U0|) ≤ C(1 + |x|)−4,
this implies
|∇2f¯(θ(x− y) + (1− θ)x, s)| ≤ C(1 + |x|)−4, for y ∈ {y : |y| ≤ |x|/2}.
Thus,
III1 ≤ C|x|−4
∫ 1
0
∫
|y|≤
|x|
2
|y|−2 dy ds ≤ C|x|−3.
To obtain the optimal estimate of III3, we have to borrow the special structure of the Oseen
kernel. Now we decompose the III3 as
III3 =−
∫ 1
0
∫
|y|≤(1−s)
1
2
y · ∇f¯(x, s)Υ(y, 1− s) dy ds
−
∫ 1
0
∫
(1−s)
1
2≤|y|≤
|x|
2
y · ∇f¯(x, s)F(y) dy ds
−
∫ 1
0
∫
(1−s)
1
2≤|y|≤ |x|
2
y · ∇f¯(x, s)(1 − s)− 32∇yΨ(y/(1 − s)
1
2 ) dy ds
, III31 + III32 + III33
By the cancellation condition (2.8), we immediately have
III32 = − lim
ǫ→0+
∫ 1−ǫ
0
∫
(1−s)
1
2≤|y|≤ |x|
2
y · ∇f¯(x, s)F(y) dy ds = 0.
On the other hand, from
|Υ(y, 1− s)| ≤ C|1− s|− 32
and
|∇f¯(x, s)| = |s−1∇xf(x/s
1
2 )| = |s− 32∇f(x/s 12 )|
≤ Cs−3/2|U0(x/s1/2)||∇U0(x/s1/2)|
≤ C(s1/2 + |x|)−3
one instantly derives
|III31| ≤ C|x|−3
∫ 1
0
∫
|y|≤(1−s)
1
2
(1− s)−1 dy ds ≤ C|x|−3.
Finally, by the Lemma 2.5, we see that
|∇Ψkj(x)| ≤ Ce−|x|2 ≤ C(1 + |x|)−m for any integer m.
This implies that
|III33| ≤ C|x|−3
∫ 1
0
∫ ∞
0
(1 + |z|)−4 dz ds ≤ C|x|−3
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with z = y
s1/2
. Thus, combining the above estimates, we obtain
III ≤ C|x|−3.
This, together estimates of I, II and the fact V ∈ L∞(R3), implies
|V (x)| ≤ C(1 + |x|)−3.

At last, collecting Proposition 4.2 and Proposition 4.4 yields to Theorem 1.3.
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