1. Introduction 1. 1. In a short note published recently in the Proceedings of the National Academy of Sciences1 I sketched the outlines of a new solution of one of the most interesting and difficult problems in the Theory of Numbers, that of determining the number of representations of a given integer as the sum of five or seven squares.
The method which I use is one of great power and generality, and has been applied by Mr. J. E. Littlewood, Mr. S. Ramanujan, and myself to the solution of a number of different problems; and it is probable that, in our previous writings on the subject,2 we have explained sufficiently the general ideas on which it rests.
I may therefore confine myself, for the most part, to filling in the details of my previous work. I should observe, however, that the method by which I now sum the " singular series ", which plays a dominant rôle in the analysis, * Presented to the Society, February, 1920. 1 G. H. Hardy, On the expression of a number as the sum of any number of squares, and in particular of five or seven, Proceedings of the National Academy of Sciences, vol. 4 (1918) is quite different from that which I sketched in my former note. The new method has important applications to a whole series of problems in Combinatory Analysis, concerning the representation of numbers by sums of squares, cubes, Ath powers, or primes. It is in the present problem that it finds its simplest and most elegant application, and it is most instructive to work this application out in detail. It is well known that the solution of the problem is a good deal simpler when s, the number of squares in question, does not exceed 8. If s is 2, 4, 6, or 8, the number of representations may be expressed in finite form by means of the real divisors of re; if s is 3, 5, or 7, by means of quadratic residues and non-residues.
If « > 8, other and more recondite arithmetical functions are involved. In this paper I confine myself to the cases in which s =1 8. Among these, those in which s is odd have always been regarded as notably the more difficult, and one of my principal objects has been to place them all upon the same footing. But I generally suppose s = 5 or a = 8, cases typical of the odd and even cases respectively.
In In Section 3 I show that, when s = 8 or s = 5, the sum of the singular series is in fact r,(n), the number of representations of re as a sum of s squares. The methods used are equally applicable in the cases of 3, 4, 6, or 7 squares;
•In my former note I denoted a typical "rational point" on the unit circle by e***/*, and a typical Gaussian sum by *-i o In this paper I generally use the forms involving a 2. Each notation has special advantages for particular purposes.
but the case of two squares is abnormal.4 Throughout this section I am very deeply indebted to a paper by Mr. Mordell, published recently in the Quarterly Journal of Mathematics.5 My proof of the identity of the functions which I call û' and Os is in fact based directly on his work. It is true that Mordell considers only the case in which s is even; but his argument is applicable in principle to either case, and was applied by him to the even case only merely because, at the time when his paper was written, he had no method for the construction, when s is odd, of the essential " principal invariant " denoted by him by x • It is the construction of this invariant by a uniform method in all cases, through the medium of the " singular series ", that is my own principal contribution to the subject.
In Section 4 I show how the singular series may be transformed into a product, and give general rules for the calculation of the terms of the product. All the results of this section are independent of the hypothesis s Si 8. In Section 5 I sum the series when s = 8, and obtain Jacobi's well-known results. In Section 61 consider the case s = 5, supposing however that n has no squared factor, so that there is no distinction between primitive and imprimitive representations;
and I obtain results equivalent to those enunciated first by Eisenstein and proved later by Smith and Minkowski.
In Section 7 I consider the general case, and show that the method leads to the more complete results of Smith. I conclude, in Section 8, by some remarks as to the application of the method when s > 8. I do not pursue this subject further because such applications belong more naturally, either to Mr. Littlewood's and my own researches in connection with Waring's problem, or to Mr. Mordell's in connection with the general theory of modular invariants.
It will be noticed that the explicit formulas for the powers of the fundamental theta-function, such as the familiar formula • This is formula (10) of my former note, where the meaning of j and ¡x is explained. See also p. 360 of Mr. Mordell's second paper cited above.
[July In the sequel I give references only to isolated results directly required for the objects of my analysis.
It is more convenient to collect here some notes concerning the older memoirs dealing with the problem.
Jacobi's classical results concerning 2, 4, 6, or 8 squares are quoted by Smith on p. 307 of his Report on the Theory of Numbers iCollected Papers, vol. 1). They are contained implicitly in § § 40-42 of the Fundamenta Nova (pp. 103-115).
Liouville gave formulas relating to the cases of 10 and 12 squares in a number of short notes in the second series of the Journal des mathé-matiques : see in particular vol. 5, p. 143; vol. 6, p. 233; vol. 9, p. 296; vol. 10, p 199-203, and vol. 16 (1867), pp. 197-208; Collected Papers, vol. 1, pp. 412-417, 510-523) 
where q = e*iT and 3 (O > 0; and I consider the behavior of this function when q tends radially to a " rational point " e2*""* upon the unit circle. We may suppose that A = 0, k = 1, or that k is greater than unity and A positive, less than k, and prime to k.
If (2.11) q = ge™"'1", so that Oii<jr<l,<jr-»l,we have t> = 14-2'Eq nl "inlh^ilk = 1 + 2 £ e***4'* £ ty^*. I call the series
the singular series. The process by which it has been constructed is of a purely formal character. It remains (1) to investigate more rigorously its bearing on the solution of our problem and (2) to find its sum.
3. Proof that the sum of the singular series, when s = 8 or * = 5, is the number of representations of re 3.1. Proof that p$(n) = rg(re).
3.11. When s is 3, 4, 5, 6, 7, or 8 (but not 2 or any number greater ' See, for example, E. Lindelöf, Le calcul des résidus, p. 139.
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use than 8 ) the sum of the singular series gives exactly the number of representations of n. In this section I prove this when s = 8 and when s = 5. These cases are perfectly typical, but formally a little simpler than the others.
Suppose first that s = 8. Then (3.111) e8(o) «i + X)A.*(g) = i +ji:(^fyFs(qe-2h*ilk).
where 77* is 1, 0, or 16 according as k is odd, oddly even, or evenly even.
Also, if x = e~", we have
Fs(x) = E n3x» = E n3e-"" = -f-2 (£ cosech2 \y) -6 E;
where n runs through all integral values. Hence 3.12. We now write
and consider the effect on x ( r ) of the modular substitutions (3.1221) t' = r ± 2, (3.1222) t' = -1/r.
It is obvious in the first place, from (3.1151) or (3.1152), that
Again, we may write (3.1151) in the form and so it follows, from (3.123) and (3.124), that the function
is invariant for the substitutions (3.122), and therefore for the modular subgroup which they generate, the group called by Klein-Fricke and Mordell T3.
3.13. The next step in the proof is to show that 77 ( t ) is bounded throughout the " fundamental polygon " G3 associated with the group T3. This region is defined by of these points, say t = 1. For this purpose, following Mordell, I consider the effect of the substitution T = 1 -rnIf we write T = X + iY, and suppose that r -» 1 from inside G3, then F -» » and |Q| = le"'1"! issmall. And Thus y i t) is an invariant of T3 and bounded throughout (73; and is therefore necessarily a constant, which is plainly unity.
It follows that (3.135) ¿8 = e8 (0) and so that (3.136) /*(») =r8(n).
3.2. Proof that pi in) = r5(n).
3.21. When s = 5 the proof proceeds on the same lines, but is not quite so simple. We shall require certain well-known identities which I state as lemmas.
Lemma 3.211.8 // h and k are positive integers of opposite parity, then This result is due to Lipschitz.9 We shall require two special cases.
(i) Suppose that a = \s > 1, v = 0, t = -\ir, x = e"ir\ so that 3 ( r ) > 0 and |x | < 1. Then we obtain
where (3.21221) {(2ra -t)i}** = exp{\s log |(2n -r)t| + %sd>i\ and -57T < tp < §7r .
(ii) Suppose that i» = £(l+0),0 = X/K, where K and X are integers and -K < X < K, and t = -i£n. Then
where P ( x ) is an ascending power series in x. 3.22. Supposing now that s = 5, we have (3.221) e,(o) = 1 +^£(%^)V6(?e-2**<'*), 
Substituting from (3.2122), we obtain
the ranges of summation in these equations being the same as in (3.112) and (3.113) respectively. The last equation can be expressed in a more convenient form by introducing the sum (3.225) Th,k = ¿ *>'*""*. where the particular value of amz to be selected has to be fixed by special convention. Thus in {(A -&t)i}6/2, where k > 0, am{(A -kr)i\ lies (as has already been explained) between -|tt and \ir.
We now agree that, if k is still positive, am( -k) = it, so that V-k = i^lk, while am¡( -A + kr)i] lies between - §7r and -\ir. It will easily be verified that (3.233) V^ï{(-h + kT)i\bi2 = Vfc{(A -¿r)¿}5'2.
Further, we write by definition (3.234) T-h,-k=Th,k.
We know from (3.2111) that, when A and k are both positive,
and it is easy to verify that, with our conventions, we have generally (3.235) n.^evi^TU.A, where e = 1 unless A > 0, k < 0, in which case e = -1.
3.24. We have, from (3.226), (3.233), and (3.234),
11 This equation takes the place of (9) of my former paper, which is not printed correctly. The first term on the right is omitted, and k = 0 is included wrongly under the sign of summation.
where now A and k are any integers other than zero and of opposite parity.
Writing -1/r for r in (3.241), using (3.235), and then replacing A and k by K and -77, we obtain <-«> "BK+iGr+i*) *«
where e is 1 unless TT and K are both positive, and then -1, and is the product of T'0'2 Qoli by an ascending power-series in Q. But 1(0, 1 -^j=~a is the product of Tlß Q1/4 by a power-series in Q. It now follows, just as in 3.13, that t?(t) is bounded, and so is a constant, which is plainly unity. We have thus established the identity of 9" and a", and so of p" ( re ) and r, ( re ), when s = 8 and 5 = 5. The same method may be used for any value of s from 5 to 8 inclusive.13 In order to complete the solution of our problem,, we have to sum the singular series (2.26).
4. General rules for the summation of the singular series 4.1. The value of Sht k.
The known results concerning the value of the Gaussian sum Sh, k are as follows.14 We assume that (A, A) = 1. where ( h/p ) is the well known symbol of Legendre and Jacobi.
13 When s = 2 or s > 8, the conclusion is false. The cases s = 3 and s = 4 are exceptional. The conclusion is true, but new difficulties arise in the proof because the series used are not all absolutely convergent. These difficulties are easily surmounted when s = 4, but are more serious when s = 3.
14 For proofs of these assertions see the chapter on Gauss's sums in the second volume of In the formula which defines Ak, viz. If n = 22"-2 i', we have ¿2x = 22"-2-»<*+2> £ (SÄ'. ,)• e-*"fc'».
A'
The sum with respect to h' is If X = 2p + 1, p > 0, we have Sh, px = p" SA, ", by (4.132). We write
If n ^ 0 (mod p2* ), the sum with respect to z vanishes, and we obtain (4.421).
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If re = p2" v, we obtain Ap\ = p2*-«^» £ (sh>, py r*"'*». where «ra ( ra ) and era' ( n ) are the sums of the cubes of the even and odd divisors respectively. These are Jacobi's well-known results, proved at present, however, only when ra is not divisible by any square. On the other hand, if X is even, A2\ = 0, by (4.331), unless ra = 0 (mod 2*-2),
11 Following Landau, I write p | n for ' p is a divisor of n ' and pin for ' p is not a divisor of n '.
i.e. unless X ^ a + 2. If this condition is satisfied we have, by (4.3322), is said to be imprimitive if xi, x2, x3, x4, x5 possess a common factor, and primitive in the contrary case. It is plain that imprimitive representations can exist only when n is divisible by a square. When 5 = 8 (and the remark applies equally when s is 2, 4, or 6 ) the distinction is, for our purposes, irrelevant, even when n is divisible by a square: the formulas (5.14) and (5.15) are valid in any case. But when 5 = 5 the distinction is important.
It will be remembered in fact, by anyone familiar with the work of Minkowski and Smith, that the right-hand side of (6.13) represents, in general, not the total number of representations but the number of primitive representations. Our series (2.26), on the other hand, gives the total number of representations; and its relation to the Smith-Minkowski series must therefore generally be more intricate than in the simplest case treated in 6.1.
The theorem which I shall prove is as follows:
The sum of the series
<7-»> ?■"■£(£)»■
where m runs through all odd numbers prime to n, and C = S0(n = 0, 1,4), C = 160 (» -2,3, 6,7), C = 112(n = 5.), the congruences being to modidus 8, is r$(n), the number of primitive representations of n.
We shall require the following Lemma. 7/17 (7.12) r(n)-E*(j), where q2 runs through all squared divisors of n, then (7.13) <p(n) = r(n).
To prove this, suppose first that n is divisible by p2, but by no other square.
Next, if n is divisible by p2., p' , and (pp')2, where p' ^ p, but Dy no other square, we have
In what follows I omit the suffix 5 in r6 ( n ), etc. by (7.22). And we have (7.25) s = f n xp = i n xp n xul n x"8 n x"a.
7.3. We now multiply out the product (7.25), treating the second factors of x«,2 and x»3 each as a sum of b + 1 separate terms. We thus obtain (7.31) s = f ii(i -p-4)n7p(n)Z(n<wAn^),
where [-©M"'; (7.311) ypin) = X == &2, if oiT = co2'2 is the highest power of ca2 which divides ra; p^b3, if a? = cof3+1 is the highest power of a>3 which divides ra; and 6 is an additional factor which is equal to 1 unless X = b2, and then to 7«,(»') = 7»,(w!"°'n)-If we denote the product which appears under the sign of summation in (7.31) by aK " , we have 4ir2 160
(7.32) p(ra)=^-ra3/2S=-Tra3'2n7p(^)E^,,=ZPA,)1, say. Suppose first that X does not, for any «2, assume its maximum value 62, so that all the 6's in <rK ^ are equal to unity; and write is a typical square divisor of n, division by which does not eliminate completely any prime factor of ra. This transformation would not, as it stands, be valid if X = 62 for some o)2, since there are then certain primes W2 which divide ra and not n/q2. But with each of these primes W2 there is associated an additional factor 6 = yui iv) in <rK M, and these factors provide exactly the corrective required.
We have [July therefore in any case pA," = v(n/<?) and r(n) = p(n) = ^vi T^J* the summation extending over all square divisors of re. And therefore, by (7.13), y (n) = r(n), the result required. Our theorem is thus proved when re is congruent to 2, 3, 6, or 7 to modulus 8. In order to prove it when re is congruent to 1 or 5, we have only to write | or | instead of f throughout our argument.
It is only when re is divisible by 4 that further discussion is required.
7. 4. We have now
The value of xP, when p is odd, is the same as before. The value of X2 may be calculated by means of the results of 4.3; and we find that
where a is odd and equal to 2ß + 1 or even and equal to 2ß. Let us denote by r* ( n ) the number of representations of re which are primitive so far as 2 is concerned, that is to say in which x\, X2, x3, xt, and x5 are not all even. It is plain that (7.42) r(n) = r* (re) + r* (fy + ■■■ + r* (|¡), and that (7.43) r*(n) *(?)■ where now the summation applies to all odd square divisors of n. Further, as in 7.1, we can show that if (7 Ai) r*(re) = I>(^)> where the summation applies to all odd square divisors of n, then (7.45) 4>(n) ='r(n).
Bearing these remarks in mind, we can complete the proof of the theorem as follows. Since p(n), p(\n), ■■■ differ only in the factor X2 and the outside power of re, ^re, • • •, we have, by (7. The analysis of the paper breaks down, when 5 > 8, in one section only, namely Section 3. We can still form the singular series, and sum it by methods differing only in detail from those of Sections 4-7. We obtain a simple function of the divisors of n when 5 is even, a series of the Smith-Minkowski type when 5 is odd; and this series can still be summed in terms of the quadratic residues and non-residues of n. We can still prove, moreover, that the sum of the singular series behaves, in respect to the fundamental transformations of the modular subgroup T3, exactly like the appropriate power of the theta-function û, and that the function corresponding to 77 ( 7-) is an invariant of the group.
What we cannot prove is that 77 (r) is bounded; and the conclusion which would follow from this, namely that 77 ( t ) is constant, is in fact false.
We have still, however, all the materials for a complete solution of the problem. But it is necessary to replace the analysis of Section 3 by a more complex discussion in which we deal not with a single invariant but with a linear combination of invariants, among which that represented by the sum of the singular series is the first and most important.
And our conclusion will be that the number of representations of 71 is the sum of a function of the types considered in this paper and of a number of other arithmetical functions defined in a more recondite manner.
Some of these functions have already appeared in the work of Liouville, Glaisher, and Mordell.
If I do not pursue 18 See in particular pp. 073 et seq. of the second volume of his Collected Papers.
this subject further, it is because such developments seem to be a part of Mr. Mordell's researches rather than of mine. There is another question which arises more naturally out of my own researches.
The singular series or principal invariant yields in any case an asymptotic formula for rs(n), valid without restriction on s. But, with the entry of asymptotic formulas, the peculiar interest of squares as such departs, and the problem becomes merely a somewhat trivial case of the much larger problem usually described as Waring's problem, and so of the investigations which Mr. Littlewood and I are publishing elsewhere.
