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Power-law exponents in the convergence to effective ergodicity is quantified for Ising-Lenz model
in one dimension. Modified Thirumalai-Mountain (TM) metric for magnetisation is computed for
the range of temperature values under strongly correlated dynamics. In producing evolution of TM
metric over time, time-averaged dynamics is generated by using Metropolis and Glauber single-spin-
flip dynamics, and ensemble-averaged dynamics with an exact solution. Superdiffusive behaviour is
numerically identified in the parameter regimes studied, i.e., power-law exponents, α > 1.0.
I. INTRODUCTION
Dynamics of cooperation among assembly of indepen-
dent units has been studied in many different context
[1], such as model of magnetic material [2–4] or the state
of a neuron [5]. Convergence to ergodicity in this kind
of cooperation dynamics is explored recently [6] using
Thirumalai-Mountain (TM) fluctuation metric [7, 8] that
is adapted for Ising model’s total magnetization. In this
study, we investigate the power-laws emerged from the
time evolution of the rate of effective ergodic convergence
under the parameters that give rise to strong correlations
and anamolous diffusion in covergence. Understanding
ergodicity for this circumstances is not only interesting
due to fundamental importance in statistical mechanics
[9] and anomalous diffusion in general [10], also for its
implications in real world applications, such as under-
standing disruption in neural networks for dementia [11],
realisation of associative memory in a solid-state device
[12], nature of economic utility [13] and optical lattice
dynamics [14].
The Ising model is introduced in Sec. II. In Sec. III,
the concept of effective ergodicity will be shortly ex-
plained. Measuring convergence to ergodicity is shown
in Sec. IV. Computation of power-law will be shown in
Sec. V. Summary is given in Sec. VI.
II. ISING-LENZ SYSTEM
A lattice with N sites, labelled as {si}
N
i=1, which can
take up two values, such as {1,−1}. These values implies
spin up or down in the Ising Model [2–4] or an activation
in neuronal systems [5].
The total energy, Hamiltonian of the system can
be written with two interactions, one due to nearest-
neighbors (NN) and one due to an external field, with
coefficients J and H respectively,
∗ mehmet.suzen@physics.org
H({si}
N
i=1, J,H) = J
(
(
N−1∑
i=1
sisi+1) + (s1sN )
)
+H
N∑
1
si. (1)
the term s1sN is imposed by the periodic boundary
conditions which provides translational invariance, mak-
ing the model a closed chain of interacting units. Ther-
mal scale is expressed with β = 1
kBT
and the correspond-
ing coefficients for NN and external field is scaled by this,
K = βJ, h = βH. (2)
Analytic expression for finite size magnetisation
ME(N, β,H) is obtained by using Transfer Matrix
method. Whereas, time evolution of ME(N, β,H) is
computed via Monte Carlo procedure with Metropolis
and Glauber single-spin-flip dynamics. Where, more de-
tails can be found in the previous work [6].
III. ERGODIC DYNAMICS
A form of ergodic dynamics suggested by Boltzmann
that trajectories of many-body system will reach to
phase-space partitions where its likely to be in a ther-
modynamic equilibrium [9]. At this point, ensemble av-
erages and time averages of the system produce close to
identical measures. This implies, for a given observable g
over a fixed phase-space points, ensemble averaged value
can be recovered by time average values, g(t) from t0 to
tN ,
〈g〉 = limtN→∞
∫ tN
t0
g(t)dt, (3)
where 〈〉 indicates ensemble averaged value. This kind
of basic definition is not standard in the literature
[7, 15, 16]. Other forms of ergodicity demands that
system should visit all available phase-space partitions,
which might not be possible for a finite physical system,
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FIG. 1. Effective ergodic convergence in Metropolis and
Glauber dynamics for N = 512 with varying temperature
and fixed external field H = {1.0} at (a) and (b) respectively.
and moreover feasibility of this type of ergodicity is ques-
tioned recently [17]. In practical terms, since partitions
of the phase-space is clustered around few regions, effec-
tive ergodicity can be attained quickly [7].
On the other hand, ergodicity for the single-spin-flip
dynamics, essentially a Markov process, defined as acces-
sibility of any given state point to an other state point
over time [16, 18]. In this sense, Monte Carlo proce-
dure used in this work is ergodic by construction for long
enough times.
IV. MEASURING CONVERGENCE
Effective ergodic convergence, ΩG(t) for a given observ-
able g, can be constructed based on the fact that identical
parts of cooperating units have identical characteristics
at thermodynamic equilibrium [7]. This is realised by
Thirumalai-Mountain (TM) G-fluctuating metric [7, 8],
at a given time tk
ΩG(tk) =
1
N
N∑
j=1
[
gj(tk)− 〈g(tk)〉
]2
, (4)
where time average per unit expressed as gj(tk) and
〈g(tk)〉 is the instantaneous ensemble average over all
units,
gj(tk) =
1
k
k∑
i=0
gj(ti), (5)
〈g(tk)〉 =
1
N
N∑
j=1
gj(tk). (6)
Consequently, the rate of ergodic convergence is mea-
sured as
Ω
′
G =
ΩG(t)
ΩG(0)
→
1
tDG
(7)
where diffusion coeffient expressed as DG. Similar
measure of ergodicity is used in simple liquids [7, 19],
and earthquake fault networks [20, 21].
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FIG. 2. Power-law exponents in effective ergodic convergence
in Metropolis and Glauber dynamics for N = 512 with vary-
ing temperature (β) and fixed external field H = {1.0} at (a)
and (b) respectively. Sharp increase at around β = 1.4.
Using ΩG for total magnetization in Ising Model at
time tk as a function of temperature and external field
values reads
ΩM (tk, N, β, h) =
[
MT (tk)−ME
]2
, (8)
MT =
1
k
k∑
i=0
M(ti),
(9)
where MT (N, β, h) and ME(N, β, h) correspond to time
and ensemble averaged total magnetization. Note that
exact expression for ME is used [6]. Hence in comput-
ing ΩM (tk, N, β, h), we generate Metropolis and Glauber
single-spin-flip dynamics for N = 512 cooperating units,
a range of Boltzmann factor values β = [0.5, 1.5] with
a spacing of 0.025 and non-zero external field values
H = 1.0 with setting short-range interaction strength to
J = 1.0 [22]. Time evolution of inverse rate, Ω−1G is given
in Figure 1(a) and Figure 1(b). After an initial period,
inverse rate value decreases rapidly. At higher temper-
atures, inverse rate behaves differently, we quantify this
using power-laws.
V. POWER LAWS
Inverse rate Ω
′
−1
G in the effective ergodic measure scales
with Monte Carlo time in a power-law fashion,
Ω
′
−1
G ∼ t
−α
where α is the the exponent and t is the Monte Carlo
time. While, power laws in complex systems and comput-
ing them on a given emprical data are studied in depth
[23, 24]. We compute power-law exponents of evolution
of inverse rate over Monte Carlo time for the parameters
given at Figure 1(a) and 1(b). Identification where to
start to compute α is achived by Kolmogorov-Smirnov
test [25]. Temperature dependence of α is reported in
Figure 2(a) and Figure 2(b), where α > 1.0 is observed
3leading to superdiffusive behaviour. We also observe that
there is a sharp increase for α at around β = 1.4, along
with a stable value in the range β = (0.8, 1.4).
VI. SUMMARY
Understanding how ergodicity is reached emprically
plays a vital role both theoretically and from practi-
cal standpoint. We have identified superdiffusive be-
haviour and power-law exponents for the rate of ergodic
convergence in Ising Model under parameters give rise
to strong correlation, using the modified Thirumalai-
Mountain (TM) metric for the total magnetization. We
conclude that combination of stronger temperature val-
ues give rise to lower exponents, attributed to high ex-
ternal field.
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