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Quantitative Analysis of Facial Paralysis Using Local
Binary Patterns in Biomedical Videos
Shu He, Student Member, IEEE, John J. Soraghan, Senior Member, IEEE, Brian F. O’Reilly, and Dongshan Xing
Abstract—Facial paralysis is the loss of voluntary muscle move-
ment of one side of the face. A quantitative, objective, and reli-
able assessment system would be an invaluable tool for clinicians
treating patients with this condition. This paper presents a novel
framework for objective measurement of facial paralysis. The mo-
tion information in the horizontal and vertical directions and the
appearance features on the apex frames are extracted based on
the local binary patterns (LBPs) on the temporal–spatial domain
in each facial region. These features are temporally and spatially
enhanced by the application of novel block processing schemes. A
multiresolution extension of uniform LBP is proposed to efficiently
combine the micropatterns and large-scale patterns into a fea-
ture vector. The symmetry of facial movements is measured by the
resistor-average distance (RAD) between LBP features extracted
from the two sides of the face. Support vector machine is applied
to provide quantitative evaluation of facial paralysis based on the
House–Brackmann (H-B) scale. The proposed method is validated
by experiments with 197 subject videos, which demonstrates its
accuracy and efficiency.
Index Terms—Facial image analysis, facial paralysis measure-
ment, local binary patterns (LBPs).
I. INTRODUCTION
FACIAL paralysis is a common clinical entity, which ismainly caused by Bells palsy, trauma, tumors, injury dur-
ing surgery, middle ear infection, and Ramsey–Hunt syndrome.
A reliable assessment system would be an invaluable tool to au-
dit the effectiveness of the treatment and the surgical techniques.
House–Brackmann (H-B) grading system [1] is the most popu-
lar means for assessing facial paralysis. It is achieved by asking
the patient to perform certain movements and then using clinical
observation and subjective judgment to assign a grade of palsy
ranging from grade I (normal) to grade VI (no movement). The
advantages of the H-B grading scale are its ease of use by clini-
cians. The drawbacks are that it relies on a subjective judgment
with significant interobserver and intraobserver variation [2]–[4]
and is insensitive to regional facial nerve function as it offers a
single figure description of facial function.
Manuscript received April 19, 2008; revised September 29, 2008. First
published March 27, 2009; current version published June 12, 2009. This
work was supported in part by the Institute of Neurological Sciences, Southern
General Hospital, Glasgow, U.K. Asterisk indicates corresponding author.
S. He is with the Department of Electronic and Electrical Engineering, Univer-
sity of Strathclyde, Glasgow G1 1XQ, U.K. (e-mail: shu.he@eee.strath.ac.uk).
J. J. Soraghan is with the Department of Electronic and Electrical
Engineering, University of Strathclyde, Glasgow G1 1XQ, U.K. (e-mail:
j.soraghan@eee.strath.ac.uk).
B. F. O’Reilly is with the Institute of Neurological Sciences, Southern General
Hospital, Glasgow G51 4TF, U.K., and also with Gartnavel General Hospital,
Glasgow G12 0YN, U.K. He is also with the University of Glasgow, Glasgow
G12 8QQ, U.K. (e-mail: brian.o’reilly@northglasgow.scot.nhs.uk).
D. Xing is with the Department of Computing Science, University of
Glasgow, Glasgow G12 8QQ, U.K. (e-mail: dsxing@dcs.gla.ac.uk).
Digital Object Identifier 10.1109/TBME.2009.2017508
Many approaches have been reported for the objective mea-
surement of facial paralysis. Some involve the use of markers on
the face [4]–[6]. This makes the image processing simpler but
there are negative implications. Neely et al. [8]–[10] and Mc-
Grenary et al. [7] measured facial paralysis by the differences
between the frames of a video. Although their results corre-
late with the clinical H-B grade, the methods cannot cope with
irregular or paradoxical motion in the weak side. Wachtman
et al. [11], [12] measured facial paralysis by examining the fa-
cial asymmetry on static images. This method is sensitive to the
extrinsic facial asymmetry caused by orientation, illumination,
shadows, and the natural bilateral asymmetry. An optical-flow-
based method for facial palsy grading [13] was proposed. The
results were encouraging but the optical flow is computational
intensive and is hard to estimate accurately for iconic changes.
To overcome the aforementioned difficulties, we present an
objective facial paralysis grading system, which extracts the
motion features based on multiresolution local binary pattern
(MLBP). The paper is organized as follows. Section II outlines
the overall design of our approach for facial paralysis grading.
Section III presents the motion features extraction by LBP and
its extension. Section IV describes the symmetry evaluation of
facial movements by the resistor-average distance (RAD) and
quantitative assessment of facial paralysis. Experiments results
are presented in Section V. Finally, Section VI concludes the
paper.
II. OVERVIEW OF FACIAL PARALYSIS GRADING SYSTEM
Facial paralysis is measured by the asymmetry of the facial
motion between two sides of the face in our work as simulta-
neous bilateral facial paralysis is a rare clinical entity [14]. In
our work, all patients were videotaped with a front-view face
and reasonable light conditions in such a way that each side of
the face has roughly similar lighting. The patient is requested to
perform five facial movements, which are raise eyebrows, close
eyes gently, close eyes tightly, screw-up nose, and smile. The
video sequence begins with the patient at rest, followed by the
five movements, going back to rest between each movement.
A general overview of the proposed system is presented in
Fig. 1. The raw video footage is fed into the system, whereby the
first initial resting frame is analyzed as the reference frame. A
highly efficient facial features localization method is employed
in the reference frame. The face area is normalized by the in-
terpupil distance and rotated so that the face midline is made
perpendicular in the image. This affine transformation is em-
ployed in the subsequent frames. A face region map is assigned,
as shown in Fig. 2. The region of interest (ROI) of the face,
including facial features, is defined in the reference frame and
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Fig. 1. Framework of the proposed facial paralysis grading system.
Fig. 2. Illustration of facial regions. F—forehead region; E—eye region; N—
nasal region; M—mouth region; L—left; R—right.
is aligned in the subsequent frames to remove the rigid head
motion by using block matching techniques, so that only the
nonrigid facial expressions are kept in the image sequences for
the further analysis. Image subtraction is then employed to iden-
tify the period of each key facial movement and to detect the
five apex frames, on which the subject performs the maximum
volume of facial motion. Further details on facial feature local-
ization, stabilization, the discrimination of the key movements,
and the detection of the apex frames can be found in [13]. This
paper will focus on the motion features extraction and symmetry
analysis.
The regional image sequence is cropped only in the frames
corresponding to its relevant movements, e.g., the left and right
forehead regions are cropped only in the frames presenting rais-
ing eyebrows. The facial regional image sequence is divided
into several blocks from which LBP histograms on three or-
thogonal planes are computed and concatenated into three spa-
tially and temporally enhanced features. The symmetry of facial
movements is measured by the RAD between LBP histograms
extracted from the two sides of the face. Five classifiers are
trained for five facial movements to quantify the regional facial
nerve function. The regional results are fed into another classifier
to provide an overall quantitative evaluation of facial paralysis.
Three classification methods, k-nearest-neighbor (k-NN), artifi-
cial neural network (ANN), and support vector machine (SVM),
were employed as they have been used successfully for pattern
recognition and classification on datasets with realistic size.
III. MOTION ANALYSIS WITH LBPS
LBP has proven to be highly discriminative descriptor for
texture analysis. The most important property of the LBP op-
erator in real-world applications is that it provides better toler-
ance against illumination changes than most of the other texture
methods. Another equally important property is its computa-
tional simplicity, which makes it possible to analyze images in
challenging real-time settings [15].
A. Local Binary Patterns
LBP operator was originally designed for texture analysis
by Ojala et al. [16]. It can be seen as a unifying approach to
structural and statistical texture analysis, defined as (1) and (2)
below
LBPP,R (x, y) =
P
∑
p=0
S
(
I
(
x + R cos
2πp
P
, y+R sin
2πp
P
)
− I(x, y)
)
2p (1)
where P circular neighbors (x + R cos(2πp/P ), y + R sin
(2πp/P )) with the radius R are first thresholded by the cen-
ter pixel (x, y). A sign function S is then used to transform
the differences in the neighborhood into a P -bit binary code.
A binomial weight 2p is assigned to convert the binary code
into a unique LBP code, which depicts the local texture feature
around the center, such as spots, flat area, and edges. Finally,
the patterns of an image I can be approximately described with
the distribution of LBP codes
Hi =
∑
(x,y )∈I
δ (LBPP,R (x, y) , i) (2)
where i = 1, . . . , n, and n is the number of histogram bins, δ is
the delta function where δ(j, i) = 1, if j = i, and 0 otherwise.
A number of extensions to LBP are presented in [17]. A LBP
is called a uniform pattern, LBPu2P,R , if there are at most two
one-to-zero or zero-to-one transitions in the circular binary code.
All nonuniform patterns are labeled in a single bin in the his-
togram computation. Currently, most LBP formulations involve
the use of “uniform” patterns, which have been experimentally
observed to correlate well with real-world structures [17]. Our
experiments prove that LBPu2P,R provides more discriminative
motion features than the others.
B. Multiresolution LBPs
The most prominent limitation of the LBP operator is its
small spatial support area. Each LBP code is calculated in a
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Fig. 3. Multiresolution LBPs.
small local neighborhood and characterizes the micropatterns.
It is hard to capture large-scale structures that may be the domi-
nant features of some textures. A straightforward way to address
this issue is to explore the property in large spatial area by in-
creasing the neighborhood radius and the number of neighbors
of the LBP operators. Further, the LBP operators with vary-
ing spatial resolutions can be combined for multiscale analysis,
for example, LBPu28,1 , LBPu216,3 , and LBPu224,5 . While a large P
produces a long histogram that is computationally expensive
both in terms of computing speed and memory consumption.
Another approach would be only increasing R and keeping P
consistent. While the sparse sampling exploited by LBP opera-
tors with large neighborhood radius involves losing information
of texture. It is noise sensitive and it decouples the statistics
between scales.
To overcome these limitations, we incorporate a Gaussian
pyramid into the LBP operator. As shown in Fig. 3, LBP opera-
tors with fixed R and P are employed on different scales of the
image. LBPu28,2 is used in our work since it is a good tradeoff
between recognition performance and feature vector length. It
is first applied to the original image to extract the micropatterns
of the image. The image is passed to a Gaussian low-pass fil-
ter and downsampled with a factor of 2, from which LBPu28,2
is calculated to extract more global patterns. These operations
can be iterated to extract patterns over the different scales ac-
cording to the size of the image. Finally, The LBP histograms
from different resolutions are concatenated, which increases the
algorithmic robustness, reduces noise effects, and keeps com-
putation simple.
C. Block-Based LBP on Temporal–Spatial Domain
LBP has been verified to effectively represent the distribu-
tion of the texture patterns in the spatial domain. It also can
be applied to an image sequence to extract the patterns of the
pixel displacements in the temporal domain. LBP is extended to
temporal–spatial domain for dynamic texture recognition over
image sequences [18]. As shown in Fig. 4, the image sequence
is considered as a stack of XY planes in axis T, a stack of XT
planes in axis Y, and a stack of YT planes in axis X. LBP his-
togram on XY plane describes the appearance features. LBP
histogram on XT and YT planes provide the motion information
in the horizontal and vertical directions. These LBP histograms
describe only the occurrences of the local patterns without any
indication about their location when they are computed over
the whole image sequence. For efficient representation, these
LBP features should retain the spatial information and therefore
a block-based approach is employed. The images are divided
Fig. 4. (a) Image sequence for closing eye gently (89 images of 120 × 90
pixels). (b) XY in t = 46 (apex frame). (c) XT in y = 45 (middle row in the
frame). (d) YT in x = 60 (middle column in the frame).
Fig. 5. Block-based LBP histogram on temporal–spatial domain.
into several small blocks from which LBP histogram on three
planes are computed and concatenated into three spatially en-
hanced features. Similarly, the images on XT and YT planes
in each block can be divided into subblocks along the T-axis
from which LBP histograms are extracted and concatenated
into a temporally enhanced histogram. Finally, the temporally
enhanced histogram in each spatial block is concatenated into a
temporally and spatially enhanced feature. In this way, LBP-XY
provides an appearance feature retaining spatial information.
The motion features in specific location and time are character-
ized by LBP-XT and LBP-YT. To optimize the description of
LBP, the number of neighbors P and the radius R of LBP op-
erators should be set according to the image resolution, frame
rate, and texture characters. For example, LBP-XY contains a
lot of redundant information if a P greater than eight conjunct
with R = 1 is used in a high-resolution image with flat texture.
LBP-XT and LBP-YT with a large radius and P = 8 involve los-
ing motion information when conducting on the low frame-rate
video with the rigid motion.
In our application, the LBP features are extracted for each
facial movement in its relevant regions. As an example, con-
sider eye closing wherein the left eye region and the right eye
region are cropped, respectively, from the frames presenting eye
closing at rest. Fig. 5(a) shows the cropped image sequence for
closing eye gently from the left eye. It is divided into 2 × 2
blocks. In each block, the LBP histogram on XY, XT, and YT
planes are computed. LBP-XY characterizes the appearance fea-
ture. The contribution of the natural bilateral asymmetry to the
spatial asymmetry of facial motion decreases as the intensity of
facial motion increases, while the contribution of intrinsic fa-
cial asymmetry increases and reaches the maximum at the apex
frame. The apex frame refers to the frame on that the subject
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performs the maximum volume of facial motion. For those sub-
jects without significant natural bilateral asymmetry (e.g., big
scar on one side of the face), the contribution of intrinsic facial
asymmetry overwhelms that of the natural bilateral asymmetry
at the apex frame. Therefore, the LBP histogram on XY plane is
produced from the apex frame to measure the spatial asymmetry
of facial motion caused by intrinsic facial asymmetry. Fig. 5(b)
shows four concatenated histograms of LBPu28,2 on XY plane.
Fig. 5(c) and (d) shows the concatenated histograms of LBPu28,3
on XT plane and on YT plane without temporal subblock.
In order to compare with left region, the cropped image se-
quences from the right side are flipped in the left–right direction
before the LBP operator is conducted.
IV. FACIAL PARALYSIS GRADING
A. Symmetry Measurement by RAD
A number of dissimilarity functions exist to compare dis-
tributions of variables. The performance of these dissimilar-
ity measures strongly depends on the feature space. Kullback–
Leibler (KL) divergence is a widely used information–theoretic
approach for measuring the difference between two probability
distributions. Let p(x) and q(x) represent two probability dis-
tributions of a discrete random variable x, the KL divergence is
defined to be
DKL(p‖q) =
∑
x
p(x) log
(
p(x)
q(x)
)
(3)
where DKL(p‖q) = 0, if p(x) and q(x) are identical distribu-
tions. p(x) log (p(x)/q(x)) produces a significant contribution
to DKL(p‖q) when p(x)  q(x) and p(x) is large. DK L (p‖q)
quantifies how well p(x) is explained by q(x).
Recent work shows that log-likelihood statistic, i.e.,
−
∑
i p(x) log (q(x)), has been successfully used with LBP fea-
tures for the classification problem [17], [18], [20]. For a given
sample’s distribution p(x) and a set of distribution of the classes
{
qi(x), i = 1, . . . , C
}
, the entropy of p(x) is constant and re-
dundant for measuring the likelihood that the sample p(x) is
from a class qi(x). This is the reason that log-likelihood statis-
tic is more commonly used for face recognition and expres-
sion recognition than KL divergence. In our work, we wish to
quantify the distance between the two LBP histogram features
extracted from two sides of the face, which is not a simple recog-
nition problem. Either log-likelihood statistic or KL divergence
is not a distance metric because they are, in general, asymmet-
ric, e.g., DKL(p‖q) = DKL(q‖p). In contrast to log-likelihood
statistic, KL divergence has more properties of distance metric,
e.g., DKL(p‖q) = 0, if p(x) and q(x) are identical distributions.
Despite the KL divergence’s computational and theoretical ad-
vantages, what becomes a nuisance in applications is its lack of
symmetry. To address this problem, RAD [19] is given by
DRA (p, q) =
[
DKL(p‖q)−1 + DKL(q‖p)−1
]−1
. (4)
Here, DRA (p, q) increases as the dissimilarity between p(x)
and q(x) increases. It keeps the interpretative attributes of KL
divergence as it is directly computed from KL divergence. RAD
between two distributions is approximately equal to the mini-
mum divergence if the KL divergence in one direction is much
greater than the other. RAD approximates the average of KL
divergences in both directions, as the KL divergences in both
directions approximately equal. It can be seen that RAD very
much behaves like a smooth minimum of the KL divergences on
both direction. In contrast to the KL divergence, RAD is sym-
metric and numerically stable. It accurately reflects the average
error rate of an optimal classifier between two classes [19].
RAD is employed to measure the similarity between two
sets of MLBP features extracted from two sides of the facial
regions. Let DRA −XY,DRA −XT, and DRA − Y T denote
the RAD of the LBP histograms on XY plane, XT plane, and YT
plane, respectively. DRA −XY describes the spatial asymme-
try of facial motion, and DRA −XT and DRA − Y T indicate
the temporal asymmetry of the facial motion in horizontal and
vertical directions, respectively.
B. Quantitative Assessment
The paralysis in the each region is assessed using the re-
gional H-B scale, which goes from grade I (normal) to grade
VI (complete paralysis). To map the three symmetry attributes,
i.e., DRA −XY,DRA −XT, and DRA − Y T , into a regional
H-B grade is a classification problem. ANN, k-NN, and SVM
were considered as appropriate classifiers. They can be used suc-
cessfully for pattern recognition and classification on datasets
with realistic sizes. These three classification methods were
employed in our work for the quantitative assessment of the re-
gional paralysis and overall facial paralysis. Five classifiers are
trained for the five movements respectively. Each one has three
inputs, namely DRA −XY,DRA −XT, and DRA − Y T . The
regional facial function is classified to six grades from 1(normal)
to 6 (total paralysis). These five regional H-B grades are then
used as the inputs for another classifier to analyze the overall
H-B grade.
V. EXPERIMENTS
In our experiments, 197 videos taken from subjects with Bell’s
palsy, trauma to the nerve from skull fracture, surgical damage,
etiologies as well as normal subjects. Each of them presents five
facial movements in the 500–700 frames of 720 × 576 pixels.
Their regional and overall H-B gradings were evaluated by a
clinician.
A. Symmetry Measurements by LBP Operators
Two kinds of LBP operators, i.e., original LBP and
MLBP, were used to extract the appearance and motion fea-
tures. LBPu2P,R ,LBP
ri
P,R , and LBPriu2P,R with P = 4, 8, R =
1, 2, . . . , 6, and different blocks dividing modes: 1 × 1,
1 × 2, . . ., 3 × 3, were used in spatial domain, and 1 ×
1, 1 × 2, and 1 × 3 in temporal domain. Experiments show
LBPu28,2 −XY, LBPu28,5 −XT , and LBPu28,5 − Y T with 2 × 2
blocks in spatial domain and 1 × 2 temporal domain provides
higher correlation between the clinician assessments and DRA .
Details are shown in Table I.
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TABLE I
CORRELATION BETWEEN THE SUBJECTIVE GRADING AND DRA OBTAINED
FROM LBPu 28 ,2 −XY, LBPu 28 ,5 −XT , AND LBPu 28 ,5 − Y T WITH 2 × 2
BLOCKS IN SPATIAL DOMAIN AND 1 × 2 BLOCKS IN TEMPORAL DOMAIN
TABLE II
CORRELATION BETWEEN THE SUBJECTIVE GRADING AND DRA OBTAINED
FROM MULTIRESOLUTION LBPu 28 ,2 WITH RESOLUTION LEVEL 3, 2 × 2
BLOCKS IN SPATIAL DOMAIN AND 1 × 2 IN TEMPORAL DOMAIN
Multiresolution LBPu2P,R with resolution level = 2 or 3,
P = 8, R = 1, 2, and different blocks dividing modes: 1 × 1,
1 × 2, . . . , 3 × 3, were used in spatial domain, and 1 × 1, 1 ×
2, and 1 × 3 in temporal domain. Experiments show multires-
olution LBPu28,2 with resolution level 3, 2 × 2 blocks in spatial
domain, and 1 × 2 in temporal domain provides higher correla-
tion between the clinician assessments and DRA . As shown in
Table II, DRA on the MLBP is more correlated with the sub-
jective grading than DRA on the original LBP in the Table I. It
indicates that the proposed MLBP provides more discriminative
power than the original LBP.
B. Quantitative Assessment of Regional and Overall Paralysis
SVM, k-NN, and radial basis function neural network
(RBFNN) were applied as classifiers to quantitatively analyze
the paralysis of 197 subjects. In Dr. Brian O’Reilly’s previous re-
search, 36 videos from 23 patients were assessed by two groups
of experts, who were all ear, nose, and throat (ENT) consultants.
The overall H-B agreement percentage between two groups was
only 47.2%. In the studies of Kanerva [21], 28 clinicians grades 8
facial palsy patients. The overall agreement percentage between
doctors was 48%. The disagreement within one grade between
doctors (no difference, or one grade difference between their
assessments) was 89.29%. Many similar studies of subjective
assessment have shown that the best that clinical assessment
alone can achieve is usually an interobserver or intraobserver
variation of at least one grade. In our experiments, the outputs of
the classifiers with the disagreement no more than one grade of
the clinician assessment are accepted; otherwise, the classifiers
provide the wrong grading.
As the dataset was not large, the leave-k-out cross-validation
test scheme instead of k-fold was adopted. The classifiers are
evaluated by the average performance for 20 repetitions of leave-
Fig. 6. Comparison of the performance of SVM, RBFNN, and k-NN.
TABLE III
AVERAGE PERFORMANCE OF SVM ON THE ORIGINAL LBP FEATURES
k-out cross validation, with k = 20. The pairwise SVMs with
linear, polynomial and RBF kernels, followed by vote schemes
were tested and experiments demonstrate the pairwise SVM
with RBF kernels achieves best performance. Fig. 6 provides
a graphic comparison of the average performance of SVM,
RBFNN, and k-NN based on the MLBP approach. The accuracy
of grading by pairwise SVM with RBF kernels is at least 3%
higher than the RBFNN and the k-NN. Experiments show that
SVM also provides more stable results.
Tables III and IV present the average classification perfor-
mance of the pairwise SVM with RBF kernels, in percentages,
for the 20 repetitions of the leave-k-out cross validation, with
k = 20. Table III presents the classification results of the original
LBP approach and Table IV presents the results of the MLBP
approach. The numbers in the first columns give the percent-
ages, which are the same as the clinician assessments. Columns
2–6 show the percentages where the disagreement between the
outputs of classifiers and the clinician assessments is from 1 to 5
grades, respectively. The last columns show that the percentage
of the disagreement within one grade. The results demonstrate
that the better agreement is in the forehead region and the mouth
region. The grading for eye closing tightly has the worst agree-
ment. The approach based on the MLBP provides the better
agreement than the original LBP, especially in the eye region.
A comparison of the performance of the proposed method
based on original LBP, MLBP, and the optical-flow-based
method [13] is provided in Table V. The MLBP-based approach
outperforms the original LBP-based approach, especially in the
regions of eyes and nose with the improvement of 4.5%–6.8%.
The optical-flow-based method provides the better agreement
than both of the LBP-based approaches in the eye region. The
MLBP approach provides about 3.2%–6.1% higher accuracy in
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TABLE IV
AVERAGE PERFORMANCE OF SVM ON THE ORIGINAL MLBP FEATURES
TABLE V
COMPARISON OF THE PERFORMANCE OF THE PROPOSED METHOD BASED ON
ORIGINAL LBP, MLBP, AND THE OPTICAL-FLOW-BASED METHOD
the regions of forehead, nose and mouth than the optical-flow-
based method. Both methods achieve an accuracy of around
94% for the overall H-B grading.
There is no public database of facial paralysis (either video,
or image). The existing research reported the results using their
own clinical data. Most of them tested their methods on less
then 30 patients. For a small size of dataset, the results always
lack the statistical stability since a small number of samples
cannot represent the substantial sampling variability. The pro-
posed method is tested on a dataset with 197 videos taken from
variant palsy cases and achieves an accuracy of around 94% for
the overall H-B grading. Neely et al. [8]–[10] and McGrenary
et al. [7] used a subtraction technique that measures the dif-
ferences of pixels intensity between the frames of a video. The
features extracted by the methods [7]–[10] were input to the clas-
sifiers for quantitative assessment in our dataset and achieves
86.2% of the overall H-B disagreement within one grade. Wacht-
man et al. [11], [12] studied the palsy based on static images by
measuring the intensity difference and edge difference between
the two sides of the face. The features extracted by this method
were used for quantitative assessment and achieves an accuracy
of 65.3% for the overall H-B grading.
C. Discussion
The eye region is full of wrinkles, especially closing tightly.
These small ridge or crease on the eyelids vary irregularly over
the whole movement, sometimes asymmetrically even for a
normal subject. LBP features are not robust to model these
subtle motions. However, MLBP-based approach provides the
better discrimination of moderate weakness and severe palsy
in the eye region. It reveals the structural changes of the ap-
pearance, i.e., the significant difference between the normal
side and the severe palsy side for eye closing. It can model
the iconic changes in the eye region, which optical flow usu-
ally fails to track. Closer examination of the performance in
TABLE VI
DISTRIBUTION OF PARALYTIC STATES AND CLASSIFICATION RESULTS
IN THE EYE REGION
the eye region, as shown in Table VI, reveals interesting statis-
tics in terms of the specific abilities of the two methods. The
paralysis in the eye region is assessed using the regional H-B
scale, which goes from grade I (normal) to grade VI (complete
paralysis). Column A∗ shows the distribution of the clinician
assessment in the dataset. For example, 51 subjects are nor-
mal during closing eye gently. Column B∗ and Column C∗ give
the number of the correct classification, i.e., the disagreement
within one grade, by the optical-flow-based method [13] and the
MLBP-based approach. It demonstrates that the optical-flow-
based method provides the better assessment of normal to mod-
erate weakness in the eye region. The MLBP-based approach
provides the better discrimination of severe palsy in the eye
region.
The most encouraging aspect of these results is that the
MLBP approach outperforms the optical-flow-based method in
the regions of forehead, nose, and mouth with the improve-
ment of 3.2%–6.1%. Memory consumption and computational
burden in the MLBP-based approach are the clear advantages
over the optical-flow-based method. Once the classifiers are
trained, the difference of the computation time mainly depends
on the computational complexity of the motion feature extrac-
tion, i.e., MLBP calculation, optical flow estimation. The mo-
tion features using MLBP for the five facial movements were
computed in 0.0625 s on a 1.73 GHz laptop, while the opti-
cal flow motion features for the five facial movements imple-
mented in [13] were extracted in 62.75 s on the same com-
puter. The MLBP-based approach is more suitable for real-time
operation.
VI. CONCLUSION
In this paper, we present a novel approach to objectively
and quantitatively measure facial paralysis in videos. MLBP
are employed on temporal–spatial domain to extract the motion
features. The symmetry of facial motion is measured by the
RAD between MLBP features. SVM provides the quantitative
assessment of the facial paralysis. The limitation of the proposed
method is that it is sensitive to out-plane facial movements, with
significant natural bilateral asymmetry. However, MLBP-based
method has many merits that are valuable for our application.
1) MLBP features describe the structural changes of appear-
ance. They reveal the significant difference between the
normal side and the severe palsy side for eye closing, and
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can model the iconic changes in the eye region, which
optical flow usually fails to track.
2) MLBP is insensitive to the illumination changes since LBP
is independent of monotonic transformation of gray scale.
3) Its computational simplicity makes MLBP-based ap-
proach more suitable for real-time operation.
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