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Abstract—Due to the rapid innovation of technology and the
desire to find and employ biomarkers for neurodegenerative dis-
ease, high-dimensional data classification problems are routinely
encountered in neuroimaging studies. To avoid over-fitting and to
explore relationships between disease and potential biomarkers,
feature learning and selection plays an important role in classifier
construction and is an important area in machine learning. In this
article, we review several important feature learning and selection
techniques including lasso-based methods, PCA, the two-sample
t-test, and stacked auto-encoders. We compare these approaches
using a numerical study involving the prediction of Alzheimer’s
disease from Magnetic Resonance Imaging.
Index Terms—Auto-Encoder, Classification, Dimensionality
Reduction, Feature Selection, High Dimensionality, Magnetic
Resonance Imaging, Penalized Least Squares
I. INTRODUCTION
Due to the rapid innovation of technology, collection of
a massive amount of high-dimensional data is becoming
increasingly easier and inexpensive. For example, in studies
of Alzheimer’s disease (AD), neuroscientists can collect large
datasets representing magnetic resonance images (MRI) and
functional MRI images for each subject in a group of tens
to hundreds. When these data are used for classification, the
large number of potential features presents a huge challenge
to classical classification methods. When the dimensionality is
high compared to the sample size, classical methods may not
perform well or may even break down. This well-known phe-
nomenon is referred to as the curse of dimensionality. Taking
classification with high-dimensional genetic data for example,
the problem can be difficult because of the existence of many
noise features (e.g. SNPs that not related to the phenotype
of interest), which don’t contribute to classification accuracy
but do contribute noise that can weaken the discriminative
power of the classifier. Reference [13] provides detail about
the impact of high-dimensionality on classification when the
dimension p diverges as the sample size n increases.
When dealing with high-dimensional classification prob-
lems, dimension reduction or feature selection methods are
widely employed to facilitate classifier construction. In the
context of machine learning, feature learning refers to the
process of engineering features from raw data, while feature
selection is a special case of feature learning that involves
selecting the most important, in some sense, features out of a
larger collection. Feature selection can help to (i) understand
the underlying relationships by removing irrelevant features;
(ii) overcome the noise accumulation effect [16]; (iii) take
advantage of prior knowledge.
Feature selection methods can be divided into three sub-
categories, namely, filters, wrappers and embedded methods.
Filters represent methods which select features before applying
a machine learning algorithm for classification. Wrappers
evaluate the performance of a specified classifier on selected
features and keep adding to or removing from the subset
until some criterion is met. Embedded methods are used to
incorporate the feature selection into the process of training a
classifier.
Dimension reduction techniques such as principal-
component analysis (PCA), create new features that are a
function of the original features - linear combinations in
the case of PCA. Moving away from linear features, an
auto-encoder is an alternative dimension reduction approach
used to obtain features that are nonlinear functions of the
original input data. One drawback of such methods is that
the new features are difficult to interpret, since they are
obtained by using all of the original features and a nonlinear
transformation. Nevertheless, dimension reduction methods
are powerful and effective tools that can often capture most
of the variability of the original dataset.
In this paper, we provide a review of four popular feature
learning methods for high-dimensional data and make com-
parisons within the context of classification of disease from
neuroimaging data. More specifically, we consider the problem
of predicting Alzheimer’s disease from Magnetic Resonance
Imaging (MRI) data. In Section II we provide a review and
general discussion for each of the four methods considered in
our study. In Section III we apply and compare these methods
to the problem of classifying Alzheimer’s disease using MRI
data. We conclude with a discussion in Section IV.
II. FEATURE LEARNING
For simplicity, we will only consider the problem of binary
classification with high-dimensional data. Specifically, given
n data points, {(Xi, Yi) , i = 1 . . . , n} , sampled from a joint
distribution of (X,Y ) ∈ Rp × {0, 1}. There are n0 sample
points from class Y = 0 and n1 from class Y = 1 .The goal
is to predict Y given a new X .
A. The Lasso
Given a data matrix X ∈ Rn×p, we here assume that each
column ofX is standardized. The lasso proposed by Tibshirani
in 1996 and the lasso estimate βˆ in the linear model is:
βˆ(λ) = argmin
β
(
‖Y −Xβ‖22/n+ λ‖β‖1
)
,
where ‖Y −Xβ‖22 =
∑n
i=1
(
Yi −X
T
i β
)2
, ‖β‖1 =
∑p
j=1 |βj |
and the penalty parameter λ > 0. An important property of the
lasso is that the estimator is sparse so that βˆ(λ)j = 0 for some
j’s. As a result, the features with βˆ(λ)j 6= 0 can be thought
of as those features that have been selected by the lasso.
Applications of lasso-based feature learning in neuroimaging
classification are considered in [29]. They propose to fit a
linear regression model with the lasso to the training data for
feature selection. Then a classifier is trained using the selected
features.
It is worth mentioning that lasso-based feature selection
methods are easy to implement and could help improve
classification accuracy but the selected features such as genes
or SNPs may not be the right ones for understanding genome-
wide disease association, due to incidental endogeneity [14].
Generally speaking, the more covariates that are collected
which are thought to potentially related to the response, the
less likely all covariates are uncorrelated with the residual
noise. In other words, some of the covariates are very likely
incidentally correlated with the residual noise. When this
fundamental assumption E(ǫX) = 0 cannot be guaranteed to
hold, [15] show that this causes model selection inconsistency
of the penalized least-squares method. To overcome incidental
endogeneity, different methods have been proposed. Reference
[15] proposes a penalized method, focused generalized method
of moments (FGMM), based on the idea of over identification;
[27] suggest a novel way of dealing with this problem, relying
on sample splitting to perform valid inference after model
selection.
B. Two-Sample t-Test
The two-sample t-test is an easily employed and simple
feature selection method when dealing with classification and a
large number of features. Reference [10] show that under some
mild conditions, the t-test can correctly select all important
features with high probability. Let X¯kj =
∑
Yi=k
Xij/nk and
S2k =
∑
Yi=k
(Xij − X¯kj)
2/(nk − 1) be the sample mean and
variance of the j-th feature in class k, where k = 0, 1, and
j = 1, . . . , p. The two-sample t-test statistic for feature j is
defined as:
Tj =
X¯0j − X¯1j√
S20j/n0 + S
2
1j/n1
, j = 1, . . . , p.
Assume that µ = E(X |Y = 0)−E(X |Y = 1) = (µ1, . . . , µp)
is sparse with only the first s entries nonzero and some other
mild conditions, the following result holds:
P
(
min
j≤s
|Tj| > x,max
j>s
|Tj| < x
)
→ 1, as n, p→∞,
where x is some positive constant. The above result tells
us that, with high probability, all important features can be
selected according to the two-sample t-test if an appropriate
threshold value x is chosen. In practice, it is hard to choose a
good threshold value to find all important features. Reference
[10] points out that it is not necessary to use all relevant
features because of the possible existence of many faint fea-
tures, which yield weak signals. When using the independence
classification rule [10], the optimal number of features, m,
these authors suggest can be estimated by minimizing the
following misclassification rate upper bound:
mˆopt = argmax
1≤m≤p
1
λˆmmax
n
[∑m
j=1 T
2
(j) +m(n0 − n1)/n
]2
mn0n1 + n0n1
∑m
j=1 T
2
(j)
,
where T 2(1) ≥ T
2
(2) ≥ · · · ≥ T
2
(p) are the ordered squared
t-test statistics, n = n0 + n1, and λˆ
m
max is the largest eigen-
value of the sample correlation matrix Rm of the truncated
observation, that is, only the first m highest t-statistic features
are considered. For any classifier other than the independence
classification rule, m should be treated as a tuning parameter
and cross-validation can be used to find the optimal m.
C. Principal Component Analysis (PCA)
Given a data matrixX ∈ Rn×p, which in the current context
represents n observations on a set of p features, we have n
data points {Xi, i = 1, . . . , n} in R
p with µ0 = E(X |Y = 0)
and µ1 = E(X |Y = 1). Here, we assume that the variance
of each feature is one. The sample covariance matrix is S =
1
n
∑n
i=1
(
Xi − X¯
) (
Xi − X¯
)T
, where X¯ = 1
n
∑n
i=1Xi.
Principal components (PCs) can be derived and viewed from
two different but equivalent ways. We refer readers to [23] for
technical details and also to [24] for a recent review. The first
method is by finding the directions of maximum variance. The
first r principal component directions, Vp×r, can be found by
solving the following optimization problem, where r ≤ p
Vp×r = argmax
A:ATA=Ir
trace
(
A
T
SA
)
.
The second approach to finding the principal components is
based on minimizing what is referred to as the reconstruction
error, where we seek the matrix Ap×r with orthonormal
columns i.e. ATA = Ir which minimizes:
1
n
n∑
i=1
‖
(
Xi − X¯
)
−AAT
(
Xi − X¯
)
‖22.
The projection matrix H = AAT projects each sample point
Xi to the r dimension subspace spanned by the columns of
A. The easiest way of applying PCA for high-dimensional
classification is to reduce the dimensionality of the data by
replacingX ∈ Rp by its first m < p principal components. In-
terestingly, [23] points out that the PCs with high variance are
not necessarily useful for separation between two populations.
This is because the direction of highest variance may not well-
separate the sample means after projection. [23] suggests using
the Mahalanobis distance between two populations defined by
a subset of PCs to measure the discriminatory power of that
subset. Specifically, if the kth PC with direction vector vk
maximizes the quantity
θk =
[vTk (X¯0 − X¯1)]
2
lk
,
where lk is the sample variance of the kth PC, the kth PC has
the largest discriminatory power. Intuitively speaking, what the
author suggests is that we have to use the information provided
by the response variable Y to guide the algorithm.
In the case where p ≫ n, ordinary PCA may perform
poorly as discussed in [22]. This poor performance occurs
because the eigenvectors of the sample covariance matrix are
not necessarily close to the true eigenvectors, in which case
the first few principle components cannot capture most of the
information contained in the data.
D. Stacked Auto-encoder
An auto-encoder is a feature learning approach that can be
thought of as a generalization of PCA. While PCA is based on
projecting the data onto linear subspaces, auto-encoders enable
us to deal with a curved manifold in the input space, so the
data are represented by projections on the curved manifold.
Let fθ and gθ be functions which we will call the the encoder
and decoder respectively. For each data point Xi ∈ R
p, we
compute a representation hi from Xi using the encoder as
follows: hi = fθ(Xi). The decoder gθ is then a mapping from
the feature space back to the input space and is intended to
produce a reconstruction of the input data Xˆi = gθ(hi). Like
PCA, the parameters θ characterizing the encoder and decoder
are estimated by minimizing the reconstruction error:
L(θ) =
n∑
i=1
‖Xi − gθ(fθ(Xi))‖
2
2.
If the input domain is unbounded, the most common choices
for the encoder and decoder are:
fθ = σ(b +WXi)
gθ = d+W
Thi
where σ(x) is the sigmoid function, b, and d are called bias
vectors and W is the weight matrix. If the identity function
is used instead of the sigmoid function, the resulting auto-
encoder will learn the subspace equivalent to that learned by
PCA [5].
An auto-encoder can be used as a a building block in a more
complex structure known as a stacked auto-encoder (SAE)
[4]. This structure is based on a sequence of auto-encoders
that are stacked one on top of the other. The input Xi is
encoded sequentially by each encoder. Specifically, the first
auto-encoder yields the representation h
(1)
i = f
(1)
θ (Xi), then
the output h
(1)
i is the input of the second auto-encoder to learn
the second representation h
(2)
i and so on.
One of the most important characteristics of SAEs arises
when they are used to form deep architectures with several
layers which can capture highly non-linear functions of the raw
data. Thus, deep architectures can lead to abstract representa-
tions. In order to train SAEs, one typically trains the first auto-
encoder using the training data as input. Given the result of the
first auto-encoder, the representation {h
(1)
i } is used as input to
train a second auto-encoder, and this process continues until
the last auto-encoder. Finally, at the top of the SAE, a softmax
classifier layer is added to do classification with the learned
representations. Finally, after the sequential stage-wise training
is complete, the entire SAE and the softmax layer is trained
jointly as one feed-forward neural network (SAE-classifier) to
improve all of the weights in the combined SAE and classifier.
The loss function used to train such SAE-classifers is cross
entropy loss (the log-likelihood) with L2-regularization [19].
Such a combined strategy is often called fine-tuning. Aside
from being used to create feature-vectors for a classifier, the
outputs of an SAE can be fed into a classifier as extra inputs
in addition to the original raw inputs [29].
III. EXPERIMENTAL EVALUATION
In this section, we compare the effectiveness of different
feature learning methods by considering a binary classification
problem where the goal is to use MRI data and classify sub-
jects into one of two groups: those with Alzheimer’s disease
(AD) or normal controls (NC). For all methods considered,
a linear support vector machine (SVM) is employed as the
classifier at the final level.
A. Dataset
The data are from the Alzheimer’s Disease Neuroimaging
Initiative ADNI-I study (http://adni.loni.usc.edu). The ages of
the subjects comprising the dataset we consider range from
55 to 90 years old. Specifically, in our study, we use 632
subjects. Among them, 144 were diagnosed with AD, 179
are NC, and the remaining 309 were categorized as having
mild cognitive impairment (MCI), which in our study are
considered as target-unrelated subjects. The MRI data were
preprocessed as described in [35] and the preprocessed images
are divided into 56 pre-defined regions-of-interest (ROIs) that
are known to be related to AD and the gray matter volume for
each ROI is computed. The specific ROIs used in our study are
outlined in [20] and the result is a vector of 56 MRI-derived
features.
B. Experimental Setup
We randomly split the dataset into a training set and a test
set. The size of the test set is 20% of the total dataset. We
standardize each feature to have zero mean and unit variance
in the training set. We use 10-fold cross-validation on the
training set to choose the hyperparameters for each method, for
example the number of PCs, and tuning parameters associated
with penalty terms. We use the test set to evaluate the
classification accuracy. This procedure is repeated 100 times to
achieve a better evaluation of the classification accuracy. For
simplicity of presentation we let LLF, SAEF and LLF+SAEF
denote, respectively, the original low-level features (raw 56-
dimensional data vectors), the SAE-learned features, and the
combination of LLF and SAEF.
C. Determination of the Structure of the SAE Model
Due to the small sample size, we use the whole dataset to
choose the structure of the SAE. We first randomly split the
data into training and test sets as described above. To find the
best structure of the SAE, we train 4 different SAE-classifiers,
namely, 40-20-15 (each number corresponds to a hidden layer
and represents the number of hidden units in that layer from
the bottom to the top of the SAE), 50-25-10, 50-20, and 40-15,
on the training data and evaluate the prediction power on the
test set. The structure with the highest classification accuracy is
selected. For each of the SAE-classifiers, the learning rate and
number of iterations used in the gradient descent optimization
method are also fixed in this stage [19]. To avoid over-fitting,
the number of iterations is set to be 150 and learning rate
is 0.01. The optimal structure of the SAE model using this
approach is found to be 40-15.
D. Semi-Supervised Approach
In addition to the supervised approach, the semi-supervised
approach is also considered when training the SAE-classifier.
That is, we first use both the target-related training and target-
unrelated samples to train the auto-encoders before fine-tuning.
We then use only the target-related training samples to fine-
tune the model. We will let semi-SAEF denote this approach.
E. Feature Learning Methods
The feature learning methods that we evaluate are as fol-
lows:
• No feature selection (No FS), LLF, SAEF, semi-SAEF,
LLF + SAEF and LLF + semi-SAEF
• PCA, where we represent LLF by the PCs with high
variance
• Two sample t-test to select a subset of LLF
• LASSO-based sparse feature learning applied to LLF,
LLF + SAEF, LLF + semi-SAEF
F. Experimental Results
Table 1 shows the mean accuracy of the feature learn-
ing methods considered. Examining this table, We find
that semi-SAEF and SAEF exhibit the best performance,
86.9%(SAEF) and 87.7%. Directly concatenating the high-
level features (SAEF/semi-SAEF) with LLF does not im-
prove the accuracy, e.g. 83.5% (LLF+SAEF) and 84.1%
(LLF+semi-SAEF) vs. 83.9% (LLF). The combination of
LLF+SAEF/LLF+semi+SAEF and the lasso-based method to
select a subset of the features seems to improve the per-
formance slightly, but the performance is no better than
LLF+LASSO, e.g. 84.6% (LLF+SAEF+LASSO) and 85.3%
(LLF+semi-SAEF+LASSO) vs. 85.7% (LLF+LASSO). Inter-
estingly, the simple approaches LLF+PCA and LLF+t-test
perform essentially equivalently to LLF+LASSO. Overall, the
use of a 40-15 stacked auto-encoder in combination with a
semi-supervised learning approach yields the highest accuracy
in predicting Alzheimer’s Disease from MRI.
TABLE I
Performance comparison of different feature learning methods in the classifi-
cation of AD versus NC (in % accuracy).
LLF LLF+SAEF LLF+semi-SAEF SAEF semi-SAEF
No FS 83.9 83.5 84.1 86.9 87.7
Lasso 85.7 84.6 85.3
t-test 85.9
PCA 85.7
IV. DISSCUSSION
A. Other forms of auto-encoders
In this article, we have only considered undercomplete
auto-encoders, that is, auto-encoders where the representation
dimension is less than the input dimension. From our study, it
is clear that undercomplete auto-encoders help to capture the
most representative features to achieve the goal of dimension
reduction. Recently, overcomplete auto-encoders have also
been considered and applied successfully to problems like the
one we considered here [5]. In the overcomplete case, the
representation dimension is greater than the input dimension.
In such cases there is a danger that the auto-encoder will
simply copy the input to the output without learning any
useful features from the data. To prevent this from occurring,
regularized auto-encoders can be used and these provide
the ability to choose any representation dimension. Aside
from the usual approach of regularizing by adding penalty
terms to the corresponding objective function, there are more
recent and interesting forms of regularized auto-encoders,
such as sparse auto-encoders [6], denoising auto-encoders [32]
and contrastive auto-encoders [28]. These alternative auto-
encoders will be studied and new results obtained in a follow-
up paper. We refer readers to [19] for more detail.
B. Stability
While not considered in the current paper, the stability of a
feature selection method is also an important issue that plays
a crucial role in biomedical classification problems such as
the one we considered here. In a follow-up paper, we will
investigate the stability of the feature selection approaches
considered here to small perturbations of the data such as
the addition or removal of sample points. It is of interest
to determine which of the methods considered here will
perform the best with respect to stability. This issue is of great
importance and a thorough discussion is provided in Yu [34].
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