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Abstract
Given two continuous maps f :X→ Y and g :W →Z between simply connected CW-complexes
of finite type, we show that Mcatk(f × g) = Mcatkf + Mcatkg over any field k. Moreover, we
establish a characterization Mcatkf = eC∗(Y ;k)C∗(X;k), where e is a kind of Toomer invariant
introduced by Félix et al. (1998). Finally, we apply the characterization to show that McatQf =
Mcatof . Ó 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
Let f :X→ Y be a continuous map between topological spaces. In [1] the authors define
the Lusternik–Schnirelmann category catf of the map f to be the smallest integer k such
that X can be covered by k + 1 open sets {Ui} such that f |Ui is homotopically trivial for
all i . In particular they recover the usual catX of some space X as cat idX .
Recall the Ganea construction [7]. Starting with a pathwise connected space X, one
considers the loop space fibration
ΩX
j
↪→ PX α→X,
where PX = {(γ, r) | r ∈ R>0 and γ : [0, r] → X, γ (0) = ∗} and α(γ, r) = γ (r).
Replacing the map j by a cofibration, one obtains an induced map q1 :E1→X where E1
is known as the homotopy cofibre of the map j . Then one replaces the map q1 by a fibration
α1 :G1X→ X. The space G1X ' E1 is known as the first Ganea space. Considering the
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inclusion j1 :F1→ G1X of the homotopy fibre of the map q1, one can then iterate this
process and obtain the following diagram
ΩX
j
F1
j1
Fk
jk
PX
α
G1X
α1
. . . GkX
αk
Gk+1X
X s
When X is a normal space, conventional general topology techniques show that catX 6
k if and only if the fibration αk has an homotopy section s as in the above diagram.
Similarly, when X and Y are normal spaces, one can show that catf 6 k if and only if
f factors up to homotopy through the kth Ganea space GkY of Y .
Considering simply connected CW-complexes of finite type and following the ideas
of [4] for spaces, Félix defines in [3] a rational version of catf , i.e., he defines cato f as
catfQ where fQ is the induced map between the rational spaces XQ and YQ. Moreover, by
applying Sullivan’s functorApl , he shows that cato f 6 k if and only if the relative Sullivan
model f¯ :ΛV → Λ(V ⊕ W) of f factors through the model i :ΛV → Λ(V ⊕ W ′) of
the projection ΛV →ΛV/Λ>kV , i.e., there is a commutative differential graded algebra
(CDGA)-map ρ such that the diagram
ΛV
f¯
i
Λ(V ⊕W)
ΛV/Λ>kV Λ(V ⊕W ′)'
ρ
commutes in the category of CDGAs. As in [9], he goes a step further by defining
Mcato f 6 k if in the above diagram ρ is simply a morphism of ΛV -modules. Clearly
we have
Mcato f 6 cato f 6 catf.
In what will follow, k is an arbitrary field unless otherwise specified and all topological
spaces are simply connected CW-complexes of finite type. Our aim is to extend the
definition of Mcato f to one over any field k and to show
Theorem 2. Mcatk(f × g)=Mcatk f +Mcatk g.
As an application, Theorem 2 together with the work of Hess [10] give us a unified way
of obtaining results already established in [5]. Moreover, we get
Corollary 6. Acatk(X× Y )= AcatkX+ Acatk Y ,
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where AcatkX 6 catX is another approximation to catX introduced in [9]. We finally
show that overQ, the noncommutative invariant McatQ f corresponds to the commutative
one, i.e.,
Theorem 11. For any continuous map f :X→ Y
Mcato f =McatQ f.
2. Definitions
Let k be an arbitrary field and let (A,d) be a differential graded algebra (DGA) equipped
with a decreasing filtration, I , of differential ideals such that A= I 0 ⊃ I 1 ⊃ · · · ⊃ Ik ⊃ · · ·
and I k · I l ⊂ Ik+l .
Let φ : (M,d)→ (N,d) be a morphism of (A,d)-modules. Recall that a semifree
extension of φ is a commutative diagram
N
M
φ
P
'
with P =⋃i>−1 P(i) where P(−1)⊂ P(0)⊂ · · · , and each one is an (A,d)-submodule,
such that P(−1) = (M,d), and each P(k)/P (k − 1), k > 0, is A-free on a basis of
cycles. A semifree resolution of an (A,d)-module M is a semifree extension of the map
0→M [6].
Let P '→M be a semifree resolution of M .
Definition 1. A model for φ is a semifree extension φ¯ :P → Q of the composition
P
'→M φ→N .
N
M
φ
P
'
φ¯
Q
'
Definition 2. We define an integer McatA φ to be less than or equal to k if there exists
a model φ¯ of φ which factorizes up to homotopy through a semifree extension of the
projection P → P/Ik+1P , i.e., in the following diagram
P
φ¯
Q
P/Ik+1P P ′'
(1)
the top triangle commutes up to homotopy and the bottom one exactly.
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Remarks.
• The notion of homotopy is understood to be the one in the differential graded module
category, i.e., f ∼ g if and only if there exists a map h of degree −|d| such that
f − g = dh+ hd .
• General lifting properties of semifree extensions make the definition of McatA φ
independent of the choices of model for φ and of the semifree extension of the
projection [6].
• If φ = idM , then McatA φ =McatM (see [5]).
Let f :X→ Y be a continuous map. Let us consider a free minimal model (T V,d) '→
C∗(Y ;k) of C∗(Y ;k) [9], and the filtration on T V given by Ik+1 = T >kV . Then the
induced algebra map
C∗(Y ;k) f
∗
→C∗(X;k)
is in particular a (T V,d)-module morphism and we make the following
Definition 3. Mcatk f :=McatT V f ∗.
Remarks.
• Mcatk f is independent of the chosen free minimal model of C∗(Y ;k) since they are
unique up to isomorphism.
• Let φ :T V → T (V ⊕W) be a relative extension (in the DGA category, see [6]) of
the composition T V '→ C∗(Y ) f
∗
→ C∗(X). Then φ is a model of f ∗ in the sense of
Definition 1.
• Clearly, we could have considered right T V -modules instead of left T V -modules.
But, since C∗(·;k) ∼= (C∗(·;k))op (see [9]), the two possible values of Mcatk f
coincide.
In the particular case of k=Q we have another option. We can consider the Apl functor
of Sullivan [12] and take the minimal model (ΛV,d) of Apl(Y ) as our DGA with filtration
I k+1 =Λ>kV . Thus we make the following
Definition 4. Mcato f :=McatΛV Apl(f ).
Remarks.
• The integer Mcato f is well defined since minimal models are unique up to
isomorphism.
• The relative Sullivan model ΛV →Λ(V ⊕W) of the composition
ΛV
'→Apl(Y ) Apl(f )−→ Apl(X)
is a model of Apl(f ) in the sense of Definition 1.
• The problem of leftΛV -modules or rightΛV -modules does not pose itself since ΛV
is commutative.
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3. Product formulas
Recall from [5] the definition of the integer eAM associated to an (A,d)-module M .
One starts by taking a free model (T V,d) of the DGA (A,d) (if it is not already equipped
with a desirable decreasing filtration) and considers a (T V,d)-semifree resolution P ofM .
Then eAM is the least integer k such that the projection P → P/T >kV · P is injective in
homology.
In the same way, when k = Q we can define eoAM for M a module over some
commutative DGA (A,d). But this time we consider the minimal model (ΛV,d) of (A,d).
The next result is implicitly given in [5]. For completeness we include its proof. Suppose
that {(A,d), I } and {(B,d), J } are two filtered DGAs and that M and N are, respectively
(A,d) and (B,d)-modules. Then
Lemma 1 [5]. eA⊗B(M ⊗N)= eAM + eBN .
Proof. Without loss of generality we can considerM andN to be semifree. ClearlyM⊗N
is A⊗B-semifree. Let eAM = k and eBN = l. Then the map
M ⊗N→M/Ik+1M ⊗ N/J l+1N
is injective in homology and factors through the projection
M ⊗N→M ⊗N/(I ⊗ J )k+l+1M ⊗N.
Thus eA⊗B(M ⊗N)6 k + l. On the other hand, let α ∈M and β ∈ N be two non-trivial
cocycles killed respectively in M/IkM and N/J lN . They can be written as α = dα′′ + α′
and β = dβ ′′ +β ′ with dα′ = dβ ′ = 0, α′ ∈ IkM and β ′ ∈ J lN . Now α⊗β is a non-trivial
cocycle in M ⊗N and can be rewritten as
α⊗ β = d(α′′ ⊗ β ± α′ ⊗ β ′′)+ α′ ⊗ β ′,
where α′ ⊗ β ′ ∈ (I ⊗ J )k+lM ⊗N . It is thus killed in M ⊗N/(I ⊗ J )k+lM ⊗N , i.e.,
eA⊗B(M ⊗N)> k + l. 2
Let f :X→ Y and g :W →Z be two continuous maps. Then
Theorem 2. Mcatk(f × g)=Mcatk f +Mcatk g.
Recall that C∗(Y ×Z;k) and C∗(Y ;k)⊗C∗(Z;k) are quasi-isomorphic as DGA’s. The
theorem will thus follow from Lemma 1 and the following proposition.
Proposition 3. Mcatk f = eC∗(Y ;k)C∗(X;k).
To prove this proposition, we establish the two inequalities independently.
Lemma 4. Let M be a C∗(X;k)-module. Then
eC∗(Y ;k)M 6Mcatk f.
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Proof. Let φ :T V → T (V ⊕W) be a model of f . This makesM into a T (V ⊕W)-module
and in particular into a T V -module. Let P '→M be a left T (V ⊕W)-semifree resolution
ofM . Note that it is also T V -semifree. Suppose Mcatk f = k, i.e., there exists a morphism
of right T V -modules ψ together with a diagram
T V
φ
T (V ⊕W)
T V/T >kV T (V ⊕W ′)'
ψ
of the same type as diagram (1). Note that T (V ⊕W ′) is a free T V -module and can be
written as (k⊕ S) ⊗ T V for some graded vector space S. Now, on one hand, ψ can be
extended to a morphism ψ¯ : (k⊕ S)⊗ T (V ⊕W)→ T (V ⊕W) of T (V ⊕W)-modules.
On the other hand, if we denote by i the inclusion T (V ⊕W)→ (k⊕S)⊗T (V ⊕W), we
have
P = T (V ⊕W)⊗T (V⊕W) P
i⊗1 (k⊕ S)⊗ T (V ⊕W)⊗T (V⊕W) P
ψ¯⊗1
such that ψ¯ ⊗ 1 ◦ i ⊗ 1 ∼ id. Thus H ∗(i ⊗ 1) is injective. But the right-hand side of the
above diagram can be rewritten as
(k⊕ S)⊗ T (V ⊕W)⊗T (V⊕W) P = (k⊕ S)⊗ P
= (k⊕ S)⊗ T V ⊗T V P
' T V/T >kV ⊗T V P
= P/T >kV · P,
where the quasi-isomorphism comes from the fact that P is T V -semifree. ThusH ∗(P )→
H ∗(P/T >kV · P) is injective. 2
Lemma 5. Mcatk f 6 eC∗(Y ;k)C∗(X;k).
Proof. Let φ :T V → T (V ⊕W) be a model of f . Let P '→ C∗(X;k) be a T (V ⊕W)-
semifree resolution of C∗(X;k). Again note that it is also T V -semifree. Suppose that
eC∗(Y ;k)C∗(X;k) = k, i.e., P ρ→ P/T >kV · P is injective in homology. Taking the dual
we have
T (V ⊕W) '→C∗(X;k) '→ P∨. (2)
Let z = ρ∨α be a cocycle representing 1¯ ∈ H 0(P∨) ∼= H 0(X) for some α ∈ (P/T >kV ·
P)∨. This is possible since H ∗(ρ∨) is onto. Thus the map
T (V ⊕W)→ P∨
1 7→ z
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of T (V ⊕W)-modules is a quasi-isomorphism. Note that since T >kV · α ≡ 0, this map
factors through T (V ⊕W)/T >kV · T (V ⊕W). We thus have to show the existence of the
T V -module morphism ψ in the following commutative diagram.
T V
φ
T (V ⊕W) ' P∨
T (V ⊕W ′) ψ'
T V/T >kV T (V ⊕W)/T >kV · T (V ⊕W)
Note that this diagram can be written in a more familiar way, as shown below.
T (V ⊕W) ' P∨
T V
φ
T (V ⊕W ′)
ψ
Then the existence of ψ is given by the lifting property of semifree extensions. 2
Ndombol showed recently in [11] that AcatkX = mcatkX over any field k for any
simply connected CW-complex X of finite type. Since Mcatk idX =mcatkX we have
Corollary 6. Acatk(X× Y )= AcatkX+ Acatk Y .
Moreover, ifH ∗(X;k) satisfies Poincaré duality, then C∗(X;k) and C∗(X;k) are quasi-
isomorphic as C∗(X;k)-modules. Since the Toomer invariant [13] ek(X) of a space X is
simply eC∗(X;k)C∗(X;k), we have
Corollary 7. If X is simply connected and H ∗(X;k) is a Poincaré duality algebra, then
AcatkX = ek(X).
Remark. In the last two lemmas, if we consider Apl(·) instead of C∗(·;Q), (Apl(X))∨
instead of C∗(X;Q), and free commutative algebras, Λ(·), instead of free algebras, T (·),
then we get a commutative version of Proposition 3, i.e.,
Proposition 8. Mcato f = eoApl(Y )(Apl(X))∨.
Note that since we are working over finite type CW-complexes, the double dual map is
a quasi-isomorphism and therefore line (2) in the proof of Lemma 5 is replaced by
Apl(X)
'→ (Apl(X))∨∨ '→ P∨.
Now, since Apl(Y × Z) and Apl(Y )⊗Apl(Z) are quasi-isomorphic as CDGAs, we have
the commutative analogue of Theorem 2, i.e.,
Theorem 9. Mcato(f × g)=Mcato f +Mcato g.
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Hess showed in [10] that mcato X = cato X for any simply connected CW-complex X
of finite type. Noting that Mcato idX =mcato X, we recover the result from [5], i.e.,
Corollary 10 [5]. cato(X× Y )= cato X+ cato Y .
4. Toomer’s invariant
For now on we will be working over Q. Sullivan’s theory [12] implies the existence, for
any simply connected CW-complexX of finite type, of a DGAQ(X) together with a chain
Apl(X)
'→Q(X) '←
s
C∗(X;Q) (3)
of DGA quasi-isomorphisms natural in X (see [8] for the exact nature of Q(X)). Thus any
free model (T Z,d) '→ C∗(X;Q) lifts to a DGA quasi-isomorphism (T Z,d) '→ Apl(X).
Moreover, from any continuous map f :X→ Y , one constructs a commutative diagram
Apl(Y )
Apl(f )
Apl(X)
T Z
'
'
φ
T (Z⊕W)
'
'
C∗(Y ;Q) f ∗ C∗(X;Q)
that commutes up to homotopy, where φ is a relative extension [6] obtained by general
lifting arguments from f ∗. In particular we have
eC∗(Y )C∗(X)= eT Z
(
C∗(X)
)∨
= eT ZT (Z⊕W)∨
= eApl(Y )
(
Apl(X)
)∨
.
This leads to
Theorem 11. For any continuous map f :X→ Y
Mcato f = eoApl(Y )
(
Apl(X)
)∨ = eApl(Y )(Apl(X))∨ = eC∗(Y )C∗(X)=McatQ f.
We show the second equality via the following proposition.
Proposition 12. Let M be an Apl(X)-module for some space X. Then
eApl(X)M = eoApl(X)M.
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Proof. Without loss of generality we can assume M to be ΛV -semifree where (ΛV,d) is
the minimal model ofX. From the above remarks,M is thus a T Z-module. LetΦ :P '→M
be a T Z-semifree resolution of M . Then the commutative diagram
P '
Φ
M
P/T >kZ · P M/T >kZ ·M M/Λ>kV ·M
shows that eT ZM 6 eoΛVM . We proceed to show the reverse inequality.
Let GnX denote the nth Ganea space. Doeraene [2] showed that TZ/T >nZ and
C∗(GnX) were quasi-isomorphic as T Z-modules through a chain of quasi-isomorphisms
of the form
TZ/T >nZ
'← (Q⊕ S)⊗ TZ '→C∗(GnX)
for some graded vector space S. We can thus construct a commutative diagram
P
'
i
C∗(X)⊗T Z P
α∗n⊗1
P/T >nZ · P (Q⊕ S)⊗P' ' C∗(GnX)⊗T Z P
where αn :GnX → X is the nth Ganea’s fibration and i is the unique T Z-module
morphism that sends p to 1⊗ p. Note that the quasi-isomorphisms are preserved because
P is T Z-semifree. Moreover, the projection P → P/T >nZ ·P is injective in homology if
and only if α∗n⊗ 1 is. Now, from the naturality of (3), we construct a commutative diagram
C∗(X)⊗T Z P α
∗
n⊗1
s1⊗Φ
C∗(GnX)⊗T Z P
s2⊗Φ
Q(X)⊗ΛV M Q(GnX)⊗ΛV M
Apl(X)⊗ΛV M
'
Apl(αn)⊗1
Apl(GnX)⊗ΛV M
'
in which if s1 ⊗Φ and s2 ⊗Φ were quasi-isomorphisms, then α∗n ⊗ 1 would be injective
in homology if and only if Apl(αn) ⊗ 1 was. Note that in the bottom square the quasi-
isomorphisms are preserved because M is ΛV -semifree. Before showing that s1 ⊗Φ and
s2⊗Φ are indeed quasi-isomorphisms, we need to recall basic constructions of a semifree
resolution of some R-module N .
Proposition 13 [6]. Every R-module N has a semifree resolution M .
Proof. Let M(0) = R ⊗ (S(0),0) where S(0) is the free k-module generated by the
elements of the submodule of cycles of N . The linear injection S(0)→ N extends to
M(0) as an R-module morphism q(0). Clearly H∗(q(0)) is surjective. We now construct
inductively a sequence of maps q(k) :M(k)→ N . Suppose q(k − 1) constructed and
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let {vαi } be a basis in degree i of S(k) in one-to-one correspondence with the elements
{wαi } of kerHi−1(q(k − 1)). Set dvαi = wαi and let M(k) =M(k − 1) ⊕ (R ⊗ S(k)).
Since Hi−1(q(k− 1))wαi = 0, we have q(k− 1)(wαi )= dxαi . Now extend the linear map
vαi 7→ xαi to R⊗ S(k) as an R-module morphism. This morphism together with q(k − 1)
define q(k). Thus
q = lim→ q(k) :M = lim→ M(k)
'→N
is clearly the required semifree resolution. 2
Proposition 14. Let φ :R′ '→ R be a DGA quasi-isomorphism. Suppose M is R-semifree
of the same format as in Proposition 13. Then there is a semifree R′-module P =⋃P(k),
where P(0) = R′ ⊗ S(0) and P(k) = P(k − 1) ⊕ (R′ ⊗ S(k)), together with a quasi-
isomorphismΦ = lim→ Φ(k) :P →M , where Φ(0)= φ⊗ idS(0), such that for v ∈ S(k), we
have Φ(v)− v ∈M(k − 1).
Proof. We construct Φ(k) and d ′|S(k) by induction on k. Clearly Φ(0) is a quasi-
isomorphism on (P (0), d ′)=R′ ⊗ (S(0),0). Assume that d ′ is constructed up to P(k− 1)
with Φ(k − 1) a quasi-isomorphism. Now, for vαi ∈ S(k), dvαi is a non-trivial cycle in
M(k − 1) by construction. Thus, since Φ(k − 1) is a quasi-isomorphism, there is a non-
trivial cycle pαi ∈ P(k − 1) such that Φ(k − 1)(pαi ) = dvαi + dγαi , γαi ∈ M(k − 1).
Let d ′vαi = pαi and Φ(k)(vαi ) = vαi + γαi . Clearly d ◦ Φ(k) = Φ(k − 1) ◦ d ′. Now the
following commutative diagram between short exact sequences
0 P(k − 1)
'Φ(k−1)
P (k − 1)⊕ (R′ ⊗ S(k))
Φ(k)
R′ ⊗ (S(k),0)
'
0
0 M(k − 1) M(k − 1)⊕ (R⊗ S(k)) R⊗ (S(k),0) 0
together with its induced long exact sequence in homology and the “five lemma” show that
Φ(k) is a quasi-isomorphism. 2
Proof of Proposition 12 (Continued). Using the same notation as in the last two proposi-
tions, we can assume that M and P are of the given format. We are now in a position to
show that s1 ⊗Φ and s2 ⊗Φ are quasi-isomorphisms. Note that
C∗(·)⊗ S(0)= C∗(·)⊗T Z P (0)
si⊗Φ(0)
Q(·)⊗ S(0)=Q(·)⊗ΛV M(0)
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is a quasi-isomorphism for respectively · =X, GnX and i = 1,2. Proceeding by induction,
we suppose that si ⊗Φ(k − 1) is a quasi-isomorphism. Again the following commutative
diagram between short exact sequences
0 0
C∗(·)⊗T ZP (k − 1) si⊗Φ(k−1)' Q(·)⊗ΛV M(k− 1)
C∗(·)⊗T ZP (k − 1)⊕ (C∗(·)⊗S(k))si⊗Φ(k)Q(·)⊗ΛV M(k− 1)⊕ (Q(·)⊗S(k))
C∗(·)⊗(S(k),0) ' Q(·)⊗(S(k),0)
0 0
together with its induced long exact sequence in homology and the “five lemma” show
that si ⊗Φ(k) is a quasi-isomorphism for respectively · =X,GnX and i = 1,2. Thus the
result.
To conclude, we need the following lemma.
Lemma 15. The relative Sullivan model pn :ΛV →Λ(V ⊕En) of the nth Ganea fibration
αn factors through the relative Sullivan model qn :ΛV → Λ(V ⊕ Vn) of the projection
ΛV →ΛV/Λ>nV , i.e.,
ΛV
pn
qn
Λ(V ⊕En)
Λ(V ⊕ Vn)
ψ
with ψ ◦ qn = pn for some DGA map ψ .
Proof. Recall from [3] that cat0(GnX)6 n. Moreover its model must be a retract of some
CDGA A with An+1 = 0 [3, p. 44]. We thus have a commutative diagram
Λ(V ⊕ Vn)
'
τ
ΛV
qn
pn
ΛV/Λ>nV
Λ(V ⊕En) A
ΛT
ρ
'
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where τ is obtained through standard lifting arguments on relative Sullivan models. The
desired map is given by ψ = ρ ◦ τ . 2
Proof of Proposition 12 (Continued). Using the notation of the last lemma, we have a
commutative diagram
Apl(X)⊗ΛV M Apl(αn)⊗1Apl(GnX)⊗ΛV M
M =ΛV ⊗ΛV M
'
pn⊗1
qn⊗1
Λ(V ⊕En)⊗ΛV M
'
Λ(V ⊕ Vn)⊗ΛV M
ψ⊗1
'
M/Λ>nV ·M
which shows that the projectionM→M/Λ>nV ·M is injective in homology if Apl(αn)⊗
1 is, i.e., if the projection P → P/T >nZ · P is. Again, note that the quasi-isomorphisms
are preserved since M is ΛV -semifree. The result follows. 2
Note that we also recover a result from [5], i.e.,
Corollary 16 [5].
cat0X = eC∗(X;Q)C∗(X;Q).
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