Abstract. We derive a posteriori estimates for the modeling error caused by the assumption of perfect incompressibility in the incompressible NavierStokes equation: Real fluids are never perfectly incompressible, but always feature at least some low amount of compressibility. Thus, their behavior is described by the compressible Navier-Stokes equation, the pressure being a steep function of the density. We rigorously estimate the difference between an approximate solution to the incompressible Navier-Stokes equation and any weak solution to the compressible Navier-Stokes equation in the sense of Lions (without assuming any additional regularity of solutions). Heuristics and numerical results suggest that our error estimates are of optimal order in case of "well-behaved" flows and divergence-free approximations of the velocity field. Thus, we expect our estimates to justify the idealization of fluids as perfectly incompressible also in practical situations.
Introduction
Consider a fluid with a very high bulk modulus, i.e. a fluid which is nearly incompressible. The behavior of such fluids is known to be described well in practice by the incompressible Navier-Stokes equation, which reads (denoting the velocity field by v and the pressure by p i )
However, to the best of our knowledge a fully rigorous justification of the idealization of a real fluid as perfectly incompressible has not yet been accomplished: Any real fluid at least features some amount of compressibility, which implies that its behavior should be described by the compressible Navier-Stokes equation 
Here ρ denotes the density of the fluid and u denotes the velocity field; µ(ρ) and λ(ρ) denote the (possibly density-dependent) shear and bulk viscosity of the fluid, respectively. The compressible Navier-Stokes equation needs to be supplemented by an equation of state relating the pressure p c and the density ρ, e.g.
for some γ > 1 and some > 0. Here, corresponds to the compressibility of the fluid. Thus, in our setting will be small.
The results closest to establishing a rigorous justification of the model (1) for real fluids can be found in [27] ; Lions and Masmoudi show that the incompressible Navier-Stokes equation corresponds to the incompressible limit of the compressible Navier-Stokes equation. While being a remarkable analytical result, no rates of convergence have been obtained; thus, their result does not justify the usage of the incompressible Navier-Stokes equation for a real fluid.
For classical solutions to (2) (which however are only known to exist locally in time), the passage to the incompressible limit has been accomplished by Klainerman and Majda [22, 23] ; this result also includes rates of convergence. Hagstrom and Lorenz [21] have shown global existence of classical solutions for slightly compressible fluids on the two-dimensional torus without forces; they have also shown convergence to the solution of the incompressible Navier-Stokes equation. Their estimates include rates of convergence and their result would also apply to the three-dimensional case if the solution to the incompressible Navier-Stokes equation were known to be a classical solution. Of course, the existence of classical solutions for the three-dimensional Navier-Stokes equation -perhaps except for a small set of exceptional data -is widely conjectured. However, the constants in the convergence estimates of [21] depend on norms of the derivative of the limit solution, which is an obstacle to practical applications of this convergence result even when assuming smoothness of the limit solution. A result similar to [21] for a slightly different compressible Navier-Stokes type equation may be found in [24] . In general, the passage to the incompressible limit in models for fluids has been a very active area of research; see also [13, 14, 16, 17, 28] and the references therein.
In the present work, we establish a posteriori modeling error estimates for the assumption of perfect incompressibility in the incompressible Navier-Stokes equation: Given an approximate solution to the incompressible Navier-Stokes equation (1), we a posteriori estimate the difference between the approximate solution to (1) and any corresponding weak solution to the compressible Navier-Stokes equation (2) . Note that we directly work with the notion of weak solutions to the compressible Navier-Stokes equation as introduced by P.-L. Lions [25] ; we do not require any additional regularity of the weak solution.
We would in particular like to emphasize that our estimates only contain explicit constants and constants which can easily be evaluated (and no implicit possibly large constants), except for a Poincaré-Sobolev constant which however only enters in a higher-order term. Our estimates are therefore meaningful also for practically obtainable approximations of solutions to the incompressible Navier-Stokes equation as shown in the section on numerical examples below.
Moreover, our result includes an assertion of "practical well-posedness": Despite uniqueness being an open problem for weak solutions to the compressible NavierStokes equation, we can show that our error bounds are valid for an arbitrary weak solution. Thus, if our error bounds are small, the difference between any two corresponding weak solutions to the compressible Navier-Stokes equation is also seen to be small.
Note that there have been many results on a posteriori modeling error estimates e.g. for problems in elasticity, homogenization, and dimension reduction, see e.g. [4, 5, 11, 12, 20, 30, 31, 32, 36, 37, 38, 40, 41, 42] . However, the field of a posteriori modeling error estimates is far from being fully developed; in fluid mechanics, few results on a posteriori modeling error estimates have been available so far, amongst them the error estimate for the model simplification of replacing the stationary incompressible Navier-Stokes equation with the Stokes equation [30] as well as the modeling error estimate for certain model simplifications in combustion problems [7] .
Let us now fix some conventions to be used throughout the paper. After rescaling, we may assume that the reference density of our fluid (i.e. the density of the fluid in the incompressible idealization) is 1. To match the viscosities in (1) and (2), we set µ 0 := µ(1).
Before sketching our method, we would like to discuss the expected origin and behavior of the modeling error. Heuristically, it turns out that the deviation between the solution of the incompressible Navier-Stokes equation and the solution of the compressible Navier-Stokes equation should mainly (i.e. in leading order) correspond to sound waves propagating in the medium; see e.g. [21, 23, 24] . Let v, p i be a solution to the incompressible NSE (1) and let ρ, u be a solution to the compressible NSE (2) . Suppose p c (1) = 1 and denote by
the rescaled deviation of the density predicted by the compressible NSE from the density predicted by the pressure field from the incompressible NSE. Suppose for the moment (for simplicity) that f ≡ 0 and that µ(ρ) ≡ µ 0 , λ(ρ) ≡ λ 0 . Denote by
the rescaled deviation of the velocity field predicted by the compressible NSE from the velocity field predicted by the incompressible NSE. We then formally obtain from (1) and (2)
This corresponds to a damped wave equation with wavespeed 1 √ and source term
Since for typical flows the latter quantity is nonzero, but rather of the order unity, one therefore expects that v − u = O( √ ) and ρ − 1 = O( ). Note that this in particular implies that we should not expect an error estimate relating the pressure from the incompressible NSE to the pressure in the compressible NSE. Indeed, the pressure in the incompressible Navier-Stokes equation is related to the physical pressure only in an averaged (weak limit) sense.
Let us now provide a first sketch of our technique. The key ingredient for our derivation of modeling error estimates is the error functional
where v h , p h denote an approximate solution to the incompressible Navier-Stokes equation (1) and where the internal energy density π is given by
. By we denote the convex conjugate of the function π (1 + ·), i.e.
This enforces an estimate of the form
in case of the pressure law (3) with γ = 2 and similar estimates in the general case.
To the best of our knowledge, the error functional (5) contains a significant new ingredient. Lions and Masmoudi [27] have used the related but simpler relative entropy functional´Ω 1 2 ρ|v h − u| 2 + π (ρ) dx for a side result in their paper. However, they only obtain a qualitative assertion on convergence as → 0 (without rates). A generalization of this relative entropy functional has been used in the literature e.g. to obtain weak-strong uniqueness for the compressible Navier-Stokes equation and to justify certain singular limits (mostly however without rates of convergence); see e.g. [10, 15, 17] and the references therein. To obtain optimalorder estimates for the modeling error caused by the approximation of a slightly compressible fluid as perfectly incompressible, it appears to be necessary to consider the full error functional (5), which basically compares the solution ρ, u of the compressible Navier-Stokes equation to the approximation 1 + p h , v h . Note that like relative entropies, our functional is chosen to take advantage of the dissipation of energy of weak solutions to the compressible Navier-Stokes equation in the sense of Lions. This is crucial for our arguments to work since we are in a regime with low guaranteed regularity: For example, we cannot test the compressible NavierStokes equation with functions of ρ, as we do not know anything regarding weak differentiability of ρ.
By the above discussion, to obtain optimal order estimates for the modeling error we need to derive a differential inequality for
, where e num denotes the error due to v h , p h being only an approximate solution to (1): As we are working with approximate solutions to the incompressible NavierStokes equation, we also need to estimate the error arising due to a nonvanishing residual in equation (1) (when plugging in our approximate solution). This amounts to deriving an a posteriori error estimate for the numerical error. In the present work, we shall employ an a posteriori error estimate of functional type; see e.g. [29, 33, 34, 35, 39] and the references therein. Alternative techniques for numerical a posteriori error estimation may be found e.g. in [1, 2, 3, 8, 9, 43, 44] 
The corresponding norm is given by ||v||
For a, b ∈ R, by a ∨ b we denote the maximum of a and b. The notation a ∧ b refers to the minimum of a and b. We shall use the abbreviation (a) + for max(a, 0) and the notation (a) − for max(−a, 0).
Given two matrices A, B of dimension n × n, we denote the sum n i,j=1 A ij B ij by A : B. The notation |A| 2 refers to the spectral norm of A. In contrast, the notation |A| is used for the Frobenius norm. Given a tensor field a ∈ L 2 (Ω;
We fix some (arbitrarily large) T max > 0 and abbreviate I := [0, T max ). Given some Banach space X, we use the notation L p ([0, T ]; X) to denote the space of all (strongly Bochner) measurable mappings f : 
T . This allows us to rewrite the Laplacian acting on a vector field as ∆v = div(∇v).
Main Results
We shall work with the following assumptions on the domain and the coefficients: 
Note that (7) implies (by (6) ) that
and (by the properties of the Legendre transform)
We shall assume the no-slip boundary condition
at the lateral boundary for any t > 0. Before stating our a posteriori modeling error estimate, let us recall the definition of a weak solution to the compressible Navier-Stokes equation as originally introduced by Lions [25, 26] . The version we present here is a slightly rephrased and weakened form of the definition in [18] .
with ρ ≥ 0 a finite energy weak solution to the compressible Navier-Stokes equation with no-slip boundary condition on (10) and if in addition the energy inequalitŷ
Note that by approximation, equations (9) and (10) are also valid for ψ ∈ W 1,∞ (Ω × I; R d ) and φ ∈ W 1,∞ (Ω × I) with ψ ≡ 0 on ∂Ω × I, ψ(., T max ) ≡ 0, and φ(., T max ) ≡ 0.
Recall that in case of density-independent viscosities µ(ρ) ≡ µ 0 > 0, λ(ρ) ≡ λ 0 > 0 and a domain Ω with boundary of class C 2,α , existence of a globally defined weak solution to the compressible Navier-Stokes equation is known for any initial data subject to the above conditions (see the work of P.-L. Lions [25, 26] for the case γ ≥ 9 5 and the work of Feireisl et al. [18] for the case γ > 3 2 ). To state our main result, we need to introduce the following constants. , and denote by C Ω,2,6 the Poincaré-Sobolev constant for the embedding
Definition 2. We define
Remark 3. If the equation of state is given by (7), we have
, C π,e = γ,
Furthermore, in case d = 3 we have
Our main result, the combined a posteriori estimate for the numerical error and for the modeling error due to the assumption of perfect incompressibility in the incompressible Navier-Stokes equation, reads as follows. Note that our estimate takes the form of a differential inequality for the (time-dependent) error functional 
Let ρ, u be an arbitrary finite energy weak solution to the compressible Navier-Stokes equation in the sense of Definition 1. Introduce the error functional
with denoting the convex conjugate of π (1 + ·). Let y ∈ W 1,∞ (Ω × I; R d×d ) and set
Furthermore, set
Then for any T > 0 the following a posteriori estimate holds:
where the constants are defined in Definition 2 above.
Note that the tensor field y in our estimates needs to be chosen (appropriately) to obtain an explicit a posteriori error estimate. One should think of it as a Lipschitz continuous approximation of the (possibly discontinuous) tensor field ∇v h ; cf. below.
Let us review the different contributions to the error. The leading-order contributions to the error are gathered in the terms E 2 num , E 2 model , and E 2 div . The term E 2 h.o.t. consists of higher-order contributions; in most practical applications, we expect it to be significantly smaller than the leading-order terms (despite the many terms it consists of). The last term on the right-hand side of (13) takes into account the potential instability of the flow, resulting in possibly exponential growth of perturbations. This term does not introduce errors by itself, but only amplifies errors which are already present. Note that in order for our theorem to give a meaningful bound for the total error, it is necessary to verify a posteriori that the integral
is not too large (as the other contributions to the error will be amplified by roughly the exponential of this quantity). Due to the lack of knowledge regarding regularity of weak solutions to the incompressible Navier-Stokes equation in three spatial dimensions, even for well-behaved discretization schemes it is not guaranteed a priori that this integral will remain bounded uniformly in h (although it is generally considered to be likely).
We now take a closer look on the leading-order contributions to the error. The term E 2 num corresponds to the "numerical error", i.e. the error due to v h , p h being only an approximate solution to the incompressible Navier-Stokes equation (1) . It resembles a usual a posteriori error estimate. Note that the quantity y, which one may think of as a Lipschitz continuous approximation for the possibly discontinuous quantity ∇v h , may be chosen to belong to an appropriate finite element space without losing efficiency of the error estimate; then one may either define y using an appropriate interpolation operator or by solving a finite-dimensional convex optimization problem (i.e. minimizing the term E 2 num ). The second contribution E 2 model corresponds to the leading-order part of the modeling error. To give a reason for the occurrence of the material derivative of the pressure
in the bound for the modeling error, recall that in the compressible Navier-Stokes equation the pressure gradient is generated by small variations of the density. However, density is advected, so the pressure field in the compressible Navier-Stokes equation is also subject to advection. Thus, if the material derivative of the pressure p h from the incompressible NSE vanishes, in the compressible NSE case a pressure field close to p h may be generated by small density variations which are advected with speed v h . If on the other hand the material derivative of p h is nonzero, in the compressible NSE case either pressure p (ρ) or velocity u must differ from the corresponding quantity from the incompressible case, consequently giving rise to a modeling error. To give another explanation for the occurrence of the material derivative of the pressure, note that the material derivative of the pressure is exactly the source in the equations of linearized acoustics (4) which supposedly provide a description of the behavior of the leading-order part of the modeling error. Finally, the term E 2 div corresponds to a harmful interaction of model simplification and discretization, which itself turns out to be of leading order. To explain the reason for the presence of this term, suppose that the initial velocity field u 0 contains a sound wave which initially is in the phase of constant density. If v h is initially not perfectly divergence-free, our estimate for the initial error might fail to "see" this sound wave (as v h (·, 0) might be very close to u 0 ). The sound wave subsequently propagates with speed 1/ √ , so (in case of a standing wave) within a time of the order of 1/ √ the wave will have reversed its velocity profile. This effect is clearly not captured by the
is of the same order as the approximation error in the gradient ∇v h ) and calls for countermeasures. Besides using divergence-free elements, one possible solution is to use postprocessing to obtain a divergence-free reconstruction v h of the velocity field, cf. Section 4 below.
In case of the equation of state (3) with γ = 2, our modeling error estimates simplify significantly. To give a statement of our main result which is easier to grasp, we now state the error estimates separately in this case. Note that again, our estimate takes the form of a differential inequality for the (time-dependent)
Corollary 5. Let the assumptions of Theorem 4 be satisfied. Assume that γ = 2 and that µ(ρ) ≡ µ 0 as well as λ(ρ) ≡ λ 0 . Set
Then for any T > 0 and any y ∈ W 1,∞ (Ω × I; R d×d ) the a posteriori estimate
holds, where
as well as
Finally, note that our error functional D[v h , p h , ρ, u] enables us to bound the error in both momentum and velocity: We have (making use of the first assertion of Lemma 8 in the appendix) 
is given by
which implies the bound
is not an obstacle to the application of the previous estimate, as our error functional D is supposed to remain small.
Proof of the A Posteriori Modeling Error Estimates
We now prove our a posteriori modeling error estimates. To facilitate reading, the terms of different origin carry underlines of different color and style. Terms arising due to inertia terms in the compressible or incompressible Navier-Stokes equation are marked with a yellow solid underline, terms due to viscosity are marked with a sparsely dotted underline. Finally, terms arising due to forces have a grey dashed underline with long dashes and a term due to a remaining time derivative is marked with a :::::::::::: purple wavy underline. During rearranging, terms with differently colored underlines are rearranged separately; whenever we need to sum terms with underlines of different color, this will be indicated by a loss of the colored underline in the resulting term.
. It then holds for any y ∈ W 1,∞ (Ω×I; R d×d ) and any T > 0 that 
Proof. We add the integrals on the right-hand side of (16) to the integral´T 0´Ω (v h − u) · d dt v h dx dt and subtract them again; then we subtract the term µ 0´T 0´Ω ∇(v h − u) : y + (v h − u) · div y dx dt (note that this term is zero) and employ standard estimates.
Proof of Theorem 4. We have by the continuity equation in the compressible NSE (10) (which we test with the function
, where ξ(t) is a monotonous function with ξ ≡ 1 on [0, T − τ ] and ξ ≡ 0 on [T, ∞); then we pass to the limit
:::::::::::::::
Moreover, again by (10) it holds that
Additionally, by the equation for the momentum in the compressible NSE (9) we haveˆΩ 
Note that the equation
holds for any two vector fields u, v h ∈ H 1 0 (Ω; R d ) (this is shown for smooth compactly supported vector fields using integration by parts; for general vector fields, it follows by approximation). Taking the sum of (16), (17), (18), (19) and the time-integrated version of (20), we infer 
Taking into account the dissipation of energy for finite energy weak solutions to the compressible NSE (11) as well as the equationŝ 
where in the last step we have used integration by parts twice (in the second term). Putting the last two estimates together, we obtain using the definition of A residual as well as (A2) and (A3) and Young's inequalitŷ 
−ˆT
We deduce applying the Poincaré-Sobolev embedding (we denote the constant by C Ω,2,6 ) and Young's inequality as well as the Lipschitz continuity of µ and the definition of C π,p (for the latter see Definition 2) 
Note that the term I is present on the right-hand side of the estimate of Theorem 4. Likewise, the term IV is present in the error term E (22)). Note that by the first assertion of Lemma 8, we havê
The terms IX and XI are present in the error term E (22)). Term X is bounded by
where we have used Definition 2 and (22). Note that the latter term is present in E 
(T ).
Regarding term II, we estimate (
by Definition 2; furthermore, note that
where the latter terms are present in E 
Taking into account that for any x ≥ 0 and any a ≥ 0 it holds that x ≤ (1 − a) + x+ min(a, 1)x, we infer
This implies
dt.
The first term on the right-hand side corresponds to E 2 model (T ), while the second and the third term are bounded by corresponding terms in E 
Numerical Results
As a last point, let us give some (two-dimensional) numerical examples illustrating our modeling error estimates. To solve the Navier-Stokes equation, we have chosen the second-order time stepping scheme
) and with constant time step τ ; the first time step is carried out by the implicit Euler scheme (with advection velocityv 1 := v 0 h ). The space discretization is performed using third-order Taylor-Hood finite elements on quadrilaterals (i.e. Q 3 -Q 2 finite elements for velocity and pressure, respectively).
For our estimates, due to the presence of the term E 2 div we need our solution to be divergence-free to higher order than provided by Taylor-Hood elements while retaining continuity of the velocity at the edges. We therefore postprocess our solution. This is done by embedding the velocity component of our solution in the space of Q 4 elements and subsequently performing several grad-div-diffusion steps.
We then extend our solution to the full time interval [0, T ] by piecewise quadratic interpolation, the values at the midpoints of the time intervals τ (k+ . Finally, the quantity y in our error estimates is constructed (in the space of Q 4 finite elements) by requiring that the functional
be minimal at every time step (which amounts to solving a linear system) and by extending y to the whole time interval [0, T ] using piecewise affine interpolation. Our numerical code is written in C++ and relies on the finite element library deal.II [6] .
We have evaluated our a posteriori error estimates for three different flows on the unit square with homogeneous Dirichlet boundary conditions. In all cases, we have taken λ(ρ) ≡ 0, µ(ρ) := µ 0 , γ := 2, as well as u 0 ≡ v 0 ≡ 0 and ρ 0 (·) := 1 + p h (·, 0).
In the first test case, we have chosen the viscosity µ 0 := 3 · 10 −3 and the force f 1 (x, t) := (0.5χ [0, 1] Figure 3 shows the flow at t = 0.096, t = 0.192, t = 0.48, and t = 2.016.
For all cases, we have evaluated our error estimates for compressibilities ranging from = 10 −3 to = 10 −7 . Note that realistic values of the compressibility would be around e.g. = 5 · 10 −7 in case of water and = 1 · 10 −5 in case of air. Table 1 shows our evaluated a posteriori error estimate (in the row "D[. . .](t) ≤") as well as the different contributions to the error estimate. Note that we have additionally used the abbreviation
Furthermore, the table also includes the estimates on the "relative errors"
which are a consequence of our a posteriori estimates. 4.46 · 10 7.89 · 10 9.69 · 10 Table 1 . Evaluation of our a posteriori estimates for the three test cases.
The results in Table 1 show that in all test cases, the contribution of E 2 div (t) to the total error estimate is negligible thanks to our postprocessing of the solution. Furthermore, the contribution of the higher-order terms E 4.68 · 10 . Additionally, one may notice that in the first test case the relative error in the derivative of the velocity is not particularly well-controlled (as compared to the relative error in the velocity itself). This is due to the comparably low viscosity µ 0 = 3 · 10 −3 for this test case.
It is clearly seen that in all test cases the dominant contribution to the total error is the instability term, which leads to exponential amplification of the other contributions to the error over time. In general, this exponential growth of error estimates cannot be circumvented due to the possible instability of the flow. However, in our estimates such an exponential growth is also present if the flow is stable; moreover, in the unstable case we may significantly overestimate the growth of perturbations as well. The development of a more precise error estimator will be the subject of future work. To illustrate the potential benefit of a more precise treatment of the instability in the Navier-Stokes equation, in Table 2 we have included a simulation of our error estimates in the absence of the instability term. For the first test case, we observe a gain in our error estimate of one order of magnitude at time t = 2.0. For the other test cases, during our simulations we have observed similar improvements at the final times t = 2.5 and t = 4.0, respectively.
In Table 3 , we provide an example of the influence of the numerical error on our error estimate for our test case 1 at t := 1.0. We consider the discretizations on the grids obtained by subdividing the unit square into n × n subsquares for different n and for compressibilities = 10 −7 and = 10 −5 . Besides the total numerical error E 2 num (t), we display the two contributions to the numerical error E num (n, t)/E 2 num (n less , t))/ log(n/n less ), where n less is the value of n in the column to the left, and analogously for the other EOCs.
Note that the expected order of convergence for the (L 2 -) numerical error in the gradient ∇v is (almost) 2, as the regularity of our solution is limited to H 3− by our nonsmooth domain. We therefore expect the empirical order of convergence to be 4 in our estimates (since our error estimate bounds the square of the error in the gradient). Indeed, for the numerical error term one roughly observes this behavior. The deviation of the EOC from 4 in the table might be explained as follows: For n = 60, the convergence is possibly limited slightly by the time discretization error, while for n = 40 the error in the interior of our domain (where the solution is smooth) might still be decaying, leading to accelerated convergence. In total, the term E 2 num,b (T ) may be used as an error indicator for the space discretization error.
The term E 2 num,a is not a pure numerical error contribution; indeed, the presence of the factor D[. . .] in the definition of E 2 num,a (t) (see Theorem 4) effectively makes terms of the form E num E model appear in the term E 2 num,a (t), thereby accounting for the fact that our functional D[. . .] estimates the square of the total error. This explains the drop in the EOC for E num,a ; indeed, in a situation in which the modeling error dominates (see Table 3 with = 10 −5 and n = 60) the EOC of E Table 3 . Error estimates for different mesh sizes and = 10 −7 , 10 −5 .
Perspectives
Our approach for the derivation of a posteriori modeling error estimates for the approximation of slightly compressible fluids as perfectly incompressible may enable us to investigate a number of related interesting problems associated with models for slightly compressible fluids:
• By additionally solving the equations of linearized acoustics (4), one ought obtain a higher-order (with respect to the compressibility ) approximation of the solution to the compressible Navier-Stokes equation. A posteriori modeling error estimates reflecting this higher-order approximation property are derived in the recent preprint of the author [19] .
• Having derived such improved error estimates, one could try to devise a numerical scheme which is adaptive both with respect to the numerical error and the modeling error: On the parts of the (space-time) domain where the approximation of the fluid as perfectly incompressible is valid, one would use the incompressible Navier-Stokes equation; on the other parts, however, one would solve additionally the equations of linearized acoustics or even the full compressible Navier-Stokes equation.
• Finally, consider the Boussinesq approximation for buoyancy-driven flow, which consists of neglecting density variations in the fluid in all terms of the compressible Navier-Stokes equation except for the gravitational term (which gives rise to buoyancy effects). It would be highly desirable to obtain rigorous a posteriori modeling error estimates for the Boussinesq approximation, which to the best of our knowledge would provide the first justification for the usage of the Boussinesq approximation for a real fluid (with small but finite compressibility). Though buoyancy may also be caused by non-thermal effects (e.g. by variations in salt concentrations), it would be desirable to include the case of thermally driven convection at this point, i.e. to include the case of the Navier-Stokes-Fourier system. (1 − π (s)) + .
Treating the other cases analogously, the second assertion of the lemma follows.
