Abstract-Adaptive Random Testing (ART) methods are Software Testing methods which are based on Random Testing, but which use additional mechanisms to ensure more even and widespread distributions of test cases over an input domain. Restricted Random Testing (RRT) is a version of ART which uses exclusion regions and restricts test case generation to outside of these regions. RRT has been found to perform very well, but its use of strict exclusion regions (from within which test cases cannot be generated) has prompted an investigation into the possibility of modifying the RRT method such that all portions of the Input Domain remain available for test case generation throughout the duration of the algorithm. In this paper, we present a probabilistic approach, Probabilistic ART (PART), and explain two different implementations. Preliminary empirical data supporting the methods is also examined.
I. INTRODUCTION
In Software Testing, there has been much debate over the use of Random Testing (RT) as an effective method [6] , [7] , [12] , [14] . When testing software, a test case is a combination of inputs to the software which represent a single use of the software; Random Testing refers to the selection of test cases at random from the input domain. There are many reasons why Random Testing remains a popular choice: in addition to its simplicity, and the efficiency of test case generation [7] , reliability estimates and statistical analyses are also easily performed. In fact, many real-life applications do make use of Random Testing [10] , [11] , [13] , [15] .
Failure-causing inputs are those test cases which, when applied to the software cause a failure or reveal a problem in the software. Chan et al. [1] observed that the performance of some testing strategies may be influenced by the pattern of the failure-causing inputs in the input domain (the failure pattern). This prompted investigation into improving RT's performance by incorporating information about failure patterns. Methods based on Random Testing, but involving additional strategies to take advantage of failure pattern insights have been named Adaptive Random Testing (ART) methods [3] , [4] , [5] , [8] .
One insight from the ART research was that, in certain situations, a more widespread distribution of test case selection was more favourable for failure-finding. A version of ART, based on the use of exclusion, is the Restricted Random Testing (RRT) method [4] . By excluding regions surrounding previously executed test cases, and restricting subsequent cases to be drawn from other areas of the input domain, RRT ensures an even distribution, and guarantees a minimum distance amongst all cases.
In this paper, we present a new version of ART based on probabilistic selection of test cases. Probabilistic ART (PART) was motivated by the excellent results obtained with RRT, but also by the suggestion that perhaps exclusion and restriction is too strong, and that all regions of the input domain should always be available for test case generation, but with a bias or higher probability of selection for certain regions. Two implementations have been investigated: Probabilistic Translation and Probabilistic Generation. In the next section, the RRT is summarized. PART is introduced in Section III, where both the Probabilistic Translation (Section III-A) and Probabilistic Generation (Section III-B) are examined in detail, and some preliminary empirical investigations explained.
II. RESTRICTED RANDOM TESTING
When testing according to the RRT method, given a test case that has not revealed failure, rather than simply select another test case randomly, the area of the input domain from which subsequent test cases may be drawn is restricted. In two dimensions, a circular exclusion zone around each nonfailure-causing input is created, and subsequent test cases are restricted to coming from outside of these regions. By employing a circular zone, a minimum distance (the radius of the exclusion zone) between all test cases is ensured.
All exclusion zones are of equal size, and this size decreases with successive test case executions. The size of each zone is related to both the size of the entire input domain, and the number of previously executed test cases. For example, in two dimensions (2D), with a target exclusion region area of A, if there are n points around which we wish to generate exclusion zones, then each exclusion zone area will be A/n, and each exclusion zone radius will be A/(nπ).
A graphical representation of the generation of the first few test cases, using the RRT method, is shown in Fig. 1 . As shown, after each test case is generated (and presumably applied to the program without revealing failure), exclusion zones are created around all non-failure-causing test cases, and the next test case is selected from outside these excluded regions. Based on the desire to generate test cases which result in an even and widespread distribution throughout the Input Domain, when we wish to generate the i th test case, we would like for it to be as far as possible away from previous test cases. According to the basic RRT method, this is achieved by implementing restriction zones around the previously executed test cases, and ensuring that the i th case is generated from outside of all these regions. The Probabilistic methods, instead of using strict exclusion, attempt to generate the i th test case by biasing the probability of selection such that regions which would be inside the restriction zone are proportionately less likely to be selected than regions further away.
A. Probabilistic Translation
The Probabilistic Translation method is based on the idea of generating a random vector and preparing a new test case by translating a randomly selected previous one along this vector. After translation, if the potential test case is at least the vector length away from all other executed test cases (and remains within the Input Domain), then it is accepted and applied to the Software Under Test (SUT). Unlike the Lattice-based ART approach (LART) [9] , which also employs a random vector in the generation of a new test case, no lattice structure is used, nor are potential test cases generated from fixed points other than previously executed test cases. Algorithm 1 outlines how a test case (other than the first, which is generated randomly) is generated with the Probabilistic Translation method. The Maximum Desired Vector Length is a single value representing what the maximum length of the random vector can be, in terms of a multiple of the length of the current exclusion radius. In the RRT methods [4] , the exclusion ratio controls the size of the exclusion regions (and therefore the magnitude of the exclusion radius). Even though the exclusion regions are not applied in the Probabilistic methods, the exclusion radius is used in the translation vector length calculation. Currently, the Maximum Desired Vector Length is 400%; i.e., the vector will at most be of a length equal to four times the length of the exclusion radius for the current test case. It should be noted that, unlike the basic RRT methods, which specify that a new test case will be outside all exclusion regions, and therefore guarantee all test cases will be at least the distance of the exclusion radius apart, Probabilistic Translation results in the new test case being exactly the vector length away from at least one previously executed test case.
Algorithm 1 Test Case Generation According to
Maximum Attempts is the maximum number of attempts to prepare a random vector and translate previously executed test cases before abandoning the algorithm (for this test case) and generating the next test case randomly.
The Random Scaled Vector is prepared using a spectrum of percentages (Vector Length Percentage Spectrum). This spectrum is the major data structure and control for the Probabilistic Translation method. In the algorithm, a random point in the spectrum is selected, and the corresponding multiplier (as a percentage, 1 to 100) is applied to determine the length of the vector. For example, if it has already been determined that the vector can have a maximum length of 10 (calculated as the product of the exclusion radius and the Maximum Desired Vector Length), then if a random point in the spectrum points to a value of 75, this means that 75% is chosen as the percentage of the maximum length to set the length to be, i.e., 7.5. The spread of multiplier values, and their proportionate likelihood of selection, are what make this method probabilistic. Currently, a simple implementation is used: the range of percentages is set as 1 to 100, with each value having a corresponding proportionate likelihood of selection (75 is 75 times more likely to be selected than 1, and 3 times more likely to be selected than 25; etc).
B. Probabilistic Generation
The Probabilistic Generation method creates a map of probabilities of selection throughout the Input Domain. A spectrum, each point on which corresponds to a region of the Input Domain, is used in the selection of which region of the Input Domain to draw the next test case fromwhen generating the i th test case, a point on the spectrum is randomly selected, the corresponding region of the Input Domain is identified, and then a test case is generated from within this region. The proportion of the spectrum which corresponds to each region is decided according to how much probability we want to have of selecting that region.
Algorithm 2 Test Case Generation According to Probabilistic Generation Version of PART
Ensure all parameters and data structures are initialized/up to date Update the Selection Probability Spectrum data structure Choose a random point in the Selection Probability Spectrum Identify the region/partition in the Input Domain corresponding to the random point Generate a random test case in the specified region/partition FUNCTION to update the Selection Probability Spectrum data structure for all executed Test Cases not yet processed do Find region/partition of current executed Test Case Increment count of executed Test Cases for this partition Update the probability of selection for each region/partition according to the rule end for
The Probabilistic Generation method (Algorithm 2) is more complex than the Probabilistic Translation method, but the main part of the algorithm is implemented within the function for updating the Selection Probability Spectrum data structure.
For any executed Test Cases which have not yet been processed (according to the algorithm, there should be one each time this function is called), we determine which region/partition this Test Case lies in, increment the count of Test Cases in this region, and adjust the probability of selection for all partitions according to the rule. The rule currently applied is that the probability of selection of a particular partition/region is adjusted according to the distance from the most recently executed Test Case's partitions/regions. For example, a partition which is a distance of 10 from the partition containing the Test Case might have its probability of selection reduced by an amount twice that for a partition which is at a distance of 20.
Currently, the Selection Probability Map (Selection Probability Map) is implemented as a grid on the Input Domain, with the number of places in the grid determined by the Map Granularity parameter. Higher values for Map Granularity mean more accurate/precise maps, but also means greater computational overheads.
Each region of the Input Domain has an associated probability of selection. Although there is the possibility to bias selection for even the first test case, in the current implementation, at the start of the algorithm all regions of the Input Domain have equal probability of selection.
It is also possible to allow regions to be completely excluded by setting its Selection Probability to zero, however, to allow for all regions of the input domain to be available for test case selection, this parameter should be a positive integer. The algorithm a Maximum Probability Reduction parameter to limit the minimum Selection Probability for each region. When a positive integer is used, the algorithm has the option of degrading gracefully to Random Testing (when the probability of selection is the same for all regions).
The Maximum Probability Reduction controls the maximum amount by which the probability of selection for a particular partition/region may be reduced. Among other things, it allows for more control over how influential a single executed test case is over later test case selection.
The Selection Probability Spectrum is the major data structure and control for this method. Each point in the spectrum corresponds to a region or partition in the Input Domain. Depending on the probability of selection for the region, the size of its corresponding area in the spectrum may be zero, small or large, e.g., for a region with a comparatively high probability for selection/generation, the corresponding proportion of the spectrum will be comparatively large.
IV. EMPIRICAL STUDY
The effectiveness of the PART methods was examined through their application to simulations. In the simulations, a square Input Domain was used, a specific percentage of which was designated a failure region (of Block shape [1] ). This percentage is the failure rate of the program, θ, which, when known, allows us to calculate the expected number of test cases that will be required to find a failure, using Random Testing (RT). The number of test cases required to find a (first) failure is known as the F-measure [4] , and for RT, it is expected to be 1/θ. In the first simulation, the failure rate was set at 1%, so the Expected F-measure by RT is 100. The original RRT method was also applied to the simulation, achieving an F-measure of about 65.
Probabilistic Translation was applied to the simulation, for various values of the Exclusion Ratio (R), and F-measures were averaged over 1,000 iterations. Table I summarizes the results for Probabilistic Translation.
The table shows that, even for a large range of R (40% to 1,000%), there seems to be no correlation between R and the F-measure values. This is contrary to what has been observed for other RRT methods [2] , [4] . It was also found that for lower values of R (e.g., 10% in this simulation), there was a tendency for test cases to cluster, rather than be widespread. Both these observations are linked to the fact that, as explained in Section III-A, Probabilistic Translation results in test cases being exactly a vector length distant from at least one previously executed test case. Because the vector length is related to the Exclusion Ratio, low Exclusion Ratios can result in poor performance. Obviously, because the vector length is also determined by both the Maximum Desired Vector Length, and the values in the Vector Length Percentage Spectrum, these parameters can be manipulated to overcome the clustering found for an R at 10%, but the underlying problem would still be related to the vector length.
The Probabilistic Generation method was also applied to the simulation. Because the Probabilistic Generation method depends on more parameters than the Probabilistic Translation method, it is necessary to generate considerably more data. In general, the Probabilistic Generation method does show good improvement over RT, but falls short of the better Fmeasure results obtained by RRT of around 65. Because of the interrelationship amongst the different parameters, discerning a pattern for best values for the parameters is not obvious, however, a general rule of thumb seems to be that the Granularity (number of partitions per dimension) should be approximately ten times the Initial Probability or the Maximum Reduction, and that the Initial Probability should be approximately the same as the Maximum Reduction.
Further investigation will likely yield more clear insights into the most appropriate values for the different parameters. These insights will in turn improve the failure-finding efficiency.
V. FUTURE WORK
Both Probabilistic Translation and Probabilistic Generation require further study of the values for the main control parameters. Although already a large body of data has been generated for different values and combinations, much more will be needed.
The basic idea of applying a more permissive Restrictionbased method of testing is appealing, and in addition to Probabilistic Translation and Probabilistic Generation, it seems likely that other approaches will also improve on RT's failurefinding efficiency.
VI. SUMMARY
Restricted Random Testing (RRT) [4] is an implementation of Adaptive Random Testing (ART) which uses exclusion regions and restriction of the Input Domain to achieve ART's goal of a widespread and evenly distributed pattern of test cases. PART was motivated by the excellent results obtained with RRT, but also by the suggestion that it may be worthwhile allowing, to some degree, test case selection/generation even within restricted regions. One approach to doing this is using a probabilistic selection method where different regions of the input domain have different associated likelihoods (probabilities) of selection.
There are various ways to implement ART [2] , [3] , [4] , [5] , [8] , [9] . With the exception of [3] , all these methods use deterministic algorithms to ensure that the randomly generated test cases are evenly spread. PART, however, attempts to use a non-deterministic approach to evenly spread the test cases.
In this paper we introduced two implementations of PART: Probabilistic Translation and Probabilistic Generation. The methods were outlined, and some preliminary simulation data presented. The results from the simulations are very encouraging, although less impressive than those obtained with the basic RRT algorithm. The methods require further investigation, particularly with regard to the values to be used for the control parameters.
