Abstract. This paper proposes a framework built on the use of Bayesian networks (BN) for representing statistical dependencies between the existing random variables and additional dummy boolean variables, which represent the presence/absence of the respective random variable value. We show how augmenting the BN with these additional variables helps pinpoint the mechanism through which missing data contributes to the classification task. The missing data mechanism is thus explicitly taken into account to predict the class variable using the data at hand. Extensive experiments on synthetic and real-world incomplete data sets reveals that the missingness information improves classification accuracy.
Introduction
The methods for coping with missing values can be grouped into three main categories [1] : inference restricted to complete data, imputation-based approaches, and likelihood-based approaches. Unfortunately, these methods are based on the assumption that the mechanism of missing data is ignorable. Under this assumption, the missing values can be inferred from the available data. This assumption is hard to test in practice (Statistical tests have been proposed, but these are restricted to a certain class of problems) and the decrease in accuracy may be severe when the assumption is violated. Some mechanisms leading to missing data actually possess information and the missingness of some variables can be a predictive information about other variables. Since the missingness mechanism contains information independent of the observed values, it requires an approach that can explicitly model the absence of data elements.
Encountering a situation where a portion of the missing data is inaccessible should not discourage the researcher from applying a statistically principled method. Rather, the attitude should be to account for as much of the mechanism as possible, knowing that these results will likely be better than those produced by naive methods. Moreover, the missing data mechanism is rarely completely inaccessible. Often, the mechanism is actually made up of both accessible and inaccessible factors. Thus, although a researcher may not be confident that the data present a purely accessible mechanism, covering as much of the mechanism as possible should be regarded as beneficial rather than detrimental.
In this study, we experiment a new graphical method of treating missing values, based on Bayesian networks (BN). We describe a novel approach that uses explicitly the information represented by the absence of data to help detect the missing mechanism and reduce the classification error. We create an additional dummy boolean variable to represent missingness for each existing variable that was found to be absent (missingness indicator approach). The advantages of using BNs include the following: (1) they can be used to predict a target variable in the face of uncertainty. (2) BNs can provide a valid output when any subset of the modeled variables is present. (3) The graphical structure of the BN representing the joint probability distribution of the variables can be used to help identify the missingness mechanism. Imputation and classification are handled the same way. To perform imputation, we treat each attribute that contains missing values as the class attribute, then fill each missing value for the selected class attribute with the class predicted from the model. The model include original random variable and artificially created variables for representing missingness. Our approach is based on the identification of relevant subsets of variables that jointly prove useful to construct an efficient classifier from data. We solve this feature subset selection (FSS) problem using Markov boundary (MB for short) learning techniques. A Markov boundary of a variable T is any minimal subset of U (the full set of variables) that renders the rest of U independent of T . Our idea is to train a classifier with these relevant variables as input to impute the missing entries of T . Once the missing data are imputed, visual inspection of the induced graph reveals useful information on the the missing data mechanism. Several experiments on synthetic and real-world incomplete data sets will be conducted to illustrate the usefulness of this approach.
Background

Deletion Process
According to [2] , the assumptions about the missing data mechanisms may be classified into three categories: 1) missing completely at random (MCAR): the probability that an entry is missing is independent of both observed and unobserved values in the data set; 2) missing at random (MAR): the probability that an entry is missing is a function of the observed values in the data set; 3) informatively missing (IM) or Non-MAR (NMAR): the probability that an entry is missing depends on both observed and unobserved values in the data set. In order to specify the deletion processes, a dummy binary variable R i may be associated with each random variable X i . When R i takes value '1', the entry X i = x i is not observed and vice-versa. When the probability distribution of each R i is independent of X 1 , . . . , X n , the data may be seen as MCAR. When this probability distribution is a function of the observed values in the data set,
