This paper describes cortical analysis of 19 high resolution MRI subvolumes of medial prefrontal cortex (MPFC), a region that has been implicated in major depressive disorder. An automated Bayesian segmentation is used to delineate the MRI subvolumes into cerebrospinal fluid (CSF), gray matter (GM), white matter (WM), and partial volumes of either CSF/GM or GM/WM. The intensity value at which there is equal probability of GM and GM/WM partial volume is used to reconstruct MPFC cortical surfaces based on a 3-D isocontouring algorithm. The segmented data and the generated surfaces are validated by comparison with hand segmented data and semiautomated contours, respectively. The L 1 distances between Bayesian and hand segmented data are 0.05-0.10 (n ‫؍‬ 5). Fifty percent of the voxels of the reconstructed surface lie within 0.12-0.28 mm (n ‫؍‬ 14) from the semiautomated contours. Cortical thickness metrics are generated in the form of frequency of occurrence histograms for GM and WM labelled voxels as a function of their position from the cortical surface. An algorithm to compute the surface area of the GM/WM interface of the MPFC subvolume is described. These methods represent a novel approach to morphometric chacterization of regional cortex features which may be important in the study of psychiatric disorders such as major depression.
INTRODUCTION
Major depressive disorder is recognized to be a common, impairing, and frequently recurrent illness with significant public health impact. As detailed in the Global Burden of Disease study, major depressive disorder ranked second in disease incidence and third in disability adjusted life years, where one disability adjusted life year is defined as the loss of 1 year of healthy life to disease (Murray and Lopez, 1996) . A variety of recent functional and structural neuroimaging studies of both normal affect regulation and differences associated with affective disorders such as major depressive disorder or bipolar affective disorder, implicate specific limbic circuits involving the ventral and medial prefrontal cortex, along with subcortical limbic structures such as the amygdala and related parts of the striatum and thalamus in the pathophysiology of depression (reviewed in Swerdlow and Koob, 1987; Drevets et al., 1992; Botteron and Figiel, 1997; Drevets, 1999) . For example, in clinically ascertained depressed adults cerebral blood flow and metabolism are increased in the ventral prefrontal cortex, the amygdala and the medial thalamus while flow is reduced in the medial caudate and subgenual prefrontal cortex (Drevets, 1999) . Several studies have reported that structures in these specific limbic circuits may be reduced or increased in volume in adults with a history of major depressive disorder or bipolar affective disorder. Although there are some conflicting results reported for structural brain changes in affective disorders, recent critical reviews (Botteron and Figiel, 1997; Drevets and Botteron, 1996; Soares and Mann, 1997 ) support that major depression is associated with specific neuromorphometric differences and suggest that some conflict in reported studies is probably related to limitations in image acquisition or image analysis in earlier studies. Although recent advances in MRI technology and image analysis have allowed for the more precise volumetric definition of smaller and more anatomically relevant regions than was possible even 5 years ago, the majority of the studies involving the structure of specific prefrontal or limbic regions in major depression have been reported for small subject numbers over limited anatomical regions. These limitations are largely related to the difficulty and labor intensity required by skilled raters for regionally specific or anatomically relevant measures. Medial and ventral or orbital prefrontal regions have not been rigorously studied with robust automated methods which are sensitive to detailed regional neuroanatomy. Given the public health burden of depression and the increased resolution in neuroimaging, detailed cortical analysis of structural brain changes in depression appears opportune.
We have chosen to focus our methods for cortex extraction and automated surface construction in ventral medial prefrontal and orbital frontal regions given the accumulating evidence of their importance in major depression including differences in regional blood flow and glucose metabolism Drevets, 1999; Mayberg et al., 1999) and strikingly significant gray matter volume reduction in a specific small region of the medial ventral prefrontal cortex known as the subgenual prefrontal cortex Hirayasu et al., 1999; Botteron et al., 2001) . Postmortem neuropathology studies have also supported that there are structural changes in these regions potentially related to underlying changes in neuronal size and glial number (Ongur et al., 1998; Rajkowska et al., 1999) .
Increased resolution in neuroimaging now makes it possible to perform precise neuromorphometric analysis of smaller brain regions such as the medial prefrontal cortex (MPFC) using tools developed in the emerging field of Computational Anatomy . In particular, tools which analyze the exquisite macroscopic features of the neocortical surface along with the cortical mantle composing of gray matter are now available (Dale and Sereno, 1993; Kapur et al., 1996; Thompson et al., 1996; Drury et al., 1996; van Essen et al., 1998; Teo et al., 1997; Bakircioglu et al., 1998; Khaneja et al., 1998; Bakircioglu et al., 1999; Joshi et al., 1999; Prince et al., 1999; Miller et al., 2000) .
In general, there are two central components to the analysis of the neocortex: (i) the construction of the 3-D neocortical mantle representing the positions of the gray matter connected voxels forming the highly curved structure, and (ii) the construction of a triangulated graph representing the 2-D manifold of the midlayer 4 boundary, the gray/white matter boundary, or the gray/cerebrospinal fluid boundary. These two components (i) and (ii) are linked in that the 2-D manifold of the surface, and therefore its curved geometry, are determined by the variation, position, and density of the cortical mantle cells, manifested as gray matter at the macroscopic scale of current MRI imaging methods.
We focus our attention on the properties of the 3-D neocortical mantle of the MPFC, namely the relative frequency occurrences of the gray matter (GM), white matter (WM), and cerebrospinal fluid (CSF) compartments as a function of the location in an image with respect to the cortical surface. Building on the methods described previously Miller et al., 2000) , we characterize statistical variations in the 3-D cortical mantle as manifested by volume and thickness changes. We also describe an improved algorithm that computes the distance between a given voxel and the generated cortical surface for calculating the covariation statistics. The highly curved geometry of the MPFC makes manual morphometric analysis difficult and labor intensive. Hence the need to demonstrate the validity and effectiveness of the semiautomated tools developed previously and now adapted for a significantly large set of MPFC subvolumes. Additionally, the traditional description of volume alone does not adequately characterize the neuromorphometry of cortical regions of interest. The automated methods described here address the issue of feasibility and begin to further quantitatively describe regional neuromorphometry. Ultimately, results accrued from such an extensive morphometric analysis will be useful in analyzing changes in the MPFC associated with major depressive disorders and other psychiatric disorders.
METHODS

Subjects/Data Sets
For the refinement and testing of the algorithms described in this work, analyses were completed on MR images from a total of 19 subjects. Subjects were young adult female twins who are participants in a larger epidemiologic twin imaging study investigating neuromorphometry associated with major depression. Brain images from the 19 subjects were divided into two groups for this paper. The first set of brains analyzed were the five subjects labeled PF15 to PF19. This group of five scans were analyzed to examine the validity of the automated tissue classification and surface reconstruction in comparison to manual segmentations completed by an expert rater. The second set of 14 brains labeled PF1-PF14 were used to examine the robustness and characteristics of the automated methods described in this paper and to examine the validity of the methods in comparison to semiautomated image analysis methods.
Data Acquisition and Image Preprocessing
MR images were obtained with a Siemens Vision 1.5T scanner. For each subject, a series of three T1-weighted MPRage sequences was acquired with excitation times of 10 -11 ms and relaxation times of 3-4 ms. Whole brain acquisitions were obtained sagittally with a Field of View (FOV) of 256 ϫ 256 using 160 sections with isotropic 1 ϫ 1 ϫ 1 mm voxels. The three image acquisitions were registered using subroutines in Analyze (Robb, 1999) , summed, and then interpolated giving a final resolution of 0.5 mm isotropic voxels. Summing the 3 MPRage acquisitions results in improved signal to noise characteristics in the image (Holmes et al., 1998) and improved GM/WM boundary discrimination. Resampling allows for more precise definition of segmentation and surface boundaries (Haller et al., 1997) .
The dynamic range of the images was defined by fitting the image intensity histogram with Gaussian curves representing the WM peak and CSF peak. Let h ʦ {GM, WM, CSF, CSF/GM-PV, GM/WM-PV} be the hypothesis labels, and h and h be, respectively, the mean and standard deviation corresponding to the Gaussian curves. The images were then rescaled to an 8-bit scale (0 -255) range using intensity ranges [0, WM ϩ 4 WM ] for brains PF1-PF14 and [ CSF Ϫ 2 CSF , WM ϩ 2 WM ] for brains PF15-PF19. Since the focus of our efforts were to develop and test methods which could be potentially applied to smaller specific cerebral regions, subregions were defined for subsequent analysis. We initially defined a small region of the ventral medial prefrontal cortex for brains PF15-PF19. For the purpose of methods development and validation analysis of the automated cortical analysis methods, these subregions were loosely specified to be overinclusive of potentially interesting anatomically relevant regions. The primary ROI, the MPFC, is included as a portion of these regional definitions.
For the manual expert rater validation set (PF15-PF19), the region was defined, in the anterior-posterior direction, as starting five sections posterior to the rostral end of the subgenual portion of the cingulate gyrus and ending five sections anterior to the corpus callosum. Laterally PF15-PF19 were delimited by the olfactory sulcus. The PF15-PF19 brains represented the initial application of the auto-segmentation which revealed high sensitivity to the number of voxels. The region was too narrowly defined resulting in marginally adequate voxel numbers to calculate valid statistics for the Bayesian segmentation. Therefore, in PF1-PF14 a more generous region was defined which was still localized enough to maintain uniform statistics.
In this analysis the images were not reoriented to a standard position prior to application of the automated cortical analysis methods. Reorientation results in a loss of high frequency signal information related to interpolation. In our approach, in order to maximize the ability to discriminate tissue classification and boundary definition, reorientation to a standard position occurs after the cortical image processing.
Manual Segmentation
The initial set of PF15-PF19 subvolumes were hand segmented into CSF, CSF/GM-PV, GM, and WM compartments (where PV denotes partial volume). This was completed by an expert (KNB) who was aware of the methods being validated, but did not view the automated methods that were done in a remote location. Hand segmentation was based on a study of the neuroanatomy through cryosection samples and atlases and extensive experience with manual measures from this region. Voxel classification by the expert was based on visual inspection of morphological cues such as gyri curvature and connectivity, as well as visual intensity cues between GM, WM, and CSF.
Semiautomated Contour Generation
Using the Analyze software (Robb, 1999) , contours were generated at the interface of GM-WM boundary in each of the coronal sections of the MRI data. Specifically, the WM was segmented by seeding and thresholding. Each section was examined and edited from which the contour was generated. Then each contour was adjusted by a single rater to overlay the GM/WM boundary based on visual examination.
Bayesian Segmentation
The MRI data is segmented into M compartments using the Bayesian segmentation algorithm developed by Joshi et al. (1999) and Miller et al. (2000) , extending the work of Teo et al. (1997) . The expectation-maximization (EM) algorithm is used to locally fit the parameters of the mixture densities throughout the MRI data analogous to Kapur et al. (1996) . Note. Columns 2-4, respectively, show the number of hand segmented voxels, Bayesian segmented voxels, and the L 1 distance for GM voxels. Columns 5-7, respectively, show the number of hand segmented voxels, Bayesian segmented voxels, and the L 1 distance for WM voxels. Column 8 shows the corresponding L 1 distance for the combined GM-and WM-labeled voxels.
FIG. 3.
Bayesian histogram fitting of PF1-PF10, PF13-PF14. Continuous line represents raw data while dashed line represents fitted data.
Let ⍀ be a discrete lattice, with coordinates x n , n ϭ 1, . . . , N constituting the image volume. The MRI data is a function I : ⍀ 3 ‫ޒ‬ m is defined for multiple modalities. Let h ʦ Ᏼ, which is the space of anatomical labels so that h ϭ ‚ {h n , n ϭ 1, . . . , N}, h n ʦ {H 1 , H 2 , . . .}.
Assume the simple statistical mixture model of conditional Gaussian data for I with compartment types {H 1 , H 2 , . . .} with means and variances n , n 2 a func-
FIG. 4.
Reconstructed surfaces. Row 1, PF5-PF6; Row 2, PF7-PF8; Row 3, PF13-PF14. Surfaces were generated by the isocontoring algorithm using the threshold between the GM and GM/WM PV compartments. The view shown here is in the Anterior-Posterior direction.
tion of position n ϭ 1, . . . , N with (h) the prior distribution representing the relative amount of the five compartments. The optimal Bayes maximum a-posteriori segmentation generates the labels according to Algorithm 1 described below.
Algorithm 1: Bayesian Segmentation Algorithm
for all label n do ĥ n ϭ arg max hnʦᏴ nϭ1 N ͩ Ϫ 1 2 log 2 n 2 ͑h n ͒ Ϫ 1 2 ͑I n Ϫ n ͑h n ͒͒ 2 n 2 ͑h n ͒ ϩ log ͑h n ͒ ͪ end for
Segmentation Accuracy
The accuracy of the automated Bayesian segmentation is assessed by comparison with the manual segmentation. Let ᏹ be a manual segmentation of the image such that each of the M compartments is labeled with a tag from 1 to M (zero represents areas of the volume which are not segmented, for instance the background). Further, Ꮽ is an M compartment automated segmentation with the same labeling scheme as the reference manual segmentation. Let p Ꮽ (h n ͉I) be the a posteriori probability of hypothesis h n at voxel n, and p ᏹ (h n ͉I) be the a posteriori probability of hypothesis h n at the same voxel for the manual segmentation. Generally, this will have a value of either 1 or 0, unless the manual rater assigns partial volume numbers to the compartment. The L 1 distance between the two segmentations is:
Surface Reconstruction
The Bayesian segmentation is used to reconstruct the corresponding cortical surface. We use isosurface generation to generate the triangulated graphs representing the cortical surface. The Gueziec and Hummel (1995) algorithm is used to generate a tessellation of triangles for an isosurface of a given intensity. Each voxel (eight points) is decomposed into five tetrahedra. The resulting surface is a triangulation made up of the triangles that bound these tetrahedra.
Cortical Thickness Metrics
As described in Miller et al. (2000) , we examine the variation of GM, WM, and CSF voxels as a function of their position from the generated cortical surface. This requires computing the distance between the voxels in the segmented image and the cortical surface. For each voxel in the segmented image with a nonzero intensity, the vertex in the triangulated surface closest to that voxel is calculated, and the distance between the vertex and the voxel is measured. This distance increments a histogram associated with its GM, WM, or CSF label. For every voxel examined, we first determine the point in the middle of the cube the voxel represents. The cortical thickness metric is computed FIG. 5. For brains PF5-PF6, PF7-PF8, and PF13-PF14, the respective row corresponds to three coronal sections of embedded surface.
using Algorithm 2 described in Appendix A. Finding the closest point on the surface to the voxel is computationally intensive if we compare the distance between every voxel and every surface point as was the case in Miller et al. (2000) . Instead we develop a faster and efficient algorithm that uses a OcTree data structure (Sedgwick, 1983) for the surface points so that points are not visited which do not relate to the calculation. This is described in Algorithm 3 in Appendix A.
Surface Reconstruction Validation
To validate the isosurface generation of the MRI data, semiautomated contours are compared to the automatically generated surfaces. For each vertex on every contour, a distance is calculated between it and the generated isosurfaces. If S represents the set of points in the surface and C the set of points in the contour, and D the distances from the points in C to the points in S, we compute D with the following algorithm:
Algorithm 4: Distance Computation
The median of the distances in D represents the median contour/surface distance, and a histogram of the values of D shows the distribution of the distances. We find S closest by using the tree structure described in Appendix A. We initialize the structure with the points in S and then find the distance to S for each point in C.
In calculating the voxel to surface distance, we are not limited by the resolution of the resampled data. The surface is constructed in the continuum, say the unit cube containing the full brain. Vertices occur at real values in the cube; the set distances represented 
FIG. 6.
Each bar graph is a histogram comparing a generated surface with a semiautomated contour. The graphs show the number of points in the contour at a given distance from the surface in 1/4-mm intervals. Data correspond to brains PF1-PF10 and PF13-PF14.
by the voxel to surface calculation may be much smaller than the voxel resolution as triangles will generally slice through the voxels. This is represented by the large number of distances well below the voxel resolution. As an illustration, Fig. 1 shows an histogram for PF17 that was reported in Miller et al. (2000) together with a schematic of how the semiautomated contour is compared with that from the surface.
Calculating GM/WM Interface Surface Area
To calculate the area of the triangulated graph of the reconstructed surface between GM and WM compartments of the brain, we obtained all triangles whose vertices are in the GM and GM/WM-PV labeled compartments as outlined in Algorithm 5 in Appendix A. To validate the surface area algorithm, we computed the surface area of a prolate semispheroid of gray matter cut out of a cube of white matter and compared it with the known surface area. For a prolate semispheroid of radius a ϭ 20 and height c ϭ 70, i.e., with a large aspect ratio, we obtained an error of 1% in the surface area calculation.
RESULTS
Segmentation Accuracy
The anatomical location of the MPFC introduces an inhomogeneity in the histogram of GM, WM and CSF voxels in sections in axial direction. Figure 2 shows the mean intensity of the GM and WM segmented voxels as a function of subvolumes of 15 axial sections from the superior end towards the inferior end. Further, the mean WM intensity in the MPFC region was two standard deviation higher than that of the entire brain. This was compensated by increasing the intensity range in normalizing the histogram. The intensity drop-off in the axial direction did not pose a problem in the expert rater manual segmentation because the human rater compensate for the shift. However, for the semiautomated segmentation the intensity change skews the data. Since the intensity histograms in the coronal direction did not show a drift as a function of position, the semi-automated contouring was completed on coronal sections.
For each of the brains PF15-PF19, automated Bayesian segmentation was applied to five axial subvolumes whose histogram excluded voxels that had intensities less than 75. Histograms were fitted with either three compartments pertaining to GM, GM/WM PV, and WM or two corresponding to GM and WM or single corresponding to GM or WM. To assess the accuracy of the Bayesian segmentation, it is necessary to compare with hand segmentation by calculating the L 1 distance between hand and automated GM-and WMlabeled voxels [given by Eq. (1)]. For assigning the partial volume compartment label h PV , if intensity I PV is less than GM/WMϪPV , then the label is set to GM, otherwise it is set WM. Table 1 shows the L 1 distance between the hand and Bayesian segmentation. Columns 2-4, respectively, show the number of hand-labeled voxels, Bayesianlabeled voxels and the L 1 distance for GM. Columns 5-7 show the same data for WM. Column 8 shows the L 1 distance for both GM-and WM-labeled voxels. For comparison, we found that a single segmentation of the whole volume (rather than via five subvolumes) was about 25% less accurate with L 1 distances of 0.08, 0.09, 0.15, 0.09, 0.06, respectively. Incidentally, the histograms of the hand-labeled WM and GM voxels indicate asymmetry with long tails in the PV region. The asymmetry reflects the difficulty in the hand segmentation of voxels in the PV region that represents the highly curved GM/WM interface. Grabowski et al. (2000) used information from the partial volumes to perform automated segmentation of MR data; they also observed a bias among six human raters in classifying voxels in the partial volume region. Thus the local parametric fitting obtained from the EM algorithm overcomes the problems caused by different interpretation of a given intensity based on the voxel location in an axial segmentation.
Validating Surface Generation
For the surface analysis, it was found that surfaces and labeled voxels from the single EM calibration of the whole volume histogram were not significantly different from those generated from the subvolumetric EM calibration. Thus, the following surface analysis is based on the results of the single EM calibration. Figure 3 shows the result of Bayesian segmentation of the MR data into CSF, CSF/GM PV, GM, GM/WM PV, and WM compartments for brains PF1-PF10 and PF13-PF14. This figure demonstrates the effectiveness of the local parametric fitting obtained from the EM algorithm. Figure 4 shows the generated surfaces from three monozygotic twin pairs PF5-PF6, PF7-PF8, and PF13-PF14 where the isocontour was based on the threshold between the GM and GM/WM-PV compartment. Notice the similarities in the shapes of the pair of brains represented in each row. Figure 5 shows coronal sections of the embedded surfaces of the same six brains.
To examine the accuracy of the automated generation of the triangulated graphs representing the GM-WM surface in comparison to semiautomated contours, we calculated the distance between the generated surface and the semiautomated contours. Figure 6 shows that as much as 100% of the voxels on the surface lie within 1 mm from the semiautomated contours. Table 2 compares the surface generated from segmentation with the semiautomated contours by calculating the median distance within which 50% of the voxels of the generated surface lie. The choice of the threshold between the GM and GM/WM-PV compartments for the isocontour can be construed to enclose all the GM voxels except those adjacent to the highly curved GM/WM interface.
Cortical Thickness Metrics
We now examine the distribution of WM and GM labeled voxels as function of their position along the outward normal of the cortical surface. To compute the empirical covariation of the GM and WM compartments, we calculated the relative frequency of each compartmental hypothesis. This gives a metric of density of each compartment as a function of distance from the surface. Figure 7 shows the frequency profiles of occurrence of WM-and GM-labeled voxels as a function of distance from the GM/WM boundary. Cortical thickness metrics for PF15-PF19 have previously been validated in Miller et al. (2000) . It is possible to generate localized metrics within user-defined regions of interest. Here we show the metrics for the medial prefrontal cortex.
Surface Area of GM/WM Interface
An intrinsic property of the MPFC is its GM/WM interface. Table 3 compares the surface area of the GM/WM interface of the surfaces extracted from the hand and automated segmentation of brains PF15-PF19. Notice the surface area obtained from the automated segmentation differ from the hand segmentation by an average of 5%. The difference also appears to be a consistent bias between the automated algorithms and the expert rater.
CONCLUSIONS
With these methods we have demonstrated that neuromorphometric parameters associated with the medial prefrontal cortex can be robustly quantified. In this manuscript, we have demonstrated how cortical analysis via an automated Bayesian segmentation methods can be used to quantify regional variables such as volumes of GM, WM, or CSF and to derive profiles of cortical thickness over specific regions.
Although a model-based EM approach that takes into account MRI inhomogeneity and field gain such as Note. Area is expressed in mm 2 .
FIG. 7.
Cooccurence frequency of voxel assignment as a function of outward distance from the GM/WM boundary for brains PF1-PF10 and PF13-PF14. Straight and dashed lines, respectively, represent white matter and gray matter.
that developed by Wells et al. (1996) could have been used, the local parametric fitting in our EM algorithm is quite accurate and robust as has been shown in previous work Miller et al., 2000) .
It has been shown that including information on partial volumes in the Bayesian segmentation of MR data improves the segmentation and surface reconstruction. Partial volumes arise because the highly curved gyri and sulci of the cortical surface intrinsically results in image voxels sharing characteristics of mixed tissue types (CSF, GM, WM). Further analysis of the partial volume results in a robust segmentation that provides the data for accurate isocontouring used in the surface reconstruction. The resulting segmentation is used to reconstruct a highly detailed and valid surface reconstruction of the GM-WM boundary in order to characterize sulcal and gyral characteristics of specific regions and to compute regional surface area.
We believe this is a first attempt to reconstruct the cortical surface including measures of surface area and cortical thickness metrics of the MPFC giving us a unique computational tool to perform comparative and longitudinal analysis of MPFC neuromorphometry in major depressive disorder and other psychiatric disorders. These methods of quantifying regional cortex characteristics significantly add to the neuromorphometric description of specific regions, taking advantage of other regional characteristics in addition to the traditional description of regional volume. Both triangulated cortical surface and the segmented data have been combined in this paper to determine the surface area of the GM/WM interface in the MPFC. Quantification of these regional parameters is currently in progress to characterize potential changes in medial prefrontal cortex associated with affective disorders in our sample of epidemiologically identified twins.
APPENDIX
Algorithm 2: Cortical Thickness Metric
Denote the set of voxels in the image by V and the set of points in the surface by S.
add D i to the appropriate histogram end for Furthermore, finding S closest in the above algorithm is computationally intensive if we compare the distance between every V i and every S i as was the case in Miller et al. (2000) . We now propose a faster and efficient algorithm that does not calculate each distance by appealing to ideas in computer science (Sedgwick, 1983) . We begin by organizing the points in S in an OcTreelike structure. We divide the image space in half into n ϫ n ϫ n cubes and construct a binary tree with each leaf in the tree representing the space of one cube. Non-leaf nodes represent the space (always a rectangular prism) enclosed by all of the child nodes, and the root note represents the entire image space. We associate a linked list of point coordinates with each node in the tree.
To initialize the tree, we insert each point in S into the tree. Each S i is added to the linked list corresponding to each node, which represents a space containing S i . Once the structure has been initialized, we can in most cases find the point in S closest to V i by examining only a few points. To find S closest , we start at the root node of the tree, and choose the subtree which would contain V i . We keep going until either we reach a leaf node, or the child node which would contain V i contains no points. We compute the distance between V i and each point in the current node's linked list to find the point in the list closest to V i . We can call this point S cur and, denote the distance from S cur to V i by D cur .
It is possible that other nodes contain points closer than D cur to V i . We need to check the points in a leaf node if the corners of the space bounded by that node, or the edges, or the faces, have a distance to V i less than D cur . Call the set of nodes N, with N root the root node. We check for points in other nodes by constructing a stack of nodes via the following algorithm. The efficiency of this algorithm is highly dependent on the selection of n, the dimension of the space represented by each leaf node. The n chosen for these brains was 9 voxels, such that each leaf node enclosed a cubic region which was 9 voxels long on each side. 
