Introduction
Al-Ag is one of the binary base systems of the ternary Ag-Al-Cu alloys. Ag-Al-Cu and its binary constituent systems have been extensively studied in the past years from a thermodynamic point of view [1, 2] . This provided a solid basis for studying pattern formation in ternary eutectics both experimentally [3] [4] [5] as well as by means of simulations [6] . The underlying phase-field models were thereby further developed in order to obtain a deeper understanding of eutectic pattern formation in this system.
For phase-field modelling of solidification chemical diffusion coefficients of the liquid are an important input parameter. However, only few diffusion data are available for liquid Al-based alloys [7, 8] and in particular they are still unknown for the binary constituent systems Al-Ag and Ag-Cu of the ternary eutectic alloy Ag 17.6 Al 68.6 Cu 13.8 . In general, the few data available for liquid metal and alloy systems normally show a relatively large scatter. More accurate experiments have so far been limited to lower melting point materials [9] [10] [11] [12] . The absence of data can be explained by perturbing effects leading to larger systematic errors in the diffusion coefficients obtained by classical methods like long-capillary experiments with post-mortem sample analysis. In this context, convective flow for instance was identified as a major source of error.
In recent years, it has been shown that quasi-elastic neutron scattering (QENS) is a powerful method to measure accurate self-diffusion coefficients in liquids with high precision [13] . The technique accesses the relevant information on microscopic time-and length-scales. Thereby it is capable of providing benchmark data not perturbed by convective flow.
However, for chemical diffusion coefficient measurements, QENS would only be suited for very few alloys. In order to measure chemical diffusion with QENS the material has to fulfill particular scattering conditions. For instance for a binary alloy one of the constituting elements has to have a positive and the other one a negative scattering length. This is typically only obtained if suitable isotopes are available. The experiment is further restricted to a particular sample composition for which the mean scattering length vanishes. In addition, both elements shall not have any incoherent cross section. Therefore, chemical diffusion studies inevitably have to use a classical approach, namely, processing macroscopically-sized capillary samples and determining concentration profiles. Very recently it was shown by monitoring these experiments in real-time using radiography techniques (X-rays [9] and neutrons [10] ) that perturbing effects can be detected and that the data can be analyzed such that the chemical diffusion coefficient is not perturbed by these effects [11] .
In the present paper self-diffusion coefficients of Ag in pure liquid Ag and an Al-Ag alloy have been determined employing QENS using a time-of-flight spectrometer and processing of the samples in a classical high temperature furnace. Chemical diffusion coefficients on a large range of liquid Al-Ag alloys were obtained combining X-ray radiography in the laboratory with the longcapillary furnace method.
It is shown that Ag self-diffusion follows an Arrhenius temperature dependence in the investigated temperature interval above the liquidus temperature for AlAg20at% and for pure liquid Ag. Chemical diffusion coefficients initially decrease with increasing Ag content to a roughly constant value. Ag self-diffusion appears to be faster than Al self-diffusion at least at low Ag concentrations. A comparison of chemical and self-diffusion coefficients using the thermodynamic data tabulated in literature [1] indicates the Darken relation to be valid within the experimental error bars. Cross correlations appear to be negligible.
Sample Preparation and Experimental Details
For the experiments high-purity Al (Chempur spherules 99.99%) and Ag (Chempur spherules 99.9%) have been used. For the QENS experiments an AlAg20at% alloy has been prepared by melting of the appropriate amount of the raw materials in a cold crucible under high purity Argon atmosphere. The obtained alloy ingot was inductively melted under vacuum in a centrifugal casting device (Lifumat-Met-3,3-Vac-Titan, Linn High Term) and cast into 1 mm thin plates. The plates were polished to a thickness of 500µm, cut to appropriate dimensions, and inspected by X-ray radiography for shrinkage holes and inhomogeneities. For pure Ag only the centrifugal casting step was carried out. By rotation casting the oxygen skin of the prepared ingot was typically left in the melting container and fresh material was injected in the mold. The obtained defect-free and homogeneous plates were enclosed in a flat plate Nb-sample holder providing a flat-plate sample geometry of 36 mm width and 50 mm height. The filled Nb-container was sealed by electron-beam welding under ultra-high vacuum atmosphere.
For the chemical diffusion experiments the Al-Ag alloys were prepared by arc melting in a suction casting device (MAM-1, Edmund Bühler GmbH) under high purity Argon atmosphere. Melting was carried out three-times whereby the sample was flipped over in order to obtain a homogeneous alloy with Ag fully dissolved. Subsequently the raw material was remelted in the suction casting device and cast into a 1.49mm diameter capillary crucible obtaining a rod of about 40mm length. The rods were radiographed for the detection of shrinkage holes. Shrinkage-hole free rods were cut to appropriate length for the interdiffusion experiments. In the X-ray radiography interdiffusion experiments seven different sample pairs with the compositions AlAg4at%/Al, AlAg7.5at%/AlAg12.5at%, AlAg17.9at%/AlAg22.9at%, AlAg15.4at%/AlAg25.4at%, AlAg27.5at%/AlAg32.5at%, AlAg35.5at%/AlAg40.5at%, and AlAg40at%/AlAg45at% were processed.
The QENS experiments were carried out on the time-of-flight neutron spectrometer TOFTOF at the Heinz Meyer-Leibniz Zentrum (HLZ) in Garching nearby Munich. The samples were processed in a high-temperature vacuum furnace with Niobium resistance heating elements. The flat-plate samples were held under a ~27° angle to the incoming neutron beam. Repeatedly accurate sample alignment was obtained by a laser fixed to the sample holding stick. The scattering experiment was therefore carried out with the sample in reflection geometry. The reason for this is the relatively high absorption coefficient of Ag of about 63barn at 1.8Å neutron wavelength. The experiments were carried out with 7Å incoming neutrons. The experiment took advantage of the recent upgrade of the neutron-guide system, due to installation of a non-linearly focusing component (Adaptive Optics technology). As a result, the data acquisition benefitted from almost doubled beam intensity and a signal-to-background ratio enhanced by one order of magnitude. Moreover, the focusing geometry strongly reduced the instrumental background at small scattering angles and improved the symmetry of the elastic line [14] . The sample-holder scattering contribution at the elastic line is about a factor five lower than the one of the sample and at least an order of magnitude lower in the region of the quasi-elastic scattering [cf. Fig. 1 (left) ]. The data analysis followed standard procedures outlined in Ref. /13/. The measured intensities [cf. Fig. 1 (left)] are converted into the scattering law S(q,ω) or by Fourier transform into the density correlation function S(q,t). Both, S(q,ω) and S(q,t) are fitted by suitable equations with the aim to determine the q-dependent halfwidth at half maximum Γ or the characteristic decay time τ, respectively. In the present case, different to the standard analysis procedure of fitting only a quasi-elastic scattering contribution represented by a Lorentzian line to S(q,ω) also an additional elastic contribution for the scattering of the container has to be included [cf. Fig. 1 (right) ]. In S(q,t) this elastic contribution results in a constant background to which the exponential function decays (not shown). The diffusion coefficient is determined by using the following relation:
The interdiffusion experiments were carried out using a microfocus X-ray source (XT9160-TED Viscom AG) with a tungsten film on Al transmission target. The entire Bremsstrahlungs-spectrum was used in the experiments. The X-ray source was operated at an acceleration voltage of 150kV and an electron beam current of 80 µA. A Shad-o-Box 2048 EV (RadIcon) detector was used for transmitted X-ray beam detection. The detector was operated at a recording speed of 1 fps and provided a native pixel size of 48µm. The samples have been placed between the source and the detector such that a magnification of 1.5-2 was achieved resulting in an effective per pixel size of around 32µm to 24µm, respectively. The samples were processed in a long-capillary furnace under vacuum already used in earlier studies [9, 12] . The image data analysis equally followed procedures outlined in Ref. /9/ and /12/, also discussed below in further detail. The pressure close to the sample was in the range of 10 -3 mbar. 
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Interdiffusion: Post-mortem vs. In Situ
In the past decades diffusion coefficients of pure liquid metals and alloys have been experimentally investigated (e.g. pure liquids [16] , liquid alloys [17] and even multicomponent Albased alloys [18] ) using different methods and experimental facilities. An excellent overview for Al-based melts is given by Du et al. in Ref. [8] . There, it is for instance shown that the long capillary (LC) method is the most widely used technique for the determination of diffusion coefficients in metal alloys systems. In the past, experiments were carried out with post-mortem analysis of the solidified sample subjected to a full heating, annealing and cooling cycle [16] [17] [18] . However, more recently the accuracy of the method was largely improved by coupling the LC method with radiography for in situ observation of the chemical diffusion in metal alloys [9] [10] [11] [12] .
Using the LC method for chemical diffusion measurements, thin, cylindrical samples of different compositions are pairwise brought into contact with each other in a chemically inert environment. The diffusion couple is melted, annealed at a defined temperature and subsequently quenched. The concentration profile after experiment completion (post-mortem) is analyzed and a diffusion coefficient is derived by fitting a suitable solution of Fick's 2 nd law of diffusion to the data. For sample pairs made of the very same alloy, the self-diffusion coefficient can be derived by marking individual atoms by isotopes. However, the classical long capillary method poses several disadvantages, negatively affecting the accuracy of the determined diffusion coefficients. Main causes for the scattering of the post-mortem data are the missing process control, perturbations of the diffusion profile by melting and solidification as well as buoyancy and Marangoni convection. Convective perturbations are e. g. discussed in Ref. [19] . Already minor gradients in density and temperature within the diffusion sample lead to additional convective flows. Also an often necessary coordinate transformation of the solidified sample to its molten state, requiring the knowledge of its density and of its thermal expansion coefficient, impairs the accuracy of the analysis. All the above noted effects affect the measurement and are in case of in situ process control by X-ray radiography reflected in a strong scattering of the diffusion coefficients as exemplarily shown in Fig. 2 for Al-Cu alloys.
Using X-ray radiography the temporal evolution of the concentration profile is followed in realtime. This is achieved by recording the transmitted X-ray intensity on a flat-panel detector with a typical time resolution of 1s. The recorded intensity stored in grey-values can be converted to solute concentration within the alloy sample assuming constant density (to a good approximation valid for small concentration changes) and a parallel X-ray beam. A direct correlation between grey-value and solute concentration can be established using Beer's law for the transmitted intensity I [20]:
(1) Figure 2 Overview of interdiffusion coefficients in Al-Cu alloys using ex situ long-capillary experiments. The ex situ data deviate by between -50% to +250% of the real values as determined by in situ measurements using X-ray radiography (cf. colored boxes). A large scatter in the experimental data can be observed for experiments carried out on the same interdiffusion pair under the same experimental conditions (cf. Ref. /15/).
Diffusion Phenomena: Aspects of Characterization and Experiments
Herein I 0 denotes the incoming beam intensity, µ the absorption coefficient and d the thickness. The assumptions stated above are only approximations. However, it was shown that the error caused by the differences in path length between a parallel beam and the cone-shaped beam of the x-ray source used in this study are negligible [21] . For small concentration variations used in the experiments the density variations over the whole sample length is less than 10%. This was shown to be considerably smaller than the measurement error of the x-ray radiography method [22] . For a binary system like Al-Ag the absorption coefficient can be described as a sum of the individual absorption coefficients of the elements weighted with the respective element concentration c i reading:
Combining Eq. 1 and Eq. 2 the transmitted beam intensities for the two alloys constituting the diffusion couple -each having a different Ag concentration with 1,2 -read:
Given that the initial Ag concentrations c i are known, the time-and position dependent axial Ag concentration c(x,t) is obtained by 
I(x,t) are the experimentally determined transmitted intensities axially along the capillary sample. To determine c(x,t) the intensities are treated as directly proportional to the recorded grey values. To illustrate the conversion procedure detailed in Eq. 4, data are shown for AlAg6at% in Fig. 3 . This figure also shows that a sufficiently high contrast is reached in the X-ray radiography experiments, which clearly distinguishes the two alloys concentrations and enables one to derive the temporal evolution of Ag concentration with high precision. To calibrate the effective pixel size by converting pixel number in a real length in units of millimeters, a 1mm diameter spherical and chemically inert X-ray absorbing sample was used inside of the capillary furnace. The recorded c(x,t) profiles are described with a solution of Fick's 2 nd law reading: 
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Here the upper index Ag was omitted for the initial concentrations c i . The interdiffusion coefficient is denoted by D ID , erf denotes the Gaussian error function, and x 0 is the position in the capillary at which the composition is changed by 50% between the initial alloy concentrations. Fitting Eq. 5 to the data [e. g. the data depicted in Fig. 3 (right) ] two free parameters are used, namely x 0 and the squared diffusion length L 2 = 4D ID t. In order to obtain the interdiffusion coefficient, L 2 is plotted as a function of time t. This is in Fig. 4 (left) exemplarily shown for an AlAg6at% diffusion couple. Three different regimes are shown in the figure. A first increase in L 2 is observed when the sample is melting. Here, temperature conditions are not yet stable and therefore the slope of the measured data curve changes with time. Once stable temperature conditions are established, the slope is constant as indicated by the linear fit to the data (cf. part of the curve denoted by diffusion). Finally the sample is cooled down (solidification). Here the slope changes again since diffusion takes place in a semi-solid sample before the sample is fully solidified. Fig. 4 (right) shows a profile for an AlAg39at% diffusion couple where the diffusion phase was initially unaffected by convective flow and at later stages of the experiment convective perturbations occurred due to free surfaces formed by a gas bubble. As indicated by an increase in the slope of the fit curves, the interdiffusion coefficient is increased by convective flow to an effective diffusion coefficient larger than the real diffusion coefficient. However, the data can still be fitted by a straight line in good agreement with earlier observations for Al-Cu samples reported in Ref. /11/. As described in this reference only the in-depth analysis of the solute concentration laterally in different parts of the capillary or observations of changes in the capillary images enables to distinguish convective flow from purely diffusive conditions.
In order to obtain accurate interdiffusion coefficients the fits to L 2 are only carried out for experiment times at which stable temperature conditions prevail. This is defined as a variation of furnace temperature of less than 1K over the duration of the experiment. This constant temperature regime is usually reached about 150-200s after first diffusion is started.
Results and Discussions
Results of the QENS experiments are shown in Fig. 5 is shown for melting, the isothermal annealing (diffusion) and solidification of an AlAg3.5at%/AlAg8.5% diffusion couple. The straight line represents a fit to the diffusion phase, where constant temperature conditions prevail. Its slope is proportional to the interdiffusion coefficient. Right: L 2 shown for a AlAg37.5at%/AlAg40.5at% diffusion couple. Two straight line fits are indicated covering different time intervals. In the first interval diffusion was not perturbed, whereas in the second interval diffusion was enhanced by convective flow due to free surfaces formed by a gas bubble. Whereas the data at 30at% and 38at% Ag content have been enhanced by gas bubble formation leading to the generation of free surfaces, the data at 20.4at% Ag were enhanced by strong temperature fluctuations. For the unperturbed measurements the following is observed: Between 20at% and 42.5at% Ag content the interdiffusion coefficient appears to be constant at 983K. Towards lower concentration the interdiffusion coefficient increases. For 2at% Ag content it almost doubles compared with the data at larger Ag content. For AlAg20.4at% interdiffusion is slower than Ag self-diffusion. Ag selfdiffusion is faster in AlAg20.4at% than Ag self-diffusion in pure liquid Ag comparing the QENS data. This compares well with earlier observations for liquid Al-Ni alloys where Ni self-diffusion was reported to decrease with increasing Ni content [24] . Comparing the AlAg20.4at% with data reported for AlNi20at% [25] and AlCu20at% [9] the interdiffusion coefficient is lower than the solute self-diffusion coefficient for Al-Ag whereas it is enhanced for Al-Ni and Al-Cu. For Al-Cu this is even the case when considering that the interdiffusion data presented in Ref. [9] have been influenced by convective flow as discussed in Ref. [11] .
In order to explain this behavior, the interdiffusion coefficient for AlAg20.4at% is calculated based on the Darken equation [26] . The calculated value is depicted by the purple star in Fig. 5 (left). The Darken equation correlates self-and interdiffusion in binary systems taking into account thermodynamic driving forces but neglecting cross-correlations. The Darken equation reads:
The sum in brackets describes the kinetic part, which is the sum of the element specific selfdiffusion coefficients weighted with the concentrations of the respective other element. Φ denotes the thermodynamic factor. The thermodynamic factor is the 2 nd derivative of the molar Gibbs (green up-facing triangles and blue squares), self-diffusion coefficients (red disc and downfacing triangles) and calculated interdiffusion coefficient (purple star). Right: Temperature dependent self-diffusion coefficients: i) full symbols Al (discs) [23] , Cu (diamonds) [28] , Ag (triangles) , and Ni (squares) [29] ; ii) open symbols of Ag in AlAg20.4at% (triangles), Cu in AlCu20at% (diamonds) [9] , and Ni in AlNi20at% (squares) [25] . Lines represent Arrhenius fits to the data.
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energy G with respect to concentration. G is given by the sum of the molar Gibbs energy of the pure elements, an ideal mixing term, and an excess Gibbs energy term due to mixing. The excess term is conventionally described by an approximation using Redlich-Kister polynomials (cf. Ref. [1] ). Interesting to note is also that for the lowest measured Ag concentration (2at%), the interdiffusion coefficient appears to be enhanced compared with the self-diffusion coefficient of pure liquid Al taken from Ref. [22] . Considering again the Darken equation and a thermodynamic factor that is approaching unity from below, this strongly indicates that Ag self-diffusion is faster than Al self-diffusion at these low concentrations. This is quite different to observations made for Al-Ni [26] and Al-Cu [30] where the solute diffusion even at low solute concentrations was lower than the diffusion of the pure solvent Al. Fig. 5 (right) depicts temperature dependent self-diffusion coefficients of the pure metals Al [23] , Cu [28] , Ni [29] and our data for Ag as well as solute self-diffusion coefficients for AlCu20at% [9] , AlNi20at% [25] and our data for AlAg20.4at% alloys. All temperature dependencies show Arrhenius behavior over the investigated temperature range. The diffusion coefficients of Ag and AlAg20.4at% melts as well as the activation energies E A and D 0 values of all melts are listed in Table 1 . Compared with the Al-Cu and Al-Ni system, Ag self-diffusion close to the melting temperature is faster than Cu and Ni self-diffusion in the Al-Cu and Al-Ni alloys of the same composition. AlAg20.4at% has about a factor of two lower activation energy for solute selfdiffusion compared with the other alloy systems. Its D 0 value is about one half to one third the value of AlNi20at% and AlCu20at%, respectively. For the pure liquids Ag shows equally low activation energy as Al. Its D 0 value is the lowest of the here reported alloy systems. 
Conclusion
In the present paper the benefit was shown of combining the long-capillary method with X-ray radiography for in situ observation of the diffusion process in binary metal alloy melts with the aim of an accurate chemical diffusion coefficient determination. Interdiffusion coefficients for Al-Ag up to 42.5at% Ag were reported at a single temperature of 983K. The interdiffusion coefficients show first a decrease with increasing Ag content up to 20at% Ag-content and further remain nearly constant. At low Ag content (<2at% Ag) the interdiffusion coefficient appears to be larger than the self-diffusion coefficient of Al.
Ag self-diffusion was further measured using QENS for AlAg20.4at% and pure liquid Ag. The Ag self-diffusion coefficient decreases with increasing Ag-content. A comparison of self-diffusion and interdiffusion coefficients shows that the interdiffusion coefficient at 20.4at% Ag is smaller than the Ag self-diffusion coefficient at equal composition. Considering thermodynamic driving forces, it is shown that the Darken relation is valid for this alloy.
