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It is often thought that emergent phenomena in
topological phases of matter are destroyed when
tuning to a critical point. In particular, topologi-
cally protected edge states supposedly delocalize
when the bulk correlation length diverges. We
show that this is not true in general. Edge states
of topological insulators or superconductors re-
main exponentially localized—despite a vanishing
band gap—if the transition increases the topolog-
ical index. This applies to all classes where the
topological classification is larger than Z2, notably
including Chern insulators. Moreover, these edge
states are stable to disorder, unlike in topological
semi-metals. This new phenomenon is explained
by generalizing band (or mass) inversion—a uni-
fying perspective on topological insulators—to ki-
netic inversion. In the spirit of the bulk-boundary
correspondence, we also identify topological in-
variants at criticality, which take half-integer val-
ues and separate topologically-distinct universal-
ity classes by a multi-critical point. This work
enlarges the scope of topological protection and
stability by showing that bulk energy gaps can
be unnecessary. Experimental probes and stabil-
ity to interactions are discussed.
Topological phases of matter are greater than the sum
of their parts. Undetectable by any local order param-
eter, their non-triviality is encoded in global topologi-
cal invariants. This is well-understood in the insulating
case, i.e., when there is an energy threshold to creat-
ing excitations above the ground state—referred to as
an energy or band gap. This is beautifully illustrated
in non-interacting fermionic lattice models, e.g., a two-
band Hamiltonian in momentum space, H(k) = h(k) ·σ
where σ = (σx, σy, σz) are the Pauli matrices. In, say,
two spatial dimensions, h(k) is a closed surface as shown
in Fig. 1a, and its minimum distance to the origin gives
the energy gap. Hence, a nonzero gap implies that the
number of times this surface wraps around the origin is
a well-defined topological invariant—in this case known
as the Chern number C. Physically, this integer man-
ifests itself in a quantized anomalous Hall conductance
σxy =
e2
h C and |C| perfectly-conducting edge modes1–3.
Topological phenomena are much less understood
when the energy gap vanishes, such as at quantum criti-
cal points4. According to folklore, gapless systems cannot
host quantized invariants or localized edge modes. The
penetration depth of edge modes is often thought to coin-
cide with the bulk correlation length, and the latter blows
up with the inverse gap as one approaches criticality.
Even topological semi-metals comply with this intuition.
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FIG. 1. Conventional topological band insulators and
metals rely on energy gaps. a, Topological insulators map
momentum space (here, two-dimensional) into the space of
single-particle Hamiltonians (here, three-dimensional). The
number of times this surface encloses the origin is a topologi-
cal invariant (here, the Chern number C = 1). A nonzero bulk
energy gap implies that the surface cannot intersect the origin.
b, A topological Weyl semi-metal. The bulk energy gap van-
ishes at the two solid red points, but lower-dimensional mo-
mentum slices avoiding these points have an effective nonzero
gap and well-defined Chern number.
For instance, while a 3D Weyl semi-metal5 is gapless at
particular points in momentum space, any 2D slice avoid-
ing these points is a gapped lower-dimensional system
(see Fig. 1b). The Chern number of the latter protects
the famous Fermi arcs. Topological semi-metals thus rely
on a momentum-dependent energy gap, meaning that
disorder—which connects momenta—destabilizes them.
In recent years, a plethora of models have come to
light challenging the conventional viewpoint6–23. They
are gapless yet host localized topologically-protected
edge modes—without needing momentum conservation
(see Ref. 23 for a unifying perspective). However,
most of these works are limited to 1D systems—rare
exceptions10,17 rely on additional gapped degrees of free-
dom. Here, we are interested in the interplay between
topology and criticality without any energy gap.
This work shows how topological invariants and local-
ized edge modes can exist at phase transitions between
topological insulators24 in general dimension. For in-
stance, while the Chern insulator transitions between
C = 0 ↔ C = 1 and between C = 1 ↔ C = 2 are
both described by a single Dirac cone, we generalize C to
criticality, with the former having C = 12 and the latter
C = 32 , making them topologically distinct Dirac cones—
separated by a phase transition! Moreover, for C = 32
there is an exponentially localized chiral edge mode. We
emphasize that, although critical points are by definition
fine-tuned, the phenomena we discuss are not; the edge
mode is stable to gap-opening. Said in reverse, the edge
mode of a Chern insulator with C = 1 remains localized
whilst tuning to C = 2, instead of smearing out with
the diverging bulk correlation length. We first introduce
these invariants, after which we discuss the edge modes.
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2FIG. 2. Winding numbers beyond the gapped paradigm. a–e, Gapped and gapless one-dimensional topological wires
with integer and half-integer topological invariant ω, respectively. The single-particle Hamiltonian H(k) = h(k) · σ (top) and
real-space hopping amplitudes (bottom) are shown. The gapless wire with ω = 3
2
is topologically non-trivial, resulting in a
localized edge mode (see Fig. 3). f, The (cardioid) mother theory which can be perturbed into the five phases shown in a–e.
A perturbation linear in k (near k ≈ 0) flows to ω = 1
2
or ω = 3
2
. It is a topological transition between two gapless phases.
Topological invariants. To define and understand
topological invariants at criticality, we first consider a
1D setting. Symmetry is then necessary to have gapped
topological phases labeled by integers (similar to C ∈ Z
above). We can consider, e.g., topological insulators pro-
tected by sublattice symmetry (‘class AIII’) or topolog-
ical superconductors protected by spinless time-reversal
symmetry (‘class BDI’)25–27. Both classes have a unified
description in the single-particle Hamiltonian: the sym-
metry pins hz(k) = 0. We can thus visualize h(k) as a
loop in the plane, its winding number around the origin
being a topological invariant ω = 12pi
∫
d (arg(h)) ∈ Z.
Figures 2a,c,e show examples with winding ω = 0, 1, 2.
The transitions between these phases are also shown,
where the gap closes at h(0) = 0. The two loops in
Fig. 2b,d are similar for k ≈ 0: h is linear, implying that
the low-energy theory is a relativistic fermion. However,
Fig. 2d shows that at larger momenta, the transition be-
tween ω = 1 ↔ ω = 2 encircles the origin. To capture
this ‘high-energy’ topological information, we introduce
an invariant calculating the winding whilst omitting an
infinitesimal neighborhood of the gapless point:
ω =
1
2pi
lim
ε→0
∫
|h|>ε
d (arg(h)) ∈ 1
2
Z. (1)
This equals the average of ω over the neighboring gapped
phases, as one can show by gapping the omitted low-
energy part (see Methods; this only relies on the leading
non-zero derivative at the gapless point being continuous,
which is a natural generalization of the usual continuity
condition on h(k) and corresponds to enforcing locality
in real space). For the two critical points above, we thus
read off ω = 12 and ω =
3
2 , respectively. To gain some
intuition: this is a half-integer since a line through the
origin spans a 180◦ angle. Hence, as long as the deriva-
tive ∂kh(0) is nonzero, we cannot change ω, making it
a robust property of the low-energy universality class.
The only way we can connect these two critical points
is by tuning through a multi-critical point which is no
longer described by a (single) relativistic fermion. A pos-
sible ‘topological phase transition of phase transitions’ is
shown in Fig. 2f, with a quadratic dispersion (|h| ∼ k2),
where the linear term changes sign.
We thus have transitions which are locally described by
the same universality class yet non-locally distinguished
by topology. While 1D cases have been studied before
with other methods20,28,29, Eq. (1) generalizes to arbi-
trary dimensions and symmetry classes: one takes the
definition of a gapped topological invariant and cuts out
an infinitesimal region for each gapless point. This equals
the average of the invariant over the neighboring gapped
phases. To illustrate this in 2D, we generalize the Chern
number to any case where the low-energy theory is local
(i.e., h(k) is smooth wherever it vanishes):
C = 1
4pi
lim
ε→0
∫∫
|h(k)|>ε
hˆ·(∂kxhˆ×∂ky hˆ)d2k ∈ 12Z, (2)
where hˆ = h|h| . The transition between C = n and C =
n+1 is then a Dirac cone with C = n+ 12 . This agrees with
the parity anomaly of (2 + 1)-dimensional quantum elec-
trodynamics, requiring a Chern-Simons term with half-
integer prefactor, or more precisely, an η-term3,30–32 (i.e.,
the action will have a topological term Stop = Cpiη(A)).
What was perhaps not appreciated is that this allows
for topologically distinct Dirac cones separated by multi-
criticality. A possible transition between, say, C = 12 and
C = 32 would have the Dirac cone become quadratic along
kx; alternatively, a second Dirac cone could appear.
Edge modes. Having established bulk topological in-
variants, we turn to one of their most fascinating con-
sequences: topologically-protected states localized near
the system’s boundary. For gapped topological phases,
this follows from the existence of bulk phase transitions.
Indeed, the boundary of a topological phase can be in-
terpreted as a spatial interface between the topological
phase and the trivial “vacuum”. The phase transition
is thus spatially sandwiched between the two, leading to
a zero-energy mode. We generalize this concept to the
critical case, giving rise to exponentially-localized edge
modes, despite the absence of gapped degrees of freedom.
As we did for the topological invariants, we first ex-
plain the edge modes in the 1D setting. The claim is
that the phase transition from ω = n to ω = n + 1 (for
which ω = n+ 12 ) has n ≥ 0 exponentially-localized edge
modes, which we illustrate for n = 1. The key is that
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FIG. 3. Zero-energy edge modes. a, Universal phase
diagram near the multi-critical point in Fig. 2f, showing the
values of the topological invariant. The critical line with ω =
3
2
is not perturbatively close to the trivial phase (ω = 0). Any
path between the two (e.g., red line) tunes through a singular
point (e.g., the multi-critical point). b, A spatial interface
between the trivial and topological gapped phase. This hosts
an exponentially-localized zero-energy mode (red) where the
mass term changes sign. c, A spatial interface corresponding
to the path in a. There is again a localized mode, now due
to the kinetic term changing sign (related to passing through,
or around, the multi-critical point).
ω = 32 cannot be perturbed into the trivial phase. A
typical phase diagram is shown in Fig. 3a: the red path
interpolating between ω = 32 and ω = 0 passes through
the multi-critical point. (Even if one circumvents this by
passing through the gapped regions where ω = 1 or 2,
there is still a transition to ω = 0.) This inevitability of
a singularity between ω = 0 and ω = 32 implies an edge
mode at their spatial interface—similar to the gapped
case—as we argue now.
To make this precise, let us review the argument for
the familiar gapped case33. To set up a spatial interface
between ω = 0 and ω = 1, we need a model realizing
both phases. For this, simply move the loop in Fig. 2b to
the left or right: h(k) = hx + ihy =
(
eik − 1)+m, which
is trivial for m < 0. To focus on universal low-energy
physics, we zoom in near the gap-closing at k ≈ 0, giving
h(k) ≈ ik +m. Transforming to real space, we arrive at
Dx := h(−i∂x) = ∂x +m, or more completely:
H(x) =
(
0 D†x
Dx 0
)
has ω =
{
0 if m < 0,
1 if m > 0.
(3)
We can now consider a mass profile m(x) interpolating
from ω = 0 to ω = 1, as shown in Fig. 3b. Jackiw
and Rebbi33 realized that this supports a localized mode.
Indeed, the zero-energy condition on
(
ψ(x)
0
)
is
Dxψ(x) = 0 ⇒ ψ(x) ∝ e−
∫ x
0
m(x′). (4)
Due to the asymptotic values limx→±∞m(x) = ±|m∞|
in Fig. 3b, this mode is exponentially localized at the
interface with the inverse gap ∼ 1/|m∞|. This phe-
nomenon of mass (or band) inversion is at the root of
the bulk-boundary correspondence in all topological in-
sulators and superconductors34.
The generalization to the critical case is strikingly sim-
ple yet leads to surprising results. As before, to set
up an interface between ω = 0 and ω = 32 , we need a
model that realizes both. The multi-critical point sepa-
rating ω = 12 and ω =
3
2 is a natural candidate, where
h(k) ≈ k2. Including linear and constant perturbations,
we have h(k) = k2 − iκk +m, or in real space:
Dx := h(−i∂x) = −∂2x − κ(x)∂x +m(x). (5)
Its phase diagram is shown in Fig. 3a, of which we have al-
ready encountered two limiting cases: m = 0 corresponds
to the transition sketched in Fig. 2f, whereas κ → −∞
(keeping m/κ finite) recovers Eq. (3). We refer to κ and
m as the kinetic and mass parameters, respectively.
We can now consider a spatial interface between the
topological critical phase ω = 32 and the trivial vacuum,
shown in Fig. 3a,c. Crucially, it is now not the mass term
that changes sign, but the kinetic term. This is sufficient
to guarantee an exponentially-localized solution of the
zero-energy equation Dxψ(x) = 0! Indeed, for x → +∞
(where m → 0 and κ → constant; see Fig. 3c) we have
Dx = −∂2 − κ∂ = −∂(∂ + κ), hence one solution is
constant but the other decays:
ψ(x) ∼
{
exp (−κx) as x→ +∞,
exp
(
−κx2
[
1±
√
1 + 4mκ2
])
as x→ −∞.
(6)
This is exponentially localized when κ is asymptotically
positive on the right and negative on the left (since the
expression in the square brackets has positive real part
for m < 0). We call this novel phenomenon kinetic in-
version. Any microscopic information—e.g., whether we
tune through or around the multi-critical point—is re-
dundant, exemplifying stability. A numerical solution is
shown in Fig. 3c. The edge mode is stable to arbitrary
deformations of Dx (i.e., higher-order derivatives) which
do not cause bulk phase transitions; see Methods or Ap-
pendix A for a proof based on counting roots of the char-
acteristic polynomials of limx→±∞Dx. This can be seen
as an index theorem35,36 generalized to gapless cases.
What sets the localization length of an edge mode in a
gapless system? The above shows that the mode decays
as exp(−κx), which is unrelated to any mass scale. To
see its true meaning, note that for x→ +∞, Eq. (5) be-
comes Dx ∝ −∂x− 1κ∂2x. The localization length ∼ 1/κ is
thus an irrelevant perturbation—in the renormalization
group (RG) sense—compared to the linear kinetic term.
This is arguably the general point of view, since even in
the gapped case (i.e., Eqs. (3) and (4)), the localization
length ∼ 1/m is the prefactor of the (RG-irrelevant) ki-
netic term relative to the massive fixed point. In both
the gapped and gapless cases, the edge mode becomes
exactly localized in the RG fixed point limit.
Similar to the half-integer topological invariants, the
discussion of edge modes generalizes to all dimensions.
For instance, the above carries over in its entirety to the
2D Hamiltonian H(x, y) =
(
−i∂y D†x
Dx i∂y
)
. The model in
Eq. (5) then realizes Chern insulators with Chern num-
bers displayed in Fig. 3a. The spatial interface between
C = 0 and C = 32 hosts a mode
(
ψ(x)eikyy
0
)
with ψ(x)
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FIG. 4. Experimental signature of edge modes at crit-
ical Chern insulators. The local density of states in the
bulk (solid blue) and at the boundary (dashed red) in a lattice
model for Chern insulators (C = 0, 1, 2) and their transitions
(C = 1
2
, 3
2
). At low energies, the linear vanishing in the bulk
is indicative of a Dirac cone, whereas its finite value at the
boundary probes the localized edge mode. This confirms that
C = 3
2
is a topology-enriched Dirac cone.
given by Eq. (6). This now has energy ky, i.e., it is an
exponentially-localized chiral mode. We confirmed an-
alytically and numerically that additional couplings do
not delocalize the edge mode, as detailed in Appendix B.
Experiment. Edge modes at criticality can be ex-
perimentally diagnosed through scanning tunneling mi-
croscopy, which measures the local density of states. Fig-
ure 4 shows that this has a finite value at zero energy for
C = 32 (see Methods for details on the lattice model). Our
analysis applies to all topological insulators and super-
conductors which have more than one non-trivial phase,
such as the Z-indexed AIII, CI and DIII classes in three
dimensions25,26.
Interactions. Lastly, let us mention that topology
at criticality is not a free-fermion artifact. One way of
generalizing the topological invariants to interactions is
by using the anomaly perspective. Prefactors of topo-
logical response terms can be quantized even if the bulk
is gapless, as we discussed for the parity anomaly of the
Dirac cone. Edge modes can also remain stable with
interactions. We recently confirmed this both analyti-
cally and numerically for ω = 32 , with Thorngren, Jones
and Pollmann23. The main qualitative effect of interac-
tions is to make the edge mode algebraically-localized.
In particular, for ω = 32 we found a universal finite-size
energy splitting ∼ 1/L14—easily dwarfed by any expo-
nential contribution. It is key that the mode is normal-
izable—not whether it has an exponential or algebraic
profile. A normalizable mode has a finite localization
length—flowing to zero under RG—and is detectable by
local probes such as in Fig. 4.
More generally, in the interacting case, we expect lo-
calized edge modes for any topological insulator transi-
tion which cannot be perturbed into the trivial phase.
This is in line with the intuition that the edge mode is
a spatially-confined version of the mother theory con-
necting the critical and the trivial phase. To determine
the universal algebraic power of the edge mode likely
requires a case-by-case analysis. We briefly summarize
how to set this up (see Methods for details). It is con-
venient to start with an RG fixed point limit of the in-
terface studied above. In this limit, the critical system
has a hard edge whose boundary condition can be de-
rived from the original interface. Moreover, in this same
limit, the non-interacting edge mode pinches off and can
be treated as a separate degree of freedom. The goal
is then to determine the dominant RG-irrelevant inter-
action coupling the two—its scaling dimension sets the
edge mode’s localization. This approach led to the 1/L14
mentioned above23, and it would be very interesting to
analyze higher-dimensional cases.
Conclusion. This work builds toward a framework
for topological phenomena beyond the gap condition. In
the non-interacting case, we non-perturbatively estab-
lished edges mode at criticality. This shows that index
theorems35,36 can be generalized, which deserves further
exploration. Relatedly, our interface set-up shows that
translation symmetry is not important, but it would be
interesting to study strong disorder. We have already
given pointers toward the effect of interactions which still
need to be fleshed out, with anomalies offering a general
perspective. Eventually, one could hope to include all
interacting cases, even those without free-fermion lim-
its, such as symmetry breaking and topological order37.
There can be little doubt that the interplay between
topology and criticality has many more surprises in store.
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METHODS
One-dimensional lattice models (AIII and BDI
class). Consider the lattice fermions cλ,n with index λ =
A,B. If these are complex fermions, we have {c†λ,n, cµ,m} =
δλµδnm. If these are Majorana fermions, they are hermi-
tian and {cλ,n, cµ,m} = 2δλµδnm. In both cases, the sym-
metry we enforce is anti-unitary, squares to unity, and maps
cA,n 7→ c†A,n and cB,n 7→ −c†B,n; in the complex fermion case
(AIII class), this has interpretation of a sublattice symme-
try, whereas in the Majorana setting (BDI class), it corre-
sponds to spinless time-reversal symmetry (to see this, note
that cA,n = an + a
†
n and cB,n = i(an − a†n), where an are
the physical superconducting complex fermions, which are in-
variant under the symmetry transformation). We define the
Fourier modes
cA,k =
1√
N
∑
n e
−ikncA,n,
cB,k =
i√
N
∑
n e
−ikncB,n.
(7)
Note the unconventional factor of i in the latter, which is
convenient when trying to treat AIII and BDI at the same
time. The Hamiltonian is
H =
∑
k
(
c†A,k, c
†
B,k
)
H(k)
(
cA,k
cB,k
)
. (8)
Hermiticity of H implies hermiticity of H(k), i.e., H =
h0I + hxσx + hyσy + hzσz. We work in the setting where
the uninteresting h0 = 0. The above symmetry implies that
H(k) = −σzH(k)σz, which enforces hz = 0.
Thus far, we have treated the complex fermion and Majo-
rana case on equal footing. However, in the latter case, we
have the extra constraint c†A,k = cA,−k and c
†
B,k = −cB,−k.
This means that it is sufficient to know H(k) on half of the
Brillouin zone. More concretely, we derive that H(−k) =
H(k)∗. In other words, in the Majorana case, we have that hx
(hy) is even (odd) in k. Equivalently, h(k) := hx(k) + ihy(k)
satisfies h(k)∗ = h(−k).
As fixed point examples of the topological phases, consider
h(k) = eiαk, i.e., Hα(k) = cos(αk)σx + i sin(αk)σy, which
has winding number ω = α. Plugging this in, we obtain
the real-space expressions Hα = −i∑n c†B,ncA,n+α + h.c..
(In the Majorana case, this can be simplified to Hα =
−2i∑n cB,ncA,n+α.) For α = 1, we recognize these as be-
ing (proportional to) the Su-Schrieffer-Heeger38 and Kitaev39
chain. More generally, we see that there are |α| zero-energy
edge modes of A-(B-)type on the left (right) edge for α > 0
(and oppositely for α < 0).
The Hamiltonians depicted in Fig. 2a–e are (in order of
appearance): 1
9
H1−H0, H1−H0, H1, H1−H2 and 19H1−H2.
The multi-critical point in Fig. 2f is 2H1−H0−H2. For more
on these lattice models and their phase diagrams, see Ref. 20.
Topological invariant. We generalize the usual wind-
ing number to the case where h = (hx, hy) has an arbitrary
number of gapless points {ki}i:
ω =
1
2pi
lim
δ→0
∫
∀i:|k−ki|>δ
∂karg(h) dk. (9)
For notational convenience, we consider the case with a single
gapless point, which we set at k0 = 0 (the more general case
follows straightforwardly). Moreover, let us use the above
h(k) := hx(k) + ihy(k). As mentioned in the main text, we
presume that h(k) is continuous everywhere and that there
is a (non-negative) integer n such that (∂nk h)(0) exists and is
finite; let n be the smallest such integer. (The case n = 0 is
the usual gapped case.) By l’Hoˆpital’s rule, h(k) = c(k) kn for
k ∈ [−δ, δ], with c(k) continuous and non-vanishing. Define
h±(k) :=
{
h(k) if |k| ≥ δ
c(k)
(
k ± i(k2 − δ2))n if |k| < δ. (10)
Observe that h± is continuous and gapped/non-vanishing.
Hence, its winding number is an integer m±. Recalling the
definition (9), we thus have
m± = ω +
1
2pi
lim
δ→0
∫ δ
−δ
∂k arg
(
c(k)
(
k ± i(k2 − δ2))n) dk
= ω +
n
2pi
∫ δ
−δ
∂k arg
(
k ± i(k2 − δ2))dk = ω ± n
2
. (11)
Firstly, this tells us that ω in Eq. (9) is a (half-)integer. Sec-
ondly, ω =
m++m−
2
: it is the average of the winding num-
bers of the two gapped phases created by a particular pertur-
bation. Note that all gapped phases with winding numbers
m− < m < m+ are also proximate to this critical point,
which can be included without changing the average (since
a+(a+1)+···+(b−1)+b
b−(a−1) =
a+b
2
). Thirdly, m+ − m− = n. It is
not hard to see that this is the maximal difference in winding
number obtainable from a gapless point with h(k) ∼ kn.
We thus see that ω is a well-defined, quantized topo-
logical invariant, conditional on (∂nk h)(0) being well-defined
and nonzero. Fortunately, this is a very natural condi-
tion: smoothness in momentum space relates to locality in
real space. Indeed, even for usual topological invariants
one requires continuity, which corresponds to real-space hop-
pings decaying faster than 1/rd (in d spatial dimensions).
Similarly, the aforementioned smoothness condition requires
a slightly stricter locality: hoppings decaying faster than
1/rd+n. The reason for the n dependence is that this is the
threshold for locality in the emergent low-energy field theory
H = i
∫
χ(x)∂nχ˜(x)ddx. Indeed, the non-local perturbation
λ
∫∫ χ(x)χ˜(y)
(x−y)a d
dxddy has scaling dimension [λ] = d + n − a,
which is thus irrelevant if a > d+ n.
7Edge modes at spatial interfaces. For the interface
from ω = 0 to ω = 1, we used the model in Eq. (3) with
Dx = ∂x + m(x). In Eq. (4), we found the localized mode
ψ(x) = e−
∫∞
0 m(x
′)dx′ . This can be evaluated exactly for the
special case
m(x) = a tanh(x) ⇒ ψ(x) = 1
cosha(x)
. (12)
Figure 3b plots this for a = 2. For the interface from ω = 0
to ω = 3
2
, we used the model in Eq. (5). In Fig. 3c, we show
the numerical solution for ψ(x) with κ(x) = 2 tanh(x) and
m(x) = 1.05(tanh(x)− 1).
However, we also know on general grounds that a localized
zero-energy mode exists for Eq. (5). The argument goes as fol-
lows: firstly, we know that the second-order differential equa-
tion Dxψ(x) = 0 has two solutions. Secondly, on the asymp-
totic right, we have Dx = −∂2 − κ∂ = −∂(∂ + κ), which has
zero-energy wavefunctions ψ1(x) ∼ 1 and ψ2(x) ∼ exp(−κx).
We choose the solution with the latter decay. Thirdly, on the
asymptotic left, both solutions (where Dx = −∂2 − κ∂ + m
with κ,m < 0) are exponentially decaying (see both signs in
Eq. (6)). This is essential, since we have chosen the behavior
on the right, we have no more further freedom in eliminating
solutions.
This argument readily extends to general differential op-
erators Dx. We sketch the ingredients here, which we flesh
out in more detail in Appendix A. Let N be the order of
Dx. Hence, there are N solutions to the differential equa-
tion Dxψ(x) = 0. We now want to exclude the solutions
which are not exponentially decaying at infinity. To make
this precise, we work in the setting where the coefficients are
asymptotically constant, such that we have well-defined char-
acteristic polynomials there. Roots with negative real part
correspond to exponentially decaying solutions on the right.
Hence, the number of roots with non-negative real part give
us the number of constraints on the right. Similarly on the
left. Subtracting these constraints from N gives us a lower
bound on the number of localized zero-energy modes! More-
over, this number can only change if we tune one of the roots
of the characterisic polynomials to be purely imaginary. But
at this point, it corresponds to an additional bulk zero-energy
mode, i.e., we would have changed the bulk criticality. See
Appendix A for more details.
Lattice models and LDOS for Chern transitions.
For each α ∈ Z, we define the two-band model
Hα(k) =
{
sin(αkx)σx − sin(ky)σy
+(1− cos(αkx)− cos(ky))σz. (13)
One can check that for any α, this is gapped and the Chern
number is C = α. We consider interpolations
H(k) = aH0 + bH1 + cH2
a+ b+ c
(with a, b, c > 0). (14)
The complete phase diagram is shown in Appendix C. For
Fig. 4, we focus on the following five points in parameter
space:
(a, b, c) =

(4, 1, 1) has C = 0,
(5, 6, 1) has C = 1
2
,
(1, 5, 1) has C = 1,
(1, 6, 5) has C = 3
2
,
(1, 1, 4) has C = 2.
(15)
For system sizes Lx × Ly with Lx = 300 and Ly = 1000
we calculated the local density of states (LDOS) with peri-
odic (open) boundary conditions in the y-(x-)direction. This
was done by making a histogram in energy space, where for
each energy eigenstate we calculated the density on two strips
(along the y-axis) in the middle of the system (to obtain the
bulk LDOS) and two strips along the left edge (to obtain the
edge LDOS).
In Appendix C, we also use these lattice models to con-
firm the analytic predictions about stability of the chiral edge
mode at the Chern transitions (derived in Appendix B).
Edge modes in second quantization. It is useful to
reformulate the approach of the main text in the framework
of second quantization. This is indispensable for studying the
stability to interactions. In addition, we will find it to be
useful to work with a hard boundary rather than the spatial
interface used in the main text. Such a hard boundary—and
the corresponding boundary condition—can be derived from
the spatial interface by taking the RG fixed point limit of the
vacuum, as we explain here. These boundary conditions are
essential for subsequently studying the effect of interactions.
We illustrate all this in the one-dimensional Majorana
case (i.e., BDI class). In particular, this means that we
can simplify Eq. (8) as H = −2∑k h(k)cB,−kcA,k, where
h := hx + ihy as before. Consider the continuum fields
χ(x) = 1√
a
cA,n and χ˜(x) =
1√
a
cB,n, where a is the lattice
spacing. These hermitian fields obey {χ(x), χ(y)} = 2δ(x−y)
and {χ(x), χ˜(y)} = 0. If we define their Fourier modes
as χk =
1√
2pi
∫
e−ikxχ(x)dx and χ˜k = 1√2pi
∫
e−ikxχ˜(x)dx,
then these relate to the modes defined in Eq. (7) as cA,ak =√
2pi
aN
χk and cB,ak = i
√
2pi
aN
χ˜k. Using the correspondence
1
N
∑
k ↔ a
∫
dk
2pi
, we have
H ∝ i
∫ +∞
−∞
χ˜−kh(k)χkdk = i
∫ +∞
−∞
χ˜(x)Dxχ(x)dx, (16)
where Dx = h(−i∂x). The unspecified prefactor is −2, which
we will suppress for convenience (note that in bipartite sys-
tems one can absorb overall signs). We now discuss the emer-
gence of boundaries.
Boundary conditions. To study edge modes and their
stability, it is crucial to also know the boundary conditions
of the above field theories. There are different ways of ob-
taining this40,41, but here we follow an intuitive domain-wall
approach. (See Appendix D for more details.) In the main
text, we saw that for the critical point with ω = 1
2
, we had
Dx = ∂x + m, i.e., H = i
∫
χ˜(∂ + m)χdx with m < 0 be-
ing trivial. We can interpret a half-infinite chain (x > 0)
with a hard boundary at x = 0 as arising from an infinitely-
long chain with a mass profile m(x) where m(x) → −∞
for x < 0. Before taking this limit, let us define χloc =∫ 0
−∞ e
− ∫ x0 m(x′)dx′χ(x)dx. We claim that [χloc, H] = 2iχ˜(0).
If we now take the limit of m(x) → −∞ (for x < 0), then
χloc → 0. Hence, its commutator must vanish, deriving the
boundary condition χ˜(0) = 0. (Similarly, one can derive that
χ(L) = 0 at the other edge.)
To derive that [χloc, H] = 2iχ˜(0), it is useful to first par-
tially integrate such that H =
∫∞
−∞ χ(∂ −m)χ˜dx and to note
that
[χ(x), χ(y)D˜χ˜(y)] = {χ(x), χ(y)}D˜yχ˜(y) = 2δ(x− y)D˜χ˜(y).
(17)
8Altogether, we thus have that
[χloc, H] = 2i
∫ 0
−∞
e−
∫ x
0 m(x
′)dx′(∂ −m)χ˜(x)dx. (18)
The claimed result then follows from partial integration.
Some methods only derive that, e.g., the product χ(0)χ˜(0)
has to vanish at the left edge—which guarantees that inte-
gration by parts does not generate boundary terms. How-
ever, for us it is very important to know which of the two
fields actually vanishes (as we will see when discussing the
stability of edge modes). More conceptually, the Hamiltonian
H = i
∫∞
0
χ˜(∂ + m)χdx only tells us that m > 0 has one
higher winding number than m < 0. The boundary condition
χ˜(0) = 0 fixes the winding number of m < 0 to be ω = 0
(whereas the alternative condition χ(0) = 0 would mean that
ω = −1 for m < 0).
The above illustrated the derivation of boundary conditions
for a particular choice of Dx. In Appendix D, we prove a more
general theorem for this purpose. Using this, we derive that
the model in Eq. (5) has boundary condition χ˜(0) = ∂xχ˜(0) =
0.
Edge modes for half-infinite systems. Having derived
the boundary condition, we can now study the edge modes in
second quantization. For instance, for the phase diagram in
Fig. 3a, we have the half-infinite system
H = i
∫ +∞
0
χ˜
(−∂2 − κ∂ +m)χdx with χ˜(0) = ∂xχ˜(0) = 0.
(19)
Let us now study the critical system with ω = 3
2
, i.e., m = 0
and κ > 0. This has a localized zero-energy mode χloc =∫∞
0
e−κxχ(x)dx. Indeed, one straightforwardly derives that
[χloc, H] = 2i
∫ ∞
0
e−κx (−∂ + κ) ∂χ˜dx = 2i∂χ˜(0) = 0, (20)
which vanishes by the above boundary condition.
So far we have only taken the RG limit of the trivial vac-
uum, i.e., the ‘outside’. It is convenient to also take the RG
limit of our critical system. In this case, since κ 6= 0, the
quadratic term in Eq. (19) is RG-irrelevant. We thus flow to
H = i
∫ ∞
0
χ˜(x)∂xχ(x)dx with χ˜(0) = 0, (21)
where we have suppressed the overall constant −κ. However,
the price we pay for working in this fixed point limit, is that
we need to treat χloc as a separate mode (which has pinched
off into an exactly-localized, zero-energy degree of freedom in
this RG limit). Without this mode, Eq. (21) is just the usual
ω = 1
2
transition. Indeed, one can think of the ω = 3
2
case as
ω = 1
2
plus a localized mode. This is also clearly illustrated
in the lattice models whose hoppings are shown in Fig. 2.
We have thus reduced the study of ω = 3
2
to a study of
Eq. (21) and a decoupled edge mode χloc. From this per-
spective, the non-trivial part is to argue that this edge mode
remains localized after coupling it to the critical bulk. The
dominant couplings would be V = iχlocχ(0) or V = iχlocχ˜(0).
However, the former is not allowed by symmetry, whereas the
latter is zero by virtue of the boundary condition!
Hence, the dominant coupling is V = iχloc∂xχ˜(0). Using
the scaling dimensions [χloc] = 0 and [χ˜] =
1
2
, we see that this
coupling λ in H+λV has dimension [λ] = − 1
2
(since [λV ] = 1
has units of energy). In other words, this coupling is RG-
irrelevant, implying that the edge mode survives. However,
this is not the full story: it turns out the edge mode remains
exactly-localized under this coupling! In particular,
χ′loc := χloc − λχ(0) ⇒ [χ′loc, H + λV ] = 0, (22)
which can be verified by a direct computation. The general
mechanism or reason behind this is that—despite the coupling
V = iχloc∂xχ˜(0) being allowed—it can in fact be rotated away
by a unitary. More precisely,
U(α) := e
α
2
χlocχ(0) ⇒ U(λ)†HU(λ) = H + λV +O(λ2),
(23)
using that [χlocχ(0), H] = χloc [χ(0), H] = −2iχloc∂χ˜(0). In
other words, Eq. (23) tells us that the effective perturbation
secretly has a higher scaling dimension. I.e., effectively we are
only perturbing with V = iχloc∂
2
xχ˜(0), but this can similarly
be rotated away by using χloc∂xχ(0) as a generator. This
continues ad infinitum, recovering the fact that free-fermion
perturbations are not able to give the edge mode an algebraic
dressing!
Effect of interactions. The above formulation perfectly
lends itself to study the effect of interactions. The goal is
to find the dominant term coupling a localized edge mode
χloc to the critical bulk in Eq. (21). In the non-interacting
case (i.e., quadratic couplings) we found that we could rotate
away all perturbations, implying that there are no algebraic
contributions.
Intriguingly, the mechanism of rotating away perturbations
also applies to interacting (say, quartic) couplings. This has
been studied in detail in Ref. 23, where it was found that
the dominant interacting coupling which could no longer be
rotated away is a quartic terms with six derivatives. I.e., the
operator has dimension 0 + 3 × 1
2
+ 6 × 1 = 7.5. Hence, the
coupling constant λ in the perturbed Hamiltonian H + λV
has dimension [λ] = −6.5, being very RG-irrelevant. Since
the finite-size energy splitting is quadratic in λ, i.e, ∼ λ2/Lβ
(due to both edges needing to couple to the critical bulk), we
find β = 2[λ]− 1 = 14. This same exercise could be repeated
for any critical point of interest.
9Appendix A: A generalized index theorem
Consider the differential operator
Dx =
N∑
n=0
cn(x)
(
∂
∂x
)n
where cn(x) ∈ C. (A1)
We work in the setting where cn(x) is asymptotically constant for |x| → ∞, denoting these limits as c±n :=
limx→±∞ cn(x) (we presume that cn(x)−c±n decays to zero quickly enough; see the proof for quantitative statements).
Moreover, we presume that the highest-order coefficient cN (x) never vanishes. One could relax this condition, but one
would have to treat such vanishing points as defects with particular boundary conditions, complicating the analysis.
We define the asymptotic symbols or characteristic polynomials f±(z) =
∑N
n=0 c
±
n z
n. Note that these contain all
the physical information of the asymptotic regions. In particular, the energy spectrum is given by |f±(ik)|, telling us
that the region x→ ±∞ gapped if and only if f± has no purely-imaginary roots.
Theorem. Let N± denote the number of roots of f±(z) with strictly negative real part. If the region x → −∞ is
gapped (i.e., f−(z) has no purely-imaginary roots), then
# ( exponentially-localized solutions of Dxψ(x) = 0 ) ≥ N+ −N−. (A2)
If N+−N− > 0, the wavefunctions have the asymptotic form ψi(x) ∼ exp (zix) (i = 1, · · · , N+−N−) for x→ +∞,
where {zi}i are the N+ −N− roots of f+(z) with negative real part closest to the imaginary axis.
Moreover, N+ −N− cannot change without changing the universality class of the asymptotic regions x→ ±∞.
This theorem can be seen as a continuum analogue of Theorem 1 in Ref. 20. Before proving it, we apply this
theorem to some examples:
1. Dx = ∂x + m(x) where m
± = limx→±∞m(x) = ±|m∞|. We thus have f±(z) = z ± |m∞|. This implies that
N+ = 1 and N− = 0, i.e., we have one edge mode, which decays as exp(−|m∞|x) for x → +∞. (In this
particular case, we have the closed form33 ψ(x) = exp
(− ∫ x
0
m(x′)dx′
)
.)
2. Dx = −∂2x−κ(x)∂+m(x) with κ± = limx→±∞ κ(x) = ±|κ∞| 6= 0 and limx→+∞m(x) = 0 and limx→−∞m(x) =
−|m∞|. We thus have f+(z) = −z2 − |κ∞|z, with roots z1 = 0 and z2 = −|κ∞|, i.e., N+ = 1. Similarly, one
derives that N− = 0, so we again have one edge mode, now decaying as exp(−|κ∞|x) for x→ +∞.
3. Dx = ξ∂
3
x − ∂2x − κ(x)∂ + m(x) where κ(x) and m(x) have the same conditions as in the previous examples.
Note that the limit ξ → 0 recovers the previous example; indeed, the purpose of this example is to show the
edge mode’s stability to turning on a higher-order derivative. We have f+(z) = (ξz
2 − z − |κ∞|)z. For ξ ≈ 0,
this has roots z1 = 0, z2 ≈ −|κ∞| and z3 ≈ 1/ξ. Hence, if Re ξ > 0, we have N+ = 1, whereas for Re ξ < 0 we
have N+ = 2. Similarly, one derives that Re ξ > 0 (Re ξ < 0) implies N− = 0 (N− = 1) if ξ is small. Hence,
for small ξ, we find a localized edge mode which decays into the critical bulk with ψ(x) ∼ exp(−|κ∞|x) for
x → +∞. (Note that ξ has to have a finite real value, otherwise we have an additional critical mode in the
bulk; in particular, it would not allow us to connect to the limit where ξ = 0.) Examples are shown in Fig. 5.
This example also nicely illustrates two important subtleties:
(a) What about larger ξ? In particular, one can check that for large positive ξ, we have N− = 2, such that
the lower bound N+ − N− = −1 no longer ensures the existence of an edge mode! However, this region
is separated from small ξ by a phase transition in the asymptotic region x → −∞. For instance, for
ξ = |κ∞| = |m∞| = 1, we have Dx = ∂3 − ∂2 + ∂ − 1 = (∂ − 1)(∂2 + 1). Its spectrum (given by replacing
∂ → ik) is |(ik − 1)(1 − k2)|, which is gapless for k = ±1. I.e., this shows that one way of destroying the
edge mode is by driving the trivial vacuum through a quantum phase transition, which is of course not
surprising.
(b) What about a spatially-dependent ξ(x)? In particular, the above argument seemed to rely on the signs of
limx→±∞Re ξ(x) agreeing. Indeed, if the signs were different, the edge mode could disappear. However,
this can again not be connected to the case above. If ξ(x) ∈ R, then the asymptotic signs must agree
since we do not allow ξ(x) to vanish for any x (see the comments below Eq. (A1)). If ξ(x) ∈ C, one
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FIG. 5. Interfaces between ω = 0 and ω = 3
2
, now including a third-order derivative with prefactor ξ(x). In all three cases, we
take κ(x) = 2 tanh(x) and m(x) = 1.05(tanh(x)− 1) and numerically solve for the zero-energy state ψ(x). a, ξ(x) = −0.5. b,
ξ(x) = 0.5. c, ξ(x) = 0.5
(
1 + sin(6x) exp
(−x2/4)).
can indeed have opposite signs for limx→±∞Re ξ(x), but it is separated by the aforementioned case by
a phase transition where ξ becomes purely imaginary. Relatedly, in cases where ξ(x) is purely-imaginary
for some value of x, we cannot consider the limit ξ → 0 since for that value of x, this perturbation is not
RG-irrelevant.
Proof. Due to the fundamental theorem of algebra, we can write
f±(z) = α±
M±∏
m=1
(
z − z±m
)µ±m (A3)
where M± counts the number of distinct roots and µ±n their multiplicities, i.e.,
∑M±
m=1 µ
±
m = N . We expect that these
roots dominate the asymptotic behavior of the solutions to Dxψ(x) = 0 for large |x|. This can be made precise: for
either x→ +∞ or x→ −∞, there is a basis of solutions which have the asymptotic form
ψ±m,i(x) = x
i exp
(
z±mx
)
(1 + o(1)) as x→ ±∞, for m = 1, · · · ,M± and i = 1, · · · , µ±m. (A4)
This follows from the theorems in Refs. 42 and 43 under the assumption that cn(x) = c
±
n + O(1/x
q±) as x → ±∞,
with q± > 2 maxmµ±m − 1. (It is likely that q > 1 is sufficient if all one cares—as we do here—about the exponential
factor.)
The sets of states {ψ+m,i}m,i and {ψ−m,i}m,i both independently form a basis for the N -dimensional space of solutions
V . The former (latter) tells us how the solutions behave asymptotically to the right (left). Since we are interested
in solutions which decay exponentially, let V+ ⊂ V (V− ⊂ V ) be the subspace of states which decay exponentially to
the right (left). From Eq. (A4), we see that V+ is generated by the states with Re z
+
m < 0, and V− by those with
Re z−m > 0, respectively. Hence, dimV+ = N+ and dimV− = N −N− (using the assumption that all roots of f− have
non-zero real part). The intersection of these two spaces contain solutions which decay exponentially to both sides:
these are our desired localized zero-energy solutions. Note that
dim (V+ ∩ V−) = dimV+ + dimV− − dim (V+ + V−) ≥ N+ + (N −N−)−N = N+ −N− (A5)
which proves the claimed inequality Eq. (A2).
Moreover, we have also proven (by construction) the claim about their asymptotic form.
Lastly, it is clear that N+ − N− can only change by either changing N+ or N−, and by continuity of roots, this
would require a root becoming purely-imaginary. However, this would correspond to a bulk gapless mode, changing
the universality class of the asymptotic regions. (Note that even tuning on a higher-order derivative ε∂N+1 in Dx
cannot change N+ −N− since it would change N+ and N− by equal amounts.)
Appendix B: Edge modes at critical Chern insulators: field theory
Here, we study the stability of a chiral edge mode at a Chern insulator phase transition. Our set-up is to take the
phase transition between Chern numbers C = 0↔ C = 1 and to bring in an additional initially-decoupled chiral edge
mode (taken together, this is thus in the same class as the transition between C = 1↔ C = 2). Moreover, we work in
second-quantized notation. See the Methods for general comments on how such a set-up is equivalent to the interface
set-up studied in the main text.
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The bulk critical (Dirac cone) Hamiltonian which we define can be interpreted as a coupled-wire construction of
one-dimensional chiral modes (with the fields ψ and ϕ denoting the two chiralities):
H0 =
∫∫ (
ψ†(−i∂ )ψ + ϕ†(i∂ )ϕ− ψ†∂⊥ϕ+ ϕ†∂⊥ψ
)
dx dx⊥ (B1)
=
∫∫ (
ψ†, ϕ†
)
(σz(−i∂ ) + σy(−i∂⊥))
(
ψ
ϕ
)
dx dx⊥ (B2)
=
∫∫ (
k ψ†ψ − k ϕ†ϕ− ψ†∂⊥ϕ+ ϕ†∂⊥ψ
)
dk dx⊥. (B3)
With periodic boundary condition, the (two-band) spectrum is ε = ±√k2 + k2⊥, confirming the claim that this is a
Dirac cone.
Throughout we will use the notation x and x⊥ to denote the coordinates parallel and perpendicular to the boundary
at x⊥ = 0. Moreover, it will be useful to work in the above mixed representation of k and x⊥. The boundary condition
(at the left edge) is ϕ|x⊥=0 = 0 for the transition between the trivial phase and the Chern insulator where the left
edge has a mode of the “ψ” type.
1. Bulk gapped phases and edge modes
The above boundary condition can be derived from an interface set-up as described in the Methods. However,
here we simply illustrate that the above choice is indeed the one that guarantees edge modes in the nearby gapped
Chern insulator. Moreover, it will be a useful warm-up to derive the edge modes in the gapped case, as the type of
manipulations we perform will occur repeatedly in the critical case.
To gap out the system, we need to introduce the σx component in Eq. (B2). Hence, the bulk mass term is
HM = M
∫∫
(ψ†ϕ+ ϕ†ψ). To see the existence of edge modes for M > 0, define
ψloc(k ) :=
∫ ∞
0
e−Mx⊥ψ(k , x⊥)dx⊥. (B4)
This is exponentially localized on the left edge, and has a 1 + 1d gapless spectrum:
[ψloc(k ), H0 +HM ] =
∫ ∞
0
e−Mx⊥
{
ψ(k , x⊥), ψ(q , y⊥)†
}︸ ︷︷ ︸
=δ(k −q )δ(x⊥−y⊥)
(k ψ − ∂⊥ϕ+Mϕ) dx⊥dq dy⊥ (B5)
= k ψloc(k ) +
∫ ∞
0
e−Mx⊥(M − ∂⊥)ϕ(k , x⊥) dx⊥ (B6)
= k ψloc(k ) +
∫ ∞
0
[
(M + ∂⊥)e−Mx⊥
]︸ ︷︷ ︸
=0
ϕ(k , x⊥) dx⊥ + ϕ(k , 0)︸ ︷︷ ︸
=0
. (B7)
We see that it was crucial to use the boundary condition that ϕ vanishes at the left edge.
In what follows, we focus on the bulk critical system (M = 0).
2. Coupling edge mode to critical system
Let us now introduce an initially-decoupled chiral mode η(x ) living at the left boundary, described by the one-
dimensional Hamiltonian
∫
k η(k )†η(k )dk . We see that its dispersion implies that it is of the “ψ” type, i.e., it has
the same chirality as the edge mode of the nearby gapped Chern insulator. This is very important: it means that the
new transition is effectively between C = 1 ↔ C = 2 (if we had chosen the opposite sign for the dispersion of η, we
would have instead obtained a transition between C = −1↔ C = 0, which does not have any stable edge modes). We
now show that this edge mode remains localized when coupling it to the critical bulk.
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a. Coupling to opposite chirality
We first consider the case where we try to couple the chiral edge mode η(x ) to the ϕ field. This coupling must
necessarily involve ∂⊥ϕ due to the boundary condition which sets ϕ(x⊥ = 0) = 0:
V =
∫ (
k η(k )†η(k ) + λ η(k )†∂⊥ϕ(k , 0) + h.c.
)
dk . (B8)
Note that η is only defined in 1+1 dimensions (e.g., η has dimension 1/2, whereas ψ and ϕ have dimension 1 when the
fields are expressed in real space). From this, we derive the scaling dimension [λ] = −1/2 < 0, which is RG-irrelevant.
However, a stronger statement holds: the edge mode remains exactly localized. To see this, first observe:
[η(k ), H0 + V ] = k η(k ) + λ ∂⊥ϕ(k , 0) (B9)
[ψ(k , x⊥), H0 + V ] = k ψ − ∂⊥ϕ. (B10)
Hence, if we define the local mode ψloc(k ) := η(k ) + λψ(k , 0) , then [ψloc(k ), H0 + V ] = k ψloc(k ) .
What if the velocity of the original η mode was not the same as the bulk modes? Suppose we instead have
vrelk η
†η, with v > 0 labeling the (relative) velocity. This does not affect the solution at k = 0. However, for k 6= 0
and vrel 6= 1, obtaining the solution analytically is more challenging. Instead, we numerically confirm the stability.
Consider the following lattice discretization of H0 (for a fixed value of k ):
H lat0 (k ) =
∑
n≥1
(
k ψ†nψn − k ϕ†nϕn +
[
ϕ†n
(
ψn+1 − ψn
)
+ h.c.
])
. (B11)
For periodic boundary conditions, its dispersion is εk =
√
k2 + sin2(k⊥) + (1− cos(k⊥))2 ≈
√
k2 + k2⊥ for small
k⊥ ≈ 0. Note that it is crucial that for open boundary conditions, the first site is ψ1 and the second site ϕ1 (this is
encoded in the form of the hopping). This ensures that the continuum limit of this model is the above field theory
with boundary condition ϕ(x⊥ = 0) = 0. As for the perturbation:
V lat(k ) = vrelk η
†η + λ η†ϕ1 + λ¯ ϕ
†
1η. (B12)
We now numerically solve for the local density of states, shown in Fig. 6(a) for the values vrel = 2 and λ = 0.5. This
showcases its stability. For comparison, we can consider the lattice model corresponding to ψ(x⊥ = 0) = 0:
H lat0 (k ) =
∑
n≥1
(
k ψ†nψn − k ϕ†nϕn −
[
ψ†n
(
ϕn+1 − ϕn
)
+ h.c.
])
, (B13)
where the leftmost (bulk) site is now ϕ1. In this case, the same perturbation in Eq. (B12) would now correspond to
η†ϕ in the continuum (as opposed to η†∂⊥ϕ). This indeed delocalizes the edge mode as shown in Fig. 6(b) (where we
choose the same values vrel = 2 and λ = 0.5 as before).
b. Coupling to same chirality
We now couple the edge mode to a bulk field of the same chirality:
V =
∫ (
k η(k )†η(k ) + λ η(k )†ψ(k , 0) + h.c.
)
dk . (B14)
This is now a relevant perturbation: [λ] = 1/2. Hence, something drastic will happen. Remarkably, however, we will
show that the edge mode persists.
We have
[η(k ), H0 + V ] = k η(k ) + λ ψ(k , 0) (B15)
[ψ(k , x⊥), H0 + V ] = k ψ − ∂⊥ϕ+ λ¯ηδ(x⊥) (B16)
[φ(k , x⊥), H0 + V ] = −k φ+ ∂⊥ψ. (B17)
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FIG. 6. Numerically-obtained density of states (DOS) for a discretized field theory where one couples an additional chiral edge
mode to a Dirac cone. More particular, we couple to a bulk mode of the opposite chirality (for same chirality, see Fig. 7). a,
If we use the boundary condition for a Dirac cone between C = 0↔ C = 1 (i.e., ϕ vanishes at the left boundary; see the text),
the additional edge mode (putting us at a C = 1 ↔ C = 2 transition) remains stable as evidenced by the finite DOS. b, To
illustrate the importance of using the correct boundary condition, we show how the edge mode disappears if ψ (instead of ϕ) is
forced to vanish at the boundary. This would correspond to the bulk Dirac cone being a transition between C = −1↔ C = 0,
such that the additional edge mode puts us at a C = 0↔ C = 1 transition, which indeed should not have a localized edge mode.
(Of course, if we would also swap the chirality of the additional edge mode, we would be at a C = −2 ↔ C = −1 transition,
which again has a stable mode.)
Let us define the ansatz modes
ψ˜(k ) :=
∫ ∞
0
e−ax⊥ψ(k , x⊥)dx⊥ and ϕ˜(k ) :=
∫ ∞
0
e−ax⊥ϕ(k , x⊥)dx⊥ (B18)
with a > 0 (such that the modes are localized at the boundary). Then
[ψ˜,H0 + V ] = k ψ˜ +
∫ ∞
0
e−ax⊥
(
δ(x⊥)λ¯η − ∂⊥ϕ
)
dx⊥ = k ψ˜ − aϕ˜+ λ¯η (B19)
[ϕ˜,H0 + V ] = −k ϕ˜+
∫ ∞
0
e−ax⊥∂⊥ψdx⊥ = −k ϕ˜+ aψ˜ − ψ(k , 0). (B20)
We can eliminate ψ(k , 0) by combining Eqs. (B15) and (B20) to get
[η + λϕ˜,H0 + V ] = k η − k λϕ˜+ aλψ˜ (B21)
[ψ˜,H0 + V ] = k ψ˜ − aϕ˜+ λ¯η. (B22)
We now want to find a choice of α such that η + λϕ˜+ αλψ˜ is closed under the commutator:
[η + λϕ˜+ αλψ˜,H0 + V ] = (k + α|λ|2)η − (k + αa)λϕ˜+
(
k +
a
α
)
αλψ˜. (B23)
Hence, we get a localized mode with energy εk = k +α|λ|2 (implying that α is real) if the three coefficients all agree
on the RHS. I.e., we obtain the two conditions
2k + α|λ|2 + αa = 0 and α2|λ|2 = a. (B24)
Note that there is no solution for k = 0! It would imply that a = −|λ|2 or a = 0, whereas we need a > 0. Without
loss of generality, we will henceforth work with k > 0. The first equation can be written as α(|λ|2 + a) = −2k , such
that α < 0.
Combining the two conditions in Eq. (B24), we obtain
α3 + α+
2k
|λ|2 = 0. (B25)
There are some interesting special cases to consider.
Small momenta. For k ≈ 0, we have α ≈ 0 such that we can drop the cubic term. We thus have α ≈ −2k /|λ|2.
Remarkably, this implies that εk = k + α|λ|2 ≈ −k , i.e., the chirality has flipped! At the same time, the mode is
spread out over a very large region: a = α2|λ|2 ≈ 4k2/|λ|2 (remember that ξloc = 1/a ≈ |λ|2/(4k2)). Since λ is a
relevant perturbation, this localization length will blow up under RG.
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FIG. 7. a, A chiral edge mode (dashed line) is coupled to the Dirac cone (shaded region). More precisely, the coupling is
to a bulk mode of the same chirality as in Eq. (B14) (for opposite chirality, see Fig. 6). The red curve is the renormalized
dispersion. The red dots highlight the locations of the new zero-energy edge modes of the same chirality as the original mode.
b, The localization length of the renormalized edge state. The red dot corresponds to the zero-energy state(s).
Intermediate momenta. It is visually easy to see that there is a unique negative solution for α for any k > 0
where the energy εk = k +α|λ|2 vanishes. Indeed, this corresponds to α = −1. This zero energy mode is exponentially
localized with a = |λ|2, i.e., ξloc = 1/|λ|2. Remarkably, the RG-relevance of λ tells us that ξloc → 0 in the RG flow.
This new stable localized mode is at k = |λ|2. We can consider a small region around this, k = |λ|2+δk. Similarly,
α = −1 + δα. Eq. (B25) then becomes (1 − δα)3 + (1 − δα) = 2 + 2δk/|λ|2, i.e., 2δα ≈ −δk/|λ|2. Hence, locally
the dispersion is εk = k + α|λ|2 = δk + δα|λ|2 ≈ δk/2. I.e., the chirality is the same as the original mode, but the
velocity is cut in half.
Large momenta. For large (positive) k , we can ignore the linear term, i.e., α ≈ − 3√2k /|λ|2. The dispersion
relation is then εk = k (1 + α|λ|2/k ) ≈ k
(
1− 3√2× |λ|4/3 × k−2/3
)
.
Arbitrary momenta. The closed expression is
α = β − 1
3β
with β =
3
√√
κ2 +
1
27
− κ where κ = k /|λ|2. (B26)
This then directly gives the closed expressions for the dispersion εk = k + α|λ|2 and the localization length ξloc =
1/a = 1α2|λ|2 . Note that it is natural to consider the dimensionless quantities εk/|λ|2, k /|λ|2 and ξloc|λ|2. These are
plotted in Fig. 7.
The above was for the special case that the (initial) edge mode had the same velocity as the gapless bulk modes.
What if we replace the action of the edge mode with
∫
vk η†η (with v > 0)? The same derivation goes through, with
Eq. (B23) being replaced by
[η + λϕ˜+ αλψ˜,H0 + V ] = (vk + α|λ|2)η − (k + αa)λϕ˜+
(
k +
a
α
)
αλψ˜. (B27)
The dispersion is now εk = vk + α|λ|2, with the conditions on a and α being
(1 + v)k + α|λ|2 + αa = 0 and a = α2|λ|2 + (v − 1)αk = α (εk − k ) . (B28)
It still follows that α is real and that its sign is opposite to that of k . Combining the two conditions, we have
α3 + (v − 1) k|λ|2α
2 + α+ (v + 1)
k
|λ|2 = 0. (B29)
As before, for k = 0, the only real solution is α = 0 (giving a delocalized mode). Let us now consider small but
nonzero k ; we can then ignore the cubic and quadratic terms, such that α ≈ −(v+ 1)k /|λ|2. The dispersion is then
εk = vk + α|λ|2 ≈ −k . Remarkably, the dispersion now coincides with the bulk mode (of the opposite chirality)!
As for the associated localization length,
1
ξloc
= α2|λ|2 + (v − 1)αk ≈ (v + 1)
2k2
|λ|2 −
(v2 − 1)k2
|λ|2 =
2(v + 1)k2
|λ|2 . (B30)
Hence, for any finite k 6= 0 and λ 6= 0, we have an exponentially localized mode (as calculated for small k ). In fact,
the stability applies even if v is negative, as long as v > −1. In other words, a right-moving mode is always stable,
and a left-moving mode is stable as long as it doesn’t lie inside the (blue) cone.
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To determine the location of the zero-crossing, note that εk = 0 is equivalent to
k
|λ|2 = −αv . Plugging this into the
cubic equation:
α3 − (1− 1/v)α3 + α− (1 + 1/v)α = 0. (B31)
This readily simplifies to α2 − 1 = 0. The zero modes thus corresponds to α = ±1, as before. These are located at
k = ± |λ2|v . This means that modes which were very fast (i.e., which lay deep in the blue/shaded/continuum area),
are still very close to the bulk gapless mode. Relatedly, its localization length is larger: at the zero mode we have the
general result that ξloc = 1/|k |, so we have ξloc = |v|/|λ|2.
3. Conclusion
We thus find that a chiral edge mode remains localized upon coupling it to a critical Dirac cone if the nearby
topological phase of the Dirac cone has the same chirality as the additional edge mode. The latter is encoded in the
boundary condition of the Dirac cone.
However, there is an interesting edge reconstruction2,44,45 when we couple the edge mode to a bulk mode of the
same chirality, as we saw in Fig. 7. In particular, before coupling the two, we had a localized mode (ψloc(k ) := η(k ))
and a delocalized mode (ψdeloc(k ) :=
∫∞
0
ψ(k , x⊥)dx⊥). These are chiral modes with the same chirality, i.e.,
[ψ(de)loc(k ), H0] = k ψ(de)loc(k ). (Note that for this half-infinite geometry we do not have a delocalized mode of the
other chirality due to the boundary condition ϕ(x⊥ = 0) = 0.) After coupling the two, we found two exponentially-
localized edge modes with the chirality of the original mode (see red dots in Fig. 7). Has our number of edge modes
magically increased? The catch is that we have changed the chirality of the delocalized mode! Indeed, this is also
visually apparent in Fig. 7, where the black dashed line has changed its chirality at k ≈ 0. Practically, this means
that one can interpret the bulk Dirac cone now as a transition between C = −1 ↔ C = 0, rather than the original
C = 0↔ C = 1.
This intriguing outcome suggests that the bulk-boundary correspondence for topological invariants at criticality
takes the form
topological invariant = #{localized edge modes} + 1
2
×#{delocalized edge modes} , (B32)
where the right-hand side has to be weighted by the proper chiralities/handedness/etc. What we mean by the
oxymoronic “delocalized edge mode” is that the delocalized mode is only well-defined in the presence of a particular
boundary where it can terminate. E.g., above we saw that for the Dirac cone, the operator
∫∞
0
ψ(k , x⊥)dx⊥ was a
chiral mode but
∫∞
0
ϕ(k , x⊥)dx⊥ was not.
What we have seen above is a nice illustration of Eq. (B32). In particular, consider the Chern insulator transition
between C = 1 and C = 2, which has C = 32 as discussed in the main text. One way of forming this is by taking
a usual Dirac cone (i.e., the transition between C = 0 ↔ C = 1) and a decoupled chiral edge mode. As discussed
above, this decoupled system has one localized and one delocalized mode, satisfying Eq. (B32) in the form 32 = 1 +
1
2 .
When we coupled the edge mode to a bulk mode of the opposite chirality, the situation did not qualitatively change.
However, when we coupled it to the same chirality, we obtained two localized edge modes and switched the chirality
of the delocalized mode. This still satisfies Eq. (B32) in the form 32 = 2 +
1
2 (−1).
One might worry that the proposed bulk-boundary correspondence in Eq. (B32) does not give us a lower bound
on the number of topologically-protected localized edge modes, since we can seemingly replace any number of edge
modes into twice the number of delocalized modes. However, this is not the case: the number of delocalized modes is
fixed by the bulk universality class, since they are a characteristic fingerprint of the bulk gapless cones. For instance,
a Dirac cone only hosts one delocalized edge mode. This also nicely fits the narrative of our generalized index theorem
(see Appendix A), where the bulk criticality was fixed by the number of purely-imaginary roots of a characteristic
polynomial.
Appendix C: Edge modes at critical Chern insulators: lattice perspective
In this chapter, we consider a lattice model for the Chern insulator transitions. This will allow us to consider their
experimentally-accessible local density of states and to test the field theory predictions of Appendix B.
16
H0 H2
H1
A
B
C
D
E
C = 0
C = 12
C = 1
C = 32
C = 2
FIG. 8. Phase diagram for the Chern insulator model in Eq. (C4). The labels A through E denote the representative points
defined in Eq. (C5).
1. Periodic boundary conditions
As already mentioned in the Methods, for any α ∈ Z we define the following two-dimensional two-band model:
Hα =
∑
k
(
c†k,A, c
†
k,B
)
Hα(k)
(
ck,A
ck,B
)
with Hα(k) = sin(αkx)σx− sin(ky)σy + (1− cos(αkx)− cos(ky))σz. (C1)
We thus have hα(k) = (sin(αkx),− sin(ky), 1− cos(αkx)− cos(ky)). Its spectrum is
± |hα(k)| = ±
√
3− 2(cos(αkx) + cos(ky)− cos(αkx) cos(ky)). (C2)
One can readily show that it is gapped (in fact, for α = 0 we have a flat band with |h0(k)| = 1; for α 6= 0, we have
mink |hα(k)| = 1 and maxk |hα(k)| = 3). Moreover, these are Chern insulators with Chern number C = α:
C = 1
4pi
∫∫
hα(k)
|hα(k)|3 · (∂kxhα(k)× ∂kyhα(k))dkxdky =
α
8pi
∫∫
3− |hα(k)|2
|hα(k)|3 dkxdky = α. (C3)
We consider the interpolations between the Chern insulators with C = 0, 1, 2:
H =
1
a+ b+ c
(aH0 + bH1 + cH2) with a, b, c > 0. (C4)
Its phase diagram is shown in Fig. 8. The direct transitions between C = 0 ↔ C = 1 and C = 1 ↔ C = 2 are
topologically-distinct Dirac cones with C = 12 and C = 32 , respectively. They are separated by a multi-critical point
which, in this case, is described by a single cone which is linear in ky but quadratic in kx.
To study the cases C = 0, 12 , 1, 32 , 2 in more detail, we choose a representative for each of these cases:
(a, b, c) =

(4, 1, 1) has C = 0,
(5, 6, 1) has C = 12 ,
(1, 5, 1) has C = 1,
(1, 6, 5) has C = 32 ,
(1, 1, 4) has C = 2.
(C5)
These are indicated in Fig. 8.
2. Open boundary conditions
a. Original model
To study edge modes in these models, we need to express Hα (in Eq. (C1)) in real space variables cn,λ =
1√
LxLy
∑
k e
ik·nck,λ (λ = A,B):
Hα =
1
2
∑
n,m
(
c†n,A, c
†
n,B
)
T (α)n,m
(
cm,A
cm,B
)
+ h.c. (C6)
with T (α)n,m = δn,mσ
z + δnx,mxδny,my+1(−iσy − σz) + δnx,mx+αδny,my (iσx − σz). (C7)
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FIG. 9. The energy spectrum for lattice models of gapped Chern insulators (C = 0, 1, 2) and their transitions (C = 1
2
, 3
2
). One
direction is periodic whereas the other has open boundary conditions. For each energy eigenstate, the color coding shows the
mean position along the open direction. a, Open boundaries along the x-direction. We observe localized edge modes for C = 3
2
but not for C = 1
2
. b, Open boundaries along the y-direction. We now even observe edge modes for C = 1
2
, but these are
only protected by momentum conservation (since the edge mode has kx = 0 but the bulk zero-energy modes have kx = pi). c,
Since we are not interested in states protected by translation symmetry, we introduce a perturbation coupling kx = 0, pi. For
this row, this coupling has strength λ = 0.5 (see text for details). This indeed kills the mode at C = 1
2
. However, from this
figure one might be tempted to conclude that the edge mode has also disappeared for C = 3
2
. d, Ramping up the coupling to
λ = 2, we again see the edge mode for C = 3
2
. Moreover, we quantitatively match this behavior to the field theory predictions
of Appendix B which shows that the chiral edge mode (at C = 3
2
) is there for any value of λ (see Fig. 10 and the text).
Let us first consider open boundaries along the x-direction. We can then still use ky as a good quantum number.
Fig. 9(a) shows the energy levels obtained with free-fermion numerics for the representative points A through E
(defined in Eq. (C5)). Moreover, the color encodes the mean (real-space) position of each corresponding energy
eigenstate. For the gapped Chern insulators with C = 1 and C = 2, we see the expected chiral edge states. For C = 12 ,
we see that there are no edge modes at criticality as evidenced by the color coding fading out near the gapless point
(corresponding to delocalized bulk states). However, for C = 32 , we see a chiral edge state. Note that we cannot blame
the edge mode’s stability on the conservation of ky since the bulk Dirac cone and the edge state occur at the same
value ky = 0. This is the same set-up which we used to calculate the local DOS as already detailed in the Methods
and as shown in Fig. 4 of the main text.
It is instructive to also consider boundaries along the y-direction (keeping periodicity along the x-direction). This is
plotted in Fig. 9(b). Interestingly, in this case, even the trivial phase has edge states; however, these are not protected
(indeed, the net chirality of the edge states sums to zero for each edge). Similarly, both critical points C = 12 and
C = 32 display edge modes; we claim that these are unprotected in the former case but stable in the latter case. More
precisely, if we would add a perturbation that allows kx ≈ 0 to scatter into kx ≈ pi, we expect that the edge mode
disappears for C = 12 but persists for C = 32 . To test this hypothesis, we need to enlarge our unit cell.
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FIG. 10. Confirming the field theory predictions from section B 2 b of Appendix B (black line) in a lattice model (red dots).
Here, k˜0 denotes the edge mode’s momentum (at zero energy) along the boundary in the reduced/halved zone (see text; there
is a factor of two difference from the original momentum kx = 2k˜x) and λ is the perturbation strength. The edge mode’s
localization length is denoted as ξloc. The cases λ = 0.5 and λ = 2 are studied in more detail in Fig. 9(c) and (d), respectively.
b. Enlarged unit cell
To enlarge the unit cell along the x-direction, we replace the labeling nx by nx = 2n˜x + a, i.e., nx = (n˜x, a) with
a = 0, 1. Similarly, mx = 2m˜x + b. Above, we used the Pauli matrices σ for our two-band model in Eq. (C7). We
now consider the above label a = 0, 1 as an additional internal index, denoting the corresponding Pauli matrices as
τ . In this rewriting, we now have a four-band model.
More precisely, if α = 2α˜ is even, then the real-space hopping matrix in Eq. (C7) can be expressed as
T (α)n,m = δn,mσ
zτ0 + δn˜x,m˜xδny,my+1(−iσy − σz)τ0 + δn˜x,m˜x+α˜δny,my (iσx − σz)τ0. (C8)
If α = 2α˜+ 1 is odd, we use the fact that
δnx,mx+α = δ2n˜x+a,2(m˜x+α˜)+b+1 = δn˜x,m˜x+α˜
τx − iτy
2
+ δn˜x,m˜x+α˜+1
τx + iτy
2
. (C9)
In the special case of α = 1 (i.e., α˜ = 0) we thus obtain
T (1)n,m = δn,m
(
σzτ0 + (iσx − σz)τ
x − iτy
2
)
+ δn˜x,m˜xδny,my+1(−iσy − σz)τ0 + δn˜x,m˜x+1δny,my (iσx − σz)
τx + iτy
2
.
(C10)
Thus far, this is merely a rewriting of the same model. The main purpose was to halve the Brillouin zone along the
x-direction. More precisely, we can effectively replace δn˜x,m˜x+α˜ → e−ik˜xα˜, where we can associate k˜x = 2kx. In other
words, the original values kx = 0 and kx = pi now both correspond to k˜x = 0 mod 2pi. Of course, as long as we do
not perturb the Hamiltonian, there is a hidden conservation law that prevents the two from coupling. However, this
will be broken by a generic coupling that acts non-trivially on the τ -variables. In particular, we find it convenient to
consider the perturbation λiδn˜x,m˜xδny,my+1σ
xτz +h.c., since this does not seem to change the overall structure of the
phase diagram (i.e., we automatically stay tuned to criticality).
If we now turn on this perturbation with a coupling strength λ = 0.5, then Fig. 9(b) is replaced by Fig. 9(c)—note
that the x-axis has half the original range due to halving the Brillouin zone. We see that for C = 12 , the edge mode
has successfully coupled to the bulk Dirac cone and has disappeared. However, the edge mode also seems to have
disappeared for C = 32 . This is not true: it is there, but it turns out to not be readily visible at this resolution—as we
clarify now.
To confirm the stability of the edge mode at C = 32 , let us ramp up the perturbation strength to λ = 2. The result
is plotted in Fig. 9(d). The chiral edge mode is now indeed visible. In fact, it has the same qualitative structure as
the edge reconstruction we saw in Appendix B. There, we found that coupling a chiral edge mode to a delocalized
bulk state of the same chirality led to the dispersion in Fig. 7(a). This is very similar to the dispersion in Fig. 9(d)
for C = 32 .
This relation to the field theory prediction in Appendix B is not just an accidental similarity. We confirm that
this is a quantitative match. More precisely, in Appendix B we derived that the edge momentum depends on the
square of the perturbation strength. We confirm this for the lattice model in Fig. 10(a). Moreover, we also confirm
the field theoretical prediction that the edge mode’s inverse localization length is also proportional to the square of
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the perturbation strength—or by the aforementioned—proportional to the edge momentum. This is confirmed in
Fig. 10(b).
This non-trivial confirmation of the field theory predictions of Appendix B also implies that the chiral edge mode
(for C = 32 ) is there for any arbitrarily small value of the perturbation λ. This is indeed supported by Fig. 10.
Appendix D: Deriving boundary conditions from spatial interfaces
Here, our goal is to show how to derive the boundary condition of a fermionic field theory. The only required
information is: (1) the bulk Hamiltonian, and (2) which gapped phase is the trivial phase. We illustrate this here
for a one-dimensional Hamiltonian of the form H = i
∫
χ˜(x)Dxχ(x)dx where Dx is an arbitrary differential operator.
For concreteness, we take these fields to be Majorana fields, i.e., {χ˜(x), χ(y)} = 0 and {χ(x), χ(y)} = 2δ(x − y) =
{χ˜(x), χ˜(y)}, although this is not essential to this approach.
The idea is as follows: we will start from an infinite system and consider a spatial interface where x < 0 is in
the trivial phase (and x > 0 is in principle arbitrary). This is a soft boundary. In the limit of taking the region
x < 0 to its RG fixed point limit, we will effectively have a half-infinite system x ≥ 0 with a hard boundary at
x = 0. We will determine its boundary condition by ensuring that any zero-energy mode of the original interface
is preserved in this hard-boundary-limit. More precisely, suppose that the original interface had a mode of the
form χloc =
∫ x0
−∞ f(x)χ(x)dx (with x0 ≥ 0) which is a zero-energy mode aside from its endpoint, i.e., [χloc, H] =
O(x0) (where O(x) is a local operator near x). Moreover, suppose that in the aforementioned hard-boundary-limit,
f(x) → 0 for x < 0. We then determine the boundary condition by ensuring that the new (truncated) operator
χloc →
∫ x0
0
f(x)χ(x)dx still obeys [χloc, H] = O(x0). It is not hard to see that in practice, it is sufficient to take
x0 = 0, in which case the boundary condition is O(x = 0) ≡ 0.
1. The general case
Before illustrating this general approach in more detail, let us first note the following useful result:
[∫ 0
−∞
f(x)χ(x)dx,
1
2
∫ ∞
−∞
χ˜(x)Dχ(x)dx
]
=
∞∑
i=0
( ∞∑
m=0
am+i+1(∂
mf)(0)
)
(−∂)iχ˜(0)−
∫ 0
−∞
(Df) (x)χ˜(x)dx (D1)
where D =
∑∞
n=0 an∂
n and presuming that limx→−∞ f(x) = 0.
Proof. First, note that the left-hand side of Eq. (D1) can be simplified (where D† is shorthand for
∑
n an(−∂)n):[∫ 0
−∞
f(x)χ(x)dx,−1
2
∫ ∞
−∞
χ(x)D†χ˜(x)dx
]
= −1
2
∫ 0
−∞
dx
∫ ∞
−∞
dy f(x) {χ(x), χ(y)}︸ ︷︷ ︸
=2δ(x−y)
D†χ˜(y)dy = −
∫ 0
−∞
f(x)D†χ˜(x)dx.
(D2)
Secondly, by the linearity of Eq. (D1), it is sufficient to prove it for D = ∂n, which we do by induction. For n = 0,
this is true by inspection. For n > 0, the simplified claim is∫ 0
−∞
f(x)(−∂)nχ˜(x)dx =
∫ 0
−∞
(∂nf)(x)χ˜(x)dx−
n−1∑
m=0
(∂mf)(0)(−∂)n−m−1χ˜(0). (D3)
Let us presume that Eq. (D3) holds for n = N − 1. We now prove it for n = N :∫ 0
−∞
f(x)(−∂)N χ˜(x)dx = −f(0)(−∂)N−1χ˜(0) +
∫ 0
−∞
f ′(x)(−∂)N−1χ˜(x)dx (D4)
= −f(0)(−∂)N−1χ˜(0) +
(∫ 0
−∞
(∂N−1f ′)(x)χ˜(x)dx−
N−2∑
m=0
(∂mf ′)(0)(−∂)N−m−2χ˜(0)
)
.
(D5)
After a change of index (m˜ := m+ 1), this indeed agrees with Eq. (D3) for n = N .
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For the above to be useful, we need solutions (Df)(x) = 0 (such that the last term in Eq. (D1) vanishes), and
such that f(x) → 0 when the outside ‘trivial’ region flows to its RG fixed point (such that the LHS of Eq. (D1)
vanishes). In that case, it gives us boundary conditions through
∑∞
i=0 (
∑∞
m=0 am+i+1(∂
mf)(0)) (−∂)iχ˜(0) = 0.
Similarly, by starting from
∫ 0
−∞ g(x)χ˜(x)dx, we get that any g(x) such that (D
†g)(x) = 0 gives us a boundary
condition
∑∞
i=0 (
∑∞
m=0 am+i+1(∂
mg)(0)) (−∂)iχ(0) = 0.
2. Examples
a. One-parameter family
Let us consider D = ∂ + m. We look for functions annihilated by D, given by f(x) = e−mx. If the trivial phase
corresponds to m < 0, then we indeed have that f(x)→ 0 if the trivial region x < 0 is brought to its fixed point limit
(m → −∞). By the above, we thus derive the boundary condition 2if(0)χ˜(0) = 2iχ˜(0) = 0. However, if m > 0 is
the trivial phase, then f(x) blows up in the RG limit. This is a sign that we should instead look at functions g(x)
annihilated by D†, i.e., g(x) = emx. By the above, we now obtain the boundary condition χ(0) = 0. In summary,
if H = i
∫ ∞
0
χ˜(x)(∂x +m)χ(x)dx is
{
trivial for m < 0 ⇒ we have the boundary condition χ˜(0) = 0,
trivial for m > 0 ⇒ we have the boundary condition χ(0) = 0. (D6)
This agrees with our discussion in the Methods.
b. Two-parameter family
We now consider D = −∂2 − κ∂ + m as in Eq. (5) of the main text. Let us determine its nearby phase diagram,
driven by the two relevant parameters (with scaling dimensions [κ] = 1 and [m] = 2). This is straightforward since
we can read off the single-particle energy spectrum: εk = |k2 − iκk + m| =
√
(k2 +m)2 + κ2k2. This is gapped if
m > 0. However, if m < 0, it is gapless at k = ±√|m| (giving a conformal field theory with central charge c = 1),
unless κ 6= 0. If m = 0 and κ 6= 0, we have a single massless relativistic Majorana mode (central charge c = 1/2).
The nearby phase diagram thus looks as follows:
m
κ
A
B
C
One can derive the following boundary conditions: if A is trivial ⇒ χ˜(0) = ∂χ˜(0) = 0,if B is trivial ⇒ χ˜(0) = χ(0) = 0,if C is trivial ⇒ χ(0) = ∂χ(0) = 0. (D7)
To see this, note that the functions annihilated by D are f±(x) = ea±x with a± = −κ2 ±
√(
κ
2
)2
+m. Similarly, the
functions annihilated by D† are g±(x) = eb±x with b± = κ2 ±
√(
κ
2
)2
+m.
If A is trivial, then in the region x < 0 we have m,κ < 0. In that case, both choices a± are positive, giving us
a localized function that flows to zero in the RG fixed point limit m,κ → −∞. By the above, we thus derive the
conditions (−κf±(0)− f ′±(0)) χ˜(0) + f±(0)∂χ˜(0) = 0 ⇒ (−κ− a±) χ˜(0) + ∂χ˜(0) = 0. (D8)
More precisely, this only holds in the limit m,κ → −∞. We see that in this case, this effectively forces χ˜(0) =
∂χ˜(0)→ 0.
If B is trivial, then the region x < 0 has m > 0 (and κ is arbitrary). In this case, only one choice of a± gives a
decaying mode. Let us say a+ for concreteness. As in Eq. (D8), we then obtain (−κ − a+)χ˜(0) + ∂χ˜(0) = 0, i.e.,
χ˜(0)→ ∂χ˜(0)κ+a+ . In the RG limit of x < 0, this pins χ˜(0) = 0 but it does not pin ∂χ˜(0). Similarly, one of the b± gives a
localized mode, pinning χ(0) = 0.
If C is trivial, we can reduce it to the first scenario by swapping χ↔ χ˜.
