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1 Executive Summary
Thin liquid films are a common occurrence in fluid mechanics and engineering, and can be parametrically
manipulated to support many applications. In this project, the goal is to simulate how symmetrically
oscillating plates can acoustically enhance the cooling process of a thin, incompressible liquid sheet. The
governing equations of this physical system include mass, momentum, and energy balance equations for
both the liquid and the compressible gas between the sheet and the oscillating plates. The surface tension
between the liquid sheet and the gas is temperature dependent, and this effect along with capillarity
and inertia play a role in the interfacial dynamics. After scaling these equations, a long-wave analysis
is performed, and we find equations that describe the evolution of interface height, liquid velocity, and
temperature of the gas and liquid.
A Runge-Kutta Fehlberg scheme was used in the numerical simulation, as it is adaptive in time. Spec-
tral interpolation and pseudo-spectral methods utilizing Fourier transforms were used for differentiation
in space. We find that when rupture occurs and creates a singularity in the simulation, quadratic inter-
polation and self-similar exponent matching can be used to identify the rupture location and time. The
results include simulations testing several sets of parameter values, specifically the boundary oscillation
speed, initial liquid velocity, and Marangoni number. It was found that an oscillating plate, compared
to a stationary one, improves cooling. Additional dynamics of this system will be discussed.
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2 Introduction
Thin fluid films are found in a variety of real world applications. They are present in even something as
common as the eye which is coated in a thin film.[1] Thin fluids also appear in biophysics in membranes
and linings of mammalian lungs.[2] On a much larger scale, lava or continental ice flows are relatively
thin compared to their size and require a similar mathematical approach.[3] Thin fluid sheets are slightly
different in that they are surrounded on both sides by gas. These provide a simpler geometric problem
compared to fluid films, but are less prevalent. A common example of a fluid sheet is a bubble, for
example when studying foam dynamics.[4] Thin fluid sheets and films display a variety of useful physical
phenomena and complex dynamics that make them useful in engineering applications.[3] They can be
used as methods of heat and mass transfer, to limit fluxes, and to protect surfaces.[3] Engineering with
films is common in applications such as paints, adhesives, and membranes.[3] Therefore, the idea of
acoustically cooling a thin liquid sheet is interesting both due to the potential applications, and the
mathematical complexity of the dynamics.
Once example application is the thin liquid film that protects the eye. This film is deposited through
blinking and is vital for the proper function of the eye, but is extremely thin.[1] Under normal circum-
stances it will rupture within six seconds, exposing the eye and leading to potential health risks.[1] The
rupture and breakdown of these films is explored by Wong, Fatt, and Radke in 1996.[1] This application
demonstrates the importance of understanding the behavior of thin films. Although acoustically cooling
these films is not directly applicable, understanding the dynamics of a thin film can have unforeseen
engineering impacts due to the common appearance of thin fluids in applications.
The use of acoustics to aid in cooling processes has been explored in the past, outside of the context of
thin fluid sheets. A patent from Wheatley, Swift, Migliori, and Hofler et al. (1988) describes acoustically
cooled engines.[5] The engine utilizes a compressible fluid with a substantial thermal expansion coefficient,
capable of supporting acoustic standing waves of a controlled density. These acoustic standing waves
are used to cyclically drive the fluid and cool the system.[5] Thus, acoustic forces have been successful
used to cool a physical system in the past, suggesting that acoustically-enhanced cooling is possible in
physical applications.
The mathematical description of a thin fluid sheet problem is complicated, and is an example of a free-
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boundary problem. Interfacial motion depends on the fluid velocity, and fluid velocity is driven in part by
interfacial shape. As such, both must be solved for simultaneously. This complication is due to, in part,
the many physical mechanisms occurring simultaneously in thin fluid films and sheets. An example of
such a mechanism is thermocapillary flow. This refers to a non-uniform temperature distribution causing
surface tension gradients which induce a convective flow.[6] Another similar mechanism is solutal-capillary
flow, where non-uniform solute concentration leads to the surface tension gradients.[6] Thin films are
also driven by body forces including gravity, centrifugation, and electric fields, which have direct effects
on fluid motion.[3]
As the solutions of fluid sheets evolve over time, waves can appear on the interface. The amplitude
of these waves depends on the properties of the fluid and the flow conditions. Rupture occurs when the
interface height reaches zero, creating a hole in the fluid. Mathematically, this is a topological singularity.
Although approaching this singularity prevents further numerical iterations, it is often useful to find the
time and location of rupture, which is discussed by Pugh and Shelley et al. (1998).[7] They found self-
similar solutions to identify rupture time.[7] The same method is applicable and useful in our project.
There have been several other research articles outlining rupture solutions. Yiantsios and Higgins et al.
(1991) discussed film rupture due to interfacial disturbances of small amplitudes.[8] On a similar note,
Kheshgi and Scrive et al. (1991) found that small disturbances decay due to gravity, while larger ones
grow and lead to rupture.[9] Further, Burelbach et al. (1988) showed through numerical analysis that
surface tension has a minor effect near a rupture point.[10]
Consider the physical situation as seen in Figure 1. A heated fluid sheet is present, symmetric about
its centerline. An interface with a temperature-dependent surface tension separates the fluid from a
compressible gas. The cross-stream domain is bounded by two oscillating walls, located a prescribed
distance away from the center of the jet. The oscillation of these boundaries create acoustic forces
through compression effects within the gas. The general interest is in how these acoustic forces affect
the dynamics of the sheet and the net energy transport within the system.
The overall goal can be broken down into a few more specific areas of focus. The initial project
formulation phase involves identifying physical phenomena and representing as many of them as possible
in a comprehensive mathematical model. Since the interest is in thin but long sheets, a long-wave analysis
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Figure 1: Physical Model: A heated fluid sheet is present, symmetric about its center line. There are
two symmetric but movable walls on either side, located some prescribed distance zp(t) away from the
center of the jet. The goal is to determine how the oscillation of these walls affect the cooling in the
sheet.
is applied to the system in order to identify three coupled partial differential equations. These equations
describe the interfacial shape, the stream-wise sheet velocity, and the temperature of the system. These
equations have no known analytical solution, and computational simulations are required in order to
understand the sheet evolution and dynamics. The analytic methods discussed include a long-wave
analysis, non-dimensionalization, and a perturbation expansion. For the numerical simulation, a Runge-
Kutta Fehlberg scheme is used with an adaptive time step, incorporating pseudo-spectral methods with
spectral interpolation to compute spatial derivatives. The use of quadratic interpolation and self-similar
exponent matching to find the rupture dynamics is also be discussed.
2.1 Analytic Methods
The relevant governing equations and boundary conditions for the physical system are identified, and
require mathematical manipulation. A long-wave analysis is useful and takes advantage of the relatively
small thickness of the film compared to its length. Non-dimensionalization is the transformation of
dimensional variables into their scaled, non-dimensional counterparts, to identify the dominant physical
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effects of a system.[11] A perturbation expansion is then used to take advantage of the aspect ratio and
separate relatively small terms. Through the use of these methods, it is possible to identify a set of
partial differential equations describing the fluid sheet’s interface height, velocity, and temperature that
can be solved numerically, and whose accuracy is known to a particular power of the aspect ratio of the
sheet.
A long-wave analysis takes advantage of relatively thin domains. In this problem, the thickness of the
liquid sheet is thin compared to its length. With this knowledge, scaling the thin direction differently
than the other coordinates is useful. The goal in doing so is to formulate a similar problem which exploits
ϵ, called the aspect ratio or slenderness parameter :[11]
ϵ =
typical thickness
typical length
. (1)
In the context of this project, the aspect ratio ϵ = h0/L is very small. This is because the thickness
of the sheet h0 is relatively small compared to its length L. Therefore, coefficients of orders of ϵ can be
used to identify the order of each term. Leading order terms have no ϵ coefficient, and are the largest.
Terms with ϵ as a coefficient are smaller and of order O(ϵ), terms with ϵ2 are of order O(ϵ2), and so on.
A perturbation expansion is useful to separate these orders. We expand each dependent variable over
powers of ϵ:
u = u0(x, z, t) + ϵu1(x, z, t) + ..., w = w0(x, z, t) + ϵw1(x, z, t) + ...,
p = u0(x, z, t) + ϵp1(x, z, t) + ..., θ = θ0(x, z, t) + ϵθ1(x, z, t) + ...
The resulting set of equations will include a set of equations with only leading order terms, another
set with both leading order and first order terms, and another also including second order terms. The
leading order equations are less precise but still capture most of their behavior, as all other terms are
relatively small. The higher order equations are more accurate and are used when possible.
2.2 Long-Wave Analysis
The preferred method to mathematically describe a problem of this type is a long-wave analysis. This
process takes advantage of a liquid sheet being relatively thin in order to identify a numerically solvable set
of partial differential equations from the original governing equations for the system. This approach has
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many components and is best described by example. This is done by closely following the mathematical
processes used in the article “Thermocapillary control of rupture in thin viscous fluid sheets” by B.S.
Tilley and M. Bowen.[12] Many of the methods used in that article will be necessary for the project
at hand. The problem is similar to ours, although it does consider that the sheet is surrounded by a
compressive gas. The focus is to understand how thermocapillary affects change the rupture dynamics
previously identified by Pugh and Shelley[7].
To get a better understanding of how to work through a problem of this type, it was important
to work through a similar problem in detail. This was done by closely following and working through
the mathematics of the article “Thermocapillary control of rupture in thin viscous fluid sheets” by B.S.
Tilley and M. Bowen.[12] The problem in this article is similar to the problem at hand, so many of the
methods that are used in the article may be useful and can provide ideas on how to progress.
This article explores a symmetric disturbance of a heated viscous sheet. The governing equations
for this system are the standard two-dimensional continuity and Navier-Stokes equations coupled to a
conservation of energy equation:
∇ · u = 0 (2)
ut + u ·∇u = −1
ρ
∇p+ ν∇2u (3)
Tt + u ·∇T = κ∇2T (4)
Here, u = (u,w) is the fluid velocity, where u is the x-component and w is the z-component.
In order to have a complete problem there are free-surface boundary conditions that must be derived
along the fluid interface z = h(x, t). It is known that:
tˆ =
iˆ+ hxkˆ√
1 + h2x
and
nˆ =
−hxiˆ+ kˆ√
1 + h2x
and the second rank tensor T is given by:
T = −pI = 2µe
Boundary conditions can be derived that address the tangential stress and normal stress with respect to
the surface tension σ. The tangential stress tˆ · T · nˆ must be driven by gradients in surface tension, and
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normal stress nˆ · T · nˆ must be balanced by surface tension times curvature. The resulting equations for
the free surface boundary conditions are:[12]
µ
1 + h2x
{(uz + wx)(1− h2x)− 4uxhx} =∇σ · t (5)
−p+ 2µ
1 + h2x
{ux(h2x − 1)− hx(uz + wx)} = σ
hxx
(1 + h2x)
3/2
(6)
Further, the article considers the normal heat flux across the interface, given by Newton’s law of
cooling, as well as a standard kinematic condition:[12]
κ∇T · n = −H(T − T0), (7)
ht +
∂
∂x
∫ h
0
udz = 0. (8)
The governing equations and boundary conditions of this system are now identified, but the current
variables are dimensional. It is necessary to transform these dimensional variables into their scaled,
non-dimensional counterparts. This serves as a method to identify the dominant physical effects in the
system.[11] The process of non-dimensionalization can be seen through example. Each of the equations
(2)-(8) is non-dimensionalized and compared to the resulting equations in the article. This is done based
on the following scales:
[x] = L, [z] = h0, [u] =
ν
h0
, [w] =
ν
L
, [t] =
Lh0
ν
, [p] =
ρν2
h20
, T − T0 = θ∆T
where ∆T is a measure of the heating in the sheet.[12] The dimensional variables are assumed to have
units that follow these scales. For example, the dimensional variable u has, based on its scale, units of
ν
h0
. So, an equation to find its non-dimensional version u¯ can be written as:
u =
ν
h0
u¯ (9)
These equations are used to write every dimensional variable in terms of its scale and non-dimensional
counterpart. The non-dimensional Navier-Stokes equations and energy equation are then found:[12]
ux + wz = 0 (10)
ϵ{ut + uux + wuz} = −ϵpx + uzz + ϵ2uxx (11)
ϵ2{wt + uwx + wwz} = −pz + ϵ{wzz + ϵ2wxx} (12)
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ϵPr{θt + uθx + wθz} = θzz + ϵ2θxx (13)
The equations (5) and (6) derived from the normal and tangential stress conditions also require non-
dimensionalization, and represents the free range boundary conditions of the interface. At z = 0, the
boundary conditions are uz = w = θz and the resulting non-dimensional boundary conditions at the
interface z = h(x, t) are:[12]
(uz + ϵ
2wx)(1− ϵ2h2x)− 4ϵ2uxhx = ϵM(θx + hxθx)
√
1 + ϵ2h2x (14)
−p+ 2ϵ
1 + ϵ2h2x
{ux(ϵ2h2x − 1)− hx(uz + ϵ2wx)} = (S − ϵ2Mθ)
hxx
(1 + ϵ2h2x)
3/2
(15)
θz = −ϵBθ
√
1 + ϵ2h2x + ϵ
2θxhx (16)
ht +
∂
∂x
∫ h
0
udz = 0 (17)
The system of partial differential equations and respective boundary conditions are now identified
and non-dimensionalized. The article now goes on to expand all of the dependent variables u, w, p, and θ
in powers of ϵ. The expanded variables are then substituted into equations (10) through (13). At leading
order, this results in u0zz = 0, p0z = 0, and θ0zz = 0. Furthermore, at O(ϵ) it is found that w1z = −u1x,
u1zz = p0x + u0t + u0u0x, p1z = 0, and θ1zz = Pr{θ0t + u0θ0x}.[12]
This sets of equations and respective boundary conditions are used to form the final set of equations:
u0t + u0u0x = Shxxx −M θ0x
h
, (18)
Pr{θ0t + u0θ0x} = −Bθ0
h
, (19)
ht + {u0h}x = 0. (20)
Once the full mathematical model is found in Equations (18)-(20), a Runge-Kutta method is used to
numerically simulate the evolution of these equations over time. This previously completed problem is
similar to ours in several ways. Our project will consider the same time of liquid film system, although
will include the oscillating boundary and gas interactions with the liquid. These differences are notable,
but the problem is still similar enough to use many of the same methods to identify a final mathematical
model. Therefore, knowing the mathematical processes that were performed in this previous project was
essential in serving as an outline of the methods required.
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2.3 Numerical Methods
The final mathematical model of the physical system will have to be numerically solved with a MATLAB
scheme several times to test different scenarios. Several numerical techniques are implemented in these
schemes to produce a comprehensive script. A Runge-Kutta Fehlberg scheme is used with an automati-
cally varying time step, allowing the simulation to be adaptive in time. Spectral differentiation is used
to compute derivatives, utilizing fast Fourier transforms in MATLAB to produce accurate derivatives.
Further, spectral adaptation is implemented, making the simulation adaptive in space. Finally, after
simulation runs, quadratic interpolation and self similar exponent matching can be used to identify the
rupture dynamics if any occur.
It is known that the simulation in some cases ends in rupture, which causes a singularity to occur
and prevents further numerical analysis in time.[7] With this occurring, it is important to get as close
to the singularity as possible. It is for this reason that a Runge-Kutta Fehlberg method is used. This
method incorporates a self-adaptive time step that varies based on an estimate of truncation error.
This is possible by using a Runge-Kutta method of order five to estimate the local error in a Runge-
Kutta method of order four.[13] Using this method will allow the time step to become smaller when the
singularity is close to occurring, resulting in a a smaller time step and a higher number of plots near the
singularity.
We follow Burden and Faires[13] in implementing the Runge-Kutta Fehlberg method. The following
are the equations for implementing a Runge-Kutta Fehlberg Method of order five, which is used in this
project:[13]
w˜i+1 = wi +
16
135
k1 +
6656
12825
k3 +
28561
56430
k4 − 9
50
k5 +
2
55
k6
wi+1 = wi +
25
216
k1 +
1408
2565
k3 +
2197
4104
k4 − 1
5
k5
k1 = hf(ti, wi)
k2 = hf(ti +
h
4
, wi +
1
4
k1)
k3 = hf(ti +
3h
8
, wi +
3
32
k1 +
9
32
k2)
k4 = hf(ti +
12h
13
, wi +
1932
2197
k1 − 7200
2197
k2 +
7296
2197
k3)
k5 = hf(ti + h,wi +
439
216
k1 − 8k2 + 3680
513
k3 − 845
4104
k4)
8
k6 = hf(ti +
h
2
, wi − 8
27
k1 + 2k2 − 3544
2565
k3 +
1859
4104
k4 − 11
40
k5)
In these equations, w˜i+1 is the Runge-Kutta method of order five, wi+1 is the Runge-Kutta method of
order four, and k1 through k6 are the coefficient equations. The book continues to explain how to use
these equations to develop a complete Runge-Kutta Fehlberg algorithm.[13]
In a problem of this type, spatial derivatives must be computed based on sets of grid points and
corresponding variable values. Generally, a finite-difference formula can be used to accomplish this,
and can be found through local interpolation.[14] A differentiation matrix can then be found, with an
order of accuracy based on the order of the interpolating polynomial.[14] That is, as the step size h
approaches 0, the discrete approximations for the derivative converge at a rate of O(h2) for a second
order interpolating polynomial, and at a rate of O(h4) for a fourth order interpolating polynomial.[14]
This is true for increasingly high orders, and the idea of spectral methods is to take the order to the
limit.[14] The result is an efficient and accurate method to compute derivatives.
A spectral method can be implemented with the use of discrete Fourier transforms and inverse discrete
Fourier transforms. The reason that Fourier Transforms are useful for spectral derivatives is because
they convert a discrete and unbounded physical space into a bounded and continuous Fourier space.[14]
The formula for the discrete Fourier transform is defined as[14]
vˆk = h
N∑
j=1
e−ikxjvj , k = −N
2
+ 1, ...,
N
2
. (21)
and the inverse discrete Fourier transform is defined to be[14]
vj =
1
2pi
N/2∑
k=−N/2+1
eikxj vˆk, j = 1, 2, ..., N/2. (22)
An example of spectral differentiation is now presented for the function esin(x).[14] From the discrete
Fourier transform, Trefethen derives a band-limited interpolant p(x):[14]
p(x) =
1
2pi
N/2∑
k=−N/2
eikxvˆk (23)
A delta function is then used to expand v. This delta function takes the form:[14]
δj =

1 : j ≡ 0(modN)
0 : j ̸≡ 0(modN)
(24)
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The discrete Fourier transform (21) and delta function (24) are used to find δˆk = h for each k.[14].
The interpolant to the delta function is then found with (23). This interpolant is found to be the periodic
sinc function SN :[14]
SN =
h
2pi
cos(x/2)
sin(Nx/2)
sin(x/2)
. (25)
Now relating step size h to the number of steps N , the interpolant p(x) is found to be[14]
p(x) =
N∑
m=1
vmSN (x = xm). (26)
The derivative of the periodic sinc function is then found at a grid point:[14]
S′N (xj) =

0 : j ≡ 0(modN)
1
2 (−1)j cot(jh/2) : j ̸≡ 0(modN)
(27)
The jth entry in Equation (27) is the Nth entry of the differentiation matrix, which then takes the
form:[14]
DN =

0 − 12 cot 1h2
− 12 cot 1h2
. . .
. . . 1
2 cot
2h
2
1
2 cot
2h
2
. . . − 12 cot 3h2
− 12 cot 3h2
. . .
...
...
. . .
. . . 1
2 cot
1h
2
1
2 cot
1h
2 0

(28)
With the differentiation matrix found, spectrally differentiating the function esin(x) is a simple matrix
multiplication. Based on the number of grid points N , the periodic domain [0, 2pi] must be split into a
grid of discrete x values. The function values are found at these x values. The resulting 1 by N matrix
of function values is multiplied by the N by N differentiation matrix DN to find the spectral derivative.
In MATLAB there are easy ways to compute these transforms with the built in Fast Fourier Trans-
form (FFT) and Inverse Fourier Transform (IFFT), which were discovered by Cooley and Tukey in
1965.[14] The FFT uses the symmetries of the differentiation matrix DN in Equation (28) to solve this
problem more quickly than a matrix solution. Thus, the FFT can be used in a spectral differentiation
method in place of alternate methods involving matrices.[14] This allows for MATLAB scripts that find
spectral derivatives accurately and quickly, specifically in O(N logN) floating point operations for N
grid points.[14] Without the use of Fourier Transforms, it would take O(N2) operations.[14]
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Figure 2: The domain chosen is a periodic subsection of the entire sheet. Fluid behavior is unrelated to
its position in the sheet, so fluid behavior in the domain can be used to summarize the behavior in the
sheet as a whole.
The specific process to be used is pseudo-spectral differentiation on a bounded, periodic grid. We
choose a periodic and bounded grid because the behavior of the liquid sheet in question is unrelated
to the section of the liquid sheet being looked at. Figure 2 shows the general idea of this. Assume the
liquid sheet is like the large gray area. The fluid behavior does not depend on where it is in the sheet.
Therefore, the behavior of the sheet can be summarized by the domain chosen, in this case x = [0, 2pi],
which is made periodic.
This process for a periodic grid of size [0, 2pi] is outlined, in detail, by Trefethen.[14] It is required
that the number of grid points N must be even, resulting in a grid spacing of h = 2pi/N .[14] The
distinguishable range of wavenumbers k on the grid is then [−pi/h, pi/h], as other wavenumbers are
indistinguishable due to periodicity.[14] The wavenumber k must consist of only integer values, so nothing
continuous or infinite is present.[14]
With these conditions met, the use of the FFT and IFFT for a spectral differentiation on the data set
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v is presented.[14] First, the FFT is used to convert the data set v into its Fourier space representation,
vˆ.[14] Then, define a vector wˆk = ikvˆk, manually ensuring that wˆN/2 = 0.[14] Now the spectral derivatives
w can be found by taking the IFFT of wˆ, converting the Fourier space back to physical space.[14]
In an example presented by Trefethen, spectral and non-spectral methods were used for a numerical
computation and the results were compared.[14] It is of no surprise that the errors in the spectral scheme
are much lower. These errors actually decrease rapidly until rounding errors take over and prevent
further improvements.[14] This useful behavior is called spectral accuracy and is a motivating reason to
use spectral methods.[14]
Spectral methods are also useful as they allow the implementation of adaptive step sizes in space.
This is possible through spectral adaptation. The process of spectral adaptation begins with checking
an adaptation criteria. In our project, we check the Fourier space of the interface height h and compare
the maximum wave amplitude to a set tolerance. If it is greater than that tolerance, all current and
previously held data is spectrally adapted. This is done by doubling the amount of spectral nodes in
Fourier space. The resulting data set in physical space has double the amount of spacial nodes. Step
size information is then updated, and the numerical scheme continues.
Spectral adaptation is useful for a few reasons. First, it prevents high frequency oscillations in
the numerical simulation. As time progresses, sharp derivatives can occur in the simulation. The
incorporated spectral adaptation method adds zeros to the data set to prevent these from causing high
frequency oscillations. Additionally, spectral adaptation allows a high number of spatial steps to form.
This allows a much greater accuracy in space. As rupture dynamics are explored in this project, being
able to accurately approximate rupture location is important. Thus, having a much more defined spatial
grid is beneficial.
3 Problem Formulation
3.1 Isothermal Dynamics
In this section, we discuss the isothermal dynamics of the model. Temperature is considered constant,
and thermal effects are considered in the next section. The reason for this is to work through a simplified
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Figure 3: Physical Model: A heated fluid sheet is present, symmetric about its center line. There are
two symmetric but movable walls on either side, located some prescribed distance zp(t) away from the
center of the jet. The goal is to determine how the oscillation of these walls affect the cooling in the
sheet.
version of the problem first, then extend this solution to the more complete problem.
Consider the physical model as seen in Figure 3. In order to simulate the creation of acoustic forces
through varying air pressure, movable outer boundaries are implemented. These walls are located a
prescribed distance zp(t) away from the center of the fluid sheet. Pressure in the gas will be varied by
oscillating the walls along the z axis, thereby creating acoustic forces. The goal is to determine the
effects of these acoustic forces on the fluid sheet and the temperature of the system.
First the standard Navier-Stokes equations for a thin film are introduced:[2]
∇ · u = 0 (29)
ut + uux + wuz = −px
ρ
+ ν∇2u (30)
wt + uwx + wwz = −1
ρ
pz + ν∇2w (31)
In Equations (29)-(31), u = (u,w) is the fluid velocity, with u as the x-component and w as the z-
component, ρ is the fluid density, p is the fluid pressure, and ν is the fluid kinematic viscosity. The Euler
equations for the air must also be included. If it is assumed the the dynamic viscosity µ of the liquid is
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much less than that of the gas, which is usually the case in applications[2], these take the form
ρgt +∇ · (ρgug) = 0 (32)
ugt + ugugx + wgugz = −pgx
ρg
(33)
wgt + ugwgx + wgwgz = −pgz
ρg
(34)
Furthermore, in order to include an equation of state, assume the ideal gas law. We are currently
exploring only isothermal dynamics, so temperature remains constant.
pg = kρg (35)
Assuming that there is no penetration between the substrate and the liquid gives boundary conditions
at z = 0:[2]
w = uz = 0 (36)
The boundary conditions at the fluid interface z = h(x, t) include the kinematic boundary condition:
ht +
∂
∂x
∫ h
0
udz = 0. (37)
Furthermore, on z = h(x, t),
T · n = −κσn+∇σt+ f (38)
where T is the stress tensor of the liquid, n is the normal unit vector, t is the tangential unit vector, f is
the prescribed forcing at the interface, and κ is the mean curvature. From Equation (38) two boundary
conditions can be found, requiring that the sheer stress is driven by gradients in surface tension, and
that normal stress is balanced by surface tension times curvature:
µ
1 + h2x
{(uz + wx)(1− h2x)− 4uxhx} =∇σ · tˆ (39)
−p− pg + 2µ
1 + h2x
{ux(h2x − 1)− hx(uz + wx)} = σ
hxx
(1 + h2x)
3/2
(40)
where pg = pg(x, t) is the pressure of the gas.
We have an additional boundary condition at z = zp(t), the outer boundary. This condition ensures
no gas passes the outer boundary.
wgz = z
′
p(t) (41)
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Variables can be non-dimensionalized based on the following scales:
[x] = L, [z] = h0, [u] =
ν
h0
, [w] = [wg] = [ug] =
ν
L
, [t] =
Lh0
ν
, [p] = [pg] =
ρν2
h20
[ρg] =
[p]
kT
By replacing dimensional variables with their dimensionless scales in the liquid equations (29)-(31),
it is found that
ux + wz = 0 (42)
ϵ{ut + uux + wuz} = −ϵpx + uzz + ϵ2uxx (43)
ϵ2{wt + uwx + wwz} = −pz + ϵ{wzz + ϵ2wxx} (44)
(ϵ = h0/L≪ 1 is the aspect ratio, and Pr = ν/κ is the Prandtl number.)
Furthermore, by non-dimensionalizing the gas equations (32)-(35), we find
ρgt + ϵ(ρgug)x + (ρgwg)z = 0 (45)
Ma2{ugt + ϵugugx + wgugz} = −pgx
ρg
(46)
Ma2ϵ{wgt + ϵugwgx + wgwgz} = −pgz
ρg
(47)
pg = ρg (48)
(Ma2 = ν
2
KTLh0
≪ 1 is the Mach number). The non-dimensional boundary conditions at z = 0 are
uz = w = 0 (49)
At z = h(x, t) there are the non-dimensional free-surface boundary conditions
ϵughx − wg = uhx − w = −ht (50)
(uz + ϵ
2wx)(1− ϵ2h2x)− 4ϵ2uxhx = 0 (51)
−p− pg + 2ϵ
1 + ϵ2h2x
{ux(ϵ2h2x − 1)− hx(uz + ϵ2wx)} = S
hxx
(1 + ϵ2h2x)
3/2
(52)
Where S =
h30σ0
µνL2 is the capillary number.
The non-dimensional version of condition (41) at the outer boundary is
wgz = z
′
p(t) (53)
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Expanding all dependent variables in equations (42) through (44) by powers of ϵ gives
u = u0(x, z, t) + ϵu1(x, z, t) + ..., w = w0(x, z, t) + ϵw1(x, z, t) + ...,
p = u0(x, z, t) + ϵp1(x, z, t) + ...
Equation (43) results in, at leading order,
u0zz = 0, p0z = 0 (54)
being subject to boundary conditions (49)-(52)
z = 0 : u0z = w0 = 0
z = h : u0z = 0, p0 + pg = −Shxx
z = zp(t) : wgz = z
′
p(t).
(55)
From the system (54)-(55), we find that
u0 = u0(x, t) (56)
p0 = −Shxx − pg (57)
w0 = −u0xz. (58)
Now looking at Equations (42)-(44) at O(ϵ), it is found that
w1z = −u1x, u1zz = p0x + u0t + u0u0x, p1z = 0. (59)
These are subject to the boundary conditions
z = 0 : u1z = w1 = 0
z = h : u1z = 0, p1 = −2u0x
z = zp(t) : wgz = z
′
p(t)
(60)
Integrating the u1zz Equation in (59) from z = 0 to z = h, and using the boundary conditions u1z = 0
at both z = 0 and z = h in (60), results in
u1z|h0 = 0 = {p0x + u0t + u0u0x}h (61)
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Now finding pgx from Equation (57) and substituting pg for ρg using the equation of state (48) gives
us the final isothermal equation for u0t
u0t + u0u0x = Shxxx − ρgx. (62)
For the gas problem we are analyzing the set of equations in the gas:
Ma2{ugt + ϵugugx + wgugz} = −ρgx
ρg
(63)
Ma2ϵ{wgt + ϵugwgx + wgwgz} = −ρgz
ρg
(64)
ρgt + ϵ(ρgug)x + (ρgwg)z = 0 (65)
along with a boundary condition at z = h(x, t)
wg = ϵugx + ht (66)
Assuming that ϵ≪ 1 is sufficiently small, the leading-order terms in equations (63)-(66) result in
Ma2{ugt + wgugz} = −ρgx
ρg
(67)
ρgz = 0 (68)
ρgt + (ρgwg)z = 0 (69)
with the leading order kinematic boundary condition at z = h(x, t)
wg = ht (70)
By using ρgz = 0 from (68) and substituting in to (69) it is found that
ρgt + ρgwgz = 0. (71)
By solving for wg in Equation (71) and using C(t) as a constant it follows that
wg = −(ρgt
ρg
)z + C(t) (72)
Now, condition (53) states wg = z
′
p(t) at z = zp(t). So, Equation (72) at z = zp(t) becomes
−ρgt
ρg
zp(t) + C(t) = z
′
p(t) (73)
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and at z = h(x, t),
wg = ht = −ρgt
ρg
h+ C(t). (74)
C(t) must be the same in both cases, so
C(t) =
ρgt
ρg
h+ ht = z
′
p(t) +
ρgt
ρg
zp(t) (75)
Moving all terms dependent on ρ to one side and integrating this equation results in
ln |ρg| = − ln |z − zp(t)|+ ln |A| (76)
where A is some constant of integration. Now, setting both sides as a power of e results in the final
equation for ρg
ρg =
A
zp(t)− h (77)
It follows that
ρgx =
Ahx
(zp(t)− h)2 (78)
The constant of integration A can be written as zp(0)− h¯, where h¯ is the average height of the liquid
surface at t = 0, when the surface is flat. We scaled the gas density at equilibrium, so ρg is unity in this
case. Therefore,
ρgx =
(zp(0)− h¯)hx
(zp(t)− h)2 (79)
Now ρgx can be substituted into equation (62), resulting in
u0t + u0u0x = Shxxx − (zp(0)− h¯)hx
(zp(t)− h)2 . (80)
The final set of coupled equations for u0 and h are obtained after adding the kinematic condition.
This set is:
u0t + u0u0x = Shxxx − (zp(0)− h¯)hx
(zp(t)− h)2 (81)
ht + {u0h}x = 0 (82)
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3.2 Thermal Effects
In order to include a thermocapillary effect which accounts for the emergence of interfacial sheer stresses
and owing to the variation of surface tension σ with substrate temperature T , an energy equation and
appropriate boundary conditions related to heat transfer must be added to this mathematical model.
This energy equation for the liquid takes the form[2]
Tt + uTx + wTz = k∇2T (83)
where k is thermal diffusivity of the fluid).
Assuming that there is no penetration between the substrate and the liquid gives boundary conditions
at z = 0:[2]
w = uz = 0, Tz = 0 (84)
and a boundary condition requiring insulation of the outer wall at z = zp(t) is
Tgz = 0. (85)
Instead of Newton’s Law as a boundary condition, we now assume perfect thermal contact between
the gas and liquid, seen in Equation (86), and that heat flux between the liquid and gas is continuous,
in Equation (87).
T = Tg (86)
k∇T · nˆ = kg∇Tg · nˆ (87)
The equation of state (35) needs to be modified to allow for a variable gas temperature
pg = kρgTg (88)
Now looking at the gas problem, the energy equation for the gas takes the form[15]
ρgcpTgt + ρgcpug ·∇Tg + pg∇ · ug = kg∇2Tg (89)
where kg is the thermal conductivity of the gas and cp is its specific heat.
Recall the remaining Euler equations in the gas (32)-(34).
ρgt +∇ · (ρgug) = 0 (90)
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ugt + ugugx + wgugz = −pgx
ρg
(91)
wgt + ugwgx + wgwgz = −pgz
ρg
(92)
These equations must be non-dimensionalized similar to the way they were in the previous sec-
tion. However, now that temperature is not constant, require Tg = T0 + ∆Tθg and use the new
non-dimensionalized equation of state to substitute for pg. After non-dimensionalizing, Equation (83)
becomes
ϵPr{θt + uθx + wθz} = θzz + ϵ2θxx (93)
The non-dimensional boundary conditions from Equations (84)-(87) become, at z = 0
w = uz = 0, θz = 0 (94)
and at z = zp(t)
θgz = 0. (95)
The scaled non-dimensional versions of conditions (86)-(87) give us
θ = θg (96)
The non-dimensional equation of state (88) becomes
pg = ρg(1 + γθg) (97)
where γ = ∆TKT .
Similarly, Equations (89)-(92) become
ρgt + ϵρgugx + (ρgwg)z = 0 (98)
Ma2{ugt + wgugz + ϵugugx} = −ϵ [ρg(1 + γθ)]x
ρg
(99)
Ma2{wgt + wgwgz + ϵugwgx} = − [ρg(1 + γθ)]z
ρg
(100)
θgt + ϵugθgx + wgθgz + a[ρg(1 + γθg)][ϵugx + wgz] = b[ϵ
2θgxx + θgzz] (101)
where a = kToδTcp and b =
kgKT0h0L
ρν3cp
. For our purposes, we can assume that b is close to 1/ϵ. Then,
equation (101) can be written as
ϵ{θgt + ϵugθgx + wgθgz + a[ρg(1 + γθg)][ϵugx + wgz]} = [ϵ2θgxx + θgzz]. (102)
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Once again expand the dependent variables over powers of ϵ. At leading order, Equations (93),
(98)-(100) and (102) give:
θ0zz = 0 (103)
ρg0t + (ρg0wg0)z = 0 (104)
Ma2{ug0t + wg0ug0z} = 0 (105)
Ma2{wg0t + wg0wg0z} = −[ρg0(1 + γθg0)]z/ρg0 (106)
θg0zz = 0 (107)
And at O(ϵ), we get
θ1zz = Pr{θ0t + u0θ0x} (108)
ρg1t + ρg0ug0x + (ρg1wg1)z = 0 (109)
Ma2{ug1t + wg1ug1z + ug0ug0x} = −[ρg0(1 + γθg0)]x/ρg1 (110)
Ma2{wg1t + wg1wg1z + ug0wg0x} = −[ρg1(1 + γθg1)]z/ρg1 (111)
θg0t + wg0θg0z + a[ρg0(1 + γθg0)]wg0z = θg1zz (112)
θg0z = 0 (113)
In order to get the thermal equation, we integrate θ1zz from z = 0 to z = zp(t). Then, we split the
integration into the liquid section from z = 0 to z = h, and the gas section from z = h to z = zp(t).
θ1z|zp(t)0 = 0 = θ1z|h0 + θ1z|zp(t)h (114)
Now, recall Equations (108) and (112). These can be integrated to find:
θ1z|h0 = hPr{θ0t + u0θ0x} (115)
θ1gz|zp(t)h = {θg0t + a[ρg0(1 + γθg0)]wg0z}(zp(t)− h) (116)
Substituting Equations (115) and (116) into (114), and recalling that θ = θg, results in
θ1z|zp(t)0 = 0 = hPr{θ0t + u0θ0x}+ {θ0t + a[ρg0(1 + γθ0)]wg0z}(zp(t)− h) (117)
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Similar to the isothermal case, ρgz can be assumed to be zero. Then, as found in the isothermal case,
ρg =
zp(0)− h¯
zp(t)− h (118)
ρgx =
(zp(0)− h¯)hx
(zp(t)− h)2 (119)
ρgt =
−(zp(0)− h¯)
(zp(t)− h)2 (z
′
p(t)− ht) (120)
Recall the leading order conservation of mass equation for the gas, (104). This can be used to find
wg0z as
wg0z =
z′p(t)− ht
zp(t)− h (121)
Now we can substitute Equation (121) for wg0z and Equation (118) for ρg0 into equation (117) to
obtain the final temperature equation:
0 = hPr{θ0t + u0θ0x}+ {θ0t + a[zp(0)− h¯
zp(t)− h (1 + γθ0)]
z′p(t)− ht
zp(t)− h }(zp(t)− h) (122)
Additionally, recall the equation of state pg = ρg[1 + γθ]. This can be differentiated to find pgx as
pgx = ρgx[1 + γθ] + ρg[γθx]. (123)
Then ρ and ρx can be substituted into Equation (123) to find
pgx =
(zp(0)− h¯)hx
(zp(t)− h)2 [1 + γθ] +
zp(0)− h¯
zp(t)− h [γθx] (124)
Now recall the final equation for u0t from the previous isothermal section, Equation (81). Including
the temperature dependent terms gives:
u0t + u0u0x = Shxxx −M θ0x
h
− pgx (125)
After substituting for pgx in Equation (125), it is found that
u0t + u0u0x = Shxxx −M θ0x
h
− (zp(0)− h¯)hx
(zp(t)− h)2 [1 + γθ]−
zp(0)− h¯
zp(t)− h [γθx]. (126)
Finally, return the previous equations to get the complete system for u, h, and θ
u0t + u0u0x = Shxxx −M θ0x
h
− (zp(0)− h¯)hx
(zp(t)− h)2 [1 + γθ]−
zp(0)− h¯
zp(t)− h [γθx] (127)
ht + {u0h}x = 0 (128)
{hPr + zp(t)− h}θ0t + Pr{hu0θ0x}+ a (zp(0)− h¯)
(zp(t)− h) (1 + γθ0)(z
′
p(t)− ht) = 0 (129)
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4 Results
The partial differential equations in equations (127)-(129) form a complete system that describes the be-
havior of interface height h, liquid velocity u, and temperature θ over time and space for long-wavelength
perturbations. We prescribe that the system is spatially periodic, so restrict solutions to the domain
0 ≤ x ≤ 2pi. The numerical methods used for the simulation include a Runge-Kutta Fehlberg method
in time along with pseudo-spectral methods for computing spatial derivatives. A detailed explanation
of the numerical methods can be found in the introduction. The MATLAB scripts used can be found in
Appendix A.
Initial conditions are needed for interface height, liquid velocity, and temperature. For the interface
height, we use h(x, 0) = 1. This can be physically interpreted to mean that the interface begins as flat, at
a height of 1. For liquid velocity, the initial condition u(x, 0) = U0 sin(x), where U0 represents the initial
velocity of the liquid. Since initial liquid velocity will not always be the same, several U0 values are used
and tested. The initial temperature distribution used is θ(x, z, 0) = sin(2x), which is not constant and
implies that there has been localized heating in the sheet. This initial condition has unit amplitude in
each case. As such, the Marangoni Number M is used to provide a measure of initial heating. Since the
initial temperature is not uniform in space, a way of determining the effectiveness of cooling is needed.
For this, we use the maximum temperature for a specific time, θmax.
The main focus of this project is to determine the effects of an oscillating boundary, specifically on
the temperature of the system. The boundary position with respect to time can be written as
zp(t) = zp(0)−A sin(ωt) (130)
where zp(0) = 3 is the original boundary z-position, A is the oscillation amplitude, and ω is the oscillation
frequency. Specific values for both the amplitude and frequency of the oscillation will be tested in order
to determine how they affect the simulation. Another case with a stationary boundary, mathematically
represented by zp(t) = zp(0), will be used for comparison. In addition to testing the effects of an
oscillating boundary, the initial liquid velocity U0 and the Marangoni Number M are expected to have
effects on the simulation based on previous findings by Tilley and Bowen [12]. The previous findings
are examined to see if they hold true in this situation. Further, the effects of the parameters on the
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cooling of the system is explored. It is important to mention that only specific parameter values have
been tested. A full parameter study is not yet completed but would give further insight into their effects.
4.1 Effects of Boundary Oscillation
In order to determine how an oscillating boundary affects the simulation, a reference case is needed. For
this case, we consider the boundary position zp(t) = zp(0) = 3. This represents a stationary boundary,
which we use as the original boundary location zp(0) in every case in this report. The other parameters
remain constant for now in order to ensure that the changes seen are a result of the moving boundary.
The values are:
M = 1, U0 = 0.5, S = Pr = γ = a = b = h¯ = 1
The simulations are run until a time of t = 1. Rupture is not allowed to occur, as the main interest
is in the initial rate of cooling of the sheet. The base case simulation with a stationary boundary can
be seen in Figure 4a. The initial plots for a time of t = 0 are plotted blue. The red plots represent an
intermediate time step, and the orange plots represent the final time of t = 1.
The simulation in Figure 4a shows the behavior of the liquid sheet including gas interactions with
the liquid, but with no movement in the outer boundary. It can be seen that interface height begins
stationary but quickly forms waves which grow in amplitude. Liquid velocity also changes quickly, and
has peaks in localized areas. As expected, the liquid sheet will cool over time without an oscillating
boundary. This is simply because the sheet is originally heated compared to its surroundings. Once the
simulation ends at t = 1, the maximum temperature in the sheet is θmax = 0.7901.
It is normally expected that elevated temperatures in locally heated areas of the sheet would be
distributed over time. However, the minimum temperature in each simulation displays an interesting
property that is worth mentioning. While θmax decreases over time in Figure 4, it can be seen that θmin
stays relatively constant. In order to explore the reasoning for this behavior, we compare the temperature
in the systems 4a and 4b to their gas densities in Figures 5a and 5b, respectively. Generally speaking,
as temperature increases, density decreases. This causes some of the gas in high temperature regions to
move to the lower temperature regions. Figure 5 supports this idea because gas density is high where
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Figure 4: Interface height h, liquid velocity u, and temperature θ plotted up to a time of 1, U0 = 0.5 and
M = 1. Boundaries are stationary in (a) with an oscillation pattern of zp(t) = zp(0), and the boundary
oscillation pattern in (b) follows zp(t) = zp(0)− 0.5 sin(t).
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Figure 5: Minimum temperature and gas density for the cases in Figure 4. Boundaries are stationary
in (a) with an oscillation pattern of zp(t) = zp(0), and the boundary oscillation pattern in (b) follows
zp(t) = zp(0)− 0.5 sin(t).
temperature is low. This implies that some of the energy is being used to compress the gas in the areas
with the lowest temperature θ, preventing changes in θmin.
With the reference case completed, oscillation is added to the outer boundary. We begin with an
outer boundary position of zp(t) = zp(0) − 0.5 sin(t). The oscillation amplitude in this case is A = 0.5,
and the oscillation frequency is ω = 1. No parameters or initial conditions are changed except for this
boundary position. The resulting plots can be seen in Figure 4b.
The oscillating boundary has little effect on interface height h and liquid velocity u as seen in this
figure, as they behave very similarly to the stationary boundary case. There is a slight increase in the
amplitude of the waves formed in the interface, as well as the final liquid velocity, but these changes are
minimal. The main effect of the moving boundary can be seen in the final temperature profile. The
peaks in temperature distribution, representing the areas where the sheet was locally heated, end at a
lower amplitude than the stationary boundary case. The maximum temperature at t = 1 in this case
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is θmax = 0.6224. Compared to the previous case which had a final temperature of θmax = 0.7901,
the sheet is significantly cooler. This implies that the oscillating boundary causes an increased rate of
cooling in the liquid sheet.
This data supports the hypothesis that the oscillating boundary causes an increased rate of cooling.
However, variations in the oscillation amplitude and frequency may cause changes in the simulation. As
such, we now explore the effects of different oscillation patterns. This is accomplished by first doubling
the oscillation amplitude and comparing the results to the lower amplitude case in Figure 4b. Then, the
change in amplitude is reverted and oscillation frequency is doubled. Comparing both of these results
to the previous case indicates how each boundary oscillation pattern affects the simulation.
The next case tested includes a boundary position of zp(t) = zp(0)−1 sin(t). As stated, the oscillation
amplitude is doubled to A = 1, and the oscillation frequency remains at ω = 1. Again, no other
parameters or initial conditions are changed from the previous cases. The results of this increase in
amplitude can be seen in Figure 6a
Increasing oscillation amplitude has clear effects on the simulation. At the final time of t = 1,
the interface height has formed slightly larger waves than the lower amplitude case. Further, liquid
velocity grows slightly larger than the previous case. These results imply that increasing the amplitude
of the oscillating boundary causes larger waves to form as well as causing liquid velocity to grow more
quickly. However, the main finding is again in the final temperature of the system, which in this case
is θmax = 0.3864. Increasing the boundary oscillation amplitude from 0.5 to 1 caused the maximum
temperature at t = 1 to drop from 0.6224 to 0.3864. This change is significant. While the lower
amplitude oscillation did cool the sheet, a higher amplitude oscillation did so more effectively. From
this, it can be seen that changing the amplitude of the oscillating boundary causes significant changes to
the rate of cooling in the sheet. However, it is important to note that this cannot be done indefinitely.
The model formed in this paper does not account for the liquid contacting the outer boundary. Increasing
the oscillation amplitude, especially because it is seen to cause larger waves in the liquid, may cause this
contact with the liquid to occur. This scenario is beyond the range of validity of the model, which puts
an upper limit on the oscillation amplitude.
The effects of changing the oscillation frequency will now be explored. For this case, we revert
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Figure 6: Interface height h, liquid velocity u, and temperature θ plotted up to a time of 1, with
U0 = .5, M = 1. The boundary oscillation pattern in (a) is zp(t) = zp(0) − 1 sin(t), and in (b) is
zp(t) = zp(0)− 0.5 sin(2t).
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Amplitude Frequency θmax at t = 1
0 0 0.7901
0.5 1 0.6224
1 1 0.3864
0.5 2 0.5734
Table 1: Maximum temperature at t = 1 for the tested oscillation patterns
the change in amplitude and this time double the oscillation frequency. The boundary position that
represents this change can be written as zp(t) = zp(0)− 0.5 sin(2t). This oscillation has an amplitude of
A = 0.5 and a frequency of ω = 2. The results of this change can be seen in Figure 6b.
It is seen that the change in oscillation frequency has some effect on the simulation, although these
effects are minor. The waves formed in the interface height h and the liquid velocity u are very similar to
the lower frequency case. Similarly, the final maximum temperature for this simulation is θmax = 0.6224.
We compare this value to the lower frequency case, which had a final temperature of θmax = 0.5734. It
is clear that doubling the frequency did improve the rate of cooling for this physical system. The change
is not as significant as that seen when doubling oscillation amplitude. However, oscillation frequency has
no upper limit. While the oscillation amplitude can only be raised a certain amount, the frequency can
be raised indefinitely.
To summarize, these simulations imply that an oscillating outer boundary does improve the rate of
cooling in the liquid sheet compared to a stationary boundary. Further, increasing oscillation amplitude
and frequency both provided additionally increased rates of cooling. The improvement was significant
for the increase in amplitude, but there is an upper limit to the oscillation amplitude. The improvement
was less significant for increasing oscillation frequency, but there is no upper limit to this increase other
than physical restrictions. These results are summarized in Table 1.
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Figure 7: Evolution of the minimum interface height hmin over time for U0 = 0.1, U0 = 0.5, and U0 = 1
4.2 Effects of Initial Liquid Velocity
In the previous work[12], initial velocity was found to have a large impact on the behavior of a thin film,
specifically with regards to rupture time.[12] This section will determine if these results hold true for this
project, which adds an oscillating boundary as well as gas-liquid interactions. While testing different
values of U0 to represent different initial velocities in the liquid, all other parameters are kept constant.
The parameters chosen are M = 1, S = Pr = γ = a = b = h¯ = 1, and zp(t) = zp(0) − 0.1 sin(t).
Additionally, instead of stopping the simulation at a certain time, we let the simulation run until rupture
occurs.
In order to determine the effects of U0 we test three values of U0 = 0.1, U0 = 0.5, and U0 = 1.
Rupture eventually occurs in each of these cases. To visualize how quickly rupture occurs, we plot
minimum interface height hmin over time for each U0 values. The resulting plots can be seen in Figure
7.
It can be seen that the higher the value of U0, the quicker rupture occurs. This can be interpreted
to mean that a higher initial velocity in the liquid causes rupture to form sooner. We can quantify
these results by approximating the rupture time for each case. This process is gone over in detail in the
introduction, and stems from work done by Pugh and Shelley.[7] It is found that, for the U0 = .1 case,
the rupture time is tc = 2.0488. For the U0 = 0.5 case, we find tc = 1.6342, and for the U0 = 1 case,
tc = 1.4228. This provides evidence that rupture occurs quicker for liquid sheets with a higher initial
velocity.
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Figure 8: Evolution of the maximum temperature θmax over time for U0 = 0.1, U0 = 0.5, and U0 = 1
Now we consider how initial liquid velocity affects the rate of cooling for a film. We can visualize the
rate of cooling for each value of U0 by plotting maximum temperature θmax over time. This plot can be
seen in Figure 8. It is seen that the low initial velocity of U0 = 0.1 has the highest rate of cooling, and
the high initial velocity of U0 = 1 has the lowest rate of cooling. This can be interpreted to mean that
a higher initial velocity in the liquid makes the sheet more difficult to cool.
4.3 Effects of Marangoni Number
The Marangoni Number M = γδTh0νµ provides a measure of initial heating in the liquid sheet. It has
been previously found by Tilley and Bowen that increasing M causes quicker rupture as well as varied
rupture location.[12] This section explores the affects of M while including an oscillating boundary and
gas dynamics. The previous results are considered and verified, and the effect of the Marangoni Number
on the rate of cooling of the sheet is explored.
It is again important that the only parameter changed in this section is the Marangoni Number M .
All other parameters remain constant. The parameters used are U0 = 0.5, S = Pr = γ = a = b = h¯ = 1,
and zp(t) = zp(0) − 0.1 sin(t). The simulations are ran until rupture occurs, and then the rupture
dynamics as well as rates of cooling are analyzed.
The M values tested in this section are M = 0.5, M = 1, and M = 2. The minimum interface height
hmin over time is plotted for each of these to determine how quickly rupture occurs. The resulting plots
can be seen in Figure 9.
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Figure 9: Evolution of the minimum interface height hmin over time for M = 0.5, M = 1, and M = 2
M tc xmin
0.5 2.0178 0.8160
1 1.6259 1.0377
2 1.2902 1.2337
Table 2: Rupture time tc and rupture location xmin for M = 0.5, M = 1, and M = 2
It is found that the previous results hold true. The M = 2 case ruptures first, and the M = 0.5 case
ruptures last, implying that a higher Marangoni Number causes quicker rupture. We can again find a
more accurate approximate of rupture time and location based of Pugh and Shelley.[7] Through these
methods, we find that forM = 0.5, rupture time is tc = 2.0178 and rupture location is xmin = 0.8160. For
M = 1, rupture time is lower at tc = 1.6259 and rupture location is increased to xmin = 1.0377. Lastly,
for M = 2 rupture again occurs sooner at tc = 1.2902 and rupture location is pushed to xmin = 1.2337.
These results can be seen in Table 2. Overall, increasing the Marangoni Number M results in quicker
rupture and varied rupture location.
The effects of the Marangoni Number M on rate of cooling of the sheet are now explored. The rate
of cooling for each M value can be seen by plotting θmax over time. These are plotted in Figure 10. It
can be seen that the value of M has a significant impact on the rate of cooling in the liquid. The rate
of cooling is highest for the M = 2 case. In this case, θmax continues to drop drastically until rupture
occurs. For the M = 1 case, the rate of cooling is lower. It also appears that the rate of cooling has
32
t
0 0.5 1 1.5 2 2.5
θ
m
a
x(x
,t)
0.5
0.6
0.7
0.8
0.9
1
1.1
Maximum Temperature Over Time
M=0.5
M=1
M=2
Figure 10: Evolution of the maximum temperature θmax over time for M = 0.5, M = 1, and M = 2
slowed significantly by the time rupture occurs. Lastly the M = 0.5 has the most ineffective rate of
cooling.
5 Conclusions
The original goal of this project was to enhance the cooling of a thin incompressible liquid sheet of
elevated temperature by sending acoustic forces through the system. In order to model this, the thin
liquid sheet was assumed to be surrounded by a compressible gas, and the model incorporated the effects
of gas interactions with the liquid. Outer boundaries were implemented at a prescribed distance, and the
oscillation of these boundaries was used to create varying pressures within the gas. These changes in air
pressure due to the oscillation of the boundaries simulate the creation of acoustic forces. A comprehensive
mathematical model has been developed based on this physical situation. The mathematical model
relates the interface height, liquid velocity, and temperature of the system. Using this model, numerical
simulations have been performed to evaluate the evolution of these variables over time. The main interest
is in how effectively the system is cooled as a result of these acoustic forces.
It has been shown through simulations that the rate of cooling of the sheet is improved by sending
acoustic forces through the system. When comparing a simulation with a stationary boundary to one
with an oscillating boundary, the oscillating case had an improved rate of cooling. Further, it has been
seen that the oscillation amplitude and frequency can both be changed to manipulate the rate of cooling
further. For the cases tested, increasing oscillation amplitude had significant effects on cooling, while
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increasing oscillation frequency had relatively minor effects. However, amplitude cannot be increased
indefinitely because the fluid sheet cannot be allowed to contact the outer boundary. Therefore, if
attempting to maximize the rate of cooling, oscillation amplitude should be increased as much as is
allowed. Then, oscillation frequency can be increased as needed to improve cooling further. It has also
been shown that initial liquid velocity and the Marangoni number have effect on the rate of cooling of
the system. Higher initial velocity liquids have a lower rate of cooling, while higher Marangoni numbers
result in improved cooling.
There is a significant amount of future work that would be useful but has not yet been completed. A
full parameter study would provide much more detailed results on the effects of each parameter. In this
project, only specific parameter cases were tested. For example, only four oscillation patterns were used
for the outer boundary: a stationary boundary case, an oscillating boundary case, a higher amplitude
case, and a higher frequency case. Although these results provide some insight on the oscillation effects,
a full study testing a wide range of oscillation patterns and other parameters would provide significantly
more information. This has not been done due to time restrictions and insufficient computing resources.
Additional useful future work would be attempting to maximize the rate of cooling of the system.
Although this project found that acoustically-enhanced cooling is effective, it did not determine the
most effective oscillation patterns or parameters. A full parameter study would help with this as well.
Finally, physical experiments would be useful to verify the results found in this project. The physical
problem has been mathematically modeled and numerically evaluated, but the results have not been
verified in physical applications. Therefore, physical experiments can be used as a method of verifying
the information found in this research.
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AMATLAB code
RK45.m
%Runge−Kutta Fehlberg
clear;
%load paramaters
pars=load('pars.par');
N=pars(1); %number of x−steps
tmax=pars(2); %tmax is currently not used
tplot=pars(3); %same here for tplot
S=pars(4); %physical parameter S
zp0=pars(5); %physical parameter zp(0)
hbar=pars(6); %physical parameter hbar
A=pars(7); %physical parameter a
Pr=pars(8); %physical paramater Pr
gamma=pars(9); %physical paramater gamma
M=pars(10); %physical paramater M
K=pars(11);
zpamp=pars(12); %physical paramater zpz
hmin=pars(13); %hmin is value that we want h to reach, where h=0 is the rupture
dt=pars(14); %dt is the initial time step
mindt=pars(15); %mindt is the smallest allowed time step
plotgap=pars(16); %plotgap is the amount of RK iterations between plots
tol=pars(17); %tolerance
maxplots=pars(18); %maxplots a limit to the number of plots, for when other end criteria is not met
Nmax=pars(19);
freq=pars(20);
U0=pars(21);
ss=2*pi/N; %x step size
x=ss*(1:N); %x steps
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t=0; %start t at 0
u=U0*sin(x); %initial u
h=ones(1, N); %initial h
T=sin(2*x); %initial T
y=[u h T];
clf, drawnow
tdata=t; %tdata holds time data to be plotted
data=u; %data holds u data to be plotted
hdata=h; %hdata hold h data to be plotted
Tdata=T; %Tdata holds T data to be plotted
FLAG=1; %FLAG is used to stop iterations by setting FLAG=0
ii=0; %ii is a counter for the number of plots
while FLAG==1
ii=ii+1;
for n=1:plotgap
%this stops dt from falling below mindt
if dt<mindt
dt=mindt;
end
%update t, find RK values
t=t+dt;
k1=RHSfull(t,y,pars, dt, N);
k2=RHSfull(t+dt/4, y+k1/4, pars, dt, N);
k3=RHSfull(t+(3/8)*dt, y+(3/32)*k1+(9/32)*k2, pars, dt, N);
k4=RHSfull(t+(12/13)*dt, y+(1932/2197)*k1−(7200/2197)*k2+(7296/2197)*k3, pars, dt, N);
k5=RHSfull(t+dt,y+(439/216)*k1−8*k2+(3680/513)*k3−(845/4104)*k4, pars, dt, N);
k6=RHSfull(t+dt/2, y−(8/27)*k1+2*k2−(3544/2565)*k3+(1859/4104)*k4−(11/40)*k5, pars, dt, N);
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R=(1/dt)*max(abs(((1/360)*k1−(128/4275)*k3−(2197/75240)*k4+(1/50)*k5+(2/55)*k6)));
if R <= tol
t=t+dt;
y=y+(16/135)*k1+(6656/12825)*k3+(28561/56430)*k4−(9/50)*k5+(2/55)*k6;
%y11=y+(25/216)*k1+(1408/2565)*k3+(2197/4104)*k4−(1/5)*k5;
end
%s is the time step scale
s=.84*(tol/R)ˆ(1/4);
%this is implemented to limit large changes in time step (used in
%B&F)
if s<=.1
dt=.1*dt;
elseif x>=4
dt=4*dt;
else
dt=s*dt;
end
%change FLAG once h get sufficiently small
if min(h)<hmin
FLAG=0;
end
%stop at tmax
if t>=tmax
FLAG=0;
u=y(1:N);
h=y(N+1:2*N);
T=y(2*N+1:3*N);
%update data
tdata = [tdata; t];
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data(ii+1,:) = u;
hdata(ii+1,:) = h;
Tdata(ii+1,:) = T;
subplot(3, 1, 1)
plot(x, hdata([1:ii−1 ii+1],:))
axis([0 2*pi 0 2])
title('Interface Height')
xlabel('x')
ylabel('h(x,t)')
subplot(3, 1, 2)
plot(x, data([1:ii−1 ii+1],:))
axis([0 2*pi −2 2])
title('Liquid Velocity')
xlabel('x')
ylabel('u(x,t)')
subplot(3,1,3)
plot(x, Tdata([1:ii−1 ii+1],:))
axis([0 2*pi −1 1])
title('Temperature Behavior')
xlabel('x')
ylabel('\theta(x,t)')
return
end
end
%update u,h,T
u=y(1:N);
h=y(N+1:2*N);
T=y(2*N+1:3*N);
%update data
tdata = [tdata; t];
data(ii+1,:) = u;
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hdata(ii+1,:) = h;
Tdata(ii+1,:) = T;
%if # of plots (ii) reaches maxplots, plot data
if ii==maxplots
subplot(3, 1, 1)
plot(x, hdata(1:ii+1,:))
axis([0 2*pi 0 2])
title('Interface Height')
xlabel('x')
ylabel('h(x,t)')
subplot(3, 1, 2)
plot(x, data(1:ii+1,:))
axis([0 2*pi −2 2])
title('Liquid Velocity')
xlabel('x')
ylabel('u(x,t)')
subplot(3,1,3)
plot(x, Tdata(1:ii+1,:))
axis([0 2*pi −1 1])
title('Temperature Behavior')
xlabel('x')
ylabel('\theta(x,t)')
return
end
%decide whether to spectrally adapt
%find fft of h
H=fft(h);
%find max amplitude of fft of h for N/2−5:N/2−1
check=max(abs(H(N/2−5:N/2)));
if check >=tol/100 && N < Nmax
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clear datachange hdatachange Tdatachange;
%spectrally adapt
y=adapt 3vars(y');
dt=dt/8;
%update spatial step size information
N=2*N;
ss=2*pi/N; %x step size
x=ss*(1:N); %x steps
y=y';
u=y(1:N);
h=y(N+1:2*N);
T=y(2*N+1:3*N);
%tdata = [tdata; t];
datachange(ii+1,:) = u;
hdatachange(ii+1,:) = h;
Tdatachange(ii+1,:) = T;
%Spectrally adapt previously stored data
%stop when N is 2048
for iii=1:ii
uchange=data(iii,:);
hchange=hdata(iii,:);
Tchange=Tdata(iii,:);
ychange=[uchange hchange Tchange]';
ychangenew=adapt 3vars(ychange);
uchangenew=ychangenew(1:N);
hchangenew=ychangenew(N+1:2*N);
Tchangenew=ychangenew(2*N+1:3*N);
datachange(iii,:)=uchangenew;
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hdatachange(iii,:)=hchangenew;
Tdatachange(iii,:)=Tchangenew;
end
data=datachange;
hdata=hdatachange;
Tdata=Tdatachange;
end
end
%plot data when FLAG changes
subplot(3, 1, 1)
plot(x, hdata(1:ii+1,:))
axis([0 2*pi 0 2])
title('Interface Height')
xlabel('x')
ylabel('h(x,t)')
subplot(3, 1, 2)
plot(x, data(1:ii+1,:))
axis([0 2*pi −2 2])
title('Liquid Velocity')
xlabel('x')
ylabel('u(x,t)')
subplot(3,1,3)
plot(x, Tdata(1:ii+1,:))
axis([0 2*pi −1 1])
title('Temperature Behavior')
xlabel('x')
ylabel('\theta(x,t)')
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RHSfull.m
function yt = RHSfull(t, y, pars, dt, N)
S=pars(4);
zp0=pars(5);
hbar=pars(6);
A=pars(7);
Pr=pars(8);
gamma=pars(9);
M=pars(10);
K=pars(11);
zpamp=pars(12);
freq=pars(20);
u=y(1:N);
h=y(N+1:2*N);
T=y(2*N+1:3*N);
zzp=(zp0−zpamp*sin(freq*t));
zpz=−zpamp*freq*cos(freq*t);
%Finds uhx
uh=u.*h;
uh hat=fft(uh);
kvec = 1i*[0:N/2−1 0 −N/2+1:−1];
uhx hat=kvec .* uh hat;
uhx=real(ifft(uhx hat));
%finds ux
u hat=fft(u);
ux hat=kvec .* u hat;
ux=real(ifft(ux hat));
%finds hx
h hat=fft(h);
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hx hat=kvec .* h hat;
hx=real(ifft(hx hat));
%finds hxx
hx hat=fft(hx);
hxx hat=kvec .* hx hat;
hxx=real(ifft(hxx hat));
%finds hxxx
hxx hat=fft(hxx);
hxxx hat=kvec .* hxx hat;
hxxx=real(ifft(hxxx hat));
%finds Tx
T hat=fft(T);
Tx hat=kvec .* T hat;
Tx=real(ifft(Tx hat));
ht=dt*(−uhx);
ut1=−u.*ux+S*hxxx−M*(Tx./h);
ut=dt*(ut1−(((zp0−hbar)*hx)./((zzp−h).ˆ2)).*(1+gamma*T)−((zp0−hbar)./(zzp−h)).*(gamma*Tx));
Tt1=(((A*((zp0−hbar)./(zzp−h))).*(1+gamma*T))./(h*Pr+zzp−h)).*(−uhx);
Tt=dt*(Tt1+(1./(h*Pr+zzp−h)).*(Pr*(h.*u.*Tx)+(A*zpz)*(((zp0−h)./(zzp−h)).*(1+gamma*T))));
yt=[ut ht Tt];
return
end
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adapt 3vars.m
function [ynew] = adapt 3vars(yold)
%
% this function spectrally interpolates yold with the appropriate
% number of zeros. Filter out the last Nold/8 zeros.
%
Nold = length(yold)/3; %original size
c1old = yold(1:Nold);
c2old = yold(Nold+1:2*Nold);
ppold = yold(2*Nold+1:3*Nold);
% take fft
CC10 = fft(c1old);
CC20 = fft(c2old);
PP0 = fft(ppold);
% padding zeros
zz = zeros(Nold+1+Nold/4,1);
% interpolated spectrum
CC1 = [CC10(1:Nold/2−Nold/8); zz; conj(CC10(Nold/2−Nold/8:−1:2))];
CC2 = [CC20(1:Nold/2−Nold/8); zz; conj(CC20(Nold/2−Nold/8:−1:2))];
PP = [PP0(1:Nold/2−Nold/8); zz; conj(PP0(Nold/2−Nold/8:−1:2))];
% invert fft
cc1new = 2*real(ifft(CC1));
cc2new = 2*real(ifft(CC2));
ppnew = 2*real(ifft(PP));
% form ynew, Nnew
ynew = [cc1new; cc2new; ppnew];%; thnew; pphinew];
Nnew= 2*Nold;
end
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quad interp.m
tsize=length(tdata);
tn=tdata(tsize);
tn1=tdata(tsize−1);
%quad interp for h
[M,I]=min(h);
h2=h(I−1:I+1);
x2=x(I−1:I+1);
coef=polyfit(x2, h2, 2);
a=coef(1);
b=coef(2);
c=coef(3);
x3=x(I−1):.00000001:x(I+1);
NN=length(x3−1);
x3=x3(1:NN−1);
[hmin,xminI]=min(a*x3.ˆ2+b*x3+c);
%Finds xmin based on interpolation
xmin=x3(xminI)
%plots h interpolation
subplot(2, 2, 1)
plot(x3, a*x3.ˆ2+b*x3+c)
xlabel('x')
ylabel('h(x,t)')
title('Interpolation of h')
%quad interp for u
%[M,I]=max(u);
u2=u(I−1:I+1);
x2=x(I−1:I+1);
coef=polyfit(x2, u2, 2);
a=coef(1);
b=coef(2);
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c=coef(3);
u0=a*x3.ˆ2+b*x3+c;
%plots interpolation form u
subplot(2, 2, 2)
plot(x3, u0)
xlabel('x')
ylabel('u(x,t)')
title('Interpolation of u')
%finds ux with spectral derivative
u0 hat=fft(u0);
kvec2 = 1i*[0:NN/2−1 0 −NN/2+1:−1];
u0x hat=kvec2 .* u0 hat;
u0x=real(ifft(u0x hat));
subplot(2,2,3)
plot(x3, u0x)
xlabel('x')
ylabel('ux(x,t)')
title('u x')
ylim([−1,1])
%Finds uux at the minimum
uuxmin=u0x(xminI);
%repeat for tn−1
hdsize=size(hdata,1);
hh=hdata(hdsize−1, :);
uu=data(hdsize−1,:);
[MM,II]=min(hh);
hh2=h(II−1:II+1);
xx2=x(II−1:II+1);
coef=polyfit(xx2, hh2, 2);
a=coef(1);
b=coef(2);
c=coef(3);
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xx3=x(II−1):.00000001:x(II+1);
NNN=length(xx3−1);
xx3=xx3(1:NNN−1);
[hhmin,xxminI]=min(a*xx3.ˆ2+b*xx3+c);
xxmin=xx3(xxminI);
subplot(2,2,4)
plot(xx3, a*xx3.ˆ2+b*xx3+c)
uu2=uu(II−1:II+1);
xx2=x(I−1:I+1);
coef=polyfit(xx2, uu2, 2);
a=coef(1);
b=coef(2);
c=coef(3);
uu0=a*x3.ˆ2+b*x3+c;
uu0 hat=fft(uu0);
uu0x hat=kvec2 .* uu0 hat;
uu0x=real(ifft(uu0x hat));
subplot(2,2,3)
plot(x3, uu0x)
xlabel('x')
ylabel('ux(x,t)')
title('u x')
ylim([−1,1])
%Finds uux at the minimum
uu0xmin=uu0x(xxminI);
%find rupture time tc
tc=((tn*uuxmin)−(tn1*uu0xmin))./(uuxmin−uu0xmin)
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