1. Introduction. The notion of distributions depending on a parameter was introduced by Laurent Schwartz and is indicated in the pamphlet on his Canadian lectures written by Israel Halperin [3, p. 17]. Gel'fand and Silov [2, p. 147 ] studied the properties of generalized functions depending on a parameter, particularly when the dependence is analytic in the sense indicated below. We show that restrictions placed on distributions over a region Z imply certain associated functions; in particular (Theorem 3) , that analytic distributions have associated semi-analytic functions.
2. Basic definitions and results. Let F(I) denote a continuous linear functional on a space KT of testing functions <p with support contained in an open interval i", and let F(<p) be the corresponding real numbers. The properties of distributions depending on a parameter are in many ways analogous to those of ordinary functions through use of the basic completeness theorem of Schwartz [4, p. 74] : If a sequence of distributions Fi is such that, for each <j> in K, Fi(aii)-^F((p), then these numbers F(<j>) determine a distribution F. If 3 is a complex parameter taking on values in a region Z and for each z there exists a corresponding distribution F(I; z) with support in 7, we call F(I; z) a distribution on I over Z. F0(I) is the limit of F(I; z) as z-^z0 iff the ordinary function values F(d>, z) approach F0(4>)
for every d> in Ki as z->Zo. Continuity, differentiability and analyticity of F(I; z) with respect to z are defined in the standard way using this limit. If for each closed bounded interval R in /, F(R; z) is associated with a semi-analytic function, then F(I; z) is an analytic distribution on / over Z. That functions associated with analytic distributions need not be semi-analytic follows from the fact that / is only determined to within an arbitrary polynomial P in x of degree less than r, i.e., F(<p, z)=fsfix, z)<p<r)ix)dx=fR\fix, z)+P(x, z)](p^(x)dx, where the coefficients of P may be nonanalytic functions of z.
3. Distributions over Z and associated functions. Since /c/(x, z)dz = g(x) describes a continuous function of x, and /Rg(x)4>{r)dx = 0 for all <p in KR, we have that g(x) is a polynomial of degree less than r in x. It may depend on C.
(if). For each <p in KR and any closed contour C in Z, fcF(<p, z)dz -JcJr/(x, z)(p(r)(x)dxdz=/R/c/(x, z)dz<p(r)(x)dx = 0, since /c/(x, z)dz is a polynomial in x of degree less than r. By Morera's Theorem, F((p, z) is analytic over Z for each </> in KR. Since each d> in Ki is in some KR, F(d>, z) is analytic over Z for each (p in KT, i.e., F(J; z) is an analytic distribution over Z.
Corollary. If F(I; z) is an analytic distribution over Z identified with the function f continuous over IXZ, then f is semi-analytic over IXZ.
Theorem 3. Let F(I; z) be a distribution over a region Z and its boundary. Then F(I; z) is analytic over region Z and continuous on its boundary iff for each closed bounded interval R in I, there exists an associated semi-analytic function.
Proof (if). Straightforward.
(only if) Let F(I; z) be analytic over region Z and continuous on its boundary. Then by Theorem 2, for each closed bounded interval there exists an associated function h continuous on RXZ. This h satisfies the conditions of Lemma 1. By induction we show that the polynomial P of the lemma can be chosen so that f = h+P will be continuous over RXZ and analytic over Z.
For the case r = 0, f=h, and hence is already continuous over RXZ. That/ is also analytic over Z follows from the above corollary to Theorem 2.
Suppose that a polynomial Pp exists for the case r = p. To find a polynomial for the case r = p + l, we use the method from the proof of Lemma 1 to show that JRh(x, z)p<p+»(x)dx=fR(h(x, z)+b(z)xp)d>^(x)dx.
Hence, the existence of polynomial Pp such that h(x, z)+b(z)xp + Pp(x, z) defines a semi-analytic function gives us the required polynomial Q with values b(z)xp+Pp(x, z) for the case r=p + \. Thus, for each closed bounded interval R in I, there exists an associated semi-analytic function h+P.
