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  Abstract 
 
This project is called “Cox Proportional Hazards Model and its Life Sciences 
Applications”. 
The aim of this project is to explain in detail the "Cox Proportional Hazard 
Model", whose model is a semiparametric survival one. 
In chapter I, you will find a brief introduction about survival analysis, and some 
examples where this specific type may be used. 
In chapter II, Cox’s regression model with its statistical inference, i.e., 
parameter estimation, hyphothesis contrast, adjustment and diagnostic 
analysis of the model are described. 
In chapter III, some examples about Cox’s regression model are described and 
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Capítulo I. Introducción al Análisis de 
Supervivencia. 
 
En este capítulo se incluye una breve introducción al análisis de supervivencia con los 
conceptos básicos, los tipos de censura de datos y las funciones que se permiten describir los 
fenómenos reales analizados por este conjunto de técnicas estadísticas. Por otro lado, se introducen 
los métodos no paramétricos y los métodos paramétricos. En los métodos no paramétricos se incluye 
una descripción de las estimaciones mediante Kaplan-Meier y la comparación de curvas de 
supervivencia; y en los métodos paramétricos se recogen las distribuciones más usadas, así como una 
breve presentación de los modelos de regresión más utilizados: modelo de tiempo de fallo acelerado 
y modelo de riesgos proporcionales de Cox. Y por último, se incluye un apartado con aplicaciones 
ilustrativas generales del análisis de supervivencia. 
 
I.1. Conceptos básicos del Análisis de Supervivencia. 
 
El análisis de supervivencia es una técnica inferencial cuyo principal objetivo es examinar y 
modelar el tiempo que se toma para que ocurra un determinado suceso. Generalmente, dada las 
innumerables aplicaciones de estas técnicas en el ámbito biomédico, el suceso es comúnmente 
denominado “muerte” y el tiempo como “tiempo de vida” 
Este análisis consiste en un seguimiento continuo de una serie de individuos desde que 
comienza el estudio hasta que finaliza. 
En este estudio, la variable de interés es conocida como “tiempo de vida” o “tiempo de 
supervivencia”; además, tenemos que tener en cuenta las “observaciones censuradas”, que son 
aquellas observaciones que desaparecen del estudio o aquellas observaciones en las que no se 
produce el suceso de interés antes de finalizar el estudio. Las observaciones censuradas nos dan 
información parcial sobre la variable tiempo bajo estudio. 
Dichas censuras pueden presentarse de varias formas: 
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 Censura tipo I: Observamos un número de sujetos desde el instante 𝑡𝑡 = 0 incluyendo el 
tiempo en el que falla cada uno y finaliza en un tiempo fijado previamente 𝑡𝑡 = 𝑡𝑡𝑓𝑓. Los 
sujetos que al finalizar el estudio no presenten fallo,  formaran las observaciones 
censuradas. Si 𝑇𝑇 denota el tiempo de fallo: 
�
𝑇𝑇 ≤ 𝑡𝑡𝑓𝑓    𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂
𝑇𝑇 > 𝑡𝑡𝑓𝑓    𝐶𝐶𝑂𝑂𝐶𝐶𝑂𝑂𝐶𝐶𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂 
 
 Censura tipo II: Esta censura es muy similar a la censura del tipo I pero en este caso el 
tiempo no está prefijado por el investigador sino que el experimento continua hasta que 
una fracción prefijada 𝑂𝑂/𝐶𝐶 (r fallos de n posibles), por lo que tenemos 𝐶𝐶 − 𝑂𝑂 observaciones 
censuradas cuyos tiempo de fallos son desconocidos. 
 
 Censura aleatoria: Este tipo ocurre sin ningún control del investigador ya que pueden ser 
por diversas casusas. Por ejemplo, en un estudio biomédico: 
o Abandono: el paciente abandona el ensayo. 
o Salida forzosa: los efectos del tratamiento le obligan a dejar el estudio. 
o Fin del ensayo: termina el estudio y no se produce el suceso de interés. 
 
 Censura por la derecha: en el caso de presentarse el fallo, este se presenta después del 
tiempo de censura observado. 
 
 Censura por la izquierda: el sujeto presenta el fallo antes de ingresar en el estudio, por lo 
que su tiempo de fallo no observado es menor que el tiempo de censura observado. 
 
 Censura por intervalo: la observación de los sujetos no sucede de forma continua por lo 
que entre un tiempo de fallo y otro hay un periodo largo de observación. 
 
Sea 𝑇𝑇 el tiempo de supervivencia, consideramos 𝑇𝑇 como una variable aleatoria continua. 
Denotaremos 𝑓𝑓(𝑥𝑥) como su función de densidad y 𝐹𝐹(𝑥𝑥) como su función de distribución.  
Por ejemplo, en la distribución Exponencial dichas funciones son: 
𝑓𝑓(𝑥𝑥) =  𝜆𝜆𝑂𝑂−𝜆𝜆𝜆𝜆                           𝐹𝐹(𝑥𝑥) = 1 − 𝑂𝑂−𝜆𝜆𝜆𝜆 
Las siguientes funciones permiten dar respuesta en muchas de las preguntas que surgen en 
este tipo de estudios. 
• Función de supervivencia: es la probabilidad de que el sujeto estudiado sobreviva 
más de un periodo dado, 𝑡𝑡.   






• Función de riesgo o tasa de fallo instantánea: evalúa el riesgo inmediato de 
muerte en el tiempo 𝑡𝑡 condicionada a la supervivencia del individuo al instante 𝑡𝑡.   
Esta función puede tomar cualquier valor no negativo. 
ℎ(𝑡𝑡) =  lim
∆𝑡𝑡→0





• Tasa de fallo acumulada: se define integrando la función de riesgo. 
𝐻𝐻(𝑡𝑡) = � ℎ(𝑥𝑥)𝑂𝑂𝑥𝑥    ;     ℎ(𝑡𝑡) = 𝑂𝑂
𝑂𝑂𝑡𝑡




• Tiempo esperado de vida: también conocido como esperanza matemática de 𝑇𝑇. 






• Vida media residual: Esta función mide la esperanza de vida restante en los 
individuos de edad 𝑡𝑡 ó el tiempo esperado de vida después de 𝑡𝑡, hasta que ocurre 
el fallo. 
𝑂𝑂𝑣𝑣𝑂𝑂(𝑡𝑡) = 𝐸𝐸[𝑇𝑇 − 𝑡𝑡| 𝑇𝑇 > 𝑡𝑡] =  1
𝑆𝑆(𝑡𝑡)� 𝑆𝑆(𝑥𝑥)𝑂𝑂𝑥𝑥∞𝑡𝑡  
 
I.2. Métodos no paramétricos. 
 
Los métodos incluidos con el análisis de supervivencia se pueden clasificar en métodos 
paramétricos y métodos no paramétricos. 
Entre los métodos no paramétricos, los más usados son el estimador de Kaplan-Meier y la 
comparación de curvas de supervivencia. 
El principal objetivo del estimador de Kaplan-Meier es estimar la probabilidad de 
supervivencia en un grupo de sujetos en un intervalo de tiempo definido; y además, es el método 
más usado que tiene en cuenta las observaciones censuradas para estimar las funciones 
mencionadas anteriormente.  
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Si nuestro estudio no tuviese observaciones censuradas podemos estimar la función de 
supervivencia mediante la función de supervivencia empírica  que dada una muestra de 𝐶𝐶 
observaciones obtenemos: 
𝑆𝑆𝑛𝑛(𝑡𝑡) = 1𝐶𝐶        Card {𝑖𝑖: 𝑡𝑡𝑖𝑖 > 𝑡𝑡} 
Siendo: 
• 𝐶𝐶𝑂𝑂𝑂𝑂𝑂𝑂(𝐴𝐴) el cardinal o número de elementos de A. 
• 𝑆𝑆𝐶𝐶(𝑡𝑡) es un estimador consistente de 𝑆𝑆(𝑡𝑡). 
∀𝑡𝑡,    𝐶𝐶 𝑆𝑆𝐶𝐶(𝑡𝑡)~𝐵𝐵𝑖𝑖[𝐶𝐶, 𝑆𝑆(𝑡𝑡)];       ∀𝑡𝑡,    𝑆𝑆𝐶𝐶(𝑡𝑡)
𝑛𝑛→∞
�⎯⎯�𝑁𝑁 �𝑆𝑆(𝑡𝑡), 𝑆𝑆(𝑡𝑡)(1 − 𝑆𝑆(𝑡𝑡))
𝐶𝐶
� 
En el caso de que nuestro estudio tenga observaciones censuradas, el estimador de Kaplan-
Meier es un poco más complejo. 
Según la censura a la derecha, observamos dos pares formados por (𝑌𝑌𝑖𝑖, 𝛿𝛿𝑖𝑖) 𝑖𝑖 = 1 … .𝐶𝐶 
𝑌𝑌𝑖𝑖 = min{𝑇𝑇𝑖𝑖,𝐶𝐶𝑖𝑖}      𝛿𝛿𝑖𝑖 = �1    𝑂𝑂𝑖𝑖   𝑇𝑇𝑖𝑖 ≤ 𝐶𝐶𝑖𝑖  (𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂)0    𝑂𝑂𝑖𝑖    𝑇𝑇𝑖𝑖 > 𝐶𝐶𝑖𝑖 (𝑐𝑐𝑂𝑂𝐶𝐶𝑂𝑂𝐶𝐶𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂)   
Los tiempos esperados observados permiten construir un conjunto 𝐶𝐶’ ≤  𝐶𝐶 intervalos. 
𝐼𝐼𝑖𝑖 = �𝑦𝑦(𝑖𝑖−1),𝑦𝑦(𝑖𝑖)�        𝑐𝑐𝑂𝑂𝐶𝐶 𝑖𝑖 = 1, … ,𝐶𝐶′ 
 
Sean los parámetros: 
ni = personas vivas y no censuradas justo antes de 𝑦𝑦(𝑖𝑖). 
di = personas que fallecen en 𝑦𝑦(𝑖𝑖). 
pi =𝑃𝑃𝑂𝑂[𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑖𝑖𝑂𝑂𝑖𝑖𝑂𝑂 𝑂𝑂 𝐼𝐼𝑖𝑖  | 𝑂𝑂𝑖𝑖𝑂𝑂𝑂𝑂 𝑂𝑂𝑎𝑎 𝑐𝑐𝑂𝑂𝑣𝑣𝑖𝑖𝑂𝑂𝐶𝐶𝑐𝑐𝑂𝑂 𝑂𝑂𝑂𝑂 𝐼𝐼𝑖𝑖]  =  𝑃𝑃𝑂𝑂[𝑇𝑇 > 𝑦𝑦(𝑖𝑖) � 𝑇𝑇 > 𝑦𝑦(𝑖𝑖−1)�. 
qi = 1 − 𝑝𝑝𝑖𝑖  = 𝑃𝑃𝑂𝑂[𝑓𝑓𝑂𝑂𝑎𝑎𝑎𝑎𝑂𝑂 𝑂𝑂𝐶𝐶 𝐼𝐼𝑖𝑖  | 𝑂𝑂𝑖𝑖𝑂𝑂𝑂𝑂 𝑂𝑂𝑎𝑎 𝑐𝑐𝑂𝑂𝑣𝑣𝑖𝑖𝑂𝑂𝐶𝐶𝑐𝑐𝑂𝑂 𝐼𝐼𝑖𝑖] =  𝑃𝑃𝑂𝑂[𝑇𝑇 ≤ 𝑦𝑦(𝑖𝑖)� 𝑇𝑇 > 𝑦𝑦(𝑖𝑖−1)�. 
A continuación, se recogen los estimadores de Kaplan-Meier (se notarán por estimadores K-
M): 
- Función de supervivencia. Aplicando reiteradas veces la probabilidad condicional ( 𝑃𝑃𝑂𝑂[𝐴𝐴 ∩ 𝐵𝐵] = 𝑃𝑃𝑂𝑂 [𝐴𝐴|𝐵𝐵]𝑃𝑃𝑂𝑂 [𝐵𝐵]) se obtiene la siguiente expresión para 𝑆𝑆(𝑡𝑡). 
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𝑆𝑆(𝑡𝑡) = Pr[𝑇𝑇 > 𝑡𝑡] = � 𝑝𝑝𝑖𝑖
𝑖𝑖: 𝑦𝑦(𝑖𝑖)≤𝑡𝑡  
Por tanto, considerando los estimadores:  
𝑞𝑞𝚤𝚤� =  𝑂𝑂𝑖𝑖𝐶𝐶𝑖𝑖          y           𝑝𝑝𝚤𝚤� = 1 − 𝑞𝑞𝚤𝚤� = 1 − 𝑂𝑂𝑖𝑖𝐶𝐶𝑖𝑖 =  𝐶𝐶𝑖𝑖 −  𝑂𝑂𝑖𝑖𝐶𝐶𝑖𝑖  , 
Se obtiene el estimador no paramétrico de la función de supervivencia  propuesto por 
Kaplan-Meier (1958) 
?̂?𝑆(𝑡𝑡) =  � 𝑝𝑝𝚤𝚤� = 
𝑖𝑖: 𝑦𝑦(𝑖𝑖)≤𝑡𝑡 �
𝐶𝐶𝑖𝑖 −  𝑂𝑂𝑖𝑖
𝐶𝐶𝑖𝑖
=  �𝐶𝐶𝑖𝑖 −  𝑂𝑂𝑖𝑖
𝐶𝐶𝑖𝑖
𝑘𝑘
𝑖𝑖=1𝑖𝑖: 𝑦𝑦(𝑖𝑖)≤𝑡𝑡  
𝑘𝑘 =  𝑦𝑦(𝑘𝑘) ≤ 𝑡𝑡 < 𝑦𝑦(𝑘𝑘+1) 
- La estimación de la tasa de fallo instantánea mediante el estimador de Kaplan-Meier en 
un intervalo, es el siguiente: 
ℎ�(𝑡𝑡) =  𝑂𝑂𝑖𝑖
𝐶𝐶𝑖𝑖(𝑡𝑡𝑖𝑖+1 − 𝑡𝑡𝑖𝑖)              𝑖𝑖: 𝑡𝑡𝑖𝑖 ≤ 𝑡𝑡 < 𝑡𝑡𝑖𝑖+1  
 
- Estimación de fallo acumulada mediante los estimadores de Kaplan-Meier: 
𝐻𝐻�(𝑡𝑡) =  − ln�?̂?𝑆(𝑡𝑡)� =  − ln � 𝐶𝐶𝑖𝑖 −  𝑂𝑂𝑖𝑖
𝐶𝐶𝑖𝑖
𝑖𝑖: 𝑦𝑦(𝑖𝑖)≤𝑡𝑡  




- Estimación del tiempo media de vida truncada: 
Habitualmente, el tiempo medio de vida se estima a través de: 
𝐸𝐸�[𝑇𝑇] =  � ?̂?𝑆(𝑡𝑡)𝑂𝑂𝑡𝑡𝑦𝑦(𝑛𝑛)
0
 
Pero en el caso de 𝑦𝑦(𝑛𝑛)  =  𝑣𝑣𝑂𝑂𝑥𝑥 {𝑦𝑦𝑖𝑖} no esté censurada, la integral anterior 
coincide con la que obtenemos en el intervalo [0,∞) ; pero en el caso de que esté 
censurada, el lim
𝑡𝑡→∞
?̂?𝑆(𝑡𝑡) ≠ 0, por lo que la integral en el intervalo definido anteriormente 
no está definida. Para intentar evitar este problema, consideramos 𝑦𝑦(𝑛𝑛) como si no 
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estuviera censurada obteniendo un estimador de la media, sesgado, el cual coincide con 
la curva de Kaplan-Meier: 




Otro problema de interés en el análisis de supervivencia que se aborda a través de métodos 
no paramétricos es la comparación de curvas de supervivencia. Se trata de contrastar la igualdad de 
dos funciones de supervivencia, o bien, la igualdad de dos funciones de distribución de tiempos de 
supervivencia 𝐹𝐹1 y 𝐹𝐹2, siendo la hipótesis nula 𝐻𝐻0: 𝐹𝐹1 = 𝐹𝐹2 . En la gráfica siguiente se ilustra una 
situación como la anteriormente descrita, con la representación de las estimaciones de Kaplan-
Meier. 
 
Para esta comparación, el método no paramétrico más utilizado es la construcción de tablas 
de doble entrada para cada fallo que observemos en nuestro estudio, siempre considerando ambos 
grupos. 
Para ello se procede como sigue a continuación. 
En primer lugar, suponemos que los tiempos observados son t(1) ≤ t(2)≤ … ≤ t(N) . Obteniendo 
en el tiempo t(j) el total de dj= dj1 + dj2 fallos en ambos grupos y expresando el número total de casos 
en riesgo de la siguiente forma nj=nj1 + nj2. 
7 
 
Tiempo: 𝑡𝑡(𝑗𝑗) GRUPO 1 GRUPO 2 TOTAL 
Fallos 𝑂𝑂𝑗𝑗1 𝑂𝑂𝑗𝑗2 𝑂𝑂𝑗𝑗 
No fallos 𝐶𝐶𝑗𝑗1 − 𝑂𝑂𝑗𝑗1 𝐶𝐶𝑗𝑗2 − 𝑂𝑂𝑗𝑗2 𝐶𝐶𝑗𝑗 − 𝑂𝑂𝑗𝑗 
En riesgo 𝐶𝐶𝑗𝑗1 𝐶𝐶𝑗𝑗2 𝐶𝐶𝑗𝑗  
Bajo la hipótesis nula, una vez que tenemos fijadas las marginales, la variable 
𝑋𝑋𝑗𝑗 “𝐶𝐶º 𝑂𝑂𝑂𝑂 𝑓𝑓𝑂𝑂𝑎𝑎𝑎𝑎𝑂𝑂𝑂𝑂 𝑂𝑂𝐶𝐶 𝑂𝑂𝑎𝑎 𝑔𝑔𝑂𝑂𝐶𝐶𝑝𝑝𝑂𝑂 1 𝑂𝑂𝐶𝐶 𝑂𝑂𝑎𝑎 𝑖𝑖𝐶𝐶𝑂𝑂𝑡𝑡𝑂𝑂𝐶𝐶𝑡𝑡𝑂𝑂 𝑗𝑗” se distribuye según una distribución 
hipergeométrica: 
𝑋𝑋𝑗𝑗�𝐶𝐶𝑗𝑗 ,𝐶𝐶𝑗𝑗1, 𝑂𝑂𝑗𝑗~𝐻𝐻�𝐶𝐶𝑗𝑗 ,𝐶𝐶𝑗𝑗1,𝑂𝑂𝑗𝑗� 




𝑉𝑉𝑂𝑂𝑂𝑂[𝑋𝑋] =  𝐶𝐶𝑗𝑗 − 𝑂𝑂𝑗𝑗
𝐶𝐶𝑗𝑗 − 1 𝐶𝐶𝑗𝑗1𝑂𝑂𝑗𝑗𝐶𝐶𝑗𝑗 �1 − 𝐶𝐶𝑗𝑗1𝐶𝐶𝑗𝑗 � = 𝐶𝐶𝑗𝑗1𝐶𝐶𝑗𝑗2𝑂𝑂𝑗𝑗(𝐶𝐶𝑗𝑗 − 𝑂𝑂𝑗𝑗)𝐶𝐶𝑗𝑗2(𝐶𝐶𝑗𝑗 − 1)  
Las distribuciones condicionadas son asintóticamente independientes 
𝑋𝑋𝑗𝑗�𝑂𝑂�𝑡𝑡(𝑗𝑗)�, 𝑂𝑂1�𝑡𝑡(𝑗𝑗)�,𝐷𝐷𝑗𝑗        𝑗𝑗 = 1 …𝑁𝑁 
Tanto los valores observados como los esperados podemos compararlo con el siguiente 
estadístico, convirtiéndolo en una distribución chi-cuadrado asintóticamente: 









 O por una ponderación adecuada 𝑤𝑤(𝑡𝑡(𝑗𝑗)) 
𝐺𝐺 =  �𝑤𝑤(𝑡𝑡(𝑗𝑗))�𝑂𝑂𝑗𝑗1 − 𝐶𝐶𝑗𝑗1𝑂𝑂𝑗𝑗𝐶𝐶𝑗𝑗 �𝑁𝑁
𝑗𝑗=1






 Bajo 𝐻𝐻0:𝐺𝐺~𝒳𝒳12 . Diversos estadísticos propuestos bajo este esquema de ponderación 
son los siguientes: 
• 𝑤𝑤(𝑡𝑡(𝑗𝑗)) = 1 para todo j=test de log-rangos de Mantel-Haenszel. 
• 𝑤𝑤(𝑡𝑡(𝑗𝑗)) =  nj para todo j= test de Wilcoxon generalizado. 
• 𝑤𝑤(𝑡𝑡(𝑗𝑗)) = raíz cuadrada (nj) para todo j=test de Tarone y Ware. 
• w�𝑡𝑡(𝑗𝑗)� = [?̂?𝑆(𝑡𝑡𝑗𝑗−1)]𝑝𝑝 para todo j=test de Fleming-Harrington siendo ?̂?𝑆(𝑡𝑡𝑗𝑗−1) un 
estimador de K-M. 
o Si p=0 coincide con el test de log-rangos de Mantel-Haenszel. 
o Si p=1 se conoce como la modificación de Peto del test de Wilcoxon y es 
más sensible a diferencias en los valores iniciales de la curva de 
supervivencia. 
Un desarrollo más detallado de este problema de comparación de dos grupos puede verse en 
Tableman y Kim (2003). 
 
I.3. Métodos paramétricos. 
 
Las distribuciones de probabilidad más frecuentes usadas en los métodos paramétricos son: 
• Distribución exponencial,  𝑇𝑇~𝐸𝐸𝑥𝑥𝑝𝑝(𝜆𝜆) 𝑐𝑐𝑂𝑂𝐶𝐶 𝜆𝜆 > 0: 
o 𝑓𝑓(𝑡𝑡) =  𝜆𝜆𝑂𝑂−𝜆𝜆𝑡𝑡. 
o 𝑆𝑆(𝑡𝑡) =  𝑂𝑂−𝜆𝜆𝑡𝑡. 
o ℎ(𝑡𝑡) =  𝜆𝜆. 
o 𝐻𝐻(𝑡𝑡) =  𝜆𝜆𝑡𝑡. 
• Distribución gamma, 𝑇𝑇~𝐺𝐺𝑂𝑂(𝑘𝑘, 𝜆𝜆) 𝑐𝑐𝑂𝑂𝐶𝐶  𝜆𝜆 > 0: 
o 𝑓𝑓(𝑡𝑡) =  1
Γ(𝑘𝑘) 𝜆𝜆𝑘𝑘𝑡𝑡𝑘𝑘−1𝑂𝑂−𝜆𝜆𝑡𝑡. 
o 𝑆𝑆(𝑡𝑡)𝑦𝑦 ℎ(𝑡𝑡) 𝐶𝐶𝑂𝑂 𝑡𝑡𝑖𝑖𝑂𝑂𝐶𝐶𝑂𝑂𝐶𝐶 𝑓𝑓𝑂𝑂𝑂𝑂𝑣𝑣𝑂𝑂 𝑂𝑂𝑖𝑖𝑣𝑣𝑝𝑝𝑎𝑎𝑂𝑂. 
• Distribución weibull, 𝑇𝑇~𝑊𝑊(𝜆𝜆,𝛼𝛼) 𝑐𝑐𝑂𝑂𝐶𝐶 𝜆𝜆,𝛼𝛼 > 0. 
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o 𝑓𝑓(𝑡𝑡) =  𝜆𝜆𝛼𝛼(𝜆𝜆𝑡𝑡)𝛼𝛼−1𝑂𝑂−(𝜆𝜆𝑡𝑡)𝛼𝛼 . 
o 𝑆𝑆(𝑡𝑡) =  𝑂𝑂−(𝜆𝜆𝑡𝑡)𝛼𝛼 . 
o ℎ(𝑡𝑡) =  𝜆𝜆𝛼𝛼(𝜆𝜆𝑡𝑡)𝛼𝛼−1. 
o 𝐻𝐻(𝑡𝑡) =  (𝜆𝜆𝑡𝑡)𝛼𝛼−1. 
• Distribución del valor extremo, tipo Gumbel, 𝐸𝐸𝑉𝑉(𝜇𝜇,𝛼𝛼) 𝑐𝑐𝑂𝑂𝐶𝐶 −∞ < 𝜇𝜇 < ∞,𝜎𝜎 > 0. 







��   −∞ < 𝜇𝜇 < ∞. 
o 𝑆𝑆(𝑡𝑡) = 𝑂𝑂𝑥𝑥𝑝𝑝 �−𝑂𝑂𝑥𝑥𝑝𝑝 �𝑦𝑦−𝜇𝜇
𝜎𝜎
��. 





o 𝐻𝐻(𝑡𝑡) =  exp �𝑦𝑦−𝜇𝜇
𝜎𝜎
�. 
• Distribución log-normal, 𝑇𝑇~𝐿𝐿𝑂𝑂𝑔𝑔𝑁𝑁(𝜆𝜆,𝛼𝛼) 𝑐𝑐𝑂𝑂𝐶𝐶 𝜆𝜆,𝛼𝛼 > 0. 
o 𝑓𝑓(𝑡𝑡) = (2𝜋𝜋)−1 2⁄ 𝛼𝛼 𝑡𝑡−1 𝑂𝑂𝑥𝑥𝑝𝑝 �− 𝛼𝛼2
2
𝑎𝑎𝐶𝐶2(𝜆𝜆𝑡𝑡)� con  Φ 𝑓𝑓.𝑂𝑂.𝐷𝐷.𝑁𝑁. (0,1). 
o 𝑆𝑆(𝑡𝑡) = 1 −  Φ [𝛼𝛼 ln(𝜆𝜆𝑡𝑡)]. 
• Distribución log-logística, 𝐿𝐿𝑂𝑂𝑔𝑔𝐿𝐿𝑂𝑂𝑔𝑔(𝜆𝜆,𝛼𝛼) 𝑐𝑐𝑂𝑂𝐶𝐶 𝜆𝜆,𝛼𝛼 > 0. 
o 𝑓𝑓(𝑡𝑡) =  𝜆𝜆𝛼𝛼(𝜆𝜆𝑡𝑡)𝛼𝛼−1[1 + (𝜆𝜆𝑡𝑡)𝛼𝛼]−2. 
o 𝑆𝑆(𝑡𝑡) =  1
1+(𝜆𝜆𝑡𝑡)𝛼𝛼. 
o ℎ(𝑡𝑡) =  𝜆𝜆𝛼𝛼(𝜆𝜆𝑡𝑡)𝛼𝛼−1
1+(𝜆𝜆𝑡𝑡)𝛼𝛼 . 
La estimación de los parámetros de estas distribuciones se hace mediante máxima 
verosimilitud. 
Los modelos de regresión al igual que en otros métodos estadísticos, pueden plantearse 
modelos de predicción del tiempo de fallo en función de otras variables potencialmente predictoras. 
En esta parte se presentan los principales modelos paramétricos de regresión en el análisis de 
supervivencia.  
Todos estos modelos expresan la tasa de fallo instantánea en función de las variables 
predictoras. 
 Modelo de regresión exponencial. 




La tasa de fallo instantánea es constante respecto del tiempo. El modelo expresa esta 
tasa en función de una combinación lineal de las 𝑂𝑂 variabels predictoras 𝑋𝑋, 
usualmente la exponencial de dicha combinación, que asegura valores positivos: 
ℎ(𝑡𝑡|𝑥𝑥) =  ℎ0(𝑡𝑡) exp(𝑥𝑥𝑡𝑡𝛽𝛽) =  𝜆𝜆 exp(𝑥𝑥𝑡𝑡𝛽𝛽) =  𝜆𝜆 exp (𝛽𝛽1𝑥𝑥1 + ⋯+ 𝛽𝛽𝑑𝑑𝑥𝑥𝑑𝑑) 
En general, la función ℎ0(𝑡𝑡) se denomina función de riesgo base, correspondiente a 
valores nulos de las covariantes. ln[ℎ(𝑡𝑡|𝑥𝑥)] = ln(λ) + 𝛽𝛽1𝑥𝑥1 + ⋯+ 𝛽𝛽𝑑𝑑𝑥𝑥𝑑𝑑 
Es decir, las covariantes actúan de forma multiplicativa sobre la tasa de fallo 
instantánea y de forma aditiva sobre el logaritmo de dicha tasa. 
𝑆𝑆(𝑡𝑡|𝑥𝑥) = {−ℎ (𝑡𝑡|𝑥𝑥)𝑡𝑡} = exp{𝜆𝜆 𝑡𝑡 𝑂𝑂𝛽𝛽1𝜆𝜆1+⋯+𝛽𝛽𝑑𝑑𝜆𝜆𝑑𝑑} 
 Modelo de tiempo de fallo acelerado. 
Es un modelo de regresión log-lineal para 𝑇𝑇 en el que se modeliza 𝑊𝑊 como función 
lineal de las variables explicativas 𝑋𝑋. 
𝑊𝑊 = ln(𝑇𝑇) =  𝑥𝑥𝑡𝑡𝛽𝛽 + 𝑍𝑍∗       𝑍𝑍∗ 𝑐𝑐𝑂𝑂𝐶𝐶 𝑐𝑐𝑖𝑖𝑂𝑂𝑂𝑂𝑡𝑡𝑂𝑂 𝑂𝑂𝑖𝑖𝑂𝑂𝑡𝑡𝑂𝑂𝑖𝑖𝑂𝑂𝐶𝐶𝑐𝑐𝑖𝑖ó𝐶𝐶. 
 Así, exp{𝑥𝑥𝑡𝑡𝛽𝛽} actúa como un factor multiplicativo en el tiempo de supervivencia 𝑇𝑇. 
𝑇𝑇 = exp{𝑥𝑥𝑡𝑡𝛽𝛽} exp{𝑍𝑍∗} = exp{𝑥𝑥𝑡𝑡𝛽𝛽}𝑇𝑇∗ 𝑐𝑐𝑂𝑂𝐶𝐶 𝑇𝑇∗ = exp {𝑍𝑍∗} 
El tiempo transformado 𝑇𝑇∗ = exp {𝑍𝑍∗} dispone de una función de riesgo ℎ0∗(𝑡𝑡∗), que 
ha de ser no dependiente de las covariantes o variables explicativas. 
 Modelo de riesgos proporcionales de Cox. 
Algunos de los modelos de regresión anteriores se pueden considerar casos 
particulares del modelo de riesgos proporcionales de Cox, en el que la función de fallo 
base ℎ0(𝑡𝑡) no está especificada. 
ℎ(𝑡𝑡|𝑥𝑥) =  ℎ0(𝑡𝑡) exp(𝑥𝑥𝑡𝑡𝛽𝛽) 
En este modelo el cociente de riesgos (razón de riesgos, hazard ratios) no depende de 
𝑡𝑡, conocida como propiedad de riesgos proporcionales. 
ℎ(𝑡𝑡|𝑥𝑥1)




I.4. Aplicaciones ilustrativas generales. 
 
Las técnicas y modelos incluidos en el tópico “Análisis de Supervivencia” son utilizados en 
muchas áreas: medicina, biología, industria,… Por tanto, es centro de interés científico tanto sus 
aplicaciones como el desarrollo y optimización de las técnicas ya propuestas.  
Como ilustración puede considerarse diversos ejemplos de problemas de análisis de 
supervivencia (Kleinbaum & Klein, 2012).  
• Estudio que sigue a pacientes con leucemia en remisión durante varias semanas para 
ver cuánto tiempo permanecen en remisión.  
• Seguimiento a una cohorte libre de enfermedades de individuos durante varios años 
para ver quién desarrolla una enfermedad cardíaca.  
• Seguimiento de individuos recién liberados bajo libertad condicional durante varias 
semanas para ver si son detenidos de nuevo. Este tipo de problema se denomina 
“estudio de la reincidencia”.  
• Seguimiento de cómo los pacientes pueden sobrevivir mucho tiempo después de 
recibir un trasplante de corazón. 
Todos los ejemplos anteriores son problemas de análisis de supervivencia debido a que la 
variable objetivo es el tiempo hasta que se produce un evento determinado. En el primer ejemplo, la 
participación de los pacientes con leucemia, el evento de interés (es decir, el fracaso) está "saliendo 
de la remisión", y el resultado es "tiempo en semanas hasta que una persona sale de la remisión." En 
el segundo ejemplo, el evento es "desarrollo enfermedades del corazón", y el resultado es "tiempo 
(en años) hasta que una persona desarrolle la enfermedad cardíaca." El tercero, un estudio 
sociológico más que médico, considera el caso de reincidencia y el resultado es "tiempo en semanas 
hasta una nueva detención." En el último ejemplo se ha considerado el evento "muerte", con el 
resultado "tiempo hasta la muerte (en meses después de haber recibido un trasplante)."  
Siguiendo en esta línea de ilustrar aplicaciones del análisis de supervivencia, en el ámbito del 
marketing, se puede considerar el ejemplo de entrada de empresas en nuevos mercados (Fuentelsaz, 
Gomez, & Polo, 2004). En este estudio, su principal objetivo es dar respuesta a la siguiente pregunta: 
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“¿son diferentes los entrantes tempranos y los entrantes tardíos?”. Por lo tanto, el suceso de interés 
es la entrada de una caja de ahorros en una determinada provincia española.  
Finalmente, también como ilustración de la amplitud de las aplicaciones de estas técnicas 
estadísticas, en el Capítulo III  de la presente memoria se pueden ver otras ilustraciones con un mayor 





















Capítulo II. Modelo de Cox. 
 
En este capítulo, se explica el tema principal de esta memoria, el modelo de Cox. En el 
apartado de estimación, se puede observar cómo se realiza la estimación mediante máxima 
verosimilitud, que en el modelo de Cox, se trata la verosimilitud “parcial” diferenciando si existen 
coincidencias en los tiempos de fallo o no; también se tratan los diferentes métodos que se pueden 
utilizar junto a la estimación de la función riesgo base y los métodos que se usan en R-Program. En el 
apartado de contraste de hipótesis, se explica los tres contrastes principalmente utilizados: contraste 
de Wald, razón de verosimilitudes y “score”. Por último, se incluye el análisis del ajuste y diagnóstico 
del modelo, tratándose los procesos gráficos como son las curvas de supervivencia log-log y el 




En el análisis de supervivencia el modelo de regresión más utilizado es el modelo Cox,  dada 
su flexibilidad y dado que, a la hora de interpretar los coeficientes, es algo más simple que el resto 
de los modelos propuestos. Este modelo, también es denominado modelo de riesgos proporcionales. 
Este modelo, trabaja primordialmente con la función de riesgo (hazard function) y es utilizado 
para detectar relaciones existentes entre el riesgo que se produce en un determinado individuo en 
el estudio y algunas variables independientes y/o explicativas; por lo que este modelo nos permite 
evaluar dentro de un conjunto de variables cuáles tienen relación, influencia…sobre la función de 
riesgo y por ello también en la función de supervivencia, ya que ambas funciones están conectadas. 
Como se recoge en el aparado “I.3. Métodos paramétricos.”, la función de riesgo en este 
modelo es la siguiente: 




Tenemos un modelo semiparamétrico porque mientras que el riesgo  basal, ℎ0(𝑡𝑡), puede 
tomar cualquier forma, las covariables entran a través de un modelo lineal con sus correspondientes 
parámetros. En dos puntos diferentes, 𝑥𝑥1 y 𝑥𝑥2, la proporción de riesgos para dichas observaciones 
son: 
ℎ(𝑡𝑡|𝑥𝑥1)
ℎ(𝑡𝑡|𝑥𝑥2) =  ℎ0(𝑡𝑡) exp(𝑥𝑥1′𝛽𝛽)ℎ0(𝑡𝑡) exp(𝑥𝑥2′𝛽𝛽) =  exp(𝑥𝑥1𝑡𝑡𝛽𝛽)exp(𝑥𝑥2𝑡𝑡𝛽𝛽) = exp [(𝑥𝑥1′ − 𝑥𝑥2′)𝛽𝛽] 
 
La expresión anterior es conocida como la hipótesis de riesgos proporcionales. Esta 
proporción también es conocida como la razón de riesgos. Podemos observar que es constante e 
independiente al tiempo 𝑡𝑡, por ello, el modelo también es conocido como modelo de riesgos 
proporcionales.  
Por otro lado, la función de supervivencia viene dada por: 
𝑆𝑆�𝑡𝑡�𝑥𝑥� = exp�−� ℎ�𝐶𝐶�𝑥𝑥�𝑂𝑂𝐶𝐶𝑡𝑡
0
� = 𝑂𝑂𝑥𝑥𝑝𝑝 �− exp �𝑥𝑥′𝛽𝛽�� ℎ0(𝐶𝐶)𝑂𝑂𝐶𝐶𝑡𝑡
0
�
=  �exp �−� ℎ0(𝐶𝐶)𝑂𝑂𝐶𝐶𝑡𝑡
0
��
exp�𝜆𝜆′𝛽𝛽� = (𝑆𝑆0(𝑡𝑡))exp�𝜆𝜆′𝛽𝛽� 
 
Mientras que la función de densidad de probabilidad de 𝑡𝑡 dado 𝑥𝑥 es: 
𝑓𝑓�𝑡𝑡�𝑥𝑥� =  ℎ0(𝑡𝑡) exp �𝑥𝑥′𝛽𝛽� (𝑆𝑆0(𝑡𝑡))exp�𝜆𝜆′𝛽𝛽� 
Dentro de este modelo encontramos dos generalizaciones importantes: 
• h0(t) puede permitir que varíen los datos específicos en su subconjunto. 
• 𝑥𝑥 puede depender del tiempo, es decir, 𝑥𝑥 = 𝑥𝑥(𝑡𝑡). 









A continuación describiremos como obtener las estimaciones de los parámetros del modelo 
de Cox, 𝛽𝛽 = (𝛽𝛽1,𝛽𝛽2, … ,𝛽𝛽𝑝𝑝 )𝑡𝑡 mediante máxima verosimilitud. 
En el modelo de Cox, se utiliza la función de verosimilitud “parcial”, porque la fórmula de 
probabilidad sólo considera probabilidades para aquellos sujetos que mueren/fallan y no considera 
las probabilidades para aquellos sujetos que son censurados. Sin embargo, en el cálculo de las 
probabilidades de los tiempos de muerte si tiene en cuenta todos los sujetos objeto de riesgo al inicio 
de los diferentes tiempos de muerte. 
La verosimilitud parcial se puede expresar como el producto de diversas probabilidades, una 
para cada una de los k tiempos de fallo: 




Por otro lado, para evitar la presencia de las funciones ℎ0(. ) y 𝐻𝐻0(. ), el modelo de Cox 
propone una “verosimilitud parcial”. Se parte de la idea de que los tiempos asociados a datos 
censurados (𝛿𝛿𝑖𝑖 = 0) no aportan información sobre el tiempo de fallo. En el caso de que no existan 
coincidencias de fallos, considera los tiempos de fallos observados ordenados: 
𝑡𝑡1 <  𝑡𝑡2  < ⋯ < 𝑡𝑡𝐷𝐷 
Con sus covariantes respectivamente asociadas, 
𝑥𝑥(1), 𝑥𝑥(2), … , 𝑥𝑥(𝐷𝐷) 
Sea  𝑅𝑅(𝑡𝑡(𝑖𝑖)) el conjunto de individuos en situación de riesgo en el instante del i-ésimo fallo 
(también incluye los casos censurados con censura mayor que 𝑡𝑡𝑖𝑖). Consideramos: 
• Suceso  “sobrevivir hasta el instante 𝑡𝑡𝑖𝑖” ≡  𝑉𝑉𝑖𝑖 
• Suceso  “entre los casos 𝑅𝑅(𝑡𝑡𝑖𝑖) en riesgo hay un fallo en 𝑡𝑡𝑖𝑖” ≡  𝑀𝑀𝑖𝑖 
• Suceso  “un individuo con 𝑋𝑋 = 𝑥𝑥(𝑖𝑖) falla en el instante 𝑡𝑡𝑖𝑖”≡ 𝐴𝐴𝑖𝑖 
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Así, la verosimilitud parcial del i-ésimo individuo que falla es: 
𝐿𝐿(𝑖𝑖)∗ = Pr� 𝐴𝐴�𝑥𝑥(𝑖𝑖),𝑡𝑡𝑖𝑖�  𝑉𝑉(𝑡𝑡𝑖𝑖) ∩𝑀𝑀(𝑡𝑡𝑖𝑖)⁄ � = Pr[𝐴𝐴𝑖𝑖 𝑉𝑉𝑖𝑖⁄ ∩ 𝑀𝑀𝑖𝑖 ] =  Pr[ 𝐴𝐴𝑖𝑖 ∩ 𝑉𝑉𝑖𝑖 ∩ 𝑀𝑀𝑖𝑖]Pr[𝑉𝑉𝑖𝑖 ∩ 𝑀𝑀𝑖𝑖] =(1) Pr [𝐴𝐴𝑖𝑖 ∩ 𝑉𝑉𝑖𝑖]𝐴𝐴𝑖𝑖 ∩ 𝑀𝑀𝑖𝑖= Pr[𝐴𝐴𝑖𝑖 𝑉𝑉𝑖𝑖⁄ ] Pr [𝑉𝑉𝑖𝑖]Pr[𝑀𝑀𝑖𝑖 𝑉𝑉𝑖𝑖⁄ ] Pr [𝑉𝑉𝑖𝑖] =(2) Pr [𝐴𝐴𝑖𝑖 𝑉𝑉𝑖𝑖⁄ ]Pr [𝑀𝑀𝑖𝑖] = ℎ(𝑡𝑡𝑖𝑖 𝑥𝑥(𝑖𝑖),𝛽𝛽⁄ )∑ ℎ(𝑡𝑡𝑖𝑖 𝑥𝑥(𝑗𝑗),𝛽𝛽⁄ )𝑗𝑗𝑗𝑗𝑗𝑗(𝑡𝑡𝑖𝑖)= ℎ0(𝑡𝑡𝑖𝑖) exp�𝑥𝑥(𝑖𝑖)𝑡𝑡 𝛽𝛽�
∑ ℎ0(𝑡𝑡𝑖𝑖) exp�𝑥𝑥(𝑗𝑗)𝑡𝑡 𝛽𝛽�𝑗𝑗𝑗𝑗𝑗𝑗(𝑡𝑡𝑖𝑖) =  exp�𝑥𝑥(𝑖𝑖)𝑡𝑡 𝛽𝛽�∑ exp�𝑥𝑥(𝑗𝑗)𝑡𝑡 𝛽𝛽�𝑗𝑗𝑗𝑗𝑗𝑗(𝑡𝑡𝑖𝑖)   
(1) Dado que 𝐴𝐴𝑖𝑖 ∩ 𝑀𝑀𝑖𝑖 = 𝐴𝐴𝑖𝑖.         
(2) Dado que 𝑀𝑀𝑖𝑖 ,𝑉𝑉𝑖𝑖 son independientes. 
La expresión anterior puede ser considerada como una verosimilitud parcial que no depende 
de la función de riesgo base. La verosimilitud parcial conjunta de la muestra será: 
𝐿𝐿∗(𝛽𝛽) =  �𝐿𝐿(𝑖𝑖)∗𝐷𝐷
𝑖𝑖=1
=  � exp�𝑥𝑥(𝑖𝑖)𝑡𝑡 𝛽𝛽�
∑ exp�𝑥𝑥(𝑗𝑗)𝑡𝑡 𝛽𝛽�𝑗𝑗𝑗𝑗𝑗𝑗(𝑡𝑡𝑖𝑖)𝐷𝐷𝑖𝑖=1  
Y la log-verosimilitud parcial: 




De este modo, los estimadores de máxima verosimilitud de 𝛽𝛽 se obtienen maximizando la 
función de log-verosimilitud parcial, aplicando métodos iterados como el método de Newton-
Raphson, que es llevado a cabo mediante derivadas parciales y resolviendo un sistema de ecuaciones: 
?̂?𝛽 :           𝜕𝜕 𝑎𝑎∗(𝛽𝛽)
𝜕𝜕 𝛽𝛽 = 0 
A partir de estos estimadores, se procede a la realización de los habituales test sobre los 
parámetros (test de razón de verosimilitudes, test de Wald y test de Score), basándose en la 
propiedad asintótica 







𝜕𝜕𝛽𝛽 𝜕𝜕𝛽𝛽𝑡𝑡  
En el caso de que existan coincidencias en tiempos de fallo,  usualmente se aplica uno de los 
tres siguientes métodos: 
 Método de Breslow. 
 Método de Efron. 
 Método “Exact partial likelihood” 
Sean: 
• 𝑈𝑈(𝑖𝑖) el conjunto de individuos que fallan en el instante 𝑡𝑡𝑖𝑖. 
• 𝑣𝑣(𝑖𝑖) la multiplicidad de 𝑡𝑡𝑖𝑖, es decir, el número de fallos en el instante 𝑡𝑡𝑖𝑖 .  
𝑣𝑣(𝑖𝑖) = 𝑐𝑐𝑂𝑂𝑂𝑂𝑂𝑂 {𝑈𝑈(𝑖𝑖)} 
• 𝑂𝑂𝑖𝑖 = 𝑐𝑐𝑂𝑂𝑂𝑂𝑂𝑂 {𝑅𝑅(𝑡𝑡𝑖𝑖)}. 
• 𝑐𝑐(𝑖𝑖) =  ∑ 𝑥𝑥(𝑗𝑗).𝑗𝑗∈𝑈𝑈(𝑖𝑖)  
Si el tiempo es “continuo”, entonces la multiplicidades son pequeñas (generalmente iguales 
a 1, salvo en algunas excepciones). En tal caso se pueden aplicar los dos primeros métodos: 
 Método de Breslow (1974), maximiza la verosimilitud parcial: 
𝐿𝐿𝐵𝐵
∗ (𝛽𝛽) =  � exp�𝑐𝑐(𝑖𝑖)𝑡𝑡 𝛽𝛽�
�∑ exp�𝑥𝑥(𝑖𝑖)𝑡𝑡 𝛽𝛽�𝑗𝑗𝑗𝑗𝑗𝑗(𝑡𝑡𝑖𝑖) �𝑚𝑚(𝑖𝑖)𝐷𝐷𝑖𝑖=1  
 Método de Efron (1977), maximiza la verosimilitud: 
𝐿𝐿𝐸𝐸
∗ (𝛽𝛽) =  � exp�𝑐𝑐(𝑖𝑖)𝑡𝑡 𝛽𝛽�




Cuando los tiempos son observados en tiempo “discreto”, los empates son “empates 
verdaderos”, es decir, los fallos pasan realmente en el mismo instante de tiempo. Cox (1972) propone 
en este caso: 
𝐿𝐿𝐶𝐶
∗ (𝛽𝛽) =  � exp�𝑐𝑐(𝑖𝑖)𝑡𝑡 𝛽𝛽�






donde 𝑈𝑈(𝑖𝑖) es el conjunto de todos los subconjuntos de 𝑣𝑣(𝑖𝑖) sujetos que se pueden formar con los 
incluidos en el conjunto de riesgo 𝑅𝑅(𝑡𝑡𝑖𝑖). 
En la estimación de la función de riesgo base, el modelo de regresión de Cox es considerado 
como un modelo semiparamétrico porque la función de riesgo base ℎ0(𝑡𝑡) se estima de forma “no 
paramétrica”. En concreto se busca una función sólo con los valores no nulos en los tiempos de fallo 
observados, y así, 𝐻𝐻0(𝑡𝑡) será una función escalonada. 
Recuérdese que se observan 
�𝑦𝑦𝑗𝑗 , 𝛿𝛿𝑗𝑗�     𝑗𝑗 = 1, … , 𝐶𝐶 ∶  �Si 𝛿𝛿𝑗𝑗 = 1 ⟹  𝑦𝑦𝑗𝑗  tiempo de fallo (𝑡𝑡)Si 𝛿𝛿𝑗𝑗 = 0 ⟹  𝑦𝑦𝑗𝑗  tiempo de censura  
Se considera los tiempo de fallo (ordenados) 𝑡𝑡1 < 𝑡𝑡2 < ⋯ < 𝑡𝑡𝐷𝐷, con covariantes asociadas, 
respectivamente,  𝑥𝑥(1), 𝑥𝑥(2), … , 𝑥𝑥(𝐷𝐷). 
La función de verosimilitud viene dada por: 
𝐿𝐿(𝑦𝑦1, … , 𝑦𝑦𝑛𝑛;  ℎ0,𝛽𝛽, 𝑥𝑥1, … , 𝑥𝑥𝑛𝑛) =  �𝑓𝑓(𝑦𝑦𝑗𝑗)𝛿𝛿𝑗𝑗  𝑆𝑆(𝑦𝑦𝑗𝑗)1−𝛿𝛿𝑗𝑗 = 𝑛𝑛
𝑗𝑗=1
�ℎ(𝑦𝑦𝑗𝑗)𝛿𝛿𝑗𝑗  𝑆𝑆(𝑦𝑦𝑗𝑗)𝑛𝑛
𝑗𝑗=1= �ℎ(𝑦𝑦𝑗𝑗)𝛿𝛿𝑗𝑗 exp�−𝐻𝐻�𝑦𝑦𝑗𝑗�� = 𝑛𝑛
𝑗𝑗=1
��ℎ0�𝑦𝑦𝑗𝑗� exp{𝑥𝑥𝑗𝑗𝑡𝑡𝛽𝛽}�𝛿𝛿𝑗𝑗 exp�−𝐻𝐻0�𝑦𝑦𝑗𝑗� exp�𝑥𝑥𝑗𝑗𝑡𝑡𝛽𝛽��𝑛𝑛
𝑗𝑗=1





Considerando ℎ0(𝑡𝑡𝑖𝑖) =  ℎ0𝑖𝑖     𝑖𝑖 = 1, … ,𝐷𝐷 ,ℎ0(𝑡𝑡) = 0 ∀𝑡𝑡 no observado, con ℎ0𝑖𝑖 desconocidas, 
que han de ser estimadas. La función acumulada será 
𝐻𝐻0(𝑦𝑦) = � ℎ0𝑖𝑖








𝐿𝐿(𝑦𝑦1, … ,𝑦𝑦𝑛𝑛;  ℎ0, 𝑥𝑥1, … , 𝑥𝑥𝑛𝑛) =  � ℎ0𝑖𝑖 exp{𝑥𝑥(𝑖𝑖)𝑡𝑡 𝛽𝛽}𝐷𝐷
𝑖𝑖=1





=  � ℎ0𝑖𝑖 exp{𝑥𝑥(𝑖𝑖)𝑡𝑡 𝛽𝛽}𝐷𝐷
𝑖𝑖=1
� � exp�−ℎ0𝑖𝑖 � exp{𝑥𝑥𝑗𝑗𝑡𝑡𝛽𝛽}




Por otra parte, dado que 
�𝑗𝑗: 𝑦𝑦𝑗𝑗 ≥ 𝑡𝑡𝑖𝑖� = {𝑗𝑗: 𝑗𝑗 ∈ 𝑅𝑅(𝑡𝑡𝑖𝑖)} = 𝑅𝑅(𝑡𝑡𝑖𝑖) 





Fijando 𝛽𝛽 como el estimador de Máxima Verosimilitud Parcial obtenido anteriormente y 
tomando logaritmos: 
𝑎𝑎(ℎ0) =  � ln�ℎ0𝑖𝑖� +  𝑥𝑥(𝑖𝑖)𝑡𝑡 ?̂?𝛽 − 𝐷𝐷
𝑖𝑖=1
ℎ0𝑖𝑖  � exp{𝑥𝑥(𝑖𝑖)𝑡𝑡 ?̂?𝛽}
𝑗𝑗∈𝑗𝑗(𝑡𝑡𝑖𝑖)  






−  � exp{𝑥𝑥(𝑖𝑖)𝑡𝑡 ?̂?𝛽} = 0 ⟹
𝑗𝑗∈𝑗𝑗(𝑡𝑡𝑖𝑖) ℎ�0𝑖𝑖 =  1∑ exp{𝑥𝑥(𝑖𝑖)𝑡𝑡 ?̂?𝛽}𝑗𝑗∈𝑗𝑗(𝑡𝑡𝑖𝑖)  
𝐻𝐻0�(𝑦𝑦) =  � ℎ�0𝑖𝑖
𝑖𝑖: 𝑡𝑡𝑖𝑖≤𝑦𝑦 = � 1∑ exp{𝑥𝑥𝑗𝑗𝑡𝑡?̂?𝛽}𝑗𝑗∈𝑗𝑗(𝑡𝑡𝑖𝑖)𝑖𝑖: 𝑡𝑡𝑖𝑖≤𝑦𝑦   
En caso de empate, se usa el método de Nelson-Aalen-Breslow: 
𝐻𝐻0�(𝑦𝑦) = � ℎ0𝚤𝚤�
𝑖𝑖: 𝑡𝑡𝑖𝑖≤𝑦𝑦 = � 𝑣𝑣(𝑖𝑖)∑ exp{𝑥𝑥𝑗𝑗𝑡𝑡?̂?𝛽}𝑗𝑗∈𝑗𝑗(𝑡𝑡𝑖𝑖)𝑖𝑖: 𝑡𝑡𝑖𝑖≤𝑦𝑦  
Así, 𝑆𝑆0� (𝑦𝑦) = exp�−𝐻𝐻0�(𝑦𝑦)� y por tanto ?̂?𝑆(𝑦𝑦) = �𝑆𝑆0� (𝑦𝑦)�exp(𝜆𝜆𝑡𝑡𝛽𝛽�). 
Los métodos de estimación de esta función no paramétrica utilizadas en el paquete survival 
de R son tres: 
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• Método Nelson-Aalen-Breslow. 
• Método Efron: 
𝐻𝐻0�(𝑦𝑦) = � 1
∑ exp �𝑥𝑥𝑙𝑙𝑡𝑡?̂?𝛽 − 𝑗𝑗 − 1𝑣𝑣(𝑖𝑖) ∑ exp�𝑥𝑥(𝑙𝑙)𝑡𝑡 𝛽𝛽�𝑙𝑙∈𝑈𝑈(𝑖𝑖) �𝑙𝑙∈𝑗𝑗(𝑡𝑡𝑖𝑖)𝑖𝑖: 𝑡𝑡𝑖𝑖≤𝑦𝑦  
La estimación también se puede complementar con el intervalo de confianza. Normalmente, 
el procedimiento que se utiliza para obtener un intervalo de confianza al 95%  para la influencia de 
cada variable en la función de riesgo consiste en calcular la exponencial del intervalo de confianza 
asintótico obtenido para los parámetros o coeficientes del predictor lineal.  
𝐼𝐼𝐶𝐶 = exp[𝛽𝛽𝚤𝚤� ± 1.96�𝑉𝑉𝑂𝑂𝑂𝑂� 𝛽𝛽𝚤𝚤� ] 
Para mayor información, véase Kleinbaum & Klein (2012). 
 
II.3. Contraste de hipótesis. 
 
Como se ha recogido anteriormente, a partir de la función de verosimilitud parcial podemos 
obtener una estimación de los coeficientes ?̂?𝛽 cuya distribución es aproximadamente normal de 
media 𝛽𝛽 y matriz de varianzas y covarianzas Σ =  Φ−1(𝛽𝛽), que puede ser estimada por Σ� =  Φ−1(?̂?𝛽). 
Para contrastar la hipótesis 𝐻𝐻0: 𝛽𝛽𝑗𝑗 = 0  𝑂𝑂𝑂𝑂.  𝐻𝐻1: 𝛽𝛽𝑗𝑗 ≠ 0, es decir, la significación de la j-ésima 




Y para obtener el intervalo de confianza para el coeficiente 𝛽𝛽𝚥𝚥�  : 
𝛽𝛽𝚥𝚥� ± 𝑐𝑐𝛼𝛼 2⁄ �𝑉𝑉𝑂𝑂𝑂𝑂� 𝛽𝛽𝚥𝚥�  
Si se necesita hacer el test 𝐻𝐻0: 𝛽𝛽 = 𝛽𝛽0 𝑂𝑂𝑂𝑂.  𝐻𝐻1: 𝛽𝛽 ≠ 𝛽𝛽0, se pueden usar tres contrastes: 
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1. Contraste de Wald, que se basa en ?̂?𝛽  sigue asintóticamente una distribución 
aproximadamente normal. Se considera el estadístico: 
𝑋𝑋𝑤𝑤 = �𝜷𝜷� − 𝜷𝜷𝟎𝟎�′𝚽𝚽(𝜷𝜷�)(𝜷𝜷� − 𝜷𝜷𝟎𝟎) 
 que bajo hipótesis nula, sigue una distribución chi-cuadrado con p grados de libertad. 
2. Contraste de la razón de verosimilitudes que compara el valor de la función de 
verosimilitud parcial evaluada en ?̂?𝛽, 𝐿𝐿∗�?̂?𝛽�, con la verosimilitud parcial evaluada bajo 
hipótesis nula 𝐿𝐿∗ �𝛽𝛽0�; 
𝑋𝑋𝐿𝐿𝑗𝑗 = 2(log 𝐿𝐿∗�𝜷𝜷�� − log 𝐿𝐿∗(𝜷𝜷0)) 
Bajo hipótesis nula, el estadístico sigue una distribución chi-cuadrado con p grados de 
libertad. 
3. Contraste “score” (Log Rank), que utiliza las derivadas del logaritmo de verosimilitud 
parcial evaluada en la hipótesis nula y supone que bajo hipótesis nula el vector scores: 
𝑋𝑋𝑠𝑠 = �𝜕𝜕𝐿𝐿∗(𝜷𝜷0)𝜕𝜕𝜷𝜷 �′ �−𝜕𝜕𝐿𝐿∗2(𝜷𝜷0)𝜕𝜕𝜷𝜷𝜕𝜕𝜷𝜷′ �−1 𝜕𝜕𝐿𝐿∗(𝜷𝜷0)𝜕𝜕𝜷𝜷  
El estadístico también sigue una distribución chi-cuadrado con p grados de libertad, 
bajo la hipótesis nula. 
El contraste de Wald tiene una interpretación más directa que los otros dos contrastes, pero 
el contraste de Wald no es invariante ante parametrizaciones y los otros dos sí. Sin embargo, el test 
score para varios parámetros es más rápido computacionalmente y el test de razón de 
verosimilitudes converge más rápidamente a una distribución normal. La mayoría de las veces, se 






II.4. Análisis del ajuste y diagnóstico del modelo. 
 
Para evaluar la hipótesis básica del modelo de Cox, la hipótesis de riesgos proporcionales, 
existen diversos procedimientos. A continuación se recogen alguno de ellos. 
1. Procedimiento gráfico.  
Como procedimientos gráficos se dispone de dos tipos de gráficas, las cuales comparan las 
curvas de supervivencia log-log y las curvas de supervivencia esperadas contras las observadas. 
Recogemos a continuación las primeras. 
• Curvas de supervivencia log-log, se trata de una transformación de una curva de 
supervivencia estimada, que consiste en tomar el logaritmo natural en dos ocasiones. 
Matemáticamente, la curva log-log se determina por − ln�− ln ?̂?𝑆�, que puede ser  
tanto positiva como negativa. 
Por las propiedades del modelo, 
ln 𝑆𝑆(𝑡𝑡,𝑿𝑿) = 𝑂𝑂𝑥𝑥𝑝𝑝 ��𝛽𝛽𝑖𝑖𝑋𝑋𝑖𝑖𝑝𝑝
𝑖𝑖=1
� × ln 𝑆𝑆0(𝑡𝑡) 
Dado que 0 ≤ 𝑆𝑆(𝑡𝑡,𝑿𝑿) ≤ 1, se tiene: 
ln [− ln 𝑆𝑆(𝑡𝑡,𝑿𝑿)] =  𝑎𝑎𝐶𝐶 �−𝑂𝑂𝑥𝑥𝑝𝑝 ��𝛽𝛽𝑖𝑖𝑋𝑋𝑖𝑖𝑝𝑝
𝑖𝑖=1
� × ln 𝑆𝑆0(𝑡𝑡)�
=  𝑎𝑎𝐶𝐶 �𝑂𝑂𝑥𝑥𝑝𝑝 ��𝛽𝛽𝑖𝑖𝑋𝑋𝑖𝑖𝑝𝑝
𝑖𝑖=1
�� +  ln [− ln 𝑆𝑆0(𝑡𝑡)]
=  �𝛽𝛽𝑖𝑖𝑋𝑋𝑖𝑖𝑝𝑝
𝑖𝑖=1
+  𝑎𝑎n [− ln 𝑆𝑆0(𝑡𝑡)] 
 
Esta expresión se puede expresar como la suma de dos términos, siendo uno el 
predictor lineal y el otro la transformación log-log de la función de supervivencia base. 
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Considerando dos especificaciones diferentes del vector 𝑋𝑋 de variables predictoras, 
siendo estos 𝐗𝐗1 y 𝐗𝐗2, se tiene 
ln[− ln 𝑆𝑆(𝑡𝑡,𝐗𝐗1)] =�𝛽𝛽𝑖𝑖𝑋𝑋1𝑖𝑖𝑝𝑝
𝑖𝑖=1
+  𝑎𝑎n [− ln 𝑆𝑆0(𝑡𝑡)] 
ln[− ln 𝑆𝑆(𝑡𝑡,𝐗𝐗2)] =�𝛽𝛽𝑖𝑖𝑋𝑋2𝑖𝑖𝑝𝑝
𝑖𝑖=1
+  𝑎𝑎n [− ln 𝑆𝑆0(𝑡𝑡)] 
 
Por tanto, 
ln [− ln 𝑆𝑆(𝑡𝑡,𝐗𝐗1)] − ( ln [− ln 𝑆𝑆(𝑡𝑡,𝐗𝐗2)]) =  �𝛽𝛽𝑖𝑖(𝑋𝑋1𝑖𝑖−(𝑋𝑋2𝑖𝑖)𝑝𝑝
𝑖𝑖=1
 
Como se puede observar, la función de supervivencia base se ha eliminado, por lo que 
la diferencia de las transformaciones log-log no depende de 𝑡𝑡.  
Por otro lado, si se usa el álgebra, se puede escribir la ecuación anterior como  la 
expresión de la curva de supervivencia log-log de la primera persona como la curva 
logarítmica doble para la segunda persona más el término de suma lineal 
independiente de 𝑡𝑡. 
ln [− ln 𝑆𝑆(𝑡𝑡,𝐗𝐗1)] = ln [− ln 𝑆𝑆(𝑡𝑡,𝐗𝐗2)] +  �𝛽𝛽𝑖𝑖(𝑋𝑋1𝑖𝑖−(𝑋𝑋2𝑖𝑖)𝑝𝑝
𝑖𝑖=1
 
Si se representa gráficamente esta ecuación en el modelo de Cox, las curvas de 
supervivencia log-log estimadas para los individuos serían aproximadamente 
paralelas, es decir, en general, la distancia vertical entre las dos curvas debe ser 
aproximadamente constante. 
Si un modelo de Cox es apropiado para un conjunto de predictores, las gráficas 
empíricas esperadas de las curvas de supervivencia log-log para diferentes individuos 




2.  Contraste de bondad de ajuste. 
Se han propuesto diferentes contrastes para estudiar la hipótesis de riesgos proporcionales. 
Uno de los más utilizados es el test propuesto por Harrell y Lee (1986). 
Para cada predictor incluido en el modelo se consideran los determinados residuos de 
Schoenfeld (1982) para todos aquellos casos no censurados (es decir, con suceso o muerte). Para la 
k-ésima variable explicativa o predictor 𝑋𝑋𝑘𝑘 se define: 
𝑂𝑂𝑖𝑖𝑘𝑘
(𝑠𝑠) =  𝑥𝑥𝑖𝑖𝑘𝑘 − ∑ 𝑂𝑂𝜆𝜆𝑗𝑗𝑡𝑡𝛽𝛽�  𝑥𝑥𝑗𝑗𝑘𝑘𝑗𝑗∈𝑗𝑗(𝑡𝑡𝑖𝑖)
∑ 𝑂𝑂𝜆𝜆𝑗𝑗
𝑡𝑡𝛽𝛽�
𝑗𝑗∈𝑗𝑗(𝑡𝑡𝑖𝑖) =  𝑥𝑥𝑖𝑖𝑘𝑘 −  𝑥𝑥�(𝑤𝑤𝑖𝑖)𝑘𝑘  
Los residuos de Schoenfeld se pueden considerar como los valores observados menos los 
valores esperados de las covariantes en cada instante de fallo. Así, se tienen p series de residuos, uno 
para cada variable predictora (𝑘𝑘 = 1,2, … , 𝑝𝑝). Si estos residuos mantienen un patrón aleatorio, es 
decir, no sistemático, proporciona una evidencia de que el efecto de la covariable no cambia respecto 
del tiempo, algo que presupone el modelo de Cox. Si hay algún tipo de patrón sistemático, sugiere 
que el efecto de la covariable cambia a lo largo del tiempo. 
Así, si es cierta la propiedad de riesgos proporcionales, los residuos no mostrarán tendencias 
temporales y en el plot de los residuos frente al tiempo, la pendiente debe ser nula. Por tanto, estos 
plots 
��𝑡𝑡𝑖𝑖, 𝑂𝑂𝑖𝑖,𝑘𝑘(𝑠𝑠)��𝑖𝑖 
pueden utilizarse  también como diagnósticos gráficos. 
Por otra parte se puede realizar un contraste sobre la significación de la correlación entre los 
residuos y los rangos de los tiempos de fallo, según su media, en el siguiente proceso: 
• Paso 1: Ejecutar el modelo PH de Cox y obtener los residuos de Schoenfeld para cada 
predictor.  Para cada 𝑘𝑘 = 1, … ,𝑝𝑝,    �𝑂𝑂𝑖𝑖,𝑘𝑘(𝑠𝑠)�𝑖𝑖. 
• Paso 2: Crear una variable que ocupa el orden de los tiempos de fallo. El sujeto que 
tiene el primer evento obtiene un valor de 1, el siguiente consigue un valor de 2 y así, 
sucesivamente. 
𝒰𝒰𝑖𝑖 = rango de 𝑡𝑡𝑖𝑖 en la colección de tiempos de fallo {𝑡𝑡1, 𝑡𝑡2, … }. 
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• Paso 3: Prueba de la correlación entre las variables creadas en la primera y segunda 
etapas. La hipótesis nula es que la correlación entre los residuos de Schoenfeld y 
tiempo de fallo censurado es cero. 
𝐻𝐻0: 𝜌𝜌[𝑘𝑘] = 𝜌𝜌�𝑂𝑂𝑘𝑘(𝑠𝑠),𝒰𝒰� = 0 
A partir de la estimación muestral de 𝜌𝜌[𝑘𝑘] obtendrá con ella la correlación muestral 
asociada a los pares ��𝒰𝒰𝑖𝑖 , 𝑂𝑂𝑖𝑖,𝑘𝑘[𝑠𝑠]��𝑖𝑖. 









Capítulo III. Aplicaciones. 
 
En este último capítulo, por un lado se incluyen varias aplicaciones ilustrativas del modelo de 
Cox, recogiéndose, junto con el principal objetivo de su estudio, las variables estudiadas y una breve 
descripción de las mismas. En el segundo apartado, Modelo de Cox en R, se incluye un resumen de 
los procedimientos para abordar el análisis de este modelo en R-Program, ilustrándose con un 
ejemplo completo de todo lo estudiado en esta memoria. 
 
III.1. Aplicaciones ilustrativas del Modelo de Cox. 
 
Como se recoge en el primer capítulo, el modelo de Cox tiene múltiples aplicaciones, 
especialmente en el ámbito biosanitario. A continuación se recogen algunos trabajos publicados que 
nos permite ilustrar esta afirmación. 
 Modelo de regresión de Cox de la pérdida auditiva en trabajadores expuestos a ruido 
y fluidos de mecanizado o humos metálicos. (Conte, Dominguez, Garcia Felipe, Rubio, 
& Perez Galdos, 2010) 
Este trabajo aborda el estudio del ruido, en la rama del metal, además de la presencia 
común de contaminantes químicos y físicos.  Trata de analizar ambos junto con 
algunos hábitos personales para poder ver la influencia en la pérdida auditiva laboral.  
Para realizar dicho estudio, los autores recogen una muestra de 558 trabajadores y se 
aplica el modelo de regresión de Cox, principalmente con una finalidad explicativa. 
Define el carácter de las relaciones existentes entre las variables consideradas con 
respecto a tres situaciones causa-efecto: 
o Sano/Alterado. 
o Recuperable/No recuperable. 
o Sin caídas en conversacionales/Con caídas en conversacionales. 
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Las variables consideradas son: 
o Intensidad de la exposición acústica en el puesto de trabajo. 
o Presencia de agentes químicos. 
o Tiempo total de exposición a ruido del trabajador. 
o Estado audiométrico. 
o Hábito de fumar. 
o Exposición a ruido extralaboral. 
o Uso de protección auditiva. 
Los resultados del estudio reflejan que los fluidos de mecanizado retrasan la 
adquisición de los grados de alteración auditiva en presencia del ruido, mientras que 
los humos metálicos adelantan la adquisición. Por otro lado, la exposición al ruido 
extralaboral  influye en la adquisición de un trauma acústico avanzado, el hábito de 
fumar es influyente en la adquisición de un trauma inicial acústico y por último, los 
equipos de protección auditiva son protectores del ruido pero no de la ototoxicidad 
de los humos metálicos. 
 
 Análisis de supervivencia aplicado al estudio de la mortalidad en injertos de inchi. 
(García Bolívar, 2012) 
El principal objetivo de este estudio es la mortalidad de los injertos realizados en 
plantas de inchi (planta semileñosa y perenne, cuyos frutos son ricos en proteínas, 
aminoácidos, vitamina E y ácidos grasos esenciales, como omegas 3, 6, y 9)  ya que al 
propagar el inchi pueden obtener mejoras en el rendimiento de los árboles madres. 
Para realizar el estudio, utilizaron plantas situadas en Maracay, estado Aragua 
(Venezuela), recolectando las semillas el mismo día de frutos en calderas, colocándose 
dichas semillas en propagadores de 2mx1m donde ya se encontraba el sustrato.  
El estudio constaba de 360 plantas, evaluándose el tiempo de mortalidad del injerto 
considerando después de 340 días con presencia de injerto muerto o injerto pegado. 
Las variables estudiadas son: 
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o Sexo de la planta donadora. 
o Dosis de nitrógeno aplicada a patrones. 
o Tiempo de remoción del plástico que cubre el injerto. 
La variable objetivo o dependiente es el tiempo de supervivencia (en días).  
El resultado obtenido del estudio en primer lugar, confirma que el sexo de la planta 
donadora no tiene ningún efecto sobre la mortalidad, en cambio con la remoción del 
plástico existe mayor riesgo de mortalidad a los 60 días. 
 
 Relación entre salud y renuncia al empleo en trabajadoras de la industria 
maquiladora electrónica de Tijuana. (Guendelman, Samuels, & Ramirez-Zetina, 1999) 
El estudio consiste en el análisis de los factores de salud, laborales y sociales que 
contribuyen a renunciar al trabajo en dos maquiladores transnacionales del ramo 
electrónico de Tijuana (México). Las empresas maquiladoras son empresas que 
importan materiales sin pagar aranceles,  su producto se comercializa en el país de 
origen de la materia prima y el proceso de fabricación se realiza en México. 
Para ello, el estudio consta de 725 mujeres empleadas en una planta estadounidense 
y otra japonesa. 
La muestra principal fue estratificada en dos intervalos ≤30 y >30 días laborales. El 
estudio fue seguido hasta la renuncia o el final del periodo de observación. La variable 
dependiente es la renuncia voluntaria o involuntaria al trabajo en la maquiladora. 
Las variables de estudio son: 
o Examen médico de ingreso. 
o Registro diario médico y de enfermería. 
o Reportes de accidentes y control de incapacidades. 
Por otro lado, en las mujeres que trabajaron más de 30 días también se analizaron 
otras variables: 




o Riesgos de trabajo. 
o Número de días otorgados. 
Dentro de las mujeres que renunciaban, fueron analizados su edad, estado de origen, 
estado civil, educación, características de salud, antecedentes, turno de trabajo, 
nacionalidad de la compañía… 
Los datos fueron recogidos desde su primer día de trabajo hasta el día de la renuncia 
o final del periodo de observación. 
Al final del estudio, un 17% renunció en su primer mes de empleo, un 54% en los 26 
meses del estudio, en general, un 67% de renuncias en el primer año y un 81% en el 
segundo año.  
Dentro de las renuncias, las variables que fueron determinantes para su despedida 
voluntaria o involuntaria fueron el turno de trabajo y la nacionalidad de la compañía. 
Comparando la nacionalidad de la compañía, vemos que la renuncia es mayor en la 
japonesa ya que es mucho más estricta y rigurosa. 
Finalmente, a modo de ejemplo, se recoge otro estudio que no está en el ámbito biosanitario, 
para ilustrar la amplia gama de posibilidades de este modelo. 
 Análisis de la probabilidad condicional de incumplimiento de los mayores deudores 
privados del sistema financiero colombiano. (Gómez González, Orozco Hinojosa, & 
Zamudio Gómez, 2006) 
El principal objetivo de este estudio es “encontrar los principales determinantes de la 
tasa de riesgo o probabilidad condicional de incumplimiento de las obligaciones 
financieras de las firmas del sector privado colombiano”. 
Este estudio se realiza a través de 2.000 deudores del sistema financiero colombiano. 
Las variables del estudio son: 
o Capitalización. 
o Calidad de los activos. 
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o Gerencia o eficiencia. 
o Ganancias. 
o Liquidez. 
La conclusión del estudio es que el nivel de la deuda de las empresas es el principal 
determinante de la probabilidad condicional de incumplimiento. Además, es 
importante el efecto que tiene sobre esta probabilidad condicional pertenecer a 
algunos sectores económicos.  
 
III.2. Modelo de Cox en R. 
 
La función utilizada en el programa estadístico R para estudiar un modelo de regresión de Cox 
es  coxph() que está implementada en el paquete de supervivencia “survival”. 
 
La función ajusta un modelo de regresión de riesgos proporcionales de Cox. Además incorpora 
otros aspectos tales como variables dependientes del tiempo, estratos dependientes del 
tiempo, múltiples eventos por cada sujeto, y otras extensiones. 
 
El formato de la orden es: 
coxph(formula, data=, weights, subset,  
na.action, init, control, 
  ties=c("efron","breslow","exact"),  
singular.ok=TRUE, robust=FALSE, 







Los distintos argumentos de la formula son los siguientes: 
o formula: objeto “formula”, con la respuesta a la izquierda de un operador ~, y las 
variables predictoras a la derecha. La respuesta debe ser un objeto supervivencia 
devuelto por la función “Surv(var_tiempo, var_censura)”. 
o data: un data.frame en el que contenga las variables mencionadas en la fórmula. 
o weights: vector de ponderaciones de los casos.  
o subset: expresión que indica qué subconjunto de los datos se debe utilizar en el ajuste. 
Por defecto se incluyen todas las observaciones. 
o na.action:  función de filtro de datos “missing”; por defecto no son considerados en 
el modelo. Esto se aplica a  model.frame después de cualquier argumento subconjunto 
se ha utilizado. Por defecto es option()$na.action. 
o init: vector de los valores iniciales de la iteración. El valor inicial por defecto es cero 
para todas las variables. 
o control: objeto de la clase coxph.control especificando parámetros de control de la 
iteración. Más detalles en el manual (Therneau, 2016) 
o ties: una cadena de caracteres que especifica el método para el caso de empates. Si 
no hay empates en los tiempos de muerte todos los métodos son equivalentes. 
Aunque casi todos los programas de regresión de Cox utilizan el método de Breslow 
por defecto, no es así en este caso. Se utiliza como el valor por defecto la aproximación 
Efron (más eficiente computacionalmente). Es apropiado cuando los tiempos son un 
pequeño conjunto de valores discretos. Las opciones son: “efron”, “breslow”, “exact”. 
o singular.ok: valor lógico que indica cómo manejar la colinealidad en la matriz de 
modelo. Si es “TRUE”, el programa se saltará automáticamente las columnas de la 
matriz X que son combinaciones lineales del resto de las columnas. En este caso los 
coeficientes para tales columnas serán “NA”, y la matriz de varianza contendrán ceros. 
Para los cálculos auxiliares, como el predictor lineal, los coeficientes que faltan son 
tratados como ceros. 
o x: valor lógico: si es “TRUE”, la matriz X se incluye en el objeto resultado. 
o y: valor lógico: si es “TRUE”, el vector de respuesta se incluye en el objeto resultado. 




Los datos provienen de un estudio clínico observaciones realizado en la Oregon Health 
Sciences University(OHSU). Se utilizan como ilustración por Tableman y Kim (2003) y se han obtenido 
de la dirección web http://www.math.ac.il/~yekutiel/survival/cns2.xls  
Se trataron 58 pacientes, sin SIDA, con linfoma en el sistema nervioso central (SNC), desde 
enero de 1982 a marzo de 1992. Un grupo de pacientes (Grupo 1, 19 pacientes) recibieron radiación 
craneal antes del tratamiento de quimioterapia para la remisión de alteración de la barrera 
hematoencefálica (BBBD). Al resto (Grupo 0, 39 pacientes) se le administró sólo el tratamiento BBBD. 
Se registraron un total de 16 variables sobre la respuesta radiográfica del tumor y la 
supervivencia: 
• PTNUMBER: número identificativo del paciente 
• Group: 1 = radiación previa; 0 = No radiación previa 
• Sex: 1=mujer, 0=hombre 
• Age : Edad (en años) en el instante del primer BBBD 
• Status: estado 1=muerte ;0=no muerte 
• DxtoB3: Tiempo (años) desde el diagnóstico hasta el primer BBBD 
• DxtoDeath: Tiempo (años) desde el diagnóstico hasta la muerte 
• B3toDeath: Tiempo (años) del primer BBBD a muerte 
• KPSPRE: Puntuación de rendimiento de Karnofsky antes del primer BBBD, valor numérico 0-
100 
• LESSING: Cantidad de Lesiones; simple = 0; múltiple = 1 
• LESDEEP: Profundidad de Lesiones; superficial=0;profunda=1 
• LESSUP: Tipo de lesiones; supra = 0; infra = 1; ambas = 2 
• PROC: Tipo de Procedimiento: resección subtotal = 1; biopsia = 2, otros = 3 
• RAD4000: Radiacion 4000; Si=1; No=0 
• CHEMOPRIOR: Si=1;No=0 




La variable de respuesta principal es el tiempo hasta la muerte. Hay dos de estos tiempos: 
• tiempo hasta la muerte desde el primer diagnóstico (DxtoDeath) 
• tiempo hasta la muerte desde la primera BBBD (B3toDeath). 
 
Dado que el interés está en determinar si la terapia de radiación tuvo algún efecto de 
prolongación del tiempo hasta la muerte, se considera como objetivo el tiempo hasta la muerte 
desde la primera BBBD. 
Algunas de las preguntas de interés son: 
 ¿Hay alguna diferencia en los tiempos de supervivencia entre los dos grupos (radiación 
previa, no radiación previa)? 
 ¿Los subconjuntos de covariables disponibles ayudan a explicar este tiempo de 
supervivencia?  
 
En primer lugar, se obtienen los datos en un archivo “.csv” por lo que tiene que leerse en R y 
a continuación se muestran las cinco primeras observaciones: 
 
 
Como se puede observar el individuo 1 era un hombre con 41 años, que ha muerto, con 
radiación previa, con 0.21 años desde el diagnóstico hasta el primer BBBD ,0.92 años desde el 
diagnóstico hasta la muerte, 0.73 años desde el primer BBBD a la muerte, 75 de puntuación en el 
rendimiento de Karnofsky antes del primer BBBD, con ninguna lesión profunda de tipo infra, cuyo 
procedimiento llevado es resección subtotal, sin radiación 4000, sin radiación previa y con una 
respuesta del tumor a la quimio completa. 
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Ahora, se pasa a realizar el modelo de Cox: 
b3t.cox<-coxph(Surv(B3TODEATH,STATUS) ~ GROUP + SEX + AGE + KPS.PRE.  
              + LESSING + LESDEEP + LESSUP + PROC  
             + RAD4000 + CHEMOPRIOR , data=cns) 















 Con la orden anterior se obtiene: 
• Una tabla con coeficientes estimados, errores de estimación y significación de cada 




Por otro lado, exp(coef) permite una interpretación de los efectos multiplicativos de 
las variables explicativas sobre la función de riesgo ℎ(𝑡𝑡),y se acompaña de un intervalo 
de confianza al 95%. 
En la columna Pr[> |𝑐𝑐|] se puede observar las variables que son significativas o no.  En 
este caso las variables más significativas son “group,sex,kps.pre. y chemoprior” y las 
variables que no son significativas son “lesdeep, lessup, rad400 y proc” que podríamos 
eliminarlas del modelo y este no sufriría ningún cambio. 
• El test de razón de verosimilitudes, test de Wald y test score para la significación del 
modelo son asintóticamente equivalentes, con sus p-valores significativos. Por tanto, 
se puede afirmar que el modelo permite explicar la variable tiempo de supervivencia 
considerada. La interpretación más detallada del efecto de cada variable se puede 
hacen en función de sus coeficientes. 
Más información que se puede extraer del objeto creado es la siguiente: 
• La estimación de los coeficientes del modelo. 
 
 










• El valor de la log-verosimilitud del modelo y del modelo bajo 𝐻𝐻0: 𝛽𝛽 = 0. 
 
• El valor del test “Score”. 
 
• El valor del test de “Wald”. 
 
• Los valores centrados ajustados del predictor lineal. Solo se muestran los cinco 
primeros: 
 
• Las medias de las variables predictoras. 
 
 
• Número de observaciones. 
 
• Número de eventos(fallos, muertes…). 
 
• Número de iteraciones realizadas en el procedimiento iterado de estimación. 
 
• El método utilizado. 
 
• Los residuos martingala del modelo. Sólo se muestran los cinco primeros. (Tableman 




Para la obtención de la función de supervivencia para valores medios de las predictoras se 
ejectua el siguiente comando: 
 
Esta vez se van a ir mostrando los valores correspondientes uno a uno: 
• Tamaño muestral.  
 
• Tiempos observados.  
 
 
• Casos en riesgos en cada tiempo. 
 
• Número de eventos en cada instante de tiempo. 
 
• Número de censuras en cada instante de tiempo. 
 













• Nivel de confianza utilizado para el cálculo de los intervalos de confianza. 
 
• Límite superior del intervalo de confianza. 
 
• Límite inferior del intervalo de confianza. 
Con los valores que se han obtenido se puede crear una tabla con los valores de supervivencia 





Una vez que se ha obtenido la tabla anterior, se crea una gráfica con la función de 
supervivencia de los valores medios de las predictoras junto a sus intervalos de confianza. 
• Plot “Función de supervivencia para los valores medios de las predictoras” 
  
Obteniéndose la siguiente gráfica: 
Para seguir profundizando en la interpretación del modelo ajustado se va a crear dos 
individuos nuevos idénticos exceptuando la variable “group”, es decir, un individuo habrá tenido 
radiación previa y otro no; con el resto de variables exactamente iguales. 
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Estos individuos son creados con los siguientes comandos: 
 
Siendo los individuos creados: 
 
Es decir, ambos individuos son hombres, con una edad media de 50.276 años, con una 
puntuación media de 80.776 en el rendimiento de Karnofsky antes del primer BBBD, con lesiones 
múltiples, superficiales y de ambos tipo, supra e infra. Además, estos individuos  tienen biopsia en el 
tipo del procedimiento, con radiación 4000 y con quimioterapia previa. 
Para poder observar el estudio de estos nuevos individuos, se crea: 






En esta gráfica, se puede observar que el individuo que no ha tenido radiación previa a su 
estudio, tiene más tiempo de vida, es decir, mayor probabilidad de supervivencia. Si nos centramos 
en el intervalo de 8-10 años se ve que mientras el individuo con radiación previa “ha fallecido”, el 
individuo sin radiación previa tiene una probabilidad de supervivencia de 0.4. 
• Plot “Función de la tasa de fallo acumulada”. 




En esta gráfica, se puede observar lo mismo pero “invertido”, es decir, el individuo sin 
radiación previa tiene una tasa de fallo muy baja en comparación con el individuo que ha sufrido 
radiación previa. Si nos volvemos a centrar en el intervalo de 8-10 años, podemos observar que la 
tasa de fallo acumulada del individuo con radiación previa es de 8 mientras que la del individuo que 
no sufrido radiación previa es de 1.  
En estos individuos, se ha estudiado la variable “GROUP” que se puede observar 
anteriormente en el “summary” del modelo era significativa de dicho modelo, ahora se va a realizar 
el estudio con dos nuevos individuos pero comparando la variable “CHEMOPRIOR” que también es 
significativa del modelo. 
Los nuevos individuos que se crean son: 
 
Y en este caso, hemos creado exactamente las mismas gráficas con los nuevos individuos. 
• Plot “Función de Supervivencia” 
En esta gráfica, se puede observar que ambos individuos tienen una función de supervivencia 
similar; y con esta variable vuelve a pasar lo mismo que con la variable “group”; el individuo que ha 
sufrido quimioterapia previa tiene menor probabilidad de supervivencia. En el intervalo de 8-10 años, 
se puede observar que el individuo con quimioterapia previa tiene una probabilidad de supervivncia 
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aproximadamente de 0.4 mientras que el individuo que no ha sufrido quimioterapia previa tiene una 
probabilidad de supervivencia de 0.8. 
• Plot “Función estimación de la tasa de fallo acumulada” 
En la gráfica sobre la función de riesgo acumulado o tasas de fallo, vuelve a ocurrir lo mismo. 
Si nos centramos en el intervalo de 8-10 años, el individuo que ha sufrido quimioterapia previa tiene 
una tasa de fallo de 1 mientras que el individuo que no ha sufrido quimioterapia previa tiene un 0.3 
aproximadamente. 
Al principio de nuestra ilustración, se propusieron las siguientes preguntas. 
 
 ¿Hay alguna diferencia en los tiempos de supervivencia entre los dos grupos (radiación 
previa, no radiación previa)? 
Al finalizar el estudiar y predecir dos nuevas variables se puede observar que los 
individuos que han sufrido radiación previa tienen una probabilidad de supervivencia 
menor a los individuos que no han sufrido dicha radiación, por lo que se podría decir 






 ¿Los subconjuntos de covariables disponibles ayudan a explicar este tiempo de 
supervivencia?  
En general el modelo resulta significativo, por tanto las variables en su conjunto 
permiten explicar el comportamiento de la variable tiempo de supervivencia. En 
concreto, las variables que resultan significativas son radiación previa (sí/no), sexo, 
edad, rendimiento de Karnofsky antes del primer BBBD y quimioterapia previa (sí/no). 
Obviamente, la interpretación completa de la influencia de estas variables, 
dependiendo del signo de los coeficientes, debe ser realizada por un especialista en el 
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