Abstract. A Garsia number is an algebraic integer of norm ±2 such that all of the roots of its minimal polynomial are strictly greater than 1 in absolute value. Little is known about the structure of the set of Garsia numbers. The only known limit point of positive real Garsia numbers was 1 (given, for example, by the set of Garsia numbers 2 1/n ). Despite this, there was no known interval of [1, 2] where the set of positive real Garsia numbers was known to be discrete and finite. The main results of this paper are:
Introduction and background
We begin with a Definition 1.1. A number γ is a complex Garsia number if it is an algebraic integer with norm(γ) = ±2, and such that γ and all of γ's conjugates have absolute value strictly greater than 1.
In particular, the minimal polynomial of a Garsia number looks like z n + a n−1 z n−1 + · · · + a 1 z ± 2, Typically, we will be interested in positive real Garsia numbers, although many of the theorems and results concerning them can be extended to the complex Garsia numbers. The purpose of this paper is to investigate the structure of the set of positive real Garsia numbers. Some details about the set of positive real Garsia numbers are already known. For example, 2 (as the root of z − 2) is the largest positive real Garsia number, and 1 is a limit point of the Garsia numbers (take, for example, the sequence of Garsia It is known that this Bernoulli convolution is either absolutely continuous or purely singular [12] . See also [15, 20] for more on Bernoulli convolutions.
Recall that a Pisot number is an algebraic integer greater than 1 such that all of its conjugates are strictly less than 1 in absolute value. The structure of the set of all Pisot numbers is well understood. The set is known to be closed [16] , with a smallest value of 1.324 · · · , the real root of z 3 − z − 1 [19] . Amara [1] gave a complete description of the set of all limit points of the Pisot numbers. Boyd [3, 4] has given an algorithm that will find all Pisot numbers in an interval, where, in the case of limit points, the algorithm can detect the limit points and compensate for them.
The structure of Garsia numbers is far less understood, although some work has been done on special cases. The minimal polynomials of positive real Garsia numbers up to degree 5 were investigated by E. Rodemich, as discussed in Garsia [10, p. 420] .
Brunotte [5] looked at positive real Garsia numbers to show that
Theorem (Brunotte 2009 [5]). The trinomial Garsia numbers of degree d are of the form
where P
and let γ be any conjugate of γ. Then γ < 2 1/ max(2,k) and |γ | < √ 2.
Moreover, if n is odd, then all other conjugates of γ are nonreal, and if n is even, then γ has exactly one other real conjugate, and this conjugate is negative.
In Table 5 we list all positive real Garsia numbers of degree at most 6. The fact that all of these polynomials in this table have only one positive real root is a small number phenomenon, and is not true in general. See, for example, Table 1 . A complete list of all Garsia numbers, including complex Garsia numbers, of degree at most 40 can be found at [11] .
Recall that a Garsia number has the property that its minimal polynomial g(z) has g(0) = ±2. The case where g(z) has a positive real root, and the minimal polynomial satisfies the stronger condition that g(0) = 2, is also known as a canonical number system, or CNS polynomial. Kovács [13] has found all CNS polynomials up to degree 8 using exhaustive methods, along with some sophisticated bounds on the coefficients of CNS polynomials. This was later extended by Burcsi and Kovács [7] using a modified algorithm by Schur [17, 18] to find all CNS polynomials up to degree 11. We discuss and modify this method in Section 2. This new algorithm can go considerably further, and has been used up to degree 40 with no difficulties. This code can be found at [11] . As well, a restricted search for positive real Garsia numbers in an interval [c, d] with c > √ 2 can be performed. Some observations from the restricted search are discussed in Section 3. In particular, we show that 
has a Garsia number as a root.
This result is discussed in Section 4.
There is a real positive root in of equation (1), which tends to λ n,m as k tends to infinity. We denote these roots as α n,m,k and β n,m,k with α coming from "−" and β coming from "+" in the choice for ±. With the philosophy of Pisot numbers in mind, we call such Garsia numbers the regular Garsia numbers. It is not immediately clear if there is such a thing as an irregular Garsia number. The existence of irregular Garsia numbers is shown in Section 5. This section also discusses more on the structure of regular Garsia numbers. We further give an algorithm to determine if a positive real Garsia number is regular or irregular.
In Section 6, we explore computationally the possibility of other limit points. Computationally, it appears that the limit points λ n,m are in fact the only limit points, leading to the following: Inspired by the result on Pisot numbers, we also make the following:
If γ is a positive real Garsia number, sufficiently close to a root of z n − z m − 1, then γ is a polynomial in the form (5) . Here, "sufficiently close" is dependent on n and m. Section 7 discusses an interesting construction of McKee and Smyth that gives rise to a large number of real positive Garsia numbers. Their observation is that if p(z) and q(z) are products of cyclotomic polynomials, such that p(0) = q(0) and the roots of p(z) and q(z) are interlaced on the unit disc, then g(z) = p(z) + q(z) is a (possibly complex) Garsia polynomial. Furthermore, they completely classify all such p(z) and q(z) with these properties. Given such a construction, it is easy to analyze the roots of polynomials arising in this way. These Garsia numbers have the added property that they are reciprocal mod 2, in the sense that there exists some
It is easy to verify that z 4 +z 3 −z−2 is a Garsia polynomial that is not reciprocal mod 2. Hence this construction of McKee and Smyth cannot account for all Garsia numbers. Such examples are not sporadic isolated cases, as the set of positive real Garsia numbers has infinitely many limit points greater than 1 (Theorem 1.2), whereas the real roots of the polynomials of McKee and Smyth have only 1 as a limit point (Lemma 7.1).
The last section, Section 8, discusses some future directions for this work. SOME COMMENTS ON GARSIA NUMBERS 1201
The algorithm
The algorithm for finding Garsia numbers is closely related to that of Boyd's algorithm for finding Pisot numbers [3, 4] . Since the focus here is just to present some observations, we will omit technical proofs. 2.1. High level description. We start with an algorithm that finds all Garsia numbers that have minimal polynomials of degree at most n.
The idea of the algorithm is this. Suppose that P (z) is the minimal polynomial of some Garsia number γ. We then look at the rational function P (z)/P
is Garsia, we can say something about the coefficients of the rational function power series: for example, it is clear that we should have u 0 = ±2. In fact, since P * (0) = 1, it follows that u i ∈ Z for all i. The interesting thing is that if the coefficients u 0 , . . . , u n−1 are known, then it is possible to determine finite upper and lower bounds for u n .
With that in mind, the most basic form of the algorithm works by building up the sequence u 0 , u 1 , u 2 , . . ., using a tree structure, as follows:
• Each node of the tree represents a subsequence of coefficients
where n is the depth of the node in the tree (using the convention that the root is at depth 0). • There is a one-to-one correspondence between the nodes of depth n satisfying a certain condition, described in Section 2.2, and the Garsia numbers of degree n. The algorithm would proceed by building up the tree and checking for nodes that correspond to Garsia numbers. By filling up the tree to depth n, the algorithm finds all Garsia numbers of degree less than or equal to n. (Note that we enforced that u 0 = 2 instead of ±2. This is to ensure that the tree has a single root node. The details of the algorithm make sure that no Garsia numbers are lost by making this restriction.)
It is not difficult to adapt the algorithm so that it finds only the Garsia numbers in a particular interval [c, d] . Notice that bounding the range of the Garsia numbers found corresponds to imposing tighter bounds on the coefficients u n , given the sequence [u 0 , . . . , u n−1 ]. So, to change the algorithm, we compute the modified coefficient bounds for each node, which will reduce the number of children for some of the nodes in the tree, hence restricting the Garsia numbers that are found.
2.2.
The algorithm made precise. The main idea of the algorithm, as described in the previous section, involves building up a tree where each node represents a coefficient sequence [u 0 , . . . , u n ]. To carry out the algorithm, each node is also equipped with additional information. Given a node at depth n with coefficient sequence [u 0 , . . . , u n ], the following pieces of information are stored:
• The sequence [u 0 , . . . , u n ] -this is the identifying feature of the node.
• A polynomial Q n+1 (z) ∈ Q(z), determined by the coefficients u 0 , . . . , u nthis is possibly a Garsia polynomial. • A polynomial R n+1 (z) ∈ Q(z), determined by the coefficients u 0 , . . . , u nthis is possibly a Garsia polynomial.
• A rational number v n+1 , determined by Q n+1 -this is the lower bound for u n+1 that restricts the search to Garsia numbers.
• A rational number w n+1 , determined by R n+1 -this is the upper bound for u n+1 that restricts the search to Garsia numbers.
• A real number V n+1 , determined by c, the polynomials R n (z) and R n+1 (z), and the values of w n , w n+1 , and u n -this is the lower bound for u n+1 that restricts the search to numbers larger than c.
and the values of v n , v n+1 , and u n -this is the upper bound for u n+1 that restricts the search to numbers smaller than d.
The tree is then built up with nodes storing all of this information, where the children of the node with sequence
The values listed above are computed using the following recursive formulas:
Here, and throughout this paper, we use the notation that [x k ]P (x) represents the coefficient of x k in the polynomial P (x). Since the formulas above are recursive, they only apply for n ≥ 1 (which are at nodes of depth n − 1, because a node at depth n has the Q polynomial Q n+1 (z), etc.). It is necessary to provide some initial base cases, which were computed to be as follows.
For the root node with coefficient sequence
:
For children of the root node (the nodes at depth of 1) with coefficient sequence
Once these base cases are established, the recursion formulas described above may be applied, and the tree may be populated and traversed in a straightforward manner.
To identify nodes with their corresponding Garsia polynomials, consider the node with coefficient sequence [u 0 , . . . , u n ].
• If u n = v n , then Q n (z) is a Garsia polynomial, and this node does not have any children.
• If u n = w n , then R n (z) is a Garsia polynomial, and this node does not have any children.
• If neither of the above conditions holds (that is, v n < u n < w n ), then this node does not correspond to a Garsia polynomial.
The origin of the above formulas.
Here is a brief description of how the formulas from the previous section were derived. Given a sequence of integers [u 0 , . . . , u n ], we choose Q n+1 (z) to be the unique monic polynomial of degree n + 1 such that
The values v n+1 and w n+1 , which bound the possible values of u n+1 , are found by finding the next coefficient in each of the above power series expansions, so that the following identities hold:
The straightforward approach would be to find the polynomials Q n+1 (z) and R n+1 (z) by comparing coefficients and solving some linear systems. The values of v n+1 and u n+1 would then be found by evaluating the coefficient of z n+1 in the above series. Rather than carrying out these computations for every node of the tree, it is easier to use the recurrence formulas for Q n+1 (z) and R n+1 (z) listed earlier, which can be derived using the above definitions for these functions and then finding v n+1 and w n+1 in the normal way.
It is known [7] that if the u i are chosen so that v n ≤ u n ≤ w n , then the polynomials produced by the algorithm will exactly be the monic, expansive polynomials with constant term u 0 . (An expansive polynomial is one whose roots are all outside the unit disc of C.) Since the algorithm starts with u 0 = 2, the polynomials will be exactly the Garsia polynomials, as desired.
The technique used to find Garsia numbers within an interval [c, d] requires that there be only one real root within this interval. This will be ensured if we assume c ≥ √ 2, as we can have at most one conjugate greater than √ 2. Let γ be a Garsia number between c and d, and R n and Q n be the polynomials constructed while navigating down the tree towards γ. Let R n have maximal root r n and Q n have a maximal root q n . As with [2, 3, 4] we see that r n and q n form two monotonic sequences approaching γ from opposite directions. Further, r n and q n are maximal roots. This translates to the condition:
Further, as Q n (z) and R n (z) are monic, they are both positive as z tends to infinity. This condition is equivalent to V n ≤ u n ≤ W n , as shown in [2, 3, 4] .
Isolated limit points
In this section we will show that the root of z 2 − z − 1 and z 3 − z 2 − 1 are isolated limit points of the positive real Garsia numbers. Furthermore, we will show that these are the only such limit points greater than √ 2. We say that γ is an isolated limit point if for some r > 0, γ is the only limit point of the Garsia numbers in the interval [γ − r, γ + r].
We do this by recalling the general, nonrestricted tree structure used in the algorithm to find Garsia numbers. There is a one-to-one correspondence between leaf nodes in this Garsia search tree and the Garsia numbers in [1, 2] . Every branch of the tree is either finite or infinite; the finite ones eventually terminate with a leaf, giving a Garsia number, while the infinite branches do not have leaf nodes of their own, but present infinitely many (potential) branching points that may produce offshoot branches with their own leaf nodes.
If two leaf nodes share many common ancestors in the tree, then the corresponding Garsia numbers will be close together on the real line. Thus, the limit points of Garsia numbers can be interpreted in the tree as follows: if N 1 , N 2 , N 3 , . . . is a sequence of nodes in the tree such that N i+1 is the child of N i for all i ≥ 1, and for every m ≥ 1, the node N m has a descendant that is a leaf node, then the branch N 1 , N 2 , N 3 , . . . corresponds to a limit point of the Garsia numbers. In particular, if the number of such branches beginning with N 1 is finite, then the limit points corresponding to those branches are isolated.
We will therefore make use of the following definitions:
Definition 3.1. Given a node N in the Garsia search tree, let T N denote the subtree rooted at N ; that is, the tree consisting of the node N and all descendants of N . We will say that the subtree T N contains a limit point if there exists a branch of nodes N, N 1 , N 2 , N 3 , . . . that corresponds to a limit point of Garsia numbers. If such a branch exists and is unique, then we will say that the subtree T N contains a unique limit point.
It is clear that if a subtree T N contains a unique limit point, then that limit point is isolated. Thus, to find an isolated limit point of the Garsia numbers, it suffices to find a subtree of the Garsia search tree that contains a unique limit point.
Every node in the Garsia search tree is equipped with two parameters, v ≤ w, that give bounds on how many children that node can have: the node has exactly one child for every integer u lying within the range [v, w] . This motivates the following definition (used by Boyd when describing the analogous tree for Pisot numbers): Definition 3.2. For a given node on the tree of Garsia numbers described earlier, we say that the width of the node is the value w − v.
Thus, if a node has width of W , then the node will have at least W children and at most W + 1 children. By the algorithm, the leaf nodes are nodes that have width exactly 0.
A nontrivial fact is that as we move further down the tree, the widths of nodes decrease. This comes from the identity stated by Boyd, which says that for a node at level n with bounds v n and w n ,
where u n is an integer in [v n , w n ] giving rise to a child with bounds v n+1 and w n+1 . It follows that
and hence the width of a child node is never larger than the width of its parent. A consequence of this decreasing width property is that it is less common for nodes deep down the tree to have many children. For example, once a node has width strictly less than 1, neither it nor any of its descendants can support more than a single child. Thus, any nonleaf node N 0 with width less than 1 has two possibilities: either its descendants continue for a finite number of generations in a chain, eventually terminating with a leaf node (and hence a single Garsia number), or its descendants continue for an infinite number of generations to form an infinitely long chain, with no leaf node at all (hence no Garsia numbers). In any case, if the node N 0 has width less than 1, then the subtree T N 0 will contain at most one leaf node, and in particular, T N 0 will not contain any limit points.
This results in the following useful lemma: 
Then M k+1 must have width strictly less than 1, since N k+1 is the only child of N k with width of at least 1. But this would imply that T M k +1 does not contain a limit point, which contradicts the fact that M k+1 is a node in a branch representing a limit point. Thus if the subtree T N 1 contains a limit point, it must contain a unique limit point. Hence T N 1 contains at most one limit point, which is isolated if it exists.
The next lemma helps identify situations where Lemma 3.1 is applicable. Proof. Let N be a node in the Garsia search tree. Suppose that N has width W < 2.1, and that N has at least one child with width greater than 2. Since the width of a child node is never larger than the width of the parent node, we deduce that 2 < W < 2.1, and thus N will either have two children or three children. Without loss of generality, we will assume that the interval corresponding to this
Suppose that N has exactly three children, corresponding to three integers u, u+
In order to fit all three integers in this interval, we must have 0 ≤ u ≤ W − 2 < 0.1.
The left child, given by the integer u, has width
Similarly, the right child of N , corresponding to the integer u + 2, has width
Thus at least two of the three children of node N have width strictly less than 1. Thus the remaining child must be the one with width greater than 2, and hence N has only one child with width of at least 1, as desired.
Suppose now that N has exactly two children, corresponding to two integers u and u + 1 in the interval [v n , w n ] = [0, W ]. In order to prevent having more than two integers in this interval, we must have W − 2 < u ≤ W − 2 < 0.1.
By hypothesis, at least one of the two children nodes of N has width larger than 2. Without loss of generality, suppose that the left child, corresponding to integer w, has width larger than 2. This implies that
If the right child of N , corresponding to integer u + 1, has width strictly less than 1, then N has exactly one child with width larger than 1, and the theorem is proven. We may therefore assume that the right child has width of at least 1; thus we have
and thus
Similarly, equation (3) implies that
and so we obtain
Combining both inequalities, it follows that
and in particular, we have
Thus, in order for both inequalities (2) and (3) to hold, we must have 15W 2 − 24W − 16 > 0. The roots of the polynomial 15W 2 − 24W − 16 are (4 ± 8 √ 6)/5, so (2) and (3) imply that either
However, we have 0 ≤ W ≤ 2.1, so neither condition is satisfied. Therefore, at least one of the inequalities (2) or (3) must be false. Thus, if N has exactly two children, one of which has width larger than 2, then the other must have width strictly less than 1, which completes the proof of the theorem. Note that the statement of the theorem can be improved. Rather than requiring a node to have width less than 2.1, we can relax the requirement to having width less than (4 + 8 √ 6)/5 ≈ 2.1063. However, this relaxation is not necessary, and makes the statement and proof of the theorem more complicated. 
have at least three children, and hence have width at least 2.
. It is known that R n (x) has a Garsia number as a root for all n ≥ 1.
Let F n be a sequence of integers where
For n ≥ 3, we will prove that
We will show that
by demonstrating that the coefficients of
are the same as those of R n (x) = x n+2 − x n+1 − x n + x 2 − 2 for all terms of degree up to n + 2.
It is straightforward to see that the following equations hold for n ≥ 3:
Hence f (x) and R n (x) have the same coefficients up to degree n + 2; thus
). This completes the proof of the claim.
It is known that Q n (x) has a Garsia number as a root for all n ≥ 2.
Using these polynomials, we make the following claim:
The proof of this claim is similar to that of the previous claim, where for the n ≥ 3 case we show the stronger claim that
The details will not be shown. Now, for any n ≥ 1, the coefficients of the series expansions of R n (x)/(−R * n (x)) and Q n (x)/Q * n (x) agree for the first n terms, as R n (x)/(−R * n (x)) has the coefficient sequence [ License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use which proves the result. The proof of the second node is similar to that of the first.
The next Lemma is the result of a direct computation. 
whereas the middle child is associated to the limit point z 2 − z − 1 and z 3 − z 2 − 1. See Figure 1 below. A quick check of all Garsia numbers in [ √ 2, 2] shows that these are the only nodes of degree greater than 60 with width greater than 1. This completes the proof.
A construction using Rouche's Theorem
In the previous section we showed the existence of two isolated limit points. In this section, we give sufficient criteria for a limit point to exist, as well as give an infinite family of limit points of Garsia numbers.
Lemma 4.1. Consider a pair of polynomials f (z) and g(z) with the following properties:
(
is the minimal polynomial of a complex Garsia number.
has a Garsia number as a root.
Proof. By Rouche's Theorem, (4) will have no roots strictly inside the unit circle. For k ≥ 1, this polynomial will be of norm ±2, and hence it will have a (possibly complex) Garsia number as a root. If f (z) has a root |γ| > 1, then one of the roots of f (z)z k ± g(z) will approach γ as k → ∞. Consider as an example:
The roots of these polynomials have the golden ratio as a limit point as k tends to infinity. Combining this with Lemma 1.1 gives an infinite number of limit points, with these limit points tending to 1. Hence 1 is in the second derived set of Garsia numbers. Based upon some computational searches (discussed in Section 6), it is believed that all limit points will be of this form.
Our claim is that these two polynomials satisfy the conditions of Lemma 4.1, and hence
has a Garsia number as a root. First, write z = cos(θ) + i sin(θ). To show part (3) of Lemma 4.1, it suffices to show that We notice that Proof. Let λ n,k be the root of z n+k −z n −1. This is equivalent to
2. This, combined with the fact that for fixed k, lim n→∞ λ n,k = 1, gives the desired result.
Recall that for Pisot numbers, there is a nice construction for all of the limit points. Moreover, we know the families of Pisot numbers that approach these limit points. These limit points, along with the Pisot numbers approaching them, are called regular Pisot numbers. Inspired by this notation, we say that the Garsia numbers arising from equation 4, where f (z) has a positive real root greater than 1, are regular Garsia numbers. Ideally, we would like to say that these are equivalent to Garsia numbers arising from equation (1) . Unfortunately, we do not know that all roots look like roots of z n − z m − 1. Moreover, even if we did know that, we do not know that all of the companion Garsia polynomials needed for this result are of the form z n − z m + z n−m + 2.
Irregular Garsia numbers exist
For this section, we are assuming that all regular Garsia numbers are the roots of polynomials of the form 
Since A(λ) is positive, the Garsia root of A(z) must be to the left of λ along the x-axis, and hence the root of A(z) approaches λ from below. A similar argument shows that the Garsia root of B(z) approaches λ from above, as desired.
The next lemma shows that the Garsia roots of sequences of regular Garsia polynomials approach their limit points monotonically. Proof. Since A n,m,k (α k ) = 0, we have that
Here, both sides of the equality are negative, since
Multiplying by α k gives
since α k > 1, and so
Thus α k is strictly to the left of α k+1 , the root of f (z)z k+1 + g(z). This means that
A similar argument shows that as k increases, then the β k decrease.
Our next lemma shows that as the parameter m increases in a regular Garsia polynomial, the Garsia number moves farther from the limit point. Hence
and thus the root, β m+1 , of the above polynomial is greater than β m . Hence β n,m,k < β n,m+1,k as required.
Combining our results so far gives the next lemma:
for all m and k.
Proof. We see that for fixed n and m that α n,m,k is minimized and β n,m,k is maximized for k = 1. For fixed n and k we see that α n,m,k is minimized and β n,m,k is maximized for m = n − 1.
We now show that as m increases, the Garsia roots are (in some sense) decreasing. Since the general function
is increasing, we can deduce from the above equations and inequalities thatβ n+1 < β n , and soβ n decreases as n increases, as desired.
We are now ready to prove the main theorem.
Proof of Theorem 5.1. Consider a Garsia number γ that we suspect is irregular. We see that there are only a finite number of possible n such that α n,m,k or β n,m,k could equal γ. This is because α n,m,k , β n,m,k <β n andβ n is decreasing. So, we need only check those n such thatβ n ≥ γ. We see that for fixed n, there are only a finite number of possible m that need to be checked, namely m = 1, 2, . . . , n − 1.
For fixed n and m, we see that we need only check one of α n,m,k or β n,m,k , but not both. In particular, if γ < λ n,m , we need only check α n,m,k ; similarly, if γ > λ n,m , we need only check β n,m,k .
Lastly, for fixed n and m, we need only check a finite number of k. For example, if γ < λ n,m , we need only check those k such that α n,m,k ≤ γ. Similarly, if γ > λ n,m , we need only check those k such that β n,m,k ≥ γ.
Hence for any γ, we need only check a finite number of regular Garsia numbers to see if γ is regular or irregular.
Some examples are summarized in Table 1 .
Heuristic search for limit points
We saw in Theorem 1.2 that we have limit points at the roots λ n,m of z n −z m −1. We also know from Section 3 that the only limit points of positive real Garsia numbers greater than √ 2 are limit points of this type. In this section, we provide some computational evidence that these are the only limit points greater than 1.
We see from Lemma 4.1 that if we have a (possibly complex) Garsia number with minimal polynomial g(z), and some other polynomial f (z) where |f (z)| ≤ |g(z)| on |z| = 1, then we can use this to construct new Garsia numbers. Moreover, if f (z) has a positive root greater than 1, then these polynomials have a root approaching the root of f (z).
There are 244 minimal polynomials of Garsia numbers of degree less than or equal to 6. Call this set G. There are are 5229043 monic polynomials of degree less than or equal to 6 with integer coefficients less than 6 in absolute value. Call this set F .
For each f in F , and each g in G, we check if |f (z)| ≤ |g(z)| for all |z| = 1. To perform this computation efficiently, we loop through the possible polynomials in G, and for each g ∈ G, we check for each f ∈ F if the inequality holds at a number of random points around |z| = 1. Only after we have reduced this list of potential polynomials in F down to a reasonable size (typically, fewer than 100) do we computationally check if the desired inequality holds. To do this, we check if
is nonnegative on the interval [−1, 1]. This is quite easy to automate with a computer.
The results of this search are listed in Table 2 . Only those polynomials f (z) such that f (z) has a positive root greater than 1 are listed, although many more can be found by this method. Table 4 . Sporadic examples of complex Garsia polynomials Table 5 . Positive real Garsia numbers with degree less than or(4) Notice that if λ is a limit point of Garsia numbers, then so are the complex values n √ ±λ for all n. Are there any nonobvious complex limit points of the set of complex limit points? (5) Can we somehow modify the algorithm in Section 2 to work for any real interval, or any complex region? Currently what we do is find all Garsia numbers of some fixed degree, and then filter the results. (6) The obvious variation of these polynomials, where norm(γ) = ±m is studied in [8] . Which results, if any, have analogous results in this more general setting?
