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ON GENERAL SKEW BROWNIAN MOTIONS
LIPING LI
ABSTRACT. The aim of this paper is two-fold. On one hand, we will study the distorted
Brownian motion on R, i.e. the diffusion processX associated with a regular and strongly
local Dirichlet form obtained by the closure of E (f, g) = 1
2
∫
R
f ′(x)g′(x)ρ(x)dx for
f, g ∈ C∞
c
(R) on L2(R,m), where m(dx) = ρ(x)dx and ρ is a certain positive function.
After figuring out the irreducible decomposition of X , we will present a characterization
of that X becomes a semi-martingale by virtue of so-called Fukushima’s decomposition.
Meanwhile, it is also called a general skew Brownian motion, which turns out to be a weak
solution to the stochastic differential equation with certain µ:
(0.1) dYt = dWt +
∫
R
µ(dz)dLz
t
(Y ),
where (Wt)t≥0 is a standard Brownian motion and (L
z
t
(Y ))t≥0 is the symmetric semi-
martingale local time of the unknown semi-martingale Y at z. On the other hand, the
stochastic differential equation (0.1) will be considered further. The main purpose is to
find the conditions on µ equivalent to that there exist general skew Brownian motions be-
ing weak solution to (0.1). Moreover, the irreducibility and the equivalence in distribution
of expected general skew Brownian motions will be characterized. Finally, several spe-
cial cases will be paid particular attention to and we will prove or disprove the pathwise
uniqueness for (0.1).
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1. INTRODUCTION
Consider the stochastic differential equation (SDE in abbreviation) of an unknown semi-
martingale (Yt)t≥0:
(1.1)

 dYt = dWt +
∫
R
µ(dz)dLzt (Y ),
Y0 = x ∈ R,
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where (Wt)t≥0 is a standard Brownian motion, µ = µ
+ − µ− is the difference of two
positive measures on R with µ+ ⊥ µ− and (Lzt (Y ))t≥0 is the symmetric semi-martingale
local time of Y at z. Precisely speaking,
(1.2) Lzt (Y ) = lim
ε↓0
1
2ε
∫ t
0
1(z−ε,z+ε)(Ys)d〈Y 〉s, a.s.,
where 〈Y 〉 is the quadratic variation process of Y (see [19, Chapter VI §1]). Note that
t → Lzt (Y ) is a.s. increasing and dL
z
t (Y ) in (1.1) means the differential of L
z
t (Y ) in
t. A weak solution to (1.1) is a pair (Y,W ) on a certain probability space, where Y is a
continuous semi-martingale andW is a standard Brownian motion, such that for all t ≥ 0,
z 7→ Lzt (Y ) is a.s. |µ|-integral where |µ| := µ
+ + µ− and
Yt − x = Wt +
∫
R
Lzt (Y )µ
+(dz)−
∫
R
Lzt (Y )µ
−(dz).
We say the pathwise uniqueness holds for (1.1) if two weak solutions (Y 1,W ) and (Y 2,W )
with the same Brownian motionW must coincide, i.e. Y 1 = Y 2. The well-posedness of
(1.1) means the existence of its weak solutions and that the pathwise uniqueness holds.
A motivated example is µ = (2α − 1)δ0 for a constant α ∈ (0, 1). With this µ, (1.1)
is well posed and its solution is the so-called α-skew Brownian motion (see [13]). This
process behaves like a Brownian motion except for the sign of each excursion is chosen by
using an independentBernoulli randomvariable of the parameterα. Clearly, the symmetric
case α = 1/2 coincides with Brownian motion. For α 6= 1/2, the non-martingale part in
(1.1) makes sense and the support {0} of (2α − 1)δ0 is crucial, since α-skew Brownian
motion is “skew” only at 0. Generally in a celebrated work [14], Le Gall proves that
the following assumption on µ is sufficient for the well-posedness of (1.1): |µ| is finite
and |µ({z})| < 1 for any z ∈ R. Then Bass and Chen [2] extend this result to the
cases allowing |µ({z})| = 1. Special situations are paid particular attention to by other
researchers. For example, Ramirez [18] considers the case µ =
∑
p∈Z(2αp−1)δzp , where
αp ∈ (0, 1) and {zp : p ∈ Z} ⊂ R has no accumulation points. The associated diffusion
as the unique weak solution to (1.1) is called a multi-skewed Brownian motion therein,
and its infinitesimal generator and the conditions for its recurrence and positive recurrence
are explored. In [17], the set {zp : p ∈ Z} is replaced by another one with exactly one
accumulation point, i.e. {zp : p ∈ Z} = {0, lk, rk : k ∈ Z} and
µ =
∑
k∈Z
(
(2α−k − 1)δlk + (2α
+
k − 1)δrk
)
+ (2α0 − 1)δ0,
where α−k , α
+
k , α0 ∈ (0, 1), and (lk)k∈Z and (rk)k∈Z are two sequences of real numbers
such that
(1.3)
lk < lk+1 < 0 < rk < rk+1, (∀k ∈ Z),
lim
k→∞
lk = 0 = lim
k→−∞
rk, lim
k→−∞
lk = −∞, lim
k→∞
rk =∞.
It is proved that under a local version of Le Gall’s condition:
∞∑
k=1
|2α−k − 1|+
1∑
k=−∞
|2α+k − 1| <∞,
the SDE (1.1) is well posed. Then its unique solution is called a countably skewed Brow-
nian motion in [17]. The properties of countably skewed Brownian motion like the non-
explosion, recurrence and positive recurrence are further studied in [17]. Some other papers
concerning (1.1) are [16, 21] and the references therein.
In several works mentioned above such as [16–18], the theory of Dirichlet forms has
been applied with some success to construct weak solutions to (1.1). Let us use a few
lines to explain some details. A Dirichlet form is a symmetric Markovian closed form
on an L2(E,m) space, where E is a nice topological space and m is a fully supported
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Radon measure on it. Dirichlet forms are closely linked with Markov processes because
of their Markovian property. Due to a series of important works by Fukushima, Silverstein
in 1970’s and Albeverio, Ma and Ro¨ckner in 1990’s, it is now well known that a regular or
quasi-regular Dirichlet form is always associated with a symmetric Markov process. We
refer the notions and terminologies in the theory of Dirichlet forms to [5] and [11]. In
our case, let m(dx) = ρ(x)dx be a fully supported positive Radon measure on R. This is
meant to assume
(1.4) ρ ∈ L1loc(R) and
∫
U
ρ(x)dx > 0
for any non-empty open set U . Consider a quadratic form on L2(R,m):
(1.5) E (f, g) :=
1
2
∫
R
f ′(x)g′(x)ρ(x)dx, f, g ∈ C∞c (R).
We need to point out except for (1.4), another condition is necessary for the closability of
(1.5). That is, ρ should vanish a.e. on its singular set (see [12] and [11, Theorem 3.1.6])
S(ρ) :=
{
x ∈ R : for any ε > 0,
∫ x+ε
x−ε
1
ρ(y)
dy =∞
}
.
Under these two conditions, denote the closure of (1.5) by (E ,F ). Clearly, it is a regular
and strongly local Dirichlet form on L2(R,m) and thus induces a diffusion process X =
{(Xt)t≥0, (Px)x∈R} on R, which is usually called a distorted Brownian motion (see [1]).
The reason that (1.5) interests us is thatX is possibly a semi-martingale and its martingale
part is equivalent to a Brownian motion. For example, if ρ is good enough (such as a
continuously differential function with 1/c < ρ < c for some constant c > 1), thenX is a
semi-martingale underPx for any x ∈ R and
(1.6) Xt − x = Bt +
∫ t
0
ρ′
2ρ
(Xs)ds = Bt +
∫
z∈R
Lzt (X)
ρ′(z)
2ρ(z)
dz,
whereBt is a certain Brownian motion and L
z
t (X) is the symmetric semi-martingale local
time of X at z. The second equality in (1.6) is due to the occupation times formula (see
[19, Chapter VI. (1.6)]). As a result, (E ,F ) is linked with a weak solution to (1.1) with
µ(dz) = ρ
′(z)
2ρ(z)dz. It is also possible to take an uncountinuous density function ρ. In [17]
(as well as [18]), the unique solution to (1.1) is associated with the Dirichlet form (E ,F )
where ρ is a step function of the form
(1.7) ρ(x) =
∑
n≥1
γn1(an,bn)(x),
{γn : n ≥ 1} is a set of positive numbers determined by {α
−
k , α
+
k : k ∈ Z} and {(an, bn) :
n ≥ 1} is a set of disjoint open intervals such that ∪n≥1(an, bn) = R\ {zp : p ∈ Z}. Note
incidentally that α-skew Brownian motion corresponds to
ρ(x) =
1− α
α
1(−∞,0)(x) + 1(0,∞)(x)
for α ∈ (0, 1).
The aim of this paper is twofold. On one hand, we will characterize when the distorted
Brownian motionX is a semi-martingale and derive its representation. It is in the hope that
the expression (1.6) can be extended to distorted Brownian motions with density functions
in a family as wide as possible and particularly, the special situations mentioned above can
be covered by a more general framework. On the other hand, we wish to find a general
set of measures, with µ in which the SDE (1.1) has weak solutions associated with certain
Dirichlet forms. It is also of interest to prove or disprove the pathwise uniqueness for (1.1).
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To study the distorted Brownian motion, the basic tool is the well-known Fukushima’s
decomposition. Note that u(x) := x belongs to the local Dirichlet space Floc and then we
can write the Fukushima’s decomposition ofX relative to u:
(1.8) Xt −X0 = M
u
t +N
u
t ,
where Mu is a martingale additive functional (MAF in abbreviation) and Nu is a con-
tinuous additive functional (CAF in abbreviation) locally of zero energy (see [11, §5.2]).
One can easily deduce thatMu is equivalent to a standard Brownian motion (see Proposi-
tion 3.2). So the challenge is to characterizeNu and to figure out the connections between
Nu and symmetric semi-martingale local times. Related considerations to formulate Nu
are presented in [9, 10] as well as the references therein and collected in the book [11, §5].
It turns out thatNu is of bounded variation, if and only if a certain smooth signed measure
ν exists with E (u, g) = 〈ν, g〉 for any function g in a certain family. As a result,
(1.9) Nut = −
∫
R
ℓzt ν(dz),
where (ℓzt )t≥0 is the positive continuous additive functional (PCAF in abbreviation) of δz
in their Revuz correspondence relative to (E ,F ), i.e. for any f ∈ Cc(R),
δz(f) = lim
t↓0
1
t
∫
R
m(dx) · Ex
∫ t
0
f(Xs)dℓ
z
s.
There are sufficient conditions like ρ is locally of bounded variation (see [10]) that can lead
to the existence of ν. But we are not satisfied with them. In §3, one of the main results
Theorem 3.6 will state an equivalent condition based on the irreducible decomposition of
X . More precisely, X is not necessarily irreducible, as shown in §A.1. This means a
proper subset A of R may exist such that X will never leave A if starts from a point in
A. This set A is called an invariant set of X and the restriction X |A of X to A is also
a Markov process (see [5, §2.1]). By virtue of a representation theorem obtained in [15],
X can be characterized by a set of so-called effective intervals {(Ik, sk) : k ≥ 1}, where
{Ik : k ≥ 1} is a set of disjoint intervals and sk is an “adapted” scale function on Ik.
Each Ik is an invariant set of X and its restriction X |Ik to Ik is an irreducible diffusion
determined by sk. After figuring out the expression of these effective intervals in §2, we
will conclude in Theorem 3.6 thatNu is of bounded variation, if and only if for any k ≥ 1,
the restriction ρ|Ik of ρ to Ik is locally of bounded variation. Moreover,−ν|Ik where ν is in
(1.9) is the induced measure (on Ik) of ρ|Ik . To link N
u with symmetric semi-martingale
local times, it will turn out in Lemma 4.3 that
(1.10) Lzt (X) =
ρ(z) + ρ(z−)
2
· ℓzt ,
where ρ(z−) is the left limit of ρ at z (see Definition 3.4). This formula extends a result
in [17]. As a consequence, one can find thatX is a weak solution to (1.1) with
(1.11) µ(dz) = −
ν(dz)
ρ(z) + ρ(z−)
.
When ρ satisfies the condition stated above, we shall call X a general skew Brownian
motion (with the density function ρ) in Definition 5.1.
As an outgrowth of the study concerning distorted Brownian motions, we will recon-
sider the SDE (1.1) and the main purpose is to find suitable conditions on µ such that there
exist general skew Brownian motions being weak solutions to (1.1). Since it suffices to
construct a density function ρ satisfying (1.11) for the given µ, first of all, we must impose
|µ({z})| ≤ 1. Denote
G := {z ∈ R : ∃ε > 0, |µ|((z − ε, z + ε)) <∞}.
ON GENERAL SKEW BROWNIAN MOTIONS 5
Clearly,G is open and may be written as a union of disjoint open intervals:
G = ∪n≥1In = ∪n≥1(an, bn).
Then a complete characterization of the existence of related skew Brownian motions will
be phrased in Theorem 6.4. It is shown that Ξ+ := {z : µ({z}) = 1} (resp. Ξ− := {z :
µ({z}) = −1}) has to be a subset of {an : n ≥ 1} (resp. {bn : n ≥ 1}) and one must
further impose |µ|(Gc \ Ξ) = 0 where Ξ := Ξ+ ∪ Ξ−. Particularly, |µ| is Radon on each
In with |µ({z})| < 1 for any z ∈ In. Hence restricting to In, the density function ρ is
determined by µ uniquely up to a multiplicative constant in a classical manner (6.3) (see
also [14, Lemma 2.1]). The next crucial step is to obtain the effective intervals by gluing
all so-called scale-connected intervals in {In : n ≥ 1}. This will be accomplished in §6.3.
Since every condition in this characterization is both sufficient and necessary, the theory of
Dirichlet forms has done its best to attain weak solutions to (1.1).
We declare general skew Brownian motions related to (1.1) to be unique if all of them
are equivalent in distribution. When this uniqueness fails, there are obviously different
weak solutions to (1.1) and occasionally, infinite ones can be found. An interesting example
will be raised in Corollary 7.11, whereGc is a generalized Cantor set and µ =
∑
n≥1 δan−∑
n≥1 δbn . It is also worth noting that this kind of uniqueness holds, if and only if every
effective interval is ended by an and bn for some n (see Corollary 7.6). More precisely,
the set of effective intervals must be {〈an, bn〉 : n ≥ 1}, where 〈an, bn〉 may be open,
semi-open/semi-closed or closed. Moreover, |µ| is Radon on 〈an, bn〉 and the restriction
X |〈an,bn〉 ofX to 〈an, bn〉 is uniquely determined by µ. As explained in Remark 7.4, there
is a sense in which this uniqueness leads to the pathwise uniqueness of (1.1) by attaching
a suitable lifetime to the weak solutions.
Three special cases of Theorem 6.4 will be explored further. The first one is Gc = ∅.
In other words, |µ| is Radon on R and |µ({z})| < 1 for any z ∈ R. On one hand, we will
indicate that there exists a unique general skew Brownian motion related to (1.1). On the
other hand, (1.1) is well posed as proved in Theorem7.1 and hence its uniqueweak solution
coincides with the general skew Brownian motion obtained above. It is worth noting that
the situations appeared in [14], [17] and [18] are covered by this case. The second case
assumes that Gc = Ξ is a discrete set of countable points. A point z ∈ Ξ+ (resp. z ∈ Ξ−)
is usually called a right (resp. left) barrier as it is indicated in [4] that when |µ| is Radon
on R, the solution to (1.1) for x ≥ z (resp. x ≤ z) cannot pass through z. However in our
case, |µ| is not necessarily Radon on R and the “barriers” in Ξ may play different roles.
In practice, we will classify every point in Ξ as a real, pseudo or nonsensical barrier in
§7.2. These names come from the following facts stated in Theorem 7.3: The presence
of nonsensical barriers breaks the existence of general skew Brownian motions related to
(1.1); pseudo barriers are not “real” because every related general skew Brownian motion
can pass through them from both sides; and only real barriers are effective like the case
|µ| is Radon on R. Finally, the third case involves a Cantor-type structure, i.e. Gc is
assumed to be a generalized Cantor set K . Without loss of generality, we further assume
Ξ+ = {an : an > −∞, n ≥ 1} and Ξ− = {bn : bn <∞, n ≥ 1}. It is the case that every
point in Gc is an accumulation point of Ξ. The characterization of the existence of related
general skew Brownian motion will be simplified in Theorem 7.9. Particularly, whenK is
produced by a sequence {αj : j ≥ 1} of numbers in (0, 1) with αj ≡ α ∈ (0, 1) (α = 1/3
corresponds to the standard Cantor set), α < 1/4 leads to the irreducibility of all related
general skew Brownian motions and for α ≥ 1/4, they are unique.
The rest of this paper is organized as follows. In the sections from §2 to §5, we will study
the distorted Brownian motion X associated with the Dirichlet form (E ,F ) given by the
closure of (1.5). The basic properties and the expression of the effective intervals of X
will be presented in §2. The section §3 is mainly devoted to prove an equivalent condition
of that Nu in the Fukushima’s decomposition (1.8) is of bounded variation. Particularly,
the semi-martingale representation of X will be obtained under the same condition. In §4,
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the relation between ℓz and Lz(X) will be figured out. As a result, we can conclude in
§5 that the so-called general skew Brownian motion is a weak solution to (1.1) with µ in
(1.11). Note that we will review a representation theorem for regular and strongly local
Dirichlet forms on L2(R,m) in the appendix A and their quasi notions like E -nest, E -
polar set, E -quasi-continuous function and smooth measure will be characterized in A.2.
These characterizations play an important role in proving the results mentioned above.
The remainder sections are devoted to the exploration of the SDE (1.1). After preparing a
useful lemma in Lemma 6.3, the main result characterizing the existence of related general
skew Brownian motions will be stated in Theorem 6.4. Moreover, Corollaries 6.13 and
6.14 describe their irreducibility and equivalence in distribution. The three special cases
mentioned above will be treated in §7. We should point out that the appearing processes in
this part are assumed to be conservative, and the conditions (6.7), (7.1), (7.10) and (7.14)
are used only for guaranteeing this assumption in various situations.
Notations. Let us put some often used notations here for handy reference, though we may
restate their definitions when they appear.
The notation ‘:=’ is read as ‘to be defined as’. For a < b, I := 〈a, b〉 is an interval where
a or b may or may not be contained in 〈a, b〉. The classes Cc(I), C1c (I) and C
∞
c (I) denote
the spaces of all continuous functions on I with compact support, all continuously dif-
ferentiable functions with compact support and all infinitely differentiable functions with
compact support, respectively. The restrictions of a measure µ and a function f to an inter-
val I are denoted by µ|I and f |I respectively. The notation 〈µ, f〉 stands for the integration
of f with respect to µ. For a scale function s (i.e. a continuous and strictly increasing
function) on I, ds represents its associated measure on I. Given a scale function s on I
and another function f on I, f ≪ smeans f = g ◦ s for an absolutely continuous function
g and
df
ds
:= g′ ◦ s,
where g′ is the derivative of g. The notation δz stands for the Dirac measure at z ∈ R.
Given a difference of two positive measures µ = µ+ − µ− with µ+ ⊥ µ−, we say µ is
Radon signed on I if for any compact subintervalK of I, µ|K := µ+|K −µ−|K is a finite
signed measure onK . Set |µ| := µ+ + µ−.
Fix a Markov process X = {(Xt)t≥0, (Px)x∈E , ζ} associated with a Dirichlet form
(E ,F ) on L2(E,m), wherePx is the probability measure such thatPx(X0 = x) = 1 and
ζ is the lifetime of X . The notation Ex is the expectation induced by Px. We shall write
(Xt,Px) for this Markov process if no confusions cause. However when x is specific,
(Xt,Px) also stands for the stochastic process (Xt)t≥0 under the probability measurePx.
Let A be an invariant set of X , then X |A stands for its restriction to A. All terminologies
about Dirichlet forms and Markov processes are standard and we refer them to [5, 11].
2. DISTORTED BROWNIAN MOTIONS
What we are concerned with is a special family of regular and strongly local Dirichlet
forms whose associated diffusions are the so-called distorted Brownian motions. Take a
positive function ρ on R satisfying the assumption:
(A) (1.4) holds and ρ vanishes a.e. on its singular set
S(ρ) =
{
x ∈ R : for any ε > 0,
∫ x+ε
x−ε
1
ρ(y)
dy =∞
}
.
Set m(dx) := ρ(x)dx henceforth. Then the quadratic form
(2.1)
D(E ) = C∞c (R),
E (f, g) =
1
2
∫
R
f ′(x)g′(x)ρ(x)dx, f, g ∈ D(E )
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is closable on L2(R,m) by [11, Theorem 3.1.6]. Denote its closure by (E ,F ), which is
clearly a regular and strongly local Dirichlet form on L2(R,m), and the associated dif-
fusion process of (E ,F ) by (Xt,Px). This process is the so-called distorted Brownian
motion.
The distorted Brownian motion can be represented by a set of so-called effective in-
tervals {(Ik, sk) : k ≥ 1} as reviewed in Theorem A.1 (see also [15, §3.4]). Roughly
speaking, Ik = 〈ak, bk〉 are mutually disjoint intervals and sk is a continuous and strictly
increasing function on Ik; each Ik is an invariant set ofX and the restrictionX |Ik ofX to
Ik is an irreducible diffusion with the scale function sk. Hereafter, we always take a fixed
point ek ∈ (ak, bk) and impose sk(ek) = 0. Particularly, we can summarize the following
results.
Lemma 2.1. (see [15, §3.4]) Let (E ,F ) be the closure of (2.1) and {(Ik, sk) : k ≥ 1}
the set of its effective intervals. Then
(1) S(ρ) =
(
∪k≥1I˚k
)c
where I˚k = (ak, bk) is the interior of Ik and particularly
S(ρ) is nowhere dense;
(2) sk is absolutely continuous and its derivative s
′
k > 0 a.e. on Ik for any k ≥ 1;
(3) ρ = 1/s′k a.e. on Ik for any k ≥ 1;
(4) X is irreducible, if and only if 1/ρ ∈ L1loc(R).
Remark 2.2. Let us explain the details to obtain {(Ik, sk) : k ≥ 1}. Note that S(ρ) is
closed and hence S(ρ)c can be written as a union of disjoint open intervals: S(ρ)c =
∪k≥1(ak, bk). Take a fixed point ek ∈ (ak, bk) and set sk(x) :=
∫ x
ek
1
ρ(z)dz. Further
let Ik := 〈ak, bk〉, where the finite endpoint ak ∈ Ik (resp. bk ∈ Ik) if and only if
sk(ak) := limx↓ak sk(x) > −∞ (resp. sk(bk) := limx↑bk sk(x) < ∞). Finally, we
obtain the set of effective intervals {(Ik, sk) : k ≥ 1}.
It is worth noting that (∪k≥1Ik)
c
is of zero m-measure since ρ = 0 a.e. on S(ρ).
As a consequence, (∪k≥1Ik)
c
is m-polar relative to (E ,F ) by Corollary A.4. However
every single point in ∪k≥1Ik is of positive capacity. Moreover, when Ik is bounded (i.e.
|ak| + |bk| < ∞), the restriction of X to Ik is recurrent. Hence the explosion of X is
possibly happened only at the infinite endpoints of some effective interval. Particularly,
the conservativeness ofX is characterized in Proposition A.5.
3. SEMI-MARTINGALE REPRESENTATION
The main purpose of this section is to study when the distorted Brownian motion associ-
ated with (E ,F ) becomes a semi-martingale. To this end, consider the coordinate function
u(x) = x for any x ∈ R. Note that u ∈ Floc. Then the Fukushima’s decomposition ofX
relative to u is written as follows: for q.e. x ∈ R andPx-a.s.,
(3.1) Xt −X0 = M
u
t +N
u
t , 0 ≤ t < ζ,
where Mu = (Mut )t≥0 is an MAF locally of finite energy, N
u = (Nut )t≥0 is a CAF
locally of zero energy, and ζ is the lifetime ofX (see [11, §5.5]).
3.1. Martingale additive functional. Denote the energy measure ofMu, i.e. the Revuz
measure of the predictable quadratic variation 〈Mu〉 ofMu by µ〈Mu〉 (see [11]).
Lemma 3.1. It holds that
(3.2) µ〈Mu〉 = 1{∪k≥1Ik} ·m.
Proof. For every n ≥ 1, take un ∈ C∞c (R) such that un = u on (−n, n). Denote the
MAF in the Fukushima’s decomposition ofX relative to un byM
un . For any f ∈ C∞c (R)
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with supp[f ] ⊂ (−n, n), it follows from [11, Theorem 5.2.3] and Theorem A.1 that∫
R
fdµ〈Mun 〉 = 2E (un, unf)− E (u
2
n, f)
=
∑
k≥1
∫
Ik
f ·
(
dun
dsk
)2
dsk
=
∫
∪k≥1Ik
f(x)m(dx).
Hence µ〈Mun 〉 = 1∪k≥1Ik · m on (−n, n). Note that µ〈Mu〉 = µ〈Mun 〉 on (−n, n). This
leads to (3.2). 
Then we can conclude the following description ofMu.
Proposition 3.2. For any x ∈ ∪k≥1Ik, Mu is equivalent to a one-dimensional standard
Brownian motion up to ζ under the probability measure Px. In other words, there exists a
one-dimensional standard Brownian motion Bt underPx such that
(3.3) Mut = Bt, 0 ≤ t < ζ.
For any x /∈ ∪k≥1Ik, it holds in the sense of Px-a.s.,
Mut = 0, ∀t ≥ 0.
Proof. Note that (3.2) indicates that for x ∈ R and Px-a.s.,
〈Mu〉t =
∫ t
0
1{∪k≥1Ik}(Xs)ds, t ≥ 0.
In the case of x ∈ ∪k≥1Ik, 〈Mu〉t = t∧ ζ and hence (3.3) holds by virtue of [19, Chapter
5, (1.7)]. However in the case of x /∈ ∪k≥1Ik, 〈Mu〉t = 0 for any t ≥ 0. Therefore,
Mut ≡ 0 for any t ≥ 0. 
3.2. Zero energy part. For each k, denote the inverse function of sk by tk. More pre-
cisely, let
Jk := sk(Ik) = {sk(x) : x ∈ Ik}.
and then
tk = s
−1
k : Jk → Ik.
Note that sk(ek) = 0, Jk is also an interval and we denote it by Jk = 〈ck, dk〉. Moreover,
if ak /∈ Ik and ak 6= −∞ (resp. bk /∈ Ik and bk 6= ∞), then ck = −∞ (resp. dk = ∞).
See §A.1.
Lemma 3.3. Fix k ≥ 1. Then tk is absolutely continuous on Jk and for a.e. y ∈ Jk,
(3.4) t′k(y) = ρ(tk(y)).
Furthermore, t′k ∈ L
2
loc(Jk).
Proof. For any y1, y2 ∈ Jk,∫ y2
y1
ρ(tk(y))dy =
∫
tk(y2)
tk(y1)
ρ(x)dsk(x) =
∫
tk(y2)
tk(y1)
ρ(x) ·
1
ρ(x)
dx = tk(y2)− tk(y1).
Since |tk(y2)− tk(y1)| <∞, it follows that ρ◦ tk ∈ L1loc(Jk). This implies tk is absolutely
continuous and (3.4) holds. Moreover,∫ y2
y1
t′k(y)
2dy =
∫ y2
y1
ρ(tk(y))
2dy =
∫
tk(y2)
tk(y1)
ρ2 ·
1
ρ
dx <∞,
since ρ ∈ L1loc(R). 
ON GENERAL SKEW BROWNIAN MOTIONS 9
A function F is called locally of bounded variation on an interval I = 〈a, b〉 if of
bounded variation on every compact subinterval of I. Throughout this paper, we always
take its canonical version in the following sense if without other statements.
Definition 3.4. Let F be a function locally of bounded variation on I = 〈a, b〉. The
canonical version F˜ of F is defined as follows:
F˜ (x) := lim
y↓x
F (y), x ∈ I \ {b},
and if b ∈ I, F˜ (b) := 0. The left limits of F˜ are
F˜ (x−) := lim
y↑x
F (y), x ∈ I \ {a},
and if a ∈ I, F˜ (a−) := 0. Set further F˜ ∗(x) := F˜ (x)− F˜ (x−).
For the sake of brevity, the canonical version of F is still denoted by F . Restricting to
every compact subinterval of I, F induces a finite signed measure. By applying the Jordan
decomposition to these signed measures, one can obtain two positive Radon measures ν+F
and ν−F on I with ν
+
F ⊥ ν
−
F . In abuse of notion, we call
νF := ν
+
F − ν
−
F
the Radon signed measure induced by F (though νF may be not a signed measure) in
the sense that for any compact interval K ⊂ I, νF |K is the finite signed measure on K
induced by F . Write |νF | := ν
+
F + ν
−
F which is a positive Radon measure on I. Given a
|νF |-integral function f , set∫
I
fdνF :=
∫
I
fdν+F −
∫
I
fdν−F .
Remark 3.5. Note that for any x ∈ I, νF ({x}) = F ∗(x). Particularly, the non-zero set
DF := {x ∈ I : F ∗(x) 6= 0} of F ∗ (i.e. the set of discontinuous points of F ) is countable,
and for any compact setK ⊂ I, ∑
x∈K
|F ∗(x)| <∞.
Except for the discrete part
∑
x∈I F
∗(x)δx, νF may also contain an absolutely continuous
part and a singular continuous part (with respect to the Lebesgue measure), see [8, §3.5].
Now we have a position to characterize when Nu is of bounded variation in the sense
that for any t < ζ, Nu is of bounded variation on [0, t] and derive its expression.
Theorem 3.6. Assume (A). The following conditions are equivalent:
(1) The zero energy partNu in (3.1) is of bounded variation.
(2) For any k ≥ 1, an a.e. version of t′k is a right continuous function locally of
bounded variation on Jk.
(3) For any k ≥ 1, an a.e. version of ρ|Ik is a right continuous function locally of
bounded variation on Ik.
In this case, denote the canonical version of ρ|Ik by ρk and the induced Radon signed
measure of ρk by νρk . Then for any x ∈ R,
(3.5) Nut =
1
2
∑
k≥1
∫
Ik
ℓzt νρk(dz), 0 ≤ t < ζ, Px-a.s.,
where ℓz = (ℓzt )t≥0 is the local time of X at z, i.e. the PCAF of the smooth measure δz
relative to X .
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Proof. Note that by [11, Theorem 5.5.4], Nu is of bounded variation, if and only if there
exists a smooth signed measure ν and an E -nest {Km : m ≥ 1} of compact sets associated
with ν such that
(3.6) E (u, f) = 〈ν, f〉, ∀f ∈ ∪m≥1Fb,Km .
Write ν = ν+− ν− for the Jordan decomposition of ν, where ν+ and ν− are both positive
smooth measures associated with {Km : m ≥ 1}.
(1)⇒ (2). Suppose Nu is of bounded variation and ν, {Km : m ≥ 1} are given above.
Fix k ≥ 1 and take ϕ ∈ C∞c (R) with supp[ϕ] ⊂ J˚k = (ck, dk). Set f := ϕ ◦ sk. Then
supp[f ] ⊂ (ak, bk). It follows from Theorem A.3 (4) that f ∈ Fb,Km for somem. Thus
E (u, f) = 〈ν, f〉.
Let ν˜t,±k be the image measure of ν
±|Ik under the map sk. Set ν˜
t
k := ν˜
t,+
k − ν˜
t,−
k which is
a finite signed measure when restricting to each compact subset of Jk. Then one can find
a function locally of bounded variation on Jk whose induced Radon signed measure is ν˜
t
k.
Denote the canonical version of this function by F . Note that νF coincides with ν˜
t
k on J˚k.
It follows from
E (u, f) =
1
2
∫
Ik
du
dsk
ϕ′ ◦ skdsk =
1
2
∫
Jk
t
′
k(y)ϕ
′(y)dy
and
〈ν, f〉 = 〈ν˜tk, ϕ〉 = 〈νF , ϕ〉 = −
∫
dk
ck
F (y)ϕ′(y)dy
that ∫
Jk
ϕ′(y)t′k(y)dy = −2
∫ dk
ck
F (y)ϕ′(y)dy.
This leads to ∫ dk
ck
ϕ′(y) (t′k(y)− 2F (y)) dy = 0, ∀ϕ ∈ C
∞
c ((ck, dk)).
Hence we can conclude that t′k(y)−2F (y) ≡ C for some constant C and a.e. y ∈ (ck, dk).
Particularly, an a.e. version of t′k is right continuous and locally of bounded variation on
Jk.
(2)⇒ (3). It follows from (3.4) that
ρ(x) = t′k(sk(x)), a.e. x ∈ Ik.
Since absolutely continuous and strictly increasing by Lemma 2.1, sk is a homeomorphism
from Ik to Jk. Hence the second condition implies the third one.
(3) ⇒ (1). Take such an a.e. version of ρ|Ik and denote it by ρk. Its induced Radon
signed measure on Ik is further denoted by νρk = ν
+
ρk
− ν−ρk . Set
(3.7) ν− =
1
2
∑
k≥1
ν+ρk , ν
+ =
1
2
∑
k≥1
ν−ρk , ν := ν
+ − ν−.
We can easily check that ν± charges no Borel subsets of (∪k≥1Ik)
c and ν±|Ik is a positive
Radon measure on Ik. Thus ν is a smooth signed measure relative to X by Corollary A.4.
For each k, take an increasing sequence of compact intervals {F km : m ≥ 1} such that
∪m≥1F km = Ik and the closed endpoints of Ik are contained in F
k
m. Then {F
k
m : m ≥ 1}
is an E (sk)-nest. Write
Km := ∪
m
k=1F
k
m.
We know from Corollary A.4 that {Km : m ≥ 1} is an E -nest of compact sets associated
with ν. Fixm and f ∈ Fb,Km . Let fk := f |Ik for 1 ≤ k ≤ m. It follows that
2E (u, f) =
m∑
k=1
∫
Ik
f ′k(x)ρk(x)dx.
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Note that C∞c (Ik) is a special standard core of (E
(sk),F (sk)) (see [15, Theorem 3.7]).
Thus for any 1 ≤ k ≤ m, we can take a compact intervalW with F km ⊂ W ⊂ Ik and a
sequence {gkp : p ≥ 1} ⊂ C
∞
c (Ik) with supp[g
k
p ] ⊂ W such that g
k
p → fk in the E
(sk)
1 -
norm. Particularly, gkp converges to fk uniformly on F
k
m. On the other hand, it follows
from [8, Theorem 3.36 and Exercise 34(b)] that for any g ∈ C∞c (Ik),∫
Ik
g′(x)ρk(x)dx = −
∫
Ik
gdνρk .
Applying this formula to gkp and letting p→∞, we obtain∫
Ik
f ′k(x)ρk(x)dx = −
∫
Ik
fkdνρk
Therefore, E (u, f) = 〈ν, f〉 and Nu is of bounded variation.
Finally, (3.5) is implied by [11, Theorem 5.5.4] and (3.7). That completes the proof. 
Remark 3.7. Let us give some remarks for this theorem.
(1) Consider x ∈ Ik for some k ≥ 1. We have Px(ℓzt ≡ 0, ∀t) = 1 for any z /∈ Ik
(see [11, Lemma 5.1.11]). Thus in fact it holds in (3.7) that Px-a.s.,
Nut =
1
2
∫
Ik
ℓzt νρk(dz), 0 ≤ t < ζ.
Otherwise if x /∈ ∪k≥1Ik, then Px(Nut ≡ 0, ∀t) = 1.
(2) The function ρk could replaced by a different version. For example, suppose Ik =
[ak, bk], take two constants c1, c2 6= 0 and let ρ˜k(ak−) = c1 and
ρ˜k(x) :=
{
ρk(x), ak ≤ x < bk,
c2, x = bk.
Then ρ˜k is still a right continuous function (locally) of bounded variation. Denote
its induced Radon signed measure by νρ˜k . We find
νρk = νρ˜k + c1δak − c2δbk .
For any x ∈ Ik, it holds that Px-a.s.,
Nut =
1
2
∫
Ik
ℓztν
ρ˜
k(dz) +
c1
2
ℓakt −
c2
2
ℓbkt , 0 ≤ t < ζ.
For the sake of brevity, the canonical version ρk was chosen.
(3) The equivalence between the first and second conditions has been studied in [7]
for a simple case that X is an irreducible diffusion on an open interval.
(4) The case that ρ is locally of bounded variation onR is treated in [10, Theorem 7.1].
That result by Fukushima is valid not only for one-dimensional distorted Brownian
motions but also for multi-dimensional ones.
When the equivalent conditions in Theorem 3.6 hold, we may assume without loss of
generality that ρ(x) = ρk(x) on Ik for any k ≥ 1 and ρ(x) = 0 for x /∈ ∪k≥1Ik. Further
set for any k ≥ 1 and x ∈ Ik,
ρ(x−) := ρk(x−)
and otherwise if x /∈ ∪k≥1Ik, set ρ(x−) := 0. Let ρ
∗(x) := ρ(x)−ρ(x−). Finally, define
νρ :=
∑
k≥1 νρk and |νρ| :=
∑
k≥1 |νρk | for later use.
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3.3. Semi-martingale representation. Eventually we can present the semi-martingale de-
composition of X . Note that (Xt,Px) is called a semi-martingale up to ζ if provided that
there exists a sequence of stopping times σn increasing to ζ such that X
σn
t := Xt∧σn is a
semi-martingale.
Corollary 3.8. Assume (A) and that an a.e. version of ρ|Ik is locally of bounded variation
on Ik for any k ≥ 1. Then X is a semi-martingale up to ζ under the probability measure
Px for any x ∈ R. Meanwhile, the semi-martingale decomposition of X is as follows:
for any x ∈ ∪k≥1Ik, there exists a standard Brownian motion B = (Bt)t≥0 under the
probability measure Px such that
(3.8) Xt − x = Bt +
1
2
∫
R
ℓzt νρ(dz), 0 ≤ t < ζ, Px-a.s.,
where ℓz is the local time of X at z and νρ is given in the end of §3.2; otherwise if x /∈
∪k≥1Ik,Xt ≡ x for any t ≥ 0.
Proof. For x /∈ ∪kIk, Xt ≡ x is clearly a semi-martingale. Now consider x ∈ ∪kIk. It
follows from Proposition 3.2 and Theorem 3.6 that (3.8) holds. For T > 0 and a.s. ω with
T < ζ(ω),
t 7→ Nut (ω)
is of bounded variation on [0, T ]. Let σn := inf{t > 0 : Xt /∈ (−n, n)}. Then
Px(limn↑∞ σn = ζ) = 1 by [11, Lemma 5.5.2] and X
σn is a semi-martingale. That
completes the proof. 
Remark 3.9. (1) When X is conservative, i.e. Px(ζ = ∞) = 1 for all x ∈ R
(see Proposition A.5 in the appendix), (3.8) holds for all t ≥ 0 and X is a semi-
martingale underPx for all x ∈ R.
(2) When νρ is discrete, (3.8) can be written as
Xt − x = Bt +
1
2
∑
z∈Dρ
ρ∗(z) · ℓzt , 0 ≤ t < ζ, Px-a.s.,
whereDρ = {z : νρ({z}) 6= 0}.
3.4. Examples. We give an interesting example where νρ charges all rational numbers.
Example 3.10. Let Q+ = {q+n : n ≥ 1} (resp. Q− := {q
−
n : n ≥ 1}) be the set of
all positive (resp. negative) rational numbers. Take two sequences of positive constants
{̺+n : n ≥ 1} and {̺
−
n : n ≥ 1} such that
∑
n≥1(̺
+
n + ̺
−
n ) <∞. Set
ρ(x) :=


1 +
∑
n:q+n ∈(0,x]
̺+n , x ≥ 0,
1 +
∑
n:q−n ∈(x,0]
̺−n , x < 0.
Then one can verify that the distorted Brownian motionX is irreducible and conservative.
Clearly, ρ is of bounded variation and its induced measure νρ is discrete. Thus X is a
semi-martingale and
Xt − x = Bt +
1
2
∑
n≥1
(
̺+n · ℓ
q+n
t − ̺
−
n · ℓ
q−n
t
)
, t ≥ 0, Px-a.s.
for any x ∈ R.
Another example below presents a distorted Brownian motion but not a semi-martingale.
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Example 3.11. Let A := ∪k≥1(
1
2k+1 ,
1
2k ) and take
ρ(x) = 2 · 1A(x) + 1Ac(x).
Since ρ is bounded below and above, one can easily verify that (A) holds and the Dirichlet
form with the density function ρ is irreducible and conservative. However, ρ is clearly not
locally of bounded variation on R. HenceX is not a semi-martingale.
4. LOCAL TIMES
In this section, we always impose the conditions in Corollary 3.8. Consequently,X is a
semi-martingale up to ζ underPx for any x ∈ R.
Fix k and z ∈ Ik. In the semi-martingale representation of X stated above, the local
time ℓz is the PCAF of δz relative to X . More precisely, it is uniquely determined by the
so-called Revuz correspondence: for any f ∈ Cc(R),
δz(f) = lim
t↓0
1
t
∫
R
m(dx) · Ex
∫ t
0
f(Xs)dℓ
z
s.
Particularly, ℓz depends on the symmetric measure m but is independent of the starting
point x of X . We will also write ℓz(m) for ℓz when there is a risk of ambiguity. Clearly,
dℓzt is a.s. carried by {t : Xt = z} (see [11, Lemma 5.1.11]). Furthermore, ℓ
z is not trivial
in the following sense.
Lemma 4.1. Take z ∈ Ik and set Rz := inf{t > 0 : ℓ
z
t > 0}. Then for any x ∈ Ik, it
holds
Px(Rz <∞) > 0.
Proof. Note that the quasi support of δz is {z}. Then it follows from [11, Lemma 5.1.11]
that Px(Rz = σz) = 1 where σz := inf{t > 0 : Xt = z}. Therefore Px(Rz < ∞) =
Px(σz <∞) > 0 since the restriction ofX to Ik is an irreducible diffusion. 
Remark 4.2. When (E (sk),F (sk)) is recurrent, it holds that Px(σz < ∞) = 1 for x, z ∈
Ik (see [5, pp.124]). Hence we also have Px(Rz < ∞) = 1. Note that the recurrence
of (E (sk),F (sk)) is characterized in [5, §2.2.3]. Particularly, if Ik is bounded in our case,
then (E (sk),F (sk)) is recurrent.
Another local time appearing in (1.1) is the so-called symmetric semi-martingale local
time (see also the celebrated Tanaka formula such as in [19, Chapter VI. §1]). Fix x ∈ Ik
and consider the semi-martingale (Xt,Px) up to ζ. Denote the symmetric semi-martingale
local time of (Xt,Px) at z by (L
z
t (X, x))t≥0 ((L
z
t (X))t≥0 in abbreviation if no confusions
cause), i.e. for z ∈ R,
Lzt (X) = lim
ε↓0
1
2ε
∫ t
0
1(z−ε,z+ε)(Xs)d〈X〉s, 0 ≤ t < ζ, Px-a.s.,
where 〈X〉 is the quadratic variation process of (Xt,Px). Particularly, Lz(X) ≡ 0 for
z /∈ Ik and when ak ∈ Ik or bk ∈ Ik,
Lakt (X) = lim
ε↓0
1
2ε
∫ t
0
1[ak,ak+ε)(Xs)d〈X〉s, 0 ≤ t < ζ, Px-a.s.,
or
Lbkt (X) = lim
ε↓0
1
2ε
∫ t
0
1(bk−ε,bk](Xs)d〈X〉s, 0 ≤ t < ζ, Px-a.s..
Note that Lz(X) is independent of m but depends on the starting point x.
We need a lemma to link Lz(X) with ℓz .
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Lemma 4.3. Let X be the semi-martingale (3.8). Fix k ≥ 1 and take x, z ∈ Ik. The
local time ℓz associated with δz (under the symmetric measure m) and the symmetric semi-
martingale local time Lz(X) of (Xt,Px) at z are given as above. Then it holds
(4.1) Lzt (X) =
ρ(z) + ρ(z−)
2
· ℓzt , 0 ≤ t < ζ, Px-a.s.
Proof. Note that Lzt (X) is the unique increasing process such that
(4.2) |Xt − z| = |x− z|+
∫ t
0
sgn(Xs − z)dXs + L
z
t (X), 0 ≤ t < ζ,
where sgn(a) is taken to be 1 for a > 0,−1 for a < 0 and 0 for a = 0. Indeed, by applying
Tanaka formula (see [19, Chapter VI. (1.25)]) to Xσn where σn is given in the proof of
Corollary 3.8, one can find (4.2) holds for t < σn. We obtain (4.2) by letting n ↑ ∞. Let
νρk be in Corollary 3.8. Then (3.8) and Remark 3.7 (1) tell us
dXt = dBt +
1
2
∫
y∈Ik
νρk(dy) · dℓ
y
t , 0 ≤ t < ζ.
Substituting it in (4.2), we obtain
(4.3)
|Xt − z| = |x− z|+
∫ t
0
sgn(Xs − z)dBs
+
1
2
∫
y>z,y∈Ik
ℓyt νρk(dy)−
1
2
∫
y<z,y∈Ik
ℓyt νρk(dy) + L
z
t (X).
Note that t 7→
∫ t
0
sgn(Xs − z)dBs is also a standard Brownian motion.
Let f(y) := |y − z| for any y ∈ R. One may easily check that f ∈ Floc. Thus we can
write the Fukushima’s decomposition relative to f :
(4.4) f(Xt)− f(x) = M
f
t +N
f
t , 0 ≤ t < ζ, Px-a.s.,
whereMf is an MAF andNf is a CAF locally of zero energy. Mimicking Proposition 3.2,
we can deduce that Mf is equivalent to a standard Brownian motion. On the other hand,
mimicking the proof of Theorem 3.6, one obtains
(4.5) Nft =
1
2
∫
y>z,y∈Ik
ℓyt νρk(dy)−
1
2
∫
y<z,y∈Ik
ℓyt νρk(dy) +
ρk(z) + ρk(z−)
2
· ℓzt .
Eventually from (4.3) (4.4) and (4.5) we can conclude (4.1). 
Remark 4.4. A special case of Lemma 4.3 appears in [17, (2.12)] for the situation that ρ is
given by (1.7).
The relation (4.1) indicates that if ρ(z) = ρ(z−) = 0, then Lz(X) ≡ 0 (though ℓz is
not trivial by Lemma 4.1). This also leads to the a.s. continuity of y 7→ Lyt (X) at y = z
(see [19, Chapter VI. (1.7)]). A concrete example is given as follows.
Example 4.5. Take ρ(x) = |x|α for any x ∈ Rwith a constant 0 < α < 1. One may check
that (A) holds and the closure (E ,F ) of (2.1) is a regular and strongly local Dirichlet
form on L2(R,m). Since 1/ρ ∈ L1loc(R), it follows from Lemma 2.1 (4) that (E ,F )
is irreducible. Proposition A.5 leads to its conservativeness. Therefore, the associated
diffusionX is a conservative and irreducible diffusion on R. Its scale function is equal to
s(x) =
∫ x
0
1
ρ(y)
dy =


|x|1−α
1− α
, x ≥ 0,
−
|x|1−α
1− α
, x < 0,
and its speed measure is m(dx) = ρ(x)dx = |x|αdx.
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Since ρ is clearly absolutely continuous and hence locally of bounded variation, we can
conclude that X is a semi-martingale under Px for any x ∈ R. But ρ(0) = ρ(0−) = 0.
Hence (4.1) tells us
Px(L
0
t (X) ≡ 0, ∀t) = 1
for any x ∈ R, while ℓ0 is not trivial by Lemma 4.1.
5. GENERAL SKEW BROWNIAN MOTIONS
For the sake of convenience, we introduce the following definition. Note that the con-
servativeness ofX is characterized in Proposition A.5.
Definition 5.1. Under the same assumptions as Corollary 3.8, letX be the semi-martingale
(3.8) (up to ζ). When X is conservative, we call it a general skew Brownian motion. The
function ρ is called the density function ofX .
With the formula (4.1) at hand, one can find that a general skew Brownian motion is
always a weak solution to (6.1) with certain µ.
Lemma 5.2. Under the same conditions as Corollary 3.8, assume further that (E ,F ) is
conservative. Then Zρ := {z ∈ ∪k≥1Ik : ρ(z) = ρ(z−) = 0} is of zero |νρ|-measure.
Particularly, for any x ∈ ∪k≥1Ik, (Xt,Px) is a weak solution to (1.1) with
(5.1) µ(dz) =
νρ(dz)
ρ(z) + ρ(z−)
.
Proof. It suffices to show |νρ|(Zρ) = 0. Denote the closure of Zρ by Z¯ρ. Fix k ≥ 1 and
write (ak, bk) \ Z¯ρ as a union of disjoint open intervals:
(5.2) (ak, bk) \ Z¯ρ = ∪p≥1(cp, dp).
For cp ∈ (ak, bk), we have ρ(cp−) = 0 since cp ∈ Z¯ρ. Similarly we can also obtain
ρ(dp) = 0 for dp ∈ (ak, bk). For any z ∈
(
Z¯ρ ∩ (ak, bk)
)
\ {cp, dp : p ≥ 1}, one can take
a subsequence of {dp : p ≥ 1} that increases or decreases to z. Hence ρ(z) = ρ(z−) = 0.
Therefore νρ|(ak,bk) =
∑
p≥1 νρ|[cp,dp]. Note that νρ({z}) = 0 for all z ∈ Zρ. Eventually
we can conclude |νρ|(Zρ) = 0. 
In Le Gall’s paper [14], the well-posedness of (6.1) requires that µ is a finite signed
measure and |µ({z})| < 1 for any z ∈ R. It is worth noting that in (5.1) either of these
two conditions may fail. In Example 4.5,
µ(dz) =
α
2
(
−|z|−1dz|(−∞,0) + |z|
−1dz|(0,∞)
)
is not finite. Another example below shows the possibility of |µ({z})| = 1.
Example 5.3. For a constant 0 < α < 1, take
ρ(x) =
{
|x|α, x < 0,
|x|α + 1, x ≥ 0.
Mimicking Example 4.5, one can check that all the conditions in Corollary 3.8 still hold,
and X is irreducible and conservative. Particularly, (Xt,Px) is a semi-martingale for any
x ∈ R. However in (5.1) for this case, ρ(0−) = 0, ρ(0) = 1 and hence µ({0}) =
(ρ(0)− ρ(0−))/(ρ(0) + ρ(0−)) = 1.
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6. SDES INVOLVING SYMMETRIC SEMI-MARTINGALE LOCAL TIMES
The remainder of this paper is devoted to the study of the SDE of an unknown semi-
martingale Y = (Yt)t≥0:
(6.1)

 dYt = dWt +
∫
R
µ(dz)dLzt (Y ),
Y0 = x ∈ R,
where (Wt)t≥0 is a standard Brownianmotion andL
z(Y ) is the symmetric semi-martingale
local time of Y at z. Basically, we always impose that
(M0) µ = µ+−µ− is the difference of two positive Borel measures onR with µ+ ⊥ µ−
and
(6.2) |µ({z})| ≤ 1, ∀z ∈ R.
Denote Ξ± := {z ∈ R : µ({z}) = ±1} and
Ξ := Ξ+ ∪ Ξ− = {z ∈ R : |µ({z})| = 1}.
A point z ∈ Ξ is usually called a barrier, as it turns out in [4] that if µ is a Radon signed
measure on R then the solution Y (if exists) cannot reach the left (resp. right) side of z for
the case x ≥ z ∈ Ξ+ (resp. x ≤ z ∈ Ξ−). Meanwhile, we call z ∈ Ξ+ (resp. z ∈ Ξ−)
a right (resp. left) barrier. On the other hand, the restriction (6.2) seems necessary for the
existence of solutions to (6.1). In fact in certain situations if |µ({z})| > 1 for some z, then
(6.1) has no solutions as shown in [2,14]. It is worth noting that when |µ| is finite, the weak
solutions to (6.2) exist and the pathwise uniqueness holds in a certain meaning (see [14]
for the case |µ({z})| < 1 for all z ∈ R and [2] for the case admitting |µ({z})| = 1).
What we are mainly concerned with is the general skew Brownian motion related to the
SDE (6.1), whose definition is given as below. Particularly, Lemma 5.2 tells us if such a
general skew Brownian motion X exists, then (Xt,Px) is a weak solution to (6.1) for all
x ∈ ∪k≥1Ik. If (6.1) is well posed further, then the unique solution coincides with X and
we can derive deeper descriptions about this solution by means of Dirichlet forms. On the
other hand, if two different general skew Brownian motions are related to (6.1), then the
uniqueness of weak solutions (as well as the pathwise uniqueness) of (6.1) will not hold.
Definition 6.1. Let X be a general skew Brownian motion with the density function ρ. If
all the conditions in Lemma 5.2 are satisfied and (5.1) holds for µ in (6.1), we say X is
related to (6.1).
Remark 6.2. By (5.1), the condition (6.2) is definitely necessary for the existence of general
skew Brownian motions related to (6.1).
In what follows, we will prepare a lemma in §6.1 and then present the main result
Theorem 6.4 to characterize the existence of general skew Brownian motions related to
(6.1).
6.1. A lemma. Write |µ| = µ+ + µ− and
µ± = µ±c + µ
±
d
where µ±c and µ
±
d are the discrete and continuous parts of µ
±. Further set µc := µ
+
c − µ
−
c
and µd := µ
+
d − µ
−
d . Moreover, |µc| := µ
+
c + µ
−
c and |µd| := µ
+
d + µ
−
d . For the sake of
convenience, set
µz := µ({z}), µ
+
z := µ
+({z}), µ−z := µ
−({z}).
Let I = (a, b) be an open interval and assume that |µ| is Radon on it (i.e. for any
compact setK ⊂ I , |µ|(K) <∞) and Ξ ∩ I = ∅, i.e. |µz | < 1 for all z ∈ I . Take a fixed
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point e ∈ I and define a function on I as follows:
(6.3) ̺I(z) :=


exp{2µc((e, z])}
∏
e<y≤z
1 + µy
1− µy
, e ≤ z < b,
exp{−2µc((z, e])}
∏
z<y≤e
1− µy
1 + µy
, a < z < e.
Replacing µ by µ+ or µ− in the above expression, one can define the function ̺+I or ̺
−
I .
The following lemma concerning ̺I as well as ̺
+
I and ̺
−
I is elementary but crucial to what
follows. Note that in the sixth and seventh assertions, we take the canonical version of ̺I ,
i.e. ̺I(a−) := 0 and ̺I(b) = 0. Clearly, these values have no effects on the property that
̺I is of bounded variation on [a, e] or [e, b].
Lemma 6.3. Assume that |µ| is Radon on I = (a, b) and |µz| < 1 for all z ∈ I . Then the
following hold:
(1) ̺I is a cadlag function locally of bounded variation on I .
(2) ̺+I and ̺
−
I are cadlag and increasing.
(3) ̺I(z) > 0 and ̺I(z−) > 0, where ̺I(z−) is the left limit of ̺ at z, for all z ∈ I .
Particularly, for any compact intervalK ⊂ I , there exists a constant cK > 1 such
that 1/cK < ̺I(z) < cK for all z ∈ K . Similar conclusions hold for ̺
+
I and ̺
−
I .
(4) ̺I = ̺
+
I /̺
−
I .
(5) ̺I is the unique (up to a multiplicative constant) cadlag function locally of bounded
variation on I such that
ν̺I (dz)
̺I(z) + ̺I(z−)
= µ|I(dz),
where ν̺I is the induced Radon signed measure of ̺I (see §3.2).
(6) If µ−((a, e]) < ∞ (resp. µ+([e, b)) < ∞), then ̺I can be extended to a function
of bounded variation on [a, e] (resp. [e, b]). Particularly, the limit
(6.4) ̺I(a) := lim
z↓a
̺I(z), (resp. ̺I(b−) := lim
z↑b
̺I(z))
exists.
(7) ̺I can be extended to a function of bounded variation on [a, e] (resp. [e, b]) and
the limit (6.4) is positive, if and only if |µ|((a, e]) <∞ (resp. |µ|([e, b)) <∞).
Proof. Fix z ∈ I with z > e and write {y ∈ (e, z] : µy 6= 0} =: {yn : n ≥ 1}. We first
show
(6.5)
∏
e<y≤z
1 + µy
1− µy
=
∏
n≥1
1 + µyn
1− µyn
=
∏
n≥1
(
1 +
2µyn
1− µyn
)
is absolutely convergent. Note that
∑
n≥1 |µyn | <∞. Thus for someN ∈ N, |µyn | < 1/2
for all n > N . It follows that∑
n≥1
∣∣∣∣ 2µyn1− µyn
∣∣∣∣ = ∑
1≤n≤N
∣∣∣∣ 2µyn1− µyn
∣∣∣∣+ ∑
n>N
∣∣∣∣ 2µyn1− µyn
∣∣∣∣
≤
∑
1≤n≤N
∣∣∣∣ 2µyn1− µyn
∣∣∣∣+ 4 ∑
n>N
|µyn |
<∞.
This leads to the absolute convergence of (6.5). Similar convergence holds also for z < e.
Hence ̺I is well defined. Moreover, one can easily find that ̺I is cadlag and ̺I(z),
̺I(z−) > 0 for all z ∈ I . Meanwhile, ̺
±
I is well defined and cadlag, and ̺
±
I (z),
̺±I (z−) > 0 for all z ∈ I by a similar derivation. On the other hand, ̺
±
I is increasing
and the forth assertion ̺I = ̺
+
I /̺
−
I is obvious. Particularly, ̺
±
I is locally of bounded
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variation on I and thus so is ̺I , since 1/̺
−
I is bounded on any compact subinterval of I .
The first four assertions are concluded. The fifth one can be deduced by a straightforward
computation, see also [14, Lemma 2.1].
For the sixth assertion, we only consider the case concerning a. Another one can be
proved similarly. Suppose µ−((a, e]) <∞. Then
∏
a<y≤e
1− µ−y
1 + µ−y
is absolutely convergent and exp{µ−c ((a, e])} <∞. Thus
0 < ̺−I (a) := lim
z↓a
̺−I (z) <∞.
Particularly, 1/̺−I is bounded and decreasing on [a, e]. If µ
+((a, e]) < ∞, one can also
deduce that 0 < ̺+I (a) := limz↓a ̺
+
I (z) < ∞ and ̺
+
I is of bounded variation on [a, e].
This implies that (6.4) exists, ̺I(a) = ̺
+
I (a)/̺
−
I (a) > 0 and ̺I is of bounded variation
on [a, e]. If µ+((a, e]) = ∞, then µ+c ((a, e]) = ∞ or µ
+
d ((a, e]) = ∞. The former case
leads to
lim
z↓a
exp{−2µ+c ((z, e])} = 0
and the latter one implies
lim
z↓a
∏
z<y≤e
1− µ+y
1 + µ+y
= 0.
Hence ̺+I (a) = 0 and ̺
+
I is still of bounded variation on [a, e]. Therefore, ̺I = ̺
+
I /̺
−
I is
of bounded variation on [a, e].
The sufficiency of the last assertion is already indicated in the proof of the previous
assertion. It suffices to show the necessity of |µ|((a, e]) < ∞. In fact, it follows from
̺I(a) > 0 and the third assertion that for some constant δ > 0, ̺I(z) ≥ δ and ̺I(z−) ≥ δ
for all z ∈ (a, e]. Note that for a < z ≤ e,
|ν̺I |({z}) = |̺I(z)− ̺I(z−)| =
∣∣∣∣ 2µz1− µz
∣∣∣∣ · ̺I(z−) ≥ |µz|δ.
Since ̺I is of bounded variation on [a, e], we can conclude
∑
a<z≤e |µz| < ∞. Hence
|µd|((a, e]) <∞. This also implies that
∏
a<y≤e
1−µy
1+µy
is absolutely convergent and then
z 7→ F (z) := ̺I(z) ·
∏
z<y≤e
1 + µy
1− µy
is of bounded variation on [a, e]. Clearly, F (z) = exp{−2µc((z, e])} for z ∈ (a, e) and
there exists a constant δ˜ > 1 such that 1/δ˜ ≤ F (z) ≤ δ˜ for all z ∈ [a, e]. Then we have
logF is of bounded variation on [a, e]. Therefore, |µc|((a, e]) <∞. 
6.2. Existence of related general skew Brownian motions. Now we move on to state
the main result. Denote
G := {z ∈ R : ∃ε > 0, |µ|((z − ε, z + ε)) <∞}.
Clearly,G is open and can be written as a union of disjoint open intervals:
(6.6) G = ∪n≥1In = ∪n≥1(an, bn).
Then |µ| is Radon on In = (an, bn). Take a fixed point en ∈ In. When In∩Ξ = ∅, denote
the function ̺In in (6.3) with I = In and e = en by ̺n. Define a function ̺ on ∪n≥1In
by ̺ := ̺n on each In. The main result of this section is as follows. Note that the first
condition thereof indicates In ∩ Ξ = ∅ for all n and ̺ in the latter conditions is given as
above.
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Theorem 6.4. Assume (M0) and let G be in (6.6). Then there exists a general skew Brow-
nian motion related to (6.1), if and only if the following hold:
(1) Ξ+ = {an : an > −∞, |µ|((an, en)) < ∞, n ≥ 1} and Ξ
− = {bn : bn <
∞, |µ|((en, bn)) <∞, n ≥ 1};
(2) |µ|(Gc \ Ξ) = 0 (and particularlyGc is nowhere dense);
(3) When an > −∞ (resp. bn <∞),
∫ en
an
̺(y)dy <∞ (resp.
∫ bn
en
̺(y)dy <∞);
(4) When an > −∞ and
∫ en
an
dy
̺(y) <∞ (resp. bn <∞ and
∫ bn
en
dy
̺(y) <∞), ̺|(an,en]
(resp. ̺|[en,bn)) can be extended to a function of bounded variation on [an, en]
(resp. [en, bn]);
(5) If a constantL > 0 exists such that (L,∞)∩Gc = ∅ (resp. (−∞,−L)∩Gc = ∅),
then
(6.7)
∫ ∞
L
dx
̺(x)
∫ x
L
̺(y)dy =∞,
(
resp.
∫ −L
−∞
dx
̺(x)
∫ −L
x
̺(y)dy =∞
)
.
Remark 6.5. The last condition is used only for guaranteeing the conservativeness of the
expected general skew Brownian motions.
Before the proof, we show some facts concerning the fourth condition in Theorem 6.4.
Lemma 6.3 tells us when µ−((an, en]) < ∞, ̺|(an,en] can be extended to a function of
bounded variation on [an, en]. In the meanwhile, ̺(an) = limz↓an ̺(z) = 0 whenever
µ+((an, en]) = ∞ and ̺(an) = limz↓an ̺(z) > 0 whenever µ
+((an, en]) < ∞. For the
case µ−((an, en]) =∞ and µ+((an, en]) <∞, one can easily conclude that limz↓an ̺(z)
diverges to ∞ and thus ̺|(an,en] cannot be extended to a function of bounded variation
on [an, en]. Finally when µ
−((an, en]) = ∞ and µ+((an, en]) = ∞, it is possible to
find some examples where ρ|(an,en] can or cannot be extended to a function of bounded
variation on [an, en], see Example 7.8. Once the former situation occurs, we must have
̺(an) = limz↓an ̺(z) = 0.
6.3. Proof of Theorem 6.4.
6.3.1. Necessity. The lemma below is very useful for proving the necessity of Theorem6.4.
Lemma 6.6. Assume (M0) and there is a general skew Brownian motionX with the density
function ρ related to (6.1). Let {Ik = 〈ak, bk〉 : k ≥ 1} be the set of effective intervals of
X . Then the following hold:
(1) If I = (a, b) is an open interval such that |µ|(I) < ∞, then I ⊂ Ik for some k
and I ∩ Ξ = ∅.
(2) z ∈ G if and only if z ∈ ∪k≥1Ik and ρ(z), ρ(z−) > 0.
(3) For any z ∈ Ξ+ (resp. z ∈ Ξ−), there exists a constant ε > 0 such that
|µ|((z, z + ε)) <∞, (resp. |µ|((z − ε, z)) <∞)
and
(z, z + ε) ∩ Ξ = ∅, (resp. (z − ε, z) ∩ Ξ = ∅).
Proof. (1) We first show I ⊂ Ik for some k. Arguing by contradiction, suppose
a1 < a2 and J1 := I ∩ (a1, b1), J2 := I ∩ (a2, b2) are not empty. Write J1 =
(c1, d1), J2 = (c2, d2). Then d1 = b1 and c2 = a2. Note that Ji ∩ Ξ = ∅. Indeed,
if z ∈ Ji ∩ Ξ, then there exists a constant ε > 0 such that (z − ε, z + ε) ⊂ Ji
and (z − ε, z + ε) ∩ Ξ = {z}, since otherwise we have |µ|(Ji) = ∞ leading to
contradiction. Hence ρ = c1̺(z−ε,z) on (z−ε, z) and ρ = c2̺(z,z+ε) on (z, z+ε)
for two constants c1 and c2 by Lemma 6.3 (5). But |µ|((z − ε, z + ε)) < ∞
indicates ρ(z−) > 0 and ρ(z) > 0 by Lemma 6.3 (7). Thus |µ({z})| < 1 which
contradicts with z ∈ Ξ. By applying Lemma 6.3 (5) and (7) to Ji, it follows
from Ji ∩ Ξ = ∅ and |µ|(Ji) < ∞ that ρ is of bounded variation on [e1, b1] (resp.
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[a2, e2]) with ρ(b1−) > 0 (resp. ρ(a2) > 0). As a result,
∫
b1
e1
dy
ρ(y)+
∫
e2
a2
dy
ρ(y) <∞,
which implies b1 ∈ I1, µ({b1}) = −1 and a2 ∈ I2, µ({a1}) = 1. Note that
I1 ∩ I2 = ∅ tells us b1 < a2. Furthermore, we can obtain that any Ik ⊂ [b1, a2]
is closed and µ({ak} = 1, µ({bk}) = −1 by mimicking the argument above.
Particularly, there are infinite effective intervals between b1 and a2. This leads to
the contradiction |µ|(I) = ∞. Eventually we can conclude that I ⊂ Ik for some
k. Next, by the same argument for proving Ji ∩ Ξ = ∅, one can also deduce that
I ∩ Ξ = ∅.
(2) The necessity is clear since the first assertion implies z ∈ Ik for some k and z /∈ Ξ.
To the sufficiency, note that z ∈ (ak, bk) for some k since ρ(z), ρ(z−) > 0. Then
there exist two constants ε > 0 and δε > 0 such that ρ is of bounded variation on
[z − ε, z + ε] (⊂ (ak, bk)) and ρ(y), ρ(y−) ≥ δε for all y ∈ (z − ε, z + ε). From
Lemma 5.2 we obtain
|µ|((z − ε, z + ε)) =
∫
(z−ε,z+ε)
|νρ|(y)
ρ(y) + ρ(y−)
≤
1
2δε
|νρ|((z − ε, z + ε)) <∞.
(3) For z ∈ Ξ+, we have ρ(z) > 0 and ρ(z−) = 0. Mimicking the argument for the
second assertion, one can obtain that |µ|((z, z+ε)) <∞ for some constant ε > 0.
Then (z, z + ε) ∩ Ξ = ∅ is implied by the first assertion.
That completes the proof. 
Now we have a position to prove the necessity of Theorem 6.4.
Proof of the necessity of Theorem 6.4. LetX be a general skew Brownian motion with the
density function ρ related to (6.1). The set of its effective intervals is denoted by {Ik =
〈ak, bk〉 : k ≥ 1}. The first assertion of Lemma 6.6 particularly indicates In ⊂ Ik for
some k and In ∩ Ξ = ∅ for all In in (6.6). Then by applying Lemma 6.3 (5), there is a
constant cn > 0 such that ρ = cn̺ on In.
(1) Clearly Ξ ⊂ Gc. Take z ∈ Ξ+. By Lemma 6.6, a constant ε > 0 exists such that
(z, z + ε) ⊂ G but z /∈ G. We have z = an for some n and |µ|((an, en)) < ∞.
To the contrary, let an > −∞ with |µ|((an, en)) <∞. Arguing by contradiction,
suppose an /∈ Ξ+. Lemma 6.3 (7) tells us ρ is of bounded variation on [an, en]
and ρ(an) > 0. Particularly, [an, en] ⊂ Ik. Since an /∈ Ξ+, we must have
ρ(an−) > 0 and ρ is of bounded variation on [an− ε˜, an+ ε˜] ⊂ Ik for a constant
ε˜ > 0. By taking a smaller constant ǫ > 0, one can obtain that ρ(z), ρ(z−) >
1
2 (ρ(an) ∧ ρ(an−)) for any z ∈ (an − ǫ, an + ǫ). It follows that
|µ|((an − ǫ, an + ǫ)) =
∫
(an−ǫ,an+ǫ)
|νρ|(y)
ρ(y) + ρ(y−)
≤
1
ρ(an) ∧ ρ(an−)
|νρ|((an − ǫ, an + ǫ)) <∞,
which contradicts with an /∈ G. The expression of Ξ− can be deduced similarly.
(2) Set N := (∪k≥1Ik)
c
and Zρ := {z ∈ ∪k≥1Ik : ρ(z) = ρ(z−) = 0}. Note
that Gc = Ξ ∪ Zρ ∪ N and |µ|(Zρ ∪ N) = 0 by Lemma 5.2. Thus we have
|µ|(Gc \ Ξ) ≤ |µ|(Zρ ∪ N) = 0. This implies Gc is nowhere dense. Indeed, if
J ⊂ Gc is a non-empty open interval, then J ∩ Ξ = ∅ by the first assertion and
hence |µ|(J) = 0. As a result, J ⊂ G by the definition of G, which leads to
contradiction.
(3) When an > −∞, we have
∫ en
an
ρ(y)dy <∞ since ρ ∈ L1loc(R). It suffices to note
that ρ = cn̺ on In.
(4) Let an be such an endpoint. Then
∫ en
an
dy
ρ(y) < ∞ implies [an, en] ⊂ Ik. Particu-
larly, ρ is of bounded variation on [an, en]. Since ̺n = ρ/cn on In, it follows that
̺n can be extended to a function of bounded variation on [an, en].
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(5) When such L exists, it holds (L,∞) ⊂ In ⊂ Ik or (−∞,−L) ⊂ In ⊂ Ik for
some n, k. Then (6.7) is a consequence of the conservativeness of X by Proposi-
tion A.5 and ρ = cn̺ on In.
That completes the proof. 
Remark 6.7. Let us summarize the description of ρ. It is already indicated that ρ = cn̺ on
In. Note that G
c = Ξ ∪ Zρ ∪N whereN = (∪k≥1Ik)
c
and Zρ = {z ∈ ∪k≥1Ik : ρ(z) =
ρ(z−) = 0}. The m-polar set N makes no sense and without loss of generality, one can
impose ρ(z) = 0 for z ∈ N . Every point z in Ξ+ (resp. Ξ−) is the left (right) endpoint of
some In and it must hold
ρ(z) = lim
y↓an
cn̺(y) > 0,
(
ρ(z−) = lim
y↑bn
cn̺(y) > 0
)
and ρ(z−) = 0 (resp. ρ(z) = 0). Finally for any z ∈ Zρ, we have ρ(z) = ρ(z−) = 0.
6.3.2. Sufficiency. From now on we assume the five conditions in Theorem 6.4 are sat-
isfied. To show the existence of related general skew Brownian motions, it suffices to
construct a density function ρ satisfying all the conditions in Definition 6.1. Note that ρ
must be given as follows by Remark 6.7:
(i): For all n ≥ 1, there is a constant cn > 0 such that ρ = cn̺ on In;
(ii): For an ∈ Ξ+, ρ(an) := limz↓an cn̺(z) (the existence of this limit is guaranteed
by Lemma 6.3 (7) and the first condition);
(iii): ρ(z) := 0 for z ∈ Gc \ Ξ+.
So the task is to find a suitable set of positive constants {cn : n ≥ 1}. To this end, we
analyse all conditions required by Definition 6.1 as follows.
(a) The basic assumption (A) in §2. For any bounded In, denote An :=
∫
In
̺(y)dy. It
follows from the third condition that An is finite. Then the following lemma characterizes
this assumption.
Lemma 6.8. The assumption (A) holds, if and only if for any L > 0,
(6.8)
∑
n:In⊂(−L,L)
cnAn <∞.
Proof. Note that (6.8) is equivalent to ρ ∈ L1loc(R). Hence the necessity is clear. To
prove the sufficiency, since ρ(z) = cn̺(z) > 0 for z ∈ In and Gc is nowhere dense by
the second condition, it follows that
∫
U
ρ(z)dz > 0 for any non-empty open set U ⊂ R,
which leads to (1.4). Moreover, one can obtain G ⊂ S(ρ)c by Lemma 6.3 (3) and thus
S(ρ) ⊂ Gc. But ρ ≡ 0 on Gc \ Ξ+ and Ξ+ is countable by the first condition. We have
ρ = 0 a.e. on S(ρ) ⊂ Gc. Eventually (A) holds. That completes the proof. 
(b) Effective intervals {(Ik, sk) : k ≥ 1} of X . No extra conditions are needed for
the existence of effective intervals. Instead, we should derive their expression by means
of {In : n ≥ 1} and {cn : n ≥ 1}. To accomplish it, we repeat a conception introduced
in [15].
Definition 6.9. Given the density function ρ, we say Ii and Ij are scale-connected or Ii is
scale-connected to Ij , if provided that
∫
(ei,ej)
dy
ρ(y) <∞, where (ei, ej) is the open interval
ended by ei and ej no matter which is bigger.
Remark 6.10. Denote Bn :=
∫
In
dy
̺(y) , B
r
n :=
∫ bn
en
dy
̺(y) and B
l
n :=
∫ en
an
dy
̺(y) for all n.
Assume without loss of generality ei < ej . The scale-connection between Ii and Ij means
(ei, ej) ∩Gc is of zero Lebesgue measure, and
(6.9)
∑
n:In⊂(ei,ej)
Bn
cn
+
Bri
ci
+
Blj
cj
<∞.
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Roughly speaking, {Ik : k ≥ 1} is obtained by gluing all scale-connected intervals in
{In : n ≥ 1} (cf. [15, §3.3]). The details are explained as follows. The scale-connection is
an equivalent relation for the intervals in {In : n ≥ 1}. Denote all its induced equivalence
classes by {Ik : k ≥ 1}, where Ik ⊂ {In : n ≥ 1} contains mutually scale-connected
intervals. Note that if Ii is scale-connected to Ij , then all In located between Ii and Ij
must be scale-connected to them. Hence Jk looks like a “connected” cluster of intervals.
Set
ak := inf{x ∈ J : J ∈ Ik}, bk := sup{x ∈ J : J ∈ Ik}.
Take a fixed point ek ∈ (ak, bk) and write
(6.10) sk(x) :=
∫ x
ek
dx
ρ(x)
, x ∈ (ak, bk).
Then sk is absolutely continuous and strictly increasing on (ak, bk). Define
(6.11) Ik := 〈ak, bk〉,
where ak ∈ Ik (resp. bk ∈ Ik) if and only if ak + limx↓ak sk(x) > −∞ (resp. bk +
limx↑bk sk(x) <∞. Eventually we obtain the following.
Lemma 6.11. Let sk and Ik be in (6.10) and (6.11). Then {(Ik, sk) : k ≥ 1} is the set of
effective intervals.
Proof. It is easy to verify that Ik are mutually disjoint and sk is adapted to Ik (see the
definition of adaptedness in §A.1). Then Theorem A.3 tells us there is a Dirichlet form
(E˜ , F˜ ) whose effective intervals are {(Ik, sk) : k ≥ 1}. It suffices to show (E ,F ) =
(E˜ , F˜ ). Indeed, by the representation of (E˜ , F˜ ) in Theorem A.3, one can deduce that
C∞c (R) ⊂ F˜ and E˜ (f, g) =
1
2
∫
R
f ′(x)g′(x)ρ(x)dx for f, g ∈ C∞c (R). In other words,
E˜ (f, g) = E (f, g). Then applying [15, Theorem 3.7] to (E˜ , F˜ ), one can conclude that
C∞c (R) is a core of (E˜ , F˜ ). Since (E ,F ) is obtained by the closure of (1.5), we have
(E ,F ) = (E˜ , F˜ ). That completes the proof. 
(c) ρ is locally of bounded variation on each Ik. Consider In = (an, bn) ⊂ Ik for
some k. When an ∈ Ik (resp. bn ∈ Ik), it follows from the forth condition that ̺n can
be extended to a function on [an, bn) (resp. (an, bn]), which is canonical and of bounded
variation on [an, en] (resp. [en, bn]). Denote the closure of In in Ik by
Iˆn := 〈an, bn〉,
i.e. an ∈ Iˆn or bn ∈ Iˆn if an ∈ Ik or bn ∈ Ik, and the extension of ̺n to Iˆn still by
̺n. Moreover, set ̺n(an−) := 0 (resp. ̺n(bn) := 0) whenever an ∈ Iˆn (resp. bn ∈ Iˆn).
Further denote the induced Radon signed measure of ̺n on Iˆn by ν̺n (see the explanation
below Definition 3.4), and let Vn := |ν̺n |(Iˆn) be the total variation of ν̺n . Note that if
Iˆn = [an, bn], then Vn is finite and ν̺n(Iˆn) = 0.
Lemma 6.12. (1) For any n 6= m, ν̺n ⊥ ν̺m .
(2) ρ is locally of bounded variation on each Ik, if and only if for any k and any
compact intervalK ⊂ Ik,
(6.12)
∑
n:In⊂K
cnVn <∞.
In the meanwhile, the induced measure νρ of ρ is
(6.13) νρ =
∑
n≥1
cnν̺n .
ON GENERAL SKEW BROWNIAN MOTIONS 23
Proof. For the first assertion, argue by contradiction and suppose en < em but ν̺n is not
singular to ν̺m . This implies bn = am ∈ Iˆn ∩ Iˆm, ν̺n({bn}) 6= 0 and ν̺m({am}) 6= 0.
Since ν̺n({bn}) 6= 0 indicates ̺n(bn−) > 0, which is equivalent to |µ|([en, bn)) < ∞
by Lemma 6.3 (7), it follows from the first condition that bn ∈ Ξ−. Analogically, one can
obtain am ∈ Ξ+. Hence bn = am ∈ Ξ+ ∩ Ξ− = ∅ which leads to contradiction.
To prove the necessity of (6.12), it suffices to show νK :=
∑
n:In⊂K
ν̺n is a finite
signed measure. Take In ⊂ K . Firstly, note that Iˆn = [an, bn] and ρ = cn̺n on In.
It follows that νρ = cnν̺n = νK on In. Next, we claim |νK({an})| ≤ |νρ({an})|.
Without loss of generality, assume |νK({an})| > 0. When ν̺n({an}) 6= 0, we have
|νK({an})| = |ν̺n({an})| = cn̺n(an) > 0 by the first assertion. In the meanwhile,
an ∈ Ξ
+ and ρ(an) = cn̺(an). Moreover, it holds that an = ak ∈ Ik, or an = bm for
some m, or bpi ↑ an for a subsequence {bpi : i ≥ 1} ⊂ {bn : bn ∈ Ik}. In the first case,
|νρ({an})| = ρ(an) = cn̺n(an) = |ν̺n({an})|. In the second case, since ρ is of bounded
variation on K , we have ρ(an−) = limz↑an cm̺m(z) exists. Applying Lemma 6.3 (7),
ρ(an−) must be equal to 0 since an /∈ Ξ−. Hence |νρ({an})| = |ν̺n({an})| remains true.
In the last case, note that ρ(bpi) = 0 and hence ρ(an−) = limi↑∞ ρ(bpi) = 0. We still have
|νρ({an})| = |ν̺n({an})|. When ν̺n({an}) = 0, we have an = bm for some Im ⊂ K
and ν̺m({bm}) 6= 0, i.e. bm ∈ Ξ
−. One can obtain that ρ(an) = cn̺n(an) = 0 and
ρ(an−) = cm̺m(bm−) > 0. Hence |νρ({an})| = cm|̺m(bm−)| = |νK({an})|. Even-
tually we can conclude |νK({an})| ≤ |νρ({an})|. Similarly, |νK({bn})| ≤ |νρ({bn})|
holds. Finally, |νK |(K) ≤ |νK |(∪n≥1In) + |νK |(∪n≥1{an, bn}) ≤ |νρ|(∪n≥1In) +
|νρ|(∪n≥1{an, bn}) ≤ |νρ|(K) <∞.
To prove the sufficiency of (6.12), fix k ≥ 1 and take ep ∈ Ik. Denote the right hand
side of (6.13) by ν. Then (6.12) and the first assertion indicate that ν is a Radon signed
measure on Ik. Define
ρ˜(z) :=
{
cp̺p(ep) + ν((ep, z]), ep ≤ z ∈ Ik,
cp̺p(ep)− ν((z, ep]), ep > z ∈ Ik.
Clearly ρ˜ is a canonical function locally of bounded variation on Ik. Let us show ρ = ρ˜ on
Ik, which leads to νρ = ν. In fact, recall that ν̺n([an, bn]) = ̺n(bn) − ̺n(an−) = 0 if
[an, bn] ⊂ Ik. For any z ≥ ep and z ∈ In ⊂ Ik, we have
ρ˜(z) = cp̺p(ep) + cpν̺p((ep, bp]) + cnν̺n([an, z]) = cn̺n(z) = ρ(z).
The case z < ep can be treated similarly. Hence ρ = ρ˜ on all In. For z ∈ Ik\∪n≥1[an, bn],
we can obtain ρ˜(z) = 0 = ρ(z). Finally, it suffices to prove ρ(an) = ρ˜(an) and ρ(bn) =
ρ˜(bn) for an, bn ∈ Ik. We only treat the case bn ∈ Ik with bn > ep. When bn = am
for some m, ρ˜(bn) = cmν̺m({am}) = cm̺m(am). Note that ρ˜(bn) > 0 if and only if
bn = am ∈ Ξ+. In this case, ρ(bn) = ρ(am) = limz↓am ρ(z) = cm̺m(am) = ρ˜(bn).
Otherwise if ρ˜(bn) = 0, then bn ∈ Gc \ Ξ+. Thus ρ(bn) = 0 = ρ˜(bn). When no such
m exists, it follows from the first condition that bn /∈ Ξ+ and hence ρ(bn) = 0. From the
definition of ρ˜, one can also obtain ρ˜(bn) = 0. That completes the proof. 
(d) Relation between µ and ρ. It follows from ρ = cn̺n on In and Lemma 6.3 (5) that
νρ(dz)
ρ(z) + ρ(z−)
=
cnνρn(dz)
cn(̺n(z) + ̺n(z−))
= µ(dz), z ∈ In.
Note that |νρ| ((∪n≥1[an, bn])c) = 0 by (6.13), while (∪n≥1[an, bn])c ⊂ Gc \ Ξ and the
second condition indicates |µ| ((∪n≥1[an, bn])c) = 0. Furthermore, consider the endpoint
an. By mimicking the proof of the first assertion in Lemma 6.12, we know that νρ({an}) 6=
0 is equivalent to an ∈ Ξ+ or an = bm ∈ Ξ− for some m. In the former case, ρ(an) =
cn̺n(an) > 0 and ρ(an−) = 0, as shown in the proof of the necessity of (6.12). Hence
νρ({an})
ρ(an) + ρ(an−)
=
ρ(an)− ρ(an−)
ρ(an) + ρ(an−)
= 1 = µ({an}).
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In the latter case, ρ(bm−) = cm̺m(bm−) > 0 and ρ(bm) = 0. Then one can also
obtain νρ({an})/(ρ(an) + ρ(an−)) = µ({an}). When νρ({an}) = 0, it is easy to find
an ∈ Gc \ Ξ. As a consequence, µ({an}) = 0. Another endpoint bn can be treated
similarly. Eventually we can conclude that (5.1) holds. In other words, the relation (5.1)
between µ and ρ is satisfied without extra conditions.
(e) Conservativeness. By Proposition A.5, it suffices to deal with the case that some
effective interval is unbounded. More precisely, when (L,∞) ⊂ Ik (resp. (−∞,−L) ⊂
Ik) for some k and some constant L > 0, it should hold
(6.14)
∫ ∞
L
dx
ρ(x)
∫ x
L
ρ(y)dy =∞,
(
resp.
∫ −L
−∞
dx
ρ(x)
∫ −L
x
ρ(y)dy =∞
)
.
If (L,∞) ∩Gc = ∅ (resp. (−∞,−L) ∩Gc = ∅), then (L,∞) ⊂ In (resp. (−∞,−L) ⊂
In) for some n and ρ = cn̺n on (L,∞) (resp. (−∞,−L)). Hence the fifth condition
leads to (6.14). When all In ⊂ Ik is bounded, we present a sufficient condition on {cn :
n ≥ 1} for (6.14) as follows. We only treat the case (L,∞) ⊂ Ik. Take a subsequence
{Ipi : i ≥ 1} of {In ⊂ Ik : n ≥ 1} such that Ipi increases to∞ as i ↑ ∞ and L < ap1 .
Then the left hand side of (6.14) is greater than
∞∑
i=1
∫
Ipi
dx
ρ(x)

i−1∑
j=1
∫
Ipj
ρ(y)dy

 = ∞∑
i=1
Bpi
cpi
(
cp1Ap1 + · · ·+ cpi−1Api−1
)
.
Hence if cpi ≤ Bpi
(
cp1Ap1 + · · ·+ cpi−1Api−1
)
for all i, then (6.14) is satisfied.
Proof of the sufficiency of Theorem 6.4. By these arguments, we can conclude that ρ is the
expected density function, if and only if {cn : n ≥ 1} satisfies (6.8), (6.12) and (6.14). It
suffices to show the existence of such a set {cn : n ≥ 1}. To this end, set φn := 1/(n2An)
if An <∞ and φn := 1 if An =∞, ϕn := 1/(n2Vn) if Vn <∞ and ϕn := 1 if Vn =∞.
When the sequence {Ipi : i ≥ 1} increasing to∞ in (e) (or an analogical sequence {Iqi}
decreasing to −∞) exists, define cp1 := φp1 ∧ ϕp1 and by induction
cpi := φpi ∧ ϕpi ∧
(
Bpi ·
(
cp1Ap1 + · · ·+ cpi−1Api−1
))
, i ≥ 2.
The set {cqi : i ≥ 1} is defined analogically. For n 6= pi, qi, define cn := φn ∧ ϕn. Then
one can easily check that cn > 0 for any n ≥ 1, and (6.8), (6.12) and (6.14) hold. That
completes the proof. 
6.4. Irreducibility and uniqueness. The following corollary describes all related general
skew Brownian motions and their irreducibility. The proof is trivial by Remark 6.7 and the
arguments in §6.3.2.
Corollary 6.13. Under the conditions of Theorem 6.4, every general skew Brownian mo-
tionX related to (6.1) is determined by a density function ρ given as follows:
(6.15)
ρ(z) = cn̺(z), z ∈ In, n ≥ 1
ρ(an) = lim
z↓an
cn̺(z), an ∈ Ξ
+,
ρ(z) = 0, z /∈ G ∪ Ξ+,
where {cn : n ≥ 1} is a set of positive constants satisfying (6.8), (6.12) and (6.14). Fur-
thermore, X is irreducible, if and only if Ii is scale-connected to Ij for all i, j, i.e. G
c is
of zero Lebesgue measure and (6.9) holds for all i, j.
We say the general skew Brownian motions related to (6.1) are unique, if all of them
are equivalent in distribution (see [11, §4.2]).
Corollary 6.14. The general skew Brownian motions related to (6.1) are unique, if and
only if for any density function ρ given by (6.15), no different intervals in {In : n ≥ 1} are
scale-connected.
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Proof. To prove the sufficiency, it suffices to note that for any density function ρ given
by (6.15), the set of effective intervals must be {〈an, bn〉 : n ≥ 1}, where an ∈ 〈an, bn〉
(resp. bn ∈ 〈an, bn〉) if and only if
∫ en
an
dx
̺(x) < ∞ (resp.
∫ bn
en
dx
̺(x) < ∞). Moreover,
the restriction X |〈an,bn〉 of X to 〈an, bn〉 is an irreducible diffusion given by the density
function ̺n. More precisely, it is completely characterized by the scale function sn and the
speed measure mn as follows (even if cn 6= 1):
sn(x) =
∫ x
en
dy
̺n(y)
, mn(dx) = ̺n(x)dx.
Hence X is uniquely determined. To the necessity, argue by contradiction and suppose Ii
is scale-connected to Ij for ρ in (6.15) with a set {cn : n ≥ 1} of positive constants. Let
Ik be an effective interval of X such that Ii ∪ Ij ⊂ Ik. Take another set {c˜n : n ≥ 1} of
positive constants as follows: for n 6= i, set c˜n := cn and let c˜i 6= ci. Then {c˜n : n ≥ 1}
gives another density function ρ˜, which still satisfies (6.8), (6.12) and (6.14). Hence the
general skew Brownian motion X˜ with the density function ρ˜ is also related to (6.1). One
can easily find that X˜ has the same set of effective intervals as X . However, X˜|Ik is not
equivalent toX |Ik since no constant c > 0 exists such that ρ˜ = c ·ρ on Ik. This contradicts
with the uniqueness. That completes the proof. 
Remark 6.15. Take Ii and Ij with ei < ej . Then one of the following implies that Ii is not
scale-connected to Ij :
(i) Gc ∩ (ei, ej) is of positive Lebesgue measure;
(ii)
∫ bi
ei
dx
̺(x) =∞ or
∫ ej
aj
dx
̺(x) =∞;
(iii) There is an In ⊂ (ei, ej) such that
∫
In
dx
̺(x) =∞.
From Corollaries 6.13 and 6.14, we can also conclude that if Gc 6= ∅ and there is an
irreducible general skew Brownian motion related to (6.1), then the related general skew
Brownian motions are not unique. Meanwhile, there are infinite different weak solutions
to (6.1) for all x ∈ R.
7. SPECIAL CASES OF THEOREM 6.4
7.1. No barriers. In this subsection, let us consider the case without barriers:
(M1) Gc = Ξ = ∅, i.e. |µ| is Radon on R and |µ({z})| < 1 for all z ∈ R.
Under this assumption, write ̺ for the function defined in (6.3) with I = R and e = 0. The
result below states the well-posedness of (6.1).
Theorem 7.1. Assume (M1) and
(7.1)
∫ ∞
0
dx
̺(x)
∫ x
0
̺(y)dy =
∫ 0
−∞
dx
̺(x)
∫ 0
x
̺(y)dy =∞.
Then the following hold:
(1) There exists a unique general skew Brownian motionX related to (6.1). Moreover,
X is irreducible.
(2) For all x ∈ R, the SDE (6.1) is well posed and (Xt,Px) is its unique solution,
where X is the general skew Brownian motion in the first assertion.
Proof. (1) The existence ofX is clear since the equivalent conditions in Theorem 6.4
are satisfied. The uniqueness and irreducibility of related general skew Brownian
motions is indicated by Corollaries 6.13 and 6.14.
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(2) It suffices to show the pathwise uniqueness of (6.1) for all x ∈ R. Fix x and let
(Y,W ) be a weak solution to (6.1). Set
(7.2) f(z) :=


∫ z
0
dy
̺(y)
, z ≥ 0,
−
∫ 0
z
dy
̺(y)
, z < 0.
Note that 1/̺ is locally of bounded variation on R. Applying Itoˆ-Tanaka formula
to Y and f (see such as [19, pp.208 (1.5) and pp.219 (1.25)]; though the formula
there is in terms of convex functions, its proof is robust for this f ), we have
(7.3) f(Yt)− f(x) =
1
2
∫ t
0
(
1
̺(Ys−)
+
1
̺(Ys)
)
dYs +
1
2
∫
R
Lzt (Y )d
(
1
̺
)
(z).
Mimicking Lemma 6.3 (5), we can deduce that
(7.4) d
(
1
̺
)
(z) = −
(
1
̺(z)
+
1
̺(z−)
)
µ(dz).
Note that dLzs(Y ) is a.s. carried on {t ≥ 0 : Yt = z}. Substituting (6.1) and (7.4)
in (7.3), we obtain
f(Yt)− f(x) =
1
2
∫ t
0
(
1
̺(Ys−)
+
1
̺(Ys)
)
dWs.
Since the discontinuous points of 1/̺ are countable, it follows from the occu-
pation times formula that the right hand side of the above equality is equal to∫ t
0
1/̺(Ys)dWs. Let Zt := f(Yt) and g := f
−1 be the inverse function of f . If
f(∞) :=
∫ ∞
0
1/̺(y)dy <∞, or f(−∞) :=
∫ 0
−∞
1/̺(y)dy > −∞,
set g(z) := g(f(∞)) for z ≥ f(∞) and g(z) := g(f(−∞)) for z ≤ f(−∞).
Then (Z,W ) is a solution to
(7.5) dZt = h(Zt)dWt, Z0 = f(x),
where h := 1̺ ◦ g. Clearly for any r > 0, there exists a constant εr > 0 such
that h(x) ≥ εr on [−r, r]. Note that 1/̺ is locally of bounded variation. Denote
the total variation function of 1/̺ by F , i.e. F is increasing, F (0) = 0 and dF
is the total bounded variation measure of 1/̺. Particularly, |1/̺(y)− 1/̺(z)| ≤
|F (y) − F (z)| for all y, z ∈ R. Set F˜ (z) := 2 (F ◦ g)2 (z) for z ≥ 0 and
F˜ (z) := −2 (F ◦ g)2 (z) for z < 0. We have F˜ is increasing and |h(y)−h(z)|2 ≤
|F˜ (y)−F˜ (z)| for all y, z ∈ R. Then applying [19, pp.360 (3.5) and pp.366 (3.13)],
we can obtain that the pathwise uniqueness holds for (7.5). Since f is continuous
and strictly increasing, one can eventually conclude that the pathwise uniqueness
holds also for (6.1).
That completes the proof. 
Remark 7.2. The condition (7.1) is used only for the conservativeness of X (or in other
words, the non-explosionof the solution to (6.1)). Without this condition, the well-posedness
of (6.1) remains still true but a lifetime should be possibly attached, see [3].
The situations in [14,17,18] are covered by the above theorem. In [18], µ =
∑
p∈Z(2αp−
1)δzp where {zp : p ∈ Z} is a set of discrete points andαp ∈ (0, 1). Clearly, (M1) is always
satisfied. Instead, [17] considers a set of countable points with one accumulation point as
presented in (1.3). Meanwhile (M1) becomes
∑∞
k=1 |2α
−
k −1|+
∑−1
k=−∞ |2α
+
k −1| <∞.
In [14], µ is assumed to be finite (i.e. |µ| is finite) and |µ({z})| < 1 for all z ∈ R. Then
from Lemma 6.3 we know that there exists a constant c > 1 such that 1/c < ̺(z) < c for
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all z ∈ R. Particularly, (7.1) is always true. Moreover, one can find thatX is (point) recur-
rent in the sense that Px(σy < ∞) = 1 for any x, y ∈ R where σy := {t > 0 : Xt = y}
is the first hitting time ofX at y (see Remark 4.4).
7.2. Discrete barriers. Next, the barrier set Ξ is not imposed to be empty. Instead, we
assume that Ξ is discrete, i.e. Ξ has no accumulation points. Then Ξ = {zn : n ∈ S},
where the index set S = {−M,−(M−1), · · · , 0, 1, · · · , N} is a subset of ZwithM,N ≤
∞, can be written as a two-sided sequence:
(7.6) · · · < z−p < z−(p−1) < · · · < z0 < z1 < · · · < zq < · · · .
Set In := (zn, zn+1) and take a fixed point en ∈ In. When N < ∞ or M < ∞,
IN := (zN ,∞) or I−M−1 := (−∞, z−M ). Moreover, consider the following case:
(M2) The discrete barrier set Ξ is rearranged as (7.6) and |µ||In is Radon on In.
For the sake of brevity, write n+ and n− for the intervals (zn, en] and [en−1, zn) if
no confusions cause. For example, µ+(n+) means µ+((zn, en]) and |µ|(n−) means
|µ|([en−1, zn)). Further write ̺n for ̺In in (6.3) with I = In, e = en. Set a function
̺ defined on R \ Ξ by ̺|In := ̺n.
We classify every point zn ∈ Ξ
+ as follows. It is called a real right barrier, denoted by
zn ∈ Ξ+r , if
(7.7) |µ|(n+) <∞,
and
(7.8)
∫
n−
̺(y)dy <∞,
∫
n−
dy
̺(y)
=∞.
When (7.7) holds and ̺|n− can be extended to a function of bounded variation on [en−1, zn]
with
(7.9) ̺(zn−) := lim
z↑zn
̺(z) = 0,
∫
n−
dy
̺(y)
<∞,
we call zn a pseudo right barrier and write zn ∈ Ξ+p . Clearly Ξ
+
r ∩ Ξ
+
p = ∅. Set further
Ξ+n := Ξ
+\(Ξ+r ∪Ξ
+
p ). Then a point in Ξ
+
n is called a nonsensical right barrier. Similarly,
one can define the sets Ξ−r , Ξ
−
p and Ξ
−
n of real, pseudo, and nonsensical left barriers. Let
Ξr := Ξ
+
r ∪ Ξ
−
r , Ξp := Ξ
+
p ∪ Ξ
−
p and Ξn := Ξ
+
n ∪ Ξ
−
n .
Theorem 7.3. Assume (M2) and that whenever a constantL > 0 exists such that (L,∞)∩
Ξ = ∅ (resp. (−∞,−L) ∩ Ξ = ∅),
(7.10)
∫ ∞
L
dx
̺(x)
∫ x
L
̺(y)dy =∞,
(
resp.
∫ −L
−∞
dx
̺(x)
∫ −L
x
̺(y)dy =∞
)
.
Then the following hold:
(1) There exists a general skew Brownian motion related to (6.1), if and only if Ξn is
empty. Meanwhile, all general skew Brownian motions related to (6.1) share the
same set of effective intervals.
(2) One (or all) general skew Brownian motion related to (6.1) is irreducible, if and
only if Ξr is empty.
(3) The general skew Brownian motions related to (6.1) are unique, if and only if Ξp
is empty.
Proof. To show the first assertion, suppose Ξn = ∅ at first. It suffices to verify the condi-
tions in Theorem 6.4 and then we can conclude the existence of related general skew Brow-
nian motions. Indeed, it follows from Ξn = ∅ that |µ|(n+) < ∞ (resp. |µ|(n−) < ∞)
for all zn ∈ Ξ+ (resp. zn ∈ Ξ−). Thus the first condition in Theorem 6.4 is satisfied.
The second condition in Theorem 6.4 is clear since Gc = Ξ under the assumption (M2).
When zn ∈ Ξ+, (7.7) indicates that ̺ is bounded on n+ by Lemma 6.3 (7) and thus
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∫
n+ ̺(y)dy < ∞. When zn ∈ Ξ
− = Ξ−r ∪ Ξ
−
p , the definition of real or pseudo left
barrier also leads to
∫
n+
̺(y)dy < ∞. Hence the third condition in Theorem 6.4 is true.
The fourth condition in Theorem 6.4 is implied by (7.9). Finally, (7.10) is nothing but
(6.7). Next, suppose Ξn 6= ∅ and we will see no related general skew Brownian motions
exist. Without loss of generality, let zn ∈ Ξ+n . Since zn /∈ Ξ
+
r , we have |µ|(n+) = ∞
or
∫
n−
̺(y)dy = ∞ or
∫
n−
dy
̺(y) < ∞. The former two cases do not admit the existence
of related general skew Brownian motions by Theorem 6.4. Hence
∫
n−
dy
̺(y) < ∞. But
zn /∈ Ξ+p implies that either ̺|n− cannot be extended to a function of bounded variation
on [en−1, zn], or (7.9) is not true. In the former case, the fourth condition in Theorem 6.4
is not satisfied. In the latter case, we must have ̺(zn−) > 0. Note that ̺(zn) > 0 by
|µ|(n+) < ∞. Then |µ|({zn}) =
∣∣∣̺(zn)−̺(zn−)̺(zn)+̺(zn−)
∣∣∣ < 1, which contradicts with zn ∈ Ξ+.
Therefore the existence of related general skew Brownian motions is equivalent to Ξn = ∅.
Note that when zn ∈ Ξp (resp. zn ∈ Ξr),∫ en
en−1
dy
̺(y)
<∞,
(
resp.
∫ en
en−1
dy
̺(y)
=∞
)
.
Since every general skew Brownian motion X related to (6.1) has the density function ρ
given by (6.15), it follows that each effective interval ofX is ended by real barriers or±∞,
and all barriers belonging to the interior of some effective interval are pseudo. Particularly,
the set of effective intervals is independent of the choice of {cn : n ≥ 1} in (6.15). In other
words, all general skew Brownian motions related to (6.1) share the same set of effective
intervals. Since the irreducibility of X means that X has exactly one effective interval,
one can conclude that it is also equivalent to Ξr = ∅ by the above arguments. For the third
assertion, note that Corollary 6.13 tells us the uniqueness holds if and only if for any ρ
given by (6.15), no different intervals in {In : −M − 1 ≤ n ≤ N} are scale-connected.
Hence it is equivalent to Ξp = ∅. That completes the proof. 
The name of nonsensical barriers comes from the consequence that if Ξn 6= ∅, then
there are no general skew Brownian motions related to (6.1). Pseudo barriers are not “real”
because related general skew Brownian motions can go across them from both sides. Only
real barriers are definitely effective in the sense that no related general skew Brownian
motions can pass through them from either side.
As stated in Corollary 6.13, the density function ρ of a related general skew Brownian
motionX is determined by a set of positive constant {cn : n ≥ 1} in the manner of (6.15).
Recall that {cn : n ≥ 1} should satisfy (6.8), (6.12) and (6.14). Under (M2), (6.8) and
(6.12) are always true. Hence only the conservativeness of X is required for the choice
of {cn : n ≥ 1}. On the other hand, the effective intervals {Ik : k ≥ 1} of X are
independent of {cn : n ≥ 1}. Each Ik is ended by real barriers or ±∞. When Ξp 6= ∅
and Ik contains pseudo barriers, there are infinite related general skew Brownian motions,
whose restriction to Ik are different. Particularly for x ∈ Ik, the pathwise uniqueness of
(6.1) does not hold.
Remark 7.4. Consider the simple case µ = δ0. One can easily find Ξ = Ξ
+
n = {0} and
hence Theorem 7.3 tells us there are no general skew Brownian motions related to (6.1).
However, it is well known that (6.1) is well posed and the unique solution is the reflected
Brownian motion on [0,∞) as shown in [2], [13] and [14]. This is not surprising, because
the general skew Brownian motion we expect is a diffusion process on R, but the real state
space of reflected Brownian motion is [0,∞) and (−∞, 0) is treated as its ceremony. More
precisely, the solution to (6.1) in the above citations is understood as a diffusion process
(Xt,Px) with the lifetime ζ = inf{t > 0 : Xt /∈ [0,∞)} such that Px(ζ = ∞) = 1 for
x ≥ 0.
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Generally we can also derive the well-posedness of (6.1) by attaching a suitable lifetime
to the solutions. Indeed, consider In = (zn, zn+1) and assume that
(i) zn ∈ Ξ+ and |µ|(n+) <∞ whenever
∫
n+
dy
̺(y) <∞;
(ii) zn+1 ∈ Ξ− and |µ|((n+ 1)−) <∞ whenever
∫
(n+1)−
dy
̺(y) <∞.
Let In := 〈zn, zn+1〉, where zn ∈ In (resp. zn+1 ∈ In) if and only if
∫
n+
dy
̺(y) < ∞
(resp.
∫
(n+1)−
dy
̺(y) < ∞). Then mimicking the proof of Theorem 7.1, one can conclude
that for any x ∈ In there exists a unique solution (Xt,Px) to (6.1) such that
(7.11) Px(ζn =∞) = 1,
where ζn := inf{t > 0 : Xt /∈ In}. Particularly when Ξn = Ξp = ∅, these assumptions
(i) and (ii) are always true for all n and {In : n ≥ 1} is exactly the set of effective intervals
obtained in Theorem 7.1. The unique solution (Xt,Px) to (6.1) satisfying (7.11) coincides
with the restriction of the unique general skew Brownian motion related to (6.1) to In.
In the case Ξn = ∅ but Ξp 6= ∅, take an effective interval Ik containing pseudo barriers.
Then there are different weak solutions to (6.1) for x ∈ Ik as mentioned before this remark.
However, it is still possible that some In ⊂ Ik satisfies (i) and (ii). An example is given
in Example 7.7. When 0 < α < 1 in this example, 0 is a pseudo barrier but I1 = (0,∞)
satisfies (i) and (ii). As a consequence, if attaching the lifetime ζ1 := inf{t > 0 : Xt /∈
[0,∞)}, the weak solutions to (6.1) (with x ≥ 0) satisfying Px(ζ1 = ∞) = 1 are unique
and identified with reflected Brownian motion.
A lemma below provides comprehensible conditions to distinguish different barriers.
Clearly, zn ∈ Ξ+ with |µ|(n+) =∞ is always a nonsensical barrier.
Lemma 7.5. Assume (M2) and take zn ∈ Ξ+ with |µ|(n+) < ∞. Then the following
hold:
(1) If µ−(n−) <∞, then zn ∈ Ξ+n .
(2) If µ−(n−) = ∞ and µ+(n−) < ∞, then zn ∈ Ξ+r ∪ Ξ
+
p . Meanwhile, zn ∈ Ξ
+
r
(resp. zn ∈ Ξ+p ) if and only if∫
n−
dy
̺(y)
=∞,
(
resp.
∫
n−
dy
̺(y)
<∞
)
.
(3) If µ−(n−) = µ+(n−) = ∞, then zn is possibly a real, pseudo or nonsensical
barrier.
Proof. (1) Suppose µ−(n−) <∞. If µ+(n−) <∞, then it follows from Lemma 6.3
that ̺(zn−) exists and is positive. Then neither (7.8) nor (7.9) is satisfied. Thus
zn ∈ Ξ+n . If µ
+(n−) = ∞, one can deduce that limz↑zn
1
̺(z) = 0 and 1/̺ is of
bounded variation on [en−1, zn] by mimicking Lemma 6.3 (6). Particularly, 1/̺
is integral on [en−1, zn] but ̺(zn−) 6= 0. We still have zn ∈ Ξ
+
n .
(2) When µ−(n−) = ∞ and µ+(n−) <∞, Lemma 6.3 (6) tells us ̺(zn−) = 0 and
̺ is of bounded variation on [en−1, zn]. Particularly, ̺ is integral on [en−1, zn].
If
∫
n−
dy
̺(y) = ∞, we have (7.8) holds and zn ∈ Ξ
+
r . Otherwise (7.9) holds and
zn ∈ Ξ+p .
(3) We shall raise examples to show their possibilities in Example 7.8.
That completes the proof. 
Then we can obtain a useful corollary by ignoring the situation µ−(n−) = µ+(n−) =
∞. The proof is straightforward by applying Theorem 7.3 and Lemma 7.5.
Corollary 7.6. Under the same conditions as Theorem 7.3 assume further that no n exists
such that µ+(n−) = µ−(n−) = ∞ or µ+(n+) = µ−(n+) = ∞. Then there exists a
general skew Brownian motion related to (6.1), if and only if
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(1) For any zn ∈ Ξ+, |µ|(n+) <∞, µ+(n−) <∞ and µ−(n−) =∞;
(2) For any zn ∈ Ξ−, |µ|(n−) <∞, µ+(n+) =∞ and µ−(n+) <∞.
Meanwhile, zn ∈ Ξ± is a real (resp. pseudo) barrier, if and only if
∫
n±
1/̺(y)dy = ∞
(resp.
∫
n± 1/̺(y)dy <∞).
We complete this subsection with two examples.
Example 7.7. Take a constant α and
µ(dz) = −
α
2
|z|−1dz|(−∞,0) + δ0.
Write I0 = (−∞, 0), I1 = (0,∞), and take the fixed point in I0 and I1 to be e0 = −1
and e1 = 1. Clearly, Ξ = Ξ
+ = {z1 : z1 = 0}, |µ|(1+) = 0 and (M2) is true. It is
easy to obtain ̺(z) = |z|α on I1 and ̺ ≡ 1 on I2 (cf. Example 5.3) and straightforward
to verify (7.10). Hence all assumptions in Corollary 7.6 are satisfied. Note that µ+(1−) =
0, µ−(1−) = ∞ if and only if α > 0. Then from Corollary 7.6 one can conclude that
general skew Brownian motions related to (6.1) exist if and only if α > 0. Moreover, 0 is
a real (resp. pseudo, nonsensical) barrier if and only if α ≥ 1 (resp. 0 < α < 1, α ≤ 0) by
their definitions.
When 0 < α < 1, every general skew Brownian motion related to (6.1) is given by the
density function
ρ(z) = |z|α · 1(−∞,0)(z) + c1 · 1[0,∞)(z)
for some constant c1 > 0. All of them are irreducible and (point) recurrent. Accordingly,
the pathwise uniqueness of (6.1) does not hold for any x ∈ R.
Another example illustrates the three cases possibly appeared in the last assertion of
Lemma 7.5.
Example 7.8. Let
µ(dz) =
∞∑
k=1
(
β+k δ{− 12k } − β
−
k δ{− 12k+1}
)
+ δ0,
where β+k , β
−
k are positive constants with 0 < β
+
k , β
−
k < 1 and
(7.12)
∑
k≥1
β+k =
∑
k≥1
β−k =∞.
Let I0, I1 and e0, e1 be the same as those in Example 7.7. Then z1 = 0 ∈ Ξ+, |µ|(1+) = 0
and µ+(1−) = µ−(1−) =∞. Note that (M2) and (7.10) are obviously satisfied.
(1) Take β+k = β
−
k =
k
k+2 . One can deduce that ̺ = k + 1 on (−
1
2k ,−
1
2k+1 ) and
̺ = 1 on (− 12k+1 ,−
1
2k+2 ). Then 0 is neither a real barrier nor a pseudo barrier.
We have 0 ∈ Ξ+n .
(2) Take a constant α > 0 and
β+k =
(
k+1
k
)α
− 1(
k+1
k
)α
+ 1
, β−k =
1−
(
k
k+1
)2α
1 +
(
k
k+1
)2α .
One can check that (7.12) is satisfied and ̺ ≡
(
k+1
k2
)α
on (− 12k ,−
1
2k+1 ) and
̺ ≡
(
1
k+1
)α
on (− 12k+1 ,−
1
2k+2 ). Clearly
∫ 0
−1 ̺(y)dy < ∞ since ̺ is bounded.
Moreover,∫ 0
−1
dy
̺(y)
=
∑
k≥1
(
k2
k + 1
)α
·
1
2k(2k + 1)
+
∑
k≥1
1
(k + 1)α
·
1
(2k + 1)(2k + 2)
.
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When α ≥ 1, we have
∫ 0
−1
dy
̺(y) = ∞ and 0 is a real barrier. When 0 < α < 1,∫ 0
−1
dy
̺(y) < ∞ and ̺(0−) = 0. One can also conclude that ̺ is of bounded
variation on [−1, 0] since∑
k≥1
∣∣∣∣
(
k + 1
k2
)α
−
(
1
k + 1
)α∣∣∣∣+∑
k≥1
∣∣∣∣
(
k + 2
(k + 1)2
)α
−
(
1
k + 1
)α∣∣∣∣ <∞.
Therefore 0 is a pseudo barrier.
7.3. Barriers with many accumulation points. LetK be a generalized Cantor set. More
precisely, take a sequence {αj : j ≥ 1} of numbers in (0, 1) and define a decreasing
sequence {Kj : j ≥ 1} of closed sets as follows: K0 := [0, 1],Kj is obtained by removing
the open middle αj th from each of the intervals that make up Kj . Then K := ∩j≥1Kj is
called a generalized Cantor set (see [8]). When αj ≡ 1/3, K is nothing but the standard
Cantor set. WriteKc as a union of disjoint open intervals:
(7.13) Kc = ∪n≥1(an, bn)
and set In := (an, bn). For the sake of clearness, assume I1 = (−∞, 0) and I2 = (1,∞).
Take e1 := −1, e2 := 2 and en := (an + bn)/2 for n ≥ 3.
We turn to consider a more complicated case of Theorem 6.4 that µ satisfies
(M3) Ξ+ = {an : n ≥ 2}, Ξ− = {bn : n = 1 or n ≥ 3} and |µ| is Radon on In for all
n.
Note that (M3) indicates G = Kc where G is in Theorem 6.4. Define a function ̺n on In
by (6.3) with I = In and set ̺ := ̺n on all In as before. When |µ|(In) <∞ for n ≥ 3, ̺n
can be extended to a function of bounded variation on [an, bn] due to Lemma 6.3. Denote
its canonical version still by ̺n and the induced Radon signed measure on [an, bn] by ν̺n .
Theorem 7.9. Assume (M3) and that
(7.14)
∫ ∞
2
dx
̺(x)
∫ x
2
̺(y)dy =
∫ −1
−∞
dx
̺(x)
∫ −1
x
̺(y)dy =∞.
Then there exists a general skew Brownian motion related to (6.1) if and only if |µ|([−1, 0]∪
[1, 2]) < ∞, |µ|(In) < ∞ for n ≥ 3 and |µ|(K \ Ξ) = 0. Furthermore, every general
skew Brownian motion X related to (6.1) is determined by a density function ρ given by
(6.15) with a set of positive constants {cn : n ≥ 1} such that
(1)
∑
n≥3 cnAn <∞ where An :=
∫
In
̺(y)dy;
(2) for all ei < ej such thatK ∩ (ei, ej) is of zero Lebesgue measure and∑
n:In⊂(ei,ej)
Bn
cn
<∞,
(
Bn :=
∫
In
dy
̺(y)
)
,
it holds ∑
n:In⊂(ei,ej)
cnVn <∞,
where Vn = |ν̺n |([an, bn]).
Particularly, X is irreducible, if and only ifK is of zero Lebesgue measure and
(7.15)
∑
n≥3
(
cnAn +
Bn
cn
+ cnVn
)
<∞.
Proof. Note that the first condition in Theorem 6.4 is now read as |µ|([−1, 0]∪ [1, 2]) <∞
and |µ|(In) < ∞ for n ≥ 3. Meanwhile, the third and fourth conditions there are always
satisfied by this condition. The conservativeness is indicated by (7.14). Hence we can
conclude the assertion concerning the existence. Moreover, the expression of X is clear
by applying Corollary 6.13. Finally, the irreducibility of X is equivalent to that all In are
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scale-connected. By observing the structure of {In : n ≥ 1}, one can find that this is
also equivalent to the scale-connection between I1 and I2. In other words, K is of zero
Lebesgue measure and
∑
n≥3Bn/cn <∞. Note that
∑
n≥3(cnAn+ cnVn) <∞ follows
from the requirements of {cn : n ≥ 1}. That completes the proof. 
The corollary below is straightforward by Theorem 7.9. Note that for µ in (7.16), ̺ ≡ 1
onKc and as a consequence,An = Bn = |bn − an| and Vn = 2 for n ≥ 3.
Corollary 7.10. LetK be the generalized Cantor set as above and assume that
(7.16) µ =
∑
n6=1
δan −
∑
n6=2
δbn .
Then there always exists a general skew Brownian motion related to (6.1). Every related
general skew Brownian motion X is determined by a density function ρ given by (6.15)
with a set of positive constants {cn : n ≥ 1} such that
(1)
∑
n≥3 cn · |bn − an| <∞; and
(2) For ei < ej such that
∑
n:In⊂(ei,ej)
|bn−an|
cn
< ∞ and K ∩ (ei, ej) is of zero
Lebesgue measure, it holds that
∑
n:In⊂(ei,ej)
cn <∞.
Furthermore,X is irreducible, if and only ifK is of zero Lebesgue measure and
(7.17)
∑
n≥3
(
|bn − an|
cn
+ cn
)
<∞.
We show some facts about the uniqueness of related general skew Brownian motions.
Recall thatK is produced by a sequence {αj} of numbers in (0, 1). When
∑
j≥1 αj <∞,
we know from [8, §1.5] that K is of positive Lebesgue measure, and K ∩ (ei, ej) is also
of positive Lebesgue measure for any i, j. This indicates that every two intervals in {In :
n ≥ 1} cannot be scale-connected. Particularly, there is a unique general skew Brownian
motion X related to (6.1) in Theorem 7.9 and the set of effective intervals of X must be
{[an, bn] : n ≥ 1} (set [a1, b1] := (−∞, 0], [a2, b2] := [1,∞)). For the case (7.16),
the restriction of X to [an, bn] is always a reflected Brownian motion. Another corollary
summarizes the typical case αj ≡ α, whereK is always of zero Lebesgue measure.
Corollary 7.11. Let K be a generalized Cantor set produced by αj ≡ α ∈ (0, 1) and
assume that (7.16) holds.
(1) When α ≥ 1/4, there exists a unique general skew Brownian motion related to
(6.1), whose restriction to [an, bn] is a reflected Brownian motion.
(2) When α < 1/4, there are infinite irreducible general skew Brownian motions
related to (6.1). Particularly, for all x ∈ R, (6.1) has infinite weak solutions.
Proof. Assume that |bn − an| is decreasing in n. In other words, |b3 − a3| = α and for
p ≥ 1 and
(7.18) 2 + 20 + · · · 2p−1 < n ≤ 2 + 20 + · · ·+ 2p,
we have |bn − an| = αp+1.
Firstly, consider the case α ≥ 1/4. It suffices to show every two different intervals in
{In : n ≥ 1} are not scale-connected. Without loss of generality we only prove that I1
and I2 are not scale-connected, i.e. (7.17) cannot be true. Argue by contradiction. Indeed,
(7.17) implies
∑
n≥3 |bn − an|
1/2 <∞. However it follows from α ≥ 1/4 that∑
n≥3
|bn − an|
1/2 =
∑
p≥1
2p ·
(
αp+1
)1/2
= α1/2
∑
p≥1
(
2α1/2
)p
=∞,
which leads to contradiction. Hence I1 is not scale-connected to I2.
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Next, consider the case α < 1/4. Take β such that 2α < β < 1/2. Set c1 = c2 = c3 :=
1 and for n in (7.18), set
cn := β
p.
Define ρ as in Corollary 7.10. Clearly,
∑
n≥3 cn · |bn−an| <
∑
n≥3 cn ≤
∑
p≥0 β
p ·2p <
∞ since 2β < 1. Moreover,∑
n≥3
|bn − an|
cn
=
∑
p≥0
αp+1 · β−p · 2p = α
∑
p≥0
(
2α
β
)p
<∞.
Hence ρ leads to an irreducible general skew Brownian motion related to (6.1). By taking
different β in (2α, 1/2), one can obtain different general skew Brownian motions related
to (6.1). That completes the proof. 
APPENDIX A. BASICS OF SYMMETRIC ONE-DIMENSIONAL DIFFUSIONS
In this appendix, we are concerned with the basics of a symmetric one-dimensional
diffusionX = (Xt,Px) associated with a regular and strongly local Dirichlet form (E ,F )
on L2(R,m) wherem is a given fully supported positive Radon measure on R. The crucial
fact is that (E ,F ) as well asX can be represented by a set of so-called effective intervals,
as shown in [15]. We shall repeat this result below for readers’ convenience. Based on
this representation, the quasi-notions and the conservativeness of (E ,F ) will be further
characterized. Note that all these characterizations can be easily extended to the local case
by applying the killing and resurrected transforms, as shown in [15, §4].
A.1. Representation of symmetric one-dimensional diffusions. Given an interval I =
〈a, b〉, m|I stands for the restriction of m to I. A scale function s on I means a continuous
and strictly increasing function on it. For the sake of brevity, we always take a fixed point
e in the interior of I and impose s(e) = 0. The induced Radon measure of s is denoted by
λs. Denote the family of all scale functions on I by S(I), i.e.
S(I) = {s : I→ R continuous, strictly increasing and s(e) = 0}.
With a scale function s ∈ S(I), one can construct a regular and strongly local Dirichlet
form on L2(I,m|I):
(A.1)
F
(s) :=
{
f ∈ L2(I,m|I) : f ≪ s,
du
ds
∈ L2(I, ds);
f(a) = 0 (resp. f(b) = 0) whenever (L) (resp. (R))
}
,
E
(s)(f, g) :=
1
2
∫
I
df
ds
df
ds
ds, f, g ∈ F (s),
which is associated with an m|Ik -symmetic irreducible diffusion X
(s) on I with the scale
function s (see [6, 15]). Here, (L) and (R) stand for the conditions at the left and right
endpoints of I:
(L) a = −∞ and λs((−∞, e)) +m((−∞, e)) <∞;
(R) b =∞ and λs((e,∞)) +m((e,∞)) <∞.
Moreover, we say s ∈ S(I) is adapted (to I) if a ∈ I (resp. b ∈ I) is equivalent to
a + s(a) > −∞ (resp. b + s(b) < ∞). The family of all adapted scale functions on I is
denoted by S∞(I).
The following theorem is taken from [15, §2.4]. In fact, it gives the irreducible decom-
position of a symmetric diffusion on R.
Theorem A.1. Let m be a fully supported positive Radon measure on R. Then (E ,F ) is
a regular and strongly local Dirichlet form on L2(R,m) if and only if there exists a set of
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at most countable disjoint intervals {Ik = 〈ak, bk〉 : Ik ⊂ R, k ≥ 1} and a scale function
sk ∈ S∞(Ik) for each k ≥ 1 such that
(A.2)
F =

f ∈ L2(R,m) : f |Ik ∈ F (sk),
∑
k≥1
E
(sk)(f |Ik , f |Ik) <∞

 ,
E (f, g) =
∑
k≥1
E
(sk)(f |Ik , g|Ik), f, g ∈ F ,
where for each k ≥ 1, (E (sk),F (sk)) is given by (A.1) with (Ik, sk) in place of (I, s).
Moreover, the intervals {Ik : k ≥ 1} and the scale functions {sk : k ≥ 1} are uniquely
determined, if the difference of order is ignored.
Following [15], we call Ik or (Ik, sk) an effective interval of (E ,F ) or X if no con-
fusions cause. These effective intervals with the symmetric measure m determine (E ,F )
and X completely. When restricting to Ik, X is a “regular” diffusion process with the
scale function sk, the speed measure m|Ik and no killing inside (see [20, Chapter V §6]).
Particularly, X is irreducible if and only if exactly one effective interval I1 = R appears.
Moreover, every point outside ∪k≥1Ik is a trap ofX in the sense that
Px(Xt = x, ∀t ≥ 0) = 1
for any x ∈ (∪k≥1Ik)
c
. Note incidentally that (∪k≥1Ik)
c
is not necessarily of zero m-
measure.
A.2. Quasi notions. A simple lemma below presents a typical nest for the Dirichlet form
in (A.1).
Lemma A.2. Let (E (sk),F (sk)) be the Dirichlet form on L2(Ik,m|Ik) given by (A.1)
with (Ik, sk) in place of (I, s) and {F km ⊂ Ik : m ≥ 1} an increasing sequence of closed
intervals such that ∪m≥1F
k
m = Ik. Then {F
k
m : m ≥ 1} is an E
(sk)-nest.
Proof. Note that F (sk) ∩ Cc(Ik) ⊂ ∪m≥1F
(sk)
Fkm
. Thus we obtain the conclusion by the
regularity of (E (sk),F (sk)). 
In what follows, we shall characterize the quasi notions of (E ,F ). These characteriza-
tions are valid not only for (E ,F ) but also for the local Dirichlet forms appeared in [15].
Since it may be of independent interest, we conclude it as a theorem.
Theorem A.3. Let m and (E ,F ) with the effective intervals {(Ik, sk) : k ≥ 1} be in
Theorem A.1. Denote the 1-capacity of (E ,F ) by Cap. Then the following hold:
(1) Let {Fm : m ≥ 1} be an E -nest. Then for any k,
{F km := Fm ∩ Ik : m ≥ 1}
is an E (sk)-nest.
(2) Let {F km ⊂ Ik : m ≥ 1} be an E
(sk)-nest such that F km is closed in R for each
k ≥ 1 (such as that in Lemma A.2). Take another increasing sequence of closed
sets {F 0m : m ≥ 1} such that
m
(
(∪k≥1Ik)
c \ (∪m≥1F
0
m)
)
= 0.
Write
Fm :=
(
∪mk=1F
k
m
)⋃
F 0m.
Then {Fm : m ≥ 1} is an E -nest.
(3) Let A ⊂ R. Then A is E -polar, if and only if A is contained in an m-negligible
Borel subset of (∪k≥1Ik)c. Particularly, every singleton of ∪k≥1Ik is of positive
capacity.
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(4) For any k and any compactK ⊂ Ik, it holds that
(A.3) inf
x∈K
Cap({x}) > 0.
Particularly, if {Fm : m ≥ 1} is an E -nest, then for someM ∈ N,
(A.4) K ⊂ Fm
for allm > M .
(5) Let f be a measurable function on R. Then f is E -quasi-continuous, if and only
f |Ik is continuous on Ik.
(6) Let µ be a σ-finite positive measure on R. Then µ is a smooth measure relative to
(E ,F ), if and only if µ ≪ m on (∪k≥1Ik)
c
and µ|Ik is a Radon measure on Ik
for any k ≥ 1.
Proof. (1) Note that F
(sk)
Fkm
= {f |Ik : f ∈ FFm} and F
(sk) = {f |Ik : f ∈ F}.
Since ∪m≥1FFm is E1-dense in F , we can deduce that ∪m≥1F
(sk)
Fkm
is E
(sk)
1 -
dense in F (sk). This means {F km : m ≥ 1} is an E
(sk)-nest.
(2) It suffices to show ∪m≥1FFm is E1-dense in F . To this end, take f ∈ F and fix
an arbitrary small constant ε > 0. Set fk := f |Ik . Since∑
k≥1
E
(sk)
1 (fk, fk) ≤ E1(f, f) <∞,
there exists an integerK such that∑
k>K
E
(sk)
1 (fk, fk) < ε/3.
For each 1 ≤ k ≤ K , it follows from fk ∈ F (sk) that for some integerMk, there
exists a function gk ∈ F
(sk)
Fk
Mk
such that
E
(sk)
1 (fk − gk, fk − gk) <
ε
3K
.
On the other hand, some integerM0 also exists such that∫
(∪k≥1Ik)
c
\F 0
M0
f(x)2m(dx) < ε/3.
SetM := M0 ∨M1 ∨ · · · ∨MK ∨K and define a function g by letting
g := gk on F
k
Mk , 1 ≤ k ≤ K,
g := f on F 0M0 ∩ (∪k≥1Ik)
c
,
and otherwise g := 0. Clearly, for any 1 ≤ k ≤ K , g|Ik = gk ∈ F
(sk)
Fk
Mk
⊂ F
(sk)
Fk
M
sinceMk ≤M . Thus g ∈ FFM and
E1(g − f, g − f)
≤
∑
1≤k≤K
E
(sk)
1 (fk − gk, fk − gk) +
∫
(∪k≥1Ik)
c
\F 0
M0
f(x)2m(dx)
+
∑
k>K
E
(sk)
1 (fk, fk)
< ε.
Therefore, {Fm : m ≥ 1} is an E -nest.
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(3) From [5, (2.2.40], we can conclude that every singleton of ∪k≥1Ik is of positive
capacity. Thus every E -polar set is contained in an m-negligible Borel subset of
(∪k≥1Ik)c by [11, Theorem 4.1.1]. To the contrary, let A ⊂ N , where N is a
Borel subset of (∪k≥1Ik)
c and m(N) = 0. It suffices to show N is E -polar. Note
that Cap is a Choquet capacity and any Borel set is capacitable. Hence without
loss of generality, we may assume N is compact. Then N c is open and can be
written as a union of disjoint open intervals:
(A.5) N c = ∪p≥1(cp, dp).
For each k ≥ 1, take an E (sk)-nest {F km : m ≥ 1} as in Lemma A.2. Further set
(A.6) F 0m := ∪
m
p=1[cp + 1/m, dp − 1/m].
Then we have F 0m is increasing inm and ∪m≥1F
0
m = N
c. This indicates
m
(
(∪k≥1Ik)
c \ (∪m≥1F
0
m)
)
= m ((∪k≥1Ik)
c \N c) = 0.
Let Fm :=
(
∪mk=1F
k
m
)⋃
F 0m. From the previous assertion, we know that {Fm :
m ≥ 1} is an E -nest. We complete the proof with showing thatN ⊂ (∪m≥1Fm)c.
Indeed,
(∪m≥1Fm)
c = ∩m≥1
(
∩mk=1(F
k
m)
c
⋂
(F 0m)
c
)
.
For anym ≥ 1 and 1 ≤ k ≤ m, since F km ⊂ Ik, it follows thatN ⊂ (∪k≥1Ik)
c ⊂
(F km)
c. Moreover, N ⊂ (F 0m)
c is clear by (A.5) and (A.6). Therefore, N is E -
polar.
(4) Note that (A.3) is also indicated by [5, (2.2.40)]. Suppose (A.4) does not hold.
Then F cm ∩K 6= ∅ for anym ≥ 1. Thus
Cap(K \ Fm) ≥ inf
x∈K
Cap({x}) > 0,
which contradicts with [5, Theorem 1.3.14].
(5) The necessity is obvious by (A.4). For the sufficiency, let f be such a function.
For each k ≥ 1, take an E (sk)-nest {F km : m ≥ 1} as in Lemma A.2. Clearly,
f |Fkm is continuous. On the other hand, we assert that there exists an increasing
sequence of closed sets {F 0m : m ≥ 1} such that
m
(
(∪m≥1F
0
m)
c
)
= 0
and f |F 0m is continuous on F
0
m for anym ≥ 1. In fact, for any p ∈ Z, by Lusin’s
Theorem, we can take an increasing sequence of compact sets {Kpm ⊂ [p, p+ 1] :
m ≥ 1} such that m([p, p+ 1] \Kpm) < 1/m and f |Kpm is continuous. Define
F 0m := ∪|p|≤mK
p
m, m ≥ 1.
Clearly, {F 0m : m ≥ 1} is an increasing sequence of closed sets and f |F 0m is
continuous. Moreover,
∪m≥1F
0
m = ∪m≥1 ∪|p|≤m K
p
m = ∪p∈Z ∪m≥|p| K
p
m
and
Wp := ∪m≥|p|K
p
m = ∪m≥1K
p
m ⊂ [p, p+ 1].
Hence(
∪m≥1F
0
m
)c
= (∪p∈Z[p, p+ 1]) \ (∪p∈ZWp) ⊂ ∪p∈Z([p, p+ 1] \Wp).
This leads to
(A.7) m
(
(∪m≥1F
0
m)
c
)
≤
∑
p∈Z
m([p, p+ 1] \Wp).
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However, m([p, p+ 1] \Wp) ≤ infm≥1 m ([p, p+ 1] \Kpm) = 0. We then obtain
m
(
(∪m≥1F 0m)
c
)
= 0. Finally, set
Fm =
(
∪mk=1F
k
m
)⋃
F 0m.
By the second assertion, {Fm : m ≥ 1} is an E -nest. Since f |Fkm and f |F 0m are
continuous, we can conclude that f |Fm is continuous. Therefore, f is E -quasi-
continuous.
(6) The necessity is obvious by the third and fourth assertions. To prove the suffi-
ciency, we need only to show there exists an E -nest {Fm : m ≥ 1} such that
µ(Fm) < ∞ for any m ≥ 1. To this end, we take an E (sk)-nest {F km : m ≥ 1}
as in Lemma A.2. Since F km ⊂ Ik is a closed interval and µ|Ik is Radon on Ik,
we have µ(F km) <∞. On the other hand, we assert that there exists an increasing
sequence of closed sets {F 0m : m ≥ 1} such that
(A.8) m
(
(∪m≥1F
0
m)
c
)
= 0, and µ(F 0m) <∞, ∀m ≥ 1.
Indeed, denote ν := µ + m. Since ν is σ-finite, we can take a sequence of sets
{Ap : p ≥ 1} such that
R = ∪p≥1Ap, ν(Ap) <∞, p ≥ 1.
Write the restriction of ν to Ap by νp, i.e. νp(·) := ν(· ∩ Ap). Then νp is a finite
measure on R and hence Radon on R. It follows that there exists an increasing
sequence of closed sets {Kpm ⊂ Ap : m ≥ 1} such that ν(Ap \K
p
m) = νp(Ap \
Kpm) < 1/m. Set
F 0m := ∪
m
p=1K
p
m.
Clearly, {F 0m : m ≥ 1} is an increasing sequence of closed sets and
µ(F 0m) ≤
m∑
p=1
µ(Kpm) ≤
m∑
p=1
ν(Ap) <∞.
Moreover,
∪m≥1F
0
m = ∪m≥1 ∪
m
p=1 K
p
m = ∪p≥1 ∪m≥p K
p
m = ∪p≥1Wp,
whereWp := ∪m≥pKpm. Mimicking (A.7), we can obtain
m
(
(∪m≥1F
0
m)
c
)
=
∑
p≥1
m (Ap \Wp) ≤
∑
p≥1
ν(Ap \Wp) = 0.
This leads to (A.8). Finally, let
Fm =
(
∪mk=1F
k
m
)⋃
F 0m.
Then {Fm : m ≥ 1} is an E -nest and µ(Fm) < ∞. Therefore, µ is a smooth
measure.
That completes the proof. 
We present a corollary to characterize the quasi notions of (E ,F ) for the situation
where (∪k≥1Ik)
c
is of zero m-measure. This is satisfied in (2.1), since there we have
m ((∪k≥1Ik)
c) =
∫
(∪k≥1Ik)c
ρ(x)dx =
∫
S(ρ)
ρ(x)dx = 0.
Corollary A.4. Let (E ,F ) be the Dirichlet form in Theorem A.3 and assume further
m ((∪k≥1Ik)c) = 0. Then the following hold:
(1) Let {F km ⊂ Ik : m ≥ 1} be an E
(sk)-nest such that F km is closed in R for each
k ≥ 1 and set Fm := ∪mk=1F
k
m. Then {Fm : m ≥ 1} is an E -nest.
(2) (∪k≥1Ik)
c
is E -polar and every E -polar set is a subset of (∪k≥1Ik)
c
.
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(3) Let µ be a positive measure on R. Then µ is smooth relative to (E ,F ), if and only
if µ((∪k≥1Ik)
c) = 0 and µ|Ik is Radon on Ik for any k ≥ 1.
A.3. Conservativeness. We present a condition:
(C) X is conservative. In other words,
Px(ζ =∞) = 1
for any x ∈ R, where ζ is the lifetime ofX .
The following result concludes a characterization of the conservativeness.
Proposition A.5. Let (E ,F ) and X be in Theorem A.1. Then (C) does not hold, if and
only if either of the following holds:
(1) ak = −∞ for some k, i.e. Ik = (−∞, bk〉, and
(A.9)
∫
ek
−∞
m ((x, ek)) λsk(dx) <∞;
(2) bk =∞ for some k, i.e. Ik = 〈ak,∞), and
(A.10)
∫ ∞
ek
m ((ek, x)) λsk(dx) <∞.
Particularly, if all intervals in {Ik : k ≥ 1} are bounded, thenX is conservative.
Proof. Firstly, we note that either of these two conditions above implies that the restriction
of X to Ik is not conservative by [5, (3.5.13)]. Thus X is not conservative. On the con-
trary, the non-conservativeness ofX leads to that of the restriction ofX to some Ik. Since
the restriction of X to any bounded Ik is recurrent (and hence conservative) by [5, The-
orem 2.2.11], it follows that ak = −∞ or bk = ∞. Finally, we can conclude (A.9) or
(A.10) by using [5, (3.5.13)] again. That completes the proof. 
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