We deal with the following general kind of stochastic partial di erential equations:
Introduction
The paper is concerned with solutions of stochastic partial di erential equations of the form Lu(t; x) = (u(t; x))Ḟ(t; x) + ÿ(u(t; x)); t¿0; x ∈ R d ; u(0; x) = 0; x ∈ R d ; @u @t (0; x) = 0; x ∈ R d ;
( 1.1) where ; ÿ : R → R and L is a second-order partial di erential operator. We consider null initial conditions for the sake of simplicity. However, the result of this paper can be properly extended to cover smooth initial conditions. The noise F ={F('); ' ∈ D(R d+1 )} is assumed to be an L 2 ( ; F; P)-valued Gaussian process with mean zero and covariance functional given by
where˜ (s; x) = (s; −x) and is a non-negative and non-negative deÿnite tempered measure, therefore symmetric. There exists a non-negative tempered measure which is the spectral measure of such that
( 1.2) where F' denote the Fourier transform of ' and z is the complex conjugate of z.
Following the same approach as in Dalang (1999) (see also Dalang and Frangos (1998) ), the Gaussian process F can be extended to a worthy martingale measure, in the sense given by Walsh (1986) ,
where B b (R d ) denotes the bounded Borel subsets of R d . A solution of (1.1) means a jointly measurable adapted process {u(t; x); (t; x) ∈ R + × R d } such that u(t; x) = where S is the fundamental solution of Lu = 0 with the below-mentioned hypothesis (HS) and the stochastic integral in (1.3) is deÿned with respect to the F t -martingale measure M t . We assume the following property:
(HS) Let t → S(t) be a deterministic function with values in the space of non-negative functions with rapid decrease such that for all T ¿ 0 Assuming (HS) and (·) and ÿ(·) Lipschitz functions, Dalang (1999) shows the existence of a unique solution u(t; x) of (1.3).
The ÿrst purpose of this paper is to prove the existence of a smooth density of the law of u(t; x); t ¿ 0; x ∈ R d . That means that there exists a density p t; x (y) such that y → p t; x (y) is C ∞ for any t ¿ 0; x ∈ R d . In order to obtain this result we will use a well-known Malliavin calculus tool, u(t; x) possesses a smooth density if the solution is inÿnitely di erentiable in the sense of Malliavin Calculus related to the Gaussian noise F and u(t; x) satisÿes a non-degeneracy condition. The ÿrst di erentiability condition will be proved using regularity on (·) and ÿ(·) and the same condition (HS) as the existence of a unique solution. For the proof of the second one we require a non-degeneracy condition on (·) and some kind of lower and upper bounds depending on t for the following integrals:
for t ¿ 0 small enough. Our second aim is to apply this general result to some particular examples. We deal with the d-dimensional spatial stochastic wave equation, d ∈ {1; 2}, and d-dimensional spatial heat equation, d¿1. The existence of the solution for these equations has widely been studied by many authors, we refer the reader to Dalang (1999) , Dalang and Frangos (1998) , Karczeswska and Zabczyk (1999) , Millet and Morien (2000) , Millet and Sanz-SolÃ e (1999) , Zabczyk (1997, 2000) . Consider
for some Á ∈ (0; 1]. For wave and heat stochastic di erential equations, the integrability condition (1.4) is equivalent to (H 1 ). Moreover, if (H Á ) is assumed for some Á ∈ (0; 1) the H older continuity in t and in x has been provided for a class of wave and heat equations (see, for instance, Millet and Morien, 2000; Millet and Sanz-SolÃ e, 1999; SarrÂ a, 1999, 2000) . Notice that (H Á ) can also be formulated in terms of the correlation measure (see Proposition 5:3 of Sanz-SolÃ e and SarrÂ a (1999a, b)). In Millet and Morien (2000) and Millet and Sanz-SolÃ e (1999) the authors study the two-dimensional spatial stochastic wave equation considering that the measure is absolutely continuous with respect to the Lebesgue measure and density f. One of their results is the existence of a smooth density. In order to give this fact they assume some integrability conditions on f and they need to use di cult technical proofs (see Lemma A1 in Millet and Sanz-SolÃ e (1999) ). In this paper we prove the regularity of the density for the wave equation assuming (H Á ) for some Á ∈ (0; 3 4 ) (for the heat equation we suppose (H Á ) for some Á ∈ (0; 1 2 )). Here, thanks to the Fourier transform techniques introduced, in this framework, by Dalang (1999) we can eliminate one of their integrability conditions (the lower bound one) and, moreover, we obtain our aim in an easier way.
The paper is organized as follows. Section 2 contains the results concerning existence and smoothness of the density; in Section 3 we deal with the two above-mentioned stochastic di erential equations. As usually, all constants will be denoted independently of its value.
Existence of a smooth density
We introduce the following hypothesis on the coe cients: (C1) (·) and ÿ(·) are C ∞ with bounded derivatives of any order k¿1. (C2) There exists 0 ¿ 0 such that | (z)|¿ 0 for any z ∈ R.
Our main aim is to prove the following result:
Theorem 2.1. Fix t ¿ 0 and x ∈ R d . Assume (HS); (C1) and (C2). We also suppose that there exist Â 1 ¿ Â 2 ¿ 0 and Â 3 ¿ 0 such that Â 1 ¡ (2Â 2 ) ∧ (Â 2 + Â 3 ); positive constants C 1 ; C 2 and C 3 and t 0 ∈ [0; t] such that for all ∈ [0; t 0 ];
Then; the law of u(t; x); solution of (1:3); is absolutely continuous with respect to Lebesgue's measure on R and its density p t; x (y) is inÿnitely di erentiable.
The next notations will be useful in the sequel and these will make easier the proofs of this sectioñ
Remark. We will also use the following facts and easy properties
where (·) and (·) are deÿned in (1.5) and (1.6), respectively. Moreover, for any
Let E be the space of measurable functions ' :
where'(x) = '(−x). This space is endowed with the inner product
, this space is a real separable Hilbert space isomorphic to the reproducing kernel Hilbert space of the centered Gaussian noise F which can be identiÿed with a Gaussian process {W (h); h ∈ H T } as follows. Let {e j ; j¿0} ⊂ E be a CONS of the Hilbert space H, then
is a sequence of independent standard Brownian motions such that
For h ∈ H T , we set
Then, we can use the framework of the Malliavin calculus developed in Nualart (1998) (see also Nualart, 1995) . Recall that the Sobolev spaces D k; p are deÿned by means of iterations of the derivative operator D. For a random variable X;
We write D r; ' X = D r; • X; ' H for ' ∈ H. We can easily generalize this argument in the same way.
In order to prove Theorem 2.1 we will need to check that the requirements of the next proposition are satisÿed by u(t; x). Proposition 2.2. Let F = (F 1 ; : : : ; F m ) be a random vector satisfying the following conditions:
for all i = 1; : : : ; m:
Then; F has an inÿnitely di erentiable density.
To prove the ÿrst condition of Proposition 2.2, we use the following lemma (see Lemma 2 in Rovira and Sanz-SolÃ e (1997)) applied to F = u(t; x). Lemma 2.3. Let {F n ; n¿1} be a sequence of random variables in
as n goes to inÿnity and; moreover; the sequence
Proposition 2.4. Assume (HS) and (C1). Then; for any t¿0; x ∈ R d ; the solution u(t; x) of (1:3) belongs to D ∞ .
Proof. Deÿne the following sequence of Picard's approximations: u 0 (t; x) = 0, and for n¿1:
Dalang (1999) has proved that for any p¿2, Dalang (1999) has also seen that u(t; x) satisÿes (1.3), and
We want to apply Lemma 2.3 for k = 1. We only need to prove the following facts (F 0 ): (1) is checked by induction as consequence of the stochastic rules for the Malliavin derivatives, the properties on the coe cients and the hypothesis (HS). Moreover, for any ' ∈ H and r ∈ [0; t],
and if r ¿ t; D r; ' u n+1 (t; x) = 0. Then, we have 
This is a continuous H T -valued F Â -martingale and one can check that
is the unique predictable increasing process such that Z 0 = 0 and
Burkholder's inequality for a H T -valued martingale, Parseval's identity, Schwarz's inequality applied to the scalar product in H T , H older's inequality as in (2.7) and the bounded condition on (·) yield where (t) and˜ (t) are deÿned in (1.6) and (2.4), respectively. Then, (2.6), (2.8)-(2.10), the hypothesis (HS) and Gronwall's Lemma (see Lemma 15 in Dalang (1999) imply condition (2) of (F 0 ).
Using similar arguments we can prove Assume now that {u n (t; x); n¿0} and u(t; x) satisfy the assumptions of the Lemma 2.3 for any integer '6k − 1 (k¿2) and p ∈ [2; ∞). That means the set of hypothesis
We want to check (F k ). In order to deal with the Malliavin derivatives we borrow the notations of Millet and Sanz-SolÃ e (1999). Let k ∈ N; A k ={ i =(r i ; ' i ) ∈ R + ×H; i= 1; : : : ; k}, i r i = r 1 ∨ · · · ∨ r k ; = ( 1 ; : : : ; k ) andˆ i = ( 1 ; : : : ; i−1 ; i+1 ; : : : ; k ). Let P m be the set of m disjoint subsets p 1 ; : : : ; p m ; m = 1; : : : ; k, which are partitions of A k , denote by |p i | the cardinal of p i . Consider X belonging to D k; p ; k¿1; p¿2 and a smooth function f. Easy rules of Malliavin's derivatives imply
with positive coe cients c m ; m¿2 and c 1 = 1. Let
One can easily check condition (i) of (F k ) and
One can prove the remainder of (F k ) by induction and using basically the same arguments as before. Moreover, D k u(t; x) satisÿes the above-mentioned equation (2.11) replacing u n+1 and u n by u.
An important ingredient to prove the second condition of Proposition 2.2 is the following lemma.
Lemma 2.5. Assume (HS) and (C1). For every p¿2; there exists a positive constant C p such that for 06s6t6T; we have
Proof. Notice that Hypothesis (HS) and Gronwall's Lemma imply (2.12).
We ÿnish this section proving (ii) of Proposition 2.2 for F = u(t; x).
Proposition 2.6. Assume the same hypothesis of Theorem 2.1. Then; for every t ¿ 0; x ∈ R d ; there exists a positive constant C p such that
Proof. We will prove the following equivalent property: for any p¿2, there exists 0 ¿ 0 such that
for any 6 0 . For any ; ¿ 0 such that ¡ t ∧ t 0 , and using the evolution equation satisÿed by D r; ' u(t; x) we have
Then, P 6P 1 ( ; ) + P 2 ( ; ) (2.14)
with
By Chebychev's inequality, we obtain
Burkholder's inequalities for H T -valued martingales, Parseval's identity, Schwarz's and H older's inequality, condition on (·), Lemma 2.5 and the upper bound of (2.1) imply
With less e ort, we can prove
Then,
On the other hand, condition (C2) and the lower bound of (2.1) ensure
Choose ¿ 0 satisfying the following conditions: 1=(Â 2 + Â 3 ) ∨ 1=2Â 2 ¡ ¡ 1=Â 1 . It is easy to check that we are able to choose some satisfying these conditions due to the constraint on Â 1 ; Â 2 and Â 3 given in Theorem 2.1. From (2.16), P 2 ( ; ) = 0. Then, (2.15) gives (2.13) and this concludes the proof.
Propositions 2.4 and 2.6 establish all the necessary tools to prove Theorem 2.1.
Applications
We devote this section to study two examples where Theorem 2.1 can be applied.
Stochastic heat equation
Consider the following stochastic di erential equation: @u @t (t; x) − 1 2 u(t; x) = (u(t; x))Ḟ(t; x) + ÿ(u(t; x)); u(0; x) = 0; (3.1)
t¿0; x ∈ R d ; d¿1 and F deÿned in Section 1. Recall that we consider null initial conditions for the sake of simplicity. As in Section 1, by solution of (3.1) we mean
where S d h (t; x) = (2 t) −d=2 exp(−|x| 2 =2t) is the fundamental solution of heat equation with d-dimensional spatial parameter. Assuming (H 1 ), Dalang (1999) showed that S d h satisÿes the hypothesis (HS) for d¿1.
Remark. Since the spectral measure is a non-trivial positive tempered measure we can ensure that there exist positive constants c 1 ; c 2 ; K such that
In order to prove the existence of a smooth density for the stochastic heat equation, we have to check estimates (2.1) and (2.2) of Theorem 2.1 for S d h .
Lemma 3.1. Let d¿1; T¿0.
(i) There exists a positive constant C 1 such that for any t ∈ [0; T ];
for any Â 1 ¿1. (ii) Assume that there exists Á ∈ (0; 1) satisfying (H Á ). Then; there exists a positive constant C 2 such that for any t ∈ [0; T ];
Proof. First we prove (i). It is well-known that for all d¿1,
Hence,
Since 1 − exp(−x)¿x=(1 + x), for any x¿0, and from the previous Remark we can ensure (i).
For the proof of (ii) we decompose ; S d h as follows:
Using the upper bound of (3.3) we obtain for any t ∈ [0; T ],
On the other hand, let = 1 − Á, since exp(−x)¿1 − x, for any x¿0,
for any t ∈ [0; T ]. Thus, (3.4) -(3.6) and the assumption (H Á ) imply
The proof of (iii) is obvious.
Consider the following:
(D h ) The law of the solution of (3.2) is absolutely continuous with respect to Lebesgue's measure on R and its density is inÿnitely di erentiable.
Theorem 3.2. Assume hypotheses (C 1 ) and (C 2 ). Assume also that there exists Á ∈ (0;
Proof. Lemma 3.1 ensures estimates (2.1) and (2.2) of Theorem 2.1 taking Â 1 =1; Â 2 = 1 − Á and Â 3 = 1.
Condition (H Á ) can be formulated in terms of integrability condition measure which makes explicit the role of the dimension (see Proposition 5:3 in Sanz-SolÃ e and SarrÂ a (2000)). This allows to rephrase Theorem 3.2 as follows.
Theorem 3.3. Assume hypotheses (C 1 ) and (C 2 ).
then (D h ) holds.
Stochastic wave equation
Consider the following stochastic di erential equation:
t¿0; x ∈ R d ; d ∈ {1; 2}. As before, by solution of (3.7) we mean 
Assuming the integrability property (H 1 ), Dalang (1999) showed that S d w satisÿes the hypothesis (HS) for d ∈ {1; 2}.
We give the main ingredient to prove the existence of a smooth density in this case. Proof. We check (i). It is well known that 
