Pattern formation in weakly damped Faraday waves by Zhang, Wenbin & Vinals, Jorge
ar
X
iv
:p
at
t-s
ol
/9
60
70
06
v1
  2
 A
ug
 1
99
6
J. Fluid Mech. (1996), vol. 000, pp. 000–000
Copyright c© 1996 Cambridge University Press
1
Pattern formation in weakly damped
parametric surface waves
By Wenbin Zhang1 and Jorge Vin˜als2
1Department of Chemical Engineering, Massachusetts Institute of Technology, Cambridge,
Massachusetts 02139, USA
2Supercomputer Computations Research Institute, Florida State University, Tallahassee,
Florida 32306-4052, USA, and Department of Chemical Engineering, FAMU-FSU College of
Engineering, Tallahassee, Florida 31310-6046, USA
(Received 16 October 2018)
We present a theoretical study of nonlinear pattern formation in parametric surface
waves for fluids of low viscosity, and in the limit of large aspect ratio. The analysis is
based on a quasi-potential approximation to the equations governing fluid motion, fol-
lowed by a multiscale asymptotic expansion in the distance away from threshold. Close
to onset, the asymptotic expansion yields an amplitude equation which is of gradient
form, and allows the explicit calculation of the functional form of the cubic nonlineari-
ties. In particular, we find that three-wave resonant interactions contribute significantly
to the nonlinear terms, and therefore are important for pattern selection. Minimiza-
tion of the associated Lyapunov functional predicts a primary bifurcation to a standing
wave pattern of square symmetry for capillary-dominated surface waves, in agreement
with experiments. In addition, we find that patterns of hexagonal and quasi-crystalline
symmetry can be stabilized in certain mixed capillary-gravity waves, even in this case of
single frequency forcing. Quasi-crystalline patterns are predicted in a region of parame-
ters readily accessible experimentally.
1. Introduction
The generation of standing waves on the free surface of a fluid layer that is oscillated
vertically is known since the work of Faraday (1831). Recently, there has been renewed
experimental interest in Faraday waves as an example of a pattern-forming system. Rea-
sons include the ease of experimentation due to short characteristic time scales (of the
order of 10−2 seconds), and the ability to reach very large aspect ratios (the ratio of
lateral size of the system to the characteristic wavelength of the pattern) of the order of
102. By varying the form of the driving force and by using fluids of different viscosities, a
number of interesting phenomena have been observed including the emergence of stand-
ing wave patterns of different symmetries near onset (Christiansen, Alstrø m & Levinsen
1992; Fauve et al. 1992; Edwards & Fauve 1993, 1994; Mu¨ller 1993), secondary insta-
bilities of these patterns when the amplitude of the periodic driving force is increased
(Ezerskii, Korotin & Rabinovich 1985; Daudet et al. 1995), and spatiotemporal chaotic
states at even larger amplitudes of the driving force (Tufillaro, Ramshankar & Gollub
1989; Gollub & Ramshankar 1991; Bosch & van de Water 1993; Bridger et al. 1993;
Kudrolli & Gollub 1996).
A numerical linear stability analysis of the Faraday wave problem has been carried out
by Kumar & Tuckerman (1994) for a laterally infinite fluid layer of arbitrary viscosity.
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The predicted values of the acceleration threshold and the wavelength at onset are in
good agreement with experiments in large aspect ratio systems (see also Bechhoefer et
al. 1995). In the simpler case of an ideal fluid, a classical linear stability analysis leads to
the Mathieu equation for the interface displacement (Benjamin & Ursell 1954). On the
other hand, the nonlinear evolution above onset, including pattern selection, secondary
instabilities and the transition to spatiotemporal chaos are not very well understood
theoretically. In this paper, we present a weakly nonlinear analysis of Faraday waves
driven by a sinusoidal force in the limit of weak dissipation and for a laterally infinite
system of infinite depth (or unbounded free surface waves). Our main focus is on pattern
selection near onset, and our results are compared to experiments involving fluids of low
viscosity, in containers of large depth and aspect ratio.
Many studies of free surface waves in incompressible fluids have focused on the inviscid
limit (see, for example, Yuen & Lake 1982; Craik 1985). Viscous dissipation, however, is
essential for Faraday waves because it not only sets a threshold value of the driving force,
but also affects nonlinear saturation of the parametric instability. For unbounded free
surface waves in the limit of weak dissipation, the flow remains potential except in a very
thin layer at the free surface (Lamb 1932; Landau & Lifshitz 1959). A common procedure
in this limit involves the introduction of the so-called quasi-potential approximation
(QPA) which perturbatively incorporates weak viscous effects by introducing modified
boundary conditions for the otherwise potential bulk flow. By performing a formal
expansion in the small thickness of the viscous boundary layer, Lundgren & Mansour
(1988) derived a set of quasi-potential equations (QPE’s) that included nonlinear viscous
contributions for the free surface flow of an axially symmetric liquid drop. Ruvinsky,
Feldstein & Freidman (1991) later derived a set of QPE’s that contain only linear damping
terms for two-dimensional free surface waves. In § 2, we present QPE’s for parametric
surface waves including only linear viscous terms. These equations are a direct extension
of those of Ruvinsky, Feldstein & Freidman for the two-dimensional case. They can also
be derived in a formal expansion similar to that of Lundgren & Mansour (1988) and
neglecting nonlinear viscous terms. Such formal derivation and the expressions for the
nonlinear viscous terms can be found in Zhang (1994).
Since we are interested in the surface displacement, but not in the flow field in the fluid
interior, additional simplification is achieved by writing the three-dimensional QPE’s in
a two-dimensional nonlocal form, that involves flow variables at the free surface alone.
Such simplification is possible because the velocity potential satisfies Laplace’s equa-
tion in the fluid interior, and is determined uniquely when its values on the boundary
(the free surface) are known. An outline of the derivation of the weakly nonlinear two-
dimensional form of the QPE’s is given in § 2.2 by using the so-called Dirichlet-Neumann
operator (Craig 1989). The projection of the fluid equations onto equations involving
the coordinates of the free surface follows the works of Miles (1977), Milder (1977), and
Craig (1989) for inviscid gravity waves. These two-dimensional nonlocal quasi-potential
equations are our starting point for our weakly nonlinear analysis of parametric surface
waves which is presented in § 3. Standing wave amplitude equations are derived by using
a multiple scale perturbation expansion. Pattern selection in Faraday waves near onset
is discussed in § 3.3.
Although the relation between our results and earlier theoretical work on Faraday
waves is discussed in more detail below, we note here two important studies addressing
the weakly nonlinear regime above onset by Milner (1991), and Miles (1993, 1994). They
obtained amplitude equations for inviscid flow, and then introduced weak viscous effects
by adding damping terms directly to the amplitude equations from an energy balance
Pattern formation in weakly damped Faraday waves 3
consideration. The resulting amplitude equations differ from ours in several respects,
hence our results differ qualitatively from theirs, as discussed in § 3.
2. Quasi-potential equations for free surface waves
We consider a reference state in which a quiescent and incompressible Newtonian liquid
of density ρ and kinematic viscosity ν occupies the z < 0 half space, and a gas of negligible
density occupies the z > 0 half space. The gas phase is also assumed to have a uniform
and constant pressure field p0. Under these conditions, the velocity distribution of the
gas phase may be allowed to remain unknown and we can write the governing equations
for the liquid phase only. Such a liquid-gas interface is usually called the free surface of
a liquid (Batchelor 1967). The governing equations for the velocity field v(x, y, z, t) are
for −∞ < z < h(x, y, t), where z = h(x, y, t) is the instantaneous location of the free
surface,
∇ · v = 0, (2.1)
∂tv + (v · ∇)v = −1
ρ
∇p+ ν∇2v + g(t)zˆ, (2.2)
where zˆ is the unit vector in the positive z direction, and g(t) = −g0 − gz(t) with g0
a constant gravitational acceleration, and gz(t) the effective acceleration caused by the
vertical oscillation of the fluid in the Faraday experiments. The boundary conditions at
the free surface are,
∂th/
√
1 + (∇h)2 = v · nˆ, (2.3)
aˆ ·↔τ · nˆ ≡ 2ρνaˆ ·↔e · nˆ = 0, (2.4)
bˆ ·↔τ · nˆ ≡ 2ρνbˆ ·↔e · nˆ = 0, (2.5)
p− nˆ ·↔τ · nˆ ≡ p− 2ρνnˆ ·↔e · nˆ = p0 + Γκ, (2.6)
with boundary condition,
v = 0, as z → −∞, (2.7)
where aˆ(x, y, t) and bˆ(x, y, t) are two tangential unit vectors on the free surface, and
nˆ(x, y, t) = (−hx,−hy, 1)/
√
1 + (∇h)2 is the unit normal vector of the free surface point-
ing away from the liquid. Γ is the surface tension, κ is the mean curvature of the free
surface, which is given by κ = ∇ · nˆ, and ↔τ = 2ρν↔e is the viscous stress tensor, where ↔e
is the rate of strain tensor with Cartesian components (i, j = x, y, z)
(
↔
e )ij =
1
2
(
∂vi
∂xj
+
∂vj
∂xi
)
. (2.8)
The equations governing fluid motion can be simplified in the limit of weak viscous
dissipation. In this case, a thin viscous boundary layer, also known as the vortical
layer, occurs near the free surface as a result of the nonzero irrotational shear stresses.
This small irrotational shear stress drags a thin viscous layer of rotational fluid along,
causing a small modification in the velocity field which is required in order to satisfy
the zero-shear-stress boundary conditions (Eqs. (2.4) and (2.5)). Since the free surface
vortical layer is thin, the basic idea of the quasi-potential approximation is to consider
pure potential flow in the bulk that satisfies effective boundary conditions on the moving
surface to account for weak viscous effects.
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2.1. Three-dimensional form of the quasi-potential equations
Let φ(x, y, z, t) be the velocity potential for the bulk potential flow. As a direct extension
of the QPE’s of Ruvinsky, Feldstein & Freidman (1991) for two-dimensional surface
waves, the governing equations for unbounded three-dimensional surface waves read,
∇2φ(x, y, z, t) = 0, for z < h(x, y, t), (2.9)
with boundary conditions at the free surface z = h(x, y, t)
∂th+∇φ · ∇h = ∂zφ+W (x, y, t), (2.10)
∂t +
1
2
(∇φ)2 − g(t)h+ 2ν ∂
2φ
∂z2
= Γκ, (2.11)
∂tW (x, y, t) = 2ν (∂xx + ∂yy) ∂zφ, (2.12)
and
∂zφ→ 0, as z → −∞, (2.13)
where W (x, y, t) is the z-component (or the linearized normal component) of the rota-
tional part of the velocity field at the free surface. The viscous contribution in Eq. (2.11)
is related to the normal stress of the irrotational velocity component. We note that
only linear viscous (damping) terms are retained in the above set of equations, which
we shall refer to as LDQPE’s. Nonlinear viscous contributions can be obtained by us-
ing a formal perturbation expansion, similar to that of Lundgren & Mansour (1988), of
Eq. (2.1-2.7) in the small thickness of the viscous boundary layer at the free surface.
Details of the expansion can be found in Zhang (1994). These nonlinear viscous terms
for three-dimensional waves are, however, algebraically too complicated to be included
in our analysis. We note that neglecting nonlinear viscous contributions in the above
equations is an uncontrolled approximation, motivated by the small viscosity of the fluid.
Whether the LDQPE’s are a good approximation for weakly damped parametric surface
waves near onset is one of the central issues of this paper. Based on our analytical results
of the LDQPE’s in § 3, and the comparison of these results with experiments, we conclude
that the LDQPE’s do provide a quite good description of weakly damped and weakly
nonlinear Faraday waves. This seems to indicate that the role of nonlinear viscous terms
in the QPE’s is not significant for pattern formation in weakly damped Faraday waves
close to onset.
The z-component of the rotational part of the velocity W (x, y, t) can be eliminated.
From Eqs. (2.10) and (2.12), we have,
∂tW = 2ν(∂xx + ∂yy)∂th+ 2ν(∂xx + ∂yy) (∇φ · ∇h−W ) . (2.14)
We note that ν∇φ · ∇h is a nonlinear viscous term, and thus negligible within the
approximation. Since W is of O(ν), the term νW in the above equation is of O(ν−2),
and is negligible in the weakly damped limit. Therefore we have ∂t(W − 2ν∇2h) = 0, or
W (x, y, t) = 2ν∇2h(x, y, t) +W0 − 2ν∇2h0, (2.15)
where h0 and W0 are initial conditions for h and W respectively. By considering fluid
motion starting from at rest, we can setW0 = 0. Also since we are interested in nonlinear
pattern formation from a nearly flat surface, h0 is a small quantity. Although the term
2ν∇2h0 might influence the linear growth, it is certainly negligible for nonlinear, finite
amplitude states. Thus the boundary conditions at z = h(x, y, t) (Eqs. (2.10) and (2.11))
now read,
∂th = 2ν∇2h−∇⊥φ · ∇h+ ∂zφ, (2.16)
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∂tφ = 2ν∇⊥2φ− 1
2
(∇φ)2 + g(t)h− Γκ, (2.17)
where ∇⊥ = ∂xxˆ+ ∂y yˆ.
2.2. Two-dimensional nonlocal form of the quasi-potential equations
For weakly nonlinear surface waves, the three-dimensional quasi-potential equations can
be further simplified by recasting them in a form that involves only the flow variables
on the free surface. Since the velocity potential φ satisfies Laplace’s equation in the
bulk, it is possible to rewrite the LDQPE’s as integro-differential equations involving
variables at the free surface only. We then expand the resulting equations to third order
in the wave steepness. Such a two-dimensional nonlocal formulation has been derived
by Miles (1977), Milder (1977), Craig (1989), and Craig & Sulem (1993) for un-forced
inviscid gravity waves. We extend their approach in this section to parametrically forced,
weakly damped capillary-gravity waves.
Let x = (x, y), and define the surface velocity potential Φ(x, t) as Φ(x, t) = φ(x, h(x, t), t).
Then Eqs. (2.16) and (2.17) can be rewritten as,
∂th = 2ν∇2h+
√
1 + (∇h)2∂nφ, (2.18)
∂tΦ = 2ν∇2Φ− 1
2
(∇Φ)2 +
[√
1 + (∇h)2∂nφ+∇Φ · ∇h
]2
2 [1 + (∇h)2]
+g(t)h+
Γ
ρ
∇ ·
(
∇h√
1 + (∇h)2
)
, (2.19)
where ∂nφ = nˆ · (∇⊥ + ∂z zˆ)φ. We note that except for the normal derivative ∂nφ, all
other variables only depend on the two-dimensional coordinate x. Since φ is a harmonic
function, the normal derivative ∂nφ at the boundary is related to the value of φ at the
boundary. One such relation is given by the Dirichlet-Neumann operator Gˆ(h). The
Dirichlet-Neumann operator Gˆ(h) takes boundary values for a harmonic function and
returns its normal derivative at the boundary with a metric pre-factor (Craig 1989;
Craig & Sulem 1993),
Gˆ(h)Φ(x, t) =
√
1 + (∇h)2∂nφ. (2.20)
We note that Gˆ(h) is a linear operator for Φ(x, t) and depends on the shape of the free
surface z = h(x, t) nonlocally.
An important property of Gˆ(h) is that it has a computable Taylor expansion in powers
of the surface displacement h(x, t) and its spatial derivatives at h(x, t) = 0. This Taylor
expansion of Gˆ(h) is useful for studying the weakly nonlinear dynamics of surface waves
since only the first a few terms in the expansion, e.g., up to third order in h(x, t), need
to be evaluated. The Taylor expansion of Gˆ(h) up to order O(h3) reads,
Gˆ(h)Φ(x, t) = DˆΦ−∇ · (h∇Φ)− Dˆ(hDˆΦ) + Dˆ
[
hDˆ(hDˆΦ) + 1
2
h2∇2Φ
]
+
1
2
∇2(h2DˆΦ)−∇2
[
1
2
h2Dˆ(hDˆΦ) + 1
3
h3∇2Φ
]
− Dˆ
[
hDˆ(hDˆ(hDˆΦ)) + 1
2
h2∇2(hDˆΦ)− 1
6
h3∇2(DˆΦ) + 1
2
hDˆ(h2∇2Φ)
]
, (2.21)
where Dˆ is a linear Fourier-integral operator and is defined for an arbitrary function u(x)
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by
Dˆu(x) =
∫ ∞
−∞
|k|uˆ(k) exp(ik · x)dk
where uˆ(k) is the Fourier transform of u(x). The operator Dˆ is also nonlocal and is
sometimes written as Dˆ = √−∇2. By substituting the expansion for the Dirichlet-
Neumann operator Gˆ(h) into the boundary conditions, and consistently keeping only
terms up to the third order in h and/or Φ, we have
∂th(x, t) = 2ν∇2h+ DˆΦ−∇ · (h∇Φ) + 1
2
∇2(h2DˆΦ)
−Dˆ(hDˆΦ) + Dˆ
[
hDˆ(hDˆΦ) + 1
2
h2∇2Φ
]
, (2.22)
∂tΦ(x, t) = 2ν∇2Φ+ g(t)h+ Γ
ρ
∇2h+ 1
2
(
DˆΦ
)2
− 1
2
(∇Φ)2
−(DˆΦ)
[
h∇2Φ + Dˆ(hDˆΦ)
]
− Γ
2ρ
∇ · (∇h(∇h)2) . (2.23)
Consideration of higher order terms is certainly not a difficulty in this formulation, but
most of the phenomena in Faraday waves near onset should be explained within a frame-
work that includes up to third order nonlinearities. Equations (2.22) and (2.23) are
two-dimensional, and they are the starting point for the analytical asymptotic anal-
ysis presented below, and for extensive numerical studies that will be reported else-
where (a short summary of both analytical and numerical results can be found in
Zhang & Vin˜als (1996)).
Finally, we note that the incompressibility condition (Eq. 2.1) implies that the average
level of the surface displacement h(x, t) is constant,∫
S
h(x, t)dx = constant. (2.24)
It is easy to see that
∫
S
h(x, t)dx is indeed a constant of motion for Eq. (2.22).
Before we proceed any further, it is useful to discuss at this point the dissipation func-
tion approach used by other authors to obtain dissipative contributions to the equation
of motion for weakly damped waves, and compare it with the quasi-potential approx-
imation. As we show below, both methods already differ in the linear viscous terms
in the dynamical equations even though, by construction, they give the same (correct)
rate of decay of the energy for linear surface waves. As a consequence, is seems to us
that nonlinear viscous terms obtained from an energy balance on the inviscid amplitude
equation may not be reliable.
It is well known that the irrotational surface wave problem in an inviscid fluid can be
written in a Hamiltonian form (Zakharov 1968; Miles 1977). The governing equations
for irrotational surface waves can be written in this case as,
∂th(x, t) =
δH
δΦ(x, t)
, (2.25)
∂tΦ(x, t) = − δH
δh(x, t)
, (2.26)
where h(x, t) and Φ(x, t) are the generalized coordinate and momentum respectively, and
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the Hamiltonian H is given by
H =
∫ ∫
dx
[
1
2
∫ h(x,t)
−∞
dz
(
(∇⊥φ)2 + (∂zφ)2
)
+
1
2
g(t)h2 + Γ
(√
1+(∇h)2 − 1
)]
.
(2.27)
This Hamiltonian formulation (or equivalently the corresponding Lagrangian formu-
lation) offers a natural way to incorporate the effects of viscous damping by adding a
dissipation function. This is done by modifying the equation for the generalized momen-
tum Φ(x, t),
∂tΦ(x, t) = − δH
δh(x, t)
+Q(h(x, t),Φ(x, t)), (2.28)
where Q(h,Φ) is a dissipative or damping force, not invariant under time reversal, and
often of phenomenological nature. In the case of Faraday waves, the dissipation function
Q(h,Φ) has been determined by equating the rate of energy loss in this near-Hamiltonian
formulation,
dH
dt
− ∂H
∂t
=
∫ ∫
dxQ(h,Φ)∂th, (2.29)
to the decay rate of the total energy for potential flow (Landau & Lifshitz 1959),∫ ∫
dxQ(h,Φ)∂th = −ν
∫ ∫
dx
∫ h(x,t)
−∞
∇2 (∇φ)2 . (2.30)
It is easy to show that the linear part of Q depends only on Φ(x, t), and is given by
Q(h,Φ) = 4ν∇2Φ(x, t) + nonlinear terms. (2.31)
If we consider the linear approximation for Q, Eq. (2.26) is modified by the addition of
a viscous damping term 4ν∇2Φ(x, t) to the RHS, while Eq. (2.25) remains unchanged.
However, in the quasi-potential approximation (QPA), viscous damping terms appear
in both the ∂th equation and the ∂tΦ equation (Eqs. (2.22) and (2.23)). This difference
has important implications for the standing wave amplitude equations to be derived in § 3.
Recall that the viscous correction term in the ∂th equation is related to the rotational
component of the velocity field at the fluid surface, while the viscous correction term in
the ∂tΦ equation is related to the normal stress of the irrotational component.
For linear surface waves, both approaches give the same dynamical equation for a
Fourier mode hˆk(t) of h(x, t),
∂tthˆk(t) + 4νk
2∂thˆk(t) +
(
Γk3
ρ
+ g0k + kgz(t)
)
hˆk(t) = 0. (2.32)
Thus, the decay rate of the total energy for linear surface waves is the same for the two
approaches, as expected.
Since the calculation of the dissipation function Q can be carried out for the nonlinear
terms as well, it would appear that the dissipative function approach is a natural way
to incorporate nonlinear viscous terms order by order. However, since the dissipation
function approach does not give the correct linear viscous terms (Eqs. (2.28) and (2.31)
lead to a linear viscous term in the equation for ∂tΦ equal to 4ν∇2Φ, whereas the linear
viscous term in Eq. (2.23) is only 2ν∇2Φ), there does not seem to be any a priori reason
to trust nonlinear viscous terms.
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3. Weakly nonlinear analysis
Standing wave patterns of square symmetry are observed near onset in Faraday ex-
periments of weakly viscous fluids, in containers of large lateral size, and with single
frequency sinusoidal forcing (Faraday 1831; Rayleigh 1883; Lang 1962; Ezerskii, Korotin
& Rabinovich 1985; Tufillaro, Ramshankar & Gollub 1989; Ciliberto, Douady & Fauve
1991; Christiansen, Alstrø m & Levinsen 1992; Bosch & van de Water 1993; Edwards &
Fauve 1993, 1994; Mu¨ller 1993). We derive next a set of coupled standing wave amplitude
equations valid near onset that can accommodate patterns of arbitrary symmetry on a
two-dimensional surface. The standing wave amplitude equations that we will obtain are
of gradient form, and thus minimization of the resulting Lyapunov functional determines
the symmetry of the most stable standing wave state. Our derivation of the standing
amplitude equations has three novel features. The first one is the different starting point
for the asymptotic expansion. It is based on the LDQPE’s described above. Second, we
note that there are two independent small parameters in this system, namely the reduced
dimensionless driving amplitude ε, which is also the distance away from threshold, and
the viscous damping parameter γ (to be defined below). A double perturbative expansion
for these two small parameters is necessary. Solutions of the linearized quasi-potential
equations are obtained by performing a perturbative expansion for the small damping
parameter or the driving amplitude f (to be defined below). The linear solutions contain
the primary mode of the fluid surface with a frequency half of the driving frequency
as well as its higher harmonics. These higher harmonic terms are proportional to the
driving amplitude f or its powers (fn, with n = 2, 3 · · · .). The nonlinear interaction of
these higher harmonic terms with the primary mode provides a novel amplitude-limiting
effect for the parametric surface wave system. This effect is important for the nonlinear
saturation of the surface wave amplitude in weakly dissipative systems.
The third feature is related to three-wave resonant interactions in capillary-gravity
surface waves. Although quadratic terms are prohibited by symmetry in the standing
wave amplitude equations that we derive, three-wave resonance (triad resonance) plays a
crucial role in pattern selection. Both three- and four-wave resonant interactions among
capillary-gravity waves are well known and well studied. The importance of three-wave
resonant interactions to pattern selection in Faraday waves, however, has been largely
overlooked. As we show later, the resonant interactions between two linearly unstable
standing wave modes and a linearly stable wave mode strongly affects four-wave nonlinear
interactions, and thus the coefficient of third order nonlinear terms in the amplitude
equations.
Previous theoretical work by Milner (1991) involved the derivation of a set of cou-
pled traveling wave amplitude equations for inviscid parametric surface waves, to which
viscous damping terms were added by an energy-balance-consideration, equivalent to
the dissipation function approach describe above. He concluded that nonlinear viscous
damping terms in the dissipation function play a major role in pattern selection. We
disagree with his conclusion for four reasons: (i) As discussed earlier, the dissipation
function approach does not give the correct linear viscous terms, so it is doubtful that it
will introduce the correct nonlinear damping terms; (ii) linear viscous terms in the fluid
equations can contribute to nonlinear damping terms in the amplitude equations, while
such contribution is absent in Milner’s phenomenological consideration of viscous effects;
(iii) an amplitude-limiting effect of the driving force did not appear in Milner’s analy-
sis since he used a zeroth order linear solution for the parametric instability; and (iv)
Milner did obtain triad resonant interactions in his calculation, but by not taking them
into account explicitly, he overlooked their effect on pattern selection. As was recently
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suggested by Edwards & Fauve (1994), we will show that triad resonant interactions play
an important role in pattern formation of Faraday waves in weakly viscous fluids.
3.1. Solutions of the Linearized Equations
As is well known, the linearized problem of parametric surface waves can be reduced to
the damped Mathieu equation, and the Faraday instability corresponds to the subhar-
monic resonance of the equation. For the case of a sinusoidal driving force, the effective
acceleration g(t) in Eqs. (2.22) and (2.23) can be written as g(t) = −g0−gz sinΩt, where
g0 is the constant acceleration of gravity, and Ω and gz are the angular frequency and
the amplitude of the driving force respectively. We now choose 2/Ω ≡ 1/ω0 as the unit
of time and 1/k0 as the unit of length with k0 defined by ω
2
0 = g0k0 +
Γ
ρ k
3
0 . We also
choose the unit for the surface velocity potential Φ to be ω0/k0. We further define a
dimensionless linear damping coefficient γ = 2νk20/ω0, G0 = g0k0/ω
2
0 , Γ0 = Γk
3
0/(ρω
2
0),
and the dimensionless driving amplitude f = gzk0/(4ω
2
0). Note that G0 + Γ0 = 1 by
definition.
By linearizing the quasi-potential equations and boundary conditions (Eqs. (2.22) and
(2.23)) with respect to the surface displacement h, and the surface velocity potential Φ,
and taking the Fourier transform with respect to the spatial coordinate, one obtains in
a standard way,
∂tthˆk + 2γk
2∂thˆk +
(
G0k + Γ0k
3 + γ2k4 + 4fk sin 2t
)
hˆk = 0, (3.1)
kΦˆk = ∂thˆk + γk
2hˆk. (3.2)
Equation (3.1) is the damped Mathieu equation for hˆk. We now seek analytical solutions
of the above equations perturbatively. We introduce a small parameter η (η ≪ 1) such
that γ = γ0η, and f = f0η, where γ0 and f0 are assumed to be of O(1). For weakly
dissipative fluids, i.e. γ ≪ 1, and to be consistent with the quasi-potential approximation
discussed in last section, we will neglect the term proportional to γ2 in Eq. (3.1). At
subharmonic resonance, we have ω2(k) ≡ G0k + Γ0k3 = 1, which of course implies
k = 1 (note that G0 + Γ0 = 1 by definition). We then consider an expansion for the
wavenumber k near subharmonic resonance as, k = 1+∆kη+ · · · . Above (and near) the
onset of subharmonic resonance, we expect the amplitudes of hˆk to grow in time but in a
slower time scale than that for the subharmonic oscillation. In the following we assume
that the slow time is T = ηt, and seek solutions perturbatively as power series in η,
hˆk = hˆ
(0)
k (t, T ) + ηhˆ
(1)
k (t, T ) + · · · ,
Φˆk = Φˆ
(0)
k (t, T ) + ηΦˆ
(1)
k (t, T ) + · · · .
At O(η0), one has,
hˆ
(0)
k (t, T ) = Ak(T ) cos t+Bk(T ) sin t,
Φˆ
(0)
k (t, T ) = −Ak(T ) sin t+Bk(T ) cos t,
where Ak(T ) and Bk(T ) are arbitrary functions. At O(η1), a standard solvability condi-
tion appears,
∂TA = (f0 − γ0)A+ 1
2
(G0 + 3Γ0)∆kB, (3.3)
∂TB = −(f0 + γ0)B − 1
2
(G0 + 3Γ0)∆kA. (3.4)
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By substituting A and B ∝ eσt, one finds
σ± = −γ0 ±
√
f20 −
(
∆k
2
(G0 + 3Γ0)
)2
. (3.5)
Exactly at subharmonic resonance (k = 1 or ∆k = 0), the growing mode M+ ∝ A and
the decaying mode M− ∝ B. In this case, the linearly growing eigenmode above onset is
given by,
h(x, t) =
(
cos t+
f
4
sin 3t+ · · ·
) N∑
j=1
[
Aj(t) exp
(
ikˆj · x
)
+ c.c.
]
, (3.6)
Φ(x, t) =
(
− sin t+ f cos t+ 3f
4
cos 3t+ · · ·
) N∑
j=1
[
Aj(t) exp
(
ikˆj · x
)
+ c.c.
]
, (3.7)
where we have assumed that the standing waves consist of an arbitrary discrete set of
wavevectors in the two-dimensional space. When f = γ (at onset), Eqs. (3.6) and (3.7)
are the linear neutral solutions, which is the basis of a weakly nonlinear analysis for our
problem. It is important to note at this point that we have kept in the linear solution
terms proportional to f (or γ since f = γ at onset). These terms will be crucial for
obtaining the correct cubic term in the amplitude equations, and had not been included
in previous studies. Terms proportional to higher harmonics do not contribute to the
standing wave amplitude equations to the order considered.
3.2. Standing Wave Amplitude Equations
We seek nonlinear standing wave solutions of Faraday waves near onset (ε ≡ (f−γ)/γ ≪
1) in this section. We expand the two-dimensional quasi-potential equations (Eqs. (2.22)
and (2.23)) consistently in ε1/2 with multiple time scales,
h(x, t, T ) = ε1/2h1(x, t, T ) + εh2 + ε
3/2h3 + · · · , (3.8)
Φ(x, t, T ) = ε1/2Φ1(x, t, T ) + εΦ2 + ε
3/2Φ3 + · · · , (3.9)
where the slow time scale T = εt, and is not related to the slow time in the previous
section. The scaling of the amplitudes and the slow time T with ε is formally determined
by the ultimate consistency of the expansion, and in particular by the balance of terms
in the final form of the standing wave amplitude equation (Eq. (3.34)). We define the
following linear operator,
L ≡
(
∂t − γ∇2 −Dˆ
G0 − Γ0∇2 + 4γ sin 2t ∂t − γ∇2
)
. (3.10)
On substituting Eqs. (3.8) and (3.9) into the quasi-potential equations we have atO(ε1/2),
L
(
h1
Φ1
)
= 0.
The above equation is the same as the linearized quasi-potential equations discussed in
the last section except the driving amplitude f is replaced by the damping coefficient γ.
Thus, the solutions for h1 and Φ1 are just the linear solutions found in the last section.
For simplicity, we will neglect the linearly stable mode B of the linear solutions. Then,
h1 and Φ1 are the linear neutral solutions,
h1 =
(
cos t+
γ
4
sin 3t
) N∑
j=1
[
Aj(T ) exp
(
ikˆj · x
)
+ c.c.
]
, (3.11)
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Φ1 =
(
− sin t+ γ cos t+ 3γ
4
cos 3t
) N∑
j=1
[
Aj(T ) exp
(
ikˆj · x
)
+ c.c.
]
. (3.12)
At O(ε), we have
L
(
h2
Φ2
)
=
(
−∇ · (h1∇Φ1)− Dˆ
(
h1DˆΦ1
)
1
2 (DˆΦ1)2 − 12 (∇Φ1)2
)
. (3.13)
The above equation represents two coupled equations for h2 and Φ2. It is easy to obtain
an independent equation for h2 from Eq. (3.13), which reads,
∂tth2 − 2γ∇2∂th2 + (G0 − Γ0∇2)Dˆh2 + 4γh2 sin 2t
=
1
2
Dˆ
[
(DˆΦ1)2 − (∇Φ1)2
]
+
(
γ∇2 − ∂t
) [∇ · (h1∇Φ1) + Dˆ (h1DˆΦ1)]
=
N∑
j,l=1
{
1 + cjl
4
√
2(1 + cjl)− cos 2t
[
1 + cjl − 3− cjl
4
√
2(1 + cjl)
]
−γ sin 2t
[
(5/2 + cjl)
(
1 + cjl −
√
2(1 + cjl)
)
+
1 + cjl
8
√
2(1 + cjl)
]}
[
AjAl exp
(
i(kˆj + kˆl) · x
)
+ c.c.
]
+
N∑
j,l=1
{
1− cjl
4
√
2(1− cjl)− cos 2t
[
1− cjl − 3 + cjl
4
√
2(1− cjl)
]
−γ sin 2t
[
(5/2− cjl)
(
1− cjl −
√
2(1− cjl)
)
+
1− cjl
8
√
2(1− cjl)
]}
[
AjA
∗
l exp
(
i(kˆj − kˆl) · x
)
+ c.c.
]
+ · · · , (3.14)
where cjl ≡ cos θjl = kˆj · kˆl and we have neglected terms that are proportional to γ2.
We note that there are no terms on the RHS proportional to cos t or sin t, that would
introduce a secular variation in the solution. Therefore, there is no solvability condition
for the amplitudes Aj at this order. There are, however, resonant interactions due to
certain terms on the RHS.
The particular solution h2 of Eq. (3.14) can be written as
h2 =
N∑
j,l=1
{
Hjl(t)
[
AjAl exp
(
i(kˆj + kˆl) · x
)
+ c.c.
]
+Hj,−l(t)
[
AjA
∗
l exp
(
i(kˆj − kˆl) · x
)
+ c.c.
]
, (3.15)
where Hjl(t) is an unknown function to be determined, and Hj,−l is defined by replacing
cjl with cj,−l in Hjl. On substituting the above form for h2 into Eq. (3.14), we have the
following equation for Hjl(t),
∂ttHjl + 2γ
√
2(1 + cjl)∂tHjl + [G0 + 2Γ0(1 + cjl)]
√
2(1 + cjl)Hjl
= F
(1)
jl cos 2t+ F
(2)
jl sin 2t+ · · · , (3.16)
where F
(1)
jl and F
(2)
jl are proportional to AjAl. Only terms that are relevant to the
resonance are written out on the RHS of Eq. (3.16). Equation (3.16) looks very much
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like the equation for an additively forced harmonic oscillator with friction. When the
“natural” frequency of the “oscillator”, [(G0 + 2Γ0(1 + cjl))
√
2(1 + cjl)]
1/2, equals the
driving frequency, resonance occurs. This condition reads,
[G0 + 2Γ0(1 + cjl)]
√
2(1 + cjl) = 4. (3.17)
Due to the nonzero damping coefficient, 2γ
√
2(1 + cjl), this resonance results in a finite
value for Hjl that is inversely proportional to the damping coefficient. We note that the
parametric forcing term h2 sin 2t in Eq. (3.14) is not directly relevant to the resonant
interaction.
The values of θjl (cjl = cos θjl) that satisfy the resonance condition (Eq. (3.17)) as a
function of Γ0 are shown in Fig. 1(a). Since the RHS of Eq. (3.16) is proportional to
AjAl, there are three waves involved in this resonance, namely, standing wave modes Aj
and Al, and mode B with wavevector kˆj+ kˆl, as shown in Fig. 1(b). Therefore, Eq. (3.16)
describes a three-wave resonant interaction. Note that the wavenumber for mode B is
away from the critical wavenumber k0 = 1, and thus mode B is a linearly stable mode.
For Γ0 < 1/3, triad resonance is not possible. For Γ0 = 1/3, wavevectors of the three
resonating waves are in the same direction (θ
(r)
jl = 0). As Γ0 is further increased, θ
(r)
jl
also increases. For purely capillary waves (Γ0 = 1), θ
(r)
jl reaches the maximum value of
cjl = 2
1/3 − 1 or θ(r)jl ≈ 74.9◦.
Resonant interactions among surface capillary-gravity waves in general have been stud-
ied since the pioneering work by Wilton (1915) (for a recent review see Hammack &
Henderson 1993). Wilton found that a Stokes expansion in powers of the wave ampli-
tude became singular at a wavenumber k =
√
g0ρ/2Γ for inviscid capillary-gravity waves
in two spatial dimensions, which corresponds to the triad resonance discussed above for
Γ0 = 1/3.
This special case of resonant interaction is often termed second-harmonic resonance
and the corresponding capillary-gravity waves are called Wilton’s ripples. Experimen-
tal studies by McGoldrick (1970), and Banerjee & Korpel (1982) on the triad resonance
in capillary-gravity waves have verified the function θ
(r)
jl (see Fig. 1(a)) quantitatively
(Hogan 1984).
The relevance of triad resonant interactions at second order to pattern formation in
Faraday waves has been largely overlooked by previous studies. We want to emphasize
here that the effect of triad resonant interactions on pattern formation in parametric
surface waves can be intuitively understood. Let us consider a situation in which two
linearly unstable standing waves Aj and Al with their wavevectors separated exactly the
resonating angle θ
(r)
jl grow from small amplitudes in the linear regime. When they enter
the nonlinear regime, a mode B with wavevector kˆj+kˆl is created as a results of quadratic
nonlinear interaction of Aj and Al. The amplitude of B will become very large because
of the resonance and weak damping. For inviscid fluids, the amplitude of B will increase
without limit. Since the parametric forcing pumps energy into the surface wave system
through unstable modes Aj and Al at a rate determined by the supercriticality ε, the
energy required for the growth of mode B will come from reductions of the amplitudes in
Aj and Al, but not directly from the external parametric force. As a result, the modes
Aj and Al will have smaller amplitudes than other unstable modes that do not satisfy
the triad resonance condition. In other words, small perturbations with components
close to the critical wavenumber will grow exponentially. When the amplitudes of these
modes become large enough, a nonlinear selection process takes place such that modes
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with their wavevectors separated by the resonating angle θ
(r)
jl are less favored or avoided.
The above argument is relevant for both inviscid or weakly viscous fluids. For fluids of
high viscosity, the influence of triad resonant interactions becomes smaller because of the
large damping.
Since there is no solvability condition at second order, there will be no quadratic
terms in the amplitude equations to be derived. Thus, the above described influence
of triad resonant interactions must appear through cubic nonlinear terms, which repre-
sents four-wave resonant interactions among four linearly unstable standing wave modes.
Specifically, in particular the coefficient of the cubic nonlinear terms in the amplitude
equations are expected to have a large positive peak at the resonating angle θ
(r)
jl as we
show later in this section. When viscous damping effects are neglected, the peak shifts
toward +∞. Such divergence of the nonlinear interaction coefficient was encountered
by Milner (1991) in his analysis of weakly damped parametric surface waves because he
neglected the contribution to the amplitude equation from the second order solution. As
a consequence, he failed to realize the relevance of such a divergence to pattern selec-
tion. In contrast, and in agreement with our calculations, Edwards & Fauve (1994) had
suggested recently that triad resonance could be important for pattern selection.
As we show later, the occurrence of standing wave pattern of square symmetry in cap-
illary Faraday waves is closely related to triad resonance with θ
(r)
jl = 74.9
◦. By increasing
the gravity wave component in capillary-gravity waves, the resonating angle θ
(r)
jl becomes
smaller and the nonlinear interaction coefficients at cubic order changes accordingly. For
Γ0 ≈ 1/3, θ(r)jl is close to zero and we will show that standing wave patterns of square
symmetry become unstable and hexagonal, triangular, or quasicrystalline patterns can
be stabilized.
The solution of the corresponding homogeneous equation of Eq. (3.14) will have the
same form as the solution at order O(ε1/2), and thus can be absorbed into the solu-
tion at O(ε1/2). As a result, we are only interested in the particular solutions to the
inhomogeneous equation for h2. The particular solutions are,
h2 =
N∑
j,l=1
{
(αjl + βjl cos 2t+ γδjl sin 2t)
[
AjAl exp
(
i(kˆj + kˆl) · x
)
+ c.c.
]
+
(
α¯jl + β¯jl cos 2t+ γδ¯jl sin 2t
) [
AjA
∗
l exp
(
i(kˆj − kˆl) · x
)
+ c.c.
]}
, (3.18)
where
αjl =
1 + cjl
4 [G0 + 2Γ0(1 + cjl)]
− 2γ
2δjl
G0 + 2Γ0(1 + cjl)
, (3.19)
βjl =
−
(
1 + cjl − 3−cjl4
√
2(1 + cjl)
) (
Djl − 8γ2Mjl
)
+ 8γ2(1 + cjl)Njl
64γ2(1 + cjl)2 +D2jl − 8γ2DjlMjl
, (3.20)
δjl = −
8(1 + cjl)
(
1 + cjl − 3−cjl4
√
2(1 + cjl)
)
+DjlNjl
64γ2(1 + cjl)2 +D2jl − 8γ2DjlMjl
, (3.21)
and
Mjl =
√
2(1 + cjl)
G0 + 2Γ0(1 + cjl)
,(3.22)
Djl = [G0 + 2Γ0(1 + cjl)]
√
2(1 + cjl)− 4,(3.23)
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Njl =
(
5
2
+ cjl
)(
1 + cjl −
√
2(1 + cjl)
)
+
1 + cjl
8
√
2(1 + cjl) + (1 + cjl)Mjl.(3.24)
α¯jl, β¯jl, and δ¯jl can be obtained by replacing cjl with −cjl in the expressions for αjl,
βjl, and δjl respectively. The triad resonance occurs when Djl = 0. We have retained
terms that are proportional to γ2 in the expressions for αjl, βjl, and δjl since these terms
become important when Djl is small or zero, i.e., at triad resonance. The factor γ
2 in
these terms will either cancel to give terms of O(1), or partially cancel to give terms of
O(1/γ). Although we still keep them when away from resonance, these terms are very
small for weak damping, and thus should not affect the consistency of the perturbation
expansion.
From Eq. (3.13), we have
DˆΦ2 = ∂th2 − γ∇2h2 +∇ · (h1∇Φ1) + Dˆ
(
h1DˆΦ1
)
. (3.25)
On substituting the expressions for h1, Φ1, and h2 into the above equation, we obtain
the following expression for Φ2,
Φ2 =
N∑
j,l=1
{
(γujl + γvjl cos 2t+ wjl sin 2t)
[
AjAl exp
(
i(kˆj + kˆl) · x
)
+ c.c.
]
+ (γu¯jl + γv¯jl cos 2t+ w¯jl sin 2t)
[
AjA
∗
l exp
(
i(kˆj − kˆl) · x
)
+ c.c.
]}
, (3.26)
where
ujl =
1
2
+
(
αjl − 1
4
)√
2(1 + cjl), (3.27)
vjl =
3
4
+
(
βjl − 3
8
)√
2(1 + cjl) +
2δjl√
2(1 + cjl)
, (3.28)
wjl = −1
2
+
1
4
√
2(1 + cjl)− 2βjl√
2(1 + cjl)
, (3.29)
and u¯jl, v¯jl, and w¯jl can be obtained by replacing cjl with −cjl in the expressions for
ujl, vjl, and wjl respectively. We also note that vjl and wjl are not singular at cjl = −1
since the factor in denominator
√
2(1 + cjl) will be canceled by the same factor in the
numerator in Eqs. (3.28) and (3.29). Similarly, v¯jl and w¯jl are also not singular at cjl = 1.
The amplitude Aj ’s are not determined yet at O(ε), and thus it is necessary to continue
the expansion to higher orders. At O(ε3/2), we have
L
(
h3
Φ3
)
=
(
−∂Th1 −∇ · (h1∇Φ2 + h2∇Φ1)− Dˆ
(
h1DˆΦ2 + h2DˆΦ1
)
−∂TΦ1 − 4γh1 sin 2t+ DˆΦ1DˆΦ2 −∇Φ1 · ∇Φ2
)
+

 Dˆ
[
h1Dˆ(h1DˆΦ1) + 12h21∇2Φ1
]
+ 12∇2
(
h21DˆΦ1
)
−DˆΦ1
[
h1∇2Φ1 + Dˆ(h1DˆΦ1)
]
− Γ02 ∇ ·
(∇h1(∇h21))

 . (3.30)
We have found that it is convenient to obtain the solvability condition at this order from
the independent equation for h3, which can be easily obtained from Eq. (3.30), and it
reads,
∂tth3 − 2γ∇2∂th3 + (G0−Γ0∇2)Dˆh3 + 4γ sin 2tDˆh3 = −∂T ((γ+∂t)h1+Φ1)
−4γh1 sin 2t+
(
γ∇2 − ∂t
) [∇ · (h1∇Φ2 + h2∇Φ1) + Dˆ (h1DˆΦ2 + h2Φ1)
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+Dˆ
(
1
2
h21Φ1 − h1Dˆ(h1Φ1)
)
− 1
2
∇2 (h21Φ1)
]
+ Dˆ
[
Φ1DˆΦ2−∇Φ1 ·∇Φ2 +Φ21h1 − Φ1Dˆ(h1Φ1)−
Γ0
2
∇· (∇h1(∇h1)2)
]
. (3.31)
The Fredholm alternative theorem requires that the RHS of Eq. (3.31) be orthogonal
to any of the independent solution of its adjoint homogeneous equation. The solvability
condition reads, ∫ 2pi
0
dt
∫ 2pi
0
dΘjRHS3h˜j(x, t) = 0, (3.32)
where RHS3 stands for the RHS of Eq. (3.31), and h˜j(x, t) is either one of the following
two independent solutions of the adjoint homogeneous equation,(
cos t+
γ
4
sin 3t+ · · ·
)
exp
(
±ikˆj · x
)
,
(
sin t− γ
4
cos 3t+ · · ·
)
exp
(
±ikˆj · x
)
,
where kˆj is a unit vector in arbitrary direction, and Θj = kˆj · x. Since both RHS3 and
h˜j(x, t) have a temporal period 2pi, we have taken the interval of integration in Eq. (3.32)
to be 2pi. Also because of the periodicity of RHS3 and h˜j(x, t), it is only necessary to
consider the term proportional to cos t or sin t in h˜j(x, t). It turns out that the relevant
solvability condition is obtained from the second solution of h˜j(x, t). If we had also
considered the linearly stable mode Bj in this analysis, another solvability condition
would be obtained from the first solution of h˜(t). In summary, the solvability condition
for Eq. (3.31) is that the coefficient of sin t exp
(
±ikˆj · x
)
term in RHS3 equals zero.
In what follows, we will collect terms from the RHS of Eq. (3.31) that are relevant to
the solvability condition in a tedious but straightforward calculation. These terms can
be written as
RHS = 2 sin t
N∑
j=1
{[
∂TAj − γAj + γ
((
28 + 9Γ0
64
+ 2αjj +
3
8
βjj − 1
2
δjj
)
|Aj |2
+
N∑
l=1(l 6=j)
g(cjl)|Al|2
)
Aj
]
exp
(
ikˆj · x
)
+ c.c.
}
+ · · · ,
where
g(cjl) =
3Γ0
32
(
1 + 2c2jl
)
+
7
8
(
3−
√
2(1 + cjl)−
√
2(1− cjl)
)
+
(
1 + cjl −
√
2(1 + cjl)
)(
1
4
wjl − vjl
)
+
(
1− cjl −
√
2(1− cjl)
)(
1
4
w¯jl − v¯jl
)
+(1 + cjl)
(
2αjl +
3
8
βjl − 1
2
δjl
)
+ (1− cjl)
(
2α¯jl +
3
8
β¯jl − 1
2
δ¯jl
)
. (3.33)
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The solvability condition therefore reads,
∂Aj
∂T
= γAj −

γg(1)|Aj |2 + γ N∑
l=1(l 6=j)
g(cjl)|Al|2

Aj , (3.34)
where j = 1, 2, · · · , N and
g(1) =
28 + 9Γ0
64
+ 2αjj +
3
8
βjj − 1
2
δjj . (3.35)
Equation (3.34) is the coupled set of standing wave amplitude equations (SWAE) for
Aj , which is the central result of this weakly nonlinear analysis. The generic form of
the above set of amplitude equations is of course quite general and has been derived
for a number of different physical systems (Cross & Hohenberg 1993; Newell, Passot
& Lega 1993). The behavior peculiar to each system stems from the functional form
of the nonlinear interaction coefficients g(1) and g(cjl), and from the time constant τ0
(τ0 = 1/γ, in the case of Faraday waves.)
Before we look at the quantitative details of the nonlinear coefficients, g(1) and g(cjl),
we have the following comments on the SWAE’s.
(i) The exclusion of quadratic nonlinear terms in the standing wave amplitude equa-
tions, which is related to the absence of solvability conditions at O(ε), is a consequence of
the requirement of sign invariance of the SWAE’s (Aj → −Aj). Subharmonic response
of the fluid surface to the driving force f sin(2ω0t) implies h(x, t + pi/ω0) = −h(x, t),
where h is a linear unstable mode given by Eq. (3.6). We note that a sign change of
the amplitude Aj is equivalent to a time displacement in a period of the driving force,
t→ t+pi/ω0. Because of the invariance of the original fluid equations under such a time
displacement, the amplitude equation of Aj must be invariant under a sign change in Aj .
(ii) The coefficients of cubic nonlinear terms, γg(1) and γg(cjl), are proportional to
the linear damping coefficient γ. This result is qualitatively different from that obtained
by Milner (1991). He also derived a coupled set of standing wave amplitude equations of
the same form as Eq. (3.34). Although his nonlinear coefficients are also proportional to
γ (the dissipation function Q is after all proportional to the kinematic viscosity ν), they
result entirely from nonlinear viscous terms in the dissipation function. In fact, linear
viscous terms did not contribute at all to third order. The appearance of nonlinear
terms proportional to the linear damping coefficient γ in the SWAE’s in our approach
is, however, no surprise. In general, a parameter that appears in the coefficients of the
linear terms in the original equations can appear in the coefficients of nonlinear terms
of the amplitude equations for that system. For example, the nonlinear interaction
coefficient in the amplitude equation for Rayleigh-Be´nard convection is a function of
the Prandtl number Pr, although Pr appears only in the coefficients for linear terms
in the Boussinesq equations (see e.g., Cross 1980). Throughout this paper, nonlinear
terms that are proportional to the kinematic viscosity ν in the fluid equations (or the
quasi-potential equations, Eqs. (2.9)-(2.13)) are termed nonlinear viscous terms , and
the nonlinear terms proportional to ν or γ in amplitude equations for Faraday waves
are termed nonlinear damping terms in order to avoid confusion due to terminology.
The validity of the quasi-potential equations with only linear viscous terms relies on
the assumption that nonlinear viscous terms do not have significant effect on pattern
formation in Faraday waves. A check of the validity can only be provided by comparing
our results to experimental studies.
(iii) There are contributions to the nonlinear terms of Eq. (3.34) from the parametric
driving force. These contributions are proportional to the driving amplitude f , but they
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appear in Eq. (3.34) together with the contributions from the linear viscous terms in
the quasi-potential equations since we have set f = γ in the linear solutions (Eqs. (3.11)
and (3.12)). The contributions from the parametric driving force are directly related to
the higher harmonic terms proportional to f in the linear solutions for h and Φ. This
contribution provides the amplitude-limiting effect by the driving force. This amplitude-
limiting effect results from the nonlinear interaction of these higher harmonic terms
with the primary mode, which has half of the driving frequency. Such nonlinear in-
teractions produces terms that are out of phase by pi/2 with the primary mode, and
thus possibly damps or limits the wave amplitude. An important point is that this
amplitude-limiting effect results from non-dissipative terms in the governing equation.
Therefore, such an effect is also important for inviscid systems. This amplitude-limiting
effect by the driving force, to our knowledge, has not been identified before. A yet
different amplitude-limiting effect also through non-dissipative terms was studied by
Zakharov, Lvov & Starobinets (1975) in the context of parametric spin-wave systems.
Zakharov et al. studied parametric spin-wave instabilities, and considered the deviation
of the phase of the excited spin waves from the optimum phase as the major nonlinear
mechanism which limits the parametric instability. However, we agree with Cross & Ho-
henberg (1993) that this “de-phasing” effect of the parametric mode is small (of higher
order) close to threshold.
Due to the mode interference occurring exactly at cjl = 1 (j = l or θjl = 0), g(cjl) is
not a smooth function of cjl. It is easy to show that
g(1) =
1
2
g(cjl → 1). (3.36)
We also note that
g(cjl) = g(−cjl). (3.37)
This symmetry is an obvious requirement for standing wave amplitude equations since
it is equivalent to have two standing waves separated by angle θ or by pi − θ.
An additional issue concerns the transformation of the equations of motion under time
reversal, and the related question of the existence of cubic terms in Eq. (3.34) in the limit
of a Hamiltonian system (i.e., in the absence of dissipative contributions to the equations
of motion). Under time reversal, the variables of interest transform according to t→ −t,
kˆj → −kˆj and Aj(t) → A∗j (−t). We also note that the Hamiltonian Eq. (2.27) depends
explicitly on time, and that given our choice of driving force proportional to sin 2t,
the trajectory of the system under time reversal is invariant only if, in addition to the
transformation rules given above, f → −f . A similar situation arises in systems with
applied magnetic fields, or for Coriolis forces, in which either the magnetic field or the
angular velocity must be reversed. In the absence of viscous dissipation (γ = 0), the only
nonlinear terms in the SWAE’s come from the driving force, and are proportional to the
driving amplitude f . These terms can be written as,
−f

g(1)|Aj |2 + N∑
l=1(l 6=j)
g(cjl)|Al|2

Aj .
Thus, nonlinear terms proportional to f do change sign under time reversal, and are
allowed in the equations of motion for the amplitudes Aj . This conclusion is not trivially
related to having chosen a sine function as the driving force. Had we chosen f cos(2t) as
the forcing term, the linearly growing modes would be a combination of Aj and Bj , the
algebra for the derivation of the SWAE’s becomes more tedious, but the final conclusion
remains the same even though, in this latter case, f would be formally chosen to be
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invariant under time reversal. On the other hand, for an autonomous system in which the
Hamiltonian does not explicitly depends on time, if the cubic term in Eq. (3.34) is entirely
of Hamiltonian character, then invariance under time reversal implies
∑
l g(cjl)|Al|2Aj =
0, for any arbitrary set of amplitudes. This equality is satisfied if g(cjl) = −g(−cjl),
where cjl involves the interaction between modes kˆj and kˆl, and −cjl between kˆj and
−kˆl (see Fig. 1 and Cross & Hohenberg (1993)). This symmetry together with Eq. (3.37)
would imply that g(cjl) = 0 in this case. Therefore, saturation of the wave amplitude
would have to occur either through weak nonlinear dissipative effects, or higher order
terms (e.g., nonlinear frequency detuning terms).
Figure 2 shows the self-interaction coefficient g(1) as a function of Γ0 for two different
values of γ = 0.1 and 0.02. The maxima in the curves around Γ0 = 1/3 are the result
of the triad resonant interaction of standing waves in the same direction: θ
(r)
jl = 0 (the
second-harmonic resonance), that affect g(1). Since the resonance is less damped for
smaller values of γ, the value of the coefficient g(1) varies inversely with damping.
Since g(1) > 0, we can rescale the amplitude as A˜j =
√
g(1)Aj . We have the following
standing wave amplitude equation for the scaled amplitude,
1
γ
∂A˜j
∂T
= A˜j −

|A˜j |2 + N∑
l=1(l 6=j)
g˜(cjl)|A˜l|2

 A˜j , (3.38)
where g˜(cjl) = g(cjl)/g(1). From Eq. (3.36) and symmetry for ±cjl, we also have g˜(cjl →
±1) = 2.
The nonlinear interaction coefficient g(cjl) in Eq. (3.38) (we have suppressed the tilde
since we will only refer to the scaled nonlinear coefficient in what follows) depends on
the dimensionless fluid parameters Γ0 (or G0) and γ. Figure 3 shows the function g(cjl)
for four different values of the damping coefficient γ. The maxima in g(cjl) around
cjl = 0.26 (θjl = 74.9
◦) correspond to triad resonance for purely capillary waves (see
Fig. 1). Even for relatively large values of the damping coefficient γ = 0.2, the influence
of the triad resonance on the g(cjl) curve can still be seen, but becomes much weaker.
An important feature common to all the curves in Fig. 3 is that there is a minimum of
g(cjl) at cjl = 0, and g(0) < 1. It is also interesting to compare the differences in g(cjl)
for purely capillary waves (Γ0 = 1), purely gravity waves (Γ0 = 0), and mixed gravity-
capillary waves (0 < Γ0 < 1) since the triad resonant interaction strongly depends on
the value of Γ0 . Figure 4 shows the function g(cjl) for four different values of damping
coefficients (the same as in Fig. 3) for purely gravity waves (Γ0 = 0). We note that
because of the absence of triad resonant interaction, the variations among the g(cjl)
curves for different values of γ are quite small. The curves still have minima at cjl = 0,
but the minima are much flatter.
Since the triad resonant interaction occurs among waves with their wavevectors in the
same direction when Γ0 = 1/3, we finally examine the function g(cjl) for this case. Figure
5 shows g(cjl) for four different values of the damping coefficient (the same as in Fig. (3))
for capillary-gravity waves with Γ0 = 1/3. We observe that g(cjl) is very flat and reaches
very small positive values for small values of γ. These facts are a consequence of the
second-harmonic resonance, since the value of g(1) becomes very large (see Figure 2) for
this special case of triad resonant interaction. For relatively large values of the damping
parameter, e.g., γ = 0.20, the effect of the second-harmonic resonance is much smaller.
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3.3. Pattern Selection Near Onset
Equation (3.38) is of gradient form 1/γ∂TAj = −∂F/∂A∗j , with Lyapunov function F
given by,
F = −
N∑
j=1
|Aj |2 + 1
2
N∑
j=1
|Aj |2

|Aj |2 + N∑
l=1(l 6=j)
g(cjl)|Al|2

 . (3.39)
Since
dF
dT
=
N∑
j=1
(
∂F
∂Aj
∂TAj +
∂F
∂A∗j
∂TA
∗
j
)
= − 2
γ
N∑
j=1
|∂TAj |2 ≤ 0, (3.40)
the only possible limiting cases of such a dissipative system, in the limit T → ∞, are
stationary states for the amplitudes Aj . Only the states which correspond to local minima
of the Lyapunov function are linearly stable.
Apart from the trivial solution of Aj = 0 for j = 1, · · · , N , Eq. (3.38) has a family of
stationary solutions differing in the total number of standing waves N for which Aj 6= 0.
By considering the case in which the magnitudes of all standing waves are the same, i.e.
|Aj | = |A|, Eq. (3.38) has the following solutions,
|Aj | = |A| =

1 + N∑
l=1(l 6=j)
g(cjl)


−1/2
. (3.41)
The values of Lyapunov function for these solutions are,
F = −N
2
|A|2 = − N/2
1 +
∑N
l=1(l 6=j) g(cjl)
. (3.42)
We note that the greater the square of the amplitude, the lower value of the Lyapunov
function. Also the larger the values of g(cjl) for a standing wave pattern, the larger
value of the Lyapunov function. In particular, if an angle separating the wavevectors
of two standing wave modes of the pattern satisfies the triad resonant condition, the
corresponding g(cjl), and thus the value of the Lyapunov function, will be large. There-
fore, such patterns will not likely to appear. This result is consistent with our intuitive
understanding of the role of the triad resonant interaction, i.e., the system tries to avoid
pairs of standing waves with their wavevectors separated by an angle satisfying the triad
resonant condition.
For N = 1 (parallel roll solution), F1 = − 12 . For N = 2, we have either square
(c12 = 0) or rhombic (c12 6= 0) patterns with F2 = −1/(1 + g(c12)). By considering
regular patterns† only, for N = 3, we have either hexagonal or triangular patterns, which
have the same value of the Lyapunov function
F3 = − 3/2
1 + g(1/2) + g(−1/2) .
We first consider square patterns for N = 2. If g(0) < 1, we have F2 < F1 = − 12 . As
shown in Figure 6 we indeed have g(0) < 1 for the interesting parameter range of Γ0
and γ. Therefore standing wave patterns of square symmetry always have lower values
of Lyapunov function than parallel roll patterns for weakly damped parametric surface
waves near onset.
† By regular patterns, we mean pattern structures for which the angle between any two
adjacent wavevectors kj and kj+1 is the same and amounts to pi/N .
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In order to compare the values of Lyapunov function for square patterns with that of
hexagonal or triangular patterns, we compute the value of
∆32 ≡ F3 −F2 =
1 + g(1/2) + g(−1/2)− 32 (1 + g(0))
(1 + g(0))(1 + g(1/2) + g(−1/2)) ,
which is plotted in Figure 7.
For γ = 0.1, we have ∆32 = F3 − F2 > 0 for all values of Γ0, and thus standing
wave patterns of square symmetry also have lower values of the Lyapunov function than
hexagonal/triangular patterns. We also note that the difference between F3 and F2
becomes smaller for smaller values of Γ0. For γ = 0.02, we still have ∆32 = F3 −F2 > 0
for capillary waves, but near the second-harmonic resonance (Γ0 = 1/3), we have F3 <
F2, i.e., hexagonal/triangular patterns have lower values of the Lyapunov function than
square patterns.
Regular patterns for N ≥ 4 are two-dimensional quasicrystalline patterns (or quasi-
patterns (Edwards & Fauve 1993, 1994)). A quasipattern has long-range orientational
order but no spatial periodicity, thus analogous to a quasicrystal in solid state physics
(Shechtman et al. (1984)). For N = 4, the value of the Lyapunov function for an eight-
fold quasipattern is,
F4 = − 2
1 + g(
√
2/2) + g(0) + g(−√2/2) .
We are interested in any parameter range in which F4 has lower value of the Lyapunov
function than F2 and F3. The most possible parameter range is certainly near the
second-harmonic triad resonant interaction with very weak damping. We thus compute
the values of
∆43 ≡ F4 −F3 =
3
2 (1 + g(0)) + 3g(
√
2/2)− 2(1 + 2g(1/2))
((1 + 2g(1/2))(1 + g(0) + 2g(
√
2/2))
,
and
∆42 ≡ F4 −F2 = 2g(
√
2/2)− (1 + g(0))
(1 + g(0))(1 + g(0) + 2g(
√
2/2))
,
which are plotted in Fig. 8. We see indeed that for γ = 0.02 we have F4 < F3 and
F4 < F2 around Γ0 = 1/3.
We summarize our results concerning regular patterns in Fig. 9. We present the values
of the Lyapunov function FN as a function of γ for N = 1, 2, 3, 4, 5, 6, 7, 8, and Γ0 = 1/3,
1, and 0. For Γ0 = 1 (Fig. 9(c)) and 0 ((Fig. 9(d)), patterns of square symmetry (N = 2)
have the lowest values of FN for all values of γ < 0.2, whereas the system favors patterns
of different symmetries in different ranges of the value for γ for Γ0 = 1/3. The second-
harmonic resonance for Γ0 = 1/3, becomes less damped as γ decreases, and thus the
value of the self-interaction nonlinear coefficient g(0) becomes larger (see Fig. 5). In
other words, the curve g(cjl) has a wider flat center region and a sharper increase near
cjl = ±1, and therefore pattern structures with larger N are favored. Table 1 shows the
favored structures, and the corresponding ranges of γ.
A couple of comments on the various patterns discussed above are in order. (i) A two-
dimensional regular pattern structure with the spatial form
∑N
j=1
(
Aj exp(ikˆj · x) + c.c.
)
hasN degrees of freedom. TheseN degrees of freedom appear as the phase of the complex
amplitude Aj = A0 exp(θj) for j = 1, · · · , N . Among them, two correspond to spatial
translations, whereas the other N − 2 degrees of freedom represents the phason modes
(Golubitsky, Swift & Knobloch 1984; Malomed, Nepomnyashchi˘i & Tribelski˘i (1989)).
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For N = 3, the phase degeneracy for the single phason mode, which corresponds to
hexagonal or triangular states, can be lifted by higher order nonlinear terms (Golubit-
sky, Swift & Knobloch 1984; Muller 1993). Although it is beyond the scope of this article,
it will be interesting to see how the phase relations of a spatial pattern is determined by
higher order nonlinear terms. (ii) We predict that quasipatterns with large values of N
occur at very small values of the linear damping coefficient γ. As discussed in the intro-
duction, for very small values of γ the mode quantization effect can be quite severe for
finite-size systems. This implies that experimental verification of the quasipatterns with
large values of N can be difficult †. Obviously, a similar problem appears in numerical
solutions of Faraday waves.
The linear stability of solutions (Eq. 3.41) of the standing wave amplitude equations
(Eq. (3.38)) can be determined by the spectrum of growth rates σ of amplitude pertur-
bations Aj ∝ eσt since all phase perturbations are neutrally stable as is obvious from
Eq. (3.38). Equivalently, the linear stability of solutions can also be obtained by the
eigenvalue spectrum of the matrix ∂2F/(∂|Aj |∂|Al|), linearized around the stationary
solutions. In the context of the standing wave amplitude equations (Eq. 3.41), we can
only consider very limited set of perturbations. The usefulness of the stability analysis
is to identify unstable solutions. A stable solution in the context of the standing wave
amplitude equations can, however, be unstable to other perturbations, such as a travel-
ing wave mode or a perturbation with spatial variations. In the rest of this subsection,
stable or unstable solutions are with respect to the perturbations that are allowed by the
SWAE’s.
Let us consider a stationary solution with |Aj | = a0 given by Eq. (3.41) for j = 1, · · · , N
and |Aj | = 0 for j = N + 1, · · · ,M (M ≥ N), and small real perturbations bj to |Aj |
for j = 1, · · · ,M . On substituting the stationary solution with the perturbations into
Eq. (3.38), we obtain the following linearized equations for bj :
1
γ
∂T bj =

1− a20

3 + N∑
l=1(l 6=j)
g(cjl)



 bj − 2a20 N∑
l=1(l 6=j)
g(cjl)bl,
for j = 1, · · · , N , and
1
γ
∂T bj =
(
1− a20
N∑
l=1
g(cjl)
)
bj ,
for j = N + 1, · · · ,M .
For parallel roll stationary solutions (N = 1), we have a0 = 1 and,
1
γ
∂T b1 = −2b1,
1
γ
∂T bj = (1− g(c1j))bj ,
for j = 2, · · · ,M . Thus if g(c1j) < 1 for some values of c1j , the parallel roll stationary
solution is unstable. From the g(cjl) curves in Figures 3, 4, and 5, we conclude that
parallel roll stationary solutions for Faraday waves in weakly dissipative fluids are not
stable.
The linear stability of square patterns (N = 2 and a0 = 1/
√
1 + g(0)) is determined
† In laboratory experiments, mode quantization also depends on the nature of boundary
conditions. Certain “soft” boundary conditions may relax the strict quantization requirements
and allows access to the larger system regime than the actual size of the system (Douady 1990;
Bechhoefer et al. 1995).
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from the following linear system,
1 + g(0)
2γ
∂T b1 = −b1 − g(0)b2,
1 + g(0)
2γ
∂T b2 = −b2 − g(0)b1,
1
γ
∂T bj =
(
1− g(c1j) + g(c2j)
1 + g(0)
)
bj ,
for j = 3, · · · ,M . Thus if −1 > g(0) > 1 and
λsq = 1− g(c1j) + g(c2j)
1 + g(0)
< 0,
square patterns would be stable. The first condition is satisfied as shown in Figures 3,
4, and 5. Since |c2j | =
√
1− c21j , we have
λsq(c1j) = 1−
g(c1j) + g(
√
1− c21j)
1 + g(0)
,
where −1 ≤ c1j ≤ 1. The growth rate λsq of a standing wave perturbation in an arbitrary
direction to the stationary square solution is always negative except for Γ0 = 1/3 and
small values of damping coefficient γ = 0.02. Interestingly, this is the parameter regime
for Γ0 and γ where hexagonal/triangular patterns are found to have lower values of the
Lyapunov function than square patterns. The results of the stability analysis tell us
that in this parameter range square patterns are in fact unstable, and thus correspond
to a local maximum or a saddle point of the Lyapunov function. This result in turn
guarantees that square patterns will not be seen in Faraday waves for this parameter
range. The exact parameter range, however, cannot be determined from the stability
analysis since we are only considering very restricted form of perturbations in the context
of the standing wave amplitude equations.
The linear stability of hexagonal or triangular standing wave patterns (N = 3 and
a0 = 1/
√
1 + 2g(1/2)) can be determined from the following linear system,
1 + 2g(1/2)
2γ
∂T b1 = −b1 − g(1/2)(b2 + b3),
1 + 2g(1/2)
2γ
∂T b2 = −b2 − g(1/2)(b1 + b3),
1 + 2g(1/2)
2γ
∂T b3 = −b3 − g(1/2)(b1 + b2),
1
γ
∂T bj =
(
1− g(c1j) + g(c2j) + g(c3j)
1 + 2g(1/2)
)
bj,
for j = 4, · · · ,M . Therefore, hexagonal or triangular patterns are unstable if g(1/2) <
−1/2, or g(1/2) > 1 or,
λht ≡ 1− g(c1j) + g(c2j) + g(c3j)
1 + 2g(1/2)
> 0,
for j = 4, · · · ,M . Similar stability analyses can also be performed for quasipatterns
(N ≥ 4).
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3.4. Envelope Equations
We have assumed so far that Faraday wave patterns consist of a set of spatially uniform
(i.e., no modulations) standing waves although we have considered the amplitude of the
each standing wave to be slowly varying in time. It is conceivable, however, that the
standing wave amplitudes may also have slow spatial variations, i.e, standing waves with
spatially modulated amplitudes. In fact, the slow spatial variations of the amplitudes can
be nicely incorporated into the amplitude equations within the framework first discussed
by Newell & Whitehead (1969) for pattern formation in Rayleigh-Be´nard convection.
Amplitude equations including slow spatial variations of the amplitudes are often called
envelope equations. In principle one can also derive a set of coupled standing wave
envelope equations for parametric surface waves from the hydrodynamic equations with
the assumption that spatial variations of the amplitudes are of a slow scale of the order
of ε1/2, i.e., X = ε1/2x and Aj = Aj(X, T ). With these assumptions, there will be no
nonlinear terms involving spatial derivatives in the envelope equations up to O(ε3/2) †
As a result, only linear terms involving spatial derivatives will appear in standing wave
envelope equations (SWAE’s), and the cubic nonlinear terms will be exactly the same
as the standing wave amplitude equations (Eq. (3.34)) (SWAE’s). The linear terms
involving spatial derivatives can be obtained by a similar perturbative expansion as for
the SWAE’s as well as from symmetry and invariance arguments, and the growth rate
of the linearly unstable modes (Newell 1974; Cross & Hohenberg 1993). We have chosen
the latter way, which is much simpler.
The possible scalar terms up to O(ε3/2) are
(
kˆj · ∇X
)
Aj , ∇2XAj , and
(
kˆj · ∇X
)2
Aj .
Since the envelope equation for the standing wave amplitude Aj is expected to be invari-
ant under the transformation kˆj → −kˆj , the first term will not appear in the equation.
The second term implies the same form of the transverse and longitudinal variations
for a standing wave amplitude Aj . Since a standing wave pattern breaks the rotational
symmetry of an isotropic two-dimensional system, the transverse and longitudinal spatial
variations are qualitatively different, and thus the second term also cannot appear in the
envelope equations ‡. Therefore, we only need to consider the last term
(
kˆj · ∇X
)2
Aj
in the envelope equations,
1
γ
∂Aj
∂T
= Aj + ξ
2
0
(
kˆj · ∇X
)2
Aj(X, T )−

|Aj |2 + N∑
l=1(l 6=j)
g(cjl)|Al|2

Aj , (3.43)
where ξ0 is determined from the growth rate of the linearly unstable eigenmode as given
by Eq. (3.5),
σ+(k) = −γ +
√
f2 − [(k − 1)(G0 + 3Γ0)/2]2.
From the general arguments of Newell (1974) and Cross & Hohenberg (1993), we expand
† Nonlinear terms involving spatial derivatives would appear in the envelope equations if the
standing wave amplitude equations had quadratic nonlinear terms (Brandt 1989).
‡ With the assumption of different slow spatial scales for the transverse and longitudinal
modulations in analogy to Rayleigh-Be´nard convection, scalar terms of the following form are
permissible in standing wave amplitude equations:
[
kˆj · ∇X − (i/2)
(
kˆ⊥j · ∇X
)2]2
Aj with kˆ
⊥
j
a unit vector perpendicular to kˆj . We do not consider such terms here since we are only
computing the coherence length ξ0 in the longitudinal direction. The more general case of
transverse modulations has been explicitly addressed by Zhang (1994) .
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the growth rate σ+(k) around the critical wavenumber k = 1 as
σ+(k) =
1
τ0
[
ε− ξ20(k − 1)2
]
+ · · · .
Hence we find that τ0 = 1/γ and
ξ20 = −
τ0
2
(
∂2σ+(k)
∂k2
)
k=1
=
τ0
2f
(
G0 + 3Γ0
2
)2
, (3.44)
The envelope equations now can be written as,
1
γ
∂Aj
∂T
= Aj +
(
G0 + 3Γ0
2
√
2γ
)2 (
kˆj · ∇X
)2
Aj −

|Aj |2 + N∑
l=1(l 6=j)
g(cjl)|Al|2

Aj , (3.45)
for j = 1, · · · , N . We have set f = γ in the spatial derivative term since the difference is
of higher order.
The envelope equations (Eq. (3.45)) are also of gradient form 1γ
∂Aj
∂T = −δL/δA∗j , with
a Lyapunov functional
L =
∫
dx
[
−
N∑
j=1
|Aj |2 +
∣∣∣∣G0 + 3Γ02√2γ
(
kˆj · ∇X
)
Aj
∣∣∣∣
2
+
1
2
N∑
j=1
|Aj |2

|Aj |2 + N∑
l=1(l 6=j)
g(cjl)|Al|2

]. (3.46)
An important point about the standing wave envelope equations (Eq. 3.45) and the
Lyapunov functional (Eq. 3.46) is that the coefficient of the spatial derivative term is
much greater than one, i.e.,
ξ0 =
G0 + 3Γ0
2
√
2γ
≫ 1, (3.47)
since γ ≪ 1 for weakly dissipative surface waves. Physically ξ0 is a measure of the
coherence length of the wave pattern. Thus Eq. (3.47) implies standing wave patterns
of Faraday waves in weakly dissipative fluids have a coherence length much longer than
their wavelength. This should be compared to Rayleigh-Be´nard convection, where we
have ξ0 ∼ 1 (Newell & Whitehead 1969; Cross & Hohenberg 1993), and to directional
solidification of a binary alloy, where ξ0 ≪ 1 due to the extremely flat neutral stability
curve (Mullins & Sekerka 1964). Because ξ0 ≫ 1, highly ordered square patterns as
large as 30−40 wavelengths are often observed in Faraday waves in weakly viscous fluids
(Gaponov-Gerkhov & Rabinovich 1990).
4. Summary and Discussion
We have studied in this chapter pattern formation in weakly damped Faraday waves by
deriving a set of linear damping quasi-potential equations and by performing a multiscale
asymptotic expansion close to onset. Standing wave equations have been derived that
explicitly incorporate higher harmonic terms in the linear neutral solutions. These terms
are seen to be important for the saturation of the wave amplitude (amplitude-limiting
effect by the driving force). We have also studied in detail the effect of triad resonant
interactions among capillary-gravity waves on nonlinear pattern selection. Triad resonant
interactions are found to be the main reason for the appearance of square patterns in
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capillarity dominated Faraday waves. By increasing the gravity wave component, the
triad resonant condition is altered. As a result, square patterns can become unstable,
and hexagonal or quasicrystalline patterns can be stabilized.
The importance of higher harmonic terms in the linear neutral solutions also has
implications for parametric surface waves in highly viscous fluids. Because of the larger
threshold values of the driving force for highly viscous fluids, higher harmonic terms in
the linear neutral solutions can be even more important than in the weakly damped case
considered here. More than one higher harmonic term can be important in that case.
Our results provide justification for the observed selected patterns of square symmetry
near onset in fluids of low viscosity (Lang 1962; Ezerskii, Korotin & Rabinovich 1985;
Tufillaro, Ramshankar & Gollub 1989; Ciliberto, Douady & Fauve 1991; Bosch & van
de Water 1993; Edwards & Fauve 1993; Mu¨ller 1993). Without requiring any additional
assumptions, Faraday waves close to onset are potential, and minimization of the associ-
ated Lyapunov functional leads to square patterns in the capillarity dominated regime.
This is in agreement with most experimental studies, with the exception of the work by
Christiansen, Alstrø m & Levinsen (1995) who observed quasi-patterns where we predict
squares. More recently, a systematic survey of pattern selection in a system of large as-
pect ratio by Kudrolli & Gollub (1996) has again documented the transition to squares
for capillary dominated waves, but also shown the transition to hexagons in the vicinity
of Γ = 1/3, in agreement with our predictions. In the range in which we predict stable
quasi-patterns, Kudrolli & Gollub (1996) observe hexagons instead. The origin of this
discrepancy remains to be investigated.
We are indebted to Maxi San Miguel for many useful discussions. This work was
supported by the Microgravity Science and Application Division of the NASA under
Contract No. NAG3-1284. This work was also supported in part by the Supercomputer
Computations Research Institute, which is partially funded by the U.S. Department of
Energy, contract No. DE-FC05-85ER25000.
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Table 1. Patterns with the lowest values of the Lyapunov function and their corresponding
ranges of γ. These values correspond to mixed capillary-gravity waves with Γ0 = 1/3.
range of γ favored pattern
γ > 0.0809 square patterns
0.0253 < γ < 0.0809 hexagonal/triangular patterns
0.0132 < γ < 0.0253 eightfold quasipatterns
0.0082 < γ < 0.0132 tenfold quasipatterns
0.0057 < γ < 0.0082 twelvefold quasipatterns
0.0042 < γ < 0.0057 fourteenfold quasipatterns
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Figure 2. The self-interaction coefficient g(1) of the standing wave amplitude equations as a
function of Γ0 with the linear damping coefficient γ = 0.1 in (a), and γ = 0.02 in (b).
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Figure 3. The standing wave nonlinear coefficient g(cjl) as a function of cjl for purely capillary
waves (Γ0 = 1) with the linear damping coefficient γ = 0.02 in (a), γ = 0.05 in (b), γ = 0.1 in
(c), and γ = 0.2 in (d).
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Figure 4. The nonlinear coefficient g(cjl) of the standing wave amplitude equation as a function
of cjl for purely gravity waves (Γ0 = 0) with the linear damping coefficient γ = 0.02 in (a),
γ = 0.05 in (b), γ = 0.1 in (c), and γ = 0.2 in (d).
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Figure 5. The nonlinear coefficient g(cjl) of the standing wave amplitude equation as a function
of cjl for gravity-capillary waves of Γ0 = 1/3 with the linear damping coefficient γ = 0.02 in (a),
γ = 0.05 in (b), γ = 0.1 in (c), and γ = 0.2 in (d).
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Figure 6. g(0) as a function of Γ0 for γ = 0.1 in (a) and γ = 0.02 in (b). The minima around
Γ0 = 1/3 are the consequence of the one-dimensional triad resonant interaction.
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Figure 7. The difference ∆32 of the values of the Lyapunov function for hexagonal/triangular
patterns F3 and square patterns F2 as a function of Γ0 for γ = 0.1 in (a) and γ = 0.02 in (b).
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Figure 8. The differences in the values of the Lyapunov function for eightfold quasipatterns and
hexagonal/triangular patterns, ∆43, in (a), and for eightfold quasipatterns and square patterns,
∆42, in (b). In both cases, γ = 0.02.
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Figure 9. The values of the Lyapunov function FN (N = 1, 2, 3, 4, 5, 6, 7, 8) as a function of γ
for Γ0 = 1/3 in (a), Γ0 = 1 (capillary waves) in (c), and Γ0 = 0 (gravity waves) in (d). The
portion of (a) with small values of γ is shown in (b).
