We study the Ornstein-Uhlenbeck operator and the Ornstein-Uhlenbeck semigroup in an open convex subset of an infinite dimensional separable Banach space X. This is done by finite dimensional approximation. In particular we prove Logarithmic-Sobolev and Poincaré inequalities, and thanks to these inequalities we deduce the spectral properties of the Ornstein-Uhlenbeck operator.
Introduction
In this paper we describe the properties of the Ornstein-Uhlenbeck operator L Ω , and of the semigroup generated by it (T Ω (t)) t≥0 , in L 2 (Ω, γ).
Here Ω is an open convex subset of an infinite dimensional separable Banach space X endowed with a centered non-degenerate Gaussian measure. We define the OrnsteinUhlenbeck operator as the self-adjoint associated to the quadratic form (see e.g. [6] , [8] )
where W 1,2 (Ω, γ) is the Sobolev space defined in Section 1, and ∇ H is the gradient along the Cameron-Martin space H.
We approximate L Ω by finite-dimensional Ornstein-Uhlenbeck operators, by using the cylindrical approximation of Ω made in [1] . For finite dimensional Ornstein-Uhlenbeck operators we use the results of [3] and some properties that we prove here. In particular we show that and the Logarithmic-Sobolev inequality
that hold for every f ∈ W 1,2 (Ω, γ). Such inequalities can also be deduced from the theorems shown in [7, Section 6] where the proofs make heavy use of Malliavin calculus and Stochastic Analysis. Our proof is much simpler and relies on analytic tools and on the Deuschel-Strook's method. Infinite dimensional Poincaré and Log-Sobolev inequalities are proved in [4] for Ω = X through the Wiener chaos decomposition. In our case we don't have an explicit representation formula for the semigroup neither any sort of Wiener chaos decomposition or explicit expression of the eigenfunctions.
As expected, thanks to the Poincaré inequality we prove spectral properties of L Ω . An explicit characterization of D(L Ω ) will be the object of subsequent paper.
Construction of Ornstein-Uhlenbeck operator and some properties of semigroups
Let Ω ⊂ X be an open convex set, γ a centered non-degenerate Gaussian measure on X with covariance Q. W 1,2 (Ω, γ) is the Sobolev space defined as the completion of the space F C 1 b (X) with respect to the norm
The quadratic form
is used to define the Ornstein-Uhlenbeck operator
and
We recall the Theorem 1.3.3 proved in [5, p. 14] .
. Then the following are equivalent:
1.
T Ω (t) may be extended to a contraction semigroup on L ∞ (Ω).
2.
T Ω (t) may be extended to a contraction semigroup on L p (Ω, γ) for all 1 ≤ p ≤ ∞.
Now we prove that (T Ω (t)) t≥0 satisfies the Beurling-Deny conditions:
Proof. We recall that f ∧ 1 = min(f, 1) and
Let {f n } ⊂ F C 1 b (X) be a sequence that approaches f in W 1,2 (Ω, γ) and pointwise a.e. in Ω. Then the function g n • f n belongs to F C 1 b (X) and approaches min(f, 1) in W 1,2 (Ω, γ). Indeed this sequence converges to min(f, 1) in L 2 (Ω, γ) by the Dominated Convergence Theorem, and
Therefore applying Theorem 1.1 we have that (T Ω (t)) t≥0 can be extended to a semigroup of contractions
is strongly continuous for 1 ≤ p < ∞ thanks to Theorem 1.4.1 of [5] 2 Properties in finite dimension In [2] it is shown that
where ν(x) is the exterior normal vector to ∂O at x. Moreover
We put 
L O is one of the operators studied in [3] ; thanks to their results ([3, Proposition 4.1]) we can conclude that
, ∀x ∈ O, t ≥ 0 Such estimate may be extended to Sobolev functions, as follows.
for a.e. x ∈ O and t ≥ 0.
and thanks to (6) we have
and again, up to a subsequence
for a.e. x ∈ O.
We fix ε > 0 and we put
For convenience we set
Then v ε = (α + ε)(β + ε), and we remark that 
Taking the limit as ε → 0 + we obtain
and again, up to subsequences we have
The Ornstein-Uhlenbeck operator in infinite dimension
The following lemma will be used several times.
Proof. First we show that
We remark that if ψ ∈ L 2 (Ω, γ), ψ ≥ 0 a.e., then there exists a sequence {ϕ n } ⊂ F C b (X) such that ϕ n |Ω → ψ a.e and in L 2 (Ω, γ). Now we consider ϕ + n (x) = max{0, ϕ n (x)} ≥ 0 and we prove that ϕ
the first term goes to zero as n → ∞ thanks to the L 2 -convergence of {ϕ n }. Concerning the second one we have χ {x∈Ω: ϕn(x)<0} → χ {x∈Ω: ψ(x)≤0} a.e. thanks to the a.e.-convergence of {ϕ n }, and ψ 2 χ {x∈Ω:
. By the Dominated Convergence Theorem,
Now we prove the statement by contradiction: if there exists a measurable set A such that γ(A) > 0 and u |A > 0, then we take
that is a contradiction.
For the next proof we will use the approximating sequence of cylindrical open convex sets {Ω n } n defined in [1] : for each n ∈ N, Ω n = π
, where O n is an open smooth convex subset of a finite dimensional subspace F n ⊂ H, of dimension j = j(n), moreover F n ⊂ F n+1 for all n ∈ N. Let {h i } i∈N be an orthonormal basis of the Cameron-Martin space H such that
Finally π n : X → F n is the finite dimensional projection defined by
Moreover Ω n+1 ⊂ Ω n , ∂O n is smooth, Ω ⊂ Ω n and we have
(Ω n , γ) be the self-adjoint operator associated to the quadratic form (1) with Ω = Ω n , and D(L (n) ) is defined by (2) with
in L 2 (Ω n , γ). We recall the Proposition 3.3 proved in [1] :
for any u ∈ L 2 (X, γ) and t > 0.
Fix n ∈ N, let q ∈ N with q ≥ j(n) = dim F n and let G = span{h 1 , . . . , h q }. Let π G : X → G be the finite rank projection defined by
We denote by γ G the induced measure
be the Ornstein-Uhlenbeck operator defined by (1) with Ω = O and γ = γ G and let T G (t) be the associated semigroup.
We remark that
Moreover ϕ(x) = ϕ(π G (x) + (I − π G )(x)), the space X can be split X = G × G where G = (I − π G )(X) and also γ = γ G ⊗ γ G . Let ξ ∈ R q and let
. Then the function defined by
Proof. By Lemma 3.2 follows that g(t) ∈ D(L (n)
for all t > 0. Let us prove that g is continuous at t 0 > 0. For t > 0 we have
that goes to zero as t → t 0 thanks to the strong continuity of
Theorem 3.1. For all f ∈ W 1,2 (Ω, γ) and all t ≥ 0 we have
Proof. First we prove that (8) holds true for the restriction to Ω of any cylindrical regular function. Let f ∈ F C ∞ b (X) and ϕ ∈ F C b (X) with ϕ ≥ 0. Then
Finally we consider:
We know that the function t → T
) and it is the unique classical solution of
that goes to zero for t → t 0 thanks to the strong continuity of
Let us prove the differentiability of g at t 0 ∈ (0, +∞). For any t such that t + t 0 > 0 we have
which tends to zero as t → 0. Then g
Therefore g is a classical solution to
so that g(t) = T (n) (t)f |Ωn and (9) is proved. Now using Lemma 2.1 we have:
Therefore for every f ∈ F C ∞ b (X) and ϕ ∈ F C b (X), ϕ ≥ 0 and every n we have
Now thanks to Proposition 3.1 we can take the limit as n → ∞ obtaining
and by Lemma 3.1
and again up to a subsequence we have
Therefore
(Ω, γ) we have
Proof. As before we consider f, g, ϕ ∈ F C b (X) and using Proposition 2.1 we prove that
The proof is similar to the previous one with the only difference that now there are more functions but there aren't gradients. Then taking the limit for n → ∞ we get
Since the restrictions to Ω of the functions of F C b (X) are dense in L 2 (Ω, γ) we obtain our claim. Now we turn to the Poincaré inequality. We set
We recall that if O ⊂ R
N is an open convex set the then the Poincarè inequality holds (see Proposition 4.2 in [2] ), that is
Proof. First we prove that (11) holds for every
be an orthonormal basis of G such that { h 1 , . . . , h j } is an orthonormal basis of F n if dim F n = j. Then we have
Applying (10) we obtain
Taking the limit as n → ∞ we get
The Poincaré inequality (11) implies that if ∇ H ϕ vanishes in Ω, then ϕ is constant a.e. in Ω. By the definition of L, this implies that the kernel of L consists of constant functions. As a consequence of the Poincaré inequality other spectral properties of L follow.
and consequently σ(L)\{0} ⊂ {λ ∈ C : ℜλ ≤ −1}.
Proof. Let f ∈ D(L Ω ) be such that m Ω (f ) = 0. By using (11) we have
It follows that with l 1 , . . . , l k ∈ X * and v ∈ C 1 b (R k ) with v ≥ 0. First we prove that T (n) (t)ϕ ≥ 0 a.e. in Ω n . Let G := span{F n , Q(l 1 ), . . . , Q(l k )}. Then G is a subspace of H of dimension q ≤ n + k;
where v ∈ C 1 b (R q ) and v ≥ 0 in R q . Therefore, by (T (n) (t)ϕ |Ωn )(x) = T G (t) v O (π G (x)), for t > 0, and x ∈ Ω n .
By Proposition 2.1 of [3] we have (T (n) (t)ϕ |Ωn )(x) ≥ 0 for all x ∈ Ω n .
Thanks to Proposition 3.1, up to a subsequence, (T Ω (t)ϕ |Ω )(x) = lim n→∞ (T (n) (t)ϕ |Ωn )(x) ≥ 0 a.e. in Ω.
Now we have all the ingredients to prove the logarithmic Sobolev inequality by the Deuschel-Strook's method. We write down the proof for the reader's convenience.
Proposition 3.5. For all f ∈ W 1,2 (Ω, γ) we have
Proof. First we suppose that f ∈ F C We remark that
The second term vanishes for the invariance of γ while for the first we recall that
