We consider a group GL(∞), its parabolic subgroup B corresponding to partition ∞ = ∞ + m + ∞. Denote by P the kernel of the natural homomorphism B → GL(m). We show that the space of double cosets of GL(∞) by P admits a natural structure of a semigroup. In fact this semigroup acts in subspaces of P-fixed vectors of some unitary representations of GL(∞) over finite field.
1 Formulation of result 1.1. Notation. Let k be a field. Denote by GL(∞, k) the group of all infinite matrices g over k such that g − 1 has finite number of non-zero matrix elements. We call such matrices g finitary. We denote:
-U(∞) ⊂ GL(∞, C) the group of finitary unitary matrices over C;
-O(∞) ⊂ GL(∞, R) the group of finitary real orthogonal matrices;
-O(∞, C) ⊂ GL(∞, C) the group of finitary complex orthogonal matrices. Let G be a group, K a subgroup. By G//K we denote the space of conjugacy classes of G with respect to K, by K \ G/K the double cosets with respect to K.
By 1 k we denote the unit matrix of order k.
Multiplication of conjugacy classes.
Denote by GL(m + ∞, k) the same group GL(∞, k) considered as a group of finitary block matrices A B C D of size m + ∞. Denote by K the subgroup, consisting of matrices of the form
is a semigroup with respect to the following •-multiplication. Consider two matrices A B C D , P Q R T . We split them as block matrices of size m + (N + ∞). For sufficiently large N we get matrices of the following block structure:
The matrix in the right-hand side has size m+N +N +∞. We unite N +N +∞ = ∞ and get a matrix of size m + ∞.
Theorem 1.1 a) The •-multiplication is a well-defined associative operation on the set of conjugacy classes GL(m + ∞, k)//GL(∞, k).
b) The •-multiplication is a well-defined associative operation on the set of conjugacy classes U(m + ∞)//U(∞).
The statement (if it is formulated) is more-or-less obvious. Various versions of these semigroups are classical topics of system theory and operator theory, see, e.g., [1] , [2] , [3] , [4] , [11] . 
be a double coset, g ∈ U(m+∞) be a representative of γ. We define an operator
It is easy to show that ρ(γ) does not depend on the choice of a representative g ∈ γ.
See [10] ; for details, see [5] , Section IX.4. According [10] , theorems of this type hold for all infinite-dimensional limits G(∞) ⊃ K(∞) of symmetric pairs G(n) ⊃ K(n). Recently [6] , [7] , [8] , it was observed that these phenomenona are quite general, also there were obtained realizations of such semigroups as semigroups of matrix-valued rational functions of matrix argument. In all these cases we have double cosets of an infinite-dimensional analog G of reductive groups with respect to an infinite dimensional analogs K of compact (generally, non-maximal) subgroups (as U(∞) ⊃ O(∞)). In a recent paper [9] on an infinite-dimensional Grassmannians over finite fields there arises a relatively new situation. We discuss only a multiplication of double cosets which arises in this context.
1.4.
Result of the paper. Now we realize the group G = GL(∞, k) as a group of matrices infinite to left, right, up, and down. We represent its elements as block matrices of size ∞ + m + ∞. Denote by P ⊂ GL(∞, k) the group of matrices of form 
We define ⋆-multiplication on double cosets P\GL(∞, k)/P as follows. Consider two elements of a, p ∈ GL(∞, k). We split ∞ + m + ∞ as (∞ + N ) + m + (N + ∞). Take a sufficiently large N such that these elements has the following structure
Then their ⋆-product is defined by
These matrices and their product have size
We unite blocks ∞ + N + N = ∞, N + N + ∞ = ∞ and get a matrix of size ∞ + m + ∞.
We also can write our operation in the following form. Split ∞ + m + ∞ as (∞ + k + k) + m + (k + k + ∞), the m × m-block is the same. Denote
Notice that the formula
determines the same double coset.
Theorem 1.4
The ⋆-multiplication is a well-defined associative operation on P \ GL(∞, k)/P.
Associativity is obvious. Another statement is proved in the next section.
We define an involution a → a * on P \ GL(∞, k)/P by a → a −1 , where a −1 denotes the inverse matrix. Clearly, the operation is well defined Proposition 1.5 For any a, p ∈ P \ GL(∞, k)/P, we have
Proof. This follows from formula (1.5).
Notice that a ⋆ a * = 1 only for a having the form
(the size of the matrix is ∞ + m + ∞).
Remark. Formally, the construction is defined for any field (and even for rings). However, representations of GL(∞, k) with P-fixed vectors arise naturally in [9] for k being finite field.
Proof of Theorem 1.4
It is sufficient to prove the following statement
By Proposition 1.5, it is sufficient to prove the first statement.
Notice that first and last columns and the first and last rows in matrices in formulas (1.2), (1.3), (1.4) keep no information. To reduce size of formulas we omit these columns and rows from the matrices. In this notation, we have
Next, it is sufficient to prove the lemma for Φ ranging in a collection of generators 
Here the size of matrices is N + m + N , the matrices α, β range in GL(N, k); matrices ϕ, ψ, θ are arbitrary matrices (of appropriate size). We examine these generators case by case. First, (the first factor is ). To verify this, we must evaluate 4th column of the product. We get pQψ + qV ψ + rY ψ = (pQ + qV + rY )ψ = 0 buQψ + bvV ψ + c + bwY ψ = c + b(uQ + vV + wY )ψ = c + bψ euQψ + evV ψ + f + ewY ψ = f + e(uQ + vV + wY )ψ = f + eψ huQψ + hvV ψ + j + hwY ψ = j + h(uQ + vV + wY )ψ = j + hψ xQψ + yV ψ + zY ψ = (xQ + yV + zY )ψ = 0, and this completes the proof.
