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Abstract. Fetal MRI is an invaluable diagnostic tool complementary to
ultrasound thanks to its high contrast and resolution. Motion artifacts
and the arbitrary orientation of the fetus are two main challenges of fetal
MRI. In this paper, we propose a method based on Random Forests with
steerable features to automatically localize the heart, lungs and liver in
fetal MRI. During training, all MR images are mapped into a standard
coordinate system that is defined by landmarks on the fetal anatomy
and normalized for fetal age. Image features are then extracted in this
coordinate system. During testing, features are computed for different
orientations with a search space constrained by previously detected land-
marks. The method was tested on healthy fetuses as well as fetuses with
intrauterine growth restriction (IUGR) from 20 to 38 weeks of gestation.
The detection rate was above 90% for all organs of healthy fetuses in the
absence of motion artifacts. In the presence of motion, the detection rate
was 83% for the heart, 78% for the lungs and 67% for the liver. Growth
restriction did not decrease the performance of the heart detection but
had an impact on the detection of the lungs and liver. The proposed
method can be used to initialize subsequent processing steps such as
segmentation or motion correction, as well as automatically orient the
3D volume based on the fetal anatomy to facilitate clinical examination.
1 Introduction
Although the main focus of fetal Magnetic Resonance Imaging (MRI) is in imag-
ing of the brain due to its crucial role in fetal development, there is a growing
interest in using MRI to study other aspects of fetal growth, such as assessing the
severity of intrauterine growth restriction (IUGR) [4]. In this paper, we present
a method to automatically localize fetal organs in MRI (heart, lungs and liver),
which can provide automated initialization for subsequent processing steps such
as segmentation or motion correction [8].
The main challenge for the automated localization of fetal organs is the
unpredictable orientation of the fetus. Two methodological approaches can be
identified from the current literature on the localization of the fetal brain in MRI.
The first approach seeks a detector invariant to the fetal orientation [6,9,7]. The
second approach learns to detect fetuses in a known orientation and rotates
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Fig. 1: Overview of the proposed pipeline for the automated localization of fetal
organs in MRI.
the test image [1]. We adopt this second approach in the present paper, but
as illustrated by steerable features [12], it is more efficient to extract features
in a rotating coordinate system than to rotate the whole 3D volume. We thus
propose to extend the Random Forests (RF) framework for organ localization
[10] with the extraction of features in a local coordinate system specific to the
anatomy of the fetus.
A RF classifier [3] is an ensemble method for machine learning which averages
the results of decision trees trained on random subsets of the training dataset,
a process called bagging. Similarly, a RF regressor is an ensemble of regression
trees. A RF classifier assigns a label to each voxel, resulting in a segmentation of
the input image while a RF regressor assigns an offset vector to each voxel, allow-
ing it to vote for the location of landmarks. Classification and regression forests
can be combined so that only voxels assigned to a certain class can vote for the
location of specific landmarks. This is of particular relevance when detecting
landmarks within the fetus whose position has little correlation with surround-
ing maternal tissues. While [5] proposed to form trees that randomly alternate
decision and regression nodes (Hough Forest), we chose to sequentially apply a
classification and a regression forest. This enables us to benefit from generic RF
implementations [11] while focusing on the key step of feature extraction.
At training time, image features are learnt in a coordinate system that is
normalized for the age of the fetus and defined by the anatomy of the fetus
(Fig. 2). At test time, assuming that the center of the brain is known, image
features are extracted in a coordinate system rotating around the brain in order
to find the heart. The lungs and liver are then localized using a coordinate
system in which one axis is parallel to the heart-brain axis. An overview of our
proposed pipeline is presented in Fig. 1. In the remainder of this paper, we will
present our proposed method in Section 2 and evaluate it in Section 3 on two
datasets of MRI scans. The first dataset, used for training and leave-one-out
cross validation, consists of scans of 30 healthy and 25 IUGR subjects without
significant motion artifacts. The second dataset (64 subjects) is used to evaluate
the performance of the proposed method in the presence of motion artifacts.
2 Method
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Fig. 2: Average image of 30 healthy fetuses after resizing (Section 2) and align-
ment defined by anatomical landmarks (Section 2). It highlights the character-
istic intensity patterns in fetal MRI for the brain, heart, lungs and liver.
Preprocessing: There is a large variability in the MR scans of fetuses due
to fetal development. In particular, the length of the fetus increases by 50%
between 23 weeks and term (40 weeks) [2]. We thus propose to normalize the
size of all fetuses by resampling the images to an isotropic voxel size sga that is a
function of the gestational age (GA), so that a fetus of 30 weeks is resampled to
a voxel size s30: sga = CRLga/CRL30×s30, where CRL denotes the crown-rump
length [2]. This differs from previously proposed methods which either ignored
the GA [1,6,7] or only used it to define size constraints [9]. Moreover, fetal MRI
is typically acquired as stacks of 2D images that freeze in-plane motion but
form a 3D volume corrupted by fetal and maternal motion. The images are thus
preprocessed using median filtering to attenuate motion artifacts.
Detecting candidate locations for the heart: In theory, a detector could be
trained on aligned images while at test time, it would be applied to all possible
rotated versions of the 3D volume. However, in practice it would be too time
consuming to explore an exhaustive set of rotations. In particular, the integral
image that is used to extract intensity features would need to be computed
for all tested rotations. Instead of rotating the image itself, we thus propose to
rotate the sampling grid of the image features. This is done by defining a local
orientation of the 3D volume for every voxel.
When training the classifier, all voxels are oriented using the anatomy of the
fetus (Fig. 2 and Fig. 3.a): ~u0 points from the heart to the brain, ~v0 from the left
lung to the right lung and ~w0 from back to front (~w0 = ~u0×~v0). When applying
the detector to a new image, in theory, all possible orientations (~u,~v, ~w) should be
explored. However, assuming that the location of the brain is already known [9],
~u can be defined as pointing from the current voxel x to the brain (Fig. 3.b). In
this case, only the orientation of the plane Px,~u passing through x and orthogonal
to ~u remains undefined. (~v, ~w) are then randomly chosen so that they form an
orthonormal basis of Px,~u. The rationale for this definition of ~u is that when x
is positioned at the center of the heart, Px,~u is the transverse plane of the fetal
anatomy (Fig. 2). To address the sensitivity to the brain localization, a random
offset is added to the estimated brain center with a 10mm range comparable to
the prediction errors reported in [9]. Additionally, knowing the location of the
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Fig. 3: (a) When training the classifier, features (light blue squares) are extracted
in the anatomical orientation of the fetus: ~u0 points from the heart (green) to the
brain (red), and ~v0 points from the left lung (blue) to the right lung (yellow). The
pink contour corresponds to the liver. (b) At testing time, features are extracted
in a coordinate system rotating around the brain.
brain, the search for the heart only needs to explore the image region contained
between two spheres of radii R1 and R2 (Fig. 4) that are independent of the GA
thanks to the size normalization.
The localization of the heart is performed in two stages: a classification forest
is first applied to obtain for each voxel x a probability p(x) of being inside the
heart (Fig 5.a). All voxels with p(x) > 0.5 are then passed on to a regression
forest, which predicts for each of them the offset to the center of the heart.
Using the predicted offsets, the probabilities are then accumulated in a voting
process, and the voxels receiving the highest sum of probabilities are considered
as candidate centers for the heart (Fig 5.b). During classification, in order to
increase the number of true positives, an initial random orientation of the plane
Px,~u is chosen and the detector is successively applied by rotating (~v, ~w) with
an angular step θ. The value of (~v, ~w) maximizing the probability of the current
voxel to be inside the heart is selected, and only this orientation of Px,~u is passed
on to the regression step.
Four types of features are used in the RFs: tests on image intensity, gradient
magnitude, gradient orientation and distance from the current voxel to the brain.
In order to be invariant to intensity shifts [10], image intensity or gradient mag-
nitude features select two axis-aligned cube patches of random sizes at random
offsets from the current voxel and compare their mean intensity. All features are
extracted in the local orientation (~u,~v, ~w). Similarly, during the voting process,
the predicted offsets are computed with the same local orientation.
Detecting candidate locations for the lungs and liver: For each candidate
location of the heart, candidate centers for the lungs and liver are detected.
Similarly to the heart detection, a classification RF first classifies each voxel
as either heart, left lung, right lung, liver or background. For each organ, a
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Fig. 4: Knowing the location of the brain, the search for the heart can be re-
stricted to a narrow band within two spheres of radius R1 and R2 (red). Sim-
ilarly, knowing the location of the heart, the search for the lungs and the liver
can be restricted to a sphere of radius R3 (green).
regression RF is then used to vote for the organ center. During training, the
images are oriented according to the fetal anatomy (Fig. 2). During testing, both
the location of the brain and heart are known and only the rotation around the
heart-brain axis needs to be explored. For each voxel x, we can hence set ~u = ~u0,
and only the orientation of the plane Px,~u0 remains unknown. (~v, ~w) are thus
randomly chosen to form an orthonormal basis of Px,~u0 .
In the set of features for the RFs, the distance from the current voxel to
the brain, which was used in the detection of the heart, is now replaced by the
distance to the heart. Additionally, the projection of the current voxel on the
heart-brain axis is used in order to characterize whether the current voxel is be-
low or above the heart relative to the brain. Similarly to the heart detection, the
detector is run with an angular step θ. For each voxel, the value of θ maximizing
the probability of being inside one of the organs of the fetus is selected.
Spatial optimization of candidate organ centers: The voting results from
the regression RF are first smoothed with a Gaussian kernel. Local maxima
are then extracted to form a set of candidates xl for the center of each organ,
l ∈ L = { heart, left lung, right lung, liver }, along with their individual scores
p(xl). Each combination of candidate centers is assigned a score (Eq. 1) based
on the individual scores p(xl) and the spatial configuration of all organs:∑
l∈L
λp(xl) + (1− λ)e− 12 (xl−x¯l)>Σ
−1
l (xl−x¯l) (1)
where x¯l is the mean position and Σl the covariance matrix for the organ l in
the training dataset, computed in the anatomical coordinate system of the fetus.
λ is a weight between individual scores and the spatial configuration of organs.
Once the organ centers have been localized, the voting process can be reversed
in order to obtain a rough segmentation (Fig. 5.c).
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Fig. 5: (a) Probability of a voxel to be inside the heart. (b) Accumulated regres-
sion votes for the center of the heart. (c) After all organs have been located,
the voting process can be reversed, resulting in a rough segmentation for each
organ: heart (blue), left lung (red), right lung (green), liver (yellow).
3 Experiments
Datasets: Two datasets of 1.5T T2-weighted ssTSE images were used in this
paper. The first dataset was used to train and validate the model in a leave-
one-out cross validation, in the absence of motion artifacts. It consists of 55
scans covering the whole uterus for 30 healthy subjects and 25 IUGR subjects
(scanning parameters: TR 1000ms, TE 98ms, 4mm slice thickness, 0.4mm slice
gap). The second dataset is used to test the model in the presence of motion
artifacts. There are 224 scans, from 64 healthy subjects, which do not all fully
cover the fetal body (scanning parameters: TR 15000ms, TE 160ms, 2.5mm slice
thickness, 1.5mm slice overlap). A ground truth segmentation for all fetal organs
was provided by an expert for the first dataset. Due to the large number of images
and the presence of motion artifacts, only the center of each organ has been
manually annotated in the second dataset. The location of the brain is passed
to the detector for the first dataset in order to evaluate the proposed method on
its own while the method of [9] is used to localize the brain automatically in the
second dataset, thus evaluating a fully automated localization of fetal organs.
Both datasets cover the range of gestational ages from 20 to 38 weeks.
Results: The results are reported as detection rates in Table 1, where a de-
tection is considered successful for the organ l if the predicted center is within
the ellipsoid defined by (xl − yl)>Σ−1l (xl − yl) < 1 where yl is the ground truth
center. For the first dataset, Σl is the covariance matrix of the ground truth
segmentation while for the second dataset, it is defined from training data as
in Section 2. The distance error between the predicted centers and their ground
truth are reported in Fig. 6. Although healthy and IUGR subjects were mixed
in the training data, results are reported separately to assess the performance of
the detector when fetuses are small for their gestational age. Training two detec-
tors on each subset of the data did not improve the results. The higher detection
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Table 1: Detection rates for each organs.
Heart Left lung Right lung Liver
1st dataset: healthy 90% 97% 97% 90%
1st dataset: IUGR 92% 60% 80% 76%
2nd dataset 83% 78% 83% 67%
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Fig. 6: Distance error between the predicted organ centers and their ground truth
for the first dataset (30 healthy fetuses and 25 IUGR fetuses) and the second
dataset (64 healthy fetuses).
rate for the lungs than for the heart for the healthy subjects of the first dataset
(Table 1) is due to the detector overestimating the size of the heart (Fig 5.c),
which can be linked to the signal loss when imaging the fast beating heart. A
decrease in performance can be observed for the detection of the lungs in IUGR
fetuses, which can be associated with a reduction in lung volume reported in [4].
The asymmetry in the performance of the detector between the left and right
lungs can be explained by the presence of the liver below the right lung, leading
to a stronger geometric constraint in Eq. 1.
For the second dataset, the largest error for the detection of the brain detec-
tion using the method of [9] is 21mm, which is inside the brain and is sufficient
for the proposed method to succeed. In 90% of cases, the detected heart center
is within 10mm of the ground truth, which suggests that the proposed method
could be used to provide an automated initialization for the motion correction of
the chest [8]. Beside motion artifacts, the main difference between the first and
second dataset is that the second dataset does not fully cover the fetal abdomen
in all scans, which could explain its lower performance when detecting the liver.
Training the detector takes 2h and testing takes 15min on a machine with 24
cores and 128 GB RAM. The parameters in the experiments were chosen as
follows: s30 = 1mm, maximal patch size 30 pixels, maximal offset size 20 pixels,
λ = 0.5, θ = 90◦.
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4 Conclusion
We presented a pipeline which, in combination with automated brain detection,
enables the automated localization of the lungs, heart and liver in fetal MRI.
The localization results can be used to initialize a segmentation or motion cor-
rection, as well as to orient the 3D volume with respect to the fetal anatomy to
facilitate clinical diagnosis. The key component to our method is to sample the
image features in a local coordinate system in order to cope with the unknown
orientation of the fetus. During training, this coordinate system is defined by
the fetal anatomy while at test time, it is randomly oriented, within constraints
set by already detected organs. In future work, the possibility to merge the
classification and regression steps into a Hough Forest [5] will be investigated.
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