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SEMICLASSICAL ASYMPTOTICS
OF GLN(C) TENSOR PRODUCTS
AND QUANTUM RANDOM MATRICES
BENOÎT COLLINS, JONATHAN NOVAK, AND PIOTR S´NIADY
ABSTRACT. The Littlewood–Richardson process is a discrete random
point process arising from the isotypic decomposition of tensor prod-
ucts of irreducible representations of the linear group GLN (C). Biane–
Perelomov–Popov matrices are quantum random matrices obtained as the
geometric quantization of random Hermitian matrices with determinis-
tic eigenvalues and uniformly random eigenvectors. As first observed by
Biane, the correlation functions of certain global observables of the LR
process coincide with the correlation functions of linear statistics of sums
of classically independent BPP matrices, thereby enabling a random ma-
trix approach to the statistical study of GLN (C) tensor products. In this
paper, we prove an optimal result: classically independent BPP matrices
become freely independent in any semiclassical/large-dimension limit.
This proves and generalizes a conjecture of Bufetov and Gorin, and leads
to a Law of Large Numbers for the BPP observables of the LR process
which holds in any and all semiclassical scalings.
To Philippe Biane, for his 55th birthday.
1. INTRODUCTION
1.1. The Littlewood–Richardson process. Rational representations of the
complex general linear group, GLN(C), were classified by Schur more than
a century ago, see e.g. Weyl’s classic book [Wey97]. This classification may
be stated as follows: irreducible representations are parametrized, up to iso-
morphsim, by configurations of N hard particles on the one-dimensional
lattice ~NZ. Here ~N > 0 is an arbitrary lattice constant specifying the reg-
ular spacing between adjacent sites. Once Schur’s classification is known,
one may ask which particle configurations occur, and with what multiplic-
ity, as the signature of an irreducible component of a representation con-
structed from irreducibles by means of standard operations. In this paper,
we focus on tensor products.
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Given a sequence
(1) ~1, ~2, ~3, . . .
of positive real numbers, and two triangular arrays
(2)
a
(1)
1
a
(2)
1 a
(2)
2
a
(3)
1 a
(3)
2 a
(3)
3
...
...
... . . .
and
b
(1)
1
b
(2)
1 b
(2)
2
b
(3)
1 b
(3)
2 b
(3)
3
...
...
... . . .
such that, for each N ∈ N∗,
(3) a(N)1 > · · · > a(N)N and b(N)1 > · · · > b(N)N
specify a pair of particle configurations on ~NZ, let VN and WN be the
corresponding irreducible representations of GLN(C), and let
(4) VN ⊗WN =
⊕
{c1>···>cN}⊂~NZ
multN(c1, . . . , cN) X
(c1,...,cN )
be the isotypic decomposition of the representation VN ⊗WN . The multi-
plicities arising in this decomposition are known as Littlewood–Richardson
coefficients.
The decision problem
(5) multN(c1, . . . , cN)
?
> 0
is a quantum analogue of the famous Horn problem, which asks for a char-
acterization of the possible spectra of the sum of two Hermitian matrices
with given eigenvalues. It is a landmark theorem of Knutson and Tao — for-
merly known as the Saturation Conjecture — that the quantum and classi-
cal Horn problems are equivalent (see [KT01] for a precise statement). This
implies that (5) can be decided in polynomial time, and a polynomial time
decision algorithm has been given by Bürgisser and Ikenmeyer, see [BI13]
and references therein. The actual computation of Littlewood–Richardson
coefficients is an a priori harder problem, which has been shown to be #P -
complete by Narayanan [Nar06]. Assuming P 6= NP , this rules out the
existence of explicit formulas for Littlewood–Richardson coefficients.
In lieu of satisfactory exact formulas, one may pursue a statistical un-
derstanding of irreducible subrepresentations of GLN(C) tensor products.
More precisely, the data (2) determines a natural sequence of probability
measures PN on particle configurations {c1 > · · · > cN} ⊂ ~NZ obtained
by trading the isotypic decomposition (4) for the isotypic measure
(6) PN{c1 > · · · > cN} = multN(c1, . . . , cN) dimX
(c1,...,cN )
dimVN ⊗WN .
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One may now ask about statistical features of the Littlewood–Richardson
process, i.e. the random point process
(7) c(N)1 > · · · > c(N)N
on ~NZ whose law is PN . This line of investigation was opened twenty
years ago by Biane [Bia95], who was among the first to realize its intimate
connection with random matrix theory.
1.2. Random matrices and asymptotic freeness. Biane suggested that
the Littlewood–Richardson process (7) should be viewed as quantizing the
continuous random point process
(8) z(N)1 ≥ · · · ≥ z(N)N
of eigenvalues of the random Hermitian matrix ZN = XN + YN whose
summands XN , YN are independent, uniformly random N × N Hermit-
ian matrices with eigenvalues given by the configurations (3). The contin-
uum limit of the eigenvalue ensemble (8) is well-known to be described by
Voiculescu’s Free Probability Theory [Voi91], as we now recall.1
Consider the global observables of the point process {z(N)i } defined by
p
(N)
k := pk(z
(N)
1 , . . . , z
(N)
N ), k ∈ N∗,
where
(9) pk(x1, . . . , xN) =
1
N
(xk1 + · · ·+ xkN)
is the (normalized) Newton power sum symmetric polynomial of degree k
in N variables. These “Newton observables” are nothing but the moments
of the empirical distribution of {z(N)i }. Clearly, one has
(10) 〈p(N)k1 · · · p
(N)
kr
〉 = E
[
tr(Zk1N ) · · · tr(ZkrN )
]
,
where tr = N−1 Tr is the normalized matrix trace, 〈·〉 denotes expectation
with respect to the law (6) of the process (8), andE denotes expectation with
respect to the law of the random matrix ZN . Although obvious, the formula
(10) is very useful: it allows one to analyze correlation functions of Newton
observables by leveraging the independence of the matrix elements of XN
and YN . This is a version of the moment method, a ubiquitous and powerful
technique in random matrix theory, see e.g. [AGZ10, NS06, Nov14].
Starting with 1-point functions, one has
〈p(N)k 〉 =
∑
W
E trW,
1In the interest of brevity, we assume basic familiarity with Free Probability. See Ap-
pendix A for the fundamental definitions and pointers to the literature.
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where the sum is over all words W of length k in the letters XN , YN . The
independence of the matrix elements of XN , YN can be harnessed to effec-
tively characterize the N → ∞ asymptotics of the expected trace of each
such W — what appears in the large N limit is free independence.
Theorem 1.1 (Voiculescu [Voi91]). Suppose the sequence (1) and the data
(2) is such that the limits
xk = lim
N→∞
pk(a
(N)
1 , . . . , a
(N)
N ) and yk = lim
N→∞
pk(b
(N)
1 , . . . , b
(N)
N )
exist for each k ∈ N∗. Then, for any fixed d ∈ N∗ and p, q : [d]→ N,
lim
N→∞
E tr(Xp(1)N Y
q(1)
N · · ·Xp(d)N Y q(d)N ) = τ(Xp(1)Y q(1) · · ·Xp(d)Y q(d)),
where X, Y are free random variables in a tracial noncommutative prob-
ability space (A, τ) with moment sequences (xk)∞k=1 and (yk)∞k=1, respec-
tively.
Let us make some remarks concerning Theorem 1.1. First, the hypothesis
that the limits xk and yk exist forces ~N = O(N−1) as N →∞— in order
for the empirical distributions of the particle systems (2) to converge, the
lattice spacing (1) must decay at least as fast as the number of particles
grows. Second, Theorem 1.1 implies that
lim
N→∞
〈p(N)k 〉 = vk
for each k ∈ N∗, where the sequence (vk)∞k=1 is the (additive) free convolu-
tion of the sequences (xk)∞k=1 and (yk)
∞
k=1. Third, via the decomposition
〈p(N)k1 p
(N)
k2
〉 =
∑
W1,W2
E[trW1 trW2],
where the sum is over pairs of words W1,W2 in XN , YN of lengths k1, k2,
respectively, one can further leverage the independence of XN , YN to es-
timate 2-point functions of Newton observables in the large N limit and
hence demonstrate concentration of p(N)k . In this way one obtains the fol-
lowing Law of Large Numbers for the the Newton observables of the eigen-
value ensemble (8).
Theorem 1.2 (Voiculescu [Voi91]). Under the assumptions of Theorem 1.1,
for each k ∈ N∗ we have pk(z(N)1 , . . . , z(N)N )→ vk in probability.
1.3. Biane–Perelomov–Popov quantization. In [Bia95], Biane made the
remarkable observation that an analogue of the key formula (10) holds for
the LR process provided one replaces both the Newton observables p(N)k and
the random matrices XN , YN with their quantum counterparts. This allows
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one to study the LR process using techniques analogous to those used in
random matrix theory.
Let us describe Biane’s fundamental insight in more detail. The first step
is to understand how to quantize the classical random Hermitian matrices
XN , YN . Up to minor modifications, the required quantization was con-
structed in the 1960s by Perelomov and Popov [PP67], see also Želobenko
[Žel73]. It is as follows. For each N ∈ N∗, introduce two N ×N matrices
defined by
AN :=

...
· · · ρN(~Neij)⊗ IWN · · ·
...

1≤i,j≤N
,
and
BN :=

...
· · · IVN ⊗ σN(~Neij) · · ·
...

1≤i,j≤N
,
where {eij} are the standard generators of the universal enveloping algebra
U(glN(C)) and ρN , σN are the actions of U(glN(C)) on VN and WN in-
duced by the respective linear actions of GLN(C) on these vector spaces.
The matrices AN , BN so defined are quantum random matrices in the sense
that their entries are quantum random variables living in the noncommuta-
tive probability space (AN ,E), where AN is the algebra
AN := EndVN ⊗ EndWN
and E : AN → C is the quantum expectation functional defined by
E := trVN ⊗ trWN ,
with
trVN :=
1
dimVn
TrVN and trWN :=
1
dimWn
TrWN
the normalized traces on EndVN and EndWN , respectively. We will re-
fer to the quantum random matrices AN , BN as Biane–Perelomov–Popov
matrices, or BPP matrices for short. In Appendix D, we present a self-
contained discussion, in the spirit of geometric quantization, which explains
why the pair AN , BN may be viewed as a natural quantization of XN , YN
in line with the principles of the Kirillov–Kostant orbit method.
As shown by Perelomov and Popov, traces of powers of AN and BN
are scalar operators in AN — this is the quantum analogue of the fact that
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the classical random matrices XN , YN have deterministic spectra. In fact,
Perelomov and Popov showed that, for each k ∈ N∗, one has
tr(AkN) = ℘k(a
(N)
1 , . . . , a
(N)
N )IVN ⊗ IWN
tr(BkN) = ℘k(b
(N)
1 , . . . , b
(N)
N )IVN ⊗ IWN ,
where
(11) ℘k(x1, . . . , xN) =
1
N
N∑
i=1
xki
∏
j 6=i
(
1− ~N
xi − xj
)
is a quantum deformation of the normalized Newton power sum (9). These
deformed power sums yield the “right” family of global observables of the
Littlewood–Richardson process,
℘
(N)
k := ℘k(c
(N)
1 , . . . , c
(N)
N ), k ∈ N∗,
which we will refer to as the Biane–Perelomov–Popov observables of the
LR process, or BPP observables for short. The relationship between BPP
observables of the LR process {c(N)i } and BPP matrices mirrors the rela-
tionship between Newton observables of the eigenvalue process {z(N)i } and
random Hermitian matrices: we have
(12) 〈℘(N)k1 · · ·℘
(N)
kr
〉 = E
[
tr(Ck1N ) · · · tr(CkrN )
]
,
where 〈·〉 denotes expectation with respect to the law of the LR process,
and E : AN → C is the quantum expectation functional applied to the
corresponding product of normalized traces of the quantum random matrix
CN = AN +BN . This is the perfect quantum analogue of (10).
1.4. The semiclassical/large-dimension limit. The existence of the for-
mula (12) suggests the possibility of a moment method analysis of the BPP
observables of the LR process. The main obstruction to implementing this
idea is the extra layer of noncommutativity imposed by quantization: while
it is true that the matrix elements ofAN andBN form two families of classi-
cally independent quantum random variables, the members of these families
do not commute amongst themselves. Instead, the matrix elements of AN
and BN are governed by the commutation relations[
(AN)ij, (AN)kl
]
= ~N
(
δjk (AN)il − δli (AN)kj
)
,[
(BN)ij, (BN)kl
]
= ~N
(
δjk (BN)il − δli (BN)kj
)
,
which are inherited from the defining relations of U(glN(C)). Consequently,
working with mixed moments in the entries of AN and BN is vastly more
complicated than working with mixed moments in the entries of their clas-
sical counterparts, XN and YN .
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Despite this obstruction, a glance at the commutation relations (1.4) re-
veals that, if ~N is small, the matrix elements of each BPP matrix exhibit
approximately classical (commutative) behavior, while the pair AN , BN re-
tains its quantum (noncommutative) aspect — an instance of the semiclas-
sical limit. Moreover, when ~N is small, the BPP symmetric functions (11)
are approximately equal to the Newton symmetric functions (9). It is thus
reasonable to hope that, in the semiclassical limit, moment computations
with BPP matrices degenerate to moment computations with classical ran-
dom matrices, and correlation functions of BPP observables of the LR pro-
cess degenerate to correlation functions of its Newton observables. This
would indeed be the case in a pure semiclassical limit where N is fixed
and ~ → 0 independently of N , a regime which arises in the context of
high-dimensional representations of a fixed general linear group [CS´09b].
However, in the present context we must contend with the more delicate
situation where ~N → 0 as N → ∞. This is a subtle coupling of the
semiclassical and large-dimension limits in which the decay rate of ~N as a
function of N cannot be ignored.
In order to avoid dealing with this difficulty, previous works [Bia95,
CS´09a] have assumed rapid decay of ~N in order to force the semiclassical
limit to occur “before” the largeN limit, and argued that the use of this con-
trived technical device is not a significant conceptual weakness. However,
recent work of Bufetov and Gorin [BG15] has called this into question by
demonstrating that the asymptotic behaviour of Newton observables of the
LR process is unexpectedly sensitive to the decay rate of ~N — in particular,
the results of [Bia95, CS´09a] fail when ~N decays linearly in N .
1.5. Main results. The present paper is the first to analyze the asymp-
totics of the quantum random matrices AN , BN in an arbitrary, uncondi-
tional coupling of the semiclassical and large-dimension limits, assuming
only ~N → 0 as N → ∞, and to obtain analogues of Voiculescu’s results
(Theorems 1.1and 1.2 above) in this generality.
Our first main result is the counterpart of Theorem 1.1: asymptotic free-
ness of AN , BN in all semiclassical/large-dimension limits.
Theorem 1.3. Suppose ~N = o(1) as N → ∞, and the data (2) is such
that the limits
sk = lim
N→∞
℘k(a
(N)
1 , . . . , a
(N)
N ) and tk = lim
N→∞
℘k(b
(N)
1 , . . . , b
(N)
N )
exist for each k ∈ N∗. Then, for any fixed d ∈ N∗ and p, q : [d]→ N,
lim
N→∞
E tr(Ap(1)N B
q(1)
N · · ·Ap(d)N Bq(d)N ) = τ(Ap(1)Bq(1) · · ·Ap(d)Bq(d)),
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where A,B are free random variables in a tracial noncommutative prob-
ability space (A, τ) with moment sequences (sk)∞k=1 and (tk)∞k=1, respec-
tively.
Theorems 1.1 and Theorem 1.3 are highly analogous — let us compare
and contrast these results.
Whereas the hypotheses of Theorem 1.1 force ~N = O(N−1) as N →
∞, Theorem 1.3 incorporates the much weaker condition ~N = o(1) as an
explicit hypothesis. The reason for this is that, unlike the Newton observ-
ables
pk(a
(N)
1 , . . . , a
(N)
N ) and pk(b
(N)
1 , . . . , b
(N)
N ),
of the data (2), the BPP observables
℘k(a
(N)
1 , . . . , a
(N)
N ) and ℘k(b
(N)
1 , . . . , b
(N)
N )
of this data only receive contributions from particles in the configurations
(3) which have no left neighbour, as can be seen by inspecting the defini-
tion (11) of the BPP symmetric functions ℘k(x1, . . . , xN). Consequently,
whereas the existence of the limits xk, yk forces ~N to decay at a rate in-
versely proportional to the number particles in the configurations (3), the
existence of the limits sk, tk only requires that ~N decay at a rate inversely
proportional to the number of clusters in these configurations.
On the other hand, there exist sequences of particle configurations with
O(1) clusters, so one could wonder whether the asymptotic freeness of
AN , BN would still hold true in a more general regime of ~N = O(1).
As we shall see in Section 3, this is not the case and the assumption that
~N → 0 is indeed necessary.
Just as Theorem 1.1 implies the convergence of Newton observables of
the eigenvalue ensemble {z(N)i } in expectation, Theorem 1.3 implies the
convergence of BPP observables of the LR ensemble {c(N)i } in expectation:
lim
N→∞
〈℘(N)k 〉 = wk
where (wk)∞k=1 is the free convolution of (sk)
∞
k=1 and (tk)
∞
k=1. Our second
main result upgrades this to convergence in probability; this gives a coun-
terpart of Theorem 1.2 for the Littlewood–Richardson process which holds
in any and all semiclassical/large-dimension scalings limits.
Theorem 1.4. Under the assumptions of Theorem 1.3, for each k ∈ N∗ we
have ℘k(c
(N)
1 , . . . , c
(N)
N )→ wk in probability.
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1.6. Relation with previous results. Theorems 1.3 and 1.4 were obtained
by Biane in [Bia95] under the very strong assumption that ~N decays su-
perpolynomially in N , i.e. that ~N = o(N−r) for each r ∈ N∗. In this
regime, the semiclassical limit rapidly overtakes the large-dimension limit
and Theorems 1.3 and 1.4 degenerate to Theorems 1.1 and 1.2. In partic-
ular, Theorem 1.2 holds verbatim when the eigenvalue process {z(N)i } is
replaced with the Littlewood–Richardson process {c(N)i }, a fact which may
be viewed as a quantitative asymptotic version of the Saturation Conjecture.
Collins and S´niady [CS´09a] subsequently showed that Biane’s assumptions
could be substantially weakened, and his results continue to hold assuming
only superlinear decay of the semiclassical parameter, ~N = o(N−1).
More recently, motivated by certain problems in 2D statistical physics,
Bufetov and Gorin [BG15] studied the global asymptotics of the LR process
in the scaling limit where ~N decays linearly inN . They showed that, in this
regime where the semiclassical and large-dimension limits are “balanced,”
quantum phenomena survive in the limit: although pk(c
(N)
1 , . . . , c
(N)
N ) con-
verges in probability to a constant uk, the sequence (uk)∞k=1 is not the free
convolution of (xk)∞k=1 and (yk)
∞
k=1. However, Bufetov and Gorin were able
to show that Theorem 1.4 continues to hold in the regime ~N = Θ(N−1),
and even obtained a precise relationship between the sequences (uk)∞k=1 and
(wk)
∞
k=1 similar in spirit to the classical Markov–Krein correspondence, see
[BG15] for further discussion and references. This led them to conjecture
[BG15, Conjecture 1.8] that the results of Biane and Collins–S´niady on the
asymptotic freeness of the quantum random matrices AN , BN continue to
hold in the regime ~N = Θ(N−1), a fact which would yield a more concep-
tual explanation of the main findings of [BG15].
Theorem 1.3 is an optimal result which subsumes the theorems of Biane
and Collins–S´niady, proves the conjecture of Bufetov and Gorin, and si-
multaenously generalizes all of the above to arbitrary semiclassical/large-
dimension limits.
1.7. Organization and proof strategy. The proof of Theorem 1.3 occu-
pies Section 2 and Section 4 below. Our proof strategy is as follows. Fix a
particular choice of the discrete parameters d ∈ N∗, p, q : [d]→ N, and let
(13) τN = E tr(Ap(1)N B
q(1)
N · · ·Ap(d)N Bq(d)N )
be the corresponding mixed moment of AN , BN . Building on (and, in some
cases, correcting) techniques pioneered by Biane in his second ground-
breaking paper on asymptotic representation theory [Bia98], we demon-
strate that τN decomposes as
(14) τN = ClassicalN +~N QuantumN ,
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where ClassicalN and QuantumN are polynomial functions of the pure mo-
ments
E tr(AN), . . . ,E tr(A|p|N ) and E tr(BN), . . . ,E tr(B
|q|
N ),
with |p| = p(1)+ · · ·+p(d) the `1-norm of p, and |q| = q(1)+ · · ·+q(d) the
`1-norm of q. The classical part of τN is independent of the Planck constant
~N — its form coincides exactly with the resolution of the classical random
matrix mixed moment
E tr(Xp(1)N Y
q(1)
N · · ·Xp(d)N Y q(d)N )
as a polynomial in the pure moments
E tr(XN), . . . ,E tr(X |p|N ) and E tr(YN), . . . ,E tr(Y
|q|
N ).
The quantum part of τN , which is a polynomial in the pure moments (1.7)
whose coefficients are themselves polynomials in ~N , is present because of
the noncommutativity of the entries of BPP matrices.
In order to move past previous works and free our analysis from con-
trived assumptions on the decay rate of ~N , we must establish unconditional
control on the growth of the quantum part. Refining the combinatorial anal-
ysis from [Bia98], we demonstrate that, under the assumptions of Theo-
rem 1.3, the quantum part of τN remains bounded as N → ∞ assuming
only ~N = O(1). Thus, the classical/quantum decomposition yields the
estimate
τN = ClassicalN +O(~N)
as N →∞. It follows that τN agrees with its classical component up to an
error controlled by the order of magnitude of the semiclassical parameter;
in particular, we have
τN = ClassicalN +o(1)
whenever ~N = o(1) as N →∞.
The negligibility of the quantum part of τN in the semiclassical/large-
dimension limit identifies the classical part as the ultimate source of free-
ness. Going beyond Biane’s computations in [Bia95, Bia98], which relied
on techniques of Xu [Xu97] for the computation of polynomial integrals on
unitary groups, we use the full power of modern Weingarten Calculus as
developed in [Col03, CS´06, MN13, Nov10] to show that, for any N ≥ d,
the classical part admits an absolutely convergent series expansion of the
form
ClassicalN =
∞∑
k=0
ek(N)
N2k
,
where each ek(N) is a polynomial in the pure moments (1.7) whose coeffi-
cients are universal integers enumerating certain special “monotone” paths
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in the Cayley graph of the symmetric group S(d), as generated by the con-
jugacy class of transpositions. This is a version of the topological expansion
familiar from the context of classical random matrix theory, and the lead-
ing term e0(N) is exactly the free probability limit. In particular, our proof
of Theorem 1.3 does not rely on prior knowledge that the classical random
matrices XN , YN are asymptotically free — rather, it demonstrates that any
proof which works for XN , YN also works verbatim for AN , BN , in any
semiclassical/large-dimension limit.
In Section 5, we generalize our classical/quantum decomposition of ex-
pected traces of words in AN , BN to expectations of products of traces.
Again, we are able to show that the quantum part of this decomposition re-
mains bounded even when ~N = O(1), so that it can be ignored provided
only ~N → 0. This implies that the variance of each of the random variables
℘
(N)
k tends to zero as N →∞, which in turn implies Theorem 1.4.
2. MEAN VALUES AT THE PLANCK SCALE
In this section, we fix a particular (but arbitrary) choice of the discrete
parameters d, p, q, and let τN denote the corresponding mixed moment (13).
We analyze τN at the Planck scale, ~N = ~ fixed, where quantum effects
hold full sway. In particular, we derive the classical/quantum decomposition
of τN announced above as equation (14) below. The results of this section
are non-asymptotic, i.e. they hold for any N ∈ N∗.
2.1. Unitary invariance. Our starting point is the following observation
of Biane: unitary invariance survives quantization. More precisely, we have
the following distributional symmetry of AN and BN .
Proposition 2.1 ([Bia98, Section 9.2]). Let U(N) denote the group of N ×
N complex unitary matrices, and define a function fN : U(N)→ C by
fN(U) := E tr
(
UA
p(1)
N U
−1Bq(1)N · · ·UAp(d)N U−1Bq(d)N
)
.
Then, fN is constant, being equal to τN for all U ∈ U(N).
As a consequence of Proposition 2.1, we have
τN =
∫
U(N)
fN(U) dU,
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where the integration is against the unit-mass Haar measure on U(N). Ex-
panding the trace, this averaging invariance gives us the following represen-
tation:
τN =
1
N
∑
r : [4d]→[N ]
∫
U(N)
E
[
Ur(1)r(2)
(
A
p(1)
N
)
r(2)r(3)
U−1r(3)r(4)
(
B
q(1)
N
)
r(4)r(5)
· · ·
· · ·Ur(4d−3)r(4d−2)
(
A
p(d)
N
)
r(4d−2)r(4d−1)
U−1r(4d−1)r(4d)
(
B
q(d)
N
)
r(4d)r(1)
]
dU.
Let us reparametrize the summation index r : [4d]→ [N ] by the quadru-
ple of functions i, j, i′, j′ : [d]→ [N ] defined by(
r(1), r(2), r(3), r(4), . . . , r(4d− 3), r(4d− 2), r(4d− 1), r(4d))
=:
(
i(1), j(1), j′(1), i′(1)︸ ︷︷ ︸
group of four
, . . . , i(d), j(d), j′(d), i′(d)︸ ︷︷ ︸
group of four︸ ︷︷ ︸
d groups
)
.
Then, using the classical independence of the families of (quantum) random
variables {(AN)ij} and {(BN)ij} in (AN ,E), the above becomes
τN =
1
N
∑
i,j,i′,j′ : [d]→[N ]
IN(i, j, i
′, j′)×
E
 d∏
k=1
(
A
p(k)
N
)
j(k)j′(k)
(
B
q(k)
N
)
i′(k)iγ(k)

=
1
N
∑
i,j,i′,j′ : [d]→[N ]
IN(i, j, i
′, j′)×
E
 d∏
k=1
(
A
p(k)
N
)
j(k)j′(k)
E
 d∏
k=1
(
B
q(k)
N
)
i′(k)iγ(k)
 ,
where
γ := (1 2 . . . d)
is the full forward cycle in the symmetric group S(d), and
(15) IN(i, j, i′, j′) :=
∫
U(N)
d∏
k=1
Ui(k)j(k)U i′(k)j′(k) dU.
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2.2. The Weingarten function. Matrix integrals of the form (15) have a
long history in mathematical physics; they appear in contexts ranging from
lattice gauge theory to quantum chromodynamics and string theory, see
e.g. [BB96, BDW77, GT93, Sam80, Xu97]. In the context of free proba-
bility and random matrices, these integrals were treated by Collins [Col03]
and Collins–S´niady [CS´06], who proved that
(16) IN(i, j, i′, j′) =
∑
(pi1,pi2)∈S(d)2
δi′,ipi1δj′,jpi2 WgN(pi1, pi2),
where
WgN : S(d)
2 → Q
is a special function on pairs of permutations which they named the Wein-
garten function.
There are now several descriptions of the Weingarten function available;
in this paper, we will use a series expansion of WgN obtained by Novak
[Nov10] and Matsumoto–Novak [MN13], which is explained in Section 4.
For now, plugging (16) into our calculation above eliminates the indices
i′, j′ and produces the formula
(17) τN =
1
N
∑
(pi1,pi2)∈S(d)2
WgN(pi1, pi2) E[SApi1 ] E[S
B
pi2−1γ],
where
SApi1 :=
∑
i : [d]→[N ]
d∏
k=1
(
A
p(k)
N
)
i(k)ipi1(k)
(18)
and
SBpi2−1γ :=
∑
i : [d]→[N ]
d∏
k=1
(
B
q(k)
N
)
i(k)ipi2−1γ(k)
.(19)
Our goal now is to express the operators (18) and (19) in terms of the
operators
tr(AN), tr(A
2
N), . . . and tr(BN), tr(B
2
N), . . . ,
a task which is non-trivial due to the fact that the matrix elements ofAN and
BN do not commute. It is advantageous to lift this problem to the universal
enveloping algebra U(glN).
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2.3. Casimirs and Biasimirs. Let ZN be the N × N matrix over U(glN)
with elements
(ZN)ij = ~ eij.
This matrix was introduced by Perelomov and Popov [PP67], who studied
traces of its powers,
Ck := TrZ
k
N =
∑
i : [k]→[N ]
(ZN)i(1)i(2) · · · (ZN)i(k)i(1), k ∈ N∗,
which they called higher Casimirs, see also [Žel73]. This nomenclature
stems from the fact that, up to a multiplicative factor of ~2, the element C2
coincides with the usual Casimir element which resides in the center ZN of
U(glN). The following Theorem summarizes the main properties of higher
Casimirs.
Theorem 2.2 ([PP67, Žel73]). The higher Casimirs generate ZN as a poly-
nomial ring,
ZN = C[C1, C2, C3, . . . ].
Moreover, if (X, ρ) is the irreducible representation of GLN(C) indexed by
the particle configuration c1 > · · · > cN on ~NZ, the image of Ck in this
representation is the scalar operator
ρ(Ck) = ℘k(c1, . . . , cN)IX
with eigenvalue
℘k(c1, . . . , cN) =
N∑
i=1
∏
j 6=i
(
1− ~
ci − cj
)
cki .
Note that traces of powers of our quantum random matrices AN and BN ,
which are operators acting in VN ⊗WN , are essentially images of higher
Casimirs in irreducible representations; more precisely, we have
Tr(AkN) = ρN(Ck)⊗ IWN ,
Tr(BlN) = IVN ⊗ σN(Cl).
In particular, by Theorem 2.2, these traces are the following scalar opera-
tors,
Tr(AkN) = ℘k(a
(N)
1 , . . . , a
(N)
N )IVN ⊗ IWN ,
Tr(BlN) = ℘k(b
(N)
1 , . . . , b
(N)
N )IVN ⊗ IWN .
We conclude that, for any k, l ∈ N∗, the operators Tr(AkN) and Tr(AlN) are
classically independent quantum random variables in (AN ,E) with known
distributions, and similarly for the operators Tr(BkN),Tr(B
l
N).
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In order to understand the operators SApi1 , S
B
pi2−1γ which appear in our for-
mula (17) for τN , we must understand certain elements of U(glN) which
further generalize higher Casimirs. More precisely, we have that
SApi1 = ρN(C
(p)
pi1
)⊗ IWN ,
SBpi2−1γ = IVN ⊗ σN(C(q)pi2−1γ),
(20)
where, for any permutation pi ∈ S(d) and function r : [d]→ [N ], we define
(21) C(r)pi :=
∑
i : [d]→[N ]
(Z
r(1)
N )i(1)ipi(1) · · · (Zr(d)N )i(d)ipi(d).
Elements in U(glN) of the form (21) were first considered by Biane in
[Bia98], and we shall refer to them as Biasimirs, a portmanteau of “Biane”
and “Casimir”. Indeed, if pi = γ is the full forward cycle in S(d), then C(r)pi
reduces to the higher Casimir C|r|.
Let us look at some examples of Biasimirs. As an easy example, take
d = 5 and pi ∈ S(5) to be the permutation pi = (1 2 3)(4 5). Then, for any
r : [5]→ [N ], we have
C(r)pi =
∑
i : [5]→[N ]
(Z
r(1)
N )i(1)i(2)(Z
r(2)
N )i(2)i(3)(Z
r(3)
N )i(3)i(1)(Z
r(4)
N )i(4)i(5)(Z
r(5)
N )i(5)i(4)
= Cr(1)+r(2)+r(3)Cr(4)+r(5).
More generally, whenever pi ∈ S(d) is a canonical permutation, i.e. a per-
mutation of the form
(22) pi = (1 2 . . . n1)(n1 + 1 n1 + 2 . . . n1 + n2) · · · ,
for some composition (n1, n2, . . . ) of d, the corresponding Biasimir will be
a simple monomial function of Casimirs. To be precise, if pi = γ1γ2 · · · γk
is the disjoint cycle decomposition of a canonical permutation pi, then
(23) C(r)pi =
k∏
j=1
C∑
i∈γj r(i)
.
Biasimirs corresponding to non-canonical permutations are more com-
plicated functions of higher Casimirs.
Example 2.3. Consider the Biasimir of degree d = 3 corresponding to the
non-canonical permutation pi = (1 3 2) and some general power function r
such that r(2) = r(3) = 1,
C(r)pi =
∑
i : [3]→[N ]
(Z
r(1)
N )i(1)i(3)(ZN)i(2)i(1)(ZN)i(3)i(2).
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This is not the higher Casimir Cr(1)+2, because the factors in each term of
the sum are in the wrong order. However, we can sort the letters in each
summand using the commutation relations
Carrying this out and summing over all i : [3]→ [N ], we obtain
C(r)pi = TrZ
r(1)
N ZNZN + ~TrZ
r(1)
N TrZN − ~N TrZr(1)N ZN
= Cr(1)+2 + ~Cr(1) C1 − ~N Cr(1)+1.
In general, we have the following polynomial representation of Biasimirs
in terms of higher Casimirs.
Proposition 2.4. For any permutation pi ∈ S(d), and any function r : [d]→
N, there exist unique polynomialsP(r)pi andQ(r)pi in |r| and |r|+ 2 variables,
respectively, such that
C(r)pi = P
(r)
pi (C1, . . . , C|r|) + ~Q(r)pi (~, N, C1, . . . , C|r|)
holds for all N ∈ N∗.
Proof. This result is a generalization of a result of Biane [Bia98, Lemma
8.4.1] who considered the special case when r = 1d : [d] → N is the
constant function, equal to 1. It might seem a bit worrying that Biane’s
proof uses a result which is not quite correct, namely [Bia98, Lemma 8.3],
nevertheless we shall provide a corrected version of the latter result in
Lemma B.2.
The general case follows by an observation that there exists a natural
permutation pi′ ∈ S(|r|) with the property that
(24) C(r)pi = C
(1|r|)
pi′
is equal to the corresponding Biasimir with all exponents equal to 1. This
permutation pi′ is obtained from pi : [d] → [d] by replacing each element
i ∈ [d] by its r(i) copies which will be denoted by i+ε, i+2ε, . . . , i+r(i)ε,
where ε > 0 is an infinitesimally small positive number. Permutation pi′
maps the rightmost copy of i to the leftmost copy of pi(i):
pi′ : i+ r(i)ε 7→ pi(i) + ε
and it maps each non-rightmost copy to its neighbor on the right:
pi′ : i+ kε 7→ i+ (k + 1)ε for 1 ≤ k < r(i).
The permutation pi′ acts on the ordered set
{i+ kε : i ∈ [d], k ∈ [r(i)]};
by changing the labels in a way which preserves the order, pi′ can be viewed
as a usual permutation in S(|r|). 
ASYMPTOTICS OF QUANTUM RANDOM MATRICES 17
We refer to the polynomials P(r)pi and Q
(r)
pi as the “classical” and “quan-
tum” components of the Biasimir C(r)pi . The classical component is simple,
being given by the right hand side of formula (23) above; the quantum com-
ponent is more complicated. Returning to Example 2.3 where pi ∈ S(3) is
the cyclic permutation pi = (1 3 2) and r(2) = r(3) = 1 we have
P(r)pi (C1, . . . , C|r|) = Cr(1)+2,
Q(r)pi (~, N, C1, . . . , C|r|) = Cr(1)C1 −N Cr(1)+1
for the classical and quantum components of the Biasimir C(r)pi .
Let us view the quantum component Q(r)pi of a given Biasimir C
(r)
pi as an
element of the polynomial ring Z[~][N,C1, . . . , C|r|]. On this polynomial
ring we impose the grading in which each variable N,C1, . . . , C|r| has de-
gree one. Let cyc(pi) denote the number of factors in the decomposition
of pi into disjoint cyclic permutations, and let aex(pi) denote the number of
antiexceedances of the permutation pi ∈ S(d), that is the number of indices
i ∈ [d] such that pi(i) ≤ i. The following Proposition is a corrected ver-
sion of [Bia98, Proposition 8.5], see Appendix B for the proof and further
discussion.
Proposition 2.5. The degree of the classical componentP(r)pi is cyc(pi). The
degree of the quantum component Q(r)pi is at most aex(pi).
2.4. Classical/Quantum decomposition. We are now ready to obtain the
decomposition (14) of τN into classical and quantum parts. Let us return
to the formula (17) for τN , and consider a particular term in the sum corre-
sponding to the pair (pi1, pi2) ∈ S(d)2.
First, by Proposition 2.4, we have that
SApi1 = P
(p)
pi1
(TrAN , . . . ,TrA
|p|
N ) + ~Q
(p)
pi1
(~, N,TrAN , . . . ,TrA|p|N ).
Let us rewrite this in terms of normalized traces. Put
P
A
pi1
:=
1
N cyc(pi1)
P(p)pi1
(
TrAN , . . . ,TrA
|p|
N
)
,
Q
A
pi1
:=
1
Naex(pi1)
Q(p)pi1
(
~, N,TrAN , . . . ,TrA|p|N
)
.
From (23), P
A
pi1
is an explicit polynomial in the operators
trAN , trA
2
N , . . . , trA
|p|
N ,
while Proposition 2.5 implies that Q
A
pi1
is a polynomial in the numbers
~, N−1 and the operators
trAN , trA
2
N , . . . , trA
|p|
N .
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We thus have
SApi1 = N
cyc(pi1)P
A
pi1
+ ~Naex(pi1)QApi1 .
Now we apply the expectationE to both sides of this identity inAN to get an
identity in C. Because traces of powers of AN are classically independent,
we have proved the following result.
Proposition 2.6. Define
P
A
pi1
(N) := EPApi1 =
1
N cyc(pi1)
P(p)pi1
(
ETrAN , . . . ,ETrA|p|N
)
,
Q
A
pi1
(N) := EQApi1 =
1
Naex(pi1)
Q(p)pi1
(
~, N,ETrAN , . . . ,ETrA|p|N
)
.
Then P
A
pi1
(N) is a polynomial in the numbers
E trAN ,E trA2N , . . . ,E trA
|p|
N ,
and Q
A
pi1
(N) is a polynomial in the numbers
~, N−1,E trAN ,E trA2N , . . . ,E trA
|p|
N .
We conclude that
E[SApi1 ] = N
cyc(pi1)P
A
pi1
(N) + ~Naex(pi1)QApi1(N).
We now record the counterpart of the above for the matrix B; the calcu-
lations are fully analogous to those just performed for A. We have that
SBpi2−1γ = P
(q)
pi2−1γ(TrBN , . . . ,TrB
|q|
N )+~Q
(q)
pi2−1γ(~, N,TrBN , . . . ,TrB
|q|
N ).
Once again, let us rewrite this in terms of normalized traces. Put
P
B
pi2−1γ :=
1
N cyc(pi2−1γ)
P
(q)
pi2−1γ
(
TrBN , . . . ,TrB
|q|
N
)
,
Q
B
pi2−1γ :=
1
Naex(pi2−1γ)
Q
(q)
pi2−1γ
(
~, N,TrBN , . . . ,TrB|q|N
)
.
From (23), P
B
pi2−1γ is an explicit polynomial in the operators
trBN , trB
2
N , . . . , trB
|q|
N ,
while Proposition 2.5 implies that Q
B
pi2−1γ is a polynomial in the numbers
~, N−1 and the operators
trBN , trB
2
N , . . . , trB
|q|
N .
We thus have
SBpi2−1γ = N
cyc(pi2−1γ)P
B
pi2−1γ + ~N
aex(pi2−1γ)Q
B
pi2−1γ.
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Once again, we apply E to both sides of this identity inAN to get an identity
in C. As above, we declare
P
B
pi2−1γ(N) := EP
B
pi2−1γ =
1
N cyc(pi2−1γ)
P
(q)
pi2−1γ
(
ETrBN , . . . ,ETrB|q|N
)
,
Q
B
pi2−1γ(N) := EQ
B
pi2−1γ =
1
Naex(pi2−1γ)
Q
(q)
pi2−1γ
(
~, N,ETrBN , . . . ,ETrB|q|N
)
.
The first of these is a polynomial in the numbers
E trBN ,E trB2N , . . . ,E trB
|q|
N ,
while the second is a polynomial in the numbers
~, N−1,E trBN ,E trB2N , . . . ,E trB
|q|
N .
We conclude that
E[SBpi2−1γ] = N
cyc(pi2−1γ)P
B
pi2−1γ(N) + ~N
aex(pi2−1γ)Q
B
pi2−1γ(N).
Putting these two calculations together, we compute the (pi1, pi2) term of
τN as
WgN(pi1, pi2) E[SApi1 ] E[S
B
pi2−1γ] =
WgN(pi1, pi2)
(
N cyc(pi1)P
A
pi1
(N) + ~Naex(pi1)QApi1(N)
)
×
×
(
N cyc(pi2
−1γ)P
B
pi2−1γ(N) + ~N
aex(pi2−1γ)Q
B
pi2−1γ(N)
)
.
Expanding the brackets and summing (pi1, pi2) over S(d)2, we arrive at the
classical/quantum decomposition of the mixed moment τN .
Theorem 2.7. We have
τN = ClassicalN +~N QuantumN ,
where
ClassicalN =
1
N
∑
(pi1,pi2)∈S(d)2
N cyc(pi1)+cyc(pi2
−1γ) WgN(pi1, pi2) P
A
pi1
(N) P
B
pi2−1γ(N)
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and
QuantumN =
1
N
∑
(pi1,pi2)∈S(d)2
(
N cyc(pi1)+aex(pi2
−1γ) WgN(pi1, pi2) P
A
pi1
(N) Q
B
pi2−1γ(N)
+Naex(pi1)+cyc(pi2
−1γ) WgN(pi1, pi2) Q
A
pi1
(N) P
B
pi2−1γ(N)
+ ~Naex(pi1)+aex(pi2−1γ) WgN(pi1, pi2) Q
A
pi1
(N) Q
B
pi2−1γ(N)
)
.
3. THE (COUNTER)EXAMPLE
Before commencing a general analysis of the N →∞ limit of τN , let us
examine a specific, concrete example.
Consider the specific choice of the polynomial in (13) given by
(25) τN = E tr(ArNBsNANBNANBN)
for some integers r, s ≥ 0. This choice corresponds to d = 3, p = (r, 1, 1),
q = (s, 1, 1). The Reader may fast-forward to Section 3.2 where the quan-
tum part of this particular τN is explicitly presented.
3.1. Calculations. Thanks to (17) combined with (20), the quantity τN
τN =
1
N
∑
pi1,pi2∈S(3)
WgN(pi1, pi2) trVN ρN(C
(p)
pi1
) trWN σN(C
(q)
pi2−1γ)
can be expressed in terms of the Biasimirs C(p)pi and C
(q)
pi over the six per-
mutations pi ∈ S(3). Four of these permutations are in the canonical form
(22) and the corresponding values ofC(p)pi andC
(q)
pi are given simply by (23).
The transposition pi = (1 3) is not canonical but a short thought shows that
also in this case a version of the formula (23) applies. The only more chal-
lenging case is pi = (1 3 2) which was already considered in Example 2.3.
Thus we have
(26)

C
(p)
id = CrC
2
1 , C
(p)
(1 2) = Cr+1C1,
C
(p)
(1 3) = Cr+1C1, C
(p)
(2 3) = CrC2,
C
(p)
(1 2 3) = Cr+2, C
(p)
(1 3 2) = Cr+2 + ~NCrC1 − ~NN Cr+1;
analogous formulas give the values of C(q)pi .
If we come back to the original formula (17), τN is expressed in terms of
the quantities SApi and S
B
pi which are even better suited for the purposes of
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asymptotic problems. In this context (26) becomes
(27)

SAid = N
3 trAr (trA)2 , SA(1 2) = N
2 trAr+1 trA,
SA(1 3) = N
2 trAr+1 trA1, SA(2 3) = N
2 trAr trA2,
SA(1 2 3) = N trA
r+2,
SA(1 3 2) = N trA
r+2 + ~NN2 trAr trA− ~NN2 trAr+1,
with SBpi given by analogous formulas.
The values of the Weingarten function are explicitly known rational func-
tions in N :
(28) WgN(pi1, pi2) =

N2−2
N(N2−1)(N2−4) if pi1pi
−1
2 = id,
−1
(N2−1)(N2−4) if pi1pi
−1
2 is a transposition,
2
N(N2−1)(N2−4) if pi1pi
−1
2 is a cycle of length 3.
An application of a computer algebra system to (17) with the data (27)
and (28) gives an explicit but complicated formula for τN as a polynomial
in the indeterminates
(29)
trA, trA2, trAr, trAr+1, trAr+2, trB, trB2, trBs, trBs+1, trBs+2, ~N
and coefficients in the field Q(N) of rational functions in N . The limit
limN→∞ τN turns out to be a polynomial in the indeterminates (29) with
integer coefficients which involves 14 monomials. Ten of these monomi-
als do not involve the Planck constant ~N ; it follows that with respect to
the decomposition (14) they correspond to the classical part ClassicalN .
The remaining four monomials which are divisible by ~N correspond to the
quantum part QuantumN . We shall review them in the following.
3.2. The conclusion. By Theorem 1.3 which we are about to prove (it fol-
lows also by direct inspection), the classical part ClassicalN of τN with
respect to the decomposition (14) corresponds to the terms given by free
probability theory.
Much more mysterious is the quantum part which in our case turns out to
be given by
QuantumN = ~N
(
trAr+1 − trA trAr) (trBs+1 − trB trBs) .
From our perspective it is important that this quantum part is clearly non-
zero as soon as r, s ≥ 1. This shows that the assumption that ~N → 0 is
indeed necessary in Theorem 1.3 in order to have asymptotic freeness.
Finally, we would like to point out that τN given by (25) is the simplest
example for which limN→∞QuantumN 6= 0. In fact, for any alternating
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product of four factors
τN = E tr(ArNBsNAtNBuN)
with integers r, s, t, u ≥ 0, the corresponding quantum part is identically
zero. An interesting question, at present unresolved, is the following.
Problem 3.1. How big can the quantum part be? We have seen in the
above example that QuantumN = Θ (~N) can occur; Corollary 4.4 gives
the much weaker bound QuantumN = O(1). Are there examples for which
this bound is saturated and QuantumN = Θ(1)?
4. MEAN VALUE ASYMPTOTICS
In this Section, we apply the exact results obtained in Section 2 to analyze
the asymptotic behavior of the mixed moment τN in the limit where N →
∞ and ~N → 0. We adopt the hypotheses of Theorem 1.3, which is to say
that we henceforth assume the limits
sk := lim
N→∞
E tr(AkN) and tk := lim
N→∞
E tr(BkN)
exist for each fixed k ∈ N∗.
4.1. The Weingarten function. A key component of our asymptotic anal-
ysis will be an absolutely convergent series expansion for the Weingarten
function which renders its asymptotic behavior transparent.
In order to state this expansion, let us identify the symmetric group S(d)
with its right Cayley graph, as generated by the conjugacy class of transpo-
sitions. We denote by | · | the corresponding word norm, so that |pi1−1pi2| is
the graph theory distance from pi1 to pi2, i.e. the length of a geodesic path in
the Cayley graph joining these two permutations. Equip the Cayley graph
with the Biane–Stanley edge labeling, in which each edge corresponding
to the transposition (s t) is marked by t, the larger of the two elements
interchanged. This edge labeling was introduced in the context of enumer-
ative combinatorics by Stanley [Sta97] and Biane [Bia02] as a tool to relate
parking functions and noncrossing partitions. Figure 1 shows S(4) with the
Biane-Stanley labeling, where 2-edges are drawn in blue, 3-edges in yellow,
and 4-edges in red.
A walk on S(d) is said to be monotone if the labels of the edges it tra-
verses form a weakly increasing sequence. The fundamental fact we need
[Nov10, MN13] is that the Weingarten function expands as a generating
function for monotone walks: we have
(30) WgN(pi1, pi2) =
1
Nd
∞∑
r=0
(−1)r
~W r(pi1, pi2)
N r
,
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FIGURE 1. S(4) with the Biane–Stanley edge-labeling
(figure by M. LaCroix).
where ~W r(pi1, pi2) is the number of r-step monotone walks on S(d) which
begin at the permutation pi1 and end at the permutation pi2. This series
is absolutely convergent provided N ≥ d, but divergent if N < d (this
divergence is a related to the De Wit–’t Hooft anomalies in U(N) lattice
gauge theory, see e.g. [BDW77, Mor11, Sam80]).
Since ~W r(pi1, pi2) = ~W r(id, pi1−1pi2), and since every permutation is ei-
ther even or odd, the number ~W r(pi1, pi2) is nonzero if and only if r =
|pi1−1pi2|+ 2g for some g ∈ N. We may thus rewrite (30) as
(31) WgN(pi1, pi2) =
(−1)|pi1−1pi2|
Nd+|pi1−1pi2|
∞∑
g=0
~Wg(pi1, pi2)
N2g
,
where ~Wg(pi1, pi2) := ~W |pi1
−1pi2|+2g(pi1, pi2). The formulas (16) and (31)
may be effectively combined to yield a sort of Feynman calculus for uni-
tary matrix integrals, in which the role of Feynman diagrams is played by
monotone walks on symmetric groups, see e.g. [GGPN16b, GGPN16a].
4.2. Quantum asymptotics. We now show that the quantum part of τN
can be controlled even for ~N = ~ fixed. In order to do this, we introduce a
new permutation statistic defined by
defect(pi) := aex(pi)− cyc(pi), pi ∈ S(d).
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Moreover, for any k ∈ N∗ and pi1, . . . , pik ∈ S(d), the quantity
genus(pi1, . . . , pik) :=
|pi1|+ · · ·+ |pik| − |pi1 . . . pik|
2
is a nonnegative integer; we refer to it as the genus of the k-tuple (pi1, . . . , pik).
The following combinatorial result is a minor extension of the original
results of Biane [Bia98, page 173], see Appendix C for a detailed proof and
discussion of the relation to Biane’s work.
Lemma 4.1. For any pi ∈ S(d), we have
defect(pi) ≥ 0.
Moreover, for any permutations pi1, pi2 ∈ S(d), we have
(32) defect(pi1) + defect(pi2−1γ) ≤ 2 genus(pi1, pi1−1pi2, pi2−1γ).
Theorem 4.2. If ~N = O(1) as N → ∞, then QuantumN = O(1) as
N →∞.
Proof. By Theorem 2.7, the quantum part of τN may be written as
(33)
QuantumN =
∑
(pi1,pi2)∈S(d)2
N cyc(pi1)+cyc(pi2
−1γ)−1 WgN(pi1, pi2) R(pi1,pi2)(N),
where
R(pi1,pi2)(N) =N
defect(pi2−1γ) P
A
pi1
(N) Q
B
pi2−1γ(N)
+Ndefect(pi1) Q
A
pi1
(N) P
B
pi2−1γ(N)
+ ~NNdefect(pi1)+defect(pi2
−1γ) Q
A
pi1
(N) Q
B
pi2−1γ(N).
We will show that each term in the sum (33) is O(1).
By the first part of Lemma 4.1, nonnegativity of the defect statistic, as
well as by Proposition 2.6 which shows that P
A
pi1
(N) = O(1), Q
A
pi1
(N) =
O(1) and its counterpart for the matrix B we have
R(pi1,pi2)(N) = O
(
Ndefect(pi1)+defect(pi2
−1γ)
)
for each (pi1, pi2) ∈ S(d)2.
Now, let us consider the order of the factor
N cyc(pi1)+cyc(pi2
−1γ)−1 WgN(pi1, pi2).
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Invoking the expansion (31), for any N ≥ d we have
N cyc(pi1)+cyc(pi2
−1γ)−1 WgN(pi1, pi2)
= N cyc(pi1)+cyc(pi2
−1γ)−1 (−1)|pi1−1pi2|
Nd+|pi1−1pi2|
∞∑
g=0
~Wg(pi1, pi2)
N2g
= N−|pi1|−|pi1
−1pi2|−|pi2−1γ|+|γ|(−1)|pi1−1pi2
∞∑
g=0
~Wg(pi1, pi2)
N2g
= O(N−2 genus(pi1,pi1
−1pi2,pi2−1γ)).
We conclude that each term of QuantumN is of order
N cyc(pi1)+cyc(pi2
−1γ)−1 WgN(pi1, pi2)R(pi1,pi2)(N) =
O
(
Ndefect(pi1)+defect(pi2
−1γ)−2 genus(pi1,pi1−1pi2,pi2−1γ)
)
,
and hence is O(1) by the second part of Lemma 4.1. 
4.3. Classical asymptotics. We now deal with the asymptotics of the clas-
sical part of τN .
Theorem 4.3. Under the hypotheses of Theorem 1.3, the classical part of
τN admits, for each N ≥ d, the absolutely convergent series expansion
ClassicalN =
∞∑
k=0
ek(N)
N2k
,
where
ek(N) =
∑
(g,h)∈N2
g+h=k
∑
(pi1,pi2)∈S(d)2
genus(pi1,pi1−1pi2,pi2−1γ)=h
(−1)|pi1−1pi2| ×
× ~Wg(pi1, pi2) PApi1(N) P
B
pi2−1γ(N).
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Proof. According to Theorem 2.7 and the expansion (31), we have
ClassicalN =
=
∑
(pi1,pi2)∈S(d)2
N cyc(pi1)+cyc(pi2
−1γ)−1 WgN(pi1, pi2) P
A
pi1
(N) P
B
pi2−1γ(N)
=
∑
(pi1,pi2)∈S(d)2
N−2 genus(pi1,pi1
−1pi2,pi2−1γ)(−1)|pi1−1pi2|×
×PApi1(N) P
B
pi2−1γ(N)
∞∑
g=0
~Wg(pi1, pi2)
N2g
=
∞∑
g,h=0
1
N2(g+h)
∑
(pi1,pi2)∈S(d)2
genus(pi1,pi1−1pi2,pi2−1γ)=h
(−1)|pi1−1pi2|×
× ~Wg(pi1, pi2) PApi1(N) P
B
pi2−1γ(N)
=
∞∑
k=0
∑
g,h≥0
g+h=k
1
Nk
∑
(pi1,pi2)∈S(d)2
genus(pi1,pi1−1pi2,pi2−1γ)=h
(−1)|pi1−1pi2|×
× ~Wg(pi1, pi2) PApi1(N) P
B
pi2−1γ(N).

4.4. Semiclassical asymptotics and freeness. Combining Theorems 4.2
and 4.3, we obtain the following corollary.
Corollary 4.4. For any sequence ~N = O(1), we have
τN = ClassicalN +O(~N)
as N →∞. In particular, if ~N = o(N−2l) as N →∞, then
τN = ClassicalN +o(N
−2l) =
l∑
k=0
ek(N)
N2k
+ o(N−2l).
Let us now explain how the the l = 0 case of Corollary 4.4 yields the
proof of Theorem 1.3. Assuming only ~N = o(1) asN →∞, Corollary 4.4
implies
τN = ClassicalN +o(1) = e0(N) + o(1)
as N →∞, with
e0(N) =
∑
(pi1,pi2)∈S(d)2
genus(pi1,pi1−1pi2,pi2−1γ)=0
(−1)|pi1−1pi2| ~W0(pi1, pi2)PApi1(N)P
B
pi2−1γ(N).
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Now, under the hypotheses of Theorem 1.3, the limits
P
A
pi1
= lim
N→∞
P
A
pi1
(N) and P
B
pi2−1γ = limN→∞
P
B
pi2−1γ(N)
exists, and are polynomials in x1, . . . , x|p| and y1, . . . , y|q| given explicitly
by the universal form (23) of the classical component. We thus have
lim
N→∞
τN =
∑
(pi1,pi2)∈S(d)2
genus(pi1,pi1−1pi2,pi2−1γ)=0
(−1)|pi1−1pi2| ~W0(pi1, pi2) PApi1 P
B
pi2−1γ.
This is exactly asymptotic freeness, see Appendix A. Hence, Theorem 1.3
is proved.
5. COVARIANCE OF BPP OBSERVABLES
In this section we explain how the mean value analysis carried out in
Sections 2 and 4, which yields the semiclassical/large-dimension asymp-
totics of the 1-point functions of BPP observables of the LR process, can
be extended to higher correlation functions. We limit our discussion to the
connected 2-point functions (covariances)
〈℘(N)k1 ℘
(N)
k2
〉c = 〈℘(N)k1 ℘
(N)
k2
〉 − 〈℘(N)k1 〉〈℘
(N)
k2
〉,
since these are what we need to understand in order to obtain Theorem 1.4,
the Law of Large Numbers for BPP observables of the LR process.
5.1. Covariance setup. According to Biane’s formula (12), the covariance
of the classical random variables ℘(N)k1 , ℘
(N)
k2
coincides with the covariance
of the quantum random variables tr(Ck1N ), tr(C
k2
N ):
〈℘(N)k1 ℘
(N)
k2
〉c = E[tr(Ck1N ) tr(Ck2N )]− E[tr(Ck1N )] E tr[(Ck2N )]
for any k1, k2 ∈ N∗, where CN = AN + BN . For example, in the case of
the simplest connected 2-point function, the variance of ℘(N)1 , we have
〈℘(N)1 ℘(N)1 〉c = E[tr(CN) tr(CN)]− E[tr(CN)]E[tr(CN)]
= E[tr(AN) tr(AN)]− E[tr(AN)] E[tr(AN)]
+ E[tr(AN) tr(BN)]− E[tr(AN)] E[tr(BN)]
+ E[tr(BN) tr(AN)]− E[tr(BN)] E[tr(AN)]
+ E[tr(BN) tr(BN)]− E[tr(BN)] E[tr(BN)].
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In general, in order to compute 〈℘(N)k1 ℘
(N)
k2
〉c in the semiclassical/large-dimension
limit, we need to be able to estimate differences of the form
E
[
tr(A
p1(1)
N B
q1(1)
N · · ·Ap1(d1)N Bq1(d1)N ) tr(Ap2(1)N Bq2(1)N · · ·Ap2(d2)N Bq2(d2)N )
]
−E
[
tr(A
p1(1)
N B
q1(1)
N · · ·Ap1(d1)N Bq1(d1)N )
]
E
[
tr(A
p2(1)
N B
q2(1)
N · · ·Ap2(d2)N Bq2(d2)N )
]
in the semiclassical/large-dimension limit, where d1, d2 ∈ N∗ are fixed pos-
itive integers and p1, q1 : [d1]→ N and p2, qd : [d2]→ N are fixed functions.
Let us write
τ
(N)
12 := E
[
tr(A
p1(1)
N B
q1(1)
N · · ·Ap1(d1)N Bq1(d1)N ) tr(Ap2(1)N Bq2(1)N · · ·Ap2(d2)N Bq2(d2)N )
]
and
τ
(N)
1 := E tr(A
p1(1)
N B
q1(1)
N · · ·Ap1(d1)N Bq1(d1)N )
τ
(N)
2 := E tr(A
p2(1)
N B
q2(1)
N · · ·Ap2(d2)N Bq2(d2)N )
for these quantities, so that our goal is to estimate the difference
τ
(N)
12 − τ (N)1 τ (N)2
in the semiclassical/large-dimension limit. In view of our analysis of mean
values in Sections 2 and 4, the second term is understood. It remains to
analyze the first term, τ (N)12 , and in order to do this we will generalize the
approach developed above.
5.2. 2-point functions at the Planck scale. Let us rewrite τ (N)12 as follows.
Put d = d1 + d2, and define functions p, q : [d]→ N by
p|[d1] = p1, p|[d1+1,d] = p2
q|[d1] = q1, q|[d1+1,d] = q2.
We then have
τ
(N)
12 = E
[
tr(A
p(1)
N B
q(1)
N · · ·Ap(d1)N Bq(d1)N )
tr(A
p(d1+1)
N B
q(d1+1)
N · · ·Ap(d1+d2)N Bq(d1+d2)N )
]
.
It will be convenient to affect the same notational change for the quantities
τ
(N)
1 and τ
(N)
2 , that is we write
τ
(N)
1 = E tr(A
p(1)
N B
q(1)
N · · ·Ap(d1)N Bq(d1)N ),
τ
(N)
2 = E tr(A
p(d1+1)
N B
q(d1+1)
N · · ·Ap(d1+d2)N Bq(d1+d2)N ).
We now analyze τ (N)12 following the same steps as in Sections 2 and 4.
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5.2.1. Unitary invariance.
Proposition 5.1. Define a function f : U(N)→ C by
fN(U) := E
[
tr
(
UA
p(1)
N U
−1Bq(1)N · · ·UAp(d1)N U−1Bq(d1)N
)
×
× tr
(
UA
p(d1+1)
N U
−1Bq(d1+1)N · · ·UAp(d1+d2)N U−1Bq(d1+d2)N
)]
.
Then, fN is constant, being equal to τ
(N)
12 for all U ∈ U(N).
As a consequence of this invariance, we have
τ
(N)
12 =
∫
U(N)
fN(U)dU.
We want to use this in exactly the same way as we did in our mean value
computation.
Expanding the first trace yields the sum
1
N
∑
r1 : [4d1]→[N ]
Ur1(1)r1(2)
(
A
p(1)
N
)
r1(2)r1(3)
U−1r1(3)r1(4)
(
B
q(1)
N
)
r1(4)r1(5)
· · ·
· · ·Ur1(4d1−3)r1(4d1−2)
(
A
p(d1)
N
)
r1(4d1−2)r1(4d1−1)
U−1r1(4d1−1)r1(4d1)
(
B
q(d1)
N
)
r1(4d1)r1(1)
.
Expanding the second trace yields the sum
1
N
∑
r2 : [4d2]→[N ]
Ur2(1)r2(2)
(
A
p(d1+1)
N
)
r2(2)r2(3)
U−1r2(3)r2(4)
(
B
q(d1+1)
N
)
r2(4)r2(5)
· · ·
· · ·Ur2(4d2−3)r2(4d2−2)
(
A
p(d1+d2)
N
)
r2(4d2−2)r2(4d2−1)
U−1r2(4d2−1)r2(4d2)
(
B
q(d1+d2)
N
)
r2(4d2)r2(1)
.
For the first trace, let us reparametrize the summation index r1 : [4d1]→
[N ] by a quadruple of functions i1, j1, i′1, j
′
1 : [d1]→ [N ] according to(
r1(1), r1(2), r1(3), r1(4), . . . , r1(4d1−3), r1(4d1−2), r1(4d1−1), r1(4d1)
)
=
(
i1(1), j1(1), j
′
1(1), i
′
1(1), . . . , i1(d1), j1(d1), j
′
1(d1), i
′
1(d1)
)
.
Then, the above expansion of the first trace becomes
1
N
∑
i1,j1,1i′,j′1 : [d1]→[N ]
LN(i1, j1, i
′
1, j
′
1)
d1∏
k=1
(
A
p(k)
N
)
j1(k)j′1(k)
(
B
q(k)
N
)
i′1(k)i1γ1(k)
=
1
N
∑
i1,j1,i′1,j
′
1 : [d1]→[N ]
LN(i1, j1, i
′
1, j
′
1)
d1∏
k=1
(
A
p(k)
N
)
j1(k)j′1(k)
d1∏
k=1
(
B
q(k)
N
)
i′1(k)i1γ1(k)
,
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where
LN(i1, j1, i
′
1, j
′
1) =
d1∏
k=1
Ui1(k)j1(k)U i′1(k)j′1(k),
and γ1 is the cycle (1 2 . . . d1) in S(d1 + d2).
Similarly, if we reparametrize the summation index r2 : [4d2] → [N ] by
a quadruple of functions i2, j2, i′2, j
′
2 : [d2]→ [N ] according to(
r2(1), r2(2), r2(3), r2(4), . . . , r2(4d2−3), r2(4d2−2), r2(4d2−1), r2(4d2)
)
=
(
i2(d1+1), j2(d1+1), j
′
2(d1+1), i
′
2(d1+1), . . . , i2(d), j2(d), j
′
2(d), i
′
2(d)
)
,
the expansion of the second trace takes the form
1
N
∑
i2,j2,i′2,j
′
2 : [d1+1,d1+d2]→[N ]
LN(i2, j2, i
′
2, j
′
2)
d1+d2∏
k=d1+1
(
A
p(k)
N
)
j2(k)j′2(k)
(
B
q(k)
N
)
i′2(k)i2γ
′
2(k)
=
1
N
∑
i2,j2,i′2,j
′
2 : [d1+1,d1+d2]→[N ]
LN(i2, j2, i
′
2, j
′
2)
d1+d2∏
k=d1+1
(
A
p(k)
N
)
j2(k)j′2(k)
d2∏
k=1
(
B
q(k)
N
)
i′2(k)i2γ
′
2(k)
,
where
LN(i2, j2, i
′
2, j
′
2) =
d1+d2∏
k=d1+1
Ui2(k)j2(k)U i′2(k)j′2(k),
and γ′2 is the cycle (d1 + 1 d1 + 2 . . . d1 + d2) in S(d1 + d2).
We now smash the expansions of the two traces together to get the huge
compound expansion
1
N2
∑
i1,j1,1i′,j′1 : [d1]→[N ]
∑
i2,j2,i′2,j
′
2 : [d1+1,d1+d2]→[N ]
LN(i1, j1, i
′
1, j
′
1) LN(i2, j2, i
′
2, j
′
2)
×
d1∏
k=1
(
A
p(k)
N
)
j1(k)j′1(k)
d1+d2∏
k=d1+1
(
A
p(k)
N
)
j2(k)j′2(k)
d1∏
k=1
(
B
q(k)
N
)
i′1(k)i1γ1(k)
d1+d2∏
k=d1+1
(
B
q(k)
N
)
i′2(k)i2γ
′
2(k)
=
1
N2
∑
i,j,i′,j′ : [d1+d2]→[N ]
LN(i, j, i
′, j′)
d1+d2∏
k=1
(
A
p(k)
N
)
j(k)j′(k)
d1+d2∏
k=1
(
B
q(k)
N
)
i′(k)iγ1γ′2(k)
,
where
LN(i, j, i
′, j′) =
d1+d2∏
k=1
Ui(k)j(k) U i′(k)j′(k).
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Thus, we obtain the following representation of τ (N)12 :
τ
(N)
12 =
1
N2
∑
i,j,i′,j′ : [d1+d2]→[N ]
IN(i, j, i
′, j′)×
× E
d1+d2∏
k=1
(
A
p(k)
N
)
j(k)j′(k)
E
d1+d2∏
k=1
(
B
q(k)
N
)
i′(k)iγ1γ′2(k)
 ,
where
IN(i, j, i
′, j′) =
∫
U(N)
LN(i, j, i
′, j′)dU.
Plugging (16) into our calculation above eliminates the indices i′, j′ and
produces the formula
τ
(N)
12 =
1
N2
∑
(pi1,pi2)∈S(d1+d2)2
WgN(pi1, pi2) E[SApi1 ] E[S
B
pi2−1γ1γ′2
],
where
SApi1 :=
∑
i : [d1+d2]→[N ]
d1+d2∏
k=1
(
A
p(k)
N
)
i(k)ipi1(k)
and
SBpi2−1γ1γ′2
:=
∑
i : [d1+d2]→[N ]
d1+d2∏
k=1
(
B
q(k)
N
)
i(k)ipi2−1γ1γ′2(k)
.
This generalizes (17) from the expected trace to the expected product of
two traces; the formula could be generalized to the expected product of any
finite number of traces in just the same way.
Our goal now is to express the operators SApi1 and S
B
pi2−1γ1γ′2
in terms of the
operators
trAN , trA
2
N , . . . and trBN , trB
2
N , . . . .
Just like in the mean value computation, we lift the problem to the universal
enveloping algebra and use Biasimirs.
5.2.2. Biasimirs again. The operators SApi1 and S
B
pi2−1γ1γ′2
are, up to tensor-
ing with an identity operator, images of Biasimirs in irreducible representa-
tions:
SApi1 = ρN(C
(p)
pi1
)⊗ IWN
SBpi2−1γ1γ′2 = IVN ⊗ σN(C
(q)
pi2−1γ1γ′2
).
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Each of the Biasimirs C(p)pi1 and C
(q)
pi2−1γ1γ′2
has its own classical/quantum de-
composition:
C(p)pi1 = P
(p)
pi1
(C1, . . . , C|p|) + ~NQ(p)pi1 (~N , N, C1, . . . , C|p|)
C
(q)
pi2−1γ1γ′2
= P
(q)
pi2−1γ1γ′2
(C1, . . . , C|q|) + ~NQ(q)pi2−1γ1γ′2(~N , N, C1, . . . , C|q|).
Now we come back to the operators SApi1 and S
B
pi2−1γ1γ′2
. First, we have
that
SApi1 = P
(p)
pi1
(TrAN , . . . ,TrA
|p|
N ) + ~NQ
(p)
pi1
(~N , N,TrAN , . . . ,TrA|p|N ).
Let us rewrite this in terms of normalized traces. Put
P
A
pi1
:=
1
N cyc(pi1)
P(p)pi1
(
TrAN , . . . ,TrA
|p|
N
)
,
Q
A
pi1
:=
1
Naex(pi1)
Q(p)pi1
(
~N , N,TrAN , . . . ,TrA|p|N
)
.
P
A
pi1
is an explicit polynomial in the operators
trAN , trA
2
N , . . . , trA
|p|
N ,
while Q
A
pi1
is a polynomial in the numbers ~N , N−1 and the operators
trAN , trA
2
N , . . . , trA
|p|
N .
We thus have
SApi1 = N
cyc(pi1)P
A
pi1
+ ~NNaex(pi1)Q
A
pi1
.
Now we want to apply the expectation E to both sides of this identity inAN
to get an identity in C. We set
P
A
pi1
(N) := EPApi1 =
1
N cyc(pi1)
P(p)pi1
(
ETrAN , . . . ,ETrA|p|N
)
,
Q
A
pi1
(N) := EQApi1 =
1
Naex(pi1)
Q(p)pi1
(
~N , N,ETrAN , . . . ,ETrA|p|N
)
;
the first of these is a polynomial in the numbers
E trAN ,E trA2N , . . . ,E trA
|p|
N ,
while the second is a polynomial in the numbers
~N , N−1,E trAN ,E trA2N , . . . ,E trA
|p|
N .
We conclude that
E[SApi1 ] = N
cyc(pi1)P
A
pi1
(N) + ~NNaex(pi1)Q
A
pi1
(N).
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Second, we have that
SBpi2−1γ1γ′2 = P
(q)
pi2−1γ1γ′2
(TrBN , . . . ,TrB
|q|
N )+
+ ~NQ(q)pi2−1γ1γ′2(~N , N,TrBN , . . . ,TrB
|q|
N ).
Once again, let us rewrite this in terms of normalized traces. Put
P
B
pi2−1γ1γ′2
:=
1
N cyc(pi2
−1γ1γ′2)
P
(q)
pi2−1γ1γ′2
(
TrBN , . . . ,TrB
|q|
N
)
,
Q
B
pi2−1γ1γ′2
:=
1
Naex(pi2
−1γ1γ′2)
Q
(q)
pi2−1γ1γ′2
(
~N , N,TrBN , . . . ,TrB|q|N
)
.
P
B
pi2−1γ1γ′2
is an explicit polynomial in the operators
trBN , trB
2
N , . . . , trB
|q|
N ,
while Q
B
pi2−1γ1γ′2
is a polynomial in the numbers ~N , N−1 and the operators
trBN , trB
2
N , . . . , trB
|q|
N .
We thus have
SBpi2−1γ1γ′2 = N
cyc(pi2−1γ1γ′2)P
B
pi2−1γ1γ′2
+ ~NNaex(pi2
−1γ1γ′2)Q
B
pi2−1γ1γ′2
.
We apply E to both sides of this identity in AN to get an identity in C. As
above, we declare
P
B
pi2−1γ1γ′2
(N) := EPBpi2−1γ1γ′2 =
1
N cyc(pi2
−1γ1γ′2)
P
(q)
pi2−1γ1γ′2
(
ETrBN , . . . ,ETrB|q|N
)
,
Q
B
pi2−1γ1γ′2
(N) := EQBpi2−1γ1γ′2 =
1
Naex(pi2
−1γ1γ′2)
Q
(q)
pi2−1γ1γ′2
(
~N , N,ETrBN , . . . ,ETrB|q|N
)
.
The first of these is a polynomial in the numbers
E trBN ,E trB2N , . . . ,E trB
|q|
N ,
while the second is a polynomial in the numbers
~N , N−1,E trBN ,E trB2N , . . . ,E trB
|q|
N .
We conclude that
E[SBpi2−1γ1γ′2 ] =
N cyc(pi2
−1γ1γ′2) P
B
pi2−1γ1γ′2
(N) + ~NNaex(pi2
−1γ1γ′2) Q
B
pi2−1γ1γ′2
(N).
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5.2.3. Classical/Quantum Decomposition of τ (N)12 . Putting these two calcu-
lations together, we compute the (pi1, pi2) term of τ
(N)
12 as
WgN(pi1, pi2) E[SApi1 ] E[S
B
pi2−1γ1γ′2
] =
WgN(pi1, pi2)
(
N cyc(pi1)P
A
pi1
(N) + ~NNaex(pi1)Q
A
pi1
(N)
)
×
×
(
N cyc(pi2
−1γ1γ′2)P
B
pi2−1γ1γ′2
(N) + ~NNaex(pi2
−1γ1γ′2)Q
B
pi2−1γ1γ′2
(N)
)
.
Expanding the brackets and summing (pi1, pi2) over S(d)2, we arrive at the
classical/quantum decomposition of τ (N)12 .
Theorem 5.2. We have
τ
(N)
12 = Classical
(N)
12 +~N Quantum
(N)
12 ,
where
Classical
(N)
12 =
1
N2
∑
(pi1,pi2)∈S(d)2
N cyc(pi1)+cyc(pi2
−1γ1γ′2)×
×WgN(pi1, pi2) PApi1(N) P
B
pi2−1γ1γ′2
(N)
and
Quantum
(N)
12 =
1
N2
∑
(pi1,pi2)∈S(d)2
(
N cyc(pi1)+aex(pi2
−1γ1γ′2) WgN(pi1, pi2)P
A
pi1
(N)Q
B
pi2−1γ1γ′2
(N)
+Naex(pi1)+cyc(pi2
−1γ1γ′2) WgN(pi1, pi2)Q
A
pi1
(N)P
B
pi2−1γ1γ′2
(N)
+ ~NNaex(pi1)+aex(pi2
−1γ1γ′2) WgN(pi1, pi2)Q
A
pi1
(N)Q
B
pi2−1γ1γ′2
(N)
)
.
5.3. Covariance asymptotics. We now apply the above exact computa-
tions to obtain the semiclassical asymptotics of τ (N)12 . The analysis is a
direct generalization of the mean value asymptotic analysis carried out in
Section 4. As in Section 4, we work under the hypotheses of Theorem 1.3.
5.3.1. Quantum asymptotics. The following combinatorial result is a re-
formulation of the result of Biane [Bia98, page 173], see Appendix C for a
detailed corrected proof.
Lemma 5.3. For any permutations pi1, pi2 ∈ S(d), we have
(34) defect(pi1) + defect(pi2−1γ1γ′2) ≤ 2 genus(pi1, pi1−1pi2, pi2−1γ1γ′2).
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Theorem 5.4. For any bounded ~N = O(1), the quantum part Quantum(N)12
of τ (N)12 is O(1) as N →∞.
Proof. The quantum part of τ (N)12 may be written as
(35) Quantum(N)12 =∑
(pi1,pi2)∈S(d)2
N cyc(pi1)+cyc(pi2
−1γ1γ′2)−2 WgN(pi1, pi2) R(pi1,pi2)(N)
where
R(pi1,pi2)(N) =N
defect(pi2−1γ1γ′2) P
A
pi1
(N) Q
B
pi2−1γ1γ′2
(N)
+Ndefect(pi1) Q
A
pi1
(N) P
B
pi2−1γ1γ′2
(N)
+ ~NNdefect(pi1)+defect(pi2
−1γ1γ′2) Q
A
pi1
(N) Q
B
pi2−1γ1γ′2
(N).
We will show that each term in the sum (35) is O(1).
By the first part of Lemma 4.1, nonnegativity of the defect statistic, and
Proposition 2.6 we have
R(pi1,pi2)(N) = O
(
Ndefect(pi1)+defect(pi2
−1γ1γ′2)
)
for each (pi1, pi2) ∈ S(d)2.
Consider now the asymptotics of the Weingarten factor,
N cyc(pi1)+cyc(pi2
−1γ1γ′2)−2 WgN(pi1, pi2).
By (31), we have
N cyc(pi1)+cyc(pi2
−1γ1γ′2)−2 WgN(pi1, pi2)
= N cyc(pi1)+cyc(pi2
−1γ1γ′2)−2 (−1)|pi1
−1pi2|
Nd+|pi1−1pi2|
∞∑
g=0
~Wg(pi1, pi2)
N2g
= N−|pi1|−|pi1
−1pi2|−|pi2−1γ1γ′2|+|γ1γ′2| (−1)|pi1−1pi2|
∞∑
g=0
~Wg(pi1, pi2)
N2g
= (−1)|pi1−1pi2| N−2 genus(pi1,pi1−1pi2,pi2−1γ1γ′2)
∞∑
g=0
~Wg(pi1, pi2)
N2g
.
Thus,
N cyc(pi1)+cyc(pi2
−1γ1γ′2)−2 WgN(pi1, pi2) = O(N
−2 genus(pi1,pi1−1pi2,pi2−1γ1γ′2)).
We conclude that the order of the (pi1, pi2) term in the sum is
O
(
Ndefect(pi1)+defect(pi2
−1γ1γ′2)−2 genus(pi1,pi1−1pi2,pi2−1γ1γ′2)
)
.
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By Lemma 5.3, the exponent
defect(pi1) + defect(pi2
−1γ1γ′2)− 2 genus(pi1, pi1−1pi2, pi2−1γ1γ′2)
is nonpositive; consequently, each term of Quantum(N)12 is O(1), as re-
quired. 
5.3.2. Classical asymptotics.
Theorem 5.5. For each N ≥ d, the classical part of τ (N)12 admits, for each
N ≥ d, an absolutely convergent series expansion of the form
Classical
(N)
12 =
∞∑
k=0
e
(12)
k (N)
N2k
,
the coefficients of which are given by
e
(12)
k (N) :=
∑
(g,h)∈N2
g+h=k
∑
(pi1,pi2)∈S(d)2
genus(pi1,pi1−1pi2,pi2−1γ1γ′2)=h
(−1)|pi1−1pi2|×
× ~Wg(pi1, pi2) PApi1(N) P
B
pi2−1γ1γ′2
(N).
Proof. According to Theorem 5.2 and the expansion (31), we have
Classical
(N)
12 =
∑
(pi1,pi2)∈S(d)2
N cyc(pi1)+cyc(pi2
−1γ)−2×
×WgN(pi1, pi2) PApi1(N) P
B
pi2−1γ1γ′2
(N)
=
∑
(pi1,pi2)∈S(d)2
N−2 genus(pi1,pi1
−1pi2,pi2−1γ1γ′2)(−1)|pi1−1pi2|×
×PApi1(N) P
B
pi2−1γ1γ′2
(N)
∞∑
g=0
~Wg(pi1, pi2)
N2g
=
∞∑
g,h=0
1
N2(g+h)
∑
(pi1,pi2)∈S(d)2
genus(pi1,pi1−1pi2,pi2−1γ1γ′2)=h
(−1)|pi1−1pi2|×
× ~Wg(pi1, pi2) PApi1(N) P
B
pi2−1γ1γ′2
(N)
=
∞∑
k=0
∑
g,h≥0
g+h=k
1
Nk
∑
(pi1,pi2)∈S(d)2
genus(pi1,pi1−1pi2,pi2−1γ1γ′2)=h
(−1)|pi1−1pi2|×
× ~Wg(pi1, pi2) PApi1(N) P
B
pi2−1γ1γ′2
(N).

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5.3.3. Semiclassical asymptotics. Combining the quantum/classical decom-
position of τ (N)12 , the boundedness of Quantum
(N)
12 , and the convergent se-
ries expansion of Classical(N)12 , we obtain the following semiclassical as-
ymptotic expansion of τ (N)12 .
Corollary 5.6. For any sequence ~N = O(1), we have
τ
(N)
12 = Classical
(N)
12 +O(~N).
In particular, if ~N = o(N−2l), then
τ
(N)
12 =
l∑
k=0
e
(12)
k (N)
N2k
+ o
(
1
N2l
)
.
We may now combine Corollary 4.4 and Corollary 5.6 to obtain the
semiclassical/large-dimension asymptotics of the difference
τ
(N)
12 − τ (N)1 τ (N)2 .
According to Corollary 5.6, provided ~N → 0 as N →∞, we have
τ
(N)
12 = Classical
(N)
12 +o(1)
as N →∞. Moreover, by Corollary 4.4, we have that
τ
(N)
1 τ
(N)
2 = Classical
(N)
1 Classical
(N)
2 +o(1)
in this same regime, where Classical(N)1 is the classical part of τ
(N)
1 and
Classical
(N)
2 is the classical part of τ
(N)
2 . Thus, we have that
τ
(N)
12 − τ (N)1 τ (N)2 = Classical(N)12 −Classical(N)1 Classical(N)2 +o(1)
in the semiclassical/large-dimension limit. This means that the asymp-
totics of τ (N)12 − τ (N)1 τ (N)2 in the semiclassical/large-dimension limit coin-
cide with the corresponding classical random matrix asymptotics in the
large-dimension limit, up to replacing the Newton power-sum symmetric
functions with the BPP symmetric functions. Thus, any computation of the
covariance of the Newton observables 〈p(N)k1 p
(N)
k2
〉c of the classical system
(8) holds verbatim for the computation of the covariance of the BPP ob-
servables 〈℘(N)k1 ℘
(N)
k2
〉c of the quantum system (7). In particular, either of the
methods of [MS´S07] or [CMN17] (the first of which is based on the com-
binatorics of annular noncrossing partitions, whereas the second uses the
combinatorics of monotone walks on symmetric groups) already developed
to estimate the covariance of traces
E[tr(Zk1N ) tr(Z
k2
N )]− E[tr(Zk1N )] E[tr(Zk2N )]
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of the classical random Hermitian matrix ZN = XN + YN in the large N
limit applies verbatim to estimate the covariance of traces
E[tr(Ck1N ) tr(C
k2
N )]− E[tr(Ck1N )] E[tr(Ck2N )]
of the quantum random matrix CN = AN + BN . Either option may be
selected to show that
(36) lim
N→∞
〈℘(N)k ℘(N)k 〉c = 0,
which, by Chebyshev’s inequality, implies Theorem 1.4.
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APPENDIX A. RUDIMENTS OF FREE PROBABILITY
Here we briefly outline the basic notions from Free Probability Theory
which are used in the body of the paper. This is far from a complete treat-
ment; further references are the texts [VDN92, MS16, NS06, Tao12], the
lecture notes [Nov14, Shl05], and the brief précis [NS11].
A noncommutative probability space is a pair (A, τ) consisting of a uni-
tal, associativeC-algebraA together with a unital linear functional τ : A →
C which is assumed to be a trace: τ(AB) = τ(BA) for all A,B ∈ A. The
elements of A are to be thought of as complex-valued random variables on
some underlying Kolmogorov triple (Ω,F ,P), with E playing the role of
expectation with respect to the probability measure P. Of course, since A
is allowed to be noncommutative, such a triple may not exist. Elements of
A are quantum random variables.
Given a random variable A ∈ A, the distribution of A is the moment
sequence of A:
τ(Ap), p ∈ N∗.
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Given a pairA,B of quantum random variables inA, their joint distribution
is the data set
τ(Ap(1)Bq(1) · · ·Ap(d)Bq(d)), d ∈ N∗, p, q : [d]→ N
obtained by evaluating τ on all words in A and B. These expectations are
called the mixed moments of A and B.
In the context of noncommutative probability, it is reasonable to consider
A,B to be independent if there is a universal rule for computing their joint
distribution from knowledge of their individual distributions (“universal”
means that this rule does not depend on the individual distributions ofA and
B). One such rule comes to us from classical probability: A and B are said
to be classically independent if they commute, and τ(ApBq) = τ(Ap)τ(Bq)
for any p, q ∈ N∗. In this case, one has
τ(Ap(1)Bq(1) · · ·Ap(d)Bq(d)) = τ(A|p|)τ(B|q|),
for any mixed moment.
A second universal independence rule for quantum random variables,
which is truly noncommutative in nature, was discovered by Voiculescu
[Voi91]. It is modelled on free products and is substantially more compli-
cated than classical independence, which is modelled on tensor products. A
pair of random variables A,B ∈ A are freely independent if
τ
(
f1(A)g1(B) · · · fd(A)gd(B)
)
= 0
whenever f1, g1, . . . , fd, gd are univariate polynomials such that
τ
(
f1(A)
)
= τ
(
g1(B)
)
= · · · = τ(fd(A)) = τ(gd(B)) = 0.
It is a fact that classical independence and free independence are the only
universal independence rules for quantum random variables, see [NS06].
It is a non-obvious fact that one may express a mixed moment of free
random variables A,B in terms of pure moments, and indeed the explicit
rule for doing so is quite complicated. This rule may be formulated as
follows. For each positive integer d ∈ N∗, and each permutation pi ∈ S(d),
define a d-linear functional
τpi : A× · · · × A︸ ︷︷ ︸
d factors
→ C
using the cycle structure of pi in the natural way. For example, if d = 6 and
pi = (1 4 2)(3 6)(5), then
τpi(X1, X2, X3, X4, X5, X6) = τ(X1X4X2) τ(X3X6) τ(X5).
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Observe that τpi is well-defined because τ is a trace. The mixed moments of
a pair A,B of free random variables decompose into pure moments accord-
ing to the rule
τ(Ap(1)Bq(1) · · ·Ap(d)Bq(d)) =∑
(pi1,pi2)∈S(d)2
genus(pi1,pi1−1pi2,pi2−1γ)=0
(−1)|pi1−1pi2| ~W0(pi1, pi2) Ppi1(A) Ppi2−1γ(B),
where
Ppi1(A) = τpi1(A
p(1), . . . , Ap(d)) and Ppi2−1γ(B) = τpi2−1γ(B
q(1), . . . , Bq(d))
and (−1)|pi1−1pi2| ~W0(pi1, pi2) is the leading order of the Weingarten function,
i.e. ~W0(pi1, pi2) is the number of monotone geodesic paths from pi1 to pi2 in
S(d), as in (31).
APPENDIX B. CORRECTED PROOF OF PROPOSITION 2.5
Regrettably, the proof of Proposition 2.5 presented by Biane [Bia98,
Proposition 8.5, part (3)] is not completely correct. That proof was based
on a commutation relation [Bia98, top formula on page 166] fulfilled by the
entries of the powers of the matrix ZN ; a commutation relation which with
our notations would take the form
(37) [(ZmN )ij, (Z
n
N)kl] = ~N
[
δjk (Z
m+n−1
N )il − δli (Zm+n−1N )kj
]
.
This commutation relation does not hold true in general — in fact, it fails
unless one of the exponents m,n is equal to 1. In this Section will provide
a correct proof which is based on the ideas of Biane [Bia98, Section 8], but
does not make use of the false statement (37).
B.1. Biasimirs and nice Coxeter conjugations.
Definition B.1. Let pi ∈ S(d) be a permutation. We say that the passage
from pi to to τpiτ−1 is a nice Coxeter conjugation if τ = (j j + 1) with
1 ≤ j < d is a Coxeter transposition such that pi(j) 6= j + 1.
Lemma B.2. If τpiτ−1 is a nice Coxeter conjugation of pi ∈ S(d) by τ =
(j j + 1) then the elements C(1)pi and C
(1)
τpiτ−1 are related by the following
relations.
• If j or j + 1 is a fixpoint of pi then
C(1)pi − C(1)τpiτ−1 = 0.
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• If neither j nor j + 1 is a fixpoint of pi and pi(j + 1) 6= j then there
exist permutations pi′, pi′′ ∈ S(d− 1) with the property that
C(1)pi − C(1)τpiτ−1 = ~N C(1)pi′ − ~N C(1)pi′′ .
Furthermore, aexpi′ ≤ aex pi and aex pi′′ ≤ aexpi
• If pi(j+ 1) = j there exist permutations pi′, pi′′′ ∈ S(d− 1) with the
property that
C(1)pi − C(1)τpiτ−1 = ~N C(1)pi′ − ~NN C(1)pi′′′ .
Furthermore, aexpi′ ≤ aex pi and aex pi′′′ + 1 ≤ aexpi.
Proof. This result corresponds to a special case of a result of Biane [Bia98,
Lemma 8.3]. In this specific case his proof is correct up to the point when
he says that the remaining part “follows by inspection”. However, by per-
forming in detail this inspection we obtained formulas for the permutations
pi′ and pi′′ which differ from the ones of Biane; we present our findings in
the following.
Permutation pi′. The simplest way to describe the permutation pi′ is to
view it as a permutation of the set [d] \ {j + 1} defined by
(38) pi′(k) =

pi(j + 1) if k = j,
pi(j) if pi(k) = j + 1,
pi(k) otherwise.
The corresponding Biasimir is defined as a natural modification of (21)
given by
(39)
C
(1)
pi′ :=
∑
i : [d]\{j+1}→[N ]
(ZN)i(1)ipi′(1) · · ·(((((((
((
(ZN)i(j+1)ipi′(j+1) . . . (ZN)i(d)ipi′(d).
By relabelling in the order-preserving way the elements of the set [d] \ {j+
1} to the elements of [d− 1], the permutation pi′ can be viewed as the usual
permutation of [d−1]; in this way (39) can be written as a more conventional
Biasimir of the form (21).
We shall compare now the sets of the antiexceedances of pi and pi′ (which
will be viewed as in (38)).
• Each element of [d] \ {j, j + 1, pi−1(j + 1)} is an antiexceedance of
pi if and only if it is an antiexceedance of pi′.
• If j is an antiexceedance of pi′ then
j ≥ pi′(j) = pi(j + 1)
and, a fortiori, j + 1 is an antiexceedance of pi.
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• Suppose that a := pi−1(j + 1) is an antiexceedance of pi′; we claim
that at least one of the elements j and a is an antiexceedance of pi.
By contradiction, if this would not be the case we would have the
following inequalities:
j < pi(j) = pi′(a) ≤ a < pi(a) = j + 1
which would imply that there is some integer number between j and
j + 1 which is clearly not the case.
In this way we proved that aex pi′ ≤ aexpi.
Permutation pi′. Analogously, in the case when pi(j+1) 6= j, the simplest
way to describe the permutation pi′′ is to view it as a permutation of the set
[d] \ {j} defined by
(40) pi′′(k) =

pi(j) if k = j + 1,
pi(j + 1) if pi(k) = j,
pi(k) otherwise.
We shall compare now the sets of the antiexceedances of pi and pi′′ (which
will be viewed as in (40)).
• Each element of [d] \ {j, j + 1, pi−1(j)} is an antiexceedance of pi if
and only if it is an antiexceedance of pi′′.
• If j + 1 is an antiexceedance of pi′′ then
j + 1 ≥ pi′′(j + 1) = pi(j).
Since by assumption pi(j) 6= j + 1 it follows that pi(j) ≤ j and j is
an antiexceedance of pi.
• Suppose that a := pi−1(j) is an antiexceedance of pi′′; we claim that
at least one of the elements j + 1 and a is an antiexceedance of pi.
By contradiction, if this would not be the case we would have the
following inequalities:
j + 1 < pi(j + 1) = pi′′(a) ≤ a < pi(a) = j
which leads to contradiction.
In this way we proved that aex pi′′ ≤ aexpi.
Permutation pi′′′. Consider now the case pi(j+1) = j, the simplest way to
describe the permutation pi′′′ is to view it as a permutation of the set [d]\{j}
defined by
(41) pi′′′(k) =
{
pi(j) if k = j + 1,
pi(k) otherwise.
We shall compare now the sets of the antiexceedances of pi and pi′′′.
ASYMPTOTICS OF QUANTUM RANDOM MATRICES 45
• Each element of [d]\{j, j+1} is an antiexceedance of pi if and only
if it is an antiexceedance of pi′′′.
• If j + 1 is an antiexceedance of pi′′′ then
j + 1 ≥ pi′′′(j + 1) = pi(j).
Since by assumption pi(j) 6= j + 1 it follows that pi(j) ≤ j and j is
an antiexceedance of pi.
• Additionally j + 1 is an antiexceedance of pi.
In this way we proved that aex pi′′′ + 1 ≤ aexpi.

B.2. Converting permutations into a canonical form.
Lemma B.3. Any permutation pi can be transformed into some canonical
permutation (22) by a sequence of nice Coxeter conjugations. In other
words, there exists a sequence τ1, . . . , τ` with the following two properties:
for
pii := τiτi−1 · · · τ1piτ−11 · · · τ−1i
we have that pii is a nice Coxeter conjugation of pii−1 for 1 ≤ i ≤ ` and the
final permutation pi` is of the canonical form (22).
Proof. Biane [Bia98, proof of Proposition 8.5 (3)] gives an algorithmic con-
struction of this sequence of transpositions which we reproduce below in a
slightly redacted way.
Let σ ∈ S(d) be a permutation and τ = (j j+ 1) be a Coxeter transposi-
tion with the property that j and j+ 1 do not belong to the same cycle of σ.
Clearly, σ′ := τστ−1 is a nice Coxeter conjugation of σ. Furthermore, the
set partition of the set [d] which is encodes the cycle decomposition of σ′ is
obtained from the analogous set partition for σ by interchanging the roles
of the elements j and j + 1. It follows that the permutation pi can be trans-
formed by a sequence of nice Coxeter transpositions to some permutation p˜i
with a cycle decomposition given by an interval set partition of the form{{1, 2, . . . , p1}, {p1 + 1, p1 + 2, . . . , p2}, . . . , {pl−1 + 1, pl−1 + 2, . . . , pl}}.
The permutation p˜i can be seen as a product of disjoint cycles thus it is
enough to prove Lemma for each of the cycles separately. Alternatively: it
is enough to prove Lemma in the special case when pi consists of a single
cycle.
Assume now that pi ∈ S(d) consists of a single cycle. We can assume
that d ≥ 2. We denote by spoil(pi) the smallest positive integer i for which
pi(i) 6= i+1. If spoil(pi) = d then pi = (1 2 . . . d) is a canonical permutation
and there is nothing to prove. If m := spoil(pi) < d then pi(m) − 1 ≥
46 BENOÎT COLLINS, JONATHAN NOVAK, AND PIOTR S´NIADY
m + 1 and the permutation pi can be transformed by a sequence of Coxeter
conjugations to the permutation
(42) p˜i := (m+ 1 m+ 2) · · · (pi(m)− 1 pi(m)) · pi·
· (pi(m)− 1 pi(m))−1 · · · (m+ 1 m+ 2)−1.
The first of these conjugations, i.e.(
pi(m)− 1 pi(m)) · pi · (pi(m)− 1 pi(m))−1
is a nice Coxeter conjugation. Indeed, if this was not the case then we
would have pi
(
pi(m)− 1) = pi(m) and therefore pi(m)− 1 = pi(m) would
lead to contradiction. In an analogous way one can show that each of the
conjugations in (42) is a nice Coxeter conjugation.
The permutation p˜i has the property that spoil(p˜i) > spoil(pi). We iterate
this procedure on the newly obtained permutation p˜i; it will terminate in a
finite time because the statistics spoil increases in each step.
When the procedure terminates, pi is the canonical cycle. 
B.3. Proof of Proposition 2.5.
Proof of Proposition 2.5.
The classical component P(r)pi . This part of the claim is straightforward
bacause the exact form ofP(r)pi is explicitly known, see the text immediately
after the proof of Proposition 2.4.
The quantum component Q(r)pi . We start by observing that it is enough
to consider the special case when r = 1 is a function which identically
equal to 1. Indeed, in the proof of Proposition 2.4 we have constructed a
permutation pi′ ∈ S(|r|) with the property that C(r)pi = C(1|r|)pi′ , cf. (24); one
can easily check that also cycpi = cycpi′ and aexpi = aexpi′.
We use induction over d and assume that the result holds true for all
permutations pi ∈ S(d).
By Lemma B.3 the permutation pi can be transformed into some canoni-
cal permutation pˆi of the form (22) by a sequence of nice Coxeter conjuga-
tions. Lemma B.2 applied to each of the conjugations separately shows that
the difference of the corresponding Biasimirs
C(1)pi − C(1)pˆi
is a sum of two terms:
• a linear combination (with coefficients in Z[~N ]) of the expressions
of the form
C
(1)
pi′
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over some permutations pi′ ∈ S(d− 1) such that aex pi′ ≤ aexpi,
and
• a linear combination (with coefficients in Z[~N ]) of the expressions
of the form
N C
(1)
pi′′′
over some permutations pi′′′ ∈ S(d− 1) such that aexpi′′′ + 1 ≤
aexpi.
We apply the inductive assertion to the above expressions of the form
C
(1)
σ for σ ∈ S(d− 1) which concludes the proof. 
APPENDIX C. PROOF OF LEMMAS 4.1 AND 5.3
The work of Biane [Bia98, page 173] has some typos which impact the
correctness of his proof. For this reason we present below a complete proof
which is based on the ideas of Biane.
Proof of Lemmas 4.1 and 5.3. The first part of Lemma 4.1 is obvious, since
each cycle of a permutation gives at least one contribution to the number of
antiexceedances.
Biane’s [Bia98, Lemma 8.2(1)] in our notations takes the form
aex(γτ−1) + aex(τ) = d+ 1
for an arbitrary τ ∈ S(d) while [Bia98, Lemma 8.2(2)] implies that
aex(σ)− aex(τ) ≤ |σ−1τ |
for arbitrary ψ ∈ S(d). The above two relationships can be combined by
adding sideways:
aex(γτ−1) + aex(σ) ≤ d+ 1 + |σ−1τ |.
By setting τ := pi1−1γ, σ := pi2−1γ we obtain our target inequality (32).
The following is the proof of Biane [Bia98, page 173] but corrected for
typos:
aex(γτ−1) = d+ 1− aex(τ−1) by [Bia98, Lemma 8.2(1)]
= d+ 2− aex(τ) by [Bia98, Lemma 8.2(2)]
≤ d+ 2 + |σ−1τ | − aex(σ) by [Bia98, Lemma 8.2(2)].
By the substitutions
τ := pi−11 γ, σ := pi
−1
2 γ.
the above inequality becomes
aex(pi1) + aex(pi
−1
2 γ) ≤ d+ 2 + |pi−11 pi2|.
Our target inequality (34) is now a direct consequence. 
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APPENDIX D. BPP MATRICES AND GEOMETRIC QUANTIZATION
As mentioned in the Introduction, BPP matrices quantize independent
unitarily invariant random Hermitian matrices with deterministic eigenval-
ues. This statement falls under the broad umbrella of geometric quantiza-
tion, in the sense of Kirillov and Kostant, see e.g. [Kir04]. In this section,
we give a self-contained, physically motivated treatment of this quantiza-
tion, specific to our setting. The Reader who is not interested in physical
arguments may skip this section entirely.
D.1. Toy example. We begin by considering a toy example: a physical
system consisting of a single stationary particle with an angular momen-
tum. For an alternative (but related) exposition of this example see the work
of Kuperberg [Kup02]. We will use the corresponding symmetry group
Spin(3) ∼= SU(2) as a starting point for exploration of the unitary group
U(N) and related algebraic and probabilistic objects.
The traditional way to view the angular momentum in Newtonian me-
chanics is to regard it as a vector ~J = (Jx, Jy, Jz) ∈ R3. However, for
our purposes it will be more convenient to view the angular momentum as
a functional on the Lie algebra of the special orthogonal group SO(3), that
is as an element of
(
so(3)
)?. This functional J is defined as follows. For
a given x ∈ so(3) we denote by J(x) Noether’s invariant corresponding to
the one-dimensional Lie group R 3 t 7→ etx ∈ SO(3) of rotations. Since
the map x 7→ J(x) is linear, it defines an element of the dual space.
From a conceptual point of view, regarding angular momentum as an
element of
(
so(3)
)? is advantageous; for example it scales nicely to other
choices of the dimension of the physical space than 3. Unfortunately, the
mathematical vocabulary concerning this dual space is rather limited, and
hence it will be convenient to have a more concrete alternative available.
For this reason in the following we shall describe the dual of so(3) ∼= su(2)
in more detail.
D.2. The dual space. In greater generality, we are interested in the dual
of the Lie algebra su(N) of traceless antihermitian matrices, as well as the
dual of the Lie algebra u(N) of general antihermitian matrices.
Each of these Lie algebras can be equipped with the symmetric, non-
degenerate, bilinear form
(43) 〈x, y〉 = TrxTy.
In this way
(
su(N)
)∗ ∼= su(N) and (u(N))∗ ∼= u(N). Thanks to these
isomorphisms, it makes sense to speak about the eigenvalues of elements of
the dual spaces
(
su(N)
)∗ and (u(N))∗.
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In the latter case, this isomorphism takes the following more concrete
form. Since the complexification u(N) ⊗R C = gl(N) = MatN(C) has a
matrix structure, it follows that u(N)? ⊗R C ∼= u(N) ⊗R C = MatN(C)
can be also identified with matrices. More specifically, a functional x ∈
u(N)? ⊗R C corresponds to the matrix
(44)
x(e11) . . . x(eN1)... . . . ...
x(e1N) . . . x(eNN)
 = ∑
k,l
x(ekl) ekl ∈ MatN(C),
where ekl ∈ MatN(C) = u(N)⊗R C are the standard matrix units. Indeed,
the above matrix defines via (43) a functional which on a matrix unit eij
takes the same value as the functional x.
Note the subtlety in the formulation of (44): since ekl is not an antiher-
mitian matrix, for x ∈ u(N)? the quantity x(ekl) might be not well de-
fined. Nevertheless, x(ekl) may be defined thanks to the observation that
ekl ∈ MatN(C) = u(N)⊗RC belongs to the complexification of antihermi-
tian matrices, thus we may extend the domain of x by linearity as follows:
x(ekl) = x
(
i
ekl + elk
2i
+
ekl − elk
2
)
:= ix
(
ekl + elk
2i
)
+ x
(
ekl − elk
2
)
.
D.3. Back to the angular momentum. Suppose that for some physical
Newtonian system its angular momentum — viewed as a vector ~J ∈ R3
— is random, with the uniform distribution on the sphere with radius |J |.
One can show that this corresponds to J being a random element of the
dual space
(
su(2)
)∗, uniformly random on the manifold of antihermitian
matrices with specified eigenvalues ±i |J |.
In other words, under the isomorphism from Appendix D.2 the distribu-
tion of the angular momentum coincides with the distribution of the random
matrix
(45) U
[
i |J |
−i |J |
]
U−1,
where U ∈ SU(2) is a random matrix from the special unitary group, dis-
tributed according to the Haar measure. We now describe a quantum ana-
logue of this probability distribution.
D.4. Angular momentum in quantum mechanics. We consider the fol-
lowing quantum analogue of the Newtonian system considered above: a
quantum particle with fixed spin j}, where j ∈ {0, 1/2, 1, 3/2, . . .} and }
denotes the Planck constant. Such a particle is described by a Hilbert space
V, this space being the appropriate unitary representation pi1 : Spin(3) →
GL(V). The Lie group Spin(3) ∼= SU(2) is the universal cover of the group
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SO(3) describing rotations of the physical space. To be more specific, pi1
is the irreducible representation of the Lie group SU(2) with the dimension
2j + 1 ∈ {1, 2, . . . }.
In order to sustain the concordance with the Newtonian situation dis-
cussed above, the angular momentum should be a functional
J : so(3)→ EndV
which to an element of the Lie algebra x ∈ so(3) associates the infinitesimal
Hermitian generator of the action of the one-parameter Lie group R 3 t 7→
etx ∈ Spin(3) on its representation V, i.e.
pi1
(
etx
)
= e−it
J(x)
} .
The choice of normalization on the right hand side comes from the nota-
tions used in quantum mechanics. Clearly, this means that (up to a scalar
multiple) the angular momentum
−iJ
}
= pi1 : so(3)→ EndV
is a representation of the Lie algebra so(3) = su(2). If EndV is viewed as
an algebra of noncommutative random variables,
−iJ
}
= pi1 ∈
(
so(3)
)∗ ⊗ EndV
becomes a quantum random element of the dual space
(
so(3)
)∗
=
(
su(2)
)∗.
Just as before we assume that we have no further information about the
particle; in other words, the quantum system is in the maximally mixed
state and thus the algebra EndV of noncommutative random variables is
equipped with the state trV. Just as before, it is convenient to have a con-
crete matrix representation from Appendix D.2 for the elements of the dual
space
(
su(2)
)∗. We shall discuss this concrete representation now.
D.5. The dual space. Consider a slightly more general situation in which
pi1 : u(N)→ EndV is a representation of the Lie algebra u(N).
Equation (44) shows that −iJ} = pi1 can be identified with the matrix
(46) − iJ
}
= pi1 =
pi1(e11) . . . pi1(eN1)... . . . ...
pi1(e1N) . . . pi1(eNN)
 .
D.6. Conclusion. The above considerations show that from a physicist’s
point of view, forN = 2 the 2×2 matrix (46) is a natural quantization of the
random matrix (45) which describes the angular momentum in Newtonian
mechanics.
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It is time to detach from the physical toy example related to the group
Spin(3) ∼= SU(2) and consider the general situation treated in this article.
The classical object which we considered in this section was a random el-
ement of
(
u(N)
)∗ (or, a random antihermitian matrix), sampled uniformly
from the elements with specified spectrum. Its quantization is a BPP matrix:
a quantum random element of
(
u(N)
)∗ which corresponds to a specified ir-
reducible representation of U(N).
D.7. Choice of the matrix structure on u(N)?. Unlike in the case of the
Lie algebra u(N), there is no canonical choice of matrix structure on the
dual u(N)?. In Appendix D.2 this structure was chosen based on the bi-
linear form 〈A,B〉 = TrATB. One can argue however, that the bilinear
form 〈A,B〉 = TrAB would be equally natural. With respect to this new
convention, the representation pi1 viewed as a matrix becomes
(47)pi1(e11) . . . pi1(e1N)... . . . ...
pi1(eN1) . . . pi1(eNN)
 ∈ MatN(EndV) = MatN(C)⊗ EndV,
which is not a BPP matrix. The matrices (46) and (47) differ only by trans-
position with respect to the first factor of the tensor product MatN(C) ⊗
EndV, an operation known as partial transposition. The minor advan-
tage of the notation (46) is that it coincides with the notation of Želobenko
[Žel73] who calculated the spectral measure of BPP matrices.
There are, however, no serious advantages of one notation over the other,
since the calculation of the spectral measure of (47) can be done by the anal-
ogous methods to those of Želobenko [Žel73]. The only difference is that
instead of considering the tensor product with the canonical representation,
one should consider the tensor product with the contragradient one.
D.8. Another erratum to [Bia98]. The existence of two natural choices
for the matrix associated to a representation, the BPP matrix (46) and its
partial transpose (47), has been a source of confusion in the literature, in
particular in the work of Biane [Bia98]. We shall review and clarify this
issue here.
On page 163 of [Bia98], Biane defines an operator X which in our no-
tation corresponds to (47), the partial transpose of BPP operator. This is
beneficial for his purposes because the spectrum of such transpose BPP ma-
trix is asymptotically related to the transition measure of the Young diagram
[Bia98, Proposition 7.2].
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The operator X seems to disappear in [Bia98, Section 8], at which point
the closely related Casimir operators
Cσ =
∑
i1,...,iq
ζi1iσ(1) · · · ζiqiσ(q) .
are introduced and studied. Informally speaking, this Casimir operator is
obtained by selecting certain entries from the matrix we are interested in,
according to some equalities between the indices. From the viewpoint of
Biane’s goals, this choice of the definition of Casimir operators is somewhat
surprising because it refers to selecting entries from the BPP matrix (46).
With the operator X in mind, it would make more sense to consider the
Casimir operators defined by
C˜σ =
∑
i1,...,iq
ζiσ(1)i1 · · · ζiσ(q)iq .
And indeed: in [Bia98, Section 8] a special role is played by Casimir
operators in the special case when σ = (1, 2, . . . , q) is the full forward
cycle, in the which case Cσ = Cq corresponds to the partial trace of the
q-th power of BPP matrix. However, for Biane’s purposes it would be more
convenient to pay special attention to the case when σ′ = (q, q−1, . . . , 2, 1)
is the full backward cycle, since Cσ′ corresponds to the trace of Biane’s
operator X . An even better solution would be to consider the modified
Casimir operator C˜σ for σ = (1, 2, . . . , q) being the full forward cycle.
The operator X resurfaces in [Bia98, Section 9.2] where the inevitable
notation clash occurs on page 172, in which the third displayed equation
would be true if Biane’s Casimir operators were replaced by our modified
Casimir operators C˜.
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