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Abstract
The response of four dimensional quantum field theories to a Weyl rescaling of the metric in the presence
of local couplings and which involve a, the coefficient of the Euler density in the energy momentum tensor
trace on curved space, is reconsidered. Previous consistency conditions for the anomalous terms, which
implicitly define a metric G on the space of couplings and give rise to gradient flow like equations for a,
are derived taking into account the role of lower dimension operators. The results for infinitesimal Weyl
rescaling are integrated to finite rescalings e2σ to a form which involves running couplings gσ and which
interpolates between IR and UV fixed points. The results are also restricted to flat space where they give
rise to broken conformal Ward identities.
Expressions for the three loop Yukawa β-functions for a general scalar/fermion theory are obtained and
the three loop contribution to the metric G for this theory is also calculated. These results are used to check
the gradient flow equations to higher order than previously. It is shown that these are only valid when
β → B, a modified β-function, and that the equations provide strong constraints on the detailed form of
the three loop Yukawa β-function. N = 1 supersymmetric Wess–Zumino theories are also considered as a
special case. It is shown that the metric for the complex couplings in such theories may be restricted to a
hermitian form.
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The paradigm shift in our understanding of quantum field theories due to Wilson in the 1970s
led to the view that quantum field theories are not isolated objects but may be regarded as points
on a manifold, with coordinates given by the couplings {gI }, where there is a natural flow un-
der changes of the cut-off scale realising the renormalisation group. The perturbative RG flow
equations are just first order equations determined by the β-functions βI (g), which are vector
fields on the space of couplings. Even in this context the global topology of such flows has been
less certain, the simplest scenario arises when the flows link fixed points in the UV short dis-
tance limit to other fixed points in the large distance IR limit. At the fixed points the quantum
field theory is scale invariant and moreover is naturally expected to become a conformal field
theory. However more complicated behaviours under RG flow, such as limit cycles or the flow
becoming chaotic, are also feasible. As was first suggested by Cardy [1], there may be additional
constraints for unitary quantum field theories in four dimensions due to the existence of a func-
tion a(g) which has monotonic behaviour under RG flow, or, more minimally, a may be defined
at fixed points so that aUV − aIR > 0. These two scenarios are here described as the strong and
weak a-theorems, such a distinction was made in [2]. If valid, a strong a-theorem constrains the
RG flow without assuming any UV completion although it requires the RG flow to be described
by linear equations involving β-functions.
The proposal of Cardy was for a four dimensional generalisation of the Zamolodchikov
c-theorem, [3]. This constrains the structure of two dimensional quantum field theories and has
a simple elegant proof depending just on the properties of the two point correlation function of
the energy tensor. The crucial positivity constraint arises from unitarity conditions applied to the
two point function. No such approach works in four dimensions [4,5] but it was soon clear that
only a, which is determined by the topological term in the trace of the energy momentum tensor
on curved space, is a viable candidate for a monotonic flow between fixed points. The energy
momentum tensor two point function in conformal theories is determined by c, the coefficient of
the square of the Weyl tensor in the energy momentum tensor trace on curved space.
Much more recently Komargodski and Schwimmer [6] have described a proof of the four
dimensional weak a-theorem which has been further analysed in [7] with possible extensions
to higher dimensions discussed in [8]. This rests on coupling the theory to a dilaton and con-
structing an effective low energy field theory for the dilaton. The essential positivity requirement
depends on positivity conditions arising from unitarity for the four dilaton scattering amplitude.
The starting point of the discussion in [6] is the response of a conformal theory to a Weyl rescal-
ing of the flat metric. The resulting expression determines the couplings of the dilaton introduced
as a compensator for the local anomalous terms which arise under a Weyl rescaling and which
have a coefficient proportional to a. The basic argument of Komargodski and Schwimmer is that
coupling to a dilaton ensures a matching of these anomalies between the UV and IR fixed points.
However the results of [6] and also [7] do not immediately extend away from conformal fixed
points. There is also no obvious connection with a perturbative version of the strong a-theorem
for four dimensional renormalisable quantum field theories. This was based on an analysis in
terms of dimensional regularisation [9] and also from Wess–Zumino consistency conditions for
the response of the theory on curved background to a Weyl rescaling of the metric [10]. Instead
of a dilaton as in [6] the usual linear RG equations describing the response to a variation in the
RG scale μ were extended to a local infinitesimal Weyl rescaling σ(x) by allowing the couplings
also to be local gI (x), with an arbitrary dependence on x. Local RG equations for variations of
σ(x) reduce to the conventional linear differential constraints for σ and gI constant but contain
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consistency conditions arise from the abelian nature of the group of Weyl scale transformations.
Such an approach has also been extended to six dimensions in [11] and three in [12].
In this paper we revisit some of the results in [10], with an hopefully improved notation
(although we apologise for alphabetical profligacy) and extensions. The essential result is that
there is a scalar function of the couplings A˜(g) such that
dgA˜(g) = dgITIJ (g)βJ (g), (1.1)
where at a fixed point βI (g∗) = 0, 14 A˜(g∗)= a. The symmetric part of TIJ defies a natural metric
GIJ so that under RG flow
βI ∂I A˜ = GIJβIβJ , (1.2)
Away from fixed points A˜(g) is arbitrary up to
A˜(g) → A˜(g)+ gIJ (g)βI (g)βJ (g), (1.3)
while correspondingly
GIJ → GIJ +LβgIJ , LβgIJ = βK∂KgIJ + ∂IβKgKJ + ∂J βKgIK. (1.4)
It is then sufficient in order to demonstrate the strong version of the a-theorem that GIJ +LβgIJ
is positive definite just for some particular gIJ .
In two dimensions positivity of the metric, up to the freedom in (1.4), flows from showing [10]
that GIJ +LβgIJ , for suitable gIJ , becomes the Zamolodchikov metric determined by the two
point function GIJ (μ2x2)Zam = (x2)2〈OI (x)OJ (0)〉, for {OI } scalar operators dual to {gI } [3].
Variation of x2 in GIJZam is equivalent to (1.4). However the original analysis demonstrates (1.2)
and does not directly imply (1.1), see also [13].
In four dimensions GIJ is related to 〈OI TμνOJ 〉, although the precise connection is not fully
clear and positivity, except at weak coupling when GIJ can be calculated or at a conformal fixed
point, is however not apparent from a perturbative series expansion.
The consistency conditions such as (1.1), obtained previously in [10] and discussed further
in this work, are derived by considering the response to infinitesimal Weyl rescalings of the
metric. We also consider the response of the theory to finite Weyl rescalings of the metric γμν →
e2σ γμν . The result is also expressed in terms of running couplings gIσ together with additional
contributions also depending explicitly on σ , involving derivatives up to O(σ 4), and containing
GIJ and related functions as well as derivatives of the couplings. For four dimensional theories
the final expression is quite involved but it extends the result at a fixed point used as a starting
point for the introduction of a dilaton field in [6] and [7].
For four dimensional theories the local RG equations, from which (1.1) is derived, are essen-
tially equivalent to expressing the energy momentum tensor trace in terms of a basis of scalar
operators as well as contributions involving the curvature, defining c and a, but also scalars
formed from derivatives of gI . However even on flat space with constant gI there may be deriva-
tive terms so that
ημνTμν = βI (g)OI + ∂μJμυ . (1.5)
Here Jμυ is a current associated with an element υ of the Lie algebra of the symmetry group GK
of the kinetic terms of the theory. Such terms may arise at three loops in perturbative calculations
for scalar fermion theories [14,15]. A fixed point βI (g∗) = 0 would apparently give rise to scale
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However the β-functions have an arbitrariness related to the freedom to make transformations
under GK at the expense of a redefinition of the couplings. This freedom cancels in (1.5) so that
it can be rewritten as
ημνTμν = BI (g)OI , (1.6)
where
BI (g) = βI (g)− (υg)I , (1.7)
so that if the couplings are not all invariant under GK there may be a difference between
βI and BI . If this possibility arises (1.1) holds for βI → BI and hence the potential strong
a-theorem discussed here applies to the RG flow generated by BI , and its vanishing, BI (g∗)= 0,
at a fixed point defines a CFT. The transformation from (1.5) to (1.6), in terms of the modified
β-functions as in (1.7), assumes there are no anomalies in ∂μJμυ . This should be the case in parity
conserving theories when Jμυ is a vector current.
The existence of A˜(g) satisfying (1.1) also requires integrability conditions which constrain
the form of β-functions. This was explored in [9] and is investigated further in this paper, see
also [16]. The conditions require relations between the coefficients appearing in β-functions at
different loop orders and which correspond to graphs of very different topologies.
As an application of the results obtained and for the analysis of the integrability constraints
on β-functions we consider here a model renormalisable scalar fermion theory with Yukawa and
quartic scalar couplings. Previously [9] the various quantities appearing in the consistency condi-
tions were calculated to lowest perturbative order for general theories including gauge fields. To
go beyond this requires three loop calculations. For complex scalars coupled to Weyl fermions
imposing a U(1) symmetry ensures that the number of graphs necessary is O(10) rather than
O(100), or more, for a completely general scalar/fermion theory. We obtain results for three
loop anomalous dimensions and Yukawa β-functions without calculating more than a couple of
graphs by reducing this theory to one describing the standard model top/Higgs coupling, recently
obtained by Chetyrkin and Zoller [17], and also a general N = 1 supersymmetric scalar fermion
theory when the relevant results have been known for some time [18]. The consistency condi-
tions obtained here allow calculations for TIJ , initially defined in terms of a curved background,
to be reduced to flat space calculations and we determine the three loop contributions depending
on the Yukawa couplings in the specific model theory for which the three loop β-functions were
obtained. The result requires extracting the local divergences for two three-loop vacuum dia-
grams. The results can be checked by reducing to supersymmetry as a special case when much
simpler superspace methods are possible. As usual we use dimensional regularisation which may
be problematic at higher loop orders. These issues are discussed in [17], but in the absence of
gauge fields here such problems appear to be irrelevant to the order considered here.
We consider in detail the application of these results to N = 1 Wess–Zumino supersymmetric
theories, extending the discussion in [19]. For such theories the space of couplings is naturally a
complex manifold since they may be extended to chiral or anti-chiral superfields. We show that
three loop calculations demonstrate that the metric is hermitian to this order. Furthermore, when
redefinitions as in (1.4) are extended to the supersymmetric case the assumption of a hermitian
metric is preserved. There is no all orders proof of hermiticity in the context of this paper, al-
though for superconformal theories related results have been obtained by Papadodimas [20] and
Asnin [21]. The results for the metric can also be expressed in Kähler form if allowance is made
for potential redefinitions of the couplings.
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rederive the local RG equations and associated integrability conditions which follow by consider-
ing the response to infinitesimal Weyl rescalings of the metric in theories in which the couplings
are allowed to be local. In Section 3 the infinitesimal transformations are integrated to obtain
the change in the vacuum energy functional W under finite rescalings. The results depend on
running couplings gIσ and provide an interpolation between UV and IR fixed points. In Section 4
we restrict the equations to flat space and broken conformal symmetry. This context is sufficient
to allow the metric GIJ , which is initially defined for curved space backgrounds, to be recovered
just from flat space calculations.
The scalar fermion theory used as an illustration is introduced in Section 5 and the various
β-functions and anomalous dimensions listed. In particular three loop results for the Yukawa
β-functions and also the anomalous dimensions for this theory are obtained, primarily using
previous calculations and also the restriction to the supersymmetric case. In Section 6 we analyse
the RG equations for this theory. It is shown how they impose non-trivial consistency conditions
on the coefficients which are present in the general expansions for the β-functions and associated
anomalous dimensions. In particular it is shown that at three loop order it is necessary to take
account of (1.7) for (1.1) to be valid. The result for υ at this order is in agreement with the detailed
three loop calculations of Fortin et al. [15] for scalar fermion theories. In Section 7 we restrict
to supersymmetric theories and demonstrate the consistency of a hermitian metric. The results
are compared with expressions when a-maximisation is extended away from superconformal
fixed points by introducing Lagrange multipliers and also the possibility of a Kähler form for
the metric is discussed. Sections 8 and 9 describe how the metric and related quantities can
be determined by flat space calculations using dimensional regularisation. Section 8 discusses
the general formalism for renormalisable theories with local couplings and sets up the required
RG equations. Section 9 applies these methods to the scalar/fermion theory and determines the
additional necessary field-independent counterterms to three loops. These determine the metric
and, specialised to the supersymmetric case, show that it is hermitian to this order.
There are four appendices containing further calculational details. Appendix A analyses how
particular contributions to the anomalous dimensions in supersymmetric theories which are pro-
portional to transcendental numbers can be extended to determine the related contributions to the
metric and also a. Appendix B contains further details on the derivation of local RG equations
in the context of dimensional regularisation. The RG equations are extended to allow for spe-
cial conformal transformations as well as the usual variations of scale. The methods used here
to obtain the three loop counterterms for Yukawa theories with dimensional regularisation are
described in Appendix C and are also extended to four loops for scalar theories in Appendix D.
2. Local RG equations and integrability conditions
As was demonstrated in [10], and more recently in [6], non-trivial constraints on the RG flow
in quantum field theories can be obtained by considering the response to infinitesimal local Weyl
rescalings of the metric of the form
δσ γμν = 2σγμν, (2.1)
when the theory is extended to an arbitrary curved space background. Conformally invariant
theories are invariant under such rescalings up to local conformal anomalies induced by the
non-vanishing of the energy momentum tensor on curved space. Equations for the response to
such Weyl rescalings for quantum field theories not at conformal fixed points may be obtained
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is a flow in the space of local couplings. The resulting equations are then an extension of the
standard linear equations which determine the RG flow in terms of the usual β-functions and
are realised by restricting to constant σ as well as constant couplings. Choosing couplings {gI },
which are coordinates for a manifold Mg , the local RG equations obtained in [10] by assuming
the quantum field theories are extended to arbitrary gI (x) as well as γμν(x) are then generated
in four dimensions by the functional differential operator

σ =
∫
d4x σ
(
2γμν
δ
δγμν
+ βI δ
δgI
)
, (2.2)
where the β-functions, which are contravariant vectors on Mg , have in general a linear contri-
bution
βI (g) = −(d −
I )gI + O
(
g2
)
. (2.3)
In (2.3), in the present context, the spatial dimension d = 4 and 
I is the scale dimension of the
operator OI , which is dual to gI , at the critical point when all gJ → 0. Initially we restrict for
simplicity to just marginal operators with 
I = 4, as for renormalisable theories when gJ = 0 is
the free theory.
Acting on the vacuum energy functional W [γμν, gI ], 
σ gives zero up to a residual local
contribution, depending just on γμν, gI and their derivatives at x, so that

σ16π2W = −
∫
d4x
√−γ σ
(
−CF + 1
4
AG+ 1
72
BR2 +EμνGIJ ∂μgI ∂νgJ
+ 1
6
R
(
EI∇2gI + FIJ ∂μgI ∂μgJ
)−X)
− 2
∫
d4x
√−γ ∂μσ
(
EμνWI∂νg
I + 1
6
RHI∂
μgI + Yμ
)
−
∫
d4x
√−γ∇2σ
(
1
6
RD +Z
)
, (2.4)
where the curvature terms, apart from the Ricci scalar R, are
F = CμνσρCμνσρ, G= 14μνσρ
αβγ δRμναβR
σρ
γ δ,
Eμν = Rμν − 1
2
γ μνR, (2.5)
so that G is the Euler density and Eμν is the Einstein tensor. With the normalisations in (2.4)
Cfree = 140
(
1
3
nS + nW + 4nV
)
,
Afree = 190
(
nS + 112 nW + 62nV
)
, (2.6)
for nS real scalars, nW Weyl fermions and nV vectors. The remaining terms in (2.4), X,Yμ,Z,
are independent of the curvature and involve just the local couplings gI and their derivatives.
X,Yμ,Z therefore remain on restriction to flat space and can be decomposed in the form
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2
AIJ∇2gI∇2gJ +BIJK∇2gI ∂μgJ ∂μgK + 12CIJKL∂
μgI ∂μg
J ∂νgK∂νg
L,
Yμ(g) = SIJ ∂μgI∇2gJ + TIJK∂μgI ∂νgJ ∂νgK,
Z(g) = UI∇2gI + VIJ ∂μgI ∂μgJ . (2.7)
Clearly, GIJ ,FIJ ,FIJ ,VIJ are symmetric while BIJK = BI(JK), TIJK = TI (JK) and CIJKL =
C(IJ )(KL) = C(KL)(IJ ). The notation in (2.4) and (2.7) is an adaptation of that in [10], with
suitable modifications to ensure later simplifications. GIJ ,AIJ , SIJ are covariant tensors under
a redefinition of the couplings gI → hI (g) while EI ,WI ,HI ,UI are vectors. Since ∇2gI →
∂J h
I∇2gJ + ∂J ∂KhI ∂μgJ ∂μgK , the transformation of BIJK,CIJKL under such a change in
the couplings contains additional inhomogeneous terms. If AIJ is invertible X may be written as
X = 1
2
AIJD2gID2gJ + 12 CˆIJKL∂
μgI ∂μg
J ∂νgK∂νg
L, (2.8)
where D2gI is defined by
D2gI = ∇2gI +BI JK∂μgJ ∂μgK, BI JK =
(
A−1
)IL
BLJK, (2.9)
with BI JK acting as a connection on Mg . In (2.8) CˆIJKL = CIJKL −BMIJBMKL which then
also transforms as a tensor under redefinitions of the couplings.
Defining the energy momentum tensor and local operators OI by
2
δ
δγ μν(x)
W = −√−γ (x)〈Tμν(x)〉, δ
δgI (x)
W = −√−γ (x)〈OI (x)〉, (2.10)
the result (2.4) then encodes the standard form for the trace anomaly
16π2
(
γ μν〈Tμν〉 − βI 〈OI 〉
)∣∣
∂g=0 = CF −
1
4
AG− 1
72
BR2 − 1
6
D∇2R. (2.11)
The crucial consistency conditions arise from the fact that the group of local Weyl transfor-
mations is abelian so that
[
σ ,
σ ′ ] = 0. (2.12)
Using, under Weyl rescalings of the metric as in (2.1),
δσF = −4σF, δσG = −4σG+ 8Eμν∇μ∇νσ, δσR = −2σR − 6∇2σ,
δσE
μν = −4σEμν − 2(∇μ∇ν − γ μν∇2)σ, δσ∇2 = −2σ∇2 + 2∂μσ∇μ, (2.13)
then the curvature-dependent terms arising from imposing (2.12) give the integrability condition
∂IA = GIJ βJ −LβWI , (2.14)
and relations which determine the R-dependent terms
B = EIβI −LβD, (2.15)
and
EI = −AIJ βJ −LβUI ,
FIJ = GIJ −BKIJ βK −UK∂I ∂J βK −LβVIJ ,
HI = SIJ βJ − U˜I , U˜I ≡ UI + ∂IβJUJ + VIJ βJ , (2.16)
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E˜I ≡ EI + ∂I βJEJ + FIJ βJ = LβHI . (2.17)
Further relations which constrain WI ,GIJ are
∂[IWJ ] = −S˜[IJ ], (2.18)
defining
S˜IJ ≡ SIJ + ∂J βKSIK + TIJKβK, (2.19)
and
GIJ −LβSIJ = A˜IJ ≡ AIJ + ∂IβKAKJ +BJIKβK, (2.20)
and also a consistency relation involving the derivative of GIJ which can be simplified to
Γ (G)IJK −L′βTIJK = B˜IJK ≡ BIJK + ∂IβLBLJK +CILJKβL, (2.21)
for
Γ (G)IJK = 12 (∂JGIK + ∂KGIJ − ∂IGJK), (2.22)
the Christoffel connection formed from GIJ . From (2.19) and (2.20) we may obtain
Γ (G)IJKβ
K +GIJ + ∂J βKGIK −LβS˜IJ = A˜IJ + ∂J βKA˜IK + B˜IJKβK. (2.23)
In the above relations Lβ is the Lie derivative determined by βI so that
LβWI = βJ ∂JWI + ∂IβJWJ , LβD = βJ ∂JD, (2.24)
with obvious extensions for LβSIJ ,LβVIJ , analogous to LβgIJ in (1.4) and we also define
L′βTIJK = LβTIJK + SIL∂J ∂KβL. (2.25)
The constraint (2.17) follows by combining (2.16) with (2.20). The Lie derivative preserves ten-
sorial properties under redefinitions of the couplings gI → hI (g). U˜I , E˜I , S˜IJ , A˜IJ are also
tensors. The relation for FIJ in (2.16) and also (2.21) are not manifestly invariant under such
redefinitions but covariance can be verified by combining different identities. The result for FIJ
is thus equivalent to
GIJ = (FIJ − ∂(IEJ))+
(
BKIJ − Γ (A)KIJ
)
βK +Lβ(VIJ − ∂(IUJ) −AIJ ), (2.26)
where the three terms each transform as a tensor. (2.20) determines GIJ , which is later used as a
metric on Mg , in terms of flat space results. It may be recast as
GIJ = AIJ − 12β
KDKAIJ +Lβ
(
S(IJ ) + 12AIJ
)
, (2.27)
where
DKAIJ = ∂KAIJ −BJKI −BIKJ . (2.28)
The essential variation and RG equations (1.1) and (1.2) follow directly from (2.14) for
A˜ = A+WIβI , TIJ = GIJ + ∂IWJ − ∂JWI . (2.29)
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the same form as in (2.4) for σ a constant. This freedom gives an equivalence
WI ∼ WI − ∂I a + gIJ βJ ,
HI ∼ HI + eI + ∂IβJ eJ + fIJ βJ ,
SIJ ∼ SIJ + gIJ − aIJ − ∂IβKaJK − bJIKβK,
TIJK ∼ TIJK + Γ (g)IJK − bIJK − ∂IβLbLJK − cILJKβL,
D ∼ D − b + eI βI ,
UI ∼ UI − eI − aIJ βJ ,
VIJ ∼ VIJ + gIJ − fIJ − bKIJ βK,
FIJ ∼ FIJ +LβfIJ + ∂I ∂J βKeK,
BIJK ∼ BIJK +LβbIJK + ∂J ∂KβLaIL,
CIJKL ∼ CIJKL +LβcIJKL + ∂I ∂J βMbMKL + ∂K∂LβMbMIJ , (2.30)
as well as
(A,B,C,EI ,GIJ ,AIJ )∼ (A,B,C,EI ,GIJ ,AIJ )+Lβ(a, b, c, eI , gIJ , aIJ ). (2.31)
With the definition (2.19) then from (2.30)
S˜IJ ∼ S˜IJ − ∂[I
(
gJ ]KβK
)+ gIJ + 12LβgIJ
− (δKI + ∂IβK)(δLJ + ∂J βL)aKL − 2b(IJ )KβK − 2∂(I βLbLJ)KβK. (2.32)
As a consequence of (2.30) we may set, if δJI + ∂IβJ is invertible,
S(IJ ) = TIJK = D = UI = VIJ = 0. (2.33)
To describe the RG flow of four dimensional quantum field theories it is necessary to take into
account contributions to the basic equations corresponding to relevant operators, in addition to
just the marginal operators with couplings {gI }. These may induce modifications of the consis-
tency conditions obtained above for the RG flow. We first consider vector operators. A general
analysis may be obtained by extending the global symmetry group of the kinetic terms GK to a
local symmetry by introducing background gauge fields aμ(x) ∈ gK , the Lie algebra correspond-
ing to GK , and extending all derivatives to covariant derivatives Dμ = ∂μ + aμ. The symmetry
extends to the full quantum field theory if, for any ω ∈ gK , the couplings gI and aμ transform as
δωg
I (x) = −(ωg)I (x) = −ωIJ (x)gJ (x),
δωaμ(x) = Dμω(x) = ∂μω(x)+
[
aμ(x),ω(x)
]
. (2.34)
where ωI J belongs to the appropriate representation of gK acting on the couplings {gI }. Un-
der such variations δωβI (g) = ωI J βJ (g). The corresponding covariant derivative acting on the
couplings is then
Dμg
I = ∂μgI + (aμg)I , (aμg)I = aIμJ gJ , (2.35)
with the curvature as usual
fμν = ∂μaν − ∂νaμ + [aμ, aν]. (2.36)
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ω =
∫
d4x
(
Dμω · δ
δaμ
− (ωg)I δ
δgI
)
, [
ω,
ω′ ] = 
[ω,ω′]. (2.37)
The introduction of background gauge fields aμ, so that now we take W [γμν, gI , aμ], allows
(2.10) to be extended to define local vector currents by
δ
δaμ(x)
W = −√−γ (x)〈Jμ(x)〉, Jμ ∈ gK. (2.38)
For this paper we assume manifest background gauge invariance so that

ωW = 0, (2.39)
although in general there can be anomalies which involve -tensor contributions. If present there
would be additional consistency conditions. If (2.39) holds then from the definition (2.38) the
current Jμ satisfies the conservation equation
ω ·Dμ
〈
Jμ
〉= −(ωg)I 〈OI 〉, ω ∈ gK. (2.40)
Under Weyl rescalings of the metric there are additional contributions to the functional differ-
ential operator in (2.2) involving aμ given by

σ,a =
∫
d4x
(
σρIDμg
I − ∂μσυ
) · δ
δaμ
, ρI (g), υ(g) ∈ gK, (2.41)
with · denoting an invariant scalar product on gK . Assuming (2.38) then (2.41) implies (1.5). We
assume that manifest covariance under GK is maintained so that, for all ω ∈ gK ,
[
ω,
σ ] = [
ω,
σ,a] = 0, (2.42)
which implies
(ωg)J ∂J β
I = (ωβ)I , (ωg)J ∂J ρI + ρJωJ I = [ω,ρI ], (ωg)J ∂J υ = [ω,υ], (2.43)
In this case (2.41) can be equivalently expressed as

σ,a =
∫
d4x
(
σ ρ˜IDμg
I −Dμ(συ)
) · δ
δaμ
, ρ˜I = ρI + ∂I υ, (2.44)
since, using (2.43),
Dμυ = ∂μυ + [aμ,υ] = ∂I υDμgI . (2.45)
For general quantum theories it is also necessary to consider the extra contributions arising
from operators {OM} with canonical dimension two. The associated couplings {M} are mass
terms belonging to the dual space VM . The vacuum self energy now extends to a functional
W [γμν, gI , aμ,M]. The action of gauge transformations in (2.34) now extends also to δωM(x) =
M(x)ωM(x) − ω¯M(x)M(x) for ωM, ω¯M belonging to appropriate representations of gK . There
is also a corresponding additional term in 
ω in (2.37) which requires that (2.40) is extended to
ω ·Dμ
〈
Jμ
〉= −(ωg)I 〈OI 〉 − (MωM − ω¯MM) · 〈OM 〉. (2.46)
for δ W = −√−γ 〈OM〉 and · also denoting the natural scalar product on VM × V ∗ .δM M
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the response to Weyl rescalings of the metric, besides 
σ,a , it is necessary also to include the
additional term

σ,M = −
∫
d4x
(
σ
(
(2 − γM)M + 16Rη + δID
2gI + IJDμgIDμgJ
)
+ 2∂μσθIDμgI + ∇2στ
)
· δ
δM
,
(2.47)
where η, δI , IJ = JI , θI , τ ∈ VM and γM : VM → VM . (2.42) is extended to [
ω,
σ,M ] = 0.
The requirement that
[
σ +
σ,a +
σ,M,
σ ′ +
σ ′,a +
σ ′,M ] = 0, (2.48)
imposes further consistency conditions which follow by using
(
σ +
σ,a)DμgI = ∂μσBI + σDμgJ
(
∂JB
I + (ρ˜J g)I
)+ σ(υDμg)I ,
(
σ +
σ,a)D2gI = ∇2σBI + 2∂μσDμgJΨJ I + σDμgJDμgKΩJKI
+ σ (−2D2gI +D2gJ (∂JBI + (ρ˜J g)I )+ (υD2g)I ), (2.49)
with BI the modified β-function defined in (1.7), ρ˜I as in (2.44), and
ΨJ
I = δJ I + ∂JBI + 12 (ρ˜J g)
I ,
ΩJK
I = ∂J ∂KBI + (∂(J ρ˜K)g)I + 2(ρ˜(J )I K). (2.50)
The Lie derivative defined by (2.24) is also extended to ensure that it transforms covariantly
under GK rotations so that LβWI → L˜B,ρ˜WI where
L˜B,ρ˜WI = LBWI + (ρ˜I g)JWJ . (2.51)
With these results, and Lυgυ = 0, the condition (2.48) requires
ρ˜IB
I = 0, (2.52)
and
η = δIBI − (LB − γM)τ. (2.53)
which determines η, and
ΨI
J δJ + IJBJ = (L˜B,ρ˜ − γM)θI . (2.54)
The property (2.52) ensures that the extended Lie derivative commutes with contraction with BI
so that in (2.51) BI L˜B,ρ˜WI = LB(BIWI ). Furthermore, we then, with the definitions in (2.50),
obtain[L˜B,ρ˜ ,ΨI J ]= ΩIKJBK. (2.55)
The functional differential operators in (2.41) and (2.47) are essentially arbitrary up to vari-
ations arising from purely local contributions which automatically maintain the consistency
conditions (2.52) and (2.53). Such variations can be generated by
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σ +
σ,a +
σ,M) = [D,
σ +
σ,a +
σ,M ],
δ(
σ +
σ,a +
σ,M)W =D(
σ +
σ,a +
σ,M)W, (2.56)
for any local functional differential operator D. Choosing
D =
∫
d4x rIDμgI · δ
δaμ
, rI (g) ∈ gK, (2.57)
gives
δρ˜I = (rI g)J ρ˜J − (ρ˜I g)J rJ + (∂I rJ − ∂J rI )BJ , δυ = rIBI ,
δBI = −BJ (rJ g)I , δδI = (rI g)J δJ , δθI = (rI g)J θJ ,
δIJ = (rI g)KKJ + (rJ g)KIK + (∂(I rJ )g)KδK + 2δK(r(I )KJ). (2.58)
From this it follows that δ(L˜B,ρ˜θI ) = (rI g)J L˜B,ρ˜θJ . In a similar fashion we may obtain
δη = (LB − γM)h, δτ = −h+ dIBI , δθI = ΨI J dJ + eIJBJ ,
δδI = (L˜B,ρ˜ − γM)dI , δIJ = (L˜B,ρ˜ − γM)eIJ +ΩIJKdK, (2.59)
for h,dI , eIJ ∈ VM . In consequence we may set τ = 0.
The essential equation (2.4) is modified so that
(
σ +
σ,a +
σ,M)16π2W
= −
∫
d4x
√−γ σ
(
−CF + 1
4
AG+ 1
72
BR2 +EμνGIJDμgIDνgJ
+ 1
6
R
(
EID
2gI + FIJDμgIDμgJ + I ·M
)−X)
− 2
∫
d4x
√−γ ∂μσ
(
EμνWIDνg
I + 1
6
RHID
μgI + Yμ
)
, (2.60)
where for simplicity the part involving ∇2σ is dropped since the relevant terms can be set to
zero by adding local contributions to W . In (2.60) I ∈ V ∗M and X,Y now have additional terms
involving f and M ,
X(g,a,M) = 1
2
AIJD
2gID2gJ +BIJKD2gIDμgJDμgK
+ 1
2
CIJKLD
μgIDμg
JDνgKDνg
L
+ 1
4
f μν · βf · fμν + 12M · βM ·M + f
μν · PIJDμgIDνgJ
+ JI ·MD2gI +KIJ ·MDμgIDμgJ ,
Yμ(g, a,M) = SIJDμgID2gJ + TIJKDμgIDνgJDνgK
+ f μν ·QIDνgI +LI ·MDμgI , (2.61)
for PIJ = −PJI , QI ∈ gK , JI ,KIJ = KJI , LI ∈ V ∗M .
The presence of the additional terms in (2.61), together with the extension 
σ → 
σ +
σ,a+

σ,M leads to modifications of the previous consistency conditions together with some further
necessary relations. In general βI → BI , assuming GK -covariance as in (2.43) with additionally
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etc., but there are further required changes. To avoid too much complication we focus on the
results related to the variation of A. The basic equation (2.14) becomes
∂IA = GIJBJ − L˜B,ρ˜WI . (2.63)
Taking into account

σ,afμν = σ
([υ,fμν] + (fμνg)I ρ˜I + (∂I ρ˜J − ∂J ρ˜I )DμgIDνgJ )
+ ∂μσ ρ˜IDνgI − ∂νσ ρ˜IDμgI , (2.64)
then instead of (2.18), with now S˜IJ = ΨJKSIK + TIJKBK ,
∂[IWJ ] = −S˜[IJ ] + 12 ρ˜[I ·QJ ] +L[I · θJ ]. (2.65)
There are also extra relations from terms involving fμν which give, for any ω ∈ gK ,
(ωg)IWI = −ω ·QIBI , (2.66a)
(ωg)JGIJ = −ω · L˜B,ρ˜QI − (ωg)J ρ˜J ·QI +ω · PIJBJ − 12ω · βf · ρ˜I . (2.66b)
In (2.66b) the second term on the right hand side may be naturally absorbed in a extension of
L˜B,ρ˜ [22]. From (2.66a)
(ρ˜I g)
JWJ = −ρ˜I ·QJBJ , (2.67)
so that the essential result (2.63) can still be rewritten in the succinct form (1.1)
∂I A˜ = TIJBJ , (2.68)
where A˜, TIJ are now defined, using (2.52), by an extension of (2.29) to
A˜ = A+WIBI , TIJ = GIJ + 2∂[IWJ ] + 2ρ˜[I ·QJ ]. (2.69)
Furthermore, from (2.66b), in conjunction with (2.66a),
(ωg)IGIJB
J = −ω ·BI∂I
(
QJB
J
)− (ωg)I ρ˜I ·QJBJ
= (ωg)I (BJ ∂JWI + (ρ˜I g)JWJ )+ (ωBI )WI
= (ωg)I L˜B,ρ˜WI , (2.70)
which ensures that (2.63) implies (ωg)I ∂IA = 0.
The consistency conditions also generate additional relations for the terms in (2.60), (2.61)
containing M which take the form.
I + JIBI = 0, (2.71)
and
J˜I + L˜B,ρ˜LI +LI · γM = θI · βM, J˜I ≡ ΨI J JJ +KIJBJ . (2.72)
The relation (2.20), determining GIJ , now becomes
GIJ = A˜IJ + L˜B,ρ˜SIJ − JJ · θI −LI · δJ , A˜IJ = ΨIKAKJ +BJIKBK, (2.73)
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GIJ = AIJ − 12
(
(ρ˜(I g)
KAJ)K +BKDKAIJ
)
+ L˜B,ρ˜
(
S(IJ ) + 12AIJ
)
− J(I · θJ ) −L(I · δJ ), (2.74)
with the definition of DKAIJ unchanged from (2.28). Also (2.21) becomes
Γ (G)IJK = ΨILBLJK +CILJKBL +ΩJKLSIL + L˜B,ρ˜TIJK
+ (∂I ρ˜(J − ∂(J ρ˜I ) ·QK) − ρ˜(J · PK)I −KJK · θI −LI · JK. (2.75)
The equivalence relations (2.30), (2.31) also extend to the more general case with additional
terms stemming from the presence of aμ,M . In particular the essential equation (2.68) is arbi-
trary up to the equivalence relations given by
A˜ ∼ A˜+ gIJBIBJ , GIJ ∼ GIJ + L˜β,ρgIJ = GIJ + L˜B,ρ˜gIJ ,
WI ∼ WI + gIJBJ , ω ·QI ∼ ω ·QI − gIJ (ωg)J , ω ∈ gK. (2.76)
There are also extra relations arising from local contributions to W involving fμν such as
QI ∼ QI + pIJBJ , ω · PIJ ≡ ω · PIJ +ω · L˜B,ρ˜pIJ + (ωg)Kρ˜K · pIJ ,
CILJK ∼ CILJK + (∂Lρ˜J − ∂(J ρ˜L) · pIK) + (∂I ρ˜J − ∂(J ρ˜I ) · pLK),
TIJK ∼ TIJK − ρ˜(J · pIK), pIJ = −pJI ∈ gK. (2.77)
This gives in (2.69) TIJ ∼ TIJ + 2ρ˜[I · pJ ]KBK so that TIJBJ is invariant. From local terms
containing M
JI ∼ JI + L˜B,ρ˜jI + jI · γM, LI ∼ LI −ΨI J jJ ,
EI ∼ EI + jI · η, AIJ ∼ AIJ − 2j(I · δJ ), BIJK ∼ BIJK − jI · JK,
SIJ ∼ SIJ + jJ · θI , jI ∈ V ∗M. (2.78)
For consistency with omitting ∇2σ terms in (2.60) it is necessary to impose jIBI = 0.
3. Integration of Weyl scaling
The consistency conditions obtained in the previous section are obtained as integrability con-
ditions for the response to local Weyl rescalings of the metric. Here we describe how results for
the vacuum energy functional W [γμν, gI ] for finite rescalings of the metric can be obtained.
For simplicity we focus initially on two dimensional quantum field theories. With the func-
tional differential operator 
σ given by the corresponding form to (2.2) in two dimensions the
basic equation (2.4) becomes

σ2πW =
∫
d2x
√−γ (σ (CR −GIJ ∂μgI ∂μgJ )− 2∂μσWI∂μgI ), (3.1)
for C(g),GIJ (g),WI (g) depending on the couplings gI . The consistency conditions flowing
from (2.12) are just [10]
∂IC = GIJ βJ −LβWI , (3.2)
which is essentially identical to the four dimensional result given in (2.14).
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d
dσ
gIσ = βI (gσ ), gI0 = gI , (3.3)
where such running couplings depending on σ(x) were discussed in [14]. With this definition
(3.1) directly implies, for arbitrary δσ (x),
δσ2πW
[
e2σ γμν, g
I
σ
]
=
∫
d2x
√−γ (δσ (C(gσ )(R − 2∇2σ )−GIJ (gσ )∂μgIσ ∂μgJσ )
− 2∂μσWI (gσ )∂μgIσ
)
, (3.4)
where on the right hand side the dependence on σ is explicit. To integrate this we first define
C˘(σ ) by
d
dσ
C˘(σ )= C(gσ ), C˘(0) = 0, (3.5)
and then (3.4), using (3.2) with the condition GIJ = GJI , gives
δσ
(
2πW
[
e2σ γμν, g
I
σ
]− ∫ d2x√−γ (C˘(σ )R + (C(gσ )−WI(gσ )βI (gσ ))∂μσ∂μσ )
)
= −
∫
d2x
√−γ δσGIJ (gσ )∂¯μgIσ ∂¯μgJσ
− 2
∫
d2x
√−γ (∂μδσWI (gσ )+ δσ∂μσLβWI (gσ ))∂¯μgIσ , (3.6)
where we define
∂¯μg
I
σ = ∂μgIσ − βI (gσ )∂μσ. (3.7)
Noting that
δσ ∂¯μg
I
σ = δσ∂J βI (gσ )∂¯μgJσ , (3.8)
does not involve ∂μδσ and defining G˘IJ (σ ) by the solution to the differential equation
d
dσ
G˘IJ (σ )+ ∂IβK(gσ )G˘KJ (σ )+ ∂J βK(gσ )G˘IK(σ ) = GIJ (gσ ),
G˘IJ (0) = 0, (3.9)
then we may finally obtain
2π
(
W
[
e2σ γμν, g
I
σ
]−W [γμν, gI ])= ∫ d2x√−γW, (3.10)
where
W = C˘(σ )R + C˜(gσ )∂μσ∂μσ − G˘IJ (σ )∂¯μgIσ ∂¯μgJσ − 2WI(gσ )∂μgIσ ∂μσ, (3.11)
for C˜ = C +WIβI .
The differential equations (3.5) and (3.9) may be formally solved as an expansion in σ , noting
that f (gσ ) = exp(σLβ)f (g), in the form
440 I. Jack, H. Osborn / Nuclear Physics B 883 (2014) 425–500C˘(σ ) = (exp(σLβ)− 1)L−1β C(g), G˘IJ (σ ) = (exp(σLβ)− 1)L−1β GIJ (g), (3.12)
which gives rise to results corresponding to those in [22]. The behaviour for large σ is less
apparent in this expression.
The result (3.10) with (3.11) provides an interpolation of the anomalous contributions to the
self energy functional W between UV fixed points as σ → ∞ and IR fixed points as σ → −∞
assuming gIσ is on a RG trajectory linking to fixed points satisfying βI (g∗) = 0. If this holds
then asymptotically C˘(σ ) ∼ C(g∗)σ and if the fixed point is a surface Mg∗ in the space of
couplings, corresponding to exactly marginal operators, then on Mg∗ ∂IC(g∗) = 0 since then
∂I β
J (g∗) = 0.
It is also of interest to rewrite (3.10) to determine the response to just a Weyl rescaling of the
metric which can be achieved by letting γμν → e−2σ γμν . Apart from anomalous terms arising
from W the Weyl rescaling is realised by introducing the running couplings gIσ since (3.10) and
(3.11) give
2π
(
W
[
e−2σ γμν, gI
]−W [γμν, gIσ ])=
∫
d2x
√−γW ′, W ′ = 2∂μσ∂μC˘ −W . (3.13)
To complete this result it is necessary to determine ∂μC˘. In general C˘(σ ), determined by (3.5),
depends also the initial gI . It is convenient to let gI → gIσ , C˘ = C˘(σ, gσ ) and then ddσ = ∂∂σ +
βI (gσ )∂I . Hence ∂μC˘ = ∂∂σ C˘∂μσ + ∂I C˘∂μgIσ = C(gσ )∂μσ + ∂I C˘∂¯μgIσ . From (3.5), (3.9) with(3.2) we may obtain
d
dσ
(
∂I C˘(σ )− G˘IJ (σ )βJ (gσ )+WI(gσ )
)
+ ∂IβK(gσ )
(
∂KC˘(σ )− G˘KJ (σ )βJ (gσ )+WK(gσ )
)= 0. (3.14)
This has the solution, with the necessary boundary conditions at σ = 0,
∂I C˘(σ )− G˘IJ (σ )βJ (gσ )+WI(gσ ) = W˘I (σ ) (3.15)
so long as
d
dσ
W˘I (σ )+ ∂I βJ (gσ )W˘J (σ )= 0, W˘I (0) = WI(g). (3.16)
It is easy to check that W˘I (σ )∂¯μgIσ = WI(g)∂μgI , W˘I (σ )βI (gσ ) = WI(g)βI (g). With these
results (3.15) gives, since ∂μ = ∂μσ ddσ + ∂¯μgIσ ∂I ,
∂μC˘(σ )= C(gσ )∂μσ −WI(gσ )∂¯μgIσ + G˘IJ (σ )∂¯μgIσ βJ +WI(g)∂μgI . (3.17)
Subject to (3.17), (3.10) and (3.11) then entails in (3.13)
W ′ = −C˘(σ )R + C˜(g)∂μσ∂μσ + G˘IJ (σ )∂μgIσ ∂μgJσ + 2WI(g)∂μgI ∂μσ, (3.18)
where the result has been simplified by using
C˜(gσ )− C˜(g) = G˘IJ (σ )βI (gσ )βJ (gσ )=
σ∫
0
dt GIJ (gt )βI (gt )βJ (gt ). (3.19)
This follows from βI ∂I C˜ = GIJ βIβJ which may be integrated, with the definition (3.9), to give
(3.19). Assuming GIJ (g′)βI (g′)βJ (g′) > 0 for all g′ I ∈ (gI , gIσ ) then from (3.19) C˜(gσ ) <
C˜(g) for σ < 0.
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we impose D = UI = VIJ = 0, as in (2.33), although SIJ , TIJK are not restricted initially. The
integrability conditions (2.15) and (2.16) then become
B = EIβI , EI = −AIJ βJ , FIJ = GIJ −BKIJ βK, HI = SIJ βJ . (3.20)
(2.13) extends to finite Weyl rescalings of the metric to give in four dimensions
Fσ = e−4σF,
Gσ = e−4σ
(
G+ 8Eμν∇μ∇νσ
− 4∇2(∂μσ∂μσ )+ 8∇μ(∂μσ∇2σ )+ 8∇μ(∂μσ∂νσ∂νσ )),
Eμνσ = e−4σ
(
Eμν − 2(∇μ∇ν − γ μν∇2)σ + 2∂μσ∂νσ + γ μν∂λσ∂λσ ),
Rσ = e−2σ
(
R − 6∇2σ − 6∂μσ∂μσ
)
, ∇2σ = e−2σ
(∇2 + 2∂μσ∂μ). (3.21)
It is also important in this case to extend (3.7) defining

gIσ = ∇2gIσ − βI (gσ )∇2σ − 2∂J βI (gσ )∂μgJσ ∂μσ + βJ (gσ )∂J βI (gσ )∂μσ∂μσ, (3.22)
such that, analogous to (3.8),
δσ
g
I
σ = δσ∂J βI (gσ )
gJσ + δσ∂J ∂KβI (gσ )∂¯μgJσ ∂¯μgKσ , (3.23)
and for gI → hI , 
gIσ → ∂J hI
gJσ + ∂J ∂KhI ∂¯μgJσ ∂¯μgKσ .
Using (2.4) it follows that the local anomalous response to Weyl rescaling can be written as
δσ16π2W
[
e2σ γμν, g
I
σ
]= ∫ d4x√−γA, (3.24)
where A is determined by (2.4) in conjunction with (3.21). Even with (2.33) the general form is
lengthy. Only the final expression is of possible interest but we include below some intermediate
steps in case of any desire to verify the calculational details. For the curvature dependent terms,
using (2.14), (2.17) as well as B = EIβI ,
Acurvature
= δσ
(
C(gσ )F − 14A(gσ )G−
1
72
EI (gσ )β
I (gσ )R
2 −EμνGIJ (gσ )∂¯μgIσ ∂¯νgJσ
)
+Eμνδσ
((
A(gσ )−WI(gσ )βI (gσ )
)
∂μσ∂νσ − 2WI(gσ )∂¯μgIσ ∂νσ
)
− 1
6
Rδσ
(
HI (gσ )
(
2∂¯μgIσ ∂μσ + βI (gσ )∂μσ∂μσ
))
− 1
6
Rδσ
(
EI (gσ )
g
I
σ + FIJ (gσ )∂¯μgIσ ∂¯μgJσ
)
. (3.25)
There are also contributions which remain on flat space and are independent of ∂¯gσ
AA = δσ
(
A(gσ )
(
∇2σ + 1
2
∂μσ∂μσ
)
∂νσ∂νσ
)
+ δσ∂IA(gσ )
(∇2gIσ + 2∂μgIσ ∂μσ (∇2σ + ∂νσ∂μσ ))
+ δσ∂I ∂JA(gσ )∂μgIσ ∂μgIσ − δσLβA(gσ )
(
∇2σ + 1
2
∂νσ∂μσ
)
∂νσ∂νσ
+ 2∂μδσ∂IA(gσ )∂μgI ∂νσ∂νσ. (3.26)σ
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non-trivial fashion. From the R-dependent terms
AEFH = δσ
(
EI (gσ )
(

gIσ +
1
2
βI (gσ )
(∇2σ + ∂μσ∂μσ )
)
+ FIJ (gσ )∂¯μgIσ ∂¯μgJσ
+LβHI (gσ )
(
2∂¯μgIσ ∂μσ + βI (gσ )∂μσ∂μσ
))(∇2σ + ∂νσ∂νσ )
+ 2∂μδσHI (gσ )
(
∂¯μgIσ + βI (gσ )∂μσ
)(∇2σ + ∂νσ∂νσ ). (3.27)
For the terms involving WI , including those arising from A using (2.14) in (3.26),
AW = −δσ
(
WI(gσ )
(

gIσ ∂
νσ∂νσ + 2∂¯μgIσ ∂μσ
(∇2σ + ∂νσ∂νσ ))
+ ∂JWI (gσ )∂¯μgIσ ∂¯μgJσ ∂νσ∂νσ +WI(gσ )βI (gσ )
(
2∇2σ + 3
2
∂μσ∂μσ
)
∂νσ∂νσ
+ 2∂[IWJ ](gσ )∂¯μgIσ βJ (gσ )∂μσ∂νσ∂νσ
+LβWI (gσ )
(
2∂¯μgIσ + βI (gσ )∂μσ
)
∂μσ∂
νσ∂νσ
)
− 4∂μδσ∂[IWJ ](gσ )
(
∂¯μgIσ ∂¯
νgJσ + βI (gσ )∂μσ ∂¯νgJσ +
1
2
∂¯μgIσ β
J (gσ )∂
νσ
)
∂νσ.
(3.28)
In a similar fashion the corresponding contributions containing GIJ , including contributions
from FIJ in (3.27) and from (3.26) with (2.14) may be written, noting that ∂(I βKGJ)K +
Γ(IJ )Kβ
K = 12LβGIJ , as
AG = −δσ
(
GIJ (gσ )
(
∂¯μgIσ ∂¯
νgJσ ∂μσ∂νσ −
1
2
∂¯μgIσ ∂¯μg
J
σ ∂
νσ∂νσ
)
− 1
4
GIJ (gσ )β
I (gσ )β
J (gσ )∂
μσ∂μσ∂
νσ∂νσ
)
− δσ (GIJ (gσ )(
gJσ + βJ (gσ )(∇2σ + ∂μσ∂μσ ))+ Γ (G)IJK(gσ )∂¯μgJσ ∂¯μgKσ )
× (2∂¯νgIσ ∂νσ + βI (gσ )∂νσ∂νσ )
− δσ 1
2
(
GIJ (gσ )+ ∂J βK(gσ )GIK(gσ )+ Γ (G)IJK(gσ )βJ (gσ )
)
× (2∂¯μgIσ ∂μσ + βI (gσ )∂μσ∂μσ )(2∂¯νgJσ ∂νσ + βJ (gσ )∂νσ∂νσ ). (3.29)
For the corresponding result containing SIJ , TIJK we include also the terms arising from HI in
(3.27) and from ∂[IWJ ] in (3.28). Using (2.18) we obtain, with S˜IJ given by (2.19),
AS = −δσ
((
SIJ (gσ )
g
J
σ + TIJK(gσ )∂¯μgJσ ∂¯μgKσ
)(
2∂¯νgIσ ∂νσ + βI (gσ )∂νσ∂νσ
)
+ 1
2
S˜IJ (gσ )
(
2∂¯μgIσ ∂μσ + βI (gσ )∂μσ∂μσ
)(
2∂¯νgJσ ∂νσ + βJ (gσ )∂νσ∂νσ
))
+ δσ (LβSIJ (gσ )(
gJσ + βJ (gσ )(∇2σ + ∂μσ∂μσ ))+L′βTIJK(gσ )∂¯μgJσ ∂¯μgKσ )
× (2∂¯μgI ∂μσ + βI (gσ )∂μσ∂μσ )σ
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2
LβS˜IJ (gσ )
(
2∂¯μgIσ ∂μσ + βI (gσ )∂μσ∂μσ
)
× (2∂¯νgJσ ∂νσ + βJ (gσ )∂νσ∂νσ ). (3.30)
The expressions (3.29) and (3.30) combine so that we may use (2.20) and (2.21) and also (2.23)
so that the remaining terms, with the results in (3.27) applying (3.20), become
AABC = δσ
(
1
2
AIJ (gσ )
g
I
σ
g
J
σ +BIJK(gσ )
gIσ ∂¯μgJσ ∂¯μgKσ
+ 1
2
CIJKL(gσ )∂¯
μgIσ ∂¯μg
J
σ ∂¯
νgKσ ∂¯νg
L
σ
)
.
(3.31)
With these results it is then possible to extend (3.10) to four dimensions in the form
16π2
(
W
[
e2σ γμν, g
I
σ
]−W [γμν, gI ])= ∫ d4x√−γW, (3.32)
with W a local function expressible as sum of contributions W1,W2,W3. The curva-
ture-dependent terms are contained in
W1 = C˘(σ )F − 14 A˘(σ )G
+ A˜(gσ )
(
Eμν∂μσ∂νσ + ∇2σ∂μσ∂μσ + 12∂
μσ∂μσ∂
νσ∂νσ
)
− G˘IJ (σ )
(
Eμν + γ μν 1
6
R
)
∂¯μg
I
σ ∂¯νg
J
σ − 2WI(gσ )Eμν∂μgIσ ∂νσ, (3.33)
where C˘(σ ), A˘(σ ) are defined analogously to (3.5) and G˘IJ (σ ) is again given by (3.9). (3.33)
is an evident extension of the two dimensional result in (3.11) with γ μν → Eμν . The additional
terms involving G,W , after some simplification, are given by
W2 = −14GIJ (gσ )
(
2∂μgIσ ∂μσ − βI (gσ )∂μσ∂μσ
)(
2∂νgJσ ∂νσ − βJ (gσ )∂νσ∂νσ
)
+ 1
2
GIJ (gσ )∂
μgIσ ∂μg
J
σ ∂
νσ∂νσ
− (WI(gσ )∇2gIσ + ∂IWJ (gσ )∂μgIσ ∂μgJσ )∂νσ∂νσ
− 2WI(gσ )∂μgIσ ∂μσ
(∇2σ + ∂νσ∂νσ ). (3.34)
The remaining contributions to W imposing, by a choice of aIJ in (2.32),
S˜(IJ )(g) = 0, (3.35)
then reduce to
W3 = −
(
SIJ (gσ )
(
∇2gJσ + 2∂μgJσ ∂μσ +
(
1
6
R − ∇2σ − ∂μσ∂μσ
)
βI (gσ )
)
+ TIJK(gσ )∂μgJσ ∂μgKσ
)(
2∂νgIσ ∂νσ − βI (gσ )∂νσ∂νσ
)
+ 1
2
A˘IJ (σ )
ˆg
I
σ 
ˆg
J
σ + B˘IJK(σ )
ˆgIσ ∂¯μgJσ ∂¯μgKσ
+ 1 C˘IJKL(σ )∂¯μgIσ ∂¯μgJσ ∂¯νgKσ ∂¯νgLσ . (3.36)2
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gσ ,

ˆgIσ = 
gIσ + βI (gσ )
1
6
R, (3.37)
which satisfies the corresponding equation to (3.23).
In (3.36) A˘IJ (σ ) is defined similarly to G˘IJ (σ ) in (3.9) while B˘IJK(σ ) is determined by
d
dσ
B˘IJK(σ )+ ∂IβL(gσ )B˘LJK(σ )+ ∂J βL(gσ )B˘ILK(σ )
+ ∂KβL(gσ )B˘IJL(σ )+ ∂J ∂KβL(gσ )A˘IL(σ )= BIJK(gσ ), B˘IJK(0) = 0, (3.38)
with a corresponding equation for C˘IJKL(σ ). Just as in (3.12) there is a formal solution
B˘IJK(σ ) =
(
exp(σLβ)− 1
)L−1β (BIJK(g)− ∂J ∂KβL(g)L−1β AIL(g))
+ (exp(σLβ)− 1)L−1β (∂J ∂KβL(g))L−1β AIL(g). (3.39)
By obtaining analogous equations to (3.14) the relations (2.20) and (2.21) imply
G˘IJ (σ )− SIJ (gσ )+ S˘IJ (σ )= ΨIK(gσ )A˘KJ (σ )+ B˘J IK(σ )βK(gσ ),
Γ˘IJK(σ )− TIJK(gσ )+ T˘IJK(σ ) = ΨIL(gσ )B˘LJK(σ )+ C˘ILJK(σ )βL(gσ ), (3.40)
with S˘IJ , T˘IJK defined similarly to W˘I in (3.16) and for ΨI J (g) = δJI + ∂IβJ (g). Γ˘IJK satisfies
(3.38) with B˘IJK → Γ˘IJK , BIJK → Γ (G)IJK and A˘IL → G˘IL and as a consequence
Γ˘IJK = Γ (G˘)IJK, (3.41)
with Γ (G˘) defined in terms of G˘IJ as in (2.22). As a consequence of (3.35) we have from (3.40)
G˘IJ (σ )+ 12LβG˘IJ (σ ) = ΨI
K(gσ )ΨJ
L(gσ )A˘KL(σ )
+ΨIL(gσ )B˘LJK(σ )βK(gσ )+ΨJL(gσ )B˘LIK(σ )βK(gσ )
+ C˘ILJK(σ )βK(gσ )βL(gσ ). (3.42)
Applying (3.40) in (3.34) we may use(
S˘IJ (σ )
g
J
σ + T˘IJK(σ )∂¯μgJσ ∂¯μgKσ
)
∂¯νg
I
σ =
(
SIJ (g)∇2gJ + TIJK(g)∂μgJ ∂μgK
)
∂νg
I ,
S˘IJ (σ )∂¯νg
I
σ β
J (gσ )= SIJ (g)∂νgIβJ (g), (3.43)
and similarly for ∂¯νgIσ → βI (gσ ). By applying ∂∂σ to (3.9) so that it becomes a homogeneous
equation, we may obtain
LβG˘IJ (σ )∂¯μgIσ ∂¯μgJσ = GIJ (gσ )∂¯μgIσ ∂¯μgJσ −GIJ (g)∂μgI ∂μgJ , (3.44)
and also, as in (3.19),
A˜(gσ )− A˜(g) = G˘IJ (σ )βI (gσ )βJ (gσ ). (3.45)
Starting from (3.32), with (3.33), (3.34), (3.36), and letting γμν → e−2σ γμν then, similarly to
(3.13),
16π2
(
W
[
e−2σ γμν, gI
]−W [γμν, gIσ ])=
∫
d4x
√−γW ′, (3.46)
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smoothly, W ′ determines the dependence on σ in the neighbourhood of the fixed point.
To determine W ′ we use (3.21) for σ → −σ and the corresponding equation to (3.17) and
discard total derivatives as appropriate. Writing W ′ =W ′1 +W ′2 +W ′3 the result, using (3.40),
(3.42), (3.43), (3.44), (3.45), is
W ′1 = −C˘(σ )F +
1
4
A˘(σ )G
+ A˜(g)
(
Eμν∂μσ∂νσ − ∇2σ∂μσ∂μσ + 12∂
μσ∂μσ∂
νσ∂νσ
)
+ G˘IJ (σ )
(
Eμν + γ μν 1
6
R
)
∂μg
I
σ ∂νg
J
σ + 2WI(g)Eμν∂μgI ∂νσ, (3.47)
and
W ′2 = −
1
4
GIJ (g)
(
2∂μgI ∂μσ + βI (g)∂μσ∂μσ
)(
2∂νgJ ∂νσ + βJ (g)∂νσ∂νσ
)
+ 1
2
GIJ (g)∂
μgI ∂μg
J ∂νσ∂νσ
− (WI(g)∇2gI + ∂IWJ (g)∂μgI ∂μgJ )∂νσ∂νσ
− 2WI(g)∂μgI ∂μσ
(∇2σ − ∂νσ∂νσ ), (3.48)
and
W ′3 =
(
SIJ (g)
(
∇2gJ − 2∂μgJ ∂μσ +
(
1
6
R + ∇2σ − ∂μσ∂μσ
)
βJ (g)
)
+ TIJK(g)∂μgJ ∂μgK
)(
2∂νgI ∂νσ + βI (g)∂νσ∂νσ
)
− 1
2
A˘IJ (σ )
(
∇2gIσ +
1
6
RβI (gσ )
)(
∇2gJσ +
1
6
RβJ (gσ )
)
− B˘IJK(σ )
(
∇2gIσ +
1
6
RβI (gσ )
)
∂μgJσ ∂μg
K
σ
− 1
2
C˘IJKL(σ )∂
μgIσ ∂μg
J
σ ∂
νgKσ ∂νg
L
σ . (3.49)
W ′1,W ′2,W ′3 may also be obtained from W1,W2,W3 by letting gσ → g and then σ → −σ . The
contributions involving G˘IJ , as well as A˘IJ , B˘IJK, C˘IJKL depend on the RG trajectory linking
g and gσ , for variations arising from (2.30), (2.31) the associated freedom becomes a difference
of contributions from the end points of the RG flow.
These expressions simplify if we assume that the x-dependence in gσ arises only from σ ,
so that in solving (3.3) gI is a constant. In this case we may take ∂μgIσ = βI (gσ )∂μσ , ∇2gIσ +
1
6Rβ
I (gσ )= βI (gσ ) 16 R˘ +ΨJ I (gσ )βJ (gσ )∂μσ∂μσ for 16 R˘ = 16R + ∇2σ − ∂μσ∂μσ and then
W ′ = −C˘(σ )F + 1
4
A˘(σ )G
+ A˜(gσ )
(
Eμν∂μσ∂νσ − ∇2σ∂μσ∂μσ + 1∂μσ∂μσ∂νσ∂νσ
)
2
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4
GIJ (gσ )β
I (gσ )β
J (gσ )∂
μσ∂μσ∂
νσ∂νσ
+ 1
6
R˘SIJ (gσ )β
I (gσ )β
J (gσ )∂
μσ∂μσ
− 1
2
(
1
6
R˘
)2
A˘IJ (σ )β
I (gσ )β
J (gσ ). (3.50)
Of course at a fixed point with a vanishing beta function this coincides with the result used in [7]
for σ → τ and a similar expression was obtained in [22].
Although lengthy, and tedious to obtain, the extended result (3.46), with (3.47), (3.48), (3.49),
is still relatively simple and potentially allows for the analysis of dilaton couplings away from
conformal fixed points.1 Setting the curvature terms to zero and σ → τ (3.47) becomes part of
the Lagrangian determining couplings of scalar fields OI to the dilaton τ in the dilaton effective
action. The results used in [6] and [7] depend also on imposing additional boundary conditions
whose generalisation is less apparent.
4. Broken conformal symmetry
The results obtained in Section 2 depend on extending the quantum field theory to a curved
space background. In this section we show how a subset of the consistency relation equations
can be defined by restricting to flat space and considering broken conformal symmetry. These are
1 If all β terms are set to zero in (2.4) and the various conditions for integrability are implemented along with (2.33)
then (2.4) becomes

σ 16π2W =
∫
d4x
√−γ σ
(
CF − 1
4
AG+ 1
2
GIJ
(
D2gID2gJ − 2
(
Eμν + 1
6
Rγμν
)
∂μg
I ∂νg
J
)
+ 1
2
CˆIJKL∂
μgI ∂μg
J ∂νgK∂νg
L
)
− 2
∫
d4x
√−γ ∂μσ
(
EμνWI ∂νg
I − ∂[IWJ ]∂μgI∇2gJ
)
,
where D2gI is defined as in (2.9) with AIJ → GIJ , BIJK → Γ (G)IJK and we must also impose ∂IA = 0. This may
be integrated straightforwardly to give 16π2(W [e2σ γμν ] −W [γμν ]) =
∫
d4x
√−γWFP where
WFP = σ
(
CF − 1
4
AG+ 1
2
GIJ
(
D2gID2gJ − 2
(
Eμν + 1
6
Rγμν
)
∂μg
I ∂νg
J
)
+ 1
2
CˆIJKL∂
μgI ∂μg
J ∂νgK∂νg
L
)
+A
(
Eμν∂μσ∂νσ + ∇2σ∂μσ∂μσ + 12 ∂
μσ∂μσ∂
νσ∂νσ
)
−GIJ
(
∂μgI ∂νgJ ∂μσ∂νσ − 12 ∂
μgI ∂μg
J ∂νσ∂νσ
)
− 2WIEμν∂μgI ∂νσ + 2∂[IWJ ]∂μgI∇2gJ ∂μσ
− 2WI ∂μgI ∂μσ
(∇2σ + ∂νσ∂νσ )− (WI∇2gI + ∂IWJ ∂μgI ∂μgJ )∂νσ∂νσ.
This result is relevant at a fixed point when {gI } are the couplings for exactly marginal operators and so parameterise the
moduli space. The terms proportional to GIJ can be expressed in terms of the Riegert operator, a conformally covariant
4th order differential operator acting on dimensionless scalars. On the moduli space A is constant, whereas C may vary,
and we expect, since (ωg)IWI = 0, WI = ∂I f for some scalar f , and so by virtue of the freedom in (2.30) we may then
set WI = 0.
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the conformal group.
In general quantum field theories on curved space, within appropriate regularisation schemes,
are invariant under diffeomorphisms. This may be expressed, for arbitrary smooth vμ(x), as∫
d4x
(
Lvγμν δ
δγμν
+ vμ∂μgI δ
δgI
)
W = 0, (4.1)
where
Lvγμν = ∇μvν + ∇νvμ. (4.2)
Conformal Killing vectors satisfy
∇μvν + ∇νvμ = 2σvγμν, (4.3)
and for any such conformal Killing vector acting on W we may take from (4.1) and (2.2)

σv →
v =
∫
d4x
(−vμ∂μgI + σvβI ) δ
δgI
. (4.4)
Defining the commutator of two diffeomorphisms by[
v, v′
]μ = vν∂νv′μ − v′ ν∂νvμ, (4.5)
(4.3) implies
vμ∂μσv′ − v′μ∂μσv = σ[v,v′]. (4.6)
It is then easy to verify that, from the definition (4.4),
[
v,
v′ ] = 
[v,v′]. (4.7)
On flat space the solutions of (4.3), for ∇μ → ∂μ, γμν → ημν , are of course the usual confor-
mal Killing vectors
vμ(x) = aμ +ωμνxν + λxμ + bμx2 − 2xνbνxμ, σv(x) = λ− 2xμbμ, (4.8)
for ωμν = −ωνμ. Combining (4.1) with (2.4) gives a condition on the flat space vacuum energy
functional W [gI ] which reduces, since ∂2σv = 0, to

v16π2W =
∫
d4x
(
σvX − 2∂μσvYμ
)
, (4.9)
for X(g),Yμ(g) given by (2.7), albeit ∇2 → ∂2. In Yμ, since S(IJ )∂μgI ∂2gJ =
S(IJ )(∂
ν(∂μgI ∂νg
J ) − 12∂μ(∂νgI ∂νgJ )) and ∂ν∂μσv = 0, the symmetric part of SIJ may be
dropped. (4.9) expresses broken conformal symmetry,2 valid so long as the couplings are local
functions of x.
Linear conditions on correlation functions for the operators OI , which reduce to standard RG
equations for vμ(x) = λxμ and gI constant, can be obtained from[

v,
δ
δgI (x)
]
= −vμ(x)∂μ δ
δgI (x)
− σv(x)
(
dδJI + ∂IβJ
(
g(x)
)) δ
δgJ (x)
, (4.10)
2 Broken conformal Ward identities were first discussed at the same time as the usual RG equations [23] but in [24]
‘appear to be useless’. For other approaches see [25].
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16π2
(

v〈OI 〉 + 4σv〈OI 〉 + σv∂IβJ 〈OJ 〉 + vμ∂μ〈OI 〉
)=AI , (4.11)
for
AI = − δ
δgI
∫
d4x
(
σvX − 2∂μσvYμ
)
. (4.12)
To impose (4.7) making use of (4.6) we note that

v
∫
d4x
(
σv′X − 2∂μσv′Yμ
)−
v′ ∫ d4x(σvX − 2∂μσvYμ)
=
∫
d4x
(
σ[v,v′]X − 2∂μσ[v,v′]Yμ
)+ ∫ d4x(2kμKμ + 4lμνLμν),
kμ = σv′∂μσv − σv∂μσv′, lμν = ∂μσv′∂νσv − ∂μσv∂νσv′ = 8b′[μbν], (4.13)
for
Kμ = (AIJ + ∂IβKAJK +BJIKβK +LβSIJ )∂μgI ∂2gJ
+ (BIJK + ∂I βLBLJK +CILJKβL + SIL∂J ∂KβL +LβTIJK)∂μgI ∂νgJ ∂νgK,
Lμν = −(S[IJ ] − ∂[I βKSJ ]K + T[IJ ]KβK)∂μgI ∂νgJ . (4.14)
Hence (4.7) is satisfied, assuming (4.9), if the terms involving Kμ and Lμν in (4.13) vanish. As
σv is just linear in x the conditions in this case do not require either Kμ or Lμν to be zero. For
the term involving lμν , since this is a constant, it is necessary and sufficient only that Lμν is a
total derivative so that we require
Lμν = ∂ [μ(WI∂ν]gI ), (4.15)
for some WI , which is then equivalent to the result (2.18) for ∂[IWJ ] and hence WI is determined
in terms of SIJ , TIJK up to the freedom WI ∼ WI − ∂I a. For the term containing kμ in (4.13)
then since
∂(νkμ) = 0, (4.16)
it is sufficient to require
Kμ = ∂ν
(
GIJ ∂
μgI ∂νgJ
)− 1
2
∂μ
(
GIJ ∂
νgI ∂νg
J
)
, GIJ = GJI , (4.17)
choosing the relative coefficients to match the form of Kμ in (4.14). Combining (4.14) and (4.17)
is equivalent to (2.20) and (2.21) with the definition (2.22).
Although restricting to broken conformal symmetry on flat space does not directly deter-
mine A, which plays the role of a c-function, the relations defining WI and GIJ are sufficient to
reconstruct the critical result (2.14). Using (2.20) and (2.21)
∂[I
(
GJ ]KβK
)
= ∂[I βKGJ ]K − Γ (G)[IJ ]KβK
= ∂[I βKAJ ]K −B[IJ ]KβK + ∂[I βKLβSJ ]K − S[IL∂J ]∂KβLβK −LβT[IJ ]KβK
= G[IJ ] −A[IJ ] −Lβ
(
S[IJ ] + T[IJ ]KβK
)+ ∂[I βKLβSJ ]K − S[IL∂J ]∂KβLβK
= Lβ(∂[IWJ ]) = ∂[ILβWJ ], (4.18)
I. Jack, H. Osborn / Nuclear Physics B 883 (2014) 425–500 449using (2.18) and G[IJ ] = A[IJ ] = 0. (4.18) is the necessary condition for the integrability of
(2.14) so that A may be calculated in terms of the flat space quantities AIJ ,BIJK,SIJ , TIJK up
to a g-independent constant.
If in (4.14)

SIJ = gIJ , 
TIJK = Γ (g)IJK, (4.19)
then

Kμ = LβgIJ ∂μgI ∂2gJ +
(
∂KLβgIJ − 12∂ILβgJK
)
∂μgI ∂νgJ ∂νg
K,

Lμν = ∂[I
(
gJ ]KβK
)
∂μgI ∂νgJ , (4.20)
and it is easy to see that this implies

GIJ = LβgIJ , 
WI = gIJ βJ , (4.21)
in accord with (2.30) and (2.31).
At a fixed point, assuming
∂I β
J
∣∣
g=g∗ = −(4 −
I )δJI , (4.22)
then with (2.10) the identity (4.9) requires, by considering δ
δgI (x)
δ
δgJ (y)
and then restricting to
constant couplings,(
vμ(x)∂μx +
Iσv(x)+ vμ(y)∂μy +
Jσv(y)
)〈OI (x)OJ (y)〉
= 1
16π2
AIJ ∂
2
x ∂
2
y
(
σv(x)δ
4(x − y)). (4.23)
There is a potential term involving SIJ but this cancels for SIJ = −SJI . The conformal identity
(4.23) has a solution only for 
I = 
J = 
 when〈OI (x)OJ (y)〉= CIJ
((x − y)2)
 −
1
16π2
AIJ
2(4 −
)∂
2
x ∂
2
y δ
4(x − y)
= 1

− 4
(
∂2
)3( CIJ
64(
− 3)2(
− 2)2(
− 1)
1
((x − y)2)
−3
− AIJ
2(8π2)2
1
(x − y)2
)
.
(4.24)
For this to be well defined for x ≈ y we must have (2π2)2CIJ = 24AIJ + O(
− 4).
With the definition (2.11) and restricting to flat space then 〈T μν〉 satisfies
∂μ
〈
T μν
〉+ ∂νgI 〈OI 〉 = 0, (4.25a)
16π2
(
ημν
〈
T μν
〉− βI 〈OI 〉)= X + 2∂μYμ, (4.25b)
and also, with 
v as in (4.4), a corresponding broken conformal identity
16π2
(

v
〈
T μν
〉+ 6σv〈T μν 〉+Lv 〈T μν 〉)=Aμν,
Lv
〈
T μν
〉= vρ∂ρ 〈T μν 〉− ∂ρvμ〈T ρν 〉− ∂ρvν 〈T μρ 〉, (4.26)
where
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δγμν
∫
d4x
√−γ (σX − 2∂ασYα)∣∣∣
γμν→ημν,σ→σv
+ 1
3
(
ημν∂2 − ∂μ∂ν)(σv(EI∂2gI + FIJ ∂αgI ∂αgJ )+ 2∂ασvHI ∂αgI )
+Dμνσρ(σvGIJ ∂σ gI ∂ρgJ + 2∂σ σvWI ∂ρgI ), (4.27)
with Dμνσρ defined so that
Dμνσρfσρ = ∂2f μν + ημν∂σ ∂ρfσρ − 2∂(μ∂σ f ν)σ +
(
∂μ∂ν − ημν∂2)ησρfσρ, (4.28)
for any fσρ = fρσ .
The form for Aμν in (4.26) is constrained by (4.25a), (4.25b) in conjunction with (4.11).
Using ∂μ(Lv + 6σv)T μν = (Lv + 6σv)∂μT μν + ∂νσvησρT σρ we may obtain from (4.25a)
∂μAμν + ∂νgIAI = ∂νσv
(
X + 2∂μYμ
)
, (4.29)
and from ημν(Lv + 6σv)T μν = (vρ∂ρ + 4σv)ημνT μν from (4.25b)
ημνAμν − βIAI =
(

v + 4σv + vμ∂μ
)(
X + 2∂νY ν
)
. (4.30)
(4.30) constrains the additional derivative terms in (4.27) as it reduces to
∂2
(
σv
(
EI∂
2gI + FIJ ∂μgI ∂μgJ
)+ 2∂μσvHI ∂μgI )
− 2(ημν∂2 − ∂μ∂ν)(σvGIJ ∂μgI ∂νgJ + 2∂μσvWI∂νgI )
= −∂2(σv(AIJ ∂2gIβJ +BKIJ ∂μgI ∂μgJ βK)− 2∂μσvSIJ ∂μgIβJ )
+ 8∂μ
(
∂νσvS˜[IJ ]∂μgI ∂νgJ
)
+ 2(∂μσv + (∂μσv))((A˜IJ +LβSIJ )∂μgI ∂2gJ
+ (B˜IJK +LβTIJK + ∂J ∂KβLSIL)∂μgI ∂νgJ ∂νgK), (4.31)
for S˜IJ , A˜IJ , B˜IJK as in (2.19), (2.20), (2.21). Since(
ημν∂2 − ∂μ∂ν)(σvGIJ ∂μgI ∂νgJ + 2∂μσvWI ∂νgI )
= 1
2
∂2
(
σvGIJ ∂
μgI ∂μg
J
)+ 4∂μ(∂νσv∂[IWJ ]∂μgI ∂νgJ )
− (σv∂μ + 2(∂μσv))(GIJ ∂μgI ∂2gJ + Γ (G)IJK∂μgI ∂νgJ ∂νgK), (4.32)
(4.31) reduces to the consistency relations (2.16), (2.18), (2.20) and (2.21). Hence the broken
conformal identity (4.26), with (4.27) may be used to define GIJ , WI and also EI , FIJ , HI just
in terms of correlation functions involving the energy momentum tensor on flat space.
The relations (4.25a), (4.25b) and (4.26) which are expressed in terms of local couplings can
be translated into equivalent constraints on various correlation functions involving the energy
momentum tensor and with gI constant. We describe here the simplest results for the three point
function 〈T μν(x)OJ (y)OK(z)〉 in the conformal limit assuming (4.22) with 
J = 
K = 
. In
this case we can drop contributions arising from HI ,SIJ ,WI . Suppressing the argument x the
conformal Ward identity becomes
16π2
(Lv + 6σv + vμ(y)∂μy +
σv(y)+ vμ(z)∂μz +
σv(z))〈T μνOJ (y)OK(z)〉
=Aμν (y, z), (4.33)JK
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AμνJK(y, z)
= AJK
(
2∂(μδy∂ν)
(
σv∂
2δz
)+ 2∂(μ(σv∂2δy)∂ν)δz
− ημν(∂ρδy∂ρ(σv∂2δz)+ ∂ρ(σv∂2δy)∂ρδz + σv∂2δy∂2δz))
+ 1
3
(
ημν∂2 − ∂μ∂ν)(σv((4 −
)AJK(∂2δyδz + δy∂2δz)+ 2GJK∂ρδy∂ρδz))
+ 2GJKDμνσρ(σv∂(σ δy∂ρ)δz), (4.34)
for δy ≡ δ4(x − y), δz ≡ δ4(x − z) and where we have let EI → −AIJ βJ ,FIJ → GIJ . Corre-
sponding to (4.25a), (4.25b) we have
∂μ
〈
T μνOJ (y)OK(z)
〉− ∂νδy 〈OJ (y)OK(z)〉− ∂νδz〈OJ (y)OK(z)〉= 0,
16π2
(
ημν
〈
T μνOJ (y)OK(z)
〉
+ (
− 4)δy
〈OJ (y)OK(z)〉+ (
− 4)δz〈OJ (y)OK(z)〉)= AJK∂2δy∂2δz. (4.35)
It is again somewhat non-trivial to check consistency of (4.33) and (4.35), the necessary condition
reduces to
GJK = (
− 3)AJK, (4.36)
which is equivalent to (2.20) in the conformal limit.
5. Beta functions for scalar fermion theory
We consider as an example for the application of the general consistency relations a general
scalar fermion field theory involving nψ,nχ two component chiral spinor fermion fields ψ,χ , of
opposite chirality, and nφ complex scalars φi , i = 1, . . . , nφ , with a Lagrangian of the form
L= −∂φ¯i · ∂φi − ψ¯iσ · ∂ψ − χ¯ iσ¯ · ∂χ − χ¯m(φ)ψ − ψ¯m¯(φ¯)χ − V (φ¯,φ), (5.1)
where σ ·aσ¯ ·a = −a21, trσ (σ ·aσ¯ ·b) = −2a·b with · in this context denoting contraction of
Lorentz indices. In (5.1) we assume
m(φ) = yiφi +μ, m¯(φ¯) = φ¯i y¯i + μ¯,
V (φ¯, φ) = 1
4
λij
kl φ¯i φ¯j φkφl + O
(
φ2φ¯, φφ¯2
)
. (5.2)
The Yukawa coupling yi is a nχ ×nψ matrix and y¯i = (yi)†. Also (λij kl)∗ = λkl ij . For nχ = nψ
(5.1) can be re-expressed in terms of four component Dirac fermions. The Lagrangian (5.1) has
a U(1)×U(1) symmetry for the dimension four interactions under
ψ → eiθψ, χ → eiτ χ, φi → ei(τ−θ)φi . (5.3)
This is sufficient to significantly reduce the number of Feynman diagrams at each loop order.
The β-functions associated with the couplings y,λ in L can be expressed as
βiy = β˜iy + γχyi + yiγψ + yjγφj i,
βV = β˜V + V jγφj iφi + φ¯iγφijVj , (5.4)
for
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∂φj
V, Vj = ∂
∂φ¯j
V . (5.5)
In addition
βy¯i =
(
βiy
)†
. (5.6)
In giving results for β and related functions it is convenient to rescale
λij
kl → 16π2λij kl, yi → 4πyi, y¯i → 4πy¯i, (5.7)
thereby removing factors of 1/16π2 which arise at each loop order. The anomalous dimension
matrices at one and two loops are given by
γ (1)χ =
1
2
yj y¯j , γ
(1)
ψ =
1
2
y¯j y
j , γ
(1)
φ j
i = tr(y¯j yi), (5.8)
and
γ (2)χ = −
1
8
yi y¯j y
j y¯i − 34 tr
(
yj y¯i
)
yi y¯j ,
γ
(2)
ψ = −
1
8
y¯iy
j y¯j y
i − 3
4
tr
(
yj y¯i
)
y¯j y
i,
γ
(2)
φ j
i = 1
4
λjk
mnλmn
ki − 3
4
(
tr
(
y¯j y
ky¯ky
i
)+ tr(y¯kyky¯j yi)). (5.9)
The β-functions are then given by (5.4) with [26]
β˜(1)iy = 0, β˜(2)iy = 2yj y¯kyi y¯j yk − 2λjkliyj y¯lyk,
β˜
(1)
V =
1
2
VrsV
rs − 2 tr(mm¯mm¯),
β˜
(2)
V = −
1
2
VrstV
rs
uV
tu − 2 tr(y¯iyj )(V ikVkj + Vj kVki)
+ 2 tr(ykm¯ylm¯)Vkl + 2 tr(y¯kmy¯lm)V kl
+ 2(tr(yky¯kmm¯mm¯)+ tr(y¯kykm¯mm¯m)+ 2 tr(ykm¯my¯kmm¯)), (5.10)
where arbr = aibi + aibi and Vrs,Vrst are defined by obvious extensions of (5.5). In conse-
quence 12VrsV
rs = VijV ij + VijVj i .
Two special cases are of particular interest. Assuming nχ = r, nψ = rn,nφ = n we require
m(φ)ψ = yφiψi, ψ¯m(φ¯)= y¯ψ¯i φ¯i , V (φ¯, φ) = 12λ
(
φ¯iφi
)2
, (5.11)
and there is then a manifest U(n) symmetry (for the scalar couplings the symmetry extends to
O(2n)), with χ, χ¯ singlets, and the couplings reduce to just λ,y, y¯. In the above formulae
λij
kl → λ(δki δlj + δliδkj ), yi y¯j → y¯yδij , y¯iyi → y¯y1n. (5.12)
The anomalous dimensions are no longer matrices and from the above we get
γ
(1)
ψ =
1
2
y¯y, γ (1)χ =
1
2
ny¯y, γ
(1)
φ = ry¯y,
γ
(2)
ψ = −
1
8
(6r + n)(y¯y)2, γ (2)χ = −
1
8
(6r + 1)n(y¯y)2,
γ
(2)
φ = (n+ 1)
(
1
λ2 − 3 r(y¯y)2
)
, (5.13)2 4
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(5.10)
β˜ (1)y = 0, β˜ (2)y = 2
(
(y¯y)2 − (n+ 1)y¯yλ)y,
β˜
(1)
λ = 2(n+ 4)λ2 − 4r(y¯y)2,
β˜
(2)
λ = −4(5n+ 11)λ3 − 4(n+ 4)λ2y¯y + 8rλ(y¯y)2 + 4(n+ 3)r(y¯y)3, (5.14)
where now
βy = β˜y + (γχ + γψ + γφ)y, βλ = β˜λ + 4γφλ. (5.15)
Combining (5.14) and (5.13) for n = 2 reproduces standard model results in [17].3
The other special case corresponds to N = 1 supersymmetry. This is achieved by letting
nψ = nφ = nC and imposing
χ¯ → ψ˜ = ψT C, χ → ˜¯ψ = −C−1ψ¯T , (5.16)
with CT = −C, Cσ¯C−1 = −σT , and then rescaling ψ, ψ¯ to achieve a canonical kinetic term.
φi,ψi and φ¯i , ψ¯ i form nC chiral supermultiplets and a general renormalisable N = 1 supersym-
metric Lagrangian is achieved by letting
V (φ¯,φ) = ui(φ)u¯i(φ¯),
mij (φ) = ui,j (φ) = mji(φ), m¯ij (φ¯)= u¯i,j (φ¯) = m¯ji(φ¯),
Y ijk = ui,jk = Y (ijk), Y¯ijk = u¯i,jk = Y¯(ijk), λij kl = Y¯ijmYmkl. (5.17)
(5.16) is compatible with (5.3) if τ = −θ so that U(1) × U(1) → U(1)R corresponding to
the usual R-symmetry. Standard supersymmetry results based on superspace ensure that the
β-functions are determined in terms of the anomalous dimension
β
ijk
Y = Y ljkγl i + Y ilkγlj + Y ijlγlk, βY¯ ijk = γi l Y¯ljk + γj lY¯ilk + γklY¯ij l . (5.18)
Hence with the definitions (5.4)
β˜Y = 0, β˜V (φ, φ¯)= 2ui(φ)γij u¯j (φ¯). (5.19)
The results for anomalous dimensions and beta functions for (5.1) with (5.17) reduce to the
supersymmetric form so long as the coefficient of all traces, which each correspond to a fermion
loop, have an additional coefficient 12 . This reflects the restriction (5.16). Then we have
γψi
j = γφij = γij , γ jχ i = γ¯ j i , (5.20)
With the modification of the trace coefficients the results (5.8) and (5.9) are compatible with
(5.20) for
γ (1)i
j = 1
2
(Y¯ Y )i
j , γ (2)i
j = −1
2
Y¯ikl(Y Y¯ )
l
mY
mkj . (5.21)
3 Assuming (5.12) the detailed relation with the results of [17] at each loop order  is given by β()λ |n=2 =
4β()λ |λ→ 12 λ,gs=0, β
()
y |n=2 = 2β()yt |λ→ 12 λ,gs=0, γ
()
ψ |n=2 = γ t2,L()|λ→ 12 λ,gs=0, γ
()
χ |n=2 = γ t2,R()|λ→ 12 λ,gs=0
and γ ()φ |n=2 = γΦ2,L()| 1 where y¯ = y = yt and r = dR .λ→ 2 λ, gs=0
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r = 12 if λ = 12 y¯y.
At three-loop order the general expressions for the anomalous dimensions are restricted to
correspond to one particle irreducible graphs and have the form for the fermions
γ (3)χ = ayi y¯j yj y¯kyky¯i + byi y¯j yky¯kyj y¯i + cyi y¯j yky¯iyj y¯k
+ dyi y¯j λimklλklmj + eyi y¯kyj y¯lλij kl
+ f (tr(yj y¯kyky¯i)+ tr(yky¯kyj y¯i))yi y¯j
+ g tr(yj y¯i)yi y¯kyky¯j + h tr(yj y¯i)yky¯j yi y¯k
+ i tr(yj y¯k) tr(yky¯i)yi y¯j ,
γ
(3)
ψ = ay¯iyj y¯j yky¯kyi + by¯iyj y¯kyky¯j yi + cy¯iyj y¯kyi y¯j yk
+ dy¯j yjλimklλklmj + ey¯kyi y¯lyjλij kl
+ f (tr(yj y¯kyky¯i)+ tr(yky¯kyj y¯i))y¯j yi
+ g tr(yj y¯i)y¯j yky¯kyi + h tr(yj y¯i)y¯kyi y¯j yk
+ i tr(yj y¯k) tr(yky¯i)y¯j yi, (5.22)
and for the scalar field
γ
(3)
φ j
i = a′(λjkmnλmnpqλpqki + 4λjkmnλmlkpλnpli)
+ b′(λjkmnλmnli + 2λjmlnλknmi) tr(yky¯l)
+ c′(tr(y¯j yky¯lym)λkmli + λjlkm tr(y¯kyl y¯myi))
+ d ′(tr(y¯j yky¯kyl y¯lyi)+ tr(y¯kyky¯lyl y¯j yi))
+ e′(tr(y¯j yky¯lyl y¯kyi)+ tr(y¯kyl y¯lyky¯j yi))
+ f ′ tr(y¯kyky¯j yl y¯lyi)+ g′ tr(y¯kyl y¯j yky¯lyi)
+ h′(tr(y¯j yky¯lyi)+ tr(y¯lyky¯j yi)) tr(yly¯k). (5.23)
The individual contributions in (5.22) and (5.23) are all hermitian except for those involving the
coefficient c′ where the two terms are hermitian conjugates. Furthermore, the expressions are
constrained by γχ ↔ γψ and γ (3)φ j i → γ (3)φ i j for yi ↔ y¯i , λij kl → λkl ij everywhere.
Restricting to the U(n) case given by (5.12)
γ (3)χ = n
(
a + nb + c + r(n+ 1)f + r(g + h)+ r2i)(y¯y)3
+ n(n+ 1)(2dλ2y¯y + eλ(y¯y)2),
γ
(3)
ψ =
(
n2a + nb + c + r(n+ 1)f + rn(g + h)+ r2i)(y¯y)3
+ (n+ 1)(2dλ2y¯y + eλ(y¯y)2),
γ
(3)
φ = 2(n+ 1)
(
2(n+ 4)a′λ3 + 3rb′λ2y¯y + rc′λ(y¯y)2)
+ r((n2 + 1)d ′ + 2ne′ + nf ′ + g′ + r(n+ 1)h′)(y¯y)3. (5.24)
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a = − 5
32
, 2b + c = −7
8
+ 3
2
ζ(3),
d = −11
32
, e = f = 1, g + h = 5
16
, i = −3
8
, (5.25)
and
a′ = − 1
16
, b′ = − 5
16
, c′ = 5
4
,
h′ = 2, 5d ′ + 4e′ + 2f ′ + g′ = −25
16
+ 3ζ(3). (5.26)
The graphs associated with a′, b′, c′ were calculated in [14], the numerical values given are
consistent with (5.26) if an additional factor of 2 for fermion loops is supplied due to the absence
of a symmetry factor here.
In the supersymmetric case given by (5.17) there are four independent terms [18] so that
γ (3)i
j = Y¯ikl
(
A(Y Y¯ )lm(Y Y¯ )
m
n +CY lmp(Y¯ Y )pqY¯qmn
)
Ynkj
+ Y¯ikl
(
B(Y Y¯ )km(Y Y¯ )
l
n +DYkpsY lqr Y¯prmY¯qsn
)
Ymnj . (5.27)
From (5.22) and (5.23)
A = a + 1
4
i = a′ + d ′, B = 1
2
g = 1
2
(
b′ + f ′),
C = b + d + f + 1
2
h = b′ + e′ + 1
2
h′, D = c + e = 2a′ + c′ + 1
2
g′. (5.28)
According to [18]
A = −1
4
, B = −1
8
, C = 1, D = 3
2
ζ(3). (5.29)
This resolves the freedom present in (5.25) by requiring in addition
b = 1
16
, c = −1 + 3
2
ζ(3), g = −1
4
, h= 9
16
, (5.30)
with two additional linear constraints on the coefficients also satisfied. If the results for
a′, b′, c′, h′ in (5.26) are used in (5.28) with (5.29) then
d ′ = − 3
16
, e′ = 5
16
, f ′ = 1
16
, g′ = −2 + 3ζ(3). (5.31)
With these values 5d ′ + 4e′ + 2f ′ + g′ is compatible with (5.26) providing a further check.
In a similar fashion we may write
β˜(3)iy = αyj y¯kylλjlmnλmnki + βyj y¯kyl
(
λjm
niλnl
km + λjmknλnlmi
)
+ γ (tr(yj y¯m)ymy¯lyk + tr(yky¯m)yj y¯lym)λjkli + δ tr(y¯lym)yj y¯mykλjkli
+ (yky¯mymy¯j yl + yky¯j ymy¯myl)λklji + η(ymy¯j yky¯myl + yky¯myly¯j ym)λklji
+ ζyky¯myi y¯nylλklmn
+ ι(yj y¯lyi y¯kyl + yly¯kyi y¯lyj ) tr(yky¯j )+ κ(yj y¯kyl + yly¯kyj ) tr(y¯j yky¯lyi)
456 I. Jack, H. Osborn / Nuclear Physics B 883 (2014) 425–500+μ(yky¯j yj y¯lyi y¯kyl + yky¯lyi y¯kyj y¯j yl)
+ ν(yky¯lyj y¯j yi y¯kyl + yky¯lyi y¯j yj y¯kyl)
+ θ(yj y¯kyl y¯j yi y¯lyk + yky¯lyi y¯j yl y¯kyj ). (5.32)
This reduces to
β˜y
(3) = (n+ 1)(2α + (n+ 3)β)λ2y¯yy + (n+ 1)(2γ + δ)rλ(y¯y)2y
+ (n+ 1)((n+ 1) + 2η + ζ )λ(y¯y)2y
+ (2ι+ (n+ 1)κ)r(y¯y)3y + (n+ 1)(μ+ ν + θ)(y¯y)3y. (5.33)
Comparing with [17]
2α + 5β = 8, 2γ + δ = 5, 3 + 2η + ζ = 15
2
,
2ι+ 3κ = −2, μ+ ν + θ = −6. (5.34)
In the supersymmetric case then β˜y (3)i = 0 requires
α + 1
2
δ + 2ν = 0, 1
2
γ +  + 1
2
ι+μ = 0, β + η + 1
2
ζ + 1
2
κ + θ = 0. (5.35)
Each term in (5.32) corresponds to a particular Feynman graph. By calculating the relevant inte-
grals corresponding to individual graphs we found
α = 3
2
, β = γ = 1, δ = 3,  = 1
2
, η = ζ = 2, (5.36)
which are consistent with the first three relations in (5.34). In [14] those graphs corresponding
to α,β, γ, δ, , η were also calculated, the numbers quoted for each graph appear to be in accord
with the coefficients in (5.36) up to factors of 2 which are a consequence of the different symme-
try factors for the theory considered here. By using (5.34) and also (5.35) with (5.36) it is easy
to obtain
ι = −1, κ = 0, μ = −1
2
, ν = −3
2
, θ = −4, (5.37)
so that the three-loop Yukawa beta function for the theory described the Lagrangian (5.1) is fully
determined.
6. Gradient flow properties
Based on the results for the scalar fermion β-functions we explore at low loop order the con-
straints arising from the flow equation (1.1). Here we initially neglect the distinction between
the standard perturbative β-function and the modified B-function given by (1.7). If TIJ = GIJ
is symmetric and GIJ is positive definite then (1.1) defines a gradient flow. For purely scalar
theories a gradient flow was postulated and investigated by Wallace and Zia [27], who showed
how GIJ may be found by diagrammatic arguments to quite high loop order. In general an anti-
symmetric part in TIJ is necessary to ensure (1.1) remains valid under the equivalence relations
(2.76) which correspond to the freedom in (1.3) and (1.4).
We assume here the lowest order results found in [9] determining GIJ . Applied to the theory
defined by (5.1), so that gI = {yi, y¯i , λij kl}, then at two-loop order
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(2)
IJ dg
Id′gJ = G(2)IJ dgId′gJ =
1
3
(
tr
(
dyid′y¯i
)+ tr(dy¯id′yi)), (6.1)
for dgI = {dyi,dy¯i ,dλij kl}, d′gI = {d′yi,d′y¯i ,d′λij kl}. With the one-loop result for βiy given by
(5.4) and (5.8)
A˜(3) = 1
12
(
tr
(
y¯iy
i y¯j y
j
)+ tr(yi y¯iyj y¯j ))+ 16 tr(y¯iyj ) tr(y¯j yi). (6.2)
At the next order the three-loop contribution to TIJ must be of the general form
T
(3)
IJ dg
Id′gJ = 1
24
dλij kld′λkl ij
+ (α¯(tr(dy¯id′yi y¯j yj )+ tr(dy¯iyj y¯jd′yi))
+ β¯(tr(dy¯id′yj y¯j yi)+ tr(dy¯iyi y¯jd′yj ))
+ γ¯ (tr(dy¯iyid′y¯j yj )+ tr(dy¯iyjd′y¯j yi))
+ δ¯ tr(dy¯id′yj ) tr(y¯j yi)+ η¯ tr(dy¯iyj ) tr(y¯jd′yi)
+ ¯ tr(dy¯iyj ) tr(d′y¯j yi)+ conjugate), (6.3)
where the first term was calculated in [9]. The remaining terms correspond to three-loop vacuum
diagrams, with one and two fermion loops, with two vertices selected. The result is also required
to be invariant under conjugation when y ↔ y¯. Although this is not imposed the expression (6.3)
is symmetric under dgI ↔ d′gI so that at this order T (3)IJ = G(3)IJ .
The real coefficients α¯, β¯, γ¯ , δ¯, η¯, ¯ in (6.3) have not been determined hitherto. Without ex-
plicit determination the integrability conditions necessary for (1.1) provide constraints on these
coefficients and also on the β-functions themselves, as was also demonstrated to two-loop or-
der in [9]. The dependence of A˜(4) on λ is determined in terms of β(1)λ and then this fixes the
λ-dependent terms in β(2)y . Using the results for β(1)λ
β
(1)
λ ij
kl = λijmnλmnkl + 4λm(in(kλj)nl)m + 2 tr
(
y¯(iy
m
)
λj)m
kl + 2λijm(k tr
(
y¯my
l)
)
− 8 tr(y¯(iy(ky¯j)yl)), (6.4)
and β(2)y from (5.9) and (5.10) in (1.1), with (6.1) and (6.3), requires the three integrability con-
ditions on α¯, β¯, γ¯ , δ¯, η¯, ¯
2(β¯ + γ¯ ) = 4α¯ + 1
6
= 2α¯ + δ¯ + 1
2
= η¯ + ¯. (6.5)
Subject to these conditions
A˜(4) = 1
72
(
λij
klλkl
mnλmn
ij + 4λij klλkminλlnjm
)
+ 1
12
λij
kl tr
(
y¯ly
m
)
λkm
ij − 1
3
λij
kl tr
(
y¯ky
i y¯ly
j
)
+ 2
9
tr
(
y¯iy
j y¯ky
i y¯j y
k
)+ 1
72
(
tr
(
y¯iy
i y¯j y
j y¯ky
k
)+ tr(yi y¯iyj y¯j yky¯k))
− 1
6
(
tr
(
yi y¯iy
ky¯j
)+ tr(y¯iyi y¯j yk)) tr(y¯kyj )− 118 tr(y¯iyj ) tr(y¯j yk) tr(y¯kyi)
+ 2α¯ tr(β(1)iβ(1)i). (6.6)y y¯
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noting that DKAIJ is zero at three loops. This gives, with the aid of results from Section 9,
α¯ = −13
72
, β¯ = − 5
18
, γ¯ = 0,
δ¯ = −25
36
, η¯ = − 7
18
, ¯ = −1
6
. (6.7)
These of course satisfy (6.5). The freedom associated with (2.76) corresponding to letting A˜ →
A˜+ z tr(βiyβy¯i) is realised at this order by
α¯ ∼ α¯ + 1
2
z, β¯ ∼ β¯ + z, δ¯ ∼ δ¯ + z, η¯ ∼ η¯ + 2z, (6.8)
under which (6.5) is invariant. In this case we have correspondingly
W
(3)
I dg
I ∼ W(3)I dgI + d
1
4
z
(
tr
(
y¯iy
j y¯j y
i
)+ tr(yi y¯j yj y¯i)+ 2 tr(y¯iyj ) tr(y¯j yi)). (6.9)
Higher order results become more involved. At the next order the metric for the purely scalar
couplings has the general form
G
(4)
IJ dg
IdgJ
∣∣
λλ
= G¯(λijmndλmnkldλkl ij + 4λimkndλjnlmdλkl ij ), (6.10)
where G¯ is essentially arbitrary due to the freedom in (1.4) but has been calculated in a minimal
subtraction scheme below. The λ-terms do not generate any consistency conditions, in accord
with [27], giving
A˜(5)
∣∣
λ
= 1
96
λij
klλkl
mnλmn
pqλpq
ij − 1
12
λij
kl
(
λkl
mnλmp
iqλnq
jp + λkmjnλnpiqλlqmp
)
+ 1
4
G¯β
(1)
λ ij
klβ
(1)
λ kl
ij . (6.11)
With the results for β-functions in the previous section we may extend these results to include
mixed scalar Yukawa contributions for the theory defined by (5.1). There is then an additional
four loop contribution so that instead of (6.10)
G
(4)
IJ dg
IdgJ
∣∣
λλ
= G¯(λijmndλmnkldλkl ij + 4λimkndλjnlmdλkl ij )
+ H¯dλij kl tr
(
y¯ly
m
)
dλkmij . (6.12)
In addition we assume
T
(4)
IJ dg
Id′gJ
∣∣
λy
= A¯dλij klλkl im tr
(
y¯md′yj
)+ B¯dλij kl tr(y¯ld′ym)λkmij
+ C¯dλij kl tr
(
y¯ky
i y¯ld′yj
)
, (6.13)
with a corresponding result for T (4)IJ dgId′gJ |λy¯ . In terms of (6.12) and (6.13), using the one and
two loop β-functions from the previous section,
A˜(5)
∣∣
λyy¯
= 2
3
λij
kl tr
(
y¯ky
my¯ly
i y¯my
j
)
+
(
C¯ + 1
)
λij
kl
(
tr
(
y¯my
my¯ky
i y¯ly
j
)+ tr(ymy¯myi y¯kyj y¯l))3
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(
C¯ + 2
3
)
λij
kl
(
tr
(
y¯ky
m
)
tr
(
y¯my
i y¯ly
j
)+ tr(y¯kyi y¯lym) tr(y¯myj ))
+ 1
6
λij
mnλmn
kl tr
(
y¯ky
i y¯ly
j
)
+ 1
2
(
A¯+ B¯ − 1
8
)
λik
lmλlm
kj
(
tr
(
y¯j y
i y¯ny
n
)+ tr(y¯j yny¯nyi))
+
(
A¯+ B¯ − 1
12
)
λik
lmλlm
kj tr
(
y¯j y
n
)
tr
(
y¯ny
i
)
− 1
12
(
λij
mnλmn
kl + 2λimnlλjnmk
)
tr
(
y¯ky
i
)
tr
(
y¯ly
j
)
− 1
12
(
λij
mnλmn
pqλpq
jk + 4λijmnλmpjqλnqpk
)
tr
(
y¯ky
i
)
+ 1
4
G¯β
(1)
λ ij
klβ
(1)
λ kl
ij |λyy¯ . (6.14)
There is one integrability constraint which is used to eliminate H¯ ,
H¯ = 2G¯− 1
6
. (6.15)
The result (6.14) may be used to constrain λ contributions to β(3)y by considering dy¯ A˜(5). For
generality we must include further possible λ-dependent terms in T (4)IJ for which the relevant
contributions are
T
(4)
IJ dg
Id′gJ
∣∣
y¯λ
= A¯′ tr(dy¯iym)λmj kld′λklji + B¯ ′ tr(dy¯kym)λij kld′λlmij
+ C¯′ tr(dy¯iyky¯j yl)d′λkl ij , (6.16)
and
T
(4)
IJ dg
Id′gJ
∣∣
y¯y
= D¯ tr(dy¯id′yj )λjmklλklmi
+ E¯(tr(dy¯id′yky¯j yl)+ tr(dy¯iyky¯jd′yl))λkl ij ,
T
(4)
IJ dg
Id′gJ
∣∣
y¯y¯
= F¯ tr(dy¯iykd′y¯j yl)λkl ij . (6.17)
If T (4)IJ is symmetric then A¯
′ = A¯, B¯ ′ = B¯ , C¯′ = C¯.
At this order it is necessary to take into account the potential necessity of modifying the
perturbative β-function as in (1.7). For the theory defined by (5.1)
υ = −υ† = {υφij , υψ,υχ}, (6.18)
and (υg)I is obtained by using, for any υ ∈ gK ,
(υy)i = υχyi − yiυψ − yjυφj i, (υy¯)i = υψy¯i − y¯iυχ + υφij y¯j ,
(υλ)ij
kl = υmφiλmj kl + υmφjλimkl − λijmlυkφm − λij kmυlφm. (6.19)
At three loops all contributions to γ (3)φ j i , γ
(3)
χ , γ
(3)
ψ in (5.22), (5.23) are separately hermitian
except the terms involving c′ in (5.23). Hence there is a unique three loop possibility
υ
(3)
j
i = u(tr(y¯j yky¯lym)λkmli − λjlkm tr(y¯kyl y¯myi)). (6.20)φ
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β
(1)
y , β
(1)
y¯ . Using also (6.1) in conjunction with the λ-dependent contributions to the three-loop
Yukawa beta functions given by (5.32), (5.22), (5.23) and (6.3) for γ¯ = 0, combined with the
corresponding two loop results determined by (5.10) and (5.9), then to O(λ)
1
3
η = 1
3
ζ = 2
3
, (6.21)
and
1
3
e − 2β¯ = −2α¯ + 1
2
E¯ = 1
3
 + 1
2
(E¯ + F¯ ) = C¯ + 1
3
,
1
3
(
c′ + u)− 2η¯ − 8B¯ ′ = 1
3
δ + C¯′ + F¯ = −2δ¯ + C¯′
= 1
3
(
c′ − u)− 2¯ − 8A¯′ = 1
3
γ + C¯′ + E¯ = C¯ + 2
3
− 8G¯. (6.22)
To O(λ2)
1
3
β + 2C¯′ = −16G¯,
1
6
α + 1
2
C¯′ = 1
6
− 4G¯,
1
6
b′ + 1
2
(
A¯′ + B¯ ′)= − 1
12
+ G¯,
2
3
d + 1
2
β¯ = 1
2
α¯ + D¯ = A¯+ B¯ − 1
8
,
1
4
η¯ + B¯ ′ + D¯ = 1
4
(δ¯ + ¯)+ A¯′ = A¯+ B¯ − 1
12
+ G¯, (6.23)
and to O(λ3)
1
3
a′ + A¯′ + B¯ ′ = − 1
12
+ 2G¯. (6.24)
The coefficient of G¯ is arbitrary as expected since (6.21), (6.23), (6.24) are invariant under
G¯ → G¯+ ξ, A¯′ → A¯′ + ξ, B¯ ′ → B¯ ′ + ξ, C¯′ → C¯′ − 8ξ. (6.25)
as this corresponds to the freedom A˜ → A˜+ 14ξβλij klβλkl ij . Furthermore,(
tr
(
β(1)iy β
(2)
y¯ i
)+ tr(β(2)iy β(1)y¯ i))∣∣λyy¯
= −2λij kl
(
tr
(
y¯my
my¯ky
i y¯ly
j
)+ tr(ymy¯myi y¯kyj y¯l)
+ tr(y¯kym) tr(y¯myi y¯lyj )+ tr(y¯kyi y¯lym) tr(y¯myj ))
+ 1
4
λik
lmλlm
kj
(
tr
(
y¯j y
i y¯ny
n
)+ tr(y¯j yny¯nyi)+ 2 tr(y¯j yn) tr(y¯nyi)), (6.26)
so that letting A˜ → A˜+ z tr(βiyβy¯i) corresponds in (6.14) to
A¯+ B¯ → A¯+ B¯ + 1z, C¯ → C¯ − 2z. (6.27)
2
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same time
A¯′ → A¯′ + 1
4
z, B¯ ′ → B¯ ′ − 1
4
z, D¯ → D¯ + 1
4
z,
E¯ → E¯ − 2z, F¯ → F¯ − 2z. (6.28)
The conditions (6.23), (6.24) entail various constraint equations for the coefficients appear-
ing in the general expressions for the three-loop Yukawa β-function and associated anomalous
dimensions. Together with (6.21) the full list is
η = ζ = 2, 2α − β = 2, δ + γ − 2 − β = 2, a′ − b′ = 1
4
,
2c′ − β + γ − 2e − 16d = 6. (6.29)
Reassuringly these relations are in accord with the results (5.25), (5.26) and (5.36). In addition
u = −1
2
γ − e − 8d = 5
4
. (6.30)
This demonstrates that the RG equations such as (1.1) hold only for the modified β-function
determined by a non-zero υ as in (6.20). The coefficient appears to be exactly in accord with that
determined by Fortin et al. [15] by explicit three loop calculation for a general scalar fermion
theory.4 It is interesting to note that u = c′. There are also constraints on the three-loop metric
given by (6.3) with γ¯ = 0
2α¯ − δ¯ = 1
6
(−2 + δ)= 1
3
,
β¯ − δ¯ = 1
12
(β + 2e + 2)= 5
12
,
2β¯ − ¯ − η¯ = 1
3
(
e − c′ − 4a′)= 0, (6.31)
which are equivalent to (6.5), and so (6.31) provides an additional confirmatory check on the
three loop results obtained in Section 5.
From (6.23), (6.24)
A¯+ B¯ = α¯ − 1
16
, C¯ = −4α¯ − 1
6
(6.32)
so that A˜(5)|λyy¯ is determined in (6.14) up to the freedom of choice for G¯ and that corresponding
to (6.27). We also have A¯′ + B¯ ′ = 2G¯ − 116 , C¯′ = −8G¯ − 16 so there is the potentiality of a
symmetric T (4)IJ if we take α¯ = 2G¯ but this need not be true in general renormalisation schemes
(with dimensional regularisation α¯ = − 772 , G¯ = − 7216 ).
4 They considered couplings to real scalars and there was also a purely Yukawa contribution to υ(3)φ which is absent in
the model discussed here.
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For supersymmetric theories with just N = 1 supersymmetry there are further constraints
which simplify many details significantly. The results obtained in [9] were restricted to super-
symmetric field theories previously in [19]. Here the analysis is extended to a general N = 1
Wess–Zumino supersymmetric scalar fermion theory, which may be obtained from (5.1) by im-
posing (5.16), (5.17), to a higher order. Such a theory can of course be rewritten in terms of nC
chiral and corresponding conjugate anti-chiral superfields. The local couplings may also be ex-
tended so that Y ijk, Y¯ijk for this theory are also chiral, anti-chiral superfields. Divergences which
arise in a perturbative expansion are cancelled by counterterms which are integrals of local poly-
nomials in the fields and couplings of dimension two over fullN = 1 superspace. This restriction
crucially ensures that β-functions for Y ijk, Y¯ijk are determined in terms of just the anomalous
dimension matrix γ as in (5.18) but further conditions on the functions which are present in local
RG equations also arise. The various RG functions are further constrained by assuming manifest
U(nC) symmetry.
The formalism of Section 2 can be adapted to this case by taking
gI = (Y ijk, Y¯ijk), (ωg)I = (−(Y ∗ω)ijk, (ω ∗ Y¯ )ijk), ωij ∈ gl(nC,C), (7.1)
where
(Y ∗ω)ijk ≡ Y ljkωli + Y ilkωlj + Y ijlωlk,
(ω ∗ Y¯ )ijk ≡ ωilY¯ljk +ωj lY¯ilk +ωklY¯ij l . (7.2)
With this notation the result for the Yukawa supersymmetric β-functions (5.18) becomes5
βY = Y ∗ γ, βY¯ = γ ∗ Y¯ . (7.3)
To avoid explicit indices where possible we also define, in this section and Appendix A, a scalar
product ◦ on Yukawa couplings so that for instance Y ◦ Y¯ = Y ijkY¯ijk .
Besides the β-functions other expressions appearing in the equations of Section 2 are deter-
mined in terms of the anomalous dimension matrix γ . Based on a superspace framework Fortin
et al. [28] showed that ρI to all orders is given by (a related result is given in Appendix C of [29])(
ρI (g)dgI
)
i
j = −dY γij + dY¯ γi j , (7.4)
for dY = dY ◦ ∂Y , dY¯ = dY¯ ◦ ∂Y¯ . In a similar fashion to the derivation of (7.4) we may also obtain
in (2.47) results which are determined just in terms of γi j ,(
δI (g)dgI
)
i
j = 0, (IJ (g)dgIdgJ )i j = 2dY¯ dY γij , (7.5)
The result (7.4) implies ρI (g)gI = 0 which in turn ensures that in the supersymmetric case
υ = 0. (7.6)
5 More generally we may have βY = Y ∗ γ , βY¯ = γ¯ ∗ Y¯ . This form is preserved under transformations Y ijk →
Y lmnGl
iGm
jGkn = Y ′ijk , Y¯ijk → G¯i l G¯j mG¯knY¯lmn = Y¯ ′ijk for G ∈ Gl(nC,C). In this case β ′Y = Y ′ ∗γ ′, β ′¯Y = γ¯ ′ ∗ Y¯ ′
with γ ′ = G−1γG + G−1G˙, γ¯ ′ = G¯γ¯ G¯−1 + ˙¯GG¯−1 for G˙ = (βY ◦ ∂Y + βY¯ ◦ ∂Y¯ )G and similarly for ˙¯G. For U(nC)
transformations G¯ = G−1. Requiring then G˙ + 12 (γ − γ¯ )G = 0 ensures γ ′ = γ¯ ′ so the general case can be reduced to
γ = γ¯ by virtue of U(nC) symmetry.
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applied to (7.4) requires
βY ◦ ∂Y γij = βY¯ ◦ ∂Y¯ γij . (7.7)
This is a special case of the identity, for any ωij ,(
(ω ∗ Y¯ ) ◦ ∂Y¯ − (Y ∗ω) ◦ ∂Y
)
γi
j = [ω,γ ]i j , (7.8)
taking ω → γ . The result (7.8) was obtained in [30]6 and is a consequence of γi j (Y, Y¯ ) trans-
forming as a (1,1) tensor under U(nC) with ω = −ω¯ ∈ u(nC), the associated Lie algebra.
In the supersymmetric theory (1.1) is assumed to now take the form
dY A˜ = 12 (dY ◦ T ◦ βY¯ + βY ◦K ◦ dY), K
T = −K,
dY¯ A˜ =
1
2
(βY ◦ T¯ ◦ dY¯ + dY¯ ◦ K¯ ◦ βY¯ ), K¯T = −K¯, (7.9)
so that
(βY ◦ ∂Y + βY¯ ◦ ∂Y¯ )A˜ = βY ◦G ◦ βY¯ , G= 12 (T + T¯ ). (7.10)
By U(nC) invariance (βY ◦ ∂Y − βY¯ ◦ ∂Y¯ )A˜ = 0 so for consistency we should require βY ◦ T ◦
βY¯ = βY ◦ T¯ ◦βY¯ . T ,K may be determined by perturbative calculations but from the perspective
of just analysing the integrability conditions flowing from (7.9) and using known results for
β-functions, as is considered mainly in this section, there is an ambiguity such that T ,K satisfy
the equivalence relations
T ∼ T + T ′, K ∼ K +K ′ if dY ◦ T ′ ◦ βY¯ + βY ◦K ′ ◦ dY = 0. (7.11)
The result (2.69) constrains the form of K and T − T¯ . Writing
WIdgI = 12 (dY ◦ W¯ +W ◦ dY¯ ), QIdg
I = 1
2
(dY ◦ Q¯−Q ◦ dY¯ ) ∈ u(nC), (7.12)
then
d′Y ◦K ◦ dY = d′Y ◦ dY W¯ − tr
(
d′Y ◦ Q¯dY γ
)− d′Y ↔ dY,
dY ◦ 1
2
(T − T¯ ) ◦ dY¯ = dYW ◦ dY¯ + tr(dY γQ ◦ dY¯ )− conjugate. (7.13)
The relation (2.66a) requires
3(Y¯W)− 3(W¯Y ) = Q ◦ βY¯ − βY ◦ Q¯, (7.14)
defining (Y¯W), (W¯Y ) ∈ gl(nC,C) by
(Y ∗ω) ◦ W¯ = 3 tr((W¯Y )ω), W ◦ (ω ∗ Y¯ ) = 3 tr((Y¯W)ω), ω ∈ gl(nC,C). (7.15)
If W ◦dY¯ corresponds to a -loop vacuum graph then (Y¯W) may be represented by an associated
(− 1)-loop graph with two external lines. For any Q′, Q¯′ such that
Q′ ◦ βY¯ = βY ◦ Q¯′, (7.16)
6 See Eq. (A.7).
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Up to this equivalence (7.14) determines Q,Q¯ in terms of W,W¯ .
The RG flow equations (7.9) are invariant under

A˜ = βY ◦ g ◦ βY¯ + (βY ◦ ∂Y + βY¯ ◦ ∂Y¯ )a, g = g¯, (7.17)
when
d′Y ◦
K ◦ dY = 2d′Y ◦ g ◦ (dY γ ∗ Y¯ )+ d′Y ◦ dY g ◦ βY¯ − d′Y ↔ dY,
dY ◦
T ◦ dY¯ = 2dY
(
(Y ∗ γ ) ◦ g) ◦ dY¯ + 2dY ◦ g ◦ (dY¯ γ ∗ Y¯ )
+ dY ◦ (βY ◦ ∂Y + βY¯ ◦ ∂Y¯ )g ◦ dY¯ − dY ◦ dY¯ g ◦ βY¯ − βY ◦ dY g ◦ dY¯ .
(7.18)
For 
K¯,
T¯ given by the conjugate equations to (7.18) then 
G = 12 (
T +
T¯ ) is therefore
dY ◦
G ◦ dY¯ = dY ◦ (βY ◦ ∂Y + βY¯ ◦ ∂Y¯ )g ◦ dY¯
+ (dY ∗ γ ) ◦ g ◦ dY¯ + dY ◦ g ◦ (γ ∗ dY¯ )
+ 2(Y ∗ dY γ ) ◦ g ◦ dY¯ + 2dY ◦ g ◦ (dY¯ γ ∗ Y¯ ). (7.19)
(7.18) and (7.19) correspond exactly to the freedom in (2.76) assuming (7.4) and demonstrate
that it is consistent to require that G defines a hermitian metric for supersymmetric theories.
Corresponding to this freedom there are associated variations in WI ,QI given by

W ◦ dY¯ = βY ◦ g ◦ dY¯ − 2dY¯ a,
dY ◦
W¯ = dY ◦ g ◦ βY¯ − 2dY a,

Q ◦ dY¯ = −3(g ◦ dY¯ Y )+ βY ◦ p ◦ dY¯ ,
dY ◦
Q¯ = −3(Y¯dY ◦ g)+ dY ◦ p ◦ βY¯ , (7.20)
with (g ◦ dY¯ Y ), (Y¯dY ◦ g) defined similarly to (7.15) and dY ◦p ◦ dY¯ ∈ gl(nC,C). These results
ensure that (7.13) is compatible with (7.18), variations in Q,Q¯ arising from p satisfy (7.16). We
may also verify the invariance of (7.14), so long as (Y ∗ω) ◦ ∂Y a = (ω ∗ Y¯ ) ◦ ∂Y¯ a.
There is also freedom corresponding essentially to a choice of scheme. For this we consider
variations
δA˜ = −(Y ∗ h) ◦ ∂Y A˜ = −(h ∗ Y¯ ) ◦ ∂Y¯ A˜, (7.21)
for arbitrary hij (Y, Y¯ ). We assume that there is a corresponding variation in γ of the form
δβY = Y ∗ δγ, δβY¯ = δγ ∗ Y¯ , (7.22)
for
δγ = βY¯ ◦ ∂Y¯ h− (Y ∗ h) ◦ ∂Y γ. (7.23)
This expression for δγ may be rewritten in various equivalent forms using (7.8) for ω → h or for
ω → γ, γ → h. In consequence δγ † = δγ if h† = h,γ † = γ and also if h corresponds to a 1PI
graph then so does δγ as well. Assuming (7.21) and (7.22), (7.23) the essential equations (7.9)
are invariant if
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− d′Y (Y ∗ h) ◦K ◦ dY − d′Y ◦K ◦ dY (Y ∗ h),
dY ◦ δT ◦ dY¯ = −dY ◦ ((Y ∗ h) ◦ ∂Y T ) ◦ dY¯
− dY (Y ∗ h) ◦ T ◦ dY¯ − dY ◦ T ◦ dY¯ h ∗ Y¯ . (7.24)
since then 2dY δA˜ = dY ◦ T ◦ δβY¯ + δβY ◦K ◦ dY + dY ◦ δT ◦ βY¯ + βY ◦ δK ◦ dY .
The basic equations (7.9) may be verified using perturbative results. For convenience we adopt
a notation where the one and two loop contributions to the anomalous dimension γ in (5.21) are
given by γ (1) = 12 (Y¯ Y ), γ (2) = − 12 (Y¯ Y Y¯ Y ). Restricting the metric (6.1) to the supersymmetric
case gives
dY ◦ T (2) ◦ dY¯ = 1
3
dY ◦ dY¯ = 1
3
tr
(
(dY¯dY)
)
, (7.25)
and in general
dY ◦ T (3) ◦ dY¯ = a tr((dY¯dY)(Y¯ Y ))+ b tr((dY¯ Y )(Y¯dY)), (7.26)
where we note that tr((Y¯1Y2Y¯3Y4)) = tr((Y¯1Y4)(Y¯3Y2)). To this order K,K¯ = 0 and T = T¯ = G.
For integrability we require
2a − b = −1
2
, (7.27)
which accords with the constraints for supersymmetric theories described in [19].7 If we let
dY ◦ g(2) ◦ dY¯ = zdY ◦ dY¯ , (7.28)
then (7.18) gives at this order 
K = 0 and 
T is determined by

a = 3z, 
b = 6z, (7.29)
under which (7.27) is invariant. Integration of (1.1) subject to (7.27) then gives
A˜(3) = 1
8
tr
(
(Y¯ Y )2
)
,
A˜(4) = 1
24
tr
(
(Y¯ Y )3
)+ 1
3
aβ
(1)
Y ◦ β(1)Y¯ . (7.30)
Reducing the results in (6.3) requires a = 112 + 2α¯ + 12 δ¯, b = 2β¯ + 12 η¯ and hence from (6.7)
a = −5
8
, b = −3
4
, (7.31)
which of course satisfy (7.27).
This discussion can be extended to the next order using as input the form of the three-loop γ
given by (5.27). It is convenient to summarise this in the form
γ (3) = AγA +BγB +CγC +DγD, (7.32)
where the coefficients A,B,C,D are given in (5.29). However there is potential scheme depen-
dence since if in (7.23) we take h = v(Y¯ Y Y¯ Y ) and βY¯ → β(1)Y¯ , γ → γ (1) then
7 In terms of the parameters in [19] α = 2a,β = 2b, γ = 0.
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From (5.29) it is evident that we may use this freedom to set A = B = 0 but C is scheme-in-
dependent. At this order there are three relevant connected 1PI vacuum graphs with different
topologies and to determine T (4) it is necessary to choose for each graph one Y vertex and one
Y¯ vertex in inequivalent ways. The number of possible terms multiply but this procedure gives
the general expression
dY ◦ T (4) ◦ dY¯ = a1 tr
(
(dY¯dY)(Y¯ Y Y¯ Y )
)+ a2 tr((dY¯ Y )(Y¯ Y Y¯dY))
+ a3 tr
(
(dY¯ Y )(Y¯dY Y¯Y )
)+ a4 tr((Y¯ Y )(dY¯ Y Y¯dY))
+ a5 tr
(
(Y¯dY)(dY¯ Y Y¯ Y )
)
+ b1 tr
(
(dY¯dY)(Y¯ Y )2
)+ b2 tr((dY¯ Y )(Y¯dY)(Y¯ Y ))
+ b3 tr
(
(dY¯ Y )(Y¯ Y )(Y¯dY)
)
+ cdY¯ikldY kpsY lqr Y¯prmY¯qsnYmni . (7.34)
In this case tr((Y¯1Y2)(Y¯3Y4Y¯5Y6)) = tr((Y¯5Y4)(Y¯3Y2Y¯1Y6)). At four loops there may also be con-
tributions to K in (7.9) so that, following a similar prescription as for T (4) but choosing two Y
vertices and antisymmetrising, there are two possible terms
d′Y ◦K(4) ◦ dY = e tr((Y¯d′Y )(Y¯ Y Y¯dY))+ f tr((Y¯d′Y )(Y¯dY)(Y¯ Y ))
− (d′Y ↔ dY). (7.35)
At this order T and T¯ are also no longer necessarily equal since
dY ◦ T¯ (4) ◦ dY¯ = dY ◦ T (4) ◦ dY¯ ∣∣
a2↔a5 . (7.36)
It is easy to see that, by virtue of (7.20), we may take Q(2),W(3) → 0. At the next order there
may be non-trivial Q,W . If we allow only contributions corresponding to connected diagrams
then it is sufficient to assume
dY ◦ W¯ (4) = σ tr((Y¯ Y )(Y¯ Y Y¯dY)), dY ◦ Q¯(3) = −4σ(Y¯ Y Y¯dY), (7.37)
where the coefficients are related by imposing (7.14). In this case (7.13) agrees with (7.34) and
(7.35) if a2 = a5, e = −4σ , f = 0.
At five loops A˜(5) is determined in terms of the five connected vacuum diagrams for this
theory at this order. The relevant contributions can be written in the general form
2A˜(5) = X1 tr
(
(Y¯ Y )2(Y¯ Y Y¯ Y )
)+X2 tr((Y¯ Y Y¯ Y )2)+X3 tr((Y¯ Y )γB)
+X4 tr
(
(Y¯ Y )4
)+X5 tr((Y¯ Y )γD), (7.38)
where γB, γD are explicitly defined by (5.27). Using (7.9) for dY A˜(5) we may then obtain, for
arbitrary values for A,B,C,D in (7.32),
X1 = 12 (a2 + e)+ a4 + b1 =
1
2
a5 + b2 + f − 12a
= 1
2
(a1 − e)+ b3 − f − 12b =
1
2
(a3 + a5 − e)+A,
X2 = 1 (a1 + a2 + e − a)= 1 (a3 − b +C),2 2
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1
6
(a5 − e + 2B),
X4 = 18 (b1 + b2 + b3), X5 =
1
2
c = D. (7.39)
For each term in (6.11) integrability conditions arise whenever the number of inequivalent Y
vertices in the associated graph is greater than one. The equations (7.39) are invariant under
a1 → a1 +μ, a2 → a2 −μ− ν, a5 → a5 + ν,
e → e + ν, f → f +ω,
b1 → b1 + 12μ, b2 → b2 −
1
2
ν −ω, b3 → b3 − 12μ+
1
2
ν +ω, (7.40)
which correspond to variations satisfying (7.11) for one loop βY ,βY¯ . The freedom in (7.40)
in part can be realised by changes in Q,Q¯ satisfying (7.16). As a consequence, even setting
K(4) = 0, A˜(5) does not determine T (4).
If we take
dY ◦ g(3) ◦ dY¯ = x tr((dY¯dY)(Y¯ Y ))+ y tr((dY¯ Y )(Y¯dY)), (7.41)
then (7.18), with one loop results for γ , generates

a1 = 2x, 
a2 = x + 3y, 
a3 = 4y,

a4 = 2x, 
a5 = 3x + y,

b1 = 2x, 
b2 = 2x + y, 
b3 = 3y,

e = −3x + y, 
f = −1
2
(x − y), (7.42)
so that 
X1 = 3x + 2y, 
X2 = 2y, 
X3 = x, 
X4 = 12 (x + y). Corresponding to (7.28), along
with (7.29), we have in addition

a1 = 
a2 = 
a5 = 
e = −3z, 
a3 = −6z, (7.43)
which entails 
X1 = −3z, 
X2 = −6z. There is one invariant under (7.42) and (7.43)
2X1 −X2 − 4X3 − 4X4 = 12A−B −
1
4
C = −1
4
, (7.44)
imposing the numerical results in (5.29). The freedom in (7.42) may be used to set d′Y ◦K(4) ◦
dY = 0.
The results for T in (7.25), (7.26) and (7.34) determine the metric G at each order. It is of
interest to consider whether this is Kähler so that
dY ◦G ◦ dY¯ = dY dY¯ F. (7.45)
It is possible to construct F so long as the freedom due to variations as in (7.18) and (7.24), or
equivalently (7.23), are allowed for. From (7.25), (7.26)
F (2) = 1
3
tr
(
(Y¯ Y )
)
, F (3) = −1
4
tr
(
(Y¯ Y )2
)
, (7.46)
if we use (7.29) to set
a = b = −1 . (7.47)
2
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F (4) = aˆ tr((Y¯ Y )(Y¯ Y Y¯ Y ))+ 1
3
bˆ tr
(
(Y¯ Y )3
)+ 2
9
D tr(γD), (7.48)
and then (7.34) and (7.45) require
a1 = a3 = 2aˆ, a4 = aˆ, a2 = 2aˆ + λ,
a5 = 2aˆ − λ, b1 = b2 = b3 = bˆ (7.49)
for arbitrary λ since G(5) depends only on a2 + a5. Imposing the conditions in (7.39) is possible
only by choosing a scheme with A = B = 0, C = 1 and then aˆ, bˆ as well as e,f are determined
so that
aˆ = bˆ = 1, e = −1 − λ, f = 1
4
+ 1
2
λ, (7.50)
giving X1 = 52 , X2 = 74 , X3 = 12 , X4 = 38 .
For N = 1 supersymmetric theories there is, at critical points with vanishing β-functions,
an exact expression for a [31] in terms of the anomalous dimension matrix γ or alternatively
the R-charge R = 23 (1 + γ ). Introducing terms linear in β-functions there is a corresponding
expression which is valid away from critical points and this can then be shown to satisfy many
of the properties associated with the a-theorem [32,33]. For the theory considered here, with nC
chiral scalar multiplets, these results take the form
A˜ = 1
12
nC − 12 tr
(
γ 2
)+ 1
3
tr
(
γ 3
)+Λ ◦ βY¯ + βY ◦H ◦ βY¯ , (7.51)
where we require8
Λ ◦ βY¯ = βY ◦ Λ¯, H = H¯ . (7.52)
Λ is determined in (7.51) up to terms which may be absorbed in H so that Λ ◦ dY¯ ∼ Λ ◦ dY¯ +
βY ◦ g ◦ dY¯ . Assuming the result (7.51) for A˜ satisfies (7.9) then H is arbitrary as a consequence
of (7.17).
However Λ is constrained by imposing (7.9). Defining (Y¯Λ)i j in a similar fashion to (7.15),
then
dY
(
−1
2
tr
(
γ 2
)+ 1
3
tr
(
γ 3
)+Λ ◦ βY¯
)
= tr(dY γ (3(Y¯Λ)− γ + γ 2))
+ (dYΛ) ◦ βY¯ . (7.53)
Hence if Λ is required to obey9
3(Y¯Λ)= γ − γ 2 +Θ ◦ βY¯ , Θ ◦ dY¯ ∈ gl(nC,C), (7.54)
then (7.51), excluding the H term, satisfies (7.9) if we take
8 In [32] and [33] Λ plays the role of a Lagrange multiplier enforcing constraints on the R-charges. At lowest order
the result for Λ and also the metric G obtained in [32] are equivalent, up to matters of definition and normalisation, with
those obtained later here and in (7.25).
9 More generally if 3(Y¯Λ) = γ − γ 2 +Θ ◦ βY¯ + [Ξ,βY ◦ ∂Y γ ], d′Y ◦K ◦ dY = tr(Ξ [d′Y γ,dY γ ]). Such a term can
be removed by considering changes as in (7.11).
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dY ◦ T ◦ dY¯ = tr(dY γΘ ◦ dY¯ )+ dYΛ ◦ dY¯ + 12dY ◦ T
′ ◦ dY¯ ,
d′Y ◦K ◦ dY = 0, dY ◦ T ′ ◦ βY¯ = 0. (7.55)
A related result, with effectively Θ = 0, is contained in [32]. For supersymmetric theories, satis-
fying (7.54) is consequently essentially equivalent to requiring (7.9), although terms involving Θ
are necessary at higher orders. The relations (7.54) and (7.55) are not invariant under variations
of g as in (7.52) and so this freedom is no longer present.
Since γ is hermitian a corollary of (7.54) is that Λ, Θ must satisfy
3(Y¯Λ)− 3(Λ¯Y ) = Θ ◦ βY¯ − βY ◦ Θ¯. (7.56)
This is essentially identical to (7.14) and suggests a relation between Λ, Θ and W,Q but a
precise connection is as yet unclear.
For variations as in (7.21) and (7.23) then compatibility with (7.51) requires
δΛ ◦ dY¯ = −(Y ∗ h) ◦ ∂YΛ ◦ dY¯ + δ′Λ ◦ dY¯ , (7.57)
where δ′Λ satisfies, assuming (7.54),
δ′Λ ◦ βY¯ = −βY¯ ◦ S ◦ βY¯ , dY¯ ◦ S ◦ dY¯ = tr(dY¯ hΘ ◦ dY¯ ). (7.58)
Furthermore, (7.54) is also invariant if
δΘ ◦ dY¯ = −(Y ∗ h) ◦ ∂YΘ ◦ dY¯ − dY¯ h
+ dY¯ hγ + γ dY¯ h−Θ ◦ (dY¯ h ∗ Y¯ )+ δ′Θ ◦ dY¯ , (7.59)
so long as
3
(
Y¯ δ′Λ
)= δ′Θ ◦ βY¯ . (7.60)
This can be solved subject to (7.58) by taking
δ′Λ ◦ dY¯ = −βY¯ ◦ S ◦ dY¯ , δ′Θ ◦ dY¯ = −3(Y¯dY¯ ◦ S). (7.61)
Using (7.57), (7.59), (7.61) in (7.55) generates variations in agreement with (7.24) up to contri-
butions which may be absorbed in T ′. Such variations generate terms in Θ which are 1PR. Also
we may show δ(Λ ◦ βY¯ − βY ◦ Λ¯) = 0 subject to (βY¯ ◦ ∂Y¯ − βY ◦ ∂Y )h = [γ,h].
The perturbative results obtained here for A˜ may be expressed in the form (7.51), although
this can require additional constraints on γ beyond those required for integrability of (7.9). As
was already shown in [19] the low order results in (7.30), with the one and two loop expressions
for γ in (5.21), can be expressed in the form (7.51). At lowest order it is necessary that
Λ(2) ◦ dY¯ = 1
6
Y ◦ dY¯ ⇒ 3(Y¯Λ(2))= γ (1). (7.62)
In general at the next order we may take
Λ(3) ◦ dY¯ = λ tr((dY¯ Y )(Y¯ Y )), Θ(2) ◦ dY¯ = θ(dY¯ Y ). (7.63)
In this case
3
(
Y¯Λ(3)
)−Θ(2) ◦ β(1)
Y¯
=
(
λ− 1
2
θ
)(
2(Y¯ Y Y¯ Y )+ (Y¯ Y )2). (7.64)
Equating this to γ (2) − γ (1)2, in accord with (7.54), requires
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θ = −1
4
, (7.65)
and using (7.63) in (7.55) is compatible with (7.26) for
a = 2λ= −1
2
+ θ, b = 2λ+ θ = −1
2
+ 2θ. (7.66)
For A˜(4) given by (7.30), (7.51) is then satisfied with H(2) = 0.
At the next order there are several terms which may contribute to Λ(4) and Θ(3) in (7.54).
Assuming Λ,Θ can both be represented in terms of 1PI graphs we then take
Λ(4) ◦ dY¯ = α tr((Y¯ Y )(dY¯ Y Y¯ Y ))+ β tr((dY¯ Y )(Y¯ Y Y¯ Y ))+D 1
9
dY¯ tr(γD),
Θ(3) ◦ dY¯ = σ(dY¯ Y Y¯ Y )+ τ(Y¯ YdY¯ Y ), (7.67)
where a potential contribution tr((dY¯ Y )(Y¯ Y )2) to Λ(4) ◦dY¯ is discarded as it would be necessary
later to set the coefficient to zero for consistency. Imposing now
3
(
Y¯Λ(4)
)−Θ(3) ◦ β(1)
Y¯
= γ (3) − γ (1)γ (2) − γ (2)γ (1), (7.68)
requires then
σ = 1
4
− 2B − 1
2
θ, τ = −1
4
− 2A+ 2B + 1
2
θ, α = 1
8
− 1
4
θ,
β = 3
8
−B − 1
4
θ, (7.69)
and the solution requires the constraint on γ (3)
A− 2B − 1
2
C = −1
2
. (7.70)
This is satisfied by the calculated results (5.29) and the derivation remains valid if additional 1PR
contributions are allowed in Θ(3) in (7.67).
Using (7.67) with (7.69) in (7.55) gives contributions to T (4), K(4) of the form (7.34), (7.35)
with
a1 = a2 = 2β = 34 − 2B −
1
2
θ, a3 = 2β + τ = 12 − 2A, a4 = 2α =
1
4
− 1
2
θ,
a5 = 2β − θ = 34 − 2B −
3
2
θ, b1 = b2 = b3 = 0, e = f = 0, (7.71)
which is compatible with (7.39) for X1 = 58 − B − 34θ , X2 = 1 − 2B − 12θ , X3 = 18 − 14θ and
X4 = 0 so long as a, b satisfy (7.66). With these results we may check
A˜(5) = − tr(γ (1)γ (3))− 1
2
tr
(
γ (2)2
)+ tr(γ (1)2γ (2))
+Λ(2) ◦ β(3)
Y¯
+Λ(3) ◦ β(2)
Y¯
+Λ(4) ◦ β(1)
Y¯
, (7.72)
as required by (7.51) to this order with H = 0. The results for Λ may be expressed also in the
form
I. Jack, H. Osborn / Nuclear Physics B 883 (2014) 425–500 471Λ(2) ◦ dY¯ = dY¯
1
6
tr
(
(Y¯ Y )
)
, Λ(3) ◦ dY¯ = dY¯
1
2
λ tr
(
(Y¯ Y )2
)
,
Λ(4) ◦ dY¯ =
(
α − 1
2
β
)
tr
(
(Y¯ Y )(dY¯ Y Y¯ Y )
)
+ dY¯
(
1
2
β tr
(
(Y¯ Y )(Y¯ Y Y¯ Y )
)+ 1
9
D tr(γD)
)
. (7.73)
At higher orders the number of potential constraints increases when the number of inequiva-
lent lines of a (+ 1)-loop vacuum graph, related to the number of terms in γ (), becomes larger
than the number of inequivalent vertices, which are related to possible contributions to Λ(+1).
The calculations of [34] for γ (4) in terms of Y, Y¯ correspond to 11 distinct graphs which are
related to 6 5-loop vacuum graphs giving 13 possible Λ(5). However the number of independent
terms in γ (4) may be reduced by considering redefinitions as in (7.23) with h ∝ γA,γB, γC, γD
and letting βY¯ → β(1)Y¯ , γ → γ (1). By taking h = 34ζ(4)γD all terms, corresponding to non-planar
graphs which contain the γD subgraph, involving ζ(4) in the expression given in [34] are gen-
erated by (7.23). There are 7 planar graphs relevant for γ (4) and applying (7.54) in conjunction
with lower order contributions gives one relation, which is invariant under changes of scheme
and is analogous to (7.70), amongst the coefficients. This is satisfied by results of [34].
Some calculations checking the validity of the essential equations (7.9) or (7.54) at each loop
order when new transcendental numbers appear are also undertaken in Appendix A.
8. Renormalisation with local couplings
The results derived in Section 2 can be specialised to renormalisable quantum field theories
when the metric GIJ and other quantities may be calculated in a perturbative loop expansion on
a curved space background. Within the framework of dimensional regularisation with minimal
subtraction on flat space there is also a precise prescription for determining quantities, such as
SIJ and WI , which are initially defined in terms of contributions involving ∂μσ , in terms of the
σ -independent counterterms, necessary for a finite theory, which are simple poles in ε = 4 − d .
To demonstrate this we consider initially a generic renormalisable quantum field theory de-
scribed by a Lagrangian density L formed from fields Φ and their conjugates Φ¯ depending on
local couplings {gI (x)} for a complete set of marginal operators {OI (x)}. For renormalisability
L must contain background gauge fields {aμ(x)} and local couplings {M(x)} for all relevant
dimension two operators, corresponding to contributions to L of the form LM = −Φ¯MΦ . In
L the kinetic terms, which are bilinear in the scalar/fermion fields Φ and their conjugates Φ¯
and have the form LK = −Φ¯K(∂)Φ , are invariant under a maximal symmetry group GK where,
for any g ∈ GK , Φ → gΦ and Φ¯ → Φ¯g¯ we require g¯g = 1, g¯K(∂)g = K(∂). For infinitesimal
transformations corresponding to the associated Lie algebra gK then for ω ∈ gK , ω + ω¯ = 0. In
general GK is not simple but is a product of U(n)’s or O(n)’s. The symmetry GK extends to
the complete action L if the couplings are also transformed appropriately, so that for any ω ∈ gK
then δgI is given by (2.34). A local symmetry GK is obtained as usual by replacing all deriva-
tives in K(∂) by appropriate covariant derivatives Dμ = ∂μ + aμ for aμ(x) ∈ gK . In general then
L(Φ, Φ¯, g, a,M).
As usual a finite quantum field theory in a perturbative expansion obtained from L is achieved
at each order by adding appropriate local counterterms Lc.t.. As well as counterterms involving
Φ,Φ¯ with x-dependent couplings, additional local contributions independent of the fields in-
volving contributions containing
∏
∂mi gIi with
∑
mi  4 and also fμν as defined in (2.36),i i
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extended to covariant derivatives, ∂μgI → DμgI , as in (2.35). RG equations are obtained by
assuming that L is such that the bare Lagrangian generating a finite perturbation expansion order
by order is
L0 = L(Φ, Φ¯, g, a,M)+Lc.t.(Φ, Φ¯, g, a,M)
= L(Φ0, Φ¯0, g0, a0,M0)− 116π2X (g, a,M). (8.1)
X includes all the extra field-independent counterterms and is arbitrary up to total derivatives.
Assuming dimensional regularisation with minimal subtraction, then in a loop expansion
Lc.t.(Φ, Φ¯, g, a,M)() =
∑
r=1
Lc.t.(Φ, Φ¯, g, a,M)()r
1
εr
, (8.2)
so that X contains just poles in ε.
The RG flow equations which are considered here are obtained from(
εσ −Dσ −Dσ,Φ,Φ¯ − (2 − ε)∂μσDμgI
∂
∂D2gI
)
L(Φ0, Φ¯0, g0, a0,M0)
= ∂μ
(
∂μσT · ∂
∂M
L(Φ0, Φ¯0, g0, a0,M0)
)
, (8.3)
where σ is linear in x, of the same form as σv in (4.8), and the right hand side for T ∈ VM is
a potential total derivative contribution when σ is not constant which can be neglected in the
subsequent discussion. In (8.3) Dσ ,Dσ,Φ,Φ¯ are derivatives defined by
Dσ = σ βˆI · ∂
∂gI
+ (σρIDμgI − ∂μσυ) · ∂
∂aμ
+ (σ (γMM − δID2gI − IJDμgIDμgJ )− 2∂μσθIDμgI ) · ∂
∂M
,
Dσ,Φ,Φ¯ =
(
σ
(
1
2
ε − γ
)
Φ
)
· ∂
∂Φ
+
(
σΦ¯
(
1
2
ε − γ¯
))
· ∂
∂Φ¯
. (8.4)
Here Dσ ,Dσ,Φ,Φ¯ act on local functions of gI , aμ,M,Φ, Φ¯ and their derivatives so that for
instance acting on f (g(x), ∂μg(x)), h · ∂∂g = h(x) ∂∂g(x) + ∂μh(x) ∂∂∂μg(x) . The action of Dσ
is then equivalent to the corresponding contributions to the functional derivative operator

σ +
σ,a +
σ,M defined by (2.2), (2.41) and (2.47) although βI → βˆI . A derivation of (8.3)
is sketched in Appendix B.
For the marginal couplings gI (2.3) becomes
βˆI (g) = −εkI gI + βI (g), (8.5)
and minimal subtraction ensures that βI (g) is independent of ε. In a loop expansion(
1 +
∑
I
kI g
I · ∂I − 12Φ · ∂Φ −
1
2
Φ¯ · ∂Φ¯
)
L()c.t. = L()c.t.. (8.6)
Amongst the counterterms in L + Lc.t. for constant gI the quadratic kinetic terms are in
general modified just by the introduction of an appropriate matrix Z(g) = Z¯(g) = 1 + O(g),
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fields Φ,Φ¯ in (8.3) through
βˆI (g)
∂
∂gI
Z(g) = γ¯ (g)Z(g)+Z(g)γ (g). (8.7)
At  loops, with Z() expanded as in (8.2), (8.7) requires γ () + γ¯ () = −Z()1 . The standard
prescription determines γ ()(g) by assuming γ¯ (g) = γ (g) so that the eigenvalues are real. In
obtaining RG equations describing the RG flow it is necessary to factorise Z,
Z = Z¯Z, (8.8)
so that in (8.1)
Φ0 =ZΦ, Φ¯0 = Φ¯Z¯. (8.9)
The factorisation in (8.8) has an essential arbitrariness generated by infinitesimal variations δZ =
ωZ , δZ¯ = Z¯ω¯ = −Z¯ω for ω ∈ gK . The RG equations for Z then take the form, from (8.7),
βˆI (g)
∂
∂gI
Z(g) = ω(g)Z(g)+Z(g)γ (g), ω(g) ∈ gK. (8.10)
Assuming γ¯ = γ and taking Z(1) = 12Z(1), Z(2) = 12Z(2) − 18Z(1) 2 then combining (8.7) and
(8.10) gives ω(2) = 14 [γ (1),Z(1)] = 0 but ω(3) = 14 [γ (2),Z(1)] + 14 [γ (1),Z(2)] may be non-zero.
It is possible to choose Z so that in (8.10) ω = 0 but then γ¯ = γ in general.
In (8.1)
a0μ = aμ + rIDμgI , rI ∈ gK, (8.11)
is determined so that all terms involving derivatives of Φ or Φ¯ in Lc.t. are absorbed by let-
ting Φ,Φ¯ → Φ0, Φ¯0 and DμΦ,DμΦ¯ → D0μΦ0,D0μΦ¯0 with D0μ = ∂μ + a0μ. Hence LK0 =
−Φ¯0K(D0)Φ0 up to total derivatives. The RG equation from (8.3) then requires from (8.10)
Dσ a0μ = −D0μ(σω)= −∂μ(σω)− σ [a0μ,ω]. (8.12)
The resulting equations from the terms in (8.12) proportional to σ and ∂μσ become
L˜Bˆ,ρ˜rI + ρ˜I = ∂I (υ −ω)+ [rI , υ −ω], (8.13)
for
BˆI = βˆI − (υg)I , (8.14)
and
rI Bˆ
I = υ −ω. (8.15)
Assuming rI ,ω contain only poles in ε, so that rI =∑n1 rI,nε−n, the O(1) terms in (8.13) and
(8.15) determine ρ˜I , υ
ρ˜I =
∑
J
kJ g
J (∂J rI,1 − ∂I rJ,1), υ = −
∑
I
rI,1kI g
I . (8.16)
Since
∑
I ρ˜I kI g
I = 0 then contracting (8.13) with BˆI and using (8.15) shows that these equa-
tions require
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I = ρ˜IBI = 0, (8.17)
in agreement with (2.52).
The counterterms contained in M0, where LM0 = −Φ¯0M0Φ0, have the general form
M0 = ZM
(
M − dID2gI − eIJDμgIDμgJ
)
, (8.18)
with dI , eIJ ∈ VM , ZM : VM → VM . (8.3) then implies(
Dσ + (2 − ε)∂μσDμgI ∂
∂D2gI
)
M0 = σ [ω,M0]. (8.19)
This decomposes into
βˆI
∂
∂gI
ZM − [ω,ZM ] = −ZMγM, (8.20)
which determines γ ()M = Z()M1, and
−(L˜Bˆ,ρ˜ − γM)dI = δI ,
−(L˜Bˆ,ρ˜ − γM)eIJ − ΩˆIJ KdK = IJ ,
−ΨˆI J dJ − eIJ BˆJ = θI , (8.21)
for ΨˆI J = (1 − 12ε)δI J + ∂I BˆJ + 12 (ρ˜I g)J and ΩˆIJ K as in (2.50) with B → Bˆ . (8.21) then
determines the ε independent δI , IJ and
θI =
(
kI + 12
)
dI,1 +
∑
J
eIJ,1kJ g
J . (8.22)
By virtue of (8.17), (2.55) also extends to [L˜Bˆ,ρ˜ , ΨˆI J ] = ΩˆIKJ BˆK so that we may obtain directly
from (8.21) the finite relation
(L˜Bˆ,ρ˜ − γM)θI = Ψˆ JI δJ + IJ BˆJ , (8.23)
for which the O(ε0) contribution is identical to (2.54) while the O(ε) terms equivalently deter-
mine θI in terms of δI , IJ .
The additional field-independent local counterterms in (8.1) may be reduced, by discarding
total derivatives, to the form
X (g, a,M) = 1
2
AIJD2gID2gJ +BIJKD2gIDμgJDμgK
+ 1
2
CIJKLDμgIDμgJDνgKDνgL
+ 1
4
f μν ·Lf · fμν + 12M ·LM ·M + f
μν ·PIJDμgIDνgJ
+JI ·MD2gI +KIJ ·MDμgIDμgJ . (8.24)
Assuming this expression the flat space contributions X,Y in (2.60) are determined through the
RG equation
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εσ −Dσ − (2 − ε)∂μσDμgI ∂
∂D2gI
)
X (g, a,M)− σX(g, a,M)+ 2∂μσYμ(g, a,M)
= −2∂μσ
(
∂ν
(GIJDμgIDνgJ )− 12∂μ(GIJDνgIDνgJ )
)
= −2∂μσ
(GIJDμgID2gJ − GIJ (f μνg)IDνgJ + Γ (G)IJKDμgIDνgJDνgK), (8.25)
allowing on the right hand side a total derivative which generates terms of the same form
as in X and X,Yμ as given by (2.61). To obtain (8.25) we assume that GIJ = GJ I satisfies
(ωg)K∂KGIJ + GKJωKI + GIKωKJ = 0. The contributions in (8.25) arising from GIJ are the
same form as the terms in Yμ which involve S(IJ ), TIJK,QI so ε-independent contributions to
GIJ give rise to a corresponding ambiguity in Yμ. This freedom is removed by requiring that
GIJ contains only poles in ε.
Decomposing (8.25) we find for the M-dependent terms
(ε − L˜Bˆ,ρ˜ )JI −JI · γM + δI ·LM = JI ,
(ε − L˜Bˆ,ρ˜ )KIJ −KIJ · γM − ΩˆIJ KJK + IJ ·LM = KIJ ,
ΨˆI
JJJ +KIJ BˆJ − θI ·LM = LI , (8.26)
which determine JI ,KIJ ,LI so that
LI = −
(
kI + 12
)
JI,1 −
∑
J
KIJ,1kJ gJ . (8.27)
Using (8.23), and in a similar fashion, assuming
(ε − L˜Bˆ,ρ˜ )LM − γM ·LM −LM · γM = βM, (8.28)
(8.26) requires for consistency (ε − L˜Bˆ,ρ˜ )LI −LI · γM = ΨˆI J JJ +KIJ BˆJ − θI · βM which is
equivalent to (2.72). For the contributions involving f μν (8.25) reduces to
ω · (ε − L˜Bˆ,ρ˜ )PIJ − (ωg)Kρ˜K ·PIJ − 12ω ·Lf · (∂I ρ˜J − ∂J ρ˜I ) = ω · PIJ ,
ω · (ε − L˜Bˆ,ρ˜ )Lf ·ω′ −ω ·Lf ·
(
ω′g
)K
ρ˜K − (ωg)Kρ˜K ·Lf ·ω′ = ω · βf ·ω′,
−ω ·PIJ BˆJ + 12ω ·Lf · ρ˜I + GIJ (ωg)
J = ω ·QI . (8.29)
To obtain (8.29) we presume GK covariance as in (2.42) to ensure βˆ, ρ → Bˆ, ρ˜ so that for
instance ω · L˜Bˆ,ρ˜PIJ = ω · L˜βˆ,ρPIJ − [ω,υ] ·PIJ . From (8.29)
QI =
∑
J
PIJ,1kJ gJ , (8.30)
and also from (8.29) we may obtain, using −(∂I ρ˜J − ∂J ρ˜I )BˆJ = L˜Bˆ,ρ˜ ρ˜I − (ρ˜I g)J ρ˜J , the finite
relation
ω · (ε − L˜Bˆ,ρ˜ )QI − (ωg)J ρ˜J ·QI = −ω · PIJ BˆJ + 12ω · βf · ρ˜I +GIJ (ωg)
J , (8.31)
assuming
(ε − L˜Bˆ,ρ˜ )GIJ = GIJ , (8.32)
476 I. Jack, H. Osborn / Nuclear Physics B 883 (2014) 425–500with GIJ ε-independent. For ε → 0 (8.31) is just (2.66b). Directly from (8.29)
ω ·QI BˆI = (ωg)IGIJ BˆJ . (8.33)
Since (8.30) ensures that ∑I QI kI gI = 0 so that QI BˆI = QIBI , (2.66b) is satisfied if
WI = −GIJ BˆJ ⇒ WI =
∑
J
GIJ,1kJ gJ . (8.34)
The remaining equations arising from the decomposition of (8.25) are then
(ε − L˜Bˆ,ρ˜ )AIJ + 2J(I · δJ ) = AIJ ,
(ε − L˜Bˆ,ρ˜ )BIJK − ΩˆJKLAIL +J · JK +KJK · δI = BIJK,
(ε − L˜Bˆ,ρ˜ )CILJK − ΩˆILMBMJK − ΩˆJKMBMIL +KIL · JK +KJK · IL
+ (∂I ρ˜(J − ∂(J ρ˜I ) ·PK)L + (∂Lρ˜(J − ∂(J ρ˜L) ·PK)I = CILJK, (8.35)
and also for terms involving ∂μσ ,
ΨˆI
KAKJ +BJ IKBˆK −JJ · θI = SIJ + GIJ ,
ΨˆI
LBLJK + CILJKBˆL −KJK · θI − ρ˜(J ·PK)I = TIJK + Γ (G)IJK. (8.36)
This determines
SIJ = −
(
kI + 12
)
AIJ,1 −
∑
K
BJ IK,1kKgK,
TIJK = −
(
kI + 12
)
BIJK,1 −
∑
L
CILJK,1kLgL. (8.37)
Since (ε − L˜
Bˆ,ρ˜
)Γ (G)IJK − ΩˆJKLGIL + ((∂I ρ˜(J − ∂(J ρ˜I )g)LGK)L = Γ (G)IJK then applying
ε − L˜Bˆ,ρ˜ to (8.36) and using (8.35) gives finite relations which, after dropping O(ε) contribu-
tions, are identical to (2.74) and (2.75).
Furthermore, eliminating AIJ ,BIJK,CIJKL from (8.36) gives
L[I · θJ ] + 12 ρ˜[I ·QJ ] − S˜IJ = Γ
(G)[IJ ]KBˆK −
(
Ψˆ[I K − 12 (ρ˜[I g)
K
)
GJ ]K = ∂[IWJ ],
(8.38)
where S˜[IJ ] = −Ψˆ[I KSJ ]K + T[IJ ]KBˆK = −Ψ[I KSJ ]K + T[IJ ]KBK and WI is determined by
(8.34). Hence (2.65) is recovered.
9. Calculations for a scalar fermion theory
For the theory defined by (5.1), where Φ = (φ,ψ,χ), gI = {yi, y¯i , λij kl}, then the kinetic
symmetry group GK = U(nφ)×U(nψ)×U(nχ) and for ω ∈ gK then
ω = −ω† = {ωφij ,ωψ,ωχ}, ω ·ω′ = ωφijω′φj i + tr(ωψω′ψ)+ tr(ωχω′χ ). (9.1)
To allow application of the formalism of Section 2 it is necessary to extend the theory to include
background gauge fields aμ = {aφμij , aψμ, aχμ} = −a†μ ∈ gK and a scalar field mass term
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−Mij φ¯iφj − 14λij
kl φ¯i φ¯j φkφl, (9.2)
where the covariant derivatives depending on the background gauge fields are
Dμφi = ∂μφi + aφμijφj , Dμψ = ∂μψ + aψμψ, Dμχ = ∂μχ + aχμχ. (9.3)
Acting on the local couplings, in accord with (2.35), the covariant derivative is determined by
using (6.19) for (aμg)I . For this theory the minimal subtraction βˆ-functions are expressible as
in (8.5) in the form
βˆλij
kl = −ελij kl + βλij kl, βˆiy = −
1
2
εyi + βiy, βˆy¯i = −
1
2
εy¯i + βy¯i . (9.4)
To obtain counterterms involving derivatives of the couplings when they are x-dependent the
methods described in [35,26], which avoid momentum space, may be adapted. For the theory
defined by (5.1), neglecting mass terms and background gauge fields, the propagators are given
by 〈
ψ(x)ψ¯(y)
〉= S(s) = −iσ¯ · ∂G0(s), 〈χ(x)χ¯(y)〉= S¯(s) = −iσ · ∂G0(s), (9.5)
and 〈
φi(x)φ¯
j (y)
〉= δji G0(s), (9.6)
with
G0(s) = 1
(d − 2)Sd
(
s2
)1− 12 d , Sd = 2π 12 d
Γ ( 12d)
, s = x − y, (9.7)
so that −∂2G0(s) = δd(s). For graphs involving two vertices the ε poles may be determined by
using
G0(s)
n ∼ 2
ε
1
(16π2)n−1
1
(n− 1)!2
(
∂2
)n−2
δd(s) for n = 2,3, . . . , (9.8)
and various extensions involving derivatives [35]. At one loop it is sufficient to use (9.8) for n = 2
since
trσ
(
S(s)S¯(−s))= −∂2G0(s)2, S(s)G0(s) = −12 iσ¯ · ∂G0(s)2. (9.9)
This formalism may also be extended to allow for mass terms and gauge fields in a manifestly
gauge covariant fashion.
With these results it is straightforward to obtain
L(1)c.t. =
1
ε
(
2φ¯i tr
(
y¯i
←−
∂ · ∂yj )φj + ψ¯ y¯i iσ · ←→∂ yiψ + χ¯yi iσ¯ · ←→∂ y¯iχ), (9.10)
for ←→∂ = 12 (∂ −
←−
∂ ) and also rescaling the couplings as in (5.7). At two loops the corresponding
contribution to L(2)c.t. involving χ is given by
478 I. Jack, H. Osborn / Nuclear Physics B 883 (2014) 425–500L(2)c.t.χ =
1
4ε2
(
1 − 1
4
ε
)(
χ¯yi y¯j y
j iσ¯ · ∂y¯iχ − χ¯yi iσ¯ · ←−∂ y¯j yj y¯iχ
)
− 1
2ε2
(
1 − 5
4
ε
)
χ¯yi iσ¯ · (y¯j←→∂ yj )y¯iχ
+ 1
2ε2
(
1 − 3
4
ε
)(
χ¯yi tr
(
y¯iy
j
)
iσ¯ · ∂y¯jχ − χ¯yi iσ¯ · ←−∂ tr
(
y¯iy
j
)
y¯j χ
)
− 1
ε2
(
1 + 1
4
ε
)
χ¯yi iσ¯ · tr(y¯i←→∂ yj )y¯j χ, (9.11)
and similarly for L(2)c.t.ψ obtained from (9.11) with χ → ψ , y ↔ y¯. Furthermore, the two loop
scalar field counterterm is given by
L(2)c.t.φ =
1
4ε
φ¯iλik
mn←−∂ · ∂λmnkjφj
+ 2
ε2
(
1 − 1
4
ε
)
φ¯iλik
lj tr
(
∂y¯l · ∂yk
)
φj − 12ε φ¯
iλik
lj
(
tr
(
∂2y¯ly
k
)+ tr(y¯l∂2yk))φj
+
(
1
ε2
(
1 − 3
4
ε
)
φ¯i tr
(
y¯i
←−
∂ · yky¯k∂yj
)
φj
+ 1
ε2
(
1 − 1
4
ε
)(
φ¯i tr
(
y¯i
(
yk
←→
∂ y¯k
) · ∂yj )φj − φ¯i tr(y¯i←−∂ · (yk←→∂ y¯k)yj )φj )
− 1
2ε2
(
1 − 5
4
ε
)
φ¯i tr
(
y¯i∂
2(yky¯k)yj )φj − 1
ε
φ¯i tr
(
y¯i∂y
k · ∂y¯kyj
)
φj
+ φ¯ ↔ φ, y ↔ y¯
)
. (9.12)
The result (9.10) then determines
Z(1) = −1
ε
{
tr
(
y¯iy
j
)
,
1
2
y¯iy
i ,
1
2
yi y¯i
}
,
a
(1)
0 μ = r(1)I ∂μgI = −
1
ε
{
2 tr
(
y¯i
←→
∂ μy
j
)
, y¯i
←→
∂ μy
i, yi
←→
∂ μy¯i
}
, (9.13)
as well as the required contributions to M(1)0
M
(1)
0 i
j = 1
ε
(
2λikjlMlk + tr
(
y¯iy
k
)
Mk
j +Mik tr
(
y¯ky
j
)− 2 tr(∂μy¯i∂μyj )). (9.14)
In consequence at one loop from (9.13) using (8.16)
ρ
(1)
I dg
I = −
{
tr
(
y¯idyj − dy¯iyj
)
,
1
2
(
y¯idyi − dy¯iyi
)
,
1
2
(
yidy¯i − dyi y¯i
)}
. (9.15)
From (9.14) using (8.18) and (8.21)
δ
(1)
I dg
I = 0, (IJ (1)dgIdgJ )i j = 2 tr(dy¯idyj ), (9.16)
and also(
θ
(1)
I dg
I
)
j = 1(tr(y¯idyj )+ tr(dy¯iyj )). (9.17)i 2
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a
(2)
0 χμ = −
1
4ε2
(
1 − 1
4
ε
)(
yi y¯j y
j ∂μy¯i − ∂μyi y¯j yj y¯i
)+ 1
2ε2
(
1 − 5
4
ε
)
yi
(
y¯j
←→
∂ μy
j
)
y¯i
− 1
ε2
(
1 − 3
4
ε
)
tr
(
y¯iy
j
)(
yi
←→
∂ μy¯j
)+ 1
ε2
(
1 + 1
4
ε
)
yi y¯j tr
(
y¯i
←→
∂ μy
j
)
−Z(1)χ ←→∂ μZ(1)χ −Z(1)χ a(1)0 χμ − a(1)0 χμZ(1)χ . (9.18)
Also from (9.12)
a
(2)
0 φμi
j = − 1
4ε
λik
mn←→∂ μλmnkj
− 1
2ε2
(
1 − 3
4
ε
)(
tr
(
y¯iy
ky¯k∂μy
j
)− tr(∂μy¯iyky¯kyj )
+ tr(y¯kyky¯i∂μyj )− tr(yky¯k∂μy¯iyj ))
+ 1
ε2
(
1 − 1
4
ε
)(
tr
(
y¯i
(
yk
←→
∂ μy¯k
)
yj
)− tr((yk←→∂ μy¯k)y¯iyj ))
−Z(1)φi k
←→
∂ μZ(1)φk j −Z(1)φi ka(1)0 φμkj − a(1)0 φμikZ(1)φk j . (9.19)
Furthermore,
M
(2)
0 i
j = − 1
4ε
∂λik
mn · ∂λmnkj
− 2
ε2
(
1 − 1
4
ε
)
λik
lj tr
(
∂y¯l · ∂yk
)+ 1
2ε
λik
lj
(
tr
(
∂2y¯ly
k
)+ tr(y¯l∂2yk))
− 1
ε2
(
1 − 3
4
ε
)(
tr
(
∂y¯i · yky¯k∂yj
)+ tr(y¯kyk∂y¯i · ∂yj ))
− 1
ε2
(
1 − 1
2
ε
)(
tr
(
y¯iy
k∂y¯k · ∂yj
)+ tr(∂y¯i · ∂yky¯kyj )
+ tr(∂y¯k · yky¯i∂yj )+ tr(y¯k∂yk · ∂y¯iyj ))
+ 1
4ε
(
tr
(
y¯i∂y
k · y¯k∂yj
)+ tr(∂y¯i · yk∂y¯kyj )
+ tr(y¯k∂yk · y¯i∂yj )+ tr(∂y¯k · yk∂y¯iyj ))
− 1
4ε
(
tr
(
y¯i∂
2(yky¯k)yj )+ tr(∂2(y¯kyk)y¯iyj ))
+ 1
ε
(
tr
(
y¯i∂y
k · ∂y¯kyj
)+ tr(∂y¯k · ∂yky¯iyj ))
− (∂Z(1)φi k − a(1)0 φik) · (∂Z(1)φk j + a(1)0 φkj )
−Z(1)φi kM(1)0 kj −M(1)0 i kZ(1)φk j + O(M). (9.20)
Letting in (9.13), using (6.19),
yi
←→
∂ μy¯i → yi←→Dμy¯i = yi←→∂ μy¯i + yiaψμy¯i + yi y¯j aφμij − 1aχμyi y¯i − 1yi y¯iaχμ,2 2
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(
y¯i
←→
∂ μy
j
)→ tr(y¯i←→Dμyj )= tr(y¯i←→∂ μyj )+ tr(y¯iaχμyj )− tr(aψμy¯iyj )
− 1
2
tr
(
y¯iy
k
)
aφμk
j − 1
2
aφμi
k tr
(
y¯ky
j
)
, (9.21)
we may verify that the RG equations (8.12) are consistent with the double pole terms in (9.18)
and (9.19) with ω = 0 to this order. The double ε-poles in (9.20) are also determined by (8.19).
The two loop results (9.18) and (9.19) then entail
(
ρ
(2)
I dg
I
)
χ
= 1
8
(
yi y¯j y
jdy¯i − dyi y¯j yj y¯i
)− 5
8
yi
(
y¯jdyj − dy¯iyi
)
y¯i
+ 3
4
tr
(
y¯iy
j
)(
yidy¯j − dyi y¯j
)+ 1
4
yi y¯j tr
(
y¯idyj − dy¯iyj
)
,
(
ρ
(2)
I dg
I
)
φi
j = −1
4
(
λik
mndλmnkj − dλikmnλmnkj
)
+ 3
4
(
tr
(
y¯iy
ky¯kdyj
)− tr(dy¯iyky¯kyj )+ tr(y¯kyky¯idyj )− tr(yky¯kdy¯iyj ))
− 1
4
(
tr
(
y¯i
(
ykdy¯k − dyky¯k
)
yj
)− tr((ykdy¯k − dyky¯k)y¯iyj )). (9.22)
A related calculation, which was extended to three loops, was described in [15]. Also from (8.12)
we obtain
υ(1) = υ(2) = 0. (9.23)
A useful check is to restrict (9.15) and (9.22) to the supersymmetric case (5.17), where, with
a similar notation to that in Section 7,(
ρ
(1)
I dg
I
)
Susyi
j = 1
2
(−(Y¯dY)ij + (dY¯ Y )i j ),(
ρ
(2)
I dg
I
)
Susyi
j = 1
2
(
(Y¯ Y Y¯dY)ij − (dY¯ Y Y¯ Y )i j + (Y¯ YdY¯ Y )i j − (Y¯dY Y¯Y )ij
)
. (9.24)
These results are in accord with (7.4), using (5.21).
The condition (2.52), which links different loop orders, provides a further verification of the
results (9.15) and (9.22). It is easy to check that ρ(1)I β(1)I = 0 and also(
ρ
(2)
I β
I (1))
ψ
= −(ρ(1)I βI (2))ψ = 116 y¯iyj y¯j yi y¯kyk + 38 y¯iyj y¯kyk tr(yi y¯j )− conjugate,(
ρ
(2)
I β
I (1))
φi
j = −(ρ(1)I βI (2))φij = 2λikmn tr(y¯myky¯nyj )− 14λikmnλmnkl tr(y¯lyj )
+ 3
4
(
tr
(
y¯iy
ky¯ky
l
)+ tr(y¯kyky¯iyl)) tr(y¯lyj )− conjugate. (9.25)
From (9.20) we may also read off(
δ
(2)
I dg
I
)
i
j = −λiklj
(
tr
(
dy¯lyk
)+ tr(y¯ldyk))
+ 1
2
tr
(
y¯i
(
dyky¯k + ykdy¯k
)
yj
)+ 1
2
tr
((
dy¯kyk + y¯kdyk
)
y¯iy
j
)
,
(

(2)
IJ dg
IdgJ
)
i
j = 1
2
dλikmndλmnkj − λiklj tr
(
dy¯ldyk
)
− 3(tr(dy¯iyky¯kdyj )+ tr(y¯kykdy¯idyj ))2
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− tr(dy¯kyky¯idyj )− tr(y¯kdykdy¯iyj )
− 1
2
(
tr
(
y¯idyky¯kdyj
)+ tr(dy¯iykdy¯kyj )
+ tr(y¯kdyky¯idyj )+ tr(dy¯kykdy¯iyj ))
− tr(y¯idykdy¯kyj )− tr(dy¯kdyky¯iyj ). (9.26)
Reducing (9.16) and (9.26) to the supersymmetric case(
IJ
(1)dgIdgJ
)
Susyi
j = (dY¯dY)ij ,(
IJ
(2)dgIdgJ
)
Susyi
j = −(dY¯ Y Y¯dY)ij − (dY¯dY Y¯Y )ij
− (Y¯dYdY¯ Y )i j − (Y¯ YdY¯dY)ij , (9.27)
which agrees with (7.5).
The results are compatible with the consistency relation (2.54) or (8.23). Assuming (9.17),
and for simplicity dgI = (dyi,0,0), then
(Lβ(1) θ (1)I dgI )i j = 12 tr(y¯iyky¯kdyj )+ 12 tr(y¯kyky¯idyj )
+ 1
4
tr
(
y¯idyky¯kyj
)+ 1
4
tr
(
y¯kdyky¯iyj
)
+ tr(y¯iyk) tr(y¯kdyj )+ 12 tr(y¯idyk) tr(y¯kyj ),(
γ
(1)
M θ
(1)
I dg
I
)
i
j = λiklj tr
(
y¯ldyk
)+ 1
2
tr
(
y¯iy
k
)
tr
(
y¯kdyj
)+ 1
2
tr
(
y¯idyk
)
tr
(
y¯ky
j
)
,((
ρ
(1)
I g
)J
θ
(1)
J dg
I
)
i
j
= 1
4
tr
(
y¯idyky¯kyj
)+ 1
4
tr
(
y¯kdyky¯iyj
)+ 1
2
tr
(
y¯iy
k
)
tr
(
y¯kdyj
)
. (9.28)
The sum is then equal to (δ(2)I + (1)IJ βJ (1))i jdgI , as required by (2.54) to this order.
Similar calculations determine X . At one loop there is no dependence on the couplings and
X (a,M)(1) = 1
6ε
(
tr
(
f
μν
φ fφμν
)+ 2 tr(f μνψ fψμν)+ 2 tr(f μνχ fχμν))+ 1εMijMj i, (9.29)
giving L(1)f and L(1)M in (8.24). Two loop contributions to X , which determine the leading con-
tributions to AIJ ,PIJ ,JI ,KIJ in (8.24), may also be undertaken within the framework of [35].
For the scalar/fermion theory determined by (9.2) there is just one two loop graph involving only
the Yukawa couplings. For zero aμ,M this gives
W(2) = −
∫
ddx ddy tr
(
yi(x)y¯i(y)
)
trσ
(
S(s)S¯(−s))G0(s). (9.30)
Since trσ (S(s)S¯(−s))G0(s) = − 13∂2G0(s)3 the divergent part of (9.30) is determined by using
(9.8) and gives, after rescaling according to (5.7), X (g)(2) = 16ε tr(∂2yi∂2y¯i ) as was obtained in
[9].
Extending this two loop calculation to include the additional contributions involving the back-
ground gauge fields aμ and also M gives
482 I. Jack, H. Osborn / Nuclear Physics B 883 (2014) 425–500X (g, a,M)(2)
= 1
ε
1
6
tr
(
D2yiD2y¯i
)+ 2
3ε2
(
1 + 5
12
ε
)
tr
(
Dμy
iDνy¯j
)
f
μν
φ i
j
+ 2
3ε2
(
1 − 7
12
ε
)(
tr
(
Dμy
if
μν
ψ Dνy¯i
)− tr(DμyiDνy¯if μνχ ))
− 2
ε2
(
1 − 1
4
ε
)
Mi
j tr
(
Dμy¯jDμy
i
)+ 1
2ε
Mi
j
(
tr
(
y¯jD
2yi
)+ tr(D2y¯j yi))
− 1
4ε
(
tr
(
yif
μν
ψ fψμνy¯i
)+ tr(yi y¯if μνχ fχμν))− 13ε2
(
1 − 1
12
ε
)
tr
((
f μνy
)i
(fμνy¯)i
)
+ 1
6ε
tr
(
(fμνy)
i y¯j
)
f
μν
φ i
j + 2
ε2
λij
klMk
iMl
j + 2
ε2
(
1 − 1
2
ε
)
Mi
j tr
(
y¯j y
k
)
Mk
i,
(9.31)
which is consistent with the general form (8.24). The RG equation (8.25) provides a non-trivial
check of the double poles in ε present in X (2) which are determined in terms of (9.29) and the
one loop results (9.15) and (9.16). In the O(f 2) terms it is useful to note tr((f μνy)ifψμνy¯i) =
− tr(yifψμν(f μνy¯)i), with similar relations for fψ → fχ ,fφ . For (ωy)i, (ωy¯)i = 0 the O(f 2)
contributions are just the two loop Yukawa contribution to the gauge beta function [26,36].
The two loop contributions to X and Yμ are determined as in (2.61). This gives using from
(8.35) and (8.37)
G
(2)
IJ dg
IdgJ = A(2)IJ dgIdgJ =
2
3
tr
(
dy¯idyi
)
,
S
(2)
IJ dg
Id′gJ = −1
6
(
tr
(
dy¯id′yi
)+ tr(d′y¯idyi)). (9.32)
For terms involving M using (8.27),(
J
(2)
I dg
I
)
i
j = tr(y¯idyj )+ tr(dy¯iyj ), (K(2)IJ dgIdgJ )i j = tr(dy¯i dyj ),(
L
(2)
I dg
I
)
i
j = −5
8
(
tr
(
y¯i dyj
)+ tr(dy¯iyj )), (9.33)
while for the fμν terms, if PIJ , QI are decomposed as in (9.1),
P
(2)
IJ dg
I d′gJ =
{
− 5
18
tr
(
dy¯i d′yj − d′y¯idyj
)
,
7
18
(
dy¯i d′yi − d′y¯idyi
)
,
7
18
(
dyi d′y¯i − d′yidy¯i
)}
,
Q
(2)
I dg
I =
{
− 5
72
tr
(
y¯i dyj − dy¯iyj
)
,
7
72
(
y¯i dyi − dy¯iyi
)
,− 7
72
(
dyi y¯i − yi dy¯i
)}
. (9.34)
It is easy to see that J (2)I = 2θ(1)I = θ(1)I · β(1)M in accord with (2.72) at this order. Also
G
(2)
IJ (ωg)
J = − 12ω · β(1)f · ρ(1)I as required by (2.66b).
At three loops we determine for simplicity just contributions independent of aμ,M . For the
quartic scalar coupling there is a single vacuum graph
W(3)a =
1 ∫
ddx ddy λij kl(x)λkl ij (y)G0(s)4, (9.35)8
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Xa(λ)(3) = 1
ε
1
144
∂2λij
kl∂2λkl
ij . (9.36)
At four-loop order the vacuum graphs involving just the scalar couplings also give
W(4) = − 1
48
∫
ddx ddy ddz
(
λij
mn(x)λmn
kl(y)λkl
ij (z)+ λijmn(y)λmnkl(x)λkl ij (z)
+ 8λmink(x)λnjml(y)λkl ij (z)
)
×RG0(x − z)2RG0(z− y)2RG0(x − y)2, (9.37)
where
RG0(s)2 = G0(s)2 − 18π2ε δ
d(s). (9.38)
The additional pole term in ε is necessary to ensure subtraction of one loop sub-divergences
and would be generated by appropriate counterterms consistent with minimal subtraction. Using
results from Appendix D the divergent part of (9.37) determines
X (λ)(4) = 1
ε2
(
1 + 11
12
ε
)
1
288
∂2
(
λij
mnλmn
kl + 4λimknλjnlm
)
∂2λkl
ij
− 1
ε
1
96
(
λij
mn∂2λmn
kl + 4λimkn∂2λjnlm
)
∂2λkl
ij . (9.39)
It is easy to check that (8.25) determines the double poles in (9.39) using (6.4) and (9.4). (9.39)
gives (6.10) with G¯ = −7/216.
At three-loop order there are also further vacuum graphs involving solely the Yukawa cou-
plings. There are just two relevant graphs which contain two and one fermion loops giving at this
order in addition to (9.35)
W
(3)
b =
1
2
∫
ddx ddy tr
(
y¯i (x)∂
2
xYyj (x, y)
)
tr
(
y¯j (y)∂
2
yYyi (y, x)
)
,
W(3)c = −
1
8
∫
ddx ddy
(
tr trσ
(
y¯i (x)σ ·∂xYyi (x, y)σ¯ ·←−∂ yy¯j (y)σ ·∂yYyj (y, x)σ¯ ·←−∂ x
)
+ tr trσ
(
yi(x)σ¯ ·∂xYy¯i (x, y)σ ·←−∂ yyj (y)σ¯ ·∂yYy¯j (y, x)σ ·←−∂ x
))
, (9.40)
using (9.9) with
Yf (x, y) =
∫
ddzRG0(x − z)2f (z)G0(z− y). (9.41)
From (9.41) it is easy to obtain
Yf (x, y)
(−←−∂ 2y )=RG0(s)2f (y). (9.42)
The analysis of (9.40) is more involved than obtaining (9.31) or (9.36) and is described in
Appendix C by obtaining formulae for the local ε-poles which arise from products of Yf with
derivatives. Thus
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(3) = 2
9ε2
(
1 + 5
12
ε
)
tr
(
y¯i∂
2yj
)
tr
(
∂2y¯j y
i
)
+ 1
9ε2
(
1 − 25
12
ε
)
tr
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)
tr
(
y¯j y
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)
+ 1
36ε
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tr
(
∂2y¯iy
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)
tr
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∂2y¯j y
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)+ tr(y¯i∂2yj ) tr(y¯j ∂2yi))
+ 2
9ε2
(
1 − 7
12
ε
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tr
(
∂μy¯i∂
2yj
)
tr
(
∂μy¯j y
i
)+ tr(∂2y¯i∂μyj ) tr(y¯j ∂μyi))
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9ε2
(
1 + 5
12
ε
)
tr
(
∂μy¯i∂μy
j
)(
tr
(
∂2y¯j y
i
)+ tr(y¯j ∂2yi))
− 1
9ε
(
tr
(
∂μy¯i∂
2yj
)
tr
(
y¯j ∂μy
i
)+ tr(∂2y¯i∂μyj ) tr(∂μy¯j yi))
+ 4
9ε3
(
1 + 5
12
ε − 35
144
ε2
)
tr
(
∂μy¯i∂
νyj
)(
tr
(
∂μy¯j ∂νy
i
)− tr(∂νy¯j ∂μyi))
+ 4
3ε3
(
1 − 1
4
ε − 19
48
ε2
)
tr
(
∂μy¯i∂μy
j
)
tr
(
∂νy¯j ∂νy
i
)
+ 1
18ε
tr
(
∂μy¯i∂
νyj
)(
tr
(
∂μy¯j ∂νy
i
)+ tr(∂νy¯j ∂μyi)), (9.43)
and
χc(y, y¯)
(3) = 1
18ε2
(
1 − 13
12
ε
)
tr
(
∂2y¯i∂
2yi y¯j y
j + ∂2yi∂2y¯iyj y¯j
)
+ 1
9ε2
(
1 − 7
12
ε
)
tr
(
y¯i∂
2yi∂2y¯j y
j + ∂2yi y¯iyj ∂2y¯j
)
− 1
72ε
tr
(
∂2y¯iy
i∂2y¯j y
j + y¯i∂2yi y¯j ∂2yj + ∂2yi y¯i∂2yj y¯j + yi∂2y¯iyj ∂2y¯j
)
+ 1
9ε2
(
1 − 1
12
ε
)
tr
(
∂μy¯i∂
2yi∂μy¯j y
j + ∂2y¯i∂μyi y¯j ∂μyj
+ ∂μyi∂2y¯i∂μyj y¯j + ∂2yi∂μy¯iyj ∂μy¯j
)
+ 1
18ε2
(
1 + 5
12
ε
)(
∂μy¯i∂μy
i
(
∂2y¯j y
j + y¯j ∂2yj
)
+ ∂μyi∂μy¯i
(
∂2yj y¯j + yj ∂2y¯j
))
+ 2
9ε3
(
1 − 7
12
ε − 41
144
ε2
)
tr
(
∂μy¯i∂
νyi
(
∂μy¯j ∂νy
j − ∂νy¯j ∂μyj
)
+ ∂μyi∂ν y¯i
(
∂μy
j ∂νy¯j − ∂νyj ∂μy¯j
))
− 1
18ε
tr
(
∂μy¯i∂μy
i∂ν y¯j ∂νy
j + ∂μyi∂μy¯i∂νyj ∂ν y¯j
)
+ 1
18ε
tr
(
∂μy¯i∂
νyi
(
∂μy¯j ∂νy
j + ∂νy¯j ∂μyj
)
+ ∂μyi∂ν y¯i
(
∂μy
j ∂νy¯j + ∂νyj ∂μy¯j
))
. (9.44)
The double and triple ε-poles are determined by (8.25) starting from (9.31) using the one loop
results (9.15) and (9.16).
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∂2gI ∂2gJ terms give the three loop contribution to AIJ which involves both the scalar and
Yukawa couplings
A
(3)
IJ dg
IdgJ = 1
24
dλij kldλkl ij
− 13
36
tr
(
dy¯idyi y¯j yj + dyidy¯iyj y¯j
)− 7
18
tr
(
y¯idyidy¯j yj + dyi y¯iyjdy¯j
)
− 1
12
tr
(
dy¯iyidy¯j yj + dyi y¯idyj y¯j + y¯idyi y¯jdyj + dyi y¯idyj y¯j
)
− 25
18
tr
(
dy¯idyj
)
tr
(
y¯j y
i
)+ 5
9
tr
(
y¯idyj
)
tr
(
dy¯j yi
)
+ 1
6
(
tr
(
dy¯iyj
)
tr
(
dy¯j yi
)+ tr(y¯idyj ) tr(y¯jdyi)). (9.45)
At this order there are extra terms necessary to calculate GIJ . Using results in (9.15), (9.17)
and (9.32), (9.33) then, since S(2)
(IJ )
+ 12A(2)IJ = 0, (2.74) gives
G
(3)
IJ dg
IdgJ =
(
A
(3)
IJ −
1
2
(
ρ
(1)
I g
)K
A
(2)
KJ − J (2)I · θ(1)J
)
dgIdgJ
= 1
24
dλij kldλkl ij
− 13
36
tr
(
dy¯idyi y¯j yj + dyidy¯iyj y¯j
)
− 5
9
tr
(
y¯idyidy¯j yj + dyi y¯iyjdy¯j
)
− 25
18
tr
(
dy¯idyj
)
tr
(
y¯j y
i
)− 7
9
tr
(
y¯idyj
)
tr
(
dy¯j yi
)
− 1
6
(
tr
(
dy¯iyj
)
tr
(
dy¯j yi
)+ tr(y¯idyj ) tr(y¯jdyi)). (9.46)
This gives the results in (6.7). The additional contributions are crucial in ensuring that the metric
satisfies the necessary consistency conditions.
For
gIJ dgIdgJ = tr
(
y¯iy
i
)
, (9.47)
then
(L˜β(1),ρ(1)gIJ )dgIdgJ = tr
(
dy¯idyi y¯j yj + dyidy¯iyj y¯j
)
+ 2 tr(y¯idyidy¯j yj + dyi y¯iyjdy¯j )
+ 2 tr(dy¯idyj ) tr(y¯j yi)+ 4 tr(y¯idyj ) tr(dy¯j yi), (9.48)
which determines the possible freedom in G(3)IJ shown in (6.8).
Using (8.34) we may determine from (9.32) and (9.45) the two and three loop contributions
to WI . This gives
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(2)
I dg
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y¯iy
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(3)
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144
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klλkl
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tr
(
y¯iy
j
)
tr
(
y¯j y
i
)
− 11
288
tr
(
y¯iy
i y¯j y
j + yi y¯iyj y¯j
))
. (9.49)
Restricting to the supersymmetric case according to the prescription described in Section 5
then (9.31), neglecting gauge fields and M terms, gives
X(Y, Y¯ )
(2)
Susy =
1
6
(
∂2Y¯ ∂2Y
)
i
i , (9.50)
while from (9.36), (9.43) and (9.44)
X(Y, Y¯ )
(3)
Susy = −
5
16
(Y¯ Y )i
j
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∂2Y¯ ∂2Y
)
j
i − 1
8
(
Y¯ ∂2Y
)
i
j
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∂2Y¯ Y
)
j
i
− 1
8
((
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)
i
j
(
∂2Y¯ ∂μY
)
j
i + (∂μY¯Y )
i
j
(
∂μY¯ ∂
2Y
)
j
i
)
− 1
16
(
∂μY¯ ∂νY
)
i
j (∂μY¯ ∂νY )j
i + 9
16
(
∂μY¯ ∂νY
)
i
j (∂νY¯ ∂μY )j
i
− 9
16
(
∂μY¯ ∂μY
)
i
j
(
∂νY¯ ∂νY
)
j
i . (9.51)
This three loop result has been verified by an independent superspace calculation.
In the supersymmetric case the gauge field contributions at two loops may be obtained from
the calculations in the scalar/fermion model by letting aψ = −aTχ = aφ so that the results in
(9.34) may be added to give
(
P
(2)
IJ dg
Id′gJ
)
Susy i
j = 1
4
(
dY¯d′Y − d′Y¯dY )
i
j ,
(
Q
(2)
I dg
I
)
Susy i
j = 1
16
(dY¯ Y − Y¯dY)ij . (9.52)
Assuming (7.28) then (7.20) gives (
Q(2)I dgI )Susy = 32z(dY¯ Y − Y¯dY) so that Q(2) → 0 if z =
− 124 . If this is done, from (7.29) and (7.31), a → − 34 , b → −1. Furthermore, from the O(f 2)
terms in (9.31)(
ω · β(1)f ·ω
)
Susy = 2 tr
(
ω2
)
,(
ω · β(2)f ·ω
)
Susy = −2 tr
(
ω2(Y¯ Y )
)− 1
3
(Y ∗ω) ◦ (ω ∗ Y¯ ). (9.53)
These results (9.53) together with (9.52) are sufficient to check (2.66b) with the three loop GIJ
given by (7.26) and (7.31). The one and two loop expressions for βf are compatible with an
extension of the NSVZ formula for the matter contributions to N = 1 gauge β-function of the
form (ω · βf ·ω)Susy = 2 tr(ω2(1 − 2γ ))− (Y ∗ω) ◦ G˜ ◦ (ω ∗ Y¯ ).
10. Conclusion
In this paper we have endeavoured to show that the existence of a metric on the space of
couplings, for renormalisable theories at least, and the associated equations, which are related to
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results are applicable in the context of the standard model in that their application here provides a
partial check of the three-loop Yukawa β-function in [17]. For supersymmetric theories there are
additional constraints such as the metric being hermitian and Kähler which might follow from an
extension of the present discussion to superspace.
A critical issue which has not been analysed in any detail here is the role of anomalies which
render the assumption of invariance under arbitrary gauge transformations GK invalid. This
is crucial for a more complete analysis of supersymmetric theories where careful analysis of
anomaly matching links IR and UV limits under RG flow [31].
In this paper we have avoided perturbative calculations on curved space backgrounds. Nev-
ertheless the techniques described here for three loop calculations of vacuum graphs with local
couplings should allow an extension to arbitrary metrics following [37] although as always the
calculational details are non-trivial.
Note added
It has been pointed out to us by Zohar Komargodski that the requirement that the metric be Kähler in
supersymmetric theories should only be possible for strictly marginal operators. This suggests that (7.45)
be modified to
dY ◦G ◦ dY¯ = dY dY¯ F + dY ◦H ◦ dY¯ ,
where H vanishes if βY or βY¯ are zero.
Acknowledgements
We are grateful to Konstantin Chetyrkin and Max Zoller for informing about some details of
their work on three loop Yukawa β-functions. H.O. is grateful to Boaz Keren-Zur for several
discussions about the details of their approach described in [22] and its relation to results in this
paper. This allowed some simplifications in the expressions obtained in Sections 2 and 3 and later
correction of some errors. I.J. is grateful to John Gracey for showing him how to apply MINCER
[38,39] and its relevance in three loop calculations. H.O. would also like to express his thanks for
hospitality at the University of Crete, CERN, and Syddansk Universitet during the slow progress
of this work and also to KITP, UCSB, for the final revision.
Appendix A. Higher loops in the Wess–Zumino supersymmetric theory
In higher loop calculations of the anomalous dimension γ transcendental numbers, such as
ζ(3) in three or more loops, arise. These numbers are associated to diagrams with particular
topologies which are possible initially only at some minimal loop order . The connection be-
tween particular transcendental numbers and a particular graph topology is valid only up to
scheme-dependent contributions to γ and these need to be considered separately. For each such
non-scheme-dependent term γζ contributing to γ () = O(Y Y¯ ), which is proportional to a tran-
scendental number ζ and corresponds to diagrams involving a topology which are not present at
lower loop orders, the equations simplify. It is only necessary then to consider the lowest order
T (2) and also T (+1) to determine the associated contribution to A˜(+2).
The simplest case is when tr(γζ ) corresponds to a connected symmetric graph with +1 loops
and  Y -vertices linked to  Y¯ -vertices. Such graphs are edge transitive so that all 3 lines are
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tr(γζ ) by cutting any line. This implies the identity, for any ωij and with notation as in Section 7,
tr(ωγζ ) = 13(ω ∗ Y¯ ) ◦ ∂Y¯ tr(γζ ) =
1
3
(Y ∗ω) ◦ ∂Y tr(γζ ). (A.1)
With βζ Y¯ = (γζ ∗ Y¯ ) and T (2) given by (7.25)
dY ◦ T (2) ◦ βζ Y¯ = tr
(
(Y¯dY)γζ
)
. (A.2)
To ensure integrability in (7.9) it is necessary to assume T (+1) contains a term proportional to ζ
of the form
dY ◦ Tζ ◦ dY¯ = 23dY¯ dY tr(γζ ), (A.3)
since then
dY ◦ T (2) ◦ βζ Y¯ + dY ◦ Tζ ◦ β(1)Y¯ = dY tr
(
(Y¯ Y )γζ
)
. (A.4)
In consequence there is an associated contribution A˜ζ to A˜(+2) given by
A˜ζ = 12 tr
(
(Y¯ Y )γζ
)= 1
3
β
(1)
Y¯
◦ ∂Y¯ tr(γζ ) =
1
3
β
(1)
Y ◦ ∂Y tr(γζ ). (A.5)
For this case
− tr(γ (1)γζ )+Λ(2) ◦ βζ Y¯ = 0, (A.6)
so that we must take in (7.51)
A˜ζ = Λζ ◦ β(1)Y¯ , (A.7)
where Λζ is part of Λ(+1). Hence from (A.5)
Λζ ◦ dY¯ = 13dY¯ tr(γζ ) ⇒ 3(Y¯Λζ ) = γζ , (A.8)
in accord with (7.54). In this case the metric Gζ = Tζ so that (A.3) ensures (7.45) is satisfied in
this case with
Fζ = 23 tr(γζ ). (A.9)
These results apply when  = 3 for the term proportional to ζ(3), γζ(3) = DγD where
tr(γζ(3)) = 32ζ(3)(Y 3Y¯ 3)K3,3 , and also when  = 4, according to [34], for the term proportional to
ζ(5), which satisfies tr(γζ(5)) = −10ζ(5)(Y 4Y¯ 4)M8 , with the vertices contracted as in the sym-
metric non-planar graphs K3,3, with 6 vertices 9 edges, and M8 forming a cube respectively.
At the next order there are additional non-planar contributions to γ (4) which are proportional
to ζ(3). These are determined by the corresponding term at three loops. To show this we consider
a contribution to γ , in addition to the -loop γζ satisfying (A.1), at +1 loops which is expressed
in terms of γζ . It is sufficient to assume that the relevant term in γ (+1) has the form
γ ′ζ i j = AY¯ikmY lmjγζ lk, (A.10)
with an undetermined coefficient A. As usual γ ′ζ determines β ′ζ Y¯ = (γ ′ζ ∗ Y¯ ) and hence we may
obtain dY ◦ T (2) ◦ β ′ + dY ◦ T (3) ◦ β ¯ which is part of dY A˜′ . There are also contributionsζ Y¯ ζY ζ
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T (+1) and K(+1). Assuming these must contain the subgraph associated with γζ they can have
the general form proportional to γζ
dY ◦ T ′ζ ◦ dY¯ = α1 tr
(
(dY¯dY)γζ
)+ α2 tr((dY¯ Y )dY γζ )+ α3 tr((Y¯dY)dY¯ γζ )
+ α4 tr
(
(Y¯ Y )dY¯ dY γζ
)
,
d′Y ◦K ′ζ ◦ dY = β tr
((
Y¯d′Y
)
dY γζ
)− d′Y ↔ dY. (A.11)
To calculate dY ◦ T ′ζ ◦ β(1)Y¯ + β
(1)
Y ◦K ′ζ ◦ dY we use the identities
(
β
(1)
Y¯
◦ ∂Y¯ − β(1)Y ◦ ∂Y
)
γζ = 12
[
(Y¯ Y ), γζ
]
, (A.12)
a special case of (7.8) valid for any γζ , and
tr
(
(Y¯dY)β(1)
Y¯
◦ ∂Y¯ γζ
)= tr((Y¯ Y )(dY β(1)Y¯ ) ◦ ∂Y¯ γζ )+ 12 tr([(Y¯dY), (Y¯ Y )]γζ ), (A.13)
which may be derived from (A.1) and reflects that all lines in the graph for tr(γζ ) are equivalent.
Combining all contributions to dY A˜′ζ gives finally
2A˜′ζ = Y1 tr
(
(Y¯ Y Y¯ Y )γζ
)+ Y2 tr((Y¯ Y )2γζ )+ Y3 tr((Y¯ Y )β(1)Y¯ ◦ ∂Y¯ γζ ), (A.14)
where
Y1 = 2a + α1 = 2b +A = −1 + α2 + β,
Y2 = a + 14 (α3 + β)= b −
1
4
(α3 + β)+ 12α1 =
1
2
(α2 + β),
Y3 = α4 = 12 (α3 − β). (A.15)
The equations for Y1, Y2 give rise to integrability conditions once more so that we may eliminate
α1, α2 + β,α3 + β and then determine
A = −2, (A.16)
independent of a, b. Remarkably this agrees with the non-planar ζ(3) term in γ (4), after sub-
tracting scheme-dependent terms, obtained in [34]. Subject to (A.16)
Y1 = 4a − 1, Y2 = 2a. (A.17)
At this order there is the freedom due to (7.18) arising from taking g = wgζ for
dY ◦ gζ ◦ dY¯ = 13dY dY¯ tr(γζ ), (A.18)
which leads to an arbitrariness under variations

α2 = 
α3 = 
α4 = −
β = w, (A.19)
giving 
Y1 = 
Y2 = 0, 
Y3 = w. The corresponding variation in A˜′ζ follows from
β
(1)
Y ◦ gζ ◦ β(1)¯ =
1
tr
(
(Y¯ Y )β
(1)
¯ ◦ ∂Y¯ γζ
)
. (A.20)Y 2 Y
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a = 3z, 
b = 6z then
also it is necessary that

α1 = 
α2 = 
α3 = 
β = 6z, (A.21)
so that 
Y1 = 12z, 
Y2 = 6z, 
Y3 = 0. In this case
1
3
(
β
(1)
Y ◦ βζ Y¯ + βζY ◦ β(1)Y¯
)= 2 tr((Y¯ Y Y¯ Y )γζ )+ tr((Y¯ Y )2γζ ). (A.22)
If a = b = − 12 , as in (7.47), (A.15) has the solution
α1 = α2 + β = α3 + β = −2, (A.23)
but the metric G′ζ obtained then from (A.11) cannot be written in the Kähler form (7.45) for any
choice of α4 = 12 (α3 − β) making use of the freedom under (A.19). However if we also allow a
change of scheme as in (7.24) with T → T (1) and h→ −γζ so that
dY ◦ δT ′ζ ◦ dY¯ = tr
(
(dY¯dY)γζ
)+ tr((dY¯ Y )dY γζ )+ tr((Y¯dY)dY¯ γζ ), (A.24)
then, taking β = 0, α4 = −1, dY ◦ (T ′ζ + δT ′ζ ) ◦ dY¯ = dY ◦G′ζ ◦ dY¯ = dY dY¯ F ′ζ with
F ′ζ = − tr
(
(Y¯ Y )γζ
)
. (A.25)
The result (A.14) with (A.17) may also be expressed in the form (7.51). To solve (7.54) it is
sufficient to take
Λ′ζ ◦ dY¯ = u tr
(
(dY¯ Y )γζ
)+ v tr((Y¯ Y )dY¯ γζ ). (A.26)
Using [(ω′ ∗ Y¯ ) ◦ ∂Y¯ , (ω ∗ Y¯ ) ◦ ∂Y¯ ] = ([ω,ω′] ∗ Y¯ ) ◦ ∂Y¯ then from (A.1) we may derive
tr
(
ω
(
ω′ ∗ Y¯ ) ◦ ∂Y¯ γζ )= tr(ω′(ω ∗ Y¯ ) ◦ ∂Y¯ γζ )+ tr([ω,ω′]γζ ), (A.27)
and hence obtain, with Θ(2) as in (7.63),
3
(
Y¯Λ′ζ
)−Θ(2) ◦ βζ Y¯ = γ ′ζ + (u− v)(Y¯ Y )γζ + (v − θ)γζ (Y¯ Y )+ v(Y¯ Y ) ∗ ∂Y¯ γζ , (A.28)
for γ ′ζ as in (A.10) so long as
2(u− θ) = A. (A.29)
Hence 3(Y¯Λ′ζ )−Θ(2) ◦ βζ Y¯ −Θζ ◦ β(1)Y¯ = γ ′ζ − γ (1)γζ − γζ γ (1) if we take
Θζ ◦ dY¯ = 2vdY¯ γζ , (A.30)
and
u− v = v − θ = −1
2
. (A.31)
Applying (A.31) in (A.29) gives (A.16) once more.
Using (A.26) and (A.30) in (7.55) gives a metric of the form (A.11) with
α1 = 2u = −2 + 2θ, α2 = α3 = 4v = −2 + 4θ,
α4 = 2v = −1 + 2θ, β = 0. (A.32)
These results satisfy (A.15) for a, b given by (7.66) so that
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Since, with Λ(2),Λ(3) given in (7.73),
− tr(γ (1)γ ′ζ )+Λ(2) ◦ β ′ζ Y¯ = − tr(γ (2)γζ )+Λζ ◦ β(2)Y¯ = 0,
tr
(
γ (1)2γζ
)= 1
4
tr
(
(Y¯ Y )2γζ
)
,
Λ(3) ◦ βζ Y¯ = 2λ tr
(
(Y¯ Y Y¯ Y )γζ
)+ λ tr((Y¯ Y )2γζ ),
Λ′ζ ◦ β(1)Y¯ = u tr
(
(Y¯ Y Y¯ Y )γζ
)+ 1
2
u tr
(
(Y¯ Y )2γζ
)+ v tr((Y¯ Y )β(1)
Y¯
◦ ∂Y¯ γζ
)
, (A.34)
we may verify
A˜′ζ = − tr
(
γ (1)γ ′ζ
)− tr(γ (2)γζ )+ tr(γ (1)2γζ )
+Λ(2) ◦ β ′
ζ Y¯
+Λ(3) ◦ βζ Y¯ +Λζ ◦ β(2)Y¯ +Λ′ζ ◦ β
(1)
Y¯
, (A.35)
as required by (7.51) with H = 0.
Appendix B. Derivation of local RG equations
Usually RG equations are derived by considering the response to a change of cut-off scale
or using dimensional regularisation variations in the arbitrary mass scale μ which is necessary
for dimensions d = 4. For the equations in Section 8, which are related to broken conformal
symmetry, a slightly different approach is required. For renormalisable scalar fermion theories
in d dimensions L(Φ0, Φ¯0, g0, a0,M0) can be chosen to be conformal primary under conformal
transformations so long as g0, a0,M0 transform appropriately as well as Φ0, Φ¯0. The generator
of conformal transformations for this theory is then, for any conformal Killing vector vμ,
−D0,v =
(
LvΦ0 − 12εσvΦ0
)
· ∂
∂Φ0
+
(
LvΦ¯0 − 12εσvΦ¯0
)
· ∂
∂Φ¯0
+ (vμ∂μgI0 + εσvkI gI0) · ∂
∂gI0
+Lva0μ · ∂
∂a0μ
+LvM0 · ∂
∂M0
, (B.1)
for
LvΦ0 =
(
vμ∂μ − 12ω
μν
v sΦμν + σv
Φ
)
Φ0,
LvΦ¯0 = vμ∂μΦ¯0 + Φ¯0
(
1
2
ωμνv sΦ¯μν + σv
Φ¯
)
,
Lva0μ = vν∂νa0μ + ∂μvνa0ν,
LvM0 = vμ∂μM0 + σv(4M0 −
Φ¯M0 −M0
Φ), (B.2)
where ωμνv = ∂ [μvν] and sΦμν, sΦ¯μν are the appropriate spin matrices. 
Φ,
Φ¯ are the canonical
dimension matrices for Φ,Φ¯ when d = 4 and in consequence Lv has no explicit dependence on
ε for each case in (B.2). It is easy to verify
[D0,v,D0,v′ ] =D0,[v,v′]. (B.3)
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−D0,vL(Φ0, Φ¯0, g0, a0,M0) =
(
vμ∂μ + dσv
)L(Φ0, Φ¯0, g0, a0,M0). (B.4)
The derivation of finite local RG equations depends on the detailed form of the relation be-
tween Φ0, Φ¯0, gI0 , a0μ,M0 and the corresponding finite Φ,Φ¯, g
I , aμ,M implicitly defined by
(8.1). Defining
Dv = −vμ∂μgI · ∂
∂gI
−Lvaμ · ∂
∂aμ
−LvM · ∂
∂M
−LvΦ · ∂
∂Φ
−LvΦ¯ · ∂
∂Φ¯
, (B.5)
then D0,v may be expressed in terms of gI , aμ,M,Φ, Φ¯ in the form
D0,v =Dv +Dσv +Dσv,Φ,Φ¯ , (B.6)
with Dσ ,Dσ,Φ,Φ¯ as in (8.4). The commutation relation (B.3) ensures that the coefficients in Dσ
obey the required consistency conditions.
Since −DvZ = vμ∂μZ,−DvDμgI = LvDμgI then
−DvΦ0 = LvΦ0, −DvΦ¯0 = LvΦ¯0, −Dva0μ = Lva0μ. (B.7)
However
−DvD2gI =
(
vμ∂μ + 2σv
)
D2gI + ∂2vμDμgI , ∂2vμ = −(d − 2)∂μσv. (B.8)
As M0 may contain counterterms involving D2gI in general −DvM0 = LvM0 but taking this
into account
−
(
Dv + (d − 2)∂μσvDμgI ∂
∂D2gI
)
L(Φ0, Φ¯0, g0, a0,M0)
∼ (vμ∂μ + 4σv)L(Φ0, Φ¯0, g0, a0,M0), (B.9)
where ∼ denotes equality up to total derivatives. Subtracting (B.9) from (B.4) then gives(
εσ −Dσ −Dσ,Φ,Φ¯ − (2 − ε)∂μσDμgI ∂
∂D2gI
)
L(Φ0, Φ¯0, g0, a0,M0) ∼ 0, (B.10)
for σ linear in x, which is identical to (8.3) for a suitable choice of total derivative contribu-
tions. As shown in Section 8 (B.10) is sufficient to determine the various contributions to Dσ , in
particular
βˆJ
∂
∂gJ
gI0 = −εkI gI0 . (B.11)
This is equivalent to the standard definition μ ddμg
I |g0 = βˆI when gI0 = μkI ε(gI +LI (g)), with
LI containing just poles in ε and gives the standard form (8.5).
We assume also that (B.4) with (B.6) extend also to L0 including also the field-independent
counterterms so that(Dv +Dσv +Dσv,Φ,Φ¯ + vμ∂μ + dσv)L0 ∼ 116π2 (σvX − 2∂μσvY ), (B.12)
In a similar fashion to the above this leads to (8.25). (B.12) directly implies the broken conformal
Ward identities discussed in Section 4.
10 This is the condition for L to be a conformal primary, it dictates the form of the scalar kinetic term so that LK0 =
−∂φ¯0 · ∂φ0 + 1 ∂2(φ¯0φ0).2
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Assuming continuation to a Euclidean metric the short distance divergent parts in (9.40) may
be obtained by using the integral formula
1
π
1
2 d
∫
ddz
(
(x − z)2)−λ((y − z)2)−μf (z)
= 1
#(λ)#(μ)
∑
n0
1
n!#
(
λ+μ− 1
2
d − n
)(
s2
) 1
2 d−λ−μ+nbn(x, y)
+ terms analytic in s, (C.1)
for
bn(x, y) =
1∫
0
dt t
1
2 d−λ+n−1(1 − t) 12 d−μ+n−1
(
1
4
∂2
)n
f (x − ts). (C.2)
To verify (C.1) it is sufficient to consider Fourier transforms with respect to x, y where∫
ddx eik·x
(
x2
)−λ = π 12 d #( 12d − λ)
#(λ)
(
1
4
k2
)λ− 12 d
, (C.3)
and on the right hand side the sum over n reproduces the left hand side within an appropriate
region of convergence. For generic λ,μ, bn satisfies
(s · ∂x + d − λ−μ+ n− 1)bn(x, y)− n14∂
2
xbn−1(x, y)
=
(
1
2
d − λ− 1
)
bn(x, y)|λ→λ+1, (C.4)
as well as the similar equation obtained by x ↔ y,λ ↔ μ. The t -integration in bn is con-
vergent when λ,μ < 12d + n but it may be extended by analytic continuation. bn(x, y) are
smooth functions for y in the neighbourhood of x but there are poles for λ,μ = 12d + n + p,
p = 0,1, . . . , which reflect short distance sub-divergences. The poles present in the expansion
(C.1) at λ+μ = 12d + n are generated by divergences for large z which should be cancelled by
the analytic terms assuming f (z) falls off sufficiently fast as z → ∞.
For calculations here the divergent ε-poles are obtained by using, for μ an arbitrary scale
mass,
p∑
i=0
αi
(
s2
)− 12 d−n+ 12 δi = p∑
i=0
αi
μδi
δi
Sd
1
( 12d)nn!
(
1
4
∂2
)n
δd(s)+ O(1), (C.5)
as ε → 0 where αi, δi are assumed to depend on ε such that in this limit
δi = O(ε), αi = O
(
ε−p
)
,
p∑
i=0
αiδ
r
i = O(1), r = 0, . . . , p − 1. (C.6)
The conditions (C.6) are necessary and sufficient for the left hand side of (C.5) to have a finite
limit as ε → 0 and also ensure that the pole terms on the right hand side, of O(ε−r ), r = 1, . . . , p,
have no μ dependence. The result (9.8) is a special case of (C.5).
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divergences in products involving Yf (x, y), as defined in (9.41), and also
Y˜f (x, y) =
∫
ddzG0(x − z)f (z)G0(z− y). (C.7)
(C.1) gives the expansion, up to terms which are regular as s → 0,
Yf (x, y) ∼ 14S2d
1
(d − 2)2(d − 3)bf,0(x, y)
(
s2
)3−d − 1
ε
1
4SdS4
1
d − 2f (x)
(
s2
)1− 12 d
− 1
4S2d
1
(d − 2)2(d − 3)bf,1(x, y)
1
ε
((
s2
)4−d − 1), (C.8)
where
bf,n(x, y) =
1∫
0
dt tn+1−
1
2 d(1 − t)n
(
1
4
∂2
)n
f (x − ts), (C.9)
and also
Y˜f (x, y) ∼ − 14Sd
1
d − 2
2
ε
(
b˜f,0(x, y)− 13 − 12d
b˜f,1(x, y)s
2
)((
s2
)2− 12 d − 1), (C.10)
for
b˜f,n(x, y) =
1∫
0
dt tn(1 − t)n
(
1
4
∂2
)n
f (x − ts). (C.11)
In both (C.8) and (C.10) terms which are regular as s → 0 have been subtracted to cancel an
IR divergence at ε = 0. The terms omitted in (C.8), (C.10) are then without any ε-poles. In
consequence
Yf (x, x) ∼ 1
ε
1
S2d
1
(d − 2)2(d − 3)(6 − d)(8 − d)
1
4
∂2f (x),
Y˜f (x, x) ∼ 1
ε
1
2Sd
1
d − 2f (x). (C.12)
There is also a UV sub-divergence present in bf,0 since
bf,0(x, y) ∼ 2
ε
f (x). (C.13)
The various results in the text can be obtained from analysing the singularities in products
involving Y˜f , Yf using (C.5). For two loop graphs relevant for calculating (9.18), (9.19) we used(
16π2
)2
Y˜f (x, y)
←−
∂μyYg(y, x)
←−
∂ νx ∼ −
(
16π2
)2
∂νxY˜f (x, y)
←−
∂μyYg(y, x)
= 1
2ε2
(
1 − 1
4
ε
)
f (x)g(x)δμνδ
d(s), (C.14)
and
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16π2
)2
Yf (x, y)G0(s) ∼ − 2
ε2
(
1 − 1
2
ε
)
f (x)δd(s),
(
16π2
)2
Yf (x, y)
←−
∂μyG0(s) ∼ 1
ε2
(
1 − 1
4
ε
)
f (x)∂μδ
d(s)+ 1
2ε
∂μf (x)δ
d(s),
(
16π2
)2
G0(s)
←−
∂μyYf (y, x) ∼ 1
ε2
(
1 − 3
4
ε
)
f (y)∂μδ
d(s)+ 1
2ε
∂μf (x)δ
d(s). (C.15)
For the three loop integrals in (9.40) it is necessary to determine the ε-poles in various prod-
ucts involving Yf with Yg or G20. These can be reduced to(
16π2
)3
Yf (x, y)Yg(y, x) ∼ 83ε3
(
1 − 1
2
ε − 1
4
ε2
)
f (x)g(x)δd(s), (C.16a)
(
16π2
)3
Yf (x, y)RG0(s)2 ∼ − 13ε2
(
1 − 1
4
ε
)(
f (x)∂2δd(s)+ ∂2f (x)δd(s))
+ 1
3ε
f (y)∂2δd(s), (C.16b)
and with one derivative(
16π2
)3
Yf (x, y)
←−
∂μyYg(y, x) ∼ − 43ε3
(
1 − 1
2
ε − 1
4
ε2
)
f (x)g(y)∂μδ
d(s)
− 13ε2
(
1 − 1
4
ε
)
∂μ
(
f (x)g(x)
)
δd(s), (C.17a)
(
16π2
)3
Yf (x, y)
←−
∂μyRG0(s)2 ∼ 19ε2
(
1 − 7
12
ε
)(
f (x)∂μ∂
2δd(s)− ∂μ∂2f (x)δd(s)
)
+ 2
9ε
(
∂μf (y)∂
2δd(s)− ∂νf (y)∂μ∂νδd(s)
)
, (C.17b)
and with two derivatives(
16π2
)3
Yf (x, y)
←−
∂μyYg(y, x)
←−
∂ νx
∼ −
(
2
9ε3
(
1 − 1
12
ε − 83
144
ε2
)
f (x)g(y)
− 1
18ε2
(
1 − 13
12
ε
)(
f (x)g(x)+ f (y)g(y)))
× (2∂μ∂ν + δμν∂2)δd(s)
+ 1
3ε2
(
1 − 1
4
ε
)(
f (x)g(y)− 1
2
(
f (x)g(x)+ f (y)g(y)))∂μ∂νδd(s)
+ 1
18ε2
(
1 − 1
12
ε
)
δμν
(
f (x)∂2g(x)+ ∂2f (x)g(x))δd(s)
− 1
18ε2
(
1 − 7
12
ε
)(
f (x)∂μ∂νg(x)+ ∂μ∂νf (x)g(x)
)
δd(s)
+ 1
3ε2
(
1 − 1
4
ε
)
∂[μδd(s)
(
∂ν]f (x)g(y)+ f (x)∂ν]g(y)
)
+ 1 (δμν∂f (x) · ∂g(x)+ ∂μf (x)∂νg(x)+ ∂νf (x)∂μg(x))δd(s). (C.18)9ε
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(C.18) we may obtain
(
16π2
)3 1
2
∫
ddx ddy h(x)∂2xYf (x, y)k(y)∂2yYg(y, x)
∼
∫
ddx
(
4
3ε3
(
1 − 1
4
ε − 19
48
ε2
)
∂μh∂μf ∂νk∂νg + 118ε ∂μh∂νf (∂μk∂νg + ∂νk∂μg)
+ 4
9ε3
(
1 + 5
12
ε − 35
144
ε2
)
∂μh∂νf (∂μk∂νg − ∂νk∂μg)
+ 1
18ε2
(
1 − 25
12
ε
)(
∂2h∂2f kg + hf ∂2k∂2g)
+ 1
9ε2
(
1 + 5
12
ε
)(
h∂2f ∂2kg + ∂2hf k∂2g)+ 1
36ε
(
∂2hf ∂2kg + h∂2f k∂2g)
+ 1
9ε2
(
1 − 7
12
ε
)(
∂μh∂
2f ∂μkg + ∂2h∂μf k∂μg + h∂μf ∂2k∂μg + ∂μhf ∂μk∂2g
)
− 1
9ε2
(
1 + 5
12
ε
)(
∂μh∂μf ∂
2kg + ∂μh∂μf k∂2g + ∂2hf ∂μk∂μg + h∂2f ∂μk∂μg
)
− 1
18ε
(
∂2h∂μf ∂μkg + ∂μhf ∂2k∂μg + ∂μh∂2f k∂μg + h∂μf ∂μk∂2g
))
. (C.19)
In a similar fashion, neglecting possible -tensor contributions,
−(16π2)3 1
4
∫
ddx ddy trσ
(
h(x)σ ·∂xYf (x, y)σ¯ ·←−∂ yk(y)σ ·∂yYg(y, x)σ¯ ·←−∂ x
)
∼
∫
ddx
(
4
9ε3
(
1 − 7
12
ε − 41
144
ε2
)
∂μh∂νf (∂μk∂νg − ∂νk∂μg)
− 1
9ε
∂μh∂μf ∂νk∂νg + 19ε ∂μh∂νf (∂μk∂νg + ∂νk∂μg)
+ 1
18ε2
(
1 − 13
12
ε
)(
∂2h∂2f kg + hf ∂2k∂2g)
+ 1
9ε2
(
1 − 7
12
ε
)(
h∂2f ∂2kg + ∂2hf k∂2g)− 1
36ε
(
∂2hf ∂2kg + h∂2f k∂2g)
+ 1
9ε2
(
1 − 1
12
ε
)(
∂μh∂
2f ∂μkg + ∂2h∂μf k∂μg + h∂μf ∂2k∂μg + ∂μhf ∂μk∂2g
)
+ 1
18ε2
(
1 + 5
12
ε
)(
∂μh∂μf ∂
2kg + ∂μh∂μf k∂2g
+ ∂2hf ∂μk∂μg + h∂2f ∂μk∂μg
))
. (C.20)
Appendix D. Four loop calculations for scalar fields
The additional counterterms necessary for x-dependent couplings may be extended to four
loops for purely scalar field theories. For simplicity we assume here a single component real
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is at three loops giving
W(3) = 1
48
∫
ddx ddy λ(x)λ(y)G0(s)4
∼ 1
(16π2)3
1
ε
1
864
∫
ddx ∂2λ∂2λ. (D.1)
At four loops there is also just one vacuum graph which generates simple poles in ε and
therefore contributes to AIJ and other terms in (8.24),
W(4) = − 1
48
∫
ddx ddy ddz λ(x)λ(y)λ(z)RG0(x − z)2RG0(z− y)2RG0(x − y)2,
(D.2)
for RG20 as in (9.38). Letting
Y(x, y) =
∫
ddzRG0(x − z)2λ(z)RG0(z− y)2, (D.3)
then using (C.1), in order to determine just the contributions containing poles in ε it is sufficient
to replace
Y(x, y) → Y0(x, y)+ Y1(x, y)+ Y2(x, y), (D.4)
where
Y0(x, y) = 12(d − 2)4S3d
#( 12d)#(
3
2d − 4)
#(d − 2)2 b0(x, y)
(
s2
)4− 32 d
− 1
ε
1
4(d − 2)2S2dS4
(
λ(x)+ λ(y))(s2)2−d + 1
ε2
1
16S24
λ(x)δd(s),
Y1(x, y) = 12(d − 2)4S3d
#( 12d)#(
3
2d − 5)
#(d − 2)2 b1(x, y)
(
s2
)5− 32 d,
Y2(x, y) = 14(d − 2)4S3d
#( 12d)#(
3
2d − 6)
#(d − 2)2 b2(x, y)
((
s2
)6− 32 d − 1), (D.5)
where now
bn(x, y) =
1∫
0
dt t1−
1
2 d+n(1 − t)1− 12 d+n
(
1
4
∂2
)n
λ(x − ts). (D.6)
b0 has the expansion
b0(x, y) = #(3 −
1
2d)
2
#(5 − d)
(
2
ε
(
λ(x)+ λ(y))− 1
5 − d
1
4
(
(s · ∂)2λ(x)+ (s · ∂)2λ(y))
+ 34 − 5d
(5 − d)(7 − d)
1
192
(
(s · ∂)4λ(x)+ (s · ∂)4λ(y))+ O(s6)). (D.7)
Applying (C.5) gives
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16π2
)4
Y0(x, y)G0(s)
2 ∼ − 1
36ε2
(
1 − 7
12
ε
)(
λ(x)+ λ(y))∂2∂2δd(s)
− 1
24ε
(
∂μ∂νλ(x)+ ∂μ∂νλ(y)
)(
2∂μ∂ν + δμν∂2
)
δd(s)
+ 7
144ε
∂2∂2λ(x)δd(s),
(
16π2
)4
Y1(x, y)G0(s)
2 ∼ 1
8ε
((
∂2λ(x)+ ∂2λ(y))∂2δd(s)− 1
3
∂2∂2λ(x)δd(s)
)
,
(
16π2
)4
Y2(x, y)RG0(s)2 ∼ − 136ε2
(
1 − 1
3
)
∂2∂2λ(x)δd(s), (D.8)
and hence(
16π2
)4
Y(x, y)RG0(s)2
∼ − 1
36ε2
(
1 + 11
12
ε
)((
λ(x)+ λ(y))∂2∂2δd(s)+ ∂2∂2λ(x)δd(s))
+ 1
12ε
((
∂2λ(x)+ ∂2λ(y))∂2δd(s)+ ∂2x ∂2y (λ(x)δd(s))). (D.9)
This gives
W(4) ∼ 1
(16π2)4
1
ε2
1
576
∫
ddx
((
1 + 11
12
ε
)
λ2∂2∂2λ− 3ελ(∂2λ)2). (D.10)
Using (D.4) with (D.5) we may further find
(
16π2
)3
Y(x, y)G0(s) ∼ − 13ε2
(
1 − 1
4
ε
)(
λ(x)+ λ(y))∂2δd(s)
+ 1
3ε
∂2λ(x)δd(s), (D.11)
which is equivalent to (C.16b), and to a result obtained in [9], and also
(
16π2
)3
Y˜f (x, y)RG0(s)3 ∼ − 13ε2
(
1 − 3
8
ε
)(
f (x)+ f (y))∂2δd(s)
+ 1
3ε2
(
1 − 7
8
ε
)
∂2f (x)δd(s). (D.12)
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