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THE CARTAN MATRIX OF A CENTRALIZER ALGEBRA
UMESH V. DUBEY, AMRITANSHU PRASAD, AND POOJA SINGLA1
Abstract. The centralizer algebra of a matrix consists of those matrices that
commute with it. We investigate the basic representation-theoretic invariants of
centralizer algebras, namely their radicals, projective indecomposable modules,
injective indecomposable modules, simple modules and Cartan matrices. With
the help of our Cartan matrix calculations we determine their global dimensions.
Many of these algebras are of infinite global dimension.
1. Introduction
The centralizer algebra of a square matrix consists of all matrices that commute
with it. The centralizer algebra of a matrix shares many of the attributes of the
matrix. For example, a matrix is simple, semisimple or split if and only if its
centralizer algebra has the respective properties.
A fundamental invariant of a finite dimensional algebra over a field is its Cartan
matrix, introduced by E´lie Cartan in [4]. It reflects, in a simple manner, some
intrinsic properties of the category of finite dimensional modules for the algebra.
For example, if the algebra has finite global dimension, then its Cartan matrix
has determinant 1 or −1 [6, Proposition 21]. The Cartan determinant conjecture
says that any finite dimensional algebra of finite global dimension has Cartan de-
terminant 1. For algebras with Loewy length less than equal to two, the finiteness
of global dimension is reflected in the Cartan matrix, but for Loewy length three
or more, knowledge of the Cartan matrix is not enough to determine finiteness of
global dimension (see Burgess et al. [3]). Another interesting feature of the Cartan
determinant is its invariance under derived equivalence [2, Proposition 1.5].
In this article, the combinatorial data from the Jordan canonical form of a
matrix is used to compute, in a direct and elementary manner, the Cartan matrix
of its associated centralizer algebra. A formula for its determinant follows easily.
This determinant is always a positive integer, and for most combinatorial data, it
turns out to be greater than 1. It follows that the centralizer algebra has infinite
global dimension. When the determinant is 1, the centralizer algebra turns out to
be a sum of Auslander algebras, and therefore has global dimension 1 or 2.
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2. The Problem
We now move on to a precise formulation of the problem. Definitions of the
terms used here can be found in Section 3. Let K be a perfect field and let T
be an n × n-matrix with entries in K. Let A denote the K-algebra of all matri-
ces B such that TB = BT . Then A is called the centralizer algebra of T . Let
P1, . . . , Pl be a complete set of representatives for the isomorphism classes of prin-
cipal indecomposable A-modules (throughout this article, the term module should
be understood to refer to a left module). Each simple A-module is isomorphic to
Di = Pi/rad(Pi) for unique i. Given a finite dimensional A-module M and a
simple A-module D, let [M : D] denote the number of composition factors in a
composition series for M that are isomorphic to D. The Cartan matrix of A is
the l × l matrix C = (cij) defined by
cij = [Pi : Dj].
The goal of this article is to compute the Cartan matrix of A. On the way we also
describe its radical and principal indecomposable modules.
3. Preliminaries
Let A be a finite dimensional algebra over a field K (not necessarily algebraically
closed) with an identity. The radical of A, denoted rad(A), is the intersection of
its maximal left ideals, and turns out to be a two-sided ideal. The fact that A is
finite dimensional implies that rad(A) is nilpotent, that is, there exists a positive
integer m such that (rad(A))m = (0). An algebra A is called semisimple if its
radical is zero. An example of a semisimple algebra is the algebra consisting of
all matrices of order n over K. Moreover, a direct sum of semisimple algebras is
semisimple. The following characterization (see [5, Section 24]) of the radical of
an algebra is useful.
Lemma 3.1. If I is a two sided nilpotent ideal of A, then I ⊆ rad(A). If in
addition, the algebra A/I is semisimple then I = rad(A).
An A-module M is called indecomposable if for any A-modules L and N , M =
L⊕N implies either L = 0 or N = 0. An A-module M is called simple if it does
not have any proper submodules. A descending chain of submodules
M = M0 ⊃ M1 ⊃M2 · · · ⊃Mt = (0)
is called composition series if all the factor modules Mi/Mi+1 are simple A-
modules. Clearly, any A-module M with dimK(M) <∞ has a composition series.
Theorem 3.2. (Jordan holder Theorem) Let M be an A-module having two com-
position series
0 = M0 ⊂M1 ⊂ · · · ⊂Mm =M
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0 = N0 ⊂ N1 ⊂ · · · ⊂ Nn = M
Then m = n and there exists a permutation σ of {0, 1, 2, . . . , m} such that for any
j ∈ {0, 1, 2, . . . , m− 1}
Mj+1/Mj ∼= Nσ(j+1)/Nσ(j).
For a proof, see [5, Theorem 13.7]. Therefore the number of composition fac-
tors of M isomorphic to a given simple A-module S is a constant. We call this
multiplicity of S in M and denote this by [M : S].
An element e ∈ A is called idempotent if e2 = e. Two idempotents e1 and e2 are
called orthogonal if e1e2 = 0 = e2e1. An idempotent e is called primitive if it can
not be written as direct sum of two non trivial orthogonal idempotents. Therefore
an idempotent e is primitive if and only if Ae is an indecomposable A-module.
The algebra A, being finite dimensional over K, when considered as a left module
over itself, decomposes into a finite direct sum of indecomposable modules, say
P1, P2,..., Pk. These indecomposable A-modules are called the principal indecom-
posable A-modules (by [5, Theorem 56.6] these are the projective indecomposable
A-modules as well). Further, for each principal indecomposable Pi there exists a
primitive idempotent ei such that 1 =
∑k
i=1 ei and ei’s are mutually orthogonal.
By the Krull-Schmidt theorem [5, Theorem 14.5], the isomorphism classes of the
principal indecomposable modules P1, P2, . . . , Pk are uniquely determined up to
rearrangement. The radical of an A-module M , denoted rad(M), is the intersec-
tion of its maximal submodules. Suppose that P1, P2, . . . , Pl is a complete set of
non-isomorphic principal indecomposable A-modules. The complete set of non-
isomorphic simple and indecomposable injective A-modules can be determined
from the principal indecomposable A-modules.
Lemma 3.3. Let P1, P2, . . . , Pl be the complete set of representatives of isomor-
phism classes of principal indecomposable A-modules and e1, e2, . . . , el be the cor-
responding primitive idempotents.
(1) Every simple A-module is isomorphic to one of the modules
S1 = P1/rad(P1), S2 = P2/rad(P2), . . . , Sl = Pl/rad(Pl).
(2) Every indecomposable injective A-module is isomorphic to one of the mod-
ules
I1 = HomK(e1A,K), I2 = HomK(e1A,K), . . . , Il = HomK(elA,K).
Any simple A-module has zero radical. So it is in fact A/rad(A)-modules.
Further the complete set of non-isomorphic simple A-modules coincides with the
complete set of non-isomorphic simple A/rad(A)-modules [5, Theorem 25.24].
4 UMESH V. DUBEY, AMRITANSHU PRASAD, AND POOJA SINGLA
4. Reduction to the primary case
Observe that if T and T ′ are similar matrices, then their centralizer algebras are
isomorphic. Therefore, for our purposes, we can always replace T with a matrix
similar to it. We will use
⊕
i Ti to denote the block diagonal matrix whose diagonal
blocks are Ti. Then T is similar to a matrix of the form⊕
p
Tp,
where p ranges over the irreducible factors of the characteristic polynomial of T ,
and Tp is a matrix whose characteristic polynomial is a power of p. Moreover, A
has a decomposition into two-sided ideals
A =
⊕
Ap,
where Ap is the ring of matrices that commute with Tp.
Since K is a perfect field, for each p there exists a unique partition
λ = (λ1, . . . , λ1︸ ︷︷ ︸
m1times
, λ2, . . . , λ2︸ ︷︷ ︸
m2times
, . . . , λr, . . . , λr︸ ︷︷ ︸
mrtimes
)
with λ1 < λ2 < · · · < λr, m1, . . . , mr positive integers, which we will abbreviate
as
λ = (λm11 , . . . , λ
mr
r ),
such that
Ap
∼= EndE[t]
(
E[t]/(tλ1)⊕m1 ⊕ · · · ⊕ E[t]/(tλr)⊕mr
)
,
where E is the algebraic field extension K[t]/p(t) of K. Note that the ring Ap
depends on Tp only through E and λ. The partition λ determines the shape of
the Jordan canonical form of Ap.
We shall use the notation
Eλ = E[t]/(t
λ1)⊕m1 ⊕ · · · ⊕ E[t]/(tλr)⊕mr ,
which is an E[t]-module, and
Mλ(E) = EndE[t](Eλ).
In particular M1m(E) denotes the ring of m×m matrices over E.
5. A block matrix representation of Mλ(E)
An element ~x ∈ Eλ can be represented as a vector with entries (~x1, . . . , ~xr),
where ~xj ∈ E[t]/(t
λj )⊕mj . Accordingly, if such a vector is represented as a column,
an element a ∈ Mλ(E) can likewise be represented by a matrix a = (aij), where
aij ∈ HomE[t]
(
E[t]/(tλj )⊕mj , E[t]/(tλi)⊕mi
)
.
Given a = (aij) and b = (bij) in Mλ(E), the composition ab has (i, j) entry
ai1b1j + · · ·+ airbrj .
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Each of the above summands aikbkj is obtained by composition:
E[t]/(tλj )⊕mj
bkj
// E[t]/(tλk)⊕mk
aik
// E[t]/(tλi)⊕mi
6. Computation of the radical
Consider E
mj
λj
= E[t]/(tλj )⊕mj . Reduction modulo t gives a surjection E
mj
λj
→
Emj . There is a corresponding reduction modulo t for M
λ
mj
j
(E) = EndE[t](E
mj
λj
):
M
λ
mj
j
(E)→ M1mj (E)
The kernel of above surjection, denoted R
mj
λj
(E), consists of those endomorphisms
of E
mj
λj
whose image lies in tE
mj
λj
, hence is a two sided nilpotent ideal of M
λ
mj
j
(E).
Therefore by Lemma 3.1, it is the radical of M
λ
mj
j
(E). Let
Rλ(E) = {(aij) ∈Mλ(E) | ajj ∈ R
mj
λj
(E) for j = 1, . . . , r}.
We claim that Rλ(E) is the radical of Mλ(E). If a ∈ Rλ(E) and b ∈Mλ(E), then
the diagonal entries in the matrix of ab are sums of terms of the form ajkbkj. If
k > j then the image of bkj is contained in tE
mk
λk
. If k < j then the image of ajk is
contained in tE
mj
λj
. If k = j, then since a ∈ Rλ(E), the image of ajj is contained
in tE
mj
λj
. Consequently, in all of these cases, the image of ajkbkj is contained in
tE
mj
λj
. Therefore, Rλ(E) is a right ideal. The similar arguments shows that Rλ(E)
is a left ideal as well. The quotient Mλ(E)
Rλ(E)
is a semisimple ring:
Mλ(E)
Rλ(E)
=M1m1 (E)⊕ · · · ⊕M1mr (E).
It therefore remains only to show that Rλ(E) is nilpotent. For this, suppose that
a and b are both in Rλ(E). Then the matrix entries of ab are sums of terms of the
form aikbkj . If i ≥ j, then the sort of reasoning that was used earlier shows that
aikbkj has image contained in tE
mi
λi
. An inductive argument then shows that when
i ≥ j, then every product of s elements in Rλ(M) has (i, j)th entry whose image
lies in ts−1Emiλi . Therefore, the elements of Rλ(M)
λr (recall λr is largest part of
partition) have all non-zero matrix entries strictly below the diagonal. A product
of r such elements is always zero. Therefore Rλ(E)
λrr = 0.
7. Principal indecomposable and simple modules
It follows from Sections 6 and 3 that there are r isomorphism classes of simple
Mλ(E)-modules. These are represented by D1, . . . , Dr where Dj , as an E-vector
space is isomorphic to Emj , and a ∈ Mλ(E) acts on it by the image of ajj in
M1mj (E). For each 1 ≤ i ≤ r and 1 ≤ j ≤ mi, let eij denote the element ofMλ(R)
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whose matrix has all entries 0, except the (i, i)th entry, which as an element of
Mλmii (E) has matrix with all entries zero and the (j, j)th entry equal to 1. Then
1 =
r∑
i=1
mi∑
j=1
eij ,
and that the eij ’s are pairwise orthogonal idempotents. There is a matrix unit in
Mλmii (E) which takes eij to eij
′ for any 1 ≤ j, j′ ≤ mi. Therefore, all the modules
Mλ(E)eij are isomorphic for a fixed value of i. Let Pi = Mλ(E)ei1 for i = 1, . . . , r.
That ei1 is a primitive idempotent follows from the corresponding fact for Mλmii .
Since the Pi/(Rλ(E)∩Pi)’s are pairwise non-isomorphic, so are the Pi’s. It follows
that P1, . . . , Pr is a complete set of representatives for the isomorphism classes of
principal indecomposable Mλ(E)-modules.
8. The Cartan matrix
The Cartan matrix of algebra A is direct sum of Cartan matrices of the algebras
Ap. Therefore it now remains to calculate [Pi : Dj ] for all 1 ≤ i, j ≤ r. By [5,
Theorem 54.16],
[Pi : Dj ] = dimE ej1Mλ(E)ei1.
For any a ∈ Mλ(E), the (m,n)th entry of ej1aei1 is zero unless m = j and n = i.
Think of aji as an mi×mj matrix with entries in HomE[t]
(
(E[t]/(tλi), E[t]/(tλj )
)
.
Then the (j, i)th entry of ej1aei1 is (aji)11. Moreover,
dimE HomE[t]
(
E[t]/(tλi), E[t]/(tλj )
)
= min{λi, λj}
so that the Cartan matrix of Mλ(E) is given by
cij = min{λi, λj}, for all 1 ≤ i, j ≤ r.
In other words,
(8.1) C =


λ1 λ1 λ1 · · · λ1
λ1 λ2 λ2 · · · λ2
λ1 λ2 λ3 · · · λ3
...
...
...
. . .
...
λ1 λ2 λ3 · · · λr


In particular Mλ(E) has a single block. Thus, A has one block corresponding to
each prime factor of the characteristic polynomial of T , and the Cartan matrix of
each block is as described above.
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9. The Cartan Determinant
Lemma 9.1. The determinant of the matrix C in (8.1) is given by
detC = λ1(λ2 − λ1) · · · (λr − λr−1)
.
Proof. Let D(λ1, . . . , λr) denote the determinant of C. Subtracting the first row
from each row of the matrix in (8.1) gives

λ1 λ1 λ1 · · · λ1
0 λ2 − λ1 λ2 − λ1 · · · λ2 − λ1
0 λ2 − λ1 λ3 − λ1 · · · · · ·
...
...
...
. . .
...
0 λ2 − λ1 λ3 − λ1 · · · λr − λ1


whence
D(λ1, . . . , λr) = λ1D(λ2 − λ1, . . . , λr − λ1).
Applying the same process to the (r−1)×(r−1) determinantD(λ2−λ1, . . . , λr−λ1)
gives
D(λ2 − λ1, . . . , λr − λ1) = (λ2 − λ1)D(λ3 − λ2, . . . , λr − λ2),
and so on, until the required formula is obtained. 
Thus, detC is always a positive integer, and detC = 1 only when the λi’s
are the consecutive integers 1, . . . , r. Since finite global dimension implies that
detC = ±1, these are the only cases whereMλ(E) has finite global dimension. But
these algebras are, by definition (see Section 4) endomorphism algebras of additive
generators for the category of E[t]/(tr)-modules, and hence, by [1, Proposition 5.2],
have global dimension 2, except for r = 1, when the global dimension is 1. We
have
Theorem 9.2. The global dimension of Mλ(E) is finite if and only if λ is of
the form (1m1 , 2m2, . . . , rmr) for some positive integer r. When r = 1, the global
dimension is 1. When r ≥ 2, the global dimension is 2.
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