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The Schwartz kernel of the spectral density for the Schrödinger operator with
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2
1 Introduction
The spectral density associated with a self-adjoint operator T is considered as a
powerful tool for developing more general functional calculus [9]. In particular,
it gives the possibility to define the operator function f (T ) for a more generalized
function f . It is well known that in quantum theory that each observable is rep-
resented by a self-adjoint operator on a complex Hilbert space. Thus for the study
of quantum dynamic, the spectral density becomes a very efficient tool to solve
evolutionary problems associated with such observable.
Recall that the Von Neumann spectral theorem says that any self-adjoint operator
T densely defined on a complex Hilbert space H has a Stieltjes integral represen-
tation
T =
∫ +∞
−∞
λdEλ, I =
∫ +∞
−∞
dEλ, (1.1)
with respect to the some unique spectral measure {Eλ}λ ([15, 21, 17]). The spectral
density
eλ =
dEλ
dλ
, (1.2)
is understood as an operator-valued distribution. It is an element of the space
D′ (R,L (D(T ),H)), where L(D(T ),H) is the space of bounded operator from D(T )
the domain of selfadjointness for T, to the whole Hilbert space H . In the case
where T is constant-coefficients elliptic operator with symbol P on the whole
space Rn, i.e T = P(i∂), where i∂ = i( ∂∂x1 , ...,
∂
∂xn
). Then, the Schwartz kernel of
the spectral density associated with its self-adjoint extension can be written as [9]
e(λ,x,y) =
1
(2π)n
〈
ei(x−y).ξ ,δ(P(ξ)−λ)
〉
, (1.3)
where δ(P(ξ) − λ) is the Layer distribution associated with the function P(ξ) − λ
and the dot product (x − y).ξ means the classical scalar product in Rn.
For the general case, the explicit computation of the spectral density eλ in the con-
crete cases depends on the spectral tools which we dispose of. For example, based
on the explicit resolvent kernel of the Khon-Laplacian in [4] the authors have used
the Cauchy-integral representation of the resolvent operator with respect to the
spectral measure for computing the spectral density. Also the method used in [4]
has been fully adapted to the case of Heisenberg quaternionic Laplacian [18]. In
[3] the author has used the explicit expression of the spectral family associated
with the Schrödinger operator with the magnetic field in the n-Euclidean com-
plex space, to get by a direct computation the corresponding spectral density.
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In the present work, the explicit expression of the inverse Fourier-Helgason trans-
form helps us to compute the spectral density for a Schrödinger operator with
magnetic field on the complex hyperbolic space. Precisely, we will be concerned
with the following class of Schrödinger operator
∆ν = 4(1− | z |2){
∑
1≤i,j≤n
(δij − zi z¯j )
∂2
∂zi∂z¯j
− ν
n∑
j=1
z¯j
∂
∂z¯j
}, (1.4)
in the unit ball Bn of the n−dimensional complex space, where the parameter
ν is such that ν > n and ν ∈ R\Z. The operator ∆ν will be viewed as a linear
operator acting on the Hilbert space L2ν(Bn) := L
2(Bn,dµν(z)), where dµν = (1− | z |2
)ν−n−1dm(z) with dm(z) is the Lebesgue measure on Cn = R2n. This operator has
been largely considered in several equivalent forms by many authors in different
contexts [23, 1, 11, 12].
In order to make the operator ∆ν self-adjoint on the Hilbert space L2ν(Bn), we must
consider it on its maximal domain
D = {F ∈ L2ν(Bn), ∆νF ∈ L2ν(Bn)}. (1.5)
Then, the spectrum of the operator ∆ν decomposes as
σ(∆ν) = σp(∆ν)∪σc(∆ν), (1.6)
where the point spectrum σp(∆ν) is given by
σp(∆ν) = {−(λ2ℓ + (n− ν)2), λℓ = −i(ν −n− 2ℓ), ℓ = 0, ..., [
ν −n
2
]}, (1.7)
and the continuous spectrum is given by
σc(∆ν) = {−(λ2 + (ν −n)2), λ ∈ R}. (1.8)
In view point of spectral theory, the study of the operator ∆ν on the domain D is
equivalent to the study of the following operator on the same domain
∆˜ν = −(∆ν + (n− ν)2), (1.9)
which admits the set of positive real numbers as continuous spectrum. Thus, it
suffice to compute the spectral density for the operator ∆˜ν.
Before going a head, we give a concise picture of our results. Let then consider
the spectral decomposition
∆˜ν =
∫ +∞
−∞
sdEνs , I =
∫ +∞
−∞
dEνs , (1.10)
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where {Eνs , s ∈ R} is the unique corresponding spectral measure. We are precisely
concerned with the Schwartz kernel of the spectral density
eνs =
dEνs
ds
, (1.11)
which is an operator valued distribution, element ofD′(R,L(D),L2ν(Bn)). We prove
that this Schwartz kernel can be expressed as
eν(s,w,z) =
Γ(n)
4πn+122(ν−n)
(1− < z,w >)−ν |Cν(
√
s)|−2(√s)−1χ+(s)φ(n−1,−ν)√s (d(z,w))
+
[ν−n2 ]∑
j=0
cj
j!
(n)j
(1− < z,w >)−νP (n−1,−ν)j (cosh(2d(z,w)))δ(s − sj), (1.12)
with
sj = −(2j + ν −n)2; j = 0, ..., [
ν −n
2
], (1.13)
cj =
2Γ(n+ j)
πnΓ(n)j!
(ν −n− 2j)Γ(ν − j)
Γ(ν −n− j +1) , (1.14)
χ+(s) is the characteristic function of the set of positive real numbers and
φ
(α,β)
λ (t) = 2F1
(
α + β +1− iλ
2
,
α + β +1+ iλ
2
,1+α;−sinh2 t
)
, (1.15)
is the Jacobi function ([14, p.5]). P (α,β)j (x) denote the classical Jacobi polynomial
of degree j [20] and d(z,w) is the distance corresponding to the Bergmann metric
in the unit ball Bn ([24, p.25])
cosh2(d(z,w)) =
| 1− < z,w >|2
(1− | z |2)(1− | w |2) , (z,w) ∈ Bn ×Bn, (1.16)
The function
cν(λ) =
2−ν+n−iλΓ(n)Γ(iλ)
Γ( iλ+n−ν2 )Γ(
iλ+n+ν
2 )
(1.17)
is the analogous of the Harish-Chandra C-function defined in [23]. For more
detail, we can also see [14]. As a consequence of the spectral density, we can give
for the operator ∆ν the heat semigroup
et∆ν [ϕ](z) =
∫
Bn
Kν(t,z,w)ϕ(w)dµν(w), (1.18)
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where the heat kernel Kν(t,z,w) is given by
Kν(t,z,w) = (1− < z,w >)−ν
[ν−n2 ]∑
j=0
τje
4j(j+n−ν)tP (n−1,−ν)j (cosh(2d(z,w))
+ (1− < z,w >)−νe−t(ν−n)2 Γ(n)
2πn+122(ν−n)
×
∫ +∞
0
e−tλ
2 | Cν(λ) |−2 2F1
(
n− ν − iλ
2
,
n− ν + iλ
2
,n;−sinh2(d(z,w))
)
dλ,
(1.19)
with the constant τj =
2(ν−n−2j)Γ(ν−j)
πnΓ(ν−n−j+1) . From the above heat kernel formula, we give
also the resolvent kernel of the operator ∆ν. Precisely, we have
(ξ −∆ν)−1[F](z) =
∫
Bn
Rν(ξ,z,w)F(w)dµν (w), Re(ξ) > ω(ν,n), (1.20)
where ω(ν,n) = pνn − (n−ν)2 with pνn =max{| sj |, 0 ≤ j < ν−n2 } and sj = −(2j +n−ν)2.
The resolvent kernel R(ξ,z,w) is given as follows
R(ξ,z,w) = (1− 〈z,w〉)−ν
[ν−n2 ]∑
j=0
τj
1
λ2j + (ν −n)2 + ξ
P
(n−1,−ν)
j (cosh(2d(z,w)))
+ (1− 〈z,w〉)−ν Γ(n)
2πn+122(ν−n)
∫ +∞
0
|cν(λ)|−2
λ2 + (ν −n)2 + ξ
× 2F1
(
n− ν − iλ
2
,
n− ν − iλ
2
,n,−sinh2(d(z,w))
)
dλ, (1.21)
where λj = −i(ν −n− 2j) for 0 ≤ j < ν−n2 .
Also by using the spectral density, we solve for the operator∆ν the following wave
Cauchy problem

∂2u(t,z)
∂t2
=△ν u(t,z), (t,z) ∈ R×Bn,
u(0, z) = 0,
∂u(0, t)
∂t
= f (z) ∈ C∞0 (Bn).
(1.22)
Precisely, we have
u(t,z) =
∫
Bn
Wν(t,z,w)F(w)dµν (w), (1.23)
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where the wave kernel is given by
Wν(t,z,w) = (1− < z,w >)−ν
[ν−n2 ]∑
j=0
τj
sin(2t
√
j(ν −n− j)
2
√
j(ν −n− j)
P
(n−1,−ν)
j (cosh(2d(z,w)))
+ (1− < z,w >)−ν Γ(n)
2πn+122(ν−n)
×
∫ +∞
0
sin(t
√
λ2 + (n− ν)2)√
λ2 + (n− ν)2
| Cν(λ) |−2 2F1
(
n− ν − iλ
2
,
n− ν + iλ
2
,n;−sinh2(d(z,w))
)
dλ.
(1.24)
We end this summary by given an application to special functions. Precisely, we
obtain (up to our knowledge) two new integral formulas for the Gauss-hypergeometric
function as will be stated below in the two following propositions.
Proposition 1.1. Let ν > n, ν ∈ R \Z and 0 ≤ x < sinh(|t|) for t ∈ R, then we have the
following integral formula
∫ +∞
0
∣∣∣∣∣∣
Γ( iλ+n−ν2 )Γ(
iλ+n+ν
2 )√
λΓ(iλ)
∣∣∣∣∣∣
2
× 2F1
(
n− ν − iλ
2
,
n− ν + iλ
2
,n;−x
)
sin(tλ)dλ
= (−1)n−1πΓ(n−
1
2)
Γ(n)
(1 + x)
ν−n
2 (
sinh2(t)
1 + x
− 1)−n+
1
2
+
× 2F1
(
1−n+ ν,1−n− ν, 3
2
−n, 1
2
− cosh(t)
2
√
1+ x
)
− 22(ν−n+1) π
Γ(n)
[ν−n2 ]∑
j=0
(ν −n− 2j)Γ(ν − j)
Γ(ν −n− j +1) P
(n−1,−ν)
j (2x +1)
sinh(t(2j + n− ν))
2j + n− ν . (1.25)
Proposition 1.2. Let ν > n, ν ∈ R \ Z and µ is a complex number such that µ ,
−i(2ℓ+n±ν) for ℓ = 0,1,2, ... and Re(µ2) < −Pνn , with pνn =max{| sj |, 0 ≤ j < ν−n2 } and
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sj = −(2j + n− ν)2. Then, we have the following integral formula∫ +∞
0
∣∣∣∣∣∣
Γ( iλ+n−ν2 )Γ(
iλ+n+ν
2 )
Γ(iλ)
∣∣∣∣∣∣
2
1
λ2 −µ2 × 2F1
(
n− ν − iλ
2
,
n− ν + iλ
2
,n,−x
)
dλ
= π22(ν−n)
Γ(n−iµ+ν2 )Γ(
n−iµ−ν
2 )
Γ(n)Γ(1− iµ) (1 + x)
ν+iµ
4 −n2
× 2F1
(
n− iµ+ ν
2
,
n− iµ− ν
2
,1− iµ, 1
1+ x
)
− 4π
Γ(n)
22(ν−n)
[ν−n2 ]∑
j=0
(ν −n− 2j)Γ(ν − j)
Γ(ν −n− j +1)
1
λ2j −µ2
P
(n−1,−ν)
j (2x +1). (1.26)
This paper is summarized as follows. In section 2, we review some results for
the Laplacian ∆ν in the frame work of L2-concrete harmonic analysis. In section
3, we give the expression of the spectral density for the operator ∆˜ν. Section 4 is
devoted to some applications as the heat semi-group, resolvent and wave kernels.
In section 5, a special application of our results is reserved to establish two new
integral formulas for the Gauss-hypergeometric function.
2 L2-Concrete harmonic analysis of the invariant Laplacian ∆ν
and spectral interpretation
In this section we review some results on the L2-concrete harmonic analysis of the
Laplacian ∆ν defined in (2.12). To do so, we endow the Euclidian complex space
C
n with the inner product
< z,w >= z1w1 + z2w2 + ...+ znwn. (2.1)
The open unit ball Bn in Cn consists of n−tuples z =

z1
...
zn
 for which
|z|2 = |z1|2 + ...+ |zn|2 < 1. (2.2)
The ball Bn can be identified with the unit ball of R2n and thus can be equipped
with the Lebesgue measure dm(z) = r2n−1drdσ(w) where dσ is the rotation invari-
ant measure on the sphere ∂Bn = S2n−1.
The group G := SU(1,n) consists all matrices with determinant equal one and
preserve the sesquilinear form
< z,Jw >= z1w1 + z2w2 + ...+ znwn − zn+1wn+1, (2.3)
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where
J =
(
In 0
0 −1
)
. (2.4)
We usually write a matrix g in SU(1,n) in block form as
g =
(
A B
C D
)
. (2.5)
Where A,B,C and D are n×n, n×1, 1×n and 1×1 matrixes with complex entries,
respectively. Then by definition g is in SU(1,n) if and only if det(g) = 1 and
g ∗Jg = J . This immediately gives that
g−1 = Jg ∗J =
(
A∗ −C∗
−B∗ D∗
)
. (2.6)
The group SU(1,n) acts transitively on Bn via the fractional linear transforma-
tions
g.z =
(
A B
C D
)
z := (Az +B)(Cz +D)−1. (2.7)
Recall that for g =
(
A B
C D
)
the above action satisfy the following relation
1− < g.z,g.w >= 1− < z,w >
(Cz +D)(Cw+D)
. (2.8)
We denote by U(1) and U(n) the set of unimodular complex numbers and the set
of complex unitary matrices, respectively. The origin in Cn is noted by 0. Recall
that the stabilizer K of 0 ∈ Bn is given by
K =
{(
A 0
0 B
)
, A ∈U(n), B ∈U(1) and det(AB) = 1
}
(2.9)
which is the maximal compact subgroup of SU(1,n). It is well known that the
space SU(1,n)/K is holomorphically isometric to Bn as Bargmann ball [22]. Also,
the Bargmann ball Bn can be viewed as a complex hyperbolic space. Thus, we
have the following identification
Bn = SU(1,n)/K. (2.10)
The group G acts unitarly on the Hilbert space L2ν(Bn) := L
2(Bn,dµν), where dµν =
(1− | z |2)ν−n−1dm(z) with dm(z) is the Lebesgue measure on Cn via
T ν(g)F(z) = J(g−1, z)
ν
n+1F(g−1.z), (2.11)
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where ν is a non integer real parameter such that ν > n and J(g−1, z) is the complex
Jacobian of the matrix g−1. Then T is a unitary representation of G = SU(1,n) in
[23]. For more detail, we refer to [7] and references therein. The corresponding
G−invariant Laplacian was found in [23]. It is of the form
∆ν = 4(1− | z |2){
∑
1≤i,j≤n
(δij − zi z¯j )
∂2
∂zi∂z¯j
− ν
n∑
j=1
z¯j
∂
∂z¯j
}. (2.12)
Asmentioned in the introduction, we are precisely concerned with the G-invariant
self adjoint operator
∆˜ν = −(∆ν + (ν −n)2), (2.13)
maximally defined on the domain
D = {F ∈ L2ν(Bn), ∆νF ∈ L2ν(Bn)}. (2.14)
According to [23] a fundamental family of eigenfunctions of ∆ν with eigenvalue
−((ν −n)2 +λ2) was given by the following family of Poisson kernels
Pνλ (z,ω) = (
1− | z |2
| 1− < z,ω >|2 )
iλ+n−ν
2 (1− < z,ω >)−ν , z ∈ Bn, ω ∈ ∂Bn (2.15)
representing the function eλ,w(z) in [23]. Then the Fourier-Helgason transform
(the generalized Fourier transform) is defined by
F˜(λ,ω) =
∫
Bn
F(z)Pν−λ(z,ω)dµν(z), (2.16)
for F in C∞0 (Bn), the space of C
∞-functions on Bn with compact support. Note that
F˜(λ,ω) is extended to an entire function of λ.
Recall that if we take α = ν −n−1 in Theorem 2 given in [23], the condition ν > n
and non integer lead us to write the following inversion formula for the Fourier-
Helgason transform
F(z) =
1
4
Γ(n)
22(ν−n)πn+1
∫
∂Bn
∫
R
F˜(λ,ω)Pνλ (z,ω) | Cν(λ) |−2 dλdσ(ω)
+
[ν−n2 ]∑
j=0
cj
∫
∂Bn
F˜(λj ,ω)P
ν
λj
(z,ω)dσ(ω), (2.17)
with F ∈ C∞0 (Bn), [ν−n2 ] is the integral part of ν−n2 and cj are the constants defined
by equation (1.5) in [23] as
cj =
Γ(n+ j)Γ(k +1− j)Γ(ν)(ν −n− 2j)
πnΓ(n)Γ(ν −n+1− j)(−1)j
k∏
j ′=0,j ′,j
(j
′ − j)
, (2.18)
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λj = −i(ν −n− 2j) for j = 0, ..., [
ν −n
2
]. (2.19)
Moreover, the operators
Pj[F](z) = cj
∫
∂Bn
F˜(λj ,ω)P
ν
λj
(z,ω)dσ(ω), (2.20)
appearing in the discrete part of formula (2.17) can be extended to pairwise or-
thogonal projections on L2ν(Bn,dµν) ([23]). In order to give a spectral interpreta-
tion of formula (2.17), we need the following Lemma.
Lemma 2.1. [6] Let α, β be two real numbers and let ∆α,β be the following Laplacians
∆α,β = 4(1− |z|2){
∑
1≤i,j≤n
(δi,j − zizj)
∂2
∂zi∂zj
+α
n∑
j=1
zj
∂
∂zj
+ β
n∑
j=1
zj
∂
∂zj
−αβ} (2.21)
acting on the Hilbert space L2(Bn, (1− | z |2)−(α+β+n)−1dm(z)). Then, for every γ ∈ R, we
have the following intertwining relation
∆α,β =M
−1 ◦ [∆α−γ,β−γ − 4γ(α + β + n−γ)] ◦M, (2.22)
where M is the unitary operator defined by
M :L2α,β(Bn) −→ L2α−γ,β−γ (Bn) (2.23)
F(z) 7−→ (1− | z |2)−γF(z).
Before given a spectral interpretation of the discrete part involved in formula
(2.17), we will give the following remark.
Remark 2.1. The family of operators ∆α,β (with slight modifications) was considered
by many authors in several contexts [6, 2, 12]. But in view point of L2-spectral theory,
the study of such operators can be reduced by means of the above lemma to the study
of the operators ∆ν with ν = α − β. So, the consideration of the operators ∆ν is not
restrictive.
With the help of the above lemma, we can state the following proposition.
Proposition 2.1. The operator ∆ν given in (2.12) and defined on the Hilbert space
L2ν(Bn) with maximal domain
D = {F ∈ L2ν(Bn), ∆νF ∈ L2ν(Bn)}, (2.24)
is self-adjoint and its spectrum decomposes as
σ(∆ν) = σp(∆ν)∪σc(∆ν), (2.25)
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where the point spectrum σp(∆ν) is given by
σp(∆ν) = {−(λ2l + (n− ν)2), λl = −i(ν −n− 2l) for l = 0, ..., [
ν −n
2
]} (2.26)
and the continuous spectrum is as follows
σc(∆ν) = {−(λ2 + (ν −n)2), λ ∈ R}. (2.27)
For the proof of this proposition we refer to the Proposition 2 in [12]. The
reader can be see also the following references [8, 2]. Now, we are in position to
give a spectral interpretation for the discrete part of formula (2.17). Precisely, we
have.
Proposition 2.2. Let l ∈ Z+,0 ≤ l <
ν −n
2
and let the eigenspace
E
ν
ρl
(Bn) = {F ∈ L2ν(Bn), ∆νF = ρlF} (2.28)
associated with the eigenvalue ρl = −(λ2l + (n− ν)2) with λl = −i(ν − n− 2l). Then, we
have
i) The vector space E νρl (Bn) is a closed subspace of L
2
ν(Bn).
ii) The orthogonal projectorΠl on the subspace E
ν
ρl
(Bn) coincide with the projector Pl
defined in (2.20).
iii) The constant cl defined by formula (2.18) can be also written as
cl =
2Γ(n+ l)
πnΓ(n)l!
(ν −n− 2l)Γ(ν − l)
Γ(ν −n− l +1) . (2.29)
Proof. First, it is not difficult to see that the operator ∆ν is densely defined. Then,
by using the well know relation between the range R(T ) of a densely defined
operator T and the kernel of its adjointN (T ∗) = R(T )⊥ (see [21, p.9] for the general
theory). Then, by using the self-adjointness of ∆ν, we obtain the closeness of the
space E νρl (Bn) = N (∆ν − ρl). Note that for the operator Pl defined in (2.20) it is
proved in [23] that is an integral operator with the kernel
Kνl (z,w) = cl(1− < z,w >)−ν 2F1
(
−l, l − ν + n;n;1− |1− < z,w > |
2
(1− |z|2)(1− |w|2)
)
, (2.30)
and cl is the constant given in equation (2.18). Then, by the general theory, the
kernel Kνl (z,w) is also the reproducing kernel of the subspace
Aν,2l (Bn) := Pl(L
2
ν(Bn)). (2.31)
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In other hand, by taking α = 0, β = −ν and γ = −ν
2
in formula (2.22) of Lemma
(2.1), we obtain the following relation
∆ν = (1− | z |2)−ν/2(∆ν/2,−ν/2 +2ν(n−
ν
2
)I )(1− | z |2)ν/2 (2.32)
with
∆ν/2,−ν/2 = 4(1− |z|2){
∑
1≤i,j≤n
(δi,j − zizj)
∂2
∂zi∂zj
+
ν
2
n∑
j=1
(zj
∂
∂zj
− zj
∂
∂zj
) +
ν2
4
}. (2.33)
Remark that the operator ∆ν/2,−ν/2 can be written in terms of the operator HB,ρ,
defined in [11, p.2] for B =
ν
2
and ρ = 1, as follows
∆ν/2,−ν/2 = −Hν/2,1 + ν2, (2.34)
with
Hν/2,1 = −4(1− |z|2){
∑
1≤i,j≤n
(δi,j − zizj)
∂2
∂zi∂zj
+
ν
2
n∑
j=1
(zj
∂
∂zj
− zj
∂
∂zj
)}+ ν2|z|2. (2.35)
Then, the relation (2.32) can be rewritten as
∆νF =
(
1− | z |2
)−ν/2
(−Hν/2,1 +2νnI )(1− | z |2)ν/2F, F ∈ D ⊂ L2ν(Bn). (2.36)
Recall that from [11, p.2] the point spectrum of the operator Hν/2,1 acting on the
Hilbert space L2ν(Bn, (1− |z2)−n−1dm(z)) is given by
σp(Hν/2,1) = {ql = 2ν(2l + n)− 4l(l + n), l ∈ Z+, 0 ≤ l <
ν −n
2
}. (2.37)
Also, recall that the eigenspace E νl (Bn) corresponding to the eigenvalue
ρl = −(λ2l + (n− ν)2) = 4l(l + n − ν) is a closed subspace of L2ν(Bn). Let us denote by
Hνl (z,w) the reproducing kernel of the space E
ν
l (Bn). Our aims in this part is to
compute this reproducing kernel. To this end, we consider F in E νl (Bn), then from
relation (2.36) we have the following formula
Hν/2,1[(1− |z|2)ν/2F] = (2νn− ρl) (1− |z|2)ν/2F. (2.38)
Remark that 2νn − ρl = ql and (1 − |z|2)ν/2F ∈ L2ν(Bn, (1 − |z|2)−n−1dm(z)). Then, the
function (1−|z|2)ν/2F belongs to the eigenspace of the operatorHν/2,1 with ql as the
associated eigenvalue. Recall that, by (i) of Proposition 7 in [11] the reproducing
13
kernel of this last eigenspace is given by the formula
Kν/2l,1 (z,w) = An,ν/2,l(1)
(
1− < z,w >
1− < z,w >
)ν/2 (
(1− |z|2)(1− |w|2)
|1− < z,w > |2
)ν/2−l
(2.39)
× .2F1
(
−l,ν − l,n,1− (1− |z|
2)(1− |w|2)
|1− < z,w > |2
)
,
with
An,ν/2,l(1) =
1
πn
Γ(l + n)
Γ(n)l!
(ν −n− 2l)Γ(ν − l)
Γ(ν −n− l +1) . (2.40)
Then for the function (1− |z|2)ν/2F, we can write the reproducing formula
(1− |z|2)ν/2F(z) =
∫
Bn
Kν/2l,1 (z,w)(1− |w|2)ν/2F(w)(1− |w|2)−n−1dm(w), (2.41)
its follows that the reproducing kernel Hνl (z,w) of the eigenspace El(Bn) is given
by
Hνl (z,w) = (1− |z|2)−ν/2Kν/2l,1 (z,w)(1− |w|2)−ν/2. (2.42)
From the expression of the kernel Kν/2l,1 (z,w) given in (2.39), it follows that
Hνl (z,w) = (1− |z|2)−ν/2(1− |w|2)−ν/2An,ν/2,l(1)
(
1− < z,w >
1− < z,w >
)ν/2 (
(1− |z|2)(1− |w|2)
|1− < z,w > |2
)ν/2−l
× 2F1
(
−l,ν − l;n;1− (1− |z|
2)(1− |w|2)
|1− < z,w > |2
)
= An,ν/2,l(1)(1− < z,w >)−ν
( |1− < z,w > |2
(1− |z|2)(1− |w|2)
)l
× 2F1
(
−l,ν − l;n;1− (1− |z|
2)(1− |w|2)
|1− < z,w > |2
)
. (2.43)
By using the change of variable
1− (1− |z|
2)(1− |w|2)
|1− < z,w > |2 =
x
x − 1 , (2.44)
the equation (2.43) becomes
Hνl (z,w) = An,ν/2,l(1) (1− < z,w >)−ν (1− x)l2F1
(
−l,ν − l;n; x
x − 1
)
. (2.45)
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Applying the following formula [16, p.47]
2F1 (a,b;c;z) = (1− z)−a 2F1
(
a,c − b;c; z
z − 1
)
. (2.46)
For a = −l, b = n+ l − ν and c = n, the equation (2.45) can be rewritten as
Hνl (z,w) = An,ν/2,l(1) (1− < z,w >)−ν 2F1
(
−l,n+ l − ν;n;1− |1− < z,w > |
2
(1− |z|2)(1− |w|2)
)
,
(2.47)
where An,ν/2,l(1) is the constant defined in (2.40). Taking into account that the
function Hνl (z,w) defined in (2.43) which is the reproducing kernel of the space
E
ν
l (Bn) can be rewritten in terms of the function K
ν
l (z,w) defined in (2.30) as fol-
lows
Hνl (z,w) = κK
ν
l (z,w), (2.48)
where the constant κ is give by
κ =
An,ν/2,l(1)
cl
. (2.49)
Is not hard to see that κ > 0, then we can consider on the space E νl (Bn) the follow-
ing new scalar product
< f ,g >κ= κ < f ,g >, for f , g ∈ E νl (Bn). (2.50)
It is easy to see that the space (E νl (Bn),<>κ) is a reproducing kernel Hilbert space
which having the function Kνl (z,w) as reproducing kernel. Then, by using Propo-
sition 2.3 in [19, p.18], we deduce that
Aν,2l (Bn) = E
ν
l (Bn) and ‖ f ‖κ=‖ f ‖ . (2.51)
Then, we obtain
κ ‖ f ‖=‖ f ‖, for all f ∈ E νl (Bn). (2.52)
It follows that κ = 1, so we obtain cl = An,ν/2,l(1) and thus the projector Pl on
Aν,2l (Bn) is also the projector on the eigenspace E
ν
l (Bn). Hence the discrete part in
formula (2.5) correspond to the orthogonal projection of a function f ∈ C∞0 (Bn) on
the orthogonal direct sum ⊕
0≤l<ν−n2
E
ν
l (Bn). (2.53)
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Now, for a spectral interpretation of the continuous part of formula (2.17), is not
hard to see that the involved integral can be written as an integral with respect to
the parameter λ over the setR of the following C∞−eigenfunctions of the operator
∆ν ,
Gλ(z) =
1
4
Γ(n)
22(ν−n)πn+1
| Cν(λ) |−2
∫
∂Bn
F˜(λ,ω)Pνλ (z,ω)dλdσ(ω) (2.54)
corresponding to the eigenvalues −(λ2 + (n− ν)2).
Remark 2.2. Notice that the continuous spectrum σc(∆ν) = {−(λ2+(ν−n)2), λ ∈ R} of
the operator ∆ν is understood is the sense that z ∈ σc(∆ν) if and only if the rang of the
operator (∆ν − zI ) is not closed. Thus, is not surprising that the sets σc(∆ν) and σp(∆ν)
are not disjoint (see [21, p.30] for more general theory).
3 Spectral density
Our aim in this section is to compute the Schwartz kernel for the spectral density
of the G−invariant shifted Laplacian
∆˜ν = −(∆ν + (ν −n)2), (3.1)
with D its maximal domain.
Note that the spectrum of the operator ∆˜ν can be given easily from (2.25) by
σ(∆˜ν) =
{
sj = λ
2
j ; j = 0, ..., [
ν −n
2
]
}
∪
{
s = λ2, λ ∈ R
}
, (3.2)
where λj = −i(ν − n − 2j). It is easy to see that the operator ∆˜ν considered on
the minimal domain C∞0 (Bn) is symmetric. Then, by using Proposition 1.14 in
[21, p.20], we obtain that ∆˜ν is essentially self-adjoint operator, and then the self-
adjoint extension of ∆˜ν is −(∆ν+(ν−n)2) defined on the maximal domainD giving
in (1.5). This extension admits a spectral decomposition [21, 15, 17]
I =
∫ +∞
−∞
dEνs , ∆˜ν =
∫ +∞
−∞
sdEνs . (3.3)
Then, in the weak sense, we have
(f ,g) =
∫ +∞
−∞
d(Eνs f ,g), (∆˜νf ,g) =
∫ +∞
−∞
sd(Eνs f ,g), for f ∈ C∞0 (Bn) and g ∈ L2ν(Bn).
(3.4)
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The spectral density [9]
eνs :=
dEνs
ds
(3.5)
is understood as an operator-valued distribution, an element of the space
D′(R,L(D,L2ν(Bn))), where L(D,L2ν(Bn)) is the space of bounded operators from D
to L2ν(Bn). In terms of the spectral density e
ν
s =
dEνs
ds , the two equations given in
(3.3) become as follows, respectively.
I =< eνs ,1 >, ∆˜ν =< e
ν
s , s >, (3.6)
where < f (s),φ(s) > is the evaluation of the distribution f (s) on a test function
φ(s). Since ∆˜ν is an elliptic operator (see [10] for the general theory), then its spec-
tral density eνs admits a distributional kernel e(s,z,w) [9] an element ofD′(R,D′(Bn×
Bn)). Precisely, we have the following proposition.
Proposition 3.1. The Schwartz kernel eν(s,w,z) of the spectral density eνs =
dEνs
ds is
given by
eν(s,w,z) =
Γ(n)
4πn+122(ν−n)
(1− < z,w >)−ν |Cν(
√
s)|−2(√s)−1χ+(s)φ(n−1,−ν)√s (d(z,w))
+
[ν−n2 ]∑
j=0
cj
j!
(n)j
(1− < z,w >)−νP (n−1,−ν)j (cosh(2d(z,w)))δ(s − sj), (3.7)
with
sj = −(2j + ν −n)2; j = 0, ..., [
ν −n
2
], (3.8)
cj =
2Γ(n+ j)
πnΓ(n)j!
(ν −n− 2j)Γ(ν − j)
Γ(ν −n− j +1) , (3.9)
χ+(s) is the characteristic function of the set of positive real numbers and
φ
(α,β)
λ (t) = 2F1
(
α + β +1− iλ
2
,
α + β +1+ iλ
2
,1+α;−sinh2 t
)
, (3.10)
is the Jacobi function ([14, p.5]). P
(α,β)
j (x) denote the classical Jacobi polynomial of
degree j [20] and d(z,w) is the distance coresponding to the Bergmann metric in the
unit ball Bn ([24, p.25])
cosh2d(z,w) =
| 1− < z,w >|2
(1− | z |2)(1− | w |2) , (z,w) ∈ Bn ×Bn, (3.11)
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The function
Cν(λ) =
2−ν+n−iλΓ(n)Γ(iλ)
Γ( iλ+n−ν2 )Γ(
iλ+n+ν
2 )
, (3.12)
is the analogous of the Harish-Chandra C-function.
For given the proof of the above proposition, we need the following Lemma
Lemma 3.1. We have the following formula∫
∂Bn
Pνλ (z,ω)P
ν
λ (w,ω)dσ(ω) = (1− < z,w >)−ν 2F1
(
iλ+ n− ν
2
,
−iλ+ n− ν
2
,n;−sinh2(d(z,w))
)
.
(3.13)
Proof. First, we will show that the function
Kνλ(z,w) =
∫
∂Bn
Pνλ (z,ω)P
ν
λ (w,ω)dσ(ω) (3.14)
satisfies the following property
Kνλ(g.z,g.w) = (Cz +D)
ν(Cw+D)
ν
Kνλ (z,w), for g =
(
A B
C D
)
∈ SU(1,n). (3.15)
By using the fact that
1− < gz,gw >= 1− < z,w >
(Cz +D)(Cw+D)
, (3.16)
we can easily see that
Pνλ (g.z,w) = P
ν
λ (z,g
−1w)(Cz +D)ν | Cg−1w +D |iλ+n
 | Cg
−1w+D |
Cg−1w+D

−ν
. (3.17)
Then, we get
Kνλ (g.z,g.w) =
∫
∂Bn
Pνλ (g.z,ω)P
ν
λ (g.w,ω)dσ(ω)
= (Cz +D)ν(Cw+D)ν
∫
∂Bn
Pνλ (z,g
−1.ω)Pνλ (w,g−1ω) | Cg−1ω +D |2n dσ(ω)
(3.18)
= (Cz +D)ν(Cw+D)ν
∫
∂Bn
Pνλj (z,ξ)P
ν
λ (w,ξ)dσ(ξ)
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where we have set ξ = g−1w and dσ(w) =| Cξ +D |−2n dσ(ξ). Thus, we get
Kνλ(g.z,g.w) = (Cz +D)
ν(Cw+D)
ν
Kνλ (z,w). (3.19)
Let gz be the following matrix
gz =
(
A B
C D
)
:=

(In − zz∗)−1/2 z(1− |z|2)−1/2
z∗(In − zz∗)−1/2 (1− |z|2)−1/2
 . (3.20)
Is not hard to show that gz belongs to the group SU(1,n) and then by formula
(2.6), we get the inverse of gz as follows
g−1z =

(In − zz∗)−1/2 −(In − zz∗)−1/2z
z∗(1− |z|2)−1/2 (1− |z|2)−1/2
 . (3.21)
We have that the action of the matrix gz satisfy gz.0 = z. So, thank to this last
relation combined with formula (3.19), we can write
Kνλ (z,w) = K
ν
λ (gz.0,w)
= Kνλ (gz.0,gzg
−1
z w)
=Dν(Cg−1z w+D)νK
ν
λ (0,g
−1
z .w). (3.22)
Observe that
1− < z,w > = 1− < gz0,gzg−1z w > (3.23)
=
1
D(Cg−1z w +D)
,
where we have used formula (3.16). Thus, the formula (3.22) can be rewritten as
Kνλ(z,w) = (1− < z,w >)−νKνλ(0,g−1z w). (3.24)
By setting ξ = g−1z w, the above equation becomes
Kνλ (z,w) = (1− < z,w >)−νKνλ (0,ξ). (3.25)
By using the formula [23]
Φλ(z) =
∫
∂Bn
Pνλ (z,ω)dσ(ω)
=
(
1− | z |2
)−ν + n− iλ
2 2F1
(−iλ+ n+ ν
2
,
−iλ+ n− ν
2
,n; | z |2
)
. (3.26)
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The equation (3.25) can be also rewritten as
Kνλ(z,w) = (1− < z,w >)−ν
∫
∂Bn
Pνλ (ξ,ω)dσ(ω)
= (1− < z,w >)−νΦλ(ξ)
= (1− | ξ |2)
−ν + n+ iλ
2 (1− < z,w >)−ν 2F1
(
iλ+ n+ ν
2
,
iλ+ n− ν
2
,n; | ξ |2
)
.
(3.27)
Not that
1− |ξ |2 = 1− | g−1z w |2 =
1− | w |2
| (1− | z |2)−1/2 (1− z∗w)|2
=
(1− | w |2)(1− | z |2)
| 1− < z,w >|2 . (3.28)
Hence, by using formula (3.28), we get
Kνλ(z,w) = (1− < z,w >)−ν
[
(1− | w |2)(1− | z |)2
| 1− < z,w >|2
]iλ+ n− ν
2
× 2F1
(
iλ+ n− ν
2
,
iλ+ n+ ν
2
,n; | g−1z w |2
)
. (3.29)
Then, by using (3.28) and (2.46), we get
Kνλ (z,w) = (1− < z,w >)−ν 2F1
(
iλ+ n− ν
2
,
−iλ+ n− ν
2
,n;
| g−1z w |2
| g−1z z |2 −1
)
= (1− < z,w >)−ν 2F1
(
iλ+ n− ν
2
,
−iλ+ n− ν
2
,n;1− | 1− < z,w >|
2
(1− | z |2)(1− | w |2)
)
,
(3.30)
then by (1.16), we obtain
Kνλ (z,w) = (1− < z,w >)−ν 2F1
(
iλ+ n− ν
2
,
−iλ+ n− ν
2
,n;−sinh2(d(z,w)))
)
. (3.31)
Hence, the above equality is the desired result.
Proof. (of Proposition 3.1)
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Let F ∈ C∞0 (Bn), then by using formula (2.17), we have
F(z) =
1
4
Γ(n)
22(ν−n)πn+1
∫
∂Bn
∫
R
F˜(λ,ω)Pνλ (z,ω) | Cν(λ) |−2 dλdσ(ω)
+
k∑
j=0
cj
∫
Bn
F˜(λj ,ω)P
ν
λj
(z,ω)dσ(ω)
=
Γ(n)
4πn+122(ν−n)
∫ +∞
−∞
dλ|Cν(λ)|−2
∫
Bn
(∫
∂Bn
Pνλ (z,ω)P
ν
−λ(w,ω)dσ(ω)
)
F(w)dµν(w)
+
[ν−n2 ]∑
0
cj
∫
Bn
(∫
∂Bn
Pνλj (z,ω)P
ν
−λj (w,ω)dσ(ω)
)
F(w)dµν(w). (3.32)
Making use of formula (3.13) in where the hypergeometric function in the right
hand side was replaced by the corresponding Jacobi function defined in (3.10),
then we get
F(z) =
Γ(n)
4πn+122(ν−n)
∫ +∞
−∞
[
|Cν(λ)|−2
∫
Bn
(1− < z,w >)−ν(φ(n−1,−ν)λ (d(z,w)))F(w)dµν(w)
]
dλ
+
[ν−n2 ]∑
0
cj
∫
Bn
(1− < z,w >)−ν(φ(n−1,−ν)λj (d(z,w)))F(w)dµν (w). (3.33)
It is not difficult to see that the function λ 7−→ φ(n−1,−ν)λ (d(z,w)) is even. Then, the
equation (3.33) can be rewritten as
F(z) =
Γ(n)
422(ν−n)πn+1
2
∫ +∞
0
dλ|Cν(λ)|−2
∫
Bn
(1− < z,w >)−ν(φ(n−1,−ν)λ (d(z,w)))F(w)dµν (w)
+
[ν−n2 ]∑
0
cj
∫
Bn
(1− < z,w >)−ν(φ(n−1,−ν)λj (d(z,w)))F(w)dµν (w). (3.34)
Making use of the change of variable s = λ2 in the first integral of (3.34) and
setting sj = λ
2
j = −(ν −n− 2j)2 in the discreet part of (3.34), we obtain
F(z) =
Γ(n)
4πn+122(ν−n)
∫ +∞
0
[
|Cν(
√
s)|−2s −12
∫
Bn
(1− < z,w >)−ν(φ(n−1,−ν)√
s
(d(z,w)))F(w)dµν(w)
]
ds
+
[ν−n2 ]∑
0
cj
∫
Bn
(1− < z,w >)−ν(φ(n−1,−ν)√sj (d(z,w)))F(w)dµν (w). (3.35)
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Using the Dirac notation ∫ +∞
−∞
δ(s − sj)ds = 1. (3.36)
Then, the equation (3.35) can be written in the distributional sense as follows
F(z) =
∫ ∞
−∞
1(
∫
Bn
e(s,w,z)F(w)dµν (w))ds, (3.37)
where the Schwartz kernel eν(s,w,z) is given by
eν(s,w,z) =
Γ(n)
4πn+122(ν−n)
(1− < z,w >)−νχ+(s)|Cν(
√
s)|−2(√s)−1φ(n−1,−ν)√
s
(d(z,w))
+
[ν−n2 ]∑
j=0
cj(1− < z,w >)−νφ(n−1,−ν)√sj (d(z,w)δ(s − sj). (3.38)
Recall that λj =
√
si := −i(ν − n − 2j) for j = 0,1, ..., n−ν2 . Then the Jacobi function
φ
(n−1,−ν)√
sj
(d(z,w)) involved in the discreet part of the Schwartz kernel eν(s,w,z) be-
comes
φ
(n−1,−ν)√
sj
(d(z,w)) = 2F1(−j, j + n− ν,n;−sinh2(d(z,w)). (3.39)
Next, by using the identity [16, p.39]
P
(α,β)
k (y) =
(1 +α)k
k! 2
F1(−k,α + β + k +1,α +1;
1− y
2
), (3.40)
for α = n− 1, β = −ν, k = j and y = 1+2sinh2(d(z,w)) = cosh2d(z,w), the equation
(3.39) becomes
φ
(n−1,−ν)√
sj
(d(z,w)) =
j!
(n)j
P
(n−1,−ν)
j (cosh2d(z,w)). (3.41)
Hence, we get
eν(s,w,z) =
Γ(n)
4πn+122(ν−n)
(1− < z,w >)−νχ+(s)|Cν(
√
s)|−2(√s)−1φ(n−1,−ν)√
s
(d(z,w))
+
[ν−n2 ]∑
j=0
cj
j!
(n)j
(1− < z,w >)−νP (n−1,−ν)j (cosh(2d(z,w)))δ(s − sj). (3.42)
Now, by returning back to equation (3.32) and applying the operator ∆˜ν to its
both sides with the use of the fact that the involved function in the integral is an
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eigenfunction of ∆˜ν associated with the eigenvalues s = λ2, λ ∈ R. Also, we use
the fact that each function given in the discrete part is an eigenfunction of ∆˜ν
associated with the eigenvalue sj = λ
2
j for j = 0,1, ..., [
ν−n
2 ]. Then, by following the
same method as in the above computation, we get the following equality
∆˜ν[F](z) =
∫ +∞
−∞
s
[∫
Bn
eν(s,w,z)F(w)dµν (w)
]
ds. (3.43)
Now, considering the functional T which corresponds to a test function ϕ the
operator < T ,ϕ >∈ L(D,L2ν(Bn)) defined by:
< T ,ϕ > [F](z) =
∫ +∞
−∞
ϕ(s)
[∫
Bn
eν(s,w,z)F(w)dµν (w)
]
ds
:=
Γ(n)
4πn+122(ν−n)
∫ +∞
0
|Cν(
√
s)|−2(√s)−1
∫
Bn
(1− < z,w >)−νφ(n−1,−ν)√
s
(d(z,w))F(w)dµν (w)ϕ(s)ds
+
[ν−n2 ]∑
j=0
ϕ(sj)cj
j!
(n)j
∫
Bn
(1− < z,w >)−νP (n−1,−ν)j (cosh(2d(z,w)))F(w)dµν(w). (3.44)
Notice that from the above computation, is not hard to see that the projector Pj ,
defined in (2.20), can be written also in the following form
Pj[F](z) = cj
j!
(n)j
∫
Bn
(1− < z,w >)−νP (n−1,−ν)j (cosh(2d(z,w)))F(w)dµν (w). (3.45)
We observe that the discrete part of the functional < T ,ϕ > [F] can be rewritten
also as
[ν−n2 ]∑
j=0
ϕ(sj)Pj[F], (3.46)
where Pj is the orthogonal projector on the eigenspace defined in equation (2.20).
Using the fact that the norm of a projector is equal to one. The norm of the
discrete part satisfy the following estimate
‖
[ν−n2 ]∑
j=0
ϕ(sj)Pj[F] ‖L2ν (Bn)≤‖ ϕ ‖∞ (1 +
ν −n
2
) ‖ F ‖L2ν (Bn), (3.47)
with ‖ ϕ ‖∞= sup
x∈R
| ϕ(x) |<∞.
Then, for proving that the functional T is well defined, it is remain to prove that
23
the following integral transform
Aϕ[F](z) :=Mn,ν
∫ +∞
0
|Cν(
√
s)|−2(√s)−1
∫
Bn
(1− < z,w >)−νφ(n−1,−ν)√
s
(d(z,w))F(w)dµν(w)ϕ(s)ds
(3.48)
define a bounded operator on L2ν(Bn), where Mn,ν =
Γ(n)
4πn+122(ν−n) . To do so, we first
consider the case ϕ ≡ 1. Then, thanks to equation (3.35), the function A1[F](z)
can be rewritten as
A1[F](z) = F(z)−
[ν−n2 ]∑
j=0
cj
j!
(n)j
∫
Bn
(1− < z,w >)−νP (n−1,−ν)j (cosh(2d(z,w)))F(w)dµν(w)
= [I −
[ν−n2 ]∑
j=0
Pj][F](z), (3.49)
where F ∈ C∞0 (Bn).
Then, we have the following estimate
‖ A1[F] ‖L2ν (Bn)≤ (2 +
ν −n
2
) ‖ F ‖L2ν (Bn), F ∈ C∞0 (Bn). (3.50)
Now, for a test function ϕ, it is easy to show that
| Aϕ[F](z) |≤‖ ϕ ‖∞| A1[F](z) | . (3.51)
This last inequality combined with estimate (3.50) implies that
‖ Aϕ[F](z) ‖L2ν (Bn)≤‖ ϕ ‖∞ (2 +
ν −n
2
) ‖ F ‖L2ν (Bn), (3.52)
which prove the boundedness of the operator Aϕ.
Finally, by (3.48) and (3.52), we get
‖< T ,ϕ > [F] ‖L2ν (Bn)≤‖ ϕ ‖∞ (3 + ν −n) ‖ F ‖L2ν (Bn) . (3.53)
Furthermore, the two equations given in (3.3) become as follows, respectively:
< T ,1 >= I , < T ,s >= ∆˜ν . (3.54)
By uniqueness of the spectral density associated to a self-adjoint operator, we
conclude that the functional T is nothing but the spectral density of the operator
∆˜ν . This ends the proof.
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Remark 3.1. Note that the operator valued function
R −→ (L2ν(D,Bn),‖ . ‖L) (3.55)
λ 7−→ Eνλ
is locally integrable, where ‖ . ‖L is the classical norm on the Banach space of bounded
operators from the domain D onto the whole space L2ν(Bn). Then by using the fact that
the point spectrum
σp(∆˜ν) = {sj = λ2j , j = 0, ..., [
ν −n
2
]} (3.56)
is the set of the discontinuity points of the vector valued function s 7−→ Eνs . Then the
derivation formula
dEνs
ds in the distributional sense must contain the jumps E
ν
sj+0
−Eνsj−0
and the Dirac distribution δ(s − sj). So, is not surprising that the discrete part in the
Schwartz kernel eν(s,z,w) involves the above Dirac distributions.
Based on the explicit formula of the spectral density dE
ν
s
ds , we use the functional
calculus developed by Estrada and Fuling [9] to define, for a suitable function
f : R→ C, the operator function f (∆˜ν) as follows
f (∆˜ν)[ϕ](z) =
∫
Bn
Ωf (w,z)ϕ(w)dµν(w), (3.57)
where the distributional kernelΩf (w,z) is given by
Ωf (w,z) =
∫
σ(∆˜ν )
eν(s,w,z)f (s)ds
:=
Γ(n)
4πn+122(ν−n)
(1− < z,w >)−ν
∫ +∞
0
|Cν(
√
s)|−2(√s)−1φ(n−1,−ν)√
s
(d(z,w))f (s)ds
+
[ν−n2 ]∑
j=0
cj
j!
(n)j
(1− < z,w >)−νP (n−1,−ν)j (cosh(2d(z,w)))f (sj), (3.58)
with Cν is the Harish-Chandra function defined in (3.12), P
(n−1,−ν)
j (.) are the Jacobi
polynomials [20], φ(n−1,−ν)√
s
(.) is the Jacobi function defined in (3.10) and
sj = −(2j + ν −n)2; j = 0, ..., [
ν −n
2
], (3.59)
cj =
2Γ(n+ j)
πnΓ(n)j!
(ν −n− 2j)Γ(ν − j)
Γ(ν −n− j +1) . (3.60)
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4 Heat and resolvent kernels
In this section, we solve the heat equation and we give the resolvent kernel. First,
we are interested to following Cauchy problem of heat equation associated with
the operator ∆ν on Bn:
∂u(t,z)
∂t = ∆νu(t,z), (t,z) ∈ R+ ×Bn,
u(0, z) = ϕ(z) ∈ C∞0 (Bn).
(4.1)
For the above Cauchy problem, we have the following proposition.
Proposition 4.1. The solution u(t,z) of the Cauchy problem (4.1) is given by the fol-
lowing integral formula
u(t,z) =
∫
Bn
Kν(t,z,w)ϕ(w)dµν (w), (4.2)
where Kν(t,z,w) is the heat kernel given as follows
Kν(t,z,w) = (1− < z,w >)−ν
[ν−n2 ]∑
j=0
τje
4j(j+n−ν)tP (n−1,−ν)j (cosh2d(z,w))
+ (1− < z,w >)−νe−t(ν−n)2 Γ(n)
2πn+122(ν−n)
×
∫ +∞
0
e−tλ
2 | Cν(λ) |−2 2F1(
n− ν − iλ
2
,
n− ν + iλ
2
,n;−sinh2(d(z,w)))dλ.
(4.3)
where τj =
2(ν−n−2j)Γ(ν−j)
πnΓ(ν−n−j+1) and Cν(λ) is the Harish-Chandra function defined in (3.12).
Proof. The solution u(t,z) is given by the action of the semigroup et∆ν on the initial
data ϕ(z) as follows
u(t,z) = et∆ν [ϕ](z). (4.4)
Note that for the operators ∆ν and ∆˜ν = −(∆ν + (n − ν)2), we have the following
semigroup relation
et∆ν = e−t(ν−n)
2
e−t∆˜ν . (4.5)
Then, the heat kernel k(t,z,w) of ∆ν is given by
Kν(t,z,w) = e
−t(ν−n)2K˜ν(t,z,w), (4.6)
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where K˜ν(t,z,w) is the heat kernel of the operator ∆˜ν. By using (3.57) and (3.58),
we write
K˜ν(t,z,w) =
∫
σ(∆˜ν )
eνs (s,w,z)e
−tsds
=
[ν−n2 ]∑
j=0
cj
j!
(n)j
(1− < z,w >)−νP (n−1,−ν)j (cosh2d(z,w))e−tsj
+
Γ(n)
4πn+122(ν−n)
(1− < z,w >)−ν
∫ +∞
0
|Cν(
√
s)|−2(√s)−1φ(n−1,ν)√
s
(d(z,w))e−tsds.
(4.7)
By replacing the Jacobi function φ(n−1,ν)√
s
(.) by its expression given in terms of the
hypergeometric function defined in (3.10) with using the change of variable s = λ2
(λ > 0) in the continuous part and replacing sj by its value sj = −(ν −n−2j)2 in the
discrete part, we obtain
K˜ν(t,z,w) = (1− < z,w >)−ν
[ν−n2 ]∑
j=0
cj
j!
(n)j
e(ν−n−2j)
2tP
(n−1,−ν)
j (cosh2d(z,w))
+ (1− < z,w >)−ν Γ(n)
2πn+122(ν−n)
×
∫ +∞
0
e−tλ
2 | Cν(λ) |−2 2F1(
n− ν − iλ
2
,
n− ν + iλ
2
,n;−sinh2(d(z,w)))dλ.
(4.8)
Next, by using the above equation and (4.6), we get
Kν(t,z,w) = (1− < z,w >)−ν
[ν−n2 ]∑
j=0
τje
4j(j+n−ν)tP (n−1,−ν)j (cosh(2d(z,w))
+ (1− < z,w >)−ν Γ(n)
2πn+122(ν−n)
× e−t(ν−n)2
∫ +∞
0
e−tλ
2 | Cν(λ) |−2 2F1
(
n− ν − iλ
2
,
n− ν + iλ
2
,n;−sinh2(d(z,w))
)
dλ,
(4.9)
where
τj =
2(ν −n− 2j)Γ(ν − j)
πnΓ(ν −n− j +1) . (4.10)
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Since the operator ∆ν is self adjoint. Then its resolvent operator
R(ξ,∆ν) = (ξ −∆ν)−1 (4.11)
is related to the semigroup operator by the following formula
R(ξ,∆ν) =
∫ +∞
0
e−tξT (t)dt, (4.12)
where T (t) is the heat semigroup et∆ν . As a direct consequence of the above propo-
sition, we can derive the resolvent kernel of the G−invariant operator ∆ν. Pre-
cisely, we have the following proposition.
Proposition 4.2. Let ξ ∈ C such that
Re(ξ) > ω(ν,n) = pνn − (n− ν)2, (4.13)
with
pνn =max{| sj |, 0 ≤ j <
ν −n
2
}, (4.14)
sj = −(2j + n− ν)2. (4.15)
Then the resolvent operator R(ξ,∆ν) is given by
R(ξ,∆ν)[ϕ](z) =
∫
Bn
Rν(ξ;z,w)ϕ(w)dµν (w), (4.16)
where the resolvent kernel Rν(ξ,z,w) is given as follows
R(ξ,z,w) = (1− 〈z,w〉)−ν
[ν−n2 ]∑
j=0
τj
1
λ2j + (ν −n)2 + ξ
P
(n−1,−ν)
j (cosh(2d(z,w)))
+ (1− 〈z,w〉)−ν Γ(n)
2πn+122(ν−n)
∫ +∞
0
|cν(λ)|−2
λ2 + (ν −n)2 + ξ
× 2F1
(
n− ν − iλ
2
,
n− ν − iλ
2
,n,−sinh2(d(z,w))
)
dλ, (4.17)
where λj = −i(ν − n − 2j) for 0 ≤ j < ν−n2 , τj = 2(ν−n−2j)Γ(ν−j)πnΓ(ν−n−j+1) and Cν(λ) is the Harish-
Chandra function defined in (3.12).
Proof. The equation (4.5) can be rewritten as
et∆ν = etω(ν,n)e−t(∆˜ν+p
ν
n). (4.18)
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where pνn =max{|Sj |, 0 ≤ j < ν−n2 } and ω(ν,n) = pνn − (ν −n)2. We can easily see that
the spectrum σ(∆˜ν + pνn) is included in the set of positive real numbers. Then by
the self-adjointness, we show that e−t(∆˜ν+p
ν
n) is a contraction semigroup [21, p.132]
for the general theory. Then, from equation (4.18), we get the following estimate
‖et∆ν‖ ≤ etω(ν,n). (4.19)
This last estimate lead us to consider the the following integral∫ +∞
0
e−tξKν(t,z,w)dt, (4.20)
which takes a sense for Re(ξ) > ω(ν,n) and can reduce to the following expression
∫ +∞
0
e−tξKν(t,z,w)dt = (1− 〈z,w〉)−ν
[ν−n2 ]∑
j=0
τj
1
ξ +4j(ν −n− j)P
(n−1,−ν)
j (cosh(2d(z,w)))
+ (1− 〈z,w〉)−ν Γ(n)
2πn+122(ν−n)
∫ +∞
0
|cν(λ)|−2
ξ + (ν −n)2 +λ2
× 2F1
(
n− ν − iλ
2
,
n− ν − iλ
2
,n,−sinh2(d(z,w))
)
dλ. (4.21)
Then, by [13, p.55], we have
{ξ ∈ C, Re(ξ) > ω(ν,n)} ⊂ ρ(∆ν), (4.22)
Rν(ξ,z,w) = (1− 〈z,w〉)−ν
[ν−n2 ]∑
j=0
τj
1
ξ +4j(ν −n− j)P
(n−1,−ν)
j (cosh(2d(z,w)))
+ (1− 〈z,w〉)−ν Γ(n)
2πn+122(ν−n)
∫ +∞
0
|cν(λ)|−2
ξ + (ν −n)2 +λ2
× 2F1
(
n− ν − iλ
2
,
n− ν − iλ
2
,n,−sinh2(d(z,w))
)
dλ. (4.23)
Then, the above equation can be also rewritten also as follows
R(ξ,z,w) = (1− 〈z,w〉)−ν
[ν−n2 ]∑
j=0
τj
1
λ2j + (ν −n)2 + ξ
P
(n−1,−ν)
j (cosh(2d(z,w)))
+ (1− 〈z,w〉)−ν Γ(n)
2πn+122(ν−n)
∫ +∞
0
|cν(λ)|−2
λ2 + (ν −n)2 + ξ
× 2F1
(
n− ν − iλ
2
,
n− ν − iλ
2
,n,−sinh2(d(z,w))
)
dλ, (4.24)
where λj = −i(ν − n− 2j) for 0 ≤ j < ν−n2 , τj = 2(ν−n−2j)Γ(ν−j)πnΓ(ν−n−j+1) and Cν(λ) is the Harish-
Chandra function defined in (3.12).
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5 Wave kernel
Now, we consider the following Cauchy problem of wave equation with the oper-
ator ∆ν on Bn: 
∂2u(t,z)
∂t2
=△ν (t,z), (t,z) ∈ R×Bn,
u(0, z) = 0,
∂u(0, z)
∂t
= f (z) ∈ C∞0 (Bn).
(5.1)
Proposition 5.1. The solution of the Cauchy problem (5.1) is given explicitly by the
following integral formula
u(t,z) =
∫
Bn
Wν(t,z,w)ϕ(w)dµν (w), (5.2)
where Wν(t,z,w) is the wave kernel given as follows
Wν(t,z,w) = (1− < z,w >)−ν
[ν−n2 ]∑
j=0
τj
sin(2t
√
j(ν −n− j)
2
√
j(ν −n− j)
P
(n−1,−ν)
j (cosh2d(z,w))
+ (1− < z,w >)−ν Γ(n)
2πn+122(ν−n)
×
∫ +∞
0
sin(t
√
λ2 + (n− ν)2)√
λ2 + (n− ν)2
| Cν(λ) |−2 2F1(
n− ν − iλ
2
,
n− ν + iλ
2
,n;−sinh2(d(z,w)))dλ.
(5.3)
where τj =
2(ν−n−2j)Γ(ν−j)
πnΓ(ν−n−j+1) and Cν(λ) is the Harish-Chandra function defined in (3.12).
Proof. By using formula (3.1), the operator ∆ν can be also rewritten as
∆ν = −(∆˜ν + (n− ν)2). (5.4)
Then, the above Cauchy problem becomes

∂2u(t,z)
∂t2
+ (∆˜ν + (n− ν)2)u(t,z), (t,z) ∈ R×Bn,
u(0, z) = 0,
∂u(0, t)
∂t
= f (z) ∈ C∞0 (Bn).
(5.5)
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Now, thanks to formulas (3.57) and (3.58), the solution of the above wave Cauchy
problem is given by
u(t,z) =
∫
Bn
Wν(t,z,w)ϕ(w)dµν (w), (5.6)
where the wave distributional kernel is given by
Wν(t,z,w) =
∫
σ(∆˜ν )
eν(s,z,w)
sin(
√
s + (n− ν)2)√
s + (n− ν)2
ds
:=
Γ(n)
4πn+122(ν−n)
(1− < z,w >)−ν
∫ +∞
0
|Cν(
√
s)|−2(√s)−1φ(n−1,−ν)√
s
(d(z,w))
sin(
√
s + (n− ν)2)√
s + (n− ν)2
ds
+
[ν−n2 ]∑
j=0
cj
j!
(n)j
(1− < z,w >)−νP (n−1,−ν)j (cosh(2d(z,w)))
sin(
√
sj + (n− ν)2)√
sj + (n− ν)2
, (5.7)
By using the fact that sj = λ
2
j = −(ν−n−2j)2 for j = 0,1, ..., [ν−n2 ] combined with the
change of variable s = λ2, λ > 0, the above wave kernelWν(t,z,w) becomes
Wν(t,z,w) = (1− < z,w >)−ν
[ν−n2 ]∑
j=0
cj
j!
(n)j
sin(2t
√
j(ν −n− j)
2
√
j(ν −n− j)
P
(n−1,−ν)
j (cosh2d(z,w))
+ (1− < z,w >)−ν Γ(n)
2πn+122(ν−n)
×
∫ +∞
0
sin(t
√
λ2 + (n− ν)2)√
λ2 + (n− ν)2
| Cν(λ) |−2 2F1(
n− ν − iλ
2
,
n− ν + iλ
2
,n;−sinh2(d(z,w)))dλ.
(5.8)
Taking into account that τj := cj
j !
(n)j
= 2(ν−n−2j)Γ(ν−j)πnΓ(ν−n−j+1) , we get the desired result.
6 Explicit formula for some generalized integrals
In this section, we will give some generalized integrals. The fist formula will
be established by comparing the integral wave kernel obtained by the use of the
spectral density with the explicit wave kernel given in [12]. The second formula
will be given by comparing the integral resolvent kernel obtained from the heat
kernel with the Green kernel ("resolvent kernel") obtained in [11]. Theses two
formulas can be considered as an addition to the table of integral formulas for
the special functions.
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Proposition 6.1. Let ν > n, ν ∈ R \Z and 0 ≤ x < sinh(|t|) for t ∈ R, then we have the
following integral formula
∫ +∞
0
∣∣∣∣∣∣
Γ( iλ+n−ν2 )Γ(
iλ+n+ν
2 )√
λΓ(iλ)
∣∣∣∣∣∣
2
× 2F1
(
n− ν − iλ
2
,
n− ν + iλ
2
,n;−x
)
sin(tλ)dλ
= (−1)n−1πΓ(n−
1
2)
Γ(n)
(1 + x)
ν−n
2 (
sinh2(t)
1 + x
− 1)−n+
1
2
+
× 2F1
(
1−n+ ν,1−n− ν, 3
2
−n, 1
2
− cosh(t)
2
√
1+ x
)
− 22(ν−n+1) π
Γ(n)
[ν−n2 ]∑
j=0
(ν −n− 2j)Γ(ν − j)
Γ(ν −n− j +1) P
(n−1,−ν)
j (2x +1)
sinh(t(2j + n− ν))
2j + n− ν , (6.1)
where the notation (x)+ means the positive real part of the real number x.
Proof. Recall that the following wave Cauchy problem (W αβn )
(W αβn ) :

∂2u(t,z)
∂t2
=△αβ u(t,z), (t,z) ∈ R×Bn,
u(0, z) = 0,
∂u(0, z)
∂t
= f (z) ∈ C∞0 (Bn),
have been considered in [12], where the partial differential operator
∆αβ = 4(1− |z|2){
∑
1≤i,j≤n
(δi,j − zizj)
∂2
∂zi∂zj
+α
n∑
j=1
zj
∂
∂zj
+ β
n∑
j=1
zj
∂
∂zj
−αβ}+σ2αβ
(6.2)
acts on the Hilbert space L2(Bn,dµαβ(z)), with dµαβ(z) = (1− | z |2)−(α+β+n)−1dm(z),
α, β ∈ R, dm(z) is the Lebesgue measure on Cn and σ2αβ = (α +β +n)2. The authors
have proved that the solution of the Cauchy problem (W αβn ) is given by
u(t,z) = (2π)−n(
∂
sinh(t)∂t
)n−1
∫
Bn
K
αβ
1 (t,z,w)f (w)dµαβ(z)
=
∫
Bn
K
αβ
n (t,z,w)f (w)dµαβ(z). (6.3)
where Kαβ1 (t,z,w) is the kernel given in the equation (2.2) of the reference [12]
and the distributional kernel K
αβ
n (t,z,w) is given by
K
αβ
n (t,z,w) = cn(1−< z,w >)α(1− < z,w >)βIαβn (t,ρ(z,w)), ρ(z,w) < |t|, (6.4)
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with ρ(z,w) means the Bargmann distance d(z,w) defined in (1.16) and constant
cn is given by
cn = (−1)n−1
1
2πn
Γ(n− 1
2
). (6.5)
The function I
αβ
n (ρ,t) is defined by
I
αβ
n (ρ,t) = (cosh(ρ))−(n+α+β)(
cosh2(t)
cosh2(d(z,w))
− 1)−n+
1
2
+
×2F1(a,b;
a+ b +1
2
,
cosh(d(z,w))− cosh(t)
2cosh(d(z,w))
), (6.6)
with a = 1−n+α−β and b = 1−n+β−α. Note that for α = 0 and β = −ν, the wave
kernel for the Cauchy problemW 0,−νn is given by
K0,−νn (t,z,w) =
(−1)n−1Γ(n− 12)
2πn
(1− < z,w >)−ν(cosh(d(z,w)))ν−n( cosh
2(t)
cosh2(d(z,w))
− 1)−n+
1
2
+
× 2F1(1−n+ ν,1−n− ν;
3
2
−n, cosh(d(z,w))− cosh(t)
2cosh(d(z,w))
). (6.7)
Furthermore, the Cauchy problemW 0,−νn can be also rewritten as
∂2u(t,z)
∂t2
+ ∆˜νu(t,z) = 0, (t,z) ∈ R×Bn,
u(0, z) = 0,
∂u(0, z)
∂t
= f (z) ∈ C∞0 (Bn),
(6.8)
where ∆˜ν is the operator defined in (1.17). Then, by using formulas (3.47) and
(3.48), the solution of the above wave Cauchy problem is given by
u(t,z) =
sin(t
√
∆˜ν)√
∆˜ν
[f ](z)
=
∫
Bn
W 0,−νn (t,z,w)f (w)dµν(w), (6.9)
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where the distributional wave kernelW 0,−νn (t,z,w) is given by
W 0,−νn (t,z,w) =
∫
σ(∆˜ν )
eν(s,w,z)
sin(t
√
s)√
s
ds
:= (1− < z,w >)−ν
[ν−n2 ]∑
j=0
cj
j!
(n)j
P
(n−1,−ν)
j (cosh(2d(z,w)))
sin(t√sj)√
sj
+
Γ(n)
4πn+122(ν−n)
(1− < z,w >)−ν
∫ +∞
0
|Cν(
√
s)|−2(√s)−1φ(n−1,−ν)√
s
(d(z,w))
sin(t
√
s)√
s
ds.
(6.10)
Then, by using the change of variable s = λ2, (λ ≥ 0), and the fact that√
sj = λj = i(2j + n− ν) for j = 0,1, ..., [ν−n2 ] combined the well known formula
sin(ix) = i sinh(x), x ∈ R. (6.11)
The equation (6.10) becomes
W 0,−νn (t,z,w) = (1− < z,w >)−ν
[ν−n2 ]∑
j=0
cj
j!
(n)j
P
(n−1,−ν)
j (cosh((2d(z,w))))
sinh(t(2j + n− ν))
2j + n− ν
+
Γ(n)
2πn+122(ν−n)
(1− < z,w >)−ν
×
∫ +∞
0
| Cν(λ) |−2
sin(tλ)
λ 2
F1
(
n− ν − iλ
2
,
n− ν + iλ
2
,n;−sinh2(d(z,w))
)
dλ.
(6.12)
Now, by using the uniqueness of the wave kernel for the Cauchy problemW 0,−νn ,
we get the following equality
W 0,−νn (t,z,w) = K
0,−ν
n (t,z,w). (6.13)
This last equation lead us to write
Γ(n)
2πn+122(ν−n)
∫ +∞
0
| Cν(λ) |−2
sin(tλ)
λ 2
F1
(
n− ν − iλ
2
,
n− ν + iλ
2
,n;−sinh2(d(z,w))
)
dλ
=
(−1)n−1Γ(n− 12)
2πn
(cosh(d(z,w)))ν−n(
cosh2(t)
cosh2(d(z,w))
− 1)−n+
1
2
+
× 2F1(1−n+ ν,1−n− ν;
3
2
−n, cosh(d(z,w))− cosh(t)
2cosh(d(z,w))
)
−
[ν−n2 ]∑
j=0
cj
j!
(n)j
P
(n−1,−ν)
j (cosh((2d(z,w))))
sinh(t(2j + n− ν))
2j + n− ν . (6.14)
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Now, setting x = sinh2(d(z,w)) then cosh((2d(z,w))) = 2x+1. The last condition in
equation (6.4) require that 0 ≤ x < sinh(|t|). So, by replacing the Harish-Chandra
function Cν(λ) by its expression given in (3.12), we get the desired formula.
Proposition 6.2. Let ν > n, ν ∈ R \ Z and µ is a complex number such that µ ,
−i(2ℓ+n±ν) for ℓ = 0,1,2, ... and Re(µ2) < −Pνn , with pνn =max{| sj |, 0 ≤ j < ν−n2 } and
sj = −(2j + n− ν)2. Then, we have the following integral formula
∫ +∞
0
∣∣∣∣∣∣
Γ( iλ+n−ν2 )Γ(
iλ+n+ν
2 )
Γ(iλ)
∣∣∣∣∣∣
2
1
λ2 −µ2 × 2F1
(
n− ν − iλ
2
,
n− ν + iλ
2
,n,−x
)
dλ
= π22(ν−n)
Γ(n−iµ+ν2 )Γ(
n−iµ−ν
2 )
Γ(n)Γ(1− iµ) (1 + x)
ν+iµ
4 −n2
× 2F1
(
n− iµ+ ν
2
,
n− iµ− ν
2
,1− iµ, 1
1+ x
)
− 4π
Γ(n)
22(ν−n)
[ν−n2 ]∑
j=0
(ν −n− 2j)Γ(ν − j)
Γ(ν −n− j +1)
1
λ2j −µ2
P
(n−1,−ν)
j (2x +1). (6.15)
Proof. First, let us consider the following partial differential operator
Hν
2 ,1
= −4(1− | z |2)[
∑
1≤i,j≤n
(δij − zi z¯j)
∂2
∂zi∂z¯j
+
ν
2
n∑
j=1
(zj
∂
∂zj
− z¯j
∂
∂z¯j
)] + ν2 | z |2 (6.16)
acting on the Hilbert space L2(Bn, (1− | z |2)−n−1dm(z)). The above operator repre-
sents the operator HB,ρ defined in [11], for B =
ν
2 and ρ = 1. The authors in [11]
have computed the Green kernel R ν
2 ,1
(µ,z,w), which have called abusively the re-
solvent kernel. They have introduce the kernel R ν
2 ,1
(µ,z,w) as the right inverse [5]
of the operators
[Hν
2 ,1
− h ν
2 ,1
(µ)], h ν
2 ,1
(µ) = µ2 + ν2 + n2. (6.17)
Precisely, that is the integral operator
R ν
2 ,1
[F](z) :=
∫
Bn
R ν
2 ,1
(µ,z,w)F(w)(1− | w |2)−n−1dm(w) (6.18)
acting on L2(Bn, (1− | z |2)−n−1dm(z)), which solves the partial differential equations
[Hν
2 ,1
− h ν
2 ,1
(µ)]g = F, for F ∈ L2(Bn, (1− | z |2)−n−1dm(z)). (6.19)
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Based on [11], the explicit expression of the kernel R ν
2 ,1
(µ,z,w) is given by the
following formula
R ν
2 ,1
(µ,z,w) = Cnν
2 ,1
(µ)
(
1−< z,w >
1− < z,w >
)ν
2
(
(1− | z |2)(1− | w |2)
| 1− < z,w >|2
)n−i µ2
× 2F1
(
n− iµ+ ν
2
,
n− iµ− ν
2
,1− iµ, (1− | z |
2)(1− | w |2)
| 1− < z,w >|2
)
, (6.20)
with the constant Cnν
2 ,1
(µ) is given by
Cnν
2 ,1
(µ) =
1
2πn
Γ(n−iµ+ν2 )Γ(
n−iµ−ν
2 )
Γ(1− iµ) , (6.21)
and the parameter µmust satisfy the following condition
µ , −i(2ℓ + n± ν), ℓ = 0,1,2, .... (6.22)
Now, by using Lemma (2.1) for α = 0, β = −ν and γ = −ν2 , we obtain the following
formula
∆ν = (1− | z |2)
−ν
2
(
∆ ν
2 ,
−ν
2
+2ν(n− ν
2
)I
)
(1− | z |2)ν2 . (6.23)
Note that the operator Hν
2 ,1
can be also rewritten as
Hν
2 ,1
= −∆ ν
2 ,
−ν
2
+ ν2I , (6.24)
then the equation (6.23) becomes
∆ν = (1− | z |2)
−ν
2
(
−Hν
2 ,1
+2nνI
)
(1− | z |2)ν2 (6.25)
which is equivalent to
(1− | z |2)ν2 (−∆ν +2nνI ) (1− | z |2)
−ν
2 =Hν
2 ,1
. (6.26)
Using this above formula and returning back to equation (6.19), so this last equa-
tion becomes equivalent to the following equation[
(2nν − h ν
2 ,1
(µ))I −∆ν
]
(1− | z |2)−ν2 g = (1− | z |2)−ν2 F. (6.27)
Now, by setting ξ = ξ(µ) := 2nν − h ν
2 ,1
(µ) in Proposition (4.1) under the condition
Re(ξ(µ)) > ω(ν,n), (6.28)
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where ω(ν,n) is the constant defined in (4.13), the equation (6.27) becomes equiv-
alent to
g(z) =
∫
Bn
(1− | z |2)ν2R(ξ(µ), z,w)(1− | w |2)−ν2 F(w)(1− | w |2)ν−n−1dm(w), (6.29)
where R(ξ(µ), z,w) is the resolvent kernel given by the following formula
R(ξ(µ), z,w) = (1− 〈z,w〉)−ν
[ν−n2 ]∑
j=0
τj
λ2j −µ2
P
(n−1,−ν)
j (cosh(2d(z,w)))
+ (1− 〈z,w〉)−ν Γ(n)
2πn+122(ν−n)
×
∫ +∞
0
|cν(λ)|−2
λ2 −µ2 × 2F1
(
n− ν − iλ
2
,
n− ν + iλ
2
,n,−sinh2(d(z,w))
)
dλ.
(6.30)
where τj =
2(ν−n−2j)Γ(ν−j)
πnΓ(ν−n−j+1) and λ
2
j = −(ν −n− 2j)2.
Now, returning back to equation (6.19) and requiring that the parameter µ satisfy
the both conditions
µ , −i(2ℓ + n± ν), for ℓ = 0,1,2, ... and Re(ξ(µ)) > ω(ν,n). (6.31)
Then the equation (6.19) becomes equivalent to
g(z) = R ν
2 ,1
[F](z) =
∫
Bn
R ν
2
(µ,z,w)F(w)(1− | w |2)−n−1dm(w). (6.32)
Moreover, the right inverse of the operator [Hν
2 ,1
− h ν
2 ,1
(µ)], in the sense of [5],
becomes its inverse. Then by the consideration of equations (6.29) and (6.32), we
get the following relation
R ν
2 ,1
= (1− | z |2)ν2R(ξ(µ), z,w)(1− | w |2)ν2 , (6.33)
for µ , −i(2ℓ + n ± ν) and Re(ξ(µ)) > ω(ν,n). Notice that this last condition is
equivalent to
Re(µ2) < −Pνn , (6.34)
where Pνn is the parameter defined in equation (4.14). Then, the equation (6.33) is
true for the parameter µ in the domain
Dn,ν = {µ = u + iv, u2 − v2 < −Pνn and µ , −i(2ℓ + n± ν) for ℓ = 0,1,2, ... }. (6.35)
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By returning back to formula (6.33) and using equations (6.20) with (6.30), we
obtain for µ ∈Dn,ν the following relation
(1− 〈z,w〉)−ν
[ν−n2 ]∑
j=0
τj
λ2j −µ2
P
(n−1,−ν)
j (cosh(2d(z,w)))
+ (1− 〈z,w〉)−ν Γ(n)
2πn+122(ν−n)
×
∫ +∞
0
|cν(λ)|−2
λ2 −µ2 × 2F1
(
n− ν − iλ
2
,
n− ν + iλ
2
,n,−sinh2(d(z,w))
)
dλ
= (1− | z |2)−ν2 (1− | w |2)−ν2 Cnν
2 ,1
(µ)
(
1−< z,w >
1− < z,w >
)ν
2
(
(1− | z |2)(1− | w |2)
| 1− < z,w >|2
)n−i µ2
× 2F1
(
n− iµ+ ν
2
,
n− iµ− ν
2
,1− iµ, (1− | z |
2)(1− |w |2)
| 1− < z,w >|2
)
. (6.36)
Is not hard to show that the right hand side of the above equation can be rewritten
as
(1− 〈z,w〉)−νCnν
2 ,1
(µ)
(
(1− | z |2)(1− | w |2)
| 1− < z,w >|2
)n−ν2−i µ2
× 2F1
(
n− iµ+ ν
2
,
n− iµ− ν
2
,1− iµ, (1− | z |
2)(1− | w |2)
| 1− < z,w >|2
)
. (6.37)
By setting x = sinh2(d(z,w)), then cosh(d(z,w)) = (1 + x)
1
2 and cosh(2d(z,w)) =
2x + 1. Finally, by replacing the right hand side of equation (6.36) by the last
expression given in (6.37) and the Harish-Chandra cν(λ) by its expression given
in (3.12) combined with the fact that cosh2(d(z,w)) = |1−<z,w>|
2
(1−|z|2)(1−|w|2) , the equation
(6.36) becomes as follows∫ +∞
0
∣∣∣∣∣∣
Γ( iλ+n−ν2 )Γ(
iλ+n+ν
2 )
Γ(iλ)
∣∣∣∣∣∣
2
1
λ2 −µ2 × 2F1
(
n− ν − iλ
2
,
n− ν + iλ
2
,n,−x
)
dλ
= π22(ν−n)
Γ(n−iµ+ν2 )Γ(
n−iµ−ν
2 )
Γ(n)Γ(1− iµ) (1 + x)
ν+iµ
4 −n2
× 2F1
(
n− iµ+ ν
2
,
n− iµ− ν
2
,1− iµ, 1
1+ x
)
− 4π
Γ(n)
22(ν−n)
[ν−n2 ]∑
j=0
(ν −n− 2j)Γ(ν − j)
Γ(ν −n− j +1)
1
λ2j −µ2
P
(n−1,−ν)
j (2x +1), (6.38)
which is the desired formula.
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