Localization microscopy is an imaging technique in which the positions of individual nanoscale point emitters (e.g. fluorescent molecules) are determined at high precision from their images. This is the key ingredient in single/multiple-particle-tracking [1, 2] and several super-resolution microscopy approaches [3] [4] [5] . Localization in three-dimensions (3D) can be performed by modifying the image that a point-source creates on the camera, namely, the point-spread function (PSF), using additional optical elements [6] . However, localizing multiple adjacent emitters in 3D poses a significant algorithmic challenge, due to the lateral overlap of their PSFs. Here, we train a neural net to receive an image containing densely overlapping PSFs of multiple emitters over a large axial range, and output a list of their 3D positions. Furthermore, we then use the net to design the optimal PSF for the multi-emitter case. We demonstrate our approach numerically as well as experimentally by volumetrically imaging dozens of fluorescently-labeled telomeres occupying a mammalian nucleus in a single snapshot.
Introduction
Determining the microscopic position of a point emitter imaged with an optical microscope is at the heart of modern imaging techniques such as single particle tracking [1] and superresolution localization microscopy, namely, photoactivated localization microscopy [(F)PALM] [3, 4] , and stochastic optical reconstruction microscopy (STORM) [5] . These techniques have revolutionized biological imaging in the last decade, enabling the observation of cellular processes and structures at the nanoscale [7] .
In order to enable the imaging of three-dimensional (3D) objects, microscopic particle localization has been extended to 3D via various methods [6] , a prominent one being point spread function (PSF) engineering [8] [9] [10] . In PSF engineering, the image that a point source creates on the detector plane, namely, the PSF, is modified by additional optical elements, e.g. a phase mask, inserted into the detection path of a standard microscope [11] (Fig. 1a ). This enables the encoding of the axial position of an emitter in the PSF, where it can be recovered via image processing using a theoretical or experimentally-calibrated PSF model [10, [12] [13] [14] . The phase-mask pattern uniquely determines the shape of the PSF.
In many applications it is desired to image multiple, nearby emitters in 3D. In localization microscopy, for example, the num- Optical setup and approach overview. a The light emitted from a fluorescent microscopic particle is collected by the objective and focused through the tube lens into an image at the intermediate image-plane. This plane is extended using a 4f system with an SLM placed at the Fourier plane in between the 2 4f lenses. b The phase mask implemented on the SLM dictates the PSF's axial profile measured on the final image plane. c After training, our CNN receives a 2D low resolution image of overlapping Tetrapod PSFs and outputs a 3D high-resolution volume which is translated to a list of 3D localizations. Blue empty spheres denote simulated GT positions along the surface of an ellipsoid. Red spheres denote CNN detections. Scale bar is 3 µm. 
Comparison to MP. a The trained CNN is superior to the matching pursuit approach in both detectability (Jaccard index) and in accuracy (Lateral \Axial RMSE). Matching of points was computed with a threshold distance of 150 nm using the Hungarian algorithm [15] . b Example of a simulated frame of density 0.124 emitters µm 2 alongside 3D comparisons of the recovered positions by MP (middle) and by the CNN (right). Scale bar is 2 µm. ber of emitters per frame (and thereby their density) determines the temporal resolution of the method. Alternatively, when tracking multiple sub-cellular elements, those may be co-located with close proximity, such that the shapes of their PSFs overlap. However, regions with a high density of overlapping emitters pose a severe algorithmic challenge even in 2D localization, and much more so in the 3D case; encoding the axial position of an emitter introduces additional complexity into the PSF shape and increases its size, especially for large axial ranges (>3 µm) using the Tetrapod PSF [10, 16] (Fig. 1 b) . Consequently, while for the in-focus standard PSF case, a variety of methods have been developed to cope with overlapping emitters [17] [18] [19] , the current achievable performance in 3D high-density localization is far from satisfactory [20] .
Recently, deep learning has proven to be a useful tool for microscopic data analysis [21] [22] [23] [24] [25] [26] , and specifically for localization microscopy [19, [27] [28] [29] [30] [31] [32] [33] . Moreover, an emerging promising application of deep learning is to jointly design the optical system alongside the data processing algorithm, enabling end-to-end optimization of both components [34] [35] [36] [37] [38] [39] [40] [41] [42] .
Here we present two fundamental contributions to tackle the problem of high-density overlapping PSFs in 3D localization. First, we employ a convolutional neural network (CNN) for 3D localization from dense fields of overlapping emitters with engineered PSFs, and demonstrate it using the Tetrapod PSF [10, 16] . Second, we design an optimal PSF for high-density 3D microscopic particle localization for a large axial range of 4 µm. This is done by incorporating a physical-simulation layer in the CNN with an adjustable phase modulation, thus jointly learning the reconstruction (decoding) and the optimal PSF (encoding).
Our approach is highly flexible and can be easily adapted to any 3D localization data set. We validate our approach on both simulated and experimental data, demonstrating for the first time robust and precise localization of a high density of emitters in 3D.
Results
The optimal engineered-PSF for encoding the 3D position of a single point emitter, derived by maximizing the Fisher Information of the system [43] is the Tetrapod PSF [10, 16] . The Tetrapod PSF offers an extremely large axial localization range (up to 20 µm [16] ), however, its large lateral footprint poses a major challenge for dense 3D localization of microscopic particles; currently, there is no method capable of localization of dense emitters over a large axial range [20] . While recent work has addressed single emitter and dense 3D localization by CNN [27, 29, 31] , dense emitter localization over a large axial range (>2 µm) has not been demonstrated to date, neither experimentally nor in simulation.
To solve the high-density localization problem in 3D, we trained a CNN that receives a 2D image of overlapping Tetrapod PSFs spanning an axial range of 4 µm, and outputs a 3D grid with a voxel-size of 27.5 × 27.5 × 50 nm 3 (Fig. 1c ). For architecture details and learning hyper-parameters see Supplementary Information. To compile a list of localizations, we apply simple post-processing on the output 3D grid by clustering nearby detections into connected components, thresholding, and local maximum finding (Supplementary Information section 3.4).
We compare our method to a fit-and-subtract based Match- [20] ) and the lateral/axial RMSE (Fig. 2a ) the CNN achieves remarkable performance in localizing high-density Tetrapods.
Not surprisingly, for the single-emitter case, the RMSE of the MP localization is lower (better) than that of the CNN. This is because for a single-emitter, MP is equivalent to a continuous Maximum Likelihood Estimator (MLE) (Supplementary Information section 4), which is asymptotically optimal [45] , whereas the CNN's precision is bounded by pixelization of the grid (i.e. half voxel of 13.75 nm in xy and 25 nm in z). However, quickly beyond the single-emitter case, the CNN drastically outperforms MP. A similar result was obtained when compared to a leading single-emitter fitting method [14] applicable also for the multiple emitter case [20] (see Supplementary Information section 6 ).
The Tetrapod PSF was optimized for the single emitter case [10, 16] . However, when considering the multiple-emitter case, an intriguing question arises: What is the optimal PSF for high density 3D localization over a large axial range? And in what sense is it optimal? To answer this question we need to rethink the design metric; extending the Fisher Information criterion [10] to account for emitter density is not-trivial, and while it is intuitive that a smaller-footprint PSF would be preferable for dense emitters, it is not clear how to mathematically balance this demand with the requirement for high localization precision per emitter.
Our PSF-design logic is based on the following: since we have already established that a CNN yields superior reconstruction for high-density 3D localization, we are interested in a PSF (encoder) that would be optimally localized by a CNN (decoder). Therefore, in contrast to a sequential paradigm where the PSF and the localization algorithm are optimized separately, we adopt a codesign approach (Fig. 3 a) . To jointly optimize the PSF and the localization CNN, we introduce a differentiable physical simulation layer, which is parametrized by a phase mask that dictates the microscope's PSF. This layer encodes 3D point sources to their respective low-resolution 2D image (see Supplementary  Information section 2) . Then, this image is fed to the localization CNN which decodes it and recovers the underlying 3D source positions. During training, the net is presented with simulated point sources at random locations and, using the difference between the CNN recovery and the simulated 3D positions we optimize both the phase mask and the localization CNN parameters in an end-to-end fashion. The learned PSF (Fig. 3 b) has a small lateral footprint, which is critical for minimizing overlaps at high densities. Moreover, the learned phase mask twists in a spiral trajectory causing the PSF to rapidly rotate throughout the axial range, a trait that was previously shown to be valuable for encoding depth [8] .
To quantify the improvement introduced by our new PSF, we first compare it to the Tetrapod PSF in simulations. Specifically, we train a similar reconstruction net for both the Tetrapod and the learned PSF using a matching training set composed of simulated continuous 3D positions along with their corresponding 2D low-resolution images. The learned PSF performs similar to the Tetrapod PSF for low emitter densities ( Fig. 3 c) . However, as the density goes up the learned PSF outperforms the Tetrapod PSF in both localization accuracy and in emitter detectability (Jaccard index) ( Fig. 3 c) . This result is not surprising, as the learned PSF has a smaller spatial foorprint, and hence it is less likely to overlap than the Tetrapod (Fig. 3 c) . Importantly, we see that this boost in the Jaccard index does not come at a cost of precision (lateral/axial RMSE), which is crucial, as we would like to maintain high localization precision under high emitter-density.
Next, we demonstrate the applicability of our method experimentally by imaging fixed U2OS cells with fluorescently labeled telomeres (TRF1-DsRed) [46] . The cell contains tens of telomeres squeezed in the volume of a nucleus with ≈ 20 µm diameter ( Fig. 4 a, b) . From a single snapshot focused inside the nucleus, the CNN outputs a list of 3D positions of telomeres spanning an axial range of ≈ 3 µm. Using the Tetrapod PSF snapshot, the Tetrapod-trained CNN was able to recover 49 out of 62 telomeres with a single false positive, yielding a Jaccard index of 0.77 ( Fig.  4 d) . In comparison, using the learned PSF snapshot, the corresponding CNN was able to recover 57 out of the 62 telomeres with only 2 false positives, yielding a Jaccard index of 0.89 ( Fig.  4 e) . The recovered positions were compared to approximated ground-truth 3D positions ( Fig. 4 c) , obtained by axial scanning and 3D fitting (see Supplementary Information section 8).
To qualitatively compare the recovered list of localizations to the acquired snapshot, we fed this list to the physical simulation layer and generated the matching 2D low-resolution image ( Fig. 4 d,e ). As verified by the re-generated images, the 3D positions of the telomeres are faithfully recovered by the CNNs. Moreover, the misses in both snapshots were either due to local unaccounted for aberrations and/or an extremely low number of signal photons (see Supplementary Information for more experimental results).
Discussion
To conclude, in this work we demonstrated for the first time, numerically and experimentally in cells, 3D localization of dense emitters over a large axial range. Moreover, our proposed approach is highly flexible and is easily adapted to experimental challenges, e.g. experimental PSF aberrations, as demonstrated in the presented telomere images. Finally, we proposed a novel approach to jointly engineer the PSF of a microscope alongside the localization algorithm. The presented co-design approach may pave the way to a wide variety of interesting applications in the field of microscopy where the optics were traditionally designed separately from the image processing algorithm that follows.
Notably, the phase mask was optimized over a large subspace (pixelwise), rather than over a small subspace, e.g. Zernike polynomials [10] . Increasing this optimization space naturally enables more flexibility and potentially improved results. Importantly, the ability to train the net solely on simulated data and apply the resulting model to experimental data with similar conditions (as previously demonstrated [19] ) was crucial for the method to work; it also emphasizes an inherent advantage of neural nets over most existing localization methods: tremendous flexibility to cope with a variety of observed challenges, e.g. spatially-varying background and variable emitter size (see Supplementary Information section 3.1).
Our work triggers many possible questions and research directions regarding its capabilities and limitations. For example, how globally-optimal is the resulting PSF? Similarly, how sensitive is the resulting PSF and its performance to different loss functions, CNN architectures, initializations (e.g. with an existing phase mask), and the sampled training set of locations? Currently, it is unclear how each of these components affects the learning process. For example, it may be beneficial to apply a biased sampling scheme throughout training, i.e. to include in the training data more emitters towards the edges of the axial range.
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