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We show that in a weak external magnetic field H the quasi-particle residue and the renormalized
electron Lande´ factor of two-dimensional Fermi liquids exhibit a non-analytic magnetic field depen-
dence proportional to |H| which is due to electron-electron interactions and the Zeeman effect. We
explicitly calculate the corresponding prefactors to second order in the interaction and show that
they are determined by low-energy scattering processes involving only momenta close to the Fermi
surface. These non-analytic terms appear in measurable quantities such as the density of states and
the magnetoconductivity.
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1. INTRODUCTION
The non-analytic dependence of thermodynamic sus-
ceptibilities of Fermi liquids on relevant control param-
eters such as the temperature T or a magnetic field H
has recently received a lot of attention[1–13]. The non-
analytic corrections are due to electron-electron interac-
tions and exist for dimensions D in the range 1 < D ≤ 3.
While in three dimensions the leading corrections to the
dominant analytic terms predicted by the Sommerfeld
expansion are only logarithmic in T and H, for D < 3
the non-analytic corrections to the free energy and its
derivatives scale as TD−1 and |H|D−1. Recently Belitz
and Kirkpatrick [13] have shown that within the frame-
work of the renormalization group these corrections can
be related to the existence of a certain leading irrelevant
coupling constant with scaling dimension −(D − 1)/2;
a scaling argument then gives a simple explanation for
the non-analyticities of thermodynamic quantities as a
function of T and H for 1 < D ≤ 3.
The non-analytic magnetic field dependence of the free
energy and the resulting spin susceptibility has been ob-
tained by Maslov and Chubukov [11]. In two dimensions
they found that the magnetic field dependence of the
grand canonical potential per unit volume can be writ-
ten as
f(h) = f(0)− χ(0)
2
h2 − χ1
6
|h|3 +O(h4). (1.1)
Here h = gµBH/2 is the Zeeman energy of an electron
in a magnetic field H, where g ≈ 2 is the electron Lande´
factor and µB is the Bohr magneton. To second order in
the relevant dimensionless interaction u = νU (where U
is a short-range bare interaction between two electrons
with antiparallel spin) the coefficient χ1 is at zero tem-
perature given by[11]
χ1 = 2νu
2/EF +O(u3). (1.2)
Here ν = m/(2pi) is the two-dimensional density of
states (per spin projection) at the Fermi energy EF ,
where m is the electronic mass. For convenience we
use units where ~ = kB = 1 and normalize the zero-
field spin-susceptibility such that in the non-interacting
limit χ(0) = 2ν. The expansion (1.1) of the thermo-
dynamic potential implies that the field-dependent spin-
susceptibility
χ(h) = −∂2f(h)/∂h2 = χ(0) + χ1|h|+O(h2) (1.3)
exhibits a non-analytic magnetic field dependence pro-
portional to |h|. While in second order perturbation the-
ory the coefficient χ1 is positive, to third order in the
interaction one obtains a negative correction to χ1, so
that within perturbation theory one cannot exclude the
possibility that the sign of χ1 becomes negative for suf-
ficiently strong interaction [11]. Although it has been
argued [13] that this does not happen, non-perturbative
calculations of χ1 retaining all scattering channels are
not available. One can perform a partial resummation to
all orders by collecting the dominant logarithmic correc-
tions in the Cooper channel, which occur starting at the
third order. In this way the non-analytic dependence of
the spin-susceptibility on temperature [9], magnetic field
[11], or an external momentum [12] have been calculated.
In all three cases the coefficient of the non-analytic cor-
rection changes sign if the corresponding parameter is
sufficiently small. The crossover happens at the energy
scale associated with the Kohn-Luttinger instability, but
is numerically larger. It is still likely, though, that the
characteristic energy scale is unmeasurably small.
In this work we show that some quasi-particle prop-
erties such as the quasi-particle residue and the renor-
malized Lande´ factor also exhibit a non-analytic mag-
netic field dependence which in two dimensions is propor-
tional to |H|. We explicitly calculate the corresponding
prefactors to leading order in the interaction. We also
discuss consequences for experimentally accessible quan-
tities; specifically, we show that the tunneling density
of states and the magnetoconductivity both have cor-
rections linear in |H| which arise from the momentum-
dependence of the self-energy.
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2It is important to emphasize that in this work we will
only consider the magnetic field dependence arising from
the Zeeman energy of the electronic spin. We will ig-
nore magnetic field effects associated with the orbital
motion of the electrons, which in an interacting system
are also known to generate non-analytic corrections to
various thermodynamic and transport properties of two-
dimensional electrons [14–16]. In Sec. 3 B we shall further
comment on the non-analytic corrections arising from the
orbital motion in a magnetic field.
2. NON-ANALYTIC MAGNETIC FIELD
DEPENDENCE OF QUASI-PARTICLE
PROPERTIES
Since the non-analytic corrections are due to electron-
electron interactions we ignore the lattice and con-
sider the following Euclidean action of spin-dependent
Grassmann-fields cσK describing electrons with mass m
interacting with a momentum-independent bare interac-
tion U acting between different spin projections σ1 6= σ2,
S[c] = −
∫
K
∑
σ
[Gσ0 (K)]
−1c¯σKc
σ
K
+
U
2
∫
K
∫
K′
∫
Q
∑
σ1 6=σ2
c¯σ1K+Qc¯
σ2
K′−Qc
σ2
K′c
σ1
K . (2.1)
The Gaussian part of the action depends on the inverse
non-interacting Matsubara Green function
[Gσ0 (K)]
−1 = iω − k2/(2m) + µ+ σh, (2.2)
where µ is the chemical potential, k is the electronic mo-
mentum and iω is a fermionic Matsubara frequency. For
convenience we have introduced collective labels K =
(k, iω) and Q = (q, iω¯), where iω¯ is a bosonic Matsub-
ara frequency. We focus on the zero temperature and
infinite volume limit in two dimensions where the inte-
gration symbol reduces to
∫
K
=
∫
d2k
(2pi)2
∫
dω
2pi .
To second order in the interaction, the momentum- and
frequency-dependent part of the self-energy of electrons
with spin-projection σ can be written in the following
three equivalent ways (which can be generated from each
other by relabeling and changing the order of integra-
tions)
Σσ(K) = −U2
∫
Q
Π−σ,−σ0 (Q)G
σ
0 (K −Q) (2.3a)
= −U2
∫
Q
Π↑↓0 (σQ)G
−σ
0 (K −Q) (2.3b)
= −U2
∫
Q
Φ↑↓0 (Q)G
−σ
0 (−K +Q), (2.3c)
where the particle-hole and particle-particle bubbles are
Πσσ
′
0 (Q) =
∫
K
Gσ0 (K)G
σ′
0 (K −Q), (2.4a)
Φσσ
′
0 (Q) =
∫
K
Gσ0 (K)G
σ′
0 (−K +Q). (2.4b)
K Q Q
K−Q
K 
K −Q
K
K−QK
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FIG. 1. (Color online) Diagrams (a-c) represent three equiva-
lent ways of writing the momentum- and frequency-dependent
part of the second order self-energy Σ↑(K), corresponding to
Eqs. (2.3a–2.3c). The solid arrows denote the non-interacting
electron Green functions, while the wavy and zig-zag lines
denote the bare interaction. If the energy-momentum Q go-
ing through the interaction lines is unrestricted, all three di-
agrams represent the same mathematical expression. How-
ever, if we impose a cutoff Λ0  kF on the momentum going
through the interaction lines, each of these diagrams repre-
sents a different low-energy contribution to the self-energy,
corresponding to the three low-energy processes shown in
Fig. 2. For clarity we introduce different symbols for the
corresponding interactions: (a) forward scattering (wavy line
without arrow); (b) exchange scattering (wavy arrow), and (c)
Cooper scattering (zig-zag arrow). The second order Hartree
type of diagram (d) yields a momentum- and frequency inde-
pendent correction to the self-energy.
The three different ways of writing the self-energy in
Eqs. (2.3a–2.3c) are depicted in Fig. 1 (a-c). In addi-
tion, there is a second order self-energy diagram of the
Hartree type shown in Fig. 1 (d) which we ignore be-
cause it is independent of momentum and frequency. A
priori it is not clear which of the three expressions in
Eqs. (2.3a–2.3c) is most convenient for the explicit eval-
uation of the self-energy. However, given the fact that the
non-analytic magnetic field dependence of the free energy
can be expressed [11] in terms of the small-momentum
part of the antiparallel-spin particle-hole bubble Π↑↓0 (Q),
let us start from the representation (2.3b). In two dimen-
sions the relevant particle-hole bubble can be calculated
exactly at zero temperature. The result can be written as
3Π↑↓0 (Q) ≡ −νP (q, iω¯;h) with the dimensionless function
P (q, iω¯;h) = 1− isgnω¯ kF
q
[
√
1−
(
q
2kF
)2
+
(
ω¯ − 2ih
vF q
)2
− iω¯
2EF
−
√
1−
(
q
2kF
)2
+
(
ω¯ − 2ih
vF q
)2
+
iω¯
2EF
]
, (2.5)
where vF is the Fermi velocity and the Fermi momentum
kF = mvF =
√
2pin in the absence of a magnetic field
is fixed by the total density n. Here and below the root
symbol denotes the principal branch of the complex root,
defined by Re
√
z ≥ 0. Let us stress that our result (2.5)
for the antiparallel-spin particle-hole bubble holds for all
values of the exchange momentum q; our numerical re-
sults using Eq. (2.5) given below therefore take all types
of scattering processes into account, including those in-
volving momentum transfers close to 2kF . Note also that
for large q the function P (q, iω¯;h) vanishes as
P (q, iω¯;h) ∼ 2(kF /q)2, (2.6)
and for large |ω¯|,
P (q, iω¯;h) ∼ 2h
iω¯
− 2h
2
ω¯2
+
(vF q)
2
2ω¯2
[
1−
( q
2kF
)2]
, (2.7)
implying that the integral (2.3b) is convergent.
We are interested in the quasi-particle properties,
which are encoded in the expansion of the self-energy
for small frequencies and for wave-vectors close to the
Fermi surface. Note that for finite h the Fermi momen-
tum k↑F of spin-up electrons has a different value than
the Fermi momentum k↓F of spin-down electrons. Given
the self-energy Σσ(k, iω) (note that the k-dependence of
the self-energy appears only via |k| = k), the true Fermi
surface of electrons with spin-projection σ is defined via
the solution of
(kσF )
2
2m
+ Σσ(kσF , 0) = µ+ σh. (2.8)
If we neglect the self-energy correction, this yields
(kσF )
2 ≈ k2F (1 + σh/EF ) and to leading order kσF ≈
kF +σh/vF . The quasi-particle properties are encoded in
the expansion of the self-energies around the true Fermi
surface,
Σσ(K) ≈ Σσ(kσF , 0)− (1− Y −1)ξσk + (1− Z−1)iω, (2.9)
where ξσk = [k
2 − (kσF )2]/(2m). The fermionic Green
function assumes then the quasi-particle form
Gσ(K) =
1
Z−1iω − Y −1ξσk
=
Z
iω − k2−k¯2F2m∗ + σg∗h
, (2.10)
where the effective mass renormalization factor is given
by
m∗/m = Y/Z, (2.11)
while the average Fermi momentum k¯F and the renormal-
ization factor g∗ of the electron Lande´ factor are defined
by
k¯2F
2m
= µ− Σ
↑(k↑F , 0) + Σ
↓(k↓F , 0)
2
, (2.12)
g∗ =
Z
Y
[
1− Σ
↑(k↑F , 0)− Σ↓(k↓F , 0)
2h
]
≡ Z
Y
X. (2.13)
To calculate the weak-field expansions of the interaction-
and magnetic field dependent renormalization factors X,
Y , and Z, we substitute the exact expression (2.5) for
the particle-hole bubble into Eq. (2.3b) and perform the
angular integration using∫ 2pi
0
dϕ
2pi
1
a+ ib+ cosϕ
=
sgna√
(a+ ib)2 − 1
=
1
sgna
√
R+A
2 + isgnb
√
R−A
2
, (2.14)
where A = a2 − b2 − 1, B = 2ab, and R = √A2 +B2.
Note that for |a| < 1 the integral (2.14) has a discontinu-
ity at b = 0, so that it is not allowed to commute the par-
tial derivatives of the integral with respect to a and b with
the angular integration. In fact, writing sgnb = 2Θ(b)−1
and using the identity [17]
δ(x)f(Θ(x)) = δ(x)
∫ 1
0
dtf(t), (2.15)
where f(Θ(x)) is an arbitrary function of the step func-
tion Θ(x), it is easy to show that [18]
∂
∂(ib)
∫ 2pi
0
dϕ
2pi
1
a+ ib+ cosϕ
=
∂
∂a
∫ 2pi
0
dϕ
2pi
1
a+ ib+ cosϕ
− 2δ(b)Θ(1− a
2)√
1− a2 . (2.16)
After performing the angular integration, the self-energy
(2.3b) can be written as
Σσ(k, iω) = −νU2
∫
dω¯
2pi
∫ ∞
0
dqq
2pi
P (q, iω¯;σh)
× sgn(ξk +
q2
2m + σh)√
(iω − iω¯ − ξk − q22m − σh)2 − (kq/m)2
, (2.17)
where ξk = (k
2−k2F )/(2m). Setting in Eq. (2.17) k = kσF
and iω = 0 we obtain Σσ(kσF , 0) and hence the factor X
4defined Eq. (2.13) which gives the renormalization of the
Lande´ factor,
X = 1 +
νU2
2h
∫
dω¯
2pi
∫ ∞
0
dqq
2pi
[
P (q, iω¯;h)
× sgn(
q2
2m + 2h)[
(iω¯ + q
2
2m + 2h)
2 − (v↑F q)2
]1/2 − (h→ −h)
]
, (2.18)
where vσF = k
σ
F /m. To calculate the quantities Y and
Z defined via Eq. (2.9), we need the derivatives of the
self-energy (2.17) with respect to ξσk and iω. Carefully
keeping track of the term arising from the discontinuity
in Eq. (2.16), we obtain
1
Y
= 1 + νU2
∫
dω¯
2pi
∫ ∞
0
dqq
2pi
P (q, iω¯;σh)
× (iω¯ −
q2
2m + 2σh)sgn(
q2
2m + 2σh)[
(iω¯ + q
2
2m + 2σh)
2 − (vσF q)2
]3/2 , (2.19)
1
Z
= 1 + νU2
∫
dω¯
2pi
∫ ∞
0
dqq
2pi
P (q, iω¯;σh)
×
[
(iω¯ + q
2
2m + 2σh)sgn(
q2
2m + 2σh)[
(iω¯ + q
2
2m + 2σh)
2 − (vσF q)2
]3/2
+2δ(ω¯)
Θ((vσF q)
2 − ( q22m + 2σh)2)[
(vσF q)
2 − ( q22m + 2σh)2
]1/2
]
. (2.20)
The remaining two integrations over q and ω¯ can be done
numerically. By plotting the results versus h and fitting
the h-dependence to straight lines we find that for small
h all three coefficients X, Y , and Z have a non-analytic
term linear in |h|,
X(h) = X(0) +X1|h|+O(h2), (2.21a)
Y (h) = Y (0) + Y1|h|+O(h2), (2.21b)
Z(h) = Z(0) + Z1|h|+O(h2), (2.21c)
where, with a numerical accuracy of the order of one
percent, all prefactors of the non-analytic terms have the
same numerical value,
X1 ≈ Y1 ≈ Z1 ≈ 0.50 u
2
EF
+O(u3). (2.22)
Here u = νU is the relevant dimensionless interaction.
Moreover, from our numerical evaluation of the integrals
in Eqs. (2.18-2.20) we find that the numerical values of Y1
and Z1 are determined by exchange-momenta q in the en-
tire interval q ∈ [0, 2kF ], indicating that other scattering
processes than exchange scattering contribute. On the
other hand, the value of X1 is completely determined by
the small-q part of Π↑↓0 (Q), which is also the case for the
susceptibility coefficient χ1 in Eq. (1.2).
The identity Y1 = Z1 implies that, at least to this or-
der in the interaction, the effective mass m∗/m = Y/Z
does not exhibit a linear dependence on the magnetic
k
k
+q
k
qk−
k
k−q
k
k+q
k
exchange 
forward
(a)
(b)
(c)
Cooper
k
−k+q
q−k+
FIG. 2. (Color online) Graphical representation of the three
different types of scattering processes in our effective low-
energy interaction (2.23) in two dimensions. All momenta
are assumed to be close to the Fermi surface (represented by
a shaded circle); the momentum |q| is assumed to be small
compared with kF . Solid (dashed) arrows denote the mo-
menta before (after) the scattering process, while curved ar-
rows connecting states with the same spin projection denote
the momentum transfer associated with the scattering pro-
cesses.
field. In order to prove this and to classify the various
contributions to the non-analytic terms, let us anticipate
that the numerical values of the coefficients X1, Y1, and
Z1 are completely determined by low-energy scattering
processes involving momenta in the vicinity of the Fermi
surface. This implies that these coefficients can be calcu-
lated from an effective low-energy model containing only
states with momenta in a thin shell around the Fermi sur-
face. It turns out that in two dimensions only the three
types of low-energy scattering processes shown in Fig. 2
are possible [1, 19]. Let us therefore replace the bare in-
teraction in our original model (2.1) by an effective low-
energy interaction containing only scattering processes
with momenta in the vicinity of the Fermi surface. In
two dimensions the corresponding Euclidean action can
be written as [1]
Sint[c] ≈ 1
2
∫
Q
Θ(Λ0 − |q|)
∑
σ1 6=σ2
[
Uf D¯
σ1σ1
Q D
σ2σ2
Q
−UxD¯σ1σ2Q Dσ1σ2Q + UcC¯σ1σ2Q Cσ1σ2Q
]
, (2.23)
where Λ0  kF is an ultraviolet cutoff and we have in-
troduced the bilinear composite fermion fields Dσ1σ2Q =
5∫
K
c¯σ1K c
σ2
K+Q and C
σ1σ2
Q =
∫
K
cσ1−Kc
σ2
K+Q. Our original in-
teraction in Eq. (2.1) corresponds to Uf = Ux = Uc = U ,
but it is instructive to introduce separate interaction con-
stants Uf (forward scattering), Ux (exchange scattering),
and Uc (Cooper scattering). For our low-energy model
the three contributions to the self-energy shown in Fig. 1
are additive, so that to second order in the interaction
we may approximate
Σσ(K) ≈ Σσf (K) + Σσx(K) + Σσc (K), (2.24)
with
Σσf (K) = −U2f
∫
Q
Θ(Λ0 − |q|)Π−σ,−σ0 (Q)Gσ0 (K −Q),
(2.25a)
Σσx(K) = −U2x
∫
Q
Θ(Λ0 − |q|)Π↑↓0 (σQ)G−σ0 (K −Q),
(2.25b)
Σσc (K) = −U2c
∫
Q
Θ(Λ0 − |q|)Φ↑↓0 (Q)G−σ0 (−K +Q).
(2.25c)
Due to the ultraviolet cutoff Λ0  kF imposed on the
momentum carried by the interaction lines there is no
double counting. The replacement of the original inter-
action (2.1) by the low-energy interaction (2.23) is analo-
gous to an established procedure in one dimension, where
the low-energy physics of lattice models can be described
by the so-called g-ology model containing only scattering
processes involving momenta close to the Fermi points
[20]. Although the g-ology model depends implicitly on
an ultraviolet cutoff Λ0  kF defining the width of the
relevant shell around the Fermi points, universal low-
energy properties are independent of Λ0. The model
(2.23) can be considered as a two-dimensional analogue of
the g-ology model. If we calculate the field-independent
partsX(0), Y (0), and Z(0) of our renormalization factors
within our low-energy model, we find that these quanti-
ties explicitly depend on the ultraviolet cutoff Λ0 inherent
in the definition of the model. On the other hand, the
coefficients X1, Y1, and Z1 of the terms linear in |h| are
cutoff-independent.
Because in our low-energy model |q| ≤ Λ0  kF , we
may approximate the bubbles in the self-energy diagrams
by their limits for small momenta q  kF and for fre-
quencies |ω¯|  EF . In this regime, the antiparallel-spin
particle-hole bubble given in Eq. (2.5) simplifies [11],
Π↑↓0 (Q) ≈ −ν
[
1− |ω¯|√
(ω¯ − 2ih)2 + (vF q)2
]
, (2.26)
while the parallel-spin particle-hole bubble Πσσ0 (Q) can
be obtained by setting h = 0 on the right-hand side of
Eq. (2.26). We neglect the magnetic field dependence of
the Fermi velocity because it can only give rise to correc-
tions which are analytic in h. Within the same approx-
imation, the small-q limit of the particle-particle bubble
is
Φ↑↓0 (Q) ≈ ν ln
∣∣∣∣∣ 2Ω0ω¯ − 2ih+ sgnω¯√(ω¯ − 2ih)2 + (vF q)2
∣∣∣∣∣ ,
(2.27)
where Ω0 . EF is an ultraviolet cutoff which restricts the
integration to intermediate states in a thin shell |ξk| ≤ Ω0
around the Fermi surface. The integrations appearing in
the expressions for Y1 and Z1 are ultraviolet convergent
so that we may take the limit Λ0 → ∞ and Ω0 → ∞.
Then the relevant integrals can be performed analytically
and we finally obtain for the universal coefficients of the
terms linear in |h|,
Y1 = Z1 =
u2x + u
2
c
4EF
, (2.28)
where ui = νUi. Note that forward scattering processes
do not contribute to the above non-analytic corrections.
Setting ux = uc = u in Eq. (2.28), we obtain agreement
with our direct numerical evaluation in Eq. (2.22), so
that for this type of interaction the identity Y1 = Z1 is
established exactly.
The evaluation of the coefficient X1 is more tricky, be-
cause the integral (2.18) decays more slowly than the
integrals defining Y1 and Z1. In practice, we first cal-
culate ∂Σσ(kσF , 0)/∂h and integrate the resulting expres-
sion over h to recover the difference in Eq. (2.18). Un-
fortunately, our low-energy approximation (2.27) for the
particle-particle bubble with magnetic-field independent
Fermi surface cutoff Ω0 seems not to be sufficient to ex-
tract the complete non-analytic h-dependence of the coef-
ficient X(h). However, we know from our direct numer-
ical evaluation of Eq. (2.18) that the relevant integral
is completely determined by small exchange momenta
q  kF , as discussed in the text after Eq. (2.22). To
evaluate X1 within our low-energy model, it is therefore
sufficient to take only the contribution from the exchange
scattering channel into account. After a straightforward
calculation we obtain
X1 =
u2x
2EF
, (2.29)
which agrees with Eq. (2.22) if we set ux = u.
We conclude that the coefficients X1, Y1 and Z1 of
the terms linear in |h| are indeed determined by low-
energy processes involving momenta close to the Fermi
surface, as anticipated. Using the methods developed
in Ref. [11], we can show analytically that the numeri-
cal values of these coefficients are determined by scatter-
ing processes involving momentum transfers in the entire
range [0, 2kF ]. As a consequence, there are no correla-
tions between the momenta k and k′ of the two incom-
ing electrons shown in Fig. 2, so that for a momentum-
dependent interaction X1, Y1, and Z1 will depend on
all angular harmonics of the interaction on the Fermi
surface. This result should be contrasted with the well-
known[2, 4, 21, 22] non-analytic behavior of the real part
6of the self-energy on the real frequency axis on resonance
(ω = ξk) for vanishing magnetic field, which is propor-
tional to ω|ω|, with a prefactor that depends exclusively
on scattering processes involving momentum transfers
q = 0 and q = 2kF . Hence, for real frequencies and finite
magnetic field the non-analytic dependence of Σ(k, ω)
on ω and h must be described by a non-trivial cross-over
function depending on the ratio |ω|/|h| which takes the
different nature of the dominant scattering processes in
the two limits |ω|/|h|  1 and |ω|/|h|  1 into account.
3. NON-ANALYTIC CORRECTIONS TO
MEASURABLE QUANTITIES
We now discuss experimental observables which are
sensitive to the non-analytic magnetic field dependence of
the quasi-particle properties. The quasi-particle residue
and the renormalized single-particle dispersion can be de-
termined via photoemission experiments, which would be
the most direct method to reveal the non-analytic mag-
netic field dependence of Z predicted in this work. Due
to the identity Y1 = Z1, the effective mass m∗/m = Y/Z
does not exhibit any non-analytic magnetic field depen-
dence to second order in the interaction. Whether this
remains true also to higher order in the interaction re-
mains an open problem.
A. Tunneling density of states
The non-analytic magnetic field dependence of
the renormalization factor Y (h) associated with the
momentum-derivative of the self-energy determines the
renormalized density of states ν∗(h), which in the quasi-
particle approximation is given by
ν∗(h) = Z
∫
d2k
(2pi)2
δ
(
k2 − k¯2F
2m∗
− g∗h
)
= Y (h)
m
2pi
.
(3.1)
Hence, the magnetic field dependence of the renormalized
density of states is given by
ν∗(h)− ν∗(0)
ν
= Y1|h|+O(h2)
=
(u2x + u
2
c)|h|
4EF
+O(h2, u3|h|). (3.2)
Note that the renormalized density of states can be mea-
sured via tunneling experiments. In principle, it should
be possible to verify Eq. (3.2) for weakly interacting two-
dimensional Fermi liquids with very low disorder; we
are not sure, however, if the required accurary can be
achieved with currently available equipment.
B. Magnetoconductivity
It turns out that the factor Y (h) appears also in the
magnetoconductivity σ(h) via the renormalization of the
(a) (b) (c)
FIG. 3. (Color online) The diagram (a) represents the self-
energy due to impurity scattering in self-consistent Born ap-
proximation with quasi-particle propagator, see Eq. (3.4).
The dashed line represents the impurity correlator while
the thick solid arrow represents the disorder averaged quasi-
particle propagator given in Eq. (3.3). The diagrams (b) and
(c) represent first order (in the interaction) corrections to the
self-energy due to impurity scattering. The imaginary part
of these diagrams generates a non-analytic correction to the
renormalized impurity scattering time τ∗. In Appendix A we
show that these diagrams contribute to the weak coupling be-
havior of the magnetoconductivity in the ZNA-formula (3.9)
to first order in the interaction.
current vertices in the Kubo formula. In order to obtain
a finite conductivity, we add elastic impurity scattering
to our model. In the quasi-particle approximation the
disorder averaged fermionic Green function is then
Gσ(K) =
Z
iω − (m/m∗)ξσk + isgnω/(2τ∗)
. (3.3)
To determine the inverse scattering time 1/τ∗, we calcu-
late the contribution Σimp(iω) to the self-energy due to
impurity scattering for short-range disorder within the
Born approximation using the quasi-particle approxima-
tion for the propagator in the loop integral. Evaluating
the corresponding Feynman diagram shown in Fig. 3 (a)
we obtain
Σimp(iω) = −isgnω Y
2τ
, (3.4)
where τ is the elastic lifetime in the absence of interac-
tions. In this approximation, the renormalized inverse
scattering time is given by
1/τ∗ = −2Z ImΣimp(iη) = ZY/τ, (3.5)
where η > 0 is infinitesimal. Using the Drude formula
for the conductivity of a Fermi liquid with effective mass
m∗ and scattering time τ∗ we obtain [23]
σ(h) =
ne2τ∗
m∗
=
σ0
Y 2
. (3.6)
Here σ0 = ne
2τ/m is the conductivity without interac-
tions and n = k2F /(2pi) is the total electronic density.
Alternatively, Eq. (3.6) can be obtained from the Kubo
formula for the conductivity of a D-dimensional Fermi
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(b)
= −
=
(a)
(1)
(2)
(4) (5)
+
−
−
= =
(c)
FIG. 4. (Color online) First line: diagrammatic represen-
tation of the Kubo formula (3.7) for the conductivity of a
Fermi liquid. The solid arrows denote the disorder averaged
quasi-particle Green functions defined in Eq. (3.3), the black
triangles denote the bare current vertices, and the shaded
boxes represent vertex corrections. In the second and third
line we give the perturbative expansions of the vertex correc-
tions up to second order in the interaction. When inserted
into the conductivity bubble, the diagrams (4) and (5) gen-
erate the so-called Aslamazov-Larkin corrections to the con-
ductivity. In the last line we redraw these diagrams using
the notation introduced in Fig. 1. If we impose an ultraviolet
cutoff Λ0  kF on the momentum carried by the interaction
lines, the diagrams (a-c) generate in the Kubo formula (3.7)
the self-energy corrections shown in Fig. 1 (a-c); we use the
same color coding to identify the corresponding bubbles. The
vertex corrections described by the second order diagram (1)
and the first order diagram (3) correspond to momentum- and
frequency-independent self-energies which do not contribute
to the conductivity (3.7).
liquid
σ =
e2
2pi
v2F
D
∑
σ
[
1 +
∂Σσ(k, 0)
∂ξσk
∣∣∣∣
ξσk=0
]2
×
∫
dDk
(2pi)D
Gσ(k, iη)Gσ(k,−iη). (3.7)
For vanishing magnetic field, this formula has first been
derived by Langer [24] and has been justified by several
other authors [25–27]. A diagrammatic representation of
Eq. (3.7) is shown in the first line of Fig. 4. The factor
containing the momentum-derivative of the self-energy
in the Langer-formula (3.7) takes the low-energy part of
vertex corrections due to interactions into account, as ex-
plained in the caption of Fig. 4. The fact that vertex cor-
rections in the Kubo formula can be expressed in terms
of the momentum-derivative of the self-energy is guaran-
teed by a Ward identity [24, 28]. The vertex corrections
corresponding to the three low-energy expressions for the
second order self-energy given in Eqs. (2.25a-2.25c) are
given by the diagrams labeled (a-c) in Fig. 4. Combining
Eqs. (2.21b, 2.28) and (3.6) we obtain, at second order
in the interaction and for weak magnetic fields, a neg-
ative magnetoconductivity (positive magnetoresistance)
proportional to |h| which is given by
σ(h)L2 − σ(0)L2
σ0
= − (u
2
x + u
2
c)|h|
2EF
+O(h2, u3). (3.8)
where the subscript L2 indicates that this expression has
been obtained from the Langer formula (3.7) for the con-
ductivity using second order perturbation theory for the
renormalized current vertex.
It is instructive to compare this result with the ex-
pression for the magnetoconductivity derived by Zala,
Narozhny and Aleiner [29] (ZNA) for a two-dimensional
metal in the ballistic high-field regime 1/τ  T  h 
EF . In our notation the ZNA-result for the magnetocon-
ductivity can in this regime be written as
σ(h)ZNA − σ(0)ZNA
σ0
=
|h|
EF
2Fσ0
1 + Fσ0
g(Fσ0 ), (3.9)
where the dimensionless Landau parameter Fσ0 specifies
the strength of the spin-exchange interaction, and the
function g(Fσ0 ) has for small F
σ
0 the expansion[29]
g(Fσ0 ) = 1−
(
5
4
− ln 2
)
Fσ0 +O((Fσ0 )2). (3.10)
The ZNA-formula (3.9) has been obtained from a
proper disorder average of the Kubo formula, using the
random-phase approximation for the effective interac-
tion in the exchange scattering channel. High-energy
processes involving momenta which are not close to the
Fermi surface are taken into account phenomenologically
via the Landau parameter Fσ0 . Obviously, Eqs. (3.8) and
(3.9) both predict that the leading magnetic field depen-
dence of the magnetoconductivity is linear in |h|. How-
ever, at weak coupling where the Landau parameter Fσ0 is
to leading order proportional to the negative bare inter-
action −ux in the exchange scattering channel, the ZNA-
result is linear in ux, whereas our Eq. (3.8) is quadratic in
the low-energy couplings ux and uc. This discrepancy is
simply due to the fact that in our work we have not con-
sidered first order interaction processes of the type shown
in Fig. 3 (b) and (c). In Appendix A we show explicitly
how to recover the leading weak coupling behavior of the
ZNA-formula (3.9) from the disorder averaged Kubo for-
mula; we also show that the Langer-formula (3.7) does
not take the leading vertex corrections due to impurity
scattering in the Kubo formula into account.
8Although the weak-coupling expansion of the ZNA-
formula (3.9) generates a term of order (Fσ0 )
2 = u2x, it is
not obvious whether this term includes the non-analytic
corrections to the current vertices which can be related to
the momentum-derivative of the self-energy. In any case,
the ZNA-formula (3.9) is incomplete because ZNA have
ignored the Cooper channel, which according to Eq. (3.8)
contributes to the weak-coupling expansion of the magne-
toconductivity on equal footing with the exchange chan-
nel. On the other hand, our use of the Langer-formula
(3.7), which is by itself on solid grounds [24–27], in a sit-
uation where quantum-interference effects [29] produce
non-analytic terms in H and T is not completely justi-
fied, as discussed in Appendix A. It is therefore likely that
other second order processes in the perturbative expan-
sion of the magnetoconductivity, which are not properly
taken into account via the Langer formula, will give rise
to additional contributions of order u2|h| to the magne-
toconductivity.
Combining our result (3.8) for the magnetoconduc-
tivity with the weak-coupling expansion of the ZNA-
formula, we conclude that the non-analytic magnetic-
field dependence of the magnetoconductivity for small
magnetic fields and for small values of the short-range
bare interaction u is of the form
σ(h)− σ(0)
σ0
=
|h|
EF
[−2u+ c2u2 +O(u3)]
+O(h2, |h|1/3u3). (3.11)
The calculation of the numerical value of the second or-
der coefficient c2 is beyond the scope of this work. Note
that c2 cannot be obtained from the weak coupling ex-
pansion of the ZNA-formula (3.9) because this formula
neglects the contribution from the Cooper channel which
according to Eq. (3.8) does contribute to c2. Unfortu-
nately c2 can also not be extracted from our Eq. (3.8),
because our simple calculation using the Langer formula
does not amount to a systematic expansion of the dis-
order averaged Kubo formula to second order in the in-
teraction. Let us also note that according to Sedrakyan
and co-authors [14–16], at the third order in the inter-
action, orbital magnetic-field effects yield a more singu-
lar |h|1/3-type non-analyticity, which is responsible for
the correction of order |h|1/3u3 in Eq. (3.11). How-
ever, for weak interactions this correction is only dom-
inant for very small magnetic fields, |h|/EF  u3  1.
In the regime u3/2  |h|/EF  1 the term c2u2 in
Eq. (3.11) is the dominant correction to the leading linear
in u behavior of the magnetoconductivity. The condition
u3/2  |h|/EF  1 can possibly be satisfied in the 2D
electron gas realized in doped semiconductor heterostruc-
tures based on GaAs. For typical densities the Fermi
energy in these systems is of the order of 10 meV (see
Refs. [31 and 32]), so that |h|/EF ≈ 0.1 for H = 15 T.
Estimates of the Landau parameter Fσ0 are of the same
order of magnitude[32, 33] such that by tuning system
parameters, the condition u3/2  |h|/EF  1 seems to
be within experimental reach.
Interaction-induced magnetoresistance of a two-
dimensional electron gas in a transverse magnetic field
has been calculated by Gornyi and Mirlin [34]. They
have taken into account the same interaction processes
as ZNA but have considered also the case of long-range
disorder, where their interaction correction is exponen-
tially suppressed by the disorder correlation function. On
the other hand, our interaction correction to the conduc-
tivity, which we have related via the Langer-formula to
the momentum-dependence of the self-energy in the clean
limit, is not exponentially suppressed for long-range dis-
order, indicating that also Gornyi and Mirlin did not take
the non-analytic corrections discussed in our work into
account.
4. SUMMARY AND CONCLUSIONS
In summary, we have shown that in a two-dimensional
Fermi liquid the quasi-particle residue and the renormal-
ized electronic Lande´ factor exhibit a non-analytic mag-
netic field dependence proportional to |H| at zero tem-
perature. We have explicitly calculated the correspond-
ing prefactors to second order in the interaction. To this
order, the terms linear in |H| cancel in the renormalized
effective mass. We have also shown that the magnetic
field dependence generated by the momentum-derivative
of the electronic self-energy gives rise to a non-analytic
correction to the density of states which is linear in |H|
and proportional to the square of the interaction in the
weak coupling regime.
Using the Langer-formula [24] for the conductivity of
a Fermi liquid, we have also shown that the momentum-
derivative of the self-energy generates a correction to the
magnetoconductivity which is linear in |H| and quadratic
in the coupling constants in both the exchange and the
Cooper channel. We have compared our result with pre-
vious work by Zala, Narozhny and Aleiner [29] who have
focused on the contribution from the exchange channel.
Whether the ZNA-formula implicitly takes into account
the non-analytic corrections due to the renormalization of
the current vertices requires further investigations which
are beyond the scope of this work.
While in this work we have focused on the non-analytic
magnetic field dependence of the self-energy at vanish-
ing temperature, in two-dimensional Fermi liquids similar
non-analyticities appear also as a function of temperature
T . In particular, we show in Appendix B that for H = 0
and T  EF the factor Y defined in Eq. (2.9) has for
a constant bare interaction U acting between electrons
with opposite spin the low-temperature expansion
Y (T ) = Y (0) + Y˜1T +O(T 2), Y˜1 = u
2
4EF
. (4.1)
A linear temperature dependence of quasi-particle prop-
erties of two-dimensional Fermi liquids has been dis-
cussed previously in Refs. [10 and 35] and is closely re-
lated to terms of order ωT in the real part of the self-
9energy on the mass shell discussed in Ref. [2]. Using again
the Langer-formula (3.7), we find that the conductivity
of two-dimensional Fermi liquids in the ballistic regime
exhibits a linear temperature dependence, in agreement
with ZNA [29].
Finally, let us point out two interesting extensions of
our calculations. First of all, it would be interesting to
calculate the coefficients X1, Y1, and Z1 of the terms lin-
ear in the magnetic field in the low-energy expansion of
the electronic self-energy beyond the leading order in the
interaction. Such a calculation should take vertex cor-
rections and the interference of the different low-energy
scattering channels into account. We believe that the
low-energy model with interaction (2.23) is a good start-
ing point for such a calculation. It would also be inter-
esting to revisit earlier calculations of the magnetocon-
ductivity in the presence of disorder [29, 34], consistently
taking all sources of non-analytic behavior by all low-
energy scattering channels into account. To determine
the numerical value of the coefficient c2 in Eq. (3.11), a
perturbative calculation of the disorder averaged Kubo
formula in the ballistic regime which systematically in-
cludes all diagrams up to second order in the interaction
would be necessary.
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APPENDIX A: DERIVATION OF THE
ZNA-FORMULA TO FIRST ORDER IN THE
INTERACTION
In this appendix we re-derive the ZNA-formula (3.9)
for the magnetoconductivity in the ballistic regime to
leading (linear) order in the interaction. For simplic-
ity, we assume that the bare interaction U is momentum
independent and acts only between electrons with an-
tiparallel spin projection, see Eq. (2.1). In the ballistic
regime and to first order in the interaction the magne-
toconductivity is then determined by the three diagrams
shown in Fig. 5. The diagrams (b) and (c) depend on the
first order self-energy diagrams shown in Fig. 3 (b) and
(c). These diagrams give rise to non-analytic corrections
to the renormalized scattering time. To determine the
corresponding contribution to the conductivity, we can
(a)
σ
σ
σ
σ
−σ
σσ
−σ
σ
σ
(b)
σσ
−σ
σ
σ
(c)
FIG. 5. (Color online) Corrections to the disorder averaged
Kubo formula for the conductivity in the ballistic regime to
first order in a momentum-independent interaction which acts
only between electrons with opposite spin-projection. The
black triangles are the bare current vertices. The other sym-
bols are the same as in Fig. 3. The vertex correction (a) does
not transfer any energy between the two branches of the bub-
ble and is not taken into account in the Langer-formula (3.7).
The diagrams (b) and (c) generate a non-analytic contribu-
tion to the renormalized scattering time.
simply insert the relevant scattering time in the Drude
formula. Assuming δ-function correlated disorder, the
sum of the two diagrams (b) and (c) in Fig. 3 yields
the following first order contribution to the self-energy of
electrons with spin-projection σ,
Σσ1 (k, iω) =
2U
2piντ
∫
d2q
(2pi)2
Π−σ,−σ0 (q, 0)G
σ
0 (k − q, iω).
(A1)
The parallel-spin particle-hole bubble in a magnetic field
is for vanishing frequency given by Πσ,σ0 (q, 0) = −νPσ(q)
with
Pσ(q) = 1− 2k
σ
F
q
Θ(q − 2kσF )
√(
q
2kσF
)2
− 1, (A2)
where kσF = kF
√
1 + σh/EF ≈ kF [1 + σh/(2EF )]. Af-
ter carrying out the angular integration in Eq. (A1), we
obtain
Σσ1 (k, iω) =
2u
2piντ
∫ ∞
0
dqq
2pi
P−σ(q)
× sgn(ξk +
q2
2m − σh)√
[iω − ξk − q22m + σh]2 − (vkq)2
. (A3)
It turns out that the non-analytic magnetic-field depen-
dence of the self-energy (A3) is due to the non-analyticity
of the polarization bubble (A2) at q = 2kσF . It is there-
fore sufficient to replace Eq. (A2) by its approximation
for |q − 2kσF |  2kσF ,
Pσ(q) ≈ 1−Θ(q − 2kσF )
√
q − 2kσF
kσF
. (A4)
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To obtain the interaction correction to the scattering rate
we need
ImΣσ1 (k
σ
F , iη) =
2u
2piντ
∫ ∞
0
dqq
2pi
P−σ(q)
× Im sgn(
q2
2m − 2σh)√
[ q
2
2m − 2σh− iη]2 − (vσF q)2
. (A5)
Setting q = 2kF + p and approximating
[
q2
2m
− 2σh− iη
]2
− (vσF q)2 ≈ 8EF [vF p− 2σh− iη],
(A6)
we obtain for the spin-projection σ =↑ to leading order
in h > 0,
ImΣ↑1(k
↑
F , iη)− ImΣ↑1(k↑F , iη)
∣∣∣
h=0
= − 2u
2piντvF
∫ 2h/vF
−2h/vF
dp
2pi
√
vF p+ 2h
2h− vF p = −
uh
EF τ
. (A7)
For the other spin projection we obtain for h > 0,
ImΣ↓1(k
↓
F , iη)− ImΣ↓1(k↓F , iη)
∣∣∣
h=0
= 0, (A8)
so that the renormalized scattering rates are for h > 0,
1
τ∗↑
=
1
τ
− 2ImΣ↑1(k↑F , iη) =
1
τ
[
1 +
2uh
EF
]
, (A9)
and 1/τ∗↓ = 1/τ +O(h2). The correction to the conduc-
tivity due to the diagrams shown in Fig. 5 (b) and (c) is
therefore
σ(h)b+c =
ne2
m
τ∗↑ + τ∗↓
2
= σ0
[
1− u |h|
EF
+O(u2, h2)
]
.
(A10)
Keeping in mind that to leading order in the bare in-
teraction we may identify Fσ0 = −u and approximate
g(Fσ0 ) ≈ 1 in Eq. (3.9), the correction in Eq. (A10) is
a factor of two smaller than the corresponding correc-
tion obtained from the weak-coupling expansion of the
ZNA-formula (3.9). The missing contribution is due to
the vertex correction diagram shown in Fig. 5 (a), which
yields the following correction to the conductivity in the
ballistic limit,
σ(h)a =
e2
2pim2
2U
2piντ
∑
σ
∫
d2k
(2pi)2
∫
d2k′
(2pi)2
k · k′
2
×Π−σ,−σ0 (k − k′, 0)Gσ0 (k, iη)Gσ0 (k,−iη)
×Gσ0 (k′, iη)Gσ0 (k′,−iη). (A11)
The correction linear in |h| can be extracted analytically
and we obtain
σ(h)a − σ(0)a = −σ0u |h|
EF
. (A12)
Combining this with Eq. (A10) we finally obtain
σ(h)− σ(0)
σ0
= −2u |h|
EF
+O(u2, h2). (A13)
Keeping in mind that to leading order Fσ0 = −u for our
model, Eq. (A13) agrees with the leading weak coupling
behavior of the ZNA-formula (3.9) in the ballistic regime.
Finally, let us show that the vertex correction (A11) is
not taken into account in the Langer-formula (3.7). As
discussed in Sec. 3 B, the momentum-derivative of the
self-energy in the Langer-formula implicitly takes vertex
corrections due to interactions in the Kubo formula into
account. However, the vertex correction in Eq. (A11),
which does not transfer any energy and can be viewed as
an interference correction involving an effective renormal-
ized impurity line, is not included in the Langer-formula.
To see this, note that to first order in the interaction
the velocity renormalization factor in the Langer-formula
can only be due to the momentum-derivative of the self-
energy Σσ1 (k, iω) given in Eq. (A1). However, Σ
σ
1 (k, iω)
vanishes for 1/τ → 0, so that in the ballistic limit the
velocity renormalization factor associated with the self-
energy (A1) vanishes and therefore does not contribute
to the conductivity, in contrast to Eq. (A11).
APPENDIX B: NON-ANALYTIC
TEMPERATURE DEPENDENCE
In this appendix we briefly describe the derivation of
the leading temperature dependence of the renormal-
ization factor Y for vanishing magnetic field given in
Eq. (4.1). The derivation will be done along the lines
of Ref. [2]. We begin by considering the exchange chan-
nel and express the antiparallel-spin particle-hole bubble
through its spectral representation
Π↑↓0 (q, iω¯) =
1
pi
∫ ∞
−∞
dΩ
ImΠ↑↓0 (q,Ω + iη)
Ω− iω¯ , (B1)
where η > 0 is infinitesimal and the integral is now over
real frequencies Ω. The Matsubara sum in Eq. (2.3b) can
then be performed. Using ImG0(k, ω+iη) = −piδ(ω−ξk)
we find for the imaginary part of the self-energy after
analytic continuation to real frequencies,
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ImΣx(k, ω+ iη) =
U2x
2
∫
d2q
(2pi)2
Θ(Λ0− |q|)
∫ ∞
−∞
dΩ ImΠ↑↓0 (q,Ω + iη)δ(ξk−q −ω+ Ω)
[
coth
(
Ω
2T
)
− tanh
(
ω − Ω
2T
)]
.
(B2)
The angular integration is now trivial due to the δ-function while the remaining momentum integration can also be
done. After performing a Kramers-Kronig transform we obtain for the singular contribution [2] to the real part of the
self-energy,
ReΣx(k, ω + iη) =
νU2x
(2pi)3v2F
P
∫ ∞
−∞
dω′
ω′ − ω
∫ ∞
−∞
dΩ Ω ln
∣∣∣∣ vFΛ02Ω + ω′ − ξk
∣∣∣∣ [coth( Ω2T
)
− tanh
(
ω′ + Ω
2T
)]
, (B3)
where P denotes the principal part. Finally taking the
derivative with respect to ξk and setting ω = ξk = 0
we can scale out the temperature dependence. By sym-
metrizing the integrand with respect to ω′, the remaining
frequency integrals can then be done. We find that the
exchange channel yields a contribution u2x/(8EF ) to the
coefficient Y˜1 in Eq. (4.1).
The contributions from the two other channels can be
found in a similar way. In the Cooper channel the same
steps lead to the following expression for the singular
contribution to the imaginary part of the self-energy,
ImΣc(k, ω + iη) = − νU
2
c
(2pi)2
∫ Λ0
0
dq q
∫ ∞
−∞
dΩ
ln
[
2Ω0
|Ω|+
√
Ω2+(vF q)2
]
√
(vkq)2 − (ξk − ω + Ω)2
[
coth
(
Ω
2T
)
− tanh
(
ω − Ω
2T
)]
. (B4)
Differentiating with respect to ξk, setting then ω = ξk = 0, and using the Kramers-Kronig transform we find for the
real part,
∂ReΣc(k, iη)
∂ξk
∣∣∣∣
ξk=0
=
νU2c
(2pi)3v2F
∫ v2FΛ20
0
dx
∫ ∞
−∞
dΩ ln
[
2Ω0
|Ω|+√Ω2 + x
]
×P
∫ ∞
−∞
dω′
ω′
ω′ − Ω
[x− (ω′ − Ω)2]3/2
[
coth
(
Ω
2T
)
− tanh
(
ω′ − Ω
2T
)]
, (B5)
with x = v2F q
2. Since the integrand is odd under the si-
multaneous shift of Ω → −Ω and ω′ → −ω′ the integral
vanishes. Finally for vanishing magnetic field the contri-
bution from the forward scattering channel to Y can be
taken into account by simply replacing ux → uf in the
result from the exchange scattering channel, so that for
ux = uf forward and exchange scattering channels yield
identical contributions to Y . Collecting all terms and
setting ux = uf = uc = u we finally arrive at Eq. (4.1).
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