Abstract -A mixed hybrid finite element method has been applied to a variational inequality with a potential second-order quasi-linear differential operator. The Lagrange multiplier method for a dual problem has been used to construct this finite element scheme. The existence and uniqueness of a solution for the resulting finitedimensional problem has been proved, the solution iterative methods are discussed. The non-overlapping domain decomposition method combined with the mixed hybrid finite element approximation is analyzed.
Introduction
Mixed finite element methods for variational inequalities were studied in [1] [2] [3] [4] [5] [6] [7] . A mixed hybrid finite element method for a linear boundary value problem was constructed and investigated in [8, 9] and for variational inequalities with linear elliptic operators -in [10] [11] [12] . In the present paper, we construct and study a mixed hybrid finite element method for a variational inequality with a quasi-linear elliptic operator. A new method of constructing is proposed. It is based on the approximation of a problem dual to the "decomposed" primal one and the subsequent use of the Lagrange multipliers. Any variational inequality with constraints which can be decomposed into constraints for the points of separate finite elements can be handled with this approach. We consider a "classical" variational inequality with one-sided constraints for a solution. We also analyze the mixed hybrid finite element method together with nonoverlapping domain decomposition and nonmatching grids. The existence and uniqueness of solutions for the problems are proved, and iterative methods for their solution are discussed.
Further K = {u ∈ V : u(x) 0 in Ω, u(x) 0 on Γ C } is a convex and closed subset of V , f ∈ L 2 (Ω) and the function g(t) : R + → R + satisfies the following assumptions:
is continuous, g(0) = 0, c 1 (t 1 − t 2 ) g(t 1 ) − g(t 2 ) c 0 (t 1 − t 2 ), c 0 > 0.
(1.1)
Note that assumptions (1.1) for the function g ensure Lipshitz-continuity and uniform monotonicity of the vector-function g(p)p −1p : R 2 → R 2 (p = |p|):
|g(p)p −1p − g(q)q −1q | c 1 |p −q|, ∀p,q ∈ R 2 , (1.2) g(p)p −1p − g(q)q −1q ,p −q c 0 |p −q| 2 , ∀p,q ∈ R 2 .
(1.3)
In fact, inequality (1.2) is an obvious consequence of the left side of (1.1). To prove (1.3), consider the function S(p,q) = (g(p)p −1p − g(q)q −1q ,p −q) |p −q| 2 = g(p)p + g(q)q − (g(p)q + g(q)p) cos α p 2 + q 2 − 2pq cos α ,
where α is the angle between the vectorsp andq. This function as a function of cos α attains its extremum values for cos α = ±1, and
Consider the variational inequality
Due to (1.1)-(1.3) the operator A : V → V * defined by the equality
is bounded: Au * c 1 u , ∀u ∈ V ; hemicontinuous: function t → A(u + tw), z is continuous ∀u, w, z ∈ V ; uniformly monotone: Au − Aw, u − w c 0 u − w 2 , ∀u, w ∈ V. These properties of A together with the convexity and closeness of K ensure the existence of a unique solution for the variational inequality (1.4) (cf. [13] ). As the operator A is potential, the variational inequality (1.4) is equivalent to the minimization problem
(1.5)
Equivalent formulation based on the partitioning of the domain.
Let
be a partitioning of Ω, where e i are closed subdomains with piecewise smooth boundaries ∂e i ,
be the space of vector-functionsū = (u 1 , u 2 , . . . , u m ) with components u i ∈ H 1 (e i ), and
be a convex and closed subset of U.
Lemma 1.1. If u ∈ K and u i = u| e i is its restriction to e i , then the vector-function u = (u 1 , u 2 , . . . , u m ) belongs to K. Vice versa, ifū ∈ K, then the function u whose restriction to every e i coincides with u i belongs to K.
Proof. It is wellknown that u ∈ H 1 (Ω) if and only ifū = (u| e 1 , u| e 2 , . . . , u| em )
and u i = u j on the boundaries Γ ij = ∂e i ∩ ∂e j ⊂ Ω of adjacent subdomains e i and e j . On the other hand, all constraints for the function u ∈ K can be decomposed into constraints for points in e i and ∂e i ∩ Γ C , namely,
From these two statements the formulated results follow.
in the sense that if u is a solution of (1.5) and u i = u| e i , thenū = (u 1 , u 2 , . . . , u m ) is a solution of (1.6); vice versa, ifū = (u 1 , u 2 , . . . , u m ) is a solution of (1.6), then the function u whose restrictions to e i coincide with u i is a solution of (1.5).
Proof. The statement follows from Lemma 1.1 and the obvious fact that for any function u ∈ H 1 (Ω) the functional Φ(u) can be given as the sum of the functionals "over subdomains" e i :
and the space Y * be identified with Y. In this section we denote by ·, · the pairing between U * and U, by ·, · i the pairing between (H 1 (e i )) * and H 1 (e i ), and by (·, ·) the inner product in Y. Define the operator Λ ∈ L(U; Y), Λū = (∇u 1 , ∇u 2 , . . . , ∇u m ), and the functionals
The functional G : Y → R is convex and continuous, while F : U →R = R ∪ {+∞} is convex, proper and lower semicontinuous. With these notations problem (1.6) can be written as inf
The functionals dual to F and G are
and the problem sup
is dual to (1.7). Problem (1.8) has a unique solution (see [14, Theorem III.4.2] ) and
whereū andv are the solutions of the primal (1.7) and dual (1.8) problems, respectively. As
then the extremal expression −v = ∇G(Λū) is equivalent to the equalities
From here and from Lemma 1.2 we obtain thatv i is a restriction to e i of the vector-function −g(|∇u|)|∇u| −1 ∇u, where u is a solution of (1.4):
Further we suppose that the solution u of the variational inequality (1.4) has an additional smoothness u ∈ H 2 (e i ) ∀e i ⊂ Ω (obviously, it is sufficient that u ∈ H 2 (Ω)). Then, owing to (1.9), divv i ∈ L 2 (e i ) and there existv i · n i ∈ L 2 (∂e i ) for all e i , where n i is a normal vector to ∂e i . Let
Under the formulated assumptions about the smoothness of u the solutionv of the dual problem (1.8) belongs to V and is the solution of the problem
The problem dual to (1.6) can be written in the form
where h : R + → R + is inverse to the g function and the closed convex set D ⊂ V is defined by
n ij is a unit normal vector on Γ ij , directed outside of e i .
Proof. By direct calculations we get
When calculating F * (Λ * v ) note that owing to Lemma 1.1 the vector-functionū ∈ K can be identified with u ∈ K, so,
From (1.12) G * (−v) = J(v) and owing to (1.13) and (1.11)
Remark 1.1. The uniqueness of the solution to problem (1.10) follows from the strict monotonicity of the function h (see below, inequality (2.4)).
2. Approximation 2.1. Approximation of the dual problem. Mixed hybrid FEM for the initial problem. Let Ω = m i=1 e i be a conforming triangulation of Ω, each finite element e i is a triangle or a quadrangle with rectilinear sides. Suppose that the boundary parts Γ D , Γ N and Γ C consist of the integer number of sides ∂e i of elements e i . Below the notation T h is used for the family of all finite elements e i .
where the space V ih consists of vector-functions v ih ∈ H (div , e i ), such thatv ih · n ij are constants along the sides Γ ij of the boundary ∂e i (see examples in [15, 16] ). Let also the set D h ⊂ V h be defined by
Define the finite element approximation of problem (1.10) as the following minimization problem:v h = arg min
We solve problem (2.2) by using Lagrange multipliers. To construct the Lagrange function we define the following finite-dimensional spaces:
is the space of the vector-functions u h = (u 1h , u 2h , . . . , u mh ), which are constant in every e i , Λ h = Γ ij Λ ijh is the space of the vector-functions λ h , which have constant coordinates λ ijh on every Γ ij ⊂ Ω∪Γ N ∪Γ C . Let also K uh = {u h ∈ U h : u ih 0 in e i } and K λh = {λ h ∈ Λ h : λ i0h 0 on Γ i0 ⊂ Γ C } be convex and closed sets. Define the Lagrange function for problem (2.2) by the equality
It is easy to see that
so, the first componentv h of the saddle point coincides with the solution of (2.2).
With the notations
the Lagrange function can be written as
Owing to (1.1), the function h inverse to g satisfies the properties h(z) is continuous and h(0) = 0,
whence, in particular,
The continuity of the function h(z) ensures the differentiability of J, and its gradient is defined by the equality
Now it is easy to check that the function L h (v h , u h , λ h ) is convex and Gateaux-differentiable inv h , concave and Gateaux-differentiable in u h and λ h . Because of this the triple (v h , u h , λ h ) is its saddle point if and only if ( [14] , Proposition VI.1.6)
These expressions are equivalent to the system
System (2.6) is a mixed hybrid finite element scheme for (1.4). 2.2. Existence theorem for (2.6). First, we rewrite problem (2.6) in the matrixvector form. Let for the functionv h ∈ V h the vectorv ∈ R nv of its nodal values be the vector whose coordinates are equal tov ih · n ij on all Γ ij ∈ ∂e i , e i ∈ T h , with the choosing ordering: R nv v ⇔v h ∈ V h . Similarly, we define the vectors of the nodal values for the function u h ∈ U h : R nu ū ⇔ u h ∈ U h , and for the function λ h ∈ Λ h : R n λ λ ⇔ λ h ∈ Λ h . The convex and closed sets K u = {ū ∈ R nu : u k 0 ∀k} and K λ = {λ ∈ R n λ : λ k 0 ∀k ∈ γ C } correspond to K uh ⊂ U h and K λh ⊂ Λ h , respectively. Here γ C is the set of coordinates of the vectorλ corresponding to Γ i0 ⊂ Γ C .
Finally, the function
Let the matrices B u ∈ R nu×nv , B λ ∈ R n λ ×nv and the vectorf ∈ R nu be defined by the equalities
where (·, ·) on the left-hand sides mean the inner products in the spaces of corresponding dimensions.
With these notations the Lagrange function (2.3) becomes
while the mixed hybrid finite element scheme (2.6) has the following algebraic form:
Lemma 2.1. The operator H is continuous, uniformly monotone, and bounded. Proof. The continuity of H follows from the continuity of the function h(z). Using (2.5) and (2.4), for allv ⇔v h and allw ⇔w h , we get
Because of the equivalence of all norms in the finite-dimensional space R nv the first inequality gives a uniform monotonicity of H:
while the second means its boundedness:
Lemma 2.2. There exists a positive constant α 0 , such that
Proof. It is sufficient to prove that the equation B uū + B λλ = 0 has only a trivial solution (u, λ) = 0, in other words, the equality
Let the vector-function λ h be prolonged by zero on Γ i0 ⊂ Γ D . Then
and (2.10) becomes
Asw h · n ij is any constant along the side Γ ij , then from (2.11) we get λ ijh = u ih for all j and for all finite elements e i . Thus, λ h = u h = const. But λ i0h = 0 on Γ i0 ⊂ Γ D , whence (u h , λ h ) = (0, 0). Let K = K u ×K λ , P u = ∂I Ku and P λ = ∂I K λ be subdifferentials of the indicator functions for the sets K u and K λ , respectively. Let alsop = (ū,λ) ,b = (f, 0) , B = (B u , B λ ), and P (p) = (P u (ū), P λ (λ)) . With these notations the problem to be solved consists in finding the saddle-point of the Lagrange function L (v,p) = Ψ(v) + (Bv +b,p) over the set R nv × K, while system (2.8) becomes
In virtue of Lemma 2.1 the operator H has inverse H −1 defined on the space R nv . Excludinḡ v from the first equation in (2.12), we obtain the inclusion
which is called the condensed variational inequality. Lemma 2.3. Let the matrix M ∈ R nv×nv and the operator G : R nv → R nv be defined by the equalities
for allv ⇔v h , ∀w ⇔w h . Then
Proof. The operators H, G and the matrix M have a block-diagonal form with blocks corresponding to elements e i ∈ T, so, it is sufficient to prove equality (2.14) for the fixed ith block. We do it omitting the index i.
The equation Hv =p is equivalent to (Hv,w) = (M (M −1p ),w) ∀w, or,
for allp, i.e. (2.14). 
15)
where the constants c 0 , c 1 are defined in (1.1), and 16) with the constant α 0 from (2.9). Hereafter . L is the energetic norm of the symmetric and positive definite matrix L. Proof. From (2.14) and the definition of the matrix L we have for any vectorsū andv
On the other hand,
owing to the properties (1.1) of the function g. Combining these inequalities with (2.17) and (2.18), we get (2.15). Further, by using (2.9) we get for anyr
and now inequalities (2.16) follow from (2.15).
Corollary 2.1. The mixed hybrid finite element scheme (2.8) for problem (1.4) has a unique solution (v,ū,λ) ≡ (v,p).
Proof. Inequalities (2.16) mean that the operator S is uniformly monotone and continuous. These properties ensure the existence of a unique solutionp to (2.13), i.e., the existence of uniquev = H −1 (−B p).
Iterative solution methods
For solving problem (2.13) we consider the nonpreconditioned stationary one-step iterative method 1
and the preconditioned counterpart
Theorem 3.1. a) Iterations p k of method (3.1) converge to the solutionp * of problem (2.13) for τ ∈ (0, 2/m 1 ), and if τ = 1/m 1 , then
2) converge to the solutionp * of problem (2.13) for τ ∈ (0, 2c 0 /c 
Proof. The proof of these statements is rather traditional, but we give it for completeness of the representation. a) Letz k =p k −p * . Multiplying (2.13) and (3.1) by 2τz k+1 and using the monotonicity of P and the second inequality in (2.16), we get
Now, applying the first inequality of (2.16)
This inequality implies the statement a). b) The proof is similar to the previous one with replacing the inner product (·, ·) by (·, ·) L .
The implementation of method (3.1) consists of the successive solution to the following equation and inclusion:
Note that the first step (solution of (3.5) ) is equivalent to the finding of the minimum of L (v,p k ) for knownp k , while the second step (solution of (3.5)) is a step of the gradient method to find max p∈K L (v k+1 ,p). So, the iterative method (3.1) coincides with the Uzawa method of finding of the saddle point for the Lagrange function L (v,p) = Ψ(v) + (Bv +b,λ) over the set R nv × K. From (3.5) and (2.14) we havē
and to find the vectorv k+1 , we have to solve linear equations with the matrix M . Moreover, due to the block-diagonal structure of the matrix M and the operator G we have a noncoupled systems of m linear equations of small dimensions dimV ih , corresponding to finite elements e i . The solution of (3.6) reduces to the projection of the vectorp k + τ (b + Bv k+1 ) coordinates to the nonnegative semi-axis R + . Thus, the implementation of (3.1) is very easy. But the iteration factor
depends on the condition number cond 2 (B B ) of the matrix B B . For example, in the case of a quasi-uniform mesh h i h ∀e i the condition number cond 2 (B B ) is O(h −2 ), and the convergence for this method is very slow. Moreover, to choose an iterative parameter, estimates for the spectrum of the matrix B B are needed (constants α 0 and B are contained in the estimates for the iterative parameter).
The rate of convergence of method (3.2) does not depend on the mesh size and for choosing an iterative parameter we use only the constants c 0 , c 1 from inequalities (1.1), which describe the properties of a given function g. On the other hand, the implementation of (3.2) requires solving at every iteration the inclusion Lp + τ P (p) ḡ with a known vectorḡ =p k + τ (b + Bv k+1 ). This inclusion is equivalent to
i. e., the mixed hybrid FEM for a variational inequality similar to (1.4) but with a Laplace operator instead of a quasi-linear operator. The solution methods for (3.7) are discussed in [10] [11] [12] .
Finite element method with domain decomposition and non-matching grids
The primal and dual formulations of problem (1.4) were studied in Section 1 for arbitrary partitioning of the domain Ω into subdomains e i . Owing to this all results of this paragraph can be applied to the investigation of a FEM with nonoverlapping domain decomposition and nonmatching grids. For simplicity we consider the case where Ω is partitioned into two subdomains, while the grids in these subdomains are partly matching.
Let Ω = Ω 1 ∪ Ω 2 with Ω 1 ∩ Ω 2 = ∅ and a piecewise straight line S = Ω 1 ∩ Ω 2 . Let T kh be comforming triangulations of Ω k , k = 1, 2, as in Section 2. Below we use the notations Γ k N = Γ N ∩ ∂Ω k and Γ k C = Γ C ∩ ∂Ω k . Let the finite elements e j ∈ T 2h adjacent to S be larger than the elements e j ∈ T 1h adjacent to S and let the triangulations T 1h and T 2h are partly matching in the sense that every side ∂e 2 j ∩ S of the element e 2 j ∈ T 2h adjacent to S consist of a whole number s j of sides of the elements e We approximate problem (1.10), (1.11) using the above triangulation of the domain Ω and denote by To solve problem (4.2) by the Lagrange multiplier method, define for k = 1, 2 the spaces U kh and Λ kh as in Section 2. More precisely, let
Note that only the grid function λ 2 h is defined at the points of S. Let further K uh = {u h ∈ U h = U 1h × U 2h : u ih 0 in e i }, K λh = {λ h ∈ Λ h = Λ 1h × Λ 2h : λ i0h 0 on Γ i0 ⊂ Γ C }. The Lagrange function for problem (4.2) is
where B u (u h ,v h ) = e i ∈T 1h ∪T 2h e i (−divv ih + f ) u ih dx, 
