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Abstract
Using renewal times and Girsanov’s transform, we prove that the speed of the excited
random walk is infinitely differentiable with respect to the bias parameter in (0, 1) for the
dimension d > 2. At the critical point 0, using a special method, we also prove that the
speed is differentiable and the derivative is positive for every dimension 2 6 d 6= 3. However,
this is not enough to imply that the speed is increasing in a neighborhood of 0. It still
remains to prove the derivative is continuous at 0. Moreover, this paper gives some results of
monotonicity for m−excited random walk when m is large enough or m = +∞.
1 Introduction
1.1 Excited random walk
Excited random walk (ERW) was introduced in 2003 by I. Benjamini and D.B. Wilson [5]. After
that, M. Zerner in 2005 studied a generalization called multi-excited random walk on integers. The
more general version of ERW called excited random walk in random environment was considered
in [20], [17]. In this paper, we consider m−excited random walk (m−ERW) that we define as
follows.
Let us describe the model: an m−ERW with bias parameter β ∈ [0, 1] is a discrete time nearest
neighbor random walk (Yn)n>0 on the lattice Z
d obeying the following rule: When the walk visits
a site for the k-th time
• if k > m, it jumps uniformly at random to one of the 2d neighboring sites,
• if k 6 m, it jumps with probability (1 + β)/2d to the right, probability (1 − β)/2d to the
left, and probability 1/(2d) to the other nearest neighbor sites.
Let (ei : 1 6 i 6 d) denote the canonical generators of the group Z
d. From the description above
of m−ERW, the law Pm,β of m−ERW which is the probability on the path space (Zd)N, is defined
by:
• Pm,β(Y0 = 0) = 1,
1
• Pm,β[Yn+1 − Yn = ±ei|Y0, · · · , Yn] = 12d for 2 6 i 6 d,
• Denote by {Yn /∈k} the event that Yn has been visited exactly k times at time n, i.e. {Yn /∈k
} := [#{i 6 n : Yi = Yn} = k]. For k = 1 we also denote {Yn /∈} := {Yn /∈1}. Denote {Y ∈k}
and {Yn ∈} be respectively the compliment events of {Yn /∈k} and {Yn /∈}. Let Fn be the
σ-algebra σ(Y0, Y1, ..., Yn) generated by the random walk up to time n. By the definition of
m-ERW, we have
(1) Pm,β[Yn+1 − Yn = ±e1|Fn, Yn /∈k] = 1± β1k6m
2d
.
When m = 1 we recover excited random walk. Denote by Pβ,Pm,β the laws (resp. Eβ,Em,β
the expectations) respectively of 1-ERW, m-ERW. Let Nn be the numbers of visited points by the
random walk Y at time n i.e the range of the random walk Y up to time n then Nn =
∑n−1
i=0 1Yi /∈.
When m = +∞ we obtain simple random walk with bias β (SRW). Set Rn(β) := E∞,β(Nn)n . It has
been proved that (see [25], [18]), P∞,β-a.s. the limit limn→+∞Nnn exists. It implies the existence of
limn→+∞
Rn(β)
n
and denote this limit by R(β).
In 2007, J. Be´rard and A. Ramı´rez [6] proved a law of large numbers and a 1-dimensional result
of central limit theorem for the 1-ERW with d > 2 and β > 0, namely:
• (Law of large numbers). There exists v = v(β, d), 0 < v < +∞ such that a.s.
lim
n→∞
n−1Yn · e1 = v.
• (Central limit theorem). There exists σ = σ(β, d), 0 < σ < +∞ such that (n−1/2(Y⌊nt⌋ · e1 −
v⌊nt⌋), t > 0) converges in law as n→ +∞ to a Brownian motion with variance σ2.
In 2012, with the different approach, M. Menshikov, S. Popov, A. Ramı´rez and M. Vachkovskaia
proved a law of large numbers and a d-dimentional result of central limit theorem for the excited
random walk in random environment, see Theorem 1.2 of [20].
Before stating our result, we define some notions. Let Y = (Yn)n>0 be the 1-ERW. Let τ1 is the
first renewal time of 1-ERW (For more detail, see in the Section 2, Definition 2.1 and Lemma 2.2).
Informally, a renewal time (in direction e1) is a maximum of the first component of the random
walk (Yn · e1)n>0 which is also a minimum of the future of the first component of the random walk.
A time n is a renewal time if
sup
06i<n
Yi · e1 < Yn · e1 6 inf
n6i
Yi · e1.
So, the first renewal time τ1 is defined by
τ1 = inf{n > 0 : sup
06i<n
Yi · e1 < Yn · e1 6 inf
n6i
Yi · e1}.
We also denote τ := τ1. Set D := inf{m > 0 : Ym · e1 < Y0 · e1}. For 1-ERW, it has been proved in
[6] that Pβ(D) > 0. Therefore, we can define the conditional probability Pˆβ(·) = Pβ(·|D). Let Eˆβ
be the expectation with respect to Pˆβ.
Our main result about regularity for the 1-ERW is the following:
Theorem 1.1. For d > 2, let vn(β) be the speed at time n i.e. vn(β) =
Eβ(Yn·e1)
n
and v(β) be the
speed of 1-ERW.
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• The speed v(β) is infinitely differentiable on (0, 1) i.e. v(β) ∈ C∞(0, 1) and
∂kv
∂βk
(β) = lim
n→∞
∂kvn
∂βk
(β) for every k ∈ N, β > 0.
The derivative is expressed in function of renewal time:
(2)
∂v
∂β
(β) =
1
d
.
EˆβNτ
Eˆβτ
+
β
d
.
Eˆβ(NτVτ )Eˆβτ − EˆβNτ Eˆβ(τVτ )
(Eˆβτ)2
for β > 0,
where
Ei = Xi+1 −Xi, Vn =
n−1∑
i=0
Ei1Yi /∈
1 + βEi .
• For d = 2 or d > 4, the speed is differentiable at β = 0, the derivative at 0 is positive, and
such that
lim
β→0
v(β)
β
= lim
n→∞
∂vn
∂β
(0),
with
lim
n→∞
∂vn
∂β
(0) =
1
d
lim
n→∞
Rn(0)
n
=
1
d
R(0) > 0 for d > 4, and equals 0 for d = 2.
• For d = 3 then
lim sup
β→0
v(β)
β
6 lim
n→∞
∂vn
∂β
(0) =
1
d
R(0).
R. van der Hofstad and M. Holmes proved in [10] that the speed of 1-ERW v is strictly increasing
in β for d > 9 and is increasing in a neighborhood of 0 for d = 8 relying on the lace expansion
technique. This technique is also used to prove the monotonicity for random walk in partially
random environment (m = +∞), see [13]. Using the same expansion technique, it is shown in [11],
Th. 2.3 that the speed is in an appropriate sense continuous in the drift parameter β if d > 6 and
even differentiable if d > 8. In our paper, we prove that the speed is infinitely differentiable on
(0, 1) for all d > 2 using renewal times and Girsanov’s transform. We are also interested in the
derivative at the critical point β = 0. When the derivative at 0 is positive and is continuous at
0 then the velocity is monotonic in a neighborhood of 0. The existence of the derivative at 0 of
the speed of a random process and the relation of that derivative with the diffusion constant of
the equilibrium state play an important role in mathematical physics. This problem is known as
“Einstein relation for random process”, (see for instance the work of N. Gantert, P. Mathieu and
A. Piatnitski [9], see also [4], [15], [16], [19]). In [9], the authors used renewal times by τn ∼ nλ2
and they used the Markov property of a random process to prove the existence of the derivative
of the speed at 0. However, we have not yet known how to use this technique for 1-ERW when
the Markov property disappears and the increments {Y[τn,τn+1)}n>0 are not independent anymore
where {Y[n,n+p)} = {Yn+i − Yn, 1 6 i < p}. In our present work, we use a special method to prove
the existence of the derivative at 0 for any dimension 2 6 d 6= 3. The the case d = 3 is still open. In
addition, the question on the existence of the second derivative of the speed at 0 is also unknown,
even the continuity of the derivative of the speed at 0.
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In Theorem 1.1, we have the formula of the derivative of the speed that is expressed in function
of renewal time:
∂v
∂β
(β) =
1
d
.
EˆβNτ
Eˆβτ
+
β
d
.
Eˆβ(NτVτ )Eˆβτ − EˆβNτ Eˆβ(τVτ )
(Eˆβτ)2
for β > 0.
We have
∂v
∂β
(0) = lim
β→0
1
d
.
EˆβNτ
Eˆβτ
.
Then, if we want to prove the continuity of the derivative at 0, it is equivalent to proving that:
lim
β→0
∣∣∣∣∂v∂β (β)− ∂v∂β (0)
∣∣∣∣ = limβ→0 βd .
∣∣∣∣∣Eˆβ(NτVτ )Eˆβτ − EˆβNτ Eˆβ(τVτ )(Eˆβτ)2
∣∣∣∣∣ = 0.
For this reason, we want to estimate the renewal time τ as a function of the bias β. On the other
hand, the speed at time n is that: vn(β) =
β
d
Eβ
(
Nn
n
)
. Using the Girsanov’s transform in Lemma
3.7, and the notations in (13) we obtain
vn(β) =
β
d
E0
(
NnMn
n
)
Take the derivative in β, with remark that Nn =
∑n−1
i=0 1Yi /∈ does not depend on β we get:
∂vn
∂β
(β) =
1
d
E0
(
NnMn
n
)
+
β
d
E0
(
Nn
∂Mn
∂β
n
)
.
Moreover,
∂Mn
∂β
=
∂
∂β
[
n−1∏
i=0
(1 + βEi1Yi /∈)
]
=
(
n−1∑
i=0
Ei1Yi /∈
1 + βEi
)[
n−1∏
i=0
(1 + βEi1Yi /∈)
]
= VnMn.
Therefore, combining with Girsanov’s transform we get
∂vn
∂β
(β) =
1
d
E0
(
NnMn
n
)
+
β
d
E0
(
NnVnMn
n
)
=
1
d
Eβ
(
Nn
n
)
+
β
d
Eβ
(
NnVn
n
)
.
Then, combining the second point of Theorem 1.1, for 2 6 d 6= 3 we obtain
lim sup
β→0
∣∣∣∣∂v∂β (β)− ∂v∂β (0)
∣∣∣∣ = lim sup
β→0
lim
n→∞
∣∣∣∣∂vn∂β (β)− ∂vn∂β (0)
∣∣∣∣ = lim sup
β→0
lim
n→∞
∣∣∣∣βdEβ
(
NnVn
n
)∣∣∣∣ .(3)
Since (1),
Eβ
( Ei1Yi /∈
1 + βEi |Fi
)
=
Pβ(Yi /∈)
1 + β
Pβ(Ei = 1|Fi, Yi /∈)− Pβ(Yi /∈)
1− β Pβ(Ei = −1|Fi, Yi /∈)(4)
=
Pβ(Yi /∈)
1 + β
1 + β
2d
− Pβ(Yi /∈)
1− β
1− β
2d
= 0.(5)
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This implies that
Eβ
( Ei1Yi /∈
1 + βEi
)
= Eβ
[
Eβ
( Ei1Yi /∈
1 + βEi |Fi
)]
= 0, so Eβ(Vn) = 0.(6)
Moreover, for all i > j then
Eβ
( Ei1Yi /∈
1 + βEi
Ej1Yj /∈
1 + βEj
)
= Eβ
[ Ej1Yj /∈
1 + βEjEβ
( Ei1Yi /∈
1 + βEi |Fi
)]
= 0.(7)
Combining (3) and (6) we have
lim sup
β→0
∣∣∣∣∂v∂β (β)− ∂v∂β (0)
∣∣∣∣ = lim sup
β→0
lim
n→∞
β
d
∣∣∣∣Covβ(Nn, Vn)n
∣∣∣∣
6 lim sup
β→0
lim sup
n→∞
β
d
√
V arβNn
n
√
V arβVn
n
.
V arβVn
n
=
Eβ
[(∑n−1
i=0
Ei1Yi /∈
1+βEi
)2]
n
=
∑n−1
i=0 Eβ
[(Ei1Yi /∈
1+βEi
)2]
n
6
1
(1− β)2 .
Therefore, if
lim
β→0
lim sup
n→∞
(
β2
V arβNn
n
)
= 0
then the derivative ∂v
∂β
(β) is continuous at 0.
For m−ERW, we have some results about the monotonicity as follows:
Theorem 1.2. Consider m-ERW, Y = (Yn)n>0, let v(m, β) be the speed of m-ERW with bias β.
Then,
• The range R(β) of ∞-ERW is monotonic in β ∈ [0, 1].
• For d > 4, for every 0 < β0 < β1 < 1, there exists an integer m0 = m(β0, β1) large enough
such that v(m, β) is monotonic on [β0, β1] for every m > m0.
In the second part of this theorem, when d > 8 we recover Theorem 1.2 of [23]. This result
for d > 8 can also be obtained by minor modification of the proof of Theorem 2.3 of [11]. Let us
explain the organization of this paper.
In Section 2 we present the renewal structure for random walks, we also recall some important
properties of renewal times.
In Section 3 we give the proof of Theorem 1.1. We use Girsanov’s transform with renewal time
to prove that the speed of 1-ERW is infinitely differentiable for bias β positive. For the existence
of the derivative at critical point 0, we use a special method for 1-ERW.
In Section 4 we prove Theorem 1.2. Firstly, we introduce the coupling of m−ERW with
stationary random walk with bias β. For the monotonicity of the range of simple random walk
(∞-ERW) we see that a similar proof can apply for the case random walk in random environment
on integer (i.e. in dimension d = 1). For the dimension d > 2 we have known yet how to prove
this problem. Actually a lot is known about monotonicity of 1-dimensional multi-excited random
walks (including RWRE). This includes monotonicity of running maxima, local times, velocity...(see
[26],[12], [22], [14]), the continuity of the speed was considered in [26],[1]. For monotonicity of the
speed of m-ERW when m large enough, we use the coupling method and a key Lemma presented
in this section.
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2 The renewal structure
We define the renewal times for a random walk. Let {Yn}n>0 be a random walk on Zd.
Definition 2.1. We present the definition based on the definition given in [6] and [20]. With the
convention that inf{∅} =∞ and all random times in the Definition take the value on [0,+∞]. For
every u > 0 let:
Tu = min{k > 1 : Yk · e1 > u}.
Define
D = inf{m > 0 : Ym · e1 < Y0 · e1}.
Furthermore, define two sequences of FYn −stopping times {Sn : n > 0} and {Dn : n > 0} as
follows: We let S0 = 0, R0 = Y0 · e1 and D0 = 0. Next, define by induction on k > 0
Sk+1 = TRk+1
Dk+1 = D ◦ θSk+1 + Sk+1
Rk+1 = sup{Yi · e1 : 0 6 i 6 Dk+1},
where θ is the canonical shift on the space of trajectories. Let
κ = inf{n > 0 : Sn <∞, Dn =∞}.
We define the first renewal time as follows:
τ1 = Sκ.
We then define by induction on n > 1, the sequence of renewal times τ1, τ2, ... as follows:
τn+1 = τn + τ1(Yτn+·).
Next, we define D
(0)
i = Di and S
(0)
i = Si and for every k > 1 two sequences D
(k)
i and S
(k)
i w.r.t.
the trajectory (Yτk+.), of the same way that the sequences Di and Si are defined w.r.t. (Y.) For
example, S
(1)
0 , R
(1)
0 = Yτ1 · e1, D(1)0 = 0 and we define by induction on i > 0,
S
(1)
i+1 = TR(1)i +1
D
(1)
i+1 = D ◦ θS(1)i+1 + S
(1)
i+1
R
(1)
i+1 = sup{Yi · e1 : 0 6 i 6 D(1)i+1}.
For every k > 1 and j > 0 such that S
(k)
j < ∞, we need to introduce the σ-algebra G(k)j of the
events up to S
(k)
j as the smallest σ−algebra containing all of the sets of the form {τ1 6 n1}∩{τ2 6
n2} ∩ ...{τk 6 nk} ∩A, where n1 < n2 < ... < nk are integers and A ∈ Fnk+S(0)j ◦θnk . Let τ0 = 0 and
G
(0)
0 be trivial.
The signification of renewal times is given by the following lemma:
Lemma 2.2. The first renewal time τ1 is the first time when the random walk attains the hyperplane
{y · e1 = Yτ1 · e1}, and after that it does not come back anymore behind this hyperplane, i.e.
τ1 = inf{n > 0 : sup
06i<n
Yi · e1 < Yn · e1 6 inf
n6i
Yi · e1}.
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Proof. By the definition of two sequences Si and Di we have: S0 = D0 = 0 < S1 < D1 < S2 <
D2 < .... Because Di, Si are integers, then limi→∞ Si = limi→∞Di = +∞. Let
τ ′1 = inf{n > 0 : sup
06i<n
Yi · e1 < Yn · e1 6 inf
n6i
Yi · e1},
we prove that τ1 = τ
′
1. Firstly, it is clear that τ1 ∈ {n > 0 : sup06i<n Yi · e1 < Yn · e1 6 infn6i Yi · e1}
so τ ′1 6 τ1. On the other hand, there exists an integer i0 such that Si0 6 τ
′
1 < Si0+1. We prove
that τ ′1 = Si0 . In fact, if Si0 < τ
′
1 6 Di0 then by the definition of τ
′
1, we have YSi0 · e1 < YDi0 · e1,
this is contrary to the fact that YSi0 · e1 > YDi0 · e1. If Di0 < τ ′1 < Si0+1, then Ri0 = sup{Yi · e1 :
0 6 i 6 Di0} < Yτ ′1 · e1 and Ri0 + 1 6 Yτ ′1 · e1. Hence τ ′1 ∈ {k > 1 : Yk · e1 > Ri0 + 1} and by the
definition of the sequence {Si}, it implies that Si0+1 6 τ ′1. This contradicts the supposition that
Di0 < τ
′
1 < Si0+1. So, it remains only τ
′
1 = Si0. By the definition of τ
′
1 we obtain D ◦ θSi0 =∞, then
Di0 =∞. This implies that i0 > κ = inf{n > 0 : Sn <∞, Dn =∞}, and τ1 = Sκ 6 Si0 = τ ′1.
On the existence of renewal times and the existence of the moments of all orders for 1-ERW,
we have the following key lemma proved in [6], [20]:
Lemma 2.3. Consider a 1-ERW with bias β, let (τk, k > 1) be the associated renewal times. Then,
there exists C, α > 0 depending on β and such that for every n > 1,
sup
k>0
Pβ[τk+1 − τk > n|G(k)0 ] 6 Ce−n
α
a.s.
In particular, for every k > 0 and p > 1, then τk <∞ , a.s. and Eβ [(τk+1 − τk)p] <∞.
The lemma above gives an estimation of renewal times for every parameter β fixed. We know
that, when β = 0, there does not exist the renewal times. We would like to estimate the renewal
times when β converges to 0. But this is an interesting and difficult question. The method
using renewal times is used in many models to prove the law of large numbers and to prove
the Einstein’s relation. This problem in mathematical physic that is studied the first time by
the greatest physician Albert Einstein, see [8]. Recently this problem appears in the works of
mathematicians, for example in [3], [9],... Einstein’s relation means to study the relation between
the diffusion constant at the equilibrium state and the derivative of the speed of stochastic process
at the critical point w.r.t. the balanced state.
A property very important of renewal times is that, they cut a trajectory of the random walk
into the independent increments as the following lemma (see [6] and [20]):
Lemma 2.4. Under the probability Pβ, the random variables (Xτk+1 − Xτk , τk+1 − τk)k>1 and
(Xτ1 , τ1) are independent and (Xτk+1 −Xτk , τk+1 − τk)k>1 have the same law of (Xτ1 , τ1) under the
probability Pβ conditionally on D =∞, write Pˆβ(·) = Pβ(·|D =∞).
From Lemmas 2.3 et 2.4 and with the notation τ = τ1, we have Pβ[τ > n] < Ce
−nα. Note that
Lemma 2.4 is not anymore true for the model of generalized excited random walk (see [20]), and
also for the case the definition of renewal times is modified as in [24], [9]. We want to estimate
the moments of τ as a function of β by the question that there exists an integer k such that
supβ∈(0,1] β
k
Eˆβτ < ∞, or a better estimation supβ∈(0,1] β2kEˆβτ 2 < ∞? We are interested in the
case k = 2, and we would like to find a definition of renewal times to obtain the estimation of k = 2.
With the definition 2.1, it is difficult to estimate τ . It is useful to change a little the definition of
7
τ . For example, in [9] the random walk is allowed to come back behind the hyperplane (in Lamma
2.2) of a distant λ = ε
β
, this means that we redefine
D = inf{m > 0 : Ym · e1 < Y0 · e1 − λ}.
With this change, for Markov process, Lemma 2.4 is still true, but for 1-ERW and non-Markovian
process, it is not anymore true. This is a difficulty when we want to study non-Markovian process
by using renewal times.
3 Proof of Theorem 1.1
We repeat some necessary notations .
• (Yn)n∈Z are the cordinate maps on Zd and Pβ is the law of 1-ERW. The speed is v = v(β),
• {τn} is the sequence of renewal times,
• Xn = Yn · e1, Zn = (Yn · e2, Yn · e3, ..., Yn · ed), En = Xn+1 −Xn,
• En = En − EβEn, E ′n = En − v, Vn =
∑n−1
j=0
Ej1Yj /∈
1+βEj ,
• The speed at the time n, the speed of 1-ERW and the derivative of the speed at the time n
respectivly are
vn(β) = Eβ
(
Xn
n
)
, v(β) =
EˆβXτ
Eˆβτ
, and
∂vn
∂β
=
Eβ(XnVn)
n
,
• Xn =
∑n−1
j=0 E j, X ′n =
∑n−1
j=0 E ′j , a = Eˆβτ.
3.1 The existence of the derivative of the speed for β > 0
Remark 3.1. Using renewal times, we have that
lim
n→∞
vn(β) = v(β), 0 = lim
n→∞
Eβ
(
Xn
n
)
=
EˆβXτ
Eˆβτ
=
Eˆβ(Xτ −
∑τ−1
j=0 EβEj)
Eˆβτ
,
Pβ − a.s. then lim
n→∞
X ′n
n
=
EˆβX
′
τ
Eˆβτ
=
Eˆβ(Xτ − vτ)
Eˆβτ
= 0.
We deduce from these equalities that EˆβXτ = 0 and EˆβXτ = Eˆβ [
∑τ−1
j=0(EβEj)].
3.1.1 The existence of the limits of the derivatives at finite times
To prove the point 1 of Theorem 1.1, we need the following lemmas:
Lemma 3.2.
sup
n>1
Eβ (max06i6n |X ′i|2)
n
:= C1(β) < +∞(8)
sup
n>1
Eβ
(
max06i6n |Xi|2
)
n
:= C2(β) < +∞(9)
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Proof. Firstly, we prove that
sup
n>1
Eβ
(
max06i6[na] |X ′i|2
)
n
:= C ′1(β) < +∞ where a = Eˆβτ.
Let S ′i = X
′
τi
, then
max
06i6[na]
X ′i
2
6 max
06i6[na]
S ′i
2
+ (τn − [na])2 +
n−1∑
j=0
(τj+1 − τj)2.
Because that max06i6[na]X
′
i
2 attains max at i0 then either i0 ∈ [τn, [na]] or there exists j0 such
that i0 ∈ [τj0 , τj0+1). Since
(τn − [na])2 = [(τn − na + na− [na])]2 6 2[(τn − na)2 + 1],
we get
Eβ
(
max
06i6[na]
|X ′i|2
)
6 max
06i6n
S ′i
2
+ 2Eβ(τ
2) + 2(n− 1)Eˆβ(τ − a)2 + (n− 1)Eˆβ(τ 2) + 2.
Note that {S ′i} is the martingale then
Eβ(max
06i6n
S ′i
2
) 6 4Eβ
(
S ′n
2
)
= 4Eβ(X
′
τ
2
) + 4(n− 1)Eˆβ(X ′τ 2) 6 4Eβ(τ 2) + 4(n− 1)Eˆβ(τ 2).
Therefore,
sup
n>1
Eβ
(
max06i6[na] |X ′i|2
)
n
6 sup
n>1
(
4n+ 2
n
Eˆβ(τ
2) +
2n− 2
n
Eˆβ(τ − a)2 + 2
n
)
< +∞.
We now consider the sequence of integers {pn} such that [pna] 6 n < [(pn + 1)a] then n/pn → a.
We deduce that
sup
n>1
Eβ (max06i6n |X ′i|2)
n
6 sup
n>1
Eβ
(
max06i6[(pn+1)a] |X ′i|2
)
(pn + 1)
× (pn + 1)
n
6∞.
It is similar to prove that
sup
n>1
Eβ
(
max06i6nX
2
i
)
n
= C2(β) < +∞;
sup
n>1
Eβ (max06i6n V
2
i )
n
= C3(β) < +∞.
Lemma 3.3.
sup
n,p>1
Eβ
(
max06i6p
(
X ′τn+i −X ′τn
)2)
p
= C4(β) < +∞(10)
sup
n>1
sup
0<p6[n/a]
Eβ
(
max06i6p
(
X ′τn −X ′τn−i
)2)
p
= C5(β) < +∞.(11)
We have similarly the result for the sequences {Xn} and {Vn}.
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Proof. From Lemma 3.2 we get
sup
n>1
Eˆβ
(
max06i6nX
′
i
2
)
n
6 sup
n>1
Eβ
(
max06i6nX
′
i
21D=0
)
nP(D = 0)
6
1
P(D = 0)
sup
n>1
Eβ
(
max06i6nX
′
i
2
)
p
< +∞.
Therefore
sup
n,p>1
Eβ
(
max06i6p
(
X ′τn+i −X ′τn
)2)
n
= sup
n>1
sup
p>1
Eˆβ
(
max06i6p (X
′
i)
2)
n
To prove (11), we consider
sup
0<p6[n/a]
Eβ
(
max06i6[pa]
(
X ′τn −X ′τn−i
)2)
p
For 0 < p 6 [n/a] then [pa] 6 pa 6 (n/a).a = n. Set S ′i = X
′
τn −X ′τn−i so that
max
06i6[pa]
(
X ′τn −X ′τn−i
)2
6 max
06i6p
S ′i
2
+
p−1∑
j=0
(τn−j − τn−j−1)2 + (τn − τn−p − [pa])2.
We deduce from the inequality above that
Eβ
[
max
06i6[pa]
(
X ′τn −X ′τn−i
)2]
6 Eβ
(
max
06i6p
S ′i
2
)
+
p−1∑
j=0
Eβ(τn−j − τn−j−1)2 + Eβ(τn − τn−p − [pa])2
6 4Eβ(S
′
p
2
) + pEˆβ(τ
2) + 2pEβ[(τ − a)2] + 2
6 4pEˆβ(X
′
τ
2
) + pEˆβ(τ
2) + 2pEβ [(τ − a)2] + 2.
Therefore,
sup
p>1
Eβ
(
max06i6[pa]
(
X ′τn −X ′τn−i
)2)
p
:= C(β) <∞.
Let p 6 [n/a] and 0 6 i 6 p, there exists a sequence {pn} such that [pna] < p 6 [(pn + 1)a].
Because that a > 1 and [p 6 [n
a
] 6 [[n
a
]a] 6 n
a
.a = n then [(pn + 1)a] 6 [[
n
a
]a] 6 n. So, we have
sup
p>1
Eβ
(
max06i6[(pn+1)a]
(
X ′τn −X ′τn−i
)2)
p
6 sup
p>1
Eβ
(
max06i6[(pn+1)a]
(
X ′τn −X ′τn−i
)2)
pn + 1
.
pn + 1
p
6 C(β).
p+ a
ap
6 C ′(β) < +∞.
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Lemma 3.4. limn→+∞
∣∣∣ 1nEβ(X ′τnVτn)− 1nEβ(X ′[na]V[na])∣∣∣ = 0.
Proof. Using the inequality |(a+ δ)(b+ δ)− ab| 6 |aδ|+ |bδ|+ |δ2|, we have that
∣∣∣∣ 1nEβ(X ′τnVτn)− 1nEβ(X ′[na]V[na])
∣∣∣∣ 6 1nEβ
∣∣∣∣∣∣
τn−1∑
j=[na]
E ′j
∣∣∣∣∣∣ .|Vτn|
+
1
n
Eβ

|X ′τn|.
∣∣∣∣∣∣
τn−1∑
j=[na]
Ej1Yj /∈
1 + βEj
∣∣∣∣∣∣

+ 1
n
Eβ
∣∣∣∣∣∣

 τn−1∑
j=[na]
E ′j

 .

 τn−1∑
k=[na]
Ej1Yj /∈
1 + βEj


∣∣∣∣∣∣
6
√√√√√ 1
n
Eβ



 τn−1∑
j=[na]
E ′j


2
.
√
1
n
Eβ [(Vτn)
2 +
√√√√√ 1
n
Eβ



 τn−1∑
j=[na]
Ej1Yj /∈
1 + βEj


2
.
√
1
n
Eβ(X ′τn
2)
+
√√√√√ 1
n
Eβ



 τn−1∑
j=[na]
E ′j


2
.
√√√√√ 1
n
Eβ



 τn−1∑
j=[na]
Ej1Yj /∈
1 + βEj


2

There exist two finite constants C(β), C ′(β) depending only on β such that
• For all n > 1 then 1
n
Eβ(V
2
τn) =
1
n
Eβ(V
2
τ ) +
n−1
n
Eˆβ(V
2
τ ) 6 C(β);
• For all n > 1 then 1
n
E(X ′τn
2) = 1
n
Eβ(X
′
τ
2) + n−1
n
Eˆβ(X
′
τ
2) 6 C ′(β).
We need prove that
lim
n→+∞
1
n
Eβ



 τn−1∑
j=[na]
E ′j


2
 = 0.
In fact, we have that
1
n
Eβ



 τn−1∑
j=[na]
E ′j


2
 6 1
n
Eβ
[
(τn − [na])21|τn−[na]|>εn
]
+
1
n
Eβ



 τn−1∑
j=[na]
E ′j


2
1|τn−[na]|<εn


= L1 + L2.
Here, L1, L2 are respectively the first and the second terms of the site on the right hand. Estimate
two terms to get
L1 6
2
n
Eβ
[
[(τn − na)2 + 1]1|τn−[na]|>εn
]
6
√
1
n2
Eβ[(τn − na)4].P (|τn − [na]| > εn) + 2
n
P (|τn − [na]| > εn) .
Because supn>1
1
n2
Eβ[(τn − na)4] < +∞ and limn→+∞ P (|τn − [na]| > εn) = 0 then limn→+∞ L1 =
0. On the other hand
L2 6 ε.
Eβ
[
max06i6εn(X
′
τn −X ′τn−i)2 +max06i6εn(X ′τn+i −X ′τn)2
]
εn
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6 εC4(β).
For all σ > 0 choose ε = σ
C4(β)
so that L2 6 σ.
Then we get
lim sup
n→+∞
1
n
Eβ



 τn−1∑
j=[na]
E ′j


2
 6 σ for all σ > 0.
Therefore
lim
n→+∞
1
n
Eβ



 τn−1∑
j=[na]
E ′j


2
 = 0.
It is similar to prove that
lim
n→+∞
1
n
Eβ



 τn−1∑
j=[na]
Ej1Yj /∈
1 + βEj


2
 = 0.
This finishes the proof of Lemma.
Corollary 3.5.
lim
n→+∞
Eβ
[
X ′[na]V[na]
n
]
= lim
n→+∞
Eβ
[
X ′τnVτn
n
]
= Eˆβ(X
′
τVτ ).
We now prove the existence of the limit ∂vn
∂β
(β). Let {pn} be the sequence such that [pna] 6
n 6 [(pn + 1)a] then limn→+∞ npn = a. So, we have∣∣∣∣∣Eβ
(
X ′nVn
n
− X
′
[pna]
V[pna]
n
)∣∣∣∣∣ 6 (n− [pna])
2
n
+
|n− [pna]|
n
.Eβ|X ′n|+
|n− [pna]|
n
.Eβ |Vn|
6
a2
n
+ a.Eβ
∣∣∣∣X ′nn
∣∣∣∣+ a.Eβ
∣∣∣∣Vnn
∣∣∣∣ .
When n goes to infinitely then X
′
n
n
and Vn
n
go to 0. So that
lim
n→+∞
Eβ
(
X ′nVn
n
)
= lim
n→+∞
Eβ
(
X ′[pna]V[pna]
n
)
= lim
n→+∞
Eβ
(
X ′[pna]V[pna]
pn
)
.
pn
n
= Eˆβ(X
′
τVτ ).
1
a
=
Eˆβ(X
′
τVτ )
Eˆβτ
=
Eˆβ [(Xτ − τv)Vτ ]
Eˆβτ
.
Therefore,
(12) lim
n→+∞
∂vn
∂β
(β) = lim
n→+∞
Eβ
(
XnVn
n
)
= lim
n→+∞
Eβ
(
X ′nVn
n
)
=
Eˆβ [(Xτ − τv)Vτ ]
Eˆβτ
.
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3.1.2 Girsanov transform
In this section we prove the smoothness of the speed using the Girsanov’s transform. Firstly,
we need a lemma as follows:
Lemma 3.6. For all c ∈ (0, 1] then
sup
t∈[c,1]
Pt(τ > n) 6 C
′en
−α
,
sup
t∈[c,1]
Pˆt(D =∞) > ϕ > 0,
sup
t∈[c,1]
Pˆt(τ > n) 6 Ce
n−α.
Where C ′, C, ϕ, α are positive constants depending only on c.
Proof. To prove this lemma, repeating the proof of Proposition 2.1 and Proposition 4.3 of [20].
Note that for 1-ERW with the law Pt, t > c, we can choose the constants λ, h, r as in [20] to
consider 1-ERW as a generalized excited random walk such that these parameters depend only on
c. For more details on the conditions in [20], the condition B, we choose K = 1. For the condition
C+, choose l = e1,
Et(Yn+1 − Yn|Fn) · e1 > 1 + t
2d
− 1− t
2d
=
t
d
>
c
d
.
Then, choose λ = c
d
. For the condition E, let Sd−1 = {x ∈ Rd : ||x|| = 1}. Let l′ ∈ Sd−1 then
l′ = (x1, x2, ..., xd) with
∑d
i=1 x
2
i = 1. There exist i0 ∈ {1, 2, ..., d} such that |xi0 | = maxi |xi|.
Hence
dx2i0 > 1⇔ |xi0 | >
1√
d
.
Consider the function signum:
sgn(x) =


+1 if x > 0
0 if x = 0
−1 if x < 0
.
Choose r = 1
2
√
d
then sgn(xi0)ei0 · l′ > |xi0 | > r. Therefore, on {Et(Yn+1 − Yn|Fn) = 0} we get
Pt[(Yn+1 − Yn) · l′ > r|Fn] > Pt(Yn+1 − Yn = sgn(xi0)ei0|Fn) >
1
2d
.
Moreover,
Pt[(Yn+1 − Yn) · e1 > r|Fn] > Pt[Yn+1 − Yn = e1|Fn] = 1 + t
2d
1Yn /∈ +
1
2d
1Yn∈ >
1
2d
.
Then choose h = 1
2d
. All of parameters K, λ, r, h depend only on c.
Let β0, β ∈ (0, 1] we have:
Lemma 3.7.
dPβ
dP0
|Fn =
n−1∏
i=0
(1 + βEi1Yi /∈)
dPβ
dPβ0
|Fn =
n−1∏
i=0
(
1 + βEi1Yi /∈
1 + β0Ei1Yi /∈
)
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We denote
(13) Mn(β) :=
n−1∏
i=0
(1 + βEi1Yi /∈) and Mn(β, β0) :=
n−1∏
i=0
(
1 + βEi1Yi /∈
1 + β0Ei1Yi /∈
)
.
To prove the existence of the speed we need the following lemma
Lemma 3.8. Consider a σ−algebra Fτ that is defined by
Fτ = {A ∈ F : ∀n, ∃Bn ∈ Fn such that A ∩ {τ = n} = Bn ∩ {τ = n}}.
then τ is Fτ−measurable, (D =∞) ∈ Fτ and
(14)
dPβ
dPβ0
|Fτ =Mτ (β, β0).
Pβ(D =∞)
P0(D =∞)
Proof. We see that (τ = n) = Ω ∩ (τ = n) and Ω ∈ Fn for all n then by definition of Fτ we
have (τ = n) ∈ Fτ , it means that τ is Fτ−measurable. It is clear that (D = ∞) = (D > τ) so
that (D = ∞) ∩ (t = n) = (D > n) ∩ (τ = n). Because that (D > n) ∈ Fn then we deduce
(D =∞) ∈ Fτ . Now we prove 14, for all A ∈ Fτ then
Pβ(A) =
∞∑
n=1
P(A, τ = n) =
∞∑
n=1
P(Bn, τ = n) =
∞∑
n=1
∑
ωn∈Bn
P(ωn, τ = n)
=
+∞∑
n=1
∑
ωn∈Bn
1ωn,τ=nMn(β)(ωn)Pβ(D =∞) =
+∞∑
n=1
∑
ωn∈Bn
1ωn,τ=nMn(β)(ω)Pβ(D =∞)
=
+∞∑
n=1
∑
ωn∈Bn
1ωn,τ=nMn(β0)(ω)Pβ0(D =∞).Mτ (β, β0)dPβ0
Pβ(D =∞)
Pβ0(D =∞)
=
+∞∑
n=1
∫
Bn,τ=n
Mτ (β, β0)dPβ0
Pβ(D =∞)
Pβ0(D =∞)
= Eβ0[1AMτ (β, β0)dPβ0].
Pβ(D =∞)
Pβ0(D =∞)
.
So, we get
dPβ
dPβ0
|Fτ = Mτ (β, β0).
Pβ(D =∞)
Pβ0(D =∞)
and
dPˆβ
dPˆβ0
|Fτ =Mτ (β, β0).
A direct consequence is that
Eˆβ0 [Mτ (β, β0)] = 1 and Eβ0 [Mτ (β, β0)] =
Pβ(D =∞)
Pβ0(D =∞)
.
Using the Girsanov’s transform, we get the formula of the speed:
v(β) =
EˆβXτ
Eˆβτ
=
Eˆβ0 [XτMτ (β, β0)]
Eˆβ0 [τMτ (β, β0)]
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On the other hand,
∂
∂β
[Mτ (β, β0)] =
∂
∂β
[
τ−1∏
i=0
(
1 + βEi1Yi /∈
1 + β0Ei1Yi /∈
)]
=
[
τ−1∑
i=0
( Ei1Yi /∈
1 + βEi1Yi /∈
)]
Mτ (β, β0).(15)
Set Vτ =
∑τ−1
i=0
( Ei1Yi /∈
1+βEi1Yi /∈
)
then
β∫
β0
Mτ (t, β0)Vτ (t)dt =
β∫
β0
∂
∂t
Mτ (t, β0)dt =Mτ (β, β0)−Mτ (β0, β0) =Mτ (β, β0)− 1.
Therefore,
v(β) =
Eˆβ0
[
Xτ
(
1 +
∫ β
β0
Mτ (t, β0)Vτ (t)dt
)]
Eˆβ0
[
τ
(
1 +
∫ β
β0
Mτ (t, β0)Vτ (t)dt
)]
To prove the existence of the derivative, we apply the Fubini’s theorem as follows:
Theorem 3.9 (Fubini’s theorem). Let µ, ν be the σ−finite mesures. If either∫
A
(∫
B
|f(x, y)|ν(dy))µ(dx) < +∞ or ∫
B
(∫
A
|f(x, y)|µ(dx))ν(dy) < +∞
then
∫
A×B |f(x, y)|(µ× ν)(dxdy) < +∞ and∫
A×B f(x, y)(µ× ν)(dxdy) =
∫
A
(∫
B
f(x, y)ν(dy)
)
µ(dx) =
∫
B
(
∫
A
f(x, y)µ(dx))ν(dy).
To apply the Fubini’s theorem, let β ∈ (β0 − δ, β0 + δ) ⊂ (0, 1) we observe that
β∫
β0
(Eβ0 |XτVτMτ |)dt 6
β∫
β0
Eβ0
(
τ 2Mτ
1
1− t
)
dt
6
1
1− β0 − δ
β∫
β0
[Et(τ
2)]dt < +∞.
The last inequality above is implied since supt∈(β0−δ,β0+δ) Pt(τ > n) 6 Ce
−nα then
sup
t∈(β0−δ,β0+δ)
Et(τ
2) < +∞.
It remains to prove that Eˆβ0(XτVτMτ ) is continuous in β, this is true if let an interval J = (a, b) ⊂
(0, 1) we have that {(XτVτMτ )}β∈J is uniformly integrable. Let β1 ∈ J , observe that
• |XτVτMτ | 6 Cτ 2Mτ for C = 1b ,
• limβ→β1(τ 2Mτ )(β) = τ 2Mτ (β1),
• limβ→β1 Eˆβ0 [(τ 2Mτ )(β)] = Eˆβ0 [(τ 2Mτ )(β1)].
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The last equality is implied from the fact that
Eˆβ0 [(τ
2Mτ )(β)] = Eˆβ0

 β∫
β1
(τ 2VτMτ )(t)dt

+ Eˆβ0 [(τ 2Mτ )(β1)]
and
Eˆβ0

 β∫
β1
(τ 2VτMτ )(t)dt

 =
β∫
β1
Eˆβ0
[
(τ 2VτMτ )(t)
]
dt 6 C
β∫
β1
Eˆβ0
[
(τ 3Mτ )(t)
]
dt
= C
β∫
β1
Eˆt(τ
3)dt 6 C sup
J
Eˆt(τ
3)(β − β1)→ 0 as β → β1, sup
J
Eˆt(τ
3) <∞ since Lemma 3.6.
From the observation above we imply that {τ 2Mτ}β∈J(β) and also {XτVτMτ}β∈J(β) is uniformly
integrable then Eˆβ0 [(XτVτMτ )(β)] is continuous.
We rewrite the formula of the speed:
v(β) =
Eˆβ0
[
Xτ
(
1 +
∫ β
β0
Mτ (t, β0)Vτ (t)dt
)]
Eˆβ0
[
τ
(
1 +
∫ β
β0
Mτ (t, β0)Vτ (t)dt
)] = Eˆβ0Xτ +
∫ β
β0
[Eβ0 (XτMτ (t, β0)Vτ (t)dt)]
Eˆβ0τ +
∫ β
β0
[Eβ0 (τMτ (t, β0)Vτ (t)dt)]
Set A := Eˆβ0Xτ +
∫ β
β0
[Eβ0 (XτMτ (t, β0)Vτ (t)dt)] and B := Eˆβ0τ +
∫ β
β0
[Eβ0 (τMτ (t, β0)Vτ (t)dt)]
Taking the derivative we obtain:
∂v
∂β
(β) =
Eβ0 (XτMτ (β, β0)Vτ (β))B − Eβ0 (τMτ (β, β0)Vτ (β))A
B2
.
As β = β0,
∂v
∂β
(β0) =
Eβ0 (XτVτ (β0)) Eˆβ0τ − Eβ0 (τVτ (β0)) Eˆβ0Xτ
(Eˆβ0τ)
2
.
Therefore, for all β ∈ (0, 1) we have
(16)
∂v
∂β
(β) =
Eβ (XτVτ ) Eˆβτ − Eβ (τVτ ) EˆβXτ
(Eˆβτ)2
=
Eβ [(Xτ − vτ)Vτ ] Eˆβτ
(Eˆβτ)
.
From 12 and 16 we get that
lim
n→+∞
∂vn
∂β
(β) =
∂v
∂β
(β) =
Eβ [(Xτ − vτ)Vτ ] Eˆβτ
(Eˆβτ)
.
We have proved the differentiability of order 1 of the speed vn(β) and v(β). To prove the infinite
differentiability of the speed we need the following lemma:
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Lemma 3.10. Let I = (a, b) be an open interval of R, (Ω,F ,P) be a probability space and H(x, ω)
be a mapping
H : I × Ω→ R
(x, ω) 7→ H(x, ω)
such that for every x ∈ I, H(x, ω) is a random variable, and for every ω ∈ Ω, H(x, ω) is a smooth
function on I. Moreover, suppose that for every n > 0
sup
x∈I
E
(∣∣∣∣∂nH∂xn (x, ω)
∣∣∣∣
)
< +∞.
Then E[H(x, ω)] is a smooth function and for every k > 1
∂k
∂xk
[E(H(x, ω))] = E
(∣∣∣∣∂kH∂xk (x, ω)
∣∣∣∣
)
.
This lemma can be proved by the induction in k and using Fubini’s Theorem.
From (15),
(17)
∂n+1
∂βn+1
[Mτ (β, β0)] =
∂n
∂βn
[Vτ (β)Mτ (β, β0)] =
n∑
k=0
Ckn
∂k
∂βk
[Vτ (β)]
∂n−k
∂βn−k
[Mτ (β, β0)].
We have, for all k > 0
(18) sup
β∈I
∣∣∣∣ ∂k∂βk [Vτ (β)]
∣∣∣∣ = sup
β∈I
∣∣∣∣∣(−1)kk!
τ−1∑
i=0
(
(Ei1Yi /∈)k+1
(1 + βEi1Yi /∈)k+1
)∣∣∣∣∣ 6 k!τ(1− β0 − δ)k+1 .
We will prove by induction in n that
(19)
∣∣∣∣ ∂n∂βn [Mτ (β, β0)]
∣∣∣∣ 6
n∑
k=0
cknτ
kMτ (β, β0)
where ckn are non-negative constants depending only on n, β0, δ. For n = 0, it is true with c00 = 1.
Suppose that it is true up to n > 0. For n+ 1 then by induction supposition combining (17), (18)
then∣∣∣∣ ∂n+1∂βn+1 [Mτ (β, β0)]
∣∣∣∣ 6
n∑
k=0
Ckn
k!τ
(1− β0 − δ)k+1
n−k∑
i=0
ci,n−kτ iMτ (β, β0) =
n+1∑
i=0
ci,n+1τ
iMτ (β, β0)
where c(i+1)(n+1) =
∑n
k=0C
k k!
(1−β0−δ)k+1 nci,n−k for i = 1 to n and c0,n+1 = 0. This proved (19).
On I = (β0 − δ, β0 + δ) then
sup
β∈I
Eˆβ0
[∣∣∣∣ ∂n∂βn [XτMτ (β, β0)]
∣∣∣∣
]
= sup
β∈I
Eˆβ0
[∣∣∣∣Xτ ∂n∂βn [Mτ (β, β0)]
∣∣∣∣
]
.
Since |Xτ | 6 τ then
sup
β∈I
Eˆβ0
[∣∣∣∣ ∂n∂βn [XτMτ (β, β0)]
∣∣∣∣
]
6 sup
β∈I
n∑
k=0
cknEˆβ
[
τk+1
]
< +∞.(20)
17
The last inequality is implied by supt∈(β0−δ,β0+δ) Pt(τ > n) 6 Ce
−nα then
sup
t∈(β0−δ,β0+δ)
Et(τ
n) < +∞ for all n > 1.
Combining (20) with Lemma 3.10 we get the smoothness of Eˆβ0 [XτMτ (β, β0)] and similarly for
Eˆβ0 [τMτ (β, β0)]. This implies the smoothness of the speed v(β). Lemma 3.10 implies similarly
the smoothness of vn(β). We have proved that for k = 1 and β > 0, there exists the limit
limn→+∞ ∂
kvn
∂βk
(β) such that
lim
n→+∞
∂kvn
∂βk
(β) =
∂kv
∂βk
(β).
For k > 1, it is very complicated for computation so we leave it for reader. If we write the speed
in the form v(β) = β
d
.
EˆβNτ
Eˆβτ
, we can get the formula (2) of the derivative. We proved the first point
of Theorem 1.1.
3.2 The existence of the derivative at the critical point 0
Denote the event {Yn /∈ {Yn−1, Yn−2, ..., Yn−k}} by {Yn /∈k} with the convention that if n 6 k
then two events {Yn /∈ {Yn−1, Yn−2, ..., Yn−k}} and {Yn /∈} agree. Set N (k)n := 1Y0 /∈k + 1Y1 /∈k + ... +
1Yn−1 /∈k . We need the following lemma:
Lemma 3.11. There exists a non negative constant N (k)(β) such that Pβ−a.s.
lim
n→∞
N
(k)
n
n
= N (k)(β).
Proof. The above result is easy to verify by considering two following cases:
If β > 0 then there exists a sequence of renewal times {τn} and the sequence {N (k)τn −N (k)τn−1} is
independent. It is similar as the law of large number for Xn
n
we also have
lim
n→∞
N
(k)
n
n
= N (k)(β).
If β = 0 then ((Zd)N, θ,P0) is a system ergodic where Yn ◦ θ = Yn+1 − Y1. For n > k then
{Yn /∈k} = {Yk ◦ θn−k /∈k}, therefore
lim
n→∞
N
(k)
n
n
= lim
n→∞
∑k−1
j=0 1Yj /∈ +
∑n−k−1
i=0 1Yk◦θi /∈k
n
= lim
n→∞
∑n−k−1
i=0 1Yk◦θi /∈k
n− k .
n− k
n
= P0(Yk /∈).
Observe that when k increases then 1Yn /∈k decreases and limk→∞ 1Yn /∈k = 1Yn /∈. Set Nn =
1Y0 /∈ + 1Y1 /∈ + ... + 1Yn−1 /∈ then Pβ−a.s. we have N(β) := limn→∞ Nnn . We will prove a result as
follows:
Lemma 3.12. When k tend to infinity, N (k)(β) decreases to N(β) and uniformly for d > 4.
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Proof. Indeed, we have
|Pβ(Yn /∈k)− Pβ(Yn /∈)| = Pβ[(Yn /∈k) ∩ [(Yn = Yn−k−1) ∪ (Yn = Yn−k−2)... ∪ (Yn = Y0)]]
6
n−k−1∑
j=0
Pβ(Yn = Yj) 6
n−k−1∑
j=0
Pβ(Zn = Zj) = P(Zk+1 = 0) + P(Zk+2 = 0) + ...+ P(Zn = 0)
6
∞∑
j=k+1
P(Zj = 0).(21)
From the sequences (Zk)k∈Z, (ηk)k∈Z , (ξk)k∈Z, (ζk)k∈Z, we can construct the ERW (Yn)n>0 just as
in the first construction. We also define the sequence (Z˜k)k∈Z as the sequence of ”moves” of Z.
More precisely, (Z˜k)k∈Z is the unique sequence such that:
(22) ∀n > 0, Zn =
{
Z˜∑n−1
i=0 (1−ηi) if n > 0 ;
Z˜∑−1
i=n(1−ηi) if n < 0 .
ηk := 1Zk=Zk+1 Set ηi = 1Zi=Zi+1 and U =
∑n−1
i=0 ηi. We define (Z˜k)k∈Z as the sequence of ”moves”
of Z, see (22). Using [25], page 75, we obtain P(Z˜i = 0) ∼ i− d−12 . We have
P(Zn = 0) =
n∑
k=0
P(Z˜k = 0).C
n−k
n
(
1
d
)n−k (
d− 1
d
)k
=
n
2d∑
k=0
P(Z˜k = 0).C
n−k
n
(
1
d
)n−k (
d− 1
d
)k
+
n∑
k= n
2d
+1
P(Z˜k = 0).C
n−k
n
(
1
d
)n−k (
d− 1
d
)k
.
We estimate the first term:
n
2d∑
k=0
P(Z˜k = 0).C
n−k
n
(
1
d
)n−k(
d− 1
d
)k
6
n
2d∑
k=0
Cn−kn
(
1
d
)n−k(
d− 1
d
)k
= P
(
U − n.1
d√
n
6
−√n
2d
)
∼
−
√
n
2d∫
−∞
1√
2pi
e−
x2
2 dx converging to 0 when n→∞.
On the other hand
n∑
k= n
2d
+1
P(Z˜k = 0).C
n−k
n
(
1
d
)n−k (
d− 1
d
)k
∼ C.n− d−12
since
1
2
6
n∑
k= n
2d
+1
Cn−kn
(
1
d
)n−k (
d− 1
d
)k
6 1
and
P(Z˜k = 0) ∼ C ′.n− d−12 for n
2d
6 k 6 n.
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From (21) we get,
|Pβ(Yn /∈k)− Pβ(Yn /∈)| 6 C
∞∑
j=k+1
j−
d−1
2 .
It implies ∣∣∣∣∣Eβ
(
N
(k)
n
n
)
− Eβ
(
Nn
n
)∣∣∣∣∣ 6 1n
n−1∑
i=0
|Pβ(Yi /∈k)− Pβ(Yi /∈)|
6 C
∞∑
j=k+1
j−
d−1
2 .
Let n converge to infinity then |Nk(β) − N(β)| 6 C∑∞j=k+1 j− d−12 . If d > 4 then Nk converges
uniformly to N in β.
Now, we return to the proof of the point 2 of Theorem 1.1. By v(β)
β
= N(β), to prove the
existence of the derivative at 0 we need to prove that N(β) is continuous at 0. It is known that Nk
converges uniformly to N in β for d > 4, then there is just one thing left is to show that Nk(β) is
continuous at 0. Indeed,
|Pβ(Yn /∈k)− P0(Yn /∈k)|
=
∣∣∣∣∣E0
[
1Yn /∈k
n−1∏
j=0
(1 + Ejβ1Yj /∈)
]
− E0
[
1Yn /∈k
n−k∏
j=0
(1 + Ejβ1Yj /∈)
]∣∣∣∣∣
6 E0
[
1Yn /∈k
n−k∏
j=0
(1 + Ejβ1Yj /∈)
∣∣∣∣∣
n−1∏
j=n−k+1
(1 + Ejβ1Yj /∈)− 1
∣∣∣∣∣
]
6 [(1 + β)k−1 − 1]E0
[
1Yn /∈k
n−k∏
j=0
(1 + Ejβ1Yj /∈)
]
= [(1 + β)k−1 − 1]P0(Yn /∈k)
6 [(1 + β)k−1 − 1].
Hence,
∣∣∣Eβ (N(k)nn )− E0 (N(k)nn )∣∣∣ 6 [(1 + β)k−1 − 1] and |Nk(β) − Nk(0)| 6 [(1 + β)k−1 − 1]. This
implies that Nk(β) is continuous at 0. Therefore, for d > 4 then
• Nk(β) converges uniformly to N(β) when k →∞,
• Nk(β) is continuous for every k > 1.
We deduce that N(β) is continuous at 0, it means that
lim
β→0
v(β)
β
=
1
d
N(0) =
1
d
lim
n→∞
Rn
n
=
1
d
R(0).
Notice that Rn = E0(Nn)
For d = 2, R(0) = N(0) = 0, see in [18]. Let σ > 0, on one hand, since Nk(0) decreases to
N(0) when k → ∞ then there exists k0 such that Nk(0) < σ for all k > k0. On the other hand,
Nk0(β) is continuous at 0 then there exists β0 > 0 such that |Nk0(β)−Nk0(0)| < σ for all β < β0.
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Since N(β) 6 Nk0(β), N(β) 6 Nk0(β) 6 Nk0(0) + σ < 2σ for all β < β0. This implies that
limβ→0N(β) = N(0) = 0. Therefore limβ→0
v(β)
β
= 0.
For d = 3, because of N(β) 6 Nk(β) for all k > 1 then
lim sup
β→0
N(β) 6 lim
k→∞
lim sup
β→0
Nk(β) = lim
k→∞
Nk(0) =
1
d
R(0).
4 The proof of Theorem 1.2
4.1 The monotonicity of the range of the simple random walk
Firstly, for the range of the simple random walk, we have a known result as follows (see [25],
[7]):
R(β) = P∞,β[Y0 /∈ Y[1,∞)]
Then, we obtain:
1−R(β) = P∞,β[∃n > 0 such that Yn = Y0 = 0]
= P∞,β
{ ∞⋃
k=1
[Y2k = 0 and 0 /∈ Y[1,2k)]
}
=
∞∑
k=1
P∞,β
{
[Y2k = 0 and 0 /∈ Y[1,2k)]
}
.(23)
On the other hand, we see that the trajectories with 2k steps {y0 = 0, y1, y2, ..., y2k−1, y2k = 0}
start from the origin and return at the origin at the time 2k whose number of jumps to the left
equal to the number of jumps to right that we denote equal to a1. Therefore
P∞,β
{
[Y2k = 0 et 0 /∈ Y[1,2k)]
}
=
∑
{y0=0,y1,...,y2k=0}
(
1 + β
2d
)a1 (1− β
2d
)a1 ( 1
2d
)a2
where 2a1 + a2 = 2k
=
∑(1− β2
(2d)2
)a1 ( 1
2d
)a2
.(24)
From (23) and (24), we imply that 1−R(β) is decreasing then R(β) is increasing in β.
4.2 The monotonicity of the speed of excited random walk with several
identical cookies
To prove the monotonicity of the speed for m-ERW we need the following lemma:
Lemma 4.1. Let J be an interval of R and {Xn(β)}β∈J,n>1, {X(β)}β∈J the families of positive
random variables. Under supposition that
1. for every n, {Xn(β)}β∈J is uniformly integrable,
2. {X(β)}β∈J is uniformly integrable,
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3. Xn(β) converges in probability to X(β), uniformly in β: for every ε > 0,
lim
n→+∞
sup
β∈J
P(|Xn(β)−X(β)| > ε) = 0 .
Then, limn→+∞ supβ∈J |E(Xn(β))− E(X(β))| = 0 if and only if {Xn(β)}n∈N,β∈J is uniformly inte-
grable.
This lemma is proved in the end of [23].
4.2.1 Coupling of random walks
The method coupling is usually used to prove the recurrence or the monotonicity of random
walks. For example, in [5], the authors coupled an excited random (ERW) walk with a simple
symmetric random walk to prove the recurrence of ERW. In [2], this method is used to prove the
monotonicity by coupling tree random walks, two biased random walks with bias respectively β
and β + ε on the Galton-Watson tree, a simple random walk with bias β on Z. In our paper, to
prove the monotonicity of the speed on [β0, 1] we need to couple the random walk Y of bias β0
with the m-ERW Y of bias β where β > β0.
Let a probability space:
Ω = (Zd−1)Z × ({0, 1}3)Z
endowed the product σ-algebra F and the product probability
P = qZ ⊗ pZ
where
• q is the law of the increments of Z i.e. for e ∈ Zd−1 then q(e) = 1
2d
if |e| = 1 and q(e) = 0 if
e = 0,
• For (x, y, z) ∈ {0, 1}3, let pxyz = p[(x, y, z)] such that:
p111 =
1
2
, p011 =
β0
2
, p001 =
β − β0
2
, p000 =
1− β
2
and for the other casespxyz = 0.(25)
Now, we take ω = (u, v, l, h) ∈ Ω with u ∈ (Zd−1)Z, (v, l, h) ∈ ({0, 1}3)Z. Let (θn)n∈Z be the
canonical shift on Ω and (In, ξn, ζn, ζn)n∈Z be the canonical process:
In(ω) = un ∈ Zd−1 , ξn(ω) = vn ∈ {0, 1} , ζn(ω) = ln ∈ {0, 1} , ζn(ω) = hn ∈ {0, 1} .
Define Z as follows:
(26) Zn =


I1 + I2 + ... + In, n > 1,
0, n = 0,
−(In+1 + ...+ I0), n 6 −1
then (Zn)n∈Z is a symmetric simple random walk on Zd−1 such that Z0 = 0, a.s. and it does not
move at every site with probability 1
d
, it jumps from a site to every next site with probability
1
2d
. Let ηi := 1Zi=Zi+1. By the construction above (ηi)i>0,(ξi)i>0, (ζi)i>0 and (ζ i)i>0 such that
the random vectors of the sequence ((ηi, ξi, ζi, ζ i))i∈Z are independent, two sequences (ηi)i∈Z and
((ξi, ζi, ζi))i∈Z are independent. On the other hand, the vector (ηi, ξi, ζi, ζ i) satisfies:
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• ηi ∼ Ber
(
1
d
)
, ξi ∼ Ber
(
1
2
)
, ζ i ∼ Ber
(
1+β0
2
)
, ζi ∼ Ber
(
1+β
2
)
and ξi 6 ζ i 6 ζi.
• P(ξi = x, ζ i = y, ζi = z) = pxyz where x, y, z ∈ {0, 1}.
Let Z(−∞,n) = {Zm, m < n}. Denote by {Zn /∈} the event {Zn /∈ Z(−∞,n)} and we say that Zn is
new. The complement of {Zn /∈} is denoted by {Zn ∈} and we say Zn is old. We then define two
random walks (Yn)n>0 and (Y n) as follows: Let (Yn)n>0 be a random walk such that Y0 = 0, a.s.,
the vertical component (Yn ·e2, Yn ·e3, ..., Yn ·ed) = Zn. Let {Yn /∈m6 } = [#{0 6 i 6 n, Yi = Yn} 6 m]
and the complement is denoted by {Yn ∈m6 }. The horizontal component Xn = Yn · e1 satisfies:
• On the event {Yn /∈m6} then En = Xn+1 −Xn = (2ζn − 1)1Zn=Zn+1 .
• On the event {Yn ∈m6 }, then En = Xn+1 −Xn = (2ξn − 1)1Zn=Zn+1.
With the construction above, (Yn) is a m−ERW with bias β. Now, we will define the random walk
(Y n). We set Y 0 = 0 a.s. The vertical component is (Y n · e2, Y n · e3, ..., Y n · ed) = Zn, n > 0. The
horizontal component is defined as follows:
• If Zn is new, set En = Xn+1 −Xn = (2ζn − 1)1Zn=Zn+1 ,
• If Zn is old, set En = Xn+1 −Xn = (2ξn − 1)1Zn=Zn+1 .
Note that Y is a random walk with stationary increments. We call this random walk by SIRW. The
coupling above implies that Xn+1−Xn 6 Xn+1−Xn. Hence if (τn)n>1 are renewal times of Y then
they are also renewal times of Y . We will use this property to prove the monotonicity of the speed
of m−ERW when m is large enough. Let D(ω) = {n ∈ Z, X(−∞,n−1](ω) < Xn(ω) 6 X[n,+∞)(ω)}
be the set of renewal times and the stationary point process N(ω, dk) =
∑
n∈Z δn(dk)1n∈D(ω). We
consider
W = {ω ∈ Ω, N(ω, (−∞, 0]) = N(ω, [0,+∞)) =∞}.
Let {τn} be the sequence of renewal times of the walk {Y n} such that −∞ < ... < τ−2 < τ−1 <
τ0 6 0 < τ1 < τ2 < ... < +∞. By the construction, {Y n} satisfies:
Y n+1 − Y n = Y 1 ◦ θn
Hence, combining with the fact that (Ω,P, θ) is ergodic then {Y n} has the speed
P− a.s., v(β) = lim
n→∞
Xn
n
=
β
d
P(Z0 /∈).
For d > 4 we have v(β) > 0, using the idea on the estimation of renewal times in [20], [21] to get
that
Lemma 4.2. Let (Y n)n∈Z be a SIRW on Zd for d > 4, with bias β ∈ (0, 1] fixed and (τk, k ∈ Z)
is the sequence of the renewal times respectively. Then, there exists C, α > 0 such that for every
n ∈ Z,
sup
k∈Z
Pβ[τk+1 − τk|G(k)0 ] 6 Ce−n
α
a.s.
In particular, for every k ∈ Z et p > 1 we have that τk <∞ p.s and Eβ [(τk+1 − τk)p] <∞.
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Set D+ = {Xn > 0 for all n > 0}, D− = {Xn < 0 for all n < 0}, D = D+ ∩ D− and θˆ = θτ .
It is similar as for simple random walk with drif β, we believe that: P(D+) = c1(β)β
2,P(D−) =
c2(β)β
2 where for some positive constants c0, c3 then c0 6 c1(β), c2(β) 6 c3. In fact, we do not use
these properties for the proof of Theorem 1.2 then we do not prove them. To prove Theorem 1.2,
we need one more lemma as follows:
Lemma 4.3. P(D) > 0 and P(W ) = 1. Under Pˆ(.) = P(.|D+, D−) i.e τ0 = 0 the sequence
{τn+1 − τn}n∈Z is stationary. Morever, the triples (Ω,P, θ) and (Ω, Pˆ, θˆ) are ergodic systems.
Proof. The random walk Y has these speeds:
v(β) = lim
n→+∞
Y n.e1
n
=
β
d
.P(Z0 /∈) > 0 and v−(β) = lim
n→−∞
Y n.e1
n
= −β
d
.P(Z0 /∈) < 0.
Using the idea in [20] we get P(D) > 0. Because Y has stationary increments, P(D) > 0 implies
that P(W ) = 1. Now, we prove the remain part of Lemma 4.3. (Ω,P, θ) is the standard ergodic
system. We will prove it also is true for (Ω, Pˆ, θˆ). First, we prove that Pˆ is invariant under θˆ. Take
any set A ⊂W . Without loss of generality, suppose that A ⊂ (0 ∈ D), then we have:
θˆ ◦ Pˆ(A) = Pˆ
(
θˆ−1A
)
=
P
(
θ−1τ1 A,D
)
P(D)
=
∑
k>1
P
(
θ−1k A, τ1 = k,D
)
P(D)
=
∑
k>1
P (A, τ−1 = −k,D)
P(D)
=
P(A)
P(D)
= Pˆ(A).
Next, we prove that for any set A ⊂ W such that θˆ−1A = A then Pˆ(A) = 0 or 1. Indeed, set
Ωˆ := (0 ∈ D) and B := A ∩ Ωˆ ⊂ W . Note that θˆ−1(Ωˆ) = W then θˆ−1A = θˆ−1B. This in turn
implies that θˆ−1B ∩ Ωˆ = θˆ−1A ∩ Ωˆ = A ∩ Ωˆ = B.
We will prove that θ1
[
θˆ−1B
]
= θˆ−1B. Using the ergodicity of (Ω,P, θ), it follows that P
(
θˆ−1B
)
= 0 or 1, and
Pˆ(A) = Pˆ(θˆ−1A) = Pˆ(θˆ−1B) =
P
(
θˆ−1B ∩ Ωˆ
)
P(Ωˆ)
= 0 or 1.
Therefore, to finish the proof we only need to prove that θ1
[
θˆ−1B
]
= θˆ−1B. Firstly, we show
that θ1
[
θˆ−1B
]
⊂ θˆ−1B. Let x ∈ θˆ−1B then θˆx ∈ B. If τ1(x) > 1, we have θˆ(θ1x) = θˆx ∈ B.
Hence θ1x ∈ θˆ−1B. If τ1(x) = 1 then θ1x = θˆx ∈ B = θˆ−1B ∩ Ωˆ. This implies θ1x ∈ θˆ−1B. It
remains to prove that θˆ−1B ⊂ θ1
[
θˆ−1B
]
. Take x ∈ θˆ−1B then x = θ1 (θ−1x) and we will prove
that θ−1x ∈ θˆ−1B ⇔ θˆ (θ−1x) ∈ B. If x ∈ Ωˆ, then θˆ (θ−1x) = x ∈ θˆ−1B ∩ Ωˆ = B. If x /∈ Ωˆ, then
θˆ (θ−1x) = θˆx ∈ B. Because that the sequence of renewal times of the random walk Y is also for
Y the m-ERW with bias β. So, the increments {Y[τn,τn+1)}n∈Z are disjoint. Hence
Xτk+1 −Xτk = Xτ1 ◦ θˆk .
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Xτk+1 −Xτk = Xτ1 ◦ θˆk .
From the equations above and using the ergodicity of (Ω, Pˆ, θˆ), we apply that Pˆ−a.s. there exist
v(β), v(m, β) > 0 such that
v(m, β) = lim
n→+∞
Xn
n
=
EˆXτ
Eˆτ
.
Note that if Xn
n
converges Pˆ − a.s. to v(m, β) then it is true for P − a.s. Indeed, there exists a
set Aˆ ⊂ D such that Pˆ(Aˆ) = 1 and for all ω ∈ Aˆ, Xn
n
(ω) converges to v. We suppose that there
exists a subset B ⊂ Ω such that θˆB ⊂ Aˆc. If P(B) > 0, by B = ⋃∞k=1(B, T = k) then there exists
k such that P(B, T = k) > 0. This implies that P[θk(B, T = k)] = P(B, T = k) > 0. On the
other hand [θk(B, T = k)] ⊂ (θˆB), so P(θˆB) > 0 and Pˆ(Aˆc) = P(Aˆc)P(D) > 0. This is contradictory
with the supposition that Pˆ(Aˆ) = 1. Therefore, P(B) = 0. Now, let B = θˆ−1(Aˆc) then B satisfies
that θˆB ⊂ Aˆc. This implies that P(B) = 0 and P(θˆ−1(Aˆ)) = 1. For all ω ∈ θˆ−1(Aˆ) then Xn
n
(θˆω)
converges to v, so Xn
n
(ω) converges to v. It means that Xn
n
converges to v almost surely under
P.
4.2.2 Girsanov’s transform
The couple (Y , Y ) takes its values in the space U = (Zd)
Z × (Zd)N. Consider U∗ = {(yi)i∈Z ×
(yj)j∈N, y0 = y0 = 0; εi, εj ∈ {−1, 1} for i ∈ N, zi = zi and εi = εi if yi ∈m6 }. Denote Pm,β0,β
the law of the couple (Y , Y ) and Pˆm,β0,β(·) = Pm,β0,β(·|D). Let y = (yi)i∈N, y = (yi)i∈Z and
z = (zi)i∈Z = (yi · e2, ..., yi · ed)i∈Z = (yi · e2, ..., yi · ed)i∈Z then
qn(m, β)(y, y) := Pm,β0,β[Y n+1 = yn+1, Yn+1 = yn+1|(Zi = zi)i<0, Y 0 = Y0 = 0, ..., Y n = yn, Yn = yn]
=
1
d
[
1 + β0
2
1zn /∈1εn=εn=1 +
β − β0
2
1zn /∈1εn=−1,εn=1 +
1
2
1zn /∈1εn=εn=−1 +
1
2
1zn∈,yn /∈m6 1εn=εn=1+
β
2
1zn∈,yn /∈m6 1εn=−1,εn=1 +
1
2
1zn∈,yn /∈m6 1εn=εn=−1 +
1
2
1yn∈m6 1εn=εn=1 +
1
2
1yn∈m6 1εn=εn=−1 +
1
2
1εn=εn=0
]
=
1
d
[
1 + β0
2
1zn /∈1εn=εn=1 +
β − β0
2
1zn /∈1εn=−1,εn=1 +
1
2
1εn=εn=−1 +
1
2
1zn∈1εn=εn=1+
β
2
1zn∈,yn /∈m6 1εn=−1,εn=1 +
1
2
1εn=εn=0
]
.
The computation above is explained as follows: for example in the case {zn /∈, εn = εn = 1} we
have ζn = 1, ζn = 1. Then probability equals p.11 = p011 + p111 =
β0
2
+ 1
2
since (25).
Moreover, the law of Y does not depend on m, β then
Pm,β0,β[Y 0 = Y0 = 0, ..., Y n = yn, Yn = yn, Y n+1 = yn+1, ..., Y n+k = yn+k|(Zi = zi)i<0]
= Pm,β0,β[Y 0 = Y0 = 0, ..., Y n = yn, Yn = yn|(Zi = zi)i<0]
× Pm,β0,β[Y n+1 = yn+1, ..., Y n+k = yn+k|(Zi = zi)i<0, Y 0 = Y0 = 0, ..., Y n = yn, Yn = yn]
= Pm,β0,β[Y 0 = Y0 = 0, ..., Y n = yn, Yn = yn|(Zi = zi)i<0]
× P1,β0,β0[Y n+1 = yn+1, ..., Y n+k = yn+k|(Zi = zi)i<0, Y 0 = Y0 = 0, ..., Y n = yn, Yn = yn].
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Therefore,
Pm,β0,β[Y 0 = Y0 = 0, ..., Y n = yn, Yn = yn, Y n+1 = yn+1, ..., Y n+k = yn+k|(Zi = zi)i<0]
P1,β0,β0[Y 0 = Y0 = 0, ..., Y n = yn, Yn = yn, Y n+1 = yn+1, ..., Y n+k = yn+k|(Zi = zi)i<0]
=
Pm,β0,β[Y 0 = Y0 = 0, ..., Y n = yn, Yn = yn|(Zi = zi)i<0]
P1,β0,β0[Y 0 = Y0 = 0, ..., Y n = yn, Yn = yn|(Zi = zi)i<0]
=
n−1∏
i=0
qi(m, β)(y, y)
qi(1, β0)(y, y)
Set
Qn(m, β) = qn(m, β)(Y , Y ),Fn = σ{(Y i)i∈Z, (Ym)06m6n},Mn(m, β) =
n−1∏
i=0
Qi(m, β)
Qi(1, β0)
.
We deduce that
dPm,β0,β
dP1,β0,β0
|Fn =Mn(m, β),
dPm,β0,β
dP1,β0,β0
|Fτ =Mτ (m, β).
We get the formula of the speed for m−excited random walk Y :
v(m, β) =
β
d
Eˆm,β0,β(N
m
τ )
Eˆm,β0,β(τ)
=
β
d
Eˆm,β0,β(N
m
τ )
Eˆ1,β0,β0(τ)
,
∂v
∂β
(m, β) =
1
d
Eˆ1,β0(N
m
τ Mτ (m, β))
Eˆ1,β0τ
+
β
d
Eˆ1,β0(N
m
τ Mτ (m, β)Vτ(m, β))
Eˆ1,β0τ
.
where
Vτ (m, β) =
∂
∂β
Mτ (m, β)
Mτ (m, β)
.
Taking m→∞, by Lemma 4.1 we get that ∂v
∂β
(m, β) converges to 1
d
uniformly in β ∈ [β0, 1] when
m tends to infinity. This finishes the proof of Theorem.
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