Abstract. The paper deals with the following inverse perturbation problem for the linear system A T Ax = b: assuming that there exist two (possibly different) perturbations Ei and E2 of A so that (A + E2) T (A + E\)y = b, we ask whether there is a single perturbation F of A so that (A + F) r {A + F)y = b. We consider only small relative normwise perturbations of A. It is shown that if y T b > 0 and a>(y) -^j^Jj^2 is small, then our problem has a solution. Some practical upper and lower error bounds for the structured backward error are also given.
Introduction
Let y € R" be an approximate solution y to the linear system A T Ax = b for a given matrix A 6 R mx ", m > n, and a nonzero vector b G M n . Assume that the matrix A has full column rank (i.e. rank(A) = n) and y is the exact solution to
(1) (A + E2) T (A + E1)y = b, ||Ei||F<u c(m,n) ||A||F, ¿ = 1,2,
where c(m,n) is a modest constant (throughout this paper Q = Ci(m,n) will denote small constants related to the dimension of the problem) and u is the machine precision (round-off unit).
The question now arises whether y satisfying (1) can also satisfy a slightly perturbed linear system i.e. whether y is also a solution to the system (1) with a small structured backward error.
There are different definitions of structured backward errors depending on the choice of matrix-vector norms and the way of measuring perturbations in A and B. For example, V. Fraysse at al. [2] - [3] define the structured backward error by (4) V SM = min {: Ji-guang Sun [4] considers more general case allowing perturbations also in the right-hand side B. In such a case the structured backward error RJS(Y) is defined as (see [4] )
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: (A + FY(A + F)Y = B + H F IF VS,O(Y) (OR VS{Y)
) is a small multiple of u then we call Y a STRUCTURED BACKWARD STABLE solution to A T AX = B with respect to data A (or data A and b). Notice that the structured backward stability depends also on vector y, and not only on matrix A. obtains the first order approximation P S (Y) to 775 (y): However, it is not a trivial task to compute (5) or (7), especially for large sparse matrices.
Clearly, R]S{Y) < T]S,O(Y)-
Notice that the problem A T AX = B is a special case of a general problem This is the augmented system formulation (ASF) of two important optimization problems. If b -0 then (8) represents the linear least squares problem (LS), and c = 0 implies the problem A T Ax = b. In this paper we restrict our attention only to the problem A T Ax = b. The paper is organized as follows. Section 2 contains some practical error bounds for the structured backward error T]sfl(y)-In Section 3 we will look more closely at structured backward stability of algorithms. Section 4 presents some numerical tests to illustrate the theory.
Error bounds for 7]s t o{y)
First we give the lower bound for the structured backward error ris,o(y) in the form of the following lemma:
Notice that
From this and (10) we get (9), which completes the proof.
• Now we give the upper bound on r)sfl(y). Our result extends the results of V. Fraysse at al. [3] for square complex matrices. 
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Proof. Let F = (Ay)z T . This transforms equation (A + F) T (A + F)y = b to
where I n G M TlX " denotes the identity matrix. One may now verify that equation (13) is satisfied for 2 defined as below:
Hence, taking norms, we obtain which completes the proof.
• REMARK 2.1. Notice that a(y) < fi(y). It follows from the equality
where z is defined in (14). By Cauchy's inequality, we have \y T z\ < ||y||2||z||2, so a(y) < ¡3(y). From Lemmas 2.1 and 2.2 it follows that if y T b > 0 then the structured backward error r]s,o(y) defined by (6) is bounded as follows (15) a(y) < 775,0(2/) < P{y).
Structured backward stability
Now we can formulate criteria for y satisfying (1) to be a structured backward stable solution to A T Ax = b. We begin with the following lemma: < uc(m,n)u>(y) [2 + uc(m,n) 
Consequently, from (16) we obtain the inequality |5| < 2.1 uc{m,n)uj(y It follows from (18) that = 1 + A, hence
Using (16) and (18) 
Then there exists a vector h eff 1 such that (22) (A + E1) T (A + E1)y = b + h,
where u> is defined in (17) and
Moreover, if u c(m,n)u(y) < 0.1 then ||/i ||2 < u 2.2 7(y) ||6||2.
Proof. Define E = E\ -E2 and rewrite (21) as follows ((A + E1)-E) T (A + E1)y = b.
Let h = E T (A + EI)y. Then (22) holds and
Notice that ||£|| F < ||£i|| f + \\E 2 \\ F < u2||j4|| f and + EJyfo < \\Ay\\ 2 + \\E x y\\ 2 < \\Ay\\ 2 (1 + uc( mi n)w(y)).
Now it is evident that (23) holds and it completes the proof.
• If we write y as y = A^Ay, then bh < ll^lhllAyh-Prom the above inequality and (17) we obtain the inequality
Clearly, if matrix A is well-conditioned in the sense of k 2 (A) being small, then also uj(y) is bound to be small. We see that if a(y) is large with respect to the machine precision u then y is not a backward stable solution to the linear system A T Ax = b. On the other hand, if (3{y) or 117(y) are of O(u) then y is a backward stable solution. Observe that it is easy to compute a(y), 0(y), 7(y) and u>(y), so we have some practical criteria in the assessment of the stability of the solution.
Notice that if the assumptions of Theorem 3.1 hold then a(y) is of order u. More precisely, 
Numerical experiments
To illustrate our theoretical results of the previous sections we present numerical tests carried out in MATLAB, version 6. 5.0.180913a (R13) with unit roundoff u « 2.2 • 10 -16 in IEEE double precision. We used two test matrices: 1. A is a n x n Pascal matrix defined by The MATLAB command randn(m,n) produces a random m x n matrix. The command randn('state' ,0) is used to reset the random number generator to its initial state. The vector y_chol is computed from the Cholesky factorization of A T A (by the MATLAB command chol), and then by solving two triangular linear systems.The vector y_qr is computed from the Q-R decomposition of A (by the Householder method).
Here we present the computational results. We computed oj(y) from (17), a(y) from (9), (3(y) from (11), and 7(y) from (24). The vector A T Ay was obtained from the MATLAB command A ' * (A*y). We see that all solutions y_rand, y_chol and y_qr are structured backward stable. Now we give the results for the same matrix A and a different vector y. In order to make oj(y) large we applied the SVD decomposition of A (A = USV T ) and the last column of V was taken as a vector y. More precisely, the vector b was generated with the following MATLAB code:
[U,S,V]=svd(A,0); v_n =V(:,n); '/, The last column of V b=A'*(A*v_n);
The results are listed in Table 2 . We see from Table 2 that the vector y_chol (from the Cholesky factorization) is structured backward unstable. However, the estimations of the structured backward errors by 0{y_qr) and 7{y_qr) are pessimistic and we are not able to give any conclusion about structured stability in this case.
Unfortunately, the Cholesky method of solving A T Ax = b, although fast, is not recommended for ill conditioned matrices. The computed cross product A T A in floating point arithmetic can be singular. An alternative method is the Householder Q-R factorization algorithm which has excellent numerical properties and in this case the computed solution y_qr satisfies (1) (see [1] ). 1.06e + 1 1.07e + 1 1.33e -8 9.78e -8 1.59e-7
1.74e + 2 1.76e + 2 6.15e-9 3.12e-6 2.62e -6 3.54e + 3 3.57e + 3 5.82e -9 8.18e -6 5.33e -5 8.54e + 4 8.65e + 4 3.40e -10 8.32e -4 1.79e -5
2.45e + 6 2.48e + 6 5.52e -10 2.33e -2 6.38e -7
To conclude, in the case when u>(y) is large, i.e. understood to be of 0(/i2(vl)), our upper bounds for the structured backward errors could be weak. However, in certain situations such estimates can prove to be quite useful. 
