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Hyperuniform systems, which include crystals, quasicrystals and special disordered systems, have
attracted considerable recent attention, but rigorous analyses of the hyperuniformity of quasicrystals
have been lacking because the support of the spectral intensity is dense and discontinuous. We
employ the integrated spectral intensity, Z(k), to quantitatively characterize the hyperuniformity
of quasicrystalline point sets generated by projection methods. The scaling of Z(k) as k tends to
zero is computed for one-dimensional quasicrystals and shown to be consistent with independent
calculations of the variance, σ2(R), in the number of points contained in an interval of length 2R.
We find that one-dimensional quasicrystals produced by projection from a two-dimensional lattice
onto a line of slope 1/τ fall into distinct classes determined by the width of the projection window.
For a countable dense set of widths, Z(k) ∼ k4; for all others, Z(k) ∼ k2. This distinction suggests
that measures of hyperuniformity define new classes of quasicrystals in higher dimensions as well.
I. INTRODUCTION
Hyperuniform many-particle systems have density
fluctuations that are anomalously suppressed at long
wavelengths compared to the fluctuations in typical
disordered point configurations, such as atomic po-
sitions in ideal gases, liquids and glasses. For dis-
ordered systems, a hyperuniform many-particle sys-
tem in d-dimensional Euclidean space Rd is one in
which the structure factor S(k) tends to zero as the
wavenumber k ≡ |k| tends to zero [1]; i.e.,
lim
|k|→0
S(k) = 0. (1)
Equivalently, it is one in which the local number
variance of particles within a spherical observation
window of radius R, denoted by σ2(R), grows as
Rν in the large-R limit with ν < d in d dimen-
sions. Typical disordered systems, such as liquids
and structural glasses, have the standard volume
scaling σ2(R) ∼ Rd. By contrast, for perfect crys-
tals the variance grows only like the surface area
σ2(R) ∼ Rd−1, making them hyperuniform [1, 2].
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There are various classes of disordered particle con-
figurations that are hyperuniform, and their novel
structural and physical properties have received con-
siderable recent attention [3–9]. Numerical calcula-
tions have also demonstrated that certain quasicrys-
talline point sets have σ2(R) ∼ Rd−1 and hence are
hyperuniform [2, 4]. It is also known that other
one-dimensional quasicrystalline point sets, while
still hyperuniform, show a logarithmic growth in
σ2(R) [10–12]. For quasicrystalline systems, how-
ever, Eq. (1) requires reconsideration because S(k)
is everywhere discontinuous, being comprised of a
dense set of Bragg peaks [13].
There is a deep connection between the scaling of
the local number variance σ2(R) and the behavior
of S(k) for small |k| [1]. For a general point config-
uration with a well-defined average number density,
σ2(R) is determined entirely by pair correlations and
can be expressed in terms of S(k) and the Fourier
transform µ˜(k;R) of a uniform density sphere of ra-
dius R:
σ2(R) = ρv1(R)
[
1
(2pi)d
∫
Rd
S(k)µ˜(k;R)dk
]
(2)
with
µ˜(k;R) = 2dpid/2Γ(1 + d/2)
[Jd/2(kR)]
2
kd
, (3)
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2where ρ is the density, v1(R) = pi
d/2Rd/Γ(1 + d/2)
is the volume of a d-dimensional spherical window,
the wavenumber k is the magnitude of k, and Jν(x)
is the Bessel function of order ν.
In cases where the structure factor goes to zero
continuously as
S(k) ∼ kα (α > 0) , (4)
it follows from Eq. (2) that the number variance has
the following large-R asymptotic scaling [1, 2, 14]:
σ2(R) ∼
 R
d−1, α > 1
Rd−1 lnR, α = 1
Rd−α, α < 1
R→∞ . (5)
We use the term strongly hyperuniform to refer to
systems exhibiting the minimal variance scaling ex-
ponent ν = d− 1.
Perfect crystals with a finite basis have S(k) = 0
for all k smaller than the first Bragg peak in re-
ciprocal space, which may be interpreted as corre-
sponding to the limit α → ∞. Maximally random
jammed (MRJ) sphere packings [15], as well as the
ground states of free fermions [16] and of superfulid
helium [17, 18], have α = 1; one-component plasmas
and randomly perturbed lattices have α = 2; and
certain classical potential energy functions possess-
ing disordered ground states can be tuned so that
α can take any positive value [14, 19]. Note that
Eqs. (1) and (4) assume that the magnitude of the
structure factor as the wavenumber goes to zero is
independent of the wave vector direction. This stan-
dard definition of hyperuniformity has recently been
generalized to account for anisotropic spectral func-
tions [20]. One advantage of the reciprocal-space
hyperunformity definition is that it is a property of
the point set itself, whereas the behavior of σ2(R) for
large R can depend on the choice of window shape
[21].
A challenge in interpreting Eq. (4) arises for cases
in which the structure factor is discontinuous with
dense support or strongly singular for arbitrarily
small k. Well-known examples are quasicrystals and
incommensurate crystals, for which S(k) consists of
a dense set of Bragg peaks separated by gaps of
arbitrarily small size [13]. For example, for one-
dimensional (1D) quasicrystals, S(k) consists of δ-
functions at k = 2pi(p + qτ)/` for all integers p and
q and an irrational value of τ , with ` being the aver-
age spacing between points. This means that there
are peaks arbitrarily close to k = 0, and a new,
robust criterion to identify and characterize hyper-
uniformity in such systems is required.
In this paper, we identify an improved hyperuni-
formity criterion that matches the earlier definitions
for crystals and systems with continuous S(k) but
also serves to characterize quasicrystals and other
structures with discontinuous S(k). The new metric
arises from the simple observation that Eq. (2) has,
after integration by parts, the alternative represen-
tation
σ2(R) = −ρv1(R)
[
1
(2pi)d
∫ ∞
0
Z(k)
∂µ˜(k;R)
∂k
dk
]
,
(6)
where
Z(k) =
∫ k
0
S(q)sd q
d−1dq (7)
is the integrated or cumulative intensity function
within a sphere of radius k of the origin in reciprocal
space, and sd = d pi
d/2/Γ(1+d/2) is the surface area
of a d-dimensional sphere of unit radius. For simplic-
ity, we have assumed here an isotropic system, but
this restriction is easily relaxed.
The fact that the cumulative intensity function
Z(k) is smoother than S(k) can be exploited to ex-
tract the value of α appearing in Eq. (5), even when
S(k) consists of dense Bragg peaks. As we shall see
below, for quasicrystals Z(k) is a monotonic function
with the property
c−kα+1 < Z(k) < c+kα+1 (8)
for some constants c− and c+, some value of α, and
sufficiently small k. As shorthand for this condition,
we say
Z(k) ∼ kα+1 as k → 0 (9)
though, strictly speaking, the limit may not exist
because Z(k) is an oscillatory function of log(k). As
before, hyperuniformity corresponds to α > 0. The
value of α obviously agrees with the previous def-
inition for cases where S(k) is a smooth function,
since the former is obtained by differentiating the
cumulative intensity Z(k) with respect to k.
In the remainder of this paper, we focus exclu-
sively on one-dimensional quasicrystals produced via
the standard projection method, in which a subset of
points of a two-dimensional lattice is projected onto
a line whose slope is incommensurate with that lat-
tice. We show here that extracting α from Z(k) leads
to values consistent with Eq. (5) for quasicrystalline
point sets. Because the original lattice, being a crys-
tal, is strongly hyperuniform and the subset is deter-
mined by taking all points within a uniform width
strip parallel to the projection line, one might intu-
itively expect the values of α for the resulting qua-
sicrystal to correspond to strong hyperuniformity as
well. We find, however, that there are two classes of
quasicrystals with different values of α, one of which
3does not conform to the expectation of strong hype-
runiformity.
We note that there are also 1D structures with
more exotic forms of Z(k) than those treated here,
such as tilings produced by projections from higher
dimensions or by substitution rules. The latter will
be addressed in a separate publication.
II. QUASICRYSTALS GENERATED BY
PROJECTION
We consider point sets obtained from projection
of a subset points of 2D square lattice onto a line
of slope 1/τ , called the physical space. The points
selected for projection are those whose orthogonal
projections onto the perp-space, the orthogonal com-
plement of the physical space, lie within a fixed seg-
ment of length w. In other words, the lattice points
chosen for projection lie within an infinite strip of
width w oriented parallel to the physical space, as
shown in Fig. 1. For technical reasons, we special-
ize to the case τ =
(
1 +
√
5
)
/2, the golden ratio.
We refer to the projected point sets as “Fibonacci
quasicrystals.” The generalization to τ of the form(
m+
√
m2 + 4
)
/2 for any integer m is straightfor-
ward.
A. Z(k) and the scaling exponent α
We begin by computing the structure factor S(k)
for the projected tiling. It is convenient to de-
fine a dimensionless measure, ω, of the width of
the projection strip by setting the width w equal
to a τ ω/
√
1 + τ2, where a is the lattice constant of
the 2D lattice. The calculation, explained in Ap-
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FIG. 1. Projection of lattice points to create the 1D
point set of interest. The red dots lie in the physical
space X.
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FIG. 2. Scaling classes in reciprocal space for the Fi-
bonacci projection tilings. Each large gray dot belongs
to a distinct scaling class labeled by pq, with κpq be-
ing the wavenumber of the element of that class lying
between 2pi/a and 2piτ/a (dashed lines).
pendix A, yields the following result:
S(kpq) = C
′
 (p+ qτ) sin
[
piω
(
p− p+qτ1+τ2
)]
p2 − q2 + p q
2 ,
(10)
where C ′ is a constant independent of p and q.
For notational convenience, we define
kpq ≡ 2pi(p+ qτ)
a
√
1 + τ2
(11)
and
Ipq ≡ |p2 − q2 + p q| . (12)
Multiplication of kpq by 1/τ yields kp′q′ with p
′ = q−
p and q′ = p. Under this operation, Ipq is invariant,
so we can organize the peaks into sequences with
simple scaling properties in the low-k limit.
Let kn denote the scaling sequence kpq/τ
n where
n = 0, 1, 2, . . ., and note that the region 2pi/a ≤
kpq < 2piτ/a contains exactly one peak in each scal-
ing sequence. We let κpq designate these peak posi-
tions, as shown in Fig. 2.
To extract the behavior of S(k) for a given scaling
sequence, care must be taken with the argument of
the sine function in Eq. (10). We refer to windows
corresponding to choices of ω of the form i + j/τ
with integer i and j as “ideal windows.” For an
ideal window, the argument of the sine can then be
written as
pi
(
ip− jq +
[
j
τ
− ω
1 + τ2
]
pq
)
, (13)
4where pq ≡ p + qτ (which is proportional to kpq),
and we have used the identity (j/τ)p = (j/τ)pq −
jq. The integer multiples of pi have no effect on the
magnitude of the sine, so we may rewrite Eq. (10)
as
S(kpq) =
C ′
I2pq
(
pq sin
[
pipq
(
j
τ
− ω
1 + τ2
)])2
.
(14)
For any given j and ω, the argument of the sine
in Eq. (14) approaches zero as pq approaches zero,
and the peak intensities scale like 4pq, or k
4
n. As
one might expect, for larger strip widths (larger ω),
the quartic scaling sets in at smaller values of kn
because the density of the system is larger and the
entire spectrum is compressed. More surprisingly,
the crossover from quadratic to quartic scaling can
set in at very different values of kn for strips of nearly
equal width due to the fact that expressing ω in
terms of i and j may require vastly different values
of j. Figures 3(a) and (b) show examples of S(k) for
ω = 1+1/τ = 1.61803 . . . and 9−12/τ = 1.58359 . . .,
with intensities determined from Eq. (10).
If ω is a real number not of the form i + j/τ ,
closer approximations of ω require ever larger values
of j, making j effectively infinite. Thus jpq is never
small, and the sine function continues to oscillate as
kn approaches zero. The crossover to quartic scaling
never occurs, and the scaling is determined only by
the factor of pq outside the sine function, leading to
S(k) ∼ k2n. An example is shown in Fig. 3(c), where
ω = τ/2.
To compute α, the hyperuniformity scaling expo-
nent defined by Eq. (9), we need to show that Z(k)
is bounded both above and below by functions of
the form c± k1+α for small k. Within a scaling se-
quence labeled “pq”, the Bragg peak intensities at
kn = κpq/τ
n scale as (1/I2pq)k
γ
n for sufficiently large
n, where γ is the exponent characterizing the enve-
lope of S(k). The largest kn that is smaller than k
corresponds to n ≡ npq = dln(κpq/k)/ ln τe, where
dxe is the smallest integer greater than x. To get
Z(k), we must sum the intensities of all peaks with
n ≥ npq in each scaling sequence.
We first treat the case of ideal windows: ω =
i + j/τ . Here the argument of the sine in Eq. (14)
approaches zero for large n for any given j and ω.
Thus the sine function differs from its argument only
by terms of order 2pq. Recall that γ = 4 for this case.
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FIG. 3. Scaling of S(k) at small k for Fibonacci pro-
jection tilings constructed from different window widths.
The scaling sequence associated with a 15 smallest values
of the invariant Ipq are shown, each in a different color.
Black and gray lines have slope 4 and 2, respectively. (a)
The canonical case ω = 1 + 1/τ . (b) ω = 9 − 12/τ . (c)
ω = τ/2, for which the window is not ideal.
We have
Z(k) = C ′′
∑
pq
∞∑
n=npq
1
I2pq
(
κγpq
τγn
)
+O(τ−2γnpq )
−−−−−−→
large npq
C ′′
(
1
1− 1/τγ
)∑
pq
1
I2pq
( κpq
τnpq
)γ
< C ′′
(
kγ
1− 1/τγ
)∑
pq
1
I2pq
, (15)
where the sums over pq are taken over the distinct
scaling classes and
C ′′ = C ′pi
(
j
τ
− ω
1 + τ2
)
. (16)
The inequality in the last line of Eq. (15) is due to
the fact that κpq/τ
npq < k, with the possible ex-
ception of a single point if k = κpq for some pq.
For the gray dots in Fig. 2, we have q ≈ −pτ
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FIG. 4. Behavior of Z(k) for a Fibonacci projection
tiling computed by direct summation of the peak intensi-
ties in Fig. 3(b) . Dashed lines indicate predicted upper
and lower bounds with c+ = 0.6 and c− = 0.6τ−4. The
curve lies within these bounds for sufficiently small k.
The scaling exponent γ = 4 is in the strongly hyperuni-
form range.
for large p and hence Ipq ∼ 2τp2, so the sum
over pq class invariants converges. Thus we have
shown that Z(k) is bounded above by c+k
γ , with
c+ = C
′(1−1/τγ)−1∑ I−2pq . Noting that k/τ < κpq,
the same reasoning applies but now with the inequal-
ity reversed and an additional factor of τ−γ on the
right hand side, establishing that Z(k) is bounded
below by c−kγ , with c− = c+/τγ . Figure 4 shows
Z(k) and the derived upper and lower bounds for
the system of Fig. 3(b).
For non-ideal ω, the argument of the sine in
Eq. (10) approaches pnpiω for large n, which does
not converge to zero. Recall that γ = 2 for this
case. An upper bound on Z(k) is easily obtained by
setting the sine to unity, immediately yielding
Z(k) < C ′
∑
pq
∞∑
n=npq
1
I2pq
(
κγpq
τγn
)
< C ′
(
kγ
1− 1/τγ
)∑
pq
1
I2pq
, (17)
The lower bound is more difficult to establish be-
cause the sine jumps erratically with n and can take
on values arbitrarily close to zero for some terms.
When ω is a rational multiple of some i + j/τ , the
values of the sine in any given scaling sequence con-
verge to a periodic variation with n, as is readily vis-
ible in Fig. 3(c). In such cases, one can always iden-
tify subsequences of the scaling sequence for which
the sum entering Z(k) scales like kγ , which is suffi-
cient to establish that the full Z(k) must scale like
kγ and, in fact, the above derivation of c− provides
a tighter bound. When ω is not rationally related to
any number of the form i+ j/τ , this argument can-
not be applied, and we do not have a rigorous proof
of the lower bound. Numerical evidence strongly
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FIG. 5. Behavior of Z(k) for a Fibonacci projection
tiling computed by direct summation of the intensities of
the 15 strongest scaling sequences for ω =
√
2. Dashed
lines indicate derived upper bound and apparent lower
bound with exponent γ = 2. Note that this exponent
is smaller than that of Fig. 4 and is not correspond to
strong hyperuniformity.
suggests, however, that there is such a bound. An
example is shown in Fig. 5.
We have thus established that Z(k) scales like kγ
for sufficiently small k. For the case of generic win-
dow width (γ = 2), this gives α = 1, while for ideal
windows (γ = 4) we have α = 3.
B. Calculation of the number variance σ2(R)
For quasiperiodic 1D sequences, the distribution
of the numbers of points within segments of a given
finite length has been studied extensively as a topic
in discrepancy theory [10, 22, 23]. The results re-
ported here, together with Appendices B and C,
are consistent with previously obtained results for
closely related sequences.
We show here that the values of α we have ob-
tained are consistent with direct calculations of
σ2(R). For ω of the form i+j/τ , σ2(R) can be com-
puted analytically for all R. For the generic case,
we develop a double sum over hyperlattice recipro-
cal space vectors that can be numerically evaluated.
The calculations of σ2(R) apply to projections onto
a line of arbitrary slope. Our treatment here is gen-
eral, so we use the symbol β, with the Fibonacci case
corresponding to β = τ .
When ω is of the form i + j/β and the projec-
tion strip is positioned such that its lower bound-
ary passes through the origin of the 2D lattice, the
width of the projection strip w is such that the upper
boundary also passes through some lattice point v.
The lower boundary is assumed to be closed, while
the upper boundary is taken to be open. Thus, as
the strip is shifted in the perp-space direction by
small amounts, exactly one of these two points is in-
cluded in the projected set. For any 1D lattice of
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FIG. 6. The analytically computed number variance for
the canonical Fibonacci point set. The dotted (red) line
shows the upper bound of exactly 1/4.
points generated by v, exactly one of these points
will be included in the projected set.
Consider now a rectangular portion of the strip of
length R, with R  v‖, the physical space compo-
nent of v. As the rectangle is moved in the plane,
any change in the number of points it covers must
be due to points entering or leaving near the ends of
the rectangle in the physical space. As explained in
detail in Appendix B, this permits the development
of an exact analytic expression for σ2(R). The re-
sult is that σ2(R) is a piecewise quadratic function
that is bounded by zero from below and a constant
of order unity from above. Figure 6 shows an exam-
ple for β = τ . The scaling law for σ2(R) is therefore
trivial:
σ2(R) ∼ R0 , (18)
a result that is nicely consistent with Eq. (5) and
the above result α = 3.
When ω is not of the form i + j/β, the above
reasoning breaks down, and shifts in the position of
the rectangle allow points to enter and leave asyn-
chronously all along the length of the edges aligned
with the physical space direction. In this case, it is
convenient to use an expression for σ2(R) involving a
double sum over vectors of the 2D reciprocal space
lattice, which must then be evaluated numerically.
The procedure is described in detail in Appendix C.
We find that the sum converges slowly; we must in-
clude more than 104 terms in each of the sums in
Eq. (C6) to obtain accurate results. The calculation
clearly shows, however, that σ2(R) increases loga-
rithmically with R. This again is consistent with
Eq. (5) and the above result α = 1.
III. DISCUSSION
Our study of projected quasicrystalline point sets
has both formal and practical implications. One key
result is the identification of the integrated spectral
density Z(k), rather than S(k) or its envelope, as
the quantity whose scaling behavior near k = 0 de-
termines the degree of hyperuniformity as measured
by the scaling exponent α. The relation Z ∼ k1+α
applies to quasicrystals as well as all previously stud-
ied structures. Further, we find that the value of α
for an important class of projected 1D quasicrystals
depends on the width of the projection strip. For
“ideal” strips, we have α = 3, while for non-ideal
ones, α = 1. This observation establishes a new dis-
tinction between two classes of quasicrystalline point
sets.
Previous work established the connection between
α and the number variance scaling exponent ν. In
one dimension, ν = 1 for all α > 1, but for α = 1
there is a logarithmic correction to σ2(R). Our re-
sults confirm this connection for quasicrystals, with
α determined from Z(k). Thus the difference in α
between ideal (α = 3) and non-ideal strips (α = 1)
has clearly observable consequences in the scaling of
the number variance, suggesting that other physical
properties may be differ between as well. It would be
interesting to study the nature of eigenstates or nor-
mal modes in these different classes of quasiperiodic
structures.
The present paper deals only with 1D quasicrys-
tals projected from a 2D Bravais lattice. Two types
of generalization are straightforward. First, one can
decorate the hyperlattice unit cell with an arbitrary
set of basis points without affecting α or ν. The
decoration simply introduces a form factor in the
Fourier transform of the hyperlattice, which mod-
ulates S(k) but cannot change the scaling of Z(k)
as k → 0, and it remains true that for the ideal
case nearby points synchronously enter and leave the
strip as it is shifted in the perp-space direction, im-
plying that ν is not affected. Second, one can gen-
eralize the projection method to allow for “curved
atomic surfaces.” Here each point in the hyperlat-
tice is replaced by a surface (a curve when the perp-
space is one-dimensional) and, rather than project-
ing the points within a strip, one takes the points
where each curve intersects the physical space. (See
Fig. 7.) In this case, the spacings between successive
points generically take an infinite number of values
rather than just two. However, if the perp-space dis-
tance between the curve’s endpoints is kept fixed, ν
will not be affected by curvature in the segment; the
number of points in a given interval of length 2R is
the same as for the ordinary projected quasicrystal,
with the possible exception of a bounded number of
points at each end of that interval.
Other generalizations, including 1D quasicrystals
projected from hyperlattices with dimension greater
than 2 and higher-dimensional quasicrystals require
further analysis. Though some attention has been
given to distinctions between structure factors of
7�⊥ �||
FIG. 7. A quasicrystal generated as a cut through a
hyperlattice of curved atomic surfaces. The red points
are the intersections of the curves and the physical line.
quasicrystals formed by decorations of the hyperlat-
tice and decorations of tiles in physical space [24, 25],
we are not aware of any detailed studies of struc-
tures generated by non-ideal windows. One may
expect the distinction between ideal and non-ideal
strip widths to arise in higher dimensions as well,
but the calculations of α involve subtle effects that
we have not yet addressed.
Finally, we note that ideal projected quasicrystals
can be generated by substitution rules rather than
projection [26], which allows for a direct calculation
of scaling exponents based only on the self-similarity
of the structure. This approach can be generalized
to substitution rules that yield qualitatively differ-
ent types of spectra, including singular continuous
and limit-periodic cases. [12, 27, 28] Our analysis
of the scaling of Z(k) and the hyperuniformity (or
lack thereof) in 1D substitution sequences will be
the subject of a future paper.
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Appendix A: Calculation of S(k) for Fibonacci
projection tilings
We wish to compute the structure factor S(k) for
a density consisting of a set of δ-functions located at
positions of the points on the physical line formed by
projection of the subset of 2D lattice points that lie
in a strip of width w that is oriented with slope 1/τ .
For any irrational τ , S(k) can be obtained simply as
the square of a convolution of the Fourier transform
of the 2D lattice with the Fourier transform of Θ(x),
where Θ(x) = 1 for x in the strip and 0 otherwise.
The transform of the lattice is, trivially, a set of δ-
functions at positions (2pi/a)(qkˆx+pkˆy), with p, q ∈
Z, where kˆx and kˆy are the standard, orthogonal
unit vectors in the lattice directions. Rewriting kˆx
and kˆy in terms of unit vectors in the physical space
and perp-space directions, k‖ and k⊥, we have
k‖(p, q) =
2pi(p+ qτ)
a
√
1 + τ2
; k⊥(p, q) =
2pi(pτ − q)
a
√
1 + τ2
.
(A1)
For notational convenience, we define kpq ≡ k‖(p, q).
The transform of Θ(x) is proportional to
δ(k‖) sin(k⊥w/2)/(k⊥w/2). Convolving this func-
tion with the transform of the lattice and squaring
to get peak intensities yields
S(kpq) = C
(
sin(w k⊥(p, q)/2)
k⊥(p, q)
)2
(A2)
where C is a constant. Using the identities
aτ√
1 + τ2
k⊥(p, q) = 2pip− a√
1 + τ2
kpq (A3)
and
kpqk⊥(p, q) =
(2pi)2τ
a2(1 + τ2)
(p2 − q2 + p q) , (A4)
and defining ω such that
w =
aτ√
1 + τ2
ω , (A5)
we find
S(kpq) = C
′
 (p+ qτ) sin
[
piω
(
p− p+qτ1+τ2
)]
p2 − q2 + p q
2 .
(A6)
Appendix B: Calculations of σ2(R) for ideal
windows
Let Q be the set of lattice points of a 2D square
lattice with unit lattice constant; let X be a line
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FIG. 8. Overlap areas for calculation of variances. (a)
A portion of the projection strip showing one position
of the window of length R. (b) A view of one corner of
the window. The dashed region indicates where window
corner A must lie in order for the marked gray point
to be the leftmost point in the window. Exactly one
of the doubly circled sites must be in the window for
all positions of A within the dashed region. (c) The
region in which the window corner B must lie in order
for the marked gray point to be the rightmost point in
the window. Exactly one of the doubly circled sites must
be in the window for all positions of A within the dashed
region. (d) The overlapping regions that determine the
variance in the number of points within a finite strip.
The vector shown represents the relative displacement
of B with respect to A modulo the lattice constant in
both the horizontal and vertical directions. The numbers
indicate the increasing number of points included in the
strip for different locations of B.
through the origin with slope 1/β; and let W be a
linear strip of width w having X as its lower (closed)
boundary, where w is chosen such that the upper
(open) boundary of W passes through the lattice
point (−1, 1); i.e., w = (1 + β)/
√
1 + β2. Define e‖
and e⊥ as the unit vectors along X and orthogonal
to X, respectively. Note that w = (−1, 1) · e⊥. The
set of points in X is obtained by projecting all of
the points in Q that lie within W orthogonally onto
X. (See Fig. 1.) In other words, the set of points of
interest is {(x · e‖)e‖ | 0 ≤ x · e⊥ < w, x ∈ Q}.
We wish to compute the variance σ2(R) in the
number of points on X covered by a line segment of
length 2R for random locations of the left endpoint
of the segment along X. We assume for now that
β is an irrational number. Our strategy is based on
the geometry illustrated in Fig. 8. Panel (a) shows
the projection stripW and a finite portion of length
2R having corners A and B. We refer to this rect-
angle as W . Panel (b) show the region surrounding
A. As W moves along W, the position of A within
the unit cell uniformly covers the unit cell. If A
lies anywhere within the dashed region, the point
marked with a gray disk will be the leftmost point
covered by W . Similarly, panel (c) shows the region
in which B must lie in order for the gray point to be
the rightmost one in W . In both cases, the number
of points within W remains fixed for all locations of
A (or B) within the dashed region, with the possible
exception of points at the other end of W ; exactly
one of the doubly circled pair of points must be in-
cluded and similarly for all other pairs separated by
the diagonal of the unit cell along the length of W .
Panel (d) shows the basis for the calculation of the
variance for a given R. The jagged lines demarcate
regions with different numbers of points included in
W as B is moved while A is held fixed. The “0” re-
gion is a reference for computing the variance, as we
are not interested in the absolute number of points
in W . We refer to the region labeled by n as Bn.
Let r(R) be the displacement of B from A modulo
the basis vectors of the 2D lattice, indicated by an
arrow in the figure:
r =
({2R e‖,x}, {2R e‖,y}) , (B1)
where {·} indicates the fractional part. A copy of the
dashed region in Fig. 8(b) is placed with its vertex at
the base of the arrow, as shown in gray. We refer to
this region as AR. Note that AR exactly spans one
unit cell of the lattice, and that all points within it
correspond to one particular point being the leftmost
in W .
A point within the gray region in Fig. 8(d) rep-
resents a possible location of A, and the region it
falls in gives the number of points in W relative to
the reference value. Let h(r, n) be the overlap area
of AR and Bn. As any location within the AR is
equally likely, and AR has unit area, the variance is
σ2(r) =
∑
n
n2h(r, n)−
(∑
n
nh(r, n)
)2
. (B2)
All that remains is to calculate the functions h(r, n)
for all r within the unit cell. It is clear from the
geometry that all of the overlaps will be sums of
rectangular areas, which will be quadratic functions
of x and y, the horizontal and vertical components
of r. Note that the calculation is trivial when R = 0,
as AR then falls entirely within B0 and the variance
is therefore zero.
σ2(x, y) is a continuous, piecewise quadratic func-
tion with coefficients that change when a shift in AR
causes it to overlap with a new region Bn. There
are two cases that must be handled separately, as
shown in Fig. 9. Fig. 9(a) shows the situation for
1 < β < 2. The unit cell is divided into six re-
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FIG. 9. Partition of the unit cell into regions with dif-
ferent overlap functions. (a) β < 2. (b) β > 2.
gions. There is, however, an inversion symmetry
corresponding to exchanging the roles of A and B,
as well as symmetry under translation by a lattice
constant. Thus it is sufficient to compute the over-
lap functions for regions I and II. We take the unit
cell to be bounded by ±1/2 in both directions. After
some algebra, we find for region I:
σ2(r) = (x+ y)(1− x− y) ; (B3)
and for region II:
σ2(r) =− (x+ y)2 −
(
β2 − 1
1 + β2
)
(x− y − 2xy)
−
(
2β
1 + β2
)
(x+ y)(x− y + 1) . (B4)
Fig. 9(b) shows the situation for 2 < β. Here
we need to compute overlaps for the three distinct
regions marked in the figure. The results for regions
I and II are again given by Eqs. (B3) and (B4). For
region III, we find:
σ2(r) =− (x− y)(x− y − 1)
−
(
4β
1 + β2
)
(x2 − y2 + x)
−
(
2
1 + β2
)
(1 + 2y + 4xy) . (B5)
Contour plots of σ2(r) for the two cases are shown in
Figs. 10 and 11. Note the simple ridge structure in
region I, visible as straight lines in both cases. The
maximum value along the ridge is exactly 1/4. Note
also the peak at (x, y) = (−1/2, 1/2) in region II.
From Eq. (B4) we find the value at the peak to be
(1/2)(β2−1)/(β2+1), which approaches 1/2 for large
β. To obtain the plots of the variance as a function
of R, we evaluate σ2(r) at the position dictated by
Eq. (B1).
For rational values of β it is no longer true that
points A and B cover the unit cell uniformly as W
is translated along W. Nevertheless, shifting W in
the e⊥ direction does not change the sequence of
points at all until the upper and lower boundaries of
W both cross new lattice points, at which point the
sequence shifts to a different locally isomorphic one.
Thus the averaging over the full unit cell still prop-
erly gives equal weight to all window positions. The
function r(R) does not pass through all of the points
in the unit cell, however, so that only a 1D subset
of the values of σ2(r) are realized as R increases.
Thus far we have shown that σ2(R) is bounded
above by the highest peak in σ2(r) for a specific
choice of w. For the Fibonacci case, this is consistent
with the result α = 3 for ω = i + j/τ . It is also
consistent with expectations for a crystal when β is
rational. The calculation of σ2 for arbitrary β shows
that the behavior of σ2(R) is qualitatively similar for
all β and not dependent on the special properties
of τ used in the calculation of α, but because any
α > 1 results in the same scaling of σ2(R), we cannot
conclude that all values of β give α = 3.
Extension of this analysis to the general case of
ω = i+j/β is straightforward in principle. Consider
an arbitrary decoration of the unit cell of the 2D
lattice; i.e., a lattice with a basis. The analysis de-
scribed above can be carried out in exactly the same
way, the only difference being that there will be more
boundary lines in Fig. 8(d) and hence more distinct
regions within the unit cell in Fig. 9. Thus σ2(r) will
still be a piecewise quadratic function that has the
periodicities of the hyperlattice, though the number
of pieces will increase with the number of points in
the basis. For any β, as long as w is chosen such
that the upper boundary of W passes through some
lattice point, we can shear the lattice to map that
point into (−1, 1) and thereby reduce the problem
to that of a unit cell decorated with a finite number
of points (and a different value of β). The shear in-
duces an affine transformation of the parallel space,
which simply rescales R, while σ2(R) remains a pe-
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FIG. 10. Left: Contour plot of the variance function on
the unit cell for β = (1+
√
5)/2 (the golden mean). Con-
tour line values are not uniformly spaced. The color bar
shows a linear scale. Right: The variance as a function of
R, with R measured in units of the 2D lattice constant.
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FIG. 11. Left: Contour plot of the variance function
on the unit cell for β = 1 +
√
5 (twice the golden
mean). Contour line values are not uniformly spaced.
The color bar shows the same linear scale as in Fig. ref-
fig:countours1. Right: The variance as a function of R,
with R measured in units of the 2D lattice constant.
riodic, piecewise quadratic function. These values
of w correspond precisely to values of ω of the form
i + j/β, which is again consistent with the result
above showing α = 3 for the generalized Fibonacci
case.
Appendix C: Calculations of σ2(R) for non-ideal
windows
We present here a method for numerically com-
puting σ2(R) for non-ideal windows, in which case
the upper boundary of W never passes through a
lattice point. In such cases the calculation in Ap-
pendix B breaks down because we cannot find pairs
of doubly circled points like those in Fig. 8(b) or (c)
that synchronously enter and leave W. As the win-
dow is shifted in the e⊥ direction, points enter and
leave asynchronously in the interior of the segment
of length 2R, making contributions to the variance
that are not captured by the analysis of the changes
occurring at the ends of the segment. To treat this
case, we develop an expression for σ2(R) as a double
Fourier sum. Note that the calculation of Z(k) gives
α = 1, which predicts σ2(R) ∼ lnR, a qualitatively
different behavior than the previous case.
Consider a rectangular window of length 2R and
width w with the centroid at r0, as shown in Fig. 12.
The number of points N(r0;R,w) within this win-
dow can be written as
N(r0;R,w) =
∑
P
Θ(R− |tx|)Θ(w/2− |ty|), (C1)
where Θ is the Heaviside step function, P the lattice
vector, and t = (tx, ty) = A(P − r0), with A denot-
ing the rotation matrix (clockwise) in the plane.
For irrational slopes of the window, averaging uni-
formly over all window positions is equivalent to av-
eraging uniformly over the positions along the phys-
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FIG. 12. Schematic model of number variance calcula-
tions of a subset of points of a square lattice. The num-
ber variance expression has been derived for points in
a rectangular window of width w and length 2R as this
window moves along the direction parallel to R indicated
by the dashed line.
ical space line. In this case, one can take advantage
of the fact that N(r0;R,w) is a periodic function in
the window position r0 to write
σ2(R) =
1
vc
∫
U
[
N(r0;R,w)− 2Rw
vc
]2
dr0, (C2)
vc is the area of one unit cell of the lattice,
∫
U
in-
dicates an integral over one unit cell, and the sub-
tracted constant is the average number of points in
the window. Expanding the integrand in a Fourier
series gives [1]
N(r0;R,w)− 2Rw
vc
=
∑
k 6=0
b(k)e−ik·r0 , (C3)
where k = (kx, ky) is a reciprocal lattice vector. The
Fourier coefficients are
b(k) =
1
vc
∫
U
N(r0;R,w)e
−ik·r0dr0
=
1
vc
∫
R2
Θ(R− |tx|)Θ(w/2− |ty|)e−ik·A·tdt
=
2Rw
vc
sinc(k‖R)sinc(k⊥w/2), (C4)
where we have used dr0 = |det(−AT )|dt = dt and
k‖ = cos(φ)kx + sin(φ)ky ,
k⊥ = − sin(φ)kx + cos(φ)ky . (C5)
Here, φ = tan−1(1/β) indicates the tilt angle of the
window with respect to x-axis. Using Parseval’s the-
12
orem, we can write the number variance as
σ2 =
∑
k 6=0
b2(k)
=
(
2Rw
vc
)2 [
−1 + (C6)
∞∑
kx=−∞
∞∑
ky=−∞
sinc2(k‖R)sinc2(k⊥w/2)
]
=
(
4
vc
) ∑
k‖ 6=0
sin2(k‖R) sin2(J(k)w/2k‖)
J2(k)
,(C7)
where J(k) = k‖k⊥.
For a non-ideal Fibonacci quasicrystal, we have
shown Z(k) ∼ k2, i.e., α = 1. (See Fig. 5.) From
Eq. (5) we thus expect the variance to scale as
σ2(R) ∼ lnR. The following rough argument shows
how this comes about: Consider a single scaling se-
quence of wavenumbers k‖ given by kn = κ/τn and
the contribution it makes to the sum in Eq. (C7).
For this sequence, the denominator J2 is invariant,
being proportional to the square of the invariant Ipq
of Eq. (12). For n such that knR <∼ 1, the first
sine function in the numerator suppresses succes-
sive terms; the series of terms with n > ln(κR)/ ln τ
converges. Similarly, the second sine function sup-
presses terms with n < − ln(Jw/2κ)/ ln τ . For n’s
between these two values, the terms are all generi-
cally of order unity in the non-ideal case (but not
in the ideal case, by the same reasoning used for
Eq. (14) ), producing a sum of order lnR+ln(Jw/2)
for large R. This holds for each scaling sequence,
with the factor of 1/J2 ensuring convergence in the
sum over all scaling sequences.
To verify this behavior, we evaluate the expression
in Eq. (C6) for ω = 1/4. Figure 13 shows the com-
puted number variance as a function of R for the
non-ideal Fibonacci quasicrystal, and the logarith-
mic scaling for large R, indicated by the red dashed
line, is confirmed. The computed points include 104
terms in each of the sums in Eq. (C7).
Equation (C6) applies whenever the projection is
onto a line of irrational slope. Care must be taken,
however, in interpreting the results when applying
it to rational projections. For rational projections,
we define “ideal” windows to be those for which the
bottom (closed) boundary and top (open) boundary
both pass through lattice points. For ideal windows,
all perp-space positions of the projection window
yield the same crystal up to translation. In this case,
averaging over all window positions is equivalent to
averaging over all parallel-space shifts of a given
window, and Eq. (C6) correctly gives σ2(R) ∼ R0
for large R. For non-ideal windows, on the other
hand, different perp-space positions of the window
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FIG. 13. The number variance for a non-ideal Fibonacci
quasicrystal as a function of R and as obtained by
Eq. (C6). The red dashed line represents the function
(1 + lnR)/8.
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FIG. 14. Two non-ideal rational windows of equal width
that yield crystals with different densities.
can yield crystals with different densities, as shown
in Fig. 14. In this case, averaging over all perp-
space locations of the window yields σ2(R) ∼ R2,
even though any individual projected crystal must
yield σ2(R) ∼ R0.
