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Abstract
Many works involve the relation between the problems of Classical Planning and reacha-
bility in Petri nets, due the proximity existing between these two formalisms. One of the te-
chniques that produce better results in the reachability solution is known as “unfolding”. The
resulting net from the unfolding process has size exponentially bigger than the size of the initial
net, though this net is smaller than the size of the reachability graph. This work aims to adapt
the planning heuristics H1 and H2, based on the regression from a goal state, to guide the cons-
truction of the unfolding until the goal mark can be reached, allowing that the solution can be
extracted from the occurrence net generated. The adaptation was done through a data structure
called vector calculus, which enumerates all the subsets with size smaller or equals to m, accor-
ding the heuristic order, allowing some optimizations in the heuristic calculus. Experimental
results were obtained from Petri nets generated from the planner Petrigraph, which converts
classic planning problems from the format PDDL to Petri Nets. These nets were submited to
unfolding using the heuristics H1 and H2, and the results were compared with the heuristic im-
plemented by To¨ws and with the planner SatPlan. Besides, analysis were made involving the
number of expansions done until the solution be found, the work realized by the tool Mole, the
complexity from the vector calculus and the depth reached by the nets where the solution was
not found.
Resumo
Diversos trabalhos envolvem a relac¸a˜o existente entre os problemas de Planejamento Cla´ssico
e os problemas de alcanc¸abilidade de redes de Petri, em virtude da proximidade existente en-
tre estes dois formalismos. Uma das te´cnicas que produz melhores resultados na soluc¸a˜o de
problemas de alcanc¸abilidade e´ conhecida como “Desdobramento”. A rede resultante do des-
dobramento possui complexidade exponencial em relac¸a˜o ao tamanho inicial da rede de Petri,
ainda que produza uma rede menor do que o tamanho do grafo de alcanc¸abilidade de redes de
Petri. O objetivo deste trabalho e´ adaptar as heurı´sticas de Planejamento H1 e H2, baseadas na
regressa˜o de um estado objetivo, para guiar o processo de desdobramento da rede de Petri ate´
que seja atingida uma marcac¸a˜o objetivo, permitindo que a soluc¸a˜o possa ser extraı´da da rede
de ocorreˆncias gerada. Esta adaptac¸a˜o foi feita a partir de uma estrutura de dados chamada de
vetor de ca´lculo, que enumera as regresso˜es de todos os subconjuntos de tamanho menor ou
igual a m, de acordo com a ordem da heurı´stica, permitindo algumas otimizac¸o˜es no ca´lculo da
heurı´stica. Resultados experimentais foram obtidos a partir de redes de Petri geradas a partir
do planejador Petrigraph, que converte problemas de planejamento cla´ssico descritos em forma
PDDL em forma de redes de Petri. Estas redes foram submetidas ao desdobramento com auxı´lio
das heurı´sticas H1 e H2, sendo os resultados comparados com a heurı´stica implementada por
To¨ws e com o planejador SatPlan. Tambe´m foram feitas ana´lises envolvendo o nu´mero de ex-
panso˜es realizadas ate´ ser encontrada a soluc¸a˜o, o trabalho total realizado pela ferramenta Mole,
a complexidade do vetor de ca´lculo e a profundidade atingida nas redes em que a soluc¸a˜o na˜o
foi encontrada.
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11 Introduc¸a˜o
Este trabalho foi desenvolvido em continuidade de pesquisas envolvendo planejamento e
redes de Petri, realizadas pelo grupo de pesquisas LIAMF (Laborato´rio de Inteligeˆncia Artifi-
cial e Me´todos Formais), da Universidade Federal do Parana´. Dentre as pesquisas realizadas por
este grupo, destacam-se os trabalhos envolvendo a relac¸a˜o entre Planejamento e redes de Petri.
O ambiente de Planejamento envolve problemas em que, dado um estado inicial, busca-se uma
sequeˆncia ordenada de ac¸o˜es capazes de atinir um objetivo [24]. Engloba problemas em que
se preveˆ situac¸o˜es novas, paraˆmetros ou objetivos complexos, ou quando ocorre em ambientes
envolvendo altos riscos ou altos custos, atividades conjuntas com outras pessoas ou atividades
sincronizadas com um sistema dinaˆmico [9]. As redes de Petri constituem-se em uma ferra-
menta matema´tica e gra´fica de modelagem, que atraiu a atenc¸a˜o de diversos pesquisaores por
possuir mecanismos de ana´lise poderosos, permitindo a verificac¸a˜o de propriedades e da corre-
tude do sistema especificado [23]. Uma rede de Petri pode modelar sistemas paralelos, concor-
rentes, assı´ncronos e na˜o-determinı´sticos, se adaptando bem a aplicac¸o˜es nas quais noc¸o˜es de
eventos e evoluc¸o˜es sa˜o importantes. As redes de Petri possuem caracterı´sticas comuns ao am-
biente de planejamento, especialmente com o Planejamento Cla´ssico, que engloba ambientes
completamente observa´veis, determinı´sticos, finitos, esta´ticos e discretos [24]. Tanto as redes
de Petri quanto o Planejamento Cla´ssico sa˜o caracterizados pela definic¸a˜o de estados atrave´s de
um conjunto de varia´veis de estado bina´rias e a modificac¸a˜o de um estado e´ realizada atrave´s
de um conjunto de ac¸o˜es. Os problemas de alcanc¸abilidade de redes de Petri, cujo objetivo e´
descobrir se uma determinada marcac¸a˜o e´ alcanc¸a´vel a partir da marcac¸a˜o inicial, possuem um
objetivo parecido com o objetivo da busca realizada pelos problemas de Planejamento. Esta
proximidade motivou diversos trabalhos envolvendo os dois formalismos.
Em [29], foi proposta uma te´cnica de conversa˜o de problemas de planejamento para pro-
blemas de alcanc¸abilidade de redes de Petri, chamada de Petrigraph. O Petrigraph e´ um
aperfeic¸oamento do planejador PUP, proposto por Hickmott e colegas em [12]. O PUP e´ um
planejador que, dada uma entrada composta por um problema e um domı´nio de planejamento,
no formato PDDL [18], produz uma rede de Petri cı´clica equivalente ao problema de planeja-
mento. A rede gerada pelo PUP possui exatamente o dobro de varia´veis em relac¸a˜o ao nu´mero
de varia´veis de estados do problema de planejamento original, enquanto que a proporc¸a˜o de
transic¸o˜es em relac¸a˜o ao nu´mero de ac¸o˜es do problema de planejamento tende a ser bem maior.
2No caso do Petrigraph, parte da conversa˜o de problemas de planejamento em redes de Petri e´
feita com a identificac¸a˜o de grupos de varia´veis multivaloradas no problema de planejamento.
Os grupos de varia´veis multivaloradas sa˜o aqueles em que, em qualquer estado alcanc¸a´vel do
problema, apenas uma das varia´veis e´ verdadeira. A identificac¸a˜o destes grupos de varia´veis
no problema de planejamento permite que a conversa˜o para redes de Petri seja feita de uma
maneira mais eficiente, reduzindo o tamanho da rede de Petri em relac¸a˜o ao tamanho das redes
geradas pelo PUP, sem que ocorra perda de informac¸a˜o.
As redes de Petri geradas a partir do PUP e do Petrigraph descrevem o problema de plane-
jamento, mas ainda precisam ser submetidas a um processo de busca a fim de que o plano possa
ser extraı´do da rede. O algoritmo usado no processo de busca e´ o algoritmo de desdobramento
de redes de Petri (unfolding) [7]. Este algoritmo cria, a partir da rede de Petri de origem, uma
outra rede de Petri chamada de Rede de Ocorreˆncias, cuja func¸a˜o e´ explorar o espac¸o de esta-
dos da rede de Petri de uma maneira mais eficiente do que outras te´cnicas utilizadas. A rede
de ocorreˆncias possui a caracterı´stica de ser acı´clica e de evitar conflitos envolvendo mais de
dois elementos. A condic¸a˜o de parada do algoritmo de desdobramento e´ a obtenc¸a˜o do pre-
fixo completo da rede, que e´ a configurac¸a˜o que conte´m todas as marcac¸o˜es possı´veis de serem
alcanc¸adas a partir do estado inicial da rede de Petri. No caso das redes de Petri geradas pelo
PUP e pelo Petrigraph, a utilizac¸a˜o do algoritmo de desbramento na˜o possui o objetivo de obter
o prefixo completo, mas apenas uma parte da rede de ocorreˆncias que contenha a soluc¸a˜o. Por
esta raza˜o, o algoritmo de desdobramento foi modificado para ser executado conforme a lo´gica
de algoritmos de busca cla´ssicos de inteligeˆncia artificial, sendo auxiliado com a heurı´stica de
planejamento H1, que e´ a variac¸a˜o mais simples das heurı´sticas da famı´lia Hm, propostas em
[11]. A implementac¸a˜o da heurı´stica H1 por Hickmott [12] para a realizac¸a˜o da busca pelo
PUP foi realizada com auxı´lio da ferramenta Mole [25], criada para realizar o desdobramento
de redes de Petri seguras. A versa˜o modificada do Mole na˜o foi disponibilizada, o que impediu
a verificac¸a˜o da validade da mesma. Por outro lado, o Petrigraph pertence ao mesmo grupo
de pesquisa a que a presente dissertac¸a˜o faz parte, o que permitiu uma ana´lise do co´digo-fonte
da versa˜o modificada do Mole para acoplar a heurı´stica H1. Esta ana´lise revelou diferenc¸as
significativas entre a heurı´stica efetivamente implementada e a heurı´stica H1 proposta em [11].
Ale´m disso, a maneira como a heurı´stica foi implementada na˜o permite que sejam utilizadas
heurı´sticas de ordem maior do que 1.
Neste trabalho, foi proposta uma adaptac¸a˜o alternativa das heurı´sticas de planejamento da
famı´lia Hm no desdobramento de redes de Petri, a fim de auxı´liar na soluc¸a˜o de problemas de
alcanc¸abilidade de redes de Petri. Os problemas de alcanc¸abilidade sa˜o tratados neste trabalho
na˜o apenas como problemas de decisa˜o, onde a ferramenta se limita a verificar se determinada
marcac¸a˜o e´ alcanc¸a´vel ou na˜o a partir da marcac¸a˜o inicial, mas tambe´m se preocupa em retornar
um plano composto por uma sequencia ordenada de transic¸o˜es que, disparadas em sequencia,
transformam o estado inicial da rede no estado objetivo. A definic¸a˜o do estado objetivo e´ feita
3na pro´pria rede de Petri alvo do desdobramento, com a inserc¸a˜o de uma transic¸a˜o objetivo cujas
pre´-condic¸o˜es correspondem a` marcac¸a˜o objetivo da rede. Uma vez que a transic¸a˜o objetivo for
disparada, o algoritmo de desdobramento e´ encerrado e o plano o´timo pode ser extraı´do dire-
tamente da rede de ocorreˆncias gerada ate´ o momento. A ferramenta Mole foi modificada para
realizar o desdobramento conforme a lo´gica de funcionamento do algoritmo de busca A*, utili-
zando as heurı´sticas H1 e H2, provenientes da famı´lia de heurı´sticas Hm. Como as heurı´sticas da
famı´lia Hm sa˜o admissı´veis e monotoˆnicas, garante-se a obtenc¸a˜o do plano o´timo. A adaptac¸a˜o
das heurı´sticas H1 e H2 ao contexto de redes de Petri envolveu um estudo das heurı´sticas da
famı´lia Hm, em relac¸a˜o a quais aspectos do ambiente de Planejamento Cla´ssico sa˜o considera-
dos durante o ca´lculo, quais as diferenc¸as encontradas entre a linguagem STRIPS e as redes de
Petri e como a adaptac¸a˜o poderia ser realizada sem que isso acarretasse em perda de informac¸a˜o.
As diferenc¸as entre o ambiente de Planejamento Cla´ssico e as redes de Petri foram contorna-
das atrave´s da criac¸a˜o de uma estrutura de dados chamada de Vetor de Ca´lculo, cuja func¸a˜o e´,
ao mesmo tempo, auxiliar no ca´lculo da heurı´stica e permitir diversas otimizac¸o˜es para deixar
ca´lculo da heurı´stica mais eficiente.
A presente dissertac¸a˜o e´ organizada da seguinte maneira. O capı´tulo 2 apresenta as bases
teo´ricas sobre as quais este trabalho esta´ fundamentado, como os algoritmos cla´ssicos de busca
em Inteligeˆncia Artificial, os problemas de planejamento cla´ssico, o formalismo das redes de
Petri e o algoritmo de desdobramento. O capı´tulo 3 apresenta a aplicac¸a˜o das heurı´sticas pla-
nejamento H1 e H2 no auxı´lio do desdobramento das redes de Petri. Sera˜o apresentadas as
estruturas utilizadas na construc¸a˜o do vetor de ca´lculo, as modificac¸o˜es da ferramenta Mole
que se fizeram necessa´rias para que o algoritmo de desdobramento fosse realizado conforme a
lo´gica do algoritmo de busca A*, bem como a extrac¸a˜o do plano o´timo da rede de ocorreˆncias.
O capı´tulo 4 apresenta os resultados experimentais. As redes de Petri testadas foram obti-
das a partir de redes de Petri geradas a partir de problemas de planejamento pelo Petrigraph.
Como o Petrigraph gera uma rede de Petri com um nu´mero de lugares e transic¸o˜es menor ou
igual a`s redes geradas pelo PUP e em ambos os formalismos garante-se que as redes geradas
sa˜o equivalentes ao problema de planejamento, na˜o foram realizados testes com as redes de
Petri geradas a partir do PUP. Em cada domı´nio, foram feitas comparac¸o˜es de tempo entre
o desempenho obtido com as heurı´sticas H1 e H2 em relac¸a˜o ao desempenho do Mole sem a
utilizac¸a˜o de heurı´sticas, bem como com o desempenho da heurı´stica implementada por To¨ws e
do planejador SatPlan [15], planejador que converte problemas de planejamento em problemas
de satisfabilidade de booleanos. Como o desdobramento de redes de Petri possui complexidade
exponencial em relac¸a˜o ao nu´mero de lugares da rede de Petri [7], foi estabelecido um limite
de tempo de 2500 segundos para a execuc¸a˜o individual dos testes. Nos testes em que uma
soluc¸a˜o foi encontrada em um tempo inferior a 2500 segundos, foi feita uma ana´lise do nu´mero
de expanso˜es realizadas pela rede de Petri, o trabalho total realizado pelo Mole, que esta´ rela-
cionado ao nu´mero total de eventos contidos na rede de ocorreˆncias e na lista de prioridades
4do Mole. Nos problemas em que o limite de tempo foi atingido sem que o plano o´timo fosse
encontrado, foi analisada a profundidade atingida pelas heurı´sticas H1, H2 e pela execuc¸a˜o do
Mole sem o uso de heurı´sticas. Tambe´m foi analisada a complexidade do vetor de ca´lculo ao
longo das instaˆncias dos problemas, em relac¸a˜o ao nu´mero me´dio de dependeˆncias presentes
nos vetores H1 e H2. Outras ana´lises foram feitas envolvendo caracterı´sticas inerentes a` busca
A* adaptada ao contexto de desdobramento de redes de Petri, como e´ o caso do tempo unita´rio
para a realizac¸a˜o de uma expansa˜o da rede de Petri.
Finalmente, no capı´tulo 5 sa˜o apresentadas as concluso˜es, bem como as perspectivas de
trabalhos futuros.
52 Fundamentac¸a˜o Teo´rica
Neste capı´tulo, sera˜o apresentadas as bases teo´ricas sobre as quais este trabalho e´ funda-
mentado. Em primeiro lugar, sera˜o apresentados algoritmos de busca cla´ssicos de Inteligeˆncia
Artificial, focando em dois algoritmos de busca cega e um algoritmo de busca heurı´stica. Em
seguida, sera˜o apresentados conceitos referentes a` definic¸a˜o de problemas de planejamento, fo-
cando no planejamento cla´ssico. Em seguida, sera˜o apresentados conceitos referentes a`s redes
de Petri, no que tange ao seu formalismo, representac¸a˜o gra´fica, dinaˆmica de funcionamento
e te´cnicas de ana´lise baseadas no espac¸o de estados. Na sequeˆncia, sera˜o apresentados dois
trabalhos relacionados, no caso, o PUP e o PetriGraph, que se concentram na representac¸a˜o de
problemas de planejamento em forma de redes de Petri.
2.1 Algoritmos de Busca
Em alguns dos problemas mais interessantes em inteligeˆncia artificial na˜o existe uma ma-
neira eficiente de se encontrar uma soluc¸a˜o. Frequentemente, mesmo que a soluc¸a˜o possa ser
gerada passo a passo, pode-se chegar a estados inva´lidos, que obrigam a busca a ser refeita
em parte ou ate´ mesmo completamente. Em problemas que envolvem atividades escalonadas,
por exemplo, as restric¸o˜es associadas a cada atividade podem tornar algoritmos convencio-
nais completamente ineficientes. Outros problemas ainda possuem a caracterı´stica de explosa˜o
combinato´ria, que ocorre quando o nu´mero de estados gerados durante a busca cresce exponen-
ciamente. Os algoritmos de busca foram criados para este tipo de problema [3].
O espac¸o de busca define o conjunto de todos os objetos dentre os quais a busca e´ realizada
[5]. Um objeto no espac¸o de estados pode ser uma configurac¸a˜o de pec¸as em um jogo de xadrez,
uma sequeˆncia de localidades em um problema de caminho mı´nimo, ou qualquer outra situac¸a˜o
possı´vel que o problema pode atingir. A relac¸a˜o entre os objetos no espac¸o de busca e´ feita
atrave´s de operadores. Sa˜o exemplos de operadores tanto um movimento legal no xadrez como
uma rota que liga uma localidade a outra no problema de caminho mı´nimo.
Um problema pode ser definido atrave´s de quatro componentes [24]:
• O estado inicial, que descreve a situac¸a˜o inicial do problema a ser resolvido.
6• Uma descric¸a˜o das possı´veis operadores que modificam o estado do problema. A formulac¸a˜o
mais comum usa a func¸a˜o de sucessa˜o. Dado um estado x, a func¸a˜o SUCESSOR-FN(x)
descreve um conjunto de pares <ac¸a˜o, sucessor>, em que o primeiro elemento refere-
se a uma ac¸a˜o possı´vel de ser executada a partir de x e o segundo elemento refere-se ao
estado sucessor de x.
• O estado final, que corresponde ao objetivo da busca. O teste que determina se um de-
terminado estado corresponde a` soluc¸a˜o pode tanto ser feito atrave´s de uma definic¸a˜o
explı´cita de um conjunto de estados objetivos, como atrave´s de um conjunto de restric¸o˜es
aplicadas aos estados, de modo que qualquer estado que se enquadre nas restric¸o˜es e´
considerado um estado objetivo.
• Uma func¸a˜o de custo, que determina o custo de execuc¸a˜o de cada ac¸a˜o.
O estado inicial e a func¸a˜o de sucessa˜o determinam implicitamente o espac¸o de busca do
problema. Uma maneira de representar o espac¸o de busca e´ atrave´s de um grafo, onde os no´s
representam os estados do problema, os operadores representam os arcos que ligam um estado a
outro e a func¸a˜o de custo representa os pesos dos arcos. Uma soluc¸a˜o de um problema de busca
pode ser tanto um estado como um plano. No primeiro caso, sa˜o definidas diversas restric¸o˜es a
um estado, sendo que o estado objetivo precisa necessariamente atender a todas estas restric¸o˜es.
No segundo caso, e´ fornecido um ou mais estados objetivos, sendo que o algoritmo de busca
deve buscar um conjunto ordenado de operadores que transformam o estado inicial no estado
final. Uma abordagem mais completa deste u´ltimo tipo de problema de busca e´ tratada na sec¸a˜o
2.2.
Os algoritmos de busca sa˜o me´todos de busca que se baseiam na aplicac¸a˜o dos operadores
do espac¸o de busca nos objetivos, com o intuito de se chegar a um estado objetivo. Alguns
algoritmos de busca utilizam-se de me´tricas, ou heurı´sticas, para estimar a distaˆncia ate´ o es-
tado objetivo, enquanto outros na˜o dispo˜e desta informac¸a˜o, tendo que recorrer a` exaustiva
enumerac¸a˜o de objetos no espac¸o de estados [5].
As sec¸o˜es 2.1.1 e 2.1.2 apresentam, respectivamente, o algoritmo de busca em amplitude
e o algoritmo de busca de custo uniforme. Uma abordagem sobre as func¸o˜es heurı´sticas e´
apresentada na sec¸a˜o 2.1.3, sendo sequenciada pelas sec¸o˜es 2.1.4 e 2.1.5, que apresentam, res-
pectivamente, a busca gulosa e a busca A*.
2.1.1 Busca em Amplitude
A busca em amplitude (breath first search)[24] e´ uma estrate´gia de busca da classe de
algoritmos de busca cega, ou seja, na˜o utiliza nenhuma informac¸a˜o que exceda as informac¸o˜es
7apresentadas na definic¸a˜o do problema. ´E caracterizada por expandir primeiro os no´s com
menor profundidade na a´rvore de busca.
Trata-se de uma busca completa, pois se existir uma soluc¸a˜o em uma profundidade finita
da a´rvore, a busca em amplitude vai encontra´-la, sem o risco de entrar em um lac¸o infinito. A
primeira soluc¸a˜o encontrada pela busca em amplitude na˜o e´ necessariamente a soluc¸a˜o o´tima,
pois nos casos em que os pesos dos arcos de cada ac¸a˜o sa˜o diferentes, a soluc¸a˜o que esta´ em
menor profundidade pode na˜o ser necessariamente a soluc¸a˜o com menor custo. Entretanto, a
busca em amplitude garante a soluc¸a˜o o´tima quando o peso de todos os arcos da a´rvore de busca
e´ igual.
Para analisar aspectos como o tempo computacional e a memo´ria necessa´ria para completar
a busca, considere um espac¸o de busca hipote´tico onde cada estado possui exatamente b suces-
sores. O no´ raiz da a´rvore de busca gera b no´s no nı´vel inicial. Em seguida, cada um destes
gera mais b no´s, gerando assim um total de b2 no´s no segundo nı´vel. Cada um destes gera
mais b nodos, gerando assim b3 no´s no terceiro nı´vel, e assim sucessivamente. Se a soluc¸a˜o
encontra-se no nı´vel d, no pior caso o algoritmo vai expandir o u´ltimo no´ do nı´vel d, gerando
assim bd+1 - b no´s, visto que o no´ objetivo na˜o e´ expandido. Assim, o nu´mero total de no´s
gerados e´ mostrado na equac¸a˜o 2.1:
1+b+b2 +b3+ ...+bd + (bd+1−b) = O(bd+1) (2.1)
Desta forma, chega-se a` complexidade computacional da ordem de O(bd+1), em uma busca
onde cada estado possui b sucessores e a soluc¸a˜o esta´ na profundidade d.
2.1.2 Busca de Custo Uniforme
Como foi explicado na sec¸a˜o 2.1.1, a busca em amplitude garante a soluc¸a˜o o´tima apenas
quando todos os custos de expansa˜o dos no´s sa˜o iguais. A busca de custo uniforme (uniform
cost search) [24] foi criada para suprir esta deficieˆncia da busca em amplitude.
A busca de custo uniforme na˜o leva em considerac¸a˜o o nu´mero de passos do caminho que
liga o estado inicial ao estado atual, como faz a busca em amplitude. A ordem em que os
no´s sa˜o expandidos e´ feita atrave´s da equac¸a˜o 2.2. Nesta fo´rmula, g(n) representa o custo de
transformac¸a˜o do no´ inicial ate´ o no´ atual na a´rvore de busca, que e´ obtido atrave´s da soma dos
pesos de todos os arcos que ligam os no´s intermedia´rios entre o no´ atual e o no´ inicial. Desta
forma, e´ sempre expandido primeiro o no´ que possui o menor custo para ser obtido.
f (n) = g(n) (2.2)
8A busca na˜o e´ completa, pois corre o risco de entrar em um lac¸o infinito caso encontre arcos
com custo igual a zero. Por esta raza˜o, pode-se garantir a completude apenas se o custo de cada
passo for maior ou igual a uma constante positiva ε. Esta condic¸a˜o tambe´m e´ suficiente para
garantir que esta busca seja o´tima, pois o valor do caminho de cada no´ expandido so´ tende a
crescer a` medida que sejam explorados novos no´s durante a busca. A primeira soluc¸a˜o que for
encontrada tera´, necessariamente, um custo menor ou igual a qualquer outra soluc¸a˜o encontrada
posteriormente.
Uma vez que a busca de custo uniforme e´ guiada pelos custos de caminhos e na˜o por
profundidade, a sua complexidade na˜o pode ser caracterizada em termos de nu´meros de no´s e
profundidades. Ao inve´s disso, sera´ utilizado o sı´mbolo C∗, que representa o custo da soluc¸a˜o
o´tima, assumindo que cada ac¸a˜o custa pelo menos ε. Desta forma, a complexidade de tempo
e espac¸o do algoritmo no pior caso e´ O(b1+[C∗/ε]). Esta complexidade pode ser muito maior
do que bd+1, especialmente quando uma busca envolve arcos com pesos pequenos que na˜o
conduzem a uma soluc¸a˜o, juntamente com arcos com pesos maiores e mais pro´ximos de uma
soluc¸a˜o. Neste caso especı´fico, o algoritmo da busca de custo uniforme vai explorar primeiro
os nı´veis da a´rvore de busca dos arcos de pesos menores para so´ enta˜o comec¸ar a explorar os
arcos de maior peso, que sa˜o mais pro´ximos da soluc¸a˜o.
Nos casos em que o custo dos pesos de todos os arcos sa˜o iguais e maiores que uma cons-
tante positiva ε, a busca de custo uniforme e´ ideˆntica a` busca em amplitude, tanto no funciona-
mento como na complexidade.
2.1.3 Heurı´sticas
O conhecimento especı´fico que orienta as buscas informadas e´ chamado de func¸a˜o heurı´s-
tica, que consiste em uma estimativa do custo do caminho entre um estado qualquer e o estado
final. Os algoritmos de busca heurı´stica tendem a encontrar a soluc¸a˜o com mais eficieˆncia do
que algoritmos de busca cega, pois a utilizac¸a˜o de boas heurı´sticas durante o processo de busca
diminui as expanso˜es de no´s desnecessa´rios, diminuindo assim o tempo global da busca.
Uma heurı´stica e´ admissı´vel quando na˜o superestima o custo de caminho mı´nimo entre
o estado corrente e o estado objetivo do problema. Isto significa que, para qualquer estado
alcanc¸a´vel a partir do estado inicial, a estimativa de custo obtida da func¸a˜o heurı´stica vai ser
sempre menor ou igual ao custo do caminho mı´nimo que liga o estado corrente ao estado obje-
tivo o problema.
Outra propriedade importante e´ a monotonicidade. Sendo n um estado alcanc¸a´vel a partir
do estado inicial e n’ um estado sucessor de n, uma heurı´stica e´ monotoˆnica quando o valor
retornado pela func¸a˜o heurı´stica sobre qualquer estado n e´ menor ou igual a` soma do custo de
transformac¸a˜o do estado n no estado n’, com o valor retornado pela func¸a˜o heurı´stica aplicada
9ao estado n’.
A notac¸a˜o mais utilizada para heurı´sticas e´ a func¸a˜o h(n), onde n representa o estado sobre
o qual a heurı´stica e´ calculada. Uma heurı´stica h2(n) domina uma outra heurı´stica h1(n) se,
para qualquer estado n, o valor de h2(n) for sempre maior ou igual ao valor de h1(n).
A criac¸a˜o de heurı´sticas admissı´veis pode ser feita de va´rias maneiras. Ao analisar um
problema e suas restric¸o˜es, pode-se relaxar uma ou mais restric¸o˜es do problema, chegando-se
assim a uma versa˜o mais simples, sobre a qual o custo da soluc¸a˜o pode ser calculado com menor
custo computacional. As heurı´sticas criadas a partir de verso˜es relaxadas do problema sa˜o, por
definic¸a˜o, admissı´veis, pois sa˜o justamente as restric¸o˜es do problema que aumentam o custo da
soluc¸a˜o e a complexidade do mesmo. Assim, o valor obtido pela versa˜o relaxada do problema
vai ser menor ou igual ao custo de caminho mı´nimo do problema completo.
Heurı´sticas admissı´veis podem tambe´m ser obtidas atrave´s da divisa˜o do problema em
va´rios subproblemas, realizando o ca´lculo da heurı´stica a partir do valor obtido pela soma ou dos
valores ma´ximos das heurı´sticas individuais de cada um deles. Como um subproblema possui
menos componentes do que um problema completo e consequentemente menos restric¸o˜es, o va-
lor obtido em cada subproblema e´ sempre menor ou igual ao valor global do sistema completo.
Esta te´cnica e´ especialmente efetiva quando trata-se de problemas cuja soluc¸a˜o possui comple-
xidade exponencial. Por exemplo, em um problema que possui a complexidade de O(2n), e´
muito mais barato computacionalmente encontrar a soluc¸a˜o de m subproblemas com complexi-
dade O (2 nm ).
2.1.4 Busca gulosa
A busca gulosa (greedy search) [24] e´ uma busca que pertence a` categoria das estrate´gias
de busca informada, ou seja, buscas que utilizam-se de conhecimentos especı´ficos do problema,
heurı´sticas, para ajudar no processo de busca de uma soluc¸a˜o. A ordem em que os no´s sa˜o
expandidos e´ feita atrave´s da equac¸a˜o 2.3. Nesta fo´rmula, h(n) representa o valor heurı´stico
quando aplicado ao estado atual. Assim, e´ sempre expandido primeiro o no´ que, conforme o
valor indicado pela func¸a˜o heurı´stica, esta´ mais pro´ximo da soluc¸a˜o.
f (n) = h(n) (2.3)
A busca gulosa na˜o e´ o´tima, pois a estimativa da distaˆncia entre o no´ atual e o no´ objetivo
feita pela func¸a˜o heurı´stica raramente e´ perfeita. Ale´m disso, a busca gulosa e´ incompleta, pois
existe a possibilidade deste algoritmo explorar um caminho com profundidade infinita e nunca
testar outras possibilidades.
O tempo de busca, no pior caso, e´ da ordem de O(bm), onde m representa a profundidade
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ma´xima no espac¸o de busca. Com uma boa heurı´stica, entretetanto, a profundidade pode ser
reduzida substancialmente. A reduc¸a˜o vai depender diretamente da complexidade do problema
em particular e da qualidade da heurı´stica utilizada.
2.1.5 Busca A*
A busca de custo uniforme (sec¸a˜o 2.1.2) e´ uma busca completa e o´tima sempre que todos os
pesos dos no´s forem maiores que uma constante positiva ε. Entretanto, por ser um algoritmo de
busca cega, tende a ser extremamente ineficiente. Ja´ a busca gulosa (sec¸a˜o 2.1.4), por utilizar-se
de conhecimentos especı´ficos do problema, tende a encontrar uma soluc¸a˜o em menos tempo do
que no caso da busca de custo uniforme, possuindo a desvantagem de na˜o ser uma busca o´tima
nem completa.
O algoritmo de busca A* [24] combina as vantagens da busca de custo uniforme e da busca
gulosa. A ordem em que os no´s sa˜o expandidos e´ definida pela equac¸a˜o 2.4. Nesta fo´rmula,
g(n) representa o custo de transformac¸a˜o do no´ inicial no no´ atual e h(n) representa a estimativa
de custo do no´ atual ate´ o no´ objetivo, ou seja, a func¸a˜o heurı´stica.
f (n) = g(n)+h(n) (2.4)
Em um problema de busca, considere n0 como o estado inicial, ng como o estado objetivo
e n como o estado sobre o qual deseja-se calcular a heurı´stica. A func¸a˜o g(n) retorna o custo
mı´nimo de transformac¸a˜o do no´ n0 ate´ o no´ n. Ja´ a func¸a˜o h(n) e´ a func¸a˜o heurı´stica aplicada
a n, ou seja, retorna a estimativa da distaˆncia entre o no´ n ate´ o no´ objetivo ng. O valor obtido
pela func¸a˜o f(n) e´ uma estimativa do custo de menor soluc¸a˜o que passa pelo no´ n. Uma vez
obtido o valor de f(n), o no´ e´ inserido em uma lista ordenada pelo valor respectivo de f(n),
sendo expandidos inicialmente os no´s em que a func¸a˜o f(n) retornou o menor valor.
A busca A* e´ o´tima e completa sempre que a heurı´stica for admissı´vel, ou seja, se a
heurı´stica nunca superestimar o custo de n ate´ o objetivo para qualquer estado n.
Uma das maneiras de qualificar uma heurı´stica e´ atrave´s do fator de ramificac¸a˜o b*. Con-
siderando um problema particular cujo nu´mero total de nodos gerados pela busca A* e´ igual a
N, encontrando uma soluc¸a˜o na profundidade d, o fator de ramificac¸a˜o b* indica quantos no´s,
em me´dia, foram expandidos em cada nı´vel da a´rvore para se chegar ao objetivo. O fator de
ramificac¸a˜o b* e´ definido na equac¸a˜o 2.5.
N +1 = 1+b∗+ (b∗)2+ ...+ (b∗)d (2.5)
Por exemplo, em um problema onde a busca A* encontra a soluc¸a˜o na profundidade 5,
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explorando 52 nodos, o fator de ramificac¸a˜o efetivo e´ 1,92. O fator de ramificac¸a˜o efetivo pode
variar em func¸a˜o das va´rias instaˆncias de problemas, mas costuma ser constante em problemas
muito complexos [24].
2.2 Planejamento
Planejamento e´ o lado racional da ac¸a˜o [9]. ´E um processo abstrato e deliberado que se-
leciona e organiza ac¸o˜es antecipando seus resultados, de forma que se chegue a um objetivo
pre´-definido. Nem todas as atividades requerem um planejamento explı´cito antes da ac¸a˜o, tal
como as atividades em que a pessoa possui habilidade tal que o plano ja´ esta´ implı´cito, como
aquelas em que as atividades podem ser adaptadas livremente enquanto ocorre a ac¸a˜o.
Uma atividade requer planejamento quando ela preveˆ situac¸o˜es novas, paraˆmetros ou obje-
tivos complexos, ou quando utiliza situac¸o˜es menos familiares. Tambe´m e´ necessa´rio quando a
adaptac¸a˜o e´ bastante restrita, como ocorre em ambientes envolvendo altos riscos ou altos custos,
atividades conjuntas com outras pessoas, ou atividades sincronizadas com um sistema dinaˆmico
[9].
Como planejamento pode ser complicado e oneroso no que diz respeito a tempo e recursos,
costuma-se planejar deliberadamente as atividades apenas quando e´ estritamente necessa´rio ou
quando a relac¸a˜o custo-benefı´cio e´ vantajosa. Os planos na˜o precisam ser necessariamente os
planos o´timos, mas apenas planos bons e factı´veis [9].
De´cadas de pesquisa em Inteligeˆncia Artificial e disciplinas relacionadas mostraram que a
capacidade humana de raciocinar e´ extremamente difı´cil de ser formalizada [4]. Entretanto, a
capacidade de raciocinar sobre ac¸o˜es e´ um componente essencial do comportamento inteligente,
sendo de vital importaˆncia no estudo de Inteligeˆncia Artificial.
2.2.1 Representac¸a˜o Formal
Como planejamento esta´ relacionado a escolher e organizar ac¸o˜es para mudar o estado de
um sistema, requer um formalismo que defina um sistema dinaˆmico. Um sistema de estados-
transic¸o˜es, tambe´m chamado de sistema de eventos discretos, e´ definido pela qua´drupla ∑ =
(S, A, E, γ), onde [9]:
• S = {s1, s2, ..., sn} e´ um conjunto finito ou recursivamente enumera´vel de estados.
• A = {a1, a2, ..., an} e´ um conjunto finito ou recursivamente enumera´vel de ac¸o˜es.
• E = {e1, e2, ..., en} e´ um conjunto finito ou recursivamente enumera´vel de eventos.
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• γ: S × A × E → 2S e´ uma func¸a˜o estado-transic¸a˜o.
Nesta definic¸a˜o, cada estado si pode ser definido por uma func¸a˜o 2P, onde P representa
um conjunto finito de predicados. Este modelo de estados e´ a base da linguagem STRIPS,
apresentada na sec¸a˜o 2.2.3. Os conjuntos A e E representam os agentes que mudam o estado
global do sistema. O primeiro conjunto representa as ac¸o˜es que sa˜o realizadas diretamente pelo
planejador, enquanto que o segundo conjunto representa os eventos aleto´rios que podem mudar
o estado global do sistema e que na˜o sa˜o controla´veis pelo planejador.
Um sistema estado-transic¸a˜o pode ser representado por um grafo dirigido cujos no´s sa˜o os
estados em S. Se s’ ∈ γ(s,u) onde u e´ um par (a,e), a ∈ A e e ∈ E, enta˜o o grafo conte´m
um arco de s para s’ que e´ rotulado por u.
Um problema de planejamento pode ser definido pela tripla ρ = (∑,s0,g), onde:
•
∑
= (S, A, E, γ) e´ a definic¸a˜o de um sistema estado-transic¸a˜o.
• s0 e´ o estado inicial do problema.
• g ⊆ S e´ o conjunto de estados que correspondem a um estado objetivo do sistema.
2.2.2 Planejamento Cla´ssico
A definic¸a˜o cla´ssica de problemas de planejamento assume uma representac¸a˜o de mundo
baseada em estados [4]. Esta descric¸a˜o e´ um conjunto de sentenc¸as em uma linguagem formal,
que assumem valores verdadeiro ou falso e que representam o estado global do sistema. No
planejamento cla´ssico, sa˜o feitas algumas pre´-suposic¸o˜es sobre o sistema [9]:
• Finito: O sistema ∑ possui um nu´mero finito de estados.
• Completamente observa´vel: O sistema ∑ e´ completamente observa´vel se for possı´vel ter
completo conhecimento sobre qualquer estado possı´vel do sistema.
• Determinı´stico: Para cada ac¸a˜o aplicada a um estado, um u´nico estado seguinte e´ possı´vel,
ou seja, para cada estado s ∈ S e ac¸a˜o a ∈ A, |γ(s,a)| ≤ 1.
• Esta´tico: O estado vai permanecer inalterado ate´ que uma ac¸a˜o seja executada. Desta
forma, na˜o existira˜o eventos aleato´rios que possam modificar o estado do sistema, sendo
as ac¸o˜es os u´nicos agentes transformadores possı´veis. Consequentemente, o conjunto E
= ∅.
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• Objetivos restritos: O planejador apenas verifica a pertineˆncia dos estados ao estado ob-
jetivo g. Na˜o e´ feita a definic¸a˜o de objetivos condicionais, tais como estados que devem
ser evitados ou restric¸o˜es na trajeto´ria.
• Plano sequencial: A soluc¸a˜o e´ uma sequeˆncia de ac¸o˜es ordenada linearmente que modi-
ficam o estado inicial ate´ que seja atingido o objetivo.
• Tempo implı´cito: As ac¸o˜es na˜o possuem tempo de durac¸a˜o, ocorrendo instantaneamente.
Sendo um problema de planejamento cla´ssico representado por ρ = (∑, s0, g), uma
soluc¸a˜o e´ uma sequeˆncia de ac¸o˜es (a1, a2, .. ak) ∈ A, possuindo um conjunto de estados
correspondentes (s1, s2, ... sk) ∈ S, tal que s1 = γ(s0,a1), s2 = γ(s1,a2), ..., sk
= γ(sk−1,ak) e sk ∈ g.
2.2.3 Linguagem STRIPS
A linguagem STRIPS [8] foi desenvolvida para representar problemas de planejamento
cla´ssico. ´E uma representac¸a˜o que utiliza uma notac¸a˜o derivada da lo´gica de primeira ordem,
onde estados sa˜o representados por um conjunto de literais que podem assumir o valor ver-
dadeiro ou falso, e as ac¸o˜es sa˜o representadas por operadores que mudam os valores destes
literais.
O desenvolvimento de um linguagem para planejamento cla´ssico inicia-se com uma lin-
guagem de primeira ordem ξ que possui um nu´mero finito de predicados, sı´mbolos constantes
e nenhum sı´mbolo funcional. Desta forma, cada sı´mbolo de ξ e´ uma varia´vel ou uma constante.
Os sı´mbolos de ξ sa˜o representados por sequeˆncias de caracteres alfa-nume´ricas com pelo me-
nos dois caracteres. Um estado e´ um conjunto de literais de ξ. Como ξ na˜o possui sı´mbolos
funcionais, o conjunto S de todos os estados possı´veis e´ finito.
As ac¸o˜es sa˜o os operadores cuja func¸a˜o e´ modificar o estado global do problema. Sa˜o
representadas pela qua´drupla o = {identificador, pre, add, del}, onde:
• identificador: ´E uma expressa˜o sinta´tica u´nica que identifica a ac¸a˜o a ∈ A. Pode ser
repesentada na forma n(x1, ..., xk), onde n representa um sı´mbolo operador, e o conjunto
x1, ..., xk representa os sı´mbolos varia´veis, que aparecem em qualquer lugar de o.
• pre: Conjunto de literais pertencentes a ξ que representam as pre´-condic¸o˜es da ac¸a˜o.
A ac¸a˜o so´ pode ser executada se todos os literais pertencentes ao conjunto pre forem
verdadeiros.
• add: Conjunto de literais pertencentes a ξ que representam o efeito positivo da ac¸a˜o. Uma
vez que a ac¸a˜o seja executada, o valor lo´gico de cada um dos literais do estado corrente
que pertenc¸a ao conjunto add torna-se verdadeiro.
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• del: Conjunto de literais pertencentes a ξ que representam o efeito negativo da ac¸a˜o. Uma
vez que a ac¸a˜o seja executada, o valor lo´gico de cada um dos literais do estado corrente
que pertenc¸a ao conjunto del torna-se falso.
A linguagem STRIPS baseia-se na hipo´tese de mundo fechado, ou seja, sempre que uma
varia´vel na˜o for mencionada, assume-se que o valor desta e´ negativo.
Por um lado, a linguagem STRIPS permite a representac¸a˜o de estados e ac¸o˜es de maneira
simples, mas tambe´m possui algumas limitac¸o˜es, como o fato de na˜o ser uma linguagem tipada,
na˜o suportar igualdade de predicados e na˜o ser uma linguagem lo´gica. Estas restric¸o˜es na˜o per-
mitem que alguns tipos de problemas possam ser representados nesta linguagem, o que motivou
a extensa˜o da linguagem STRIPS em outras verso˜es, como e´ o caso da linguagem ADL (Action
Description Language), que inclui efeitos condicionais, inclusa˜o de disjunc¸a˜o de objetivos, su-
porte a varia´veis tipadas e a hipo´tese de mundo aberto, ou seja, em que o valor de uma varia´vel
na˜o citada e´ desconhecido.[21]
2.2.4 Linguagem PDDL
A linguagem PDDL (Planning Domain Definition Language) foi desenvolvida para a pri-
meira competic¸a˜o de planejadores realizada durante o congresso internacional AIPS (Artificial
Intelligence Planning and Scheduling Systems), em 1998 [18]. O objetivo desta linguagem e´
expressar o domı´nio do problema de maneira imparcial, especificando os predicados possı´veis,
quais ac¸o˜es podem ser executadas e que efeitos estas teˆm sobre o sistema. Alguns planejado-
res necessitavam de informac¸o˜es adicionais sobre o problema para encontrar uma soluc¸a˜o, tais
como ac¸o˜es que precisavam ser executadas para que a soluc¸a˜o seja atingida. Como a linguagem
PDDL descreve o domı´nio e o problema de maneira neutra, os diferentes planejadores poderiam
ser avaliados utilizando um mesmo crite´rio.
Um domı´nio descreve as caracterı´sticas gerais de uma famı´lia de problemas, tais como os
tipos de objetos possı´veis em um problema de um determinado domı´nio e as ac¸o˜es que podem
ser executadas. O algoritmo 2.1 mostra um exemplo de domı´nio escrito na linguagem PDDL,
representando o problema do mundo de blocos [10].
Algoritmo 2.1: Exemplo de domı´nio na linguagem PDDL
1 ( d e f i n e ( domain Blocos )
2 ( : requirements : s t r i p s : t y p i n g )
3 ( : t y p e s b l o c o )
4
5 ( : p r e d i c a t e s ( s o b r e ? x − b l o c o ? y − b l o c o )
6 ( mesa ? x − b l o c o )




10 ( : a c t i o n empi lha
11 : parameters ( ? x − b l o c o ? y − b l o c o )
12 : p r e c o n d i t i o n ( and ( mesa ? x ) ( l i v r e ? x ) ( l i v r e ? y ) )
13 : e f f e c t
14 ( and ( not ( mesa ? x ) )
15 ( not ( l i v r e ? y ) )




20 ( : a c t i o n d e s e m p i l h a
21 : parameters ( ? x − b l o c o ? y − b l o c o )
22 : p r e c o n d i t i o n ( and ( s o b r e ? x ? y ) ( l i v r e ? x ) )
23 : e f f e c t
24 ( and ( not ( s o b r e ? x ? y ) )
25 ( l i v r e ? y )




Tendo em vista que poucos planejadores implementam todas as caracterı´sticas da lingua-
gem PDDL, esta e´ dividida em subconjuntos de funcionalidades, chamados de requirements,
que podem ser observados na linha (2) do algoritmo 2.1. A definic¸a˜o das funcionalidades exi-
gidas no domı´nio e´ importante para informar ao planejador se este possui condic¸o˜es de resolver
um problema deste domı´nio. Um planejador que na˜o suporte alguma funcionalidade exigida
por um domı´nio na˜o sera´ capaz sequer de interpretar a sintaxe da descric¸a˜o do problema. Neste
exemplo, a funcionalidade strips importa os elementos presentes na linguagem STRIPS e
a funcionalidade typing indica que os objetos possuem tipos. A definic¸a˜o da funcionalidade
typing permite que seja criado o tipo blocos na linha (3) e que os objetos utilizados na definic¸a˜o
de predicados e ac¸o˜es tambe´m tenham tipos. Existem diversas outras funcionalidades que po-
dem ser inseridas no domı´nio da linguagem PDDL, tais como:
• disjunctive-preconditions: problemas com mu´ltiplos objetivos, descritos atrave´s do ope-
rador “or”.
• equality: operador de igualdade “=”.
• conditional-efects: efeitos condicionais, atrave´s do operador “when”.
• existencial-preconditions: inserc¸a˜o do operador “exists” na descric¸a˜o de objetivos.
• universal-preconditions: inserc¸a˜o do operador “forall” na descric¸a˜o de objetivos.
• subgoal-through-axioms: inserc¸a˜o de subobjetivos.
A func¸a˜o do domı´nio e´ a realizac¸a˜o de uma descric¸a˜o gene´rica de quais objetos e quais
ac¸o˜es podem ser utilizadas na construc¸a˜o de um problema. A descric¸a˜o especı´fica e´ realizada
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na definic¸a˜o do problema, onde tambe´m e´ informado o estado inicial e o estado final. O al-
goritmo 2.2 [10] mostra um exemplo de problema descrito na linguagem PDDL. A linha (2)
especifica que este problema e´ uma instaˆncia do domı´nio Blocos, descrito no algoritmo 2.1.
Na linha (3), sa˜o especificados os objetos que compo˜em o problema. Sobre esta colec¸a˜o de
objetos, o planejador constro´i a lista de predicados, substituindo as varia´veis que definem os
predicados pelos objetos informados, gerando assim predicados como (sobre A A), (sobre
C D), (mesa A) e (livre D). Da mesma forma, as ac¸o˜es sa˜o construı´das substituindo as
varia´veis das definic¸o˜es gene´ricas de ac¸o˜es pelos objetos informados pela descric¸a˜o do pro-
blema. O resultado e´ a colec¸a˜o completa de predicados e ac¸o˜es possı´veis para a instaˆncia do
problema informada.
Algoritmo 2.2: Exemplo de Problema na linguagem PDDL
1 ( d e f i n e ( problem problema1 )
2 ( : domain Blocos )
3 ( : o b j e c t s A B C D − b l o c o )
4 ( : i n i t ( s o b r e A D) ( l i v r e A) ( mesa D) ( s o b r e C B) ( l i v r e C) ( mesa B) )
5 ( : goa l (AND ( s o b r e A B) ( s o b r e B C) ( s o b r e C D) ) )
6 )
Uma vez que o planejador conhec¸a todos os predicados e ac¸o˜es existentes, a construc¸a˜o do
plano pode ser realizada a partir do estado inicial do plano, descrito na linha (4) do Algoritmo
2.2. Um estado e´ considerado uma soluc¸a˜o se todos os predicados descritos no conjunto goal
estiverem nele contidos.
Algoritmo 2.3: Exemplo de Plano
1 0 : ( DESEMPILHA A D)
2 1 : ( DESEMPILHA C B)
3 2 : ( EMPILHA C D)
4 3 : ( EMPILHA B C)
5 4 : ( EMPILHA A B)
O Algoritmo 2.3 mostra um exemplo de plano gerado a partir do domı´nio Blocos, descrito
no Algoritmo 2.1 e da descric¸a˜o do problema descrita no Algoritmo 2.2. Este formato e´ reco-
nhecido pelo software validador de planos VAL, utilizado na 3a. Competic¸a˜o Internacional de
Planejamento [13]. Este software recebe como entrada um domı´nio e uma descric¸a˜o do pro-
blema, ambos descritos na linguagem PDDL, juntamente com um ou mais planos gerados por
um planejador, informando quais dos planos informados correspondem a uma soluc¸a˜o va´lida
para o problema.
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2.2.5 Heurı´sticas de planejamento
Em [11], Haslum e Geffner desenvolveram uma famı´lia de heurı´sticas voltadas a problemas
de Planejamento, denominada Hm, que se baseiam na representac¸a˜o da linguagem STRIPS. O
desenvolvimento das heurı´sticas baseou-se na observac¸a˜o do modelo STRIPS como um pro-
blema de alcanc¸abilidade de grafos. Neste problema, os nodos do grafo representam todos os
estados possı´veis que o modelo STRIPS pode assumir e os arcos que ligam os nodos represen-
tam as ac¸o˜es que modificam os estados globais do sistema, sendo que o custo destas deve ser
sempre maior do que 0.
A partir da concepc¸a˜o do problema de planejamento em um problema de grafos, foi formu-
lada a heurı´stica H*. A func¸a˜o H*(s), representada na equac¸a˜o 2.6, expressa o custo do caminho
mı´nimo que conecta o estado inicial s0 ao estado final s ∈ g. Para encontrar o custo do ca-
minho mı´nimo, a heurı´stica H* faz uma regressa˜o do estado s ∈ g. O processo de regressa˜o,
representado no item (2) da func¸a˜o H* pelo sı´mbolo R(s), consiste em enumerar todas as du-
plas <s’, a>, onde a ∈ A, em que ∀ s’ ∈ S | s ∩ add(a) , ∅, s ∩ del(a) = ∅ e
s’ = s - add(a) + pre(a) [11]. Para cada um dos estados s’ gerados pela regressa˜o de s,
e´ realizada uma chamada recursiva da func¸a˜o H*, cujo resultado e´ somado ao custo de ser exe-
cutada a ac¸a˜o a ∈ A que deu origem a` regressa˜o, representado no item (2) pelo sı´mbolo c(a).
O item (1) da func¸a˜o H* representa o ponto de parada da func¸a˜o recursiva, que e´ o ponto em que
o estado gerado a partir da recursa˜o coincide com o estado inicial do problema. O resultado da




0, s ⊆ s0 (1)
min
<s′,a>∈R(s)[c(a)+H∗(s′)], s * s0 (2)
(2.6)
Apesar da heurı´stica H* parecer atraente a` primeira vista, ela possui complexidade expo-
nencial em relac¸a˜o ao nu´mero de literais do problema, sendo ta˜o complexa quanto a pro´pria
soluc¸a˜o do problema. Ale´m disso, quanto maior o nu´mero de literais presentes em um estado
s, maior a complexidade da realizac¸a˜o das regresso˜es de s. As heurı´sticas da famı´lia Hm, pro-
postas por [11], sa˜o uma versa˜o relaxada da heurı´stica H*, que ao inve´s de trabalhar com um
estado completo, divide o estado em subconjuntos de tamanho menor ou igual a m e em seguida
faz a regressa˜o de cada um destes subconjuntos. O resultado da func¸a˜o e´ o maior valor obtido





0, α ⊆ s0 (1)
min
<β,a>∈R(α)[c(a)+Hm(β)], |α| <= m, α * s0 (2)
max
β⊂α,|β|=mH
m(β), |α| > m, α * s0 (3)
(2.7)
Da mesma forma que a heurı´stica H*, a entrada da heurı´stica Hm e´ o estado final s ∈ g, que
e´ representado na fo´rmula descrita na figura 2.7 pelo sı´mbolo α. Caso o nu´mero de elementos
que compo˜e o estado α seja maior do que o valor de m, este estado e´ dividido em todos os
subconjuntos possı´veis de tamanho m, sendo feita uma nova chamada recursiva da func¸a˜o Hm
para cada um deles, conforme e´ mostrado no item (3). O subconjunto que possuir o maior valor
representa o valor heurı´stico da func¸a˜o. Nos casos em que o nu´mero de elementos de α for
menor ou igual a m, o comportamento da func¸a˜o Hm (figura 2.7) e´ ideˆntico a` func¸a˜o H* (figura
2.6), pois a func¸a˜o Hm realiza a regressa˜o de α utilizando o mesmo processo que a func¸a˜o H*,
tal como mostra o item (2). Ale´m disso, a condic¸a˜o de parada das chamadas recursivas na
func¸a˜o Hm tambe´m e´ a mesma da func¸a˜o H*, como mostra o item (1).
Como as heurı´sticas da famı´lia Hm partem da divisa˜o do problema completo em va´rios
subproblemas com menor complexidade, elas sa˜o, por definic¸a˜o, admissı´veis, representando
diferentes graus de complexidade e eficieˆncia [11]. Quanto maior o valor fixado de m, maior e´
a aproximac¸a˜o do valor obtido pela func¸a˜o Hm em relac¸a˜o a` func¸a˜o H*, mas tambe´m maior e´ o
custo computacional para obteˆ-las. Para qualquer inteiro positivo m, a complexidade de calcular
a func¸a˜o Hm e´ de ordem polinomial Nm, sendo N o nu´mero de literais que descreve o problema
[11].
Como ja´ foi apresentado nesta sec¸a˜o, a regressa˜o de um conjunto de literais α envolve
encontrar uma ac¸a˜o que preenche dois requisitos:
• Deve existir pelo menos uma intersec¸a˜o entre α e o conjunto add da ac¸a˜o.
• Na˜o deve existir intersec¸o˜es entre α e o conjunto del da ac¸a˜o.
Uma vez que seja encontrada uma ac¸a˜o que atenda estes dois requisitos, o processo de
regressa˜o gera outro conjunto de literais, eliminando todos os literais que pertenc¸am ao conjunto
add da ac¸a˜o e acrescentando a ele todos os elementos do conjunto pre da ac¸a˜o.
Ao fixar o valor de m da heurı´stica Hm em 1, obte´m-se a heurı´stica H1, cuja fo´rmula e´
mostrada na figura 2.8. Esta heurı´stica faz a regressa˜o apenas sobre conjuntos α de tamanho 1.
Como α possui um u´nico elemento, e´ necessa´rio que este elemento esteja presente no conjunto
add da ac¸a˜o para que o primeiro requisito da regressa˜o seja satisfeito. Na heurı´stica H1, o
segundo requisito da regressa˜o e´ tautolo´gico, pois toda ac¸a˜o que pertenc¸a a um problema de
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planejamento coerente na˜o possui intersec¸a˜o entre seus conjuntos add e del. O resultado final
da regressa˜o na func¸a˜o H1 vai ser exatamente o conjunto pre da ac¸a˜o, pois ao eliminar os literais
de α que pertenc¸am ao conjunto add, obte´m-se o conjunto vazio, que somado ao conjunto pre
resulta no pro´prio conjunto pre. O item (2) da fo´rmula H1 ilustra esse processo de regressa˜o,
que possui a peculiaridade de ignorar completamente o conjunto del.
H1(α) =

0, α ⊆ s0 (1)
min
α⊆add(a)[c(a)+H1(pre(a))], |α| = 1, α * s0 (2)
max
β⊂α,|β|=1H
1(β), |α| > 1, α * s0 (3)
(2.8)
A func¸a˜o heurı´stica H2, mostrada na figura 2.9, fixa os subconjuntos α em tamanho menor
ou igual a 2. O item (2) da func¸a˜o H2 demonstra a regressa˜o quando o tamanho de α e´ igual a
1. Neste caso, o procedimento da regressa˜o e´ ideˆntico ao procedimento realizado pela func¸a˜o
H1. Ao aumentar o tamanho dos conjuntos α para 2, situac¸a˜o mostrada no item (4) da func¸a˜o,
realizar a regressa˜o passa a ser mais complexo do que simplesmente verificar a pertineˆncia de
α ao conjunto add das ac¸o˜es, e retornar o conjunto pre da ac¸a˜o.
A regressa˜o determina, primeiramente, que deve existir intersec¸a˜o entre o conjunto α e o
conjunto add da ac¸a˜o. Quando o conjunto α possui tamanho igual a 2, e´ necessa´rio que pelo
menos um dos dois elementos pertenc¸a ao conjunto add. Se ambos os elementos de α pertence-
rem ao conjunto add, novamente o conjunto del vai ser desconsiderado, pois ao eliminar ambos
os elementos de α, obte´m-se o conjunto vazio, que somado ao conjunto pre resulta no pro´prio
conjunto pre. Esta operac¸a˜o corresponde a` relac¸a˜o L(p&q) descrita no item (3.1) da func¸a˜o
H2. Entretanto, quando apenas um dos dois elementos de α pertence ao conjunto add da ac¸a˜o,
e´ necessa´rio verificar se o outro elemento pertence ao conjunto del da ac¸a˜o, pois a regressa˜o
so´ pode ocorrer se na˜o houver intersec¸a˜o entre α e o conjunto del da ac¸a˜o. Uma vez que na˜o
exista uma intersec¸a˜o entre os dois conjuntos, a regressa˜o vai eliminar o primeiro elemento e em
seguida vai adicionar o conjunto pre. Este processo corresponde a` relac¸a˜o L(p|q), apresentada




0, α ⊆ s0 (1)
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|α| = 2,α * s0 (3)
max
β⊂α,|β|=2H
2(β), |α| > 2,α * s0 (4)
(2.9)
Neste trabalho na˜o sera˜o implementadas heurı´sticas de ordem maior do que 2, tendo em
vista o seu alto custo computacional [11]. A implementac¸a˜o das heurı´sticas H1 e H2 e´ mostrada
no capı´tulo 3.
2.3 Redes de Petri
As redes de Petri se constituem em uma ferramenta matema´tica e gra´fica de modelagem,
desenvolvidas a partir da tese de doutorado Kommunikation mit Automaten, de C. A. Petri, em
1962 [22]. Este trabalho atraiu a atenc¸a˜o de diversos pesquisadores, por possuir mecanismos de
ana´lise poderosos, que permitem a verificac¸a˜o de propriedades e da corretude do sistema espe-
cificado [17]. Uma rede de Petri pode modelar sistemas paralelos, concorrentes, assı´ncronos e
na˜o-determinı´sticos, se adaptando bem a aplicac¸o˜es nas quais noc¸o˜es de eventos e de evoluc¸o˜es
simultaˆneas sa˜o importantes.
As vantagens da utilizac¸a˜o da Rede de Petri podem ser resumidas nas seguintes considera-
c¸o˜es [23]:
• Pode-se descrever uma ordem parcial entre va´rios eventos, deixando claro quais eventos
sa˜o dependentes entre si, quais sa˜o independentes e quais sa˜o concorrentes.
• Os estados e os eventos do sistema sa˜o representados explicitamente.
• Os sistemas podem ser representados em diferentes nı´veis de abstrac¸a˜o sem mudar a
descric¸a˜o da linguagem.
• A representac¸a˜o da rede e´ feita atrave´s de uma descric¸a˜o precisa e formal, o que torna
possı´vel a verificac¸a˜o de propriedades do sistema.
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2.3.1 Elementos ba´sicos
Uma rede de Petri e´ um grafo bipartido, direcionado e ponderado, formado por treˆs elemen-
tos ba´sicos [2]:
• Lugar: Pode ser interpretado como uma condic¸a˜o, um estado parcial, ou um conjunto de
recursos. ´E representado por um cı´rculo e geralmente e´ associado a um predicado, como
“ma´quina livre” ou “pec¸a em espera”.
• Transic¸a˜o: ´E interpretada como um evento que modifica o estado global do sistema, como
por exemplo “iniciar a operac¸a˜o”. ´E representada por uma barra ou um retaˆngulo.
• Marcac¸a˜o: ´E um indicador bina´rio associado a cada lugar da rede, que representa uma
condic¸a˜o booleana.
• Arcos: Os arcos sa˜o os elementos que ligam apenas lugares a transic¸o˜es ou transic¸o˜es a
lugares.
A dinaˆmica de funcionamento de uma rede de Petri e´ apresentada na sec¸a˜o 2.3.3.
2.3.2 Representac¸a˜o Formal
Formalmente, uma rede de Petri elementar pode ser definida pela tripla
N = <P, T, F>, onde:
• P e´ um conjunto finito de lugares, de dimensa˜o n.
• T e´ um conjunto finito de transic¸o˜es, de dimensa˜o m, onde P ∩ T = ∅.
• F ⊆ (P × T) ∩ (T × P) e´ uma relac¸a˜o bina´ria, sendo a relac¸a˜o de fluxo de N, indi-
cando os arcos que ligam transic¸o˜es a lugares e lugares a transic¸o˜es.
Sendo R uma rede de Petri, enta˜o:
• •x = {y | y Fn x}, y e´ o pre´-conjunto de x.
• x• = {y | x Fn y}, y e´ o po´s-conjunto de x.
Uma rede de Petri Condic¸a˜o/Evento e´ uma qua´drupla N = {P, T, F, M0}, onde:
• (P, T, F) constituem uma rede de Petri elementar.
• M0 ⊆ P constitui o estado inicial da rede.
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2.3.3 Dinaˆmica de Funcionamento
Em uma rede de Petri, o estado global e´ definido pela distribuic¸a˜o de marcas nos lugares
que a compo˜e, sendo cada lugar considerado um subestado do sistema. A figura 2.1 apresenta
um exemplo de rede de Petri. O estado desta rede e´ definido pelo conjunto {p2, p4}, visto que
sa˜o estes os lugares que possuem uma marca.
Figura 2.1: Exemplo de rede de Petri
A mudanc¸a de estado do sistema ocorre atrave´s do disparo das transic¸o˜es. Um disparo
ocorre se e somente se todos os lugares precedentes da transic¸a˜o tenham marcas de nu´mero
igual ou maior do que o peso do arco. No caso da rede da figura 2.1, a u´nica transic¸a˜o dispara´vel
e´ transic¸a˜o t2, visto que o pre´-conjunto de t2 e´ composto pelo lugar p2, que possui uma marca.
O disparo de uma transic¸a˜o e´ feito em duas fases. Em primeiro lugar, as marcas dos lugares
precedentes da transic¸a˜o sa˜o removidos. Em seguida, sa˜o depositadas novas marcas nos lugares
de incideˆncia posterior das transic¸o˜es. A figura 2.2 ilusta a nova configurac¸a˜o da rede mostrada
na figura 2.1 apo´s o disparo da transic¸a˜o t2. Nesta nova configurac¸a˜o, a marca presente no lugar
p2 e´ consumida, sendo inserida uma nova marca no lugar p3.
Figura 2.2: Exemplo de rede de Petri apo´s o disparo
O novo estado da rede e´ definido pelo conjunto {p3, p4}. Uma vez que a transic¸a˜o t2 tenha
sido disparada, a nova configurac¸a˜o habilita a transic¸a˜o t3 para o disparo.
2.3.4 Alcanc¸abilidade em redes de Petri
Sendo uma rede Condic¸a˜o/Evento definida por N = {P, T, F, M0}, o problema de alcan-
c¸abilidade consiste em verificar se uma dada marcac¸a˜o Mg e´ alcanc¸a´vel a partir da marcac¸a˜o
inicial M0. Para a marcac¸a˜o ser alcanc¸a´vel, deve existir uma execuc¸a˜o entrelac¸ada M0 [t1> M1
[t2> M2, ..., Mn−2 [tn−1> Mn−1 [tn> Mn, de tal modo que Mg ⊆ Mn.
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A verificac¸a˜o de alcanc¸abilidade de uma rede de Petri pode considerar tanto buscar uma
marcac¸a˜o completa, onde Mg = Mn, como uma submarcac¸a˜o, que equivale aos casos onde Mg
⊂ Mn. O problema de alcanc¸abilidade de submarcac¸a˜o e´ teoricamente equivalente ao pro-
blema de alcanc¸abilidade de uma marcac¸a˜o completa. Em redes de Petri acı´clicas, o problema
de alcanc¸abilidade e´ NP-Completo e em redes k-limitadas o problema de alcanc¸abilidade e´
PSPACE-Completo.
Uma das maneiras de solucionar problemas de alcanc¸abilidade de redes de Petri e´ atrave´s
da utilizac¸a˜o do grafo de alcanc¸abilidade. O grafo de alcanc¸abilidade e´ um grafo direcionado
gerado a partir de uma rede de Petri, onde os no´s representam cada estado possı´vel da rede e os
arcos representam as transic¸o˜es dispara´veis a partir de cada estado. A vantagem da utilizac¸a˜o
do grafo de alcanc¸abilidade e´ a possiblidade da utilizac¸a˜o de algoritmos de busca cla´ssicos e
te´cnicas heurı´sticas para encontrar a marcac¸a˜o objetivo a partir da marcac¸a˜o inicial. Entretanto,
a explosa˜o combinato´ria do nu´mero de estados possı´veis torna via´vel a utilizac¸a˜o de grafos de
alcanc¸abilidade apenas em redes pequenas.
A figura 2.3(a) apresenta uma rede de Petri Condic¸a˜o/Evento e a figura 2.3(b) apresenta o
grafo de alcanc¸abilidade relativo a esta rede.
(a) Rede de Petri (b) Grafo de alcanc¸abilidade
Figura 2.3: Exemplo de construc¸a˜o de grafo de alcanc¸abilidade
Uma outra maneira de representar o espac¸o de estados, utilizando uma estrutura mais com-
pacta do que o grafo de alcanc¸abilidade, e´ a te´cnica de desdobramento, que sera´ tratada na sec¸a˜o
2.4.
2.4 Desdobramento
A te´cnica de desdobramento, do ingleˆs unfolding, foi desenvolvida por McMillan e Probst
em [19] com o objetivo de reduzir o problema da explosa˜o combinato´ria de estados encontrado
no grafo de alcanc¸abilidade de redes de Petri. A partir de uma rede de Petri cı´clica, o processo
de desdobramento gera uma rede de Petri acı´clica, denominada rede de ocorreˆncias, que conte´m
todas as marcac¸o˜es possı´veis da rede original.
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A sec¸a˜o 2.4.1 apresenta as restric¸o˜es presentes na rede de ocorreˆncias, que e´ gerada pelo
processo de desdobramento. Os eventos de corte e as configurac¸o˜es, que definem o ponto de
parada do processo de desdobramento, sa˜o apresentados na sec¸a˜o 2.4.3. A sec¸a˜o 2.4.2 apresenta
o processo de ramificac¸a˜o, que e´ o a base do algoritmo de desdobramento. A sec¸a˜o 2.4.4
apresenta uma ferramenta voltada ao desdobramento de redes de Petri.
2.4.1 Rede de Ocorreˆncia
Sendo N = {P, T, F} uma rede de Petri elementar, N e´ chamada de rede de ocorreˆncia se
e somente se:
(i) ∀ p ∈ P, |•p| ≤ 1.
(ii) ∀ t ∈ T, |•t| ≥ 1 e |t•| ≥ 1.
(iii) O fechamento transitivo de Fk(F+k ) e´ irreflexivo, ou seja, x1F1x2F2, ..., Fkxn, x1 , xn.
O item (i) garante que, em uma rede de ocorreˆncia, todas as condic¸o˜es possuem, no ma´ximo,
uma transic¸a˜o de entrada. O item (ii) implica que todas as transic¸o˜es possuem conjuntos pre´
e po´s diferentes de vazio. O item (iii) demonstra que a rede de ocorreˆncia deve ser acı´clica,
pois um fechamento transitivo irreflexivo implica que na˜o existe um caminho que liga qualquer
elemento da rede a ele mesmo.
2.4.2 Processo de Ramificac¸a˜o
Seja uma rede de ocorreˆncias definida por ON = {B, E, F}, onde:
• B e´ um conjunto de condic¸o˜es.
• E e´ um conjunto de eventos.
• F F ⊆ (B × E) ∩ (E × B) e´ a relac¸a˜o de fluxo de ON.
Um processo de ramificac¸a˜o de uma rede de Petri consiste em construir uma rede de
ocorreˆncias associada a um sistema de rotulamento, que preserva todas as informac¸o˜es rela-
tivas a conflitos e concorreˆncia da rede original. A ramificac¸a˜o de uma rede de Petri N = {P,
T, F, M0} consiste na dupla β = {ON, ϕ}, onde ON equivale a` rede de ocorreˆncia ON = {B,
E, F} e ϕ equivale a` func¸a˜o de rotulamento. A func¸a˜o de rotulamento ϕ deve satisfazer as
seguintes condic¸o˜es:
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• ϕ(B) ⊆ P e ϕ(E) ⊆ T (condic¸o˜es sa˜o mapeadas para lugares, e eventos para transic¸o˜es).
• ∀ e ∈ E, ϕ{|•e|} = •ϕ(e) e ϕ{|e• |} = ϕ(e)• (preserva o ambiente das transic¸o˜es).
• Sendo Min o conjunto de elementos de B ∩ E que possuem o seu pre´-conjunto vazio,
ϕ{|Min(ON)|} = M0 (o conjunto de condic¸o˜es sem pre´-condic¸a˜o corresponde a` marcac¸a˜o
inicial).
• ∀e1, e2 ∈ E, se
•e1 =
•e2 e ϕ(e1) = ϕ(e2) enta˜o e1 = e2 (Na˜o existe redundaˆncia nas
transic¸o˜es).
O processo de ramificac¸a˜o pode ser repetido infinitamene. Entretanto, e´ possı´vel trunca´-lo
em uma subrede, denominada prefixo finito completo, que conte´m todas as marcac¸o˜es alcanc¸a´veis
a partir da rede de entrada N. A construc¸a˜o do prefixo completo da rede utiliza a noc¸a˜o de
configurac¸o˜es da rede e de eventos de cortes, que sera˜o expostos na sec¸a˜o 2.4.3.
2.4.3 Configurac¸a˜o e Cortes
Sendo uma rede de ocorreˆncia ON = {B, E, F}, uma configurac¸a˜o C representa um con-
junto de eventos que satisfazem as seguintes condic¸o˜es [19]:
• ∀ e1, e2 ∈ E | e2  e1, e1 ∈ C⇒ e2 ∈ C.
• ∀ e1 , e2 ∈ C | e1 , e2 ⇒ •e1 ∩ •e2 = ∅
Para um conjunto de eventos ser considerado uma configurac¸a˜o, e´ necessa´rio que, para
qualquer evento do conjunto, estejam inseridas todos os eventos precedentes e que na˜o exista
conflitos entre nenhum par de eventos. A figura 2.4 mostra o prefixo completo da rede de
Petri da figura 2.3. O conjunto de eventos {e1, e2, e3, e5} na˜o pode ser considerado uma
configurac¸a˜o, pois existe uma intersec¸a˜o entre o pre´-conjunto dos eventos e3 e e5. Da mesma
forma, o conjunto de eventos {e3, e4} na˜o pode ser considerado uma configurac¸a˜o por na˜o
conter o evento e2, precedente a e3.
A configurac¸a˜o local de um evento e´ a configurac¸a˜o mı´nima na qual um evento pode estar
inserido. A configurac¸a˜o local do evento e4 e´ representada por [e4] = {e2, e3, e4}. O conjunto
de eventos {e1, e2, e3, e4} constitui uma configurac¸a˜o va´lida, mas o evento e1 na˜o pertence a`
configurac¸a˜o local de e4.
Um evento e e´ um evento de corte (cut-off ) se a marcac¸a˜o da rede apo´s o disparo do evento
for exatamente igual a` marcac¸a˜o da rede apo´s o disparo de qualquer evento pertencente a` sua
configurac¸a˜o local, ou a` marcac¸a˜o inicial da rede. O evento e5 e´ um evento de corte, pois a
marcac¸a˜o associada ao evento e5 e´ {p2, p3}, ideˆntica a` marcac¸a˜o inicial da rede.
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Figura 2.4: Prefixo completo de uma rede de Petri
O algoritmo ERV Unfolding, apresentado no algoritmo 2.4, foi criado por Esparza, Ro¨mer
e Vogler [7] para gerar o prefixo completo de uma rede de Petri. ´E a base da ferramenta de
desdobramento de redes de Petri Mole [25], apresentada na sec¸a˜o 2.4.4
Algoritmo 2.4: ERV Unfolding
Input: Um SN = {N,M0}, sendo que M0 = {p1 , . . . , pk}
Output: Unfolding Unf de SN
Unf← lugares de M0;
pe← transic¸o˜es habilitadas por M0;
cut-off← Ø;
while pe , Ø do
escolha um evento e = (t, X) de pe tal que [e] seja mı´nimo;
if ([e] ∩ cut-off) = Ø then
adicione e e seu po´s-conjunto em Unf;
pe← PE(Unf);
if (e e´ um evento de corte) then
cut-off← cut-off ∪ e;
end
else
pe← pe \ {e}
end
end
Em primeiro lugar, o algoritmo ERV Unfolding recebe como entrada uma rede Condic¸a˜o/E-
vento, a partir da qual o desdobramento sera´ construı´do. A rede de ocorreˆncias Unf e´ iniciada
com os lugares pertencentes a` marcac¸a˜o inicial da rede; a lista de eventos a serem expandidos
pe e´ inicializada com as transic¸o˜es habilitadas a partir da marcac¸a˜o inicial e a lista de eventos
de corte cut-off e´ inicializada com vazio.
Uma vez iniciado o algoritmo de desdobramento, o evento com menor configurac¸a˜o local e´
retirado da lista de eventos a serem expandidos. Se o evento na˜o for um evento de corte, enta˜o
ele e seu po´s-conjunto sa˜o adicinados a` rede de ocorreˆncia, processo que se chama expansa˜o da
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rede de ocorreˆncias. Em seguida, a partir de cada transic¸a˜o dispara´vel sobre o estado resultante
do disparo da transic¸a˜o pertencente ao evento e, e´ gerado um novo evento que e´ adicionado a`
lista de eventos a serem expandidos.
A condic¸a˜o de parada ocorre quando todas as marcac¸o˜es alcanc¸a´veis a partir de M0 ja´ ti-
verem sido representadas na rede de ocorreˆncias Unf. Neste ponto, qualquer evento que esteja
presente na lista pe sera´ considerado um evento de corte. Em consequeˆncia, na˜o sera´ gerada
uma nova expansa˜o a partir dele.
O tamanho da rede de ocorreˆncias gerada a partir de uma rede de Petri cı´clica e´ exponen-
cialmente maior do que a rede de Petri original, mas costuma ser exponencialmente menor do
que o espac¸o de estados que ela representa [7].
2.4.4 Mole
O Mole [25] e´ uma ferramenta que realiza o desdobramento de redes de Petri seguras, dispo-
nibilizado sob Licenc¸a Pu´blica Geral (GNU GPL). Foi desenvolvido por Stefan Ro¨mer e Stefan
Schwoon a partir do algoritmo ERV Unfolding, apresentado na sec¸a˜o 2.4.3, sendo mantido pelo
grupo de Sistemas Paralelos do Departamento de Cieˆncia da Computac¸a˜o da Universidade de
Oldenburg na Alemanha.
Esta ferramenta foi projetada para ser compatı´vel com o ambiente do projeto PEP (Pro-
gramming Environment based on Petri Nets) [28], da pro´pria Universidade de Ondenburg. A
entrada do programa e´ um arquivo com a descric¸a˜o da rede no formato pro´prio do ambiente e
a saı´da e´ um arquivo com o desdobramento da rede. O formato da saı´da e´ compatı´vel com a
ferramenta graphviz [6], que pode converteˆ-lo para um formato gra´fico.
O algoritmo 2.5 mostra um exemplo de entrada para o Mole, referente a` rede de Petri
descrita na figura 2.3.
































A partir do arquivo de entrada, o Mole realiza o desdobramento utilizando o mesmo algo-
ritmo desenvolvido por [7], descrito na sec¸a˜o 2.4.3. A marcac¸a˜o inicial da rede e´ inserida na
rede de ocorreˆncias e as transic¸o˜es dispara´veis a partir da marcac¸a˜o inicial sa˜o inseridas na lista
de prioridades que possui a func¸a˜o de armazenar os eventos a serem expandidos. Em seguida,
sa˜o realizadas sucessivas expanso˜es da rede de ocorreˆncias ate´ o momento em que todas as
marcac¸o˜es alcanc¸a´veis estejam presentes na rede de ocorreˆncias.
Um dos paraˆmetros de entrada da ferramenta Mole e´ a transic¸a˜o de parada. Se a transic¸a˜o
de parada for especificada, o algoritmo de desdobramento vai ser realizado ate´ o momento em
que ocorra a expansa˜o da rede a partir de um evento que contenha esta transic¸a˜o. Uma vez que
isso acontec¸a, o processo de desdobramento e´ interrompido automaticamente.
2.5 Trabalhos relacionados
Nesta sec¸a˜o, sera˜o apresentados os planejadores PUP [12] e Petrigraph [29]. O funciona-
mento destes planejadores e´ feito em duas fases: na primeira fase, problemas de planejamento
descritos em linguagem PDDL sa˜o traduzidos em forma de uma rede de Petri, a fim de que o
problema de planejamento seja convertido em um problema de alcanc¸abilidade. Na segunda
fase, as redes de Petri geradas sa˜o submetidas a um processo de desdobramento, de maneira
que o plano possa ser obtido a partir da rede de ocorreˆncias.
O planejador Petrigraph e´ um aperfeic¸oamento do planejador PUP, no que se refere a`
construc¸a˜o das redes de Petri a partir dos problemas na liguagem PDDL. Na segunda fase do
Petrigraph, o desdobramento da rede de Petri foi feito com o auxı´lio de uma heurı´stica derivada
da heurı´stica H1, apresentada na sec¸a˜o 2.2.5, modificando a ferramenta Mole para realizar a
busca com base na lo´gica do algoritmo de busca gulosa, apresentado na sec¸a˜o 2.1.4.
A presente dissertac¸a˜o e´ focada na segunda parte do planejador Petrigraph, modificando a
ferramenta Mole para realizar a busca com base na lo´gica do algoritmo de busca A*, apresentado
29
na sec¸a˜o 2.1.5, utilizando-se das heurı´sticas de planejamento H1 e H2, apresentadas na sec¸a˜o
2.2.5. Os experimentos apresentados no capı´tulo 4 sa˜o feitos tomando como base as redes de
Petri geradas pelo Petrigraph, ale´m de ser feita uma comparac¸a˜o de tempo entre a heurı´stica
implementada por To¨ws em [29] e as heurı´sticas da famı´lia Hm.
2.5.1 PUP - Planning via Unfondings of Petri Nets
O PUP e´ um planejador desenvolvido por Hickmott e colegas em [12], que traduz proble-
mas de planejamento descritos na linguagem PDDL em redes de Petri. Esta traduc¸a˜o e´ feita
com o intuito de converter o problema de planejamento em um problema de alcanc¸abilidade de
redes de Petri. O objetivo e´ aproveitar-se de algumas vantagens provenientes do formalismo
inerente a`s redes de Petri, como o fato destas apresentarem uma descric¸a˜o compacta do espac¸o
de busca, ale´m de representar concorreˆncia e relac¸o˜es causais entre ac¸o˜es de uma maneira que
torna possı´vel a identificac¸a˜o de subproblemas.
Para o desenvolvimento do PUP, foram estudadas te´cnicas de ana´lise de redes de Petri que
pudessem ser aplicadas com sucesso pela ana´lise dos problemas de planejamento. A te´cnica de
desdobramento, apresentada na sec¸a˜o 2.4, mostrou-se atrativa por ser uma te´cnica de ana´lise de
alcanc¸abilidade que preserva e explora com menor custo computacional a estrutura da rede de
Petri inerente. Ale´m disso, o processo de desdobramento gera uma rede mais simples, chamada
de rede de ocorreˆncias, que e´ acı´clica e mante´m apenas conflitos de primeira ordem (apenas
entre dois elementos). Em relac¸a˜o a` complexidade, a rede de ocorreˆncias possui tamanho ex-
ponencial em relac¸a˜o ao tamanho da rede de Petri de origem, mas pode ser exponencialmente
menor do que a representac¸a˜o do espac¸o de busca atrave´s do grafo de alcanc¸abilidade, apresen-
tado na sec¸a˜o 2.3.4. Ale´m disso, o plano obtido atrave´s do processo de desdobramento pode ser
extraı´do da rede de ocorreˆncias em tempo linear em relac¸a˜o ao seu tamanho.
A soluc¸a˜o do problema de planejamento atrave´s do planejador PUP ocorre em duas fases.
Na primeira fase, o problema de planejamento e´ traduzido para uma rede de Petri segura. Na
segunda fase, e´ realizado o desdobramento da rede de Petri com o auxı´lio de uma heurı´stica, de
modo que o plano possa ser extraı´do da rede de ocorreˆncias resultante.
A primeira fase da execuc¸a˜o do planejador PUP e´ o mapeamento do problema de plane-
jamento em um problema equivalente no qual todas as ac¸o˜es sa˜o seguras. Este processo e´
necessa´rio porque a rede de Petri resultante precisa ser segura para possibilitar o uso da ferra-
menta de desdobramento Mole, que so´ aceita redes de Petri deste tipo. Entretanto, conforme
[12], o uso de redes de Petri seguras tambe´m auxilia na representac¸a˜o dos operadores proposi-
cionais de planejamento, que se baseiam em varia´veis lo´gicas. No caso de uma rede de Petri
k-limitada, seria necessa´rio a utilizac¸a˜o de uma estrutura na˜o trivial para garantir a equivaleˆncia
entre a rede de Petri e o problema de planejamento, visto que a inserc¸a˜o de va´rias marcas em
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um mesmo lugar manteria seu valor como verdadeiro, ao passo que seria necessa´rio remover
todas as marcas do lugar para tornar o seu valor falso.
Sendo o = {p,e} uma ac¸a˜o de um problema de planejamento, onde p representa as pre´-
condic¸o˜es da ac¸a˜o (conjunto pre) e e representa seus efeitos, ou melhor, a unia˜o dos efeitos
positivos (conjunto add) e dos efeitos negativos (conjunto del) da ac¸a˜o. O mapeamento do
problema de planejamento em um problema equivalente com ac¸o˜es seguras e´ feito atrave´s da
substituic¸a˜o da ac¸a˜o o por 2|e′| ac¸o˜es distintas, onde e’ representa todos os literais que esta˜o
presentes em e e na˜o esta˜o presentes em p. Por exemplo, a ac¸a˜o o = {p,e} onde p = {a, ¬b, c}
e e = {¬a, b, d, ¬e}, e´ descrita da seguinte maneira:
o = {p,e} p = {a, ¬b, c} e = {¬a, b, d, ¬e}
o1 = {p1, e1} p1 = {a, ¬b, c, d, ¬e} e1 = {¬a, b} e’1 = {}
o2 = {p2, e2} p2 = {a, ¬b, c, ¬d, ¬e} e2 = {¬a, b, d} e’2 = {d}
o3 = {p3, e3} p3 = {a, ¬b, c, d, e} e3 = {¬a, b, ¬e} e’3 = {¬e}
o4 = {p4, e4} p4 = {a, ¬b, c, ¬d, e} e4 = {¬a, b, d, ¬e} e’4 = {d, ¬e}
Nas ac¸o˜es resultantes, pode-se encontrar ainda pre´-condic¸o˜es negativas. A fim de possibili-
tar o mapeamento do problema em redes de Petri, e´ necessa´rio a eliminac¸a˜o das pre´-condic¸o˜es
negativas, visto que as redes de Petri so´ utilizam pre´-condic¸o˜es positivas. A eliminac¸a˜o das pre´-
condic¸o˜es negativas ocorre substituindo-se cada varia´vel ¬v por uma varia´vel vˆ, que teˆm seu
valor oposto a v. Deste modo, as ac¸o˜es resultantes da eliminac¸a˜o das pre´-condic¸o˜es negativas
sa˜o mostradas a seguir:
o1 = {p1, e1} p1 = {a, ˆb, c, d, eˆ} e1 = {aˆ, ¬a, ¬ˆb, b}
o2 = {p2, e2} p2 = {a, ˆb, c, ˆd, eˆ} e2 = {aˆ, ¬a, ¬ˆb, b, ¬ˆd, d}
o3 = {p3, e3} p3 = {a, ˆb, c, d, e} e3 = {aˆ, ¬a, ¬ˆb, b, ¬e, eˆ}
o4 = {p4, e4} p4 = {a, ˆb, c, ˆd, e} e4 = {aˆ, ¬a, ¬ˆb, b, ¬ˆd, d, ¬e, eˆ}
A partir do conjunto de ac¸o˜es geradas pela eliminac¸a˜o das pre´-condic¸o˜es negativas, o pro-
blema de planejamento pode ser mapeado para uma rede de Petri. Seja N = {P, T, F} a
definic¸a˜o de uma rede de Petri. Os lugares da rede de Petri sa˜o formados pelo conjunto de
varia´veis das ac¸o˜es, ou seja, P = A ∪ Aˆ. As transic¸o˜es da rede de Petri sa˜o formadas pelo
conjunto de ac¸o˜es oi resultantes, ou seja, T = O. A relac¸a˜o de fluxo F e´ obtida atrave´s de
ι = {p, e} ∈ T, de tal forma que {(a, ι)| a ∈ p} ∪ {(ι, a)| (a ∈ e) ∨ (a ∈ e) ∧
(¬ a ¬ ∈ e)}.
A rede de Petri resultante e´ equivalente ao problema de planejamento, sendo que os lu-
gares de rede mapeiam as varia´veis de estado do problema de planejamento e as transic¸o˜es
mapeiam as ac¸o˜es que modificam o estado global. A pro´xima fase e´ a soluc¸a˜o do problema de
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alcanc¸abilidade da rede criada atrave´s do algoritmo de desdobramento. A definic¸a˜o do estado
objetivo do problema e´ feita a partir de uma transic¸a˜o inserida na rede de Petri, denominada
GOAL. A pre´-condic¸a˜o da transic¸a˜o GOAL corresponde ao estado objetivo do problema, tal
como definido pelo problema de planejamento.
A ferramenta Mole e´ configurada para realizar o desdobramento da rede de Petri gerada
ate´ o momento em que a transic¸a˜o GOAL for disparada. Uma vez que o desdobramento tenha
sido encerrado, o plano ordenado do problema e´ obtido a partir da configurac¸a˜o local do evento
que possui a transic¸a˜o GOAL. Como a configurac¸a˜o local de um evento corresponde a` menor
configurac¸a˜o a` qual o evento pode fazer parte, este plano conte´m apenas as ac¸o˜es necessa´rias
para a transformac¸a˜o do estado inicial da rede no estado objetivo.
A lista de prioridades da versa˜o original do Mole, que conte´m os eventos ainda na˜o ex-
pandidos, e´ ordenada pelo tamanho da configurac¸a˜o local de cada evento. Isto significa que o
desdobramento e´ realizado atrave´s da lo´gica do algoritmo de busca em amplitude, apresentado
na sec¸a˜o 2.1.1. Como ja´ foi discutido, o algoritmo de busca em amplitude na˜o e´ eficiente no que
se refere ao uso de memo´ria e de tempo. Neste caso especı´fico, o desdobramento e´ realizado
apenas com o objetivo de obter uma rede de ocorreˆncias que contenha o plano, e na˜o o prefixo
completo da rede.
Com o intuito de otimizar a busca realizada pelo algoritmo de desdobramento, forma incor-
poradas a` ferramenta Mole heurı´sticas de planejamento para guiar o processo de desdobramento
da rede de Petri, modificando a ordenac¸a˜o da lista de prioridades de forma que o desdobramento
se comporte conforme a lo´gica do algoritmo A*, apresentado na sec¸a˜o 2.1.5. O algoritmo de
busca A* ordena os no´s abertos do grafo de acordo com a func¸a˜o f(x) = g(x) + h(x), onde
g(x) equivale ao custo de obtenc¸a˜o do no´ x e a func¸a˜o h(x) equivale a uma func¸a˜o heurı´stica
que estima o custo do no´ x ate´ o estado objetivo.
Sendo C(e) a configurac¸a˜o local de um evento e, a func¸a˜o g(e) e´ definida como
g(C) =
∑
e∈Ccost(ϕ(e)). Como a configurac¸a˜o local e´ a menor configurac¸a˜o a` qual um
evento pode fazer parte, a func¸a˜o g(C) retorna o custo mı´nimo exato de obtenc¸a˜o do evento e.
A func¸a˜o h(e) e´ obtida pela aplicac¸a˜o de uma heurı´stica a` marcac¸a˜o resultante do evento
e. Nos testes realizados pelo PUP, foram utilizadas as seguintes heurı´sticas. O sı´mbolo ≺h
indica que a ordenac¸a˜o de eventos a serem expandidos e´ feita atrave´s da somato´ria do tamanho
da configurac¸a˜o local com a heurı´stica.
• ≺0: Busca de custo uniforme, ou seja, h(s) = 0
• ≺ h1 : Heurı´stica H1, ou seja, h(s) = h1(s, G)
• ≺ h1+ : Heurı´stica H
1
+, ou seja, h(s) = h1+(s, G)
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A heurı´stica ≺0 indica que a ordenac¸a˜o de eventos a serem expandidos e´ feita apenas pelo
tamanho da configurac¸a˜o local dos eventos, pois o valor heurı´stico aplicado a todos os lugares e´
igual a 0. Esta heurı´stica corresponde a` execuc¸a˜o natural do Mole, que ja´ utiliza a configurac¸a˜o
local dos eventos para ordenar a fila de eventos a serem expandidos. A heurı´stica ≺ h1 equivale
a` heurı´stica H1, representada na equac¸a˜o 2.10. Esta heurı´stica faz parte da famı´lia de heurı´sticas
Hm, apresentada na sec¸a˜o 2.2.5.
H1(α) =

0, α ⊆ s0 (1)
min
α⊆add(a)[c(a)+H1(pre(a))], |α| = 1, α * s0 (2)
max
β⊂α,|β|=1H
1(β), |α| > 1, α * s0 (3)
(2.10)
A heurı´stica ≺ h1+ , apresentada na equac¸a˜o 2.11, e´ obtida substituindo-se, na linha (3), a
operac¸a˜o max pela operac¸a˜o de somato´ria. Isto significa que, ao inve´s de retornar o valor
ma´ximo entre as regresso˜es dos subconjuntos, a func¸a˜o H1+ soma o valor obtido a partir da
regressa˜o dos subconjuntos. A heurı´stica resultante na˜o e´ admissı´vel, mas e´ mais informativa
do que a heurı´stica H1.
H1+(α) =

0, α ⊆ s0 (1)
min




+(β), |α| > 1, α * s0 (3)
(2.11)
A versa˜o modificada do Mole que acrescenta o uso das heurı´sticas para guiar o processo de
desdobramento pelo PUP na˜o e´ disponibilizada, o que impossibilita a verificac¸a˜o da mesma.
2.5.2 Petrigraph - Um algoritmo para planejamento em redes de Petri
O Petrigraph foi desenvolvido por To¨ws em [29] como um aperfeic¸oamento do me´todo de
mapeamento de problemas de planejamento em redes de Petri realizado pelo PUP, descrito na
sec¸a˜o 2.5.1. A desvantagem do me´todo de mapeamento realizado pelo PUP e´ que o processo
de criac¸a˜o da rede de Condic¸a˜o/Evento na˜o e´ otimizado. A rede de Petri resultante possui
exatamente o dobro de varia´veis em relac¸a˜o ao nu´mero de varia´veis de estados do problema
de planejamento. Uma vez que a complexidade do prefixo finito completo da rede de Petri, no
pior caso, e´ da ordem de O(2n), onde n e´ o tamanho da rede, uma diminuic¸a˜o do nu´mero de
condic¸o˜es da rede de Petri mapeada do problema de planejamento tera´ um efeito exponencial
no tamanho da rede de ocorreˆncias, e consequentemente no tempo de execuc¸a˜o do algoritmo de
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desdobramento.
Com o intuito de reduzir o nu´mero de lugares e de transic¸o˜es na rede de Petri resultante, o
Petrigraph utilizou-se da noc¸a˜o de varia´veis multivaloradas e de grafo de transic¸a˜o de domı´nios.
A gerac¸a˜o da rede de Petri pelo Petrigraph e´ definida nos seguintes passos:
1. Remover do problema de planejamento os predicados constantes.
2. Remover do problema de planejamento os predicados de caminho u´nico.
3. Ana´lise dos predicados que podem ser expressos em forma de varia´veis multivaloradas.
4. Construir a representac¸a˜o de grafos de transic¸a˜o de domı´nio a partir das varia´veis de
estados multivaloradas.
5. Mesclar as redes de Petri obtidas no passo 4.
Os predicados constantes sa˜o aqueles que na˜o sa˜o removidos por nenhuma ac¸a˜o de domı´nio.
Por esta raza˜o, eles na˜o interferem no desdobramento da rede de Petri, na˜o precisando serem
representados por varia´veis de estados. Ja´ os predicados de caminho u´nico sa˜o aqueles que
sa˜o removidos por ac¸o˜es do domı´nio, mas que na˜o sa˜o adicionados por nenhuma ac¸a˜o. Estes
predicados somente precisam ser representados por varia´veis de estados se fizerem parte da
soluc¸a˜o do problema, conforme a descric¸a˜o do estado objetivo. Os predicados constantes e de
caminho u´nico podem ser encontrados atrave´s de uma busca nos conjuntos pre e add nas ac¸o˜es
do domı´nio. A complexidade da busca destes predicados na descric¸a˜o do problema possui
complexidade da ordem de O(n) em relac¸a˜o ao nu´mero de ac¸o˜es.
As varia´veis multivaloradas foram introduzidas por Jonsson e Ba¨ckstro¨m em [14] como
uma proposta para reduzir o nu´mero de varia´veis de estado necessa´rias para a descric¸a˜o de um
problema de planejamento. As varia´veis multivaloradas constituem um grupo de varia´veis de
estado mutuamente exclusivas, ou seja, em qualquer estado do problema alcanc¸a´vel a partir do
estado inicial, apenas uma das varia´veis deste grupo tera´ valor verdadeiro e todas as outras tera˜o
valor falso.
O processo de busca dos grupos de varia´veis multivaloradas inicia-se com a definic¸a˜o de um
grupo G, onde inicialmente sa˜o inseridas as varia´veis de estado presentes na descric¸a˜o do estado
inicial do problema. Em seguida, para cada item em G, se houver um operador no domı´nio que
tenha G como pre´-condic¸a˜o, todas as po´s-condic¸o˜es deste operador sa˜o adicionads a G. Este
processo e´ repetido ate´ que nenhuma varia´vel de estado nova seja adicionada a G.
O conjunto G possui a func¸a˜o de agrupar todas as varia´veis de estado que influenciam dire-
tamente a busca da soluc¸a˜o do problema. Uma vez que este conjunto esteja formado, procede-se
a` ana´lise dos predicados do domı´no PDDL para verificar se estes esta˜o balanceados, ou caso
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contra´rio, efetuar procedimentos a fim de torna´-los balanceados. Um predicado pred com n
argumentos e´ balanceado em relac¸a˜o a i ≤ n se toda ac¸a˜o que remover um predicado pred(p1,
..., pi, ..., pn) adiciona um, e apenas um, predicado pred’(p1, ..., p j’, ..., pn).
Um predicado pred pode na˜o ser balanceado, mas este pode ser combinado com outros pre-
dicados que tornem o grupo balanceado, caso sejam encontradas ac¸o˜es complementares, onde
sempre uma ac¸a˜o remove o predicado pred adicionando pred’ e outra ac¸a˜o que remove pred’
adicionando pred. O processo recursivo de balanceamento dos predicados ocorre da seguinte
maneira:
• Verifica-se se o predicado pred e´ balanceado em relac¸a˜o a i. Caso afirmativo, o algoritmo
retorna o conjunto 〈pred,i〉.
• Se predicado na˜o for balanceado, verifica-se todas as ac¸o˜es que removam o predicado
pred com argumentos (p1 ... pn), e uma busca e´ feita nas po´s-condic¸o˜es destas ac¸o˜es por:
- pred’(p1, ..., p j’, ..., pi−1, pi+1, ..., pn)
- pred’(p1, ..., pi−1, pi+1, ..., p j’, ..., pn)
- pred’(p1, ..., pi−1, pi+1, ..., pn)
• Para cada predicado encontrado desta maneira, pode-se efetuar a combinac¸a˜o de predica-
dos da seguinte forma: Um predicado pred+pred’ e´ criado com argumentos (p1, ..., pi−1,
pi”, pi+1, ..., pn) e todas as ocorreˆncias de pred e pred’ no domı´nio sa˜o substituı´das pelo
novo predicado.
• Caso pred’ tenha um argumento pi’, os valores possı´veis para o argumento pi” sa˜o tanto
os de pi como os de pi’, sem que haja qualquer intersec¸a˜o entre os dois. Sena˜o, pi” pode
assumir todos os valores de pi , mais um novo valor vpred′ , que sera´ utilizado nos casos
em que pred+pred’ substitui pred’.
• Para cada predicado criado desta maneira, substitui-se o predicado criado no domı´nio e o
processo e´ refeito.
O resultado deste algoritmo e´ um conjunto de predicados balanceados possı´veis no pro-
blema. Cada predicado balanceado em relac¸a˜o a i e´ representado por uma u´nica varia´vel de
estado multivalorada, com valores entre 0 e m, onde m representa o nu´mero de objetos que
podem ser definidos como o argumento pi do predicado.
Em seguida, as condic¸o˜es que mudam o valor das varia´veis de estados multivaloradas sa˜o
descritas a partir de um grafo de transic¸a˜o de domı´nios, ou DTG. Cada no´ do DTG se torna um
lugar na rede de Petri, os arcos se tornam transic¸o˜es e uma marca e´ inserida no lugar gerado a
partir de um predicado que esteja presente no estado inicial do problema.
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Todas as redes derivadas de DTGs sa˜o combinadas em uma u´nica rede de Petri. Se existirem
duas ou mais transic¸o˜es com o mesmo nome, estas sa˜o combinadas, mantendo todos os arcos
de entrada e saı´da. A rede continua segura, pois o nu´mero de arcos de entrada de cada transic¸a˜o
sempre e´ igual ao nu´mero de arcos de saı´da. Se duas redes derivadas de DTGs diferentes
possuı´rem lugares provindos da mesma varia´vel, estes tambe´m podem ser combinados.
Para as varia´veis de estados na˜o pertencentes a DTGs, o mesmo algoritmo de conversa˜o
utilizado pelo PUP e´ aplicado, utilizando-se de varia´veis complementares que garantam que a
rede seja segura, eliminando-se as pre´-condic¸o˜es negativas, traduzindo o modelo para o formato
de rede de Petri e mesclando a nova rede com a rede gerada a partir das DTGs.
Assim como ocorre no planejador PUP, em [29] o mapeamento do problema de planeja-
mento em forma de uma rede de Petri e´ realizado com o intuito de converter um problema de
planejamento em um problema de alcanc¸abilidade de redes de Petri, de modo que a soluc¸a˜o
seja encontrada com o auxı´lio do algoritmo de desdobramento de redes de Petri. O Mole e´ exe-
cutado ate´ o momento em que seja alcanc¸ada a transic¸a˜o objetivo, no caso, a transic¸a˜o GOAL,
cujo disparo encerra o desdobramento para que o plano ordenado possa ser extraı´do da rede de
ocorreˆncias. A proposta de [29] e´ a incorporac¸a˜o da heurı´stica H1, apresentada na sec¸a˜o 2.2.5,
ao algoritmo de desdobramento, de modo a guiar o processo de desdobramento ate´ encontrar a
soluc¸a˜o. Como o trabalho de To¨ws pertence ao mesmo grupo de pesquisa ao qual este trabalho
faz parte, foi possı´vel ter acesso ao co´digo-fonte desta versa˜o modificada do Mole e realizar a
ana´lise da implementac¸a˜o da heurı´stica H1. Esta ana´lise mostrou diferenc¸as substanciais entre
a heurı´stica implementada e a heurı´stica proposta por Haslum e Geffner em [11].
Enquanto a heurı´stica H1 se baseia em regresso˜es das condic¸o˜es da rede de Petri, partindo
do estado objetivo ate´ o estado corrente, a heurı´stica implementada por To¨ws na ferramenta
Mole e´ feita a partir da rotulagem dos lugares e das transic¸o˜es da rede de Petri, inserindo
nu´meros inteiros que indicam a quantos nı´veis de distaˆncia os elementos esta˜o da transic¸a˜o
GOAL.
O algoritmo 2.6 apresenta o trecho do co´digo-fonte extraı´do desta versa˜o modificada do
Mole, cuja func¸a˜o e´ realizar a rotulagem da rede de Petri. O procedimento CostTransition e´
executado assim que a ferramenta Mole termina a leitura da rede de Petri a partir do arquivo de
entrada. A primeira chamada deste procedimento associa a transic¸a˜o GOAL com o custo igual
a 1.
Como o valor de rotulagem dos elementos da rede, tanto de lugares como de transic¸o˜es, e´
iniciado com 0, a presenc¸a do valor 0 em qualquer um destes elementos indica que ele ainda
na˜o foi rotulado. Por esta raza˜o, a linha (4) verifica se o valor do ro´tulo da transic¸a˜o de entrada
e´ igual a 0 ou maior do que o custo de entrada da chamada do procedimento CostTransition.
Caso afirmativo, o custo da transic¸a˜o e´ atualizado com o novo valor na linha (5). Uma vez que
o custo da transic¸a˜o tenha sido atualizado, a linha (6) comec¸a a rotular os lugares da rede de
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Petri presentes no conjunto de pre´-condic¸o˜es da transic¸a˜o. Da mesma forma como aconteceu
com as transic¸o˜es, os lugares so´ sa˜o rotulados se ainda na˜o tiverem sido rotulados, ou se o valor
do ro´tulo for maior do que o novo valor, conforme mostra a linha (8). Em seguida, o ro´tulo dos
lugares sa˜o atualizados com o mesmo custo da transic¸a˜o na linha (9) e o procedimento prepara-
se para a realizac¸a˜o de uma chamada recursiva. Nesta chamada, o sı´mbolo p->preset esta´
relacionado com o conjunto de todas as transic¸o˜es a`s quais o lugar representado pelo sı´mbolo p
esta´ presente no conjunto de po´s-condic¸o˜es, ou seja, p ⊆ t•. Como esta transic¸a˜o esta´ um nı´vel
abaixo da transic¸a˜o de entrada do procedimento CostTransition, o valor de custo e´ acrescido de
1.
Algoritmo 2.6: Procedimento de rotulagem da rede
1 void C o s t T r a n s i t i o n ( t r a n s t ∗ t , i n t c o s t ) {
2 p l a c e t ∗p ;
3 n o d e l i s t t ∗n , ∗m;
4 i f ( t −>v a l u e==0 | | t −>v a l u e > c o s t ) {
5 t −>v a l u e= c o s t ;
6 f o r ( n= t −> p r e s e t ; n ; n=n−>n e x t ) {
7 p=n−>node ;
8 i f ( p−>v a l u e==0 | | p−>v a l u e > c o s t ) {
9 p−>v a l u e= c o s t ;
10 f o r (m=p−> p r e s e t ; m; m=m−>n e x t )





Sendo N = {P, T, F, M0} uma rede Condic¸a˜o/Evento e Me a marcac¸a˜o associada ao evento
e, criado durante o desdobramento da rede de Petri, o valor heurı´stico atribuı´do ao evento e e´




p ∈ Me (2.12)
Existem algumas diferenc¸as substanciais entre a heurı´stica implementada nesta versa˜o mo-
dificada do Mole e a heurı´stica H1 de Haslum e Geffner. A heurı´stica H1 se baseia em re-
gresso˜es do estado objetivo do sistema. Parte-se do estado objetivo, sendo realizadas sucessivas
regresso˜es ate´ alcanc¸ar o estado corrente, que e´ o estado sobre o qual a heurı´stica e´ calculada.
As varia´veis de estado pertencentes ao estado corrente sa˜o inicializadas com zero, e as outras
varia´veis recebem um valor que indica o menor nu´mero de regresso˜es necessa´rias para que esta
varia´vel se torne verdadeira, partindo do estado corrente. No caso da heurı´stica de To¨ws, os lu-
gares do estado objetivo sa˜o inicializadas com valor igual a 1, sendo o valor dos outros lugares
sa˜o acrescidos levando em conta a relac¸a˜o de fluxo bina´ria entre lugares e transic¸o˜es da rede de
Petri.
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A func¸a˜o Hpg se limita a somar o valor dos ro´tulos dos lugares marcados do estado corrente.
A fila de eventos a serem expandidos e´ ordenada de acordo com o valor da soma dos ro´tulos,
sendo expandidos primeiro os eventos com menor valor. O tamanho da configurac¸a˜o local
dos eventos na˜o e´ levada em considerac¸a˜o. Deve-se considerar tambe´m que esta func¸a˜o na˜o e´
admissı´vel, o que implica que, mesmo que o tamanho da configurac¸a˜o local seja incorporado
a` heurı´stica Hpg para que o desdobramento se comporte como o algoritmo A*, a busca na˜o
garante o plano o´timo.
38
3 Aplicac¸a˜o das Heurı´sticas H1 e H2 no
contexto de redes de Petri
Este trabalho foi desenvolvido em continuidade de pesquisas envolvendo planejamento e
redes de Petri, realizadas pelo grupo de pesquisas LIAMF (Laborato´rio de Inteligeˆncia Artificial
e Me´todos Formais), da Universidade Federal do Parana´. Em [26], e´ apresentado o Petriplan,
uma abordagem em que o grafo de planos e´ transformado em uma rede de Petri acı´clica e o
problema de alcanc¸abilidade e´ resolvido atrave´s de te´cnicas de programac¸a˜o inteira, envolvendo
a equac¸a˜o fundamental das redes de Petri. Em seguida, foi proposta a Rede de Planos [27],
onde foi abandonado o grafo de planos para ser utilizada uma estrutura mais eficiente para a
representac¸a˜o do problema de planejamento em uma rede de Petri acı´clica.
Outros trabalhos do grupo comec¸aram a transcrever os problemas de planejamento em uma
rede de Petri cı´clica. Em [20], foram estudadas regras de transformac¸a˜o para conversa˜o dos
problemas de Planejamento em redes de Petri seguras e em [29], foi proposto o Petrigraph,
apresentado na sec¸a˜o 2.5.2, que utiliza o conceito de varia´veis multivaloradas para a otimizac¸a˜o
do algoritmo PUP [12], apresentado na sec¸a˜o 2.5.1.
Tendo em vista a proximidade entre modelos de Planejamento Cla´ssico e das redes de Petri,
neste trabalho buscou-se a adaptac¸a˜o das heurı´sticas de planejamento da famı´lia Hm para guiar o
processo de desdobramento de redes de Petri ate´ uma marcac¸a˜o especı´fica. Estas heurı´sticas de
planejamento foram propostas por Haslum e Geffner em [11] e sa˜o apresentadas na sec¸a˜o 2.2.5.
Com o intuito de realizar esta adaptac¸a˜o, foi feito um estudo minuncioso das heurı´sticas da
famı´lia Hm, bem como do algoritmo de desdobramento de redes de Petri proposto por Esparza,
Ro¨mer e Vogler em [7] e das estruturas de dados utilizadas pela ferramenta Mole.
Neste capı´tulo, sera˜o apresentadas as estruturas de dados utilizadas que permitiram a a-
plicac¸a˜o das heurı´sticas H1 e H2 no contexto das redes de Petri, bem como as modificac¸o˜es
feitas na ferramenta Mole para que a busca ocorra de acordo com o algoritmo A*. A sec¸a˜o
3.1 descreve as estruturas de dados utilizadas para a realizac¸a˜o da adaptac¸a˜o de uma heurı´stica
oriunda do ambiente de planejamento cla´ssico no contexto de redes de Petri. A sec¸a˜o 3.2 mostra
as modificac¸o˜es necessa´rias na ferramenta Mole, bem como o ca´lculo da heurı´stica a partir do
vetor de ca´lculo e as otimizac¸o˜es necessa´rias para o ca´lculo mais eficiente da heurı´stica. A sec¸a˜o
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3.3 mostra um exemplo detalhado de ca´lculo, onde pode-se visualizar as estruturas de dados e
a dinaˆmica do algoritmo A* acoplado a` ferramenta Mole. Finalmente, a sec¸a˜o 3.4 apresenta
considerac¸o˜es referentes a`s estruturas de dados utilizadas.
3.1 Vetor de Ca´lculo da heurı´stica
Um problema de Planejamento Cla´ssico baseado em STRIPS possui muitas semelhanc¸as
com o formalismo das redes de Petri. Ambos os formalismos definem os estados a partir de um
conjunto de predicados bina´rios e sa˜o baseados em ac¸o˜es que modificam o estado global.
A adaptac¸a˜o das heurı´sticas de planejamento ao contexto de redes de Petri foi feita a partir
de uma estrutura de dados que conte´m as regresso˜es de todos os subconjuntos de lugares da rede
de Petri, que neste trabalho sera´ chamada de “vetor de ca´lculo”. O armazenamento dos subcon-
juntos em uma estrutura permite que todo o processamento destinado a` construc¸a˜o de regresso˜es
dos conjuntos seja feito como pre´-processamento, como tambe´m o ca´lculo da heurı´stica com
auxı´lio de um algoritmo na˜o-recursivo e algumas otimizac¸o˜es no ca´lculo da heurı´stica.
A sec¸a˜o 3.1.1 apresenta a transcric¸a˜o das ac¸o˜es para o formato STRIPS, processo que e´ rea-
lizado para contornar as diferenc¸as entre as ac¸o˜es do ambiente de planejamento e as transic¸o˜es
das redes de Petri. A sec¸a˜o 3.1.2 apresenta a construc¸a˜o propriamente dita do vetor de ca´lculo.
3.1.1 Transcric¸a˜o das transic¸o˜es em forma STRIPS
As heurı´sticas H1 e H2 [11] foram projetadas para o ambiente de planejamento cla´ssico
baseado em STRIPS. Na linguagem STRIPS, a maneira como as ac¸o˜es afetam o estado global
e´ descrita atrave´s de treˆs conjuntos de varia´veis de estado, no caso os conjuntos add, pre e
del, conforme mostrado na sec¸a˜o 2.2.3. As regresso˜es do estado global, que constituem-se na
esseˆncia do funcionamento das heurı´sticas da famı´lia Hm, ocorrem de acordo com a pertineˆncia
das varia´veis de estado aos conjuntos que definem as ac¸o˜es.
No caso das redes de Petri, a pro´pria dinaˆmica de funcionamento do formalismo deixa
implı´cito como a transic¸a˜o influencia o estado global da rede, pois no disparo de uma transic¸a˜o,
todas as marcas das pre´-condic¸o˜es da transic¸a˜o (•t) sa˜o consumidas e todas as po´s-condic¸o˜es da
transic¸a˜o (t•) recebem uma marca.
A transcric¸a˜o das transic¸o˜es em forma STRIPS possui o objetivo de representar a informac¸a˜o
de como a transic¸a˜o influencia o estado global da mesma maneira como as ac¸o˜es da linguagem
STRIPS fazem. Esta informac¸a˜o, que antes era implı´cita ao formalismo de redes de Petri, passa
a ser expressa de maneira explı´cita, em treˆs conjuntos: add, pre e del. Com esta representac¸a˜o,
e´ possı´vel realizar a regressa˜o de subconjuntos de lugares da rede de Petri, tal como ocorre na
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linguagem STRIPS.
Nas transic¸o˜es transcritas, o conjunto pre corresponde exatamente ao conjunto de pre´-
condic¸o˜es da transic¸a˜o de origem (•t), visto que o conjunto pre informa as condic¸o˜es necessa´rias
para o disparo desta. Os conjuntos add e del equivalem aos conjuntos de po´s-condic¸o˜es e
pre´-condic¸o˜es da transic¸a˜o, respectivamente, eliminando-se de ambos os lac¸os elementares. A
eliminac¸a˜o e´ importante porque a presenc¸a de um lac¸o elementar envolvendo um lugar e uma
transic¸a˜o em uma rede de Petri indica que este lugar e´ necessa´rio para o disparo da transic¸a˜o,
mas o disparo na˜o influencia o seu estado, visto que a marca e´ recolocada no lugar apo´s ser
consumida. Por definic¸a˜o, o conjunto add indica os lugares na˜o-marcados que passam a ter
uma marca apo´s o disparo da transic¸a˜o, e o conjunto del indica os lugares marcados que tem a
sua marca eliminada apo´s o disparo da transic¸a˜o.
Formalmente, a transcric¸a˜o das transic¸o˜es em forma STRIPS e´ feito da seguinte maneira:
Sendo t ∈ T o conjunto de transic¸o˜es da rede de Petri e at ∈ A o conjunto de transic¸o˜es trans-
critas, ∀ t ∈ T:
• pre(at) =
•t
• add(at) = t
• \ (•t ∩ t•)
• del(at) =
•t \ (•t ∩ t•)
Figura 3.1: Exemplo de transic¸a˜o
A figura 3.1 mostra uma transic¸a˜o representada ao lado dos lugares a ela diretamente rela-
cionados. O conjunto de pre´-condic¸o˜es desta transic¸a˜o e´ composto pelos lugares p1 e p2 e o
conjunto das po´s-condic¸o˜es corresponde aos lugares p2 e p3. A transcric¸a˜o desta transic¸a˜o em
forma STRIPS deste sistema e´ formada pelos seguintes conjuntos:
• PRE: p1, p2
• ADD: p3
• DEL: p1
As transic¸o˜es transcritas em forma STRIPS apresentam a mesma informac¸a˜o que as mos-
tradas nas redes de Petri. A partir deste conjunto de transic¸o˜es transcritas, e´ construı´do o vetor
de ca´lculo, conforme apresentado na sec¸a˜o 3.1.2.
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3.1.2 Construc¸a˜o do vetor de ca´lculo
O ca´lculo das heurı´sticas da famı´lia Hm, apresentado na sec¸a˜o 2.2.5, e´ realizado atrave´s de
um algoritmo recursivo que divide o conjunto de literais em va´rios subconjuntos de tamanho
m, sendo feitas regresso˜es sucessivas desses subconjuntos ate´ se chegar ao estado inicial s0. A
estrutura dos problemas a que estas heurı´sticas se aplicam e´ esta´tica, pois na˜o sa˜o criados ou
excluı´dos predicados e/ou ac¸o˜es durante o processo de busca. Isso implica que o valor heurı´stico
atribuı´do a um subconjunto de predicados sempre vai depender das mesmas ac¸o˜es geradoras.
Por esta raza˜o, durante o ca´lculo do algoritmo recursivo da heurı´stica para uma determinada
marcac¸a˜o, independentemente de quantas vezes um mesmo subconjunto de predicados seja
calculado, o valor heurı´stico encontrado para este subconjunto sera´ sempre o mesmo. Ale´m
disso, partindo do pressuposto que o nu´mero de predicados do problema e´ finito e enumera´vel,
enta˜o o nu´mero de subconjuntos de tamanho menor ou igual a m tambe´m e´ finito e enumera´vel.
Neste trabalho, a enumerac¸a˜o de subconjuntos de lugares foi realizada atrave´s da criac¸a˜o de
uma estrutura de dados chamada vetor de ca´lculo, cuja func¸a˜o e´ enumerar todos os conjuntos
de predicados de tamanho menor ou igual a m, bem como todas as regresso˜es possı´veis a partir
de cada um deles.
A figura 3.1 mostra a fo´rmula ba´sica das heurı´sticas da famı´lia Hm. A linha (2) indica
que a heurı´stica e´ calculada extraindo-se o custo mı´nimo encontrado dentre todas as regresso˜es
possı´veis em um conjunto de predicados α. O conjunto β representa a regressa˜o de α a partir
da ac¸a˜o a. Nos casos em que o nu´mero de elementos de α e´ maior do que m, o conjunto α
e´ “quebrado” em quantos subconjuntos β de tamanho m forem necessa´rios, conforme indica o
comando da linha (3).
Hm(α) =

0, α ⊆ s0 (1)
min
<β,a>∈R(α)[c(a)+Hm(β)], |α| <= m, α * s0 (2)
max
β⊂α,|β|=mH
m(β), |α| > m, α * s0 (3)
(3.1)
A func¸a˜o do vetor de ca´lculo e´ enumerar todos os subconjuntos de lugares da redes de Petri
de tamanho menor ou igual a m, de acordo com a ordem da heurı´stica trabalhada. Como todos
os subconjuntos possı´veis esta˜o presentes no vetor de ca´lculo, pode-se garantir que, qualquer
que seja a regressa˜o do conjunto α produzida no comando da linha (2) da fo´rmula da figura
3.1, todos os subconjuntos de tamanho menor ou igual a m produzidos pelas regresso˜es tambe´m
estara˜o presentes no vetor de ca´lculo.
Conforme apresentado na sec¸a˜o 2.2.5, a regressa˜o de um determinado conjunto de literais s
∈ S e´ feita a partir de uma ac¸a˜o a ∈ A, onde exista intersec¸a˜o entre s e o conjunto add de a e na˜o
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exista intersec¸a˜o entre s e o conjunto del de a. Se este requisito e´ verdadeiro, enta˜o a regressa˜o
e´ feita excluindo-se do conjunto s todos os elementos que pertenc¸am ao conjunto add de a e
acrescentando-se a s todos os elementos que pertenc¸am ao conjunto pre de a. No planejamento
cla´ssico, a regressa˜o de literais e´ realizada a partir do conjunto de ac¸o˜es STRIPS presentes no
modelo formal da definic¸a˜o do problema. No caso deste trabalho, a regressa˜o dos conjuntos de
lugares e´ realizada a partir das transic¸o˜es transcritas pelo processo apresentado na sec¸a˜o 3.1.1.
O vetor de ca´lculo enumera todas as regresso˜es dos subconjuntos de tamanho menor ou
igual a m com o auxı´lio de uma outra estrutura, que sera´ chamada de conjunto de dependeˆncias.
O conjunto de dependeˆncias e´ construı´do atrave´s dos processos das linhas (2) e (3) da fo´rmula
da figura 3.1. Para cada subconjunto α presente no vetor de ca´lculo, sa˜o geradas todas as
regresso˜es β que sa˜o via´veis a partir do conjunto de transic¸o˜es transcritas. Uma vez que as
regresso˜es de α tenham sido geradas, cada um dos conjuntos β sa˜o divididos em subconjuntos
de tamanho menor ou igual a m. Como todos os subconjuntos β possuem uma refereˆncia ao
vetor de ca´lculo, o conjunto de dependeˆncias de α e´ construı´do armazenando-se a posic¸a˜o que
estes subconjuntos β possuem no vetor de ca´lculo. O resultado final do processo de gerac¸a˜o dos
conjuntos de dependeˆncias e´, para cada conjunto α presente no vetor de ca´lculo, um conjunto
de dependeˆncias cat ∈ Cα, onde cada elemento cat e´ gerado a partir da regressa˜o de α atrave´s
da transic¸a˜o transcrita at.
A diferenc¸a entre a implementac¸a˜o das heurı´sticas H1 e H2 e´ a construc¸a˜o do vetor de
ca´lculo de heurı´stica, tanto no que se refere ao nu´mero de elementos como na construc¸a˜o das
regresso˜es. Conforme [11], a partir da heurı´stica H3, a explosa˜o combinato´ria de elementos
torna o ca´lculo da heurı´stica muito caro computacionalmente, tanto no que se refere a tempo
de execuc¸a˜o como em memo´ria utilizada. Por esta raza˜o, neste trabalho na˜o sera´ discutida a
implementac¸a˜o de heurı´sticas de ordem maior do que 2.
O vetor de ca´lculo H1 trabalha com conjuntos de tamanho 1, tendo o mesmo nu´mero de
elementos que o nu´mero de condic¸o˜es da rede de Petri. Na heurı´stica H1, a regressa˜o de
α e´ equivalente ao conjunto pre da transic¸a˜o que deu origem a` regressa˜o. Sendo uma rede
de Petri representada por N = <P, T, F> e o conjunto de transic¸o˜es transcritas de T repre-
sentado por at ∈ A, o vetor de ca´lculo H1 e´ composto pelos elementos zp ∈ Z, onde p ∈
P. Cada elemento zp esta´ associado a um conjunto de dependeˆncias Cz, onde ∀ a ∈ A |
p ∈ add(a)⇒ cz ⊇ pre(a).
O vetor H2 e´ formado por conjuntos de tamanho 2, pois o objetivo da heurı´stica H2 na˜o e´
determinar o custo de obtenc¸a˜o de uma u´nica condic¸a˜o, como faz a heurı´stica H1, mas o custo
de se obter as duas condic¸o˜es simultaneamente. A utilizac¸a˜o do conjunto del aumenta o poder
de precisa˜o da heurı´stica, pois a regressa˜o de um par de lugares na˜o e´ realizada por transic¸o˜es
que eliminam um elemento para adicionar o outro.
A construc¸a˜o do vetor H2 para uma rede de Petri com n elementos e´ feita listando todos
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os pares de condic¸o˜es (p, q), onde p ≤ q. As posic¸o˜es do vetor H2 onde p = q equivalem
a`s chamadas recursivas da func¸a˜o recursiva H2 para conjuntos de tamanho 1. Os demais pares
sempre sa˜o construı´dos com o segundo par maior que o primeiro para evitar repetic¸a˜o de pares
ao longo do vetor H2. Sendo uma rede de Petri representada por N = <P, T, F> e o conjunto
de transic¸o˜es transcritas de T representado por at ∈ A, o vetor de ca´lculo H2 e´ formado por
todos os conjuntos zp,q ∈ Z, onde p,q ∈ P e p ≤ q. Cada elemento de zp,q esta´ associado a
um conjunto de dependeˆncias cz, onde:
• ∀ a ∈ A | p ∈ add(a), q ∈ add(a)⇒ cz ⊇ (pre(a));
• ∀ a ∈ A | p ∈ add(a), q < add(a), q < del(a)⇒ cz ⊇ (pre(a) ∪ q);
• ∀ a ∈ A | q ∈ add(a), p < add(a), p < del(a)⇒ cz ⊇ (pre(a) ∪ p);
Uma maneira encontrada para otimizar o ca´lculo das heurı´sticas e´ armazenar, em uma es-
trutura separada, o conjunto pre das transic¸o˜es transcritas sobre as quais o vetor de ca´lculo e´
construı´do. Desta forma, uma vez que o valor ma´ximo e´ extraı´do dentre as dependeˆncias pre-
sentes nele, este pode ser reaproveitado por qualquer outro elemento do vetor de ca´lculo que
possua uma regressa˜o feita a partir da mesma transic¸a˜o.
Procurar no vetor de ca´lculo H2 a indexac¸a˜o de todas as regresso˜es que forem geradas e´
um processo caro computacionalmente, no que diz respeito a tempo. Por esta raza˜o, foram
desenvolvidas fo´rmulas baseadas na estrutura criada para o vetor H2. A sec¸a˜o 3.1.3 apresenta
a fo´rmula que retorna o tamanho do vetor H2 para uma rede de n elementos e a fo´rmula de
indexac¸a˜o do vetor H2, que retorna a posic¸a˜o, no vetor de ca´lculo H2, de qualquer elemento
zp,q.
3.1.3 Fo´rmulas de indexac¸a˜o do vetor de ca´lculo H2
O nu´mero de elementos do vetor H2 e´ da ordem de n2/2 em relac¸a˜o ao nu´mero de condic¸o˜es
da rede de Petri. Durante a construc¸a˜o do vetor de ca´lculo, sa˜o criados muitos pares de
condic¸o˜es, sendo necessa´rio conhecer a indexac¸a˜o destes pares no vetor de ca´lculo. Reali-
zar uma busca cada vez que for necessa´rio conhecer a indexac¸a˜o dos pares quando o vetor
de ca´lculo e´ gerado, ou quando for necessa´rio calcular a heurı´stica sobre uma determinada
marcac¸a˜o, demandaria muito tempo. Pore´m, como o conjunto de condic¸o˜es e´ finito e esta´tico e
esta´ organizado de maneira lo´gica, e´ possı´vel conhecer antecipadamente tanto o tamanho de um
vetor de ca´lculo H2 com n elementos, quanto a indexac¸a˜o de qualquer par de elementos (p,q)
atrave´s de uma fo´rmula baseada na progressa˜o aritme´tica, como sera´ demonstrado a seguir.
Seja uma rede de Petri N = <P, T, F> formada por n condic¸o˜es e o vetor de ca´lculo H2 Z
composto pelos elementos zp,q ∈ Z. Neste vetor, existira˜o exatamente n elementos onde p = 0,
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tais como z0,0, z0,1, ... , z0,n−2, z0,n−1. O elemento posterior a z0,n−1 e´ o elemento z1,1 e na˜o o
elemento z1,0, pois o conjunto (1, 0) e´ ideˆntico ao conjunto (0, 1), ja´ listado anteriormente.
Por esta raza˜o, o vetor H2 conte´m exatamente n-1 elementos onde p = 1. Da mesma forma,
existira˜o exatamente n-2 elementos onde p = 2, pois o vetor de ca´lculo na˜o vai repetir os pares
(0, 2) e (1, 2). Desta forma, conclui-se que o nu´mero de elementos do vetor H2 iniciados
por um elemento p diminui na mesma proporc¸a˜o em que o valor de p aumenta. O u´ltimo
elemento do vetor de ca´lculo H2 e´ o elemento zn−1,n−1. Assim, o nu´mero total de elementos
do vetor de ca´lculo H2 e´ igual a n elementos do tipo z0,n−1, n-1 elementos do tipo z1,n, n-2
elementos do tipo z2,n, e assim sucessivamente.
Com base na lo´gica de construc¸a˜o do vetor H2, pode-se calcular o nu´mero de elemen-
tos deste vetor atrave´s da fo´rmula da soma de termos de uma progressa˜o aritme´tica, onde
a1 = n, an = 1, e r = -1. Ao fazer a substituic¸a˜o dos termos, obte´m-se a fo´rmula apresentada





A lo´gica de construc¸a˜o do vetor de ca´lculo H2 tambe´m pode ser utilizada para a construc¸a˜o
de uma fo´rmula que encontre qualquer par de elementos (p,q), eliminando a necessidade de
realizar uma busca que retorne a indexac¸a˜o deste par no vetor de ca´lculo H2.
Como ja´ foi apresentado, um elemento zp,q do vetor de ca´lculo H2 sempre vai ser precedido
por n elementos do tipo z0,q, (n - 1) elementos do tipo z1,q, e assim sucessivamente, ate´ ser
precedido por n - p - 1 elementos do tipo zp−1,q. Portanto, o nu´mero de elementos situa-
dos entre z0,0 e zp−1,n−1 pode ser representado pela somato´ria dos termos de uma progressa˜o
aritme´tica, onde a1 = n, an = (n - p -1), e r = (-1). A esta fo´rmula, deve-se acrescen-
tar o nu´mero de elementos situados entre zp,p ate´ zp,q, que e´ igual a` diferenc¸a entre p e q. O
resultado e´ a fo´rmula apresentada na figura 3.3.
index(p,q)n = p∗ (2n− p+1)2 + (q− p) (3.3)
A func¸a˜o index(i, j) sempre vai retornar uma posic¸a˜o va´lida do vetor de ca´lculo H2 de uma
rede de Petri de tamanho n, desde que p ≤ q ≤ n.
3.2 Aplicac¸a˜o da heurı´stica no algoritmo de busca
Nesta sec¸a˜o, sera´ discutida a aplicac¸a˜o das heurı´sticas H1 e H2 na soluc¸a˜o de problemas
de alcanc¸abilidade de redes de Petri utilizando o algoritmo de desdobramento, apresentado na
sec¸a˜o 2.4. Foi utilizada a ferramenta de desdobramento Mole, que foi modificada para executar
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o desdobramento de acordo com as regras estabelecidas pelo algoritmo de busca A*, utilizando
como auxı´lio na busca as heurı´sticas de busca H1 e H2.
O ca´lculo das heurı´sticas sobre as marcac¸o˜es dos eventos gerados pelo Mole durante o
desdobramento e´ realizado a partir do vetor de ca´lculo, cuja estrutura e´ mostrada na sec¸a˜o
3.1. A maneira como o vetor de ca´lculo e´ usado para a realizac¸a˜o do ca´lculo das heurı´sticas e´
mostrado na sec¸a˜o 3.2.1.
A sec¸a˜o 3.2.2 apresenta a identificac¸a˜o de subconjuntos inalcanc¸a´veis, cuja func¸a˜o e´ oti-
mizar o ca´lculo da heurı´stica posteriormente. As modificac¸o˜es necessa´rias na ferramenta Mole
que possibilitaram a execuc¸a˜o do algoritmo de busca A* sa˜o apresentadas na sec¸a˜o 3.2.3.
Uma vez que a busca A* e´ encerrada, o plano o´timo pode ser extraı´do diretamente da rede
de ocorreˆncias gerada pelo processo de desdobramento, processo descrito na sec¸a˜o 3.2.4
3.2.1 Ca´lculo da Heurı´stica
Nesta sec¸a˜o, sera´ apresentado o algoritmo utilizado para o ca´lculo das heurı´sticas H1 e H2
sobre uma determinada marcac¸a˜o, utilizando como auxı´lio o vetor de ca´lculo, cuja estrutura e´
descrita na sec¸a˜o 3.1.2.
O ca´lculo da heurı´stica e´ feito pelo preenchimento do valor heurı´stico associado a cada
subconjunto listado, tomando como base os valores heurı´sticos presentes nas dependeˆncias.
Inicialmente, todas as posic¸o˜es do vetor de ca´lculo sa˜o inicializadas com valor igual a infinito,
com excessa˜o das posic¸o˜es do vetor que conteˆm elementos presentes na marcac¸a˜o sobre a qual
o ca´lculo e´ realizado. Apo´s o preenchimento, o valor heurı´stico e´ o ma´ximo valor encontrado
dentre as posic¸o˜es do vetor que referem-se aos lugares que pertencem ao conjunto de pre´-
condic¸o˜es da transic¸a˜o objetivo, referindo-se a uma estimativa da distaˆncia entre a marcac¸a˜o m
e a marcac¸a˜o objetivo.
O pseudo-co´digo apresentado no algoritmo 3.1 demonstra o ca´lculo da heurı´stica para uma
determinada marcac¸a˜o m. Apesar dos vetores de ca´lculo H1 e H2 possuirem complexidades
diferentes, no que se refere ao nu´mero de elementos ou ao nu´mero me´dio de dependeˆncias, am-
bos compartilham a mesma estrutura ba´sica, pois cada elemento do vetor de ca´lculo e´ associado
a um conjunto de dependeˆncias que conte´m refereˆncias ao pro´prio vetor de ca´lculo. Por esta
raza˜o, o mesmo algoritmo e´ utilizado para o ca´lculo de ambas as heurı´sticas.
Algoritmo 3.1: Me´todo de ca´lculo da heurı´stica
1 input : Z [ ] , m[ ] , g o a l [ ] ;
2 output : i n t e g e r ;
3 f u n c t i o n c a l c u l a H e u r i s t i c a ;
4 f o r ( i = 0 ; i < s i z e ( Z ) ; i = i + 1 ; )
5 Z [ i ] . h e u r i s t i c = INFINITY ;
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6 endfor ;
7 f o r ( i = 0 ; i < s i z e (m) ; i = i + 1 ; )
8 Z [m[ i ] ] . h e u r i s t i c = 0 ;
9 endfor ;
10 f l a g = 0 ;
11 whi le ( f l a g == 0)
12 f l a g = 1 ;
13 f o r ( i = 0 ; i < s i z e ( Z ) ; i = i + 1 ; )
14 i f ( Z [ i ] . h e u r i s t i c = INFINITY )
15 temp min = INFINITY ;
16 f o r ( j = 0 ; j < s i z e ( Z [ i ] . c ) ; j = j + 1 ; )
17 temp max = 0 ;
18 f o r ( k = 0 ; i < s i z e ( Z [ i ] . c [ j ] ) ; k = k + 1 ; )
19 temp max = max ( temp max ,
Z [ i ] . c [ j ] [ k ] ) ;
20 endfor ;
21 temp min = min ( temp min , temp max ) ;
22 endfor ;
23 i f ( ( temp min + 1) < Z [ i ] . h e u r i s t i c )
24 Z [ i ] . h e u r i s t i c = temp min + 1 ;
25 f l a g = 0 ;
26 e n d i f ;
27 e n d i f ;
28 endfor ;
29 endwhi le ;
30 h e u r i s t i c = 0 ;
31 f o r ( i = 0 ; i < s i z e ( g o a l ) ; i = i + 1 ; )
32 h e u r i s t i c = max ( h e u r i s t i c , Z [ g o a l [ i ] ] . h e u r i s t i c ) ;
33 endfor ;
34 re turn h e u r i s t i c ;
As treˆs func¸o˜es pre´-definidas do pseudo-co´digo sa˜o:
• size(v): Retorna o nu´mero de elementos encontrados no vetor v.
• max(x,y): Retorna o maior valor dentre dois inteiros x e y.
• min(x,y): Retorna o menor valor dentre dois inteiros x e y.
A linha (1) do algoritmo 3.1 apresenta os elementos de entrada para o ca´lculo da heurı´stica
sobre uma marcac¸a˜o m, cujos elementos sa˜o os seguintes:
• Z: Vetor de ca´lculo da heurı´stica, cuja definic¸a˜o encontra-se na sec¸a˜o 3.1.2.
• m: Conjunto de condic¸o˜es que descreve o estado corrente da rede, sobre o qual a heurı´stica
e´ calculada.
• goal: Conjunto de condic¸o˜es que representa o estado objetivo da rede.
O tipo de saı´da do algoritmo e´ apresentado na linha (2), sendo um inteiro positivo que indica
a distaˆncia entre os estados representados por m e goal.
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O lac¸o mostrado da linha (4) a` linha (6) representa a inicializac¸a˜o do vetor de ca´lculo com
infinito, neste caso, representado por um valor nume´rico alto. O objetivo de inicializar o vetor
com o valor “infinito” e´ diferenciar os elementos em que o valor heurı´stico ja´ foi calculado
dos elementos onde este valor ainda na˜o foi. Uma vez que o valor heurı´stico de um elemento
qualquer tenha sido definido, este valor pode ser utilizado por outros elementos que o possuam
em seus conjuntos de dependeˆncias.
Os algoritmos da famı´lia Hm calculam a heurı´stica fazendo uma regressa˜o do estado obje-
tivo ate´ o estado corrente. Da linha (7) a` linha (9), todos os valores do vetor de ca´lculo cujos
elementos pertenc¸am ao estado corrente teˆm seu valor definido como zero, visto que, como ja´
possuem uma marcac¸a˜o, na˜o precisam de nenhum disparo de transic¸a˜o para serem habilitados.
Neste ponto, todos os elementos do vetor de ca´lculo que referenciam condic¸o˜es marcadas da
rede de Petri teˆm seu valor igual a zero e todos os elementos que referenciam condic¸o˜es na˜o-
marcadas tem valor igual a infinito. No caso do vetor de ca´lculo H2, somente os elementos do
vetor de ca´lculo zp,q em que ambas as condic¸o˜es p e q pertenc¸am a` marcac¸a˜o corrente e´ que
tera˜o o valor heurı´stico definido como zero.
O preenchimento do vetor de ca´lculo com os valores heurı´sticos adequados e´ apresentado
das linhas (11) a` (29). Na linha (13), um lac¸o percorre todos os elementos do vetor de ca´lculo,
e na linha (16), um lac¸o percorre os elementos presentes nas suas respectivas dependeˆncias.
Como ja´ foi demonstrado na sec¸a˜o 3.1.2, cada elemento do vetor de ca´lculo possui va´rias de-
pendeˆncias, sendo que cada uma delas e´ formada por uma regressa˜o do subconjunto atrave´s
de uma transic¸a˜o transcrita distinta. Assim, das linhas (19) a (21), e´ extraı´do o maior valor
heurı´stico encontrado em cada uma das dependeˆncias presentes no vetor de ca´lculo, e das li-
nhas (15) a (22), o menor valor encontrado entre o valor ma´ximo de cada uma das dependeˆncias.
O custo do subconjunto presente no elemento do vetor de ca´lculo e´ o valor mı´nimo encontrado
dentre as dependeˆncias. O valor e´ acrescido de 1 na linha (24), pois uma regressa˜o representa o
estado do subconjunto antes do disparo de uma transic¸a˜o.
Uma u´nica iterac¸a˜o pode na˜o preencher todos os elementos do vetor de ca´lculo, pois se
um elemento possuir uma dependeˆncia situada depois dele no vetor de ca´lculo, ele na˜o sera´
preenchido enquanto o valor da dependeˆncia na˜o o for. Por este motivo, foi adicionada a varia´vel
flag, cuja func¸a˜o e´ verificar se durante a u´ltima iterac¸a˜o foi feita alguma atualizac¸a˜o do vetor
de ca´lculo. Caso uma iterac¸a˜o seja realizada e nenhuma modificac¸a˜o dos valores heurı´sticos
seja feita, lac¸o e´ encerrado.
O valor heurı´stico da marcac¸a˜o e´ extraı´do atrave´s do ma´ximo valor encontrado nas posic¸o˜es
do vetor de ca´lculo que referem-se ao estado objetivo, processo mostrado nas linhas (31) a (33).
Antes do preenchimento do vetor de ca´lculo, apenas os elementos do vetor de ca´lculo que
referem-se a` marcac¸a˜o corrente teˆm seus valores definidos, que no caso e´ o valor igual a zero.
Depois da primeira iterac¸a˜o, garantidamente, todos os elementos do vetor de ca´lculo que na˜o
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tenham sido inicializados com zero, mas que possuam pelo menos uma dependeˆncia em que
todos os elementos tenham valor igual a zero, terminara˜o com valor igual a 1. Assim, na˜o existe
a menor possibilidade de que, durante a execuc¸a˜o da segunda iterac¸a˜o, qualquer elemento que
na˜o tenha seu valor definido na primeira iterac¸a˜o receba valor heurı´stico igual a 1. A cada
nova iterac¸a˜o, os valores heurı´sticos atribuı´dos aos elementos do vetor de ca´lculo tendem a ser
maiores do que os valores atribuı´dos nas iterac¸o˜es anteriores. Esta e´ a raza˜o para a inserc¸a˜o do
condicional presente na linha (14) do algoritmo. Uma vez que uma dependeˆncia tenha um valor
ma´ximo diferente de infinito, mesmo que todas as outras dependeˆncias ainda possuam o valor
igual a infinito, na melhor das hipo´teses as dependeˆncias retornara˜o um valor igual ao que ja´ e´
conhecido.
Os valores preenchidos no vetor de ca´lculo sa˜o utilizados tanto para a identificac¸a˜o de
subconjuntos inalcanc¸a´veis, descrito na sec¸a˜o 3.2.2, como para o pro´prio ca´lculo da heurı´stica
durante a busca, processo descrito na sec¸a˜o 3.2.3.
3.2.2 Otimizac¸o˜es provenientes da marcac¸a˜o inicial
A marcac¸a˜o inicial possui influeˆncia direta no problema de alcanc¸abilidade de redes de
Petri. Apesar do espac¸o de busca presente no problema de alcanc¸abilidade ser igual a 2n no pior
caso, onde n representa o nu´mero de condic¸o˜es da rede de Petri, uma rede de Petri dificilmente
alcanc¸a todas as marcac¸o˜es possı´veis a partir da marcac¸a˜o inicial.
O preenchimento completo do vetor de ca´lculo tomando como base a marcac¸a˜o inicial
da rede de Petri (m0) pode fornecer informac¸o˜es u´teis sobre a alcanc¸abilidade, visto que to-
dos os subconjuntos sa˜o enumerados no vetor. Caso um subconjunto do vetor de ca´lculo seja
alcanc¸a´vel a partir da marcac¸a˜o inicial, o valor heurı´stico atribuido a ele vai ser modificado.
Seja uma rede de Petri N = <P, T, F>, associada a uma marcac¸a˜o inicial m0. Depois
do preenchimento completo do vetor de ca´lculo H1 a partir da marcac¸a˜o inicial m0, qualquer
elemento zp que permanec¸a com valor heurı´stico igual a infinito refere-se a um lugar da rede
de Petri que nunca recebe uma marca, para qualquer marcac¸a˜o alcanc¸a´vel a partir de m0. No
caso do vetor H2, um elemento zp,q com valor igual a infinito indica que na˜o existe nenhuma
marcac¸a˜o alcanc¸a´vel a partir de m0 em que as condic¸o˜es p, q ∈ P sejam verdadeiras ao mesmo
tempo. Como todos os subconjuntos cuja marcac¸a˜o seja igual a infinito sa˜o inalcanc¸a´veis a
partir da marcac¸a˜o inicial, na˜o e´ necessa´rio tentar calcular a heurı´stica de nenhum destes sub-
conjuntos em qualquer marcac¸a˜o futura, da mesma forma como pode-se desconsiderar qualquer
dependeˆncia que contenha um destes subconjuntos.
Outra otimizac¸a˜o que e´ possı´vel a partir do preenchimento do vetor de ca´lculo sobre a
marcac¸a˜o inicial diz respeito a` ordem em que os elementos esta˜o dispostos no vetor de ca´lculo.
Esta ordem influencia diretamente o desempenho do ca´lculo da heurı´stica, pois da heurı´stica
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de um elemento depende que, pelo menos, uma de suas dependeˆncias possua todos os valores
definidos. Entretanto, a ordem em que os subconjuntos esta˜o dispostos no vetor de ca´lculo tem
relac¸a˜o apenas com a ordem em que as condic¸o˜es sa˜o descritas no arquivo de entrada do Mole,
ordem esta que dificilmente tem qualquer relac¸a˜o com a ordem de precedeˆncia das condic¸o˜es
da rede.
A fim de otimizar o desempenho do ca´lculo da heurı´stica, o vetor de ca´lculo e´ ordenado
de acordo com os valores calculados a partir da marcac¸a˜o inicial da rede. Ainda que a ordem
das heurı´sticas dos subconjuntos varie bastante ao longo da busca, a ordem obtida a partir
do preenchimento sobre a marcac¸a˜o inicial respeita a precedeˆncia dos subconjuntos de uma
maneira muito mais eficaz que a ordem aleato´ria encontrada no arquivo de entrada do Mole.
Com isso, o nu´mero total de iterac¸o˜es necessa´rias para a obtenc¸a˜o do valor heurı´stico diminui,
o que reduz tambe´m o tempo total de ca´lculo da heurı´stica.
3.2.3 Processo de busca pelo plano o´timo
Nesta sec¸a˜o, sera´ apresentada a utilizac¸a˜o do algoritmo de busca A*, apresentado na sec¸a˜o
2.1.5, associado a` ferramenta de desdobramento de redes de Petri Mole. Como foi tratado na
sec¸a˜o 2.4, durante a execuc¸a˜o do algoritmo de desdobramento de redes de Petri, os estados
alcanc¸a´veis a partir da marcac¸a˜o inicial sa˜o armazenados em uma rede de ocorreˆncias. As
expanso˜es da rede sa˜o feitas a partir de uma lista de eventos ainda na˜o expandidos, ordenada de
acordo com o tamanho da configurac¸a˜o local do evento. A expansa˜o de um evento implica em
retira-lo da lista de eventos, inseri-lo na rede de ocorreˆncias, juntamente com as po´s-condic¸o˜es
da transic¸a˜o e verificar todas as transic¸o˜es habilitadas a partir desta nova marcac¸a˜o, que sera˜o
inseridas na lista de eventos na˜o expandidos. Tambe´m e´ possı´vel conhecer a marcac¸a˜o resultante
do disparo da transic¸a˜o que e´ mapeada pelo evento, pois caso a marcac¸a˜o resultante ja´ esteja
presente na rede de ocorreˆncias, enta˜o o evento e´ um evento de corte, que na˜o sera´ expandido.
Seja uma rede de Petri definida por N = <P, T, F>, considere a figura 3.2 que representa
uma parte de um grafo de alcanc¸abilidade de uma rede de Petri. Nesta figura, s representa
o estado corrente da rede, ou seja, s ⊆ P. Os sı´mbolos <t’, t”, t”’ ∈ T> representam treˆs
transic¸o˜es habilitadas a partir do estado s. Os sı´mbolos s’, s” e s”’ representam treˆs estados
distintos resultantes dos disparos de suas respectivas transic¸o˜es, ou seja: s[t’>s’, s[t”>s” e
s[t”’>s”’.
Imagine que o estado s corresponda a` marcac¸a˜o de um evento e, expandido pela ferramenta
Mole. Ao ser expandido o evento e, as treˆs transic¸o˜es t’, t” e t”’ va˜o dar origem a treˆs eventos
distintos: En(t’), En+1(t”) e En+2(”’), cada qual associado com sua respectiva marcac¸a˜o. No
momento em que estes eventos sa˜o gerados, e´ calculado o valor heurı´stico sobre a marcac¸a˜o
associada a cada um deles (s’, s” e s”’), utilizando o algoritmo descrito na sec¸a˜o 3.2.1. Ao
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Figura 3.2: Fragmento de um grafo de alcanc¸abilidade
valor obtido pelo ca´lculo da heurı´stica, e´ somado o tamanho da configurac¸a˜o local dos eventos,
visto que o tamanho da configurac¸a˜o local e´ igual ao custo de transformac¸a˜o da marcac¸a˜o inicial
ate´ a marcac¸a˜o associada ao evento. Se o evento tratar-se de um evento de corte, enta˜o ele na˜o
faz parte da soluc¸a˜o do problema. Por este motivo, ao inve´s de ser calculada a heurı´stica para a
sua marcac¸a˜o, o valor heurı´stico recebe 1000, a fim de que este evento seja inserido no fim da
lista de prioridades de eventos. O valor 1000 foi escolhido simplesmente por ser um valor alto.
Nos testes realizados, nenhum problema teve soluc¸o˜es com um nu´mero ta˜o grande de transic¸o˜es
e a somato´ria do custo de obtenc¸a˜o do evento com o valor heurı´stico nunca vai ultrapassar o
custo do plano o´timo, tendo como base heurı´sticas admissı´veis e monotoˆnicas.
A aplicac¸a˜o do algoritmo de busca A* no processo de desdobramento e´ feita atrave´s da
mudanc¸a do paraˆmetro na ordenac¸a˜o da lista de eventos a serem expandidos. Ao inve´s de
ordenar lista de eventos a serem expandidos com base apenas na configurac¸a˜o local, a lista e´
ordenada de acordo com a somato´ria do tamanho da configurac¸a˜o local e o valor heurı´stico
obtido a partir da marcac¸a˜o inicial do evento. Como as heurı´sticas H1 e H2 sa˜o heurı´sticas
admissı´veis, o processo de busca sempre vai retornar o plano o´timo.
Sendo C(en) a configurac¸a˜o local de um evento en, o valor heurı´stico atribuı´do a um evento





Em planejadores regressivos, como o planejador HSPr, que e´ apresentado por [11], as heu-
rı´sticas da famı´lia Hm podem ser calculadas apenas uma vez, visto que a busca e´ realizada na
mesma direc¸a˜o em que a heurı´stica e´ calculada, ou seja, do estado objetivo ate´ o estado inicial.
Com isso, a regressa˜o sempre vai partir de um estado intermedia´rio ate´ o estado inicial, de ma-
neira que a refereˆncia da condic¸a˜o de parada (estado s0) na˜o vai mudar ao longo da busca e os
valores obtidos da regressa˜o de qualquer subconjunto podem ser reaproveitados caso o subcon-
junto aparec¸a em qualquer outro momento durante a busca pela soluc¸a˜o. Entretanto, a busca
pelo plano atrave´s da ferramenta Mole funciona como um planejador progressivo, visto que a
busca e´ realizada partindo do estado inicial ate´ o estado objetivo. Ao ser realizado o ca´lculo da
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heurı´stica, a condic¸a˜o de parada da regressa˜o na˜o vai mais ser o estado inicial, como ocorre no
planejador HSPr, mas os estados intermedia´rios da busca, que mudam constantemente. Como
a condic¸a˜o de parada vai mudar a cada passo da busca, a heurı´stica precisa ser recalculada.
Com o intuito de otimizac¸a˜o de tempo, a ferramenta Mole na˜o mante´m a lista de prio-
ridades completamente ordenada. Ao inve´s disso, e´ utilizado um algoritmo do tipo “dividir e
conquistar”, que apenas fornece a garantia de que o evento com menor configurac¸a˜o local estara´
inserido na primeira posic¸a˜o da lista de prioridades. Ale´m disso, o Mole utiliza outros crite´rios
para a realizac¸a˜o da ordenac¸a˜o quando se depara com dois eventos com o mesmo tamanho de
configurac¸a˜o local, crite´rios estes baseados nas estruturas de dados utilizados pela ferramenta.
Isto possibilita que um evento seja inserido na lista de prioridades a` frente de outro evento cri-
ado anteriormente e que tenha o mesmo tamanho de configurac¸a˜o local. Esta caracterı´stica do
Mole destoa um pouco do algoritmo cla´ssico de busca A*, visto que a ordenac¸a˜o da lista de
prioridades de no´s na˜o-expandidos pelo algoritmo A* e´ feita de acordo com a func¸a˜o f(x) e de
acordo com a ordem em que os no´s foram criados. Na versa˜o modificada do Mole para imple-
mentar o algoritmo A*, este algoritmo de ordenac¸a˜o foi mantido, visto que, como garante-se
que os eventos com menor valor heurı´stico sa˜o expandidos primeiro, mante´m-se a garantia de
retorno do plano o´timo. Ale´m disso, como a ordenac¸a˜o na˜o se preocupa em ordenar toda a
lista de prioridades, o processo e´ muito mais ra´pido do que se fosse feito de acordo com os
crite´rios do algoritmo cla´ssico de busca A*, tornando-se ineficiente quando o tamanho da lista
de prioridades cresce muito.
Outra caracterı´stica do Mole original e´ que o teste que verifica se a transic¸a˜o mapeada no
evento e´ a transic¸a˜o objetivo e´ realizado no momento em que o evento e´ criado, e na˜o quando
e´ retirado da lista de prioridades, tal como ocorre no algoritmo cla´ssico de busca A*. Uma
vez que a transic¸a˜o corresponda ao objetivo, toda a lista de prioridades e´ eliminada, a fim de
garantir que o evento que conte´m a transic¸a˜o objetivo seja inserido na primeira posic¸a˜o da lista.
Consequentemente, o evento que conte´m a soluc¸a˜o e´ expandido e o algoritmo de desdobramento
e´ encerrado. Sem du´vida, a realizac¸a˜o do teste de objetivo logo que o evento e´ criado diminui o
tempo de busca, mas elimina a garantia de extrac¸a˜o do plano o´timo, como pode ser verificado
em um caso de teste apresentado na sec¸a˜o 4.2.2. Por esta raza˜o, esta caracterı´stica foi retirada,
de maneira que o teste de objetivo da transic¸a˜o passou a ser realizado apenas quando o evento e´
retirado da primeira posic¸a˜o da lista de prioridades, que garantidamente possui a configurac¸a˜o
local menor ou igual a qualquer outro evento presente na lista de prioridades, garantindo-se
assim a soluc¸a˜o o´tima.
Entende-se por plano a sequeˆncia de transic¸o˜es ordenada que transforma a marcac¸a˜o inicial
da rede de Petri na marcac¸a˜o objetivo, que e´ definida como o conjunto de pre´-condic¸o˜es da
transic¸a˜o objetivo. Ou seja, a transic¸a˜o objetivo e´ inserida apenas com o intuito de encerrar o
desdobramento assim que ela for disparada, na˜o fazendo parte diretamente do plano. Na reali-
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dade, a real soluc¸a˜o do problema e´ o evento que, depois de expandido, habilitou a gerac¸a˜o do
evento que conte´m a transic¸a˜o objetivo. Por este motivo, na˜o faz sentido atribuir ao evento que
conte´m a transic¸a˜o objetivo o valor heurı´stico calculado sobre a sua marcac¸a˜o correspondente,
ou ainda o tamanho da configurac¸a˜o local, pois neste caso, seria necessa´rio expandir todos os
eventos no nı´vel do evento anterior a este para que a busca seja encerrada.
Neste trabalho, o valor atribuı´do ao evento que conte´m a transic¸a˜o objetivo e´ o tamanho
da configurac¸a˜o local do evento, subtraı´do de 2. Este valor foi definido por dois motivos: em
primeiro lugar, o fato do evento que conte´m a transic¸a˜o objetivo na˜o fazer parte do plano. Em
segundo lugar, porque a soluc¸a˜o ja´ tinha sido encontrada em um nı´vel anterior ao nı´vel do
evento com a transic¸a˜o objetivo. Como a heurı´stica trabalhada e´ monotoˆnica e admissı´vel, se
a primeira posic¸a˜o da lista de prioridades contiver um evento com o tamanho da configurac¸a˜o
local igual ao tamanho da configurac¸a˜o local do evento subtraı´do de 2, na melhor das hipo´teses
vai encontrar uma soluc¸a˜o com o mesmo nu´mero de transic¸o˜es que a soluc¸a˜o ja´ disponı´vel.
Com isso, o evento que mapeia a transic¸a˜o objetivo e´ inserido na posic¸a˜o mais a` frente possı´vel
na lista de prioridades.
3.2.4 Extrac¸a˜o do plano o´timo
Como foi apresentado na sec¸a˜o 3.2.3, a aplicac¸a˜o das heurı´sticas H1 e H2 no processo de
desdobramento da rede de Petri na˜o objetiva o prefixo completo da rede, mas apenas uma parte
da rede de ocorreˆncias que contenha a soluc¸a˜o. O processo de desdobramento e´ encerrado
assim que for feita a expansa˜o do evento que se refere a` transic¸a˜o objetivo, cujo pre´-conjunto
corresponda a` marcac¸a˜o objetivo do problema.
A rede de ocorreˆncias gerada ate´ o momento em que a transic¸a˜o objetivo e´ disparada cer-
tamente conte´m o plano que e´ a soluc¸a˜o do problema, mas tambe´m conte´m outros estados que
na˜o fazem parte da soluc¸a˜o. Conforme apresentado na sec¸a˜o 2.4.3, a configurac¸a˜o local de um
evento e´ a configurac¸a˜o mı´nima a` qual um evento pode estar inserido. Por esta raza˜o, e´ extraı´do
da rede de ocorreˆncias gerada pelo processo de desdobramento a configurac¸a˜o local do evento
que encerrou o desdobramento. A extrac¸a˜o do plano da configurac¸a˜o local e´ linear em relac¸a˜o
ao tamanho do plano, e tambe´m possui a vantagem de retornar o plano ordenado.
3.3 Exemplo de ca´lculo
Esta sec¸a˜o mostra um exemplo de aplicac¸a˜o das heurı´sticas H1 e H2 em uma rede de Petri.
O objetivo deste exemplo e´ uma demonstrac¸a˜o minunciosa do uso das estruturas de dados uti-
lizadas na construc¸a˜o do vetor de ca´lculo, bem como na dinaˆmica do uso das heurı´sticas para
guiar o processo de busca A*. A apresentac¸a˜o de resultados experimentais obtidos a partir de
53
exemplos mais robustos e´ feita no capı´tulo 4.
A figura 3.3 mostra um exemplo de rede de Petri. O estado objetivo desta rede e´ repre-
sentado pelo conjunto de condic¸o˜es {p3, p5}. A transic¸a˜o objetivo e´ a transic¸a˜o GOAL, cuja
pre´-condic¸a˜o corresponde a` marcac¸a˜o objetivo da rede.
Figura 3.3: Exemplo de rede de Petri
Conforme foi apresentado na sec¸a˜o 3.1.1, a transcric¸a˜o de transic¸o˜es em forma STRIPS e´
feita com o intuito de possibilitar a construc¸a˜o do vetor de ca´lculo, visto que as heurı´sticas H1
e H2 foram desenvolvidas para o ambiente de planejamento cla´ssico. A tabela 3.1 mostra as
transic¸o˜es transcritas da rede de Petri da figura 3.3.
Transic¸a˜o •t t• PRE ADD DEL
GOAL p3, p5 - p3, p5 - p3, p5
t1 p3 p1 p3 p1 p3
t2 p1, p4 p2 p1, p4 p2 p1, p4
t3 p2 p3, p4 p2 p3, p4 p2
t4 p4, p7 p5 p4, p7 p5 p4, p7
t5 p5 p4, p6 p5 p4, p6 p5
t6 p6 p7 p6 p7 p6
Tabela 3.1: Transic¸o˜es transcritas em forma STRIPS
Como a busca realizada pelo Mole atrave´s da heurı´stica H1 e´ diferente da busca realizada
atrave´s da heurı´stica H2, as buscas sera˜o apresentadas em duas sec¸o˜es distintas. A sec¸a˜o 3.3.1
apresenta a busca atrave´s da heurı´stica H1 e a sec¸a˜o 3.3.2 apresenta a busca atrave´s da heurı´stica
H2. Em ambos os casos, sera´ mostrado o preenchimento iterativo para a marcac¸a˜o inicial da rede
de Petri da figura 3.3, a fim de identificar os subconjuntos inalcanc¸a´veis e realizar a ordenac¸a˜o de
acordo com os valores atribuı´dos, processo descrito na sec¸a˜o 3.2.2. Em seguida, sera´ demons-
trado o desdobramento da rede de Petri com o auxı´lio do algoritmo de busca A*, conforme foi
tratado na sec¸a˜o 3.2.3. Finalmente, sera´ apresentada a extrac¸a˜o do plano o´timo inserido na rede
de ocorreˆncias gerada, conforme apresentado na sec¸a˜o 3.2.4.
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3.3.1 Heurı´stica H1
A tabela 3.2 mostra o vetor de ca´lculo H1 da rede de Petri apresentada na figura 3.3, repre-
sentando os lugares e as suas respectivas dependeˆncias. Como foi tratado na sec¸a˜o 3.1, essas
dependeˆncias sa˜o geradas atrave´s da regressa˜o dos subconjuntos a partir de uma transic¸a˜o trans-
crita em forma STRIPS. A condic¸a˜o p1 conte´m uma u´nica dependeˆncia, pois a u´nica transic¸a˜o
sobre a qual e´ possı´vel fazer a regressa˜o de p1 e´ a transic¸a˜o t1. Esta dependeˆncia possui apenas
um elemento, pois o conjunto pre da transic¸a˜o p1 e´ composto por um u´nico elemento, no caso,
o elemento p3. Da mesma forma, a condic¸a˜o p2 tambe´m possui apenas uma dependeˆncia, mas
esta possui dois elementos, ja´ que o conjunto pre da transic¸a˜o t2 e´ composto pelos lugares p1
e p4. No caso da condic¸a˜o p4, existem duas dependeˆncias, pois esta condic¸a˜o pode ser gerada
pelas transic¸o˜es t3 e t5, cujos conjuntos pre correspondem aos lugares p2 e p5, respectivamente.
Conforme foi discutido na sec¸a˜o 3.2.1, o ca´lculo da heurı´stica e´ realizado extraindo-se o
menor valor dentre os valores heurı´sticos das dependeˆncias. O valor de cada dependeˆncia e´
o ma´ximo valor encontrado em seus elementos. Desta forma, a heurı´stica extraı´da do lugar
p2 e´ o maior valor encontrado dentre os lugares p1 e p4, visto que ambos pertencem a` mesma
dependeˆncia. Por outro lado, a heurı´stica extraı´da do lugar p4 e´ o menor valor encontrado dentre
os lugares p2 e p5, pois estes pertencem a dependeˆncias distintas.
Condic¸a˜o Depend. it-0 it-1 it-2 it-3
1 p1 3 0 0 0 0
2 p2 1, 4 ∞ 1 1 1
3 p3 2 ∞ 2 2 2
4 p4 2 0 0 0 0
5
5 p5 4, 7 ∞ ∞ 2 2
6 p6 5 0 0 0 0
7 p7 6 ∞ 1 1 1
Tabela 3.2: Vetor H1 do exemplo
A tabela situada ao lado do vetor H1 representa o preenchimento iterativo do vetor. A
coluna it-0 mostra o vetor H1 antes do preenchimento iterativo. Todos os lugares marcados
da rede sa˜o assinalados com 0 e todos os lugares na˜o-marcados sa˜o assinalados com ∞. A
coluna it-1 mostra o vetor de ca´lculo apo´s a primeira iterac¸a˜o do algoritmo mostrado na sec¸a˜o
3.2.1. A condic¸a˜o p2 recebeu o valor heurı´stico igual a 1, pois tanto o lugar p1 como o lugar
p4, presentes nas suas dependeˆncias, foram inicializados com valor heurı´stico igual a zero.
Uma vez que o valor de p2 foi definido, e´ possı´vel atualizar o valor de p3, pois este elemento
possui uma dependeˆncia gerada pela transic¸a˜o t3 cujo conjunto pre e´ formado pelo elemento
p2. Entretanto, ao fim da primeira iterac¸a˜o, o valor da condic¸a˜o p5 na˜o pode ser atualizado,
visto que a dependeˆncia deste elemento foi criada a partir da transic¸a˜o t4, cujo conjunto pre e´
formado pelas condic¸o˜es p4 e p7, e a condic¸a˜o p7 ainda na˜o tinha sido atualizada quando foi
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feita a tentativa de ca´lculo da heurı´stica da condic¸a˜o p5. Na segunda iterac¸a˜o, a condic¸a˜o p5
foi atualizada com valor igual a 2, visto que, na segunda iterac¸a˜o, todos os elementos de sua
dependeˆncia estavam com valores heurı´sticos definidos. Como a terceira iterac¸a˜o na˜o atualizou
nenhum elemento, o lac¸o e´ encerrado.
O estado objetivo da rede e´ representado pela pre´-condic¸a˜o da transic¸a˜o GOAL, que e´ com-
posta pelas condic¸o˜es p3 e p5. Uma vez que o vetor H1 tenha sido preenchido, o valor heurı´stico
extraı´do a partir da marcac¸a˜o inicial da rede, no caso, o conjunto {p1, p4, p6}, e´ o ma´ximo valor
encontrado dentre os lugares que pertencem ao estado objetivo. Como o lugar p3 possui valor
heurı´stico igual a 2 e o lugar p5 tambe´m possui valor heurı´stico igual a 2, o valor heurı´stico
resultante do ca´lculo e´ 2.
Nesta rede de Petri, todos os elementos do vetor de ca´lculo terminaram marcados com
valor heurı´stico diferente de ∞, o que significa que todos os lugares sa˜o alcanc¸a´veis a partir do
estado inicial. Uma vez que na˜o existem subconjuntos inalcanc¸a´veis, o vetor de ca´lculo pode
ser ordenado tomando como base os valores heurı´sticos obtidos a partir da marcac¸a˜o inicial da
rede, conforme apresentado na sec¸a˜o 3.2.2. Neste exemplo, a ordem dos elementos e´ a seguinte:
{1, 4, 6, 2, 7, 3, 5}.
Neste ponto, as operac¸o˜es envolvendo a marcac¸a˜o inicial da rede de Petri ja´ foram realiza-
das e e´ iniciado o algoritmo de desdobramento. Inicialmente, apenas as condic¸o˜es referentes a`
marcac¸a˜o inicial da rede de Petri sa˜o adicionadas a` rede de ocorreˆncia.
A lista de prioridades tambe´m e´ inicializada com as duas transic¸o˜es habilitadas a partir
do estado inicial, que correspondem aos eventos E1 e E2. O evento E1 foi criado a partir da
transic¸a˜o t6 e habilita o estado {p1, p4, p7} e o evento E2 foi criado a partir da transic¸a˜o t2 e
habilita o estado {p2, p6}. O ca´lculo heurı´stico a partir da marcac¸a˜o pertencente ao evento E1
retorna valor igual a 2 e o ca´lculo a partir da marcac¸a˜o do evento E1 tambe´m retorna valor igual
a 2. Como a lista de prioridades esta´ ordenada com o evento E2 na primeira posic¸a˜o, o evento
E2 e´ expandido primeiro.
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replacements
A expansa˜o do evento E2 gerou o evento E3, criado a partir da transic¸a˜o t3, que habilita a
marcac¸a˜o {p3, p4, p6}. O valor heurı´stico obtido a partir desta marcac¸a˜o e´ igual a 2, mas como
o evento E3 ja´ e´ precedido por um evento na rede de ocorreˆncias, que no caso e´ o evento E2,
e´ somado 1 a` heurı´stica. Desta forma, o pro´ximo evento a ser expandido e´ o evento E1, que
possui um valor heurı´stico menor.
A expansa˜o do evento E1 gerou o evento E4, criado a partir da transic¸a˜o t4, que habilita o
estado {p1, p5}. O valor heurı´stico obtido a partir desta marcac¸a˜o e´ igual a 3. A este valor, e´
somado 1, pois o evento e´ precedido pelo evento E1. O pro´ximo evento a ser expandido e´ o
evento E3.
A expansa˜o do evento E3 gerou os eventos E5 e E6. O evento E5 foi criado a partir da
transic¸a˜o t4 e habilita a marcac¸a˜o {p3, p5} e o estado E6 foi criado a partir da transic¸a˜o t1 e
habilita a marcac¸a˜o {p1, p4, p6}. O valor heurı´stico obtido a partir da marcac¸a˜o do evento E5
retorna 0, pois todos os elementos pertencentes a esta marcac¸a˜o pertencem ao estado objetivo.
A este valor, e´ somado 3, que e´ o tamanho da configurac¸a˜o local do evento E5. O evento E6
e´ um evento de corte, pois a marcac¸a˜o de E6 e´ ideˆntica a` marcac¸a˜o inicial da rede. Por este
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motivo, ao inve´s de calcular a heurı´stica para este evento, simplesmente e´ atribuı´do o valor de
heurı´stica igual a 1000, somado com o tamanho da configurac¸a˜o local do evento, que e´ igual a
2.
A expansa˜o do evento E5 gerou os eventos E7 e E8. O evento E7 foi criado a partir da
transic¸a˜o GOAL, que corresponde a` transic¸a˜o objetivo. Por este motivo, o valor heurı´stico do
evento E7 e´ definido como o tamanho da configurac¸a˜o local decrescido por um, visto que o
plano na˜o ira´ conter a transic¸a˜o GOAL. O evento E8 e´ habilitado pela transic¸a˜o t5 e habilita a
marcac¸a˜o {p3, p4, p6}, que ja´ foi encontrada por eventos anteriores, que o torna um evento E8
um evento de corte.
A expansa˜o do evento E7, que conte´m a transic¸a˜o GOAL, encerrou o desdobramento da rede
de Petri. Os eventos na˜o expandidos podem ser eliminados e pode-se extrair o plano o´timo da
rede de ocorreˆncias. A extrac¸a˜o do plano o´timo consiste em enumerar todas as transic¸o˜es per-
tencentes a` configurac¸a˜o local do evento que conte´m a transic¸a˜o objetivo. A transic¸a˜o objetivo
na˜o faz parte do plano, pois esta foi inserida na rede com o intuito de informar a` ferramenta Mole
que pode encerrar o desdobramento da rede de petri. A sequeˆncia de disparos de transic¸o˜es que
transforma o estado inicial no estado objetivo corresponde ao seguinte conjunto de transic¸o˜es:
{t2, t3, t6, t4}.
3.3.2 Heurı´stica H2
A tabela 3.3 mostra o vetor H2 da rede de Petri mostrada na figura 3.3. Como foi apre-
sentado na sec¸a˜o 3.1, as dependeˆncias sa˜o formadas a partir da regressa˜o de um subconjunto
de lugares a partir das transic¸o˜es transcritas, e conte´m refereˆncias ao pro´prio vetor de ca´lculo
e na˜o aos conjuntos resultantes da regressa˜o. Como exemplo, considere o par de condic¸o˜es
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p1-p2, que corresponde a` linha 2 da tabela 3.3. Conforme tratado na sec¸a˜o 2.2.5, a regressa˜o de
um conjunto de condic¸o˜es envolve encontrar uma ac¸a˜o em que este conjunto possua intersec¸a˜o
com o conjunto add e na˜o possua intersec¸a˜o com o conjunto del. Ao se considerar as transic¸o˜es
transcritas presentes na tabela 3.1, na˜o existe nenhuma transic¸a˜o que gere simultaneamente os
lugares p1 e p2. A u´nica transic¸a˜o que gera o lugar p2 e´ a transic¸a˜o t2, mas como a condic¸a˜o
p1 esta´ presente no conjunto del da transic¸a˜o t2, na˜o e´ possı´vel fazer uma regressa˜o a partir
de t2. A transic¸a˜o que gera a condic¸a˜o p1 e´ a transic¸a˜o t1, que na˜o conte´m a condic¸a˜o p2
em seu conjunto del. Por esta raza˜o, e´ possı´vel realizar a regressa˜o do par p1-p2 a partir de
t1, eliminando-se do subconjunto p1-p2 todos elementos que pertencem ao conjunto add de t1
(p1), e adicionando os elementos que pertencem ao conjunto pre de t1 (p3), resultando assim no
conjunto {p2, p3}. Este par de elementos possui uma refereˆncia a` posic¸a˜o 9 do vetor de ca´lculo
H2, que passa a ser a dependeˆncia de p1-p2.
Outra regressa˜o a ser destacada e´ a regressa˜o das condic¸o˜es p1-p5, que corresponde a` linha
5 do vetor de ca´lculo H2. Na˜o existe nenhuma transic¸a˜o que gere simultaneamente os lugares
p1 e p5. A transic¸a˜o que gera o lugar p5 e´ a transic¸a˜o t4, que na˜o possui o lugar p1 contido em
seu conjunto del. Por esta raza˜o, a regressa˜o do conjunto p1-p5 a partir de t4 pode ser realizada,
resultando no conjunto {p1, p4, p7}. Este conjunto possui tamanho maior do 2, que e´ a ordem
da heurı´stica, o que obriga dividi-lo em subconjuntos de tamanho igual a 2. Os subconjuntos
p1-p4, p1-p7 e p4-p7 apontam, respectivamente, para os elementos 4, 7 e 22 do vetor de ca´lculo.
A dependeˆncia de p1-p5 que referencia o ı´ndice 16 do vetor de ca´lculo refere-se ao conjunto
p3-p5, gerado a partir da regressa˜o pela transic¸a˜o t1.
No caso da regressa˜o do conjunto p3-p4, existe uma transic¸a˜o que gera simultaneamente
ambas as condic¸o˜es, que e´ a transic¸a˜o t3. Neste caso, a regressa˜o do subconjunto p3-p4 apenas
enumera o conjunto pre da transic¸a˜o t3, que corresponde a` condic¸a˜o p2. Como a condic¸a˜o p2
possui apenas um elemento, a dependeˆncia passa a apontar para o ı´ndice 8, que corresponde ao
conjunto p2-p2.
Condic¸o˜es Depend. it-0 it-1 it-2 it-3
1 p1, p1 14 0 0 0 0
2 p1, p2 9 ∞ ∞ ∞ ∞
3 p1, p3 2 ∞ ∞ ∞ ∞
4 p1, p4 2 0 0 0 0
5
15
5 p1, p5 4, 7, 22 ∞ ∞ 2 2
16
6 p1, p6 5 0 0 0 0
17
7 p1, p7 6 ∞ 1 1 1
18
8 p2, p2 4 ∞ 1 1 1
59
9 p2, p3 3, 4, 15 ∞ ∞ ∞ ∞
10 p2, p4 11 ∞ ∞ ∞ ∞
11 p2, p5 4, 5, 20 ∞ ∞ ∞ ∞
10, 13, 22
12 p2, p6 4, 6, 21 ∞ 1 1 1
11
13 p2, p7 4, 7, 22 ∞ 2 2 2
12
14 p3, p3 8 ∞ 2 2 2
15 p3, p4 8 ∞ 2 2 2
16
16 p3, p5 11 ∞ ∞ 4 4
15, 18, 22
17 p3, p6 12 ∞ 2 2 2
16
18 p3, p7 13 ∞ 3 3 3
17
19 p4, p4 8 0 0 0 0
23 0 0
20 p4, p5 11 ∞ ∞ ∞ ∞
21 p4, p6 12 0 0 0 0
23
22 p4, p7 13 ∞ 1 1 1
25
21
23 p5, p5 22 ∞ 2 2 2
24 p5, p6 21, 22, 27 ∞ ∞ ∞ ∞
25 p5, p7 24 ∞ ∞ ∞ ∞
26 p6, p6 23 0 0 0 0
27 p6, p7 25 ∞ ∞ ∞ ∞
28 p7, p7 26 ∞ 1 1 1
Tabela 3.3: Vetor H2 do exemplo
A tabela 3.3 demonstra o preenchimento iterativo do vetor H2 para a marcac¸a˜o {p1, p4, p6},
que e´ a marcac¸a˜o inicial da rede de Petri. A coluna it-0 representa o vetor de ca´lculo antes do
ca´lculo da heurı´stica. Em todos os pares onde ambos os lugares pertencem a` marcac¸a˜o inicial,
o valor e´ iniciado com zero. Nos demais pares, o valor e´ iniciado com infinito.
Da mesma maneira como ocorreu no vetor de ca´lculo H1, o preenchimento iterativo a partir
do estado inicial e´ realizado atrave´s de sucessivas iterac¸o˜es, ate´ o momento em que uma iterac¸a˜o
completa na˜o modifica o valor heurı´stico de nenhuma posic¸a˜o do vetor de ca´lculo. No caso do
vetor H2, nem todas as posic¸o˜es do vetor de ca´lculo receberam valor heurı´stico diferente de
∞, como e´ o caso das condic¸o˜es p2-p3. Neste caso especı´fico, observa-se na pro´pria rede de
Petri que a gerac¸a˜o de uma marca em p3 implica na eliminac¸a˜o de uma marca em p2. Por esta
raza˜o, as duas condic¸o˜es so´ poderiam estar marcadas simultaneamente se a condic¸a˜o p3 possuir
60
uma marca em um estado que habilite a transic¸a˜o t2 para o disparo. O fato deste conjunto ter
terminado com valor heurı´stico igual a∞ implica que nenhuma marcac¸a˜o deste tipo e´ alcanc¸a´vel
a partir da marcac¸a˜o inicial, ainda que, isoladamente, as condic¸o˜es p2 e p3 sejam alcanc¸a´veis,
como foi demonstrado com o preenchimento do vetor de ca´lculo H1, na tabela 3.2.
O estado objetivo da rede de Petri da figura 3.3 e´ composto pelo par de condic¸o˜es {p3,
p5}, presente na posic¸a˜o 16 do vetor de ca´lculo H2. Apo´s a u´ltima iterac¸a˜o, o valor heurı´stico
encontrado nesta posic¸a˜o e´ igual a 4, que e´ um valor maior do que 2, o encontrado pelo vetor
de ca´lculo H1.
Uma vez que tenham sido encontrados e eliminados do vetor de ca´lculo os subconjuntos
inalcanc¸a´veis a partir da marcac¸a˜o inicial, este pode ser ordenado a partir dos valores encontra-
dos pela heurı´stica H2. A nova ordem dos elementos do vetor de ca´lculo H2 e´ a seguinte: {1,
4, 6, 19, 21, 26, 7, 8, 12, 22, 28, 13, 14, 15, 17, 23, 18, 16}. Nesta nova ordem, apenas 18 dos
28 elementos do vetor de ca´lculo esta˜o listados, pois 10 dos 28 elementos constituem-se em
subconjuntos inalcanc¸a´veis da rede de Petri.
Da mesma maneira como aconteceu no desdobramento com o auxı´lio do vetor de ca´lculo
H1, dois eventos distintos sa˜o gerados a partir da marcac¸a˜o inicial: O evento E2, que e´ gerado
pela transic¸a˜o t2 e habilita a marcac¸a˜o {p2, p3} e o evento E1, que e´ gerado pela transic¸a˜o t6
e habilita a marcac¸a˜o {p1, p4, p7}. A diferenc¸a e´ que o valor heurı´stico encontrado para a
marcac¸a˜o do evento E1 e´ igual a 3, em contrapartida ao valor encontrado pela heurı´stica H1,
que e´ igual a 2.
Apo´s a expansa˜o do evento E2, o evento E3 e´ inserido na fila de eventos a serem expandidos.
Este evento e´ gerado pela transic¸a˜o t3 e habilita a marcac¸a˜o {p3, p4, p6}. O valor heurı´stico
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obtido a partir desta marcac¸a˜o e´ igual a 2, mas como o evento E3 e´ precedido por um evento na
rede de ocorreˆncias, e´ somado 1 a` heurı´stica total. Por causa da ordenac¸a˜o de eventos da fila
feita pelo Mole, tratada na sec¸a˜o 3.2.3, o evento E3 e´ inserido a` frente do evento E1.
A expansa˜o do evento E3 faz com que seja criado o evento E4, que e´ gerado pela transic¸a˜o
t1 e habilita o estado {p1, p4, p6}. Este estado corresponde ao estado inicial da rede de Petri,
e por esta raza˜o, este e´ um evento de corte. Por esta raza˜o, o valor heurı´stico e´ definido como
1000, somado com nu´mero de eventos anteriores a ele. O pro´ximo evento a ser expandido e´ o
evento E1.
A expansa˜o do evento E1 faz com que os eventos E5 e E6 sejam criados. O evento E5 e´
gerado pela transic¸a˜o t4 e habilita a marcac¸a˜o {p3, p5} e o evento E6 tambe´m e´ gerado pela
transic¸a˜o t4, mas habilita a marcac¸a˜o {p1, p5}.
A expansa˜o do evento E5 faz com que os eventos E7 e E8 sejam criados. O evento E8 e´
gerado pela transic¸a˜o t5 e habilita a marcac¸a˜o {p3, p4, p6}. Como esta marcac¸a˜o ja´ foi gerada
anteriormente, o evento E8 e´ um evento de corte. Por outro lado, o evento E7 e´ gerado pela
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transic¸a˜o GOAL, que e´ a transic¸a˜o objetivo do problema. Por isso, recebe como valor heurı´stico
o tamanho de sua configurac¸a˜o local decrescido de 1, sendo inserido na primeira posic¸a˜o da fila
de eventos a serem expandidos.
A expansa˜o do evento E7 encerra a execuc¸a˜o do algoritmo de desdobramento. A extrac¸a˜o
do plano o´timo desta rede de ocorreˆncias retorna o mesmo plano obtido atrave´s do desdobra-
mento com auxı´lio da heurı´stica H1: {t2, t3, t6, t4}.
3.3.3 Relac¸a˜o entre as buscas entre H1 e H2
Conforme demonstrado nas sec¸o˜es 3.3.1 e 3.3.2, a utilizac¸a˜o das heurı´sticas para guiar a
busca na˜o afeta diretamente o funcionamento do algoritmo de desdobramento de redes de Petri,
tal como descrito em [7]. A u´nica parte que foi modificada e´ a ordem em que os eventos
esta˜o dispostos na lista de prioridades de eventos na˜o expandidos. Em virtude disso, algumas
caracterı´sticas do algoritmo de desdobramento que sa˜o u´teis em um algoritmo de busca sa˜o
mantidas.
A utilizac¸a˜o do algoritmo de desdobramento possui um mecanismo pro´prio de backtrac-
king, visto que estados repetidos sa˜o tratados como eventos de corte, sobre os quais na˜o sa˜o
realizadas expanso˜es. Ale´m disso, se o estado objetivo for inalcanc¸a´vel, o prefixo completo
da rede tambe´m pode ser considerado como a condic¸a˜o de parada, de maneira que o algoritmo
garantidamente vai parar a busca, sem o risco de entrar em um lac¸o infinito. Na busca atrave´s do
algoritmo A*, estas caracterı´sticas podem na˜o ser essenciais, visto que a busca A* e´ completa,
mas sa˜o indispensa´veis em um algoritmo que possui o risco de entrar em lac¸o infinito, como e´
o caso do algoritmo de busca gulosa, utilizado pelo GraphPlan.
Na rede mostrada na figura 3.3, a utilizac¸a˜o de heurı´sticas na˜o foi relevante como acontece
em redes maiores, tais como as redes utilizadas nos experimentos do capı´tulo 5. Isso aconteceu
porque, nesta rede, sa˜o gerados poucos eventos a cada nova expansa˜o da rede. No caso das redes
tratadas no capı´tulo 5, sa˜o gerados tantos eventos a cada expansa˜o que o tamanho da lista de
prioridades cresce em uma proporc¸a˜o muito maior do que o crescimento da rede de ocorreˆncias,
conforme demonstraram os experimentos. Entretanto, esta demonstrac¸a˜o ja´ demonstra que a
heurı´stica H2 retorna valores heurı´sticos melhores do que a heurı´stica H1. No preenchimento
do vetor de ca´lculo a partir da marcac¸a˜o inicial, o vetor H1 encontrou o valor heurı´stico igual a
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2, enquanto que o vetor H2 encontrou o valor heurı´stico igual a 4, quando o plano o´timo possui
4 disparos de transic¸a˜o. Em exemplos maiores, a consequencia direta e´ a reduc¸a˜o do nu´mero de
expanso˜es da rede de Petri em cada busca.
A diferenc¸a da complexidade de ca´lculo entre as heurı´sticas H1 e H2 tambe´m mostrou-
se evidente, especialmente no que tange ao tamanho dos vetores H1 e H2. A diferenc¸a na
complexidade do ca´lculo so´ pode ser compensada se a diferenc¸a entre o nu´mero de expanso˜es
das heurı´sticas for muito menor no caso da busca pela heurı´stica H2.
3.4 Considerac¸o˜es
Neste capı´tulo, foram apresentadas as estruturas utilizadas que permitiram a adaptac¸a˜o das
heurı´sticas de planejamento H1 e H2 ao contexto de desdobramento de redes de Petri. As
estruturas de dados utilizadas permitiram que alguns detalhes das heurı´sticas da famı´lia Hm
fossem construı´dos como pre´-processamento, como e´ o caso das regresso˜es dos subconjuntos
de tamanho menor ou igual a m. Esta estrutura tambe´m permitiu que algumas otimizac¸o˜es
fossem possı´veis, como e´ o caso da identificac¸a˜o dos subconjuntos na˜o alcanc¸a´veis. Como
estes subconjuntos na˜o sa˜o alcanc¸a´veis a partir da marcac¸a˜o inicial, eles podem ser ignorados
durante o processo de busca, o que otimiza o ca´lculo da heurı´stica posteriormente.
Ainda que apenas as heurı´sticas H1 e H2 tenham sido implementadas, a estrutura do vetor de
ca´lculo permite que sejam implementadas futuramente heurı´sticas da famı´lia Hm de ordem mais
elevada. Em 3.4, e´ apresentada a fo´rmula da heurı´stica H3, que tambe´m pertence a`s heurı´sticas
da famı´lia Hm e que trabalha com conjuntos de tamanho menor ou igual a 3. Os itens (1), (2)
e (3) sa˜o ideˆnticos aos encontrados na heurı´stica H2. A diferenc¸a e´ o item (4), que mostra a
regressa˜o de um conjunto de tamanho 3, e o item (5), que divide o conjunto α em conjuntos β
de tamanho igual a 3. Desta forma, a adaptac¸a˜o do vetor de ca´lculo para englobar a heurı´stica
H3 demandaria apenas uma nova indexac¸a˜o do vetor de ca´lculo, a fim de que os conjuntos
de tamanho igual a 3 tambe´m fossem listados e a implementac¸a˜o das regresso˜es de conjuntos
de tamanho igual a 3. As otimizac¸o˜es realizadas para a heurı´stica H2 e o pro´prio ca´lculo da
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Este capı´tulo trata dos resultados experimentais obtidos com a utilizac¸a˜o das heurı´sticas
H1 e H2 no processo de desdobramento de redes de Petri. As redes de Petri sobre as quais e´
realizada a busca sa˜o geradas pelo algoritmo Petrigraph [29], apresentado na sec¸a˜o 2.5.2, a partir
de um conjunto de problemas de planejamento cla´ssico. A sec¸a˜o 4.1 apresenta os problemas
utilizados e a metodologia empregada na execuc¸a˜o dos experimentos. A sec¸a˜o 4.2 apresenta a
ana´lise dos resultados obtidos para cada conjunto de problemas.
4.1 Metodologia
Os experimentos foram realizados a partir de redes de Petri geradas pelo Petrigraph, apre-
sentado na sec¸a˜o 2.5.2. O Petrigraph gera redes de Petri cı´clicas e seguras, que sa˜o equivalentes
ao problema de planejamento sobre o qual foram criadas. Em todas as instaˆncias dos problemas,
foi inserida a transic¸a˜o GOAL, cujas pre´-condic¸o˜es equivalem a` marcac¸a˜o objetivo.
As redes de Petri geradas a partir dos problemas de planejamento foram submetidas ao
algoritmo de desdobramento orientado por uma versa˜o modificada da ferramenta Mole, que
integra as heurı´sticas H1 e H2 a` busca, conforme foi descrito no capı´tulo 3.
Por causa de restric¸o˜es de tempo e de memo´ria computacional, todos os testes foram sub-
metidos a um limite de tempo de 2500 segundos. Os problemas nos quais o Mole encontrou
uma soluc¸a˜o no tempo limite foram analisados de acordo com os seguintes crite´rios:
• Tempo de execuc¸a˜o.
• Nu´mero de expanso˜es da rede de ocorreˆncias.
• Nu´mero total de eventos gerados.
O tempo de execuc¸a˜o dos problemas foi comparado com o tempo de execuc¸a˜o do SatPlan
[15] e com o tempo de execuc¸a˜o utilizando a heurı´stica implementada por To¨ws [29], que
e´ descrita na sec¸a˜o 2.5.2. Ainda que a modificac¸a˜o da ferramenta Mole feita por To¨ws na˜o
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tenha como objetivo o plano o´timo, os nu´meros apresentados teˆm a func¸a˜o de comparar o
tempo obtido pela implementac¸a˜o deste trabalho com outra modificac¸a˜o da ferramenta Mole.
O SatPlan e´ um planejador que converte os problemas de planejamento em um problema de
satisfabilidade de booleanos. Esta ferramenta possui a vantagem de retornar o plano o´timo,
sendo portanto u´til para efeitos de comparac¸a˜o de tempo com este trabalho, que tambe´m objetiva
o plano o´timo.
A ana´lise do nu´mero de expanso˜es da rede de ocorreˆncias gerada ate´ o momento em que
a busca e´ encerrada possui a func¸a˜o de demonstrar o tamanho do espac¸o de estados explorado
para se obter o plano. A informac¸a˜o do nu´mero total de eventos gerados, por outro lado, possui
a func¸a˜o de demonstrar o trabalho real realizado pelo Mole para obter a soluc¸a˜o.
Tambe´m forma feitas ana´lises sobre a complexidade do vetor de ca´lculo da heurı´stica e a
profundidade alcanc¸ada pelos problemas em que a soluc¸a˜o na˜o foi encontrada no tempo limite
de 2500 segundos. Em alguns domı´nios, foi feita uma ana´lise mais detalhada de instaˆncias
especı´ficas de problemas, com o intuito de verificar como o Mole se comporta ao longo das
expanso˜es realizadas.
Os experimentos foram realizados em um computador com processador 2 Opteron Dual
Core, com 32 Gb de memo´ria RAM, com sistema operacional Linux. A mesma ma´quina foi
utilizada para obter o tempo de execuc¸a˜o dos problemas atrave´s dos planejadores SatPlan e
GraphPlan.
4.2 Ana´lise dos resultados
Esta sec¸a˜o trata da ana´lise dos resultados obtidos a partir da soluc¸a˜o dos problemas de
alcanc¸abilidade a partir das redes de Petri produzidas pelo Petrigraph. Os domı´nios utiliza-
dos nos experimentos foram propostos nas competic¸o˜es de planejamento AIPS-2000[1] e IPC-
2002[16]. Este e´ o mesmo conjunto de testes submetido por To¨ws em [29], com o intuito de
testar a eficieˆncia do Petrigraph. A tabela 4.1 mostra o nu´mero de problemas solucionados
em cada domı´nio. Nas sec¸o˜es seguintes, sera˜o mostrados os dados referentes a cada problema
trabalhado.
Durante a demonstrac¸a˜o dos resultados experimentais, sempre que forem apresentados
nu´meros relativos a` heurı´stica H0, estes referem-se a` execuc¸a˜o do Mole utilizando a heurı´stica
mostrada na fo´rmula 4.1. Na heurı´stica H0, a ferramenta Mole comporta-se conforme o algo-
ritmo de busca de custo uniforme, mantendo a caracterı´stica de obtenc¸a˜o do plano o´timo.
H0(α) = 0 (4.1)
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Domı´nio Total H0 H1 H2
Blocksworld 35 12 15 17
Logistics 28 10 10 10
Elevator 101 35 35 35
Driverlog 18 5 7 7
Rovers 20 4 5 5
Satellite 20 1 3 3
Zenotravell 20 6 8 8
Tabela 4.1: Nu´mero de problemas por domı´nio
O fato de ter sido utilizado um conjunto de testes baseado no ambiente de planejamento na˜o
significa que apenas problemas de planejamento transcritos em formato de rede de Petri possam
ser solucionados com esta te´cnica. Como o objetivo deste trabalho e´ a soluc¸a˜o de problemas
de alcanc¸abilidade de redes de Petri e na˜o a soluc¸a˜o de problemas de planejamento, todas as
ana´lises feitas tera˜o como foco os aspectos pro´prios das redes de Petri e dos algoritmos de busca
realizados para a obtenc¸ao˜ da soluc¸a˜o.
4.2.1 Blocksworld
O domı´nio Blocksworld descreve uma famı´lia de problemas baseada em operac¸o˜es com um
conjunto de blocos sobre uma mesa. Os blocos podem ser empilhados, mas apenas um bloco
pode ficar diretamente sobre outro. Os blocos podem ser movidos com o auxı´lio de uma garra,
que movimenta um bloco por vez, podendo coloca´-lo sobre outro bloco ou diretamente sobre
a mesa. O objetivo do problema e´, dada a configurac¸a˜o inicial dos blocos, moveˆ-los para uma
outra configurac¸a˜o.
A figura 4.1 mostra o nu´mero de lugares e transic¸o˜es das redes de Petri geradas pelo Pe-
trigraph a partir dos problemas do domı´nio Blocksworkd e a figura 4.2 apresenta o tempo ne-
cessa´rio para a obtenc¸a˜o da soluc¸a˜o nos referidos problemas.
As redes de Petri de nu´mero 1 a 9, que possuem no ma´ximo 60 lugares e 85 transic¸o˜es, tem
o plano o´timo encontrado em um tempo inferior a 1 segundo, para qualquer heurı´stica utilizada.
A partir da rede de nu´mero 13, o tempo de execuc¸a˜o possui um aumento significativo. Nas
redes de nu´mero 13, 14 e 15, com 93 lugares e 145 transic¸o˜es, a heurı´stica H0 na˜o encontra a
soluc¸a˜o o´tima em um tempo inferior a 2500 segundos. Para os problemas de nu´mero 16 e 18,
com 117 lugares e 181 transic¸o˜es, apenas a heurı´stica H2 encontra a soluc¸a˜o no tempo limite
de 2500 segundos. A partir do problema 19, com 140 lugares e 221 transic¸o˜es, nenhuma das
heurı´sticas e´ eficiente o suficiente para encontrar uma soluc¸a˜o em menos de 2500 segundos.
Para os problemas pequenos, ou seja, com tempo inferior a 1 segundo, o uso da heurı´stica H2
na˜o mostrou-se vantajoso em relac¸a˜o a` heurı´stica H1 e ate´ em relac¸a˜o a` heurı´stica H0 em alguns



















Blocksworld - Nu´mero de lugares e transic¸o˜es × Problemas

















Blocksworld - Tempo de Execuc¸a˜o
Figura 4.2: Tempo de execuc¸a˜o do domı´nio Blocksworld
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H2 passou a ser mais vantajosa do que as heurı´sticas H1 e H0. Uma das razo˜es que justificam
isso e´ que a taxa de expanso˜es das redes de Petri realizadas pelo Mole na˜o e´ constante, conforme
sera´ demonstrado adiante.
O tempo de execuc¸a˜o da busca orientada pela heurı´stica de To¨ws foi menor do que o tempo
de execuc¸a˜o das heurı´sticas H1 e H2, na maioria dos casos, visto que a busca realizada por
To¨ws na˜o possui como objetivo o plano o´timo. A busca realizada pelo SatPlan, entretanto,
mostrou-se menos eficiente nos problemas de pequeno porte, tornando-se mais atrativa a` medida
em que a complexidade dos problemas cresce. Percebe-se tambe´m que os problemas onde a
busca realizada pelas heurı´sticas H1 e H2 foi melhor do que a busca realizada pelo SatPlan
sa˜o justamente os problemas de pequeno porte onde a heurı´stica H2 possui um desempenho de
tempo inferior a` busca realizada pelas heurı´sticas H0 e H1.
O nu´mero de expanso˜es necessa´rias para encontrar o plano o´timo atrave´s do algoritmo A*
e´ mostrado na figura 4.3. Ao contra´rio do que ocorre em relac¸a˜o ao tempo de execuc¸a˜o, o
nu´mero de expanso˜es realizadas pelo desdobramento da rede de Petri possui relac¸a˜o direta com
a ordem das heurı´sticas. Em todos os casos analisados do domı´nio Blocksworld, a heurı´stica H2
encontrou a soluc¸a˜o o´tima, mas o nu´mero de expanso˜es realizadas cresce exponencialmente a`


















Figura 4.3: Nu´mero de expanso˜es do domı´nio Blocksworld














Tabela 4.2: Relac¸a˜o expanso˜es-tempo em uma busca na˜o-orientada
gerada ate´ o momento, pois para realizar uma expansa˜o, o Mole procura na rede de ocorreˆncias
por lugares habilitados a fazer parte de uma expansa˜o, no caso, lugares que na˜o fazem parte
do pre´-conjunto de nenhuma transic¸a˜o. `A medida que a rede de ocorreˆncias cresce, o tempo
necessa´rio para procurar por lugares habilitados torna-se maior. Deste modo, quanto maior o
tamanho da rede de ocorreˆncias gerada ate´ o momento, menor a taxa de expanso˜es por segundo
realizadas pelo algoritmo de desdobramento. Para demonstrar esta informac¸a˜o, observe a tabela
4.2. Nesta tabela, todos os nu´meros referem-se a` execuc¸a˜o do Mole para a mesma instaˆncia do
problema com a heurı´stica H0, relacionando nu´meros e tempos de expanso˜es parciais ate´ ser
encontrado o plano o´timo.
De acordo com os nu´meros da tabela 4.2, a realizac¸a˜o de 64000 expanso˜es ocorreu em
aproximadamente 50 segundos. Se a taxa de expanso˜es fosse constante, a realizac¸a˜o de 128000
expanso˜es deveria ser feita em aproximadamente 100 segundos. Entretanto, o tempo necessa´rio
para realizar 128000 expanso˜es e´ de 234 segundos. Ou seja, a taxa de expanso˜es caiu mais do
que pela metade se comparar as primeiras 64000 expanso˜es com as 64000 expanso˜es seguintes.
O tempo necessa´rio para encontrar o plano o´timo para este problema e´ de 4823 segundos,
executando para isso 665460 expanso˜es. Neste exemplo, a heurı´stica H1 encontrou a soluc¸a˜o
com 223704 expanso˜es, utilizando 456 segundos e a heurı´stica H2 encontrou a soluc¸a˜o com
23383 expanso˜es, utilizando 134 segundos.
Essa influeˆncia que o tamanho da rede de ocorreˆncias possui sobre a taxa de expanso˜es
do Mole e´ o principal fator que torna a busca guiada por heurı´sticas muito mais vantajosa do
que a busca realizada pela versa˜o original do Mole. Neste exemplo, a heurı´stica H0 realizou
apenas treˆs vezes mais expanso˜es do que a heurı´stica H1, mas consumiu 10 vezes mais tempo.
Ja´ a heurı´stica H2 encontrou a soluc¸a˜o com um nu´mero de expanso˜es 20 vezes menor do que
a heurı´stica H1, consumindo 3 vezes menos tempo. Mesmo que o ca´lculo da heurı´stica H2
seja muito mais lento do que o ca´lculo da heurı´stica H1, o nu´mero menor de expanso˜es pesou
bastante para que o tempo de execuc¸a˜o da heurı´stica H2 seja menor do que o tempo da heurı´stica
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H1.
Enquanto que o nu´mero de expanso˜es refere-se apenas ao tamanho da rede de ocorreˆncias
gerada ate´ o momento, os nu´meros apresentados na figura 4.4 referem-se ao nu´mero total de
eventos criados pelo Mole, que e´ a soma do nu´mero de expanso˜es, o nu´mero de eventos de corte

















Blocksworld - Trabalho Total
Figura 4.4: Eventos gerados no domı´nio Blocksworld
Outro dado que reflete o aumento da complexidade dos problemas e´ mostrado na figura 4.5,
que refere-se ao nu´mero me´dio de dependeˆncias do vetor de ca´lculo. Quanto mais dependeˆncias
cada elemento do vetor de ca´lculo possuir, mais complexo e´ o ca´lculo da heurı´stica sobre a
marcac¸a˜o referente ao evento, e consequentemente, menor o tempo necessa´rio para a realizac¸a˜o
da expansa˜o.
O aumento da complexidade do problema tambe´m reflete no aumento do tamanho do plano
o´timo. Como as heurı´sticas foram utilizadas no contexto do algoritmo A*, todos os problemas
que foram solucionados no tempo limite de 2500 segundos resultaram no plano o´timo. A figura
4.6 mostra, para os problemas que na˜o foram solucionados, a distaˆncia entre o tamanho do plano
o´timo e o nı´vel encontrado em cada um deles. Nestes problemas, o plano o´timo foi obtido a
partir da ferramenta SatPlan.
Neste domı´nio, em todos os problemas onde a soluc¸a˜o o´tima na˜o foi encontrada no tempo
















Blocksworld - Me´dia de dependeˆncias





















Blocksworld - Problemas na˜o resolvidos
Figura 4.6: Profundidade explorada pelos problemas na˜o-resolvidos no domı´nio Blocksworld
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mesmo com o aumento da complexidade do vetor de ca´lculo H2.
4.2.2 Driverlog
O domı´nio Driverlog define um problema de logı´stica de pacotes. Neste domı´nio, os pa-
cotes precisam ser transportados por caminho˜es entre diversas localidades. Os caminho˜es sa˜o
dirigidos por motoristas, que podem estar em diversos lugares e precisam caminhar ate´ o local
onde esta´ o caminha˜o para que o transporte possa ser realizado.
A figura 4.7 apresenta o nu´mero de lugares e transic¸o˜es das redes de Petri geradas a partir















Driverlog - Nu´mero de lugares e transic¸o˜es × Problemas
Figura 4.7: Nu´mero de Lugares e Transic¸o˜es das redes do domı´nio Driverlog
A complexidade das redes produzidas neste domı´nio e´ maior do que nas redes encontradas
no domı´nio Blocksworld, no que se refere ao nu´mero de lugares e transic¸o˜es. Enquanto que
no domı´nio Blocksworld o nu´mero de lugares varia entre 32 e 357 e o nu´mero de transic¸o˜es
varia entre 42 e 613, o nu´mero de lugares das redes do domı´nio Driverlog varia entre 34 e 900
e o nu´mero de transic¸o˜es varia entre 89 e 8961. O tempo me´dio de execuc¸a˜o para encontrar o
plano o´timo tambe´m e´ maior, conforme apresenta a figura 4.8. Apenas no primeiro exemplo a


















Driverlog - Tempo de Execuc¸a˜o
Figura 4.8: Tempo de execuc¸a˜o do domı´nio Driverlog
no domı´nio Blocksworld, a heurı´stica H2 se mostrou menos eficiente do que a heurı´stica H1 em
problemas de pequeno porte, se tornando mais eficiente a` medida em que a complexidade dos
problemas aumenta. A partir do problema 8, nenhuma das heurı´sticas encontra uma soluc¸a˜o no
tempo limite de 2500 segundos.
O tempo de execuc¸a˜o do Mole orientado pela heurı´stica de To¨ws se mostou mais eficiente
do que o tempo utilizado pelo SatPlan, e apenas no primeiro exemplo a busca orientada pela
heurı´stica H1 encontrou a soluc¸a˜o em tempo ligeiramente menor do que a heurı´stica de To¨ws.
Vale ressaltar que na busca orientada pela heurı´stica de To¨ws, o teste de soluc¸a˜o e´ realizado
quando o evento e´ criado, e a busca e´ encerrada com a primeira soluc¸a˜o encontrada. A busca
implementada neste trabalho, por sua vez, procura obter o plano o´timo, que nem sempre cor-
responde a` primeira soluc¸a˜o encontrada.
O aumento da proporc¸a˜o entre transic¸o˜es e lugares refletiu no nu´mero de expanso˜es ne-
cessa´rias para encontrar o plano o´timo, apresentado na figura 4.9. Assim como ocorreu com o
domı´nio Blocksworld, a heurı´stica H2 se mostrou mais eficiente do que a heurı´stica H1 no que
diz respeito ao nu´mero de expanso˜es.
O trabalho total realizado e´ apresentado na figura 4.10. A proporc¸a˜o de eventos gera-
dos para cada expansa˜o do domı´nio Driverlog e´ muito maior do que a encontrada no domı´nio




















Figura 4.9: Nu´mero de expanso˜es do domı´nio Driverlog
165000 expanso˜es utilizando a heurı´stica H1. Em contrapartida, o problema 14 do domı´nio
Blocksworld gerou 865000 eventos para realizar 223000 expanso˜es. Essa diferenc¸a aparece
tambe´m quando compara-se os dados referentes ao nu´mero me´dio de dependeˆncias encontra-
das no vetor de ca´lculo, mostrado na figura 4.11.
As mudanc¸as do nu´mero me´dio de dependeˆncias, apresentadas na figura 4.11, podem pa-
recer pequenas a` primeira vista, mas salienta-se que o tamanho dos vetores de ca´lculo H1 e
H2 e´ proporcional ao nu´mero de lugares da rede de Petri. Ale´m disso, o nu´mero de lugares
e transic¸o˜es tambe´m infuencia diretamente na velocidade do algoritmo de desdobramento de
redes de Petri. Neste caso, justamente os problemas maiores, onde o uso de heurı´sticas e´ mais
necessa´rio, sa˜o os problemas onde o ca´lculo e´ mais lento. Mesmo assim, em todos os exemplos
das redes de Petri em que a soluc¸a˜o o´tima na˜o foi encontrada no tempo limite de 2500 segundos,
a heurı´stica H2 chegou mais perto da soluc¸a˜o do que a heurı´stica H1 ou H0, conforme mostra a
figura 4.12.
A pro´pria utilizac¸a˜o do algoritmo A* ja´ faz com que o tempo global de execuc¸a˜o seja maior
do que em uma busca onde na˜o se objetiva o plano o´timo. O algoritmo A* so´ realiza o teste de
soluc¸a˜o no momento em que o evento e´ retirado da primeira posic¸a˜o da lista de prioridades de
de eventos na˜o expandidos. Ate´ o momento em que o plano o´timo e´ posicionado na primeira
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Driverlog - Me´dia de dependeˆncias






















Driverlog - Problemas na˜o resolvidos
Figura 4.12: Profundidade explorada pelos problemas na˜o-resolvidos no domı´nio Driverlog
encontradas e inseridas na lista. A fim de exemplificar esta caracterı´stica, figura 4.13 mostra,
para o problema nu´mero 5, a relac¸a˜o entre o nu´mero de expanso˜es e o tempo de execuc¸a˜o do
Mole, utilizando a heurı´stica H0. Tambe´m esta˜o marcados no gra´fico as soluc¸o˜es encontradas
antes do Mole chegar ao plano o´timo.
Mesmo sem a utilizac¸a˜o de uma heurı´stica, uma soluc¸a˜o foi encontradas em 5.43 segundos
de execuc¸a˜o. Entretanto, esta primeira soluc¸a˜o possui um plano de tamanho 20, quando o plano
o´timo deste exemplo possui tamanho igual a 13. Uma vez que a implementac¸a˜o do algoritmo
A* pressupo˜e que o algoritmo so´ pode ser encerrado quando a primeira posic¸a˜o do vetor de no´s
a serem expandidos contiver a soluc¸a˜o, esta primeira soluc¸a˜o e´ inserida na lista de prioridades
de eventos na˜o expandidos, e o Mole continua a busca. Ao todo, sa˜o encontradas 425 soluc¸o˜es
antes da soluc¸a˜o de custo igual a 13 se posicionar na primeira posic¸a˜o da lista de prioridades, o
que so´ ocorre aos 4566 segundos. O Mole encontrou a primeira soluc¸a˜o aos 12.44 segundos e
a soluc¸a˜o o´tima aos 953 segundos quando orientado pela heurı´stica H1 e encontrou a primeira
soluc¸a˜o aos 105 segundos e a soluc¸a˜o o´tima aos 407 segundos quando orientado pela heurı´stica
H2.
O gra´fico da figura driverlog-partial tambe´m demonstra a taxa de expanso˜es varia´vel da
execuc¸a˜o do Mole. As primeiras 1000 expanso˜es foram realizadas em 0.076378 segundos.





















Driverlog - Tempos parciais de um exemplo
Soluc¸o˜es
Plano o´timo
Figura 4.13: Tempos parciais de um exemplo do domı´nio Driverlog
de 13092.77 expanso˜es por segundo. Esta taxa vai caindo progressivamente, ate´ o momento
em que o desdobramento e´ encerrado, o que ocorre com a realizac¸a˜o de 489234 expanso˜es aos
4566.208857 segundos, o que retorna uma taxa de expanso˜es de 107,14 expanso˜es por segundo.
4.2.3 Logistics
Da mesma forma que o domı´nio Driverlog, o domı´nio Logistics representa um problema de
logı´stica de pacotes. Existem pacotes que devem ser transportados para diferentes lugares. Os
pacotes sa˜o transportados por caminho˜es, quando as localidades sa˜o na mesma cidade, ou por
avio˜es, quando as localidades esta˜o em cidades diferentes, sendo que os avio˜es so´ se movimen-
tam entre aeroportos.
A figura 4.14 apresenta o nu´mero de lugares e transic¸o˜es das redes de Petri geradas a partir
dos problemas de planejamento do domı´nio Logistics, e a figura 4.15 apresenta os tempos de
execuc¸a˜o.
Conforme mostra a figura 4.14, os problemas do domı´nio Logistics podem ser divididos em
quatro grupos de complexidade, no que se refere ao nu´mero de lugares e transic¸o˜es. Todos os
problemas que foram solucionados no tempo limite de 2500 segundos pertencem ao primeiro



















Logistics - Nu´mero de lugares e transic¸o˜es × Problemas















Logistics - Tempo de Execuc¸a˜o
Figura 4.15: Tempo de execuc¸a˜o do domı´nio Logistics
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redes com o dobro do tamanho do primeiro grupo (99 lugares e 184 transic¸o˜es). Dentro deste
primeiro grupo, o maior tempo de execuc¸a˜o obtido foi no problema nu´mero 4, onde o Mole
guiado pela heurı´stica H0 encontrou uma soluc¸a˜o aos 106 segundos. A variac¸a˜o do tempo
de execuc¸a˜o destes problemas esteve diretamente ligada ao tamanho do plano o´timo de cada
problema, conforme pode ser observado na figura 4.15. Da mesma forma como ocorreu nos
domı´nios Driverlog e Blocksworld, nos problemas em que a soluc¸a˜o o´tima foi encontrada em
um tempo inferior a 1 segundo, a heurı´stica H2 teve desempenho inferior a` heurı´stica H1.
No caso dos problemas do domı´nio Logistics, o SatPlan na˜o conseguiu nem interpretar a
sintaxe dos problemas em PDDL, sendo esta a raza˜o do gra´fico da figura 4.15 na˜o apresentar
os dados referentes ao SatPlan. No caso da implementac¸a˜o de To¨ws, o desempenho de tempo
foi inferior em todos os casos. Percebe-se tambe´m no gra´fico que o aumento da complexidade
dos problemas do domı´nio Logistics tambe´m afetou no desempenho da heurı´stica de To¨ws, pois
foram solucionados apenas dois problemas a mais do que com as heurı´sticas H1 e H2.
Em relac¸a˜o ao nu´mero de expanso˜es, a heurı´stica H2 realizou menos expanso˜es do que a
heurı´stica H1 em todos os casos, conforme demonstra a figura 4.16. O nu´mero total de eventos
gerados pelos problemas do domı´nio Logistics e´ apresentado na figura 4.17 e o nu´mero me´dio


















Figura 4.16: Expanso˜es do domı´nio Logistics
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Logistics - Me´dia de dependeˆncias
Figura 4.18: Nu´mero me´dio de dependeˆncias do domı´nio Logistics
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problemas. O percentual na˜o e´ igual para todos os problemas da mesma classe porque referem-
se ao vetor de ca´lculo depois de eliminados os subconjuntos inalcanc¸a´veis, processo descrito na
sec¸a˜o 3.2.2.
A figura 4.19 demonstra a profundidade explorada pelos problemas na˜o resolvidos. Como
os dados do SatPlan na˜o esta˜o disponı´veis, o gra´fico esta´ relacionando apenas o tamanho do
plano o´timo nos problemas que foram solucionados no tempo limite de 2500 segundos por

























Logistics - Problemas na˜o resolvidos
Figura 4.19: Profundidade explorada pelos problemas na˜o-resolvidos no domı´nio Logistics
Ainda que para este domı´nio na˜o seja possı´vel conhecer de antema˜o a profundidade do
plano o´timo, percebe-se que, em todos os casos em que o plano o´timo na˜o foi obtido no tempo
limite de 2500 segundos, a heurı´stica H2 atingiu uma profundidade maior do que a heurı´stica
H1, e esta atingiu uma profundidade maior do que a busca na˜o-orientada.
Uma caracterı´stica pro´pria do domı´nio Logistics e´ que o nu´mero de eventos gerados para
cada expansa˜o nos problemas em que na˜o se encontrou uma soluc¸a˜o no tempo limite de 2500
segundos aumentou consideralvelmente, quando comparados com o dado dos problemas resol-
vidos. Utilizando a heurı´stica H0, o problema 11 realizou 576000 expanso˜es, utilizando para
isso 5207000 eventos. O problema 18 realizou 519000 expanso˜es, utilizando 7718000 even-
tos. Ja´ o problema 23 realizou 62000 expanso˜es, utilizando para isso 25336000 eventos. Na
categoria do problema 23, que engloba os problemas com 275 lugares e 671 transic¸o˜es, os da-
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dos da figura 4.19 esta˜o incompletos para as heurı´sticas H0 e H1 porque a alocac¸a˜o de memo´ria
superou os 20 Gb disponı´veis para os testes antes da busca ser encerrada por exceder o tempo
limite. A utilizac¸a˜o da heurı´stica H2 na˜o excedeu o limite de memo´ria porque a taxa de ex-
panso˜es da heurı´stica H2 e´ mais lenta do que a taxa das heurı´sticas H1 ou H0, o que reflete na
utilizac¸a˜o de menos expanso˜es e consequentemente menor uso de memo´ria.
4.2.4 Zenotravel
O domı´nio Zenotravel e´ um domı´nio que define o transporte de passageiros entre localida-
des, com velocidades definidas independentemente para cada avia˜o. A figura 4.20 apresenta o
















Zenotravel - Nu´mero de lugares e transic¸o˜es × Problemas
Figura 4.20: Nu´mero de Lugares e Transic¸o˜es das redes do domı´nio Zenotravel
De todos os domı´nios que fizeram parte do conjunto de testes, o domı´nio Zenotravel possui
as redes de Petri com a maior diferenc¸a entre o nu´mero de lugares e o nu´mero de transic¸o˜es.
Enquanto que no domı´nio Driverlog a relac¸a˜o entre o nu´mero de lugares e transic¸o˜es nunca
passou de 10 transic¸o˜es para cada lugar, a menor rede de Petri gerada a partir do domı´nio Ze-
notravel possui 25 lugares e 130 transic¸o˜es, resultando em uma relac¸a˜o de 5 transic¸o˜es para
cada lugar e a maior rede possui 855 lugares e 32781 transic¸o˜es, resultando em uma relac¸a˜o



















Zenotravel - Tempo de Execuc¸a˜o
Figura 4.21: Tempo de execuc¸a˜o do domı´nio Zenotravel
uma relac¸a˜o direta com o aumento da complexidade dos problemas. No caso do desempenho
de tempo das heurı´sticas, o mesmo padra˜o encontrado nos domı´nios anteriores manteve-se no
domı´nio Zenotravel, pois a heurı´stica H2 teve um desempenho inferior a` heurı´stica H1 nos pro-
blemas de nu´mero 1 a 5, mas passou a melhorar a` medida em que a complexidade do problema
aumentou. No exemplo 2, a heurı´stica H1 teve um desempenho superior ao SatPlan, a` heurı´stica
H2 e a` heurı´stica de To¨ws. Nos outros problemas, manteve-se o mesmo padra˜o encontrado no
domı´nio Blocksword, onde as buscas orientadas deste trabalho apresentam resultados melhores
do que o SatPlan apenas nos problemas de pequeno porte.
A figura 4.22 apresenta o nu´mero de expanso˜es realizadas pelo Mole no domı´nio Zenotra-
vel. Da mesma maneira em que ocorreu nos demais domı´nios, o nu´mero de expanso˜es realizadas
pela heurı´stica H2 foi menor do que o nu´mero de expanso˜es da heurı´stica H1, em todos os casos.
Como ja´ foi comentado, o domı´nio Zenotravel caracteriza-se por possuir a maior diferenc¸a
entre o nu´mero de transic¸o˜es e lugares, comparado com os outros domı´nios analisados. Esta
diferenc¸a tambe´m se reflete no trabalho total realizado pela busca, apresentado na figura 4.23 e
pela complexidade do vetor de ca´lculo, apresentada na figura 4.24.
Uma ana´lise do trabalho efetivo realizado nos problemas do domı´nio Zenotravel demons-
tram uma grande diferenc¸a entre o nu´mero de expanso˜es realizadas e o nu´mero de eventos
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Zenotravel - Me´dia de dependeˆncias
Figura 4.24: Nu´mero me´dio de dependeˆncias do domı´nio Zenotravel
que, neste exemplo, o volume de trabalho efetivo seja ta˜o grande quando comparado ao nu´mero
de expanso˜es. `A medida em que a complexidade dos problemas cresce, a taxa de expanso˜es do
algoritmo de desdobramento cai, conforme mostra a figura 4.23. Por esta raza˜o, a profundidade
atingida pelo ca´lculo tambe´m ficou prejudicada, como demonstra a figura 4.25.
Na figura 4.25, mostra-se que a complexidade dos problemas fez com que a profundidade
alcanc¸ada diminuı´sse bastante. Nos problemas de nu´mero 16 a 20, o pro´prio SatPlan na˜o con-
seguiu encontrar a soluc¸a˜o. Nos problemas de maior complexidade, a complexidade do vetor
de ca´lculo tornou extremamente ineficiente a busca atrave´s do algoritmo A*. Nos problemas
de nu´mero 17 a 20, a heurı´stica H2 conseguiu, no ma´ximo, a mesma eficieˆncia obtida pela
heurı´stica H1, que teve uma eficieˆncia um pouco acima do obtido pela heurı´stica H0.
4.2.5 Rovers
O domı´nio Rovers e´ formado por veı´culos de explorac¸a˜o autoˆmatos, que devem navegar
na superfı´cie de um planeta a procura de amostras de solo. As amostras devem ser coletadas e
depositadas em um mo´dulo de pouso.
A figura 4.26 apresenta o tamanho dos problemas do domı´nio Rovers e a figura 4.27 apre-























Zenotravel - Problemas na˜o resolvidos














Rovers - Nu´mero de lugares e transic¸o˜es × Problemas



















Rovers - Tempo de Execuc¸a˜o
Figura 4.27: Tempo de execuc¸a˜o do domı´nio Rovers
O crescimento da complexidade dos problemas possui uma diferenc¸a singela em relac¸a˜o
ao crescimento da complexidade dos problemas de outros domı´nios: Enquanto que, nos outros
domı´nios, o nu´mero de transic¸o˜es sempre supera o nu´mero de lugares, o que reflete diretamente
na complexidade do vetor de ca´lculo, neste domı´nio o nu´mero de lugares chega a ser maior
do que o nu´mero de transic¸o˜es em algumas instaˆncias do problema. Este detalhe influencia na
complexidade do vetor de ca´lculo, e consequentemente no desempenho do algoritmo.
O problema de nu´mero 7 e´ um exemplo de como a diferenc¸a do nu´mero de lugares e
transic¸o˜es afetou o tempo de busca, pois este problema possui 178 lugares e 179 transic¸o˜es.
Mesmo tendo mais lugares do que os problemas 5 e 6, o problema 7 pode ser solucionado pelo
Mole em um tempo menor do que 2500 segundos. Os tempos dos outros problemas que foram
solucionados seguiram o mesmo padra˜o encontrado em problemas dos domı´nios anteriores, ou
seja, a heurı´stica H2 foi menos efetiva do que a heurı´stica H1, mas no problema 7, de maior
porte, o resultado do tempo de execuc¸a˜o da heurı´stica H2 foi mais eficiente. Entretanto, mesmo
que a diferenc¸a entre o nu´mero de lugares e transic¸o˜es na˜o siga um padra˜o constante, ainda as-
sim o nu´mero de lugares das redes de Petri cresce de maneira mais ra´pida do que foi verificado
em outros domı´nios.
Em virtude da complexidade dos problemas do domı´nio Rovers, o tempo de execuc¸a˜o de
todos os problemas solucionados no tempo limite de 2500 segundos foi maior do que o tempo
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do domı´nio SatPlan e Rovers.
A comparac¸a˜o do nu´mero de expanso˜es realizadas das heurı´sticas na˜o apresentou nenhuma
anomalia em relac¸a˜o aos resultados de domı´nios anteriores, conforme mostra a figura 4.28.
A heurı´stica H2 teve um desempenho melhor que a heurı´stica H1, que por sua vez teve um



















Figura 4.28: Expanso˜es do domı´nio Rovers
O trabalho total realizado e´ apresentado na figura 4.29 e a me´dia de dependeˆncias por
elemento do vetor de ca´lculo e´ apresentado na figura 4.30. A complexidade dos vetores de
ca´lculo acompanhou a relac¸a˜o entre o nu´mero de lugares e transic¸o˜es dos problemas, mostrado
na figura 4.26. O problema 7, por exemplo, possui 178 lugares e 179 transic¸o˜es e teve um
nu´mero me´dio de dependeˆncias menor do que o problema 6, com 148 lugares e 247 transic¸o˜es.
A figura 4.31 apresenta os dados referentes a` profundidade alcanc¸ada pelos problemas na˜o
resolvidos. O maior plano encontrado no domı´nio Rovers foi o plano do problema 7, com 20
elementos. O problema 5 na˜o teve a soluc¸a˜o encontrada. Entretanto, a heurı´stica H2 chegou
bem pro´xima da soluc¸a˜o, pois o plano possui tamanho igual a 22 elementos e a heurı´stica H2
chegou a` profundidade 20. O domı´nio Rovers possui o maior plano encontrado em todos os
domı´nios, que e´ o plano do problema 20 com 95 elementos.
O aumento da complexidade dos problemas resultou na diminuic¸a˜o da profundidade alcanc¸ada,








 2  4  6  8  10  12  14  16  18  20

























Rovers - Me´dia de dependeˆncias



























Rovers - Problemas na˜o resolvidos
Figura 4.31: Profundidade explorada pelos problemas na˜o-resolvidos no domı´nio Rovers
4.2.6 Satellite
Sate´lites espaciais sa˜o equipados com instrumentos a bordo para registrar diferentes fenoˆmenos.
O registo do fenoˆmeno exige que o sate´lite selecione o instrumento, calibre-o e enta˜o tire a foto.
Apenas um instrumento pode estar calibrado por vez.
A figura 4.32 apresenta o nu´mero de lugares e transic¸o˜es do domı´nio Satellite e a figura
4.33 apresenta os tempos de execuc¸a˜o dos problemas deste domı´nio.
Dentre todos os domı´nios analisados, o domı´nio Satellite foi aquele que obteve menos pro-
blemas solucionados em relac¸a˜o ao nu´mero total de problemas. De um universo de 20 proble-
mas, apenas 3 foram solucionados. A utilizac¸a˜o da heurı´stica H0 foi eficaz apenas no problema
de nu´mero 1. Neste problema, a heurı´stica H1 teve desempenho superior ao desempenho da
heurı´stica H2. Nos problemas 2 e 3, a heurı´stica H2 teve desempenho de tempo superior ao
desempenho da heurı´stica H1.
Pode-se dizer que o domı´nio Satellite possui os problemas com o maior tamanho me´dio
dentre os domı´nios analisados. Ainda que o domı´nio Zenotravel possua a maior diferenc¸a entre
o nu´mero de lugares e transic¸o˜es, e em outros domı´nios existem problemas maiores do que
os problemas do domı´nio Satellite, seus domı´nios possuem problemas de pequeno porte, cuja
















Satellite - Nu´mero de lugares e transic¸o˜es × Problemas


















Satellite - Tempo de Execuc¸a˜o
Figura 4.33: Tempo de execuc¸a˜o do domı´nio Satellite
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eficaz na tarefa de encontrar uma soluc¸a˜o no tempo limite. O ritmo em que a complexidade
dos problemas do domı´nio Satellite cresce e´ maior do que o ritmo de outros domı´nios. O
primeiro problema possui 46 lugares e 61 transic¸o˜es. O segundo problema possui 71 lugares
e 113 transic¸o˜es, que e´ quase o dobro do primeiro problema. O terceiro problema ja´ possui
100 lugares e 209 transic¸o˜es. Como comparac¸a˜o, existem 13 problemas com menos de 100
lugares no domı´nio Blocksworld, 9 problemas no domı´nio Driverlog, 16 problemas no domı´nio
Logistics e 7 problemas no domı´nio Zenotravel. No caso do domı´nio Rovers, o crescimento da
complexidade dos problemas e´ similar a` complexidade dos problemas do domı´nio Satellite.
Assim como ocorreu no domı´nio Rovers e no domı´nio Driverlog, a complexidade dos pro-
blemas fez com que o tempo de execuc¸a˜o da busca orientadas pelas heurı´sticas H1 e H2 tivesse
pior desempenho de tempo em relac¸a˜o ao SatPlan e a` heurı´stica de To¨ws. A heurı´stica de To¨ws
tambe´m foi bastante afetada pela complexidade dos problemas, pois mesmo realizando uma
busca em que na˜o se objetiva o plano o´timo, foram solucionados apenas 5 problemas.
O nu´mero de expanso˜es da rede de ocorreˆncias geradas no domı´nio Satellite e´ apresentado
na figura 4.34 e o trabalho total realizado e´ mostrado na figura 4.35. Nestes exemplos, a relac¸a˜o
entre o nu´mero de eventos criados e o nu´mero de expanso˜es realizadas esta´ na proporc¸a˜o de
aproximadamente 10 para 1. Essa proporc¸a˜o na˜o e´ ta˜o grande como a encontrada em alguns
problemas do domı´nio Driverlog e do domı´nio Zenotravel, domı´nios que tiveram ı´ndices de
acerto maiores do que os problemas do domı´nio Satellite. Neste caso, a pro´pria complexidade
do problema, no que se refere ao nu´mero de lugares e transic¸o˜es, e´ que pesou mais em relac¸a˜o
aos tempos de execuc¸a˜o do domı´nio do que o trabalho total realizado pelo mesmo.
A figura 4.36 mostra o nu´mero me´dio de dependeˆncias do vetor de ca´lculo e a figura 4.37
mostra a profundidade alcanc¸ada pelas heurı´sticas para os problemas na˜o solucionados.
A complexidade do vetor de ca´lculo acompanhou diretamente o aumento da complexidade
dos problemas. Os problemas do domı´nio Satellite na˜o esta˜o organizados diretamente em ordem
crescente de lugares e transic¸o˜es, como mostra a figura 4.32. A complexidade dos problemas vai
subindo ate´ o problema 17, tendo uma ligeira queda na complexidade do problema 18, subindo
novamente ate´ o u´ltimo problema, que e´ o problema 20. Ainda que o uso das heurı´sticas na˜o
tenha sido eficiente para encontrar a soluc¸a˜o para estes problemas, percebe-se que a heurı´stica
H2 tem uma ligeira queda no seu rendimento, como mostra a figura 4.37.
4.2.7 Elevator
Neste domı´nio, e´ modelado o funcionamento de elevadores. Neste domı´nio, existe um
elevador e diversas pessoas em diferentes andares, de forma que o objetivo e´ levar as pessoas
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Satellite - Me´dia de dependeˆncias






















Satellite - Problemas na˜o resolvidos
Figura 4.37: Profundidade explorada pelos problemas na˜o-resolvidos no domı´nio Satellite
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A figura 4.38 apresenta a relac¸a˜o entre lugares e transic¸o˜es dos problemas do domı´nio
Elevator e a figura 4.39 apresenta os tempos de execuc¸a˜o dos problemas do referido domı´nio.
Como este domı´nio possui muitos problemas, sa˜o apresentados dois gra´ficos de tempos. O
gra´fico da figura 4.39 apresenta o tempo de execuc¸a˜o envolvendo apenas as heurı´sticas H0, H1
e H2 e os problemas solucionados no tempo limite de 2500 segundos. O gra´fico da figura 4.40
apresenta os mesmos dados da figura 4.39, mas engloba todos os problemas trabalhados e os















Elevator - Nu´mero de lugares e transic¸o˜es × Problemas
Figura 4.38: Nu´mero de Lugares e Transic¸o˜es das redes do domı´nio Elevator
Assim como no domı´nio Logistics, os problemas do domı´nio Elevator se caracterizam por
estarem divididos em va´rias “categorias” de complexidade, no que diz respeito ao nu´mero de
lugares e transic¸o˜es. Dentre todos os domı´nios que fizeram parte destes testes, o domı´nio Eleva-
tor e´ o que possui o menor nu´mero me´dio de lugares. Enquanto que maior problema do domı´nio
Blocksworld, que possui a segunda menor me´dia de lugares, possui 357 lugares, o maior pro-
blema do domı´nio Elevator possui 187 lugares. Ja´ a proporc¸a˜o entre o nu´mero de transic¸o˜es e
de lugares no domı´nio Elevator aumenta mais ra´pido do que o nu´mero de lugares. Enquanto
que no primeiro problema existia uma transic¸a˜o para cada lugar, no u´ltimo problema passaram
a existir aproximadamente 20 transic¸o˜es para cada lugar.
Em relac¸a˜o aos tempos de execuc¸a˜o, os problemas do domı´nio Elevator que foram solucio-
nados no tempo limite de 2500 segundos sa˜o, em sua maioria, problemas de pequeno porte. A
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Figura 4.40: Tempo de execuc¸a˜o do domı´nio Elevator com comparac¸o˜es de tempo
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25, onde o tempo de execuc¸a˜o e´ menor do que 1 segundo. Nos problemas de 26 a 30, o tempo
de execuc¸a˜o da heurı´stica H2 se tornou melhor do que a heurı´stica H1, mas ainda na˜o foi mais
ra´pido do que a busca atrave´s da heurı´stica H1. Isso so´ ocorreu nos problemas de nu´mero 31 a
35, onde o tempo da heurı´stica H2 foi menor do que o tempo da heurı´stica H1.
Da mesma forma como ocorreu em outros domı´nios, o tempo de execuc¸a˜o da heurı´sticas H1
e H2 foi inferior ao tempo de execuc¸a˜o do SatPlan nos exemplos de pequeno porte, perdendo
em eficieˆncia a` medida em que o tamanho dos problemas cresceu. A mesma situac¸a˜o ocorreu



















Figura 4.41: Expanso˜es do domı´nio Elevator
A figura 4.41 apresenta o nu´mero de expanso˜es realizadas para se obter o plano o´timo e a fi-
gura 4.42 apresenta o nu´mero total de eventos gerados durante a busca. O nu´mero de expanso˜es
da heurı´stica H2 e´ menor do que o nu´mero de expanso˜es da heurı´stica H1 na maioria dos casos,
com excec¸a˜o dos problemas de 1 a 5, onde o nu´mero de expanso˜es utilizando a heurı´stica H1 foi
igual ao nu´mero de expanso˜es realizado pela heurı´stica H2. O aumento progressivo da diferenc¸a
entre o nu´mero de lugares e transic¸o˜es refletiu diretamente no trabalho total realizado pelo Mole
nas diferentes instaˆncias do problema. Enquanto que nos primeiros problemas a proporc¸a˜o entre
o nu´mero de expanso˜es e o nu´mero de eventos criados era menor do que 2 por 1, nos problemas
de 6 a 10 a proporc¸a˜o subiu para 3 para 1, chegando a 13 por 1 nos problemas de nu´mero 31
a 35. Esta proporc¸a˜o continuou subindo nos problemas que na˜o foram solucionados no tempo
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Figura 4.42: Eventos gerados no domı´nio Elevator
expanso˜es, gerando no total 7072311 eventos, o que da´ uma proporc¸a˜o de aproximadamente
15 eventos para cada expansa˜o. Estas diferenc¸as entre o nu´mero de eventos gerados dentre os
problemas sa˜o os responsa´veis pelo tempo saltar de um patamar de dezenas de segundos para
centenas de uma categoria para outra, chegando em seguida em uma outra categoria em que os
problemas na˜o sa˜o resolvidos no tempo limite de 2500 segundos.
A figura 4.43 apresenta o nu´mero me´dio de dependeˆncias dos vetores de ca´lculo gerados a
partir dos problemas do domı´nio Elevator e a figura 4.44 apresenta a profundidade explorada
pelos problemas na˜o-resolvidos.
O nu´mero me´dio seguiu o aumento do nu´mero de transic¸o˜es ao longo dos domı´nios. O
aumento da complexidade tambe´m foi acompanhado por um aumento do plano o´timo, como
mostra a figura 4.44. Como ocorreu em todos os outros domı´nios, o aumento da complexi-
dade dos problemas resultou em uma menor eficieˆncia do uso de heurı´sticas, de maneira que
a profundidade atingida comec¸ou a decair. Nos u´ltimos 5 problemas, a execuc¸a˜o do Mole foi
encerrada antes dos 2500 segundos, devido ao fato da memo´ria alocada ter superado o limite
de memo´ria disponı´vel. Na maior parte dos problemas, a heurı´stica H2 chegou mais pro´ximo

















Elevator - Me´dia de dependeˆncias























Elevator - Problemas na˜o resolvidos
Figura 4.44: Profundidade explorada pelos problemas na˜o-resolvidos no domı´nio Elevator
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4.3 Considerac¸o˜es
Neste capı´tulo, foram apresentados resultados experimentais relativos a` utilizac¸a˜o das heu-
rı´sticas H1 e H2 para a soluc¸a˜o de problemas de alcanc¸abilidade atrave´s do algoritmo de des-
dobramento. As redes de Petri utilizadas foram criadas a partir de problemas de planejamento
pelo Petrigraph, apresentado na sec¸a˜o 2.5.2. A ferramenta Mole foi modificada para que a busca
seja realizada atrave´s do algoritmo de busca A*, utilizando como apoio as heurı´sticas H1 e H2,
apresentadas na sec¸a˜o 2.2.5.
As redes de Petri utilizadas nos experimentos englobam va´rias categorias de complexidade
de problemas, sobre as quais foi imposto um limite de tempo de 2500 segundos. As redes de
Petri menores possuem, em me´dia, 30 lugares, enquanto que as redes de Petri maiores podem
conter ate´ 900 lugares. O nu´mero de transic¸o˜es tambe´m varia ao longo dos domı´nios, abran-
gendo desde redes em que o nu´mero de transic¸o˜es e´ igual ao nu´mero de lugares ate´ redes em
que existem em me´dia 38 transic¸o˜es para cada lugar.
O desempenho de tempo das heurı´sticas esteve diretamente ligado ao tamanho das redes de
Petri. Nas redes pequenas, em que o tempo de execuc¸a˜o e´ inferior a 1 segundo, o desempenho
da heurı´stica H2 foi inferior ao desempenho da heurı´sticas H1 e ate´ da heurı´stica H0, em alguns
casos. Conforme a complexidade dos problemas foi aumentando, o desempenho da heurı´stica
H2 foi se tornando melhor em comparac¸a˜o ao desempenho das heurı´sticas H1 e H0. Em proble-
mas de me´dio porte, foram encontrados diversos casos em que a heurı´stica H2 teve desempenho
superior a`s heurı´sticas H1 e H0. Esta diferenc¸a ocorreu principalmente porque a velocidade
em que ocorre a expansa˜o da rede de ocorreˆncias varia conforme o tamanho desta. A te´cnica
de desdobramento associada ao uso de heurı´sticas na˜o se mostrou efetiva quando aplicada a`
soluc¸a˜o de problemas de alcanc¸abilidade de grande.
Nos problemas de pequeno porte, o desempenho da busca atrave´s das heurı´sticas mostrou-
se superior ao desempenho obtido pelo SatPlan, mas logo que a complexidade aumenta para
problemas de me´dio porte, o desempenho do SatPlan torna-se melhor. Em comparac¸a˜o com
a heurı´stica desenvolvida por To¨ws, o desempenho das heurı´sticas H1 e H2 na˜o e´ melhor em
nenhum dos casos, visto que a heurı´stica de To¨ws na˜o e´ uma heurı´stica admissı´vel e a busca
realizada por este baseia-se na lo´gica do algoritmo de busca gulosa, e na˜o no algoritmo de busca
A*.
Em todos os casos em que a soluc¸a˜o foi encontrada por todas as heurı´sticas, a heurı´stica
H2 realizou um nu´mero menor de expanso˜es do que as heurı´sticas H1 e H0. A relac¸a˜o entre o
nu´mero de transic¸o˜es e o nu´mero de lugares influenciou no nu´mero de expanso˜es necessa´rios
para se chegar ate´ o plano o´timo. Ao se comparar duas redes de domı´nios diferentes que pos-
suem um nu´mero de lugares semelhante, mas uma grande diferenc¸a no nu´mero de transic¸o˜es,
observou-se que as redes que possuem um nu´mero de transic¸o˜es maior resultaram em uma taxa
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de expanso˜es menor do que as redes de Petri semelhantes com menos transic¸o˜es. Isso reflete
em uma demanda maior de tempo para se chegar a uma soluc¸a˜o.
Nos casos em que o tempo limite de 2500 segundos foi atingido, foi feita uma ana´lise da
profundidade atingida por cada uma das heurı´sticas. Em todos os casos, a profundidade atingida
pela heurı´stica H2 foi maior ou igual a` profundidade atingida pela heurı´stica H1, que por sua
vez foi maior ou igual a` profundidade atingida pela heurı´stica H0. Entretanto, o desempenho de
todas as heurı´sticas cai conforme cresce a complexidade dos problemas.
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5 Conclusa˜o
Dentro do contexto das pesquisas realizadas pelo LIAMF, do DINF/UFPR, sobre a proxi-
midade entre modelos de Planejamento Cla´ssico e das redes de Petri, neste trabalho buscou-se a
adaptac¸a˜o de uma heurı´stica de planejamento para solucionar problemas de alcanc¸abilidade de
redes de Petri. As heurı´sticas de planejamento da famı´lia Hm foram incorporadas a` ferramenta
Mole, com o intuito de modificar o algoritmo de desdobramento de redes de Petri, de maneira
que o desdobramento possa ser realizado com base na lo´gica do algoritmo A*, e na˜o de acordo
com o algoritmo de busca em Amplitude, tal como faz a versa˜o original do Mole.
Para alcanc¸ar os objetivos deste trabalho, foram estudados os algoritmos de busca cla´ssi-
cos de inteligeˆncia artificial, de redes de Petri e do ambiente de planejamento. Em seguida,
estudou-se com profundidade as heurı´sticas de planejamento da famı´lia Hm, bem como as ma-
neiras de realizar a adaptac¸a˜o destas heurı´sticas, que possuem ligac¸a˜o intrı´nseca com a lingua-
gem STRIPS, no formalismo de redes de Petri. Esta adaptac¸a˜o se restringiu, neste trabalho,
a`s heurı´sticas H1 e H2. Ela foi feita a partir de uma estrutura de dados chamada de “vetor
de ca´lculo”, cuja func¸a˜o e´ a enumerac¸a˜o dos subconjuntos de lugares e suas respectivas de-
pendeˆncias. Tambe´m foram necessa´rias algumas modificac¸o˜es na pro´pria ferramenta Mole para
permitir que o processo de desdobramento se comportasse de acordo com a lo´gica de funciona-
mento do algoritmo de busca A*.
Como as heurı´sticas da famı´lia Hm se baseiam na regressa˜o de um estado objetivo ate´ o
estado inicial, elas sa˜o melhor indicadas para planejadores regressivos, ou seja, em que parte-se
do estado objetivo ate´ se chegar ao estado inicial. A versa˜o modificada do Mole faz a busca do
plano como um planejador progressivo. Como a estimativa do ca´lculo e´ feita partindo dos no´s
na˜o expandidos ate´ o estado objetivo, o ca´lculo precisa ser refeito cada vez que um evento e´
criado.
As estruturas de dados utilizadas permitiram que a regressa˜o dos subconjuntos seja feita
como pre´-processamento antes da busca ser iniciada. Ale´m disso, o vetor de ca´lculo per-
mitiu que algumas otimizac¸o˜es fossem possı´veis, como a identificac¸a˜o dos subconjuntos na˜o
alcanc¸a´veis a partir da marcac¸a˜o inicial.
Na realizac¸a˜o dos testes, a heurı´stica H2 se mostrou ineficiente quando comparada a` heurı´stica
H1 e ate´ a` heurı´stica H0 em problemas pequenos, cujo tempo de soluc¸a˜o e´ inferior a 1 segundo.
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Entretanto, conforme a complexidade dos problemas aumenta, a eficieˆncia da heurı´stica H2
passa a aumentar tambe´m. Em diversos problemas de me´dio porte, a heurı´stica H2 mostrou-se
mais eficiente do que a heurı´stica H1.
A taxa de expanso˜es da rede de Petri e´ uma das responsa´veis pela diferenc¸a do desempenho
da heurı´stica H2 dentre as diferentes instaˆncias do problema. `A medida em que o tamanho da
rede de ocorreˆncias cresce, o tempo necessa´rio para realizar uma nova expansa˜o tambe´m cresce.
Desta forma, mesmo que o ca´lculo da heurı´stica H2 seja muito mais lento do que o ca´lculo da
heurı´stica H1, quando o nu´mero de expanso˜es realizadas pela heurı´stica H1 e´ muito grande,
a taxa de expanso˜es comec¸a a cair bastante, tornando a busca atrave´s da heurı´stica H2 mais
atrativa. Em todos os casos de testes onde a heurı´stica H2 encontrou uma soluc¸a˜o, a soluc¸a˜o foi
encontrada com menos expanso˜es da rede de ocorreˆncias do que na heurı´stica H1.
Nos problemas de grande porte, a utilizac¸a˜o das heurı´sticas na˜o foi eficiente. Em relac¸a˜o ao
nu´mero de lugares, o maior problema resolvido foi um problema com 117 lugares. A soluc¸a˜o
na˜o foi encontrada nestes problemas porque o aumento do nu´mero de lugares deixa o ca´lculo das
heurı´sticas H1 e principalmente da heurı´stica H2 mais lento, o que e´ associado a um aumento no
trabalho total realizado pelo Mole, visto que os problemas maiores tentem a gerar mais eventos
para cada nova expansa˜o da rede de ocorreˆncias. Ale´m disso, ocorre tambe´m um aumento
no tamanho do plano o´timo, obrigando o Mole a procurar uma soluc¸a˜o em uma profundidade
maior, utilizando um vetor de ca´lculo cada vez mais lento.
A implementac¸a˜o das heurı´sticas H1 e H2 mostrou-se menos eficiente em relac¸a˜o a tempo
de execuc¸a˜o do que a heurı´stica implementada por To¨ws. Entretanto, isso era esperado, visto
que a implementac¸a˜o de To¨ws na˜o objetiva o plano o´timo. Em comparac¸a˜o com o SatPlan,
as heurı´sticas tiveram um desempenho de tempo melhor nos problemas de pequeno porte, se
tornando menos eficientes a` medida em que o tamanho dos problemas aumenta.
Neste trabalho, foram implementadas apenas as heurı´sticas H1 e H2. Como trabalhos fu-
turos, pretende-se implementar heurı´sticas de ordem maior do que 2, aproveitando-se do fato
que a estrutura de dados utilizada permite que esta modificac¸a˜o seja realizada sem grandes
modificac¸o˜es do co´digo, conforme demonstra a sec¸a˜o 3.4. Ale´m disso, tambe´m pode-se estudar
outras formas de reduzir o tempo de busca atrave´s de otimizac¸o˜es do vetor de ca´lculo, especi-
almente quando a busca refere-se a heurı´sticas de ordem mais elevada, visto que a maior parte
do tempo dispendido na busca utilizando a heurı´stica H2 foi o tempo do ca´lculo da heurı´stica.
O conjunto de exemplos utilizados nos testes sa˜o, em sua totalidade, problemas de pla-
nejamento que foram transformados em redes de Petri, de forma que a soluc¸a˜o pudesse ser
encontrada a partir do desdobramento das redes. Entretanto, a utilizac¸a˜o destas heurı´sticas para
guiar o processo de desdobramento na˜o e´ restrita a problemas deste tipo, visto que os valores
heurı´sticos sa˜o calculados tomando como base apenas os elementos caracterı´sticos de uma rede
de Petri. Portanto, pretende-se tambe´m utilizar o desdobramento guiado pelas heurı´sticas H1
105
e H2 para solucionar problemas de alcanc¸abilidade de redes de Petri que na˜o provenham do
ambiente de planejamento, como por exemplo a busca por bloqueios na rede.
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