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ABSTRACT 
Two types of GAOR iterative methods were, respectively, given by A. Hadjidimos 
and Hu Jia-gan to solve the linear system Ax = h where A = D - E - F with D to 
be nonsingular and diagonal. In the former method the parameters involved are two 
numbers y and w, and in the latter method two diagonal matrices R and Sz; the 
MSOR iterative method given by D. M. Young is a special case of the latter GAOR 
method. For uniformity of the results the paper considers the convergence for a 
general form of the AOR type iteration matrix La, = (I - RL)-‘[(I - fi) + (fi - 
R)L + flUI where L = D-‘E and U = D-lF, and gives some important results for 
the convergence domain of L,, when A = D - E - F is an H-matrix. Applying the 
results to the GAOR (AOR, GSOR, and MSOR) methods, we recover certain recent 
main results and greatly extend certain other previous results. 
1. INTRODUCTION 
In [I] and [2] A. Hadjidimos presented successively the accelerated 
overrelaxation (AOR) iterative method and the generalized accelerated over- 
relaxation (CAOR) iterative method to solve the linear system AX = b when 
A is a known complex square matrix of order n (n > 2) and x and b are 
n-dimensional vectors with x unknown and b known. 
Let the coefficient matrix A = D - E - F = DA - E, - FA, where 
D = d@d,, d,, . . . , d,,) and DA = diag A are nonsingular, and E, and FA 
are, respectively, the strictly lower and strictly upper triangular parts of -A. 
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In [9] the iteration matrices of the GAOR and AOR iterative methods defined 
in [l, 2] were uniformly expressed as 
L rw=~,,(D,E) =(D- yE)-‘[(1-w)D+ (o- Y)E+ wF] 
(1.1) 
where y and o are real numbers. If D = DA, E = E,, and F = FA, then 
L,, is the iteration matrix of the AOR method for A. If D # DA and the 
off-diagonal elements of E and F are, respectively, those of E, and FA, then 
L yw is the iteration matrix of the GAOR method for A. 
In [3, 41 Hu Jia-gun p resented another form of the GAOR iterative 
method whose iteration matrix is expressed in [4] as 
L RCl = LRd DA, EO) = cDz4 - mO)-1 
X[(Z - CI)DA + (0 - R)E, + RF,], (1.2) 
where R = diag( yi, ya, . . . , y,,), i2 = diag( oi, 02, . . . , q,), the nonzero ele- 
ments of E, are those of B = DA - A, and F,, = B - E,, while 
L,, = L,,(D,,E,) = (DA - fIE,)-‘[(I - ,n)D, + fiF,,] (1.3) 
is the iteration matrix of the corresponding GSOR iterative method. As has 
been pointed out in [5], the iteration matrix L,,, of the modified successive 
overrelaxation (MSOR) method given by D. M. Young [6] is a special case of 
the iteration matrix L,,, since L,,, (see for example [7]) can be represented 
as 
L ww I = (I - iRL)-‘[(z - n> + nu] = L,,(Z> L)> (1.4) 
while the matrices a, L, and U have, respectively, the following block forms: 
n= (“‘1 _,z2)> L=(; ;), u=(; y), (1.5) 
where the block diagonal submatrices are all square with orders k, and k,, 
respectively, I, and I, are identity matrices, and o and w’ are real numbers. 
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This paper discusses the convergence of the GAOR method defined in [3, 
41 and the MSOR iterative method to solve the linear system Ax = b when 
A is a complex H-matrix. For generality of the results we further consider the 
more general form of the GAOR iteration matrix La, given by 
L Rn = (I - RL)_'[(I - cl) + (cl - R)L + Lnu] (l-6) 
where R and 1R are diagonal matrices and L and U are only assumed to 
satisfy 
IL + UI = ILI + IUI 
without the assumption that L and U are triangular matrices. If L = DilE, 
and U = Di’F,, where E, and F, are as above, then L,, is the iteration 
matrix of the GAOR method defined in [3, 41; if R = yZ and 1R = WZ where 
y and w are real numbers, then L,, = L,,(Z, L) is the iteration matrix of 
the GAOR method defined in [2] when L = D-‘E and U = D-‘F, where 
D, E, and F are as before, and is the iteration matrix of the AOR method 
when L = Di’E, and U = DilFA. In Section 2 we give some general 
results for the convergence domain of L,,. Applying the results to the AOR 
and GAOR methods defined in [l-4], in the last section we recover our 
recent results [9, lo] and give some new results for the convergence condi- 
tions of the GAOR (and GSOR and MSOR) methods defined in [3, 41. These 
results given here greatly extend and improve the previous results [3-5, 7, 
8, 131. 
NOTATION. For A = (u,~>, let I A] = (laijl>. For A = (aij> and B = (bij), 
A > B means aij > bij Visj. For D = diag(d,, d,, . . . , d,,) and R = diag 
(%> Y2,. . . > -y,,), D 2 R (D > R) means di >, yi (di > yi) Vi, and D > 0 
means d, > 0 Vi. 
2. CONVERGENCE OF THE MATRIX L,, 
Let us now present some of our previous theorems as lemmas, which will 
be useful in the proofs of the theorems of this section. 
108 WANG XINMIN 
LEMMA 2.1 [9]. Supp ose that the complex matrix T and the positive real 
diagonal matrix R satisfy, respectively, 
2 
P(iTl) < 1 o<n< 
1 + P( ITI) ” 
Then the matrix T0 = Z - Ln + S1T satisfies 
p(T,) =G p(lT,l) < p(lZ - RI + nITI) < 1. 
Proof. See Theorem 2.1 in [9]. n 
LEMMA 2.2 [lo]. Let the matrices U > 0 and L > 0 with p(L) < 1. 
Then p(hL + U) = A, where h = p(( Z - L)-‘U). 
Proof. See the Basic Theorem in [lo] (also see Theorem 5.4 in [6], 
where L and U are specially assumed to be strictly lower and strictly upper 
triangular matrices, respectively, not to be general positive matrices as 
assumed in the lemma.) n 
LEMMA 2.3 [ll]. Let A = (aij> be a complex matrix, then for any 
given E > 0 there exists some positive real diagonal matrix Q such that 
IIQ-~AQII~ < P(M) + E. 
Proof. See Theorem 2 of [ll] or the appendix of [9]. n 
LEMMA 2.4. Let L and U be n x n complex matrices with p = p(( Ll + 
IUl> < 1. Then for the diagonal matrix R = diag(y,, y2,. . . , y”y,) we have 
~((1 - IRLI)p’(lZ - RI ILI + k-1)) < 1 (2.1) 
provided that 
fi:-*pl<R<%Z 
2P 2P 
for P > 0, (2.2) 
while R is any real diagonal matrix for p = 0. 
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Proof. Let M = Z - IRLl and N = II - RI IL1 + IUI. Then for each 
El ~9, A = M - N is a regular splitting of A, since N > 0 and 
PURL4 
1fP 
< epP(lU) =G 
l+P 
-p<l 
2P 
for p>O, (2.3) 
while p(lZLLI) = 0 for p = 0, and then M-’ > 0. Observe that 
IRI + II - RI < ;z for p>O 
for R E 9, since if -Cl - p)/2 P < Yi < O then 
1-P 
Jyil + 11 - yil = 1 - 2yi < 1 + - = 1 
P P’ 
and if 0 < yi < 1 then 
lYil + 11 - yJ = 3: + 1 - Yi = 1 < 1 
P’ 
while if 1 < ‘yj < (1 + p)/(2p) then 
l+P 
IIyjl + 11 - yil = 2Yi - ’ < 2- - 12 
2P P’ 
Thus there exists E > 0 sufficiently small that 
1 
with --&>l, 
P 
and then 
p((lRI + II - RI)I~I + WI) Q 
i i 
f - E p(lU + WI> 
< $+td + WI) = I for O<p<l, 
P 
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while for p = 0 we have 
p((lRI + II - RI)IU + WI) < IIlX( IIICiX (Iril + I1 - r(l), l)P(lLI + 1’1) 
i 
=O<l. 
Then in either case we have 
A-l = (A4 - TV-’ > 0. 
From Theorem 3.13 of [ 121, (2.1) holds, and the lemma is proved. W 
THEOREM 2.1. Suppose that the conditions of Lemma 2.4 hold with 
p > 0. Then 
(i) forR = diag(y,,y, ,..., 7,) and R = diagtw,, w2 ,..., o,,) wehave 
P(L,,) < 1 (2.4) 
if (R, fl) E S, where 
i 
2 
s:= (R,R):RE.~,o<R<~ 
l+h,I ’ 1 
while 9’ is defined in Lemma 2.4, A, = p(T,), and TR = (I - I RLI)-‘(I Z - 
RI ILI + WI>; 
(ii) S I (S, U S, U S,) I S, with S, 1 S,, where 
2 
(R,R):O<R< -I, 0 < c! < - 
l+P 
2 
(R,R):O < -yi* 6 ~ 
1 + Aa 
with R ~9,0 < R < - 
S, = (R,fi):& 
l+P 
< yi* < - 
2P 
withRE9, 
R 
o<n< 
2(1 - 7i.P) z 
I l-p ’ 
1-P 
(R,R):- - 
2P 
< y,,<OwithR~9,0<1R< 
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while letting 
lZ - RI + h,lRl =: diag(d,,d, ,..., d,), 
i* is defined by 
di. = maxd,; 
z 
111 
(2.5) 
(iii) one has 
P(Lm) < rn? {II - Wil + WiJ+,} < l for (R,fi) ES, 
p( L,n) < max {I1 - wil + Wi P} < l for (R,R) ES,, 
i 
i 
tri* - l)P 
P( LB,) G m,F I1 - Wjl + wi 1 _ y, p 
I 
< l for (R,R) E S,, 
I’ 
i 
(l - Yi*)P 
p( L,,) Q mzf.x 11 - oil + wi I + ‘yi*p 
I 
< l for (R,fl) E S3. 
Z+oof Observe that 
L RQ = I - (I - RL)-la(z - L - U) 
_ z - qz -L - U)(Z - RL)_l 
= z - n + cq(Z - R)L + U](Z - RL)_‘. 
From Lemma 2.4, for R ~9 (2.1) holds and then 
(2.6) 
p(l[(Z-R)L+ U](Z -RL)-‘1) B~((~Z-RIIL~+IU\)(Z-IRL~)-~) 
= p((Z - lRLl)-l(lz - RIILI + WI)) 
= A, < 1. (2.7) 
From (2.6) and Lemma 2.1, (2.4) holds and (i> is proved. 
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Secondly notice that A, = p((Z - jRZ$‘(IZ - RI \LI + lUl>). From 
Lemma 2.2, (2.3). and (2.7) we have 
A, = ~((11 - RI + A,lRl)lLl + IUI) < 1. (2.8) 
Then we have 
I 
1 - (1 + A,)?, if yi < 0, 
&= l-(l-A,)yi if O,<y,,<l, 
(1 + A,)y, - 1 if yi > 1, 
and it is easy to verify that from (2.5) 
min ‘): 
1. 
if yi*Gll, 
yi*= i 
ma Yi if y,.>l. 
Then it follows from (2.7) that 
)I - RI + h,lRI f [l - (1 - h&*]Z < Z for 0 < ‘yi* < 1, 
II - RI + y,lRl f [(I + yR)yj* - l]Z < Z 
2 
for 1 < Iy,* < ____ 
1 + YR ’ 
that is, 
II - RI + A,lRI < Z (2.9) 
for 0 G yi* G 2/(1 + AR) with R ~9. Then from (2.8) 
A, = p((lZ - RI + A,lRI)lLI + IUI) < p(lLI + Iv\) = P, 
and hence 
2 2 
A,<p<l, ___ - 
l+A,’ 1+p’ 
(2.10) 
proving S 2 S, I S,. Similarly we can prove that for 2/(1 + AR) < yi* < 
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(1 + p>/(2p), implying (1 + AR)?,, - 1 > 1 with R ~9, we have 
43 = P((lI - RI + ~,lRl)lLl+ WI) < [(l + A,)y,* - l] p 
and 
h < (Yi*-l)P <1 
Is‘- l-y,*p 
2 ,21-yi*p 
iq’ l-p ’ 
113 
(2.11) 
proving S 2 S,, while for - (1 - p)/(2p) < yi* < 0, implying 1 - (1 + 
~,)-y,, > 1 with R ~9, we have 
A, = p((lI - RI + A,lRl)ILl + WI) =G [l - (1 + h&p] p 
and 
- (1 Yt*)P 2 1 + ~ < 
1, -22 
Tyi*P 
R’ 
< 
l+yi*p 1 + A, 1+p ’ 
(2.12) 
proving S 2 S,. Then we have S 1 (S, U S, U S,), and (ii) is proved. 
Finally, observe (2.6) and 
< (I - RI + O(lZ - RI IL1 + lUl)( 1 - I=/)-’ 
by (2.3). From Lemma 2.3, for the nonnegative matrix (IZ - RI ILJ + IV/> 
(I - lRLI)-’ and any given E > 0 there exists some positive diagonal matrix 
Q such that 
\\Q-‘(IZ - RI IL1 + IUl)( I - lRLl)-‘Qjm < P(T,) + 8 = A, + &> 
since 
p(T,) = p((Z - IRLI)-‘(II - RI 1151 + IV/)) 
= ~((11 - RI IL1 + Iul)( Z - lRLl)-‘). 
114 
Then from (2.6) 
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p( L,,) < p(lZ - 01 + n(lz - RI ILI + Wl>( 1 - IRLI)-l) 
= p(QP[ II - aI + qlz - RI IL1 + IUl>( 1 - lRLI)-‘]Q) 
= p(lZ - RI + fiQp’(IZ - RI IL1 + IUl)(Z - IfKI)-lQ) 
<IID - aI + (A, + ‘+llm. 
Letting E + O+, we have that for CR, CI> E S 
p( L,,) =G()lZ - aI+ qql, = mpr(lI - ql + qA,) < 1, (2.13) 
since for wi < 1 
11 - ql + WihR = 1 - q(1 - AR) < 1 
from (2.7), and for wi > 1 
I1 - wil + qAR = q(1 + AR) - 1 < 1, 
since wi < 2/(1 + AR) for (R, Ck) E S. Moreover, from (2.13) we have 
max(I1 - wil + qAR) < max(I1 - oil + qp) < 1 for (R,R) ES, 
t * 
by (2.10) and 0 < q < 2/(1 + p> Vi, and 
Inm((l - wil + qA,) G max 11 - ql + wi 
1 
i 
cri* - l)P < 1 
i 1 - ‘y,*P i 
for (R,LR) ES,, 
by (2.111, y* < (1 + P)/(~P), and 0 < q < 2(1 - rj*p)/(l - p) Vi, and 
max(II - wil + qAa) =G 
(1 - Y,*)P 
<l 
2 1 + ‘yi*p 
for (R, 0) E S,, 
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by (2.12X y* > --Cl - p>/C?p), and 0 < wi < 2(1 + yi,p)/(l + p) Vi. 
Thus (iii) is proved. 
The proof of the theorem is complete. n 
THEOREM 2.2. Suppose that the conditions of Lemma 2.4 hold, and that 
1 LI + IU 1 is irreducible with ( LI # 0 and IU 1 # 0. Then the results of 
Theorem 2.1 hold, and moreover: 
(i) for R = diady,, y2 ,..., 7,) and Q = diag(o,, Ok,. . ., w,), 
P(L,,) < 1 jk (R,R) E 5: 
where 
2 
(R,fl):R~z,O<f%--- 
liABZ 
with 
l--P 
-Z<R< 
2P 
(ii) 9 I (5, U S,) U .?,(U?, 3 (3, U So> with s, 1 &, where 
2 
(R,n):O<R< -lwithRE~*,O<R<- 
l+P 
2 
(R,CI):O < yi* < ~ 
1 + A, 
withR Ez*,O < R < - 
2 
(R,fl): ~ 
l+P 
1 -I- h, 
< yi* < - 
2P 
with R E 2, 
O<R92 
’ - Yi*P 
1-p 
1-p 
(R,R):- - <y,,<OwithR~~,O<0<2 
1 + ‘y,*P 
I 
2P l+P 
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(iii) one has 
P(LR,) < my (II 
P(LR,) < “i” (11 
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WJ + Wih,) < 1 for (R,R) E s, (2.14) 
Oil + wi p) < 1 for (R,IR) E s,, (2.15) 
p( L,,) < max I1 - wil + wi 
i i 
(X* - ‘)P 
l - Yi*P 1 
<l for (R,CqE$> 
(2.16) 
p( L,.) < max I1 - wit + Wi 
i i 
(1 - X*)P 
i 
< 1 
1 + Yj*P 
for (R,R) ES,> 
(2.17) 
where A,, i*, S,, and S, are defined in Theorem 2.1, and 
i 
2 
Z* = R E 5: there exists some i such that 0 < yi < 
(1 + AR) 
while row i of L is not a null row vector . 
1 
(2.18) 
Proof. Since IL1 + JUI is irreducible, p > 0 necessarily holds from 
Lemma 2.7 in [lo]. Hence the results of Theorem 2.1 are valid. Moreover, 
following the proof of Lemma 2.4 it is easy to verify that 
IRI + II - RI < ;z for R E.3 
and 
p((lRI + II - RI)lLI + WI) < $ -p(lLI + WI) = 1 
from Theorem 2.1 of [12] with U # 0 and I L( + 1~) irreducible. And it is easy 
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to prove that 
A, = P((Z - IRLI)-‘(Iz - RI ILI + IUI)) < 1 for R EZ. (2.19) 
Following the proof of Theorem 2.1, from (2.6) and Lemma 2.1 we have (i), 
and, similarly to (2.13), we have (2.14). Next, as has been proved in the proof 
of Theorem 2.1, if 0 < ‘y,* < 2/(1 + ha) then (2.10) holds. Moreover, we 
can prove that two strict inequalities of (2.IO), i.e. 
2 2 
A, < P> ->- 
1 + A, 1 +p’ 
(2.20) 
hold if R E z*. In fact, as has been proved before, for 0 < yiS < 2/(I + AR) 
we have (2.9). From R ES*, without loss of generality, we assume 0 < 
3/,, < 2/(1 + Aa), implying 
I1 - Yj”l + A,lYj”I < 1, 
while row i, of L is not a null row vector. Then row i, of (1 Z - RI + A,1 RI) Ll 
is not row i, of JLI. From (2.9) we have 
(11 - RI + A,IRI)ILl G ILI with (IZ - RI + A,IRl)lLI # ILI. (2.21) 
Then from Lemma 2.2 and Theorem 2.1 of [12], 
A, = ~((11 - RI + A,lRI)ILI + IUI) < ~(115 + IUl) = P, 
since I Z,I + IU I is irreducible. Then (2.20) holds, proving (2.15) and S, 1 $. 
Similarly, if 2/(I + AR) < my,* < (I + p)/(2p) with R ~2, then 
A, = ~((11 - RI + A,lRI)ILI + IUI) < [(l + A,)y,* - l] p 
and 
y < (Yt*-l)Pgl 2 ’ - Iyi*P 
R 
1-yi*p ’ 
->2 
1 + A, l-p ’ 
(2.22) 
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proving (2.16), while if -(l - p)/(2p) < yie < 0 then 
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As = P((l’ - ‘1 + AslRl)ILl + 1’1) < [I - (I + ‘R)yi*] p 
and 
yR< Cl-Yi*>P ~<1 2 ’ + Yi*P 
l+yi*p ’ 
->2 
1 + A, 1+/a ’ 
(2.23) 
proving (2.17). 
So far we have proved (2.14)-(2.171, proving (iii). From .?l 1 $, and 
(2.20), (2.22), and (2.23), (ii) is proved immediately. n 
REMARK. Clearly, if R = 0 then 1Z - RI + A,IR( = I trivially holds, and 
it also holds if A = [2/(1 + p)]Z by Lemma 4.2 of [lo]. In either case we 
have (IZ - Al + A,IRI)IL] = ]Ll. In particular, for the matrix IL\ + IUl of 
order n = 2 it is easy to further verify that for any diagonal matrix 
RE 
0 ( i 0 ’ 
2 
(If P) J 
(1 + P> 
0 
0 
2 
(I + P) 
=: 3” 
we also have (lZ - RI + A,[ Rl)lLI = ILI, where L and U are, respectively, 
strictly lower and strictly upper triangular matrices, since we can easily prove 
that A, = p for any A ~3’~. 
THEOREM 2.3. Suppose that the conditions of Lemma 2.4 hold with 
p = 0. Then for any diagonal matrix R, 
for 0 < R < 2Z. 
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Proof. Since p(I Lj + IV]> = 0, th ere exists some permutation matrix P 
such that P(( L( + (UI)PT has strictly upper block triangular form and so do 
ILI, IUI, and thus (I - IRLI)-‘(II - RI IL/ + IZJl) and (I - RL)-‘[(I - R) 
L + U]. Hence the characteristic equations of 1 L,,l and L,, are, 
respectively, 
[IL,,1 - AZJ =llz - R + fqz - RL)-y(z - R)L + II)) - AZ1 
=[I1 - RI - AZJ = 0, 
ILm - hII =Iz - n + qz - Ia-‘[(I - R)L + u] - AZ( 
= II - R - All = 0, 
and then p(L,,) = p(lL,,() = p(lZ - al) = maxi11 - wi(, and the theorem 
is proved immediately. W 
REMARKS. 
(i) As another equivalent form of the AOR iteration matrix 
L,, = (1- w)Z + w(Z - YL))l[(l- Y)L + ul 
we may formally give another possible general form of the GAOR iteration 
matrix 
kl = z - Q + n(z - AL)_‘[(I - R)L + u], 
not equivalent to L,,, and from (2.6) and (2.7) we can easily obtain results 
similar to the ones of Theorems 2.1-2.3. 
(ii) If we let R = yl and s1 = wZ, then from Theorems 2.1-2.3 we 
recover the main results of Theorems 4.1, 4.2, and 4.5 in [lo]. 
3. CONVERGENCE OF THE GAOR, GSOR, AND MSOR 
METHODS 
In this last section we apply the results of Theorems 2.1-2.3 to the 
GAOR, GSOR, and MSOR methods. First, for convenience, we always 
assume A = D - B = DA - B, with B = E + F and B, = E, + FA = 
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E, + F,, where DA, E,, FA, E,, F,, and D are assumed as in Section 1 and 
the off-diagonal elements of E and F are, respectively, assumed to be those 
of E, and FA, implying 1 E + F( = 1 E 1 + 1 FI, whiIe we always assume R = 
diag(y,, y2,. . . , 7”) and 1R = diag(wi, w2 ,..., wJ. For L = D-lE (DilEA 
or DilEO) and U = D-lF (DilFA or DilF,,) we always have IL + UI = 
IL1 + WI. 
LEMMA 3.1. Let A = D - B be a complex H-matrix with ~(1 DilBAI) > 
0. Suppose that D satisfies 
2 
0 < D-‘0, < 
1 + p(lD,-$1) I- 
Then it follows that 
0 < p(lD-lBI) = ~(11 - D-‘D,I + ID-‘B,I) < 1. 
Proof. Let fi = D-‘D, and T = Di’B,. From Lemma 2.1 it is easy to 
verify that 
p(lDp’BI) = p(lZ - D-lD,I + ID-$1) < 1. 
Now we need to prove ~(1 D-‘BI) > 0. Since 0 < ~(1 D;‘B,I) < 1 and, 
letting D = diag(rl,, d,, . . . , dn), 
ID-‘BI = 11 - D-9,1 + (D-‘B,I > ID-lB,I = I D-~D,I IDpB,I 
we have 
P(ID-~BI) > ,o(IDilB,I) > 0, 
and the lemma is proved. n 
From Theorems 2.1 and 2.2 with the above lemma we have the following 
results. 
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THEOREM 3.1. Let A = DA - E, - FA = DA - E, - F, = D - E - F 
be an n X n (n 2 2) complex H-matrix with p(] Di ‘B,]) > 0. Then for 
L = DilE, and U = Di’F*, orL = DL’E, and U = DL’F,,, orL = D-‘E 
and U = D-‘F with 0 < D-‘D* < {2/[1 + t$]Di’B,])]}Z, the results of 
Theorems 2.1 and 2.2 (when A is irreducible) hold. 
Let fi( A) be the set of equimodular matrices associated with A 1131. In 
[9] we presented the sets A( A) and fl(A( A)), where A( A) is the set of 
diagonally similar matrices associated with A (we say A is a diagonally 
similar matrix associa!ed with A if there exists some nonsingular real diagonal 
matrix Q such that A = Q-lAQ), and where 
R(R( A)) = {k A E R(G) and G E A( A)}. 
Clearly, fl( A) c fl(A( A)). 
Now we give directly an extension of Theorem 3.1 as follows. 
THEOREM 3.2. Let A be an n X n (n > 2) complex H-matrix with 
p,<l Di ‘B/, I) ,> 0, andAESZ(A(A))withA=Di-EA-Fi=Di-_I$-- 
F, = D - E - F’, where 6 = d,‘ag(d;, _d;, . . . , a,,> is nonsingular_, the 
nonzero off-diagonal elements-of E, _and F0 are those of Bi = 0~ - A, and 
the off-diagonal elements of E and F are, respectively, those of EL and Fi. 
Then for L = Di’E, and U = DL’Fi, or L = Di’&, and U = DilFO, or 
L = D-‘E and U = fimlg with 0 < D-‘Di < {2/[1 + p(]Di’B,])])Z, the 
results of Theorems 2.1 and 2.2 (when A is irreducible) hold. 
From Theorem 2.3 we can establish similar results which are omitted 
here. 
REMARK. Theorems 3.1 and 3.2 give new convergence results for the 
GAOR method defined in [3, 41 when L = DilE, and U = DilFO, or 
L = Di’Z$, and U = DjlFO, and greatly improve the previous results [3-51 
in which R and fi are always assumed to satisfy 0 < R < C! besides 
0 < fl < {2/[1 + p(]D,-‘B,])]}Z. Th eorems 3.1 and 3.2 recover and extend 
the recent results [9, lo] for the AOR and GAOR methods defined in [l, 21 
when R = yZ and KI = oZ, L r DilEA (or DilEi), and-U = DilFA (or 
DTlFi), or L = D-lE (or D-‘E) and U = D-lF (or klF). 
COROLLARY 3.1. Suppose that the conditions of Theorem 3.1 (or 3.2) 
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hold. Then for L = (Zij) and U d f e me in Theorem 3.1 (or 3.2) we have d 
P(LM) G mF{Il - wil + qp} < 1 with 0 < s1 < &I, (3.1) 
where p = p(lLI + WI>, and moreover, if 1 LI + IUI is irreducible then 
p( Lo,) < ryx (I1 - Wil + wi P) G 1 with 0 < s1 < &I (3.2) 
provided that there exists some i such that 0 < 6.1~ < 2/(1 + p) together 
with lij # 0 for some j. 
REMARK. The corollary gives the convergence results for the SOR and 
GSOR methods defined in [l-4], and extends the previous results (see for 
example [5, 131) in which only (3.1) was given. 
COROLLARY 3.2. Suppose that the conditions of Theorem 3.1 (or (3.2) 
hold. Then for L and U as defined in Theorem 3.1 (or 3.2) we have 
P( L&) < max{ll - WI + wp, 11 - w’j + o’p) < 1 
for 0 < w, w’ < - 
1 +p’ 
and moreover, if A is irreducible then 
p( L,,,) < max{ll - wl + wp, I1 - w’l + W’p) < I 
for 0<61=G&, 
2 
O<C0’<- 
1 +p’ 
Here L,,! is L,, with fi defined in (1.5). 
REMARK. In the corollary L and U are generally defined such that 
L = D-‘E and U = D-IF, etc. In particular, if L and U are defined as in 
(1.51, then the corollary gives convergence results for the MSOR method and 
greatly improves the previous results [7, 81, while the statements of the 
former are much simpler than those of the latter. 
Z am grateful to the referee for his helpf 1 u remarks on the earlier version 
of this paper, and to the editor-in-chief, Professor Richard A. Brualdi, for his 
suggestions. 
CONVERGENCE OF GAOR METHOD 123 
REFERENCES 
1 
2 
3 
4 
s 
6 
7 
8 
9 
10 
11 
12 
13 
A. Hadjidimos, Accelerated overrelaxation method, Math. Camp. 32:149-157 
(1978). 
A. Hadjidimos, On the generalization of the basic iterative methods for the 
solution of linear systems, Internat. J. Comput. Math. 14:355-369 (1983). 
Hu Jia-pan, Scaling transformation and convergence of splittings of matrix, Math. 
Numer. Sinicu 5(1):72-78 (1983). 
Hu Jia-gan, The estimates of (1 M-‘NI(, and the optimally scaled matrix, J. 
Comput. Math. 2(2):122-129 (1984). 
Hu Jia-gan, GSOR, GAOR, GSSOR, and GSAOR, Muth. Nurser. Sinicu 13(2): 
142-144 (1991). 
D. M. Young, lterutioe Solution of Large Linear System, Academic, New York, 
1971. 
M. M. Martins, On the convergence of the modified overrelaxation method, 
Linear Algebra Appl. 81:55-73 (1986). 
M. M. Martins, A note on the convergence of the MSOR method, Linear 
Algebra Appl. 141:223-226 (1990). 
Wang Xinmin, Generalized extrapolation principle and convergence of some 
generalized iterative methods, Linear Algebra Appl., 185:235-272 (1993). 
Wang Xinmin, Generalized Stein-Rosenberg theorems for the regular splittings 
and convergence of some generalized iterative methods, Linear Algebra Appl., 
184:207-234 (1993). 
Wang Xinmin, An estimation of the norm for diagonally similar matrices of 
complex matrices, Muth. Appl., submitted for publication. 
R. S. Varga, Matrix Iterutioe Analysis, Prentice-Hall, Englewood Cliffs, N.J., 
1962. 
R. S. Varga, On recurring theorems on diagonal dominance, Linear Algebra 
Appl. 13:1-S (1976). 
Raceived 14 April 1992; final manuscript accepted 4 Dmemher 1992 
