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Résumé – Dans cet article, nous abordons le problème de la segmentation de données audio. Nous proposons un processus de segmentation
à deux niveaux qui permet de diviser les pistes audio en courtes séquences qui sont étiquetées dans différentes classes. La segmentation est
effectuée en calculant différentes caractéristiques pour chaque séquence audio. Ces caractéristiques sont calculées soit sur un segment audio
complet, soit sur une trame (ensemble d’échantillons) qui est un sous-ensemble d’un segment audio. L’approche proposée pour la microseg-
mentation des données audio consiste en une combinaison d’un classifieur K-Means au niveau des segments et d’un système de chaînes de
Markov cachées multidimensionnelles utilisant une décomposition du signal en trames. Une première classification est obtenue en utilisant le
classifieur K-Means et les caractéristiques relatives aux segments. Le résultat final est alors fourni par l’utilisation des chaînes de Markov cachées
multidimensionnelles et les caractéristiques relatives aux trames, en se basant sur les résultats intermédiaires fournis par la première étape. Les
chaînes de Markov cachées multidimensionnelles sont une extension des chaînes de Markov cachées classiques qui permet la prise en compte
de données multicomposantes. Elles sont particulièrement adaptées dans notre cas où chaque segment audio peut être représenté par plusieurs
caractéristiques de différentes natures.
Abstract – We are dealing in this paper with audio segmentation. We propose a two level segmentation process that enables the audio tracks
to be sampled in short sequences which are classified into several classes. The segmentation is performed by computing several features for
each audio sequence. These features are computed either on a complete audio segment or on a frame (set of samples) which is a subset of the
audio segment. The proposed approach for microsegmentation of audio data consists of a combination of a K-Means classifier at the segment
level and of a Multidimensional Hidden Markov Model system using the frame decomposition of the signal. A first classification is obtained
using the K-Means classifier and segment-based features. Then final result comes from the use of Multidimensional Hidden Markov Models
and frame-based features involving intermediary results. Multidimensional Hidden Markov Models are an extension of classical Hidden Markov
Model dedicated to multicomponents data. They are particularly adapted in our case where each audio segment can be characterized by several
features of different natures.
1 Introduction
L’analyse et la classification de données audio est une tâche
importante dans de nombreuses applications, telles que la re-
connaissance de la parole ou l’indexation basée sur le contenu.
Plusieurs outils mathématiques sont fréquemment utilisés dans
ce domaine, comme par exemple les réseaux de neurones (RN)
ou les chaînes de Markov cachées (CMC). La plupart des ap-
proches basées sur les CMC sont dédiées à la reconnaissance
de la parole. Dans cet article, nous n’abordons pas ce problème
mais plutôt celui de la segmentation de données audio en dif-
férentes classes définies a priori. L’application considérée ici
est l’analyse de la piste audio d’une retransmission d’un évé-
nement sportif (un match de football). Trois éléments doivent
être identifiés : le sifflet de l’arbitre, le bruit de la foule, et la
voix du commentateur. La segmentation des extraits audio dans
l’une de ces trois classes fournit suffisamment d’information
pour permettre l’interprétation globale de l’événement sportif.
En effet, une analyse plus contextuelle peut ensuite être effec-
tuée pour chacun des extraits audio, selon la classe à laquelle il
appartient.
La difficulté la plus importante pour résoudre un tel pro-
blème provient de la variabilité des caractéristiques au sein de
chaque classe utilisée dans le processus de segmentation. Nous
avons donc cherché une méthode de segmentation prenant en
compte cette difficulté intrinsèque. Deux niveaux d’observa-
tion sont considérés, le niveau des segments et celui des trames.
Dans une première étape, les segments complets sont regroupés
afin de traiter des ensembles plus homogènes. Les ensembles
obtenus ne sont que temporaires et n’ont pas de lien avec la
classification finale que l’on souhaite obtenir. Leur but est de
permettre d’adapter le processus à des caractéristiques parta-
gées au sein de chaque ensemble. Il est alors possible, dans
une seconde étape, d’utiliser un modèle Markovien original et
défini pour chaque classe dans chaque ensemble.
Dans cet article, nous commencerons par rappeler les fon-
dements des outils mathématiques utilisés dans notre méthode,
c’est-à-dire le classifieur K-Means et les chaînes de Markov ca-
chées. Nous décrirons ensuite la méthode proposée, en présen-
tant les deux étapes qui la composent. Finalement, des résultats
obtenus sur des pistes audio de retransmissions de matches de
football seront présentés et commentés.
2 Traitement des données audio
La segmentation et la classification des données audio a été
étudiée par de nombreux chercheurs. Ce traitement peut être
vu comme un problème de reconnaissance de formes où deux
décisions critiques doivent être prises : la sélection des carac-
téristiques audio et le choix du classifieur. Li et al [10] ont étu-
dié un ensemble de 143 caractéristiques pour déterminer leur
pouvoir discriminant. Wold et al [15] analysent et comparent
différentes caractéristiques audio dans un but d’indexation au-
dio basée sur le contenu. Li [11] compare expérimentalement
différentes méthodes de classification et différents ensembles
de caractéristiques. Bocchieri et Wilpon [3] discutent de l’in-
fluence du nombre de caractéristiques et de la nécessité d’une
sélection des caractéristiques.
Nous devons déterminer si l’analyse des séquences audio
sera effectuée selon une observation globale ou locale. Dans
le premier cas, le but est d’étiqueter des séquences audio com-
plètes, comme dans l’approche de Wang et al [14] pour éti-
queter des pistes audio TV. Il est aussi possible d’étiqueter
de courts segments audio (d’une durée inférieure à une se-
conde) afin de détecter des événements dans les séquences au-
dio, comme dans les travaux de Kermit et Eide [7]. Cette dé-
tection peut même être effectuée en temps réel [16].
Plusieurs chercheurs ont proposé d’utiliser les modèles de
Markov pour effectuer l’analyse de données audio. Ainsi, Kim-
ber et Wilcox [8] construisent un modèle pour chaque orateur
ou classe acoustique. L’apprentissage et la reconnaissance sont
effectués respectivement en utilisant les algorithmes de Baum-
Welch et Viterbi. Battle et Cano [1] proposent d’utiliser des
modèles compétitifs au lieu des modèles classiques dans le cas
d’un apprentissage non supervisé. Finalement, Hirsch [6] uti-
lise une architecture de modèles adaptatifs pour traiter des si-
gnaux audio pour les télécommunications.
La méthode que nous proposons combine un classifieur K-
Means et des modèles de Markov multidimensionnels. Nous
rappelons ces outils dans la prochaine section.
3 Outils théoriques
3.1 Classifieur K-Means
Le classifieur K-Means est un outil largement utilisé en re-
connaissance des formes [5]. En considérant le nombre K d’en-
sembles connu a priori, il permet de générer itérativement une
partition de l’espace de données qui est définie par la position
des centres des différents ensembles. Ces positions sont obte-
nues en minimisant les distorsions moyennes de tous les points
appartenant aux K ensembles.
3.2 Modèles de Markov
Les chaînes de Markov cachées sont dédiées à la modélisa-
tion statistique de processus évoluant au cours du temps. Elles
sont donc particulièrement adaptées à l’analyse de données au-
dio [13]. Cependant, lorsqu’on considère des données d’obser-
vation multidimensionnelles, les CMC originales ne sont pas
adaptées. Dans ce cas, il est possible d’utiliser une extension de
ces modèles, les chaînes de Markov cachées multidimension-
nelles à processus indépendants [4]. Dans cette section nous
rappelons brièvement les principaux concepts des CMC avant
de présenter les CMC multidimensionnelles.
3.2.1 Chaînes de Markov cachées
Une chaîne de Markov cachée est un ensemble de variables
aléatoires représentant les états d’un processus stochastique dis-
cret composé d’une partie cachée et d’une partie observable. Il
est caractérisé par un ensemble S = {S1, . . . ,SN} d’états ca-
chés de la CMC, un ensembleV = {V1, . . . ,VM} de symboles
pouvant être générés par la CMC, une matrice B de distribu-
tion de probabilités de génération des symboles dans chaque
état, une matrice A de distribution de probabilités de transi-
tions entre états, et un vecteur Π de distribution de probabilités
de l’état initial. Une CMC peut donc être modélisée par le tri-
plet λ = {A,B,Π}.
La méthode de segmentation proposée dans cet article uti-
lise une architecture de CMC ergodique. Les étapes d’appren-
tissage et de reconnaissance sont respectivement basées sur les
algorithmes de Baum-Welch [2] et Forward [13].
3.2.2 CMC Multidimensionnelles
Les CMC multidimensionnelles sont particulièrement adap-
tées lorsque l’on traite des données composées de plusieurs
composantes indépendantes. En effet, à un instant t, la CMC
ne générera pas seulement un seul symbole mais plutôt R sym-
boles différents. Contrairement à l’utilisation de vecteurs d’ob-
servation, ici les composantes des vecteurs peuvent ici être de
nature différente. L’observation décrit ici l’évolution de R pro-
cessus au lieu de l’évolution d’un seul processus dans un es-
pace de dimension R avec du bruit. On évite ainsi une étape de
changement de représentation où les symboles construits font
perdre de l’information.
L’architecture des CMC est donc modifiée. Le modèle ne
contient toujours qu’une matrice A de transitions entre états
mais R matrices B de génération des symboles, une pour cha-
cun des processus Pr observables simultanément. L’architec-
ture est caractérisée par le nombre R de processus liés à la
CMC multidimensionnelle, l’ensemble Vr = {Vr1, . . . ,VrMr}
de symboles liés au processus Pr, la matrice Br de distribution
des probabilités de génération des symboles associés au pro-
cessus Pr, l’ensemble V = {V1, . . . ,VR} des dictionnaires
des symboles relatifs à chaque processus, et finalement l’en-
semble B = {B1, . . . ,BR} des matrices de distribution des
probabilités de génération des symboles.
La méthode que nous proposons ici est basée sur une ver-
sion multidimensionnelle [4] des algorithmes de Baum-Welch
et Forward. Nous détaillons dans la prochaine section comment
nous combinons ces modèles Markoviens multidimensionnels
avec un classifieur K-Means.
4 Combinaison des deux outils
Afin d’effectuer un apprentissage et une reconnaissance des
données analysées, nous devons choisir un ensemble de carac-
téristiques sur lesquelles baser nos conclusions. Nous pensons
qu’il est important d’obtenir de l’information à différents ni-
veaux d’observation, permettant ainsi une complémentarité des
informations obtenues. Il est cependant difficile de gérer ces
différents niveaux au sein d’un seul modèle Markovien. Nous
avons donc décidé de considérer deux niveaux d’observation
dans la piste audio, et d’utiliser chacun des deux outils présen-
tés dans la section précédente à un niveau particulier. La piste
audio (notée PA) est divisée en segments (notés SA) qui sont
eux-mêmes découpés en trames (notées TA). Les caractéris-
tiques calculées concernent donc soit le niveau des segments,
soit le niveau des trames. Au niveau des segments, le classifieur
K-Means va nous permettre de regrouper les segments dans K
ensembles ou classes virtuelles. Ces classes n’ont pas de lien
réel avec les C étiquettes possibles que nous voulons associer à
chaque segment mais permettent d’obtenir une variabilité intra-
classe plus faible du signal vis-à-vis des caractéristiques utili-
sées. Il est ensuite possible d’utiliser un autre classifieur pour
étiqueter, dans chaque classe virtuelle, les différents segments.
Dans ce cadre nous utilisons les caractéristiques relatives aux
trames avec un ensemble (de cardinalité C × K) de CMC. Le
diagramme de l’approche proposée est donné dans la figure 1.
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FIG. 1 – Diagramme de l’approche en deux étapes.
Nous allons maintenant préciser les caractéristiques audio
que nous utilisons, ainsi que les phases d’apprentissage et de
reconnaissance.
4.1 Caractéristiques audio
Nous effectuons une segmentation audio en utilisant un en-
semble de 12 caractéristiques. Certaines d’entre elles sont ti-
rées de [12] : non-silence ratio (NSR), volume standard devia-
tion (VSTD), standard deviation of zero crossing rate (ZSTD),
volume dynamic range (VDR), standard deviation of pitch pe-
riod (PSTD), smooth pitch ratio (SPR), non-pitch ration (NPR),
frequency centroid (FC), frequency bandwith (FB), 4 Hz mo-
dulation energy (4ME), energy ratio of subband 1-3 (ESRB1-
3). Nous utilisons aussi une caractéristique relative au cepstre
(CBF : cepstrum-based feature). Parmi ces caractéristiques, 5
peuvent être calculées au niveau du segment (NSR, SPR, NPR,
VDR, 4ME) et seront utilisées dans la première étape de seg-
mentation. Les autres caractéristiques (VSTD, ZSTD, PSTD,
FC, FB, ESRB, CBF) peuvent être calculées au niveau des
trames et seront analysées par les CMC multidimensionnelles.
4.2 Phase d’apprentissage
Nous effectuons l’apprentissage d’une manière supervisée
en considérant 3 étapes successives : le calcul des caractéris-
tiques, la classification en classes virtuelles par l’algorithme
des K-Means, et la création des CMC multidimensionnelles.
Afin d’analyser un segment audio SA, nous devons au préa-
lable calculer les caractéristiques qui lui sont associées. Dans
une étape de prétraitement, nous découpons les segments audio
en N trames chevauchantes et notées de TA1 à TAN.
Le classifieur K-Means peut alors être appliqué en utilisant
seulement les caractéristiques basées sur les segments afin d’ob-
tenir une première classification en K ensembles ou classes vir-
tuelles (figure 2a). Le paramètre K doit être fixé a priori et
a une influence sur le nombre de CMC multidimensionnelles
à construire par la suite. L’utilisation du classifieur K-Means
dans le processus de création des CMC permet d’améliorer la
qualité de l’étiquetage.
Une fois que les segments audio ont été classés dans l’une
des K classes virtuelles, ils vont être utilisés dans le processus
d’apprentissage des CMC concernées. Plus précisément, nous
n’utilisons que les données de l’un des K ensembles, et nous
élaborons C CMC pour chacun de ces K ensembles. La figure
2b illustre ce principe où p segments audio SAjVi sont utilisés
pour créer les CMCi1 à CMCic liées à la classe virtuelle SAVi .
L’algorithme d’apprentissage utilisé est celui de Baum-Welch
dans sa version multidimensionnelle, introduit dans [4]. Il uti-
lise les caractéristiques relatives aux trames qui permettent de
décrire les segments par une observation dont la longueur est
égale au nombre de trames. La méthode proposée nécessite K
× C CMC multidimensionnelles afin d’effectuer la segmenta-
tion en C classes.
4.3 Phase de reconnaissance
Le but de la phase de reconnaissance est de classer chaque
segment audio dans l’une des C classes. Les traitements néces-
saires sont relativement similaires à ceux utilisés dans l’étape
d’apprentissage. Les caractéristiques des segments audio sont
tout d’abord calculées. Chaque segment est ensuite classé dans
l’une des K classes virtuelles à l’aide du classifieur K-Means,
comme le montre la figure 2a. Nous appliquons ensuite l’al-
gorithme Forward (là encore dans sa version multidimension-
nelle introduite dans [4]) sur les C CMC multidimensionnelles
CMCi1 à CMCic liées à la classe virtuelle sélectionnée SAVi . Le
segment audio est finalement étiqueté comme appartenant à la
classe pour laquelle l’algorithme Forward retourne le score le
plus élevé Pimax (figure 2c).
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FIG. 2 – Description des étapes successives : (a) classification
dans des classes virtuelles suivie par (b) l’apprentissage ou (c)
la reconnaissance.
5 Résultats
La méthode proposée ici a été appliquée à des pistes audio
de retransmission de matches de football [9]. Le but est de clas-
ser chaque segment audio en l’une des trois classes suivantes
(C = 3) : sifflet de l’arbitre, bruit de la foule, et voix du com-
mentateur. Une fois la classification d’un segment audio obte-
nue, il est alors possible d’analyser plus précisément celui-ci à
l’aide d’une approche adaptée (par exemple la reconnaissance
de la parole n’est effectuée que sur les segments de voix du
commentateur).
La durée des segments audio analysés dans notre applica-
tion est égale à 0,5 seconde. Les caractéristiques relatives aux
trames sont calculées en divisant le segment audio en trames
contenant 1024 échantillons. Deux trames successives sont dé-
calées de 512 échantillons afin de conserver la propriété de
continuité. Nous utilisons un classifieur K-Means prenant en
compte 3 ensembles (K = 3). La méthode proposée nécessite
donc 9 CMC multidimensionnelles.
Les tests ont été effectués sur un ensemble de 616 segments
audio (21 pour le sifflet de l’arbitre, 148 pour le bruit de la
foule, et 447 pour la voix du commentateur) extraits de diffé-
rentes retransmissions. L’ensemble d’apprentissage a été défini
de manière indépendante et contient 108 segments audio. Les
taux de reconnaissance ont été calculés en terme de rappel et de
précision et sont donnés dans le tableau 1. A titre de comparai-
son, les approches basées uniquement sur les CMC classiques
donnent, pour un taux de précision similaire, un taux de rappel
inférieur de 10 à 15 % [9].
TAB. 1 – Résults d’une segmentation en 3 classes.
Classe Rappel Précision
Sifflet 95 % 86 %
Foule 75 % 86 %
Commentateur 95 % 90 %
6 Conclusion
Dans cet article, nous avons proposé une méthode pour la
microsegmentation de séquences audio. Nous combinons un
classifieur K-Means et des chaînes de Markov cachées multidi-
mensionnelles afin d’analyser des segments audio pour lesquels
on calcule des caractéristiques à différents niveaux (segment ou
trame). L’utilisation du classifieur K-Means nous permet de di-
minuer la variabilité intra-classe et donc d’améliorer la qualité
des chaînes de Markov utilisées. Le caractère multidimension-
nel du modèle Markovien utilisé permet quant à lui de traiter
des données composées de plusieurs caractéristiques indépen-
dantes. Les résultats ont montré l’intérêt de cette méthode par
rapport à des approches classiques basées sur les CMC.
Parmi les perspectives envisagées, nous souhaitons évaluer
d’autres caractéristiques audio et d’autres classifieurs (notam-
ment des classifieurs non-supervisés) afin de confirmer l’amé-
lioration des taux de reconnaissance. Afin d’obtenir un trai-
tement temps-réel nécessaire dans l’application globale d’in-
dexation d’événements sportifs ou dans d’autres applications
à définir, la méthode doit également être implémentée sur une
station multi-processeurs.
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