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A recently realized concept of a reconfigurable hardware test-bed suitable for real-time mobile communication with multiple
antennas is presented in this paper. We discuss the reasons and prerequisites for real-time capable MIMO transmission systems
which may allow channel adaptive transmission to increase link stability and data throughput. We describe a concept of an eﬃcient
implementation of MIMO signal processing using FPGAs and DSPs. We focus on some basic linear and nonlinear MIMO detec-
tion and precoding algorithms and their optimization for a DSP target, and a few principal steps for computational performance
enhancement are outlined. An experimental verification of several real-time MIMO transmission schemes at high data rates in a
typical oﬃce scenario is presented and results on the achieved BER and throughput performance are given. The diﬀerent transmis-
sion schemes used either channel state information at both sides of the link or at one side only (transmitter or receiver). Spectral
eﬃciencies of more than 20 bits/s/Hz and a throughput of more than 150Mbps were shown with a single-carrier transmission.
The experimental results clearly show the feasibility of real-time high data rate MIMO techniques with state-of-the-art hardware
and that more sophisticated baseband signal processing will be an essential part of future communication systems. A discussion
on implementation challenges towards future wireless communication systems supporting higher data rates (1Gbps and beyond)
or high mobility concludes the paper.
Copyright © 2006 Hindawi Publishing Corporation. All rights reserved.
1. INTRODUCTION
1.1. Motivation
The widespread use of wireless and mobile communication
devices has changed everyday life during the recent decade.
The introduction of cellular networks laid the foundation
for mobile communication almost everywhere, anytime, and
with everyone. A growing use of data communicationmainly
over the internet, for example, email, news, or information
of any kind, produces an increasing demand in wireless data
traﬃc as well. Since wireless connections are generally not ex-
clusive point-to-point connections as land lines used, for ex-
ample, for telephone and DSL, the available frequency spec-
trum has to be shared with other users and radio systems.
The high expectations towards the growth of mobile
communications made the available spectrum valuable and
expensive for licensing. Therefore, it is a prerequisite for all
service providers and radio systems to exploit the limited re-
source frequency spectrum very eﬃciently.
A new transmission concept proposed by Foschini [1] us-
ing multiple antennas at each side of the radio link promises
a significant increase in spectral eﬃciency. An information-
theoretic basic work by Telatar [2] on the capacity in multi-
antenna channels opened intensive research activities in the
multiple-input multiple-output (MIMO) area worldwide.
The new domain to be exploited is the spatial domain, tak-
ing into account the separability of the spatial signatures be-
longing to data streams transmitted from diﬀerent antennas.
MIMO transmission allows that several radio links can be
supported simultaneously at the same time, in the same fre-
quency band, and without any need for code separation.
1.2. State of the art and relatedwork
The increasing demand for faster and more reliable wire-
less communication links reopened discussions on how to
exploit the degrees of freedom in wireless communication
which come basically from time, frequency, space, or scenar-
ios with many users to choose from. Since the time and fre-
quency domains are already exploited to a high extent, the
spatial domain oﬀers an additional degree of freedom. The
work of Foschini [1, 3] inspired discussion about the radio
transmission systems with multiple antennas at both ends of
2 EURASIP Journal on Applied Signal Processing
the link—so-called MIMO systems. The achievable capacity
in a single-cell multiuser scenario [4] was well understood
and it has been also well known that the use of several an-
tennas at one side of the transmission link can increase the
system capacity and performance due to transmit or receive
diversity [5]. In recent years, it was found that MIMO sys-
tems have the ability to reach higher spectral eﬃciency than
systems using antenna arrays only at one side of the link [6].
This so-called spatial multiplexing was studied in [1, 7–9]
and is based on the fact that under a sum power constraint
the capacity can be increased by establishing several paral-
lel links (MIMO) instead of one single-input single-output
(SISO) link. When the transmission with spatial multiplex-
ing is separable, then the sum capacity is given by the sum of
the individual capacities which is always bigger than that of a
single-antenna link. Reference [10] showed that there exists
a fundamental tradeoﬀ between multiplexing and diversity
gain for any multiantenna system.
In 1998, a first successful experimental demonstration
[11] proved the practical feasibility of spatial multiplexing in
narrowband frequency-flat channels which boosted the re-
search eﬀort in the MIMO area.
For the case of channel state information (CSI) at the
transmitter, the link performance can be enhanced by appro-
priate signal processing at the transmitter before emitting the
signal from the antennas. The most simple way is exploiting
transmit diversity [12] while linear transmit precoding pro-
posed by [13–15] or in the context of CDMA [16, 17] needs
more complex signal processing at the transmit side. A first
real-time implementation of adaptive linear precoding has
recently been presented by [18].
If CSI is available at the Tx and the Rx, then eigen-
mode transmission [19–21] is the optimum strategy. The
data streams are coupled into the eigenspaces of the channel
and decoupled at the Rx providing full decorrelation due to
the orthogonal subspaces. An ASIC implementation of the
algorithms for slow flat-fading channels has recently been
presented [22] while [23] realized a narrowband and low-
data rate implementation of eigenmode transmission with
low cost of-the-shelf RF components and DSPs.
A further important contribution for the overall mul-
tiantenna system performance is given by a proper cod-
ing against noise distortion and more important bad fading
channel states, for example, [24, 25]. The additional spatial
dimension allows for so-called space-time codes which basi-
cally transmit replicas of the same information over, for ex-
ample, diﬀerent antennas in diﬀerent time slots. In parallel
very eﬃcient and powerful error correcting codes like turbo-
codes [26] or low-density parity check (LDPC) codes [27]
have been developed over the recent years which are now
entering the application stage [28, 29]. Coded transmission
which is a research area in itself is not considered throughout
the paper without disregarding the impact of channel and
source coding on the final system performance.
Practical transmission systems normally do not apply
neither Gaussian alphabets nor infinite interleaving as would
be required from the capacity point of view. Nevertheless, we
are interested in how to achieve optimum rate and perfor-
mance with, for example, discretemodulation alphabets and/
or symbol-by-symbol decisions. This problem is generally re-
ferred to as bit loading and can be performed in time, space,
and frequency [30]. Reference [31] gave theoretical suﬃcient
conditions for discrete bit loading to be optimum in the
context of OFDM. References [32–38] proposed bit-loading
strategies for fixed-rate applications. A recent work in [39]
has discussed an analytical optimization of the joint error
rate with successive interference cancellation at fixed rate by
means of power and bit allocation. In [40], it was shown that
a transmission using an MMSE-SIC receiver combined with
adaptive modulation and coding is capacity achieving at high
SNR at least in theory.
A slightly diﬀerent bit-loading approach is outlined in
this paper. The idea exploits the fact that CSI is available to
the transmission system and channel aware bit loading can
be performed in a sense that transmission in bad channels
is avoided. Exploiting CSI and the detector structure we can
predict the achieved signal-to-interference-plus-noise ratio
(SINR) in front of the decision unit. Based on symbol-by-
symbol decisions, we can now adapt power and bit-allocation
such that all data streams have a desired error probability
[41, 42] which can be controlled. The proposed scheme has
variable rate but an upper limited and assured BER, which
requires error-correcting codes only to contribute SNR gain
instead of protection against fading. This allows for codes
with high code rates, for example, Reed-Solomon codes or
product accumulate codes [43] and schemes like automatic
repeat request (ARQ) [44–48] are supported ideally since
the achieved BER and FER can be controlled to the desired
working point. References [18, 49] could show the advan-
tages of channel aware bit loading in experiments at high
data rate. The resulting variable data rate in a single-user sce-
nario might appear unusual, but with an increasing number
of users, a multiuser scheduling algorithm can control the
data streams individually and match them to the requested
data rates of each user.
In the reality of multiuser scenarios the user schedul-
ing becomes a challenging task when spectral eﬃciency and
quality of service (QoS), for example, average rate or delay,
are included in the optimization. Works in [50–54] proposed
a powerful framework to solve the complex scheduling task
very eﬃciently, such that a real-time implementation [55] on
today’s hardware could show the gains towards sum rate and
individual QoS requirements of scheduling policies derived
from a cross-layer optimization.
In Section 2, we will introduce the technical challenges
involved with high-data-rate MIMO signal processing. In
Section 3, we describe our reconfigurable experimental test-
bed and in Section 4 we discuss the computational ex-
penses and achievable performance with optimization of sev-
eral basic MIMO algorithms. Section 5 reveals some results
from transmission experiments conducted on the test-bed.
Section 6 finally summarizes the paper and gives a short out-
look on technical challenges which have to be taken for a fur-
ther increase of spectral eﬃciency, data rate, and adaptivity
of multiantenna systems.




The advantages of MIMO techniques towards spectral eﬃ-
ciency and enhancing the link stability are well understood
and generally accepted by the community, but there is still a
lot of work to be done to bring those techniques into the real-
world systems. We are now at the edge of the wider intro-
duction of MIMO techniques for various deployments and
the technical challenges require solutions. This is where re-
programmable MIMO platforms for rapid prototyping are
needed for.
The analysis of the theoretically well-understood MIMO
algorithms has to be done under all constraints given by
the real world, for example, limited processing capability
of state-of-the-art signal processing architectures, imperfec-
tions of RF components (dirty RF), frequency selectivity and
time variance of the transmission channel, cochannel inter-
ference by other users using the same frequency resource, and
so forth.
So an experimental analysis of several transmission, de-
tection, and precoding schemes by implementing them ex-
emplarily on a test-bed is a challenging task, since high-speed
data reconstruction and algorithmic flexibility are required at
the same time. Our approach and its realization will be de-
scribed in the following.
The reconstruction of the data streams transmitted over
MIMO channels requires very fast matrix vector multipli-
cations at the symbol rate. Therefore, the digitized signals
from all Rx antennas have to be available in a joint processing
unit, meaning a very high number of digital I/O ports. This
can be met, for example, by FPGAs which are equipped with
suﬃcient parallel I/O ports. A classical 32-bit bus architec-
ture common with PCs and DSPs is not appropriate because
the amount of data for the A/D converters (ADCs) easily ex-
ceeds the capability of those buses. To illustrate the immense
amount of data necessary for MIMO baseband signal pro-
cessing, the following example is given: OFDM, direct down-
conversion with a bandwidth of 20MHz (2x oversampling),
5 Rx antennas and 12- bit resolution in I/Q : 2 · 20MHz · 2 ·
5 · 12 bits = 4.8Gbps, which is quite a remarkable data rate
and is hard to realize with today’s computer buses.
For the signal reconstruction, we assume a block data
frame detection using matrix × vector multiplications on a
symbol-by-symbol basis. In static or quasistatic scenarios,
this allows that the MIMO filters (matrices) can be used
for the reconstruction of the entire data block. But, even
those relaxed assumptions require strong hardware capabil-
ities concerning bus architecture, processing power, and so
forth.
With rising mobility, the channel becomes more time-
variant and the filter coeﬃcients for the data detection have
to be recalculated within a fraction of the coherence time of
the channel. This alone can be challenging already with flat-
fading scenarios when the number of Tx and Rx antennas is
growing and more sophisticated algorithms like, for exam-
ple, V-BLAST or SVD, are performed. A recently presented
1Gbps implementation of near ML-decoding [56] over a
fading channel simulator has showed the enormous hard-
ware complexity involved when MIMO-OFDM with many
carriers has to be processed in real time at very high data rate.
For indoor scenarios, the channel coherence time can be
of some milliseconds which seems to be a quite relaxed time
frame for the computation of, for example, filter matrices in
single-carrier transmission schemes. Assuming OFDM1 even
this time window of a few milliseconds can be a limiting fac-
tor if the number of subcarriers is increased which is neces-
sary with increasing frequency selectivity of the channel and
desirable with respect to spectral eﬃciency due to the neces-
sary length of the guard interval with OFDM which is deter-
mined by the radio propagation environment.
When the channel is changing more rapidly which can be
caused, for example, by high mobility of the user (car, train,
etc.), then the time limits are an even more limiting factor
due to a required faster channel tracking which is not done
with simple phase and amplitude tracking like in the SISO
case.
Another aspect which has to be considered is nonlineari-
ties and imperfections in the RF chain, for example, I/Q mis-
match which can cause I/Q or image crosstalk and have to
be compensated by the baseband signal processing. This of-
ten requires a real-valued baseband processing which dou-
bles the computational eﬀort with matrix computations, in
general.
3. THE REAL-TIMEMIMO TEST-BED: A HYBRID
SIGNAL PROCESSING APPROACH
The real-time MIMO test-bed described here was developed
in the GermanHyEﬀ project. The goal was to show the feasi-
bility of MIMO in real-time in a single-carrier link based on
the well-known flat-fading algorithms, and to speed up the
signal processing in this first step beyond the natural limits
set by the temporal dispersion found in typical indoor chan-
nels. We evaluated various architectures and implemented
one promising approach which is fully operational since July
2003 (see Figure 1). This prototype has been presented with
real-time transmission experiments at the Globecom confer-
ence in San Francisco in December 2003.
1 Note that for OFDM, the frame structure and the channel estimation have
to be adapted to a specific environment satisfying Z ·M · 1/BSig  τ(H)
with Z denoting the number of OFDM symbols per frame and M the
number of subcarriers. BSig is the baseband signal bandwidth and τ(H)
denotes the channel coherence time. In case the channel coherence time
is held fixed, then an increase of signal bandwidth always allows for more
subcarriers and OFDM symbols per frame which is very important since
MIMO-OFDM in general requires pilot symbols for the MIMO channel
estimation and the length of the pilot preamble cannot be reduced below
a certain minimum depending on the number of Tx antennas and the
desired accuracy of the channel estimation [57]. We can conclude that a
signal bandwidth increase supports higher rate and spectral eﬃciency, in
general.
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Figure 1: Real-time MIMO test-bed at a presentation at Globecom
2003.
3.1. General concept of themultiantenna test-bed
To exploit the multiplexing and diversity potential of mul-
tiantenna systems, a higher eﬀort of baseband signal pro-
cessing is a prerequisite. To match those signal processing re-
quirements, a hybrid design was chosen for the test-bed (see
Figure 2). The main baseband signal processing units con-
sist of an FPGA for very fast matrix vector multiplications
and a DSP for a flexible implementation of more sophisti-
cated algorithms. This baseband design concept unites real-
time high-data-rate capability and a high flexibility regarding
the detection and precoding algorithms under investigation.
The D/A and A/D converters use duplex mode2 and are in-
tegrated on a special board which is plugged onto the FPGA
board.
The RF frontend uses direct up- and downconversion
(DUC/DDC) and uses a center frequency of 5.2 GHz for the
local oscillator (LO).
3.2. Description of the transmitter and
receiver—RF chains, DAC, and ADC
3.2.1. Transmitter
In the setup under investigation, we use four transmit anten-
nas. The 5.2GHz radio hardware has a bandwidth of roughly
100MHz and it performs direct analog upconversion using
four I/Q mixers each followed by +20 dBm power amplifier
(ZRON-8G, Mini Circuits); see Figure 3.
Up to four independent complex-valued data streams are
transmitted over the air. The data generation and the mod-
ulation are realized within a Xilinx Virtex II 8000 FPGA.
The output signals are D/A converted with 12-bit resolution
and used to modulate the carrier. One reason to use FPGAs
2 Duplex mode refers to synchronized parallel sampling of two inputs, for
example, I and Q and a followed serial mapping for read/write operations
on the bus to the FPGA. Therefore, the bit width of the bus can be re-
duced.
instead of DSPs is the need for a joint signal processing of
multiple data streams. The limited number of in- and output
ports of current DSPs may not allow multiple high-data-rate
streams in parallel. Due to the FPGA realization, all the sig-
nal processing must be carefully programmed in VHDL to
allow a proper timing control. The periodically transmitted
signal consists of a preamble and a data block. Each I and Q
branch of the Tx antennas is tagged with a diﬀerent 127-bit
Gold sequence transmitted in BPSK format in a preamble.
The length of the pilots is intentionally oversized in the ex-
perimental system to get precise channel estimates. The pi-
lots are followed by a pseudorandom data block with 1024
symbols on each stream. The modulation of the data is in-
dependently set on each I and Q branch with up to 16 PAM
levels allowing schemes from BPSK to 256-QAM.
3.2.2. Receiver
The received signals from 5 antennas are directly downcon-
verted using analog I/Q demodulators and digitized using
12-bit AD converters (see Figure 4).
The analog design creates a severe I/Q imbalance (3–4
degrees for commercial I/Q mixers) which has to be taken
into account in the entire system concept. In principle, we
treat the complex-valuedMIMO baseband system with 4 Txs
and 5 Rxs as a real-valued system having 8 Txs and 10 Rxs to
compensate the I/Q crosstalk.
Note, that the I/Q imbalance can be compensated at each
transmit and receive antenna after a careful calibration is
done. This is of ever greater importance for OFDM schemes
[58] due to the crosstalk between the image frequencies. For
the SISO-OFDM case [59–61] proposed the estimation of the
IQ imbalances based on statistical measures but these con-
cepts are not applicable straightforward for multiple anten-
nas since signals coming from diﬀerent transmit antennas
are not separable by the this method. Therefore, our concept
of realvalued data separation can be used here as well but
now the symbols on subcarrier fi have to be reconstructed
together with the symbols from subcarrier − fi [62] which
expands the detector matrix, for example, MMSE filter by a
factor of 2 in each dimension. For a MIMO-OFDM system
with 4 Tx and 5Rx antennas, this would mean that a real-
valued matrix with 2(2nT)× 2(2mR) = 320 entries had to be
computed and processed in real time with the received data
vector. In case that the number of multipliers in the FPGA is
limited, then an I/Q preequalization at the Tx antennas and
an I/Q equalization at the Rx antennas is a reasonable alter-
native, but careful calibration is needed in advance. For low
signal bandwidth (< 50MHz), digital up- and downconver-
sion is another favorable option.
3.3. FPGAs—for high speed parallel signal processing
3.3.1. Channel estimation
In the Rx-FPGA, 80 correlation circuits (CCs) are imple-
mented using the known training sequences. Since binary
pilot sequences are used, the CCs need no multipliers. The
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Figure 3: Baseband to RF transmitter chain.
next bit in the sequencemay eventually change the sign of the
signal to be accumulated, so the CC switches from addition
and subtraction. Additional CCs based on unused sequences
are used to estimate the noise variance of each receive branch.
The channel estimates are immediately available after the last
bit in the training sequence and stored in dedicated regis-
ters. These registers are read out by a separate DSP (Texas
Instruments 6713) connected to the FPGA via a parallel bus
(24- bit flat ribbon cable). The DSP is used to calculate the
coeﬃcients of, for example, a linear MMSE filter which are
then sent back to the dedicated weight registers in the FPGA
via the same link. The read and write operations of the DSP
are fully asynchronous to the transmitted frame structure.
3.3.2. MIMO detection
Two linear detection schemes, ZF and MMSE, were imple-
mented in the Rx-FPGA as a matrix-vector multiplication
unit to separate the spatially multiplexed data streams. Note
that for a 4 × 5 MIMO system, this unit consumes 80 dedi-
cated multipliers, which sets an upper limit to the numbers
of antennas depending on the FPGA size (Virtex II, Virtex
II Pro 70/100, etc.). If a matrix-vector multiplication of big-
ger size has to be performed, then, for example, a rowwise
multiplication of H† · y can help to overcome the limited
number of multiplier units where H† denotes the MMSE
pseudoinverse of the channel and y denotes the receive vec-
tor.
For nonlinear detection like SIC and V-BLAST a deci-
sion feedback equalizer (DFE) structure3 was implemented.
The feedforward matrix GF uses the same matrix block as
for the linear equalization. After each symbol decision, the
decided symbols are fed back by a multiplication with a tri-
angular feedback matrix B − I. The DFE design was imple-
mented such that for the detection of one symbol vector, the
DFE loop is passed several times until the last element of the
symbol vector is detected. With 8 real-valued data streams,
the maximum symbol rate of this DFE design is limited to
1MSymbol/s, due to 25MHz FPGA system clock, which was
the FPGA clock rate for the flat-fading design at the time of
the implementation. In principle, this was suﬃcient for sym-
bol rates up to 10MHz due to the measured temporal dis-
persion in our lab. A way out to support higher symbol rates
with SIC the DFE detection unit can be run at a higher sys-
tem clock rate (100–150MHz) or the structure can be set up
in parallel at the cost of more multiplication units.
The DFE design in Figure 5 allows a fair comparison of
several detection schemes by simply loading diﬀerent matri-
ces for the feedback and feedforward filters, for example, for
ZF andMMSE, the feedbackmatrix B−I is loaded with zeros.
3.3.3. MIMO precoding
Several MIMO transmission schemes like SVD-MIMO or
joint transmission/linear channel inversion require spatial
precoding at the transmitter. The spatial precoding was im-
plemented in the Tx-FPGA after the parallel PAM modula-
3 The DFE can be based on matrices obtained from QRD or QLD. QLD:
H = QL, GF = (diag(L))−1 ·QH , B− I = (diag(L))−1 · L− I.












































































Figure 5: Block diagram of DFE structure inside the Rx-FPGA with channel estimation, MIMO detector (DFE), a demodulator, and a
BER/FER unit.
tion block with a matrix multiplication unit similar to that
from the Rx but using only 64 dedicatedmultipliers. Thema-
trix entries are calculated by the DSP as well and loaded via
the 24- bit DSP-FPGA parallel bus at the time of the experi-
ments. While this paper is written, the test-bed is equipped
with reciprocal transceivers proposed in [63], such that the
spatial precoding can be calculated by the Tx independently,
relying on a channel estimation in the opposite direction in
TDD mode.
3.3.4. Demodulation
The separated streams are demodulated using hard decisions
in each I- and Q-branch.
The temporal dispersion in the multipath indoor chan-
nel obviously sets the upper limit to the maximal symbol
rate, which was 10Msymbols/s in our lab. Using symbol rates
of 5Msymbols/s, this corresponds to an overall data rate of
40Mbps with QPSK and 120Mbps with 64-QAM modula-
tion on all four Tx antennas (8 bps/Hz and 24 bp/Hz).
Therefore, the current bandwidth extension to 100MHz
required multicarrier techniques (OFDM).
The signal processing itself can support even higher rates
andmore complex schemes like, for example,MIMO-OFDM
which has been implemented on the reconfigurable signal
processing platform, recently.
3.3.5. Bit error rate measurements
The BER measurement is performed automatically on all
data streams based on a comparison of the separated and
demodulated signals at the Rx and the data coming from
the PRBS-data generator are also programmed inside the
Rx-FPGA. The error measurement is performed on bit and
frame level as well and can be file-logged on the PC.
3.3.6. Synchronization
The synchronization between Tx and Rx was realized by two
cables, one for the symbol clock and one for the frame clock.
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Since the channel impulse response causes spikes with ex-
ponential decay when changing from symbol to symbol, the
symbols are sampled at about 70% to 80% of its length. By
this adjustment, a reliable channel measurement could be
achieved up to symbol rates of 10Msymbols/s.
Synchronization over the air is currently being imple-
mented for MIMO-OFDM but was not finalized at the time




With respect to higher mobility, it becomes critical to track
the MIMO channel suﬃciently fast. The most challenging
part becomes the weight calculation when there are a few
dozens of OFDM carriers and for each of them a weight ma-
trix has to be calculated. Appropriate algorithms for the im-
plementation on a DSP are discussed in Section 4.6. If those
weights are available within one or a fewmilliseconds,4 chan-
nel tracking is expected to be fast enough for indoor and
pedestrian applications. For higher mobility, channel track-
ing within each frame becomes mandatory.
3.4.2. Bit loading or rate control
It is calculated at the Rx. The DSP calculates the actual possi-
ble PAM constellation based on the expected noise enhance-
ment after theMIMOdetector. This is equivalent to the SINR
in front of the demodulator. Here, the I/Q imbalances causes
diﬀerent noise enhancement in I and Q (see also Figure 14).
Therefore, we control the modulation independently for the
I- and Q-part of each symbol by using PAM instead of M-
QAM. This higher channel adaptivity translates directly into
a higher throughput and link reliability.
3.4.3. Feedback link
Based on the channel estimates, the DSP may calculate the
optimal modulation in each stream. Note that the test-bed is
currently operational only in simplex mode. So the loading
vector is sent back to the Tx-FPGA via a parallel bus, thus
realizing an ideal feedback link.
4. MIMO ALGORITHMS ANDOPTIMIZATION
4.1. Basic algorithmic strategies for real-time
multiantenna systemswith high data rates
With the perspective of real-time capable algorithm im-
plementation for very high data rates, the complexity of
4 The current frame size of 2 milliseconds matches well with the frame
structure of commercial WLAN systems (IEEE 802.11a/b/g).
algorithms often becomes a limiting factor. Therefore, it is
reasonable to search for solutions which have a high perfor-
mance and match the capability of a dedicated hardware.
The hybrid FPGA/DSP architecture of the test-bed gives
a high flexibility over algorithms used for data stream sepa-
ration at the Tx and/or the Rx, rate and power control. Those
algorithms are run on the DSP while the fixed part (e.g.,
channel estimation, data separation, mod/demod, BER) is
performed by the FPGA. The DSP works fully asynchronous
and refreshes, for example, the necessary MMSE weights
and/or the bit-loading vector at the Tx-FPGA within a mil-
lisecond or less.
Following this divide-and-rule strategy, we are able to
support high data rates in a MIMO transmission and still
have the flexibility towards algorithms.
To realize this ambitious approach, we implemented the
high-speed matrix-vector multiplications for the reconstruc-
tion of the data streams in VHDL on the FPGA and the DSP
performs the calculation of the required matrices. The com-
plexity which can be implemented in the FPGA is mainly
limited by the number of dedicated multipliers, RAM, and
so forth, and particularly by the maximum clock rate at
which the design can be routed within the required de-
lay limits. The more resources are used from the FPGA
(70% or more), the more diﬃcult the place & route pro-
cedure becomes. The limiting factor for high-speed signal
processing in the FPGA is determined by the ADC, DAC,
and FFT/IFFT blocks (e.g., OFDM) which run at the high-
est clock rates which is limited to 150–200MHz in reality
(Virtex II Pro 100), which limits the usable signal band-
width to be used for transmission. This means that for
high data rates of several 100Mbps to 1Gbps or more,
higher modulation levels and spatial multiplexing are a ne-
cessity.
A recent FPGA implementation of MIMO-OFDM at
a clock rate of 100MHz [64] has allowed a reliable low-
mobility transmission with a gross data rate of 1Gbps with
3 Tx and 5Rx antennas using 48 active OFDM carriers and
100MHz bandwidth at 5.2 GHz.
If the data transfer on the parallel bus between DSP and
FPGA is optimized, then the calculation of the detection
matrices itself can become the most time-consuming part.
The received signals of the current MIMO-OFDM system
with 3 Tx and 5Rx antennas and 48 carriers which in our
implementation are again treated as real-valued. Therefore,
the DSP calculates 48 MMSE solutions where each matrix
has size 10 × 6. If we remember that matrix inversions have
roughly a complexity ∼ N3 for square matrices, it becomes
clear that the optimization of DSP code is crucial. If the num-
ber of sub-carriers is high (256 or 1024), we will use DSP
clusters which can work in parallel to perform the calcula-
tion task still within the channel coherence time. In many
transmission scenarios, the channel has only a a few taps
(10 or less), hence theoretically, assuming perfect channel
knowledge the same number of subcarriers would be suf-
ficient to equalize the channel. But for reasons of spectral
eﬃciency in OFDM many more subcarriers are often used
which now carry redundant information. This redundancy
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can be exploited to reduce the MIMO signal processing sig-
nificantly. A promising approach is the calculation of an ex-
act solution (e.g., ZF-pseudoinverse as proposed by [65]) on
(L − 1)(NT − 1) + 1 subcarriers only and to interpolate the
filter solutions in between.5 If this is done in an appropriate
trigonometrical fashion [66], the interpolated filter matrices
can reconstruct the multiplexed data streams with high ac-
curacy. The savings in time for the calculation of the MMSE
solutions have to be traded carefully against the additional
eﬀort for the interpolation.
MIMO transmission schemes require specific algebraic
procedures to be performed in order to precode or de-
code the data appropriately. Some useful algorithms are dis-
cussed in the following paragraphs. Most of them were im-
plemented on the DSP in C language and used for the calcu-
lation of theMIMO filter matrices in the transmission exper-
iments.
4.2. DSP—architecture and optimization
One of the initial decisions which has to be taken is between
floating-point and fixed-point arithmetic. Fixed-point DSPs
are oﬀered on the market at much higher clock rates (e.g.,
1 GHz) than floating-point DSPs (300Mhz), so one might
say let us take the faster one. But this is only true if all calcu-
lations are performed in the integer domain and the dynamic
range is fixed and well known. If floating types like float
or double are used, the mapping to integer numbers is per-
formed automatically by the compiler. A simple test showed
that, for example, a matrix inversion on a 16-bit fixed-point
TI-DSP (1GHz) performs slower than the 300MHz 32-bit
floating-point DSP (TI6713) by a factor of 10. A way out is to
optimize the mapping by hand using additional knowledge
about the dynamic range, and so forth. A major drawback of
this approach is that hand-optimized program code is hard
to read and therefore very error-prone and not very flexible
to code changes, not to mention a lot of overhead may occur
when diﬀerent people are contributing to the same algorithm
library without necessarily knowing all details on dynamic
range of the possible input and output values. Furthermore,
assembly code optimization is more diﬃcult on a fixed point
target.
Therefore, we choose the floating-point architecture
(TI6713) with 225MHz for the test-bed to have as much al-
gorithmic flexibility as possible.
Reference [67] investigated several MIMO algorithms in
great detail regarding general C-code and assembly optimiza-
tion. We will limit ourselves to the performance results in
Section 4.6.
5 The classical approach of interpolation of the frequency channel estimates
by a transfer into time domain, appropriate windowing, and a back trans-
formation to the required number of subcarriers in the frequency domain
improves the accuracy of the channel estimation but does not help to re-
duce the calculation eﬀort at all. Note that the filter envelopes of analogue
or digital filters which are used for image band suppression have to be
measured carefully before interpolation techniques can be exploited. This
is important in particular when more than 80% of the OFDM subcarriers
are used, which can be done with channel adaptive bit loading.
4.3. Matrix inversion and decompositions
Many MIMO precoding and reception techniques are based
on matrix-vector multiplications either in a linear sense or a
nonlinear sense which means repeating matrix-vector oper-
ations with decisions in between. The required matrices are
mostly obtained by matrix decompositions or matrix inver-
sions, so we will focus on those very important algebraic al-
gorithms. Since real-time capability is mandatory for high-
data-rate MIMO applications, speed and numerical stability
are of great importance. Another aspect is fixed or variable
computational time, since in many applications it is not the
average computation time which matters but very often the
worst-case time. Therefore, a fixed computation time is de-
sirable and often easier to optimize.
4.4. The inverse of amatrix and the pseudoinverse
By definition, the inverse of a matrix only exists for matrices
with the same number of rows and columns. Let A be a ma-
trix of size mR × nT with mR = nT . Then we define A−1 the
inverse of matrix A if it holds that
InT = AA−1 = A−1A, (1)
where InT is the unity matrix of size nT × nT .
If A is of rectangular shape mR × nT with mR ≥ nT , then
an inverse is not defined. Therefore, a so-called pseudoin-
verse has to be computed instead:
A† = (AHA)−1AH , (2)
where (AHA)−1 has square shape and standard algorithms for
matrix inversion are applicable. A† then satisfies InT = A†A
similar like in (1). When using (·)† in the following, we will
refer to the Moore-Penrose pseudoinverse which causes low-
est noise enhancement when multiplied with the receive vec-
tor.
In multiple-antenna systems, the signals coming from all
Tx antennas are superimposed at the Rx antennas. For the
separation of these signals, for example, a linear filter can
be used. A simple realization can be achieved with a zero-
forcing (ZF) filter while the minimum mean-square error
(MMSE) is more complex but considers the noise from the
Rx and outperforms ZF regarding the BER especially in the
low SNR region. Both solutions require one matrix inversion
each.
A linear equalization at the Rx corresponds to a multipli-
cation of the receive vector y with a matrix H†. The trans-
mitted data can then be estimated as
x̂ = H†y = H†Hx +H†n = x +H†n, (3)
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where the noise variance σ2N is assumed to be the same for all
receivers for a more convenient notation. Note that in gen-
eral we have to expect diﬀerent noise variances for each re-
ceiver if, for example, independent automatic gain controls
are used.
4.5. Calculation of the inverse/pseudoinverse
One straightforward approach to implement the calculation
of the inverse and/or pseudoinverse is using Greville’s method
[68]. This algorithm provides full flexibility in the number
of Tx and Rx antennas and even some columns or rows can
contain zero vectors.
While the ZF filter from (4) can be calculated directly
from H instead of inverting HHH, the MMSE filter from (5)
requires two extra matrix multiplications and the inversion
of (HHH + σ2N I) which is of sizemR ×mR.
Keeping in mind that the computational eﬀort of mul-
tiplications and inversions increases by ∼ N3 with N =
max(nT ,mR), we can choose a dimension-reduced formula-
tion of the MMSE for the implementation:
reduced MMSE: H†MMSE =
(
HHH + σ˜2N I
)−1
HH , (6)
where σ˜2N is now equivalent noise variance per data stream.
Furthermore, the range of the data is an important issue
in the conjunction with algorithms to calculate a pseudoin-
verse, since a calculation of HHH doubles the binary range
from, for example, 12 bits to 24 bits which can decrease the
algorithmic stability. In other words, the condition number6
of the matrix to be inverted is increased by a power of two
when HHH is inverted instead of H. This range extension is
not required when Greville’s method is used, so this may be
an algorithm of choice for fixed-point implementation.
Another algorithm which can be used is based on a mod-
ification of the Frobenius formula [68] where the calculation












where K = A − BD−1C. If the submatrices of the Frobenius
decomposition are regular and of square shape (e.g., A), then
inversion can be performed by calculating the elements of the




The implementation of (8) is quite straightforward up to
a matrix size of 4×4 real-values. For instance, if the matrixH
is of size 6×6 or 8×8, then a decomposition into 3×3 or 4×4
submatrices is advised, respectively. Note that the calculation
6 The condition number is used here as the fraction of the biggest and the
smallest singular value of a matrix.
of a matrix inverse with Cramer’s rule (8) is not advised with
regard to numerical stability due to the determinant in the
denominator.
For the special case of the inversion of a square matrix
with full rank, which is true for the MMSE solution with
nonzero noise in (5) and (6), there is another option to ob-
tain a matrix inverse. Following the outline of [69], Gauss-
Jordan elimination has the advantage of a high numerical sta-
bility, especially when full pivoting is used. Furthermore, the
structure of the algorithm allows a very eﬃcient manual op-
timization of the C-code.
Beside the three given examples, many more algorithms
were optimized, implemented, and evaluated towards nu-
merical stability and speed. An short overview including QR
and QL decomposition is given in Figure 6.
4.6. Performance analysis
To evaluate and compare algorithms, we have to characterize
the complexity or the computationally required eﬀort. Very
often the measure is given in flops (floating-point opera-
tions), where the definitions are varying among diﬀerent au-
thors. Instead we will compare all algorithms by the amount
of required multiplications. Since additions mostly occur in
pairs with multiplications, we only have to count the latter.
Reciprocal values (1/X), square roots (
√
X), and recipro-
cal square roots (1/
√
X) are counted separately, since their
computation needs more cycles on the DSP. In the algorith-
mic optimization process, the minimization of those opera-
tions has a high priority. Unavoidable divisions will always
be replaced by reciprocal values. All algorithms are used on
matrices of sizem× n and







denotes an algorithms consisting ofmn3 +n2 multiplications
(additions), n reciprocal values, and n reciprocal roots. In
Table 1, the complexity of several algorithms is summarized.
Figure 7 illustrates a complexity comparison of typi-
cal linear (Figures 7(a), 7(b)) and nonlinear (Figures 7(c),
7(d)) MIMO algorithms based on real multiplications. It is
clearly to be seen that complex calculations7 (Figures 7(b),
7(d)) reduce the complexity significantly but can only be ex-
ploited when the I/Q-imbalance is negligible. On the other
hand, real-valued SIC detection oﬀers exploitable perfor-
mance gains even without I/Q-imbalance as shown in [70].
In Figure 7(c), we can see that the classical V-BLAST algo-
rithm (solid triangles) based on ZF- or MMSE-matrix in-
versions, which is in principle an O(N4) algorithm, will be
7 When a complex-valued channel matrix is transferred to the real-valued
equivalent, the number of rows and columns doubles. Matrix inversion
complexity of order O(N3), where N is the number of Tx antennas. The
real representation needs 23 · n3 real multiplications while the complex-
valued inversion needs N3 complex multiplications which equals 4 · N3
real multiplications. Therefore, the total complexity diﬀerence is a factor
of 2 which can be seen in the graphs of Figure 7.

















Gauss-Jorden for symmetric. Positive definite matrices (GJsym)
+ matrix multiplication. (Symmetric) + matrix multiplication
Choleski-decomposition + forward-and backsubstitution





Moore-Penrose (MP), see above
With QR-decomposition (QRD)














Moore-Penrose (MP), see above
With QR-decomposition (QRD)
Householder-QRD + inverse (triangular matrix)
MMSE
With pseudoinverse (PI)
Moore-Penrose (MP), see above
With QR-Decomposition (QRD)
Gram-Schmidt-QRD + inverse (triangular matrix)
Figure 6: Algorithms and detection schemes implemented on a TI6713 DSP.
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outperformed by the QRD pre and postsort approach (bul-
lets) proposed by [71] only for large numbers of antennas
N ≥ 10 when a complex calculation would be performed.
For the real-valued signal processing, a comparable complex-
ity is achieved at about 6 Tx and Rx antennas. So the com-
putational gain is more to be seen in a sense that the post-
sorting algorithm has to be run only when the detection or-
der has to be tracked permanently, for example, with fixed-
rate transmission. In case of adaptive bit loading, the detec-
tion order is only once computed for every bit-loading pro-
cedure and is then held fixed till the next bit loading, hence
most of the time QRD is suﬃcient for tracking the channel.
Therefore, the additional expenses for the V-BLAST ordering
now and then are less burden to the time budget.
So by carefully counting all necessary operations, a prin-
ciple performance prediction with, for example, rising ma-
trix size can be given. An implementation of the algorithms
on a DSP might give diﬀerent results since every dedi-
cated DSP architecture supports some algorithmic structures
better than others. Therefore, the experienced programmer
matches the algorithm implementation to the computational
strength of a specific DSP type. Still limitations like a certain
number of possible parallel assembly instructions or a lim-
ited cache size can cause that even slight changes in the code
(e.g., loop length or matrix size) can change the number of
required cycles significantly.
Figure 8 shows algorithm speed implemented on the
TI6713 DSP for single-carrier system Figure 8(a) and Figure
8(b) and an OFDM system where 48 subcarriers Figure 8(c)
and Figure 8(d) are active, hence 48 channel matrices have
to be inverted. Several linear detection algorithms are de-
picted in Figure 8(a) and Figure 8(c) while Figure 8(b) and
Figure 8(d) show the performance of some algorithms used
for nonlinear detection. All algorithms are performed with
real-valued calculation. For a 48-subcarrier OFDM, the run
time exceeds the 1-millisecond (indoor environment) level
already for small numbers of antennas (N < 6) even for the
linear schemes. This shows that further acceleration includ-
ing assembly programming, multiple DSP, and/or interpola-
tion techniques is inevitable.
The black square in Figure 8(a) and Figure 8(c) depicts
the performance which was achieved with an exemplary as-
sembly code optimization for 2 Tx and 2Rx antennas (4 × 4
real-valued matrix). This measurement together with an as-
sembly design for an 8×8 real-valuedmatrix was used to pre-
dict the assembler performance for some MIMO algorithms.
The estimated run-times (in microseconds) for an OFDM
system with 48 subcarriers are collected in Table 2.
Assuming an OFDM frame length of 2 milliseconds
which is adapted to a nomadic indoor environment with
small- and medium-sized oﬃce rooms, we define 1 millisec-
ond to be the critical computational time which should not
be exceeded in order to guarantee that the next frame can
be detected with a new filter based on the channel estima-
tion in the actual frame. We can expect that for quadratic an-
tenna configurations ZF filters with up to 8× 8 antennas and
MMSE-pseudoinverses up to 5×5 antenna configuration can
be calculated with an optimized assembler implementation
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Figure 7: Computational complexity of several algorithms used for linear (a)–(b) and (c)–(d) nonlinear MIMO processing. (a)–(c) Matrices
are real-valued; (b)–(d) matrices are complex-valued. All multiplications are counted as real-valued multiplications.
in one DSP. Nonlinear detection seems to be feasible with up
to 6 × 6 antennas without optimum ordering. If addition-
ally a V-BLAST ordering is required for every filter, then the
matrix size is limited to a 4× 4 antenna configuration.
The MIMO-OFDM configurations with higher antenna
numbers can be supported with one TI6713 DSP only when
the channel coherence time is much longer (quasistatic sce-
narios) or alternatively a DSP cluster must be used to parti-
tion the calculation eﬀort subcarrier-wise and work in paral-
lel.
5. REAL-TIMEMIMO TRANSMISSION EXPERIMENTS
5.1. Transmit and receive configurations
Thanks to the reconfigurability of the test-bed, we could run
a wide range of transmission schemes on the platform, by
simply calculating diﬀerent solutions for the transmit pre-
coding or/and the receive decoding in the DSP and loading
the matrices to the Tx- and the Rx-FPGA. So, the flexible
algorithmic part is performed by the DSP while the FPGAs
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Figure 8: Measured cycles on TI6713 DSP displayed in microseconds for (a)–(c) linear and (b)–(d) nonlinear MIMO algorithms. (a)–(b)
Single-carrier system; (c)–(d) OFDM system with 48 active subcarriers.
simply do always the same straightforward matrix-vector
multiplications with the actually loaded solutions from the
DSP.
To bringmore transparency into all possible transmit and
receive configurations, Table 3 will help. The table has to be
read in the following way. The first column gives the trans-
mission scheme under investigation and the belonging up-
link (UP) or downlink (DL) scenario where it can be ap-
plied to. The next two columns contain the matrices which
are loaded into the Tx- and the Rx-FPGA. The columnmod-
ulation contains the modulation levels which are assigned,
for example, per antenna, per data stream, and so forth. The
last column contains the parameter for the bit loading which
is specific for all schemes. This parameter represents the ex-
pected noise enhancement or SINR in front of the decision
unit which is used for the bit allocation. The scaling parame-
ter α used for the adaptive channel inversion (ACI) is neces-
sary to limit the transmitted signals to the 12-bit DAC range.
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Table 2
Number of antennas nT = mR
2 3 4 5 6 8
ZF-I-LUD 25 48 86 140 220 460
ZF-I-GJ 36 88 180 330 550 1200
ZF-PI-Gr 49 130 270 490 820 900
MMSE-PI-MP 90 160 350 640 1100 2500
MMSE-PI-QRD-GS 66 170 360 660 1100 2400
ZF-SIC-QRD-Ho 55 110 190 310 480 1000
MMSE-SIC-QRD-GS 53 130 270 490 800 1800
ZF/MMSE-VBLAST-PI 86 240 540 1000 1800 4700
ZF-VBLAST-QRD-Ho 170 350 620 1000 1600 3300
MMSE(VBLAST QRD GS) 140 310 600 1000 1600 3500
Table 3
Transmission scheme Transmit processing Receive processing Modulation alphabet Bitloading parameter
PARC (UL) I ZF/MMSE: H†





SVD-MIMO (UL/DL) V UT ·D−1 Mod per data stream
0-/2-/4-/8-/16-PAM
diag(D−2) (SVD)






Multiuser scheduling (UL) I ZF/MMSE: H† Mod per user
0-/2-/4-/8-PAM
diag(H† ·H†T)
5.2. Adaptive transmission schemes—flat fading
The transmission schemes summarized in Table 3 were im-
plemented on the MIMO test-bed with a single carrier at 5.2
GHz, data symbol rates from 1Msymbol/s to 10Msymbols/s
and adaptive modulation from 2–16 PAM which equals
256QAM as highest modulation scheme. The detailed exper-
imental results are published in [18, 49, 55, 72].
Beside one extra antenna at the Rx channel, adaptive bit
loading was an essential part to make the MIMO link much
more stable and reliable since transmission over bad channels
was avoided. It was found during the experiments that chan-
nel tracking and bit loading or multiuser scheduling can be
performed at diﬀerent time scales, since a change in the chan-
nel first causes phase and amplitude changes but the SINR
behind a MIMO detector is changing much slower. Keeping
in mind that switching from one QAM-level to the next or
backwards requires about 6 dB more or less SINR, it can be
easily understood that bit loading can be run on another time
scale. During all our measurements, the Rx antenna set was
moving with 4 cm/s along a 5-meter long railway-like con-
struction, so channel tracking within one millisecond was
suﬃcient while bit-loading could be done about every 100
milliseconds without losing throughput or violating the av-
erage BER target.
The reproducibility of channel realizations bymoving the
Rx antennas always the same path through the room was
a key issue to compare various transmission and detection
schemes. As discussed in [49], the measured channel statis-
tics in the laboratory seen from the pdf of the singular values
behaves very similar to an i.i.d. Rayleigh channel with a slight
Rician component. Furthermore, the deteriorating eﬀect of
I/Q imbalances was reported to be seen in a split-up of the
singular values which should be pairwise degenerated oth-
erwise [49]. This also underlines that real-valued baseband
signal processing is a good option with direct analogue up-
and downconversion as used in the test-bed.
Due to the similarity of the channel, in our lab with an
i.i.d. Rayleigh channel we could measure the MIMO diver-
sity slopes (dotted lines) in Figure 9 in very good accordance
with what was expected from theory under the assumption
of uncoded fixed modulation transmission and a linear de-
tector. The average SNR per Rx antenna was calculated indi-
rectly from the measured channel along the track.
Throughput experiments with several MIMO transmis-
sion schemes combined with channel adaptive bit loading as
described in [49] were conducted. The results are summa-
rized in Figures 10 and 11.
Figure 10 shows the measured sum throughput with a
BER ≤ 10−2 with three transmission schemes: SVD-MIMO
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Modulation: QPSK/16− /64− /256−QAM
symbol rate : 1 MHz
targeted average BER = 10−2
Figure 10: Comparison of the achieved average sum rate with 4 Tx
and 5Rx antennas with linear MMSE or MMSE-SIC and SVD-
eigenvalue transmission in real-time experiments.
(upper curve), MMSE-VBLAST at Rx (middle), and linear
MMSE at Rx (lower curve). At very low SNR the latter two
schemes achieve similar low throughput which can be ex-
plained that with both schemes most of the time only one or
two data streams are switched on and SIC can not gainmuch.
At high SNR SIC gains up to 3- bit additional throughput
compared to the linear MMSE due to the SINR increase for



















Attenuation at all antennas 0 dB
Symbol rate : 1 MHz
QPSK, 16− /64− /256−QAM
Targeted average BER = 10−2
Figure 11: Empirical cdf of the achieved average sum rate with
4 Tx and 5Rx antennas with linear MMSE, MMSE-SIC, and SVD-
MIMO transmission. Attenuation at all Tx antennas = 0 dB (ap-
prox. 28 dB SNR per Rx antenna).
two schemes by a higher throughput even at high SNR values.
Note here we would expect from theory a similar through-
put performance for SVD-MIMO and MMSE-SIC, which is
known to be capacity achieving as well [40]. A certain modu-
lation and coding should only shift the capacity curve on the
SNR axis, also known as SNR gap. The observed diﬀerence at
high SNR can only be explained by error propagation which
can become significant due to the uncoded transmission.
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Since we perform adaptive bit loading in such a manner that
all layers meet a certain BER target, we have to consider the
eﬀect of error propagation in the bit-loading algorithm. The
weaker the BER decay (diversity slope), the more extra trans-
mit power necessary to fulfill the target. As an example let
us assume a BER target of 10−3 for all layers. Since all layers
including the last layer will meet this BER target, we have to
set the BER target for each layer lower such that including er-
ror propagation we will satisfy the targeted BER. Assuming
4 Tx and 5Rx antennas and a multiplexing of 4 data streams,
we can expect a BER diversity order ∼ SNR−2. If we had a
100% error propagation, then as a rule of thumb the last layer
would suﬀer from 3/4 of possibly propagated errors and 1/4
of own decision errors meaning that we should set the target
BER to 1/4 · 10−3. At the given diversity slope, this corre-
sponds to an SNR loss of approximately 3–4 dB, something
comparable to the measurements. This SNR loss is expected
to increase to about 6–8 dB with 4 Tx and 4Rx antennas.
Generally, this means that the SNR loss against the water-
filling or SVD-MIMO scheme increases with the number of
layers/transmit antennas and decreases with the number of
extra receive antennas/degree of receive diversity. Further-
more, the correlation of the data streams influences the error
propagation, for example, orthogonal transmit channel vec-
tors do not propagate errors from one detection layer to an-
other. So in reality the SNR margin has to be found by aver-
aging over a statistical ensemble of channels and can later be
adapted automatically if the channel entanglement is chang-
ing in diﬀerent deployments. Furthermore, the SNR gap can
be closed by introducing FEC on each layer, but at the cost
of increased buﬀer size and processing delay which can be
significant for long block length.
At low SNR, SVD-MIMO achieves a tremendous rela-
tive gain compared to MMSE and MMSE-SIC. This high
throughput advantage can be explained that with SVD one
data stream is coupled into one eigenmode of the chan-
nel. The other two schemes couple each data stream into
all eigenmodes depending on the actual channel realization,
which means in average 1/4 of each data stream. At very low
SNR, when only one complex stream is transmitted in all
schemes, MMSE and SIC transmit only 1/4 of their one and
only stream over the best eigenmode. In average this should
result in a disadvantage of about 6 dB on the SNR scale which
is roughly the measured value at low SNR.
The dashed lines in Figure 10 show the behavior when
the maximum modulation level is limited to 8-PAM or 64-
QAM, respectively. The cutoﬀ rate is approached already
within ourmeasurement range and shows that the achievable
maximum slope for the average throughput which means
that the maximum achieved spatial multiplexing gain is de-
termined by the cutoﬀ rate due to limited modulation levels.
With anM-ary QAM level of 1024 (if implementable in mul-
tiantenna schemes) a smaller gap between theory and prac-
tice towards the spatial multiplexing gain might be achiev-
able. Other groups, for example, [23] showed the feasibil-
ity of high modulation schemes (512 cross-QAM) in com-
bination with coding. Figure 11 shows the empirical cu-
mulative density function of the measured sum through-
Figure 12: Reconstructed pilots and data streams after a 2 × 3
MIMO-OFDM transmission and real-time spatial separation. Top
left: reconstructed OFDM pilot symbol with 48 active subcarriers.
Top right: reconstructed two data streams in one OFDM symbol
vector using BPSK. Bottom left: reconstructed OFDM pilot sym-
bols. Bottom right: reconstructed OFDM pilot symbol aﬀected by
fading in the upper frequency band.
put at the highest possible SNR point. We see that the fit-
ted curve is steepest for the SVD-MIMO and has the longest
tail at low rates for the linear MMSE. This is in good accor-
dance with capacity simulations from the measured chan-
nels. Especially at low outage probabilities the three schemes
have a huge diﬀerence in throughput. Example: Outage =
0.01 MMSE: 11 bps/Hz, MMSE-SIC: 17 bps/Hz, and SVD-
MIMO: 21 bps/Hz. Those results are comparable with spec-
tral eﬃciencies achieved by [23].
5.3. MIMO-OFDM for frequency-selective channels
The extension of the well-studied flat-fading algorithms to-
wards frequency-selective channels oﬀers equalization of the
MIMO channel in the time or frequency domain. For reasons
of simplicity, a frequency-domain equalization with OFDM
was implemented for a 2× 3 MIMO system as a first step. 48
out of 64 subcarriers were used for data transmission, com-
pliant with 802.11g plus an additional C-preamble for the es-
timation of the MIMO channel, which was described in [57].
For a 20MHz bandwidth version, the OFDM parameters
were the following: center frequency: 5.2 GHz, frame length:
2 milliseconds, symbol length: 4 microseconds, guard inter-
val: 800 nanoseconds, training sequence length: 64 OFDM
symbols maximum.
In order to use as many modules from the flat-fading
FPGA design, all correlation units and the multiplication
unit (MIMO detector) have to be reused 48× within one
OFDM symbol length. Since the signals for each frequency
leave the FFT unit one after the other, the filter weights,
and so forth, can be changed from subcarrier to subcarrier.
Figure 12 shows the fully reconstructed OFDMpilot symbols
after the MIMO detection in the baseband. Each of the four
figures displays the reconstructed complex OFDM symbols
transmitted from two Tx antennas. The signals are ordered
as follows (from top to bottom): I-signal of Tx1, Q-signal of
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Tx1, I-signal of Tx2, and Q-signal of Tx2. The arrow in the
top-left figure shows the symbol length of 4 microseconds.
TheHadamard sequences used for the C-preamble are clearly
to be seen in the bottom-left figure. In the top-right we see a
data symbol vector using BPSK. The degrading eﬀect of sever
I/Q imbalance is visible in the remaining image crosstalk in
the I/Q-branches which should be zeroed with perfect spatial
reconstruction. In the bottom-right figure, we see the noise
enhancement after the MMSE MIMO detector due to singu-
larities in theMIMOmatrices in the upper OFDM frequency
band. Here, we do not have to find deep fading as known
from SISO systems but instead the MIMO matrix becomes
close to singular which causes severe noise enhancement due
to the matrix inversion involved with the MMSE filter. This
eﬀect degrades all spatial MIMO channels, in general.This
observation is very important for proper space-frequency
coding since redundant information can be placed at another
Tx antenna but must be placed well separated in frequency
domain, to avoid degradation from the same “fading hole.”
A recent implementation of the MIMO-OFDM with a
100MHz FPGA design-allowed a 1Gbps with 3 Tx and 5Rx
antennas and 64 QAM on 48 active subcarriers [64]. An up-
grade to 128 subcarriers and channel adaptive bit loading
now allows a 1Gbps transmission with only 2 Tx and 4Rx
antennas when 116 subcarriers are used for data transmis-
sion. A revised RF front end allowed 256-QAM in good chan-
nels. A first public presentation was given at the CeBIT fair in
Hannover in early March. Figure 13 shows the bit allocation
for a particular channel realization in our lab.
Figure 14 shows screen shots of the reconstructed sym-
bols at diﬀerent subcarriers, showing that even with a good
image suppression timing imperfections can cause signifi-
cant diﬀerences in noise enhancement in the real and imagi-
nary parts of the data symbol. Therefore, independent mod-
ulation in I and Q is an appropriate solution.
6. CONCLUSIONS AND CHALLENGES FOR FUTURE
MIMO IMPLEMENTATIONS AND APPLICATIONS
A multiantenna experimental test-bed was presented based
on a hybrid approach consisting of FPGAs and DSPs which
was developed at FhG-HHI. The internal signal processing
structures were described in detail and critical implementa-
tion issues were pointed out. The MIMO filter algorithms
which were calculated on a DSP were analyzed with regard
to complexity and optimization potential in C-code or as-
sembly code. Several implementations were compared on the
DSP target used for the test-bed and a selection of those
algorithms was applied for real-time high data rate MIMO
transmission experiments using a single carrier MIMO de-
sign and a MIMO-OFDM design. The experimental results
clearly show that multiantenna techniques are an essential
ingredient of signal processing structures for future wireless
systems. The spatial diversity and multiplexing gains could
be measured in good accordance with what was predicted
from information theory. Using channel adaptive bit load-
ing in the single-carrier mode, average spectral eﬃciencies of
more than 20 bps/Hz with an assured BER better than 10−2
Figure 13: Demonstration of MIMO-OFDM with adaptive bit
loading at CeBIT 2005 in Hannover, Germany. 2 Tx and 4Rx anten-
nas, 5.2 GHz, 100MHz bandwidth, and 116 active OFDM subcar-
riers out of 128. The bit allocation per antenna and per subcarrier
can be seen on the screen.
could be achieved. The maximum possible rates with the flat
fading 4 × 5 MIMO design was 160Mbps using 5Msymbol
vectors per second and 256-QAM while a 3 × 5 MIMO-
OFDM design could carry a peak rate of 1Gbps when using
64-QAM. These initial experimental results show thatMIMO
techniques are feasible with state-of-the-art signal processing
capabilities and can be used to enhance the performance of
wireless communication systems significantly.
Recent implementation of MIMO-OFDMwith 100MHz
bandwidth has showed that the flat-fading MIMO algo-
rithms for the DSP and many VHDL components could be
reused with only slight changes for the MIMO-OFDM signal
processing.
Necessary further steps towards higher spectral eﬃciency
and possible transmission rates of beyond 1Gbps are out-
lined in the following together with some of the technical
challenges involved.
If a higher bandwidth eﬃciency with OFDM is desired
the number of subcarriers should be increased since the
length of the guard interval is generally determined by the
deployment scenario. Therefore, faster MIMO-filter compu-
tation is required, which could be solved by parallel comput-
ing, filter interpolation, faster clocking of the DSPs, and as-
sembly code.
The next challenging task is to be seen in channel adap-
tive transmission using adaptive modulation and coding.
Here, a higher number of subcarriers do not appear to be
a limitation since adjacent subcarriers are highly correlated
and channel bundling with common modulation can be
applied. The bit loading for adaptive transmission requires
good error protection for the modulation level signalling
over the feedback channel or alternatively some modulation
signalling, for example, sent directly after the MIMO train-
ing sequence to inform the Rx about the modulation levels
used by the transmitter at every Tx antenna and subcarrier.
Furthermore, the channel coding must have suﬃcient gran-
ularity to ensure an error protection always matched to the
actual channel quality and the requested BER target. It is still
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Figure 14: Screen shots of reconstructed data symbols from Tx 1 and Tx 2. Modulations were 2–16 PAM, (a) 16-QAM and 256-QAM as
highest modulation level. (b) Timing imperfections can require diﬀerent modulations in I and Q. (c) 16-QAM and 64-QAM.
considered as an open problem what channel coding strate-
gies are well matched to MIMO systems with/without fre-
quency diversity and adaptive/nonadaptive modulation un-
der real-time transmission and decoding requirements.
If a bandwidth extension is taken into consideration for
data rate enhancement, all ADCs, DACs, and FPGA clocks
have to be set to higher rates which demands for a very good
VHDL design to comply with all necessary timing constrains
required by symbol-wise MIMO signal processing. Further-
more, higher signal bandwidth sets tighter limits to digital
up- and downconversion which are common approaches to
combat I/Q-imbalances by low IF digital frequency conver-
sion. Here, the IF concept may contradict the capabilities of
ADCs and/or DACs of commercially available products. As
an alternative direct up- and downconversion becomes more
attractive again and the compensation of I/Q cross talk is re-
quired by appropriate calibration and signal processing at the
Txs and Rxs.
REFERENCES
[1] G. J. Foschini, “Layered space-time architecture for wireless
communication in a fading environment when using multi-
element antennas,” Bell Labs Technical Journal, vol. 1, no. 2,
pp. 41–59, 1996.
[2] I. E. Telatar, “Capacity of multi-antenna Gaussian channels,”
Tech. Rep., AT&T Bell Labs Internal Technical Memorandum,
Murray Hill, NJ, USA, June 1995.
[3] G. J. Foschini and M. J. Gans, “On limits of wireless commu-
nications in a fading environment when using multiple an-
tennas,” Wireless Personal Communications, vol. 6, no. 3, pp.
311–335, 1998.
[4] R. Knopp and P. A. Humblet, “Information capacity and
power control in single-cell multiuser communications,” in
Proceedings of IEEE International Conference on Communica-
tions (ICC ’95), vol. 1, pp. 331–335, Seattle, Wash, USA, June
1995.
[5] W. C. Jakes, Microwave Mobile Communications, IEEE Press,
New York, NY, USA, 1974.
[6] I. E. Telatar, “Capacity of multi-antenna Gaussian channels,”
European Transactions on Telecommunications, vol. 10, no. 6,
pp. 585–595, 1999.
[7] J. Salz, “Digital transmission over cross-coupled linear chan-
nels,” AT&T Technical Journal, vol. 64, no. 6, pp. 1147–1159,
1985.
[8] G. G. Raleigh and J. M. Cioﬃ, “Spatio-temporal coding for
wireless communication,” IEEE Transactions on Communica-
tions, vol. 46, no. 3, pp. 357–366, 1998.
[9] G. Caire and S. Shamai, “On the achievable throughput of a
multiantenna Gaussian broadcast channel,” IEEE Transactions
on Information Theory, vol. 49, no. 7, pp. 1691–1706, 2003.
[10] L. Zheng and D. N. C. Tse, “Diversity and multiplexing: a fun-
damental tradeoﬀ in multiple-antenna channels,” IEEE Trans-
actions on Information Theory, vol. 49, no. 5, pp. 1073–1096,
2003.
[11] P. W. Wolniansky, G. J. Foschini, G. D. Golden, and R. A.
Valenzuela, “V-BLAST: an architecture for realizing very high
data rates over the rich-scattering wireless channel,” in Pro-
ceedings of URSI International Symposium on Signals, Systems,
and Electronics (ISSSE ’98), pp. 295–300, IEEE, Pisa, Italy,
September-October 1998, Invited paper.
[12] J. H. Winters, “The diversity gain of transmit diversity in wire-
less systems with Rayleigh fading,” IEEE Transactions on Vehic-
ular Technology, vol. 47, no. 1, pp. 119–123, 1998.
[13] T. Haustein, C. von Helmolt, E. Jorswieck, V. Jungnickel, and
V. Pohl, “Performance of MIMO systems with channel inver-
sion,” in Proceedings of IEEE 55th Vehicular Technology Confer-
ence (VTC ’02), vol. 1, pp. 35–39, Birmingham, Ala, USA, May
2002.
[14] V. Jungnickel, T. Haustein, E. Jorswieck, and C. von Hel-
molt, “On linear pre-processing in multi-antenna systems,”
in Proceedings of IEEE Global Telecommunications Conference
(GLOBECOM ’02), vol. 1, pp. 1012–1016, Taipei, Taiwan,
November 2002.
[15] T. Weber and M. Meurer, “Optimum joint transmission: po-
tentials and dualities,” in Proceedings of 6th IEEE International
Symposium on Wireless Personal Multimedia Communications
(WPMC ’03), vol. 1, pp. 79–83, Yokosuka, Japan, October
2003.
[16] A. N. Barreto and G. Fettweis, “Capacity increase in the down-
link of spread spectrum systems through joint signal precod-
ing,” in Proceedings of IEEE International Conference on Com-
munications (ICC ’01), vol. 4, pp. 1142–1146, Helsinki, Fin-
land, June 2001.
Thomas Haustein et al. 19
[17] P. W. Baier, M. Meurer, T. Weber, and H. Tro¨ger, “Joint trans-
mission (JT), an alternative rationale for the downlink of time
division CDMA using multi-element transmit antennas,” in
Proceedings of IEEE 6th International Symposium on Spread
Spectrum Techniques and Applications (ISSTA ’00), vol. 1, pp.
1–5, Parsippany, NJ, USA, September 2000.
[18] T. Haustein, A. Forck, H. Ga¨bler, C. von Helmolt, V. Jung-
nickel, and U. Kru¨ger, “Implementation of adaptive channel
inversion in a real-time MIMO system,” in Proceedings of 15th
IEEE International Symposium on Personal, Indoor and Mobile
Radio Communications (PIMRC ’04), vol. 4, pp. 2524–2528,
Barcelona, Spain, September 2004.
[19] C. Brunner, J. S. Hammerschmidt, A. Seeger, and J. A. Nosek,
“Space-time eigenRAKE and downlink eigenibeamformer:
exploiting long-term and short-term channel properties in
WCDMA,” in Proceedings of IEEE Global Telecommunications
Conference (GLOBECOM ’00), vol. 1, pp. 138–142, San Fran-
cisco, Calif, USA, November-December 2000.
[20] J. S. Hammerschmidt, C. Brunner, and C. Drewes, “Eigen-
beamforming—a novel concept in array signal processing,” in
Proceedings of European Wireless Conference (EW ’00), Dres-
den, Germany, September 2000.
[21] F. Boixadera Espax and J. J. Boutros, “Capacity considerations
for wirelessMIMO channels,” inWorkshop onMultiaccess, Mo-
bility and Teletraﬃc for Wireless Communications (MMT ’99),
pp. 283–292, Venice, Italy, October 1999.
[22] A. S. Y. Poon, D. N. C. Tse, and R. W. Brodersen, “An adap-
tive multi-antenna transceiver for slowly flat fading channels,”
IEEE Transactions on Communications, vol. 51, no. 11, pp.
1820–1827, 2003.
[23] D. Samuelsson, J. Jalde´n, P. Zetterberg, and B. Ottersten, “Re-
alization of a spatially multiplexed MIMO system,” EURASIP
Journal on Applied Signal Processing, March 2005.
[24] D. L. Goeckel, “Adaptive coding for time-varying channels us-
ing outdated fading estimates,” IEEE Transactions on Commu-
nications, vol. 47, no. 6, pp. 844–855, 1999.
[25] S. T. Chung and A. J. Goldsmith, “Degrees of freedom in adap-
tive modulation: a unified view,” IEEE Transactions on Com-
munications, vol. 49, no. 9, pp. 1561–1571, 2001.
[26] C. Berrou, A. Glavieux, and P. Thitimajshima, “Near Shannon
limit error-correcting coding and decoding: turbo-codes. 1,”
in Proceedings of IEEE International Conference on Communi-
cations (ICC ’93), vol. 2, pp. 1064–1070, Geneva, Switzerland,
May 1993.
[27] R. G. Gallager, “Low-density parity-check codes,” IRE Trans-
actions on Information Theory, vol. 8, no. 1, pp. 21–28, 1962.
[28] B. Levine, R. Reed Taylor, and H. Schmit, “Implementation
of near Shannon limit error-correcting codes using recon-
figurable hardware,” in Proceedings of 8th IEEE Symposium
on Field-Programmable Custom Computing Machines (FCCM
’00), pp. 217–226, Napa Valley, Calif, USA, April 2000.
[29] E. Zimmermann, P. Pattisapu, P. K. Bora, and G. Fettweis, “Re-
duced complexity LDPC decoding using forced convergence,”
in Proceedings of 7th International Symposium on Wireless
Personal Multimedia Communications (WPMC ’04), Abano
Terme, Italy, September 2004.
[30] J. A. C. Bingham, “Multicarrier modulation for data transmis-
sion: an idea whose time has come,” IEEE Communications
Magazine, vol. 28, no. 5, pp. 5–14, 1990.
[31] J. Campello, “Optimal discrete bit loading for multicarrier
modulation systems,” in Proceedings of IEEE International
Symposium on Information Theory (ISIT ’98), p. 193, Cam-
bridge, Mass, USA, August 1998.
[32] P. S. Chow, J. M. Cioﬃ, and J. A. C. Bingham, “A practical dis-
crete multitone transceiver loading algorithm for data trans-
mission over spectrally shaped channels,” IEEE Transactions on
Communications, vol. 43, no. 2–4, pp. 773–775, 1995.
[33] J. Campello, “Practical bit loading for DMT,” in Proceedings of
IEEE International Conference on Communications (ICC ’99),
vol. 2, pp. 801–805, Vancouver, BC, Canada, June 1999.
[34] M.-S. Alouini, X. Tang, and A. J. Goldsmith, “An adaptive
modulation scheme for simultaneous voice and data transmis-
sion over fading channels,” IEEE Journal on Selected Areas in
Communications, vol. 17, no. 5, pp. 837–850, 1999.
[35] A. G. Armada and J.M. Cioﬃ, “Multi-user constant-energy bit
loading for M-PSK-modulated orthogonal frequency division
multiplexing,” in Proceedings of IEEEWireless Communications
and Networking Conference (WCNC ’02), vol. 2, pp. 526–530,
Orlando, Fla, USA, March 2002.
[36] A. Seyedi and G. J. Saulnier, “A CDMbased Robust bit-loading
algorithm for wireless OFDM systems,” in Proceedings of IEEE
Vehicular Technology Conference (VTC ’04), Los Angeles, Calif,
USA, September 2004.
[37] C. Mutti, D. Dahlhaus, T. Hunziker, and M. Foresti, “Bit
and power loading procedures for OFDM systems with bit-
interleaved coded modulation,” in Proceedings of 10th Inter-
national Conference on Telecommunications (ICT ’03), vol. 2,
pp. 1422–1427, Papeete, French Polynesia, France, February-
March 2003.
[38] D. Dardari, “Ordered subcarrier selection algorithm for
OFDM-based high-speed WLANs,” IEEE Transactions on
Wireless Communications, vol. 3, no. 5, pp. 1452–1458, 2004.
[39] N. Prasad and M. K. Varanasi, “Analysis of the Decision Feed-
back Detection for MIMO Rayleigh Fading Channels and Op-
timum Allocation of Transmitter Powers and QAMConstalla-
tions,” Draft, March 2002.
[40] M. K. Varanasi and T. Guess, “Optimum decision feedback
multiuser equalization with successive decoding achieves the
total capacity of the Gaussian multiple-access channel,” in
Proceedings of 31st Asilomar Conference on Signals, Systems &
Computers, vol. 2, pp. 1405–1409, Pacific Grove, Calif, USA,
November 1997.
[41] T. Haustein andH. Boche, “Optimal power allocation forMSE
and bit-loading in MIMO systems and the impact of correla-
tion,” in Proceedings of IEEE International Conference on Acous-
tics, Speech, and Signal Processing (ICASSP ’03), vol. 4, pp. 405–
408, Hong Kong, April 2003.
[42] T. Haustein, H. Boche, and G. Lehmann, “Bitloading for the
SIMOmultiple access channel,” in Proceedings of 14th IEEE In-
ternational Symposium on Personal, Indoor and Mobile Radio
Communications (PIMRC ’03), vol. 2, pp. 1678–1682, Beijing,
China, September 2003.
[43] J. Li, K. R. Narayanan, and C. N. Georghiades, “Product accu-
mulate codes: a class of codes with near-capacity performance
and low decoding complexity,” IEEE Transactions on Informa-
tion Theory, vol. 50, no. 1, pp. 31–46, 2004.
[44] H. Zheng, A. Lozano, and M. Haleem, “Multiple ARQ pro-
cesses for MIMO systems,” EURASIP Journal on Applied Signal
Processing, vol. 2004, no. 5, pp. 772–782, 2004.
[45] S. Falahati and A. Svensson, “Hybrid type-II ARQ schemes
for Rayleigh fading channels,” in Proceedings of International
Conference on Telecommunications (ICT ’98), vol. 1, pp. 39–44,
Chalkidiki, Greece, June 1998.
[46] A. Agustı´n, J. Vidal, E. Calvo, and O. Mun˜oz, “Evaluation of
turbo H-ARQ schemes for cooperative MIMO transmission,”
in Proceedings of International Workshop on Wireless Ad-hoc
Networks (IWWAN ’04), Oulu, Finland, May–June 2004.
20 EURASIP Journal on Applied Signal Processing
[47] A. Agustı´n, J. Vidal, E. Calvo, M. Lamarca, and O. Mun˜oz,
“Hybrid turbo FEC/ARQ systems and distributed space-time
coding for cooperative transmission in the downlink,” in Pro-
ceedings of 15th IEEE International Symposium on Personal, In-
door and Mobile Radio Communications (PIMRC ’04), vol. 1,
pp. 380–384, Barcelona, Spain, September 2004.
[48] Q. Liu, S. Zhou, and G. B. Giannakis, “Cross-Layer combining
of adaptive modulation and coding with truncated ARQ over
wireless links,” IEEE Transactions onWireless Communications,
vol. 3, no. 5, pp. 1746–1755, 2004.
[49] T. Haustein, A. Forck, H. Ga¨bler, C. von Helmolt, V. Jung-
nickel, and U. Kru¨ger, “Real-timeMIMO transmission experi-
ments with adaptive bit loading,” in Proceedings of 4th IASTED
Conference on Wireless and Optical Communications Confer-
ence (WOC ’04), Banﬀ, AB, Canada, July 2004.
[50] H. Boche, E. Jorswieck, and T. Haustein, “Channel aware
scheduling for multiple antenna multiple access channels,” in
Proceedings of 37th Asilomar Conference on Signals, Systems
and Computers, vol. 1, pp. 992–996, Pacific Grove, Calif, USA,
November 2003.
[51] H. Boche and M. Wiczanowski, “Stability region of arrival
rates and optimal scheduling for MIMO-MAC-a cross-layer
approach,” in Proceedings of International Zurich Seminar on
Communications (IZS ’04), pp. 18–21, Zurich, Switzerland,
February 2004.
[52] H. Boche and M. Wiczanowski, “Queueing theoretic optimal
scheduling for multiple input multiple output multiple access
channel,” in Proceedings of 3rd IEEE International Symposium
on Signal Processing and Information Technology (ISSPIT ’03),
pp. 576–579, Darmstadt, Germany, December 2003, Invited
paper.
[53] H. Boche and M. Wiczanowski, “Optimal scheduling for high
speed uplink packet access—a cross-layer approach,” in Pro-
ceedings of IEEE 59th Vehicular Technology Conference (VTC
’04), vol. 5, pp. 2575–2579, Genoa, Italy, May 2004.
[54] H. Boche and M. Wiczanowski, “Optimal transmit covari-
ance matrices for MIMO high speed uplink packet access,” in
Proceedings of IEEE Wireless Communications and Networking
Conference (WCNC ’04), vol. 2, pp. 771–776, Atlanta, Ga, USA,
March 2004.
[55] T. Haustein, C. Zhou, A. Forck, et al., “Implementation of
channel aware scheduling and bit-loading for the multiuser
SIMOMAC in a real-time demonstration test-bed at high data
rate,” in Proceedings of IEEE 60th Vehicular Technology Confer-
ence (VTC ’04), vol. 2, pp. 1043–1047, Los Angeles, Calif, USA,
September 2004.
[56] K. Higuchi, H. Kawai, N. Maeda, et al., “Likelihood function
for QRM-MLD suitable for soft-decision turbo decoding and
its performance for OFCDM MIMO multiplexing in multi-
path fading channel,” in Proceedings of 15th IEEE International
Symposium on Personal, Indoor and Mobile Radio Communi-
cations (PIMRC ’04), vol. 2, pp. 1142–1148, Barcelona, Spain,
September 2004.
[57] V. Jungnickel, T. Haustein, A. Forck, et al., “Real-time concepts
forMIMO-OFDM,” in Proceedings of 1st CIC/IEEE Global Mo-
bile Congress (GMC ’04), Shanghai, China, October 2004.
[58] A. Bourdoux, B. Come, and N. Khaled, “Non-reciprocal
transceivers in OFDM/SDMA systems: impact and mitiga-
tion,” in Proceedings of Radio and Wireless Conference (RAW-
CON ’03), pp. 183–186, Boston, Mass, USA, August 2003.
[59] J. Lin and E. Tsui, “Joint adaptive transmitter/receiver IQ im-
balance correction for OFDM systems,” in Proceedings of 15th
IEEE International Symposium on Personal, Indoor and Mobile
Radio Communications (PIMRC ’04), vol. 2, pp. 1511–1516,
Barcelona, Spain, September 2004.
[60] M.Windisch and G. Fettweis, “Standard-independent I/Q im-
balance compensation in OFDM direct-conversion receivers,”
in Proceedings of 9th International OFDM Workshop (InOWo
’04), Dresden, Germany, September 2004.
[61] M.Windisch and G. Fettweis, “Blind I/Q imbalance parameter
estimation and compensation in low-IF receivers,” in Proceed-
ings of 1st International Symposium on Control, Communica-
tions and Signal Processing (ISCCSP ’04), Hammamet, Tunisia,
March 2004.
[62] T. M. Ylamurto, “Frequency domain IQ imbalance correc-
tion scheme for orthogonal frequency division multiplexing
(OFDM) systems,” in Proceedings of IEEE Wireless Communi-
cations and Networking (WCNC ’03), vol. 1, pp. 20–25, New
Orleans, La, USA, March 2003.
[63] V. Jungnickel, U. Kru¨ger, G. Istoc, T. Haustein, and C. von
Helmolt, “AMIMO system with reciprocal transceivers for the
time-division duplex mode,” in Proceedings of IEEE Antennas
and Propagation Society International Symposium, Special Ses-
sion: Antennas and Propagation in MIMO System, vol. 2, pp.
1267–1270, Monterey, Calif, USA, June 2004.
[64] V. Jungnickel, A. Forck, T. Haustein, et al., “1 Gbit/s MIMO-
OFDM transmission experiments,” in Proceedings of IEEE
62nd Semiannual Vehicular Technology Conference (VTC ’05),
Dallas, Tex, USA, September 2005.
[65] M. Borgmann and H. Bo¨lcskei, “Interpolation-based eﬃcient
matrix inversion for MIMO-OFDM receivers,” in Proceedings
of 38th Asilomar Conference on Signals, Systems, and Comput-
ers, Pacific Grove, Calif, USA, November 2004, Invited paper.
[66] O. Henkel, T. Michel, and G. Wunder, “Moderate complexity
approximation to MMSE for MIMO-OFDM systems,” in Pro-
ceedings of IEEE 61st Semiannual Vehicular Technology Confer-
ence (VTC ’05), Stockholm, Sweden, May–June 2005.
[67] S. Schiﬀermu¨ller, “Eﬃziente Implementierung von MIMO-
Algorithmen fu¨r die Echtzeitu¨bertragung in mobilen Funksys-
temen,” Master’s thesis, Technical University of Berlin, Berlin,
Germany, 2004.
[68] F. R. Gantmacher,Matrizentheorie, Springer, Berlin, Germany,
1986.
[69] W. H. Press, B. P. Flannery, S. A. Teukolsky, and W. T. Vet-
terling, Numerical Recipes in C: The Art of Scientific Comput-
ing, Cambridge University Press, Cambridge, UK, 2nd edition,
1992.
[70] R. F. H. Fischer and C. Windpassinger, “Real versus complex-
valued equalisation in V-BLAST systems,” Electronics Letters,
vol. 39, no. 5, pp. 470–471, 2003.
[71] D. Wu¨bben, R. Bo¨hnke, J. Rinas, V. Ku¨hn, and K. D. Kam-
meyer, “Eﬃcient algorithm for decoding layered space-time
codes,” Electronics Letters, vol. 37, no. 22, pp. 1348–1350, 2001.
[72] T. Haustein, A. Forck, H. Ga¨bler, and S. Schiﬀermu¨ller, “From
theory to practice: MIMO real-time experiments of adaptive
bit-loading with linear and non-linear transmission and de-
tection schemes,” in Proceedings of 61st IEEE Vehicular Tech-
nology Conference (VTC ’05), Stockholm, Sweden, May–June
2005.
Thomas Haustein et al. 21
Thomas Haustein was born in Berlin, Ger-
many, in 1968. He received the Dipl.Phys.
degree in physics in 1997 from the Tech-
nical-University in Berlin. At that time, he
was concerned with nonlinear optics and
frequency conversion in rare gases. In 1997,
he joined Heinrich-Hertz-Institute (HHI)
in Berlin working in the field of optical
WDM frequency references. Later he join-
ed the Broadband Mobile Communication
Networks Department where he developed a high-speed wireless
infrared system for indoor communication. In particular, he was
engaged in the system and electronic design, and building the
155Mbps experimental demonstrator described in this paper. At
present, he works in the field of multiple-input multiple-output
(MIMO) radio systems for high-speed wireless communications
and was involved in the development and implementation of real-
timeMIMO signal processing on reconfigurable hardware. Thomas
has authored and coauthored about 18 conference and 4 journal
papers and holds several patents.
Andreas Forck was born in 1964 in Berlin,
Germany. He received the Dipl. Ing. de-
gree in 1991 in electrical engineering from
the University of Applied Sciences (TFH)
Berlin, Germany. In 1994 he joined the
Heinrich-Hertz-Institut (HHI) where he
was engaged in the development of a 2,
5Gbps OFDM system at the Optical Net-
works Department. In 1998, he joined the
Broadband Mobile Communication Net-
works Department where he worked on the development of an in-
frared indoor communication system (IBMS). Since 2000 he has
been engaged with the development of a multiple-input multiple-
output (MIMO) radio system for high-speed wireless communica-
tions.
Holger Ga¨bler was born in 1971 in Pots-
dam, Germany. He received the Dipl. Ing.
degree in 2003 in electrical engineering
from the University of Applied Sciences
(TFH) in Berlin, Germany. In 2003, he join-
ed the Broadband Mobile Communication
Networks Department at the Fraunhofer-
Institute for Telecommunications, Hein-
rich-Hertz-institute. His work is focussed
on the implementation of multiple-input
multiple-output (MIMO) radio systems for high-speed wireless
communications. Currently, he is developing FPGA components
and DSP programs for a 1Gbps experimental MIMO-OFDM pro-
totype.
Volker Jungnickel received the Dipl.Phys.
(M.S.) and Dr. rer. nat. (Ph.D.) degrees in
experimental physics, both from Humboldt
University in Berlin, Germany, in 1992 and
1995, respectively. He has worked on pho-
toluminescence of semiconductor quantum
dots and minimal-invasive laser-surgery
before joining the Fraunhofer Institute
for Telecommunications (Heinrich-Hertz-
Institut) in 1997. After completing a 155
Mbit/s wireless indoor communications link based on infrared his
research is focussed on broadband multiple-input multiple-output
(MIMO) systems since year 2000. He has recently demonstrated
the first 1 Gbit/s MIMO-OFDM radio link in real time. His cur-
rent research is concerned with the application of MIMO in next-
generation cellular systems. Volker has authored and co-authored
about 40 conference and 10 journal papers and holds several
patents most of which are purchased by the industry. Volker is a
lecturer at the Technical University in Berlin, a member of the IEEE
and the German Physical Society.
Stefan Schiﬀermu¨ller was born in Kyritz,
Germany, in 1970. In 1990, he became
a Certified Technician for measuring and
control technique. He received his Diploma
in informatics from the Technical Uni-
versity in Berlin in 2004. The subject of
the diploma thesis was the development
and implementation of algorithms for a
multiple-input multiple-output broadband
radio system in combination with OFDM.
In 2005 he joined the German-Sino Lab for Mobile Comunications
(MCI) in Berlin in 2005. There he is involved in the 1Gb project
for a MIMO-OFDM system. Currently he is concerned with the
development of radio systems for high mobility.
