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В настоящее время все более активно развиваются распределенные вычислительные 
системы. Такие системы представляют собой совокупность физически удаленных вычисли-
тельных узлов, с помощью которых достигается параллельность вычислений при выполне-
нии задач [1–2]. 
И хотя подобные системы обладают таким существенным преимуществом, как воз-
можностью неограниченного наращивания вычислительных узлов, разработка распределен-
ной вычислительной системы (РАС) всегда влечет за собой ряд серьезных трудностей. Это 
могут быть проблемы как системного характера: настройка системы под выполнение опре-
деленной задачи, эффективное управление распараллеливанием, так и архитектурного: раз-
личие характеристик производительности вычислительных узлов, отсутствие единого време-
ни между узлами, задержка при передаче данных и пр.  
Для решения данных проблем и повышения эффективности использования динамиче-
ски подключаемых ресурсов в распределенной вычислительной системе применяют балан-
сировку нагрузки (БН) [3–5]. БН позволяет повысить быстродействие системы путем под-
ключения дополнительных вычислителей при повышении нагрузки на РАС.  
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При проектировании распределенной вычислительной системы было выделено два 
уровня иерархии.  
Первый уровень: генератор запросов, который выполняет роль имитатора терминалов. 
Терминалы создают запросы и отправляют их на обработку в отдельных потоках.  
Второй уровень: Основной центр управления (ОЦУ), который обрабатывает получен-
ные от генератора запросы; буфер запросов, который накапливает в виде очереди еще необ-
работанные вычислителями запросы; Диспетчер, подключающий дополнительные центры 
управления. Основная задача его заключается в перераспределении запросов, ожидающих 
обработку между дополнительными вычислителями, что увеличивает скорость обработки 
данных; Дополнительный центр управления (ДЦУ). Он запускается диспетчером и предна-
значен для обработки запросов, накопившихся в буфере. 
Взаимодействие между уровнями иерархий устанавливается с помощью передачи со-
общений на основе сокетной технологии.  
При небольшой скорости поступления запросов на обработку все вычисления произво-
дит только ОЦУ. Генератор, выполняющий роль терминалов запросов, создает запросы на 
вычисления. Основной центр управления принимает полученные запросы, адреса, соедине-
ния которых записываются в буфере. ОЦУ создает отдельный поток для обработки поступа-
ющих запросов. Запросы обрабатываются в порядке очереди. После обработки происходит 
удаление запроса из буфера. 
С увеличением количества поступающих запросов в буфер, ОЦУ начинает не успевать 
обрабатывать все запросы, вследствие чего происходит накопление запросов в буфере. При 
достижении определенного количества (задаваемого программно) запросов, ожидающих обра-
ботку в буфере, основной центр управления запускает в отдельных потоках диспетчеров, с по-
мощью которых происходит балансировка нагрузки в вычислительной системе. Диспетчер, в 
свою очередь, запускает столько ДЦУ, сколько необходимо для того, чтобы снизить количе-
ство хранящихся в буфере запросов. Каждый дополнительный центр управления запускается в 
отдельном потоке. ДЦУ увеличивают быстродействие распределенной вычислительной систе-
мы до требуемого уровня. Принцип работы описанной распределенной вычислительной си-
стеме при различных нагрузках представлен на рис. 1.  
   
 
Рис. 1. Обработка поступающих запросов от генератора с работающими диспетчерами 
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Данный метод балансировки нагрузки в РАС значительно повышает производитель-
ность системы, так как количество ДЦУ ограничено только вычислительной мощностью раз-
работанной инфраструктуры системы.  
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У каждого человека возникает желание посмотреть, послушать, почитать или купить 
что-то новое. Выбор из изобилия фильмов, музыки, книг или товаров – это не простая задача. 
Основываясь только на столь малом количестве информации о новом продукте, человек не 
может утверждать, что продукт ему понравится. Именно для решения таких задач использу-
ются рекомендательные системы. 
Системы рекомендаций позволяют пользователю выбрать среди всех доступных объек-
тов именно те, которые будут ему интересны. Данные системы обрабатывают информацию, 
как о самом объекте, так и о действиях пользователей с этими объектами. Наиболее попу-
лярны рекомендательные системы в интернет-магазинах, например, OZON.ru, но есть серви-
