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The Statistical Evaluation of Collective Risk Models
With Various Distributional Assumptions
Abstract
Our thesis includes 2 sections. In section 1, we mainly discuss the distribution
function and the empirical simulation of the total claims amount for a portfolio with
multiple distributional assumptions, under the collective risk mode! for a single period.
In section 2, we discuss the collective risk mode! for an extended period, which
mainly deals with the amount of surplus over several periods of time. Let Un denote the
surplus at time n, then we interested in the probability of ruin, that is, the probability that
there exists an n such that Un< O. In this section, we put forward an algorithm for the
probability of ruin (both theoretical and empirical) using this mode!, with various
distributional assumptions, and compare the theoretical and empirical results.
The reference of this project is Actuarial Mathematics, Newton L Bowers, Jr. et
al 1, published by the Society of Actuaries, 1997.

Introduction:
The collective risk mode! is most often used in Actuarial Science to estimate
aggregate claims. This mode! mainly deals with claims generated with a random process
in a portfolio of policies. In this project, we will discuss collective risk models for a
single period and collective risk models for an extended period.

Section 1: Collective risk models for a single period
Introduction
Suppose there are N daims produced in a portfolio of policies in a specified time
interval, and the amount of claims are X 1 , X 2

...

XN, respectively. Then

N

S=

LX;is the total amount of claims for the portfolio in the specified time interval. We
i=l

are interested in the distribution and statistical properties of S.
In chapter 12 of Bowers et al 1, the authors present 2 fundamental assumption s for S:
1. X 1 , X 2

•••

X N are identically distributed random variables .

2. the random variables N, X 1 , X 2

•••

X N are mutually independ ent.

In this section, we will obtain the theoretical distribution function of S und er
various distributional assumptions, and conduct an empirical simulation. Then we
compare the theoretical and empirical mean and variance of S.
The distributional assumptions for N and X are as follows:
N~Poisson( 100).
For X, there are 3 distributional assumptions :
(i) X~N(µ=lO00,

ci =10000),

(ii) X~Gamma(k=20,0=50),

then E(X)= µ=1000 , Var(X)=

ci=10000

then E(X)= k0=1000, Var(X)=k0

2

= 50000

(iii)X~Exp(À. =1/1000), then E(X)= 1/ l =1000, Var(X) = l/ J 2 = 10 6
We will deal with the 3 cases one by one. According to the formulas in
MATLAB, we use Norm(l000,10000), Gamma(20,50) , Exp(lO00) to generate (pseudo-)
random numbers from these 3 distributions below.

The Mean and Variance of S:
The true mean and variance for Sare given by:
Formula 12.2.5:

E(S) = p I E[N]

Formula 12.2.6:

Var(S) = E[N]Var(X)+p ~ Var(N)

(see chapter 12, pp . 368) where p 1 is the mean of each claim amount X .
We provide below a table for the comparison of the true, discrete approximation
to, and empirical mean and variance of S.

Discrete Approximation Mean and Variance Values for S:
If we make another assumption that the claim amount is restricted to the positive
integers, then we can use Theorem 12.4.3 in Bowers et al I to calculate a discrete
approximation to the mean and variance of S.
An algorithm for this discrete approximation of the mean and variance of S is:
first , generate the theoretical probability mass function of S by the formula

f s(x) =

t

[a+ :]p(i)fs(x-i),

in Theorem 12.4.3. Forx = l to 200000, we use the

iteration method based on f s (0), and compute the distribution fonction of S for outcomes
ranging from for 1 to 200000. The algorithm is in Appendix A.
The graph of the PDF of S under each distribution assumption is below. From
these graphs, we can see that, under each distributional assumption for X, the distribution
of S is always approximately normal, a consequence of using a Poisson( 100) random
variable for the random number of claims.
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Figure 1.1: PDF of S for Case (i): X~ Normal(l 000, 10000).
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Figure 1.2: PDF of S for Case (ii): X~ Gamma(20, 50),
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Figure 1.3: PDF of S for Case (iii): X~ Exp(IO0O).

Based on the distribution function of S, we can compute the mean and variance of
S under this discrete approximation for the outcomes of X.

Empirical Mean and Variance of S:
Algorithm for empirical simulation :
Stepl: generate a random number P which follows a Poisson(l00) distribution;
Step2: based on the value P=p, we generate p iid random variables X; under each
distribution assumption.
N

Step3: sum the X; s to get S =LX;

as a realization of S.

i; I

Repeat Steps 1-3 10,000 times and compute the mean and variance of S. We obtain
Table 1.1 below summarizing these simulations for Section 1:
Table 1.1: Mean/variance table of S for different distributions for X:

True
Distribution and
Discrete Approx. Empirical
parameter
5
8
2
9.9983 *10 4 / l.0163*10 8 10 5 / 1.0l *10 8
N( µ= 1000,cr = l 0000) 10 /l.01 *10
Gamma(k =20, 0 =50)
9.9981*10 4 / 1.0581*10 8 10 5 /1.05*10 8
10 5 /1.05*10 8
Exp( À= 1/1000)
10 5 /2*10 8
9.5*10 4 /2 .13*10 8 10 5 / 1.9623*10 8
* E[S]/Var[S] in each cell.
Comparing the true values given by formulas 12.2.5 and 12.2.6 to the discrete
approximation values ofTheorem 12.4.3, we can see that, for the Normal and Gamma
distributions, the discrete approximation values for E(S) and Var(S) are almost exactly
the same as the true values, indicating that the discretization has little effect on these two
parameter values of S. For the Exponential distribution, the discrete approximation
values of E(S) and Var(S) are a little away from the true values. This is because, given
the same expectation for each of the 3 distributions, the variance of theEexponential
distribution is much larger than that of the normal and gamma distributions. If we change

the parameter for exponential distribution to 2000, we find that the result is much closer
to true value, in comparison to the Exp( 1000) of case (iii).
Under each of the three distributional assumptions, the empirical mean and
variance of S is close to the true value. Our simulation is successful.

Section 2: Collective risk models for an extended period
Background:
Collective risk models for an extended period mainly deal with the amount of
surplus over several periods of time.
Let Un denote the surplus at time n, c denote the premiums per period collected up
through time period n, and Sn denote the total amount of claims paid by the insurance
company through time n. Then Un= u + ne - Sn . Here u is the initial surplus, c is the
n

amount of premiums collected in each period (it is a constant), and Sn =

LW;,W; is the
i= l

sum of all claim amounts during period i. Our assumptions about W;: W; (i= l,2 ... n) are
independent identical distributed random variables.
The ideal situation is that, for all n, Un

~

0, that is, the surplus is always

nonnegative for all time periods. Unfortunately, this is not always the case. What we
interested in is the probability of ruin, that is, the probability that there exists an n such
that U,, < O. We use Ur to denote the value ofU n such that Un< 0, with T realizing the
value that is the minimum number n at which the surplus process is negative. By
definition, Ur< O.

Theoretical Foundation:
The adjustment coefficient R is used to compute the theoretical probability of ruin . In
thegeneral case, R is the (smallest) positive solution of the equation: (fom1ula 13.2.6)

Here Mw is the moment generating function of W. In case 1 and case 2 below, we have
simplified formulas for R .

-

Let {jJ(u)denote the theoretical probability of ruin, and R denote the adjustment
coefficient. We have:

Theo rem 13.2.1 : Let Un= u + ne - Sn, with each of U ,,, u and c defined at the
n

beginning of Section 2. Here S,, = ~)V;, for n=l,2 . .. ,K and the W ; are mutually
i=l

independent and identically distributed random variables with E[W;] = µ
u > 0, rjj(u) =

exp(-Ru)

~

c . Then, for

for T < oo

E[ exp( - RU f ) ]

Two cases based on assumptions about W;:
Case 1:
Consider W; as a whole, and W; ~ normally distributed . In this simulation study, we

always assume the W; 's have mean=l0,000. In this case, we have: R = 2(c - µ)
2
(Y

Using our algorithm for Case 1 (see Appendix B), we obtain the following table for
theoretical and empirical probabilities of ruin for different sigma choices.

Table 2.1: Theoretical and Empirical Probability of Ruin

µ=10000, cr= 2000
Normal

Theoretical

Empirical

Theoretical

Empirical

u/c
1000
3000
5000

12000
0.1050
0.0180

12000
0.0963
0.0162

13000

13000

0.0028

0.0024

0.0442
0.0028
0.0001

0.0267
0.0020
0.0001

µ=10000, cr=2500
Normal

Theoretical

Empirical

u/c
1000
2000
5000

13000
0.0819

13000
0.0696

0.0399

0.0325
0.0023

0.0027

Theoretical

Empirical

14000

14000

0.0487
0.0094

0.02542

0.0004

0.0004

0.0099

We can see for most cases, the empirical value and theoretical values are in good
agreement.

Case 2:
Let the W; have a compound distribution . That is, both the number and the
amount of daims in each period are random. Clearly, this case is more complex than
Case 1. We always suppose the number of daims follows a Poisson( 100) distribution,
and we have several distributional assumptions for the amount of each daim.
In this case, if the number of daims follows Poisson distribution with parameter Â , we
have:

Formula 13.2.12:

R= 2{p
Pi

1

here p 1=E(X), p 2 =E(X 2 ), 0 is given by: c=(l +0)µ.

Because of the large amount of computation, we use a limited range of values of u
and c, such that the probability of ruin ranges from about 0.0001 to about 0.2 in the
algorithm below and is ideally about 0.05.

Subprogram 1
Step 1. generate a random number N, for N~ Poisson( 100) .
Step 2. based on the number N, generate N independent identically distributed claims
amount X 1 , X 2

•••

X N for various distributional choices:

Continuous Distribution Choices:
(i) X~Norm(µ=l000, cr2=10000) then E(X)= µ= 1000 Var(X)= cl=l0000
2

=50000

(ii) X~Gamma(k=20,0=50)

then E(X)= k0=1000 Var(X)=k0

(iii) X~Exp( À =1/1000)

then E(X)= 1/ À =1000 Var(X)=l/ À 2 =10 6

Discrete Distribution Choices:
2
(iv) X~ Geometric (0.1) then E(X)= (1-0.1)/0 .1=9, Var(X) = (1-0.1)/0.1 =90

(v) X~ Binomial (40,0.5) then E(X)= 40*0.5 =20, Var(X)= 40*0.5*(1-0.5) = 10
(vi) X~Negative Binomial(40,0.5) then E(X)= 40*(1-0.5)/0.5=40, Var(X) = 40*(10.5)/0.5 2 =80
For these discrete distribution choices, we multiply X by an appropriate coefficient
to make the mean of claim amount close to 1000 (we always constrain the mean of claim
amounts to 1000 or close to 1000 for simulation purpose ). For X~ Geometric (0.1 ), the
coefficient is 100, for X~ Binomial (40,0.5), the coefficient is 50, for X~Negative
Binomial(40,0.5), the coefficient is 25.
N

Step 3: compute W= LX;,
i=I

(the sum ofN random claim amounts)

Step 4: repeat steps 1-3 20 times, and for j=l through 20 periods, and compute S j =
j

~)V;. Then we apply the formula: Un =u+nc-S

n

(formula 13.2.1), with K=20 periods .

i=I

Then we compute U I through Un. Set U=( U 1 , U 2

•••

Un). (U is a vector with 20

elements).
Step 5. If there exists an element of U that is less than 0, then we record the first
element ofU that is less than 0 (we call that element a in Subprogram 1). This ends one
iteration of Subprogram 1.
We repeat Subprogram 1 1000 times, and count the number of ruins out of 1000 in
Table 2.2.
(We canuse this program for different choices of c and u).
Table 2.2: Number of Times Ruin Occurs in 1000 Simulations of Subprogram 1

Normal
u/c
0
5000
10000
15000
20000
30000

110000
203
91
45
25
6
2

120000
17
9
1
0
0
0

130000
1
0
0
0
0
0

Gamma
u/c
0
5000
10000
15000
20000
30000

110000
214
101
48
25
10
2

120000
34
14
2

130000
3
1

Exp

u/c
0
5000
10000
15000
20000
25000

120000
93
62
28
16
9
2

130000
23
9
6
1
0
0

140000
6
0
0
0
0
0

150000
0
0
0
0
0
0

The desired result is: probability of ruin should be no more than 5%. We can choose
the values of u and c in Table 2.2 that make the probability of ruin no more than 5%. If
the probability of ruin is very small (less than 0.5%), we do not run the algorithm and the
table entry is entered as O. For each distributional assumption, we made several choice s
of c and u that produced empirical ruin probabilities approximately in the 0.005 to 0.05
range.
Next, to improve the quality of the empirical estimates of the probability of ruin, we
applied the modified algorithm below .

Subprogram 2
Step 1 (**this is for empirical probability of ruin**) .
Repeat Subprogram 1 (steps 1-5)1000 times, and count the total number of U's that
have negative elements. Suppose there are m Us that have negative elements, then
P 1=mil 000 is the empirical probability of ruin estimate.
Step 2 (**this is for theoretical probability of ruin**)
Based on the number of ruin occurrences (out of 1000) from Subprogram 1, we make
an assumption that U r follows discrete uniform distribution, that is, for each
Ur observed to be negative, we have P(U r )= 1/m. (mis the number of ruins). The

realized value of U r equals the value obtained at the end of Subprogram 1, (that is, the
first element in U that is less than 0) .

-

-

2~

After computing R by the formula R =--

1

(formula 13.2.12), we can compute the

P2
theoretical probability ofruin by the formula: ij(u)

exp(-Ru)

= ------

E[ exp( - RU f)]

(by Theorem 13.2.1) where the expectation in the denominator is calculated under our
assumption that each observed negative value of UT has the same probability 1/m.
Subprogram 2 end.
Because of the large variance of Sn (discussed below), we apply the following main
program to improve the empirical and theoretical probability of ruin estimates.

Base Simulation method (for empirical and theoretical value on average):
Repeat the Subprogram 2 a total of 50 times and compute the mean and variance of P 1
and ij(u). Here Pl and ij(u) are empirical and theoretical probabilities of ruin,
respectively. This process was implemented using a large matrix in Matlab.
For some cases, the Base Simulation method is still not sufficient to offset the effect
of the randomness in Sn, and the difference of theoretical and empirical estimates was
still too large. For these cases, we used one of these 2 programs:

Extended Simulation Method 1:Repeat Subprogram 1 10,000 times, and then
repeat Subprogram 2 50 times. Keep other steps the same.
With the Extended Simulation Method I, the difference between theoretical and
empirical probabilities was, as expected, much smaller than with 1000 repli cations.
However, it was computationally very expensive (in Matlab on a PC).

Extended Simulation Method Il: repeat Subprogram 1 5000 times, and repeat
Subprogram 2 500 times.
The result of Extended Simulation Method II is even better than that of the first
extended simulation method. As also expected, the more times repeated, the better the
result. There is an obvious tradeoff between the accuracy and the running time .
Finally, we get Table 2.3 below.

Table 2.3: Estimation of Probability of Ruin
Mean/SD table for empirical and theoretical probability of ruin under different
distributions
Normal

Empirical

Theoretical

Empirical

Theoretical

u/c

110000
o. 1795/0.0127
O. 1020/0.0107
0.04596/0.0081

110000
0.1848/0.0332
0.1051/0.0205
0.0468/0.0116

120000
*0.0220/0.0016
*0.0086/0.0008
*0.0024/0.0005

120000
*0.0250/0 .0159
*0.0103/0 .0057
*0.0030/0.0022

1000
5000
10000
Gamma

Empirical

Theoretical

Empirical

Theoretical

u/c

110000
0.1859/0.0113
0.1083/0.0087
0.05076/0.0056

110000
0.1590/0.0332
0.1015/0.0176
0.0426/0.0113

120000
*0.0241/0.0017
0.0100/0.0014
*0.0028/0.0013

120000
*0.0207/0.0141
**0.0109/0 .0072
*0.0023/0.0019

1000
5000
10000

Exp

Empirical

Theoretical

Empirical

Theoretical

u/c

120000
0.0883/ 0.0093
0.0543/ 0.0080
0. 0283/0. 0048

120000
0.0573/ 0.0400
0.0417/ 0.0206
0.0178/0.0111

130000
*0.0201/0.0017
0.0101/0.0030
0.0045/0.0023

130000
*0.0096/0 .0082
0.0222/0.0216
0.0103/0.0105

1000
5000
10000

Geometirc

Empirical

Theoretical

u/c
1000
5000
10000

110000
0.0680/0.0069
0.0401/0.0061
**0.0188/0.002

110000
0.0516/0.0346
0.0327 /0.0239
**0.0156/0.0065

Binomial

Empirical

Theoretical

Empirical

Theoretical

u/c

110000
*0.0225/0.0015
*0.1049/0.0028
0.0480/0.0031

110000
*0.0219/0.0109
*0.0881/0.0075
0.0387 /0.0062

120000
0.0222/0.0053
*0.0090/0.0009
0.0021/0 .0017

120000
0.0517/0 .0100
*0.0086/0.0042

Empirical

Theoretical

Empirical

Theoretic al

110000
0.1832/0.0126
*0.1089/0.0026
**0.051/0.0033

110000
0.1690/0.0307
*0.0903/0 .0077
**0.0412/0.0066

120000
120000
.0223/0 .0116
*0
.0014
*0.0241/0
*0.0098/0.0009
*0.0089 /0.0048
0.0023/0 .0012
NaN /NaN

1000
5000
10000

Negativ e
Binomial
u/c
1000
5000
10000

NaN/NaN

Note: the numb ers without stars are obtained by the Base Simulation Method , the
numbers with one star are obtained by Extended Simulation Method I, and the numb ers
with 2 stars are obtained by Extended Simulation Method II.

The cause of the difference between theoretical and empirical probability:
First, since the number of daims is random , and the amount of each claim is also
N,

random , so W ;

=LXhas compound distribution based on N and X
j

j •

This makes the

j= l

n

variance of W ; large. Furthermore, Sn

,so S n is the sum of many random
=LW;
i=I

numbers each with large variance. The computations of both theoretical and empirical
probability are based on Sn , so they will be affected directly by the variance of Sn .

Second, our assumption that U r follows discrete uniform distribution is rather
simplistic and this affects the accuracy of the calculation of the expectation in the
denominator of the formula for the theoretical probability of ruin .
Third, we take K=20 for the number of periods in the pro gram. If we use a larger
K, the result will be better as we would obtain an improved estimation of the denominator
expectation in the theoretical probability of ruin.

Reference: Actuarial Mathematics, Newton L Bowers, Jr et al
Published by the society of actuaries, 1997

Appendix : Main results in chapter 12
The Main results in chapter 12 that are often used in this project:
Formula 12.2.5 and 12.2.6 in chapter 12, P368:
Formula 12.2.5:E(S)=p I E[N]
Formula 12.2.6: Var(S)=E[N]Var(X)+p~ Var(N).
Theorem 12.4.3: for compound distribution, the number of claims satisfy
Pr(N=n)/Pr(N=n-1 )=a+{b/n) for n= 1,2 ... . and distribution of claim amount is restricted to
the positive integers, we have

fs (x) =

t [a+~

]p(i)f s (x -i)

with fs (O)=Pr(N=O).

Main results in chapter 13:
- 20p
Formula 13.2.12: R =-- 1
Pi
n

Theorem 13.2.1: Let Un =u+nc- Sn . Here Sn=

L,W;, for n= 1,2 ... , and W ; are mutually
i=I

independent and identically distributed with E[W ; ]= µ ~ c, for u>O,
exp(- Ru)
lfl(U) =
E(exp(-RUr)

Appendix A
Algorithms and results in mat/ab
Algorithms for Section 1:
Theoretical value for exponential, normal, and gamma:
exp
F = zeros( 400001, 1);
F(l,1) = 3.72007597602084e-044
z = 1:400000;
y =exppdf(z,2000); /*generate the pdf of exponential distribution with lamda=2000*/
for x= 1: 400000
fori=l:x
F(x+l) = F(x+l)+lO0*(i/x)*y(i)*F(x+l-i); /* this is the iteration */
end
end
sum(F)
m = zeros(400002,1); /* mean of f(x)*/
for i=0: 400000
m(i+ 1)=F(i+ 1)*i;
end ;
sum(m)
for i= 1: 400000

/*variance of f(x)*/

v(i)=F(i)*(i- sum(m) )"'2;
end
sum(v)
sqrt( sum( v))
X = 1:400000;
y= F(x);
plot(x,y)
ylabel('F(x)')
title('Plot of S=sum of exp')

norm
F = zeros(200001, 1);
F(l,l) = 3.72007597602084e-044
z = 1:200000;
y =normpdf(z,1000,100);
for x= 1: 200000

for i=l :x
F(x+l) = F(x+l)+l00*(i/x)*y(i)*F(x+l-i);
end
end
sum(F)
m = zeros(200002, 1);
for i=0: 200000
m(i+ 1)=F(i+ 1)*i;
end;
sum(m)
for i=l: 200000
v(i)=F(i)*(i- sum(m)) " 2;
end
sum(v)
sqrt(sum(v))
X = 1:200000;
y = F(x) ;
plot(x,y)
gamma
F = zeros(200001 , 1);
F(l,1) = 3.72007597602084e-044
z = 1:200000 ;
y= gampdf(z,20,50) ;
for x= l: 200000
for i=l:x
F(x+ 1) = F(x+ 1)+ 100*(i/x)*y(i)*F(x+ 1-i);
end
end
sum(F)
X = 1:200000 ;
y= F(x);
plot(x,y)

m = zeros(200002, 1);
for i=0: 200000
m(i+ 1)=F(i+ 1)*i;
end;
sum(m)
for i= 1: 200000
v(i)=F(i)*(i- sum(m) )"2;
end

sum(v)
sqrt(sum(v))
= 1:200000;
y= F(x);
plot(x,y)
X

Algorithm for empirical value

P = poissmd( 100, 10000, 1) ; /* generate 10000 poisson numberwith À = 100
for i=l:10000
R= expmd (1000,[1 P(i)]); /*based on the random number P generated at each time, we
generate P exponential random number with À = 100 O.
S(i)=sum(R);
end
P = poissmd( 100, l 0000, l) ;
for i=l:10000
R= normmd (1000,100, [1 P(i)]);
S(i)=sum(R);
end

P = poissmd( 100, 10000, 1)
for i=l:10000
R= gammd (20,50, [ 1 P(i)]);
S(i)=sum(R);
end

Appendix B

Algorithms for Section 2
algorithm for case 1
B=zeros( 10000, 1);
for i=l:10000
for j=l:20
H= normrnd (10000,2000 ); /* generate a normal random variable with mean 10000 and
variance 2000*/
if j =-= 1
S(j) = H;
else
S(j)=H + S(j-1 );
end
U=l3000*j+ 1000-S(j); /* set c=l3000 and u=l000 */
w(j)=U;
end
A= find(w <0);
[r c(i)] = size(A);
if c(i) ---=O
w(A(l));
B(i)= w(A(l));
end
end
nnz(c)
K =nonzeros(B);
C=zeros( nnz( c), l);
for i= l: nnz(c)
C(i)=exp (-1.Se-003* K(i));
end
nnz( c )/sum(C);
b=exp(- l .Se-003 * 1000)* nnz( c )/sum(C);
b

Case 2:
Subprogram 1
B=zeros( 1000, 1);
/* the whole process is repeated 1000 times*/
for i=l:1000
/*
take n=20*/
for j=l:20
/ * generate a poisson random number with À = 100 */
P= poissmd(l 00) ;
R= gamrnd (20,50, [1 P]);
/* based on this number P, generate P gamma random numbers with k=20, 0=50.* I
H=sum(R);
if j == 1
S(j) = H;
else
j

S(j)=H + S(j-1); /* at this step we have S(j)=

"'IH;
*/
i=I

end
U= 11OOOO*j+10000-S(j);/ * by the formula 13.2.1. Here we set c= 110000, u= 10000* /
w(j)=U;
end
A= find(w<0); /*Ais a matrix include all of the negative elements of w)
[r c(i)] = size(A);
if c(i) ~=0
/* size(A):;t: 0means there exista ruin* /
w(A(l));
/*take out the first element that is less than 0*/
B(i)= w(A(l));
end
end
nnz(c)
/* nnz(c) is the number of ruin*/

Base Simulation method for case 2 ( for Extended Simulation Method
1and Il, we only have to change the parameter for I and i).
B=zeros(l000,50);

/ *make a matrix so we can implement main program on it*/

for 1=1:50
/* repeat subprogram 1 50 times*/
for i= 1: 1000
/* begin of subprogram 1. we change the vector in subprogram 1 to
a matrix so we can implement the repeat pro gram */
for j=l :20
P= poissrnd(l 00) ;
R= exprnd (1000, [1 P]);
H=sum(R);
ifj = 1
S(j) = H;
else

S(j)=H + S(j-1 );
end
U=120000*j+5000-S(j);
w(j)=U;
end
A= find(w<0);
[r c(i)] = size(A);
if c(i) --=O
w(A(l));
B(i,1)= w(A(l));
end
end
a(l)=nnz( c );
end
a

/* end of subprogram 1*/

K=nonzeros(B(:,1));
C=zeros(nnz( c), 1);
for i=l: nnz(c)
C(i)=exp (-2.0000e-004* K(i)); /*2.0000e-004 is the value of R */
end
nnz( c)/sum(C);
b(l)=exp(-2.0000e-004*5000)*
end
b

nnz(c)/sum(C);

/*this is by theorem 13.2.1 */

mean(b)
mean(a)
/* compare the mean ofb and a. here b= lfl(u) is the theoretical
probability of ruin, a=Pl, is the empirical probability of ruin */
var(b)
var(a)

