In the present study we focus on describing the total uncertainty in simulations without distinguishing between contributions from different sources. The total uncertainty in flow simulations has features of both aleatory and epistemic uncertainties currently recognized. Aleatory uncertainty is due to stochastic influences (e.g., random noise) and cannot be reduced. Epistemic uncertainty is subjective and originates from incomplete knowledge at any stage of modeling or simulation. Increasing one's knowledge reduces epistemic uncertainty. One needs to be aware of the distinction between uncertainty and error. The later is defined as "a recognizable deficiency in any phase or activity of modeling and simulation that is not due to lack of knowledge" (Ref. 1) . In practice, however, when the total uncertainty is of prime concern, separation between uncertainties and errors might not be useful. If an error is not acknowledged, it falls into a category of uncertainty due to the lack of knowledge. When we do not know how to eliminate the influence of an acknowledged error, then, it also contributes in the total simulation uncertainty as uncertainty due to lack of knowledge.
There are several mathematical theories (Ref. 6) that describe uncertainty and provide its measures --probability theory, possibility theory, and evidence theory. Probability theory, for instance, is better suited to describe aleatory uncertainty. Possibility theory (Ref. 7) was developed mainly to describe epistemic uncertainty. An extensive literature exists (Refs. 6, 8-10), where various uncertainty theories are compared, their relations are established, and their advantages and limitations are discussed. Evidence theory is among the well-established theories that can handle both types of uncertainty and does not require their separation. In fact, probability and possibility theories are branches of evidence theory. The theory works with limited information and new data can be incorporated as it becomes available. These features make evidence theory attractive for application to CFD problems.
In the present study we explore the potential of the Dempster-Shafer theory of evidence (Ref. 9) to quantify uncertainty in turbulent flow simulations, and develop a mathematically reliable procedure to quantify and possibly reduce the uncertainty of predictive simulations in situations wherein no reference data (experimental or direct numerical simulation data) are available (Ref. 1) . A key element of the present approach is Dempster's rule, which is one of the basic tools of evidence theory (Ref. 9). Its valid application requires that i) the sources of information are independent and ii) they do not strictly contradict one another. These requirements provoked discussion later (Refs. [11] [12] and resulted in various modifications of the rule (see, e.g., Refs. [13] [14] . The present work employs the evidence theory formalism in its original form. Requirements of Dempster's rule and how to meet them in the specific engineering problem considered in this paper are discussed in the following sections.
II. Evidence Theory Terminology and Tools
In this paper, we follow the axiomatic approach of evidence theory given by Shafer in Ref. 9 . A comprehensive exposition of the foundations of evidence theory may also be found in Refs. 12-16. In the interest of space, a brief description of the basic concepts of the theory is provided here for the sake of completeness.
Evidence theory provides two basic tools for quantifying uncertainty in simulations and improving predictionsi) a tool for representing the degree of belief (confidence) that may be attributed to a given proposition on the basis of given evidence, and ii) a tool for combining evidence from different sources (Dempster's rule). Let U denote a quantity and U the finite set of its possible values. Then, propositions can be of the form "the true value of U is in
A", where A is a subset of U. Whenever A is interpreted as a proposition, its complement A (the set of all elements of U not in A) must be interpreted as the proposition's negation. The set of all subsets of U, the power set, includes the empty set ∅ (corresponding to a necessarily false proposition, since the true value cannot lie in ∅ ) and the entire set U (corresponding to a necessarily true proposition, since the true value is assumed to be in U).
In evidence theory, the impact of evidence on our belief in different propositions is described by three related functions --the basic probability assignment function (m), the belief function (Bel), and the plausibility function (Pl). The basic probability assignment function assigns a number ( ) m A to each subset A of U such that ( ) 0 ∅ = m for the empty set ∅ , and the sum of basic probability assignments (BPAs) for all subsets A of U is equal to unity:
The quantity ( ) m A is the measure of the belief that is committed exactly to A but not to any particular subset of A.
The belief in A is based on available evidence that supports exactly A. As m(A) is a measure of the belief committed exactly to A, it does not represent the total belief committed to A. In evidence theory, a measure of the total belief (degree of belief) in A is defined as
Bel A m B (2) reflecting the fact that the evidential support committed to one proposition is committed to any subset containing it.
A subset A of U is called a focal element of a belief function Bel over U if ( ) 0 > m A
. The union of all focal elements of a belief function is called its core. The plausibility measure is related to the basic probability assignment m:
Belief and plausibility measures are related by the equation ( ) 1 ( ) = − Pl A Bel A . Some properties of these measures are ( )
The last two expressions show that the two measures are nonadditive, that is, the sum of belief measures and the sum of plausibility measures are not required to be equal to unity. It is a consequence of uncertainty in available evidence. When evidence supports with certainty mutually exclusive propositions, the two measures coincide and the additivity rule is recovered.
Notice that the way one defines subsets A of U and links actual evidence to their basic assignments ( ) m A depends on the problem being considered, one's current limited knowledge, and available evidence. Additional information can change the set of propositions and how evidence determines our degree of belief ( ) Bel A in these propositions.
Dempster's rule is a technique for combining evidence from different sources to improve predictions.
Mathematically, application of Dempster's rule to two or more belief functions over the same set U yields a new belief function given by m is equal to the intersection of the cores of should not strictly contradict each other and they should be based on independent sources of evidence. We discuss how to satisfy these requirements for the specific problem being considered in the paper in the following sections.
III. Problem Statement
We The problem is to quantify the uncertainty in the computed streamwise mean velocity profiles at prescribed chordwise positions (say, x1 and x2 in Fig. 1 ) in the light of experimental data, and predict the velocity profile at a new location xp.
IV. Solution Procedure and Results
In this section we explain how the basic concepts of evidence theory can be applied to quantify uncertainty.
Specifically, uncertainty is quantified in terms of a basic probability assignment function (m-function) for intervals in which the deviation of computed results from experimental data falls. These m-functions are combined with the predictions of turbulence models at a new location (xp in Fig. 1 ), where experimental data is unavailable. The resultant predictions of these models are fused using Dempster's rule (at each ordinate along the normal to the airfoil surface) to determine i) the intervals in which velocity value is likely to fall and ii) the measure of belief for each interval. This procedure is expected to yield a more reliable prediction of the velocity profile at this location than each turbulence model does separately.
A. Uncertainty Quantification in Turbulent Streamwise Velocity Profiles
We choose the deviation of the computed streamwise velocity profile from experimental data as the evidence to work with. The deviation (Dev) is defined as where experimental data are available (using interpolation, if necessary), and thus it is a function of position.
As the experimental data available to calculate deviation values (Dev-values) is finite, the range of deviation is finite as well. Therefore, it is always possible to specify at least a single finite interval, which includes all Devvalues. Based on this observation, one can say that all available evidence (Dev-values) supports the proposition that the deviation of mean velocity value (computed with a given turbulence model using given grid and numerical procedure) from corresponding experimental data is likely to fall inside this finite interval. Obviously, our
proposition that evidence supports this specific interval is subjective and corresponds to the available database.
More experimental data could possibly increase the size of this interval. pronounced maximum, and unsupported subinterval (Dev-intervals) may alternate with supported ones. A scattered deviation distribution yields no useful information. A deviation distribution over the single interval and one scattered over several subintervals are two limits of possible Dev-distributions, which are not very informative. We observe that for the purpose of the present work, the most useful Dev-distribution would be one that is of the concave type, i.e., with one subinterval with maximum evidence support (more Dev-values fall inside this subinterval) and with the evidence to support subintervals on both sides of this subinterval monotonically decreasing. Subintervals with nonzero support are focal elements of the Dev-distribution and the set of all of them constitutes its core. Although there is no guarantee that for any engineering problem, there exists such a Dev ∆ that allows one to construct the Dev-distribution with the desirable property of a concave shape, interestingly enough it turned out to be the case in the problem considered in the present paper.
In the case of Dev-values distributed over a set of subintervals instead of a single interval, we define the basic probability assignment for each subinterval as the ratio of the number n of Dev-values falling inside the subinterval to the total number N of Dev-values used to build the Dev-distribution:
where i is the index over focal elements of the Dev-distribution. In this case, because all subintervals are disjoint and there is no ambiguity in how evidence supports different subintervals, the BPA for each subinterval is equal to the degree of belief and the degree of plausibility (see expressions (2)- (3))
In deviation distributions constructed in such a manner, the subinterval with the maximum support shows how far the uncertainties and errors in the computational procedure (which includes model uncertainty, grid resolution, experimental error, etc.) will likely force the simulation results to deviate from reality (represented by experimental data). Obviously, the most favorable scenario would be the one where the most supported subinterval includes the zero Dev-value. Another feature of a Dev-distribution to be considered is the size of its core. The smaller this size, the more focused is the combined contribution of uncertainty sources and better is the accuracy of the simulation.
The size of Dev ∆ indicates whether evidence supports one subinterval over others. The smaller Dev ∆ one can choose without compromising the properties of the Dev-distribution, the better the accuracy of predictions that can be achieved, as will be shown in the following sections.
These three characteristics -the location of the maximum, the size of Dev ∆ and total range of Dev-values --of Dev-distributions can be used to compare, for instance, the accuracy of simulations with different turbulence models and the effectiveness of changes in computational procedure. However, these topics are beyond the scope of the present paper. The current paper focuses only on exploring the possibility of using the information provided by Devdistributions to quantify uncertainty and improve the accuracy of turbulent flow predictions in situations where no data representing reality is available.
Intuitively, the more experimental data used, the more confidence we have in a Dev-distribution. For example, let us consider two Dev-distributions -- Dev -distribution, BPAs have to be recalculated though:
where i now is the index over subintervals with nonzero support of the 
To satisfy condition (1), we assign the BPA equal to 
B. Application of Deviation Distributions for Predictions
In this section we describe a procedure we developed to quantify, and possibly, improve predictions of turbulent flows, that is, simulation of a flow for which no reference data, such as experimental or results of direct numerical simulations are available. The procedure relies on the results of computations with turbulence models and Devdistributions used to assess the accuracy of simulations made with these models in a controlled environment. In the procedure we do not choose between various turbulence models. Instead, we fuse the information they provide. , but we would like to predict ( / ) U y c at this position and to determine the accuracy of the prediction.
( Fig. 1 , 0.9 xp = ). The procedure includes six steps:
Step 1: Dev-distributions are built for both models at each position: / 0.75 x c = (x1 in Fig. 1 ) and / 0.95 x c = (x2 in Fig. 1 ). Four Dev-distributions and four m-functions attributed to these Dev-distributions result from this step.
Step 2: m-functions from Step 1 are independently applied at each mesh point in the y-direction to velocity profiles calculated at / 0.9 = x c . For each model, one obtains two different, but equally likely, sets of supported intervals around a computed ( / ) U y c . Different sets correspond to the m-functions obtained at different x/c positions. Each set reflects our belief that the true value of ( / ) U y c lies inside of one of its intervals, and BPAs of different intervals define the degree of belief that we associate with each interval.
Step 3: Dempster's rule is applied to combine at each y/c-position the sets of intervals of possible true velocity values obtained for different turbulence models using the m-functions from different x/c positions. Two different, but equally likely, solutions are obtained.
Step Step 6: At each y/c-position, the interval with maximum degree of belief is extracted. Such intervals form a velocityprofile along the y-direction, which we call the swath of maximum degree of belief. The swath of maximum degree of belief is supposed to be more reliable than individual turbulence model calculations, and ideally, coincides with experimental data, if they are available.
In sum, evidence theory tools are applied in Steps 1 and 3. Techniques for Steps 4-6 are described in detail below. Although the procedure is described for two statistical turbulence models, there are no limitations on the number of turbulence models, the type of models, and the kind of flow this procedure can be applied to. For instance, results from statistical turbulence models can be fused with those of large-eddy simulations or with the data produced by any other method. Also, there is no restriction on the location of specific x/c-positions.
Step 1
Since we use Dempster's rule to fuse information from different sources (results of simulations with different turbulence models), it is required that the degrees of belief to be combined should be based on independent sources of evidence. Independence of evidence sources is important, but its definition is highly subjective (Ref. Step 2
Expression (5) can be used for prediction in the following manner. If one knows the value of the deviation and the calculated value, one can try to define the "true" velocity value, that is, the value, which would coincide with the experimental data if available. There is no guarantee, but it is our belief that the velocity value found in such a way would better reflect reality. Thus, we rewrite expression (5) in the following way.
We do not know the 
given that the y/c-positions are those of mesh points. 
This procedure explains why the single maximum is a desirable property of a Dev-distribution. In a given flow at a given flow position ( / , / ) x c y c there could be only one velocity value and one velocity interval that includes this value. Thus, evidence should favor one interval over others to avoid contradiction.
As we ignore the sign of deviation in the present case to increase statistics, we do not know on which side of the calculated velocity value lies the "true" velocity value; we apply to the calculated velocity value the same Dev- product of uncommitted beliefs does not relate to any specific interval. If two intervals do not intersect, the measure,
should be deduced from the total belief. Then, the BPAs for intersecting intervals should be renormalized accordingly. This is how expression (4) for Dempster's rule is derived.
No area in Fig. 5 should be deduced from the total belief. So, renormalization is not required. Therefore, the basic probability assignment function m, which corresponds to Fig. 5 , is defined as 
The corresponding Bel-function can be obtained from expression (2); plausibility functions are not used in the current study. (4)). As the intervals of this set are disjoint, the total belief that the "true" velocity value is contained in an interval is equal to the BPA of that interval.
Fusing solutions KE1 and KW2 results in their combined solution R1 (Fig. 6a) . Solution R2 is the result of combining KE2 and KW1 (Fig. 6b) . The bands of color in Fig. 6 indicate the areas where the true velocity profile could fall. It is not expected that the true velocity profile will be found outside of these bands. Statistically, solutions R1 and R2 are equally likely. Therefore, they will be averaged in Step 4. Step 4
In this step, two solutions R1 and R2 are averaged. The velocity intervals of the two solutions are combined at each y/c-position independently. In order to resolve the mismatches in size and location of the velocity intervals of the two solutions, we choose the most refined interval set (with a minimum Dev ∆ ) to increase the accuracy of predictions. Then, the other solution is projected onto the chosen set.
The procedure is described below in detail.
Let us assume that the set of the R1-solution is more refined and, therefore, we will project the solution R2 onto the velocity intervals of the solution R1. At a given y/c, 11 m is the BPA of the velocity interval 11 12 [ The averaging technique used in this paper is one of the simplest and is well suited to the present study. Step 5
Initially, bypass this step and go to Step 6. If the final velocity profile obtained in Step 6 has discontinuities, perform
Step 5. An example of a solution with a discontinuity is shown in Fig. 10a . This velocity profile is extracted directly from the solution R12 (see Fig. 8 ).
Step 5 attempts to resolve this issue.
Any combination rule applied in such a way that the value at y/c is independent of the neighboring ones will likely lead to discontinuities in the solution. Also, using the absolute value of the deviation instead of the deviation itself leads to possible ambiguity in the position of the "true" velocity value at each y/c. The suggested smoothing procedure reestablishes the continuity of the mean velocity profile.
The procedure we use for smoothing is, in fact, a mathematical representation of a basic rule that exists in nature and society: the distributive property of a system of interacting elements. Obviously, different systems distribute a quantity in different ways. We are interested in the simplest and fastest procedure to redistribute our degrees of belief to take into account the interaction existing between velocity values at different y/c-positions.
The system of interacting elements can be represented as a matrix, with matrix elements representing the system elements. The value of an element is equal to the amount of the quantity of interest, which the element possesses initially. The degree of interaction between matrix elements is determined by their positions in the matrix. In relation to the problem considered in the paper, matrix elements are velocity intervals. Each row represents velocity intervals at the same y/c-position. The value of each matrix element is equal to the degree of belief it is assigned initially in the solution R12. In other words, the matrix constructed in such a manner is a mathematical representation of Fig. 8 .
It is better to illustrate the smoothing procedure in application to a very simple case. Let us assume that we have a 3x3 matrix A with elements ij a . Using an algorithm involving the distance between elements in matrix A, we construct the new matrix B (Fig. 9 ) with elements ij b :
In expression (13) , the distance between matrix elements is defined as 
is the smoothed one. The transformation of matrix A to matrix C is shown in Fig. 9 for a simple example consisting of unit elements: 1 ij a = .
The matrix A constructed for the solution R12 (Fig. 8) , consists of 27x8 elements (27 elements along the ydirection and 8 velocity intervals at each y/c). A smoothed distribution of belief over the entire velocity area is obtained in two iterations.
Obviously, the degree of belief, which the resultant matrix C assigns to its elements, depends significantly on the smoothing algorithm used to construct the matrix B. In this sense, the algorithm we described above is not unique.
Other problems might require modifications of (13) or the development of other approaches. However, for the problem considered in this paper, the algorithm has worked well. 
Step 6
At each position y/c, one can select the single interval that has the highest belief that the "true" velocity value lies inside that interval. Connecting such intervals along the y-direction, the swath of maximum degree of belief can be extracted. This swath is the most probable candidate to include the "true" velocity profile. In figure 10a , such a swath is shown for the solution R12 before it is smoothed. For smoothed solution R12 (not shown here), the swath of maximum degree of belief is given in Fig. 10b . agreement with the experiment. Our approach combines the results of both models, and yet, our prediction is also in very good agreement with the experiment. It shows a good potential of the approach to correctly "weight"
contributions from different sources. Also, in contrast to the k ε − model result, our approach produces not just a single line, the accuracy of which cannot be estimated in the absence of experimental data, but zones with welldefined degrees of belief. This is an obvious advantage of the present method.
C. Influence of other sources of uncertainty on the solution
In the example considered above, we did not take into account the fact that the first x/c-position ( / 0.75
where we built Dev-distributions, lies farther from the x/c-position ( / 0.9 = x c ) at which we make the prediction, than the second x/c-position ( / 0.95
). In the future, it would be interesting to explore how to quantify this type of uncertainty. In the current study, we have only studied how the lack of such information influences the predictions.
For the case considered above, it turns out that the prediction is not influenced by neglecting this source of For this case, only the averaged R12-solution (Fig. 11a) and the smooth swath of maximum degree of belief (Fig.   11b ) are shown. To obtain the smooth swath, three iterations are made in Step 5. One can see that degrees of belief of velocity intervals are lost during smoothing in this case. The reason is that after the smoothing, the maximum element in matrix B corresponds to the zero-value element in the initial matrix A. Therefore, the calculation of elements in the matrix C by expression (14) returns zero. One can consider such a result either a shortcoming of the smoothing procedure or a clear indicator that, in this case, the uncertainty resulting from different distances between
x/c-positions does influence the result of the prediction, and therefore, should be explicitly included in the procedure. This issue will be addressed in future studies.
The prediction quality itself is also worse than in the previous case. Still, even in such an unfavorable situation, the position of the "true" velocity profile predicted by the approach is qualitatively more correct than the profile calculated by the k ω − model. Thus, it allows us to infer that, in the absence of experimental data, the suggested approach is more reliable than the result of a single model calculation, even though not all sources of uncertainty are taken into account. In addition, we note that the approach is flexible enough to incorporate uncertainty from various sources to improve prediction quality. In this paper, an approach for quantifying uncertainty in turbulent flow simulations and for using this information to quantify and improve the quality of predictions in untested conditions is developed. The approach relies on the mathematical tools of evidence theory, which are customized here for application to total uncertainty in simulations.
Application of this approach to a subsonic turbulent flow around the RAE 2822 airfoil has provided encouraging results. In the future, we plan to apply the approach to other cases of the RAE 28822 flow, introduce a mathematical description of uncertainty originating from the distance between validation and prediction points, and consider the prediction of other flow parameters, as well as predict flow around an airfoil using results of validation of turbulence models in flows around other types of airfoils.
It is worth noting that this approach is not restricted to turbulent flows, or even, more generally, to aerodynamic flows. We believe that any problem which involves different modeling alternatives and has appropriate data can benefit from this approach.
