Abstract-Modeling background and segmenting moving objects are significant techniques for video surveillance and other video processing applications. Most existing methods of modeling background and segmenting moving objects mainly operate in the spatial domain at pixel level. In this paper, we present three new algorithms (running average, median, mixture of Gaussians) modeling background directly from compressed video, and a two-stage segmentation approach based on the proposed background models. The proposed methods utilize discrete cosine transform (DCT) coefficients (including ac coefficients) at block level to represent background, and adapt the background by updating DCT coefficients. The proposed segmentation approach can extract foreground objects with pixel accuracy through a two-stage process. First a new background subtraction technique in the DCT domain is exploited to identify the block regions fully or partially occupied by foreground objects, and then pixels from these foreground blocks are further classified in the spatial domain. The experimental results show the proposed background modeling algorithms can achieve comparable accuracy to their counterparts in the spatial domain, and the associated segmentation scheme can visually generate good segmentation results with efficient computation. For instance, the computational cost of the proposed median and MoG algorithms are only 40.4% and 20.6% of their counterparts in the spatial domain for background construction.
T HE explosive growth of video sources has created new challenges for data transmission, storage, and analysis. Various data compression technologies have been widely used to solve problems of video transmission and storage. Now we can easily obtain immense video data from video cameras through hardware compression devices. However, how to effectively and efficiently process them is still an open problem. Most computer vision algorithms are not efficient enough to process such huge video data, since they are usually designed for uncompressed images in the spatial domain. If we record video at 30 frames per second, we will have 2 592 000 images per day from only one camera. It is clear that we need more efficient ways to process video data.
Video surveillance is a major source generating huge video data. Surveillance systems use video cameras to monitor the activities of targets (humans, vehicles, etc.) in a scene. Since it is very difficult for a human operator to keep alert for many hours, automatic tracking technologies have been studied for decades aiming to replace or reduce human efforts. In order to analyze activities of interested objects, it is necessary to extract them from scenes. Although different moving object segmentation approaches such as [1] [2] [3] [4] [5] [6] have been proposed for different applications, a popular technology in the existing video surveillance systems is background subtraction, which extracts moving objects in an image sequence captured from a static camera by comparing each coming frame with a background model. A crucial step of this technique is to obtain a stable and accurate background model.
A lot of literature about video surveillance has been directed to the issue of constructing background models. Most existing approaches operate in the spatial domain, and follow the same philosophy that a background model is independently estimated for each spatial location through a series of pixel values (gray or color) at temporal axis. The Kalman filter-based approach [7] , also called as running average (RA) approach, is an early robust approach, which has the desirable computational speed and low memory requirement. References [8] and [9] describe its modified version, selective running average (SRA), and the application in real-time traffic monitoring. Wren et al. [10] used a Gaussian distribution to model each background pixel in their Pfinder system. Piccardi [11] called this a running Gaussian average (RGA) and argued the standard deviation introduced could provide an adaptive threshold for classifying pixels. Median filtering is another background modeling technique commonly used by many systems [12] [13] [14] . Cucchiara et al. [15] gave an approximate implementation by evaluating the medoid. McFarlane and Schofield [16] discussed to roughly estimate the median through adaptively increasing or decreasing the background value by one. Cheung and Kamath [17] reported the simple median approach could provide competitive performance with low computational complexity. The mixture of Gaussians (MoG) based approach [18] , [19] has obtained tremendous popularity due to its capability to model multimodal backgrounds. Elgammal et al. [20] demonstrated the use of non-parametric estimation to model background, which can be considered as an extension of [18] and [19] with more Gaussian mixtures. More complex approaches can be found in [21] [22] [23] . Toyama et al. [21] used the Wiener prediction filter to estimate the current background. Han et al. [22] presented a sequential density approximation method to identify density modes, and then a Gaussian component was assigned for each mode to represent the background. Wang et al. [23] presented a method called SACON that estimates a background model through computing sample consensus, and reported its promising performance on the Wallflower image sequences. Contrastively, [24] , [25] exploited a new philosophy that a background model was estimated based on pixel blocks, instead of independent pixels. Although the spatial correlation of neighboring pixels is taken into account, the robustness of their models could not be guaranteed due to lack of a mechanism to adaptively maintain a background model in real-time. Moreover, their approaches involve very high computational complexity.
In recent years some compressed-domain analysis techniques have been developed for video surveillance and object-based video encoding. Most approaches only exploit dc coefficients of the discrete cosine transformation (DCT) [26] [27] [28] [29] [30] to identify moving regions. So they can only obtain very rough silhouettes of moving objects at the block resolution, and cannot obtain object contours in pixel accuracy. Since they are disconnected from the spatial domain, many computer vision and image processing technologies cannot be integrated with them. Contrastively, Babu et al. [31] presented a novel video object segmentation approach in compressed domain with pixel accuracy, which are based on sparse motion vectors in MPEG compressed domain.
In this paper, we propose a background subtraction framework in compressed domain, which models background directly from compressed video using DCT coefficients and is able to extract moving objects at the pixel resolution. To demonstrate the feasibility of the framework, three styles of background modeling approaches, i.e., the RA algorithm, the median algorithm, the MoG algorithm, are designed in the DCT domain. They can generate background with comparable accuracy to their counterparts in the spatial domain in a more efficient way. Based on the proposed background models, we present a two-stage segmentation approach to extract moving objects with pixel accuracy. Compared with [30] , our segmentation approach based on background models has lower computational cost. Thus, our work gives a new solution that can efficiently and accurately process compressed surveillance video.
The rest of the paper is organized as follows. We present our background models in the DCT domain in Section II. Section III describes a two-stage approach to extracting moving objects with pixel accuracy based on the proposed background models. Extensive evaluation experiments are shown in Section IV. Section V concludes the paper.
II. BACKGROUND MODELING ALGORITHMS IN DCT DOMAIN
For efficient storage and transmission, raw video data are often compressed by removing spatial and temporal redundancy. Fig. 1 illustrates a video compression framework adopted by many popular international video compression standards, such as MPEG-1, 2, 4 and H.26X. According to these standards, a video sequence consists of I-frames, P-frames, B-frames. An I-frame is encoded and decoded independently, while a P-frame or B-frame needs to refer to adjacent P-frames or I frames to be encoded or decoded. Each I-frame is divided into 8 by 8 pixel blocks in the spatial domain, and then each block is transformed by DCT into a set of coefficients in the frequency domain to reduce spatial redundancy. The DCT is defined as (1) where , , denotes pixel values in a pixel block, is the DCT coefficient that represents the power corresponding to the signal frequency . The basis matrix for DCT is defined by (2) where , if ; , otherwise. If we convert the matrix , into the corresponding 64-dimensional vectors , by stacking their columns, the DCT can be represented as a concise matrix multiplication (3) where is a 64 by 64 kernel matrix and its th row is just the vector form of the matrix , . Because the DCT is an orthogonal transform, the inverse DCT (IDCT) can be expressed as (4) where denotes the transpose of the matrix . Generally the IDCT is a computationally intensive step in video decoding. As other algorithms in the compressed domain, our background modeling algorithms in the DCT domain do not involve the computation of IDCT. In the proposed algorithms, we use DCT coefficients to represent background at time , where is a 64-dimensional background vector for the th pixel block at time , is the number of blocks in a frame.
A. Running Average Algorithm in the DCT Domain
The RA algorithm in the DCT domain adapts a background model in the same way as its counterpart in the spatial domain, i.e., (5) where denotes the DCT coefficient vector for the th pixel block of the current frame at time . Different from [7] , our algorithm operates on the DCT coefficients for each block instead of pixel values. In the following, we prove that the algorithm described by (5) is completely equivalent to the RA algorithm in the spatial domain.
Let denote a new frame in the spatial domain at time , where is the pixel vector for its th pixel block. So we have . Let denote the background estimation at time in the spatial domain, where is the background estimation for the th pixel block. Suppose the RA algorithms in both domains have the same initial state, i.e., , , and the same learning rate . Using the kernel matrix of IDCT to multiply two sides of (5), we have (6) Since , and , we can iteratively derive (7) from (6) . Furthermore, we obtain the corresponding background estimation formula of the RA algorithm in the spatial domain, i.e.,
Similarly, we can also derive (5) from (8) conversely. So the RA algorithms in both domains are theoretically equivalent. At any time , we can accurately know the background estimation of the other algorithm from that of one algorithm based on (7), if they have the same parameter and the consistent initial background estimation. Since the RA algorithm in the DCT domain needs less computation in decoding, it is more efficient theoretically. This conclusion is applicable to any background modeling technique in the spatial domain, if its background estimation only involves a sequence of linear operations, for instance, the RGA algorithm.
B. Median Algorithm in the DCT Domain
For the median algorithm in the spatial domain, background estimation for each pixel at time is to evaluate the median of pixel values in a history window . Let , where consists of the pixel values of foreground objects, and consists of the pixel values of background at a specific pixel location. Generally most elements of comes from , and the distributions of pixel values from and are separable, i.e.,
or (10) Thus, the median of the pixel values in depends on the elements from , i.e., the median corresponds to a background pixel value. That is why the median algorithm in the spatial domain can work well, especially for single-mode background.
In the proposed algorithm, the background is estimated based on pixel blocks instead of pixels. For each block location at time , there is also a history window associated with it, which consists of the pixel blocks at location for different time intervals. Similarly, let , where consists of the pixel blocks completely covered by the background, and consists of pixel blocks at least partially covered by foreground objects. Similarly, we can expect that most elements of comes from . At the same time, each block in has a corresponding average, and we also expect the average distributions from and are separable. Thus, we can use the median of the averages of the pixel blocks from as an indicator to identify the block from as the background estimation at time . Apparently, the average of a pixel block can be easily obtained from in the DCT domain according to (1) . The proposed median algorithm is summarized as follows. The function is to evaluate the median of the values in the set , denotes the dc coefficient of DCT for the pixel block at time , and as a time tag indicates which block in the history window is a suitable background estimation for block at time .
Since the median evaluation is nonlinear, it is not equivalent to its counterpart in the spatial domain in theory. In comparison with the latter, the proposed algorithm has two advantages. Firstly, the algorithm has much lower computational cost, since the median evaluation is performed only one time for each block while the counterpart in the spatial domain performs 64 times, besides IDCT skipped. Secondly, it keeps the correlation of pixels in the same block, since each block in a background image completely comes from the same frame, while the median algorithm in the spatial domain operates each pixel independently and cannot guarantee it.
C. MoG Algorithm in DCT Domain
The MoG algorithm in the spatial domain models each pixel as a mixture of Gaussians, while our algorithm models the DCT coefficients of each block as a mixture of Gaussians, i.e., (11) where is a 64-dimensional DCT coefficient vector for the block , denotes a Gaussian component density and , is the corresponding component weight.
To avoid expensive computation in modeling background, we assume each component of has the same variance. Additionally, since different components of are independent of each other, we define has the following function form: (12) where is the 64-dimensional mean vector and is the variance for the block . All the parameters in our model are collectively represented by the notion We use a very similar procedure as [19] to adaptively update the background model. The difference primarily lies in that the update is based on blocks instead of pixels, and fewer parameters are involved. For a block , , in the frame at time , a match is defined as (13) where is a model parameter, called a matching threshold. Our algorithm does not estimate and estimates the matching threshold instead. Thus, the set of the model parameters estimated for a block is First, our algorithm checks the block against the existing Gaussian components to find the best matched component. Among the matched components satisfying (13), the best matched component for the block at time is indexed by (14) Once a best matched Gaussian component is identified, its parameters are then updated as follows: (15) where is a user-defined learning rate and . For those unmatched components , their , are kept unchanged, but are adjusted as
Finally the weights of all the Gaussian components are renormalized.
If none of Gaussian components can match the current block , the Gaussian component with the least weight is replaced by a new Gaussian component with the DCT values of the block as its mean, an initially high matching threshold , and a low priority weight. Then the weights are renormalized.
We adopt a similar method to determine whether a block is a foreground block. Let denote the index of Gaussian components ordered based on the ratio of weights to matching thresholds, the first Gaussian components are chosen as background model, and is determined by (16) where is a threshold.
Compared with [19] , the proposed MoG algorithm has more compact model parameters. For an 8 by 8 pixel block, the MoG algorithm [19] needs to estimate and update parameters for the mixture of Gaussians, while the proposed algorithm only estimates parameters. The estimation of fewer parameters means lower computational complexity in updating the model.
III. MOVING OBJECT SEGMENTATION
To locate moving objects in a scene, the background subtraction technique is commonly used. Through subtracting an incoming image from an estimated background image, those pixels with larger difference values than a predefined threshold are classified as foreground pixels. In our framework, we propose a two-stage process to segment moving objects based on the proposed background models in the DCT domain. First a new background subtraction technique in the DCT domain is exploited to identify blocks fully or partially covered by foreground objects, and then the pixels from the foreground blocks are further classified into foreground or background pixels in the spatial domain.
In the first stage, we evaluate the difference between a coming frame and a corresponding background at the block level in the DCT domain. Concretely, we use the Euclidean distance between and , i.e.,
to measure the content difference of the coming frame against the background for block at time , where , denote the DCT coefficient representations of the th pixel block at time for the coming frame and the corresponding background, respectively. If , where is a threshold, the block is labeled as a foreground block. The background subtraction in the DCT domain is completely consistent with its counterpart in the spatial domain, but it takes 64 pixels as a whole. The sum of squared differences (SSD) is commonly used by video encoders to measure the extent to which a block matches another block in the computation of motion vectors, so a large SSD in computing shows the block is occupied by moving objects, where and are the pixel values corresponding to and . We notice that (18) Thus is a background subtraction measure for pixel blocks. Using (17), we can also select blocks to estimate background more accurately. For instance, the selective RA algorithm in the DCT domain is formulated as if otherwise.
The first-stage calculation can speed up the segmentation of foreground objects, since the second-stage background subtraction does not need to be performed on background blocks. That can help those algorithms operating in compressed domain run faster than the segmentation algorithm in the spatial domain. A reasonable high threshold is beneficial, since more blocks are prone to be classified as background. But a high threshold also has some negative effect when very few pixels (e.g., 5 pixels or even less) in a block are covered by foreground objects. In the case, a relatively high makes the block be misclassified as background, which results in permanently missing the foreground pixels. To overcome the problem, a dilation labeling procedure is introduced at the end of the first-stage calculation. Concretely, for each foreground block, its 4-neighbouring blocks are labeled as foreground blocks in the dilation labeling. Intuitively foreground blocks are generally connected with each other, and blocks with very few foreground pixels generally correspond to the boundary regions of foreground objects. Our scheme uses a reasonable high threshold to locate pixel blocks of which most pixels are covered by foreground objects, and the dilation labeling procedure to get back the missing foreground blocks with very few foreground pixels.
Compared with our RA, median algorithms using (17) to identify foreground blocks, the proposed MoG algorithm adopts a similar but more complex way, since multiple background components may exist according to (16) . Thus, for any block in the current frame, its DCT coefficient vector is used to match any background component based on (13) [similar to (17) ]. Only if fails to match any background component, the block is classified as foreground blocks. The difference between (13) and (17) is that the former uses an adaptive threshold learned online instead of a predefined fixed threshold. The dilation labeling procedure is also required for the proposed MoG model.
In the second stage, the IDCT is used to transform the foreground blocks identified in the current frame and the corresponding blocks in the current background into pixel values in the spatial domain. Then any effective segmentation approach in the spatial domain can be used to extract foreground objects at pixel level. Specially, for our MoG model, there are generally multiple Gaussians representing the background. To apply the background subtraction technique, a Gaussian component has to be selected as the reference background. Our scheme uses the latest best matched Gaussian background component as the reference background. To formulate it more clearly, we use to denote the best matched Gaussian background component against the block . For a foreground block at time , let . denote the existing best matched Gaussian background components at different time , where ., and then is chosen as the reference background at time .
It is possible that some applications do not care about the texture and color information of moving objects, and prefer only accurate shape information. In the situation, the IDCT can be only calculated one time for each foreground block instead of two times. Concretely, given current background and a current frame , their difference image in the spatial domain can be calculated by (20) where , , , . For each pixel in block , if the pixel value satisfies (21) where is a predefined threshold, the pixel is classified as a foreground pixel, otherwise background. Compared with moving object segmentation approaches in the spatial domain, our approach works more efficiently, since it is able to locate the blocks covered by foreground objects without fully decompressing video, and the background subtraction in the spatial domain is only performed on foreground blocks, instead of a whole video frame. Generally foreground blocks in a video frame take up a small proportion, so the evaluation of the IDCT is not required for a large number of background blocks. On the other hand, compared with moving object segmentation approaches based on dc coefficients in the DCT domain, our approach can segment foreground objects at the pixel resolution, since the background models utilized do not lose any information and are able to obtain background with pixel resolution in the spatial domain. Thus, the proposed approach is able to combine the efficiency of the approaches based on dc coefficients and the accuracy of the background subtraction approach in the spatial domain together.
IV. EVALUATION EXPERIMENTS
We mainly evaluated the proposed background modeling and moving object segmentation algorithms on a public available test sequence from VS-PETS 2001 dataset. The test sequences from VS-PETS 2001 dataset were captured at a campus parking lot by two cameras from very different viewpoints. The sequence from the first camera was used in our experiments. It consists of 2687 frames with the resolution of 768 by 576 pixels. The test sequence includes many moving objects (e.g., people, vehicles) with different sizes and different speeds. Some vehicles become inserted background objects when they stop and keep static for a while. Thus, the background change is common in the sequence. We manually labeled four different background configurations in the sequence, as shown in Fig. 2 . Besides scene variations, small motion of tree branches and shadow left by a white van and a black van could be noticed easily. We compressed the test sequence into the MPEG-2 format with the bitrate 4.5 Mbps, the frame rate 25 fps and the length of group of pictures (GOP) 12.
The video decoder in our experiments was implemented based on free source codes developed by the MPEG Software Simulation Group (MSSG) and fast IDCT option is set. We performed all the experiments on a desktop computer "IBM M/T 8143-KC2," with Intel Pentium 4 CPU 3.2 GHz, 512 MB RAM, and Microsoft Windows XP Professional. In this section, we first compare the performance of the background modeling algorithms in the DCT domain with their counterparts based on accuracy and computation efficiency. Then the segmentation results of moving objects generated by the algorithms in both domains were also compared. In our experiments, the background is modeled only using I-frames for both the proposed algorithms and their counterparts in the spatial domain. The benchmark algorithms in the spatial domain are implemented based on [7] , [15] , and [19] .
A. Evaluation of Our Background Modeling Algorithms
Since it is very difficult for a human to specify ground truth of the background at any time , we evaluated our algorithm through comparing background generated by our algorithms with their counterparts. Concretely, we used the average difference AD of pixel values to measure the overall difference of background for each time , i.e., (22) where and denote the pixel values of background generated by the algorithms in the spatial domain and the DCT domain at the location , respectively, and is the number of pixels in a background frame. Backgrounds generated by different algorithms differ significantly only at some critical locations, and only prominent differences have significant meaning. For instance, only a large difference of pixel values for the current frame and the background means that the pixel is covered by a foreground object in the background subtraction, and a small difference still show two pixels have consistent semantic content. Thus, we define the ratio of pixels with prominent difference (RPD) to characterize inconsistent background modeling between the proposed algorithms and their counterparts in the spatial domain, i.e., (23) where is the number of pixels with prominent difference between two background frames. In the second stage of our segmentation scheme, we designed a two-threshold background subtraction algorithm in the spatial domain to classify pixels in foreground blocks. Concretely, for a pixel at the location , we use , , to denote the absolute value of the difference of pixel values in three components Y, Cb, Cr, respectively, and each of them has two related thresholds. If the value of the following logical relations: (24) or (25) is true, the pixel at the location is classified as a foreground pixel; otherwise, it is a background pixel, where , , Y Cb Cr are the low threshold and the high threshold for the component . Their values in our experiments are tabulated in Table I . Here we just use (24) and (25) to judge whether two pixels have the prominent difference. Apparently, according to the criterion to classify foreground and background pixels for segmentation, if background estimations at the location from two models in the spatial domain and the DCT domain have serious inconsistency,it is highly probable that at least one of them fails to give correct background estimation.
To compare the RA algorithms in both domains, we set the same learning rate as 0.05, and have them start from the same initial background (the first I-frame). The related experimental results are shown in Fig. 3(a) and (b) . Fig. 3(a) shows the backgrounds generated by the RA algorithms in both domains are completely consistent, even without one exceptional pixel at any time (RPD always keeps zero). Fig. 3(b) further quantifies the background difference by AD . It is noticeable that AD keeps very small values and constant along temporal axis, although video content changes a lot. These observations are consistent with our theoretical analysis. They demonstrate the proposed RA algorithm in the DCT domain can generate the same background as its counterpart does. The average pixel differences across all the frames are at most half of one level for Y-component. Since each component of a background image has 256 levels, the difference of half a level is so small that it can be considered as an error due to rounding.
For the median algorithms in both domains, we made them have the same length of the median buffers, i.e., nine. Fig. 3(a) and (c) summarize the difference between the backgrounds generated by the median algorithms in the spatial and the DCT domains. From Fig. 3(a) , the related RPD is very different from that for the RA algorithms. The maximum RPD (about 0.6%) occurs near the 1750th frame. Therefore, the proposed median algorithm is not equivalent to the median algorithm in the spatial domain. Since the median evaluation is based on blocks for our algorithm, it results in a higher probability to introduce foreground pixels than its counterpart in the spatial domain. For instance, for a block containing only one foreground pixel, the pixel will not generally give rise to large change for the average of the block compared with the case of no foreground pixel in it, so the block is likely to be selected to represent the background. Thus, the pixel-based median performs better in the case. But the values of RPD for most frames are below 0.3%. Fig. 3(c) shows the Y-component has the maximum AD about 1.2 gray-level averagely, while the Cb-component and Cr-component have very small values even less than that for the RA algorithms, since the median evaluation has no rounding errors. Therefore, the two median algorithms have comparable performance, and the median algorithm in the spatial domain is slightly better than our median algorithm in background modeling. The MoG algorithm in the spatial domain models background based on each pixel, and pixel values range from 0 to 255. We use the pixel values of the first I-frame as the initial mean, and choose the initial variance . When none of the Gaussians matches the current pixel value, a new Gaussian is created to replace the least probable Gaussian with the current pixel value as its mean, 100 as its variance, and 0.05 as its initial weight. The MoG algorithm in the DCT domain models background based on each block, and DCT coefficient values range from 2048 to 2047. We use the DCT coefficients of the first I-frame as the initial values, and set the initial matching threshold for a Gaussian as 1200. When none of the Gaussians matches the current pixel block, a new Gaussian is created to replace the least probable Gaussian with the current pixel values in the block as its mean vector, 6400 as its variance, and 0.05 as its initial weight. Both algorithms set the same maximum number of Gaussian mixtures as 4. Fig. 3(a) and (d) give the corresponding experimental results for the MoG algorithms in both domains. From Fig. 3(a) , the related RPD curve shows the backgrounds generated by the MoG algorithms have the maximum difference, and the value of RPD at the 1020th frame reaches 0.87%. It shows the proposed MoG is not equivalent to the MoG algorithm in the spatial domain. However, the Y-component with maximum average difference in Fig. 3(d) has the lower value of AD for most frames than those for the median algorithm, and the Cb-component and Cr-component have very small values as the RA algorithms. Therefore, two MoG algorithms have also comparable performance.
The other aspect in our evaluation is the comparison of time consumed between the proposed background modeling algorithms and their counterparts in the spatial domain. The computational complexity of a background modeling algorithm in the spatial domain involves two parts. One part is that a decoder decodes compressed data into image frames in the spatial domain, denoted by ; the other is the cost of a specific background modeling algorithm itself in the spatial domain, denoted by . If we use to denote the computational cost of IDCT and to denote the cost of a specific background modeling algorithm itself in the DCT domain, we obtain a saving of in time consumption theoretically for an algorithm in the DCT domain, i.e., the saving of the algorithm itself plus the cost of IDCT.
The experimental results of comparing time cost are summarized in the Table II, and the ratio of time cost for the same kind of algorithm in both domains is evaluated. Theoretically the RA algorithms in both domains have the same computational complexity if the video decoding cost is not considered, i.e.,
. The time saving of the RA algorithm in the DCT domain comes from skipping the computation of IDCT. The related experimental results in Table II show the RA algorithm in the DCT domain can save 25.3% in computational cost. Comparatively, the median algorithm in the DCT domain has a much lower computational complexity itself, i.e., , because its median evaluation is performed for each block, not for each pixel. The experimental results show it has a saving of 59.6% in computational cost compared with its counterpart in the spatial domain. At the same time, we see the time consumption of the median algorithm is 1.87 times as that of the running average algorithm in the spatial domain, so the median algorithm itself is a big time consumer. But the time cost of the median algorithm in the DCT domain has only an increase of 1.2% compared with the RA algorithm in the DCT domain. Thus, the proposed median algorithm itself is more efficient, and is the main reason of the saving of 59.6% in computational cost. Compared with the other two algorithms in the spatial domain, the MoG algorithm in the spatial domain is computationally the most expensive one. Its time consumption is almost as 3.62 times as that of the median algorithm in the spatial domain. Yet the MoG algorithm in the DCT domain is very efficient, compared with its counterpart in the spatial domain, and its computation cost is only 20.6% of the latter. This efficiency mainly results from fewer model parameters to be estimated, i.e., the algorithm itself, just as our previous analysis indicates.
B. Evaluation of Moving Object Segmentation Algorithms
We used two sequences to evaluate the proposed segmentation algorithms. Besides the sequence (Sequence I) used to evaluate background modeling capability, the "waving trees" sequence (Sequence II) is also selected to show the performance in dynamic scenes. In order to quantitatively compare the proposed algorithms with their counterparts in the spatial domain, we selected four typical frames from the Sequence I and manually label all the pixels of moving objects as the ground truth. The sequential numbers of these frames are 505, 841, 1357, 2269, respectively, and they correspond to four different background structures. For the Sequence II, we used the ground truth provided by [21] . Two metrics, false negative rate (FNR) and false positive rate (FPR), were used to quantify the segmentation performance of each algorithm. They are defined as the number of foreground pixels wrongly classified the number of foreground pixels in the ground truth the number of background pixels wrongly classified the number of background pixels in the ground truth
In our experiments, we used the first I-frame as the initial background, since it does not include any foreground object. For all the proposed algorithms except the MoG algorithm, foreground blocks were first located through (17) . We chose the threshold in our segmentation experiments. For the MoG background model, the unique classification algorithm for foreground blocks was utilized based on (16), and we chose . Once a block was classified as a foreground block, the representation of the block and the background block in the DCT domain at the corresponding location were transformed into the spatial domain, where any background subtraction algorithm can be applied. In our experiments, the aforementioned two-threshold background subtraction algorithm was used. by our algorithms to identify foreground blocks. Equation (18) shows the SSD of the DCT coefficients is equal to the SSD of the corresponding pixel values in that block. That means our method integrates the results of background subtraction from 64 pixels in a block together to classify the block, and the correlation among neighboring pixels is considered. Even if the difference at a pixel location in the block is very high, the pixel can still be classified as background, as long as the differences at other pixel locations in the block are so small that the sum of squared differences for all the pixel locations is lower than a predefined threshold. At the same time, the proposed algorithms in the DCT domain commonly have a higher FNR than their counterparts. At the same time, we observe the results for the Sequence I and Sequence II are very different. Under our parameter setting, all the algorithms identify the waving tree as a foreground object. In fact, the tree in the Sequence II waves so violently that it seems they cannot be labeled as background according to our criterion. It results in a very high FPR, but a very low FNR is also obtained (only ten foreground pixels are misclassified for RA (DCT), MoG (DCT). Table IV gives the time consumptions of segmenting moving objects from various background models. The first and second row of Table IV gives the total time consumptions that include background construction computation and foreground object segmentation. The time consumptions for only segmenting moving objects are listed in the third row and the forth row Table IV , which are evaluated through subtracting the corresponding time consumptions for background construction in Table II . We noticed that the time consumptions of segmentation for the median algorithms are lower than that of the RA algorithms. In our implementation, we used integers to represent the background for the median algorithms, but we used double floating numbers for the RA algorithms. Thus, when the same background subtraction technique is applied, the median algorithm costs less time, since integer subtraction is much more efficient than double subtractions. The proposed segmentation scheme makes the background subtraction computation be performed only on a small part of blocks, but our experimental results show it does not surely result in less time in the segmentation of moving objects. To identify foreground blocks, the proposed segmentation scheme needs to compute the difference between two blocks from current frame and current background based on (17) , which involves 64 multiplications. Moreover, IDCT is also required to be performed on those foreground blocks before background subtraction. Compared with the segmentation computation of the algorithms in the spatial domain, these extra computations mean the proposed segmentation scheme may cost more time than their counterparts. In other words, the time for the extra computations may exceed the saved time due to no background subtractions for background blocks. For example, the segmentation time cost for the median background model in the DCT domain is higher than their counterparts in our experiments, while the segmentation time cost for the RA background model in the DCT domain is lower than its counterpart. For the MoG background models, a different segmentation method is used. The same extra computations are also required for the MoG background models in the DCT domain. But the segmentation method in the DCT domain can efficiently identify foreground and background through sorting weights of Gaussian components one time for each block. Comparatively, its counterpart does the same ordering evaluation for each pixel, i.e., 64 times for each block. In our experiments, the segmentation time cost for the MoG background model in the DCT domain was far less than its counterpart, which shows the efficiency of the identification of background blocks can compensate the extra time cost due to the extra computations. The last row in Table IV gives the time cost ratio of the algorithms in the spatial domain and the DCT domain, when we consider background modeling and segmentation of moving objects together. These ratios show it is efficient to model background in the DCT domain and then segment moving objects through the proposed approach, especially based on the proposed median and MoG background model. In our framework, only 48.4% (median) and 19.6% (MoG) time is required to extract moving objects with comparable accuracy.
V. CONCLUSION
We have developed three new algorithms (RA, median, MoG) to model background directly from compressed video. Based on these background models in the DCT domain, the proposed segmentation scheme can effectively segment moving objects with pixel resolution. We have mathematically proved that the proposed RA background modeling algorithm has lower computational complexity but the same accuracy. Our evaluation experiments shows these background models in the DCT domain can generate the same or the comparable background estimations as their counterparts in the spatial domain, but they work in a more efficient way, especially for the developed median and MoG algorithms (the cost is 40.4% and 20.6% computation time of their counterparts in the spatial domain, respectively). Their efficiency can be well explained through our theoretical analysis. Our evaluation experiments also show that the proposed segmentation scheme based on the proposed background models can generate a visually better segmentation results, and has lower computational complexity in segmenting moving objects. For instance, the time cost of segmenting moving objects based on the median and MoG background models in the DCT domain is only 48.4% and 19.6% of their counterparts, respectively. Our experiments demonstrate the developed approaches to modeling background and segmenting moving objects from compressed video are effective and efficient. These approaches can be applied in many applications related to processing compressed video data.
