Abstract: This article introduces the first Spoken Language Identification system developed to distinguish among all eleven of South Africa's official languages. The PPR-LM (Parallel Phoneme Recognition followed by Language Modeling) architecture is implemented, and techniques such as phoneme frequency filtering, which aims to utilize the available training data to maximum efficiency, are utilized. The system performs reasonably well, achieving an overall accuracy of 71.72% on test samples of three to ten seconds in length. This accuracy improves when the predicted results are combined into language families, reaching an overall accuracy of 82.39%
INTRODUCTION
Spoken Language Identification (S-LID) is a process whereby the most probable language of a segment of audio speech is determined. This choice is made from a set of possible target languages, be it a closed set where all possibilities are known or an open set with unknown languages included in the test corpora as well. S-LID is a difficult task since the process to identify and extract meaningful tokens (from the audio) upon which a decision can be made is itself prone to errors.
This article describes the process followed to create an S-LID system that is able to distinguish among all eleven official languages of South Africa. The accuracy of the system, as well as techniques used to improve on initial baseline performance are reported. In addition, the effect of clearly defined language families on the accuracy of the system is investigated.
The article is structured as follows: Section 2 provides an overview of the background to the S-LID task and the specific challenges encountered in the South African environment. A short description of the general system design and data sets used follows in Section 3. Section 4 discusses the research approach, Section 5 details the results obtained on a per language basis and Section 6 investigates the role of language families. The article is concluded in Section 7 with some suggestions for further optimization.
BACKGROUND
In this section, the background to the S-LID task is discussed in greater detail, specifically focusing on the following areas: Section 2.1 provides a brief overview of the S-LID task; variables that influence the accuracy of S-LID systems is examined in Section 2.2 with the formulas to measure the system performance given in Section 2.3; and Section 2.4 takes a more in-depth look at the Parallel Phoneme Recognition followed by Language Modeling (PPR-LM) approach to S-LID. Furthermore, background is also provided on the official languages of South Africa (in Section 2.5) and possibilities for a South African S-LID system are examined in Section 2.6.
S-LID task overview
A segment of audio speech has several features that can differ from language to language. These may be used in different S-LID system designs, each with varying complexities and results. Prosodic information, which includes factors such as rhythm and intonation, was an early focus of S-LID research [3] , as was spectral information [11] , which characterizes an utterance in terms of its spectral content. Other approaches include reference sounds [5] and other raw waveform features [4] . These features represent a low level of linguistic knowledge (limited or no language-specific information is required), and the systems utilizing these features are typically simple in design.
In addition, systems that use language-specific information (such as syntax or semantics) have been developed, and it has been conjectured that there is a correlation with the level of knowledge presented within the extracted features and the results of the system utilizing those features [9] . However, systems with a higher linguistic knowledge representation have also proven more difficult to design, requiring a more complex architecture and greater computational power. This in turn implies that more accurate systems require more labeled training data. Therefore most researchers prefer to utilize acoustic resources [12] , especially phonetic tokens, as is the case with the PPR-LM approach, which is discussed later.
Variations of the PPR-LM approach provide state-of-the-art accuracies and require no additional linguistic knowledge apart from what can be deduced from large labeled audio corpora.
Variables that influence S-LID accuracy
Related work has identified a number of factors which play an important role in the classification of a complex syntax that has been constructed from a set of distinct tokens, such as natural language. These factors include the following:
• The number of tokens available in a sample used for testing [12] .
• The amount of available training data [8] .
• The classification algorithm [7] .
• The level of similarity of the target languages [2] .
The composition of the target languages is of particular importance in this article, as it is much harder to distinguish between related languages such as isiZulu and isiXhosa than between two unrelated languages such as isiZulu and English [2] . The number of target languages also has a significant influence on overall system accuracy, as researchers have been able to achieve much better results using language-pair recognition than trying to recognize between several languages at once [11] . The use of an open test set instead of a closed test set also has a negative effect on system accuracy, and complicates the design of the system as a whole.
Current benchmark results are established by the National Institute of Standards and Technology (NIST) Language Recognition Evaluation (LRE) [12] . Initially started in 1996, the next evaluation was in 2003, after which the evaluation has been repeated every two years. The NIST-LRE measures system achievements based on pair-wise language recognition performance. A score according to the probability that the system incorrectly classifies an audio segment is calculated for each target-non-target language pair. The average of these scores (C AV G ) then represents the final system performance. Figure 1 expresses the historic scores achieved across three different test sample lengths. Note how the longer segments outperform those of a much shorter length.
Measuring the system performance
The system developed for this article does not function on a language-pair basis, and therefore this specific measurement will not be used for the remainder of the article. Instead, the performance of the system as a whole is measured by evaluating both the front-end and the back-end separately.
The Automatic Speech Recognition (ASR) systems used for phoneme recognition in the front-end are evaluated using both the phoneme recognition accuracy and phoneme correctness. Accuracy and correctness are defined as follows:
where N is the total number of labels, D is the number of deletion errors, S is the number of substitution errors, and I is the number of insertion errors.
As for the back-end classifiers, the overall accuracy of the S-LID system, as well as the precision and recall for each language is reported. The overall accuracy is simply the percentage of all utterances correctly identified by the classifier. Precision and recall scores of a specific language l are defined as follows: (4) where l correct is the number of utterances correctly classified, and l incorrect and O incorrect represents the number of false accepts and false rejects respectively.
The PPR-LM approach to S-LID
PPR-LM is an S-LID system configuration whereby the audio data is first processed into a phoneme string before the actual classification is performed [8] . The first step (referred to as the front-end) extracts phonotactic information in the form of phonemic tokens from the audio signal. The resulting string of tokens is then passed to a back-end where some form of language modeling (for example n-grams) is used to determine the most probable language from the set of target languages [6] . The front-end usually consists of the phonemic recognizer modules of a number of ASR systems, as the above-mentioned tokens are commonly language-dependent phonemes. Although PPR-LM systems can function with a tokenizer trained in only one of the target languages [11] , tokenizers for several of the target languages that process the audio in parallel seem to be the most accurate system configuratio [7] . In such a case, the typical PPR-LM system usually utilizes one tokenizer for each of the target languages.
Once the audio signal has been processed by the front-end, the resulting token strings are scored by a classifie in the back-end and the language with the highest probability score is returned. Language models are usually employed to distinguish among languages, although the use of a Support Vector Machine (SVM) [6] has proved to be more successful [7] . The SVM requires that n-gram frequencies are extracted from the phoneme strings and represented as a point in a high-dimensional vector-space. Languages are then represented as groups of vectors. Figure 2 provides a visual representation of the PPR-LM architecture. An utterance given as input to the system is passed to three ASR systems (English, French and Portuguese phoneme recognizers in the image) that together form the front-end of the system. These ASR systems produce phoneme strings which are then passed as a vector of biphone frequencies to the language model at the back-end (an SVM classifie in the image) which then predicts the language spoken in the utterance.
Languages of South Africa
Since 1994, South Africa has recognized eleven officia languages. These are listed in Table 1 , along with each language's international ISO language code, the number of native speakers (in millions) and the language family to which it belongs. As can be seen from Table 1 , several of South Africa's officia languages do not have a large speaker population, which makes the gathering of audio resources difficult
Of particular importance to this article is the language families.
These families represent languages which exhibit similarities with regard to grammar, vocabulary and pronunciation. The Germanic languages are of Indo-European origin, but both the other two major It should be noted that though Afrikaans and English are both Germanic languages, they are subdivided into Low Franconian and Anglo-Frisian respectively, and will be treated as different families later in the article.
S-LID for South African languages
Currently, there is no existing S-LID system that can distinguish among all eleven of South Africa's officia languages. Prior work has been done in the related fiel of Textual Language Identificatio (T-LID) which has shown promise [2] . However, T-LID has already achieved impressive results on relative small test sets as early as 1994, and is therefore considered to be mostly a solved problem [13] .
On the other hand, developing a S-LID system to distinguish among all South African languages will prove to be quite a challenge. Referring to Section 2.1, this environment poses the following two main difficulties
• Eleven target languages, and
• Closely related language families.
Another important obstacle which has to be overcome is the availability of high quality audio data. The linguistic resources available for South African languages (such as large annotated speech corpora) are extremely limited in comparison to the resources available for the major languages of the word. Section 3.2 gives more information on the corpus which is used for the development of the current system. Figure 3 should be given particular attention, as the very short lengths of the available utterances will also impact negatively on the system's performance.
SYSTEM DESIGN
This section describes the design of the South African S-LID system. A more detailed description of the system architecture follows in Section 3.1 and the corpus used to develop the ASR recognizers and the S-LID back-end is described in Section 3.2.
System architecture
The South African S-LID system implements the popular PPR-LM architecture, as described in Section 2.3. Here as well, the phoneme recognizers of ASR systems are used as tokenizers to extract language-dependent phonemes from the audio signal. Per training sample, biphone frequencies are extracted from the phoneme strings of each phoneme recognizer and formatted into a vector, with each unique biphone representing a term. (Most of these terms would be zero.) The resulting vectors (one per tokenizer) are then concatenated one after the other to form a single vector for each utterance. This vector is used as an input to the SVM that serves as back-end classifier for the system. A grid search is used to optimize the main SVM parameters (margin-error trade-off parameter and kernel width) prior to classification.
Corpus statistics
The South African S-LID system is trained and tested with the Lwazi corpus, which consists of telephonic audio data as well as transcriptions, collected in all eleven of South Africa's official languages [1] . For the development of the South African S-LID system, all eleven languages in the corpus are utilized. Table 2 provides statistics on the available data. The number of speakers per language is given, as well as the combined number of utterances and the length of the audio data in hours. Table 2 also provides the number of speakers and associated utterances in the training set, which is used to train both the ASR systems in the front-end and and the SVM at the back-end. As can be seen, a test set of about 15% the total size of a language's data is kept aside for validation purposes. Care has been taken to ensure that a speaker is not represented in both the train and test sets. Note that a large percentage of the utterances are extremely short (less than 6 seconds in duration).
GENERAL DISCUSSION OF THE APPROACH
The first step in the development of the proposed system is to establish baseline performance. This is done by developing a system which implements the PPR-LM architecture, as described previously. The baseline system utilizes phoneme recognizers from all eleven official languages of South Africa. The system results are given in Section 5.1 Two improvements are then implemented:
• The Lwazi corpus, as described in Section 3.2, consists of telephonic audio data which is not as clean as audio recorded under laboratory conditions. (Channel conditions, background noise and speaker disfluencies all affect the quality of the available audio.) Problematic utterances can have a negative influence on the overall accuracy of the system; therefore all utterances are automatically filtered in order to refine the system [14] .
• Figure 3 displays the unbalanced nature of the Lwazi corpus when the lengths of the utterances are compared. This may also have a negative impact on the system as a whole, especially when it is considered that the length of the utterances is an important variable which influences the system accuracy (referring to Section 2.2). Therefore the training data is further refined, and all utterances shorter than three seconds are removed from the training set.
Both the baseline system and the refined system are tested on two test sets, one with all utterances three seconds and shorter, and the other containing only utterances longer then three seconds. Results are discussed in Section 5.2
INDIVIDUAL LANGUAGE CLASSIFICATION

S-LID baseline results
Section 4 describes the system which provides the baseline results against which the experiments in the rest of the article are compared. Figure 4 shows that an increasing number of tokenizers results in an increase in performance, as have previously been shown [15] . Therefore, even though it utilizes significant computational resources, the best performing system -with eleven tokenizers -serves as the baseline for the experiments in this article.
As predicted in Section 2.2, the longer utterances perform better than the shorter samples, achieving an overall accuracy of 69.89%, compared to the 56.60% achieved on the shorter utterances. Figure 5 displays the results graphically, with the system performance achieved for the test samples shorter and longer than three seconds plotted separately. Table 3 summarizes the performance of the South African S-LID system on the test samples longer than three seconds in more detail. The accuracy and correctness of the phoneme recognizers as well as the precision and recall for each language are also given. Note that, since the length of the test sample does not influence the performance of the phoneme recognizers, the front-end results presented in Table 3 were generated on the entire test set.
Removing problematic utterances
In order to improve the South African S-LID system, the data used to train the SVM is filtered so that only utterances that have recorded a phoneme frequency of higher than three phonemes per second, and utterances longer than three seconds in length are selected. (The specific values of these variables were determined during prior experimentation.) Furthermore, the number of training utterances available from each language is limited to the same number in order to ensure that the SVM is not biased towards a particular language. A new, refined system is now developed, using this new subset of training data and the same training process as described above.
The data set used for testing is also filtered in a similar fashion as described above, but then divided into two subsets: one containing utterances less than three seconds long, while the other contains all the utterances longer than three seconds. The performance of the refined system Figure 5 : The results of both the baseline system and the refined system, with the overall system performance achieved for the test samples shorter and longer than three seconds plotted on separate graphs.
described above is then verified individually using both test sets. These new training and test sets are recognized by all eleven phoneme recognizers before the resulting phoneme strings are used to retrain and test the SVM classifier at the back-end.
Both sets of samples used to test the system report an increase in performance, achieving 67.29% and 71.72% for the shorter and longer segments respectively. Figure  5 also displays these results graphically, with the system performance achieved for the test samples shorter and longer than three seconds plotted on separate graphs. Table 4 describes the performance of the South African S-LID system on the test samples longer than three seconds in more detail. The accuracy and correctness of the phoneme recognizers as well as the precision and recall for each language are given. The front-end results presented in Table 3 were again generated on the entire test set.
INVESTIGATING THE EFFECT OF LANGUAGE FAMILIES
The S-LID system developed in Section 5 distinguishes between eleven languages, some of which are closely related. In the light of the discussion in Section 2.2, we are interested to know how well the system performs when those distinctions are not attempted. (For practical applications, this may be acceptable, since several of the languages are mutually intelligible.) This was investigated by combining the results according to language families, instead of representing the languages individually. Doing this reduces the number of target groups the recognizer has to distinguish between, and simplifies the underlying relationships.
(The languages with their associated families are listed in Table 1 .)
When the ambiguity of closely related target languages is removed, the systems performance increases even more to an overall accuracy of 71.58% and 82.39% on test samples shorter and longer than three seconds respectively. Table 5 details the performance of the SVM classifier on the longer utterances for both the baseline system of Section 5.1 and the refined system of Section 5.2.
CONCLUSION
The South African context provides a challenging environment for Spoken Language Identification, for two main reasons: the large number of closely related target languages that occur, as well as the restricted availability of high quality linguistic resources.
This article has described the successful development of an S-LID system which performs reasonably well in differentiating among all the official languages of South Africa. Through the careful implementation of eleven different tokenizers, corpus filtering and corpus balancing a practically usable system was developed, The final system is capable of identifying the language family as well as the exact language spoken with an accuracy of 82% and 72%, respectively, for utterances of three seconds or longer. (With the longer utterances in the order of ten seconds in length.)
Further optimization of the system is currently being considered.
Interesting areas of research include analyzing the effect of language family-specific tokenizers, experimenting with longer utterances and chunking and recombining utterances during SVM classification.
