Abstract-This paper concerns the problem of correcting spin-history artefacts in fMRI data. We focus on the influence of through-plane motion on the history of magnetization. A change in object position will disrupt the tissue's steady-state magnetization. The disruption will propagate to the next few acquired volumes until a new steady state is reached. In this paper we present a simulation of spin-history effects, experimental data, and an automatic two-step algorithm for detecting and correcting spin-history artefacts. The algorithm determines the steady-state distribution of all voxels in a given slice and indicates which voxels need a spin-history correction. The spin-history correction is meant to be applied before standard realignment procedures. To obtain experimental data a special phantom and an MRI compatible motion system were designed. The effect of motion on spin-history is presented for data obtained using this phantom inside a 1.5-T MRI scanner. We show that the presented algorithm is capable of detecting the occurrence of a displacement, and it determines which voxels need a spin-history correction. The results of the phantom study show good agreement with the simulations.
I. INTRODUCTION
F UNCTIONAL MAGNETIC RESONANCE IMAGING (fMRI) is used to identify brain areas involved in executing a specific task. The identification is based on the blood oxygen level dependent (BOLD) effect [1] - [3] . Upon activation, blood oxygenation levels change locally in the brain, generating 1%-5% signal changes at the most common magnetic field strength (1.5 T). Any signal modulation not related to the BOLD effect can be interpreted as additional noise in fMRI [4] - [6] . Thus, other processes which induce changes of the same order of magnitude or more, can compromise the final statistical analysis. One such process is the effect of motion on the signal intensity via spin history. The reason is that the fMRI signal is a function of both the current position and the spin excitation history, which depends on the object's position during all previous scans. A displacement during the experiment can modify the intensity of the subsequently scanned volumes, even if those volumes are not displaced themselves. As we will see below, spin-history artefacts will occur especially in those voxels whose relaxation time is much larger than the repetition time . The relative change of signal intensity due to this spin-history modulation can range from 3%-7%, depending on the presence of gaps between the slice profiles. In our view, the treatment of spin-history effects in the fMRI literature has left various open questions. We formulate those questions and propose possible answers.
A description of the impact of noise on the interpretation of fMRI data can be found in Parrish et al. [4] . These authors describe a method that allows the qualitative and quantitative comparison of fMRI methods based on the signal-to-noise ratio (SNR). An experimental study of different sources of noise in fMRI can be found in Zarahn et al. [5] , and Aguirre et al. [6] . Head motion is one of the main sources of noise in fMRI. Depending on: 1) the time at which the change in head position occurs; 2) the pulse sequence used; 3) the type of motion; 4) the amplitude of motion; and 5) the interpolation scheme used for realignment, different motion correction algorithms have been proposed. The majority of these techniques uses retrospective motion correction. That is, time series data are processed after all data have been acquired [7] - [10] . Another technique, known as prospective acquisition correction, updates pulse sequence parameters based on the previously acquired volumes. In this way, influences of through-plane motion on the history of magnetization is minimized [11] - [13] . The retrospective and prospective methods only correct for motion that occurs between the acquisition of volumes. If a change in position occurs during acquisition of a volume, e.g., between acquisition of individual slices, a realignment of the slice stacks can be used to correct for the motion [14] . Finally, motion during the acquisition of Fourier data of a single slice is assumed to be negligible when using fast imaging techniques such as echo-planar imaging (EPI).
In this paper, we restrict ourselves to head motion during the interval between two successive volume acquisitions, which is the most common type of head motion in fMRI. The primary effect of the movement is a change of head position in the scanner reference system. There are several mechanisms that influence the magnetic state of the scanned object through changes in position. The first mechanism is via the main magnetic field irregularities. In order to counter these effects, shimming is performed, but only once, i.e., prior to each measurement, although in principle each new position would require a new shimming. These susceptibility-induced artefacts are difficult to correct. A second mechanism is via the geometry of excitation profiles. Because the excitation profiles are not homogeneous across the object, motion will cause a different impact of these profiles on the magnetic state of the system. If the spin system has no time to return to equilibrium before the next excitation pulse occurs, the magnetic state of the system will depend on the history of past magnetic states. This motion-related effect is known as spin history. The spin-history problem was formulated by Friston et al. [9] . They proposed to reduce the intensity changes by regressing the data against the movement time series derived from the registration procedure. The third mechanism is that motion-related effects, not related to the magnetic properties of the object, are generated by interpolation procedures used for realignment [15] .
We focus on the following questions. 1) Does the set of parameters used for acquiring the data result in a spin-history artefact? 2) In which voxels can an intensity modulation generated by spin-history be expected? 3) How can we automatically detect spin-history artefacts? 4) How can we correct spin-history artefacts? To answer these questions we developed a spin-history simulator program to better understand the link between object motion and spin history. Furthermore, we designed a physical phantom with a user-definable -map, together with a computer controlled, MRI compatible, motion system to study spin-history artefacts generated by through-plane motion. Also, an algorithm to correct spin-history artefacts was developed. Data from the simulation program and the movable phantom were used to check the correction algorithm.
Our spin-history correction algorithm is a two-step procedure, which can be summarized as follows.
Step 1) is the detection phase. First, we use the (usually discarded) first few scans after initialization to classify all voxels into three types: a) Equilibrium voxels, whose relaxation is so fast that they can be regarded as being in equilibrium; b) Steady-State voxels, with a high -value relative to the repetition time, which enter into a steady state far from equilibrium; c) Null voxels, with an intensity too small to be considered for further analysis. Then, during data acquisition, the equilibrium voxels are used as "motion-only" detectors and the steady-state voxels as "motion plus spin-history" detectors, so that we can detect, prior to realignment, voxels where motion or spin-history modulation occurred.
Step 2) of the procedure is the actual correction which makes proper intensity changes of the affected voxels.
Another approach for correcting spin-history artefacts we initially considered is to first estimate maps of the relaxation time and equilibrium magnetization , then use exact information about repetition time, flip angles and slice profile, and finally recalculate, using the Bloch equations [16] , the intensity value of the voxel at a given location and time. Although this approach might work for simulated data, we have found that for real data the estimation of just from the fMRI series does not give reliable values.
The remainder of this paper is organized as follows. In Section II we present a simulation of translational object motion, where data acquisition is carried out following the usual protocol in fMRI, but not yet taking brain activation into account. This allows us to estimate the magnitude and location of these artefacts, and also propose an algorithm to correct them. In Section III, we describe an experimental setup of a specifically designed MRI phantom, which can be moved under computer control with high accuracy inside the scanner, and which can validate the spin-history correction algorithm on data obtained by scanning this phantom. Finally, in Section IV we present the overall conclusions and implications for future work.
II. SIMULATIONS AND CORRECTION ALGORITHM

A. Description of the Mechanism
In fMRI, pulse sequences are usually designed under the assumption that the scanner reference system and the object reference system have the same relative position during the entire measurement. The spin history depends on the slice profile (flip angle profile) in the object reference system. Each RF pulse has a corresponding spatial map of flip angles in the scanner reference system. In the object reference system this map will rotate or translate if the scanned object is rotated or translated. Thus a change in position of the scanned object influences the spin history via the flip angle profile. Most motion correction algorithms that focus on the alignment of the slice stacks [14] do not take this spin-history effect into account.
If there is motion between acquisition of two successive volumes, then the spin history is affected by the position history. If all the regions of the object were in magnetic equilibrium prior to each volume acquisition, there would be no spin-history effect. However, because the spins are excited periodically and relatively rapidly, they do not return to equilibrium, but reach a certain (nonequilibrium) steady state [17] . Normally, the first few (dummy) scans are discarded from further analysis because they contain a very intense spin-history modulation. The steady state of the scanned object is maintained as long as the temporal periodicity of the RF excitations and gradients is maintained in the object reference system. A change in position relative to the slice profiles will destroy this pattern. Thus, a transition period toward a new steady state will occur. The transient state can last for several volume acquisitions after a displacement. The intensity of the signal in those volumes will change during this transition. In the next section we present a quantitative analysis of the spin-history mechanism.
B. Spin-History Simulator 1) Model Description: As mentioned before, the spin history of a scanned object is influenced by a number of factors, such as: a) position and shape of the slice excitation profiles; b) the times at which RF pulses occur; c) the set of positions of the scanned object for each slice acquisition; and d) maps of the equilibrium magnetization and relaxation time (that is, their spatial distribution). The simulation program calculates the behavior of the longitudinal magnetization of a small part of the scanned object as a function of time. The two main parameters for this volume, , are the longitudinal relaxation time . From the position of the entire rigid object it is possible to infer this set of positions for every small subvolume of the scanned object. The motion can have components both parallel and perpendicular to the longitudinal axis . For the simulation we make the following assumptions: a) The acquisition of one slice is based on one RF pulse. The time interval between successive RF pulses is constant. b) RF pulses are treated as instantaneous, i.e., their duration is negligible compared to other relevant time scales ( , repetition time). c) The change in object position occurs between acquisitions of two successive volumes. That is, possible motion during the acquisition of one slice is neglected. d) The intensity of the acquired image is proportional to the transversal component of the magnetization immediately after the RF pulse. e) Other effects that could result from a displacement are neglected, such as shimming effects, interpolation errors, susceptibility effects, and nonuniformity of .
2) Recapitulation of Theoretical Background: The impact of the th RF pulse on the magnetization of will depend on the relative position of with respect to the excitation profile . At is inside the scanner at position . The first RF pulse occurs at and will tilt the magnetization vector over a certain flip angle . The longitudinal magnetization has discontinuities each time an RF pulse occurred, i.e., at times . We use the notation and for the value of immediately before and after the th RF pulse, respectively. The longitudinal magnetization immediately before the first RF pulse is defined as the equilibrium magnetization, i.e., . Straightforward application of the Bloch equations [16] gives the following results for the longitudinal magnetizations 
There are two limiting cases, depending on whether the value of is much smaller or larger than the repetition time, respectively (5) (6) 3) Simulation Parameters: In the simulations, two types of object displacement are applied: a) a vertical displacement in one direction; and b) a vertical displacement which is immediately followed by the reverse displacement. The types of displacement a) and b) will be denoted by "out-of-plane" and "back-and-forth," respectively. In future work, we will also consider the case of rotational motion.
The parameters we used to generate the fMRI time series and the displacements are given in Table II . Other important input parameters of the simulation program are: the 3-D maps containing the spatial distribution of and , and the position of the object along the z-direction (perpendicular to the slice orientation). The 3-D maps were generated from intensity image files (PGM or analyze format).
C. Spin-History Artefact Detection Algorithm
This subsection describes Step 1 of the correction procedure, i.e., the detection phase, during which we find voxels which were affected by pure motion, or by a motion plus spin-history modulation, respectively. The full spin-history artefact correction algorithm is summarized in Fig. 2 . The input of this procedure is an fMRI time series, including the first few acquired volumes, prior to realignment. Displacements occur at unknown time points. We use the two types of displacement introduced in Section II-B, i.e., "out-of-plane" or "back-and-forth."
The output of the algorithm is: 1) a list of volume IDs where displacement occurred; 2) a list of volumes affected by spin-history; and 3) a list of voxels that need spin-history correction. On the basis of this output the artefact correction algorithm to be presented in Section II-D will correct the intensity of affected voxels. We do not attempt to correct those volumes which were acquired at the very moment of displacement, because this involves a realignment procedure and is a subject well covered in the literature. To validate and test the robustness of the algorithm we used the realistic digital brain phantom [19] , [20] to generate a realistic fMRI volume time series. White matter, grey matter and cerebrospinal fluid volumetric data sets are used to create a realistic spatial distribution of and . The detection algorithm consists of two phases. First, we use the first few (dummy) scans after initialization to classify all voxels into three distinct types. Then, during data acquisition, the different types of voxels can be used to determine, prior to realignment, where motion or spin-history modulation occurred. We now describe these two phases in more detail.
1) Voxel Classification:
We distinguish the following three classes of voxels:
• Null voxels [N-voxels]: Voxels with an intensity too small to be considered for further analysis. Such voxels occur for example in regions with no signal, i.e., the black area surrounding the scanned object 1 .
• Steady-state voxels [SS-voxels]: Voxels with a high -value relative to the repetition time, see (6) , causing them to enter into a steady state far from equilibrium, cf. Fig. 3 (left) . The first few measured volumes will show a marked change of intensity.
• Equilibrium voxels [E-voxels]: Voxels with a small relaxation time compared to the repetition time, see (5), 1 These voxels are important for detecting artefacts due to motion during k-space acquisition. causing them to quickly enter into a steady state close to equilibrium ("close" means within the noise level) between two successive excitations, cf. Fig. 3 (right) . A constant intensity (modulo noise fluctuations) after initialization will be observed. This classification is needed when we want to discriminate between changes in intensities generated by displacement only (at the time instants when the actual change in position occurred), and those generated by spin history only (at time instants when no change in position occurred). The first few (3 or 4) volumes after initialization are used to create the classes of E-voxels and SS-voxels. If the intensity change in these first few volumes is of the same order of magnitude as the noise, we assume that we are dealing with an E-voxel type; otherwise, the voxel is classified as an SS-voxel. Although the property of being an E-voxel or SS-voxel depends on the relaxation time of voxels, the value of is not required to classify them. We only need to have access to the, usually discarded, first few volumes. An example is given in Fig. 3 .
Null voxels are responsible for introducing bias to the steadystate distributions used in our spin-history detection and correction algorithm. These voxels have to be discarded by a proper choice of threshold for the voxel intensity. This threshold level is correlated to the noise in regions where there is no MR signal. A common threshold level is 10% of the maximum possible voxel intensity. The algorithm is not very sensitive to this parameter, because there are enough voxels in a transient state to make a robust decision about the times of displacement.
By using the E-voxels as "motion-only" detectors and the SS-voxels as "motion plus spin-history" detectors, we can detect, prior to realignment, where motion or spin-history modulation occurred. In addition, the E-voxels can be used to discriminate between "out-of-plane" and "back-and-forth" displacements.
2) Steady-State Distribution: Our approach to detect displaced volumes and volumes affected by spin history is based upon the steady-state distribution of voxel intensities. This distribution is a statistical detector of the presence of motion and spin-history effects in a time series. For computational efficiency, we obtain the desired distribution by averaging over voxels within a single slice (excluding those with small intensity) instead of a complete volume. Of course, if a correction turns out to be required, this has to be applied to the whole volume (see Section II-D).
To decide whether a voxel is in steady state at a given time , we compare its intensity with that at the previous time Bottom row: the corresponding image histograms. and next time . The voxel is classified as being in steady state if (7) where is a threshold related to the noise level of the MRI scanner. In words, if the difference between the current intensity and either the previous or the next intensity is below the threshold, then the voxel is regarded as being in steady state (for or only a single neighboring intensity is used). To illustrate this rule consider Fig. 3 (right) . According to (7) , the E-voxel is in steady state at volume ID 13 and 15, separated by a nonsteady state at ID 14.
3) "Back-and-Forth" Displacement: Using (7), we can compute steady-state distributions of voxel intensities. First consider a "back-and-forth" displacement. As an example, we consider two slices of the brain phantom whose maps are shown in Fig. 4 . For these slices, we plot in Fig. 5 the total number of voxels (both E-voxels and SS-voxels) that are in steady state in a given volume versus the volume ID.
Next, the distribution for the SS-voxels is plotted separately, see Fig. 6 . We observe a marked intensity change immediately after the time of displacement (at volume ID 15, 20, 25, 35), followed by a slow recovery of the destroyed steady state. So the impact of a displacement on SS-voxels propagates to the next one, two, or even three acquired volumes. The effect is strongest for slice 0, which contains many voxels with high value, cf. Fig. 4 . In contrast, the intensity of E-voxels is affected only at the time of displacement, because E-voxels enter very quickly Fig. 6 . Steady-state distribution for SS-voxels (left) and E-voxels (right), in slice 2, for a "back-and-forth" displacement. In the case of SS-voxels the effect of motion propagates after each displacement (at volume ID 14, 19, 24, 34) to the subsequent (not displaced) volumes (15, 20, 25, 35, 36) . Fig. 7 . Behavior of intensity in the case of an "out-of-plane" displacement for an SS-voxel (left) and for an E-voxel (right). The E-voxel is in the next steady state right from the time (ID 19) when the displacement occurred. This feature is specific to "out-of-plane" displacement. into steady state after a displacement, cf. Fig. 6 . Thus, there is no spin-history effect for this type of voxel. To determine in a robust way when displacement occurred, we need to average the times of displacement over many individual voxels. These moments of displacement are inferred from the time behavior of the steady-state distribution. To this end, we compute the number of E-voxels in steady state in a complete slice. (Remember that the classification into E-voxels and SS-voxels has been made at initialization.) As is evident from the plots for the E-voxels, this steady-state distribution enables us to identify the volume IDs at which a displacement occurred.
4) "Out-of-Plane" Displacement: Next we deal with the case of an "out-of-plane" displacement, which is a change in position which lasts a number of time steps at least equal to the number of time steps needed for all voxels to reach a new steady state. In the example of Fig. 7 (right) , there is an initial steady state up to ID 18, followed by a new steady state starting at ID 19 (there are no "nonsteady states" for this voxel, in contrast to the case of a "back-and-forth" displacement, cf. Fig. 3 . This is explained by the fact that an E-voxel immediately reaches a new equilibrium steady state, so the displaced volume with ID 19 is already in steady state for this type of voxel. As a consequence, the corresponding steady-state distribution is almost flat, cf. Fig. 8 , and does not allow robust determination of the times of displacement.
To detect "out-of-plane" displacements we compute a modified steady-state distribution by counting at each time Fig. 9 . Modified steady-state distributions of E-voxels for a "back-and-forth" displacement (left) and an "out-of-plane" displacement (right). The four displacements occurred at volume ID 14, 19, 24, and 34, respectively. The graph shows, for each volume ID k, the number of voxels which show a transition between two distinct steady-states precisely at time t . Fig. 10 . Distribution of the detected number of steady states for individual voxels. There where four displacements, which should generate five steady states in an ideal noise-free case. Indeed, the distribution of the detected number of steady states has a maximum at 5. There were many voxels (especially those with small T ) where the displacement had a small, below noise level, effect.
This explains the massive presence of voxels with 3 and 4 steady states.
those E-voxels which undergo a transition between two distinct steady-states precisely at time , that is, the intensities and should differ by an amount larger than the threshold . A plot of the distribution of E-voxels having this property singles out the times when an "out-of-plane" displacement occurred, cf. Fig. 9 (right) . For comparison, we also plotted in the same figure the same distribution for a "back-and-forth" displacement. Clearly, this distribution is less appropriate to detect the "back-and-forth" displacements. In this case, the transition between two different steady states is less sudden than in the case of "out-of-plane" displacements, which shows up as broadened peaks in Fig. 9 (left) .
5) Automatic Threshold Selection:
Calculation of the steady state for each voxel requires estimation of the noise in regions where there is no motion or spin-history disturbance. We used the following procedure to determine the corresponding noise threshold [see (7)] automatically. Since, before applying the algorithm, we do not know exactly when a motion or spin-history change occurred, the initial noise threshold is set to two percent of the initial intensity value. In our experience, this starting value gives satisfactory results. If two steady-state average values are within the noise level, we 'glue' them together and update the threshold by recalculating the steady states. In a few (3-5) loops we obtain a stable threshold value for each voxel. From the distribution of the detected number of steady states (Fig. 10) , we conclude that the automated procedure for finding the individual steady states for each voxel works reliably. In Fig. 3 (left) , we show an example of a voxel with four displacements which generated four transitions and thus 5 steady states. Indeed, the distribution of the detected number of steady states has a maximum at 5, cf. Fig. 10 . However, due to the presence of noise, there are also a number of voxels with 2, 3, 4, or 6 detected steady states (Fig. 10) . 
D. Spin-History Artefact Correction Algorithm
Now we present the correction of spin-history artefacts in the volumes acquired after a displacement. We will calculate standard deviation (SD) for each voxel in a slice (disregarding null voxels) to observe the effectiveness of our correction algorithm. To be able to compare different voxels, we use the normalized standard deviation (NSD), defined as the ratio between the standard deviation and the temporal average intensity of a voxel. The distribution of the NSD of all voxels in a slice is a good measure of the effects of motion.
We present simulation results obtained from the phantom data described in the previous section. From the output of the artefact detection algorithm we know which voxels are affected by spin history and at what times these changes in intensity occurred. There are three types of possible voxel intensity changes: i) changes in the first few volumes during transition to steady state; ii) a change due to displacement only; and iii) a change due to spin history only. Each of these changes has a different impact on the standard deviation of time courses of voxel intensities. The detection algorithm presented in the previous section automatically detects these types of changes. We can calculate standard deviations taking into account or excluding the first volumes, the volumes affected by displacement or the volumes affected by spin history.
The impact of volume exclusions can be seen in Fig. 11 . The plots show results prior to any correction. In Fig. 11 (left) , we included the types of change ii) and iii) and excluded type i). The presence of spin-history artefacts and (prerealignment) motion disturbances has a clear impact on the width of the distribution. When we exclude all i), ii), and iii) volume types the resulting distribution reflects the usual noise distribution, with no other effects added [ Fig. 11 (right) ]. An fMRI series, fully corrected for motion and spin history, should have such a distribution. So, by including or excluding the affected volumes, it is possible to detect the presence of motion-related artefacts from the shape of the normalized noise distribution.
Spin-history artefacts become relevant when put in the framework of statistical analysis of fMRI data. The goal of fMRI analysis is to detect a very small change in intensity related to the task of the experiment, by applying statistical techniques to the time series. Any signal modulation not related to the BOLD effect is a confounding effect and can be interpreted as noise (in the sense of the General Linear Model used in the statistical analysis of fMRI data). Intensity fluctuations due to spin history occur in the volumes immediately following a displaced volume. Using the detection algorithm we can localize those affected volumes and the affected voxels in these volumes that are the source of this specific noise. The E-voxels, having a short , do not introduce spin-history noise, but the SS-voxels do. The intensity in the transient regions (postdisplacement volumes) often is different from the steady-state average value. The corrected value is the average intensity of the steady state closest in time to the instant of displacement. This correction is applied only to SS-voxels as identified by the spin-history detection algorithm.
The distribution of the standard deviation is a good global measure for the noise in the time series. Fig. 12 (left) shows this distribution before correction. After the correction [ Fig. 12  (right) ] the width of the distribution has decreased, and because we exclude the displaced volumes, the corrected distribution is similar to the noise distribution [ Fig. 11 (right) ]. A very small amount of voxels has, after correction, a large NSD (above 0.03). These voxels escaped detection and correction because the motion-related artefacts were below the automatic threshold used to detect motion-affected voxels. The distribution of the relative difference between the corrected value and the uncorrected value is given in Fig. 13 . It clearly shows the presence of a significant amount of voxels that have a spin-history artefact in the range of 2 to 5 percent relevant for fMRI.
III. EXPERIMENTS WITH A TRANSLATING PHANTOM
A. Phantom and MRI-Compatible Motion Device
To apply precise translations at specific points in time, we designed a movable phantom which is computer controlled and MRI-compatible. The phantom consists of four major parts, see Fig. 14: the stage, the platform, the phantom body, and a computer with a pneumatic system to control the motion. The stage was custom made to fit into a Siemens head coil (Fig. 14) . The stage also holds four pistons that are used to drive the platform, a guide rail or pivotal point, and four adjustment nuts that are used to restrict the motion of the platform. The platform has two possible degrees of motion: translation along the main axis of the bore and rotation around a vertical axis perpendicular to the main axis of the bore. Motion always occurs from a preset starting position to a preset end position. Maximal displacement and rotation are 2 cm and 10 degrees, respectively. Translation and rotation cannot be applied simultaneously.
B. Experimental Results
We performed several checks before the main EPI experiments. Anatomical high-resolution images (Fig. 15) were taken at each position of the phantom. Using these images we were able to check displacement of the phantom. Measurements were made to check the spatial distribution (by inversion recovery and exponential fits, see Table III ), the proper sealing of the cells and the absence of air bubbles.
In our experiments, we again used two types of object displacement: "out-of-plane" and "back-and-forth," as studied in Section II. In the last experiment (9) the phantom was shaken back-and-forth from volume ID 9 to 18 and volume ID 29 to 38. In total, nine experiments were performed with parameters as shown in Table IV . The EPI measurements used the same pulse sequence and parameter values as in a normal fMRI experiment, cf. Table V . Each EPI measurement is characterized by three parameters which have the greatest impact on spin state: 1) the displacement of the phantom, 2) the gap between slices, and 3) the repetition time. On top of the platform different phantom bodies can be fixed. We have built a phantom body that allows us to spatially vary and properties. In this paper we concentrate on the dependence. The phantom body consisted of 5 layers; in each layer there are 169 cells in a square grid (13 13) pattern. Each cell had the dimensions of 5 mm by 5 mm by 10 mm. The phantom was built from MRI neutral material, i.e., these materials gave no MR signal. The cells were filled with different solutions of copper sulphate (CuSO4) in water and sealed with a drop of kitchen oil. The property of the cells was varied by changing the concentration of copper sulphate [21] , cf. Table III . The range of covers the possible values in human tissues. The values were determined by using an inversion recovery protocol with the following inversion recovery times: 600, 750, 1000, 1250, 1500, 2000, 3000, 4000, and 5000 ms. To the inversion recovery data intensity profiles an exponential function was fitted . The patterns we used are simple geometrical figures (Fig. 15) . Motion of the phantom was controlled using a laptop computer equipped with Labview 6i (National Instruments). Through the serial port, the Labview program recorded the start of each slice acquisition via a trigger pulse generated by the MRI machine. These trigger pulses were used for the timing of the motion. Motion was controlled via two valves regulating the airflow to the pistons.
We looked for the relative changes in voxel intensity in the volumes measured after a displacement occurred. On the basis of the simulation results, we expect a propagation of the disturbance effect induced by the movement to these next volumes. This behavior was indeed found in the experimental data. For example, compare Fig. 16 with Fig. 3 , where a very similar intensity profile is found after each "back-and-forth" displacement.
Recall that a voxel is regarded as being in steady state, if the difference of the current intensity with either the previous or the next intensity is below a threshold determined by the noise level.
In Fig. 17 we show the number of voxels which are in steady state for the slice 0 and slice 2. Null voxels were excluded. This figure can be compared to Fig. 5 which is obtained using the simulation program. Initially, only E-voxels are in steady state, corresponding to volume . After a transition time all voxels enter into steady state. At volume a displacement occurs, so that the measured signal corresponds to different regions of the phantom (no realignment of the data was performed). As a result, the steady state is disrupted, so that the number of steady-state voxels in the next two volumes (IDs 20 and 21) is strongly reduced. At volume all voxels are back in steady state.
The experimental results are in very good agreement with those of the simulation, cf. Section II.
C. Spin-History Correction of Phantom Data
Recall that the correction algorithm consists of two phases. First, there is automatic detection of displacements, and second, the actual intensity correction of affected voxels takes place (see also Fig. 2 ). In the nine experiments as listed in Table IV , we used different types and amounts of displacement, and different gap sizes. The distributions of NSD for slice 2, in experiments 2, 3, 6, and 8 (as listed in Table IV ) are presented in Fig. 18 .
The presence of spin-history artefacts can be observed by comparing the NSD distributions with and without spin-history affected volumes. When we exclude both displaced volumes and volumes affected by spin history (Fig. 18, left column) we get the expected distribution of NSD in the case of no motion. If we exclude only the displaced volumes, we do capture the spin-history artefacts (Fig. 18, right column) . The first two rows (experiments 2 and 3) have a 7-mm displacement, so these two cases show larger effects compared to a 2-mm displacement (experiments 6 and 8, Fig. 18 , last two rows). The experiment with the largest spin-history artefact was experiment 3, in which the gap size and the displacement were largest (Fig. 18, second row) .
In the presence of a displacement, the presence of gaps between slices makes such slices behave similar to the first and last slice, which have an "infinite" gap on one side. These boundary slices have a relatively large spin-history artefact, due to the fact that a displacement into the "infinite" gap exposes the slice to an unsaturated region. Therefore, gap sizes should not be made too large. Obviously, there is a tradeoff between increasing gap size to avoid overlap of successive slice profiles and decreasing gap size to avoid spin-history artefacts.
In the third experiment one "back-and-forth" displacement occurred. This generates two steady states separated by a transient state due to displacement. Because of the presence of noise, the algorithm also detects voxels with one or three steady states [ Fig. 19 (left) ]. The distribution of the duration of the steady states [that is, the number of scans in which the intensity remains constant, cf. Fig. 19 (right) ] is related to the length of the transition phase at the beginning of the scan or after a displacement: the longer this transition phase, the shorter the steady states will last until the motion at fixed volume occurs.
Recall from Section II that E-voxels are used as detectors of displacement and type of displacement ("back-and-forth" or "out-of-plane"). The algorithm uses the steady-state distribution for E-voxels to detect where a displacement occurred [ Fig. 20  (right) ]. In all nine experiments, the detection algorithm successfully identified where the motion occurred and whether it was "out-of-plane" or "back-and-forth." The steady-state distribution for SS-voxels [ Fig. 20 (left) ] contains information about both displacement and spin-history artefacts. From this distribution, the algorithm determines spin-history affected volumes. From Fig. 20 , we see that the volume with right after the displacement is affected, although it is itself undisplaced. The drop in the number of the voxels which are in steady state is more than 30% in Fig. 20 (left) , and about 50% in Fig. 20  (right) . This makes the detection algorithm very robust, even when using only part of the voxels of a single 64 64 slice.
As aforementioned in Section II, the noise distribution of a spin-history corrected time series ideally should have the shape and position of the pure noise distribution. Therefore, the results of the correction algorithm are compared against the pure noise distribution of Fig. 21(a) as measured using the E-voxels. The NSD distribution before correction in Fig. 21(b) is very different from that shown in Fig. 21(a) . After correction, cf. Fig. 21(c) , the distribution is very close to that in Fig. 21(a) . The spin-history artefact is largest in the third experiment, where also the largest values for displacement and gap were used (7 mm, gap factor of 2, see Table IV ). At the other extreme is the eighth experiment (Fig. 18 , last row) with 2-mm displacement and a gap factor of 0.05. In this experiment, the spin-history artefacts are very small as compared to the third experiment, and the noise distributions (Fig. 18, last row, left, and right) are very similar.
The amount of steady-state disruption by a displacement is not a linear function of the amount of displacement or of the gap size. If, at the displaced position, a voxel happens to be in the middle of a gap, it will miss one or more excitations and will depart from steady state. The disruption of the steady state will depend on the extent to which the displacement follows the spatial periodicity of the slice profiles. So it is not always true that bigger displacements imply a larger spin-history artefact. On the other hand, enlarging the gap between slices will increase the chance for spin-history artefacts to appear.
IV. SUMMARY AND CONCLUSION
We have studied spin-history artefacts in fMRI data. These can create spurious brain activations in fMRI studies and may influence realignment procedures. By correcting the spin-history artefacts, the power of the statistical analysis will increase [9] , [22] .
A two-step procedure for spin-history artefact correction was developed. In step 1, the (usually discarded) first few scans after initialization are used to classify all voxels as equilibrium, steady-state or null voxels, respectively, and during acquisition the different voxel types are used to detect voxels where the spin history disturbed the steady state.
Step 2 is the actual correction procedure which makes proper intensity changes of the affected voxels. The proposed correction method is designed to be applied before the usual realignment procedures. The algorithm was validated using simulated and phantom data; both focused on through-plane translations of the object. In the simulations, data acquisition was carried out following the usual protocol in fMRI, but not yet taking brain activation into account.
We showed that the proposed spin-history correction algorithm substantially decreases the noise induced by the spin-history artefact, and makes its distribution approach the pure noise distribution in the absence of motion. The experimental results confirmed the predictions made by the simulation program.
We plan to carry out a comparison of our algorithm with other procedures proposed in the literature which treat the spinhistory noise influences as confounds. Future work will also deal with the validity of the correction algorithm in the presence of brain activation. We expect that in the latter case the analysis presented in this paper will remain essentially valid, in view of the fact that the time scale of the BOLD response is much larger than the time scale on which head motion occurs.
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