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Abstract-Conventional studies on discrete Gabor transforms have generally been confined to the cases of critical sampling and oversampling in which the Gabor families span the whole signal space.
In this paper, we investigate undersampled discrete Gabor transforms. For an undersampled Gabor triple (g g g; a; b), i.e., a 1 b > N, we show that the associated generalized dual Gabor window (GDGW) function is the same as the one associated with the oversampled (g g g; N=b; N=a ), except for the constant factor (ab=N): Computations of undersampled Gabor transforms are made possible. By applying the methods (algorithms) developed in oversampled settings, the undersampled GDGW is determined. Then, we are able to obtain the best approximation of a signal x x x by linear combinations of vectors in the Gabor family.
Index Terms-Gabor operator, Gabor transform, generalized dual Gabor window (GDGW).

I. INTRODUCTION AND PRELIMINARIES
T HE SUBJECT of the Gabor transform [12] concerns the problem of representing signals in terms of building blocks that form a Gabor family. The Gabor family is obtained from one single function by appropriate time and frequency shifts. For a signal , the Gabor representation of is defined as (1) where is a Gabor (synthesis) window function, and is a set of Gabor coefficients. In order to do digital computation for the Gabor transforms, the authors in [1] , [16] , [28] , [30] , and others have derived discrete formulations of (1) . In this paper, we study the discrete Gabor transform (DGT). In order to briefly review the DGT, we need to set up relevant notation. 
A. Notation
where is a Gabor elementary function [22] , [23] , [32] , is called a Gabor family [22] , [27] , and is a set of Gabor coefficients. We call and the lattice constants and and the dual lattice constants. The (discrete) Gabor operator associated with is defined by
Depending on the number of points in the time-frequency (TF) plane, we have the following situations.
• The case in which satisfies is called critical sampling.
• The case in which satisfies is called oversampling.
• The case in which satisfies is called undersampling. There is much in the literature concerning the first two cases. Many interesting results and algorithms have been obtained. We refer to [9] , [11] , [16] , [17] , [19] , [20] , [22] , [23] , [28] - [30] for detailed information.
However, we have not noticed much study on undersampled cases. We are motivated to fill this gap in this paper. We develop close connections between the undersampled and oversampled cases. Then, relevant algorithms are derived.
The organization of this paper is as follows. In Section II, we introduce the generalized dual Gabor window (GDGW) function. We show that the GDGW plays a role similar to the dual Gabor window. It can be used to determine a set of Gabor coefficients. Then, we are able to obtain the best approximations of signals by linear combinations of vectors in the Gabor family. The main results are stated in Section III. We formulate relations between the undersampled DGT and the oversampled DGT. The undersampled GDGW (GTGW) is obtained by the dual (tight) Gabor window in the appropriate oversampled setting. There is a key lemma, which may be interesting by itself in linear algebra. All the technical proofs are presented in the Appendices. In Section IV, we propose relevant numerical algorithms and simulations. We give a brief conclusion in Section V.
II. GENERALIZED DUAL GABOR WINDOW (GDGW)
In order to define the GDGW, we need more notation from [22] .
For a Gabor triple , we define the Gabor basic matrix GAB as the block matrix form the th row of GAB where so that It is clear that GAB is an -by-matrix. and are the first and second rows of the Gabor basic matrix.
Immediately, we have the matrix representation of the Gabor operator as for any signal where GAB GAB is called the Gabor matrix, and denotes the matrix multiplication.
Clearly, is positive semi-definite [14] , [26] . By wellknown results on frames (we refer to [7] and [13] for details on frames) and standard linear algebra, the following are equivalent.
1) A Gabor family is a frame in 2) The linear span of the family is the whole space 3) and are invertible . 4) is positive definite. If is a frame, then and are well defined. and are called the dual Gabor (analysis) window and tight Gabor window functions. Then, the Gabor coefficients in (2) are obtained as for and
The authors in [9] , [11] , [16] , [17] , [19] , [20] , [22] , [23] , and [28] - [30] have derived interesting approaches to determining the dual Gabor window In the undersampled case, how can we represent or approximate a signal in the form of (2)? Can we define in the same way so that we can determine a set of coefficients ? The answer is no. In fact, implies The rank of GAB GAB is at most The -by-matrix is not invertible, and does not exist. However, the pseudo-inverse matrix pinv is uniquely defined [25] , [26] If is known, the following proposition shows how to obtain Proposition 2: The best approximation of from can be represented as for
In particular (8) Proof: See Appendix B. Using the arguments of the proofs of Propositions 1 and 2, the following corollaries are easy to verify. (17) holds.
IV. NUMERICAL ALGORITHMS AND SIMULATIONS
Algorithm 1: For a Gabor triple with and a signal , suppose that generates a Gabor frame; then, the GDGW and the best approximation from the Gabor space are determined by the following. GDGW and GTGW: The rich structures of oversampled Gabor matrices allow us to determine the dual Gabor window and tight Gabor window corresponding to [22] , [23] . Applying Theorem 2 and by GDGW: We calculate the Gabor coefficients as which can be done efficiently using the short time Fourier transform (STFT).
Then, is obtained as
In particular, if
by GTGW:
For
The algorithm is easily derived from the results of Sections II and III. By Algorithm 1, the computations of undersampled DGT are made possible. For an undersampled Gabor triple with , we need to consider the corresponding oversampled case with By employing algorithms in [22] and [23] , we determine the dual (tight) Gabor window function associated with By Algorithm 1, the GDGW associated with is given by , whereas the GTGW Then, for a signal , the best approximation is determined by using the GDGW (GTGW In the following, we present some numerical simulations related to the computations of undersampled DGT. Fig. 1 shows a Gabor window of signal length with lattice constants and Since , it is undersampling. The undersampled GDGW and GTGW are illustrated. Using GDGW and GTGW, we are able to obtain the best approximations and from the Gabor space to a signal Fig. 2 shows the original signal and the best approximations and The relative errors and are about 1.0261e-13 and 1.1502e-14, respectively. Fig. 3 shows the Gabor window and the GDGW and GTGW with large signal length
The lattice constants and Clearly, ; therefore, it is undersampling. Fig. 4 illustrates an original Chirp signal and the best approximations and from the Gabor space to the Chirp. and are computed with the dual Gabor window and tight Gabor window, respectively. They well approximate the original Chirp.
V. CONCLUSION
We have developed relations between undersampled and oversampled Gabor transforms. The introduced GDGW function is similar to the dual Gabor (analysis) window. It is used to determine a set of Gabor coefficients. We proved that the undersampled GDGW is the same as the oversampled dual Gabor window with respect to dual lattice constants up to a constant factor. Similar results were derived for the GTGW. This makes it possible to compute the undersampled DGT. Proof: Since both and are positive semi-definite Hermitian matrices, there exist diagonalizing unitary matrices and (see [26] ) and diagonal matrices and with non-negative diagonal entries such that for Then, we have, by [26, p. 449] and [25] pinv pinv
Write . . .
where for , and Assume that for some are all the different numbers from Then, there exists a real interpolation polynomial [15] such (10) .
From (10) and (11), (12) 
