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In this paper a method is proposed for the optimal design of regulators and 
observers from the disturbance rejection and robust performance points of view. 
For a given set of system parameters, we obtain a measure of the disturbance rejec- 
tion capacity of the system or observer. Optimization routines need to be employed 
to select control or observer gains which maximize the disturbance rejection 
capacity. The general case of time-varying linear systems is considered and time- 
domain techniques are employed. Also the problem of achieving maximum perfor- 
mance as well as required robustness in the presence of parameter uncertainties is 
considered. An expression is derived for the variation of performance with 
parameter changes. The methodology has connections to the H, methods in the 
case of time-invariant systems. An application to an aircraft wing leveler system is 
given to illustrate the methodology. c 1992 Academnc Press, Inc. 
1. INTRODUCTION 
It is important that in the case of a disturbance, the system error due to 
the disturbance be small. Disturbance rejection is an important factor in 
the design of flight control systems for gust load alleviation. Also in several 
situations, such as an automatic landing and low altitude high speed 
terrain following, the effect of disturbances on the response of the airplane 
needs to be small. In this paper we give a measure of the disturbance rejec- 
tion capacity of a system or an observer by solving an optimal control 
problem. Control or observer gains can be selected using an optimization 
routine to maximize the disturbance rejection capacity. The mathematical 
theory behind the method is given in [ 1,2]. Additional related material 
can be found in [3-61. The problem can be reformulated in terms of the 
H, control theory [7, 81 for time-invariant systems and more details on 
this will be given in Section 5. 
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We now review the current state of the art in H, control theory and 
outline the contributions made by this paper. Most of the problems treated 
in H, control over the past few years involve time-invariant systems. 
Reference [9] treats a specialized problem and gives a parametrization of 
all stabilizing controllers that achieve a specified H,-norm bound. The 
computation of the controller involves the solution of two Riccati equa- 
tions. This result has been generalized recently [lo]. Reference [11 J makes 
use of a generalized algebraic operation called conjugation to solve the H, 
problem and once again the computation of the controller involves the 
solution of two Riccati equations. In [12], a certain LQG problem with a 
side constraint on the H,-norm of the closed loop transfer function is 
solved. In this approach it is necessary to solve three Riccati equations. In 
special cases, these three equations can be reduced to two Riccati equa- 
tions. Also, [13, 141 show that when the measured outputs are the states 
of the plant, one can choose a constant gain suboptimal controller. A for- 
mula for the state-feedback gain matrix is given in terms of an algebraic 
Riccati equation. 
The state space approach taken in this paper results in a two-point 
boundary value problem in which ;1 defined above is a parameter. For the 
general time-varying system with a given controller, the parameter i gives 
a measure of the performance of the controller. The parameter I is related 
to y -’ found in [9, Sect. II]. However, the problem considered in [9] is 
to find an admissible suboptimal controller with H,-norm less than a 
prescribed value. Tadmor [ 1.51 extends these results to the finite-horizon 
time-varying case by considering a series of LQ-optimization problems. He 
characterizes uboptimal values and gives a parametrization of all subop- 
timal controllers in the case of finite-horizon time-varying problems. An 
expression for a suboptimal controller which satisfies a prescribed norm 
bound is derived via two dynamic matrix Riccati equations. 
Our approach is to evaluate 1. for a given controller and iterate on the 
controller using a nonlinear programming algorithm to maximize J*. 
Although it is relatively simple to derive conditions which characterize the 
worst disturbance for a given controller, the characterization of i as the 
minimum value of a parameter occurring in a boundary value problem as 
in Theorem 3 is new. Also parameter variations can be conveniently 
handled in our state space formulation. We address the important robust 
performance problem, namely, how to maximize the controller performance 
with a side constraint on the performance variation owing to parameter 
variations in Section 6. Although not treated here, it is possible to extend 
the results of this paper to the case in which the integrands of the 
numerator and denominator of the cost functional are functions obeying 
certain homogeneity properties outlined in [l&2]. 
We now present three problems for which the method is applicable. 
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ProbEem 1 (Regulator). Consider the system 
i=F(t)x+B(t)u+G(t)u, X(h) = 0, 
u = C(t) x, 
(1) 
(2) 
where u(t) is a disturbance and C(t) stabilizes ( 1). 
Assign to the above equations the performance index given by 
j; u*(t) R(t) u(t) dt 
J(c’ ‘I= 1; {x*(t) Q(t) x(t) + u*(t) U(t) u(t)} dt’ (3) 
which needs to be maximized by choosing u(t). Throughout this paper, the 
superscript * denotes a matrix or vector transpose. Let I = inf, J(C, a). 
Since the state is to be regulated, A gives a measure of the disturbance 
rejection capacity of the system for a particular C(t) in (2). Now choose 
C(t) to maximize, 2. 
Problem 2 (Observer). Consider 
i=F(t)x+G(t)v, 
z(t) = H(t) 4th 
X(h) = 0, (4) 
(5) 
where u(t) and z(t) represent he disturbance input and the output vector, 
respectively. The observer is given by 
i=F(t)i+L.(t)(z(t)-H(t).?(t)). (6) 
Let e(r) = x(t) - a(t). Assuming e(t,,) = 0, we have 
t? = (F(t) -L(t) H(t)) e + G(t) u, e( to) = 0. (7) 
Assume that L(t) stabilizes (7). Let the disturbance rejection capacity ,I .of 
the observer be defined by 
J; u*(t) R(t) u(t) dt 
n=iffJE {e*(t) Q(t) e(t)+e*(t) H*(t) L*(t) R(t) L(t) H(t) e(t)} dt’ (‘) 
Now choose the observer gain L(t) to maximize 1. 
Problem 3 (Regulator with Reconstruction State). After L(t) is chosen 
as in Problem 2, consider the system 
i=F(t)x+B(t)u+G(t)o, x(b) = 0, (9) 
.~=F(t).2++(t)u+L(t)(z(t)-H(t)i(t)), a( to) = 0. (10) 
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Let 
and 
u(t) = C(t) i(t) (11) 
j; u*(r) R(t) u(t) dt 
“=‘ff~; {x*(t) Q(t)x(t)+u*(t) U(t)u(t)} dt’ (12) 
Among all C(t) that stabilize (9) and (lo), find one that maximizes 1. 
2. PROBLEM FORMULATION 
The problems considered in Section 1 can be recast in the following 
form. Consider the time-varying linear system described by 
&I = F(t) x,(t) + B,(t) u(t)+&(f) 4th x,(kJ =o, (13) 
R,. = F,(t) x,.(t) + B,.(t) y(t), x,.(hJ = 0, (14) 
u = C,.(t) x,, (15) 
z = C,(f) x/Ad + D,(t) % (16) 
Y = C*(t) x,(f) + h(f) % (17) 
where x,(t), u(t), x,.(t), y(t), u(t), and z(t) denote the state vector, the con- 
trol vector, the control state vector, the output vector, the exogenous input 
vector, and the vector to be controlled, respectively. The desired value of 
z(t) is zero. 
There is freedom in the choice of the control parameter matrices F,(t), 
B,(t), and C,.(t). Suppose the quotient 
attains a minimum value 1 for some uO( t) for fixed Fe(t), B,(t), and C,.(t). 
Thus u,(l) denotes the worst normalized disturbance and l/A is a measure 
of the maximum effect of the disturbance on the system error z(t). In fact 
it gives the ratio of the weighted error energy to the weighted disturbance 
energy in the case of the worst possible disturbance for a given set of 
control parameter matrices. 
Now the problem can be stated as follows. Choose one or more of the 
control parameter matrices F,(t), B,(t), and C,.(t) such that 
(1) the closed loop system is stable in some sense; and 
(2) the value of 1 is made as large as possible. 
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While we establish the existence of ,I for given F,.(t), B,.(t), and C,.(t), the 
question of existence of a maximum value of ,! with respect o one or more 
of the matrices F,(t), B,.(t), and C,.(t) will not be addressed in this paper. 
The case in which (15) is of the form u = C,,(t) x,. + D,(t) y can be handled 
in an analogous manner. 
3. EXISTENCE OF THE WORST EXOGENOUS INPUT 
Given F<(t), B,.(t), and C,.(t), Eqs. (13)-( 17) can be rewritten as 
with 
z(t = (C,(t) Dl(t) C,.(t)) . 
Let x,(t,) = 0 and x,(t,,) = 0. We now consider the conditions under which 
there exists a worst exogenous input u,(t) for which 
j; u*(t) R(t) u(t) dt 
j; z*(t) Q(t) z(t) dt 
attains a minimum. 
In this section Td co. We make the following assumptions. 
(a) F(t), B,(t), B,(t), C,(t), C,(t), D,(t), &(t), F,(t), B,(t), C,(t), 
R(t), and Q(t) are continuous on (It,, T]. 
(b) R(t)>0 and Q(t)>O. 
(c) Admissible exogenous inputs are those for which jzu*(t) R(t) 
u(t) dt < co. We assume that o*R( t) u 2 uu*u for some a > 0 for all t. Thus 
each admissible exogenous input belongs to the Hilbert space LJt,, T). 
(d) For each K < co, there is a Lebesgue integrable gK( t) such that 
if I(uI/~ < K, then z*(t) Q(t) z(t) < gK(t) almost everywhere on [to, T]. 
(e) There exists an exogenous input for which 0 < fc z*(t) Q(t) 
z(t) dt < co. 
Assumption (a) implies that for every fixed t E [to, T), z(t) is a linear 
continuous vector functional of UE &(t,, T). Assumptions (a) and (b) 
imply that for each T-c co, u*(t)R(t)u(t)<ku*(t)v(t) for all tE [t,, T] for 
some k < co. Thus, if UE L2(to, T), then it is admissible. Moreover, 
u*R(t) u >au*u for some a>0 for all t (assumption (c)) implies that all 
admissible exogenous inputs belong to LJt,, T). 
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THEOREM 1. Consider the system given by ( 19t( 21) along with assump- 
tions (a)-(e). Then there exists an admissible exogenous input which mini- 
mizes (21). 
Proo$ Let 2 denote the inlimum of (21) which exists by assumption 
(e). It suffices to consider only those exogenous inputs for which 
j6 z*(t) Q(t) z(t) dt = 1 since the cost is invariant under exogenous input 
scaling. Let {vi} be an admissible sequence such that limi, m fi v,*(t) R(t) 
v,(t) dt = 1, with 1, T z,?(t) Q(t) zi(t) dt = 1 for each i. 
Since {vi} is bounded in L2(t0, T), a subsequence, still denoted by (v,} 
converges weakly to some vO E LZ(to, T). If T< co, since v*Rv is convex 
in v, 
jl; {v,?Rvi-v,*Rv,} dt>2 j’v$R(v~-v,,)dt. 
10 
As i -+ co, the right side of the above inequality goes to zero as a conse- 
quence of weak convergence. Thus 
i 
T 
I 
T 
vg*( t) R(t) vO( t) dt < lim inf v,*(t) R(t) v,(t) dt = A. 
f0 i-a ,#) 
If T= co, let [to, T)=U,?, [to+j, t,+j+ 11. We have 
s t”+J+l a, = G(t) R(t) v,(t) dt 10 + i
s 
fo+j+l 
6 lim inf v,?(t) R(t) v,(t) dt. 
i-r m kl + I 
So by a discrete version of Fatou’s lemma 
f a, d f lim inf I 
IO+/+1 
v,+(t) R(t) v,(t) dt 
/=O j=o f*= hl+ J 
41i,~~fj~oj~~~~iLv:(I)R(t)v,(t)dt 
= A. 
Hence, jf v:(t) R(t) v,(t) dt = 1. for T= co. By the weak convergence of 
{vi}, since z(t) is a linear continuous vector functional of v E L,( to, T) for 
each fixed t E [to, T), z,(t) converges pointwise to zo(t), which is the error 
response corresponding to v,(t). Since {vi} is bounded in L2(t0, T), by 
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assumption (d) and by the Lebesgue dominated convergence theorem, we 
conclude that 
j 
T 
z;(t) Q(r) zo(t) dt = 1. 
10 
Thus the proof is complete. 1 
4. EVALUATION OF 1 
In this section, we assume that T< co. Supposing that F,(t), B,.(t), and 
C,(t) stabilize the system, we give a criterion to evaluate A in a general case 
by converting the minimization problem into a boundary value problem. 
This general case encompasses the class of problems considered in Sec- 
tion 3. It also covers cases not considered in Section 3, such as the inclusion 
of terms containing u(t) in the denominator of the performance index. If the 
stability assumption mentioned above is satisfied, then assumption (d) of 
Section 3 is satisfied. Now, let x = (x,*, x,*)* and write (19) and (20) as 
a=A(t,e(t))x+B(t,e(t))u, x(M = d, x(T) free, (22) 
and the cost functional as 
j; iv*(t) R3(t) u(t) dt 
j; {+x*(t) W’,(t) x(t) + x*(t) W’,(t) u(t) + iv*(t) W,(t) u(t)} dt’ (23) 
where t?(t) is a parametrization of the control function. For example, e(t) 
may include the matrix functions F,.(t), B,(t), C,.(t), and D,(t) which 
characterize u(t) in Section 2. To be able to apply Theorem 1 of Section 3 
to the cost functional (23), we need to set IV,(t) = IV,(t) = 0 and x( to) = 0. 
Note that R3(f) > 0, IV,(t) > 0, and W,(t) > 0. Although it is not 
shown explicitly, IV,(t), IV,(t), and IV,(t) may vary with 0(t). Assume 
that A(t), B(t), R3( t), IV,(t), IV,(t), and W,(t) are continuous and 
(R3(t)-AW3(f)))’ exists for all tE [to, T]. An exogenous input u(t) is 
admissible if and only if u(t) E &(t,,, T). In order for the minimization 
problem to be nontrivial, we assume that there is an’admissible u(t) for 
which the denominator of (23) is positive. We now find conditions that are 
satisfied by an optimal uO( t) E &(t,, T) which minimizes (23) subject to 
(22). 
THEOREM 2. Consider the system given by (22) and (23). If (x,(t), u,(t)) 
is optimal, then there exists a nonzero $(t) such that 
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dt= - [A +%B(R3-%W3)-’ w,*]* * 
- [%W, +/12W2(R, -%W&’ w:] X”, $(T) = 0, (24) 
where 
j; ;v*R,v dt 
n=i:fj; {~x*w,x+x*W,v+~v*W,v} dt’ 
(25) 
and 
~,(t)=(R~-iw$~ {B*$+Lw,*x,}. (26) 
Proof: If q,(t) minimizes (23), then it also minimizes 
J(v) & /T[;v*Rp,{; x*W,x+x*W2v+;v*W,v dt. (27) 
v! 13 
By the maximal principle [16], there exists an adjoint response $(t) such 
that the Hamiltonian 
H($, x, v)= -fv*(R,-13.W,)v+~~x*W,x+~.x* W,v 
+ ICI*(fNA(f) x(t) + B(t) v(t)) (28) 
is maximized almost everywhere on [to, T] by vO( t). Satisfaction of 
aHI& = 0 yields 
v,(t)=(R3-ilW$’ (B*$+1Wfx,}. 
The adjoint variable $(t) satisfies 
(29) 
dti -cc (II/, x0, vo). 27 ax (30) 
Thus we have 
z= -[A+AB(R,-lW,)-’ W;]*$ 
- [%W, +i2W,(R,-E,W,)p1 W;] x0. (31) 
The transversality condition yields II/(T) = 0. 1 
Let 
a=A+AB(R,-lwW,)p’ W:, 
B=B(R,-;~w~)-~ B*, 
c= -/lW,-,12W2(R3-AW,)p’ WT. 
(32) 
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Thus we have a two-point boundary value problem given by 
with 
xo(fo) = 4 $(T)=O. 
(33) 
(34) 
We now give a criterion for the estimation of A. 
THEOREM 3. Consider the system 
i=A(t,B(t))x+B(t,qt))u, x(kJ = 0, x(T) is free, (35) 
and assume that there exists an exogenous input which minimizes (23). Now 
consider the boundary value problem given by 
(36) 
(37) 
where 2, & and C are as defined by (32). Note that A is a parameter in a, 
i?‘, and C. Let v & (R3-AW3)-’ {B*$+AW:x}. If 1 is the smallest 
positive number such that (36)-(37) has a solution (x,(t), $(t)) with 
jc { ix$ W, x0 + xz W,v, + fv$ W,vO} dt > 0, then 1 is the optimal value. 
Moreover, x0 is an optimal trajectory and vO= (R3-AW3)-’ 
{ B*IC/ $ I W:x,} is an optimal exogenous input. 
ProoJ It is clear from Theorem 2 that if x,(t) minimizes (23), it satisfies 
(36) and (37), with A being the minimum value of (23). Now suppose 
(x, I(/) is a solution of (36) and (37) for some A. 
Let A=(R,--AW,))’ and v=A{B*II/+AW:x). We have 
5 
T 
v*(R, - A W,) v dt 
fo 
= T(A{B*$+AW;x}, B*$+AW:x)dt s f0 
= jt;(i,$)dt- j!$Ix,$)dt+A j’x*W,vdt. (38) 
to 
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Integrating the first integral in (38) by parts, making use of 
x( to) = II/(T) = 0, and rearranging, we obtain 
J 
T 
v*R3v dt = ;1 
s ’ {(x, W,x) + 2(x, W,v) + (v, W,v,} dt. (39) 10 IO 
Thus, if (x,(t), $(t)) is a solution of the boundary value problem given by 
(36) and (37) for the smallest parameter A> 0 with sz (x$ W,x, + 
2x,* W,v, + v$ W,vo} dt > 0, then x0(t) is optimal. 1 
Note that the boundary value problem (36)(37) has a solution with a 
nonvanishing denominator for (23) for at most a countably infinite values 
of 3”. Theorem 3 gives a sufficient condition for an exogenous input to be 
optimal. Thus Theorem 2 (with x( to) = 0) and Theorem 3 give a complete 
characterization of an optimal exogenous input. 
Making use of the transition matrix, the solution of (36) may be 
expressed as 
x(t) 
i >( 
@,,(t, to) @n(t, to) x(hJ 
b+(t) = @2*(f, to) @*2(4 to) >( > Il/(hd . 
(40) 
Equation (37) yields 
@*AT3 kJ~(kd=x(T)> (41) 
@ZZ(T? to) ICl(t,) = 0. (42) 
In view of (42) and (36)-(37) we have det(@,,( T, to)) = 0 if and only if the 
solution (x,, I,$) of (36)-(37) is not identically zero. Thus, we need the least 
positive A which makes det(@,,(T, to)) =0 and the denominator of (23) 
positive. This can be usually obtained by doing a search with 1 over an 
interval on which there is a change in the sign of the determinant. 
We found the following algorithm to be numerically more stable since 
numbers of lesser magnitude are involved in the computation of the 
transition matrices in (43). We have 
Let 
(43) 
and 
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Making use of x( to) = $(T) = 0, we have 
v,*Ic/(hJ = Il,X(T), 
v22$(GJ = i,,x(T). 
(44) 
(45) 
Thus 
(46) 
Thus we need the least positive 1, which makes the above determinant zero. 
5. SOME APPLICATIONS 
In the case of a full-order observer, the equations are given by 
a,=~(f)x,+B,(t)v+B,(t)u, (47) 
a~=(F(t)-L(t)C,(t))x,.+B,(t)u+L(t)C,(t)x,, (48) 
where xp and x,, have the same dimension. Assume that L(t) is known. 
Letting u(t)= C,(t) x,(t) and z(t) = (x,*(t), u*(t), v*(t))*, we obtain 
1, _ O( 1, - LFC, F- Lz?2:B2c,)( z:) + (BY) v. (49) 
Assuming the initial conditions to be zero, the problem is to choose C,.(t) 
such that (49) is stable and the minimum value of 
j; v*(t) R(r) v(t) dt 
j;z*(d Q(f) z(f) dt 
is maximized. 
For time-invariant systems with t, = 0 and T= 00, (13)-( 17) may be 
expressed in terms of Laplace transforms as 
Z(s) = G(s) V(s). (51) 
Using Plancherel’s theorem and assuming R(t) = Q(t) = Z, (18) may be 
written as 
JZcc V*(N) V(jo) do 
iYm Z*(jco) Z(jw) dw’ (52) 
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where the superscript * here denotes complex-conjugate transpose. Since 
the infimum of (52) is the reciprocal of the square of the H,-norm of G(s), 
the problem in Section 2 is reduced to choosing the matrices F,, B,, and 
C,. such that the system is stable and the &,-norm of G(s) is minimized. 
The design procedure given in this paper may be summarized for time- 
invariant systems as follows. Consider (13)-( 18). Assuming values to the 
matrices F,, B,., and C, to make the closed loop system stable, find 2. 
Iterate on the elements of one or more matrices using an optimization 
routine to maximize 1 while maintaining the stability of the system. 
For time-varying systems, a similar procedure can be employed by 
expanding the elements of the matrices in terms of basis functions and 
maximizing 3, with respect to the coefficients of these basis functions. The 
existence of a maximum 2 with respect to these coefficients is not 
considered in this paper. 
As an illustration of the concepts involved, we now present a simple 
scalar example. A multivariable application will be presented in Section 7. 
The system is described by the equation 
i= -x+u+u, x(0) = 0, u=cx, (53) 
and the objective is to choose c which stabilizes the system and maximizes 
the minimum of 
From Eqs. (33) and (34), we obtain 
(‘) ( ;= C-l 1 -A(1 +c2) -(c-l) ; )i ) 
(54) 
(55) 
with 
x(0) = 0, $(l)=O. (56) 
Let a = 1 -c be fixed, which needs to be positive for stability. From the 
material of Section 3, there exists a v,(t) which minimizes (54). According 
to the theory of Section 4, we need to find the least positive A which makes 
the element Qz2(t) of the transition matrix of (55) vanish at t = 1. 
In terms of Laplace transforms, we have 
@22(s)= 
s+a 
?+A(1 +c2)-u2’ 
409 lh4:I-lo 
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Case 1. A < a2/(1 + c’). 
Let A(1 +c2)-a’= -d2, d> 0. In this case the requirement that 
QZ2( 1) = 0 leads to the equation 
a-d 
a+d = exp(‘W, 
which does not have a solution in dE (0, co). 
Case 2. 2 = a’/( 1 + c’). 
In this case @22( 1) = 0 implies that a = - 1, which is not allowed. 
Case 3. A>u’/(l -EC’). 
Let A( 1 + c*) - u2 = d2, d > 0. The condition cD~~( 1) = 0 implies that 
tanA= -!=- d 
U c-l’ 
(58) 
The above equation has countably infinite solutions in d and we find the 
least positive solution. Then 
i. = 
u2+d2 (1-c)‘+d* -= 
1 +c2 1+c2 . (60) 
Since d which is a function of c is between rc and 31rn/2, due to (59) A + 1 
as 1 cl --t co. The value of c < 1 which maximizes Iz can be found using an 
optimization routine. The optimal value is c = -0.05 with A,,, = 21.3. 
For higher dimensional problems, the design procedure requires the use 
of a digital computer. We give a higher dimensional example in Section 7. 
6. PERFORMANCE ROBUSTNESS 
In this section we develop a formula for the variation of 1 when there are 
parameter variations in the system matrices. Our state space formulation is 
convenient to handle parameter uncertainties. For this consider 
i=A(t,e(t))x+B(t,e(t))u, x(to) = 0, x(T) free, (61) 
with the performance index 
J(u)= 
s; $I*R,v dt 
S; {~x*W,x+x*W,v+;v*W,v} dt 
(62) 
OPTIMAL DISTURBANCE REJECTION 143 
In the following analysis, we only consider variations in the matrices A 
and B. If there is an output equation which is subject to variations also, the 
analysis can be readily extended, taking into account the fact that there 
may be corresponding variations in the weighting matrices W, , W,, 
and W,. 
Let a controller be characterized by e(t) and i be its performance 
measure, which is the inlimum of (62) over u(t). Let p denote the variation 
in i for elemental variations 6A and 6B in A and B. For performance 
robustness, we require that 
Ill/n1 GPO for all 116A(t)il <a(t) and 116B(t)l( <b(t). (63) 
We now state the performance robustness problem. 
Performance Robustness Problem. Select a controller characterization 
O(t) such that 
SIT $FR,v dt 
i:fl; :~~*W,~::x’W,o+fo*W,o) dt (64) 
is maximized with the side constraint 
Il.44 6 PO for all Il~?A(t)ll <a(t) and IlhB(t)ll d b(t). 
We now derive an expression for ,U in terms of variations in the system 
matrices. For a given characterization O(t) of the control, let v(t) minimize 
(62). Let 
A=(R,-E.W&‘, 
A=A+I.BAW:, 
L? = BAB*, 
c= -~.W,-?“2W2nw:. 
(65) 
From the theory of Section 4, we have a boundary value problem given by 
i-AX+&, (66) 
$=&-/j*$ (67) 
with 
44)) = 0, $(T)=O. (68) 
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Let x1 and Ic/, represent variations in x and $ owing to elemental varia- 
tions 6A and 6B. Let the corresponding variation in I be denoted by p. We 
have the following set of equations that are satisfied by x, and $ 1, 
~,=ax,+~ll/,+(P,+,Q,,~~+(P,+~Qz)IC/, (69) 
JI,=~x,-~*~,+,Q,x-(P,+~Q~)*~, (70) 
x,(b) = 0, $,(T)=O, (71) 
where 
P,=6A+asBAW;, 
P, = 6B AB* + BA 6B*, 
Ql =IBAW,AW,* + BAW:, 
Q2 = BA W, AB*, 
Q,= - W,-A2W2AW3AW;-212W2AW; 
THEOREM 4. The variation p in performance is given by 
-j; {x*P:$ + $*P,$f dt 
‘=jf {~x*w,x+x*W,v+~v*W,v} dt’ 
(72) 
(73) 
In order to prove the above theorem, we need a preliminary lemma. 
LEMMA 1. Let v=A{B*tj+;1W:x}. Then 
s ,I {x*Q,~-2x*Q:II/-rc/*QzlcI} dt 
= - T {x*W,x+2x*W,v+v*W,v} dt. 
I 10 
(74) 
Proof By substituting the expressions for Q,, Q,, and Q3 from 
Eq. (72) and grouping terms, we can show that the left side of (74) equals 
s 
:{ -(I,G*B+Ax*W,)AW,AB*IC/-Ax*W,AW,A(B*I~+AW$X) 
-2x*W,A(B*$+AW:x)} dt. 
The above expression can be easily shown to be equal to the right side 
of (74). [ 
We now prove Theorem 4. 
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Proof of Theorem 4. From (70) we obtain 
s T Ql s T x*$, dt = x*tx, dt - 41 s T x*A^*t+b, dt10 
+PjT 
r 
x*Q,x dt - x*(P, + PQ,,*$ dt. (75) 
to s 10 
Integrating the left side of (75) by parts and making use of (66), we obtain 
- j,;$:&dt=j’x*dn, dt+p jTx*Q3xdt 
10 f0 
r 
- 
s x*(P, + PQ, )* + dt. to (76) 
By Eq. (67) the first integral on the right side of (76) is written as 
s T x*cx, dt = s T($+a*$,*x,dt. f0 10 (77) 
An integration by parts and Eq. (69) yield 
s 
T 
x*cx, dt = - 
(0 
jT$*& dt- jT+*(P,+pQ,)xdt 
10 10 
- Ti+b*(Pz+pQz)xdt. s kl 
(78) 
Substituting (78) in (76) and simplifying, we obtain 
(79) 
From Lemma 1, the conclusion of Theorem 4 follows. 1 
Using (73), the variation of performance owing to parameter variations 
can be computed. 
7. NAVION WING LEVELER SYSTEM 
We now give a multivariable example. Although it is a time-invariant 
example, it illustrates the basic methodology. 
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The lateral dynamics of Navion, a single-engine, four-passenger general 
aviation aircraft at sea level and at an air speed of 144 ft/sec is given 
by Cl71 
where 
A= 
i=Ax+Bu, 
-7.241 0 - 6.247 1.556 
1 0 0 0.105 
0.1056 0.222 -0.221 -1 
-0.797 0 3.743 -0.651 
B= 
030) 
2 (81) 
(82) 
x=b 4 B r)*? (83) 
and 
u = (6, 6,)*. (84) 
The states in (83) are roll rate, roll angle, sideslip angle, and yaw rate, 
respectively. In (84) 6, represents the aileron deflection and 6,, the rudder 
deflection. The units for the angles are radians. 
We adjoin (80) with a disturbance term and write it as 
i=Ax+Bu+Bv, x(0) = 0, (85) 
with 
u=cx. VW 
The objective is to determine the 2 x 4 matrix C such that A + BC is stable 
and the minimum of 
so ’ v*Rv dt 
j; {x*Qx + u*Uu} dt 
is maximized. In (87) the weighting matrices are taken to be 
(87) 
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Let W= Q + C*UC. Assuming a fixed value for C, according to Sec- 
tion 4, we need to determine the least positive 1 for which the boundary 
value problem given by 
A+BC 
-1 w (89) 
x(0) = 0, Ic/(5)=0, (90) 
has a nontrivial solution. 
Let @(t) = (:A; s;;) be the 8 x 8 transition matrix corresponding to (89). 
Satisfaction of Eq. (37) gives rise to the condition that det (Qi2*(5)) = 0. 
Thus ,J is found by making use of a sign change of det(@,,(5)) over a range 
of values of A. 
The transition matrix Q(5) was found by using a Fortran version of the 
PC-MATLAB matrix exponential routine. The algorithm consists of 
scaling the argument matrix by a power of 2 until its norm is less than 4, 
evaluating the exponential of the scaled matrix very accurately by a Pade 
approximation, and then undoing the scaling by repeated squaring. The 
algorithm is essentially [18, Algorithm 11.3-l]. 
Initially C was chosen to be 
-0.3 -0.7 -0.8 0.6 
> 0 0 00’ 
Using the Rosenbrock hill-climbing algorithm [ 191, the elements of C were 
varied to maximize 2. The constraint that A + BC be stable was not intro- 
duced since the unconstrained run resulted in a stable closed loop system. 
An initial value for 1 of 0.1 was chosen and I was incremented in steps of 
0.2 until det(@(5)) changed sign. For the next iteration, the initial value of 
1. was again taken to be 0.1 and 2 was incremented until sign change was 
observed in the determinant. This process was repeated until convergence 
was obtained. 
The computations were performed on a Cyber 170-875 computer in 
Fortran Version 5 with double precision. A local maximum of 22.1 was 
obtained for 
- 
C= 
-0.817 1.250 - 1.303 0.733 
- 0.426 0.112 -0.205 -2.426 > 
(91) 
The corresponding eigenvalues of A + BC are -0.5035, - 1.1887, and 
- 14.6163 -t i4.5148. 
It was observed that the effect of round-off errors can be significant in 
the computation of 2 for a fixed C. Thus, on a computer with less signifi- 
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cant bits, the final time needs to be reduced to obtain a meaningful solu- 
tion. This problem was not encountered in the method given by (43)-(46). 
We now give the implementation of this method. 
Let G(t) be the transition matrix corresponding to (89) with G(O) = I. 
Let 
@(2.5)= vl' ;;I 
! > v21 
and 
ill 112 
W-2.5) = i2, (22 .( ) 
From Eq. (43), we have 
Making use of $(S) =x(0)=0, we need to find the least positive i which 
makes 
‘a det v12 ill 
( > i 
= 0. 
v22 21 
The initial values of C and 2, and the increments for A from the previous 
run on the Cyber were retained in this case. The same procedure as in the 
previous case was followed. 
We were able to run the program in Fortran on a Zenith Z-248 personal 
computer in double precision using the Microsoft Optimizing Compiler 
Version 4.01. A local maximum of 2 = 20.3 was obtained for 
c= -0.612 -0.871 -0.965 0.648 
-0.06 > 0.049 -0.099 - 1.305 . 
(92) 
The corresponding eigenvalues of A + BC are -0.6559, - 1.2158, -6.2685, 
and - 15.9742. 
The difference in the values of C for the two runs might be due to the 
existence of several ocal maxima in the vicinity of the initial point, the dif- 
ference in precision of the two computers and the differences in the com- 
pilers. The convergence proceeded along different paths on the computers. 
When C given by (91) was inputted to the Z-248 personal computer, the 
value of 2 was observed to be 22.1, confirming the accuracy of (91). 
To obtain variations in ;1 owing to variations in the system matrices A 
and B, Eq. (73) can be used. 
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8. CONCLUSIONS 
In this paper we presented a method for selecting control parameters 
such that the effect of disturbance inputs on the variables to be controlled 
is minimized. For a given set of control parameters, we give a criterion for 
the evaluation of the least positive value of a parameter occurring in a 
boundary value problem, whose reciprocal gives the effect of the worst dis- 
turbance on the variables to be controlled. The least positive value of the 
parameter also gives a measure of the performance of the given controller. 
Further research needs to be done to devise a suitable and efficient method 
for the evaluation of this value. The least value needs to be maximized with 
respect to the control parameters in order to maximize the disturbance 
rejection capacity of the system. Also an expression for the variation of the 
performance of the controller owing to variations in the system matrices is 
derived. Although the results are presented from the disturbance rejection 
point of view, the theory can be applied to command following as well. 
Using the theory, a controller is designed for the wing leveler system of a 
small aircraft. 
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