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Wir werden KI bekommen, und es wird mit ziemlicher Sicherheit durch so etwas wie rekurrente
neuronale Netze gehen. Also erwarte ich einfach mehr von zielgerichteter KI, als von irgendetwas
menschenähnlichem überhaupt. Spracherkennung, Mustererkennung, etc. Ich sehe einfach nicht
die Situation, dass du plötzlich eine existenzielle Krise hast, weil deine Spülmaschine anfängt, Sar-
tre mit dir zu diskutieren.
Linus Torvalds
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Kurzfassung
Der Luftverkehr stellt ein komplexes Gesamtsystem dar, in welchem eine Prozessoptimierung aufgrund
zahlreicher und verschiedenartiger Arbeitsabläufe verschiedener Unternehmen nur durch eine über-
geordnete Leistungsbewertung möglich ist. Hierfür wurde im Bereich des leistungsbasierten Flugha-
fenmanagements - sowohl auf wissenschaftlicher, als auch industrieller Ebene - bereits eine hohe Zahl
individueller Lösungsansätze entwickelt, die jedoch aufgrund ihrer unterschiedlichen Struktur schwer
zu vergleichende Ergebnisse hervorbringen. Des Weiteren werden Wechselbeziehungen zwischen aus-
schließlich eindimensional betrachteten Leistungsindikatoren, welche die verschiedenen Prozessschritte
einzeln abbilden, außer Acht gelassen - die Dynamik des Systems spiegelt sich auf diese Art nicht auf
Datenebene wider. Abhängigkeiten beeinflussen jedoch maßgeblich das Bewertungsergebnis und sind
damit bei der Implementierung von Optimierungsstrategien innerhalb heutiger Konzepte essentiell.
Der Kern dieser Dissertation umfasst die erweiterte datenbasierte Betrachtung des Luftverkehrssys-
tems innerhalb des leistungsbasierten Ansatzes und einer damit einhergehenden Entkopplung von Mo-
dellierungsansätzen. Dies bedeutet, dass das betrachtete Luftverkehrssystem nur durch Leistungskenn-
werte beschrieben werden soll (z. B. Verspätungen, meteorologische Messungen). Der Einsatz künstli-
cher neuronaler Netze erhöht die Möglichkeiten zur Abbildung und Erfassung nicht-linearer und ab-
hängiger Wert-diskreter Zeitreihen, welche im ständigen Vergleichsprozess wesentlich für die Strategie-
bildung sind. Die Datenquellen beziehen sich einerseits auf mikroskopische Analysen im Bereich des
Boardings und damit verbundenen wissenschaftlichen Ausarbeitungen, andererseits auf die Beispiel-
flughäfen Flughafen Hamburg (HAM) und Gatwick Airport (LGW) der Jahre 2012 - 2015 im makrosko-
pischen Fokus. Die Implementierung des Wetters erfolgt über aggregierte meteorologische Kennzahlen,
welche auf realen Wettermeldungen des entsprechenden Zeitraums beruhen.
Von der Wahl und Definition eines Systems (Boarding, HAM und LGW) ausgehend, erfolgt eine ge-
eignete Datenaggregation, welche Daten zur anschließendenWissensgenerierung bereitstellt und damit
Optimierungsansätze ermöglicht. Im Sinne des wachsenden Interesses der Forschung im Bereich des
leistungsbasierten Luftverkehrsmanagements und der heutigen Wichtigkeit von Entscheidungsunter-
stützungssystemen bei der Strategieentwicklung, fokussiert sich diese Arbeit damit auf die Durchfüh-
rung multivariater nicht-linearer Zeitreihenanalyse und -vorhersage mit neuronalen Netzen. Die damit
einhergehende Nachvollziehbarkeit solcher Datenreihen liefert Möglichkeiten zur Systemidentifikation
(datenbasiertes Erlernen der Systemdynamik). Das identifizierte Systemabbild des Luftverkehrs kann
folglich für Simulation bekannter Eingabegrößen, als auch für die optimierte Kontrolle des Systems her-
angezogen werden und umfasst damit wesentliches Erweiterungspotential für heutige Management-
Konzepte, um Entwicklungen hin zu einem kooperativen Betrieb zu unterstützen.
Ableitend aus der Differenzierung in mehrere gekoppelte Bearbeitungsschritte innerhalb dieser Ar-
beit, erfolgt eine Fokussierung auf drei Kernfragen:
a) Ist eine auf Leistungskennwerten des Luftverkehrs basierende Systemidentifikation mit derzeitigen
Paradigmen neuronaler Netze möglich?
b) Welche Einschränkungen sind gemäß des unterschiedlichen Charakters der Datensätze zu beachten
undwie kann diesen durch eine, das Training der neuronalenNetze vorbereitenden, Datenstruktur-
analyse und -Anpassung entgegengewirkt werden?
c) Ist auf Basis der trainierten Netze eine erweiterte Optimierung und Vorhersage innerhalb vorhan-
dener Strukturen des leistungsbasierten Luftverkehrsmanagements möglich?
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Motivation
Werden bei einer vielfältigen Optimierung mehrere Leistungsfelder/-Indikatoren individuell angespro-
chen, so können unberücksichtigte, diametrale Abhängigkeiten zu einer Überkompensation der progno-
stizierten Einsparungseffekte führen. Zudem bedingt eine Betrachtung von Einzel- bzw. Teilprozessen
eine ungleichmäßige Strategieentwicklung und kann konterkarierende Optimierungsverfahren der ein-
zelnen Stakeholder zur Folge haben. Gerade Verfahren, welche eine umfassende Untersuchung der Leis-
tungsfähigkeit des Gesamtsystems und damit mehrerer Leistungsfelder benötigen, bedürfen einer prä-
zisen Integration und Abbildung der wechselseitigen Beeinflussung der Bewertungsparameter. Beispiel-
haft kann hier die Implementierung Lärm-mindernder Strategien genannt werden, im Zuge derer zu-
sätzlich über aktuell angewandte Flugeinschränkungen und gleichmäßige Auslastungen hinausgehende
Flugführungskonzepte Anwendung finden. Die Relevanz für die Erfassung von Interdependenzen über
verschiedene zeitliche Ebenen lässt sich an einem weiteren Beispiel der datenbasierten Vorhersage von
Verspätung aufzeigen. Hier können der Betriebsmitteleinsatz optimiert und die Ausbreitung von Ver-
spätungen auf weitere Flüge (engl. reactionary delay) verringert werden. Maschinelles Lernen ermöglicht
dabei industrielle Prozesse entlang der gesamten Wertschöpfungskette zu verbessern. Speziell im Ver-
kehrswesen können so operationelle Begebenheiten in weitaus komplexerer Form bewertet, ausgewertet
und optimiert werden, bspw. durch verbesserte Vorhersagen und die Analyse vielschichtiger Zusam-
menhänge. Dies führt letztlich zur Verbesserung der Begebenheiten im Luftverkehrswesen, von denen
sowohl die Betreiber, als auch die Kunden profitieren.
In diesem Zusammenhang haben neuronale Netze aufgrund ihrer parameterfreien und datengesteuer-
ten Natur in vielen Bereichen und Bereichen der Verkehrsforschung zunehmend an Popularität gewon-
nen. [187] konzentrieren sich auf eine Leistungsanalyse des komplexen Flugsicherungssystems. [148]
wenden ein Langzeit-Kurzzeit-Netzwerk an, um nichtlineare Verkehrsdynamik zu erfassen und Pro-
bleme mit rückwirkenden Fehlern zu überwinden. [266] schlägt ein zweistufiges Modell vor, um das
Fahrplanproblem für eine Stadtbahnlinie zu lösen, bei der das Oberstufenmodell die Fahrten zwischen
den Zügen bestimmt, um die Gesamtpassagierkosten zu minimieren, und das Unterstufenmodell die
Ankunftszeiten der Fahrgäste an ihrem Ausgangspunkt berücksichtigt. Deep Learning Techniken wer-
den von [263] untersucht, um Verkehrsunfälle aus Social Media Daten mit Deep Belief Network und
Long Short-TermMemory Ansätzen zu erkennen. Diese Technikenwerden auch zur Vorhersage von Ver-
kehrsströmen eingesetzt, umdie scharfenNichtlinearitäten zu beseitigen, die durchÜbergänge zwischen
freiem Fluss, Ausfall, Wiederherstellung und Stau verursacht werden [147]. [265] schlägt ein mikrosko-
pisches Auto vor, das auf den rekurrenten Netzen basiert und in der Lage ist, Verkehrsschwankungen
genau zu erfassen und vorherzusagen, wobei [264] auf ein Online-Prognosemodell für nicht-nominale
Verkehrsbedingungen abzielt.
In der Luftfahrt ist Pünktlichkeit ein entscheidender Erfolgsfaktor für Fluggesellschaften und Verkehrs-
flughäfen, wobei auch hier bereits Ansätze zur Nutzung von fortschrittlichen Analysetechniken, wie
bspw. von [38], genutzt werden. Die Pünktlichkeit wird in der Luftfahrt durch die On-Time-Performance
(OTP) gemessen. Diese beschreibt das Verhältnis der pünktlich am Zielflughafen gelandeten Flügen zu
allen Flügen die von einer Fluggesellschaft angeboten werden. Im Jahr 2016 erreichte die pünktlichste
Fluggesellschaft weltweit eine OTP von 88.5 %, wohingegen die unpünktlichste Fluggesellschaft lediglich
eine OTP von 44 % aufweisen konnte. Verspätungen führen zu einer Verringerung der Kundenzufrie-
denheit und damit auch zu einer Verringerung des zukünftigen Umsatzes einer Fluggesellschaft. Zum
anderen entstehen den Fluggesellschaften auf vielfältige Weise direkte zusätzlich Kosten durch Verspä-
tungen.
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Neben den Fluggesellschaften entsteht ebenfalls den Passagieren einwirtschaftlicher Schaden durchVer-
spätungen. Dieser entsteht durch vorsorglich eingeplante Zeit bei Anschlussflügen und vor Terminen am
Ankunftsort, längere Flugzeiten, verpasste Anschlussflüge und stornierte Flüge. Im Zuge dieser Arbeit
werden die Kosten der Passagiere und Fluggesellschaften durchVerspätungen als grundlegendeMotiva-
tion und Potential für zusätzliche Produktivität in der Luftfahrt durch Vorhersage, Steuerung und Opti-
mierungmittels maschinellen Lernens betrachtet. DieseWeiterentwicklung ist nötig für eine transparen-
te, übergeordnete Optimierung, in welcher zeitlich/räumlich interagierende Flug-/Passagiertrajektorien
und Flughafenprozesse gleichsam berücksichtigt werden. Eine multidimensionale Betrachtung ermög-
licht umfassende Untersuchungen, welche sich im Zuge der Anwendung komplexer Verfahren ergeben
und bisweilen innerhalb des leistungsbasierten Konzepts (und vergleichbarer Ansätze) unberücksich-
tigt bleiben und ökonomische Optima verfehlen.
Das Verständnis und eine dadurch ermöglichte Kontrolle aller innerer Zusammenhänge der Prozesse
im Luftverkehr erfordert Wissen über alle auftretenden Beziehungen der teilhabenden Komponenten
zueinander. Wird dabei das System nicht als physikalisches, sondern mathematisches Modell abstra-
hiert und untersucht, so erfolgt diese Analyse auf Basis der emittierten Leistungsdaten, welche über
Leistungsindikatoren erfasst werden können. Auf europäischer Ebene zeichnet sich ab, dass gerade Leis-
tungsindikatoren zukünftig eine entscheidende Rolle bei den zu treffenden operativen Entscheidungen
am Flughafen spielen werden, womit eine Ausrichtung hin zum leistungsbasierten Luftverkehrsmana-
gement begründet ist. Dazu wird sich im Detail mit Leistungsindikatoren als zentrale Treiber bei den
operativen Entscheidungen am Flughafen der Zukunft beschäftigt. Jeder einzelne Indikator stellt dabei
eine separate Komponente dar. Aufgrund dieser vielschichtigen Zusammenhänge sind lokale Aktivitä-
ten und Intentionen oft problematisch, da hier ein vice versa Effekt entstehen kann. Um ein globales,
multidimensionales Optimum zu erreichen bzw. eine Quantifizierung des Einflusses einer Menge von
Teilkomponenten auf andere durchzuführen, muss das ganze System gleichermaßen betrachtet werden.
Methoden des maschinellen Lernens, besonders neuronale Netze, besitzen Kapazitäten und Komplexi-
täten, umdiese Betrachtungsweise zu ermöglichen und stellen somit einen potentiellen Baustein auf dem
Weg zum leistungsbasierten Luftverkehrsmanagement dar. Dieses Potential zu untersuchen ist zentrales
Thema der Dissertation.
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Teil I
Grundlagen
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Kapitel 1
Leistungsbasiertes
Luftverkehrsmanagement
Sollten die Prognosen der International Air Transport Association (IATA) zur langfristigen Flugverkehrs-
entwicklung zutreffen, ist bis zum Jahr 2036 mit einer Verdopplung der Flugpassagiere weltweit auf 7.8
Milliarden pro Jahr zu rechnen, von denen alleine 1.5 Milliarden in Europa abgedeckt werden [7]. Um trotz
des drastisch erhöhten Verkehrsaufkommens zuverlässiges, sicheres und flexibles Flugverkehrsmanagement
gewährleisten zu können, müssen die strukturellen und prozeduralen Rahmenbedingungen eines Flughafens
optimiert werden. Leistungsbasierte Ansätze zur effizienteren Koordination des Verkehrssystems Flughafen
sehen vor, dass alle relevanten Interessenvertreter wichtige Informationen austauschen und den Flugbetrieb
gemeinschaftlich planen. Da die Zielsetzungen der einzelnen Vertreter jedoch stark divergieren können, müs-
sen Bedingungen geschaffen werden, die eine kooperative Lösung von Interessenskonflikten begünstigen.
Das folgende Kapitel liefert einenÜberblick über die Grundlagen der Leistungsbewertung, welche die Grund-
lage für leistungsbasierte Ansätze darstellt. Dabei werden elementare Begriffe der Leistungsbewertung de-
finiert und miteinander verknüpft. Darauf aufbauend werden die Konzepte des leistungsbasierten Luftver-
kehrsmanagements vorgestellt und mit den Forschungsfragen der Arbeit verbunden.
1.1 Allgemeine Definitionen & Begrifflichkeiten
Bei der Beschreibung des Konzepts der Leistungsorientierung werden zunächst die Prinzipien skizziert,
welche den Weg von Leistungskennzahlen bis zu Bewertungsrahmenwerken abdecken, damit eine Sys-
tembewertung ermöglichen und einen leistungsorientierten Ansatz unterstützen.
1.1.0.1 Grundprinzipien der Leistungsbewertung und -Orientierung
Leistungsmessung und -Überwachung haben erheblichen Einfluss auf die Entwicklung, Implementie-
rung und dasManagement bestehender Unternehmenspläne und -Programme. Sie tragen dabei wesent-
lich zur Identifizierung und Bewertung verschiedener Strategien bei. Unternehmenspläne und -Projekte
haben Ziele, welche die Definition von Bewertungsmechanismen motivieren. Die Datenanforderungen
sollten definiert und analytischeMethodenmit der Absicht ausgewählt werden, Leistungsmessungen zu
ermöglichen und diese in einem Prozess der Alternativenbewertung, der Entscheidungsunterstützung
und der laufenden Überwachung anzuwenden. Gemäß dieser Intention sollten Verkehrsplanung und
Unternehmensmanagement leistungsorientiert sein, um die gewünschten Ziele zu erreichen und folg-
lich die (Verkehrs-)Systeme zu verbessern.
Umoptimale Ergebnisse zu erzielen,müssen demzufolge alleMitglieder der Luftfahrt-Community (fort-
an Stakeholder1 genannt) leistungsorientiert zusammenarbeiten. Aus diesem Grund unterstützt und för-
dert die International Civil Aviation Organization (ICAO) die weltweite Einführung von Performance-
Management-Techniken, die Teil des Übergangs zu einem leistungsbasierten globalen Flugsicherungs-
systems sind, wie es in Doc. 9854 [114] und im entsprechenden Handbuch über die Systemanforderun-
gen, Doc. 9882 [115], vorgesehen ist.
1Mitglieder sind nach [112, S. 18] Flughafenbetreiber, Airlinebetreiber, Bodenverkehrsdienstleister, Enteisungsunternehmen,
Flugsicherung (engl. Air Traffic Control (ATC)), Netzwerkoperatoren und Support Services (Polizei u. Ä.).
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Gemäß der ICAO basiert der leistungsorientierte Ansatz in Doc. 9883 [116, S. I-1-3] im Allgemeinen auf
den folgenden drei Prinzipien:
• Fokussierung auf gewünschte/erforderliche Ergebnisse. Anstatt Lösungen vorzuschreiben, wird
die gewünschte/erforderliche Leistung vorgegeben. Dies führt zu einer lösungsorientierten Herange-
hensweise.
• Informierte Entscheidungsfindung, d. h. Entscheidungsträger müssen Verständnis über die grund-
legenden Mechanismen haben, welche von einer Ausgangssituation zu den Ergebnissen führen, um
diese optimal zu kontrollieren.
• Die Basis für Entscheidungsfindungen sind Fakten undDaten. Hierfürwird die Leistungsbemessung
als essentieller Baustein herausgestellt, welche die Bewertung von Systemzuständen erst ermöglicht.
Die Ziele, die sich daraus für das Air Traffic Management (ATM)2 ableiten, sind [116, S. I-1-4]:
• Es ist ergebnisorientiert, ermöglicht Kundenorientierung und fördert die Verantwortlichkeit;
• Die Politikgestaltung wird transparent, wenn die Ziele öffentlich in Form von Leistungsergebnissen
und nicht in Form von Lösungen formuliert werden;
• Der Wechsel von der Vorgabe von Lösungen zur Spezifikation der gewünschten/erforderlichen
Leistung bringt mehr Freiheit und Flexibilität bei der Auswahl geeigneter Lösungen, die wieder-
um ein Katalysator für mehr Wirtschaftlichkeit sind. Darüber hinaus können Lösungen in einem
vielfältigen und sich verändernden Umfeld leicht angepasst werden.
• Vermeidung exklusiver Bottom-up-Ansätze;
• Die Abhängigkeit von anekdotischen Beweisen wird durch einen wissenschaftlichen Ansatz ersetzt,
der quantitative und qualitative Methoden einsetzt;
• Die Fokussierung auf gewünschte/erforderliche Ergebnisse hilft den Entscheidungsträgern, Prio-
ritäten zu setzen, die am besten geeigneten Kompromisse einzugehen, die richtigen Lösungen aus-
zuwählen und eine optimale Ressourcenallokation vorzunehmen;
• Unternehmen sind erfolgreich bei der Zielerreichung, d.h. der allgemeine Effekt des Ansatzes be-
steht darin, dass er eine verbesserte Vorhersagbarkeit der Vorteile gewährleistet;
• DieAnwendung eines leistungsorientiertenAnsatzes führt in derRegel zuKosteneinsparungen (Kos-
tenvermeidung), die im Vergleich zu den Kosten für die Anwendung des Ansatzes deutlich höher
sind.
Letztlich ergeben sich dabei für die ICAO verschiedene Vorteile, einen leistungsorientierten Ansatz vor-
zuschlagen. Diese Vorteile lassen sich ableiten aus den genannten Zielen und untermauern die Rolle
diesen Ansatzes als wesentliches Instrument in der Unterstützung von Regulierungen im ATM. Darüber
hinaus bietet esMöglichkeiten und Rahmenbedingungen zur Übergangsplanung (Planungsänderungen
am System), Politikgestaltung, der Entwicklung von Systemänderungen, demwirtschaftlichen und ope-
rativen Management und der kontinuierlichen Optimierung. Dies führt übergeordnet zu einem ausge-
wogenenGesamtsystemansatz, welcher über alle Bereich hinweg eine Zusammenarbeit aller Stakeholder
- und damit der gesamten ATM-Community - ermöglicht.
1.1.0.2 Begrifflichkeiten der Leistungsbewertung
Die folgenden Abschnitte umfassen wesentliche Definitionen und Festlegungen, welche Kern der Leis-
tungsbewertung (und damit der Datenextraktion) im Luftverkehr sind. Die Begrifflichkeiten sind auch
in anderen Bereichen außerhalb des Verkehrssektors zu finden, werden hier jedoch spezifisch auf das
System Luftverkehr angewandt. Deshalb wird von allgemeinen Definitionen abgesehen und auf die Fest-
legungen der ICAO zurückgegriffen. Diese sollen fortan Basis der Arbeit sein. Zur etwaige nötigen fach-
lichen Komplettierung sind jedoch auch allgemeinere Informationen ergänzend beigefügt.
Als Elemente3, welche als zentrale Stützstellen der Leistungsbewertung betrachtet werden können, sind
Supporting Metric, Performance Indicator (PI), Key Performance Indicator (KPI), Key Performance Area (KPA)
und das Performance Framework [116, S. xii - xiii] zu nennen. Diese bauen aufeinander auf und sind hier-
archisch verknüpft, weshalb genaue Definitionen zur Abgrenzung unabdingbar sind.
2ATM ist das dynamische, integrierte Management von Luftverkehr und Luftraum - sicher, wirtschaftlich und effizient - durch
die Bereitstellung von Einrichtungen und nahtlosen Diensten in Zusammenarbeit mit allen Beteiligten [115, S. F-1].
3Aufgrund der Internationalität der Begriffe wird auf eine Übersetzung der Leistungsindikatoren ins Deutsche verzichtet.
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Definition 1 (Supporting Metric)
Unterstützende Metriken werden verwendet, um die Werte von Leistungsindikatoren zu berechnen.
Beispielhaft ist der Cost-per-Flight-Indikator =
∑
(Kosten)∑
(Flüge) . Die Leistungsmessung erfolgt durch die
Erhebung von Daten für die unterstützenden Kennzahlen (z.B. führt dies zu einer Anforderung an
die Kostendatenerfassung und Flugdatenerfassung) [116, S. xiii].
Die durch die Metrik erfassten Daten werden zu einem Kennwert aggregiert, der wie folgt definiert ist:
Definition 2 (Performance Indicator (PI))
Die aktuelle/vergangene Leistung, die erwartete zukünftige Leistung (geschätzt imRahmen von Pro-
gnosen und Leistungsmodellen) sowie die tatsächlichen Fortschritte bei der Erreichung der Leis-
tungsziele werden quantitativ durch Indikatoren ausgedrückt. Um relevant zu sein, müssen die Indi-
katoren die Absicht des zugehörigen Leistungsziels korrekt zum Ausdruck bringen. Da Indikatoren
Ziele unterstützen, sollten sie unter Berücksichtigung eines bestimmten Leistungsziels definiert wer-
den. Indikatoren werden oft nicht direkt gemessen, sondern aus unterstützendenMetriken nach klar
definierten Formeln berechnet [116, S. xii].
Je nach Systemgröße kann es zu einer sehr großen Anzahl PI kommen. Deswegen beschränkt man sich
auf eine kleine, wesentliche Menge dieser Leistungsindikatoren. PI mit großer Aussagekraft des System-
verhaltens werden aus diesem Grund gesondert dargestellt:
Definition 3 (Key Performance Indicator (KPI))
Ein Key Performance Indicator (KPI) ist diemaßgeblicheMessgröße bei der Bewertung von Systemen.
Dabei werden jene Performance Indicator (PI) genutzt, welche nachweislich eine verstärkte Reprä-
sentation der Leistungswertung abbilden undwesentlich das Systemverhalten widerspiegeln [116, S.
xii]. Beispielhaft ist die durchschnittliche Verspätung zu nennen.
In der Literatur wurden verschiedene KPI-Merkmale identifiziert, welche die wesentliche Abgrenzung
von einem PI zu einem KPI darstellen. Ein KPI muss dabei nicht zwingend alle diese Merkmale erfüllen,
um für den Anwender nützlich zu sein, undMerkmale können sich überschneiden. Diese Eigenschaften
sind nach [174, S. 5] definiert bzw. dort komplett gelistet undwerden hier folgend beispielhaft dargestellt:
• Relevant für und im Einklang mit der Strategie
• Spezifisch - klar und konzentriert, um Fehlinterpretationen oder Mehrdeutigkeiten zu vermeiden
• Messbar - kann quantifiziert / gemessen werden
Je nach Definition entstehen unterschiedliche Anzahlen der genannten KPI, welche in einer bestimmten
Ordnung zusammengefasst werden können. Diese sei wie folgt definiert:
Definition 4 (Key Performance Area (KPA))
Key Performance Areas (KPAs) repräsentieren eine Möglichkeit zur Themen-spezifischen Kategori-
sierung übergeordneter Ziele und Erwartungen [116, S. xi]. Beispielhaft steht die KPA der Kapazität.
Der übergeordnete Zusammenschluss der Key Performance Areas (KPAs) erfolgt dann über ein:
Definition 5 (Performance Framework)
Ein Bewertungsrahmenwerk (Performance Framework) ist eineMenge anDefinitionen und Termino-
logien, welche die leistungsbasiertenAktivitätenmehrerer Teilhabender regelt. DieseMenge beinhal-
tet die Ebenen der globalen ATM Leistungshierarchie, insgesamt 11 KPAs (siehe Tab. 1.1), eine Menge
an Prozessressourcenfeldern, Fokusfelder, Leistungsziele, Indikatoren, Metriken, Größenordnungen,
Aggregations- und Klassifikationsschemata [116, S. xi].
Hierbei ist zu beachten, dass die Anzahl der KPA je nach Institution undArt der Definition variieren kann.
Diesbezüglich siehe weitere Informationen in Kap. 1.2.
Die genannten Definitionen sind insofern essentiell, als das sie vorgeben, in welcher Art undWeise emit-
tierte Daten aus dem Luftverkehr erfasst und einer Analyse zur Verfügung gestellt werden. Unterschei-
den muss man wiederum, in welcher Art und Weise welche Indikatoren auch als Treiber von System-
kontrolle gelten können. Dazu mehr in Kap. 5.2.
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1.2 Leistungsbewertungsrahmenwerke des Luftverkehrs
Im Luftverkehr zeigen sich mehrere internationale Gremien für die Leistungsbewertung verantwortlich.
Diese zeigen zwar eigene Ansätze zur Definition eines transparenten, validen und umfassenden Bewer-
tungsrahmenwerks auf, berücksichtigen jedoch an keiner Stelle immanenteWechselwirkungen der Leis-
tungsindikatoren. Die spezifische Begutachtung verschiedener KPA (u. a. Sicherheit, Pünktlichkeit, Ka-
pazität und Ökologie) liefert dabei wesentliche Impulse, sowohl für die wissenschaftliche Grundlagen-
forschung, als auch für den operativen Betrieb an Flughäfen.
ImFolgendenwerden relevante (bezugnehmend auf derenVerwendungsweite) Bewertungsrahmenwer-
ke näher betrachtet und auf strukturelle und definitorische Unterschiede hin verglichen werden. Eine
detaillierte Auflistung der Indikatoren soll nur rudimentär in Form beispielhafter Auszüge präsentiert
werden. Die kompletten Listen sind mit jeweiligem Verweis aufgeführt.
1.2.0.1 International Civil Aviation Organisation (ICAO)
Die ICAO definiert in den Dokumenten Doc. 9883 [116], Doc. 9750 [117] und Doc. 9882 [115] insgesamt
elf KPA, welche umfangreich in Doc. 9854 [114] beschrieben sind. Diese Definitionen decken sich mit den
Angaben der IATA. Unterlegt mit einer kurzen Beschreibung und beispielhaften KPI sind diese in Tab. 1.1
dargestellt. Es wird unterschieden in qualitative (ohne Färbung) und quantitative (graue Färbung) KPA.
Tabelle 1.1: KPA-Definitionen nach ICAO [114], unterschieden in quantifizierbar (graue Färbung) und nicht-
quantifizierbar (ohne Färbung).
KPA Beschreibung KPIs (Auswahl)
Access &
Equity
Zugangsrechte, Berücksichtigung individuel-
ler Interessen
unbefriedigte Nachfrage, vollständi-
ge Nachfrage
Capacity systemweit (Messung aktueller "Produktio-
nen"), Airspace (ähnlich, keine deterministi-
sche Flugzahlmessung), Airport (Anzahl Be-
wegungen pro Zeiteinheit während verschie-
dener Wetterlagen)
Instrument Flight Rules (IFR) Be-
wegungen/h bei schlechter Sicht
(IMC)4, Durchschn. Airport (AP)-
Kapazität aus 35 AP in 5 Jahren
Cost
Effectiveness
Kosteneffizienz vs. Interessenbalance, Ser-
vicekostenberücksichtigung bei Qualitätser-
höhung
Durchschn. Kosten pro Flug system-
weit pro Jahr, operationelle Kosten
und Kapitalkosten durch IFR Flüge
Efficiency operationelle und ökonomische Kosteneffi-
zienz aus Einzelflugperspektive, Einhaltung
von Departure (DEP)- und Arrival (ARR)-
Zeit (temporäre Effizienz), Einhaltung geplan-
ter Flugtrajektorien (Flugeffizienz)
durchschn. Ablugdelay, % an On-
Time-Abflügen, % Fluglängenvergrö-
ßerung
Environment Lärmbelästigung, Abgasemission, weitere
Umwelteinflüsse
Abgasemission (CO2, NOx,H2O,
Partikel), Anzahl Menschen leidend
unter Lärmbelästigung in 3 Jahren
Flexibility Fähigkeit aller Nutzer zur dynamischen Tra-
jektorieänderung, Anpassung von DEP/ARR
Zeiten
keine allgemeine Beschreibung mög-
lich - Bsp.: abgewiesene Änderun-
gen/geplante Änderungen
Global Inter-
operability
Schaffung globaler Standards für: technische
und operationelle Interoperabilität, homogene
und gleichberechtigte Verkehrsflüsse
Anzahl festgehaltener Unterschiede
zu ATM Standards und empfohlenen
Praktiken, Einhaltungslevel des ATM
mit ICAOCommunication Navigation
Surveillance (CNS)/ATM Plänen
Participation ATM Community permanent eingebunden in:
Planung, Implementierung, Operation
keine allgemeine Beschreibung mög-
lich - Bsp.: Anzahl jährlicher Pla-
nungstreffen
4IMC (Instrument Meteorological Conditions) sind Wetterbedingungen, die einen Instrumentflug erfordern.
| 16
Künstliche neuronale Netze im leistungsbasierten Luftverkehrsmanagement Stefan Reitmann
Predictability Möglichkeit der Nutzer/Air Navigation Ser-
vice Provider (ANSP)s konsistente und zuver-
lässige Performance anzubieten, essentiell für
Nutzer zur Einhaltung von Flugzeiten
nahezu äquivalent zu KPA Efficiency,
Unterschied: keine Gesamtbetrach-
tung des ATM
Safety höchst priorisierte KPA, vereinheitlichte Stan-
dards, risk & safety management, systemati-
sche Implementierung in das Gesamtsystem
Metrikfokus unterscheidet sich nach:
Einzelpersonenschaden, Luftfahrzeug-
schaden, vermisstes Luftfahrzeug
Security Schutz gegenwiderrechtlichen Eingriff in den
Luftverkehr (gegen das Luftfahrzeug (LFZ),
Personen und Installationen), Schaffung ver-
antwortlicher Autoritäten
keine allgemeine Beschreibung mög-
lich - Bsp.: Anzahl Taten geset-
zeswidriger Einmischungen, Anzahl
schädlicher Taten ohne Intention
Die Vorgaben der ICAO dienen als maßgebliche Richtlinie für die Bewertungs- und Bemessungskriterien,
welche in dieser Arbeit herangezogen werden. Mit demHintergrund eines datenanalytischen Problems,
ist die Auswahl der KPA auf messbare Faktoren beschränkt. Vorweggenommen beziehen sich die An-
wendungen in Teil III nicht auf ökonomische und ökologische Betrachtungen, sodass Cost Effectiveness
und Environment in der reinen Analyse derzeit eine untergeordnete Rolle spielen. Durch die Wechsel-
wirkungen der einzelnen Bereiche untereinander werden jedoch Optimierungen in operationellen Ab-
läufen positive Effekte auf diese beiden KPA implizieren. Eine Betrachtung von Safety findet nicht statt,
da Personen- und Luftfahrzeugschäden generell zu vermeiden und keine Komponente deterministischer
Optimierungen sind.
1.2.0.2 Single European Sky ATM Research (SESAR)
Mit demSingle European SkyATMResearch (SESAR) Programm, gegründet durchdie EuropäischeKom-
mission (EK) und die Eurocontrol (EC), entstand 2004 eine Initiative, welche heute die Luftfahrtbranche
mit 19 Mitgliedern (z. B. Airbus, Deutsche Flugsicherung) umfasst und zu einer Harmonisierung des
europäischen ATM beiträgt. SESAR nutzt die elf ICAO KPAs und fügt diesen zusätzlich den Bereich der Hu-
man Performance hinzu [64].
Eine wesentliche Erweiterung stellt die Unterteilung der KPA in Focus Areas dar. Diese umfassen eine
weitere Kategorisierung vorhandener KPA [116, S. 10]. Innerhalb des SESAR-Programms wurden die zu-
gehörigen 12 KPA in insgesamt 149 Focus Areas unterteilt [64, S. 17-25]. Eine beispielhafte Auflistung für
die messbaren Bereiche liefert dabei Tab. 1.2.
Tabelle 1.2: EC-Definitionen nach SESAR Episode 3 [64, S. 17-25].
KPA Focus Areas KPA Focus Areas
Capacity Luftraumkapazität
Flughafenkapazität
Netzwerkkapazität
Flexibility Update für (außer)planmäßige Flüge
access-on-demand für außerplanmäßige Flüge
Service-Location Flexibilität
Eignung für militärische Anforderungen
Efficiency temporäre Effizienz
Treibstoff-Effizienz
Missions-Effizienz
Predictability on-time Operationen
Serviceunterbrechungseffekt
Knock-On-Effekt
Safety ATM-bezogene Aus-
gaben
Environment Globale Emissionen
Lärm
Lokale Luftqualität
1.2.0.3 Eurocontrol Performance Review Unit
Die Performance Review Unit (PRU) ist für die Überwachung und Überprüfung der Leistung des pan-
europäischen Flugsicherungssystems (ANS) zuständig. Als Teil der EC unterstützt sie die Europäische
Kommission bei den Leistungs- und Entgeltregelungen für den einheitlichen europäischen Luftraum.
Obwohl die PRU unabhängig ist, ist sie administrativ mit SESAR verbunden.
Das in [69, S. 8] vorgestellten Performance Framework umfasst 8 KPI, welche mit den KPA Capacity, Pre-
dictability und Efficiency verbunden wurden (siehe dafür Tab. 1.3). Alle Indikatoren sind flughafenzen-
triert. Sie beziehen sich auf die Gesamtperformance des eingehenden Verkehrs (unabhängig vom Ab-
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flughafen), auf aggregierte Leistung des ausgehenden Verkehrs (unabhängig vom Zielflughafen) und
die kombinierte Wirkung von ein- und ausgehendem Verkehr.
Tabelle 1.3: PRU-Indikatoren je nach Verkehrsform [69, S. 8].
KPI Perf. Flow KPA
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Nach Spitzenflughafen deklarierte Kapazität x x x
Maximale Service-Rate x x x
Air Traffic Flow Management (ATFM) ARR delay x x x
Arrival Sequencing and Metering Area (ASMA) zusätzliche Zeit x x x
ATC lokaler Pre-DEP delay x x x
Taxi-out zusätzliche Zeit x x x
Einhalten des ATFM Slot x x x x
Operationelle Stornierungen x x x
Zusätzlich dazu findet in [69, S. 9] ebenfalls eine Unterteilung in sechs Focus Areas statt. Diese umfassen
geplante Kapazität, operationelle Kapazität, Flugplanstörungen, Einfluss auf die Flow-Vorhersage, AP-
Einfluss auf die Pünktlichkeit und den AP-Einfluss auf die Flugdauer.
DieArbeiten der PRUwerden inKap. 1.2.3 noch einmal aufgegriffen, da von ihr zusätzlich eine Bewertung
meteorologischer Verhältnisse an einem Flughafen vollzogen wird.
1.2.0.4 Europäische Union (EU)
Die EU, maßgeblich die EK, hat verschiedene politische Verordnungen herausgegeben, in denen gemein-
same Anforderungen in Bezug auf die Erbringung von Flugsicherungsdiensten festgelegt werden. Maß-
geblich steht dabei die Verordnung 691/2010 [71], in welcher die EK 4 der 11 ICAO-KPAs verwendet. Der
Begriff der Focus Areas wird in der EK-Verordnung nicht genutzt. Im Gegenzug zu bisherig genannten
Rahmenwerken wird hier in die Anwendung von KPAs europaweit und für jeden Functional Airspace
Block (FAB) unterschieden5 (siehe Tab. 1.4). Dieser ist definiert als ein Luftraumblock, der auf operati-
ven Anforderungen basiert und unabhängig von Staatsgrenzen errichtet wird, um die Zusammenarbeit
der Flugsicherungsdienstleister zu optimieren [70, S. 8].
Tabelle 1.4: KPA-Unterscheidungen für europaweite und FAB-bezogene Anwendung [71, S. 12 - 14].
KPA europaweit FAB
Safety Schweregradeinstufung des Risikoana-
lysewerkzeugs, Mindestniveau des Ma-
ßes für die Kultur des gerechten Um-
gangs
Effektivität des Sicherheitsmanage-
ments, Schweregradeinstufung des
Risikoanalysewerkzeugs, Berichter-
stattung zur Kultur des gerechten
Umgangs
Environment durchschnittliche horizontale Stre-
ckenflugeffizienz, Nutzung zivil-
militärischer Luftraumstrukturen
Verbesserung der Streckenauslegung
Capacity ATFM-Verspätung auf der Strecke je Flug
Cost Efficiency Stückrate für Strecken-Flugsicherungsdienste
Die in Tab. 1.4 dargestellten KPI beziehen sich auf verschiedene Bezugszeiträume, wobei der erste 2012
bis einschließlich 2014 abdeckte und alle Folgenden eine Dauer von fünf Kalenderjahren haben [71, S.
5].
5Wobei die genannten Merkmale in [71] für nationale Anwendung und Anwendung im FAB gleichermaßen gelten.
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1.2.0.5 Sonstige
Neben den genannten Organisationen sei noch die Civil Air Navigation Services Organisation (CANSO)
zu nennen, deren Fokus auf der internationalen Koordination und Organisation von ANSPs liegt und
welche dabei mit der ICAO, IATA und der EC zusammenarbeitet. Zur operationellen Leistungsbewertung
hat diese ein Rahmenwerk veröffentlicht, welches sich auf geeignete KPI für ANSPs fokussiert [34, S. 16 -
40]. Dabei stellen die KPA Capacity, Efficiency und Predictability die zentralen Treiber dar. Darüber hinaus
findet hier erstmals eine Betrachtung von sogenannten “Core-KPI” statt - also von Indikatoren, welche
maßgeblich die Leistung des Systems widerspiegeln. Mit Bezug auf ANSPs sind dies Capacity, Flight Tra-
jectory Efficiency und ANSP Attributable Delay.
Die Nutzung von “Core-KPI” soll im Fortgang der Arbeit als eine der zentrale Ideen mitgeführt werden
und spielt auch in weiteren Dokumenten eine Rolle. So entwickelte die Strategieberatung Oliver Wyman
einen Guide, welcher eine Organisations-unabhängige Bewertungsrichtlinie für den Luftverkehr emp-
fiehlt [255]. Diese umfasst, neben der Core-KPA, die Bereiche Safety & Security, Service Quality, Productivi-
ty/Cost Effectiveness, Financial/Commercial und Environmental. Eine verstärkte Fokussierung auf ökonomi-
sche Bewertungen lässt sich auf den unternehmerischen Hintergrund des Herausgebers zurückführen.
1.2.1 Interdependenzen von Leistungsindikatoren
Unter dem Begriff Interdependenzwird im Sinne der Arbeit eine wechselseitige Abhängigkeit verstanden.
Die Idee, Interdependenzen innerhalb des Luftverkehrs zu analysieren, zielt auf die Aufdeckung von
Beziehungen zwischen (Teil-)Systemen und ihren Komponenten ab. Systeme beeinflussen sich durch
Aktionen eines anderen, verwandten Systems gegenseitig. Dies führt zu komplexen Effekten, die von
den Wirkungen des exogenen Systems abhängen und somit eine interdependente Beziehung schaffen.
Eine solche Beziehung kann zwar direkt zwischen zwei Systemen bestehen, kann aber auch indirekt über
ein drittes (viertes, fünftes, ....) System erfolgen. Da sich Effekte auf einem komplexen Weg durch das
gesamte Systemnetzwerk ausbreiten können, sind Beziehungen oft nicht trivial zu identifizieren. Um
datenbasierte Verfahren zu unterstützen, sind strukturierte Methoden erforderlich, welche diese inter-
dependenten Beziehungen identifizieren und quantifizieren [186].
Verfahren, die im Zuge der Methodikentwicklung in den folgenden Kapiteln genutzt werden, müssen
entsprechend den genannten Anforderungen Interdependenzen berücksichtigen. Die mathematische
Basis innerhalb der Zeitreihenverarbeitung sind grundlegend Korrelationen und Relationen innerhalb
der betrachteten Datensätze (siehe Kap. 3). Korrelationen erscheinen in einfacher, qualitativer und zeit-
licher Form. Erkannte Abhängigkeiten zwischen Datenpunkten, die Informationen für die Korrelationen
liefern, können durch Verzögerung (Zeitverzögerung), Empfindlichkeit (Größe), Richtung und Genau-
igkeit beschrieben werden. Inhomogene Zeitreihen in Kombinationmit diesen Eigenschaften übertragen
das statistische Problem auf eine komplexe nichtlineare Datenanalyse. Die gewählten Modelle müssen
in der Lage sein, derartige Informationen korrekt zu verarbeiten.
Interdependenzen bringen jedoch wesentlich komplexere physikalische Effekte in das System, welche
durch lineare Korrelationsmodelle nicht dynamisch erfasst werden. Eine signifikante Änderung eines
KPI könnte direkte und zeitverzögerte Auswirkungen auf einen zweiten KPI innerhalb einer Relation mit
möglicher direkter Rückkopplung haben. Diese Effekte führen zu möglichen Mustern, wie zyklischen
Schemata oder Transitivität, und können Hinweise auf konzentrierte Mengen von KPIs geben. Aus die-
sem Grund müssen langfristige Abhängigkeiten zwischen Datenpunkten erkannt werden, auch wenn
die Zeitverzögerung mehr als einen Zeitschritt umfasst. Das Vorhandensein von Interdependenzen im
Luftverkehrssystem führt in allen Analysen zu abhängigen Ein- und Ausgangsgrößen.
Beispiele in der Luftfahrt sind die Reaktionsverzögerung bei Flugzeugrotationen [228], das Turnaround-
Management [173, 75] oder das dynamische Passagierverhalten [226] die Wirkung von Interdependen-
zen von (dynamisch) gekoppelten Systemen. Die Analyse von Interdependenzen trägt daher dazu bei,
den systematischen Benchmarking-Prozess im ATM-Sektor durch ein besseres Verständnis von Mustern
und Zusammenhängen zwischen KPAs & KPIs zu verbessern [136]. Dies schafft neue Nutzungsmöglich-
keiten von Performance Frameworks zur Entscheidungsunterstützung. Da die Stakeholder gleichzeitig
an einem gemeinsamen Problemsatz aus verschiedenen Perspektiven arbeiten, funktionieren ihre Op-
timierungsstrategien meist diametral oder beeinflussen sich nicht positiv. Indem sie dieselben KPA/KPI
berücksichtigen und eine gemeinsame Zielerreichung nutzen, werdenmögliche Interaktionspotenzialen
oft missachtet.
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Auch die ICAO erkennt in dem Vorhandensein von Interdependenzen Gründe für sub-optimale Entwick-
lungen im Luftverkehrssystem [116, S. i-1-6]. Zur Verbesserung der Leistungswerte wird dabei u. a. ei-
ne leistungsorientierte Zusammenarbeit über geografische Grenzen und über operative Prozessphasen
hinweg gefordert. Probleme, die sich aus der Nicht-Berücksichtigung von Interdependenzen in der Ver-
gangenheit ergeben haben und in Zukunft vermieden bzw. gemindert werden müssen, sind:
• Themenbereiche haben sich zu unterschiedlichen leistungsbasierten Ansätzen entwickelt, die zu
unterschiedlichen Terminologien führen;
• unzureichende Koordinierung zwischen Politikgestaltung, Planung, Forschung/Entwicklung/Va-
lidierung, Wirtschaftsmanagement und Betriebsführung;
• durch unzureichende Koordinierung zwischen den Stakeholdern entsteht ein fragmentiertes Luft-
fahrtsystem;
• eine unzureichende Koordination auf lokaler, regionaler und globaler Ebene führt zu einer nicht
idealen Interoperabilität;
• ein fragmentierter Ansatz aus operativer Sicht führt zu einer nicht optimalen Flugeffizienz und
Effizienz des Flughafenbetriebs.
Ausführlicher betrachtet die CANSO Interdependenzen innerhalb des ATM [34, S. 14]. Kausale Gründe
für Ineffizienz können demnach oft dem ANSP zugeordnet werden. Es gibt jedoch bestimmte operative
Leistungsbereiche, welche wiederum einen ANSP beeinflussen können, und andere, die von Interessen-
gruppen außerhalb des ANSP beeinflusst werden. Abb. 1.1 zeigt einige der Systemabhängigkeiten, die bei
der Entwicklung eines KPI für Verspätungen bestehen. Mit entsprechenden Daten kann ein ANSP mes-
sen, wie gut verfügbare Kapazitäten genutztwurden undwie flexibelmöglicherweise direktere Routings
bereitgestellt werden konnten. Die Gesamteffizienz des Fluges, gemessen an einem idealen Flug, wird
darüber hinaus jedoch auch von der Flughafeninfrastruktur, den Wetterbedingungen und den Flugplä-
nen beeinflusst. Es existieren zusätzlich weitere, hier nicht betrachtete Einflussquellen.
Wetter
ATC/ATM
Leistung
Kapazität &
InfrastrukturFlugpläne
Flughafeninstandhaltung
Flughafenerweiterung
Sichtweite
Windgeschwindigkeit
Wetterumschläge
Planspitzen
Crewplanung
Ausrüstungsprobleme
ANSP Investition
Verkehrsplanungsstrategien
Luftraumgestaltung
Abbildung 1.1: Wechselwirkungen von Leistungsindikatoren in Bezug auf Flugeffizienz und Verspätung (vgl.
CANSO, [34, S. 14]).
Es gibt gemäß CANSO mehrere gemeinsame Verfahren, welche sich mit den Abhängigkeiten im System
befassen. Eine Strategie besteht darin, zuzuordnende Ursachen für Verzögerungen zu identifizieren. Es
ist wichtig, die wahren Gründe für Verzögerungen zu verstehen, um geeignete Gegenmaßnahmen zu er-
greifen. Die IATA empfiehlt eine Menge von Ursachencodes für Verspätungen [8]6 Um diese Art vonMe-
triken zu verwenden, erfordert es eine komplexe Datenverarbeitung und oft ergänzende Datenbanken,
welche u. a. Aufzeichnungen von Wetterbedingungen und Nachfrage der Fluggesellschaften enthalten.
6Wenn es beispielsweise zu einer Verspätung kommt, kann dies darauf zurückzuführen sein, dass der Flugsicherungsdienstleis-
ter die Systemressourcen nicht nutzt - oder aber auf extreme Wetterbedingungen, fluglinienbedingte Ursachen oder eine anderes
Ereignis auf dem Flughafen.
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1.2.2 Einflussfaktoren auf die Leistungsfähigkeit von Verkehrsflughäfen
Die Leistung eines Flughafens hängt hauptsächlich von der Anzahl der abgefertigten Flugbewegungen
(Flughafenkapazität) ab. In diesem Fall bezieht sich der Begriff Kapazität im Allgemeinen auf die Fähig-
keit einer bestimmten Beförderungseinrichtung, ein Verkehrsaufkommen (z.B. Bewegungen) in einem
bestimmten Zeitraum (z.B. auf Stunden-, Tages- oder Jahresbasis) aufzunehmen. Wenn die Nachfrage
nach Flugverkehr die gegebene Flughafenkapazität erreicht oder überschreitet, nimmt die Überlastung
der bereitgestellten Infrastruktur zu, was zu Verspätungen undAnnullierungen führt. Dieses Nachfrage-
Kapazitäts-Ungleichgewicht ist eine wesentliche Ursache für unpünktliche Betriebsabläufe und betrifft
verschiedene Komponenten des gesamten Flughafensystems auf der Luftseite (z.B. Start- und Lande-
bahnen, Rollwege, Vorfelder) und auf der Landseite (z.B. Passagierabfertigung [167, 217]). Ergebnisse
einer Datenanalyse des Frankfurter Flughafens zeigen, dass mehr als 45% der Variabilität der täglichen
Pünktlichkeit auf lokale Wettereinflüsse zurückzuführen sind [197].
Flugverspätungen (engl. Delay), ausgedrückt in Minuten, sind folgend definiert als die Differenz zwi-
schen den geplanten und tatsächlichen Zeiten von An- und Abflügen. Als Pünktlichkeit gilt der Anteil
der Flüge, die sich weniger als 15 Minuten verspäten und maximal 5 Minuten zu früh landen - ein inter-
national anerkannter Richtwert imLuftverkehr [63]. UmdieVerzögerung in Phasen hoherVerkehrsnach-
frage (Spitzenzeiten) zu antizipieren, wenden die Fluggesellschaften Pufferstrategien an, verbessern die
Pünktlichkeit und mindern die taktischen Verzögerungskosten [67, 42]. Die Definition von Verspätung
kann je nach Interessengruppe variieren, so dass viele Begriffe und Definitionen festgelegt wurden, wie
bspw. akzeptable Verspätung, Netzverzögerung, pünktliche Leistung, reaktionäre Verspätungen, Ver-
spätungen pro Fluggate zum Gate, Ankunftsverspätungen, Abflugverspätungen, Verspätungen beim
Rollen über Land und Verspätungsminuten für die Passagiere (vgl. [167]). Stornierungen werden in
dieser Arbeit nicht berücksichtigt.
Stornierungen Aus Sicht der Fluggäste umfassen gestörte Situationen (Unregelmäßigkeiten) im Luftver-
kehr verschiedene Arten von Störungen wie Verspätungen, Annullierungen, Umleitungen zu Ausweich-
flughäfen oder verpasste Verbindungen. In dieser Studie wird die Anzahl der annullierten Flüge pro Tag
als die deutlichste Auswirkung des Wetters angesehen. Die Analyse anderer Arten von Vorfällen (z.B.
umgeleitete Flüge oder verpasste Verbindungen) entfällt, da die Informationen zu diesem Zeitpunkt
nicht aus den erfassten Daten gewonnen werden können.
Verschiedene wahrscheinlichkeitsbehaftete Einflussfaktoren üben einen Einfluss auf die Leistung eines
Verkehrsflughafens aus.Diesewerden imFolgendendurch einemehrstufigeKlassifizierung beschrieben.
In der ersten Ebene dieser Klassifizierung muss eine Unterscheidung der Urheber des jeweiligen Faktors
vorgenommen werden. Hierbei kann (u. a. nach [246]) in 4 Kategorien unterschieden werden:
Tabelle 1.5: Zusammenfassung der Einflussfaktoren auf die Leistungsfähigkeit von Verkehrsflughäfen [246].
Einflussfaktoren
Natur Wettereinflüsse
Vogelschlag
Mensch Mitarbeiter
Sonstige
Technik Systemausfall
Systemstörung
Infrastruktur Luftraumstruktur
Flughafeninfrastruktur
Nachfolgend werden die beiden Kategorien „Natur“ sowie „Mensch“ genauer erläutert, um eine mögli-
che Quantifizierbarkeit zu bewerten.
1.2.2.1 Einflussfaktor Natur
Nach Angaben des amerikanischen Verkehrsministeriums sind etwa 30 % aller heute auftretenden Ver-
zögerungen auf das Wetter zurückzuführen (siehe [1]). Das Wetter ist einer der natürlichen Faktoren,
die den Flugverkehr an einem Verkehrsflughafen beeinflussen können. Dies kann in verschiedenen For-
men auftreten. Eine detailliertere Betrachtung der einzelnen Wetterklassen findet sich im Kapitel 1.2.3.
Neben der Nebelbildung in ihren vielfältigen Ausprägungen, wie gewöhnlichem Regen, Nieselregen,
Schnee oder Hagel, stellt Niederschlag einen Faktor dar, der z.B. von einer Rutschgefahr begleitet wird
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(vgl. [183]). Auch die Sichtbarkeit kann eingeschränkt sein. Im Zusammenhangmit Temperaturen unter
dem Gefrierpunkt, welche Eisbildung verursachen, sind oft Enteisungsmaßnahmen erforderlich, die die
Abfertigungszeit des LFZ erhöhen, aber für die Sicherheit der Flüge unerlässlich sind [128].
Ein weiterer natürlicher Faktor ist der Wind. Zur besseren Auftriebsgenerierung erfolgt der Start in der
Regel gegen denWind - die Startstrecke wird dadurch verkürzt [209]. Hohe Seitenwinde stellen ein Pro-
blem dar und selbst kurzfristige Windrichtungsänderungen sind gefährlich, da sich der Auftrieb an den
Tragflächen schnell ändern kann.
Bei Gewitterzellen treten verschiedene Phänomene, wie Vereisung, starke Turbulenzen und schlechte
Sicht, auf [61, S. 191 ff.]. Gewitter vereinen verschiedene Gefahren, werden aber meist als eigenständiges
Wetterphänomen betrachtet.
Der Vogelschlag ist eine natürliche Gefahrenquelle, die zwar selten eine nennenswerte Bedrohung dar-
stellt, dann jedoch zu eklatanten Folgen führen kann7. Gerade durch dieses Gefahrenpotential finden
Vogelschläge, auch aktuell, wissenschaftlich Beachtung [151].
Für den Faktor Natur, der hauptsächlich aus dem Wetter besteht, existiert dank Wetteraufzeichnungen
und -vorhersagen eine Bandbreite an Datensätzen, die weiterverarbeitet werden können und zum Teil
frei verfügbar sind (z. B. https://www.ogimet.com). Auf der Grundlage dieser Quantifizierbarkeit und
der Tatsache, dass dasWetter einen erheblichen Einfluss auf den Luftverkehr hat, dient dasWetter alswe-
sentlicher Einflussfaktor in den Leistungsanalysen. Die Datensituation der anderen definierten Faktoren
ist unzureichend, was eine genauere Betrachtung erschwert. Dies ist einer der Gründe, warum es nicht
möglich ist, die Wahrscheinlichkeiten der Einflussfaktoren zu quantifizieren. Alle definierten Faktoren
und ihre untergeordneten Kategorien sind in der Tabelle 1.5 zusammengefasst. Der Infrastrukturfaktor,
der hier nicht aufgeführt ist, wird in Luftraum und Flughafeninfrastruktur unterteilt [246, S. 48].
1.2.2.2 Einflussfaktor Mensch
Heute werden 80 % der Flugunfälle durch Menschen verursacht - sei es durch Pilotenfehler oder Flug-
sicherungsfehler. Die restlichen 20 % sind auf technisches Versagen zurückzuführen [181, S. 16]. Aus
diesem Grund muss der menschliche Faktor auch auf Verkehrsflughäfen berücksichtigt werden. Dieser
Faktor kann in zwei Gruppen unterteilt werden:
• Personal, welches für den Flugbetrieb verantwortlich ist (einschließlich Flugzeugbesatzungen und
Bodenpersonal), das direkt oder indirekt am Luftverkehr beteiligt ist, wie z. B. Check-in-Personal
oder Vorfeldagenten.
• Andere Personen, die den Luftverkehr beeinflussen können - als Hauptgruppe sind hier die Passa-
giere eines Fluges zu nennen.
Beide Personengruppen können aus verschiedenen Gründen Verspätungen verursachen. Bei Mitarbei-
tern/Personal zeigen sich diese u. a. in Erkrankung eines Crew-Mitglieds oder der fehlerhaften Bedie-
nung eines Geräts. Andere Personen wiederum beeinflussen bspw. durch illegale Drohnenaufstiege, die
eingreifende Maßnahmen erfordern, oder sogenannte „No-Shows“ (Passagiere, die nicht zum Flug er-
scheinen). Eine Quantifizierbarkeit ist dabei schwer zu erzielen, da Personaldaten in der Verantwortung
der einzelnen Unternehmen gehalten und geschützt werden. Für Personen, welche den Luftverkehr ex-
tern beeinflussen können, ist eine Erfassung relevanter Phänomene (wie bspw. No-Shows) möglich.
Menschliche Fehler haben maßgeblich Unfälle zur Folge, welche hier jedoch nicht betrachtet werden.
Daher wird der Faktor Mensch keine Komponente dieser Arbeit sein.
1.2.3 Flugmeteorologische Datenaggregation
Im Folgenden wird ein Einblick in die Flugmeteorologie gegeben. Zunächst werden die im Luftverkehr
üblichen Flugwetterberichte erläutert, die für Flughäfen veröffentlicht werden. Diese werden vom jewei-
ligen Flughafen oder der zuständigen Wetterbehörde (in Deutschland: Deutscher Wetterdienst (DWD))
veröffentlicht. Für die Aggregation der Wetterdaten stellen diese Meldungen die Datengrundlage, was
ihreWichtigkeit für die Lösung der Problemstellungwiderspiegelt. Weiterhinwird der Einfluss desWet-
ters oder der verschiedenen Wetterklassen (insbesondere Sicht und Wind) auf den Luftverkehr disku-
tiert, um die Berücksichtigung des Wetters zu erklären.
7Die Notlandung des US Airways Fluges 1549 auf dem Hudson River im Januar 2009 [162] untermauert die Gefahr von Vogel-
schlägen.
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1.2.3.1 Terminal Aerodrome Forecast (TAF)
Eine TAF-Meldung ist eine Flugwettervorhersage für einen Flughafen über einen Zeitraum von 6 Stun-
den. Sie umfasst verschiedene Informationen über dasWetter, inkl. der Vorhersagen für die kommenden
Stunden. Die wichtigste Wetterinformation, welche ein TAF enthält, sind:
• Sichtweite in Meter,
• Windrichtung, aufgerundet auf 10 Grad, sowie Windgeschwindigkeit in Knoten,
• vorherrschende Wetterlagen als Buchstabencode,
• Wolkenhöhe in 100 ft-Schritten und Wolkenart als Buchstabencode.
Danebenwerden auch bspw. der ICAO-Flughafencode, dieUhrzeit derHerausgabe sowie derGültigkeits-
zeitraum der Meldung angegeben. Die Gültigkeit einer TAF beginnt i. d. R. 1 Stunde nach ihrer Heraus-
gabe, wobei TAFs in einem 6-Stunden-Rhythmus herausgegeben werden, in Deutschland zu den Stunden
5:00, 11:00, 17:00 und 23:00 8. Die Gültigkeit beginnt somit jeweils um 6:00, 12:00, 18:00 und 0:00 Uhr. Sie
endet spätestens 30 Stunden nach Beginn, wobei in einzelnen Fällen auch kürzere Zeiträume angegeben
werden können. Im Rahmen dieser Arbeit wird sich jedoch auf eine Gültigkeitsdauer von 6 Stunden be-
schränkt, da hiernach bereits eine neue TAF zur Verfügung steht, welche als gültig angesehen wird. Alle
dargelegten Informationen sind in [9, S. 204 ff.] nachzulesen.
Ein Beispiel (Flughafen Frankfurt am Main, EDDF/FRA) für eine TAF sieht wie folgt aus:
TAF EDDF 010500Z 0106/0212 02008KT 9999 -DZ BKN015
TEMPO 0106/0110 2500 -DZ BR BKN004
TEMPO 0117/0206 1200 -SN BKN008
BECMG 0120/0122 34006KT=
Die erste Zeile dieser TAF ist exemplarisch in Tabelle 1.6 entschlüsselt. Dabei sind jeweils der auftretende
Code, die in diesem Code enthaltene Information sowie der enthaltene Wert aufgeführt.
Tabelle 1.6: Entschlüsslung einer beispielhaften TAF (Flughafen Frankfurt am Main, EDDF/FRA).
Code Enthaltene Information Enthaltener Wert
TAF Typ der Meldung Terminal Aerodrome Forecast
EDDF ICAO-Flughafencode Frankfurt/Main
010500Z Zeitpunkt der Herausgabe (UTC) 1. des Monats, 5:00 Uhr
0106/0212 Gültigkeitszeitraum der TAF vom 1. des Monats, 6:00 Uhr,
bis zum 2. des Monats, 12:00 Uhr
02008KT Windrichtung und -geschwindigkeit 20◦ bei 8 kn
9999 Sichtweite unbegrenzt
-DZ Wetter leichter Sprühregen
BKN015 Wolken durchbrochen auf 1500 ft
1.2.3.2 Meteorological Aerodrome Report (METAR)
Den erläuterten TAFs, welche stets eine Vorhersage darstellen, stehen die METAR-Meldungen gegenüber.
Diese sind eine Beobachtung des Wetters zum jeweiligen Herausgabezeitpunkt [9, S. 29] und gelten da-
her auch nur zu genau diesem Zeitpunkt. Neben der Wetterinformationen, die auch Inhalt der TAF sind,
werden hierin u. a. auch die Temperatur und der Taupunkt sowie der Atmosphärendruck berücksichtigt.
Da jedoch diese Informationen niemals in einer TAF enthalten sind, sind sie an dieser Stelle zu vernach-
lässigen.
Abb. 1.2 zeigt exemplarische Wetterinformationen der ersten 60 Tage im Jahr 2015 am Flughafen Lon-
don Gatwick aus dem METAR-Datensatz (Tagesmittelwert): Temperatur, Taupunkt, Windrichtung und
-geschwindigkeit, Luftfeuchtigkeit und Druck.
Eine METAR wird ein- oder zweimal pro Stunde herausgegeben. Wie an entsprechenden Datensätzen zu
erkennen ist, geschieht dies in Deutschland zu den Minuten 20 und 50 jeder Stunde. Über einen Tag
8Alle Zeiten entsprechen Universal Time Coordinated (UTC), soweit nicht anders angegeben.
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Tabelle 1.7: Hauptkomponenten von METAR.
Parameter Beispiel
Wind Azimuthrichtung in ◦/Geschwindigkeit [kn] 06010KT
Sichtweite horizontale Sichtweite [m] 7000
Niederschlag Signifikantes Wetterphänomen -SN
Wolken Abdeckung/Höhe · 100 [ft] über AP BKN019
Temperatur Luft/Taupunkt [◦C] M03/M06
Luftdruck Druck über Meeresspiegel QNH [hPa] Q0998
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Abbildung 1.2: Wetterdaten der ersten 60 Tage im Jahr 2015 am Flughafen Gatwick.
verteilt werden somit i. d. R. 48 METARs herausgegeben. Das bedeutet, dass für jede TAF (die, wie im vor-
angegangenen Abschnitt beschrieben, alle 6 Stunden neu veröffentlicht wird) 12 METARs herangezogen
werden können, um beide Meldungen miteinander zu vergleichen.
Eine TAF ist zwar immer über den gesamten Zeitraum gültig, jedochwird der Begriff TAF imweiteren Ver-
lauf dieser Arbeit abweichend davon verwendet. Da die Werte der TAFs zwischen den einzelnen METARs
irrelevant sind (METARs treten nur halbstündlich auf), ist mit einer TAF von nun an immer die Wettervor-
hersage beschrieben, welche jeweils parallel zu einer herausgegebenen METAR gültig ist. Was vorher als
eine einzige TAF mit einem Gültigkeitszeitraum von 6 bis 30 Stunden bezeichnet wurde, ist nun analog
zu den 12 METARs, die in den ersten 6 Stunden der Gültigkeit herausgegeben werden, aufgeteilt in 12
Teil-TAFs.
1.2.3.3 Air Traffic Management Airport Performance (ATMAP) Algorithmus
Die eingeführten Flugplandaten und Wetterdaten dienen als Input für die Flughafenleistung und die
Quantifizierung/Kategorisierung der Wetterphänomene. In diesem Abschnitt wird die abgeleitete Me-
trik vorgestellt.
Die PRU hat in Absprache mit der ATMAP-Gruppe eine Veröffentlichung über einen Algorithmus zur
Auswertung der Wetterbedingungen publiziert, die das Ziel einer einheitlichen Flughafenleistungsmes-
sung betrifft [65]. Der ATMAP-Wetteralgorithmus beschreibt die Wetterbedingungen an Flughäfen in der
Nachanalysephase nach dem Tag des Betriebs. Der Algorithmus quantifiziert die Wetterbedingungen,
die bei der Messung der ANS-Leistung an Flughäfen berücksichtigt werden müssen. Die Annahmen
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der ATMAP-Gruppe basieren auf Ausstattungsmerkmalen von Flughafen und Flugzeug (z.B. ein Flug-
zeug mit definierten Toleranzen für Seiten- und Rückenwind), dem Vorhandensein von grundlegenden
Enteisungsinfrastrukturen, dem Vorhandensein einer Landebahn für Präzisionsanflüge bei schlechten
Sichtverhältnissen.
Die folgenden Definitionen werden im ATMAP-Algorithmus verwendet:Wetterphänomen ist ein einzelnes
meteorologisches Element, das die Sicherheit von Flugzeugen während des Flug- und Bodenbetriebs
beeinflusst; Wetterklasse ist eine Gruppe von einem oder mehreren Wetterphänomenen, die die Flugha-
fenleistung beeinflussen; Sicherheitscode ist eine Rangfolgezahl des Wetterklassenstatus (von der besten
bis zur schlechtesten); Koeffizient stellt die Zuordnung einer Punktzahl zu einem bestimmten Schwere-
grad dar, um das nichtlineare Verhalten verschiedener Wetterphänomene zu beschreiben.
Die PRU schlägt ein mehrstufiges Verfahren zur Bestimmung des ATMAP-Wetterscores vor: In einem ers-
ten Schritt wird eine bestimmteMETAR Beobachtung am Flughafen durch Angabe des Schweregradcodes
und des zugehörigen Koeffizienten für jede Wetterklasse bewertet. Diese METAR-Nachricht wird analy-
siert, gefiltert und in quantifizierte Maße (Koeffizienten) umgewandelt. In einem zweiten Schritt werden
diese Wetterklassenkoeffizienten zum entsprechenden ATMAP-Score (pro METAR-Nachricht) kumuliert.
Schließlichwird für ein bestimmtes Zeitintervall (Betriebsstunden) die Summe allerATMAP-Scores durch
die Anzahl der METAR-Beobachtungen dividiert, um einen durchschnittlichen ATMAP-Score pro Zeitin-
tervall (z.B. pro Stunde, pro Tag) zu berechnen. Eine beispielhafte Umwandlung einer METAR zu einem
ATMAP-Wert ist in Tab. 1.8 zu sehen.
Tabelle 1.8: Beispielhafte ATMAP-Aggregation einer TAF-Meldung (Flughafen Frankfurt am Main, EDDF).
EDDF 241320Z 03007KT 9999 -SN FEW012 SCT018 BKN025 01/M02 Q1013 R07L/295
R07C/295 R07R/295 R18/5//295 NOSIG
Visibility Wind Precipitation Freezing Dangerous Score
9999 03007KT -SN 01, -SN - (Summe)
0 0 2 3 0 5
In diesem Zusammenhang trennt der ATMAP-Algorithmus die Betriebstage in gut und schlechte Wetter-
tage unter Verwendung eines durchschnittlichen und flughafenunabhängigen ATMAP-Wertes von 1, 5
(europäischer Standardwert für Schlechtwettertage [65]). In Abb. 1.3 sind die Auswirkungen dieser ver-
schiedenen Wetterklassifikationen durch eine erhöhte Anzahl von akkumulierten aller Verspätungsmi-
nuten (delay) pro Stunde (graue Balken) angezeigt, deren Ursprung auch in schlechten meteorologi-
schen Bedingungen (höhere Zahlen beim ATMAP-Wetterwert (grün/rote Balken)) liegt.
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Abbildung 1.3:Unterschiedliche stündliche Verspätungsmerkmale am Flughafen Frankfurt amMain (2013) unter
Berücksichtigung zweier Wetterklassen: (a) gutes und (b) schlechtesWetter [227].
In der Tabelle 1.9 werden die fünf verschiedenen Wetterklassen dargestellt, mit meteorologischen Be-
dingungen beschrieben und mit dem zugehörigen Maximalkoeffizienten des ATMAP-Algorithmus ver-
knüpft.
Im Vergleich zu allen anderen Wetterklassen bieten ”gefährliche Phänomene“ die höchsten Koeffizien-
ten, die sich aus den hohen und speziellen Auswirkungen auf den Flughafenbetrieb ergeben. Sowohl für
Cumulonimbus (CB) als auch hochauftürmendeCumuluswolken (TCU) liegendieATMAP-Koeffizienten
zwischen 3 und 10 (TCU) oder zwischen 4 und 12 (CB), je nach Wolkenabdeckung. Schauerliche und
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Tabelle 1.9: Wetterklassen des ATMAP-Algorithmus.
Wetterklasse Beschreibung Koeffizient Wert
Wolkenhöhe & Sichtweite Verschlechterung der Sichtbar-
keit: “Non-precision approach“9
bis hin zu schlechter Sichtbarkeit
precision approach run-
ways:
CAT I-III approach
max. 5
Wind starker Kopf-/Kreuzwind, auch
Böen
vWind > 16kt (+Böen) max. 4
(+1)
Niederschlag Reibung der Start- und Lande-
bahn beeinflusst die Nutzungs-
zeiten der Start- und Landebahn.
Komplexe Verfahren zur Start-
und Landebahnräumung.
e.g. (+/-) Regen, Schnee,
gefrorener Regen
max. 3
Frostbedingungen Reduzierte Reibung der Start-
und Landebahn, Enteisung:
zusätzliche Ausrollzeiten.
T ≤ 3◦C, sichtbare oder
nicht sichtbare Feuchtig-
keit, keine Niederschläge
max. 4
Gefährliche Phänomene Gefährlich für die Sicherheit des
Flugbetriebs, unvorhersehbare
Auswirkungen.
TCU/CB, Wolkenbede-
ckung, (+/-) Schauer
(+/-), Gewittersturm.
3 - 24
18 - 24
intensive Niederschläge können zu einer weiteren Erhöhung der Koeffizienten auf bis zu 18 oder 24 für
TCU sowie CB führen. Andere gefährliche Phänomene, welche sich auf die Sicherheit des Flugbetriebs
auswirken, lassen sich in drei Gruppen einteilen: 30 Punkte (starkes Gewitter), 24 Punkte (z.B. Sand-
sturm, Vulkanasche) und 18 Punkte (kleine Hagel- und/oder Schneepellets (18 Punkte).
Gemäß dem inAbb. 1.2 verwendeten Zeitraum (erste 60 Tage 2015, Tagesdurchschnitt), kann der ATMAP-
Algorithmus dieseMessungen in einenATMAP-Wetterscore quantifizieren. Die aggregiertenWerte für die
besonders beobachtetenWetterklassen zeigen die Schwere einesWetterphänomensmit steigendemWert
an (siehe Abb. 1.4).
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Abbildung 1.4: ATMAP-Score für Wetterdaten der ersten 60 Tage im Jahr 2015 am Flughafen Gatwick.
Wettereinflüsse können spezifische Auswirkungen auf die Leistungsfähigkeit eines Flughafens haben.
Dies hängt von den lokalen Begebenheiten, den operationellen Bedingungen und der Lage ab. Im Allge-
meinen sind die Flughäfen München (EDDM) und Oslo-Gardermoen (ENGM) besonders von Wetter-
einflüssen betroffen (angezeigt durch hoheATMAPWerte). Kopenhagen (EKCH) oder Schiphol (EHAM)
sind besonders von starken Winden betroffen - die Flughäfen Zürich (LSZH) oder Paris-Orly (LFPO)
wiederum weniger [227]. Dies ist besonders dann relevant, wenn in einer Datenanalyse ein Zusammen-
hang vonWetter und Leistungsfähigkeit forciert wird. Diesen Analysen muss eine Diskussion zugrunde
liegen, ob ein Wetter lokal Relevanz auf die Kapazität hat oder nicht.
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1.3 Grundkonzepte leistungsbasierten Luftverkehrsmanagements
Der Betrieb eines Flughafens ist hoch komplex - viele Stakeholder mit unterschiedlichsten Zielstellun-
gen tragen jeweils einen Teil zur Abfertigung der Luftfahrzeuge und der Passagiere bei. Im heutigen Be-
triebsgeschehen sind die genannten Stakeholder oftmals nur in Verantwortung für ihre eigenen flugha-
fenbezogenen Prozesse. So finden Planung und Organisation in speziellen operationellen Zentren statt,
wie bspw. Airline Operations Center, Bodenverkehrsdienstleister, Flugbetriebszentrale der Flughafen-
betriebsgesellschaft. Dadurch entstehen räumliche Trennungen, welche einen fließenden Informations-
austausch, Kommunikation und gegenseitige Absprachen nur rudimentär zulassen. Im Falle alle Sta-
keholder betreffender Informationen, wie Verspätungen bzw. Verfrühungen von Flugzeugen, erfolgt ein
Austausch zu spät, was in einer suboptimalenKoordination der Prozesse undKooperation niederschlägt.
Aufgrund dieser fehlenden Abstimmungen sind Konflikte und Missverständnisse möglich, da letztlich
auch Gründe für das Handeln nur mangelhaft kommuniziert werden. Zusammenfassend mündet dies
in nicht am Optimum ausgelegten Steuerungs- und Regelungsvorgängen des Luftverkehrssystems.
Bei Betrachtung von Steuerung und Regelung eines Systems muss vorerst geklärt sein, wie die eigent-
lichen Betriebsabläufe im Rahmen des Air Traffic Flow Management (ATFM)10 geplant werden. Hierfür
existieren nach [113] im Luftverkehr drei wesentliche Phasen:
• die strategische Planung erfolgt meist 2-6 Monate vor Anwendung.
• die prä-taktische Planung erfolgt am Tag vor der Anwendung.
• die taktische Planung erfolgt am Tag der Anwendung.
Alle Phasen sind in ihrem Interessensbereich und ihrer zeitlichen Verankerung unterschiedlich, jedoch
existieren elementare Wechselwirkungen.
1.3.0.1 Strategische Planung
Die strategische Planung umfasst die Generierung eines provisorischen Flugplans. Dieser wird anhand
grober Annahmen, Abschätzungen und - insofern vorhanden - zum Planungszeitpunkt bekannter In-
formationen erstellt. Beispielsweise fließt eine Prognose an Flugbewegungen mit in die Planung ein. Die
Annahmen basieren größtenteils auf Erfahrungswerten vergangener Planungsperioden [96].
Im Zuge der strategischen Entwurfsphase müssen vorgelagert Entscheidungen über Infrastrukturzu-
gang für Luftfahrzeugbetreiber, sowie Zurückweisungen von Verkehrseinheiten zur Regulierung der
Verkehrsnachfrage getroffen werden [134, S. 32]. Die theoretische Flughafenkapazität liefert dabei die
Grundlage der notwendigen Begrenzungen. Nach ICAO wird die strategische Phase als Überprüfung
der Nachfrage von Flugbewegungen der kommenden Saison ausgelegt. Ziel ist es, Engpässe zu identi-
fizieren, an denen die Nachfrage die gegebene Kapazität überschreitet und somit gezielt Maßnahmen
getroffen werden können, welche diesen Überlastungen entgegen wirken [113, S. 43].
Anschließend erfolgt eine Prognose durch das Luftraum-Management und die Luftverkehrsüberwa-
chung (ATC), im Zuge derer anhand nachgefragter Flugbewegungen und den sich daraus ergebenden
Streckenverbindungen die notwendige Flugsicherungsdienstleistung ermittelt wird. Die angenomme-
ne Kapazität steht mit dieser Prognose in direktem Zusammenhang. Darauf aufbauend wird ein euro-
paweites Flugroutenschema erstellt, um die Verkehrsrate abzudecken und eine maximale Kapazität zu
gewährleisten [4].
1.3.0.2 Prä-taktische Planung
Innerhalb der Flughafenbetriebsablaufplanung definieren sich die Ziele der prä-taktischen Phase als
Steuerung des Infrastrukturzugangs, sowie einer Begrenzung der Nachfrage durch zeitliche Umvertei-
lung der Flugbewegungen [134, S. 24]. Eine allgemeine Beschreibung der entscheidenden Inhalte bietet
die ICAO in [113]. Als übergeordnetes Ziel sind die Präzisierung und Verbesserung des strategischen
Plans ausgegeben. Der Fokus liegt dabei auf der Aktualisierung und Implementierung planungsnot-
wendiger Daten [113, S. 44]. Auf Seiten der ATC und der Netzwerksteuerung werden wiederum Tages-
flugumläufe erstellt, welche das Ziel verfolgen, die ATM-Leistung zu optimieren und negative Outputs,
10ATFM ist die Erbringung von Dienstleistungen, mit dem Ziel eines sicheren, geordneten und zügigen Flusses des Verkehrs
durch die Sicherstellung, dass die Kapazität so weit wie möglich genutzt wird [72].
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wie bspw. Verspätungen11 undKosten, zuminimieren. Diemit fortschreitender Zeit immer exakt ausleg-
baren Flugpläne werden bezüglich der notwendigen Verkehrsflusssteuerungsmaßnahmen (siehe dafür
Kap. 7.1.1) veröffentlicht und treten einen Tag nach Publikation (Tag des Ereignisses) in Kraft. Dieser
Vorgang findet im Übergang zur taktischen Planungsphase statt [4].
1.3.0.3 Taktische Planung
Eine direkte Schnittstelle zwischen vorausschauender Planung und der Echtzeitreaktion stellt die takti-
sche Planungsphase dar. Diese wird - aus Sicht des Netzwerk-Managements - charakterisiert durch die
Aktualisierung und Überwachung des erstellten Flugplans. Hierbei erfolgt ein permanenter Vergleich
zu aktuellen (und damit realen) Parametern. Entsprechend der tatsächlichen Verkehrsnachfrage wird
weiterführend eine Kapazitätsoptimierung erstellt. In Echtzeit werden Lösungsmöglichkeiten erarbeitet,
welche Flugbewegungen, welche von kapazitiven Einschränkungen betroffen sind, in ihrer auftretenden
Verspätung minimieren [4].
Ebenso Ziel dieser Planungsphase ist die Vermeidung von Überlastungssituationen, welche durch ATFM-
Slots reguliert werden. Dieses zentrale Planungsinstrument symbolisiert zudem auch die Schnittstelle
zwischen flughafenseitiger- und luftraumseitiger Planung, da dessen Wirkungsraum auch den Flugha-
fennahbereich umfasst. Verkehrsüberlastungen können somit durch regulierende Slots entschärft wer-
den, die beispielsweise den Abflug eines LFZ verzögern [134, S. 49].
1.3.1 Airport Collaborative Decision Making (A-CDM)
Das Airport-Collaborative Decision Making (A-CDM) umfasst einen ersten Schritt zur Optimierung von
Flughafenprozessen unter Berücksichtigung aller beteiligter Stakeholder. Dabei handelt es sich um ein
Konzept mit dem Ziel, Air Traffic Flow and Capacity Management (ATFCM) an Flughäfen zu verbessern,
indem Verspätungen reduziert, Vorhersagen verbessert und die Verwendung von Ressourcen optimiert
werden. Im Wesentlichen werden dabei Zeiten verschiedener Meilensteine (Milestones)12 eines Fluges
registriert und Verbindlichkeiten für die Offblock-Zeiten13 der einzelnen Luftfahrzeuge festgelegt. Die so
gewonnene verbesserte Informationslage zu den Flügen und die Vorhersagbarkeit von Abflügen dienen
stabileren Betriebsabläufen aller ATM-Beteiligten, insbesondere im Luftraum über Europa.
Das Konzept von A-CDM setzt sich aus 6 wesentlichen Elementen zusammen [112, S. 2-10]: Informations-
austausch, Meilensteinansatz, variable Taxi-Zeit, Pre-Departure-Sequenzierung, entgegengesetzte Bedingungen,
gemeinsames Management von Flug-Updates. Wie aus den genannten Fakten abzuleiten ist, beschränkt sich
A-CDM in der Planung auf Offblock-Zeiten, sodass die Möglichkeiten für kooperative Entscheidungspro-
zesse zwischen Stakeholdern zur Optimierung betrieblicher Abläufe minimal gehalten wird. Von den
verfügbaren Konzeptbausteinen des A-CDM ist der Informationsaustausch insofern unerlässlich, als er
die Grundlage schafft, indem er den Informationsaustausch ermöglicht und ein gemeinsames Situati-
onsbewusstsein schafft. Darüber hinaus bringen geteilte Informationen potenzielle Vorteile in Bezug auf
Vorhersehbarkeit und Ressourceneffizienz.
Nach der Schaffung dieser Informationsplattform steht die Umsetzung der Target Off-Block Time (TOBT)
durchdenEinsatz desMeilensteinansatzes zurVerbesserungderVorhersagbarkeitwährenddes Turnaround-
Prozesses von Flugzeugen im Vordergrund. Der Informationsaustausch und der Meilensteinansatz sind
gemeinsam die grundlegenden Anforderungen für die Durchführung der verbleibende Konzeptelemen-
te. Die definierten Meilensteine sind in Tabelle 1.10 aufgeführt.
Tabelle 1.10: Meilensteine des A-CDM-Konzepts [112, S. 3-11].
Nummer Meilenstein Zeitreferenz
1 ATC Flight Plan activation 3 Stunden vor Estimated off-block time (EOBT)
2 EOBT - 2hr 2 Stunden vor EOBT
3 Take off from outstation Actual take off time (ATOT) from outstation
4 Local radar update Variiert je nach AP
11Wobei Verspätungen nicht gezwungenermaßen negativer als verfrühte Flüge sein müssen.
12Diese Meilensteine sind nach [112, S. 19] definiert als signifikante Events, welche im Zuge einer Flugplanung oder -Operation
auftreten.
13Off- und Inblock-Zeiten umfassen Verlassen bzw. Ankunft an der Parkposition [112].
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5 Final approach Variiert je nach AP
6 Landing Actual landing time (ALDT)
7 In-block Actual in-block time (AIBT)
8 Ground handling starts Actual commencement of ground handling time (ACGT)
9 TOBT update prior to TSAT Variiert je nach AP
10 TSAT issue Variiert je nach AP
11 Boarding starts Variiert je nach AP
12 Aircraft (AC) ready Actual ready time (ARDT)
13 Start up request Actual start-up request time (ASRT)
14 Start up approved Actual start-up approval time (ASAT)
15 Off-block Actual off-block time (AOBT)
16 Take off ATOT
Insgesamt wurden in [112] 16 grundlegende Meilensteine definiert, welche in Abb. 1.5 visualisiert wur-
den. Die Liste derMeilensteine ist indikativ, weitereMeilensteinemüssenmöglicherweise aufgenommen
werden, um zusätzliche Informationen über wichtige Ereignisse, wie z.B. Enteisung, zu erhalten. Loka-
le Verfahren können vorschreiben, dass einige Meilensteine möglicherweise nicht erforderlich sind und
gelten daher als nicht sehr empfehlenswert.
Abbildung 1.5: Meilensteine des A-CDM-Konzepts (in Anlehnung an [112, S. 3-17]).
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Daten des Konzeptes, die speziell das LFZ betreffen, sind in Tab. 1.11 dargestellt. Die Zuordnung des
Flugzeugs erfolgt in der Regel am Tag des Betriebs. Auf koordinierten Flughäfen ist die Zuordnung an
das Airport Slot Programm für den Tag des Betriebs gebunden. Änderungen am Einsatz eines LFZ sind
mitzuteilen. Flughafen-Slot und eingesetztes LFZ sind miteinander zu korrelieren.
Tabelle 1.11: LFZ-bezogene Datenelemente einer A-CDM-Operation [112, S. 3-11].
Gemeinsame Daten Daten ankommender Flüge Daten ausgehender Flüge
LFZ Registrierung LFZ Identifikation LFZ Identifikation
LFZ Flugstatus aerodrome of departure (ADEP) aerodrome of destination (ADES)
LFZ Typ Inbound Flugtyp Standard Instrument Departure (SID)
LFZ Parkposition Take-off Zeit des Ausgangs-AP Outbound Flugtyp
Boarding gate estimated elapsed time (EET) Enteisung
Turn-round Time Landezeit Off-block time
Handling agent Taxi-in time Taxi-out time
TOBT In-block time Take-off time
Diese Daten sind insofern wichtig, als dass sie auch Einfluss auf die zugrundeliegende Datengrundlage
haben. Diese ist sowohl für die Modellentwicklung in Teil II, als auch für die Anwendung in Teil III fun-
damentaler Baustein.
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1.3.2 Total Airport Management (TAM)
Aufbauend auf A-CDM wurde vom Deutsches Zentrum für Luft- und Raumfahrt e.V. (DLR) bereits in
2006 in Zusammenarbeit mit dem Eurocontrol Experimental Center (EEC) ein Konzept zum Total Air-
port Management (TAM) entwickelt. Dieses beschreibt grundlegende mögliche Änderungen der Airport
Operations für die Zeit nach 2020, mit Blick auf den prä-taktischen Planungshorizont (weg von der heute
üblichen ad-hoc bzw. taktischen Sichtweise), ohne jedoch den Fokus auf bestimmte Merkmale im Detail
zu legen. Es ist in diesem Konzept vorgesehen, dass die Stakeholder zusammen Strategien für den jewei-
ligen Betriebstag oder auch einzelne Betriebsstunden bereits mit einemHorizont von mehreren Stunden
im Voraus entwickeln und festlegen. Die hierfür vorgesehene Managementebene existiert heute nicht.
Wesentliche Unterschiede zwischen A-CDM und TAM sind in der Tabelle 1.12 aufgeführt [96].
Tabelle 1.12: Vergleich von A-CDM und TAM.
A-CDM TAM
Planungshorizont Bis ca. 3h vor Flugereignis Bis zu 24h vor Flugereignis
Plangenerierung der Sta-
keholder
Kein gemeinsamer Plan, sondern
Einzelpläne
Optimierter AOP als verbindlicher
Plan - Integration Land/Luftseite
Situational Awareness
(SA) der Stakeholder
Meilensteine des jeweiligen Fluges
werden registriert und zur Verfü-
gung gestellt
- Überwachung und Vorhersage
von Leistungsindikatoren (KPIs) -
Alarmierungsfunktionen
Optimierung Pre-departure Sequenzer (inkl. va-
riabler Taxi-Zeit)
Werkzeugunterstützte Gesamtbe-
triebsoptimierung
Collaborative Decision
Making
Keine gemeinsame Entschei-
dungsfindung
Entscheidungsunterstützung und
gemeinsame Entscheidung
Zur Thematik TAM gab es in der Vergangenheit bereits zwei Projekte mit unterschiedlichen Zielen. Im
DLR internen Projekt Future Airport Management Operation Utility System (FAMOUS) wurde der Fo-
kus hauptsächlich auf die Machbarkeit einer prä-taktischen Planung mittels des entwickelten Systems
Total Operations Planner (TOP) gelegt. Der TOP war, neben Konzepten zur TOP Nutzung in einem Flug-
hafenleitstand, das Ergebnis von FAMOUS. Im vom BMWi geförderten Projekt Total Airport Management
Suite (TAMS)[52] wurde sich dagegen auf die Verbindung verschiedener taktischer Tools konzentriert.
Diese Verbindung bereits vorhandener taktischer Tools stellt die Weiterentwicklung des A-CDM Konzep-
tes dar, welches in TAMS erstmalig auf Toolebene innerhalb einer DLR-Simulationsumgebung implemen-
tiert und validiert wurde. TAMS hat nachgewiesen, dass bereits die Kopplung der taktischen Tools den
Flughafenbetrieb effizienter machen kann. So wurden z.B. die Abflugverspätung um 26% und eine War-
tezeit am Startbahnkopf um 21% gegenüber einem Vergleichsszenario reduziert. Die Überführung einer
prä-taktischen Planung in den (simulierten) Flughafenbetrieb wurde in beiden Projekten nicht vorge-
nommen.
Das Konzept von TAM sieht folgende Ziele bei einer Implementierung vor [96, S. 12]:
• erhöhte Dynamik und eine transparente Handlungsweise aller Teilnehmer
• Leistungsbasierte AP-Operationen, um ein leistungsbasiertes ATM zu generieren
• verbesserte Vorhersagbarkeit des Systems AP (bspw. verringerte Variabilität von Flugplänen)
• einheitlichere Leistungsbewertung unterschiedlicher AP, gemessen durch ein einheitliches Set an
KPIs
• Bewerkstelligung kritischer Situationen auf optimale Art und Weise
Damit werden folgende Vorteile durch die Nutzung von TAM erwartet:
• optimaler Einsatz von Ressourcen durch verbesserte Vorhersage
• Situational Awarness führt zu verbesserter Kundenzufriedenheit
• transparente Entscheidungsfindung und -begründung aller Stakeholder
• Lösung von Konfliktsituationen erfährt höhere Akzeptanz der Stakeholder
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In dem Konzept wurden auch bereits mögliche KPIs benannt, ohne diese jedoch konkreter zu bestimmen
oder deren Wirkung auf den Flughafenbetrieb der Zukunft zu untersuchen. Auf europäischer Ebene
zeichnet sich ab, dass gerade die KPIs zukünftig eine entscheidendeRolle bei den zu treffenden operativen
Entscheidungen am Flughafen spielen werden. Es gibt im Institut für Flugführung des DLR aus diesem
Grund eine generelle Ausrichtung hin zum Performance Based Airport Management (PBAM)[97]. Dazu
wird sich imDetail mit den KPIs als zentrale Treiber bei den operativen Entscheidungen amFlughafen der
Zukunft beschäftigt. Ziel ist es, dass alle Stakeholder gemeinsame Ziele identifizieren und ihre eigenen
Prozesse danach ausrichten. PBAM kann somit als Evolution von TAM mit Spezialisierung auf bestimmte
Kernaspekte verstanden werden.
1.3.3 Performance Based Airport Management (PBAM)
Innerhalb des DLR wurde an einer Weiterentwicklung des TAM-Konzeptes im Zuge des Projektes P-AIR-
FORM [97] gearbeitet. Das Konzept von PBAM innerhalb des Projekts verfolgte die Ziele [97, S. 10]:
• Es sollte der Nachweis geführt werden, dass Effizienzsteigerungen im operativen Betrieb eines
Flughafens auf Basis einer prä-taktischen Planung realisierbar sind.
• Es sollte beispielhaft aufgezeigtwerden,wie sich in einem PBAM-Umfeld dieArbeitsweisen undKo-
operationen der Flughafen-Stakeholder verändern werden, um die prä-taktische Planung durch-
führen zu können.
• Die positivenWirkungen verbesserter Wettervorhersagen bei Gewitterwetter in der prä-taktischen
Planung des Flughafenbetriebs sollten nachgewiesen werden.
Im Zuge der Konzeptionierung von PBAM wurden durch Umfragen relevante KPIs mithilfe eines erar-
beiteten Templates beschrieben, welche zur Steuerung eines Flughafens als essentiell zu erachten sind.
Darüber hinaus erfolgte eine Einordnung in eine KPA. Sechs KPIs wurden dabei identifiziert [97, S. 20]:
• Pünktlichkeit;
• Pünktlichkeitsverbesserung;
• Lokaler ATC Pre-Departure Delay;
• Durchschnittlicher ARR/DEP Delay;
• Emissionen;
• Bodenabfertigung.
Für die Beschreibung des KPI Pünktlichkeit sei auf [145] verwiesen. Durch eine Auflistung der KPIs wer-
den alle Bereiche in der Prozesskette eines Fluges am Flughafen betrachtet und eine Steuerung kann
dadurch gegeben sein. Außerdem sind einige dieser KPIs jeweils für mehrere der Stakeholdergruppen
relevant. Tab. 1.13 gibt einen Überblick, welche Stakeholder in welchen operativen Phasen eingebunden
sind und somit wesentlichen Einfluss auf das Prozessgeschehen haben. Deren Handeln lässt sich schlus-
sendlich als Auswirkungen auf die von KPIs ausgegebenenDatenwiedererkennen. Die operativen Phasen
sind mit den in Tab. 1.10 eingeführten Meilensteinen (MS) verknüpft.
Tabelle 1.13: Einflussmöglichkeiten der Stakeholder auf den betrieblichen Ablauf und die Pünktlichkeit.
MS Phase Beteiligt Bemerkung
MS3 Enroute ANSP Feeding, Anflugsequenz
Airline Speedprofile, Flugroute, Direct Re-
quests
ATFCM Luftraumrestriktionen
AP Bahnnutzungskonzept (Sperrung,
Räumung, Maintenance, Inspektio-
nen)
MS6 Taxi In ANSP Holdings, Runway (RWY) Crossings,
Taxi Route
Apron Control Holdings, Taxi Route
AP Standplatzplanung
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MS7 Bereitstellung
Equipment
Bodenverkehrsdienstleister
MS8 TA Inbound Bodenverkehrsdienstleister Ressourceneinsatz
Airline (Rampagent)
MSP1 Wartezeit Bodenverkehrsdienstleister Schlepps
Airline Aircraft Changes, Maintenance
Apron Control Schleppkoordination mit Rollverkehr
MSP2 TA Outbound Bodenverkehrsdienstleister Ressourceneinsatz
Airline Crew Planung, Cancellations
AP Security
AP/Airline Boarding
MSP3 Bodenverkehrsdienstleister Gepäck / Fracht
MSP4 Abzug Equipment Bodenverkehrsdienstleister
MS15 Taxi-Out Bodenverkehrsdienstleister De-Icing
Apron Control Routing
MS16 Take-Off ANSP Sequencing
Airline Intersection Take-Off Request
ATFCM Slots
Für den Bereich der operativen Eingriffsmaßnahmen wurden drei Unterscheidungen getroffen, die sich
auf das Resultat der Analyse der KPIs beziehen:
a) Zielwerte und Prognosewerte sind identisch oder liegen eng beieinander.
b) Zielwert und Prognosewerte stimmen nicht überein (operationelle Anpassungen sind möglich). Wurde ei-
ne Abweichung zwischen dem Zielwert der Pünktlichkeit und dem Vorhersagewert erkannt, kann
durch die detaillierte Analyse der „virtuellen“ Meilensteinwerte analysiert werden, in welchen Pro-
zessbereichen Steuerungsmaßnahmen notwendig sein könnten. Die in den jeweiligen Prozessschrit-
ten relevanten Stakeholder können prüfen, inwieweit sich Möglichkeiten zur Optimierung der Pro-
zesse realisieren lassen. In einem Abstimmungsprozess wird dann entschieden, ob und wie in die
operative Ausführung der Prozesse eingegriffen wird oder ob bestimmte Ressourcen umgeplant
werden können. Dieses gemeinsame Entscheidungsverhalten ist Teil des Kooperationskonzeptes.
Die geänderten Planungsgrößen werden im Planungssystem hinterlegt. Nach Neuberechnung er-
geben sich entsprechend geänderte Meilensteine für die Einzelflüge, die zu neuen Pünktlichkeits-
werten führen.
c) Zielwert und Prognosewerte stimmen nicht überein (operationelle Anpassungen reichen nicht aus). Trotz
Anpassung operationellerMaßnahmen ermittelt das PlanungssystemweiterhinAbweichungen zwi-
schen Zielwert und Vorhersagewert. In diesem Fall müssen die Stakeholder entscheiden, ob sie am
Zielwert festhalten und die Abweichungen bewusst hinnehmen, oder ob ein neuer abgestimmter
Zielwert festgelegt werden soll.
Die genannten Maßnahmen, welche sich als ständiger Abgleich von Zielwert und Prognose beschreiben
lassen, zeigen deutlich auf, dass eine sichere Vorhersage relevanter Leistungswerte essentieller Bestand-
teil für kooperative Operationen am Flughafen sind. Eine zusätzliche Generierung von Wissen, welches
im gleichen Zug direkt in die Maßnahmengestaltung einfließen kann, stellt einen deutlichen Mehrwert
in einem an sich schon fortschrittlich ausgerichteten PBAM dar. DieseMöglichkeiten bieten dieMethoden
des maschinellen Lernens.
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Kapitel 2
Künstliche neuronale Netze
Nach jahrelangen Ruhephasen haben Methoden der Künstliche Intelligenz (KI) Einzug in das tägliche Leben
gefunden. Einen maßgeblichen Anteil daran - sei es für Bilderkennung, Datenanalyse oder Robotik - haben
neuronale Netze. Das Konzept der neuronalen Netze selbst ist bereits in den 1980er Jahren entstanden, er-
fährt jedoch durch die Entwicklungsfortschritte in der Computer-Hardware in jüngerer Vergangenheit großen
Aufschwung. Sie liefern dabei nicht nur als eigenständige Methodik wesentliche Impulse für neuartige Pro-
blemlösungen, sondern sind auch als Teil hybrider Ansätze innerhalb der KI von Vorteil.
Das folgende Kapitel umfasst, neben der Abgrenzung der Methodiken innerhalb der KI, den Übertrag künst-
licher Neuronaler Netze von ihren biologischen Vorbildern in technische Implementierungen. Es erläutert die
strukturellen Grundkonzepte, Wirkweisen und Lernverfahren und beschreibt eine Verbindung der Konzepte
auf das bearbeitete Themengebiet.
2.1 Grundverfahren der Computational Intelligence
Computational Intelligence (CI)1 ist ein Teilgebiet der Künstliche Intelligenz (KI) und basiert auf drei
biologisch motivierten Fachgebieten der Informationsverarbeitung. Es umfasst Algorithmen der Fuzzy-
logik, künstliche Neuronale Netze (kNNs) und Evolutionäre Algorithmen (EA) [137] (siehe Abb. 2.1).
optimierend
ProzessoptimierungRegeloptimierung
lernfähig
regelbasiert
Erle
rnu
ng v
on R
egel
n
Parameter- und 
Strukturoptimierung
Fuzzy-Systeme
Neuronale Netze
Evolutionäre Algorithmen
Abbildung 2.1: Computational Intelligence (CI) spaltet sich in die drei Säulen Fuzzylogik, kNN und EA auf.
Die gemeinsame Schnittmenge derVerfahren besteht darin, dass sie durch biologischen Problemlösungs-
strategien inspiriert wurden und diese durch passende Approximation für technische Fragestellungen
nutzbar machen. Durch diese ähnliche Grundlage sind hybride Lösungen, also Kopplungen vonModel-
len von verschiedenen Bereichen, möglich und können durch den Ausgleich gegenseitiger Defizite zur
Ergebnisbesserung beitragen.
1Oftmals wird über den Begriff Soft Computing auf CI verwiesen. Trotz Überschneidungen sind beide Begriffe keine Synonyme.
Die Umschreibung Soft Computing ging von LOTFI A. ZADEH aus und fasst Verfahren zusammen, welche toleranter gegenüber
Unsicherheit sind als herkömmliche, “harte” Verfahren [261].
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Die Methoden der CI spielen insbesondere da eine Rolle, wo Systeme in häufigem Dialog mit Menschen
stehen. Mit demHauptaugenmerk des hier betrachteten Problems werden in den folgenden Abschnitten
sowohl Fuzzy-Systeme, als auch Evolutionäre Algorithmen als weitere Vertreter der CI vorgestellt. Für
detaillierte Darstellungen der jeweiligen Konzepte wird u. a. verwiesen auf [163] und [251].
2.1.0.1 Fuzzy-Systeme
Die Grundidee von Fuzzy-Systemen umfasst die Erweiterung des klassischen Konzepts der zweiwerti-
gen Logik auf das Konzept der mehrwertigen Logik. Dies dient der Verarbeitung unscharfer Mengen
und Begriffen, insbesondere der natürlichen Sprachen2. Daraus resultierte die in [260] vorgeschlagene
Darstellung der Fuzzy-Menge. Im Gegensatz zu scharfen Mengen ist es möglich, dass ein Element einer
Menge nicht komplett angehören muss, sondern dies durch einen Zugehörigkeitsgrad zwischen 0 und
1 festgelegt ist.
Die Fuzzy-Logik findet vorrangig Anwendung, wenn ein technischer Prozess mit mehreren Ein- und
Ausgangsgrößen bei stark wechselnden Parametern und nichtlinearen Teilsystemenweitestgehend ohne
menschlichen Eingriff gesteuertwerden soll. Die Implementierung eines Fuzzy-Logik-basiertenKontroll-
systems wird als Fuzzy Controller bezeichnet. Im systemanalytischem Sinne ist ein Fuzzy Controller ein
statisches, nichtlineares Steuersystem, welches aus scharfen Eingangsgrößen eines komplexen Prozesses
nach den bestimmten Regeln unscharfe, fuzzifizierte Steuergrößen und scharfe defuzzifizierte Wertesi-
gnale bildet,mit denen eine Systemkontrolle erreichtwird.Der prinzipielle Funktionsmechanismus einer
Regelung beruht auf Rückführung der Regelgröße und Eingabe des invertierten Soll-Ist-Wert-Vergleichs
in den Regler. Genaue Regelungen mit dem statischen Fuzzy-Controller sind nur in begrenzten Ein-
satzfällen von nichtlinearen Regelstrecken-Arten möglich. Die Anpassung eines Fuzzy Controllers ohne
mathematisches Modell des Prozesses ist mit dem Expertenwissen von einem bekannten Prozess relativ
unproblematisch. Fuzzy-Reglerwiederumbeziehen sich auf die Verfahren der FuzzyController, sind aber
meist funktionelle Abwandlungen, Vereinfachungen oder schlicht Ergänzungen mit der Fuzzy-Logik.
Auch im Bereich der Luftfahrt bzw. bei anderen Verkehrträgern sind Fuzzy-basierte Verfahren Teil vieler
Regelungs- und Analyseverfahren. Hier seien vor allem [23], [31], [50], [17] und [129] zu nennen.
2.1.0.2 Evolutionäre Algorithmen
Unter demBegriff EvolutionäreAlgorithmen (EA) sind verschiedeneOptimierungs- undVerbesserungs-
verfahren zu verstehen, die der von CHARLES R. DARWIN begründeten Evolutionstheorie [49] nachemp-
funden sind. Durch diese wird die Vielfalt des Lebens damit erklärt, dass im Zuge der Fortpflanzung
variierte Erbinformationen weitergegeben werden, wodurch unterschiedlich konkurrenzfähige Nach-
kommen entstehen. Im Laufe der Zeit - und über viele Generationen hinweg - findet eine natürliche
Selektion nach dem Prinzip des Stärkeren statt. Nur diejenigen Variationen setzen sich durch, welche
sich den veränderten Umweltbedingungen am besten angepasst haben.
Die ersten praktischen Implementierungen EA wurden Ende der 1950er Jahre veröffentlicht, allerdings
äußerten sich bereits in den vorhergehenden Jahrzehnten Wissenschaftler zum Potenzial der EA für ma-
schinelles Lernen. Anwendungsfälle außerhalb der Optimierung finden sich vor allem in Kunst, Model-
lierung und Simulation. Aufgrund der Herkunft werden EA auch bevorzugt eingesetzt für evolutions-
biologische Problemstellungen [251].
Es existieren vier Hauptströmungen, deren Konzepte zumindest historisch voneinander zu unterschei-
den sind: die genetischen Algorithmen, die evolutionären Algorithmen, die genetische Programmierung und die
evolutionäre Programmierung. Aus heutiger Sicht gibt es vielschichtige Überschneidungen dieser einzel-
nen Teilbereiche. Auch ist aus der grundlegend Beschreibung und dem darunterliegenden biologischen
Prinzip erkennbar, dass eine Ideenverwandtschaft zum Prinzip neuronaler Netze nicht zu verneinen ist.
Die Gemeinsamkeiten der Strömungen spiegeln sich in der Vorgehensweise der Problemlösung wider.
Alle genannten Verfahren durchlaufen einen sogenannten Evolutionszyklus. Dieser lässt sich grob in fol-
gende Teilschritte auflösen:
• Initialisierung - Bildung einer Population
2Unschärfe bedeutet in diesem Zusammenhang, dass statt eines exakten Wertes eine linguistische Beschreibung gegeben wird
(Vgl. [164]).
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• Bewertung - Vergleich aller Individuen
• Paarungsselektion - Bildung von Elternpaaren
• Rekombination - Generierung von Kindern
• Mutation - Zufällige Variation der Kind-Parameter
• Bewertung - Vergleich der Kindmutationen
• Umweltselektion - begrenzte Selektion der Individuen
• Terminierung - Test auf optimale Lösung
Die Bedeutung der EA für die Prognose undAnalyse von Zeitreihen findet sich in ihrer Kombinierbarkeit
mit weiteren Methoden der Prognose, indem sie zu Modellierung und Optimierung unterstützend bei-
tragen. Beispielsweise sei hier die Prognose von Zeitreihen mithilfe von endlichen Automaten genannt,
welche bereits 1965 durch die Hinzunahme von EA modelliert werden konnten [251].
2.1.0.3 Hybride Ansätze
Zwischen den Fachgebieten gibt es häufig Synergien: So werden z. B. EA zum Entwurf von kNN und
Fuzzy-Systemen verwendet.
Künstliche 
Neuronale
Netze (kNN)
Fuzzy
Systeme (FS)
Evolutionäre
Algorithmen
(EA)
Neuro-Fuzzy-Systeme
Struktur- und Parameteroptimierung
von kNN durch EA
Regeloptimierung 
von FS durch EA
Abbildung 2.2: Computational Intelligence als Schnittmenge unterschiedlicher Forschungsbereiche.
Dabei werden unter den hybriden Neuro-Fuzzy-Systemen [163] [249] alle Kombinationen zusammenge-
fasst, die sich durch eine einheitliche Architektur auszeichnen. In der Regel ist die Architektur an die
Struktur eines kNN angelehnt, wobei das Fuzzy-System entweder als ein spezielles kNN interpretiert oder
mit Hilfe eines kNN implementiert werden kann. Eine Trennung der beiden Teilsysteme ist jedoch in bei-
den Fällen nicht möglich.
Ein Vertreter der hybriden Fuzzy-Systeme ist das Adaptive-Network-based Fuzzy Inference System (AN-
FIS). Es wird in der Neuroinformatik ein kNN bezeichnet, welches zur Darstellung verschiedener Fuzzy-
Inferenzmechanismen – also Mechanismen zum logischen Schließen aus unscharfen Mengen – dient. Es
findet beispielsweise Anwendung bei [231] für die Zeitreihenprognose chemischer Entwicklungen.
Auch im aktuellen Umfeld des Data Mining finden diese Systeme Anwendung, wie beispielsweise in
[60], wo die Möglichkeiten von Fuzzy-Systemen mit denen der kNN kombiniert wird, um ein fortschritt-
liches Klassifikationsmodell für große Datenmengen zu entwerfen.
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2.2 Biologische neuronale Netze
künstliche Neuronale Netze (kNNs) sind, wie der Name bereits vermuten lässt, von biologischen Neu-
ronalen Netzen abgeleitet. Das Gehirn des Menschen besteht aus schätzungsweise 1011 stark vernetzten
Elementen (man schätzt 104 Verbindungen pro Element), welche man als Neuronen bezeichnet3 [98, S.
1-8]. Diese biologischenNetze dienen hierbei als Vorbild in Struktur undWirkungsweise, werden jedoch
vereinfacht und so in einer technisch umsetzbaren Form approximiert.
Die genannten Neuronen besitzen drei wesentliche Komponenten: die Dendrite, den Zellkörper (Soma)
und das Axon [98]. Die Dendriten dienen dabei als Impulsübertragung in den Zellenkörper, wo die In-
formationen verarbeitet und über das Axon nach außen weitergegeben werden (siehe Abb. 2.3).
Zellkern
Axon
Zellkörper
(Soma)
Synapsenende
Synapse
Dendriten
Abbildung 2.3: Struktur eines prototypischen biologischen Neurons nach [137, S. 10].
Die Dynamik dieser Vernetzung basiert auf der Form von Gewichtung der einzelnen Verbindungen.
Die Verbindungen sind jedoch nicht unmittelbar, sondern erfolgen über einen synaptischen Spalt, wel-
cher die Natur des Signals durch chemische Vorgänge noch einmal verändern kann. Im empfangenden
Neuron werden die durch den Spalt veränderten Informationen aufgenommen und zu einem Impuls
zusammengefasst. Der Reiz, der sich im empfangenden Neuron durch diese Eingabe ergibt, ist entschei-
dend dafür, ob das Neuron selbst einen Impuls abgibt.
Diese Kette von Effekten, welche nicht ausschließlich vom Input abhängen, zeigt, dass der Output eines
Neuronalen Netzes nichtlinear bzw. nicht zwingend proportional zur Eingabe ist. Im Folgenden soll die
technische Approximation der genannten Vorgänge erfolgen [33] [126]:
• Vektorieller Input:Da der Input von technischenNeuronen eine Vielzahl von Komponenten umfasst,
ist er ein Vektor.
• Skalarer Output: Die Ausgabe eines kNN hat nur eine Komponente und ist deshalb ein Skalar. Out-
puts lassen sich zusammenfassen - ausmehreren Skalaren entsteht somitwiederum ein vektorieller
Input für ein anderes Neuron.
• Veränderung der Inputs:Wie beschrieben, findet in der Biologie eine Vorverarbeitung der Inputdaten
statt. Dies geschieht in kNN ebenfalls, nämlich durch eine Multiplikation mit dem Gewicht der
jeweiligen Verbindung (Synapse). Hieraus ergibt sich, dass die Parametrisierung eines Netzes, also
die Gesamtmenge der Verbindungsgewichte in einem Netz, den Informationsspeicher und damit
den Charakter eines Neuronalen Netzes ausmachen.
• Zusammenfassung der Inputs: In der Biologie werden die Inputs nach der chemischen Veränderung
zu einem Impuls zusammengefasst, also kumuliert – in der Technik geschieht dies oft durch die
gewichtete Summe (siehe Formel 2.2). Dies hat zur Folge, dass in einem Neuron auf technischer
Basis nicht mit einem Vektor, sondern einem Skalar gearbeitet wird.
• Nichtlineare Kennlinie: Dem biologischen Vorbild entsprechend haben auch technischen Neuronen
keinen zum Input proportionalen Output.
• Gewichte einstellbar: Die Gewichte, mit denen die Inputs verändert werden, sind variabel, ähnlich
den chemischen Prozessen am synaptischen Spalt.
3Zum Vergleich: 302 Neuronen benötigt das Nervensystem des Fadenwurms, 105 das der Fliege und 6 · 109 das des Schimpan-
sen. Wale sind uns mit 2 · 1011 Neuronen überlegen, ebenso der Androide Data aus Star Trek: TNG mit weit über 1025.
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Abgeleitet aus den genannten Punkte ergibt sich somit, dass ein simples kNN einen vektoriellen Input
−→x (2.1)
mit Komponenten xi hat. Diese werden mit den entsprechenden Gewichten wi verändert und zusam-
mengefasst: ∑
i
wixi (2.2)
Dies wird gewichtete Summe genannt. Die nichtlineare Abbildung4 f bestimmt den skalaren Output y:
y = f(
∑
i
wixi) (2.3)
Die folgenden Sektionen detaillieren die Spezifizierung des kNN und fügen kleine, jedoch elementare
Teilinformationen hinzu. Ebenso werden Verfahren betrachtet, welche die Einstellung der Gewichte und
somit die Charakterisierung des Netzes umfassen.
2.3 Topologie & Bestandteile künstlicher neuronaler Netze
Folgend werden formale Definitionen und Erklärungen zu den wesentlichen Bausteinen eines kNN gege-
ben, welche die Adaption des biologischen Vorbilds ausmachen. Ein kNN besteht aus simplen Rechenein-
heiten, den Neuronen, sowie gerichteten, gewichteten Verbindungen zwischen diesen. Die Verbindungs-
stärke zwischen zwei Neuronen wird als Gewicht bezeichnet.
Definition 6 (Künstliches Neuronales Netz)
Ein künstliches Neuronales Netz (kNN) ist ein gerichteter Graph G = (U,C), dessen Knoten u ∈ U
Neuronen und dessen Kanten c ∈ C Verbindungen genannt werden [137]. Die Menge U der Knoten
wird partitioniert in:
• die Menge Uin der Eingabeneuronen
• die Menge Uout der Ausgabeneuronen, und
• die Menge Uhidden der versteckten Neuronen.
Jede Verbindung (v, u) ∈ C besitzt ein Gewicht wuv . Jedes Neuron u ∈ U besitzt wiederum drei Zu-
standsvariablen und drei elementare Neuronenfunktionen (vgl. Abb. 2.4). Diese sind:
• die Netzwerkeingabe netu und die Netzwerkeingabefunktion f (u)net
• die Aktivierung actu und die Aktivierungsfunktion f (u)act
• die Ausgabe outu und die Ausgabefunktion f (u)out
Jedes Eingabeneuron u ∈ Uin besitzt außerdem eine vierte Zustandsvariable, nämlich
• die externe Eingabe exu.
Neuronen befinden sich in einem kNN in einer spezifischen Ordnung, welche die Struktur bestimmt.
Die Basiselemente dieser Anordnungen sind sogenannte Schichten (engl. Layer). Je nach Neuronen-Typ
unterscheidet man folglich in Eingabeschicht (Input Layer), verdeckte Schicht (Hidden Layer) und Aus-
gabeschicht (Output Layer). Das Paradigma, also die Art eines kNN, ist wesentlich durch Eigenschaften
des Graphs bestimmt. In Kap. 2.5 werden hierfür weitere Details und Paradigmenbeispiele genannt.
Ein Eingabeneuron (engl. Inputneuron) ist ein Identitätsneuron – es gibt genau das weiter, was es als
Eingabe erhält. Es repräsentiert also die Identitätsfunktion. Informationsverarbeitende Neurone verarbei-
ten die eingegebene Information auf definierte Weise, repräsentieren also nicht die Identitätsfunktion.
Ein Binäres Neuron summiert alle Eingaben, die es erhält, durch die gewichtete Summe als Propagie-
rungsfunktion auf. Die Aktivierungsfunktion des Neurons ist dann die binäre Schwellenwertfunktion.
Ausgabeneurone werden auch Outputneuron genannt. Ein Biasneuron hingegen ist ein Neuron, welches
immer 1 ausgibt und verwendet wird, um Schwellwerte als Gewichte zu repräsentieren, so dass beliebi-
ge Lernverfahren sie direkt mitsamt den Gewichten trainieren können [98, S. 2-11].
4In manchen Quellen wird f auch alsMapping-Funktion von x zu y bezeichnet.
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Abbildung 2.4: Ein schematisiertes Neuron mit Verarbeitung von Netzwerkeingabe netu, Aktivierung actu und
Ausgabe outu durch die Netzwerkeingabefunktion f (u)net , Aktivierungsfunktion f (u)act und Ausgabefunktion f (u)out (vgl.
[137, S. 37]).
Die Gewichtungen lassen sich in einer quadratischen GewichtsmatrixW implementieren, wobei die Zei-
lennummer angibt, von wo die Verbindung ausgeht, und die Spaltennummer, welches Neuron ihr Ziel
ist (siehe Matrix 2.4). Die Zahl 0 markiert eine nicht existierende Verbindung [98, S. 2-7].
W =

u1 u2 ... ur
u1 wu1u1 wu1u2 ... wu1ur
u2 wu2u1 wu2u2 wu2ur
... ... ...
ur wuru1 wuru1 ... wurur
 (2.4)
Diese Matrixdarstellung wird auch Hinton-Darstellung genannt [105]. Sie spielt in der Repräsentation
der Parameter eines kNN eine wesentliche Rolle und kann weitere Informationen über die Eigenschaften
enthalten.
Viele Definitionen, insbesondere diese, welche Netze beschreiben, die sich über mehrere Zeitebenen er-
strecken, verwenden einen Zeitbegriff, welcher als eine Art diskrete Durchlaufzahl eines kNN interpre-
tiert werden kann. Dieser sei wie folgt definiert:
Definition 7 (Zeitbegriff )
Die aktuelle Zeit (Jetzt-Zeit) wird als (t) ∈ Γ bezeichnet, der nachfolgende Zeitschritt mit (t + 1) ∈
Γ, der vorherige mit (t − 1) ∈ Γ und sämtliche anderen analog, wobei Γ die Menge aller erfassten
Zeitschritte ist. Beziehen sich verschiedene mathematische Größen (z.B. netj oder oi ) auf die Zeit,
so lautet die Schreibweise hierfür bspw. netj(t− 1) oder oi(t).
Hier findet eine Abkehr vom biologischen Vorbild statt, da reale Neuronen keine Informationen abwar-
ten, jedoch ist diese Adaption für die Implementierung in technische Systeme essentiell.
2.4 Lernvorgang & Fehlerevaluierung
Lernen ist ein vielschichtiger Begriff. Im Zuge dieser Arbeit wird darunter verstanden, dass sich ein kNN
in bestimmter Form verändert, um sich Variationen anzupassen, welche seine direkte Umwelt betreffen.
Im Falle eines kNN können diese Änderungen auf mehreren Ebenen stattfinden, indem es
• neue Verbindungen entwickelt oder vorhandene Verbindungen entfernt,
• Verbindungsgewichte verändert,
• Schwellenwerte von Neuronen ändert,
• eine/mehrereNeuronenfunktionen (Aktivierungs-, Propagierungs-, Ausgabefunktion) abwandelt,
• neue Neuronen entwickelt/vorhandene Neuronen löscht (und damit auch Verbindungen).
Die vorherrschende Art, auch im Sinne der Implementierung in Teil III, ist dabei die Änderung der Ver-
bindungsgewichte und damit der Parametrisierung des Netzes.
Verbindungsgewichte können auf den Wert 0 fallen, womit eine solche Verbindung auch als gelöscht
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interpretiert werden kann, insofern sie nicht weiter trainiert wird. Schwellenwerte werden ebenfalls als
Gewichte interpretiert. Die Anzahl der Neuronen wird strikt vorgegeben und charakterisiert die Expe-
rimente in Teil III. Die Möglichkeiten, Neuronen zu entwickeln oder zu entfernen, liefern während des
Trainings eines kNN nicht nur gut angepasste Gewichte, sondern optimieren ebenso die Netztopologie.
Das Interesse an diesem Vorgang ist in den letzten Jahren stark gestiegen und lässt sich in Verbindung
mit evolutionären Algorithmen (siehe Kap. 2.1) als hybrides Modell realisieren. Durch die Mächtigkeit
und das ausreichende Anpassungsverhalten durch Gewichtsveränderungen ist auch diese Methode zu-
nächst nicht Gegenstand dieser Arbeit.
Neuronenfunktionen und deren Veränderungen sind schwierig zu implementieren, da hier eine Abkehr
vom biologischen Vorbild stattfinden würde. Eine Betrachtung dieses Lernverhaltens findet daher nicht
statt. Somit verringert sich das Spektrum des Lernens der kNN für die in dieser Arbeit beschriebenen
Anwendungsfälle. Die Modifizierung der Verbindungsgewichte obliegt spezifischen Regeln, welche in
Form von Algorithmen von dem Netz aufgegriffen werden. Unabdingbar für den Lernvorgang ist, dass
es eine Menge an Beobachtungen gibt, welche durch das Netz zur Anpassung seiner Parameter und der
Bewertung selbiger genutzt werden kann. Diese Menge sei als Basismenge folgendermaßen definiert:
Definition 8 (Basismenge)
Die Basismenge Λ bezeichnet eine Menge von Beispielen, welche für den Lern- und Bewertungspro-
zess eines kNN verwendet wird.
Bezogen auf den Luftverkehr kann Λ beispielsweise historische Flugdaten oder Wetteraufzeichnungen
enthalten. Auf diese Beobachtungen lässt sich ein kNN anpassen und kann somitWissen aus vergangenen
Abläufen ziehen. In welcher Art und Weise das Netz den Prozess des Lernens vollzieht, hängt von der
Art der Problemstellung und der damit einhergehenden Datengrundlage ab, und kann nach folgenden
Schemata ablaufen [98, S. 4-3]:
• Unüberwachtes Lernen (engl. unsupervised learning) ist die biologisch plausibelste Methode, wel-
che aber nicht für alle Problemstellungen geeignet ist. Im unüberwachten Lernen besteht Λ einzig
aus Eingabemustern, jedoch aus keiner Richtlinie zur korrekten Folgerung aus diesenMustern. Das
kNN versucht selbstständig, ähnliche Muster zu identifizieren. Eine Beispielanwendung außerhalb
der kNN ist das Clustering, in welchem - ohne Vorgabe - Gruppen mit bestimmten Ähnlichkeits-
merkmalen in großen Datenmengen generiert werden können.
• Beim bestärkenden Lernen (engl. reinforcement learning) wird dem kNN nach erfolgtem Durchlauf
eine Art Zeugnis der Bearbeitung ausgestellt. Dies kann in Form eines Wahrheits- oder Realwerts
stattfinden. Dieser definiert, ob das Ergebnis korrekt oder falsch ist. Im Gegensatz zum unüber-
wachten Lernen ist hier von einer schnelleren und zielstrebigeren Anpassung an die Problemstel-
lung auszugehen, da dem kNN ein Richtwert für die Korrektur seiner Eigenschaften übermittelt
wird.
• Beim überwachten Lernen (engl. supervised learning) besteht Λ aus Eingabemustern sowie deren
entsprechenden Ergebnissen. Dies umfassen die genaue Ausgabe der Ausgabeneuronen. Für je-
des in das kNN eingegebene Trainingsmuster aus Λ kann so ein Vergleich der Ausgabe mit der
korrekten und bekannten Lösung stattfinden. Anhand der Differenz und dem zugehörigen An-
passungswert findet damit eine Modifizierung der Gewichte statt. Ziel ist eine Veränderung der
Gewichte dahingehend, dass das kNN nach dem Training nicht nur selbstständig Ein- und Aus-
gabemuster assoziieren, sondern bis dato unbekannte, ähnliche Eingabemuster einem plausiblen
Ergebnis zuführen, also generalisieren kann.
Wenngleich aus biologischer Sicht keine allumfassende Plausibilität des überwachten Lernens besteht, so
bietet die genaue Fehlerbeurteilung wesentliche Vorteile gegenüber anderen Varianten. Im Falle der Da-
tenanalyse im Luftverkehr in dieser Arbeit wird sowohl auf das überwachte, als auch das unüberwachte
Lernen zurückgegriffen. Durch das Vorhandensein genügend historischer Daten (bspw. Verspätungsda-
ten aus vergangenen Jahren) kann stets eine Gegenüberstellung von kNN-Ausgaben zu korrektenWerten
stattfinden. Eine Generalisierung findet dann statt, wenn ein kNN in die Jetzt-Zeit (t) versetzt wird und
selbstständig Folgerungen auf Basis unbekannter Eingaben treffen muss. Das Clustering zum Finden
spezieller Klassen in großen Datenmengen liefert Möglichkeiten zur Anwendung des unüberwachten
Lernens, allerdings außerhalb der kNN.
Λ bildet sich über verschiedene Merkmale innerhalb der Datensätze ab. Diese seien z. B. Verspätung,
Flugnachfrage etc. DieseMerkmalewerden folgend als Features bezeichnet. Somit sei dieMenge als dieser
Merkmale folgend definiert:
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Definition 9 (Features)
Die Gesamtmenge der vorhandenen Merkmale PI/KPI, welche Λ prägen, wird als Ξ bezeichnet.
Zur Anpassung der Gewichte und Erstellung des Fehlervektors bietet sich wiederum eine großen Band-
breite an Möglichkeiten an. Folgend werden diese Variationen definiert und unterschieden.
2.4.0.1 Lernmuster und Lernaufgaben
Ein kNN passt sich Beobachtungen an, um auf zukünftige Eingaben der Historie entsprechend reagieren
zu können. Ein wesentlicher Punkt des Lernvorgangs ist, welche Daten bereitgestellt werden, welche
das Netz trainieren lassen, und welche Daten genutzt werden, um die Ergebnisse des kNN letztlich zu
bewerten. Ein Lösungsansatz für diese Probleme ist eine Teilung von Λ
• in eine Trainingsmenge, mit welcher trainiert wird,
• und eine Menge aus Validierungs- und Testdaten, mit welcher Fortschritte getestet werden.
Voraussetzung ist, dass zur Problemlösung ausreichend Trainingsbeispiele vorhanden sind5. Das Trai-
ning kann beendet werden, wenn das Netz auf Trainings- und Testdatensätze den Evaluierungsmetriken
entsprechend gute Ergebnisse produziert.
Wird aufgrund eines schlechten Ergebnisses in den Testdaten die Netzwerkstruktur variiert, bis auch
diese gute Ergebnisse reproduziert, läuft man schnell Gefahr, das Netz ebenfalls auf die Testdaten zu op-
timieren, so dass diese zumindest indirekt auch eine Schnittmenge zur Trainingsdatenmenge erhalten.
Abhilfe schafft dabei der Validierungsdatensatz, der nach (erfolgreichem) Training zur reinen Validie-
rung benutzt wird, ohne dabei weitere Veränderungen zuzulassen.
Definition 10 (Trainings-, Validierungs- und Testdatensätze)
Als Trainingsdaten Λtrain ⊆ Λ bezeichnet man die Daten, welche zur Anpassung des Netzes genutzt
werden. Validierungsdaten Λvalid ⊆ Λ hingegen sind vom Training ausgeschlossen und werden zur
unverfälschten Evaluierung der Netzfähigkeit herangezogen, währenddessen weiterhin Hyperpara-
meter des Netzes variiert werden können. Der Testdatensatz Λtest ⊆ Λ wird zur Bewertung des Mo-
dells nach finalem Training, basierend auf dem genutzten Λtrain, eingesetzt. Es gilt:
Λ = Λtrain ∪ Λvalid ∪ Λtest,
Λtrain ∩ Λvalid ∩ Λtest = ∅.
Offensichtlichwerden dem kNN Informationen vorenthalten, indemwenigerMuster trainiert werden, als
eigentlich zur Verfügung stehen. Das Ziel ist jedoch keine Reproduktion der Beobachtungen, sondern ei-
ne erfolgreiche Generalisierung und Approximation von Zusammenhängen.
Wie bereits beschrieben ist Grundbedingung für die Möglichkeit zum überwachten Lernen, dass alle
Teilmengen von Λ sowohl Trainingsmuster, also auch die zugehörigen korrekten Ausgabewerte enthal-
ten, welche vom kNN als Output generiert werden sollen. Dies bezeichnet man als feste Lernaufgabe [137,
S. 40]. Dem gegenüber stehen freie Lernaufgaben, welche keine Berechnung des Fehlers durch fehlende
gewünschte Ausgaben erlauben. Durch den Charakter der Zeitreihen-basierten Bewertung des Luftver-
kehrssystems beziehen sich die Lernvorgänge der genutzten kNN auf feste Lernaufgaben.
Definition 11 ((Feste) Lernaufgabe (engl. fixed learning task))
Eine (feste) Lernaufgabe Lfixed für ein kNN mit n Eingabeneuronen, d.h. Uin = {u1, ..., un}, und
m Ausgabeneuronen, d.h. Uout = {v1, ..., vm}, ist eine Menge Lfixed = {l1, ..., lr} von Lernmustern
l = (x(l), o(l)), jeweils bestehend aus einem Eingabevektor x(l) = (ext(l)u1 , ..., ext(l)un) und einem Ausga-
bevektor o(l) = (o(l)v1 , ..., o(l)vm) [137, S. 40].
Zusammenfassend ergibt sich: Eingabevektor x und Ausgabevektor y sind elementar für den allgemei-
nen Betrieb des kNN, wohingegen die Lernaufgaben L und zugehörige Lernmuster l für das Training re-
spektive die Evaluierung des kNN essentielle Bausteine darstellen. Im Sinne der geführten Analysen stel-
len Lernaufgaben separationsfähige Datensätze innerhalb von Λ dar (siehe Kap. 3.1.1). Dies kann bspw.
5Eine übliche Teilungsrelationen ist beispielsweise 2/3 für Trainingsdaten und 1/3 für Testdaten. Auf mögliche Teilungsverhält-
nisse und deren Beschreibung wird in Kap. 4.3 eingegangen.
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ein Tag (06:00-23:00) mit halbstündigen Messungen sein, womit sich 34 Lernmuster L = {l1, ..., l34} er-
geben. Bei einer einjährigenMessung ergibt dies ein Λ = {L1, ..., L365}. Die Menge an Lernaufgaben teilt
sich entsprechend des gegebenen Teilungsverhältnisses in die die eingeführten Λtrain, Λvalid und Λtest
auf. Lernaufgaben werden dabei nur für eine Anwendung (Training, Validierung, Test) genutzt.
Während des Trainings erfolgt die Angleichung der Ausgabe y(l) des kNN in Bezug auf ein Lernmuster l
möglichst nah an o(l). Die Abweichung wird dabei wie folgt definiert [137, S. 41]:
Definition 12 (Gesamtfehler & Einzelfehler)
Für m Ausgabeneuronen, also Uout = {v1, ..., vm}, ist der Fehler eines kNN bezüglich einer festen
Lernaufgabe LFixed definiert als
e =
∑
l∈LFixed
∑
v∈Uout
e(l)v ,
wobei der Einzelfehler für ein Lernmuster l und ein Ausgabeneuron v definiert ist als
e(l)v = (o
(l)
v − out(l)v )2.
Ebenfalls zu beachten ist, in welcher Reihenfolge Muster in das kNN eingegeben werden: bei zufälliger
Eingabe gibt es keine Garantie, dass die Muster gleichverteilt erlernt werden (dennoch ist dies die gän-
gigste Methode). Eine konstante Musterreihenfolge hingegen provoziert beispielsweise bei rekurrenten
Netzen (sieheKap. 2.5) einAuswendiglernen derMuster und damit sogenanntesOverfitting [98, S. 13-3].
Abhilfe gegen beide Probleme würde hier eine zufällige Permutation schaffen, welche jedoch aufwändig
zu berechnen ist.
Die Art der Bereitstellung der Daten ist einer der elementarsten Bausteine für ein erfolgreiches Lernen
des kNN. Hierfür gibt es spezifische Strategien, inwelchenVerhältnissen dieGrunddatensätze geteilt wer-
den undwelche Anteile dem Training, der Validierung und den Tests zukommen. Aufgrunddessen, dass
die Wahl der Strategie maßgeblich vom zugrundeliegenden Problem abhängig ist, soll eine detaillierte
Betrachtung und Auswahl dieser Verfahren im Zuge der Modellierung in Teil II erfolgen.
2.4.0.2 Lernverhalten und Fehlermessung
Der Lernvorgang kann offline oder online erfolgen. BeimOffline-Trainingwird eine Teilmenge L̃ ⊆ Λtrain
in dasNetz eingegeben,woraufhin eineGewichtsveränderung stattfindet undderGesamtfehlermitHilfe
einer Fehlerfunktion errechnet wird. Dem gegenüber steht das Online-Training, im Zuge dessen nach je-
der präsentierten Beobachtung eine Anpassung vollzogenwird. Offline-Trainingsverfahrenwerden auch
Batch-Trainingsverfahren genannt.
Definition 13 (Batch(-Wert))
Der Batch(-Wert) gibt die Größe der Menge an Lernmustern an, nach welcher eine Gewichtsverän-
derung im Netz erfolgen soll [90, S. 278 ff.].
Definition 14 (Epoche)
Einen Trainingsabschnitt einer abgeschlossen Menge Lernmuster L̃ ⊆ Λtrain samt der zugehörigen
Veränderung der Gewichtswerte nennt man Epoche. Die Anzahl der Epochen ist als nepoch definiert.
Die stets vorherrschende Motivation im Trainingsprozess ist es, den Fehler, welcher durch die Abwei-
chung einer kNN-Ausgabe zum Vergleichswert entsteht, zu minimieren. Um diese Abweichung zu be-
werten und daraus wiederum Impulse zur Fehlerminimierung zu liefern, existieren spezifische Fehler-
metriken. Der Fehler sollte hierbei ein Abstandsmaß zwischen richtigem und aktuellem Output des kNN
darstellen. Für das Online-Lernen gilt dabei der Einzelfehler, für Offline-Lernen ist der gesamte Fehler
über eine Trainingsepoche von Interesse und Nutzen (siehe Def. 12).
Es existieren unterschiedliche Metriken zur Fehler- und Genauigkeitsevaluierung, deren Anwendung
sich stets nach dem jeweiligen Problemfall und den zugrundeliegenden Daten richtet. Generell muss
unterschieden werden, ob sich die Beurteilung des Netzes auf ein Zeitreihenvorhersage oder eine Klas-
seneinteilung von Daten handelt. Beide Verwendungsarten werden in Kap. 2.6 auf S. 48 erläutert. Zur
Unterscheidung der Evaluierungsmetriken dient Tab. 2.1 [98, S. 22-16 ff.].
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Tabelle 2.1: Fehlermaße für Lernprozesse in der Klassifikation und Regression.
Klassifikation Regression
Categorial Cross Entropy (Kreuzentropie) Mean Squared Error (MSE)
Binary Cross Entropy Root Mean Square Error (RMSE)
Sparse Categorical Cross Entropy Mean Absolute Error
Top k Categorical Cross Entropy Mean Absolute Percentage Error
Sparse Top k Categorical Cross Entropy Cosine Proximity
Das Training endet, wenn er Fehler im Sinne des verwendeten Fehlermaßes vertretbar ist. Es existiert
keine Patentlösung, jedoch kann von erfolgreichem Lernen gesprochen werden, wenn das kNN für meh-
rere verschiedene zufällige Initialisierungen eine ähnliche, minimale Endfehlerrate ohne große Abwei-
chungen erreicht [98, S. 22-15]. Mehrmaliges Initialisieren und Trainieren macht das Ergebnis folglich
objektiver.
Beginnt das kNN, Beispiele auswendig zu lernen (siehe Overfitting), kann man so durch die Lernkurve
Hinweise darauf erhalten: steigt die Lernkurve der Testbeispiele plötzlich rapide,während die Lernkurve
für die Trainingsdaten weiter sinkt, kann dies ein Indikator für Auswendiglernen und schlechter wer-
dende Generalisierung sein. Hier ist zu entscheiden, ob das Netz am nächsten Punkt der beiden Kurven
bereits gut genug gelernt hat und der Endzeitpunkt des Lernens vielleicht hier anzusetzen ist (dieses
Verfahren wird Early Stopping genannt [22, S. 259]).
2.4.0.3 Gradientenbasierte Optimierungsverfahren
Das populärste Lernverfahren für das Paradigma des überwachten Lernens ist das Verfahren der Back-
propagation6[22, S. 241 - 245]. Nach einer zufälligen Initialisierung aller Verbindungsgewichte durchläuft
jedes Lernmuster einen einheitlichen Zyklus. Innerhalb der Arbeit wird sich dafür an ein spezifisches
Schema zur Realisierung des überwachten Lernens gehalten (Vgl. Abb. 2.5):
Trainingsdatensätze
Korrekte
Ausgabe
Eingabevektor
Berechnung
Fehlervektor
Ausgabevektor
Gewichtsmodifikation
Neuronales
Netz
a) b)
c)
d)
e)
Abbildung 2.5: Lernprozess der Backpropagation.
a) Eingabe des Eingabemusters (Aktivierung der Eingabeneuronen),
b) Erzeugung des zum Eingabevektor zugehörigen Ausgabevektors durch Vorwärtspropagierung der
jeweils berechneten Neuronenausgaben.
c) Fehlerbemessung durch Vergleich von outu mit ou, anschließende Fehlerquantifizierung.
d) Rückwärtspropagierung des ermittelten Fehlers vonUout zuUin. Entlang des Pfadeswerden die not-
wendigen Modifikationen der Verbindungsgewichte bestimmt, welche zu einer Fehlerminimierung
führen würden.
e) Änderung aller Gewichte entsprechend dieser Berechnungen.
Über die Visualisierung einer Lernkurve lässt sich darstellen, ob das kNN Fortschritte macht oder nicht.
Gradientenabstiegsverfahren werden im Allgemeinen verwendet, um von n-dimensionalen Funktionen
Maxima oder Minima auszumachen. Das Lernverfahren der Backpropagation baut auf mathematischen
Grundlagen des Gradientenabstiegs auf und erbt dessen Vor- und Nachteile. Hierbei ist der Gradient
6Die Backpropagation ist durch D. E. RUMELHART 1986 bekannt gemacht worden [204]. Eine Gegenüberstellung verschiedener
Lernregeln ist auf Seite 167 in Tab. 8.1 dargestellt.
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ein n-komponentiger Vektor g, der für jeden differenzierbaren Punkt einer n-dimensionalen Funktion f
definiert ist, genau in die Richtung des steilsten Anstiegs von diesem Punkt aus deutet und durch seinen
Betrag |g| den Steigungsgrad in diese Richtung angibt. Die Operatorschreibweise für den Gradienten ist
definiert als
g(x1, x2, ..., xn) = 5f(x1, x2, ..., xn) (2.5)
g zeigt für jeden Punkt von f in Richtung des stärksten Anstiegs von diesem Punkt aus, wobei |g| dem
Grad dieser Steigung entspricht. Der Gradient ist so die Verallgemeinerung der Ableitung für mehrdi-
mensionale Funktionen. Folglich deutet der negative Gradient−g in die Richtung des steilsten Abstiegs.
DerOperator für einenGradienten5wird alsNabla-Operator bezeichnet, dieGesamtschreibweise für den
Gradienten g des Punktes (x, y) einer zweidimensionalen Funktion f lautet dabei z.B. g(x, y) = 5f(x, y).
Als Gradientenabstieg wird bezeichnet, von beliebigem Startpunkt einer Funktion aus entgegen dem
Gradienten g schrittweise bergab zu gehen. Ein Tal wird je nach Größe der Schrittweite entweder über-
sprungen oder abermals durchschritten, indem auf gegenüberliegenden Hangwieder ins Tal umgekehrt
wird, um durch hin- und hergehen dem tiefsten Punkt des Tals immer näher zu kommen [90, S. 294].
Die Schrittgröße ist dabei durch die sogenannte Lernrate (engl. learning rate) bestimmt. Diese wird mit
dem Gradienten multipliziert und gibt an, in welcher Stärke die Veränderung des Fehlermaßes stattfin-
det. Sie ist dabei essentieller Parameter für die Erfolgsgüte eines kNN, bestimmt wesentlich die Berech-
nungszeiten und dient als wichtigtes Bewertungsmerkmal in den Experimenten in Teil III.
Definition 15 (Lernrate)
Die Lernrate η gibt die Stärke der Gewichtsveränderungen nach einer Epoche an [22, S. 240]. Für die
Änderung der GewichteW unter Nutzung des Fehlers e gilt:
W (t+ 1) = W (t)− η5 e(W (t)) (2.6)
Gradientenabstiegsverfahren sind keine fehlerfreienOptimierungsverfahren, aber bietenwesentlicheVor-
teile für das Training von kNN. Auf ihnen basieren verschiedene Variationen undAbwandlungen, welche
bspw. flexible η einbeziehen. Zur Nutzung von rückgekoppelten Paradigmen (siehe Kap. 2.5.2) wird die
erweiterte Backpropagation Through Time (BPTT) angewandt [252]. Konzeptionell arbeitet die BPTT, indem
dieKettes eine rückgekoppeltenNetzes “abrollt”wird. Jeder Zeitschritt hat einen Eingangszeitschritt, ein
Strukturäquivalent und einen Ausgang. Für jeden Zeitschritt wird der Fehler berechnet und kumuliert.
Das Netzwerk wird wieder komprimiert und die Gewichte werden aktualisiert. Räumlich kann jeder
Zeitschritt des abgerollten Netzes als zusätzliche Schicht betrachtet werden, da die Ordnungsabhängig-
keit des Problems und der interne Zustand vom vorherigen Zeitschritt als Input für den nachfolgenden
Zeitschritt betrachtet werden.
• Eingabe einer ausreichend großen Sequenz L̃
• Entrollen des Netzwerks und Berechnung des Fehlers in jedem Zeitschritt.
• Zusammenrollen des Netzwerks und Aktualisierung der Gewichte.
• Wiederholung der Abfolge.
Die BPTT kann mit zunehmender Anzahl von Zeitschritten rechenintensiv sein. Wenn die Eingabese-
quenzen aus Tausenden von Zeitschritten bestehen, dann ist dies die Anzahl der Ableitungen, die für
eine einzige Aktualisierung des Aktualisierungsgewichts erforderlich sind. Dies kann dazu führen, dass
Gewichte verschwinden oder explodieren7. Dieses Problem fassen verschiedene Paradigmen aus dem
folgenden Kapitel auf.
2.5 Netzparadigmen
Die Menge der Typen neuronaler Netze wächst exponentiell. Eine vollständige Liste vorhandener Para-
digmen von kNNs zu erstellen ist praktisch unmöglich, da immer wieder neue Architekturen erfunden
werden. Es wird sich folgend daher darauf beschränkt, nur die zentralen Paradigmen, welche sich für die
Problemstellung als geeignet erwiesen haben, im Detail zu erläutern. Diese umfassen vorwärtsgerichte-
te, rückgekoppelte und faltende Netzwerke (siehe Kap. 2.5.1 bis 2.5.3). Es existieren jedoch gerade für
7Die ist allgemein bekannt als Vanishing Gradient Problem [106].
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die Anwendung in der Zeitreihentheorie weitere Paradigmen, welche oftmals als Abwandlungen oder
Typ-ähnliche Arten verstanden werden können.
Die Definition 6 von S. 37 aufgreifend, gilt: falls der Graph eines kNN azyklisch ist, handelt es sich um
ein Feedforward-Netzwerk. Falls der Graph eines kNN Zyklen enthält, entspricht es einem rekurrenten (rück-
gekoppelten) Netzwerk bzw. vollständig verbundenen Netzwerk. Je nach Schicht und Paradigmen unter-
scheiden sich die Arten der Neuronen innerhalb der kNN. Zur Unterstützung der grafischen Repräsen-
tation sind die einzelnen Neuronen-Typen in Abb. 2.6 dargestellt. Diese Form der Darstellung führt zu
einer abstrakteren Repräsentation und berücksichtigt dabei nicht die Darstellung der inneren Vorgänge
der einzelnen Neuronen.
(a) (b) (c) (d) (e) (f) (g)
Abbildung 2.6: (a) Input, (b) Output, (c) Hidden, (d) Recurrent, (e) LSTM, (f) Kernel, (g) Convolutional.
Ein nicht im Fokus stehendes Beispiel eines kNN sind Radiale-Basisfunktionen-Netze (RBFs) (Abb. 2.7).
Darunterwird nach [177] ein Paradigmen verstanden,welches einewesentlich jüngereGeschichte hat als
vergleichbare Strukturen. RBF-Netze sind Feedforward-Netze mit Vollverknüpfung, jedoch mit dem Un-
terschied, dass sie genau eine verborgene Schicht besitzen. Als Besonderheit dabei ist die Aktivierungs-
funktion zu nennen. Hierbei handelt es sich um eine spezielle, radialsymmetrische Funktion. RBF-Netze
besitzen im Gegensatz zu anderen Paradigmen, Vor- und Nachteile. Ihre einfache Struktur simplifiziert
Modellierung und Training, speziell für niedrig-dimensionierte Eingaben. Nichtsdestotrotz sind andere
Paradigmen wesentlich weiter verbreitet. Schwierigkeiten bei der Arbeit mit RBF-Netzen sind vor allem
die immer noch herausforderndeWahl der Zentren und einem damit in Verbindung stehenden Problem
bei hochdimensionalen Eingaben, wodurch die Netze schnell speicher- und rechenaufwändig werden.
(a) (b) (c)
Abbildung 2.7: (a) Radiales-Basisfunktionen-Netz (RBF), (b) Support VectorMachines (SVM), (c)Hopfield-Netze.
Sowohl für die Anwendung in der Vorhersage, als auch der Klassifikation eignen sich SVM [47] (Abb.
2.7). Während des Trainings können SVM so verstanden werden, dass sie alle Daten in einem Diagramm
darstellen und herausfinden, wie diese Datenpunkte durch eine Linie getrennt werden. Klassischerweise
waren sie nur in der Lage, eindimensionale Daten linear zu trennen. Mittlerweile können sie lernen, n-
dimensionale Daten zu klassifizieren. SVM werden nicht immer als neuronale Netze betrachtet. Sie sind
weniger rechenaufwändig als andere Paradigmaund können als schnell verfügbare Entscheidungsunter-
stützung dienen, z. B. im Zuge des Feature Engineering mittels der in Kap. 4.3 beschriebenenMethoden.
Für zeitgekoppelte Daten ist des Weiteren das Paradigma des Time Delay Neural Network (TDNN) zu
nennen. Dies ist ein mehrschichtiges kNN, das durch die Verwendung von Zeitfenstern über mehrere
Eingaben in der Lage ist, zeitliche Abhängigkeiten von Eingaben zu verarbeiten. Die Benennung rührt
aus der Verwendung von Verzögerungselementen her, mit denen mehrere Zeitschritte parallel angelegt
werden. Dies lässt sich durch die weit verbreiteteren rückgekoppelten Netze ebenfalls adressieren.
Weitere Paradigmen sind u. a. Hopfield Netze [108], Autoencoder [27], Boltzmann-Maschinen [104], Neural
Turing Machines [94] und Kohonen-Netzwerke [133]. Diese werden im Zuge dieser Arbeit nicht betrachtet.
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2.5.1 Feedforward Netzwerke
Die Feedforward-Netzwerke [199] sind verhältnismäßig alt - derAnsatz stammt aus den 50er Jahren. Das
Kernmerkmal dieses Paradigmas ist, dass Aktivierungsflüsse von der Eingangsschicht zur Ausgangs-
schicht ohne Backloops berechnet werden. In den meisten Fällen wird diese Art von Netzwerken mit der
Backpropagation-Methode trainiert.
Unter diesem Paradigma existieren unterschiedliche Spezialisierungen. Als maßgebliche Form sind die
Multi Layer Perceptron (MLP) [90, S. 168 ff.] zu nennen. Eingehend auf den Aufbau vonMLPs, setzen sich
diese aus eigenständigen Elementen - den namensgebenden Perceptrons - zusammen (siehe Abb. 2.15).
Das Perceptron ist selbst ein Feedforward-Netz, in welchem es eine Retina gibt, die der reinen Datenauf-
nahme dient und fest gewichtete Verbindungen zur ersten Neuronenschicht (Eingabeschicht) besitzt.
Der festen Gewichtsschicht folgt mindestens eine trainierbare Gewichtsschicht. Eine Neuronenschicht
ist zur jeweils nächsten vollständig verknüpft. Die erste Schicht des Perceptrons besteht aus Eingabeneu-
ronen (siehe S. 37).
Abbildung 2.8: Perceptron (links) und Multi Layer Perceptron (MLP) (rechts).
Das MLP wiederum kann in unterschiedlicher Form auftreten. Gesondert zu nennen ist das Singlelayer-
perceptron. Als Singlelayerperceptron wird ein Perceptron bezeichnet, welches nach der Schicht Einga-
beneurone nur eine variable Gewichtsschicht und eine Schicht Ausgabeneurone Ω besitzt. Ein n-Layer-
Perceptron bzw. n-stufiges Perceptron hat dabei genau n variable Gewichtsschichten und n+1 Schichten
Neurone und wird folgend mit MLP (auch Deep Feedforward Network (DFF)) bezeichnet (siehe Abb.
2.9). Die üblichen Aktivierungsfunktionen von MLPs sind Sigmoidfunktionen und Tangens Hyperbolicus.
Abbildung 2.9: Deep Feedforward Network (DFF).
MLPs bieten zwar eine große Leistungsfähigkeit, leiden aber immer noch unter der entscheidenden Ein-
schränkung, dass die zeitliche Abhängigkeit der Eingabesequenzen imVorfeld beimDesign desModells
angegeben werden muss. Diese Abhängigkeit ist fast immer unbekannt und muss aus der detaillierten
Analyse in einer festen Form entdeckt und herausgelöst werden.
2.5.2 Rekurrente (rückgekoppelte) Netzwerke
Rekurrente Neuronale Netze (RNNs) ([98, S. 2-13];[62]) - und speziell deren Unterform des Long Short-
Term Memory (LSTM) ([107];[95]) - ergänzen die explizite Handhabung der zeitlichen Ordnung zwi-
schen Beobachtungen beim Erlernen einer Mapping-Funktion von Ein- auf Ausgängen, die nicht von
MLPs angeboten wird. Sie sind eine Art kNN, das eine native Unterstützung für Eingabedaten hinzufügt,
die aus Sequenzen von Beobachtungen bestehen. Dies wird dadurch ermöglicht, dass - im Gegensatz zu
MLPs - ein Backloop in denHiddenNeurons hinzugefügt wird (sieheAbb. 2.10), welcher eine langfristige
Verkettung von Informationen über die Zeit ermöglicht.
Das Hinzufügen einer Sequenz zur Funktionsapproximation schafft eine neue Dimension. Anstatt die
Eingänge nur auf die Ausgänge abzubilden, ist das Netzwerk in der Lage, eine Mapping-Funktion für
die Eingänge auf einen Output mit zeitlicher Versetzung zu lernen. Im einfachsten Fall wird dem RNN
eine Folge von Sequenzen einer Beobachtung hintereinander gezeigt. Somit kann es lernen, welche Beob-
achtungen es zuvor gesehen hat, welche relevant sind und welche Rolle sie für die Prognose einnehmen.
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Abbildung 2.10: Rekurrentes Neuronales Netz (RNN) (links) und Long Short-Term Memory (LSTM) (rechts).
Das Modell lernt sowohl ein Mapping von Inputs auf Outputs als auch, welcher Kontext aus der Input-
Sequenz für das Mapping nützlich ist. Diesen Kontext kann es bei Bedarf dynamisch ändern.
Because of this ability to learn long term correlations in a sequence, LSTMs obviate the need for a pre-
specified time window and are capable of accurately modelling complex multivariate sequences.
— Long Short Term Memory Networks for Anomaly Detection in Time Series, 2015 [149].
Diese Fähigkeit der LSTMswurde in der komplexen Verarbeitung natürlicher Sprachenmit großem Effekt
genutzt [83]. Dabei handelt es sich umAnwendungsfälle, wie bspw. der neuronalen maschinellen Über-
setzung, bei der das Modell die komplexen Zusammenhänge zwischen Wörtern sowohl innerhalb einer
bestimmten Sprache, als auch sprachübergreifend bei der Übersetzung von einer Sprache in eine andere
lernen muss. Diese Fähigkeit kann für die Prognose von Zeitreihen genutzt werden. Neben den allge-
meinen Vorteilen der Verwendung von kNN für die Zeitreihenprognose können RNNs auch automatisch
die zeitliche Abhängigkeit von den Daten lernen.
LSTM is able to solve many time series tasks unsolvable by feedforward networks using fixed size
time windows.
- Applying LSTM to Time Series Predictable through Time-Window Approaches, 2001 [83].
Die Schleifenstruktur von RNNs ermöglicht die Weitergabe von Informationen von einem Schritt zum
nächsten. Abbildung 2.11 zeigt die aufgeklappte Schleife eines RNN-Modells. Das auf sich selbst ver-
bundenes Modell ist in mehrere Kopien desselben Netzwerks aufgeteilt, wobei jedoch unterschiedliche
Eingaben berücksichtigt werden, die sich auf die entsprechenden Zeitschritte beziehen.
Abbildung 2.11: Aufgeklappte RNN-Struktur (links) und Darstellung langfristige Abhängigkeiten in RNN-
Modellen, die eine Verbindung eines Eingangsvektors mit einem Ausgangsvektor repräsentieren.
Im Gegensatz zu klassischen Feedforward-Netzen (wie MLPs) leisten RNN-Modelle gute Dienste bei der
ErkennungundVerarbeitung vonLangzeitkorrelationen vonEin- undAusgängen.Abbildung 2.11 (rechts)
veranschaulicht einen Effekt der Eingangsvektoren auf den Ausgang. Solche, über eine bestimmte Men-
ge an Zeitschritten, verzögerten Abhängigkeiten sind wesentlicher Bestandteil einer multivariaten Da-
tenanalyse, da die Dynamik des Systems durch den Einfluss von Indikatoren aufeinander beschrieben
werden muss.
Ein einfaches RNN berechnet, wie in (2.7) und (2.8) dargestellt, die Hidden-Vektoren h = (h(1), ...., h(T ))
und die Ausgabe-Vektorsequenz y = (y(1), ...., y(T )) für eine Eingabesequenz x = (x(1), ...., x(T )):
h(t) = H(Whyx(t) +Whhh(t− 1) + bh) (2.7)
y(t) = Whyh(t) + by (2.8)
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DieW -Terme bezeichnenGewichtsmatrizen für die entsprechendenVerbindungen (z.B. umfasstWhy die
Hidden-Output Gewichtsmatrix), die b-Terme bezeichnen Bias-Vektoren als Extraktion der Threshold-
Funktion (z.B. by als Output-Hidden-Vektor) und H ist die Hidden Layer-Funktion, in der Regel eine
elementare Anwendung der Sigmoid-Funktion [90].
Einfache RNN-Strukturen sind für das Problem des Vanishing Gradient bekannt (siehe Kap. 2.4.0.3). Ab-
hilfe schaffen hier die LSTM. Diese Netzwerke befassen sich mit dem Problem, indem sie drei innere Ver-
bindungen (engl. Gates) aufspalten und sogenannte Speicherzellen bilden, um Informationen in einem
langfristigen Kontext zu speichern:

i
f
o
z
 =

σ
σ
σ
tanh
W ∗ [ xc(t− 1)
]
(2.9)
c = i⊗ z + f ⊗ c(t− 1) (2.10)
h = o⊗ tanh(c) (2.11)
σ und tanh repräsentieren die spezifischen, elementweise angewandten Aktivierungsfunktionen der
LSTM. i, f, o und c bezeichnen die erwähnten Inner-Cell-Gates bzw. das input gate, forget gate, output
gate und die Aktivierungs-Vektoren. c muss den Dimensionen des versteckten Vektors h entsprechen.
DieW -Begriffe bezeichnen abermals Gewichtsmatrizen.
Abbildung 2.12: Darstellung einer RNN-Zelle (links) / LSTM-Zelle (rechts) mit verteilter Gate-Führung.
Da LSTM-Modelle RNN-basierte Modelle sind, ist die Gesamtzusammensetzung ähnlich wie in Abb. 2.11,
indem ein Eingangssatz auf einen Ausgangssatz über ein Modul berechnet wird. Im Gegensatz zu den
grundlegenden RNN-Modellen ist die Zelle des LSTM in diesem Fall komplexer: Abbildung 2.12 zeigt
die Verfügbarkeit des Zellspeichers, der als Informationsspeicher interpretiert werden kann, und das
Innenleben der beschriebenen vier Gates: Berechnen der Eingabe, Aktualisieren der Zelle, Vergessen
bestimmter Informationen und Einstellen der Ausgabe.
2.5.3 Faltende Netzwerke
Convolutional Neural Networks (CNNs) [90, S. 330 ff.] sind ein kNN-Paradigma, welches ursprünglich
entwickelt wurde, umBilddaten effizient zu verarbeiten. Sie haben sich sowohl bei anspruchsvollen Bild-
verarbeitungsproblemen, als auch bei Aufgabenwie der Zeitreihenklassifizierung bewährt und sind eine
Komponente in Hybridmodellen für neuartige Probleme - bspw. Objektlokalisierung, Bildunterschriften
und mehr. Sie entsprechen einer spezielle Art von kNN zur Verarbeitung von Daten mit einer bekannten,
rasterartigen Topologie. Zeitreihen, die als ein 1D-Raster betrachtet werden können, das in regelmäßigen
Zeitabständen Proben entnimmt, und Bilddaten, die als ein 2D-Raster von Pixeln betrachtet werden kön-
nen, sind Beispiele dafür. Basis des Netzwerks ist eine mathematische Operation namens Faltung (engl.
Convolution) [257], eine spezielle Art der linearen Operation. CNN sind demnach kNN, die die Faltung an-
stelle der allgemeinen Matrixvervielfachung in mindestens einer ihrer Schichten verwenden. Für einen
schematisierten Aufbau siehe Abb. 2.13.
CNN heben sich ab, indem sie direkt mit Rohdaten arbeiten und nicht mit domänenspezifischen oder
handgefertigten Merkmalen, die aus den Rohdaten abgeleitet werden. Das CNN lernt so, wie man aus
den Rohdaten automatisch die Merkmale extrahiert, die für das zu behandelnde Problem unmittel-
bar nützlich sind. Dies wird als Repräsentationslernen bezeichnet. Das CNN erreicht durch so genannte
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Abbildung 2.13: Darstellung eines Convolutional Neural Network (CNN).
Transformations- oder Verzerrungsinvarianz eine Extraktion von Merkmalen, unabhängig davon, wie
sie in den Daten vorkommen [141].
Die Fähigkeit von CNNs, Merkmale aus Rohdaten zu lernen und automatisch zu extrahieren, kann auf
Probleme bei der Prognose von Zeitreihen angewandt werden. Eine Folge von Beobachtungen kann wie
ein eindimensionales Bild behandelt werden, welches ein CNN-Modell lesen und zu den wichtigsten Ele-
menten komprimieren kann. Diese Fähigkeit von CNNs hat sich bei Aufgaben der Zeitreihenklassifizie-
rung als sehr nützlich erwiesen [256].
CNNs erhalten die Vorteile vonMLPs für die Zeitreihenprognose, nämlich Unterstützung von für multiva-
riate Eingabe, multivariate Ausgabe und das Erlernen beliebiger, aber komplexer Funktionalitäten. Dies
erfordert aber nicht, dass das Modell direkt aus verzögerten Beobachtungen lernt. Stattdessen kann das
Modell Features8 aus einer großen Eingabesequenz lernen, die für die Vorhersageproblem relevant sind.
2.6 Taxonomie der Zeitreihenverarbeitung mit künstlichen neurona-
len Netzen
Nach Vorstellung verschiedener Paradigmen von kNN ist es sinnvoll, nun Anwendungen zu betrach-
ten, welche für die der Arbeit zugrundeliegenden Problemstellung relevant sind: die Zeitreihenvorhersage
und die Zeitreihenklassifikation. Die Leistungsdaten des Luftverkehrssystems lassen sich als Zeitreihe be-
schreiben, jedoch soll neben der reinen Prognose auch eine Extraktion des Wissens und eine Ableitung
von Handlungsempfehlungen stattfinden. Hier ist der Punkt, an dem die Anwendung von kNN Zeitrei-
henanalyse und -Prognose vermischt und auch darüber noch hinausgeht.
Die allgemeine Fähigkeit von kNN, sich einer Abbildungsfunktion von Eingangsvariablen zu entspre-
chenden Ausgangsvariablen zu nähern, ist aus einer Reihe von Gründen für Zeitreihen wertvoll [56]:
• Robust gegen Rauschen. kNN sind robust gegenüber Rauschen in den Eingangsdaten und in der Ab-
bildungsfunktion. Die Vorhersage trotz fehlender Werte ist ebenfalls möglich.
• Nichtlinear. kNN machen keine starken Annahmen über die Mapping-Funktion. Damit lernen sie
leicht lineare und nichtlineare Zusammenhänge.
Die Problemstellung dieser Arbeit betrachtend, nehmen diese beiden Eigenschaften einen essentiellen
Charakter ein. Leistungskennwerte eines solch komplexen Systems, wie dem Luftverkehr, bilden keine
homogene Menge, sondern zeigen durch Messungenauigkeiten (bspw. Positionsdaten) oder fehlende
Datenpunkte (bspw. mangels Datenquellen bzw. Bereitschaft der Stakeholder zur Veröffentlichung sel-
biger) innere Variationen. Ebenso ist durch die Verschiedenartigkeit der Prozesse davon auszugehen,
dass die Messreihen in keinem linearen Zusammenhang zueinander stehen.
... one important contribution of neural networks - namely their elegant ability to approximate
arbitrary nonlinear functions. This property is of high value in time series processing and promises
more powerful applications, especially in the subfield of forecasting ...
aus: Neural Networks for Time Series Processing, 1996 [56].
8Unter Feature Learning versteht man dabei die automatische Identifizierung, Extraktion und Destillation der wichtigsten Merk-
male aus Rohdaten, die sich direkt auf das zu modellierende Vorhersageproblem beziehen.
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kNN können konfiguriert werden, um eine beliebig definierte, aber feste Anzahl von Ein- und Ausgängen
in der Mapping-Funktion zu unterstützen. Das bedeutet, dass kNN Folgendes direkt unterstützen [18]:
• Multivariate Eingänge. Es kann eine beliebige Anzahl von Eingabefeatures angegeben werden, die
eine direkte Unterstützung für multivariate Prognosen bieten.
• Mehrstufige Prognosen. Es kann eine beliebige Anzahl von Ausgabewerten angegeben werden, was
eine direkte Unterstützung für mehrstufige und multivariate Prognosen bietet.
Allein für diese Fähigkeiten, die sich von den unterschiedlichen Paradigmen in Kap. 2.5 ableiten lassen,
können kNNs für Zeitreihenprognosen nützlich sein. Implizit besteht bei der Nutzung von kNN die Anfor-
derung, dass es tatsächlich eine sinnvolle Zuordnung von Inputs zu Outputs geben muss, um lernen zu
können. Modellierungen eines RandomWalks9, z.B. unter Nutzung der zuletzt gesehenen Beobachtung,
weisen dabei ebenso fehlerhafte Prognosen auf wie herkömmliche, statistische Modelle.
Zunächst jedoch muss eine Festlegung auf den Begriff der Zeitreihe stattfinden [28, S. 1].
Definition 16 (Zeitreihe)
Eine Zeitreihe ist eine Reihe von in gleichmäßigen Abständen erfassten Werten, welche in der Zeit
diskretisiert ist.
Beispielsweise könnte dies der Verlauf der mittleren Verspätung pro Stunde über einen Tag oder die
Aufzeichnung von Temperaturwerten sein. Zeitreihen sind häufig zeitlich äquidistant gemessen, also
mit einem konstanten M t zwischen den einzelnen Messungen. Spricht man von Messungen eines Re-
alsystems, so sind Zeitreihen meist Abtastungen mit spezifischem M t einer eigentlich kontinuierlichen
Funktion. Da dies im Luftverkehr der Fall ist, findet eine genaue Betrachtung dieser Abtastung in Kap.
3.1.1 statt.
Eine Zeitreihe, in der die Beobachtungen im Laufe der Zeit einheitlich und lückenlos sind, kann als zu-
sammenhängend bezeichnet werden. Eine Zeitreihe, in der die Beobachtungen im Laufe der Zeit nicht
einheitlich und fragmentiert sind, kann als diskontinuierlich bezeichnet werden [25]. Die mangelnde Ein-
heitlichkeit der Beobachtungen kann durch fehlende oder fehlerhafte Werte verursacht werden. Es kann
auch ein Merkmal des Problems sein, wenn Beobachtungen nur teilweise oder in kleiner werdenden
Zeitabständen zur Verfügung gestellt werden. Im Falle von uneinheitlichen Beobachtungen, kann bei
der Anpassung einiger Modelle eine spezifische Datenformatierung erforderlich sein, um die Beobach-
tungen im Laufe der Zeit einheitlich zu gestalten.
• Zusammenhängende Zeitreihe. Die Beobachtungen werden im Laufe der Zeit einheitlich gestaltet.
• Diskontinuierliche Zeitreihe. Die Beobachtungen sind im Laufe der Zeit nicht einheitlich.
Im Allgemeinen beinhaltet eine kNN-Anwendung die Nutzung von vergangenen Beobachtungen, um eine
odermehreremögliche zukünftige Beobachtungen vorherzusagen oder zuzuordnen. Dieswerden dem kNN
über Ein- und Ausgänge des Modells zusammengefasst zur Verfügung gestellt [26].
• Eingänge: Historische Daten, die demModell zur Verfügung gestellt wurden, um eine Prognose zu
erstellen.
• Ausgänge: Vorhersage oder Prognose für einen zukünftigen Zeitschritt über die als Input bereitge-
stellten Daten hinaus.
Die Eingabedaten sind die Daten, aus denen eine Prognose erstellt wird, z.B. die letzten sieben Stunden
der Verspätungen, um im nächsten Zeitslot Flugverzögerungen zu prognostizieren. Die Definition der
Ein- und Ausgänge des Modells zwingt dazu, darüber nachzudenken, was genau erforderlich ist oder
sein könnte, um eine Prognose zu erstellen.
Die Eingangsdaten können weiter unterteilt werden, um ihren Zusammenhang mit der Ausgangsgröße
besser zu verstehen. Eine Eingangsgröße ist endogen, wenn sie von anderen Variablen im System beein-
flusst wird und die Ausgangsgröße davon abhängt10. Die Zahl von An- und Abflügen stehend bspw. in
9Als RandomWalkwird eine Zeitreihe bezeichnet, inwelcher die einzelnenWerte in keinemZusammenhang zueinander stehen
und damit zufällig gebildet werden. Eindimensionale Prognosen solcher Zeitreihen sind nahezu unmöglich [235].
10Dies wird in Kap. 1.2.1 mit Bezug auf das Luftverkehrssystem näher erläutert.
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direktem Zusammenhang. In einer Zeitreihe hängen die Beobachtungen für eine Eingangsgröße vonein-
ander ab. So ist beispielsweise die Beobachtung zumZeitpunkt t abhängig von der Beobachtung bei t−1;
t− 1 kann abhängig von t− 2 usw. sein. Eine Eingangsvariable ist eine exogene Variable, wenn sie unab-
hängig von anderenVariablen im System ist und die Ausgangsvariable von ihr abhängt.Meteorologische
Größen stehen dabei bspw. separat und in keinem Zusammenhang zu operationellen Faktoren.
• Endogen: Eingangsgrößen, die von anderen Variablen im System beeinflusst werden und von denen
die Ausgangsgröße abhängt.
• Exogen: Eingangsgrößen, die nicht von anderen Variablen im System beeinflusst werden und von
denen die Ausgangsgröße abhängt.
Es ist davon auszugehen, dass die Variablen der Leistungskennwerte des Luftverkehrssystems endogene
Variablen sind. Häufig werden exogene Variablen ignoriert, da der Schwerpunkt auf der Zeitreihe liegt.
Das explizite Nachdenken über beide Variablentypen kann helfen, übersehene exogene Daten oder sogar
konstruierteMerkmale zu identifizieren, die dasModell verbessern können. Die in Kap. 4.3 vorgestellten
Verfahren unterstützen die Analyse.
Die Zeitreihenanalyse bietet eine Reihe von Techniken, um einenDatensatz besser zu verstehen. Nützlich
ist die Zerlegung einer Zeitreihe in vier Bestandteile [48, S. 11]:
• Level. Der Basiswert für die Zeitreihe, wenn es sich um eine gerade Linie handelt.
• Trend. Das optionale und oft lineare Anstiegs- oder Absenkverhalten der Zeitreihe.
• Saisonalität. Die optionalen sich wiederholenden Muster oder Verhaltenszyklen.
• Noise. Die optionale Variabilität der Beobachtungen, die nicht durch das Modell erklärbar sind.
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Abbildung 2.14: Additive Zerlegung (Delay) vom 01.04.2014 in London Gatwick mit Zeitfenster k = 5.
Alle Zeitreihen haben einen Level, die meisten haben Noise. Trend und die Saisonalität sind optional.
Eine solche Zerlegung kann sinnvoll sein, um Zeitreihen in ihrer Struktur zu vereinfachen. Es ist jedoch
zu beachten, dass hierbei auch eine Reduktion des Detailgrades stattfindet (siehe Abb. 2.14).
Eine Zeitreihe für eine einzelne Variable hat möglicherweise kein offensichtliches Muster. Eine Zeitrei-
he ohne Muster ist als unstrukturiert beschrieben, da es keine erkennbare zeitabhängige Struktur gibt.
Alternativ kann eine Zeitreihe offensichtliche Muster aufweisen, wie beispielsweise einen Trend oder
saisonale Zyklen, die strukturiert sind [25]. Der Modellierungsprozess kann vereinfacht werden, indem
die offensichtlichen Strukturen aus den Daten identifiziert und entfernt werden. Einige klassische Me-
thoden erlauben es Parameter zu spezifizieren, um diese systematischen Strukturen direkt zu behandeln
(siehe Kap. 4.3).
• Unstrukturiert: Kein systematisches, zeitabhängiges Muster in einer Zeitreihenvariablen.
• Strukturiert: Systematische zeitabhängigeMuster in einer Zeitreihenvariablen (z.B. Trendund/oder
Saisonalität).
Eine einzelne über die Zeit gemessene Variable wird als univariate Zeitreihe bezeichnet. Univariate be-
deutet eine Variable. Mehrere über die Zeit gemessene Variablen werden als multivariate Zeitreihe be-
zeichnet [18]:
• Univariat: Eine Variable, die über die Zeit gemessen wird.
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• Multivariate: Mehrere Variablen, die über die Zeit gemessen werden.
In Anbetracht dieser Frage in Bezug auf Ein- und Ausgänge kann eine weitere Unterscheidung hinzuge-
fügt werden: Die Anzahl der Variablen kann zwischen den Ein- und Ausgängen variieren, z.B. können
die Daten nicht symmetrisch sein. Beispielsweise können mehrere Variablen als Eingabe in das Modell
dienen, um nur eine der Variablen als Ausgabe vorherzusagen. In diesem Fall wird im Modell davon
ausgegangen, dass mehrere Eingangsvariablen helfen und für die Vorhersage der einzelnen Ausgangs-
variablen erforderlich sind.
(a)
1:1
(b) 1:3 (c) 3:1 (d) 3:3 (e) 3:3
Abbildung 2.15: Dimensionen von Ein- und Ausgangsgrößen in einem kNN.
• Univariate undmultivariate Eingänge: Eine odermehrere Eingangsgrößen, die über die Zeit gemessen
werden.
• Univariate und multivariate Ausgänge: Eine oder mehrere Ausgangsvariablen, die vorhergesagt wer-
den sollen.
Es ist möglich, ein Modell einmalig zu entwickeln und es immer wieder für Vorhersagen zu verwenden.
Da die Modellkonfiguration nicht aktualisiert oder zwischen den Prognosen geändert wird, kann dieses
Modell als statisch betrachtet werden. Umgekehrt können neue Beobachtungen eingebunden werden,
bevor eine nachträgliche Prognose abgeben wird, um ein neues Modell zu erstellen oder das bestehende
Modell zu aktualisieren. Dies wird als dynamisches Problem umschrieben [25].
• Statisch. Ein Prognosemodell wird einmalig angepasst und dient unverändert zur Vorhersage.
• Dynamisch. Vor jeder Vorhersage wird ein Prognosemodell auf neu verfügbare Daten angepasst.
2.6.1 Zeitreihenregression
Soll eine Zeitreihe vorhergesagt werden, so handelt es sich um eine Prädiktion [90, S. 101]. Es wird ein
geeignetes Paradigma der kNN gesucht, welches vergangene Werte der Zeitreihe auf zukünftige abbil-
det. Der eigentliche Vorgang des Entwickelns einer Mapping-Funktion f : Rn → R wird als Regression
beschrieben und deckt sich mit dem Trainingsvorgang eines kNN unter dem Schirm einer Zeitreihenvor-
hersage.
Ist eine Zeitreihe auf längerenAbschnitten bekannt, so sind genug Trainingsbeispiele gegeben undΛtrain
ist ausreichend groß. Diese sind keine Beispiele der vorherzusagenden Zukunft, aber man versucht mit
ihrer Hilfe, die Vergangenheit zu verallgemeinern und zu extrapolieren. Zentrale Überlegung für eine
Vorhersage muss sein, wie viele Informationen der Vergangenheit zur Verfügung stehen. Sind die zu-
künftigen Werte einer Zeitreihe überhaupt nicht von den vergangenen abhängig, so ist überhaupt keine
Zeitreihenvorhersage aus ihnen möglich.
Wesentlich für eine Vorhersage ist, ab welchem Zeitpunkt t diese startet und in welchem Zustand sich
das betrachtete System bei t befindet. Der Zustand sei dabei wie folgt definiert:
Definition 17 (Systemzustand)
Ein Systemzustand beschreibt ein System für einen bestimmten Zeitpunkt t vollständig. Die Zukunft
eines deterministischen Systemswäre durch die vollständige Beschreibung seines aktuellen Zustands
eindeutig bestimmt. In der Realität umfasst ein solcher Zustandsbegriff alle Dinge, die auf irgendeine
Weise Einfluss auf das System nehmen.
Im Falle des Wetters (Kap. 1.2.3) für einen AP sind die Temperatur, die Windgeschwindigkeit und -
Richtung für den Wetterzustand des Ortes zu einem Zeitpunkt t durchaus maßgeblich – doch der ge-
samte Zustand würde wesentlich mehr umfassen. Für deterministische Analysen, wie in dieser Arbeit
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beschrieben, muss eine klare Abwägung aus Datenverfügbarkeit, Datenqualität und den Ergebnissen
des Feature Engineering (Kap. 4.3) stattfinden, welche die Daten-getriebene Beschreibung des System-
zustands ausmachen.
Die Systemzustände bis zum Startzeitpunkt t einer Prognose sollen als Anfangswert bzw. Impuls ver-
standen werden. Für die Vorhersage grundlegender Systemdynamiken muss eine ausreichende Menge
initialer Systemzustände geschaffen werden, welche die weitere Entwicklung eines Systems maßgeblich
beeinflussen. Dies sei am Beispiel Flughafen Hamburg erklärt: durch das Nachtflugverbot findet der
reguläre Flugbetrieb 06:00 - 23:00 statt. Dadurch entsteht eine Form des Systemzustands-Resets, wel-
cher einen initialen Impuls unabdingbar macht. Dieser Impuls könnte bspw. 5h betragen, sodass eine
Prognose ab t = 11:00 angesetzt werden kann. Der Systemzustand umfasst alle als wichtig erachteten
Indikatoren zum Zeitpunkt t, welche sich aus den Entwicklungen der ersten 5h ergeben.
Ein Prognoseproblem, welches eine Vorhersage des nächsten Zeitschritts erfordert, wird als einstufige
Prädiktion bezeichnet. Dieser Anwendungsfall eignet sich im Luftverkehr nur dann, wenn die M t zwi-
schen den Einzelmessungen groß genug ist und eine Vorhersage einen operativ nützlichen Zeitabschnitt
abdeckt. Bei minütlich gemessenen KPI entspricht eine einstufige Prädiktion einer Vorhersage für die
nächste Minute, welche operativ nicht sinnvoll und algorithmisch fragwürdig ist.
t
Start Prädiktion
t
Start Prädiktion
Abbildung 2.16: Einstufige (links) und mehrstufige (rechts) Prädiktion.
EinVorhersageproblemübermehr als einenZeitschritt wirdmehrstufige Prädiktion genannt. ImGegensatz
zur einstufigen Prädiktion findet eine Prognose über eine Sequenz Tpred = t1, t2, ..., tn mit nZeitschritten
statt. Da mehr Prognosen in die Zukunft entwickelt werden, ist diese Form der Vorhersage aufgrund der
Natur der Ungenauigkeit wesentlich komplexer und fehleranfälliger. Die Fehleranfälligkeit wird auch
dadurch gegeben, dass Fehler mitgeführt werden (siehe Abb. 2.16), d.h. die Prognose zum Zeitpunkt t1
ist gleichzeitig Teil der Eingabe für die Prognose des Zielwertes zum Zeitpunkt t2. Dies gilt ∀t ∈ Tpred.
Genau genommen ist eine mehrstufige Prädiktion eine Verkettung von einstufigen Vorhersagen.
2.6.2 Zeitreihenklassifikation
Klassifikationsprobleme bei der prädiktiven Modellierung sind solche, bei denen eine Kategorie vorher-
gesagt wird [90, S. 100]. Ein Problem der Zeitreihenprognose, bei dem die eingegebenen Zeitreihendaten
klassifiziert werden sollen, ist eine Unterform der Klassifikation aus der prädiktiven Modellierung. Es-
sentielle Bausteine vonKlassifikationsanwendungen sinddie namensgebendenKlassen bzw.Kategorien.
Diese werden folgend als Label bezeichnet und sind wie folgt definiert:
Definition 18 (Label)
Label sind zusammenfassende und repräsentative Klassen- bzw. Kategoriebezeichnungen für eine
Menge an (unbeschrifteten) Daten.
Es ist Voraussetzung für eine mögliche Anwendung, dass diese Label für das entsprechende Datenfun-
dament bestehen.Möglichkeiten zum “Labeln” der Daten sind in Kap. 4.3 näher erläutert. Beispielsweise
kann für die Klassifikation von Delays eine Kategorisierung desselben stattfinden, welche ihn in 10min
Intervalle einteilt. DieserWeg kannVorteile gegenüber Regressionsverfahren bieten, da hier keine nume-
rische Größe vorhergesagt, sondern eine Kategorie einer Sequenz von Eingangsdaten zugeordnet wird.
Gerade bei einem Mangel an Daten, welcher eine genaue Vorhersage nicht zulässt, ist bei diesem Weg
| 52
Künstliche neuronale Netze im leistungsbasierten Luftverkehrsmanagement Stefan Reitmann
mit einer geringeren Ungenauigkeit zu rechnen. Zur Darstellung der Genauigkeit eines Klassifikations-
modells wird die sogenannteWahrheitsmatrix (engl. Confusion Matrix) herangezogen [53]. Diese ist in Gl.
(2.12) dargestellt.
C =

label1 label2 ... labelj
label1 c11 c12 ... c1j
label2 c21 c22 c2j
... ... ...
labeli ci1 ci2 ... cij
 (2.12)
Im Allgemeinen werden in einer Wahrheitsmatrix die vorhergesagten Klassen j mit den tatsächlichen
Klassen i verglichen. Jede Spalte der Matrix stellt die Ergebnisse der Vorhersage für die entsprechen-
de Klasse in dieser Zeile dar, während jede Zeile die tatsächliche Klasse umfasst. Die diagonalen Zel-
len c11, c22, ..., cij zeigen die Anzahl (oder den Prozentsatz) der korrekten Klassifizierungen durch den
trainierten Klassifikator an, während die nicht diagonalen Zellen die falsch klassifizierten Vorhersagen
repräsentieren. So lässt sich die Genauigkeit eines Klassifikationsproblems ableiten.
Es gibt eine gewisse Flexibilität zwischen Regression und Klassifikation. So kann beispielsweise ein Re-
gressionsproblem als Klassifizierung und ein Klassifikationsproblem als Regression dargestellt werden.
Einige Probleme, wie z.B. die Vorhersage eines Ordinalwertes, können entweder als Klassifizierung oder
als Regression dargestellt werden [35].
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Kapitel 3
Methodische Konzeption
Durch seine Komplexität als gekoppeltes Konstrukt aus Einzelsystemen, in welchem mehrere Stakeholder
interagieren, ist ein direktes Modellabbild des Luftverkehrssystems schwer modellierbar. Ansätze dafür be-
ziehen sich auf die Komposition mehrerer Subsysteme und deren Zusammenspiel in vielschichtigen System-
of-Systems-Architekturen1. Es ist dafür, neben entsprechender Rechenkapazität, ein transparentes Wissen
über den betrachteten Systemausschnitt nötig, wodurch ein hoher Simulationsaufwand entsteht. Aus diesem
Grund dient eine datenbasierte Optimierung einer Vereinfachung in der Analyse und Prozessoptimierung
komplexer (Teil-)Systeme des Luftverkehrs. Diese werden weiterhin als unbekannt behandelt. Aus deren Da-
ten wird ein trainierter, adaptiver und eigenständiger Kontroll- und Analyseapparat durch kNN entwickelt.
Das folgende Kapitel gibt Übersicht über die Verbindungen von kNN zu leistungsbasierten Luftverkehrsma-
nagementkonzepten. Dies umfasst die Beschreibung des Luftverkehrssystems auf Datenebene und konkreti-
siert die Arbeitsabläufe, die für eine Anwendung von kNN benötigt werden. Darauf aufbauend werden die
grundlegenden Anwendungsumgebungen dieser Arbeit vorgestellt.
3.1 Datenbasierte Erfassung des Luftverkehrssystems
Soll ein Luftverkehrsprozess auf Datenebene analysiert, vorhergesagt und optimiert werden, so müssen
zunächst dessen real-physikalischeCharakteristiken identifiziertworden sein.DasZiel derModellierung
ist es, kNN auf den vom Prozess emittierten Daten zu trainieren und Wissen über dessen Verhaltens-
dynamik zu erlangen. Das trainierte kNN erhält dabei einen eigenständigen Modellcharakter und wird
fortan behandelt wie eine mathematische Abbildung. Mathematische Modelle bzw. Abbildungen sind
stets eine vereinfachte Darstellung der Realität, nicht die Realität selbst. Sie dienen der Untersuchung
von Teilaspekten eines komplexen Systems und nehmen dafür Vereinfachungen in Kauf (vgl. Abb. 3.1).
In vielen Bereichenwürde eine vollständigeModellierung aller Variablen zu einer nicht mehr beherrsch-
baren Komplexität führen, weshalb die Variablenauswahl Berechenbarkeit und den Charakter des kNN
bestimmt. Eine datenbasierte Betrachtung des ATM führt dabei von einer mathematischen Aggregation
des realen Luftverkehrssystems (Kap. 1) hin zu einer adaptierten kNN-Abbildung (Kap. 2), welche die
diskreten Repräsentationen dynamisch verknüpft.
Abbildung 3.1: Vereinfachung des Luftverkehrssystems über eine kontinuierlichen Modellapproximation (links)
hin zu einer diskreten Datenaggregation (rechts).
1Siehe dafür die System-of-Systems Theorie des Luftverkehrssystems von [88].
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Das reale Luftverkehrssystem (und alle zugehörigen Teilprozesse) basiert dabei auf den wesentlichen
Faktoren, welche ein komplexes System charakterisieren [14]:
a) Agentenbasiert: Komplexe Systeme bestehen aus einzelnen Teilen, die miteinander in Wechselwir-
kung stehen (z. B. LFZ, Bodenfahrzeuge).
b) Nichtlinearität: Minimale Unterschiede in den Anfangsbedingungen führen oft zu sehr unterschied-
lichen Ergebnissen, bspw. bei Flugausfällen und großen -Verspätungen (Schmetterlingseffekt). Die
Wirkzusammenhänge der Systemkomponenten sind im Allgemeinen nichtlinear.
c) Emergenz: Emergente Eigenschaften lassen sich nicht aus der isolierten Analyse des Verhaltens ein-
zelner Systemkomponenten erklären, sondern in deren Zusammenspiel.
d) Wechselwirkung (Interdependenz): Die Wechselwirkungen zwischen den Teilen des Systems sind
lokal, ihre Auswirkungen in der Regel global und betreffen damit die gesamte Systembewertung.
e) Offenes System: Komplexe Systeme sind offene Systeme (Kontakt mit ihrer Umgebung, z. B. Wetter).
f) Pfade: Komplexe Systeme zeigen Pfadabhängigkeit: Ihr zeitliches Verhalten ist nicht nur vom aktu-
ellen Zustand, sondern auch von der Vorgeschichte des Systems abhängig.
Aus den Punkten a)− f) lassen sich spezifische Anforderungen an die Datenverarbeitung ableiten, wel-
che die Nutzung von kNN begründen. So beschreiben die Punkte a), c) und d) wesentlich das Zusam-
menspiel vieler Komponenten, deren Abhängigkeit untereinander und somit die Hinführung zu einer
multivariaten Datenanalyse (siehe dafür auch Kap. 1.2.1). Die Verarbeitung der Zeitreihen erhält gemäß
b) nichtlinearen, komplexen Charakter. b) und f) umfassen beiderseits wiederum die Notwendigkeit
von Analysen, welche eine Zeitversetzung bzw. -Verzögerung inhärent abbilden können. Dieser Anfor-
derung werden speziell RNN-Strukturen gerecht. Der Kontakt zur Umgebung in e) ist durch das Wetter
(Kap. 1.2.3) gegeben und wird in Kap. 3.1.1 in Bezug auf das ATM definiert.
Das (reale) ATM bzw. ein spezifisches Subsystem seien fortan als dynamisches System2 gemäß [194] zu
verstehen. Es wird definiert durch einen Zustandsraum M , der zunächst der Rn oder eine offene Teil-
menge davon sei, und eine einparametrige Familie von Abbildungen ϕt : M →M , wobei der Parameter
t aus R (zeitkontinuierlich) kommt. Die gesamte Zeitmenge entspricht Γ und beinhaltet dabei alle Zeit-
punkte t, die zur Messung des ATM-(Teil-)Systems genutzt wurden. Ein Lernmuster l (siehe Kap. 2.4)
spiegelt dementsprechend die jeweiligen Ausprägungen der ATM-Merkmale (z. B. KPI) innerhalb vonM
zu gegebenen Zeitpunkten t wider. ϕt sind dabei jene Abbildungen, die eine zeitabhängige Änderung
des Systems (und damit der Merkmale) veranlassen und welche mithilfe der kNN zu untersuchen sind.
Für diese gilt:
ϕ0(x) = x für alle x ∈M (3.1)
ϕt(ϕs(x)) = ϕt+s(x) für alle t, s ∈ Γ und x ∈M (3.2)
Nach 3.1 ändert sich der Zustand des Systems ohne Zeitkomponente nicht und nach 3.2 bauen Zustands-
änderungen aufeinander auf (vgl. f)). Das Training von kNN hat eine Annäherung an ϕt entsprechend
der gewählten KPI zum Ziel. Alle Zeitreihen, welche auf den Konzepten der Leistungsbewertung aus
Kap. 1.2 aufbauen, spiegeln eine Diskretisierung der operativen Prozesse des ATM wider. Diese Prozesse
sind in ihrem Ursprung kontinuierlicher Natur. Durch eine Erfassung von Leistungswerten, bspw. über
definierte KPI, entstehen Zeitreihen in diskreten Abständen t, welche eine sukzessive, allerdings nicht
stetige Repräsentation des jeweiligen Systems ermöglichen, weshalb der Definition t ∈ Z+ für die Unter-
suchung gefolgt wird [37].
Die Tatsache dieses Unterschieds muss in dieModellierung und die Anforderungen an eine datenbasier-
te Optimierung einfließen. Zum einen kann so eingegrenzt werden, welche Effekte der Systemdynamik
auf Datenebene auftreten können. Zum anderen findet eine Abschätzung statt, inwiefern der Detailver-
lust durch eine Diskretisierung etwaige Effekte verfälscht/verschwinden lässt.
Zusammenfassend lässt sich festhalten: PI/KPI entsprechen der zeitdiskreten Aggregierung von Leis-
tungswerten des zeitkontinuierlichen Systems Luftverkehr. Dieses System zeigt komplexe innere Wech-
selwirkungen und dessen Systemzustand ist zeitabhängig. Das Training von kNN bezüglich der aggre-
giertenDaten ist in seinermathematischenNatur als inverses Problem [196] beschrieben, da Rückschlüs-
se von Beobachtungen auf deren Ursachen getroffen werden.
2Demnach ist ein dynamisches System ein mathematisches Objekt zur Beschreibung der Zeitentwicklung physikalischer, bio-
logischer oder anderer real existierender Systeme.
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3.1.1 Prinzip des virtuellen Luftverkehrssystems
Das trainierte kNN ist fortan ein eigenständiges, virtuelles System, auf dessen Basis Optimierungen und
Vorhersagen vollzogen werden. Dies erfordert, dass der betrachtete Luftverkehrsausschnitt ausreichend
Daten emittiert, diese entsprechend aggregiert werden und die Generierung eines solchen Konstrukts
unter Nutzung von kNN auf diesen Daten erfolgt.
Definition 19 (virtuelles Luftverkehrssystem (vATM))
Als virtuelles Luftverkehrssystem (vATM) wird ein repräsentatives, autonomes, jedoch abstraktes ϕt-
Äquivalent durch eine kNN-Abbildung eines ATM-Teilprozesses verstanden.
Vereinfacht kann gesagt werden, dass das vATM ein auf einen spezifischen Datensatz eines bestimmten
Systemausschnitts trainiertes kNN ist. Die Motivation hinter der Definition eines trainierten kNN als ei-
genständiges vATM ist, dass in den durchgeführten Anwendungen und Experimenten stets eine Optimie-
rung, Vorhersage und Dynamikanalyse auf einer anderen Ebene stattfindet, als sie das System vorgibt.
Durch die reine Betrachtung von Daten und das Trainieren eines kNN entsteht ein autonomes Modell,
welches das Systemverhalten auf einer separaten Ebene und gemäß der gewählten PI/KPI darstellt. Da
mit diesemModell optimiert und analysiert wird, ist eine Definition als vATM zielführend für alle folgen-
den Kapitel und Betrachtungen.
Das Konzept des vATM besteht aus je drei Struktur- und drei Verhaltenskomponenten. Die Struktur bil-
det sich dabei ab über Abstraktion, Kapselung und Schichtmodell (vgl. Abb. 3.2)3, das Verhalten definiert
sich über die Systemidentifikation, Simulation und Kontrolle (hierfür siehe Kap. 3.1.2). Folgend werden die
strukturellen Komponenten auf Anwendungen in der Luftfahrt übertragen.
Luftverkehrssystem
Umwelt
physikalisch
mathematisch
Schnittstelle zu
externen Faktoren
Schichtmodell
Abstraktion
Kapselung
zeitdiskrete Beobachtung innerhalb von M
System-basierte Aggregation zur Schaffung von Λ
virtuelles Luftverkehrssystem (vATM)
(bspw. über PI / KPI)
Trennung von internen und externen Prozessen
Abbildung 3.2: Das virtuelle Luftverkehrssystem (vATM) und dessen drei Kernkonzepte.
Das erste wesentliche Konzept ist die Struktur in Schichten des vATM. Die untere Schicht ist die physikali-
sche Ebene der realen ATM-(Sub)systems, die mittlere Schicht ist die mathematische Darstellung und die
oberste Schicht deckt die Schnittstelle zu externen Systemen oder Effekten ab. Das Wissen der unteren
Ebene wird durch die mittlere Schicht abstrahiert, da hier eine Aggregation stattfindet (siehe Abstrak-
tion, Abb. 3.2). Die oberste Ebene umfasst die Interaktion und Bezugnahme von Eingabe und Ausgabe.
Die oberste Ebene setzt dem System klare Grenzen, die einen wesentlichen Einfluss auf das vATM haben,
aber klar von ihm abgegrenzt sind, wie bspw. das Wetter. Es hat wesentlichen Einfluss auf die Kapa-
zitätswerte einer Flughafeninfrastruktur und damit auf die Dynamik eines Flughafenbetriebs, ist aber
nicht Bestandteil des Systems an sich.
Das Prinzip der Abstraktion aggregiert die Daten, welche für den im Fokus stehenden Systemausschnitt
relevant sind und die innerhalb von M beobachtet werden können. Diese Komponente umfasst damit
die Schaffung einer Datengrundlage gemäß der Konzepte der Leistungsbewertung aus Kap. 1.2, bspw.
über definierte PI und KPI. Die Abstraktion schafft damit den Übertrag des realen, zeitkontinuierlichen
Systemausschnitts hin zu einer mathematischen, diskreten Beobachtung.
Das Konzept der Kapselung erweitert das Prinzip der Abstraktion und umfasst die Fokussierung auf jene
Daten bzw. PI/KPI, die gemäß der leistungsbasierten Konzepte aus Kap. 1.3 (bspw. dem A-CDM-Ansatz)
3Diese Konzepte spielen eine wichtige Rolle in der Informatik, bei Betriebssystemen, Software-Engineering und Algorithmen-
Design [73].
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relevant sind. Auf derDatenebene ist es - auch unterNutzung von kNN - nichtmöglich 100%dessen zu re-
produzieren, was die Prozesse im System tun. Dies kann auch in einer unzureichenden oder ungenauen
Datenbasis begründet sein. Hier ist jedoch zu erwähnen, dass eine solche detaillierte Beschreibungmög-
lich ist, aber nur, wenn die einzelnen Systeme separat als vATM untersucht und miteinander gekoppelt
werden. So können beispielsweise einzelne LFZs erlernt, separate vATMs erstellt und gekoppelt werden.
Dies ist jedoch nicht der Schwerpunkt der Arbeit.
Zusammenfassend lässt sich sagen: die Abstraktion umfasst die Datenaggregation, die Kapselung die
Konzentration auf einen spezifischen Systemausschnitt (und damit verbundene Systemteilnehmer), das
Schichtmodell verbindet mit externen Effekten. Grundsätzlich bildet sich das vATM somit aus folgenden
Komponenten ab:
vATM = kNN(Systemausschnitt, externe Einflüsse, leistungsbasiertes Konzept) (3.3)
Es ist zu beachten, dass die kNN in der Lage sein sollten, eine Modellwahrheit - also das dynamische Ver-
halten der Leistungsindikatoren - zu reproduzieren, dies hängt jedoch wesentlich von den betrachteten
Indikatoren ab und kann - je nach Auswahl selbiger - im Zusammenspiel eine andere Dynamik wieder-
geben. Daher muss im Zuge jeder Analyse diskutiert werden, ob die betrachteten Messpunkte für eine
“Virtualisierung” im Hinblick auf das Zielsystem genügen.
3.1.2 Systemidentifikation, Kontrolle & Simulation
Die Anwendung von kNN innerhalb des leistungsbasierten Luftverkehrsmanagements zur Bildung und
Applikation der vATM besteht aus den drei Verhaltenskomponenten Systemidentifikation, Simulation und
Kontrolle. Jede Komponente ist dabei für eine spezifische Aufgabe zuständig, welche die Fähigkeiten der
kNN abbilden. Tab. 3.1 und Abb. 3.3 umfassen den Aufgabenbereich der jeweiligen Teile und gehen auf
die Nutzung von Eingabe, Ausgabe und das eigentliche System ein.
(a) Systemidentifikation (b) Simulation (c) Kontrolle
Abbildung 3.3: Anwendungskomponenten des vATM.
Eingabe X System Ausgabe y Beschreibung
gegeben unbekannt gegeben Systemidentifikation:Möglichkeiten zur Schaffung einer da-
tenbasierten, virtuellen Systemabbildung (vATM) unter
Berücksichtigung Prozess-bedingter Einschränkungen (z.
B. Wetter-Einfluss, Flugnachfrage).
gegeben gegeben unbekannt Simulation: Vorhersage des Systemzustands bei bekann-
ten Eingabemengen zur Abschätzung zukünftiger Verhal-
tensmuster (z. B. Verspätungsentwicklung).
unbekannt gegeben gegeben Kontrolle: Ableitung vonHandlungsempfehlungen zur Er-
reichung definierter Zielstellungen (z. B. Flugnachfrage-
abschätzung zur Verspätungsminimierung).
Tabelle 3.1: Die drei Kernkomponenten Systemidentifikation, Kontrolle und Simulation in der Anwendung von kNN.
Die Systemidentifikation (Kap. 4) ist die theoretische oder/und experimentelle Ermittlung der quantitati-
ven Abhängigkeit der Ausgangs- von den Eingangsgrößen innerhalb des gewählten ATM-Ausschnittes.
Der Rückschluss auf die Ursache anhand der Beobachtungen ist dabei eine spezifische mathematische
Problematik und wird inverses Problem genannt [196]. Dies umfasst bei kNN das Training unter Nutzung
einer spezifischen Menge Lernaufgaben L und einer Reproduktion der zu erwartenden Ergebnisse. Aus
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beiden Ausgangssignalen (System und kNN) wird die Abweichung (Differenz) berechnet und von ei-
nem Gütekriterium in Form eines Funktionals bewertet (vgl. Kap. 2.4). Das Ergebnis der Bewertung
wird von einem Algorithmus (Backpropagation bzw. Backpropagation Through Time (BPTT)) benutzt,
um die Parameter des Modells anzupassen. Dieser Prozess wird solange wiederholt, bis die gewünschte
Güte erreicht ist. Die iterative Anpassung der Modellparameter kann durch Unterstützung entsprechen-
der Softwarewerkzeuge verkürzt werden. Diese Komponente ist stets im ersten Schritt derModellanwen-
dung platziert, da sie essentiell für die weiteren Arbeitsschritte ist.
Die zweite Komponente ist die Simulation (Kap. 5.1). Diese dient zur Prädiktion der Zielgrößen gemäß
der Definition des vATM unter Nutzung spezifisch gesetzter Eingabevektoren x. Dazu wird das vATM
mit definierten Signalen angeregt und der Ausgang aufgezeichnet. Somit kann getestet werden, wie sich
das Modell unter Nutzung bestimmter Eingaben entwickelt und in welchem Erwartungsbereich die Re-
aktionen des vATM liegen. Dies eignet sich bspw. zur Untersuchung, wie sich Verspätungen für einen
bestimmten Flugplan unter vorhergesagten meteorologischen Bedingungen entwickeln. Auch wird in-
nerhalb der Simulation geprüft, wie robust sich das kNN gegenüber unbekannten bzw. unrealistischen
Eingaben verhält.
Die Kontrolle (Kap. 5.2) umfasst die Ableitung von Handlungsempfehlungen aus dem trainierten kNN.
Das vATM ist aus einer vorhergehenden theoretischen Systemidentifikation anwendbar, jedoch in sich un-
bekannt4. Die zur mathematischen Auswertung angewandten Verfahren sind aufgrund der Komplexität
vielschichtiger kNN metaheuristischer Natur und umfassen eine Black-Box-Optimierung, für welche das
kNN als Kostenfunktion dient. Für Mehr-Schritt-Optimierungen (in einem Betrachtungsraum größer als
t + 1) müssen Rückkopplungen des Systems erfasst werden, welche restriktive Veränderungen der In-
puts abbilden. Ebenso erfasst dieser Anwendungsbereich die theoretische Übertragung von einem kNN
zur Form einer Kontrollstruktur, welche mit Theorien der dynamischen Systeme mit Berücksichtigung
der kNN-Parameter untersucht werden kann.
Leistungsbewertung Prozessstrategie
Zielwerte
Prozesse
Realwerte
Stakeholder-Strategie
Systemidentifikation
Simulation
Kontrolle
Realität vATM
Abbildung 3.4: Die Interaktion von Systemidentifikation, Kontrolle und Simulation innerhalb der Prozesskontrolle.
Abb. 3.4 zeigt, dass alle drei Komponenten des vATM aufeinander aufbauen bzw. miteinander intera-
gieren. Dabei ist vor allem der Unterschied im jeweiligen Datenfundament zu nennen. Während die
Systemidentifikation mit einem Λ der Historie arbeitet, leitet die Eingabe (in diesem Fall Kontrolle) x ab,
um gewünschte Ausgaben y zu erreichen. So können, gemäß der Meilenstein-Zielsetzung des A-CDM-
Konzeptes, spezifisch Handlungsempfehlungen gegeben werden. Die Simulation nutzt gezielt gewählte
x, um entsprechende y abzuschätzen. Dies unterstützt die Vorhersage kollaborativerAnsätze imATMund
dieWeiterentwicklung zu PBAM-ähnlichen Ansätzen.WährendKontrolle und Simulation anwendungsori-
entiert sind, ist die Systemidentifikation unabdingbarer Schritt für alle weiteren Untersuchungen.
Alle drei Komponenten werden separat behandelt. Sie sind methodisch zwar verzahnt, jedoch weist die
Arbeit mit kNN in allen drei Anwendungsfeldern spezielle Eigenarten auf. Auf das Erlernen des Sys-
temwissens, also die Systemidentifikation, wird sich in Kap. 4 fokussiert und als modulares Framework
dargestellt. Diesem folgt die Betrachtung von Vorhersage (Simulation) und Optimierung (Kontrolle)
in Kap. 5, welchen alle wesentlichen Aspekte beigefügt sind. Die nachfolgenden Kapitel umfassen die
Anwendungsbereiche, in welchen vATMs gebildet und angewandt werden.
4Die Rechenvorgänge innerhalb eines neuronalen Netzes sind bis heute nur für einfache Netze nachvollziehbar, weshalb sich
das vATM an diesem Punkt zu einer funktionierenden, aber in sich unbekannten Black Box verwandelt.
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3.2 Anwendungsgebiet Turnaround Management
Die Flugzeugabfertigung (engl. Turnaround) als Teil des Umlaufs am Tag des Betriebs ist Teil von Opti-
mierungsstrategien zurMinimierung von Flugverspätungen und zur Sicherstellung der Flugverbindung
unter Berücksichtigung von Betriebsunsicherheiten (vgl. [173]). In diesem Zusammenhang absorbiert
der Turnaround eingehende Verzögerungen [76] und könnte die Einhaltung von Zeitnischen (Slots)
an Flughäfen verbessern [119] oder Probleme bei der Push-Back-Planung mildern [58]. Die Anwen-
dung von kNN soll dabei Mehrwert generieren - nicht nur bei der Prozessvorhersage, sondern auch der
etwaigen Ableitung möglicher Maßnahmen, welche zu einer Boarding-Beschleunigung beitragen. Das
Boarding-Szenario dient als mikroskopische Anwendung mit geringer Bandbreite im Meilensteinkonzept
des A-CDM, jedoch spezifischer Analyse der Operationen.
Der Turnaround-Prozess am Boden besteht aus fünf wesentlichen Bodenabfertigungsoperationen: De-
boarding, Catering, Reinigung, Betankung und Boarding sowie den parallelen Prozessen des Ent- und
Beladens von [10]. Alle diese Abfertigungsprozesse folgen klar definierten Verfahren undwerden haupt-
sächlich von den Mitarbeitern der Bodenabfertigung, des Flughafens oder der Fluggesellschaft [75, 74]
kontrolliert. Insbesondere aber wird das Boarding von Fluggästen durch die Erfahrung und Bereitschaft
oder Fähigkeit der Fluggäste, die vorgeschlagenen Verfahren einzuhalten, bestimmt und durch einzelne
Ereignissewie verspäteteAnkunft,Nichterscheinen, spezifische (hohe)Anzahl vonHandgepäckstücken
oder bevorzugte Fluggäste (privilegiertes Boarding) gestört. Um zuverlässige Werte für die Soll-Off-
Block-Zeit zu liefern, die als Planungszeitstempel für die Abflugverfahren verwendet wird, unterliegen
alle kritischen Turnaround-Prozesse einer Vorhersage. In diesemZusammenhang erschwert das komple-
xe, stochastische und passagiergesteuerte Boarding eine zuverlässige Vorhersage der Turnaround-Zeit,
auch wenn das Boarding bereits im Gange ist. Das Boarding als Teil des Turnarounds in den Anwen-
dungsfokus zu stellen, erscheint deshalb sinnvoll.
3.2.1 Status Quo
Die Betrachtung dieses Anwendungsgebiets umfasst zwei wesentliche Forschungsgebiete: den Prozess
der Flugzeugabfertigung und den Teilprozess des Boardings, welcher auch Untersuchungen zu Perso-
nendynamik einschließt. Umfassende Übersichten werden von [210] für die Flugzeugabfertigung, von
[121] für das Boarding und von [166] und [155] für die entsprechenden wirtschaftlichen Auswirkun-
gen bereitgestellt (vgl. [45]). Relevante Studien beinhalten folgende aktuelle Beispiele, sind aber nicht
beschränkt auf diese.
Im Bereich der Flugzeugabfertigung stellen [219] ein mikroskopisches Turnaround-Modell zur Verfü-
gung, das auf eine offene und geschlossene Prozesssteuerung für höhere Automatisierungsstufen im
TurnaroundManagement abzielt. [123] konzentrierten sich auf eine flugzeugübergreifende Verspätung,
da einzelne Verspätungen zu einem parallelen Bedarf an Turnaround-Ressourcen (Personal, Raum und
Ausrüstung) führen könnten. Darüber hinaus kann die verspätete Nutzung der Infrastruktur zu einer
übermäßigen Nachfrage in späteren Zeiträumen führen. Sowohl die Turnaround-Stabilität, als auch die
Ressourceneffizienz werden dem Flug- und Flughafenbetrieb erhebliche Vorteile bringen [76]. [168] un-
tersuchen die Turnaround-Performance mit Schwerpunkt auf kollaborativemManagement unter Einbe-
ziehung aller Beteiligten. [158] analysieren den Turnaround zur Identifizierung von Variablen, die die
zukünftige Performance beeinflussen. Wenn Flughäfen mit hoher Verkehrsnachfrage konfrontiert sind,
werden die Betreiber oft an die Grenzen ihrer verfügbaren Kapazität gedrängt. Um den Flughafenbe-
trieb effizient abzuwickeln, stellen [154] ein Werkzeug für eine interaktive Ressourcenzuweisung zur
Verfügung. Bei der Einführung neuer Flugzeuge mit alternativen Energiekonzepten streben [212] die
Kompatibilität mit dem Flugbetrieb, den bestehenden Bodenabfertigungsverfahren und den Anforde-
rungen an die Flughafeninfrastruktur an.
Mit dem Fokus auf effizientes Boarding von Flugzeugen entwickelte [120] ein Verfahren, welches die
Passagiere den Sitzen zuordnet, so dass ihr Gepäck gleichmäßig in der Kabine verteilt wird, wobei ein
weniger zeitaufwendiger Prozess zur Suche nach freiem Stauraum in den Gepäckfächern angenommen
wird. [180] schlägt eine Boarding-Strategie vor, die es Passagieren mit einer großen Menge an Hand-
gepäck ermöglicht, zuerst an Bord zu gehen. [152] ordnen die Passagiere den Sitzen entsprechend der
Anzahl der Handgepäckstücke zu und schlagen vor, dass Passagiere mit wenigen Stücken in der Nähe
des Eingangs sitzen sollten. [262] betont die Bedeutung von Gruppen beim Reisen mit dem Flugzeug
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und schlägt eine Methode vor, bei der alle Gruppenmitglieder gemeinsam einsteigen sollten, wobei ein
Minimum an individueller Einmischung in die Gruppe vorausgesetzt wird. [13] zeigen mit einem ana-
lytischen Ansatz, dass die Effizienz des Boardings mit der Innenarchitektur des Flugzeugs verbunden
ist (Sitzneigung und Passagiere pro Reihe), so dass [40] und [218] das Layout der Flugzeugsitze anspre-
chen und darauf hinweisen, dass alternative Designs die Boardingzeit sowohl für die Konfiguration mit
einem oder zwei Gängen deutlich verkürzen könnten. [77] befasst sich mit dem Flugzeugdesign, insbe-
sondere mit den Auswirkungen von Änderungen an der Flugzeugkabine im Hinblick auf die Effizienz
beim Boarding. [211] evaluiert neuartige Flugzeug-Layout-Konfigurationen und Sitzkonzepte für ein-
und zweigassige Flugzeuge mit 180-300 Sitzen. Der innovative Ansatz zur dynamischen Veränderung
der Kabineninfrastruktur durch einen Gleitschienensitz wird von [214] bewertet.
3.2.2 Stochastische Boardingsimulation & Aggregationsmetrik
Für die Anwendung der kNN wird ein Datensatz benötigt, der eine zeitbezogene, umfassende Beschrei-
bung des aktuellen Boarding-Fortschritts der Flugzeuge liefert. Um zuverlässige Informationen bereit-
zustellen, wird ein Modell verwendet, welches das dynamische Verhalten der Fluggäste und betrieb-
liche Einschränkungen abdeckt [215]. Die notwendigen Eingangsparameter für das Boarding-Modell
(Passagiereigenschaften) wurden mit Daten aus Feldmessungen kalibriert und die Simulationsergeb-
nisse (Boardingzeiten) mit realen Boarding-Ereignissen [225] verglichen. Dieses Modell ermöglicht so-
wohl detaillierte, als auch aggregierte Informationen über den komplexen Boarding-Fortschritt (vgl.
[224, 216]). Für die genauen Modellbeschreibungen wird auf die genannten Referenzen hingewiesen.
Folgend wird jedoch die Boardingsimulation und die dazugehörige Evaluationsmetrik kurz vorgestellt.
3.2.2.1 Stochastische Bewegungssimulation
Die Boardingsimulation liefert eine zuverlässige Grundlage für den operativen Fortschritt des Boardings
von Flugzeugen mit einem kalibrierten stochastischen Bewegungsmodell für das dynamische Passagier-
verhalten. Dieses Modell wurde zuvor erfolgreich angepasst, um das dynamische Passagierverhalten
im Flughafen-Terminal abzubilden [213]. Im Rahmen des Boardings von Flugzeugen wird davon aus-
gegangen, dass die Passagierbewegung ein stochastischer, vorwärts gerichteter, eindimensionaler und
diskreter (Zeit und Raum) Prozess ist. Daher wurde das Flugzeugkabinenlayout in ein reguläres Raster
mit Flugzeugeingängen, Gängen und Passagiersitzen (Airbus A320 als Referenz mit 29 Reihen und 174
Sitzen [10]) übertragen. Das reguläre Gitter (engl. Grid, siehe Abb. 3.5) bestand aus gleichen Zellen mit
einer Kantenlänge von 0.4 m, wobei eine Zelle entweder frei oder von genau einem Fluggast besetzt sein
kann.
Der Boarding-Prozess besteht aus einem einfachen Regelwerk für die Passagierbewegungen: a) Betreten
der Flugzeugtür, b) Vorwärtsbewegen entlang des Ganges von Zelle zu Zelle bis zum Erreichen der zugewie-
senen Sitzreihe, und c) Aufbewahren des Handgepäcks und Einnehmen des Sitzes. Die Fluggastbewegung
hängt nur vomZustand der nächsten Zelle (frei oder belegt) ab. Die Handgepäckaufbewahrung und die
Sitzbesetzung sind stochastische Prozesse und hängen von der individuellen Anzahl der Handgepäck-
stücke bzw. Sitzkonstellationen in der Sitzreihe ab. Ein Betriebsszenario wird hauptsächlich definiert
durch: zugrunde liegendes Sitzlayout, Anzahl der an Bord gehenden Passagiere, Ankunftsrate der Pas-
sagiere an der Flugzeugtür, Anzahl der gebrauchten Flugzeugtüren, spezifische Boardingstrategie und
Konformität der Passagiere bei der folgenden Boardingstrategie. In diesem Zusammenhang beschreibt
die Konformitätsrate mehrere operative Abweichungen von der beabsichtigten Boarding-Strategie, die
durch Boarding-Dienstleistungen von Fluggesellschaften (z.B. Priority Boarding, 1st Class Sitze) oder
verspätete Ankunft von Passagieren verursacht werden.
Abbildung 3.5: Grid-basierte Simulationsumgebung - Referenz Airbus A320 Layout Beispiel für Back-to-Front
(oben) und zufälliges (unten) Boarding (dunklere Sitze werden zuerst geboardet).
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Um verschiedene Boarding-Strategien zu modellieren, ermöglicht der gridbasierte Ansatz sowohl die
individuelle Bewertung von Sitzen, als auch die Klassifizierung/Aggregation gemäß der beabsichtigten
Boarding-Strategie der Fluggesellschaften. In Abb. 3.5 sind die Sitze farblich gekennzeichnet (Graustu-
fen) und zu einer übergeordneten Blockstruktur zusammengefasst. Das Boarding erfolgt in der Reihen-
folge des Grauwertes (dunklere Sitze werden zuerst eingenommen). Boarding-Strategien werden durch
eine bestimmte Abfolge von Passagieren (und ihren Sitzen) definiert, die hauptsächlich durch eine Kom-
bination aus Block (basierend auf Sitzreihen) und Outside-In-Verfahren (basierend auf Sitzpositionen:
Fensterplätze werden zuerst betreten, gefolgt vonMittel- und Gangsitzen) gesteuert wird. Für das Block-
boarding wird eine optimale Blocksequenz definiert und die Back-to-Front-Reihenfolge (rear blocks boar-
ded first) ist eine im Flugbetrieb übliche Blockstrategie. Die umgekehrte Pyramidenstrategie ist ein hybri-
der Ansatz aus Back-to-Front- und Outside-In-Boarding. Beim individuellen Boarding hat jeder Passagier
eine bestimmte (optimale) Position in der Warteschlange am Gate. Das zufällige Boarding (engl. random)
ist definiert als der Referenzfall, bei dem die Fluggäste bereits zugewiesene Sitze haben und ohne beson-
dere Reihenfolge uneingeschränkt in das Flugzeug einsteigen. Für jede der sechs Boarding-Strategien
(random, block, back-to-front, outside-in, reverse pyramid, individual) wurden 25.000 Boarding-Events simu-
liert und stehen als Inputs des kNN zur Verfügung.
3.2.2.2 Evaluation des Boarding-Prozesses
Um die verfügbaren Informationen zu Features zu aggregieren, wird eine Komplexitätsmetrik einge-
führt, die relevante Bewertungsparameter abdeckt: Sitzlastfortschritt, Fluggastwechselwirkungen und chro-
nologische Reihenfolge der Fluggastankunft. Das stochastische Boardingmodell und die Komplexitätsmetrik
werden detailliert in [215] und [216] beschrieben, weshalb hier nur eine kurze Einführung gegebenwird,
um die gemeinsamen Prinzipien der Modellierung von Passagierbewegungen und der Bewertung des
Sitzlastfortschritts zu verdeutlichen. Die Komplexitätsmetrik wird als Input für die kNN (Datensatz für
Lernen und Testen) verwendet, da keine zuverlässigen Betriebsdaten verfügbar sind. Die qualitative Ab-
leitung von Passagierinteraktionen während des Boardings in einen quantitativen Wert zur Vorhersage
der Boardingzeit ist zwingend erforderlich, um eine aggregierte Komplexitätsmetrik für den Boarding-
Fortschritt bereitzustellen. Diese Kennzahl hängt vom bereits realisierten Boarding-Fortschritt und drei
wichtigen Indikatoren ab: Sitzposition in der Sitzreihe, Sitzreihenposition in der Kabine und Boarding-
Sequenz.
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Abbildung 3.6: Komplexitätsmetrik zur Bewertung des Boarding-Prozesses: Sitzlast (oben links), Störpotenzial
(oben rechts), Boarding-Sequenz (unten links) und Konvergenz des Störpotenzials (unten rechts).
Die Komplexitätsmetrik besteht aus vier verschiedenen Indikatoren zur Bewertung des Einstiegsfort-
schritts. Diese Indikatoren beziehen sich auf die wichtigsten, zeitabhängigen Treiber des Boardings: Fort-
schritt der sitzenden Passagiere 1− fSL (Sitzlast), Interferenzpotenzial P (unterschiedliche Blockierbe-
dingungen), Konvergenz des Interferenzpotenzials ∆P (Differenz von Maximal- und Minimalwerten)
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und Passagierreihenfolge k (geboardet, aber noch nicht sitzend). Es wurde die 1−fSL-Definition für die
Sitzlastfunktion verwendet, um ein konsolidiertes Bild der Komplexitätskennzahl zu erhalten; alle Indi-
katoren enden mit Null, wenn der Boardingprozess abschließt. Abbildung 3.6 zeigt die Charakteristik
der entwickelten Komplexitätsmetrik anhand eines schnellen und langsamen Boarding-Events exem-
plarisch. Das schnelle Boarding stellt ein geringeres Interferenzpotenzial P , eine schnellere Konvergenz
∆P , kleinereWerte für die Passagierreihenfolge k und schließlich einen schnelleren Boarding-Fortschritt
1− fSL dar.
3.3 Anwendungsgebiet Air Traffic FlowManagement
Die Untersuchung von Flugverspätungen unter Berücksichtigung von In-Block- und Off-block-Zeiten,
Flugnachfrage5 und Wetter ist folgend als ATFM-Szenario definiert und soll als makroskopische Optimie-
rung innerhalb desA-CDM-Ansatzes genutztwerden.Diese bietet ein geeignetesGegenstück zumBoarding-
Szenario aus Kap. 3.2. Für dieses Szenario gilt ebenso als übergeordnetes Maß für Effizienz und somit
als Ziel der Optimierung: Verspätung minimieren und Vorhersagen verbessern. Die zugehörige experi-
mentelle Auseinandersetzung ist in Kap. 7 ab S. 117 definiert.
3.3.1 Status Quo
Aktuelle Forschung im Bereich des Flug- und Flughafenbetriebs befasst sich mit der wirtschaftlichen,
betrieblichen und ökologischen Effizienz [202, 165, 200, 81, 82, 237, 207, 36]. Die Ausbreitung von Verzö-
gerungen im Netzwerk ist von größter Bedeutung bei der Beurteilung der Auswirkungen von Überlas-
tungen [32, 119]. Dies ist besonders kritisch bei der Schätzung der Belastbarkeit desATM-Systems undder
Auswirkungen verschiedener Mechanismen auf die Variationen der erwarteten Leistungen [42, 179, 44].
Dynamische Verkehrssituationen ergeben sich aus Verkehrsflussmustern in ganz Europa und zu/von
interkontinentalen Strömungen, militärischen Operationen [118], Vulkanascheeruptionen [146], Zonen
des konvektiven Wetters [135], Prävention von Kondensstreifen [201], Berücksichtigung von kommer-
ziellen Raumfahrtbetrieben [125] und Integration von Neueinsteigern [241]. Die aktuelle Forschung be-
trachtet Passagierkennzahlen auch als Kompromisse zwischen der Optimierung der Flugleistungen, die
nichtmit der Erfahrungder Passagiere übereinstimmen können [156]. Dies kann besonders relevant sein,
wenn es darumgeht, dieAnkunftsströme an Flughäfen unterUnsicherheit zu optimieren [51, 30]. So sind
Verzögerungsgenerierungen aufgrund von Wettereinflüssen, einschließlich Ort und Zeit der primären
Verzögerung und ihrer Entwicklung, relevant, um die Komplexität der Systemdynamik zu erfassen.
Flugabweichungen sind für das Flugverkehrsmanagement wichtig und werden durch Wetter- und Ver-
kehrssituationen, sowie durch Maßnahmen der Fluglotsen (z.B. Directs [24]) hervorgerufen. Typische
Standardabweichungen für Flugzeuge sind 30 s bei 20 min vor der Ankunft [29], können aber auf 15 min
ansteigen, wenn sich das Flugzeug noch am Boden befindet [159]. Wie in Abb. 3.7 ist die durchschnitt-
liche Zeitvariabilität (gemessen als Standardabweichung) während der Flugphase (5,3 min) höher als
beim Rollout (3,8 min) und bei den Taxi-in (2,0 min) Phasen, ist aber immer noch deutlich geringer als
die Variabilität sowohl der Abflug- (16,6 min), als auch der Ankunftsphase (18,6 min) [67].
Die Veränderungen, die während der Gate-to-Gate Phase erfahren werden, sind vergleichsweise gering
[244]. So wird die Ankunftspünktlichkeit von der Abflugpünktlichkeit bestimmt und alle Stakeholder
(Fluggesellschaften, Flughäfen, Netzwerkmanager, Flugsicherungsdienstleister) spielen eine wichtige
Rolle bei der systemweiten Pünktlichkeitsleistung. Beispielsweise implementieren Fluggesellschaften
strategisch Puffer, um einen Teil der Verzögerung zu absorbieren [43, 233]. Im Jahr 2016 waren nur 81%
der Flüge pünktlich -mit einem abnehmenden Trend, beginnend bei 84%Pünktlichkeit im Jahr 2013 [67].
Wetterbedingte Verspätungen werden als zweithäufigste Ursache für Verzögerungen im ATFM gemeldet
(18%) [67]. Je näher die Flughäfen an ihrer maximalen Kapazität operieren, desto gravierender sind die
Auswirkungen eines Kapazitätsverlustes aufgrund externer Ereignisse, wie z.B. Wetter.
Betriebliche Verspätungen können durch Kapazitätsengpässe auf Flughäfen aufgrund extremer Wetter-
bedingungen verursacht werden. Die Vorhersage von Flugzeugprozessen entlang ihrer gesamten Tra-
jektorie ist Voraussetzung für einen punktgenauen Betrieb. Unsicherheiten während der Flugphase von
Flügen stellen nur einen geringen Einfluss auf die Gesamtpünktlichkeit dar. Im aktuellen betrieblichen
5Flugnachfrage (engl. Demand) umfasst im Sinne der Arbeit nicht die Passagiernachfrage, sondern die Menge der LFZ, welche
die RWYs benutzen möchten.
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Abbildung 3.7: Analyse der europäischen Flüge von 2008-2015 hinsichtlich der Variabilität der Flugphasen, ohne
Berücksichtigung von Flügen, die außerhalb Europas starten oder ankommen (Daten siehe [67, 66]).
Umfeld gewinnen Bodenaufgaben an Bedeutung. Die Konzentration auf Bodenoperationen wird es den
verschiedenen Interessengruppen ermöglichen, eine umfassende 4D-Flugzeugtrajektorie über den Tag
des Betriebs zu definieren und aufrechtzuerhalten. Die Verwendung einer zuverlässigen und vorherseh-
baren Off-Block-Zeit ist eine der Hauptaufgaben der Bodenaktivitäten. Wechselseitige Abhängigkeiten
zwischen den Flughäfen (durch Ausbreitung der Verspätungen) führen zu systemweiten Auswirkun-
gen. Im Jahr 2016waren reaktionäreVerspätungenweiterhin dieHauptursache fürVerspätungen, gefolgt
von Umkehrverspätungen, die 46% der Abflugverspätungen ausmachten [68].
3.3.2 Datengrundlage der Flughäfen Hamburg & London Gatwick
Im Fokus der Untersuchungen dieser Arbeit stehen der HAM und LGW. Beide weisen dabei Besonderhei-
ten auf, welche es in der Datenanalyse zu beachten gilt und welche die Auswahl dieser beiden Flughä-
fen begründen. So verfügt HAM über ein sich kreuzendes Start- und Landebahnsystem (siehe Abb. 3.8
links), wodurch sich ein Kapazitätseckwert von 48 Bewegungen pro Stunde ergibt [3]. Der Flughafen
verfügt von 23:00 bis 06:00 über Nachtflugbeschränkungen, welche nur mit Einzelausnahmegenehmi-
gungen ausgesetzt werden können.
LGW hingegen ist - bei nur einer aktiven RWY - der meistbenutzte Flughafen der Welt in dieser Kategorie.
Durch den geringen Abstand von 200Metern zwischen beiden Bahnen ist kein unabhängiger Betrieb ge-
währleistet. Durch ein fehlendes Instrumentenlandesystem (ILS) der kürzeren RWY 08L/26R (siehe Abb.
3.8 rechts), dient diese fast ausschließlich als Rollweg. Bei besonderen betrieblichen Rahmenbedingun-
gen, wie bspw. Wartungsarbeiten, wird die RWY 08L/26R zum Starten und Landen und 08R/26L zum
Rollen genutzt. Es ergibt sich nach [3] ein Kapazitätseckwert von 55 Flügen.
15
33
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26
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R
Abbildung 3.8: RWY-Layout der Flughäfen HAM (links) und LGW (rechts).
Im folgenden Abschnitt werden die grundlegenden Datenquellen und ihre Bestandteile sowie ihre Rele-
vanz für einen kNN-Ansatz beschrieben.
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3.3.2.1 Datengrundlagen
Eine Flugleistungsbeurteilung basiert in der Regel auf einem Datensatz von Flugbewegungen, der ge-
plante und tatsächliche Zeitstempel enthält. Dieser Flugplan wurde abgeleitet und in einer lokalen Da-
tenbank (siehe Tabelle 3.3) mit Daten aus online verfügbaren Quellen (Flightstats, FlightRadar24, Openf-
lights) zusammengefasst. Die grundlegende Beschaffenheit mit Bezug auf Features, Zeitbereich und Da-
tenumfang liefert Tab. 3.2.
Tabelle 3.2: Gegenüberstellende Gesamtübersicht des Datenfundaments der Flughäfen HAM und LGW.
Flughafen HAM Eigenschaft Flughafen LGW
2013 Zeitbereich Γ 2012 - 08/2015
12.762 Datenumfang6 |Λ| 63.854
9 Featuremenge |Ξ| 12
48 Kapazitätseckwert (BewegungenStunde ) 55
2 RWYs 2 (1)
Ein Datentupel enthält die tatsächlichen/planmäßigen Ankunfts- und Abflugzeiten, die Verspätung bei
Ankunft und Abflug, den Start- und Zielflughafen, die Flugzeugkategorie (schwer, mittel, leicht) und
das Rufzeichen. Zeitstempelfelder in der Datenbank können auch mit qualifizierten Aussagen gefüllt
werden: keine Verspätung gemeldet (pünktlich = -30000), kein Wert gemeldet (no-time = -31000) und
Stornierung (cancelled = -32000).
Tabelle 3.3: Beispielhafte Flightstats-Datentupel für HAM zur Bildung von L und l, 10.06.2013.
L ∈ Λ︷ ︸︸ ︷
date from to type AC flight scheduled actual ARR DEP
l ∈ L

10.6. STR HAM ARR 319 4U2046 670 683 13 -31000
10.6. HAM LHR DEP 319 BA965 675 672 -30000 -3
10.6. LHR HAM ARR 320 LH3391 680 678 -2 -31000
10.6. HAM BRU DEP 319 SN2624 680 686 -30000 6
Bezugspunkte für Flüge sind die In-Block- und Off-Block-Zeiten, also die Meilensteine 7 und 15 des
A-CDM-Konzepts (vgl. Tab. 1.10 in Kap. 1.3.1). Die geplanten Flugzeiten (scheduled) sind die am Flugtag
genutzten Planzeiten. Die tatsächliche Flugzeit (actual) ist die am entsprechenden Tag vomLuftfahrzeug
geflogene Zeit, wonach sich eine Abweichung ergibt, welche den tatsächlichen operativen Bedingungen
entspricht und kurzfristige Änderungen bereits abbildet. Der verwendete Datensatz enthält 122.987 Flü-
ge im Jahr 2013 zwischen HAM und europäischen Flughäfen oder Flughäfen in der Welt. Für LGW findet
der Zeitraum 2012 - 2015 Verwendung, was zu einer Gesamtzahl von 421.632 Flügen führt. Reaktionäre
Verspätungen des europäischen Flugverkehrsnetzes innerhalb dieser lokalen Betrachtung zu analysie-
ren ist nicht möglich. Zu allen Betrachtungszeiträumen beider Datensätze existieren die entsprechenden,
lokalen ATMAP- und METAR-Berichte (vgl. Kap. 1.2.3).
Tabelle 3.4: Fusion der Flightstats- und ATMAP-Datentupel für HAM am 10.06.2013.
Datum Slot ATMAP [...] Flüge Flugnachfrage M nARR nDEP ncanc ...
10.6. 650 0 15 15 0 8 7 0 ...
10.6. 680 0 10 12 2 2 8 0 ...
10.6. 710 0 11 7 -4 6 5 0 ...
10.6. 740 0 6 9 3 2 4 0 ...
... µ DelayARR [min] µ DelayDEP [min] Q0.5 DelayARR [min] Q0.5 DelayDEP [min]
... 5 2 8.5 5
... 1.2 12.4 6 5.5
... 16.9 5.1 5.5 2
... 4.67 26 14 4.5
Durch dieVerschiedenartigkeit derMessabstände der Flugdaten (variable t) undderMETAR/TAF/ATMAP-
Daten (t = 30min) ergeben sich zwei Möglichkeiten zur Fusion der Datenquellen: eine Zuweisung der
Wetterdaten auf die jeweiligen Einzelflüge oder eine halbstündliche Zusammenfassung der Flugdaten.
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Aufgrunddessen, dass ein konstantes t zwischen den Messungen eine optimalere Struktur für kNN dar-
stellt, bezieht sich die Fusion auf die zweite Variante und stellt für alle folgenden Kapitel die Grundlage
dar. Bezogen auf das Beispiel aus Tab. 3.3 ergibt sich damit ausschnittsweise die Darstellung in Tab. 3.4.
Die Lernaufgaben Lmit den Lernmustern l7 ergeben sich äquivalent zu Tab. 3.3. Verspätungen werden
über Mittelwerte µ und - aufgrund der Robustheit gegenüber Ausreißern - Medianwerte (Q0.5) abge-
bildet. Die ergänzenden Merkmale sind Absolutwerte (kumuliert), M bezieht sich auf die Differenz von
Nachfrage und tatsächlicher Fluganzahl. Informationen, welche durch diese Fusion entfallen, sind die
Flugnummern, die Planzeiten, die AC-Typen und die Flughäfen des Segments. Im Zuge einer detaillier-
ten Analyse, welche diese Merkmale erfordern, wird auf die flugspezifische Fusion verwiesen. Durch
die Zusammenführung der Datensätze ändert sich der Charakter von Ξ , wird jedoch für HAM und LGW
gleichermaßen festgelegt.
7Durch die halbstündige Taktung und einen Beobachtungszeitraum von 06:00 bis 23:00 ergeben sich 34 l pro Tag für HAM. Für
LGW variiert diese Zahl.
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Kapitel 4
Systemidentifikation mit künstlichen
neuronalen Netzen
Das folgende Kapitel umfasst die Grundlagen für eine datenbasierte Erfassung des Luftverkehrssystems. Es
wird darauf abgezielt, dass kNN auf diese Daten trainiert werden und folgend ein als vATM definiertes Werk-
zeug für Handlungsempfehlungen und Vorhersagen bieten. Der Prozess des Erlernens eines Systemabbilds
stellt dabei jedoch die ausführlichste und schwierigste Herausforderung dar. Viele Methoden unterstützen
diesen als Systemidentifikation bezeichneten Arbeitsschritt, indem das Datenfundament vor Anwendung
analysiert und gegebenenfalls angepasst werden kann. Ebenso stehen Datensatz und die Konfiguration des
jeweiligen kNN in direktem Zusammenhang - die Ableitung eines optimalen Paradigma gepaart mit passend
gesetzter Parametrisierung legen den Grundstein für eine mögliche Systemidentifikation.
In diesem Kapitel wird die Rolle der Systemidentifikation dargestellt und mit dem Luftverkehrssystem ver-
bunden. Es werden unterstützende Methoden zur Datenanalyse vorgestellt und in einem hierarchischen Fra-
mework zusammengefasst, welches eine methodische Abfolge für den Prozess der Systemidentifikation bildet.
4.1 Modularisierung der Systemidentifikation
Der Prozess einer möglichen Adaption eines kNN auf ein spezielles System bedarf weitreichender Vorbe-
reitung. Diese umfasst eine Voreinschätzung der betrachteten Daten, mögliche Anpassungen und Feh-
lerbereinigungen und eine zielgerichtete Bereitstellung der Daten für eine ermöglichte kNN-Verarbeitung
(vgl. Abb. 4.1). Für jede Ebene einer solchen sukzessiven Herangehensweise existiert eine Vielzahl mög-
licher Methoden, welche einen Mehrwert in der Systemidentifikation liefern können - je nach Anwen-
dungsfall aber nicht zwingendmüssen. Aus diesemGrund ist es essentiell, zielführend und problemori-
entiert Methoden zu wählen, welche für die jeweilige Anwendung Verbesserungspotential haben.
DatenstrukturanalyseProblemidentifikation Modellkonfiguration Modellanwendung Nachgelagerte Analyse
Abbildung 4.1: Schrittweise Systemidentifikation zur Vorbereitung eines Frameworks.
Durch die differenzierte Charakterisierung der Anwendungsfälle bietet eine Modularisierung der ge-
nutzten Methoden anwendungsorientierten Mehrwert. Die Module bauen dabei aufeinander auf und
sind teilweise unabdingbare Bestandteile in einer Bearbeitungskette. Abb. 4.1 fasst diese Kette oberfläch-
lich von der Definition des Problems über die Modellanwendung bis zu einer nachgelagerten Analy-
se zusammen. Die wesentlichste Kopplung besteht dabei zwischen der Datenstrukturanalyse und der
Modellkonfiguration. Die Anwendung eines kNN wird wesentlich verbessert, wenn Vorwissen aus dem
zugrundeliegenden Datenfundament einfließen kann. Dies hat sowohl Auswirkungen auf die Datenbe-
reitstellung, als auch auf dieModellkonfiguration (z. B. die Auswahl der kNN-Parameter). Dadurch wird
eine individuelle Systemidentifikation ermöglicht.
In allen weiteren Schritten der Modellierung wird stets die algorithmische der problemorientierten Her-
angehensweise gegenübergestellt. So ist es möglich, über spezifische Methoden Unterstützung in der
Anwendung und Konfiguration des kNN zu erhalten, was jedoch durch vorhandenes Expertenwissen
nicht immer nötig ist. Als Beispiel sei die Datentrennung genannt, die - im Falle des Boardings - durch
den Charakter des Datensatzes und - im Falle des Flughafens HAM - durch Nachtflugverbote - natürlich
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gegeben ist.
Einen Überblick über die Gesamtkomposition der in dieser Arbeit verwendeten Einzelteile soll Abb. 4.2
verleihen. Dieses ist inspiriert durch [259] und erweitert bzw. adaptiert das dort vorgestellte Framework
spezifisch für die in Kap. 3.2 und 3.3 vorgestellten Anwendungsfälle. Es soll dabei nicht nur in dieser Ar-
beit, sondern auch zukünftig als allgemeiner Leitfaden für eine kNN-Applikation in Luftfahrt-bezogenen
Fragestellungen dienen.
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Problemidentifikation
Systemauswahl Problemdefinition Datenaggregation
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Abbildung 4.2: Skizze des modularen Frameworks zur schrittweisen Systemidentifikation mit kNN.
Folgend wird das verwendete Framework zur Systemidentifikation mit seinen einzelnen Modulen vor-
gestellt. Eine Beschreibung der Einzelteile schließt an die Darstellung in den entsprechenden Kapiteln
4.2 bis 4.6 an. Bei der Erstellung einer geeigneten Anwendungsumgebung stand nicht primär die Aus-
führungsgeschwindigkeit der Implementierung im Vordergrund, sondern die Erweiterbarkeit (Modu-
larität) des resultierenden Quellcodes. Wie in Abb. 4.2 und dem nachfolgenden Kapitel 5 (S. 91) dar-
gestellt, fußt das gesamtheitliche Modell auf zahlreichen Teilmodulen, welche sukzessive abgearbeitet
werden und teilweise direkt aufeinander aufbauen. Um eine unmittelbare Anwendung für den Nutzer
zu gewährleisten, ist es nötig, eine umfassende Plattform zu generieren, welche die genannten Modu-
le zusammenfügt und miteinander verbindet. Ebenso soll der modularisierte Charakter gewährleisten,
dass für zukünftige Anwendungsfälle, welche Fall-bedingt unterschiedliche Teilmodelle benötigen, eine
einfache Supplementierbarkeit zur Verfügung steht und interne Schnittstellen leicht zu verwenden sind.
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4.1.0.1 Framework und Modellbibliotheken
Das Framework wurde in der Programmiersprache Python 3.6.5 verwirklicht. So dienen unterschiedli-
che Bibliotheken innerhalb des Python-Systems sowohl zur Erstellung, als auch zur Ausführung des
Prototyps. Für die Implementierung ist ein Softwaredesign gewählt worden, das es ermöglicht, die ent-
wickelten Ergebnisse mit Visualisierungs- und Auswertungskomponenten zu repräsentieren. Speziell
im Bereich CI ist es essentiell, auf die genutzten Bibliotheken einzugehen, welche eine softwaretechni-
sche Lösung der vorgestellten Methodik ermöglichen. Diese haben Einfluss auf Funktionsumfang und
-umsetzung, bedingen Auswertungsdarstellung und Rechenzeiten und haben spezielle Anforderungen
in der Implementierung.
Als Betriebssystem für die Ausführung des Prototyps wurde openSUSE Tumbleweed gewählt. Abb. 4.3
zeigt die entworfene grafische Benutzeroberfläche (GUI), die die Möglichkeit zu bietet, alle genannten
Vorgänge auf eine gemeinsameWeise zu steuern. DieGUI istmit derPyQt5-Bibliothek aufgebaut undum-
fasst Ansichten über verschiedene Zustände der Datenentwicklung (Rohdaten, angepasste Daten, ML-
Daten), Einstellungen für die jeweiligen Modelle, Auswahl der Ein- und Ausgänge und 2D/3D-Plotting.
Abbildung 4.3: Grafische Benutzeroberfläche (GUI) der Experimentalumgebung in PyQt5.
In Tab. 8.2 auf S. 167 sind alle Bibliothekenmit jeweiliger Versionsnummer dargestellt, welche für die Im-
plementierung genutzt wurden. Kernstück ist dabei die Bibliothek TensorFlow[5], entwickelt vomUnter-
nehmen Google. Es handelt sich dabei um ein Framework zur datenstromorientierten Programmierung.
Es wurde ursprünglich vom Google-Brain-Team für den Google-internen Bedarf entwickelt und später
unter der Apache-2.0-Open-Source-Lizenz veröffentlicht. TensorFlow findet vielseitige Anwendung im
Bereich des maschinellen Lernens, so z. B. bei der Bild- und Spracherkennung. Alle Paradigmen aus
Kap. 2.5 sind in TensorFlow implementierbar, bedürfen jedoch einer spezifischen Konfiguration (hierfür
siehe Kap. 4.4.0.1). Darüber hinaus bietet die Bibliothek unterschiedliche Möglichkeiten zur grafischen
Betrachtung des Lernprozesses von kNN in Form des sogenannten Tensorboards (Kap. 4.5). Durch die
eigenwillige Bibliothekssyntax wird TensorFlow über die Bibliothek Keras[39] angesteuert. Diese bietet
eine einheitliche Schnittstelle für verschiedene Backends, z. B. TensorFlow.
Ergänzt werden diese Kernbibliotheken durch numpy[171] (numerische Operationen), pandas[150] und
scikit-learn[176] (unterstützende Methoden für maschinelles Lernen). Die Visualisierung findet auf Ba-
sis vonmatplotlib[110] und seaborn[250] statt. Alle genutzten Bibliothekenwurden unter der Apache-2.0-
Open-Source-Lizenz veröffentlicht und stehen zur freien Verfügung.
71 |
Künstliche neuronale Netze im leistungsbasierten Luftverkehrsmanagement Stefan Reitmann
4.2 Problemidentifikation & Systemauswahl
Nicht jede ATM-Problematik wird sich im Zuge einer Bearbeitung über Zeitreihen lösen bzw. bearbeiten
lassen. Ein wesentlicher Faktor spielt hier, dass gewisse Kenngrößen nicht als deterministischer Wert
erfasst werden (z. B. Sicherheitsempfinden) oder ein System keine Daten in ausreichend guter Qualität
emittiert. Die Ebene der Problemidentifikation umfasst deshalb eine sorgfältige Überlegung, für welchen
Zweck eine kNN-Adaption durchgeführt und wie diese zukünftig eingesetzt werden soll.
Problemidentifikation Datenstrukturanalyse Modellkonfiguration Modellanwendung Nachgelagerte Analyse
Systemauswahl Problemdefinition Datenaggregation
Abbildung 4.4: Systemauswahl, Problemdefinition und Datenaggregation innerhalb der Problemidentifikation.
Das Modul der Systemidentifikation dient zur initialen Definition des vATM. Die maßgebliche und al-
les beeinflussende Entscheidung ist dabei die Auswahl des genutzten Systemausschnitts. Bezogen auf
die Experimentalumgebungen - und die damit verbundenen Datensätze - sind diese Systeme in dieser
Arbeit die jeweiligen Flughäfen HAM und LGW, sowie ein Flugzeug des Typs A320 zur Betrachtung der
Boardingverfahren.
Mit der Systemauswahl geht eine spezifische Problemdefinition einher, welche in Form einer Zielfunk-
tion interpretiert werden kann. Diese untermauert die Motivation einer kNN-Anwendung und bestimmt
die grundlegende Konfiguration (z. B. Ein- und Ausgabedaten). Mit dem gesetzten Ziel der Optimie-
rung der Betriebsabläufe (also einer Minimierung der Gesamtverspätung bei vollständiger Nachfra-
gebefriedigung, vgl. Kap. 1.2.2) und einer Verbesserung der Vorhersagequalität innerhalb des A-CDM-
Meilensteinansatzes (vgl. Kap. 1.3.1) sind eine Verspätungsbeschreibung und die Vorhersage der Boar-
dingzeit logische Zielstellungen. Diese werden ausführlich in Teil III erläutert.
Der Wahl eines Systems und der jeweiligen Problemdefinition schließt sich die Aggregation von Daten
an. Diese richtet sich einerseits nach vorhandenen Messstandards (z. B. Bewertungsrahmenwerke, sie-
he Kap. 1.2), andererseits spezifisch nach der Aufgabenstellung. So muss bspw. für das Boarding eine
Metrik die Dynamik und Bewegungscharakteristiken der Passagiere untereinander erfassen und diese
so auf Datenebene transportieren. Ist dies nicht der Fall, muss diskutiert werden, inwiefern der aggre-
gierte Datensatz das System ausreichend widerspiegelt und eine Optimierung auf Basis kNN sinnvolle
Rückschlüsse zulässt.
4.3 Datenstrukturanalyse & -anpassung
Die Datenstrukturanalyse gliedert sich in die Datenvoranalyse (Kap. 4.3.1), die Datenvorverarbeitung
(Kap. 4.3.2), welche eine Fehlerbereinigung einschließt, und die spezielle Anpassung der Rohdaten zur
Verwendung von kNN (Kap. 4.3.3).
4.3.1 Datenvoranalyse
Es existieren zahlreiche statistische Methoden, welche sich für eine Anwendung im Bereich Machine
Learning eignen. Dazu zählen deskriptive Analysen, analytische Modellverbesserungen und Struktur-
erkennungen. Zwischen diesen Methoden existieren teilweise Überschneidungen, auch lassen sich nicht
alle sinnvoll für die Anwendung in der Datenanalyse des Luftverkehrssystems anwenden.
Problemidentifikation Datenstrukturanalyse Modellkonfiguration Modellanwendung Nachgelagerte Analyse
Datenvoranalyse Datenvorverarbeitung ML Anpassung
Explorative Analyse DatenauswahlVisualisierungen
Abbildung 4.5: Teilmodule der Datenvoranalyse im Framework-Zweig der Datenstrukturanalyse.
Aus diesem Grund wird gezielt auf ergänzende Methoden zurückgegriffen, welche einen Mehrwert für
die Anwendung von kNN liefern. Das Ziel der Datenvoranalyse ist dabei, einen Eindruck der Charakte-
ristiken des Datensatzes zu bekommen.
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4.3.1.1 Visualisierung
Ein erster Schritt zur Bewertung der Daten ist die Form der Darstellung. Eine geeignete Repräsentation
kann wesentlichen Mehrwert zur korrekten Verwertung der genutzten Daten liefern. Dabei ist nicht nur
die Art der Visualisierung (folgend Plot genannt) entscheidend, sondern auch der betrachtete Bereich
des Datensatzes. Dieser bezieht sich vorwiegend auf die verwendeten Lernaufgaben L (bspw. ein abge-
schlossener Tag oder ein Boardingdurchlauf) oder die Basismenge Λ.
Grundlegend wird unterschieden zwischen zwei- und dreidimensionaler Repräsentation. Zweidimen-
sionale Plots eignen sich zur grundlegenden Darstellung des Zeitreihenverlaufs (Lineplot), zur Beschrei-
bung von Variationen (Boxplot), zur Verteilungsdarstellung (Histogramm) und zur Korrelationsanalyse
(Heatmap). Es existiert darüber hinaus eine Vielzahl weiterer Methoden (siehe dafür [103]), welche hier
keine Beachtung finden, da die genannten Darstellungen als zielführend erachtet werden.
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Abbildung 4.6:Dreidimensionale Plots (Grand Tour) amBeispielHAM für zweiHyperebenen (Flugnachfrage und
ATMAP zu ARR/DEP-Verspätung) am 21.01.2013 für Beobachtungen im 30 Minuten-Takt.
Gerade im Bereich der multivariaten Analysen sind drei- oder mehrdimensionale Darstellungsformen
ein zentraler Bestandteil. Ein wichtiger Vertreter ist die Grand Tour [46] (Abb. 4.6). Dieses Verfahren ist
in der Lage eine Menge hoch-dimensionaler Daten so zu vereinfachen, dass etwaige interessante Struk-
turen darin aufgedeckt werden. Dazu wird eine Hyperebene (z. B. eine Fläche) in den durch die Daten
aufgespannten Raum gelegt, auf welche die Daten projiziert werden. Mathematisch gesehen werden die
Datenpunkte auf Hyperebenenmit jeweils zwei oder drei Dimensionen projiziert und nacheinander jede
mögliche solche Projektion durchlaufen. Dies liefert ein intuitives Bild des Datenfundaments undmögli-
cher Zusammenhänge,wie bspw. über das Entwicklungsbild von Flugverspätungen auf Basis vonWetter
und Flugnachfrage. So spiegelt Abb. 4.6 (links) homogene Beobachtungen wider, bei welchen besonders
im Bereich eines ATMAP-Wertes von 3-4 und einem Demand zwischen 6-8 hohe DEP-Verspätungen zu-
grunde liegen. Hingegen sind im rechten Plot keine klaren Zusammenhänge erkennbar, die sich vor al-
lem in der Vielschichtigkeit der ARR-Verspätungen begründen lassen. Weiterhin kann die Darstellungs-
weise der Grand Tour zur Abbildung von Fehler- bzw. Differenzflächen der kNN-Regression in einem
multivariaten Umfeld herangezogen werden (vgl. Kap. 5.1.1). Alle Visualisierungen basieren auf den
Bibliotheken matplotlib und seaborn, für welche die Daten angepasst wurden.
Zusammenfassend ergeben sich damit für die Anwendung in Teil III folgende Plotformen:
Tabelle 4.1: Visualisierungsmethoden für unterschiedliche Formen der Datenrepräsentation.
Methode Methodenbeschreibung Datenrepräsentation
Linien-Diagramm Beziehungsdarstellung zwischen zwei Merkmalen relational
Streudiagramm Beziehungsdarstellung zwischen zwei Merkmalen relational
Box-Plot Erfassung von Streuungsmaßen eines Merkmals kategorial
Histogramm Repräsentation der Verteilung eines Merkmals verteilt
Heatmap Plotten rechteckiger Daten als farbkodierte Matrix Matrix-Darstellung
Grand Tour multivariate Datenvisualisierung in multiplen Ebenen hoch-dimensional
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4.3.1.2 Explorative & Deskriptive Analyse
Der Einsatzzweck von explorativen bzw. deskriptiven statistische Methoden ist es, Wissen aus den Da-
ten zu erlangen, welche eine strukturierte Anwendung von kNN erleichtern. Unter Berücksichtigung der
Charakteristiken einer Zeitreihe ist z. B. ihr Zeitverhalten von Interesse. Zeigt sich dabei ein bestimm-
tes Muster, lassen sich spezifische Verlaufsabhängigkeiten erkennen, kann von einer vereinfachten Be-
schreibungsform ausgegangen und die Dimension des kNN verringert werden. Auch in diesem Bereich
existiert eine Vielzahl möglicher Algorithmen und Methoden. Für einen Überblick sei auf [245] verwie-
sen. Abermals wird folgend auf statistische Verfahren zurückgegriffen, die in Bezug auf die Anwendung
problemorientiert sind.
DasGrundverständnis über dieDaten umfasst Informationen zuDatendimensionen,Datentypen, Vertei-
lungen und Schräglagen, deskriptive Statistiken und Zusammenhänge. Deskriptive Statistiken können
einen guten ersten Einblick in die Form der einzelnen Attribute geben, ändern sich jedoch in Abhän-
gigkeit von t und erschweren eine zweifelsfreie Bewertung. Es wird sich dabei auf folgende Lage- und
Streuungsmaße beschränkt: Stichprobenumfang n, Mittelwert µ, Standardabweichung σ, Minimum,Ma-
ximum, 25., 50. (Median) und 75. Perzentil1. Diese Eigenschaften sind für das Merkmal 1 − fSL zweier
Boardingstrategien (vgl. Kap. 3.2.2) beispielhaft in Tab. 4.2 aufgezeigt:
Tabelle 4.2: Deskriptive Statistik für 1− fSL zweier Boardingsimulationen unterschiedlicher Boarding-Strategien.
back-to-front n µ σ min Q0.25 Q0.5 Q0.75 max
1− fSL 1368.75 0.48 0.32 0 0.19 0.46 0.77 1
outside-in n µ σ min Q0.25 Q0.5 Q0.75 max
1− fSL 1409.74 0.51 0.31 0 0.23 0.51 0.79 1
Bereits aus diesen Informationen lassen sich Rückschlüsse auf Implementierungsoptionen der kNN zie-
hen. So beinhaltet bspw. der Versatz des Medianwertes Kenntnisse über unterschiedlichen Strukturver-
lauf beider Boardingstrategien, die zwei getrennt trainierte kNN gegenüber einer allgemeingültigen Va-
riante als sinnvoll erscheinen lassen. Diese Form der Analyse ist stets stark verbunden mit geeigneten
Repräsentationen und Visualisierungsmethoden (siehe Kap. 4.3.1.1).
Die Datentypen der zugrundeliegenden Rohdaten entscheiden darüber, ob eine Datenbewertung mög-
lich ist oder nicht. So muss mindestens eine Rangordnung zwischen den betrachtetenMerkmalen vorlie-
gen, umAuswirkungen unterscheiden und analysieren zu können. Nominalskalierte Daten sind deshalb
nicht verwendbar. Im Zugemöglicher Adaptionen zurModellvereinfachung kann sich das Skalenniveau
eines Merkmals ändern. So können Verspätungsangaben durch Kategorisierung von einer Absolutskala
in eine Ordinalskala überführt werden, vgl. Kap. 4.3.2.2.
Die Verteilungen einzelner Merkmale zu betrachten liefert ein grundlegendes Verständnis über deren
Auftreten und die Zusammensetzung von M . Für bestimmte statistische Verfahren, aber auch kNN-
Anwendungen, sind spezifische Verteilungen (in einer Mehrzahl der Fälle die Standardnormalvertei-
lung) unabdingbar (Kap. 4.3.3). Es existieren darüber hinaus im ATM Zusammenhänge vonMerkmalen,
welche in ihrem Auftreten eine bestimmte Verteilung widerspiegeln und die es im Hinblick auf Daten-
validität zu untersuchen gilt (hierfür siehe Kap. 4.3.2.3).
Neben diesen grundsätzlichen Informationen liefern explorative Einblicke in die Datensätze Kenntnisse
über Struktur, Merkmalsabhängigkeit und zeitabhängiges Verhalten. Korrelationen zur Untersuchung
von Abhängigkeiten sind von zwei Blickwinkeln zu betrachten. Einerseits kann damit eine mögliche
Wechselbeziehung zwischen zwei oder mehr Merkmalen analysiert werden. Populäre Verfahren, wie
bspw. der Korrelationskoeffizient nach Bravais-Pearson [101, S. 73], basieren diese Untersuchung auf linea-
ren Beschreibungen und homogenen Beziehungsverläufen. Durch die Vielschichtigkeit der Interdepen-
denzen im ATM (vgl. Kap. 1.2.1) sind derartige Methoden nur beschränkt einsetzbar. Grundlage sind
mindestens intervallskalierte Merkmale.
Alternativ zur Quantifizierung von Beziehungen zwischen zwei verschiedenenMerkmalen können Kor-
relation zwischen jeder Beobachtung eines Merkmals und den Beobachtungen zu einem früheren Zeit-
punkt des gleichen Merkmals berechnet werden. Inwiefern eine Zeitreihe mit sich selbst korreliert, d.h.
welche Einflüsse vergangene auf die aktuelle Messung haben, gibt das Maß der Autokorrelation an [28,
1Perzentile sind Quantile für 100 äquivalent breite Schritte der Verteilung [101, S. 114]
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S. 64]. Dies spielt vor allem bei der Betrachtung von Eigendynamik2 eine Rolle. Mithlfe der Ljung-Box-
Q-Statistik kann bestätigt werden, ob es sich um eine autokorrelativen Prozess handelt. Der Ljung-Box-
Q-Test sei nach [144] definiert und prüft mithilfe der Teststatistik Q bei einem Signifikanzlevel α auf die
Thesen der abhängigen Verteilung HA0 und unabhängigen Verteilung HAa .
Eine speziell für kNN essentielle Analyse ist, ob eine neue Beobachtung zur gleichen Verteilungwie beste-
hende Beobachtungen gehört (Inlier) oder als unterschiedlich betrachtet werden sollte (Ausreißer, engl.
Outlier). Diese Analyseart findet vorrangig Verwendung, um reale Datensätze zu bereinigen. Im ATFM
fußt die Notwendigkeit dabei vor allem auf der Komplexität der Messvorgänge, der Datencharakteristi-
ken und der Fehleranfälligkeit. Wenngleich die Genauigkeit größer ist, als bspw. bei hier nicht betrach-
teten Radardaten oder Flugspuren, so sind speziell Verspätungsmessungen anfällig und bedürfen einer
Überprüfung. Es kann unterschieden werden zwischen klassischer Ausreißerdetektion und Anomaliede-
tektion. Zur Feststellung von Ausreißern wird auf das Verfahren des Isolation Forest [143] zurückgegrif-
fen. Dieses Verfahren eignet sich zur Anwendung auf multimodale Datensätze3, wie sie bspw. bei Flug-
verspätungen vorliegen. Isolation Forest wird, wie jede Baumgruppenmethode, auf der Grundlage von
Entscheidungsbäumen implementiert. In diesen Bäumen werden Partitionen erstellt, indem zuerst ein
Merkmal zufällig ausgewählt und dann ein zufälliger Splitwert zwischen dem Minimal- und Maximal-
wert des ausgewählten Merkmals ausgewählt wird. In Abb. 4.7 ist eine beispielhafte Ausreißerdetektion
durch den Isolation Forest visualisiert - sowohl für den Standardfall, als auch für zwei Stufen des erwei-
terten Isolation Forest (engl. Extended Isolation Forest) [100], welcher Schnittlinien zur Partitionierung
innerhalb der Datensätze nicht nur vertikal/horizontal, sondern auch geneigt darstellen kann und somit
die Genauigkeit erhöht.
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Abbildung 4.7:Ausreißerdetektion durch Isolation Forest für das Standardverfahren (links), die erste Erweiterung
(mittig) und die zweite Erweiterung (rechts) am Flughafen HAM für April 2013 der Features Flugnachfrage, ATMAP
Gesamtwert und Q0.5 der Flugverspätung.
Kritisch zu hinterfragen ist dennoch, wie mit den identifizierten Ausreißern umgegangen wird. Handelt
es sich um Messungenauigkeiten, so ist eine gezielte Datenbereinigung unabdingbar. Handelt es sich
jedoch um real-operationelle Besonderheiten, so müssen diese mit in die Analyse einfließen. Beispiels-
weise können gezielt kNN für diese Situationen gelernt werden bzw. kNNmit und ohne Berücksichtigung
dieser Daten verglichen werden.
Die Anomalidetektion geht einen Schritt weiter und bezieht sich speziell auf die temporäre Struktur von
Zeitreihen und generiert auf wesentlich komplexere Art undWeise Wissen über Strukturen, welche sich
von der Gesamtheit der Beobachtungen abheben. Zur Feststellung von Wendepunkten im Zeitreihen-
verlauf dient die kumulierte Summe (CUSUM) [16]. Eine Weiterentwicklung der CUSUM - die CUSUM
Anomaly Detection (CAD) [139] - ist ein Beispielverfahren für Anomalidetektion. Der grundlegends-
te Ansatz zur Identifizierung von Unregelmäßigkeiten in den Daten besteht darin, die Datenpunkte zu
markieren, die von den üblichen statistischen Eigenschaften einer Verteilung abweichen, einschließlich
µ, Median und Quantile. Die Traversierung von Mittelwertdaten über Zeitreihen ist jedoch nicht trivial,
2Diese besagt, dass Kenngrößen nicht nur durch ihre Verbindung mit anderen KPI existieren, sondern - durch Abbildung eines
eigenständigen Prozesses - einen Kernanteil der Messung beitragen. Unter Eigendynamik wird der eigene Anteil eines PI/KPI an
dessen Zeitreihenverlauf beschrieben. Dieser wird durch Interdependenzen (siehe Kap. 1.2.1) beeinflusst, wodurch maßgeblich
komplexere Strukturen entstehen.
3Für unimodale, gauß-verteilte Datensätze kann auf einfachere Verfahren, wie bspw. die Elliptische Hülle (engl. elliptic envelope)
zurückgegriffen werden, jedoch wird dieser Fall ebenso durch den Isolation Forest abgedeckt.
75 |
Künstliche neuronale Netze im leistungsbasierten Luftverkehrsmanagement Stefan Reitmann
da sie nicht statisch ist. So erfordert es spezielle Filter, die zu einer Berücksichtigung der Ausreißer die-
nen, jedoch den Charakter der Daten nicht verfälschen (siehe Kap. 4.3.2.1).
Tab. 4.3 zeigt abschließend die, je nach Teilbereich, genutzten Methoden zur Voranalyse der Daten. Die
Methodenwurden gemäß ihrer Beschreibung eigens implementiert. Die Ausreißer-Detektion entstammt
der Bibliothek scikit-learn.
Tabelle 4.3: Strukturanalysen zur Detektion zeitabhängiger Effekte.
Teilbereich Methode Anmerkungen
Autokorrelation Ljung-Box-Q-Statistik prüft auf unabhängige Zeitverläufe
Strukturtest kumulierte Summe (CUSUM) Identifikation von Wendepunkten
Ausreißerdetektion Isolation Forest multimodale Ausreißeridentifikation
Anomaliedetektion CUSUM Anomaly Detection (CAD) erweiterte Ausreißeridentifikation
Es sei wiederholt erwähnt, dass es sich hierbei nicht um eine komplette Liste an Möglichkeiten für den
jeweiligen Anwendungsfall handelt, sondern diese Methoden als zielführend für das in dieser Arbeit
beschriebene Problem erachtet werden.
4.3.1.3 Datenauswahl
Wie in Kapitel 3 beschrieben existieren große Basismengen Λ für die jeweiligen Anwendungsfälle. Die
Art des Experiments lässt sich aber auch dadurch charakterisieren, welche Quellen letztlich genutzt und
welche Daten von vornherein durch etwaige Filter ausgeschlossen werden. Die in Kapitel 2.4 vorgestell-
ten Lernaufgaben L können aus verschiedenen Blickwinkeln gebildet werden. So ergeben sich für den
Anwendungsfall Boarding mehrere mögliche Konstellationen für weitere Untersuchungen. Bspw. ist es
möglich, ein allgemeingültiges kNN zu bilden, welches die Lernaufgaben L ohne Strategierestriktion aus
allen Verfahren Λ bezieht und auch verfahrensunabhängig angewandt werden kann. Es besteht jedoch
auch die Möglichkeit, ein L von einer Basismenge eines spezifischen Verfahrens zu nutzen und auch nur
auf dieses anzuwenden (z. B. Λblock → Λblock). Dem gegenüber stehen Lernen und Anwendung inner-
halb divergenter Boardingstrategien.Möglich ist auch,L ausschließlich ausRandom-Boardingvorgängen
Λrandom zu nutzen, um damit ein spezifisches Verfahren vorherzusagen, da bei diesen Anwendungen
von einer Varianz zwischen allen L auszugehen ist. Tab. 4.4 repräsentiert diese Unterscheidungen.
Tabelle 4.4: Teilungskriterien je nach Anwendungsbereich.
Anwendungsbereich Teilungskriterium Beispiel bzw. Anmerkung
Boarding u. ATFM alle Daten ohne Einschränkungen
Boarding
Verfahrensgleichheit Λblock → Λblock
Verfahrensdivergenz Λblock → Λoutside−in
Zufälliges Boarding als Repräsentant Λrandom → Λblock
ATFM
Grenzwert-Trennung Split nach ATMAP-Indikator oder KPI
Flughafen-spezifisch gemäß explorativer Analyse
Zeit-spezifisch ΛWochentag,ΛWochenende
Im Falle von ATFM unterscheidet sich diese Vorfilterung, nur das Teilungskriterium für alle Daten ist
vergleichbar. Vor dem Hintergrund, dass ein Tag die kleinste, unteilbare Einheit darstellt (und damit je-
weils ein L abbildet), können 365 Tage im Jahr nach verschiedenen Kriterien kategorisiert werden. So ist
beispielsweise eine einfache Grenzwerttrennung möglich, die sich auf einen spezifischen Wetterfaktor
oder operativen KPI bezieht. Es ist auch möglich, die Daten zu bündeln, die sich nicht auf das Wetter,
sondern auf die Dynamik des ATFM am jeweiligen Flughafen beziehen (z.B. Berücksichtigung von be-
sonderen Spitzen, Ausnahmesituationen, Unterscheidung zwischen Wochentagen und Wochenenden).
Im Gegenzug können Vorkenntnisse über den Flughafen angewandt werden, die in eine flughafenspe-
zifische Filtration einfließen.
Während imBoarding ähnliche Datensätze durch deren Zuordnung zu den Boardingstrategien natürlich
gegeben sind, ist speziell für die Anwendung im ATFM eine Identifikation ähnlicher Tage komplex. Unter
Ähnlichkeit wird dabei in dieser Arbeit ein gleichartiger zeitlicher Verlauf eines KPI oder ATMAP-Wertes
verstanden. Anders als bei einer Grenzwert-Trennung kann somit ein langfristiger Verlauf gegenüberge-
stellt werden. Methoden zur Art und Form der Datensatztrennung sind dabei ebenso vielfältig wie pro-
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blemspezifisch. Auf wissenschaftlicher Ebene ist vor allem [93] zu nennen, wo eineMethodik entwickelt
wurde, um ähnliche Tage im ATM zu identifizieren. Ähnliche Tage definieren sich dabei über Kapazitäts-
und Nachfragedaten, die unterschiedlichen Clusteringansätzen unterzogen werden. So ist die Principle
Component Analysis (PCA) als maßgebliches Clusteringverfahren angeführt und wird separat auf Flug-
nachfrage und Kapazität angewandt. Aufgrund dessen, dass Kapazität nur als inhärenter Eckwert, nicht
aber als dynamische Kenngröße in den in dieser Arbeit verwendeten Datensätzen vorliegt, wird von ei-
ner spezifischen Klasseneinteilung nach Kapazität abgesehen. Ein Vergleich von Flugbetriebstagen nach
Flugnachfrage erscheint sinnvoll, wird jedoch auf andere Art und gemäß der Möglichkeiten der Daten-
sätze diskutiert.
In der Zeitreihenanalyse ist Dynamic TimeWarping (DTW) [160] einer derAlgorithmen zurMessung der
Ähnlichkeit zwischen zwei zeitlichen Sequenzen, die in ihrer Geschwindigkeit auch variieren können. So
konnten beispielsweise Ähnlichkeiten in der Flugnachfrage mit dem DTW festgestellt werden, auch wenn
es innerhalb der einzelnen Nachfrageverläufe zu Variationen kam. Gleichartig können Sequenzen ähnli-
cher Verspätungsverläufe identifiziert werden. Basis der DTWist die euklidische Distanz als Kostenfunk-
tion. Ähnlich wie in [93] wird sich bei der Vergleichsanalyse jedoch auf die Flugnachfrage beschränkt,
welche aus den Flugplandaten abgeleitet werden kann. Basis dafür sind die in Kap. 3.3.2 vorgestellten
Mittelwerte für ATMAP-bezogene Slots von 30 Minuten. Die Konzentration auf die Flugnachfrage bezieht
sich auf die Idee, dass die Systemanregung verglichen wird, nicht das jeweilige Systemverhalten, wel-
che durch die Flugverspätung aufgezeigt wird. Ein kNN-Training auf Basis gleichartiger Ausgabe kann
zu einer Generalisierung führen, in welcher das Netz verstärkt auf eine einheitliche Ausgabe schließt -
unabhängig von der Art der Eingabe.
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Abbildung 4.8: Vergleich der Flugnachfrage am Flughafen LGW durch DTW im April 2013 für zehn ähnliche Tage
gemäß einer maximalen euklidischen Distanz von 180.
Tabelle 4.5 umfasst abschließend die zwei genannten Verfahren zum Tag-Vergleich im ATFM. Es sei an
dieser angemerkt, dass die Methodik der DTW bereits ein fortgeschrittenes Alter und daher eine hohe
Laufzeit (O(n2)) hat. Bei der Implementierung wird auf das Verfahren der FastDTW [206] zurückgegrif-
fen, welches jedoch in seiner algorithmischen Beschreibung grundlegend auf den gleichen Prinzipien
beruht.
Tabelle 4.5: Verfahren zur Identifikation ähnlicher Tage im ATFM.
Methode Anmerkungen
Dynamic Time Warping (DTW) direkter Vergleich von Zeitreihenverläufen
Recurrence Quantification Analysis (RQA) Identifikation von Wiederkehrpunkten der Systemtrajektorie
4.3.2 Datenvorverarbeitung & Fehlerbereinigung
Im Gegensatz zur Datenvoranalyse werden im Modul der Datenvorverarbeitung gezielt Daten verän-
dert, ohne dabei den grundlegenden Charakter maßgeblich zu verfälschen4. Diese Veränderung kann
bedingt sein durch eine notwendige Fehlerbereinigung, aber auch durch Modellanforderungen (bspw.
4Nicht immer wird im Zuge der Datenbereinigung erreicht, dass sich das Gesamtbild des Datenbestands nicht verändert. Wis-
senschaftliche Beiträge, wie bspw. [111], sind vielfältig und unterstreichen das noch immer aktuelle Interesse an dieser Thematik.
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Klasseneinteilung für eine Klassifikation, vgl. Kap. 2.6.2). Zusätzlich ist eine Datenvaliditätsprüfung Teil
dieser Untersuchungsebene.
Problemidentifikation Datenstrukturanalyse Modellkonfiguration Modellanwendung Nachgelagerte Analyse
Datenvoranalyse Datenvorverarbeitung ML Anpassung
Datenadaption ValiditätsprüfungDatenbereinigung
Abbildung 4.9: Teilmodule der Datenvorverarbeitung im Framework-Zweig der Datenstrukturanalyse.
4.3.2.1 Datenbereinigung
Unterstützt durch die Ergebnisse der Analyse aus Kap. 4.3.1.2 kann eine Korrektur bzw. Vereinfachung
der Daten notwendig werden. Mögliche Gründe dafür sind Messungenauigkeiten und ungünstige Art
der Emission des zugrundeliegenden Systems. Ungünstig umschreibt dabei einen für kNN schwer zu er-
lernenden Datenbestandscharakter. Dieser zeigt sich bei den Daten der Boardingsimulation. Durch die
Modellierung als zellulärer Automat mit zeitdiskreter Simulation entsteht ein stufenförmiger Feature-
verlauf (vgl. Abb. 4.10). Durch einen nicht konstant fallenden, sondern pro Zeitschritt egalisierenden
Vektor werden die kNN im Trainingsvorgang negativ beeinflusst. Eine Glättung der Zeitverläufe führt zu
signifikanten Verbesserungen der Resultate der kNN. Dieser Zusammenhang wurde in [190] untersucht.
Neben der Zeitreihen-Dekomposition (siehe Kap. 2.6) eignen sich Frequenzfilter zur Bereinigung und
ggf. nötigen Anpassung der Datenreihen. Um den Durchschnitt über die Datenpunkte zu berechnen,
wird ein gleitendes Mittelwertsfenster verwendet. Praktisch wird dies als gleitender Durchschnitt (engl.
Moving Average (kMA)) bezeichnet und soll kurzfristige Schwankungen ausgleichen und langfristi-
ge hervorheben [99]. Mathematisch kann ein kkMA5-periodischer einfacher kMA auch als "Tiefpassfil-
ter"definiert werden (der nachfolgend erwähnte Kalman-Filter ist eine erweiterte Version dieserMetrik).
Dieser ist in der Lage saisonale Schwankungen duch Messfehler und andere nicht-vorhersagbare Phä-
nomene zu filtern. Die Stärke der Glättung sinkt dabei für kleine kkMA. Die Glättungen aus Abb. 4.10
beziehen sich auf den kMA. Die Größe von kkMA lässt sich aus den explorativen Analysen ableiten (siehe
Teil III) InAbb. 4.10 sind beispielhafte Glättungen für verschiedene kkMA des Features 1−fSL aufgezeigt.
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Abbildung 4.10: Datenglättung eines beispielhaften Boardings für die Features 1 − fSL (links) und k (rechts)
(vgl. Kap. 3.2.2) eines beispielhaften Random-Boardings.
Vom kMA existieren Subtypen (bspw. exponentielle Glättung), von denen vor allem der Kaufman’s Ad-
aptive Moving Average (KAMA) Mehrwert für die Analysen bietet [127]. Der KAMA ist ein komplexer
kMA, der auf der exponentiellen Glättung basiert und dynamisch Trendverläufe innerhalb variabler Pe-
rioden berücksichtigt. Folgt ein Trend über eine größere Periode einer konstanten Richtung, so kann die
Glättung beschleunigt werden. Dem gegenüber steht eine individuellere Filtration für hochfrequentierte
Trendänderungen. Diese Eigenschaften eignen sich u. a. zur Vereinfachung von Verspätungszeitreihen.
Für den Fall des Boardings ist der Mehrwert für den Indikator k gegeben, da alle anderen Indikatoren
einen weitgehend konstanten Trend vorweisen.
Eine in der Zeitreihenanalyse zum Standard gehörende, jedoch hier nicht genutzte Methode ist der
Kalman-Filter (vgl. Tab. 4.6) - ein Algorithmus des unüberwachten Lernens zur Nachvollziehung eines
5Der Glättungsparamter kkMA sei dabei nicht zu verwechseln mit dem Feature Queue (k) des Boarding-Datensatzes.
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Tabelle 4.6: Verfahren zur Datenbereinigung und -glättung.
Teilbereich Methode Anmerkungen
Dekomposition additiv / multiplikativ erfordert nicht-stationären Prozess
statische Glättung Moving Average (kMA) Standard-Tiefpassfilter
dynamische Glättung Kaufman’s Adaptive Moving Average (KAMA) berücksichtigt Zeitverlauf
dynamische Glättung Kalman-Filter Nachvollziehung des Zeitverlaufs
Zeitverlaufs in einem kontinuierlichen Zustandsraum [124]. Durch eine Reihe von verrauschten Mes-
sungen ist der Kalman Filter in der Lage, den "wahren Zustand"des zu verfolgenden Untergrundobjekts
wiederherzustellen. Er ist ein Beispiel für ein adaptives, dynamisches lineares Modell, das sich an ei-
ne sich ständig verändernde Umgebung anpassen kann. Im Gegensatz zum kMA, der einen festen Satz
von Fensterparametern hat, aktualisiert der Kalman-Filter die Informationen, um eine adaptive Filterung
währenddesDurchlaufs zu erzeugen. Er kanndie Ergebnisse von anderen dynamischen Filtern,wie dem
KAMA, verbessern. Häufige Anwendungen für den Kalman Filter sind Radar- und Sonarverfolgung oder
Zustandsabschätzung in der Robotik - im Bereich des ATM kann damit auf eine sinnvolle Verwendung
bei Positionsinformationen, wie bspw. Automatic Dependent Surveillance - Broadcast (ADS-B)-Daten,
rückgeschlossen werden.
4.3.2.2 Datenadaption
Eine Datenadaption ist nötig, wenn mithilfe der kNN eine Klassifikation (siehe Kap. 2.6.2) durchgeführt
werden soll, die Daten jedoch in ihrer Rohform nominalskaliert vorliegen und keinen intervallskalier-
ten Charakter aufweisen. Eine Umformung dieses Typs verringert zwar den Detailgrad der Ergebnisse,
kann jedoch zu einer Verbesserung der kNN-Ausgaben führen. Dies ist dadurch begründet, dass für ei-
ne genaue Ausgabe entsprechend genaue Daten vorliegen müssen, aus denen das kNN diese Ergebnisse
abbildet. Jedoch fehlen bspw. bei ARRs entsprechende Daten der Zubringerflughäfen, welche die damit
verbundenen reactionary delays (siehe Kap. 1.2.2) begründen. Eine Klassifizierung der Daten hat somit
das Ziel, den Fehler zu minimieren, der durch unzureichendes Datenfundament entsteht.
Um den Prozess der Klassifizierung zu ermöglichen, müssen die Zieldatenströme gekennzeichnet wer-
den. Dieser als Labelling bezeichnete Prozess kann algorithmisch erfolgen oder durch Expertenwissen
ergänzt werden. Am allgemeinen Beispiel der Verspätung kann (ähnlich wie bei [63]) diskutiert wer-
den, dass eine Zeitabweichung von −15 min bis 5 min (pünktlich) keinen wesentlichen Einfluss auf die
Leistung eines Flughafens hat. Darauf aufbauend lassen sich weitere Klassen (Label, siehe Kap. 2.6.2)
finden, welche die Schwere einer Verspätung erfassen. Dies wiederum ist ein individueller Wert, der
sich auf den spezifischen Flughafen und die dortigen Nachfrage-/Kapazitätsbedingungen bezieht. Die-
se Form des Labellings erfordert lokale Expertise.
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Abbildung 4.11: Beispielhaftes Labelling der Q0.5 Ankunftsverspätung am Gatwick Airport (LGW) am 24.01.
(links) und 25.01.2013 (rechts).
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4.3.2.3 Datenvaliditätsprüfung
Eine Prüfung der genutzten Daten ist dahingehend unabdingbar, wenn Rückschlüsse aus den Ergebnis-
sen auf die Wirklichkeit getroffen werden. Für diesen Fall muss sichergestellt sein, dass entsprechenden
Daten valide die Realsysteme abbilden und einen solchen Übertrag erlauben. Für die eigentliche Bewer-
tung der kNN spielen sie eine untergeordnete Rolle, da diese eine Wahrheit abbilden, die dem jeweiligen
Datensatz entspricht, und durch das vATM adaptieren.
DieArt der Validitätsprüfung unterscheidet sich dabei für die im Fokus stehendenAnwendungssysteme.
Im Falle des Boardings fand ein direkter Abgleich der zugrundeliegenden Simulation mit realen Boar-
dingvorgängen statt, welche verschiedenen Feldstudien bei der ehemaligen Luftverkehrsgesellschaft Air
Berlin entnommen wurden (siehe dafür [225]). Diese Validierung wird für die Anwendungen als aus-
reichend erachtet und zeigt auf, dass die Datensätze der Boardingsimulation die Wirklichkeit in ausrei-
chendem Maße abbilden.
Für die Anwendungen im Bereich des ATFM existieren unterschiedliche Ansätze und Blickwinkel zur Da-
tenvalidierung. Ein Bewertungsfaktor kann die Kapazität sein, auf Basis derer die Pareto-Kurve nach Gibli
Rückschlüsse auf essentielle Eckwerte liefert [89]. Diese Methode wurde u.a. in [131] verwendet. Als
Datenabgleich dient hierbei ebenfalls die Quelle Airportcorner[3], in welcher sich Flughafen-spezifische
Kapazitätseckwerte aggregieren lassen.
Ein anderer Bewertungsfaktor kann der Zusammenhang von Flugnachfrage und Verspätung sein. Da
dieser sich gemäß [109] in einer charakteristischen, linksschiefen Verteilungsfunktion abbildet, können
die historischen Daten auf diese Verteilungsfunktion mittels χ2-Test [101, S. 186] untersucht werden.
Es ist zu erwähnen, dass eine Ablehnung der Hypothese nicht zwingend die Validität des Datensatzes
infrage stellt. Es lässt sich daraus jedoch ein Informationsgewinn für die Anwendung erzielen. Der Zu-
sammenhang von Nachfrage und Verspätung spielt eine wesentliche Rolle in der ATFM-Anwendung in
Teil III. Ist dieser Zusammenhang von vornherein nicht gegeben (z. B., weil der Flughafen nicht an sei-
nen Kapazitätsgrenzen arbeitet), lässt sich Delay nicht ausschließlich aus der Relation aus Nachfrage
und Kapazität ableiten.
4.3.3 Datenanpassung für maschinelles Lernen
Problemidentifikation Datenstrukturanalyse Modellkonfiguration Modellanwendung Nachgelagerte Analyse
Datenvoranalyse Datenvorverarbeitung ML Anpassung
Datentrennung ML AdaptionFeatureauswahl
Abbildung 4.12: Bearbeitungszweig für die spezifische Machine Learning (ML)-Anpassung der Daten.
Zur Anwendung der kNN ist eine Anpassung der fokussierten Zeitreihen unerlässlich. Bei einer Folge
von KPI-Beobachtungen für einen Zeitreihendatensatz in Tab. 4.7 sind die Daten rekonstruierbar, um die
Anwendung von überwachten Lernproblemen sicherzustellen. Dies kann geschehen, indem die vorhe-
rigen Zeitschritte KPI(t) als Eingabevariablen und der nächste Zeitschritt KPI(t+1) als Ausgabevariable
verwendet werden. Diese Rekonstruktion nennt sich Sliding Window [54].
Tabelle 4.7: Originale Zeitreihe (links) und einfach transformiertes Sliding Window (rechts).
t Beobachtung
1 KPI(1)
2 KPI(2)
3 KPI(3)
X y
? KPI(1)
KPI(1) KPI(2)
KPI(2) KPI(3)
KPI(3) ?
Duch die Rekonstruktion der ursprünglichen Daten sind grundlegende Beobachtungen extrahierbar:
• Das überwachte Lernen berechnetmit dem vorherigen Zeitschritt als EingangsvektorX den nächs-
ten Zeitschritt als Ausgang y.
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• Um ein genaues Training eines überwachten Modells zu gewährleisten, muss die Reihenfolge zwi-
schen den Beobachtungen eingehalten werden.
• Erste und letzte Zeile fließen nicht in die Analyse ein, da es keine Daten für X bzw. y gibt, um die
entsprechenden Werte vorherzusagen.
Die Fenstergröße (engl. window size) ist skalierbar und hat wesentlichen Einfluss auf das Ergebnis, insbe-
sondere auf die Rechenzeit und die erkannten Zusammenhänge. Die Breite des Schiebefensters kann an-
gepasst werden, um eine größere Menge vergangener Zeitschritte einzubeziehen, jedoch muss dement-
sprechend auch die Parametrisierungen des kNN angepasst werden.
Die Anzahl der für einen bestimmten Zeitpunkt in einem Zeitreihendatensatz aufgezeichneten Beobach-
tungen ist von Bedeutung. Traditionell wird zwischen univariaten (Beobachtung einer einzelnen Varia-
ble) und multivariaten (Beobachtung mehrerer Merkmale) Zeitreihen unterschieden (vgl. Kap. 2.6.1).
Damit ergibt sich im Verfahren des Sliding Window eine Mehrschichtigkeit in der Anwendung des Mo-
dells zur Beschreibung einzelner KPI unter Berücksichtigung anderer Datenpunkte und der eigenen Ver-
gangenheit. Tab. 4.8 repräsentiert eine einfache Sliding Window-Umformung eins Datensatzes von drei
Merkmalen (Flugnachfrage, Verspätung, Wetter). Ziel ist die Vorhersage der Verspätung unter Berück-
sichtigung vergangener Flugverzögerungen.
Tabelle 4.8: Multivariate Rekonstruktion durch das Sliding Window Verfahren.
x1 x2 x3 y
Nachfrage(2) Verspätung(1) Wetter(2) Verspätung(2)
Nachfrage(3) Verspätung(2) Wetter(3) Verspätung(3)
Nachfrage(4) Verspätung(3) Wetter(4) Verspätung(4)
Eine vorhergesagte Verspätung wird fortwährend mitgeführt in den Inputvektoren für das kNN. Die für
die Vorhersage genutzten weiteren Merkmale (Nachfrage, Wetter) können verwendet werden, da de-
ren Zukunft durch Flugpläne und Wettervorhersagen gegeben ist. Diese Form der Datenrekonstruktion
überträgt die mehrstufige Prädiktion aus Abb. 2.16 von Kap. 2.6.1 in eine formale Modellierung. Das
nachfolgende Kapitel beleuchtet, welche Merkmale in eine multivariate Betrachtung einfließen sollten.
Wenn die Zeitreihen der Attribute aufgrund ihrer Vielfältigkeit unterschiedlich skaliert sind, können
vielemaschinelle Lernalgorithmen von einerNeuskalierung zu einer einheitlichen Skala profitieren. Dies
wird als Normalisierung bezeichnet. Attribute werden dabei in den Bereich zwischen 0 und 1 skaliert,
was für Optimierungsverfahren im Kern von maschinellen Lernalgorithmen (bspw. Gradientenabstieg,
siehe Kap. 2.4) nützlich ist. Es ist ebenfalls sinnvoll für Algorithmen, welche Entfernungsmessungen
verwenden, wie bspw. der k-Means-Algorithmus (siehe Kap. 4.3.2.2). Im gleichen Zug zu nennen ist die
Standardisierung - eine Technik, um Attribute mit einer Gaußschen Verteilung und unterschiedlichen µ
und σ in eine Standard-Gaußverteilung mit einem µ = 0 und σ = 1 umzuwandeln. Dies eignet sich
für Techniken, die eine Gaußsche Verteilung in den Eingangsvariablen annehmen, wie bspw. lineare
Regression, logistische Regression und lineare Diskriminanzanalyse.
4.3.3.1 Featureauswahl
Es stellt sich, auf andere Art undWeise als in Kap. 4.3.1.3, vorab die Frage, welche Daten (in diesem Fall:
welche Merkmale) für das Lernen und Trainieren des Modells genutzt werden. Die Indikatoren bzw.
Merkmale, über welche die Daten aggregiert wurden, werden im weiteren Verlauf Features genannt. Die
Auswahl der Features spielt eine wesentliche Rolle in der Art des Ergebnisses und der Re-Repräsentation
des ATM durch das vATM.
Definition 20 (Featureauswahl)
Sei Ξ die Menge der im Datensatz vorhandenen Features. Die zur Simulation als Features herange-
zogenen PI/KPI bilden die Menge Ξ̃ , wobei Ξ̃ ⊂ Ξ .
Die Gesamtmenge der vorhandenen Merkmale PI/KPI, welche Λ prägen, wird als Ξ bezeichnet.
Gelernt werden können nur Abbildungen, welche durch die gewählten Features widergespiegelt wer-
den. Dies kann dazu führen, dass das kNN durchaus sehr gute Ergebnisse errechnet, welche allerdings
auf Zusammenhängen beruhen, die im wirklichen Systemkomplex nicht vorhanden sind6. Die Featu-
6Beispielsweise kann ein kNN einen Zusammenhang aus Flugzeugfarbe und Rollgeschwindigkeit abbilden, insofern dies die
beiden gewählten Features sind, jedoch kann dieser Zusammenhang mit Reallogik widerlegt werden.
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reauswahl ist ein Prozess, bei dem automatisch die Features in den Daten ausgewählt werden, die am
meisten zur Vorhersagevariablen oder -Ausgabe beitragen. Irrelevante Merkmale in den Daten können
die Genauigkeit vieler Modelle beeinträchtigen. Drei Vorteile der Featureauswahl vor der Modellierung
sind:
• Reduziert Overfitting:Weniger redundante Daten bedeutenweniger Entscheidungsmöglichkeiten.
• Verbessert die Genauigkeit: Weniger irreführende Daten bedeuten eine Verbesserung der Model-
lierungsgenauigkeit.
• Reduziert die Trainingszeit: Weniger Daten bedeuten, dass Algorithmen schneller trainieren.
Es gibt zwei Wege, sich dem Problem der Featureauswahl zu nähern (siehe dafür Tab. 4.9). Zum einen
ein Übertrag des Wissens vom Realsystem, indem anhand der Vorkenntnisse des Systems (bspw. kann
aus Erfahrungswerten über meteorologische Gegebenheiten eine Reduktion der Wettermerkmale aus
METAR,TAF oder ATMAP stattfinden) und dessen Datenrepräsentation gezielt eine Auswahl spezifischer
Features getroffen werden kann. Zum anderen die Nutzung analytischer Methoden, mit deren Hilfe das
Datenfundament untersucht und etwaigeZusammenhänge geprüftwerden.Die explorativeAnalyse bie-
tet für multivariate Herangehensweisen eine breites Spektrum an Möglichkeiten zur Untersuchung von
Korrelationen, Kausalitäten und visuellen Repräsentationen (vgl. Kap. 4.3.1). Ebensowerden hier Eigen-
schaften der einzelnen Zeitreihen abgebildet, welche für die Modellbildung in den Folgeschritten wich-
tig sind. Weiterhin sind Methoden bekannt, die entweder Features eigenständig selektieren (Recursive
Feature Selection (RFE)) oder aber das Datenfundament reduzieren (PCA). Letzteres ist gerade für eine
Vorhersage spezifischer Werte nicht zu empfehlen, da hier eine Reduktion auf Linearkombinationen des
Ursprungsdatensatzes stattfindet.
Tabelle 4.9: Problemspezifische und analytische Methoden zur Featureauswahl.
Anwendungsform Methode Anmerkungen
problemspezifisch Expertenwissen Vorwissen über Relevanz der KPI
problemspezifisch Explorative Analyse Statistisch belegbare/erkennbare Einflüsse
analytisch Varianzen-Schwellwert Auswahl gemäß Grenzwert für σ2
analytisch k-Best Auswahl gemäß univariater statistischer Tests
analytisch Recursive Feature Selection (RFE) rekursive Betrachtung kleiner werdender Ξ̃
In manchen Fällen ist die Auswahl der Features auch durch den Datensatz natürlich gegeben bzw. ver-
einfacht. Hier ist beispielsweise der Anwendungsfall des Boardings auf Basis der Komplexitätsmetrik
zu nennen (vgl. Kap. 3.2.2). Diese repräsentiert den Boardingvorgang durch vier Features, wobei eines
(∆P ) die Dynamik eines anderen (P ) widerspiegelt. Die Features k, P und 1 − fSL beinhalten Infor-
mationen zu Boardingzeit, Entropie und Effekt der Reihenfolge - allesamt Faktoren, die im Systemablauf
des Boardingswesentlich sind. Eine Diskussion, ob univariat odermultivariat, muss trotz allem erfolgen,
wie bspw. in [216] [215].
4.3.3.2 Datenteilung
Steht fest, welche Indikatoren als Features für die Bearbeitung des Problems herangezogenwerden,muss
eine Definition stattfinden welche Daten für Training (Λtrain), welche für Validierung (Λvalid) und wel-
che für das Testen (Λtest) des kNN zur Bildung des vATM gesetzt sind. Im Training findet die eigentlich
Anpassung der Parametrisierung des Netzes statt; eine Validierung kann genutzt werden, um unter-
schiedliche Netzkonfigurationen untereinander zu vergleichen; ein Test evaluiert die Abbildung von In-
put zu Output (vgl. Kap. 2.4).
Da es sich um drei disjunkte Mengen handelt, muss darauf geachtet werden, dass sich eine Teilung auf
die kleinste, unzerteilbare Einheit bezieht. Eine Boardingsimulation von Start bis Ende gilt als Einheit
und wird nicht geteilt. Ebenso verhält es sich mit ganzen Tagen für das ATFM. So liegt - bezogen auf die
gemachten Definitionen - aus jedem betrachteten System eine Basismenge Λ vor, die in einzelne Lern-
aufgaben L zerlegt werden kann (siehe Abb. 4.13 für Blöcke der Datenquellen A, B, und C). Die Lern-
aufgaben L sind die Grundlage für die Datenselektion und -Aufteilung.
Vor jeder Anwendung des vATM muss geklärt werden, welche Teilmengen aus Λ für Training, Validie-
rung und Test genutzt werden. Für den Lernprozess des kNN und die Berücksichtigung der Prozesse
am Flughafen ist es wichtig, dass ein Reset zwischen den einzelnen L stattfindet. Das bedeutet, dass das
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L1
(A) L2
(A) Li
(A) L1
(B) L2
(B) Lj
(B)... L1
(C) L2
(C) Lk
(C)......
Λ
Abbildung 4.13: Basisdatenblöcke der Quellsysteme A, B und C.
zugrundeliegende System in einen Ruhezustand gerät, der zu einer klaren Unabhängigkeit der weiteren
Datenreihen führt. Je nach Teilungsverhältnis umfassen die Teilmengen Λtrain,Λvalid und Λtest, entspre-
chende Lernaufgaben L.
L1 L2 Li L1 L2 Lj... L1 L2 Lk......
Λ train Λ valid Λ test
Abbildung 4.14: Aufteilung der Lernaufgaben L für Training, Validierung und Test.
Durch die blockartige Aufteilung der Daten in Form der Lernaufgaben Lwerden keine Daten innerhalb
der einzelnen Blöcke getrennt. Dies führt zu der Möglichkeit, dass die Blöcke in sich ähnliche Strukturen
aufweisen. So ist es beispielsweise sinnvoll, nur L von bestimmten Wetterbedingungen zu verwenden,
an deren Tagen bestimmte Grenzwerte nicht überschritten werden. Eine Lernaufgabe L spaltet sich wie-
derum in einzelne Lernmuster l auf, welche den diskret aggregierten Datentupeln des Flugbetriebs bzw.
Boardings entsprechen (siehe Abb. 5.3).
Folglich umfasst bspw. ein Standardsplit (2/3 : 1/3) für zehn Boardingsimulationen sieben Lernaufgaben
L in Λtrain für das Training und drei Lernaufgaben L in Λtest für die Tests. Neben dem Standard-Split
gilt die Paretoverteilung7 als gängiges Verfahren zur Datenteilung. Bei geringem Datenumfang bietet
sich das Leave One Out (LOU)-Prinzip an [205, S. 708]. Dies kann in den Anwendungsfällen des ATFM
nötigwerden,wenn besondere Filter (z. B. nachWettersituationen) nur kleineDatenmengen zurAnalyse
bereitstellen. Bei unbekannten oder nicht vorhandenen systemischen Restriktionen kann willkürlich ge-
würfelt werden (Simple Random Sampling (SRS) [232], Trial & Error). Wenn der Datensatz zu klein ist,
um eine geringe Varianz bei der Aufteilung in Trainings-/Validierungs-/Testsätze zu erreichen, können
Cross-Validierungstechniken, wie k-fold, verwendet werden. Der Datensatz wird in k disjunkte Teilmen-
gen aufgeteilt, auf Basis derer das kNN k-mal trainiert [205, S. 708].
Eine Übersicht über mögliche Teilungen (gemäß [254, 184]) liefert Tab. 4.10:
Tabelle 4.10: Methoden der Datenteilung zur Definition von Λtrain, Λvalid und Λtest.
Teilungsmethode Teilungsverhältnis Charakteristik
Trial & Error nicht fixiert durch Experimente optimierte Teilung
Standard 2/3 : 1/3 bewährte Startkonfiguration ohne Vor-
kenntnisse
Pareto 4/5 : 1/5 bzw. 4/5 : 1/10 : 1/10 bewährte Startkonfiguration ohne Vor-
kenntnisse
Leave One Out (LOU) 9/10 : 1/10 geeignet für kleine Datenmengen
k-fold k disjunkte Mengen geeignet für kleine Datenmengen
Simple Random Sampling (SRS) nicht fixiert Auswahl nach Zufallsprinzipmit gleichmä-
ßiger Verteilung
4.4 Paradigmenauswahl & Modellinitialisierung
Aus dem Bereich der kNN gibt es vielfältige Paradigmen zur Zeitreihenanalyse, Sequenz-Vorhersage und
Wissensapproximation (siehe dazu Kapitel 2.5). Die Wahl richtet sich grundlegend nach der Problem-
stellung und den damit verbundenen Datensätzen. Die aus den Anwendungsfällen bezogenen Daten-
fundamente (Kap. 3.2/3.3), verbunden mit den real-physikalischen Eigenschaften des ATM (Kap. 3.1),
empfiehlt sich der Einsatz von rekurrenten Strukturen (Kap. 2.5.2). Diese wurden auf wissenschaftlicher
Ebene bereits auf ihre Leistungsfähigkeit innerhalb der Zeitreihenvorhersage untersucht ([189, 188, 223])
und heben sich in ihrer Komplexität deutlich von einfacheren Paradigmen, wie bspw. MLP, ab. Ihr we-
7Das Pareto-Prinzip besagt, dass 80% aller Fälle durch 20% aller Daten abgebildet werden.
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sentlicher Vorteil liegt in der Verarbeitung von zeitversetzten Wechselwirkungen, welche besonders das
Eigenschaftsfeld der Interdependenzen (Kap. 1.2.1) der PI/KPI adressiert.
Problemidentifikation Datenstrukturanalyse Modellkonfiguration Modellanwendung Nachgelagerte Analyse
Paradigma Regression Klassifikation
Abbildung 4.15: Bearbeitungsast der Modellkonfiguration zur Paradigmenauswahl und Modellstrukturierung
der kNN.
Bezogen auf die (prädiktive) Klassifkation sind CNN-Strukturen der De-facto-Standard (vgl. Kap. 2.5.3).
Sie sollen deshalb als maßgeblicher Vergleichswert in den Untersuchungen gelten, werden jedoch auf
ihrer geringeren Leistungsfähigkeit in Bezug auf zeitabhängige Dynamiken nicht als maßgebliches Pa-
radigma geführt.
4.4.0.1 Modellstruktur
Wie in Kap. 2.3 beschrieben, besteht die Topologie der hier betrachteten kNN aus Schichten. Das Erstel-
len der kNN-Modellstruktur bedeutet, Werte für die Anzahl der Schichten jedes Typs und die Anzahl
der Neuronen in jeder dieser Schichten zu finden. Um die Verallgemeinerungsfähigkeit des Netzwerks
zu sichern, sollte die Anzahl der Neuronen so gering wie möglich gehalten werden. Bei einem großen
Überschuss an Neuronen (und Knoten innerhalb des Netzes) wird das kNN zu einem Speicher, der das
Trainingsset gut abrufen kann, aber bei Daten außerhalb des Trainingssets nicht gut funktioniert [140].
Jedes kNN hat genau eine Eingabeschicht. Bezogen auf die Anzahl der Neuronen Uinput, die diese Schicht
umfassen, wird dieser Parameter vollständig und eindeutig bestimmt, sobald die Form der Trainingsda-
ten bekannt ist. Insbesondere ist die Anzahl der Neuronen, die diese Schicht umfassen, gleich der Anzahl
der Merkmale (Features) der Daten. Einige kNN-Konfigurationen fügen einen zusätzlichen Knoten für
einen Bias-Term hinzu.
Parallel zur Eingangsschicht hat jedes kNN auch genau eine Ausgangsschicht. Die Bestimmung der An-
zahl der Neuronen Uoutput wird vollständig durch die gewählte Modellkonfiguration bestimmt. Wenn
das kNN ein Regressor oder Klassifikator ist, dann hat die Ausgabeschicht einen Knoten (univariate Prä-
dikation) oder mehrere Knoten (multivariate Prädikation) - je nach Dimension des Ausgabevektors.
Neben Eingangs- und Ausgangsschicht muss die Anzahl der versteckten Schichten definiert werden.
Hierfür existieren folgende Grundregeln [102, S. 158]:
• 0 - kNN ist in der Lage, linear trennbare Funktionen oder Entscheidungen darzustellen.
• 1 - kNN kann jede Funktion approximieren, die eine kontinuierlicheAbbildung von einemendlichen
Raum zum anderen enthält.
• 2 - kNN kann eine beliebige Entscheidungsgrenze für eine beliebige Genauigkeit mit rationalen
Aktivierungsfunktionen darstellen und kann jede glatte Zuordnung auf eine beliebige Genauigkeit
approximieren.
Eine versteckte Ebene reicht für die große Mehrheit der Probleme aus. Die Situationen, in denen sich die
Leistung mit einer zweiten (oder dritten, etc.) versteckten Schicht verbessert, sind sehr gering. Rückbli-
ckend auf den endlichen ZustandsraumM und die Charakteristiken der Abbildung ϕ (Kap. 3.1) lassen
die Festlegung auf eine versteckte Schicht für die Experimente in Teil III zu.
Final stellt sich die Frage nach der geeigneten Anzahl versteckter Neuronen Uhidden. Es existieren einige
empirisch abgeleitete Faustregeln (hier sei vor allem [102] zu nennen), von denen - aufbauend auf deren
positiven Resultaten in Experimenten - häufig verwendet wird:
Uoutput ≤ Uhidden ≤ Uinput (4.1)
Aus Erfahrungswerten aus [98] lässt sich folgende Quantifizierungs-Regel für die Anzahl versteckter
Neuronen Uhidden ableiten, welche sich spezifisch auf den Umfang der Datenmenge bezieht:
Uhidden =
#Λ
α ∗ (Uinput + Uoutput)
(4.2)
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DieMächtigkeit der Trainingsdaten #Λ bezieht sich dabei auf die Lernmuster l und nicht auf die Anzahl
Lernaufgaben L. α umfasst einen Skalierungsfaktor zwischen 2 und 10. Dieser sensibilisiert das kNN in
Bezug auf Generalisierung und beugt Overfitting vor.
Durch die Nutzung des TensorFlow-Frameworks und des Keras-Frontends muss bei der Strukturierung
der kNN auf deren spezifische Konfigurationsmechanik eingegangen werden. kNNwerden innerhalb die-
ser Bibliotheken als sequentielleModelle initialisiert. Abb. 4.16 spiegelt diese FormdesNetzwerkaufbaus
für ein enifaches RNN und ein gestapeltes LSTM wider.
Abbildung 4.16: Univariates RNN-Modell (links) und multivariates Stacked-LSTM (rechts).
Die Schichten, die sich aus den Konfigurationen in Keras ergeben, dienen unterschiedlichen Zwecken,
u. a. der Datentransformation. Für jedes im Fokus stehende kNN-Paradigma existiert dabei ein jeweiliger
Keras/Tensorflow-Layer. Eine Übersicht aller verwendeter Layer ist in Tabelle 8.3 auf S. 168, deren An-
wendungsbereiche angegeben sind, jedoch - mit einer Ausnahme - nicht spezifisch erklärt werden sollen.
Hierfür sei auf [39] verwiesen.
Eine spezielle Stellung hat derDropout-Layer [236, 78]. Dropoutwird für die Regularisierung verwendet,
bei der einige der Dimensionen des Eingangsvektors mit der Rate dropoutrate auf Null gesetzt werden.
Ein Dropout-Layer hat keine trainierbaren Parameter, d.h. beim Lernverfahren wird kein Parameter ak-
tualisiert. Um sicherzustellen, dass die erwartete Summe der dieser Schicht zugeführten Vektoren gleich
bleibt, wenn kein Dropout angewendet wurde, werden die übrigen Dimensionen, die nicht auf Null ge-
setzt sind, um die folgenden Werte skaliert.
Aufbauend auf demgeschichtetenModellcharakter existieren spezielleKonfigurationen, inwelchenmeh-
rere Layer gleichen oder unterschiedlichenUrsprungs zusammengestelltwerden.DiesesVerfahren nennt
sich Stapeln (engl. Stacking), ein Modell dieser Form nennt sich Stacked-kNN. Beispielsweise können zwei
LSTM-Layer hintereinander genutzt und zur Bildung eines Stacked-LSTM angewandtwerden.Das Stacking
von versteckten Schichten macht das Modell tiefer und verbessert die Beschreibung als Deep Learning
Technik. Es ist u. a. auch die Tiefe der kNN, die im Allgemeinen auf den Erfolg des Ansatzes bei einer
Vielzahl von anspruchsvollen Vorhersageproblemen ausmacht. Deep Learning basiert auf der Hypothe-
se, dass ein tiefes, hierarchisches Modell bei der Darstellung komplexer Funktionen exponentiell effi-
zienter sein kann als ein flaches kNN [175]. Doch auch Layer unterschiedlicher Paradigmen können im
Verbund zu einer Verbesserung der Ergebnisse führen. So hat sich eine Kombination aus CNN und LSTM
für zeitversetzte Klassifikation in Form eines ConvLSTM als nützliche Erweiterung der Standardstruktu-
ren erwiesen [229].
4.4.0.2 Hyperparameter
Die Initialisierung umfasst neben der Erstellung der Modellstruktur die anfängliche Parametrisierung
des kNN [242]. Diese definiert die sogenannten Hyperparameter - Parameter, welche vor beginn des Trai-
ningsprozesses gesetzt werden. Die Zeit, die zum Trainieren und Testen eines Modells benötigt wird,
kann von der Wahl der jeweiligen Hyperparameter abhängen. Ein Hyperparameter ist in der Regel vom
Typ kontinuierlich oder ganzzahlig. Die Existenz einiger Hyperparameter hängt vom Wert anderer ab.
In Def. 15 auf S. 43 sind bereits die Lernrate η und in Kap. 2.4 auf S. 38 die Batch-Größe als essentielle
Größen innerhalb des Lernprozesses genannt worden. Diese zählen zur Menge der Hyperparameter.
Wie in Kap. 2.4 vorgestellt, basiert das Training der verwendeten kNN auf dem Gradientenabstiegsver-
fahren. Die folgenden Informationen sind [203] entnommen, wo eine allumfassende Übersicht zur Opti-
mierung (zusammengefasst in sogenanntenOptimizers) von Gradientenabstiegsverfahren aufgezeigt ist.
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Grundsätzlich existieren drei Varianten dieser Herangehensweise, die sich dadurch unterscheiden, wie
viele Daten verwendet werden, um den Gradienten der Zielfunktion zu berechnen (Batch Gradient De-
scent (BGD), Stochastic Gradient Descent (SGD), Mini-batch Gradient Descent). Während beim BGD ein
Update nach dem kompletten Datensatz vollzogen wird, erfolgt dies bei SGD für jedes Trainingsmuster l.
Der Mini-batch Gradient Descent vereint beide Methoden. Folglich kommt der SGD-Optimizer mit einer
variablen Batch-Größe (vgl. Def. 13, S. 41) zum Einsatz und kann so variabel an die Gegebenheiten des
Datensatzen über weitere Optimizer angepasst werden.
Ergänzt durch die weiteren Einzelgrößen decay (η-Abnahme pro Update), findet eine Darstellung der
im Fokus stehenden Optimizer in Tab. 4.11 statt, welche spezifische Charakteristiken und damit ein-
hergehende Hyperparameter umfassen. So erweitert Adagrad [59] SGD dahingehend, dass η adaptiv für
die Parameter des kNN genutzt wird, jedoch sehr stark monoton fällt. Die Erweiterung Adadelta um-
geht dieses Problem, indem sich die Verkleinerung von η nur auf einen bestimmten Ausschnitt bezieht.
Ein adaptives η ist ebenso Teil von Adam [132], wobei hier über die Parameter β1 und β2 eine Durch-
schnittswertberechnung desGradienten vergangener Beobachtungen in die Parameterakutalisierungmit
einfließt und dabei gemäß [203] bessere Ergebnisse liefert als Adagrad und Adadelta. Das grundlegende
SGD-Verfahren hat Probleme in Bezug auf lokale Optima, die nicht dem globalen Optimum entsprechen.
Zur Optimierung dient das sogenannte Momentum8 - ein Verfahren, welches SGD in die entsprechende
Richtung beschleunigt und Schwingungen dämpft. Dies geschieht durch Hinzufügen eines Bruchteils %
des Aktualisierungsvektors des letzten Zeitschritts zum aktuellen Aktualisierungsvektor und wird - mit
der Standardeinstellung % = 0.9 - imOptimizerRMSprop9 und auch inAdadelta (% = 0.95) implementiert.
Tabelle 4.11: Zusammenstellung der anwendungsrelevanten Hyperparameter.
Optimizer Hyperparameter (empfohlene Grundeinstellung) Anmerkungen
SGD η = 0.01, % = 0.0, decay = 0.0 Basisverfahren
Adagrad η = 0.01, decay = 0.0 empfohlen für kleine Datensätze
Adadelta η = 1.0, % = 0.95, decay = 0.0 behebt stark sinkende η von Adagrad
Adam η = 0.001, β1 = 0.9, β2 = 0.999, decay = 0.0 adaptives Gradientenabstiegsverfahren
RMSprop η = 0.001, % = 0.9, decay = 0.0 empfohlen für RNN-Strukturen
Zusammenfassend lässt sich sagen, dass RMSprop eine Erweiterung von Adagrad ist, die sich mit den
radikal sinkenden η beschäftigt. Es ist weitgehend identisch mitAdadelta.Adam fügt schließlich RMSprop
eine Bias-Korrektur und einen Impuls hinzu. Insofern sind RMSprop, Adadelta und Adam sehr ähnliche
Algorithmen, die unter ähnlichen Umständen gut funktionieren. [132] zeigt, dass eine Bias-Korrektur
Adam hilft, RMSprop gegen Ende eines Optimierungsprozess leicht zu übertreffen, wenn die Gradienten
kleiner werden. Insofern könnte Adam die beste Gesamtwahl sein. Gerade für kleine Datensätze ist eine
adaptive Lernrate η, wie bei Adadelta, jedoch zielführender.
Neben ihremEinfluss auf die Anwendung von kNN sindHyperparameter einewichtige Bezugsmenge im
Bereich der Evaluierung von kNN. Die meisten Evaluierungen können jedoch nur auf wenige Hyperpara-
meter zurückgeführt werden - deren Wichtigkeit sich wiederum je nach kNN-Paradigma unterscheidet.
So sind für ein LSTM die Lernrate und die Netzwerkgröße von großer Bedeutung, während Batching und
Dynamik keinen signifikanten Einfluss auf die Performance haben.
Ebenso ist eine Bewertung der Robustheit eines kNN-getriebenenModells mit Augenmerk auf die Hyper-
parameter sinnvoll. Methoden, die nicht robust gegenüber einfachen Änderungen in Hyperparametern,
zufälligen Initialisierungen oder verschiedenen Implementierungen desselben Algorithmus sind, müs-
sen kritisch auf ihreValidität geprüftwerden. Diese Formder Bewertungwird inKap. 5.1.2 durchgeführt.
Der Erfolg einer kNN-Applikation hängt - neben der eigentlichen Wahl eines geeignete Paradigmas - im
Wesentlichen von der Struktur und Parametrisierung ab. In vielen Fällen werden gute experimentelle
Ergebnisse dadurch erreicht, dass aus BeobachtungenWissen zur kNN-Initialisierung gezogen wird und
eine Fehlerminimierung durch sensitive Adaption der Parameter erreicht werden soll. Dieser Prozess
wird als Hyperparameter-Optimierung bezeichnet. Zur Verbesserung der Ergebnisse wird diese Herange-
hensweise in Kap. 4.6 näher beleuchtet.
8Eine erweiterte Form des Momentums - der Nesterov accelerated gradient [57] - wird in dieser Arbeit nicht betrachtet.
9RMSprop wurde bisher nicht offiziell veröffentlicht, jedoch in [80] vorgeschlagen.
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4.5 Modellanwendung & -überwachung
Der Teilbereich der Modellanwendung (Abb. 4.17) umfasst Module, welche die Prozesse des Trainings,
der Validierung und des Testens überwachen, darstellen und auswerten. Sind diese Prozesse abgeschlos-
sen, wird unter Zuhilfenahme geeigneter Evaluierungsmethoden das kNN bewertet bzw. ein geeignetes
kNN aus einer Vielzahl von Möglichkeiten ausgewählt, welches das vATM repräsentiert.
Problemidentifikation Datenstrukturanalyse Modellkonfiguration Modellanwendung Nachgelagerte Analyse
Training/Tests Modellevaluierung Visualisierung
Abbildung 4.17: Teilmodule der Modellanwendung zur Überwachung von Training, Validierung und Testung.
4.5.0.1 Modellevaluierung
Für die Bewertung der Leistungsfähigkeit des maschinellen Lernens dient die k-fache Kreuzvalidierung
(engl. k-fold cross validation) [138, 122]. Dieses Verfahren liefert eine zuverlässige Schätzung der Leistung
eines Modells. Dies geschieht durch die Aufteilung des Trainingsdatensatzes Λtrain in k Teilmengen,
führt abwechselnd Trainingsmodelle für alle Teilmengen durch und bewertet dieModellleistung anhand
des ausgewähltenValidierungsdatensatzes. Der Prozesswird so langewiederholt, bis alle Teilmengen als
Validierungssatz genutzt worden sind. Für drei Lernaufgaben des Block-Boardings L1, .., L6 und einer
Faltung k = 3 bedeutet dies bspw. die Erstellung von drei Faltungsmengen Λfold1, ..,Λfold3 mit je zweiL,
von denen je zwei Faltungsmengen für das Training und eine für die Validierung genutzt werden. Die fi-
nale Leistungskennzahl wird über alle erstelltenModelle gemittelt, nachdem jede Faltungsmenge einmal
Validierungsdatensatz war. Der Ablauf eines Kreuzvalidierungsverfahrens ist in Abb. 4.18 dargestellt -
die optimalen Parameter werden über das Grid Search Verfahren in Kap. 4.6 ermittelt. Die zugrundelie-
genden Verlustfunktionen, welche den Fehler des kNN ermitteln, beziehen sich auf Tab. 2.1 von Kap. 2.4
(S. 38).
Abbildung 4.18: Ablaufdiagramm der Kreuzvalidierung im Prozess der Modellevaluierung.
Der k-Wertmuss für den jeweiligenDatensatz sorgfältig ausgewähltwerden. Ein schlecht gewählterWert
für k kann zu einer falsch darstellenden Vorstellung von der Fähigkeit des kNN führen, wie z. B. eine Be-
wertung mit einer hohen Varianz (die sich aufgrund der für das kNN verwendeten Daten stark ändern
kann) oder eine hohe Verzerrung (z. B. eine Überschätzung der Fähigkeit des kNN). [138, S. 70] schlagen
eine Spanne von k ∈ {5, .., 10} vor, [122, S. 184] bestätigt dieses Intervall und spricht von k = 10 als
sinnvollem Basiswert für das Verfahren.
Durch den hohen Rechenaufwand (bspw. zehn verschiedene Modelle bei zehn Faltungen) wird die
Kreuzvalidierung bei sehr großen Datenmengen selten bzw. in Abwandlungen angewandt. Je nach Pro-
blemstellung in dieser Arbeit wird daher die k-fache Kreuzvalidierung zur Schätzung der Leistung der
kNN vernachlässigt.
4.5.0.2 Visualisierung von Modellgenauigkeit und -verlust
Da kNNweiterhin als Black Box arbeiten, d.h. deren Problemlösung im Endeffekt nicht exakt nachvollzo-
gen werden kann, können Visualisierungen weitere Aufschlüsse über das Verhalten im Trainings- und
Anwendungsbereich bieten. Maßgebliche Bewertungskritieren sind hierbei die zeitabhängige Ausgabe
der genutzten Verlustfunktion (vgl. Abb. 4.19, rechts) und die Genauigkeit des Modells (vgl. Abb. 4.19,
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links). Diese Informationenwerden für gewöhnlich aus derHistorie gewonnenund führen zu einer nach-
gelagertenAnalyse undggf.Optimierungdes kNN (siehe dafürKap. 4.6). DerVerlauf derVerlustfunktion
kann Aufschlüsse über fehlerhafte Parametrisierung und Over-/Underfitting liefern (bspw. durch lokale
Minima der Kurve, die mit fortlaufendem Zeitverlauf wieder verlassen werden).
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Abbildung 4.19: Beispielhafte Plots der Modellgenauigkeit (links) und der Verlustfunktionen (rechts) für
nepochs = 150.
Die genutzte Bibliothek TensorFlow bietet die Möglichkeit der Erstellung eines Tensorboards. Dieses um-
fasst wesentliche Eigenschaften zum Lernverhalten und Fehlerverhalten eines kNN, welche über die ge-
nannten Darstellungen in Abb. 4.19 hinausgeht [253]. Für die in ihrer Natur komplexere Analyse von
RNN-Strukturen, im Speziellen LSTM, wurde von [239] einWerkzeug zur Visualisierung der inneren Ver-
knüpfungen imModell entwickelt. Aufgrund seiner Implementierung in einer anderenUmgebung (Lua)
und die Fokussierung auf Natural Language Processing (NLP) findet das Werkzeug in dieser Arbeit kei-
ne Verwendung. Eine Beschränkung auf die in Abb. 4.19 dargestellten Visualisierungen wird im Sinne
der Problemstellungen dieser Arbeit als sinnvoll erachtet.
4.6 Nachgelagerte Analyse & Modellanpassung
Die nachgelagerte Analyse und Anpassung setzt an dem Punkt an, an welchem das kNN einen - dem
Framework entsprechenden - Anwendungsdurchgang durchlaufen hat. Daraus ergibt sich eine funktio-
nale Variante eines vATM, welchemit entsprechenden Evaluierungsergebnissen Anlass zu einer etwaigen
Modellanpassung geben kann, um die Resultate des Lernprozesses zu verbessern.
Problemidentifikation Datenstrukturanalyse Modellkonfiguration Modellanwendung Nachgelagerte Analyse
Rastersuche Beschneidung Optimierung
Abbildung 4.20: Bearbeitungsast der nachgelagerten Analyse zur Optimierung der kNN.
Bei kNN beschreibt die Hyperparameteroptimierung das Problem, einen Satz optimaler Hyperparameter
für einen Lernalgorithmus zurAusbildung eines vATM auszuwählen. Die gleicheArt von kNN-Paradigma
kann unterschiedliche Einschränkungen, Gewichte oder Lernraten erfordern, um verschiedene Daten-
muster zu verallgemeinern (bspw. benötigen gleiche RNN-Paradigmen unterschiedliche Parameter für
die Anwendungsfälle Boarding und ATFM). UmdasModell das Problem optimal lösen lassen zu können,
findet die Hyperparameter-Optimierung ein Tupel von Hyperparametern, welches ein optimales Mo-
dell zur Minimierung einer vordefinierten Verlustfunktion für gegebene unabhängige Daten definiert.
Die Zielfunktion nimmt ein Tupel von Hyperparametern und gibt den zugehörigen Verlust zurück. Die
Kreuzvalidierung (vgl. Kap. 4.5) wird verwendet, um die Verallgemeinerungsleistung zu schätzen.
Die Rastersuche (engl. Grid Search) ist eine Technik zur Optimierung von Hyperparametern im Modell
[41, 19]. Die Rastersuche erstellt ein Modell für jede Kombination von spezifizierten Hyperparametern
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und wertet jedes Modell gemäß der Kreuzvalidierung aus. Sie bietet Möglichkeiten zur Optimierung
folgender Konfigurationsbestandteile:
• Batch-Wert und nepochs (Anpassung der l-Sequenzlänge und der Epochenanzahl, vgl. Kap. 2.4)
• Auswahl des Optimizers (Nutzung eines Optimizers gemäß Tab. 4.11 in Kap. 4.4.0.2)
• η und % (Anpassung der Lernrate, Kap. 2.4, und des Momentums, Kap. 4.4.0.2)
• Uhidden (Anpassung der Netzwerkstruktur, speziell der Anzahl versteckter Neuronen, vgl. Kap.
2.3)
• Dropout-Rate (vgl. Kap. 4.4.0.1)
Die Optimierung von Uhidden wird in dieser Arbeit nicht über die Rastersuche, sondern über die in Kap.
4.4.0.1 abgeleitete Gl. 4.2 geschätzt. Das Verfahren der Rastersuche ist eine Evaluierung aller möglichen
Hyperparameterkompositionen, um aus diesen die für das kNN optimale Parametrisierung abzuleiten.
Bei sehr großen Datensätzen und breit definierten Definitionsräumen für die genutzten Hyperparame-
ter führt diese Technik zu sehr rechenaufwändigen Anwendungen. Eine effizientere Technik für das
Hyperparameter-Tuning ist die Zufällige Suche (engl. Random Search), bei der zufällige Kombinationen
der Hyperparameter verwendet werden, um die beste Lösung zu finden [20]. Aufgrund des limitierten
Datenbestands der Anwendungsszenarien wird von dieser Variante - ebenso wie von der Optimierung
durch Bayesian und Evolutionäre Algorithmen (vgl. Kap. 2.1) - abgesehen.
Neben der klassischen Parametrisierung ist die Struktur eines kNN eine weitere mögliche Stellschraube
für eine nachträgliche Optimierung der Ergebnisse. Beschneiden (engl. Pruning) beschreibt dabei eine
Reihe von Techniken, um die Netzwerkgröße (durch Knoten und nicht durch Schichten) zu reduzieren.
Der Kern dieser Techniken besteht darin, während des Trainings Knoten aus dem Netzwerk zu entfer-
nen, indem diejenigen Knoten identifiziert werden, deren Fehlen die kNN-Ausgabe nicht beeinträchtigt.
Wenn während des Trainings ein Beschneidungsalgorithmus verwendet wird, wird mit einer Netzwerk-
konfiguration begonnen, die eher überschüssige (d.h. "beschneidbare") Knoten aufweist. Durch die An-
wendung eines Beschneidungsalgorithmus auf das kNN während des Trainings kann sich der optimalen
Netzwerkkonfiguration genähert werden, jedoch wird in dieser Arbeit auf die Erfahrungswerte aus Kap.
4.4.0.1 und die Optimierungen der Rastersuche zurückgegriffen.
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Kapitel 5
Simulation & Kontrolle durch
künstliche neuronale Netze
Das durch die Methoden in Kapitel 4 (S. 69) herausgearbeitete vATM, welches auf den von kNN erlernten
Dynamiken beruht, kann in vielerlei Hinsicht für Analysen und Untersuchungen genutzt werden. Dabei
sind die Bereiche der Vorhersage (Simulation) und Entscheidungsunterstützung (Kontrolle) maßgeblich.
Einerseits wird es so ermöglicht, dass eine Reaktion des Systems durch Reizung mit spezifischen Eingabe-
mengen beobachtet wird, welche Aufschluss über das zukünftige Verhalten geben kann. Andererseits können
gewünschte Zielwerte genutzt werden, um eine optimale Eingabemenge für das kNN abzuleiten und dem
Nutzer Empfehlungen zur Steuerung liefert, welche zu einem bestimmten Output führt. Doch nicht nur in
der Anwendung, auch in der theoretischen Untersuchung des Modells aus Sicht der dynamischen Systeme
können Informationen über spezifische Eigenschaften erzielt werden.
Das Kapitel beschäftigt sich dabei einerseits mit verschiedenen Formen der Prädiktion und einer Bewertung
selbiger, sowie mit der Nutzung als adaptiver Kontrollstruktur. Abschließend werden grundlegende Ideen zur
theoretischen Untersuchung der kNN vorgestellt, welche Robustheit und dynamisches Verhalten abdecken.
5.1 Sequenzprediktion zur Vorhersage bei bekannten Eingabemen-
gen
Die Prädiktion unter Nutzung bekannter Eingabemengen umfasst die Abschätzung, wie sich das vATM
auf Basis des betrachteten Ausschnitts des ATM in Zukunft verhält. Beispielhaft sind in Abb. 5.1 die Vor-
hersagen der Q0.5-DEP-Verspätung für zwei Tage in HAM unter Nutzung von Flugplandaten und ATMAP
aufgezeigt. Diese Form der Anwendung der kNN ist mit einer hohen Unsicherheit verbunden und basiert
auf den erlernten Zusammenhängen, welche innerhalb des Lernprozesses validiert wurden. Der Prozess
der Prädiktion ist einer der zentralen Interessenbereich in der KI und findet wissenschaftlich - speziell
für RNN/LSTM-Strukturen - viel Beachtung [83, 84, 85].
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Abbildung 5.1: Vorhersage/Prädiktion der DEP-Verspätung (Q0.5) für zwei beispielhafte Tage in HAM 2013 für
einen Vorhersagehorizont von 6 Stunden (entspricht 12 ATMAP-Slots).
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Im ATM ist es von großer Bedeutung auf die Charakteristiken der genutzten Features einzugehen. Das
Volumen einer Vorhersage in einem multivariaten Ansatz ist davon abhängig, in welchem Rahmen an-
dere - nicht als Zielgröße - betrachtete Merkmale bekannt sind. Diese dienen im Falle eines komplexen
Zeitverlaufs als Stützgrößen (engl. supporting feature), deren Zukunft gegeben sein muss.
Definition 21 (Stützendes Merkmal (engl. supporting feature))
Unter einem Stützenden Merkmal (engl. supporting feature) wird ein PI/KPI verstanden, dessen zu-
künftige Ausprägungen zum Startzeitpunkt einer Prädiktion bekannt sind.
Als solche Merkmale ergeben sich im Luftverkehr die jeweiligen Planzeiten (schedules) durch den Flug-
plan, aus welchen sich eine Flugnachfrage (demand) ableiten lässt, sowie das Wetter. Die Verwendung
des Wetters wird durch die Wettervorhersagemeldung TAF (Kap. 1.2.3) ermöglicht. Im Boarding kann
das Merkmal k (Queue, vgl. Kap. 3.2.2) genutzt werden, da dieses die Qualität der Schlange während
des Boardingvorgangs beschreibt, welches als Eingangsstrom in das LFZ fließt. Inwiefern dies in Realität
umgesetzt und gemessen werden kann, ist Diskussionspunkt in Kap. 8.2.
Ist die zukünftige Ausprägung der genanntenMerkmale bekannt, so definiert der Zeitraumder Bekannt-
heit den Vorhersagehorizont der Prädiktion. Als Vorhersagehorizont ist folglich der maximal mögliche
zu vorhersagende Systemzustand auf Basis der Bekanntheitsbreite der genutztenMerkmale gemeint. Die
Limitierung bezieht sich dabei auf den kleinsten aller bekannten Zeiträume aller Merkmale in Ξ. Abb.
5.2 verdeutlicht diesen Zusammenhang.
TAF Meldungen (Wetter)
Flugplandaten
Initialzustand des Systems
Sliding Window
Prädiktionsstart Gleitendes Fenster tp + 6 Stunden tp bis l-Endetp
Abbildung 5.2: Die Breite der Zeithorizonte der stützenden Merkmalen definiert die maximale Prädiktion.
Konstant in seiner Natur ist der Bekannheitsgrad der TAF, welche - wie in Kap. 1.2.3 definiert - eine
Wettervorhersage für tp + 6h ermöglicht. Dies fixiert den Vorhersagehorizont für einen beispielhaften
Prädiktionsstart von 11.00 auf die Uhrzeit 17.00. Dem gegenüber kann die Flugnachfrage in unterschied-
licher Art vorliegen. So werden erste Flugpläne in der strategischen Phase (vgl. Kap. 1.3) sechs Monate
vor dem Flugereignis entwickelt, während in der prä-taktischen/taktischen Phase auch kurzfristig Varia-
bilitäten auftreten können, welche sich spezifisch auf operative Randbedingungen beziehen (vgl. Kap.
1.3). Somit kann individuell auf Verspätungen im Flugnetzwerk reagiert werden, wodurch langfristige
Verspätungseffekte bereits im Flugplan ausgeglichen werden. Aus der genutzten Datenquelle und dem
darin verankerten Flugplan ist somit ein direkter Rückschluss auf den Vorhersagehorizont zu treffen.
Die in Kap. 3.3 vorgestellte Datengrundlage der Flughäfen HAM und LGW bezieht sich auf die in der stra-
tegischen Planungsphase festgelegte EOBT.
Im Boarding existieren in der Form keine zukünftig bekannten oder abgeschätzten Stützgrößen. Wie be-
reits beschrieben, wird auf das Feature k zurückgegriffen, welches von der Sequenz der Passagiere in der
Schlange abhängt. Für die Experimente in Teil III wird diese als für den kompletten Boardingvorgang
gegeben vorausgesetzt. Dies ist im Realfall allerdings nur unter der Einhaltung wesentlicher Systemre-
striktionen möglich und wird ebenfalls in Kap. 8 betrachtet.
Diametral zum Vorhersagehorizont stellt sich die Frage, welche Ausprägung der initiale Systemzustand
habenmuss undwie sich dieser auf die Vorhersagequalität auswirkt. Die Breite dieses Zustands definiert
den Startpunkt der Vorhersage, gemessen ab dem jeweiligen Startzeitpunkt des betrachteten L.
l1
(L) l2
(L) lp
(L) ... ...... ...l1
(L) l2
(L) ... ... lq
(L)
L
Abbildung 5.3: Vorhersage / Anwendung für einen gegebenen Anfangswert, basierend auf den Lernmustern l.
Abb. 5.3 verdeutlicht eine innerhalb der Anwendung notwendige weitere Aufteilung (graue und weiße
Färbung). Dies ist darin begründet, dass für die Anwendung einer Vorhersage immer eine bestimmte
Vorlaufzeit/ein Anfangswert des Systems angegeben werden muss (siehe Kap. 2.6.1). Dies umfasst den
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Ausgangspunkt für die Vorhersage. Für die Anwendung in ATFM ist dies eine bestimmte Zeit (z.B. 11.00
Uhr), was zu einer Vorlaufzeit von 5 h (bei Beginn des Flugbetriebs um 06:00 Uhr) führt. Die restlichen
Stunden werden vom vATM unter Berücksichtigung der genannten maximalen Vorhersagezeit bestimmt.
Im Falle des Boardings hängt dies vor allemmit der jeweiligen Strategie zusammen, was zu unterschied-
lichen Gesamtzeiten führt. Damit ergeben sich spezifische, aussagekräftige Startzeiten - hierfür siehe die
jeweilige Anwendung in Kap. 6.
Die folgenden Kapitel beschreiben den Prozess der Vorhersage unter Betrachtung von dessen Fehlereva-
luation, Robustheit und zeitversetzten Dynamiken.
5.1.1 Fehlerfortschreitung & Prognoseevaluierung
Die Evaluierung der Prognose unterscheidet sich ausdrücklich von der Evaluierung, welche in Kap.
2.4 für den Trainingsprozesses des kNN vorgestellt wurde. So findet bei der hier betrachteten Bewer-
tungsform zwar ebenfalls eine Gegenüberstellung Modell- und Realwert unter Berücksichtigung einer
bestimmten Kostenfunktion statt, jedoch im Sinne einer Gesamtprozessevaluierung gemäß spezifischer
Metriken undDarstellungsformen.Diese nimmtRücksicht auf den jeweiligenATM-Systemausschnitt und
bewertet spezifisch die Qualität der Vorhersage des vATM.
Für das Boarding sind im Prozessverlauf vor allem zwei Qualitätsmerkmale relevant: die Prozessabwei-
chung M 1 − fSL des vATM vom tatsächlichen Boardingfortschritt zu fest definierten Zeitpunkten t und
die Zeitabweichung M t nach einem fest definierten Boardingfortschritt 1− fSL. Die Prozessabweichung
lässt sich folglich als vertikale Evaluierung definieren, die Zeitabweichung als horizontale Evaluierung.
Aus diese Abweichungen ergeben sich zwei Verlaufsintervalle, welche in Abb. 5.4 beispielhaft für ein
individuelles Boarding dargestellt sind.
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(a) Evaluierung der Boardingvorhersage über Zeit- und Prozessabweichung.
(b) Zeitabweichung M t bis zu 99% Boardingfortschritt. (c) Prozessabweichung (M 1 − fSL).
Abbildung 5.4: Abweichungsberechnung der Vorhersagen im Anwendungsfall des Boardings.
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Aus dieser Form der Darstellung lässt sich ableiten, dass derQ0.5-Prognosefehler nach 30Minuten (1800
s) bei ungefähr 4.5% liegt. Nach einem Boardingfortschritt von 90% beträgt die Q0.5-Abweichung der
Boardingzeit ungefähr 95 s. Über den kompletten Vorgang betrachtet ergeben sich so Muster, die einer
weiteren Analyse bedürfen. Aus dem genannten Beispiel lässt sich visuell extrahieren, dass die mittle-
re Prozessabweichung (rechts) durch einen S-Förmigen Funktionsverlauf reproduzierbar ist. Ist diese
beschreibende Funktion in Abhängigkeit von der Boardingzeit identifiziert, kann sie in einer nachgela-
gerten Analyse als Fehlerreduzierung eingesetzt werden. Diese Form des Post-Processings wird im An-
wendungsfall des Boardings (Kap. 6) spezifisch betrachtet. Vorweggenommen ist eine solche Methode
nur für Funktionen mit sehr regelmäßigen Verläufen anwendbar, da bei random walks auch der Fehler-
verlauf keinem erklärbaren Muster folgt.
Diesen Fehler hinzuziehend lässt sich für jedes Boardingverfahren ein Wahrscheinlichkeitskorridor bil-
den, welcher die zu erwartende Boardingzeit beinhaltet und auf die Variabilität aus den Fehlermessun-
gen eingeht. Dies ist insofern essentiell, als dass sich damit ein direkter Vergleich zu bisherigen, stochas-
tischen Vorhersagen der Boardingverfahren [225] ziehen lässt, um den Vorteil der kNN in dieser An-
wendung zu untermauern. Auch diese Methodik ist Boarding-spezifisch und bezieht sich darauf, dass
es einen festen Systemzustand (Ende des Boardings) gibt, dessen Charakteristik es zu untersuchen gilt
und welche eine Terminierung des kompletten Prozesses umfasst.
Eine derartige Betrachtung ist im ATFM nicht möglich. Zwar gibt es auch dort, gerade für Nachtflugver-
bote in HAM, Terminierungen, mit denen die jeweiligen L abschließen, jedoch sind die entsprechenden
KPI-Ausprägungen allen weiteren Zeitpunkten gleichgestellt. Letztlich bezieht sich die maßgebliche Eva-
luierung im Anwendungsfall des Boardings somit auf einen einzelnen Zeitpunkt t, zu welchem der Ver-
lauf des Hauptmerkmals 1 − fSL die x-Achse schneidet. Nichtsdestotrotz ist ein großer Fehlerkorridor
(vgl. Abb. 5.5, links)während des Prozesses - auch bei einem sehr guten Terminierungsergebnis - kritisch
zu hinterfragen, da hierbei nicht von einer korrekten Systemidentifikation durch das vATM ausgegangen
werden kann.
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Abbildung 5.5: Hohe Prozessabweichung (links) und tangierende Vorhersage ohne Terminerung (rechts) einer
Boardingvorhersage mit einer Startzeit von 500 s (blau - Originaldaten, orange - Modellausgabe).
Der Bezug auf einen Terminierungspunkt birgt noch eine weitere Gefahr: eine Kurvenbildung des vATM,
welche die y-Achse tangiert und somit zu keinem Schnittpunkt führt, identifiziert kein Ende des Boar-
dingvorgangs und ist im Sinne der Prozessvorhersage nicht verwendbar. Auch hier ist eine stufenweise
Evaluierung (wie in Abb. 5.4 alle 10%) essentiell, da somit Erkenntnisse über diese Prozessdivergenz ge-
wonnen werden können. Abb. 5.5 (rechts) verdeutlicht ein tangierendes kNN beispielhaft. Hintergrund
für dieses Fehlverhalten sind die nicht kontinuierlich sinkenden Merkmale der Komplexitätsmetrik, de-
ren Minimum einheitlich 0 ist.
Für den ATFM-Anwendungsfall kann ebenso die Darstellung der Prozessabweichung (vertikal) über
geeignete Visualisierungen (z. B. Box-Plot, Konfidenzintervalle) angewandt werden. Abb. 5.6 (rechts)
visualisiert dies beispielhaft für DEP-Verspätungsvorhersagen und deren Fehler, welcher auf den Q0.5-
Werten basiert. Bei einer hohen Mächtigkeit von Λ (bspw. von 200 einzelnen Tagen) kann auf die Dar-
stellungsform der Grand Tour (vgl. Kap. 4.3.1.1) zurückgegriffen und diese als Differenzfläche genutzt
werden. Dies wurde beispielsweise in [189] angewandt. Grundlage der Differenz ist dabei die jeweils
genutzte Evaluierungsmetrik. Somit kann über das gesamte Λ dargestellt werden, in welchen Zusam-
menhängen sich Fehler in welcher Stärke ausbilden. Repräsentativ dafür steht Abb. 5.6 (links), welche
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die Differenzflächen für die Ausbildung von ARR-Verspätungen am Flughafen HAM unter Berücksichti-
gung vonWetter und Flugnachfrage abbildet. Deutlich zu erkennen ist, dass ein klares Ungleichgewicht
im Bereich sehr geringer Nachfrage und schlechten Wetterverhältnissen entsteht. Grund hierfür können
beispielsweise vom kNN fehlerhaft identifizierte kausale Zusammenhänge vonWetter und Flugnachfrage
sein, welche bei jeglichen Schlechtwetterbedingungen Verspätungen erzeugen, ohne die Flugnachfrage
korrekt einzubinden. In Bereichen geringer Nachfrage ist der Flughafen weniger sensibel gegenüber me-
teorologischen Einflüssen, weshalb das kNN an dieser Stelle möglicherweise zu Fehlschätzungen neigt.
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Abbildung 5.6: Dreidimensionale Differenzflächen bei der Prognose von ARR-Absolutfehlern (links) und Konfi-
denzintervalle für DEP-Verspätungen (Q0.5-Fehler, rechts) am Beispiel HAM 2013.
Die Evaluierung einer Klassifikation bezieht sich auf die Wahrheitsmatrix (Kap. 2.6.2). Visualisierungs-
formen, wie bspw. die dreidimensionalen Fehlerflächen, sind für die Klassifikation ebensomöglich, brin-
gen jedoch aufgrund des geringen Spektrums des Zielwertebereichs (bspw. fünf Klassen) geringeren
Mehrwert.
Tab. 5.1 fasst abschließend die Methoden der Prognoseevaluierung zusammen. Es bedarf stets einer an-
wendungsorientierten Diskussion, welche Formen der Darstellung zielführend sind. Diese können wei-
tere, hier nicht genannte Arten umfassen.
Tabelle 5.1: Methoden der Prognoseevaluierung mit Prozessbezug.
Methode Anwendungsbereich Beschreibung
Prozessverlaufsabweichung ATFM, Boarding t-abhängige Abweichung von Prozessverlauf
Zeitabweichung Boarding 1− fSL-abhängige Abweichung vom Zeitverlauf
Fehlerfläche ATFM Differenzfläche (z=Output) relevanter Feature-Tupel
Wahrheitsmatrix ATFM (klassifiziert) vgl. Gl. 2.12 in Kap. 2.6.2
5.1.2 Robustheitsschätzung der Vorhersage
kNN-Modellierungen sind stets auf ihre Validität bzgl. unbekannter Eingaben zu prüfen. Durch den
Trainingsvorgang im überwachten Lernen der kNN ist dies dies nur teilweise gewährleistet, da hier ein
Bewertungs- und Anpassungsprozess durch Gegenüberstellung von Modellausgabe und beobachtetem
Realwert stattfindet. Diese Validität bezieht sich auf die reine Betrachtung des Outputs, nicht aber auf
die wiedergegebene Systemdynamik. Ein wesentlicher Faktor dafür spielt die Generalisierung. Bei einer
Adaption eines kNN muss stets die Balance gefunden werden, dass beobachtete Zeitreihen wiederge-
geben werden können, aber nicht auswendig gelernt werden. Somit ist das kNN geeignet, um auch aus
unbekannten Datenmengen Schlüsse zu ziehen, die den Charakteristiken des ATM entsprechen und das
vATM zu einer validen Abbildung machen. Dieser Prozess wird als Wissenstransfer bezeichnet [248].
Im Folgenden wird daher die Vorhersage durch das vATM auf Robustheit geprüft. Der Ausdruck Robust-
heit bezieht sich dabei auf - im Sinne des ATM-Ausschnitts - erklärbares Verhalten bei Eingabemengen,
welche andere Formen aufweisen als in den beobachteten Beständen. Diese Form der Untersuchung geht
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dabei nicht auf eine Optimierung des Inputs ein (Kap. 5.2.2) und bezieht sich nicht auf die Parametri-
sierung des kNN (vgl. Ausblick auf Stabilitätsanalysen in Kap. 8.2). Das vATM wird mit geeigneten Test-
signalen gereizt und eine Beobachtung der Ausgabe liefert Rückschlüsse auf etwaige Generalisierungs-
einschränkungen. Diese Testsignale sind in der Literatur bekannt als feindselige Beispiele (engl. adversarial
examples) [12]. Dabei handelt es sich um eine Instanz mit kleinen, absichtlichen Funktionsstörungen, die
dazu führen soll, dass ein maschinell lernendes Modell eine falsche Vorhersage macht. Vor allem in der
Bildklassifikation hat diese Form der Robustheitsschätzung auf wissenschaftlicher Ebene eine Vielzahl
von Forschungsergebnissen hervorgebracht [243, 91, 240]. Diese beziehen sich jedoch auf eine Parameter-
gebundene Analyse, die aufgrund der RNN-Komplexität nicht genutzt wird. Ebenso ist die Forschung an
Verteidigungsmechanismen von kNN gegenüber feindseliger Eingaben wissenschaftlich von Interesse,
wie es bspw. von [198] für RNN-Paradigmen untersucht wurde.
Eine parameterfreie Variante der Untersuchung wird auf zwei Arten durchgeführt: zum einen wird das
vATM mit Eingabenmengen gereizt, welche in ihrem Auftreten nicht den Beobachtungen aus M ent-
sprechen (z. B. durch Ereignisse, die im allgemeinen Flugbetrieb ungewöhnlich sind, wie kurzzeitige
Kapazitätseinbrüche). Zum anderen wird die Eingabesequenz in ihrer Struktur verändert, die jedoch
von ihren Einzelwerte M entstammt. Dies kann sich bspw. auf einen neuen Flugplan beziehen, dessen
Flugdynamiken nicht den Beobachtungen in der Basismenge Λ entsprechen. Abb. 5.7 visualisiert diese
Herangehensweise.
Abbildung 5.7: Beobachtungsfremde (links) und beobachtungsveränderte (rechts) Robustheitsreizung des vATM.
Zur Bildung feindseliger Eingaben wird auf existierende Daten aus M zurückgegriffen, welche künst-
lich verändert werden, um neuartige Eingabenmengen abzubilden. So kann bspw. für einen Zeitschritt
ein außergewöhnliches Ereignis implementiert werden, welches dem Gesamtbild der Zeitreihe wider-
spricht (z. B. kurzfristiger Nachfrageeinbruch, Boardingstopp). Reagiert das kNN überhaupt nicht auf
dieses Ereignis, so ist zwar das vATM formal robust, jedoch in Bezug auf die Systemdynamik nicht va-
lide. Je nach Anwendungsfall unterscheidet sich die Form der Bereitstellung der Eingangsdaten für die
Robustheitsprüfung. So ist es für die ATFM-Anwendung sinnvoll, Eingangsdaten des Flugplans gezielt
zu modifizieren. Es soll dabei - aufgrund des beispielhaften Charakters - keine Rücksicht auf Flugplan-
spezifische Restriktionen genommen werden.
Sowohl die Modifikation, als auch die Eingabe außerhalb vonM müssen sich auf die Features beziehen,
welche vom kNN als Eingangsmerkmale verwendet werden (Ξ̃). Die grundlegende Herangehensweise
ist durch die Arbeiten in [12] inspiriert, wo spezifisch Methoden zur Erstellung von feindseligen Bei-
spielen für RNN-Strukturen untersucht werden. Durch den eigenständigen Charakters des ATM müssen
jedoch operative Randbedingungen in den Algorithmus mit einfließen.
Feindselige Beispiele sind für das Boarding dahingehend nutzbar, als das die eigentliche Boardingsi-
mulation sehr hochwertige, fehlerfreie Ausgaben produziert. Diese enthalten gemäß ihrer Beschreibung
zwar ein gewisses Maß innerer Entropie (vgl. Kap. 3.2.2), jedoch nur, um den eigentlichen Boardingpro-
zess bzw. die jeweiligen Strategien ihren realen Vorbildern anzugleichen. DieMessung, welche durch die
Komplexitätsmetrik erfolgt, ist fehlerfrei und stetig. Ausreißer, welche sich in einem für die Simulation
vertretbaren Rahmen bewegen, sind bedingt durch die Simulation, nicht aber durch die Messung. In ei-
ner real-operationellen Anwendung ist davon auszugehen, dass eine Adaption der Komplexitätsmetrik
durch Sensoren zu Messfehlern und Aussetzern führen kann. Die Robustheit des kNN gegenüber dieser
Eingaben gilt es zu untersuchen.
Zur Umsetzung dieser beobachtungsfremden Robustheitsprüfung erfolgt eine iterative Fehleraddition
der Ausgangssignale - spezifischer des Initialzustands des Boardingvorgangs (bspw. der ersten 400 s).
Abb. 5.7 aufgreifend, bedeutet dies im Boarding, Eingaben außerhalb vonM (links) zu generieren. Dies
kann als Generierung eines künstlichen Fehlers interpretiert werden und in spezifischen Stärken bzw.
Häufigkeiten erfolgen (vgl. Abb. 6.7).
Zur Generierung des Fehlers wird auf das Gauß’sche Rauschen zurückgegriffen [161]. Diesem statisti-
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Abbildung 5.8: Beobachtungsfremde Robustheitsprüfung für kNN im Anwendungsbereich des Boardings für eine
50%-Fehler (links) und 25%-Fehler (rechts) einer Eingabesequenz von 400s.
schen Rauschen unterliegt eineWahrscheinlichkeitsdichtefunktion, die derjenigen derNormalverteilung
entspricht. Die Fehlerwerte, die das Rauschen annehmen kann, sind somit gaußverteilt. Für verschiedene
Kombinationen von µ und σ ist dies in Abb. 6.7 dargestellt. Dabei wurden 50% (links) und 25% (rechts)
der l ∈ L (zufällig gewählt) mit einem Fehler versehen. Diese Veränderung wird auf alle genutzten Fea-
tures aus Ξ̃ angewandt.
Für das ATFM dient das Gauß’sche Rauschen der Veränderung der Flugplandaten durch ganzzahligeMo-
difikation der Flugnachfrage (Demand). Die Thematik der künstlichen Flugplanerstellung, welche in ih-
rer Anwendung (l /∈ Λ) sinnvoll angewandt werden könnte, umfasst ein komplexes und vielschichtiges
Problem und findet deshalb auch wissenschaftlich Beachtung [21]. Welche Frequentierung und welche
Reihenfolge bzw. Permutation die M -fremden Eingaben haben, wird jedoch in dieser Arbeit nicht be-
trachtet (ausgenommen sei hierbei die Berücksichtigung der Reihenfolge zur Wissensextraktion in Kap.
5.2).
Beobachtungsveränderte Eingabesequenzen können imBoardingden Fall aussetzenderMessungen, bspw.
durch Sensorfehler oder statische Prozesszustände, umfassen. Dies bedeutet das Ausbleiben aktualisier-
ter Informationen und somit eine, im Gegensatz zu den Simulationsdaten, vergleichbare Stufenstruktur.
Dieser Fall soll in dieser Arbeit nicht Teil der Robutsheitsprüfung sein, da die grundlegende Datenstruk-
tur der Simulation bereits eine ähnliche Struktur abbildet.
Im Anwendungsfall des ATFM hingegen können so kurzzeitige, extreme Systemzustände generiert wer-
den. Bspw. ist ein Einbruch des Demands in einem Intervall von einem oder mehreren ATMAP-Zeitslots.
Dies kann durch den konstanten Verlauf der Flugnachfrage für denWert 0 simuliert werden. Es ist davon
auszugehen, dass das kNN keinem erklärbaren Muster für diese (unbeobachtete) Eingabe folgt.
Tabelle 5.2: Methoden der beobachtungsveränderte und beobachtungsfremde Robustheitsprüfung.
Effekt im Boarding Methode Effekt im ATFM
Messfehlersimulation Gauß’sches Rauschen (beobachtungsfremd) Kapazitätssteigerung
Sensoraussetzer Konstante Verläufe (beobachtungsverändert) Kapazitätseinbrüche
5.2 Nutzung des Modells als adaptive Kontrollstruktur
5.2.1 Extraktion von Zusammenhängen der Eingabegrößen
Die Wichtigkeit der Features (engl. Feature Importance) bietet einen hoch komprimierten, globalen Ein-
blick in das Verhalten des kNN. Die Wichtigkeitsmessung berücksichtigt automatisch alle Interaktionen
mit anderen Merkmalen, sodass durch die Veränderung der Features auch die Interdependenzen (vgl.
Kap. 1.2.1) Einfluss nehmen. Dies bedeutet, dass dieWichtigkeitsmessung sowohl den Hauptmerkmals-
effekt, als auch die Interaktionseffekte auf die Modellperformance einbeziehen muss.
Zur Feststellung der Relevanz der einzelnen Features in einem kNN-basierten System (Ξ̃) sind in der Li-
teratur verschiedene Methoden beschrieben [79, 170, 86]. Eine Hürde ist, dass die Struktur komplexerer
kNN, also vor allem von RNN-Strukturen, nicht mehr durch Methoden beschrieben werden kann, wel-
che die Parameter des Netzes nutzen. Dadurch muss das vATM - ähnlich zu Kap. 5.1.2 - mit Testsignalen
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gereizt und die Ausgabe untersucht werden (dies entspricht der grundlegenden Vorgehensweise einer
Sensitivitätsanalyse). Die hier beschriebene Methode stellt damit eine Erweiterung der Robustheitsprü-
fung dar und führ zu einer Bewertung des Variableneinflusses in einem kNN.
[170] führte einen repräsentativen Vergleich vonMethoden durch, welche der Quantifizierung der Rele-
vanz von Eingabevariablen auf die Ausgaben dienen. Auf die Ergebnisse dieser Ausarbeitung beziehen
sich die genannten Methoden in Tab. 5.3. Unterschieden werden dabei Methoden, welche sich der di-
rekten Parametrisierung des kNN widmen, und jenen, welche das kNN als in sich unbekannt (Black Box)
erfassen. ParametergebundeneMethoden beschränken sich auf einfacheMLP undwerdenwegen der pri-
mären Nutzung von RNN zunächst nicht berücksichtigt. Dem gegenüber stehen Algorithmen auf Basis
der Idee von Sensitivitätsanalysen, welche übergeordnet agieren und durch verschiedene Reize die Re-
aktion der Outputs des Systems beobachten und analysieren.
Methoden, welche sich auf die Gewichtungen innerhalb des Netzes beziehen und deshalb für MLP an-
wendbar sind, sindGarson’s AlgorithmusunddieConnectionWeightsMethode. Garson leitet hidden-output
Verbindungsgewichte in Komponenten ab, welche jedem Eingangsneuron zugeordnet sind und Ab-
solutwerte der Verbindungsgewichte nutzt (siehe [79, 86]). Die Connection Weights Methode berechnet
das Produkt aus den rohen, input-hidden und hidden-output Verbindungsgewichten zwischen jedem
Input-Neuron und Output-Neuron und summiert die Produkte über alle versteckten Neuronen [169].
Über partielle Ableitungen der kNN-Ausgabe in Bezug auf die Eingangsneuronen lässt sich ebenfalls für
Feedforward-Paradigmen eine Lösung zur Wichtigkeitsbestimmung von Inputs ableiten [55].
Methoden, die einer übergeordneten Analyse entsprechen und das kNN wie eine Black Box behandeln,
dienen vor allem zur Untersuchung von RNN. Die Inputreizung (von [87] als “Perturb”-Methode bezeich-
net) bewertet die Änderung des MSE des kNN, indem eine kleine Menge an weißem Rauschen zu jedem
Eingangsneuron hinzugefügt wird, während alle anderen Eingangsneuronen auf ihren beobachteten
Werten gehalten werden. Die daraus resultierende Änderung des MSE für jede Eingangsstörung veran-
schaulicht die relative Bedeutung der Vorhersage [208]. Einen ähnlichen Ansatz verfolgen Sensitivitäts-
analysen (von [87] als “Profil”-Methode bezeichnet). Dazu gehört das Variieren jeder Eingabevariablen
über n Datenwerte, die n − 1 gleiche Intervalle über ihren gesamten Bereich begrenzen und alle ande-
ren Variablen auf ihr Minimum, Q0.25, Q0.5, Q0.75 und Maximum konstant halten [142]. Der mediane
vorhergesagte Ansprechwert über die fünf Summenstatistiken wird berechnet und die relative Bedeu-
tung jeder Eingangsgröße wird durch die Größe ihres Bereichs der vorhergesagten Ansprechwerte (d.h.
Maximum-Minimum) veranschaulicht.
[195] bieten einen alternativen Weg zu Bestimmung von Relevanzen an, genannt Local Interpretable
Model-agnostic Explanations (LIME). Die Grundidee von LIME ist die Entwicklung eines äquivalenten
Modells, dessen Verhaltensweise - im Gegensatz zum kNN - transparent und erklärbar ist. Dadurch wird
gewährleistet, dass ein vergleichbares Verhalten durch ein Modell abgebildet wird, welches den Prozess
von Eingabe zu Ausgabe nachvollziehbar macht und eine Übertragung dieser Beschreibung auf das ei-
gentliche Grundmodell (das kNN) zulässt. Der Prozessschritt zur Entwicklung eines Äquivalenzmodells
stellt dabei die größte Herausforderung dar und führt dazu, dass LIME ein sehr komplexes Verfahren zur
Wichtigkeitsbestimmung darstellt.
Eine weitere Herangehensweise - und die in dieser Arbeit im Fokus stehende Methode - ist die die von
[11] vorgeschlagenePermutation Importance. Diesewird berechnet, nachdemein kNN angepasstwurde. So
werdenweder das kNN, noch die Vorhersagen geändert, die für eine bestimmte EingabemengeΛ erhalten
wurden. Stattdessen werden zufällig einzelne Spalten der Validierungsdaten gemischt, wobei die restli-
chen Daten konstant bleiben. Die Beeinflussung der Genauigkeit der Vorhersage bestimmt die Relevanz
des Features. Eine zufällige Neuordnung einer einzelnen Spalte sollte zu weniger genauen Vorhersagen
führen, da die resultierenden Daten nicht mehr den inM beobachteten Sequenzen entsprechen. DieMo-
dellgenauigkeit leidet besonders, wenn eine Spalte eines Features gemischt wird, welches hohe Relevanz
für das kNN bei Vorhersagen hat. Es ist anzunehmen, dass dies beispielsweise für die Flugnachfrage zu-
treffen wird und eine Mischung selbiger zu sehr fehlerhaften Vorhersagen führt.
Basierend auf dieser Erklärung sieht der Prozess wie folgt aus:
a) Erhalt des trainierten kNN.
b) Mischen derWerte in einer einzigen Spalte eines Features, Treffen der Vorhersagenmit dem resultie-
renden Datensatz. Gegenüberstellung dieser Vorhersagen und der wahren Sollwerte, um zu berech-
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nen, wie sehr die Verlustfunktion unter demMischen gelitten hat. Diese Leistungsverschlechterung
misst die Bedeutung des Features.
c) Wiederherstellen der Daten auf die ursprüngliche Reihenfolge (Rückgängigmachen der Zufallswie-
dergabe von Schritt 2.) Wiederholen von Schritt 2 mit der nächsten Spalte in Λ, bis die Bedeutung
jeder Spalte berechnet wurde.
Anstatt also ein Feature zu entfernen, kann es durch zufälliges Rauschen ersetzt werden - Ξ̃ ist im-
mer noch komplett, enthält aber für das entsprechende Feature keine beobachteten Informationen mehr.
Dieses Verfahren funktioniert, wenn das Rauschen aus der gleichen Verteilung wie die ursprünglichen
Merkmalswerte stammt (da sonst der Schätzer ausfallen kann). Abb. 5.9 visualisiert die Wichtigkeit von
Features für zwei verschiedene Tage für den Flughafen Hamburg (HAM). Die zugrundeliegenden Daten
wurden über die Methode der Permutation Importance bestimmt. Die Implementierung dieser Methode
basiert auf der Bibliothek mlXtend [182] und erweitert diese gezielt für die hier betrachteten Problem-
stellungen.
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Abbildung 5.9: Radarplot zur tageweisen Visualisierung des Einflusses aller Elemente aus Ξ̃ unter Nutzung der
Permutation Importance für den 01.04.2013 (blau) und 01.11.2013 (rot) am Flughafen Hamburg (HAM).
Äquivalent zur Robustheitsprüfung in Kap. 5.1.2 wird diese Methodik auf zwei unterschiedlichen We-
gen angewandt. Hintergrund ist, dass es innerhalb des ATM (und damit bei einer Abbildung durch RNN
auch innerhalb des vATM) zu zeitabhängigen Wechselwirkungen kommt. Aus diesem Grund ist sowohl
die Vergangenheit wichtig, als auch der Zeitpunkt der Messung. So hat bspw. im Boarding das Feature
k gemäß seinem charakteristischen Verlauf (siehe Abb. 3.6, S. 64) nach ungefähr der Hälfte des Boar-
dingvorgangs einen anderen Einfluss als zu Beginn. Ähnlich verhält es sich bei KPI im Flugbetrieb, deren
Auswirkung sich im Tagesverlauf ändert. Diese speziellen Charakteristiken müssen in den Anwendun-
gen berücksichtigt werden.
Tab. 5.3 stellt zusammenfassend für kNN nutzbareModelle zur Quantifizierung vonMerkmalseinflüssen
vor, wobei die Permutation Importance Relevanz für die Experimente in Teil III hat. Begründet wird dies
durch die Vermeidung von Änderungen des kNN und die Nutzungsmöglichkeit für alle Paradigmen.
Tabelle 5.3: Für kNN nutzbare Modelle zur Quantifizierung von Merkmalseinflüssen.
Methode kNN Paradigma Evaluierung
Garson’s Algorithm MLP Nutzung von Verbindungsgewichtungen
Connection Weights Method MLP Nutzung von Verbindungsgewichtungen
Partielle Ableitungen MLP Nutzung der Paradigmenbeschreibung
Sensitvitätsanalyse (Sobol, Morris) alle Variation der Eingabedaten
LIME alle Bildung von Äquivalenzmodellen
Permutation Importance alle Variation der Eingabedaten
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5.2.2 Metaheuristische Optimierung der Eingabemengen
Die Feststellung der Relevanz der genutzten Features kann eine Hilfstellung bei der Steuerung sein. Da
das systemische Wissen jedoch innerhalb des kNN verfügbar ist, kann dieses auch zur Ableitung von
Handlungsempfehlungen direkt genutzt werden. Dabei ist zu beachten, dass das vATM wieder einen
Black-Box-Charakter erlernt. Das System ist in der Lage, aus gegebenen Eingaben X die Ausgabe y zu
generieren, jedoch in derartiger Komplexität, dass das System als unbekannt genutzt werden muss. Aus
diesemGrundwird auf heuristische Verfahren zurückgegriffen, welche das Auffinden einer Näherungs-
lösung ermöglichen.
Die Liste metaheuristischer Verfahren mit geeigneter Anwendung für kNN ist lang. Einen breiten Über-
blick liefert dafür [234]. So eignen sich die bereits genannten Methoden der Zufälligen Suche und der
Rastersuche (vgl. nachgelagerte Optimierung von kNN in Kap. 4.6). Die Bayesian Optimierung ist eine wei-
tere Option, wird jedoch, wie bei der Optimierung von kNN, aufgrund eines anderen Forschungsschwer-
punkts nicht betrachtet. In der Informatik bekannte Vertreter sind außerdem die VerfahrenHill Climbing
und Simulated Annealing.
Alle Methoden bieten Möglichkeiten zur übergeordneten Optimierung des kNN. In dieser Arbeit wird
jedoch die Methode der Partikelschwarmoptimierung (PSO) ([130]; [230]) herangezogen, da diese eine
globale Optimierung ermöglicht (über mehrere Zeitschritte hinweg), als auch Restriktionen einbindet,
welche für das Fluggeschehen essentiell sind. Die PSO bietet darüberhinaus Möglichkeiten zur Auswahl
von Features [178], wird zu diesem Zweck in dieser Arbeit jedoch nicht genutzt.
Die grundlegende PSO funktioniert mit einer Population (Schwarm) von Kandidatenlösungen (Parti-
kel) zur Lösung eines Optimierungsproblems (Minimerung). Diese Partikel werden im Suchraum nach
bestimmten Regeln bewegt. Die Bewegungen der Partikel werden von ihrer eigenen bekannten Positi-
on im Suchraum, sowie den bekannten Positionen des gesamten Schwarmes geleitet. Wenn verbesserte
Positionen entdeckt werden, bewegt sich der Schwarm entsprechend. Der Prozess wird wiederholt, bis
schließlich eine zufriedenstellende Lösung gefunden wird. Das Finden des Optimums ist jedoch, gemäß
ihres Charakters als Heuristik, nicht garantiert.
Die Anwendung der PSO soll primär für singuläre Tage unter Schlechtwetterbedingungen für die Opti-
mierung der DEP-und ARR-Verspätungen genutzt werden. Abb. 5.10 verdeutlicht dafür den grundlegen-
den Ablauf.
Statusindikator Kontrollindikator
Trainiertes kNN
Ausgabe
Restriktionen
Optimierung
Zielstellung
Eingabe
Abbildung 5.10: Grundlegendes Anwendungsschema einer (globalen) Partikelschwarmoptimierung (PSO).
Beachtet werden muss, dass das vorgestellte Modell aus Fig. 5.10 zur globalen Optimierung mehrere lo-
kale Optimierungen für einen Zeitschritt, d.h. t+ 1, zusammenführt. Unter fehlender Berücksichtigung
weiterer Schritte kann dies zu einem suboptimalen Ergebnis führen, da lokale Minimierung stets durch
Verringerung des Demands erreicht werden kann und die Verspätung in einem weiteren Folgeschritte
wiederum erhöht werden muss, um die geforderte Menge an Flugbewegungen operativ zu bewerkstel-
ligen. Ziel muss es sein, den Gesamtwert der Verspätungen über einen Tag bzw. das betrachtete Intervall
zu minimieren.
Bei der Betrachtung von Kontrollmechanismen muss vorab geklärt sein, welche der genutzten Features
aus Ξ̃ sich als Kontrollgrößen eignen, oder nur Statusindikatoren darstellen. Am Beispiel ATFM ist die
Verspätung, als finale Outputgröße, ein Statusindikator. Gesteuert werden können hingegen die Größen
der Flugnachfrage und das Verhältnis von ARR und DEP. Kapazität und Wetter sind interne und externe
Restriktoren. Als restriktiv ist auch die Gesamtzahl der Flugbewegungen über den kompletten Tag und
für die jeweiligen Zeitslots zu sehen. Durch Vorgabe von Intervallen kann der PSO für lokale Optimierung
übertragen werden, welche Fluganzahl minimal zu erreichen ist. Liegt diese bspw. über der geforderten
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Zahl pro Zeitschritt (bspw. durch Ableitung aus dem jeweiligen Flugplan), so wird die Differenz einem
sogenannten Strafreservoir hinzufügt. Dieses wird auf den nächsten Zeitschritt übertragen und erhöht
die Gesamtzahl der Flüge um die in ihm befindliche Fluganzahl. Das Strafreservoir muss gemäß der
Restriktion der gesamten Flugbewegungen am Ende ∅ sein.
Der Grundgedanke sei am Beispiel einer Verspätungsminimerung für alle Zeitschritte nach 11.10 am
Flughafen Hamburg (HAM) illustriert:
Abbildung 5.11: Übersicht einer globalen PSO zur Minimierung der Verspätung unter iterativer Nutzung lokaler
PSO, welche teilweise lokale Verluste herbeiführen können, um global das Optimierungsproblem zu lösen.
Die lokale Optimierung mit dem Ziel, eine globale Minimierung des Delay zu vollziehen, führt zu einer
iterativen PSO. Diese erhält als Zielfunktion dieMinimierung der Gesamtverspätung nach einer bestimm-
ten Zeitmenge ΓPSO, welche durch das Zeitfenster 11.20 (Vorhersagestart) bis 17.20 (maximaler Hori-
zont durch TAF) 6 h beträgt, also 12 Zeitschritte gemäß ATMAP-Einteilung. Beachtet werden muss, dass
der Wertebereich der Kontrollgröße der Flugnachfrage beschränkt werden sollte. Logischerweise führt
ein geringere Flugnachfrage zu geringerer Verspätung, jedoch muss eine bestimmte Menge an Flügen
durch das System fließen, womit die operativen Randbedingungen beschrieben werden. Bei der Opti-
mierung können Flüge daher im Zeitfenster verschoben werden, jedoch nicht (oder nur mit einer fest
definierten Rate) ausfallen. Die Versetzung ist auf t + 1 beschränkt. Dies führt zu einem sogenannten
Backlock-Effect, da hier ein lokales Optimum nicht zwingend zu einem globalen Optimum führen muss.
Für Boarding hingegen erweist sich dieser Ansatz als schwierig - alle in Kap. 3.2.2 genannten Indikatoren
der Komplexitätsmetrik dienen nicht primär zur Steuerung, da durch sie kein Prozess beschrieben wird,
welcher steuerbaren Einfluss auf die Passagierdynamik hat. Es kann jedoch der Zugangsfluss erhöhtwer-
den, indem ein zweiter Boardkartenschalter geöffnet wird. Der Zeitpunkt einer solchen Öffnung könnte
durch das vATM signalisiert werden. Aufgrunddessen, dass bereits die Vorhersage der Boardingzeit eine
Mehrwert für den Turnaround-Prozess bietet, wird im Boarding von einer Optimierung durch die PSO
abgesehen.
Die PSO wird durch die Bibliothek PySwarms [153] implementiert und mit den kNN aus Keras verknüpft.
Tabelle 5.4: Methoden der (meta-)heuristischen Optimierung für alle kNN-Paradigmen.
Heuristik Anmerkung
Partikelschwarmoptimierung (PSO) naturanaloges Verfahren für globale Optimierungsprobleme
Weitere gemäß [234] bspw. Hill Climbing, Simulated Annealing, ...
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Kapitel 6
Anwendungsgebiet Boarding als Teil
des Turnaround-Prozesses
Ein zuverlässiger und berechenbarer Bodenbetrieb ist für einen pünktlichen Flugverkehr unerlässlich. Un-
sicherheiten in der Flugphase haben deutlich geringere Auswirkungen auf die Flugpünktlichkeit als Abwei-
chungen im Bodenbetrieb [157]. Die Bodenabfertigung eines Flugzeugs besteht in erster Linie aus den Pro-
zessen am Standplatz, definiert als der Turnaround, der hauptsächlich von operativen Experten gesteuert
wird. Nur das Boarding des Flugzeugs, das sich auf dem kritischen Pfad des Turnarounds befindet [218],
wird von der Erfahrung und der Bereitschaft oder Fähigkeit der Passagiere bestimmt, die vorgeschlagenen
Verfahren einzuhalten.
Im folgenden Experiment werden Boardingverfahren aggregiert, untersucht und mithilfe neuronaler Net-
ze analysiert, um den Fortschritt eines laufenden Boardings vorherzusagen. Den Schwerpunkt der Analyse
macht das Paradigma des LSTM aus. Da keine Betriebsdaten über das spezifische Passagierverhalten verfüg-
bar sind, wird eine zuverlässige, validierte Boardingsimulationsumgebung verwendet, um Daten über die
Boarding-Ereignisse des Flugzeugs bereitzustellen (vgl. Kap. 3.2.2.1). Ebenso werden erwartete Passagierin-
teraktionen in der Flugzeugkabine berücksichtigt. Diese Interaktionen werden über eine Komplexitätsmetrik
aggregiert und ermöglichen eine effiziente Bewertung des aktuellen Boarding-Fortschritts (vgl. Kap. 3.2.2.2).
Diese Daten dienen als multivariate Eingabe für die kNN und als umfassende Beschreibung des beobachteten
Boarding-Modells.
6.1 Systemidentifikation des Boarding-Subsystems
Dieser Ansatz stellt zum ersten Mal einen Möglichkeit zur Vorhersage des Boarding-Fortschritts von
Flugzeugendar,welche einen zusätzlichen erheblichenNutzen für denTurnaround-Betrieb von Flugzeu-
gen hat, insbesondere die präzise Planung aufgrund der Reduzierung von Unsicherheiten. Da keine Be-
triebsdaten aus der Flugzeugkabine verfügbar sind, wird ein validiertes stochastisches Boardingmodell
als Simulationsumgebung verwendet (vgl. Kap. 3.2.2), das individuelles Fahrgastverhalten und betrieb-
liche Einschränkungen abdeckt, um zuverlässige Statusinformationen über den Boarding-Fortschritt be-
reitzustellen. Diese Informationen enthalten die Sitzlast (Prozentsatz der sitzenden Passagiere), das Stör-
potenzial (Komplexitätsmessung unter Berücksichtigung bereits genutzter Sitze) und die Qualität der
Boarding-Sequenz (chronologische Reihenfolge der Passagierankunft). Die Statusinformationenwerden
für ein kNN bereitgestellt, das mit Simulationsdaten aus dem Boarding trainiert wird und eine Vorhersa-
ge über die Zeit ermöglicht.
Die Ergebnisse der experimentellen Auseinandersetzung mit dieser Problematik wurden in [221, 190,
191, 222] vorgestellt und basieren auf den Publikationen [223, 220].
6.1.0.1 Problemidentifikation
Als Ergebnis der Boarding-Simulation werden 25.000 Datensätze unabhängiger Simulationsläufe für je-
de Boarding-Strategie (random, block, back-to-front, outside-in, reverse pyramid, individual)1 bereitge-
stellt. Daraus ergibt sich eine Gesamtzahl von 150.000 verfügbaren L. Jeder Datensatz enthält die vier in
1ZumbesserenVerständniswird das zufällige Boarding in allenAbschnittenmit der englischen Bezeichnung (random) genannt.
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Kap. 3.2.2.2 vorgestellten Merkmale: k, P , M P und 1− fSL. In Anbetracht der realen Anwendungen soll
die Anzahl der Features gering gehalten werden. Daher wird ein univariater Ansatz einem multivaria-
ten Ansatz gegenübergestellt. Ξ̃ des univariaten Ansatzes enthält dasMerkmal 1−fSL, immultivariaten
Ansatz besteht Ξ̃ aus 1− fSL, P, k. Gemäß der Komplexitätsmetrik (Kap. 3.2.2) steht der Indikator M P
in direktem Zusammenhang mit P und es ist Redundanz zwischen P und M P zu erwarten. Aus diesem
Grund wird M P vernachlässigt.
In Tab. 6.1 wird ein Überblick über die analysierten Szenarien (A, B, C) gegeben, die sich auf die Vor-
hersage des Boarding-Fortschritts von Random Boarding (Passagiere haben bereits zugewiesene Sitze
und betreten das Flugzeug uneingeschränkt, ohne bestimmte Reihenfolge) und individuellem Boarding
(jeder Passagier hat eine bestimmte Position in der Warteschlange am Gate) von A320-Flugzeugen kon-
zentrieren.
Tabelle 6.1: Szenario-Definitionen für Prädiktion zu verschiedenen Boarding-Strategien.
Szenario trainiertes Verfahren (Λtrain) vorhergesagtes Verfahren (Λtest)
A1 random random
A2 individuell individuell
B random individuell
C alle individuell
Nr. tStart [s]
*.I 300
*.II 400
*.III 500
Hier wird zufälliges Boarding als globales Verfahren und individuelles Boarding als spezifisches, jedoch
sehr schnelles Boarding eingesetzt. In Szenarienblock A basiert die Vorhersage von Random-Boarding
auf dem Erlernen von Random-Boardingdatensätzen. In Szenario B werden die erlernten Zusammen-
hänge aus dem Random-Boarding verwendet, um den Boardingfortschritt des individuellen Boardings
vorherzusagen. Im Szenario C wird der Fortschritt des individuellen Boardings auf Basis aller verfüg-
baren Boarding-Datensätze prognostiziert. Ξ̃ umfasst 1 − fSL oder P , k und 1 − fSL, um jeweils die
Ausgabe 1− fSL vorherzusagen. Alle drei Szenarien werden für einen bestimmten Satz von Startzeiten
berechnet: 300 s, 400 s und 500 s nach Beginn des Einsteigens. Diese Zeiten ermöglichen im Falle von
kritischen Boardingzeiten in der Vorhersage Eingriffsmöglichkeiten zur Beschleunigung des Verfahrens,
ermöglichen aber auch einen ausreichenden Startwert für das kNN von bis zu über 8 Minuten.
6.1.1 Datenstrukturanalyse
6.1.1.1 Datenvoranalyse
Tab. 6.2 enthält die deskriptive Statistik auf den gegebenen Datensatz, gruppiert nach den im Fokus ste-
henden Boarding-Strategien (random, individuell) und den drei (M P wird vernachlässigt) Indikatoren
der Komplexitätsmetrik. Die Statistik aller Strategien ist der Tab. 8.4 auf S. 168 zu entnehmen. Die Merk-
male sind Mittelwert (µ), Standardabweichung (σ2), Minimum (Min) und Maximum (Max) sowie das
25., 50. und 75. Quantil. Die Tabelle zeigt, dass die individuelle Strategie zu einem schnellen Boarding-
Fortschritt führt, während Random Boarding im Durchschnitt langsamer ist. Es ist interessant, ob das
langsamere Random Boarding für das Training zur Vorhersage schnellerer Abläufe (z.B. individuell)
verwendet werden kann. Da der Zufall keinen Einschränkungen folgt, sollte das dynamische Fahrgast-
verhalten dennoch schnell abgebildet werden können.
Tabelle 6.2: Deskriptive Statistiken der Indikatoren Warteschlange (k), Interferenzpotentzal (P ) und Fortschritt
der Sitzlast (1− fSL) für zwei Boarding-Strategien aus 25.000 Simulationsläufen. Gegeben sind die Durchschnitts-
werte zur Bestimmung der generellen Charakteristik eines L.
random µ σ2 Min Q0.25 Q0.5 Q0.75 Max
k 145.85 116.11 0.0 9.8 156.2 240.01 562.5
P 195.53 172.62 0.0 9.03 173.03 353.72 518.25
1− fSL 0.36 0.33 0 0.14 0.29 0.64 1.0
individuell µ σ2 Min Q0.25 Q0.5 Q0.75 Max
k 35.86 44.7 0.0 0.0 15.67 63.2 342.75
P 101.55 144.07 0.0 0.0 17.44 167.66 514.47
1− fSL 0.28 0.33 0.0 0.0 0.06 0.55 1.0
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Abb. 6.1 zeigt die Ausgabe der genutzten Komplexitätsmetrik (Kap. 3.2.2.2) anhand der Variation der
individuellen (grün) und zufälligen (rot) Boarding-Events exemplarisch.Das schnelle individuelle Boar-
ding stellt ein geringeres Interferenzpotenzial P , eine schnellere Konvergenz ∆P , kleinere Werte für die
Passagierreihenfolge k und schließlich einen schnelleren Boarding-Fortschritt 1− fSL dar.
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Abbildung 6.1: Boxplot-Darstellung der Komplexitätsmetrik für langsames (random, grüne Färbung) und schnel-
les (individuell, rote Färbung) Boarding.
GemäßderCharakteristiken derVerfahren, die hier ein spezifisches (individuell) und ein zufälliges (ran-
dom) Boarding betreffen, sind die Spannweite und der Quantilsabstand (IQR) des zufälligen Boardings
größer und können bspw. für den Indikator k einen Unterschied von bis zu 550 betragen.
Die Analysen zu (Auto-)Korrelation und Ausreißerdetektion entfallen für diesen Anwendungsfall, da
durch den Simulationshintergrund sehr homogene Datenbestände vorliegen und der generelle Funkti-
onsverlauf von 1−fSL die Plausibilität einer univariaten Herangehensweise gewährleistet. Dies bestätigt
Abb. 6.1 visuell.
6.1.1.2 Datenvorverarbeitung
Es kann eine Vorverarbeitung der Daten sinnvoll sein, da sie die Komplexität der gegebenen Zeitreihe
verringern kann (vgl. Kap. 4.3.2). Abb. 6.2 greift eine iterative Glättung über das kMa-Verfahren (vgl.
Kap. 4.3.2.1) einer beispielhaften Ausgangskurve für den Indikator k auf.
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kMA Glättung mit kMA = 5
kMA Glättung mit kMA = 10
kMA Glättung mit kMA = 15
kMA Glättung mit kMA = 20
Abbildung 6.2: Iterative kMa-Glättung einer exemplarischen Zeitreihe von k (Queue) zur Abschätzung des Glät-
tungsparameters unter Berücksichtigung spezifischer Verlaufsmuster.
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Der Indikator k hat einen komplexen Funktionsverlauf und besitzt zusätzlichminimaleOszillationseffek-
te, welche dem Hintergrund der Boardingsimulation entstammt. Diese basiert auf einer Grid-Struktur,
wodurch diskrete Stufen innerhalb der Zeitverläufe entstehen. Dadurch ändert sich nahezu mit jedem
Zeitschritt der Verlaufsvektor jedes Indikators. Eine Glättung macht in diesem Fall für die genutzten
Indikatoren Sinn, muss jedoch maßvoll abgestuft werden, um speziell für den Indikator k nicht zu De-
tailverlust zu führen. Für 1 − fSL und P kann bereits ein geringer Wert kMA = 3 ausreichend sein, um
einen Glättungseffekt für die Simulationsdaten zu erzielen. Für den Indikator k ist dieser Sachverhalt
vielschichtiger, da er - ungeachtet der Stufen durch die zelluläre Struktur - auch in seinem Verhalten
größere Variationen aufzeigt (vgl. Abb. 6.2, Ausschnitt in der Darstellung). Bereits eine Glättung mit
kMA = 15 führt zu derartigen Glättungen, durch welche temporäre Effekte egalisiert werden können.
Insofern wird (für alle Verfahren) mit einem kMA = 5 geglättet, wodurch sich in allen Indikatoren ein
nutzbares Resultat erzielen lässt. Dies findet Anwendung in Kapitel 6.2.2.1.
6.1.1.3 Datenanpassung für maschinelles Lernen
Durch den geringen Datenumfang/die wenigen Features in Ξ wird auf eine algorithmische Herange-
hensweise zur Auswahl der Features - und somit zur Bestimmung von Ξ̃ - verzichtet. Geprüft werden
soll, ob eine univariate Herangehensweise für die Boardingvorhersage möglich und anwendbare Ergeb-
nisse liefert. Der Hintergrund ist, dass für jeden Indikator spezielle Messverfahren im Falle einer realen
Anwendung nötig wären, was den Aufwand mit jedem Indikator erhöht. Für einen univariaten Ansatz
eignen sich durch die vergleichsweise simplen Funktionsverläufe 1−fSL undP . Einmultivariater Ansatz
bringt beide Indikatoren mit dem weiteren Feature k zusammen, womit Boardingverlauf, dynamisches
Verhalten im LFZ und in der Schlange berücksichtigt werden können.
Gemäß Kap. 4.3.3 werden die Boarding-Datensätze über das SlidingWindow umgeformt und in eine für
die kNN verwertbare Form überführt. Die Fenstergröße beträgt für die MLP 60 (entspricht einer Minute),
für die rekurrenten Strukturen (RNN und LSTM) beträgt sie 6, da hier Informationen im Netzwerk über
die Zeit verarbeitet werden und ein größeres Fenster zu Overfitting führt. Alle Einzelwerte aus Λtrain
werden auf den Bereich zwischen 0 und 1 und alleWerte aus Λvalid und Λtest entsprechend normalisiert.
Eine Teilung der Daten in Λtrain, Λvalid und Λtest erfolgt nach dem Pareto-Prinzip (vgl. Kap. 2.4). Für
jedes einzelne Boarding-Verfahren würden sich somit - bei einem Umfang von je 25.000 L - die Mächtig-
keiten |Λtrain| = 20.000 und |Λtest| = 5.000 ergeben. Die Validierungsdaten werden dem Trainingsda-
tensatz mit einem Anteil von 0.33 entnommen, womit |Λvalid| = 6.600 gilt und sich die Trainingsdaten
auf |Λtrain| = 14.400 verringern.
Die Anzahl der zur Verfügung stehenden Datensätze ist für diese Anwendung sehr hoch, da das Da-
tenfundament einer Simulation entstammt. Zusätzlich hat die Datenstrukturanalyse gezeigt, dass die
Datensätze stets vergleichbare Charakteristiken haben und Redundanz zu erwarten ist. Zur Feststellung
der optimalen Menge an Trainingsdaten Λtrain kann [6] herangezogen werden. Als Grundregel ist ab-
zuleiten, dass Λtrain ungefähr das Zehnfache der Menge der Modellparameter umfassen sollte. Diese
variieren je nach Paradigma und Konfiguration. Dem nachfolgenden Kapitel vorweggenommen sei hier
jedoch erwähnt, dass ein LSTM mit 10 versteckten Schichten bereits 3440 trainierbare Parameter besitzt
und Λtrain folglich mindestens 34400 Samples umfassen sollte. Für 50 versteckte Schichten erhöht sich
Λtrain nach diesem Prinzip auf über 250000 Samples. Bei einer durchschnittlichen Simulationslänge von
ungefähr 2000 Samples entspricht dies knapp 125 Boarding-Simulationen. Für diesen Fall ergeben sich
|Λtrain| = 125, |Λvalid| = 63 und |Λtest| = 47. Im Falle der Szenarien B und C entfallen diese Anteile auf
die Datengrundlagen der jeweiligen Boardingstrategien.
6.1.2 Experimenteller Aufbau &Modellanwendung
Als kNN für die Anwendung in der Boardingvorhersage werden ein MLP, ein RNN und ein LSTM genutzt.
Durch die vergleichsweise einfachen Funktionsverläufe der im Fokus stehenden Indikatoren ist davon
auszugehen, dassmit komplexeren Paradigmen, wie bspw. dem LSTM, gute Resultate erzielt werden kön-
nen. Inwiefern einfachere vorwärts gerichtete Paradigmen, wie MLP, dazu in der Lage sind, ist Teil der
Untersuchung.
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6.1.2.1 Modellaufbau
Für die Netzwerke wird der strukturelle Aufbau vorgegeben und ist nicht Teil von Optimierungsverfah-
ren, wie der Rastersuche. Jedoch können Parameter und die Anzahl der Neuronen innerhalb des kNN
angepasst und für das Problem optimal genutzt werden. Tab. 6.3 stellt die grundlegenden Strukturen
der genutzten Paradigmen dar. Für eine multivariate Herangehensweise stehen zwei Eingabeschichten
(gemäß der Architektur aus TensorFlow [5]) zur Verfügung - im univariaten Fall eine.
Tabelle 6.3: Struktur des kNN (links) undHyperparameter für die Rastersuche (rechts) der Boarding-Anwendung.
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LSTM x x x x x x
Hyperparameter Wertebereich
Batch-Wert [20,40,60,80,100]
nepochs [5,10,100]
Optimizer [Adam]
Lernrate η [0.001, 0.01, 0.1]
Uhidden [50, 100]
Dropout-Rate [0.0, 0.2, 0.4, 0.6, 0.8, 0.9]
Der Grund dafür, dass kNN schwer zu konfigurieren sind, ist die Anzahl vieler Parameter, die einge-
stellt werden müssen. Darüber hinaus können einzelne Modelle sehr langsam trainieren. Zur optimalen
Parametrisierung wird auf die Rastersuche (siehe Kap. 4.6) zurückgegriffen. Die verwendete Rastersu-
che (Grid Search) basiert auf der GridSearchCV class der scikit-learn Bibliothek [176], welche mit der keras
Bibliothek [39] verbunden wurde. Die Rastersuche umfasst eine Reihe von verschiedenen Parametern,
welchen ein Wertebereich zugrunde gelegt wurde, der sich einerseits nach den genutzten Paradigmen
richtet, andererseits nach Ergebnissen aus zurückliegenden Experimenten auf den genutzten Datensät-
zen (siehe Kap. 6.1.0.1). Die Hyperparameter und die zugehörigen Wertebereiche sind in Tab. 6.3 dar-
gestellt.
Beibehalten werden die Batchgrößen von 10 bis 100 in Schritten von 20. Gemäß Kap. 4.4 stehen die
Optimizer RMSprop, Adam und AdaGrad im Fokus. Während AdaGrad und dessen Weiterentwicklung
RMSprop speziell für kleine Datensätze Vorteile bringen, wird auf den Optimizer Adam ohne Vergleich
zurückgegriffen. Dadurch entfällt dasMomentum. Die Lernrate ηwird in drei Iterationen von 0.001, 0.01
und 0.1 sensibilisiert. Es ist sinnvoll, bei einer solchen Optimierung auch nepochs mit einzubeziehen, da
es eine Abhängigkeit zwischen der Lernrate, der Batchgröße und nepochs gibt. Die Anzahl der Neuronen
Uhidden ist ein weiterer wichtiger Parameter für die Abstimmung. Im Allgemeinen steuert Uhidden die
Darstellungskapazität des kNN - zumindest an dieser Stelle in der Topologie. Die Komplexitätseckwerte
werden dabei über Formel 4.2 von S. 84 bestimmt. Bei einer ungefähren Anzahl Samples |Λ| = 2000 pro
Boardingsimulation und einem Skalierungsfaktor 5 ≤ α ≤ 10 lässt sich Uhidden = [50, 100] ableiten.
Die Rastersuche führt zu den Ergebnissen, welche in Tab. 6.4 für die drei im Fokus stehenden kNN darge-
stellt sind.Die Epochenanzahl (nepochs)wird -mit Rücksichtnahme auf den hohenDatenumfang - visuell
bestätigt. Die Menge der konstanten Parameter enthält einheitliche Ausgaben für alle Paradigmen aus
der Rastersuche.
Tabelle 6.4: Hyperparameter-Konfiguration für je ein MLP, RNN und LSTM für die Boarding-Anwendung.
kNN Parameter
Konfig. I MLP Batch = 20, nepochs = 10, Optimizer = Adam, fact = tanh, Dro-
pout = 0.2, Uhidden = 50
Konfig. II RNN Batch = 20, nepochs = 5, Optimizer = Nadam, fact = tanh, Dro-
pout = 0.4, Uhidden = 100
Konfig. III LSTM Batch = 10, nepochs = 5, Optimizer = Adamax, fact = softmax,
Dropout = 0.4, Uhidden = 50
Konfiguration I umfasst ein MLP mit Uhidden = 50 und einer hohen Anzahl nepochs = 10. Konfiguration
II (RNN) erhöht die Netzwerkstruktur auf Uhidden = 100 bei gleicher Epochenanzahl. Konfiguration III
umfasst das LSTM mit geringer Netzwerkstruktur und einer verringerten minimalen Anzahl an Epochen
nepochs = 5. Generell ist, bedingt durch den hohenUmfang der Datenmenge, eine geringe Anzahl nepochs
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im Sinne eines zu vermeidenden Overfittings vorzuziehen.
6.1.2.2 Modelltraining
Als Verlustfunktion zur Evaluierung der kNN wird auf den Mean Squared Error (MSE) zurückgegriffen
(vgl. Kap. 2.4). Die Ergebnisse des Trainings- und Validierungsprozesses sind in Tab. 6.5 am Beispiel
des individuellen Boardings dargestellt. Diese umfassen die Konfigurationen I bis III (MLP, RNN, LSTM),
sowie die Unterteilung in einen univariaten (1− fSL) und multivariaten (1− fSL, k, P ) Input. Der MSE
ist dabei getrennt für den Trainings- und Validierungsdatensatz angegeben. Die Ergebnisse entsprechen
den Mittelwerten der Kreuzvalidierung für k = 10. Kap. 6.1.1.3 aufgreifend, basiert das Training auf
einem Datenfundament von 30 (MLP, RNN) bzw. 125 (LSTM) zufällig gezogenen Datensätzen der Grund-
gesamheiten der individuellen Boardingstrategien.
Tabelle 6.5: Verlustfunktion der Regression von MLP, RNN und LSTM für die Konfigurationen I bis III am Beispiel
des individuellen Boardings.
MLP RNN LSTM
MSEtrain MSEvalid MSEtrain MSEvalid MSEtrain MSEvalid
individuell 0.11 0.14 0.039 0.041 0.031 0.035
Es ist abzuleiten, dass Konfiguration III die erfolgreichste Systemidentifikation umfasst. Bestätigt wird
die Erwartung, dass die rekurrenten Strukturen bessere Ergebnisse liefern, als einfache MLP. Trotz allem
ist der Unterschied, bedingt durch die einfache Charakteristik der Zielkurven, marginal.
Ergänzend sind inAbb. 6.3 Entwicklungen desMSE für eine einzelne Boardingsimulation (zufällig, links)
und der zusammenfassende Konfidenzbereich (µ ± σ) über alle Trainings- und Validierungsdaten für
individiuelles Boarding (rechts) über die Zeit visualisiert. Um die Entwicklung mit steigender Epochen-
zahl aufzuzeigen, sind den Simulationen nepochs = 50 und nepochs = 100 hinterlegt. Der Darstellung in
einer kontinuierlichen Sequenz, d.h. aller Epochen hintereinander, wurde die Repräsentation über einen
Konfidenzbereich aus visuellen Aspekten vorgezogen.
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Abbildung 6.3: MSE einer einzelnen Boarding-Simulation L ∈ Λtrain (links, zufällig) und Konfidenzintervalle für
alle Trainings- (blau) und Validierungsdaten aus Λtrain bzw. Λvalid (rechts, individuell) für LSTM.
Erkennbar ist, dass das genutzte kNN (LSTM) bereits nach wenigen Epochen in den Zustand des Over-
fittings fällt und keine Verbesserung des Resultats erzielt werden kann. Die Anzahl der Epochen wurde
daher noch einmal reduziert und auf nepochs = 3 festgelegt. Die Epochenanzahl steht in direkter Balance
zu der Menge der genutzten Samples. Je höher die Anzahl der Trainingsdaten ausfällt, desto geringer
sollte die Epochenzahl gesetzt werden. Dies ist in Tab. 6.5 bereits berücksichtigt. Als Ergebnis des Mo-
delltrainings wird Konfiguration III (LSTM) zur Anwendung in der Boarding-Simulation und -Kontrolle
verwendet.
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6.2 Simulation & Kontrolle des Boarding-Subsystems
6.2.1 Vorhersage des Boardingvorgangs unter verschiedenen Randbedingungen
Tab. 6.6 gibt einen Überblick über die Genauigkeit der einzelnen Modelle für das jeweilige Szenario. Die
Genauigkeit ist derQ0.5-Fehlerwert aller Testszenarien nach abgeschlossenem Training und bezieht sich
folglich auf eine Vorhersage unter Nutzung der Datensätze L aus Λtest. In Tab. 6.6 sind die Zellen farb-
lich gekennzeichnet, welche im jeweiligen Szenario den geringsten Fehlerwert enthalten. Der Fehlerwert
bezieht sich auf die absolute Abweichung in [s] nach 99% abgeschlossenem Boarding (1− fSL ≤ 0.01).
Tabelle 6.6: Ergebnisse der Berechnungen für die Szenarien A1, A2, B und C. Basis ist das rekurrente kNN-
Paradigma der LSTM (Konfiguration III).∞ symbolisiert fehlende Terminierung.
Szenario Ξ̃ (univariat) Ξ̃ (univariat) Ξ̃ (multivariat)
A1 [1− fSL] [P ] [1− fSL, P , k]
300s ∞ ∞ 289.8s
400s 536.1s ∞ 172.5s
500s 301.8s ∞ 122.3s
A2 [1− fSL] [P ] [1− fSL, P , k]
300s ∞ ∞ 210.1s
400s 412.8s ∞ 92.9s
500s 299.4s 503.0s 87.1s
B [1− fSL] [P ] [1− fSL, P , k]
300s ∞ ∞ 243.0s
400s 197.9s 394.7s 74.1s
500s 282.2s 391.1s 79.8s
C [1− fSL] [P ] [1− fSL, P , k]
300s 603.1s ∞ 168.1s
400s 292.1s 389.9s 77.3s
500s 246.0s 412.4s 73.3s
Ein unzureichend trainiertes kNN kann Verzweigungen und chaotisches Verhalten während des Boar-
dingvorgangs zeigen. Dies resultiert in einigen Anwendungsfällen in einem fehlenden Schnittpunkt mit
der x-Achse (genauer gesagt der parallelen Achse bei x = 0.01). Dies ist durch die Angabe von∞ sym-
bolisiert, da hier keine Terminierung stattfindet und folglich kein Ende des Boardings bestimmt werden
kann. Resultierend aus den Ergebnissen sind univariate Eingänge nicht ausreichend und nur der mul-
tivariate Eingang führt zu zuverlässigen Ausgangswerten. Univariate Modelle neigen möglicherweise
dazu, die endgültige Boardingzeit angemessen vorherzusagen (siehe Szenario A2, 1− fSL bei t = 500s),
verfügen aber über eine unzureichende Prozessidentifikation. Abb. 6.4 verdeutlicht diese Problematik.
Während sich eine Vorhersage für einen multivariaten Eingang (links) dem Verfahren ähnlich zeitab-
hängig verhält, so verliert sich der univariate Ansatz (rechts) mit alleinigem Fokus auf 1 − fSL bzw. P
im Prozessverlauf.
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Abbildung 6.4: Exemplarische Vorhersage (grün - Original, grau - kNN) mit multivariatem (links) und univaria-
tem (rechts) Eingang und detaillierter Darstellung oszillierender Effekte innerhalb des vorhergesagten Prozessver-
laufs (rechts, kleines Fenster).
Der Plot rechts zeigt eine mögliche Ursache auf. Durch die Charakteristik der Simulationsumgebung des
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Boardings entstehen stufenweise Funktionsverläufe (diskret innerhalb einer zellulären Struktur), welche
in der Ausgabe zu oszillierenden Ergebnissen führt. Ohne ein unterstützendes Feature ist dieser Effekt
eventuell Hintergrund für das Fehlschlagen univariater Ansätze. Dies wird in Kap. 6.2.2.1 untersucht.
Die Abbildungen 6.5 und 6.6 zeigen die Zeit- und Fortschrittsunterschiede unter Verwendung verschie-
dener Zeiten als Referenzstartwert. Die Box-Plots der Zeitdifferenzen beziehen sich auf die in Tab. 6.6
dargestellten Werte. Die grün eingefärbten Boxen beinhalten die letzten berechneten Schritte der Simu-
lationen (99%).
Abbildung 6.5: Szenario A1 (zufällig - zufällig, tstart = 400s) - Zeit- (links) und Fortschrittsfehler (rechts).
Szenario A ist in Abb. 6.5 (A1, zufällig, langsam) und Abb. 6.6 (A2, individuell, schnell) dargestellt.
Die linken Bilder zeigen die Zeitunterschiede: Das individuelle Boarding unterscheidet sich erst bei 40%
Boarding-Fortschritt. Da die Zeitabweichung beim zufälligen Boarding deutlich höher ist als beim indi-
viduellen Boarding, sind auch die inneren Fortschrittsunterschiede höher (Bild rechts). Beide Vorhersa-
geergebnisse deuten auf einen positiven Offset über die Zeit hin.
Abbildung 6.6: Szenario A2 (individuell - individuell, tstart = 500s) - Zeit- (links) und Fortschrittsfehler (rechts).
Der wesentliche Unterschied zwischen Szenario A und Szenarien B, C besteht darin, dass im Szenario
A die kNN mit entsprechenden Datensätzen trainiert werden. Im Szenario B wird das individuelle Boar-
ding mit zufälligen Datensätzen vorhergesagt (explizit ohne individuelles Boarding) und im Szenario C
werden alle verfügbaren Datensätze für das Training verwendet (nur mit Ausnahme von Datensätzen
zum Testen). Dabei erhöht sich die Rechenzeit für das Training deutlich (vgl. Tab. 6.6).
Wenngleich das individuelle Boarding einen niedrigen Median-Fehlerwert aufweist, so ist vor allem die
Bandbreite der möglichen Fehlerwerte höher als bei anderen Verfahren. Dies hat mit der speziellen Cha-
rakteristik dieser Strategie zu tun, wodurch der Boarding-Vorgang flexibler gestaltet werden kann. Die
Ergebnisse in Tab. 6.6 und die definierten Szenarien in Tab. 6.1 dienen zur Einschätzung der Leistungs-
fähigkeit der kNN über alle Verfahren hinweg und den Stellenwert der Ergebnisse für das zufällige und
das individuelle Boarding.
6.2.2 Robustheitsprüfung der adaptiven Kontrollstruktur
Die Bewertung der Robustheit der kNN, sprich des vATM des Boardings, basiert auf den in Kap. 5.2.2
genannten Herangehensweisen. Diese basieren auf der Idee feindseeliger Eingaben (engl. adversarial ex-
amples), welche in diesem Szenario als Rauschen interpretierbar sind. Als Basis der Untersuchungen
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dient das kNN aus Szenario A2 (individuelles Boarding, multivariater Input) aus Kap. 6.2.2.1 mit den
gleichen Λtest. Da sich das eigentliche Boardingmodell als valide erwiesen hat (vgl. Kap. 3.2.2), kann
das auf diesen Daten trainierte kNN genutzt werden.
Wie in Kap. 5.1.2 beschrieben, wird das Gauß’sche Rauschen zur Simulation von Messfehlern verwen-
det. Eine beobachtungsfremde Manipulation der Daten - durch konstante Verläufe, um Sensoraussetzer
zu simulieren - wird nicht angewandt, da die Ergebnisse der Boarding-Simulation dies bereits beinhal-
ten. Auch wenn die konstanten Verläufe durch die hinterlegte diskrete Simulation in einem zellulären
Automaten geringer ausgeprägt sind, als mögliche Sensoraussetzer, so wird angenommen, dass dies für
beobachtungsfremde feindliche Eingaben ausreichend ist.
Abb. 6.7 stellt die Rohdaten der Boarding-Simulation (links) mit einem künstlich verrauschten Signal
(rechts) für die ersten 400s eines individuellen Boardings gegenüber. Dem Rauschen liegen die Parame-
ter µ = 0 und σ2 = 0.025 zugrunde und werden auf 25% der Zeitreihe (125 Zeitschritte, zufällig verteilt)
angewandt. Diese Form der künstlichen Fehlergenerierungwird auf alle weiteren genutzten Indikatoren
angewandt.
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Abbildung 6.7: Originaldaten (links) und künstliche verrauschte Daten (rechts) für 1 − fSL eines individuellen
Boardings für die Rauschparameter µ = 0 und σ2 = 0.025.
Die Effekte, welche sich durch die feindlichen Beispiele ergeben, sind in ihrem Auftreten unregelmäßig
und schwer zu quantifizieren. Das trainierte kNN verschlechtert sich insgesamt und neigt zu Verhaltens-
mustern, welche ursprünglich vorrangig in der univariaten Herangehensweise zu beobachten waren.
Abb. 6.8 verdeutlicht dies exemplarisch an einer Vorhersage.
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Abbildung 6.8: Typische Probleme im Verhaltensmuster der kNN für die Boardingvorhersage: (a) temporäre Os-
zillation und (b) Tangieren zur x-Achse für eine Vorhersage ab 500s (grün - Originaldaten, grau - Modellausgabe).
Verstärkt wird vor allem der Effekt der Oszillation, welche temporär (wie in Abb. 6.8 (a)) auftreten kann,
teilweise jedoch auch als fortlaufendesMuster entsteht und somit eine Vorhersage unmöglichmacht. Des
weiteren neigt das kNN nach Eingabe der fehlerhaften Signale zu einem Tangieren zur x-Achse, wodurch
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keine Terminierung stattfindet. Insgesamt konnten in 1355 (27.1%) der Test-Datensätze keine Terminie-
rung, d. h. kein Unterschreiten von 1− fSL = 0.01 erreicht werden. Um dieser starken Verschlechterung
der Vorhersagefähigkeit des Modells zu begegnen, wird eine Datenglättung herangezogen.
6.2.2.1 Boardingvorhersage mit geglätteten Datensätzen
Dieses erweiterte Szenario beschreibt den Umgang mit geglätteten Daten. Dabei werden die Eingangs-
daten vereinfacht. Während die Indikatoren 1−fSL und P eine allgemein einfache Charakteristik haben
(vgl. Abb. 3.6 auf S. 64), erhält der Indikator k (Queue) eine Vereinfachung mit höherer Wirkung. Im
Allgemeinen kann diese Vorverarbeitung als Entfernung von Rauschen interpretiert werden - als ein
Entgegenwirken zu den fehlerhaften Messungen des vorherigen Kapitels. Viele Unwägbarkeiten inner-
halb des Boardings führen zu minimalen Abweichungen des Kurvenverlaufs. Diese können bei einer
solchen Vorbereitung egalisiert werden, was jedoch das eigentliche Bild des Boardings nicht verzerrt.
Eine Kastenbreite von kMA = 5 hat sich als interpretierbares Glättungsmaß erwiesen, welches für alle
Indikatoren gleichermaßen verwendet werden kann (vgl. Kap. 6.1.1.2).
Tab. 6.7 stellt die Ergebnisse dieses erweiterten Szenarios dar. Dabei wird unterschieden in die Anwen-
dungmit rohen und glatten Daten, wobei die erste Anwendung das original trainierte kNN zur Basis hat,
jedoch auf geglättete Testdaten angewandt wird. Die zweite Anwendung umfasst ein neues Training des
gleichen kNN auf Basis geglätteter Daten, wobei die Eingaben des Testvorgangs ebenfalls geglättet sind.
Tabelle 6.7: Ergebnisse der Berechnungen für die geglättete Datensätze von Λtest, aufbauend auf Szenario A2. Alle
Werte sind in [s] angegeben.
roh - glatt µ σ2 Min Q0.25 Q0.5 Q0.75 Max
∆80%1− fSL 30.7 3.26 27.0 28.0 30.5 33.5 35.0
∆99%1− fSL 81.1 36.9 45.0 59.0 70.5 91.5 165.0
glatt - glatt µ σ2 Min Q0.25 Q0.5 Q0.75 Max
∆80%1− fSL 36.0 10.8 21.0 27.25 38.0 39.75 58.0
∆99%1− fSL 61.7 15.2 41.0 54.0 57.0 67.8 89.0
Tab. 6.7 zeigt, dass eine gezielte Glättung zu einer Verbesserung der Ergebnisse beitragen kann. Eine
Glättung der Testdatensätze auf Basis des ursprünglichen kNN von Szenario A2 führt zu einer Fehlerre-
duktion um 16.6s, während das gleichzeitige Training auf geglätteten Datensätzen den Vorhersagefehler
auf ca. eine Minute (Q0.5 = 57.0s, µ = 61.7s) verringert. Die Kombination roh - glatt zeigt, dass ein
auf den Simulationsdaten (welche ihrem Charakter nach einem stufenweisen Fehlersignal entsprechen)
auch für geglättete Eingabesignale in der Vorhersagephase kein vergleichbar gutes Resultat erzielen.
Eine Glättung kann in real-operationellen Anwendungen genutzt werden und bietet somit eine ideale
Methode der Datenvorverarbeitung, um Sensorfehlern und Messungenauigkeiten entgegenzuwirken.
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(b) Fehler nach 99% Boardingfortschritt.
Abbildung 6.9: Boxplot-Darstellung der Fehler nach 80% und 99% des Indikators 1− fSL für die Kombinationen
rohe Trainingsdaten - glatte Testdaten und glatte Trainingsdaten - glatte Testdaten.
Abb. 6.9 fasst abschließend die Darstellung der Quantilswerte für den Fehler der Zeitvorhersage auf.
Diese Gegenüberstellung zeigt, dass die mittleren Fehlerwerte für beide Fälle (roh - glatt, glatt - glatt)
keine hohe Differenz aufweisen, die Spannweite der Fehlerwerte der ersten Anwendung jedoch deutlich
höher ist. Dies lässt sich ebenfalls durch eine mittlere Rate fehlender Terminierung von 12.8% belegen.
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6.2.3 Ableitung von Handlungsempfehlungen innerhalb des Prozesses
Da sich keiner der Indikatoren der Komplexitätsmetrik (vgl. Kap. 3.2.2) als Steuerungseingabe eignet,
wird die in Kap. 6.2.3 vorgeschlagene Optimierung der Eingänge wird für den Boardingfall nicht an-
gewandt. Durch seine Charakteristik käme grundlegend der Indikator k infrage, jedoch ist eine Anpas-
sung der dahinterstehenden Dynamiken (Umsortierung der Schlange) in Realität nahezu unmöglich.
Des weiteren wird der konstante Abfall des maßgeblichen Fortschrittsindikators 1 − fSL dazu führen,
dass jegliche Optimierung eine Minimierung der weiteren Indikatoren fordert, was nicht im Sinne einer
Handlungsoptimierung steht. Restriktionen der einzelnen Indikatoren, vor allem von k, sind darüber
hinaus kaum ermittelbar. Vielmehr könnte eine weiterführende Analyse darin bestehen, den Hinter-
grund der Indikatoren zu detaillieren und diesesWissen für eine Optimierung zur Verfügung zu stellen.
Nichtsdestotrotz kann eine Sensitivitätsbestimmung der Indikatoren P und k genutzt werden, um in
einem aktiven Boardingverfahren den Einfluss auf den Fortschritt des Ausgabefeatures 1 − fSL besser
einzuschätzen. Basis dafür ist die in Kap. 5.2.1 vorgestellte Permutation Importance zurWissensextraktion.
Eine Darstellung über einen Polarplot entfällt, da dies für einen zweidimensionalen Input keinen Mehr-
wert liefert. Des weiteren haben die Untersuchungen ergeben, dass eine Unterscheidung der Indikatoren
über die Boarding-Strategien hinweg keine wesentlichen Unterschiede aufweist und daher ein repräsen-
tatives Ergebnis einer spezifischen Strategie genutzt werden kann. Das individuelle Boarding dient dafür
als Repräsentant. Die Datenmenge Λ zur Bestimmung des Variableneinflusses ist die Validierungsmenge
Λvalid. Abb. 6.10 zeigt die Variableneinflüsse für rohe und geglättete Datensätze.
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Abbildung 6.10: Relative Wichtigkeiten der Indikatoren P und k für das individuelle Boarding gemäß der Permu-
tation Importance (vgl. Kap. 5.2.1). Unterschieden wird in rohe und geglättete Datensätze.
Ersichtlich wird, dass zur Generierung maßgeblich auf den Indikator P zurückgegriffen wird (0.117 für
rohe Daten, 0.1946 für glatte Daten). Dies ist mit der starken Ähnlichkeit der Zeitreihen zu begründen.
Der Einfluss von k hingegen ist für rohe Daten minimal (0.0035), für geglättete Verläufe verschwindend
gering (0.001). Nichtsdestotrotz dient k, wennn auch nur zu geringen Teilen, im multivariaten Fall zu
einer Verbesserung der Terminierungsrate der Vorhersage. Die Beobachtungen führen zu der Schluss-
folgerung, dass die genutzte Komplexitätsmetrik ein für Vorhersagen anwendbares Datenfundament lie-
fert, die Effekte für die Kontrolle jedoch nicht die Dynamik des eigentliches Prozesses so widerspiegeln
können, dass spezifische Handlungsoptimierungen ableitbar und quantifizierbar sind. Durch die hohe
Ähnlichkeit von P und 1− fSL wird ein kNN stets P für den Adaptionsprozess priorisieren. Eine Weiter-
entwicklung der Komplexitätsmetrik wird für weitere wissenschaftliche Untersuchungen empfohlen.
Wenngleich eine eigentliche Steuerungsunterstützung für denAnwendungsfall des Boardings unterNut-
zung von kNN auf Basis der Komplexitätsmetrik nur eingeschränkt möglich ist, so führt vor allem die
verbesserte Vorhersage dazu, dass Maßnahmen ergriffen werden können, sollte die Boardingzeit einen
kritischen Wert überschreiten. So kann bspw. nach einer Abschätzung und Bewertung der Boardingzeit
ein weiterer Schalter geöffnet werden, welcher in jedem Fall den Prozess beschleunigt. Eine Anpassung
der Simulation (vgl. Kap. 3.2.2) für dieses Szenario erscheint sinnvoll, um den kNN Trainingsbeispiele
bereitzustellen und für diesen Anwendungsfall zu optimieren. Ein Ausblick für weitere Forschung der
kNN-Anwendung im Bereich Boarding ist in Kap. 8.2 nachzulesen.
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Kapitel 7
Anwendungsgebiet Air Traffic Flow
Management
Da das ATM ein wettersensibles System ist (siehe Kap. 1.2.2, S. 21), muss der Einfluss verschiedener meteo-
rologischer Bedingungen auf die ATM-Leistung - und damit auf die wirtschaftliche und ökologische Effizienz
- diskutiert werden. Das folgende Experiment bietet einen datenbasierten Ansatz zur Identifizierung von
Zusammenhängen zwischen A-CDM relevanten Leistungsindikatoren (vgl. Kap. 1.3.1), speziell zwischen
Verspätungs- und Wetterphänomenen durch das Trainieren von kNN mit entsprechenden Eingabedaten. Da-
bei werden sowohl Flugpläne, als auch aggregierte Wetterdatensätze betrachtet. Im Fokus stehen dabei der
Flughafen Hamburg (HAM) und Gatwick Airport (LGW). Die Anzahl der relevanten Zeitreihen, die Daten-
aggregation und der Aufbau des Modells haben einen großen Einfluss auf den Lernprozess und werden im
Folgenden ausführlich diskutiert. Die Anwendungen umfassen dabei eine Zeitreihenregression, wie auch ei-
ne prädiktive Klassifikation. Aufbauend auf dem erlerntenWissen wird untersucht, inwiefern eine Ableitung
von Handlungsempfehlungen möglich ist.
7.1 Systemidentifikationdes Flugbetriebs inHamburg&LondonGat-
wick
Aufbauend auf den Beschreibungen in Kap. 3.3 bezieht sich das experimentelle Umfeld auf die Flughä-
fen HAM (2013) und LGW (2012 - 2015). Während für LGW korrespondierende Wetterdaten in Form von
METAR vorliegen (vgl. Kap. 1.2.3.2), sind diese Informationen für HAM über ATMAP (vgl. Kap. 1.2.3.3)
aggregiert.
Der maßgebliche experimentelle Interessenwert besteht in der Identifikation von Zusammenhängen von
Leistungskennwerten der lokalen Flughäfen und den jeweiligen meteorologischen Begebenheiten. Ziel
ist es, diese Zusammenhänge zu erlernen, zu generalisieren und somit einModell zur Verfügung zu stel-
len, welches aus gegebenen Datenbasen Schlüsse ziehen kann, ummögliche Verhaltensweise in Zukunft
abschätzen zu können. Folglich finden spezifisch strukturierte kNN Anwendung, um aus Flugplandaten
undWettervorhersagen ein Vorhersagemodell abzubilden und dieses ebenso für Verhaltensanalyse und
-Optimierung zu nutzen.
Die Komplexität der Datenstrukturanalyse und der eigentlichen experimentellen Durchführung über-
steigt dabei die Anwendung innerhalb des Boardingvorgangs (vgl. Kap. 6). Gründe hierfür sind die
Vielschichtigkeit des Systems (externe Wettereinflüsse, Verspätungsverursachung innerhalb des ATM-
Netzwerks), als auch die Diversität der Daten. So ist eine Datentrennung im Boardingverfahren gemäß
der Strategien natürlich gegeben, während sich für das ATFM die Frage gestellt werden muss, welche Da-
ten aufgrund welches möglichen Zusammenhangs miteinander in Verbindung stehen. Beispielhaft sind
Untersuchungen möglich, die ein kNN auf Flugplandaten wochentags trainieren, die eigentliche Anwen-
dung jedoch aufWochenenden beziehen. Ebenso ist eine Aufteilung gemäßmeteorologischer Bedingun-
gen sinnvoll, da der Einfluss des Wetters den maßgeblichen externen Einflussfaktor darstellt.
Den Experimenten zugehörige Ergebnisse wurden publiziert in [192, 189, 193, 188, 186, 185].
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7.1.0.1 Problemidentifikation
Die Experimente sind geprägt durch das unterschiedliche Erscheinungsbild der Luftverkehrsprozesse
an den beiden relevanten Flughäfen HAM und LGW. Im Zentrum der Untersuchungen steht (vgl. Kap.
3.3) eine Adaption der Zusammenhänge von Flugnachfrage, Flugverspätungen und dem Einfluss des
Wetters, welcher gemäß Kap. 1.2.2 als eine der maßgeblichen Einflussfaktoren angesehen wird. Die Art,
wie dieser Einflussfaktor aggregiert wird, unterscheidet sich für HAM (Aggregation über ATMAP, Kap.
1.2.3.3) und LGW (METAR-Meldungen, Kap. 1.2.3.2), wodurch sich unterschiedliche Voraussetzungen für
die Experimente ergeben.
Im Gegensatz zur Anwendung im Boarding als Teil des Turnarounds ist eine detaillierte Problemidenti-
fikation zu Beginn des Experiments nicht möglich, sondern entwickelt sich im Laufe der Durchführung.
Dies liegt daran, dass die Unterteilung der Boardingverfahren die Datenauswahl klar abgrenzbar macht,
was durch die Diversität der Daten im ATFM quantitativ erst bestimmt werden muss. Aus diesem Grund
werden für die initiale Problemidentifikation qualitative Merkmale genutzt (bspw. schlechtes Wetter),
die logisch abgrenzbare Verfahren in Tab. 7.1 beschreiben.
Tabelle 7.1: Grundlegende Defintionen der Szenarien für den Bereich ATFM.
Szenario trainierte Tage vorhergesagte Tage
A Λ Λ
B1 Λschlechtes Wetter Λschlechtes Wetter
B2 Λgutes Wetter Λgutes Wetter
C ähnlicher Demand ähnlicher Demand
Nr. Vorhersage
*.I 11:20
*.II 17:20
Dadurch, dassWetter maßgeblichen Einfluss repräsentiert, unterscheiden sich die Szenarienblöcke A bis
C durch unterschiedliche Wetterlagen in Λtrain und Λtest. Zu jedem dieser Szenarienblöcke existieren
Subszenarien, welche wiederum weitere KPI, wie bspw. die Flugnachfrage/Demand, in Betracht ziehen
und daraus ähnliche Strukturen abbilden. Wie diese Strukturen letztlich aussehen, wird im Zuge der
Analyse bestimmt.
Eine qualitative Trennung der Daten gemäß operationeller Charakteristika (z. B. Sommer- und Win-
terflugplan) ist ebenfalls möglich, jedoch wird in dieser Arbeit auf einen reinen datenbasierten Ansatz
zurückgegriffen. Hintergrund sind u. a. die unterschiedlichen Gültigkeitszeiträume der saisonalen Flug-
pläne an den verschiedenen Flughäfen. Auch ist durch diese Formder Trennung nicht gewährleistet, dass
die Daten die benötigte Divergenz bzw. Ähnlichkeit vorweisen, weshalb auf quantitative Vergleichsme-
thoden zurückgegriffen wird und die Zeiträume keinen primären Einfluss haben.
In Vorbereitung derAnwendung ist fraglich, inwiefern eineminutengenaue Bestimmung vonVerspätun-
gen (ähnlich zum Boarding) auf Basis der verwendeten Datensätze überhaupt möglich ist. Des weiteren
baut die Untersuchung auf der Hypothese auf, dass die Dynamik in HAM und der zugehörige Datenum-
fang nicht ausreichend für eine Analyse, Vorhersage und Optimierung mit kNN ist. Aus diesem Grund
dient dies im Zuge einer sukzessiven Herangehensweise als Basisszenario (siehe Ablaufdiagramm in
Abb. 7.1).
HAM Daten
Regression
LGW Daten
Regression Klassifikation
LGW Daten (kategorisiert)
Prädiktion
Abbildung 7.1: Ablaufdiagramm der Experimente zu den Flughäfen HAM und LGW.
Darauf aufbauendwird eine vergleichbareAnwendung (quantitative Regression) für LGW durchgeführt.
Insofern beide Experimente keine zufriedenstellenden Ergebnisse ermöglichen, erfolgt eine Datenanpas-
sung und Anwendungsüberführung hin zu einer (prädiktiven) Klassifikation (vgl. Kap. 2.6.2). Diese
vermindert den geforderten Detailgrad der Zielgröße und dient zur Anpassung an die geringe Detail-
tiefe der Eingangsdaten. Insofern dies erfolgreich verläuft, dient das kNN zur Klassifikation als vATM für
die Optimierungen und Vorhersagen.
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7.1.1 Datenstrukturanalyse
7.1.1.1 Datenvoranalyse
Die Datenanalyse und -Darstellung unterteilt sich in die Datensätze von HAM und LGW und stellt diese
separat dar.Während fürHAM ausschließlichDaten für das Jahr 2013 vorliegen, umfasst das Datenfunda-
ment für LGW die Jahre 2012 bis 2015. Die Auswahl der Daten wird begrenzt auf den Zeitraum 01.04.2014
bis 31.08.2015, woraus sich der Beobachtungszeitraum Γ für LGW neu definiert und mit 24733 Lernbei-
spielen nahezu doppelt so stark wie HAM (12762) besetzt ist.
Die Flugnachfrage (Abb. 7.2) zeigt in ihrem Verlauf in beiden Fällen erkennbare Muster. So sind in HAM
vor allemdie Vormittagsstunden zwischen 10:00 und 12:00, als auch der früheAbend gegen 18:00 Phasen
erhöhten Demands. Als maximale Spitze für einen ATMAP-Zeitslot ergeben sich 20 Flüge im Zeitslot ab
17:50. Die Flugnachfrage/Demand am Gatwick Airport (LGW) ist in Abb. 7.2 rechts dargestellt. Das Da-
tenfundament enthält nur eine Darstellung über Mittel-, nicht über Medianwerte, weshalb ein Vergleich
mit HAM nicht ohne Berücksichtigung dieser Tatsache durchgeführt werden kann.
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(a) Medianwerte des Demands, HAM, 2013.
00:20 04:20 08:20 12:20 16:20 20:20
Zeit
0
20
40
60
80
Fl
ug
na
ch
fr
ag
e 
/ D
em
an
d
(b) Mittelwerte des Demands, LGW, 2014/2015.
Abbildung 7.2: Boxplots der Flugnachfrage in HAM (2013, links) und LGW (2014/2015, rechts) über alle Zeitslots.
Erkennbar ist, dass LGW einer tagsüber nahezu konstanten Nachfrage unterliegt, welche sich nur in den
Abend- und Nachtstunden abschwächt. Die Flugnachfrage kannWerte bis über 80 Flüge annehmen und
übertrifft damit in hohem Maße den Kapazitätseckwert (vgl. 3.3.2).
Zur Betrachtung der resultierenden operationellen Kennwerte für HAM sind in Abb. 7.3 ergänzend die
Medianwerte der Verspätungen und deren Verlauf über alle Zeitslots visualisiert.
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Abbildung 7.3: Boxplots derQ0.5-Werte für ARR- (links) und DEP-Verspätungen (rechts) für den Flughafen Ham-
burg (HAM) im Jahr 2013.
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Erkennbar ist zum einen eine sehr hohe Spanne der Maximalwerte, als auch vereinzelt eine hohe Band-
breite der Verspätungswerte pro Zeitslot. So wird für die Ankunftsverspätung besonders im letzten
Zeitslot deutlich, dass aufgestaute Flugbewegungen vor Inkrafttreten derNachtflugeinschränkungen [2]
abgearbeitet werden müssen. Im Gegenzug trifft dies für Abflüge trotz einzelner Ausnahmen nicht zu,
sodass hier von einer starken Fokussierung auf ankommende Flugbewegungen ausgegangen werden
kann. Die Spannweite der Beobachtungen ist über alle Zeitslots nahezu konstant. Die Medianwerte stei-
gen sichtbar mit den Spitzen der Flugnachfrage aus Abb. 7.2. Bei einer Slotbreite von 30 Minuten für die
Messungen kann unter Berücksichtigung der gegebenen Verspätungswerte, welche eben diese 30 Minu-
ten überschreiten können, davon ausgegangenwerden, dass eine zeitversetzte Analyse stattfindenmuss.
Dies bestärktwiederumdenEinsatz von rekurrenten Strukturen,wie RNN, LSTM oder hybridenModellen.
DieAbbildung 7.4 umfasst dieMittelwerte fürAn- undAbflugverspätungen des Beobachtungszeitraums
für LGW1, Abb. 7.5 stellt die Gesamtverspätungen als Summe von ARR und DEP dar.
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Abbildung 7.4: Boxplots der Mittelwerte (µ) für ARR- (links) und DEP-Verspätungen (rechts) für Gatwick Airport
(LGW) im Beobachtungszeitraum 2014/2015.
Wenngleich die maximale Ausprägung der Ankunftsverspätung niedriger als in HAM ist, verteilen sich
die Verspätungen in LGW auch auf den Zeitraum von 23:00 bis 06:00. Besonders erwähnenswert sind
die hohen Verspätungsausnahmen nachts bis ungefähr 04:20. Im gleichen Zeitraum ist die Nachfrage
von geringem Niveau (vgl. Abb. 7.2), sodass hier vorwiegend von externen Hintergründen der Verspä-
tungsentwicklung ausgegangen werden muss. Dies erschwert eine präzise Modellierung.
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(a) Flughafen Hamburg (HAM), 2013.
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(b) Gatwick Airport (LGW), 2014/2015.
Abbildung 7.5: Boxplots der Q0.5- bzw. µ-Werte für Gesamtverspätungen von HAM und LGW.
12012, 2014 und 2015 zeigen ähnliche Muster, sodass der Beobachtungszeitraum als repräsentative Teilmenge gesehen werden
kann.
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Die Ausprägungen der DEP-Verspätungen von LGW sind signifikant höher als in HAM. Die maximale Aus-
prägung erreicht ein Niveau von nahezu zwei Stunden. Innerhalb Zeit-diskreter Messungen mit 30 Mi-
nuten Abstand umfasst dies 4 Zeitslots, was abermals die Notwendigkeit einer zeitverzögerten Model-
lierung veranschaulicht. Im Gegensatz zu HAM liegen in LGW keinerlei Datentupel über verfrühte Flüge
vor. Dies unterstreicht die Annahme extremer und Wetter-sensitiver operationeller Begebenheiten.
AmGatwick Airport (LGW) sindmetereologische Informationen überMETAR-Meldungen aggregiert, de-
ren Informationsgehalt vielfältiger, jedoch auch komplexer in der Darstellung ist (vgl. Kap. 1.2.3.2). Zur
Einschätzung der einzelnenKomponenten umfasst Abb. 7.6 dieMETAR-Komponenten Luftdruck, Tempe-
ratur und Windgeschwindigkeit, dargestellt über die jeweiligen Verteilungsfunktionen. Während Luft-
druck und Temperatur nahezu normalverteilt sind, folgt dieWindgeschwindigkeit einer leichten Rechts-
schiefe.
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Abbildung 7.6: Wetterverteilungen und Flugnachfrage für LGW.
Die metereologische Situation in HAM stellt sich über ATMAP dar (vgl. Kap. 1.2.3.3). Der kumulierte
ATMAP-Wert erreicht ein Maximum von 32, wodurch das Vorhandensein von Tagen mit schlechtemWet-
ter erkenntlich wird. Von den 12762 zur Verfügung stehenden Lernbeispielen sind 2094 gemäß [65] als
Schlechtwettersituation zu bewerten. Alle einzelnen Wetterklassen erreichen die gemäß Tab. 1.9 (vgl.
Kap. 1.2.3) gegebenen Maximalwerte.
Aufgrund der Vielschichtigkeit der genutzten Daten wird die visuelle Bewertung um eine Validitätsprü-
fung ergänzt. Zur Bestimmung der Leistungsfähigkeit der Flughäfen HAM und LGW wird maßgeblich
auf die Definitionen aus Kap. 1.2.2 auf S. 21 zurückgegriffen, demnach die Pünktlichkeit das signifikante
Maß darstellt. Diese resultiert aus einer Balance von Flugnachfrage und Kapazität. Der in [109, S. 487]
definierte Zusammenhang von Flugnachfrage und Verspätung dient als erstes Bewertungsmaß für die
Qualität der genutzten Datensätze gemäß des Ansatzes der Validitätsprüfung in Kap. 4.3.2.3.
(a) Flughafen Hamburg (HAM) 2013. (b) Gatwick Airport (LGW) 2014/2015.
Abbildung 7.7: Plot der Zusammenhänge von durchschnittlicher Flugverspätung (µ) und Flugnachfrage fürHAM
und LGW im Zeitraum 2013 bzw. 2014/2015.
Demnach wächst mit steigender Flugnachfrage die mittlere Verspätung exponentiell. In Abb. 7.7 (obere
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Leiste) ist dieser Zusammenhang auf das reale Betriebsgeschehen an den Flughäfen HAM (links, 2013)
und LGW (rechts, 2014/2015) abgebildet und ergänzend als linearer Zusammenhang dargestellt. Für al-
le betrachteten Jahre der zur Verfügung stehenden Daten von LGW ergab sich ein ähnliches Bild. Es ist
ersichtlich, dass die Daten von LGW dem in [109] definierten Zusammenhang entsprechen - der abge-
leitete lineare Zusammenhang zwischen Verspätung und Nachfrage spiegelt die hohe Verbindung bei-
der Merkmale wider. HAM hingegen repräsentiert diesen Zusammenhang nicht. Dies kann verschiedene
Hintergründe haben. Es ist davon auszugehen, dass der geringere Flugbetrieb in HAM dazu führt, dass
der Flughafen selten an seine Kapazitätsgrenzen2 gelangt und sich verspätete Flüge weitestgehend un-
kritisch zeitlich verschieben lassen. Dies belegt die in Kap. 4.3.2.3 angebrachte Hypothese, dass HAM
eventuell zu geringe Auslastungen für eine in Daten abbildbare Wetter-Sensitivität hat, mit weiteren Ar-
gumenten.
Eine weitere Validitätsprüfung sollte die Beurteilung der Wettervorhersage umfassen. Wenngleich in
diesem Experiment METAR-Aggregationen zum Einsatz kommen, so ist die TAF für zukünftige Vorhersa-
gen die Basis der meteorologischen Dateneinbindung. Deren Vorhersagegüte muss im Zuge einer An-
wendung kritisch analysiert werden, da deren Differenz zur eigentlichen Wettersituation alle anderen
Ergebnisse maßgeblich beeinflusst. Für weitere Ausblicke in diesem Bereich siehe Kap. 8.2.
7.1.1.2 Datenvorverarbeitung, -bereinigung und -auswahl
Durch die Fehler- bzw. Ausreißerkorrektur (vgl. Kap. 4.3.1.2), sowie die Spezifikationen der jeweiligen
Szenarien (vgl. Tab. 7.1 in Kap. 7.1.0.1). Dadurch ändern sich die Grundgesamtheiten der jeweiligen
Datensätze, welche in die Experimente einfließen. Die in Kap. 7.1.1.1 visualisierten Daten beziehen sich
bereits auf die bereinigten Mengen.
Als erster Arbeitsschritt wird für die Grundgesamtheiten von HAM und LGW eine Ausreißerdetektion
durchgeführt. Basierend auf diesen folgt eine Trennung in gutes und schlechtes Wetter gemäß der Defi-
nition aus Kap. 1.2.3 (µ ATMAP< 1.5 (gutesWetter) oder≥ 1.5 (schlechtesWetter)). Diese Teildatensätze
werden abschließend durch Nutzung der DTW (vgl. Kap. 4.3.1.3) entsprechend ihrer Ähnlichkeit bei der
Flugnachfrage getrennt, wobei der abschließende Datensatz die größte Menge ähnlicher Tage darstellt.
Tab. 7.2 stellt zusammenfassend die Mächtigkeiten der einzelnen Datensätze nach iterativer Reduktion
dar. Die Mächtigkeiten aller Λ sind zusätzlich als volle Tage - und dementsprechend als L - angegeben.
Der Beobachtungszeitraum für LGW umfasst Γ = [04/2014− 08/2015].
Tabelle 7.2: Mächtigkeiten der Datensätze von HAM und LGW für verschiedene Grade der Datentrennung.
Datensatz ΛRohdaten Λohne Ausreißer Λgutes Wetter Λschlechtes Wetter
roh DTW roh DTW
HAM2013 12762 11782 8805 (275 L) 2292 (73 L) 2876 (90 L) 1383 (43 L)
LGWΓ 24733 23478 20991 (457 L) 5557 (122 L) 2469 (54 L) 686 (15 L)
Die kleinste Menge umfasst damit die DTW (LGW) mit einer Mächtigkeit von 15 Tagen. Dadurch, dass die
Jahre 2014 und 2015 in LGW gleich behandelt werden, erfolgt eine Summierung der einzelnenMengen für
gutes und für schlechtes Wetter. Die geographische Lage der Flughäfen spiegelt sich in den Ergebnissen
wider. So umfasst, trotz einer geringeren Grundgesamtheit, die Menge der Tage schlechten Wetters für
HAM nahezu die dreifache Menge dieser Tage in LGW. Eine Rückkopplung auf etwaige meteorologische
Effekte durch die Küstennähe vonHAM ist hier zu vermuten und kann somit in ATMAP reflektiert werden.
Zur verbesserten Vorhersage und generellen Abschätzung von Effekten innerhalb des A-CDM wird die
Vorhersage der Verspätungswerte zu einer prädiktiven Klassifikation überführt, weshalb die Zielwerte
klassifiziert werden müssen (vgl. Kap. 2.6.2). Als Grundorientierung dient die von [63] vorgeschlage-
ne Grundklasse von −5 bis 15 Minuten, welche als pünktlich definiert ist. Dieser Fall ist gleichsam als
binäre Klassifikation3 festgelegt. Die Klassifizierungen über mehr als zwei Klassen werden auf Basis
2Eine Definition der Kapazität, die in denUSAweitgehend verwendet wird, ist, dass die Kapazität die Anzahl der Flugzeugope-
rationen während eines bestimmten Zeitintervalls ist, die einem tolerierbaren Maß an durchschnittlicher Verzögerung entspricht
[109, S. 487] (praktische Kapazität). Diese Definitionwurde von der Federal Aviation Administration (FAA) vorgeschlagen, um ru-
dimentäre Schätzungen der Verspätung als Funktion der ultimativen Kapazität (Durchsatzkapazität) festzulegen. Sie ist definiert
als die maximale Anzahl von Operationen, die ein AP über einen definierten Zeitraum aufnehmen kann.
3Die Grundklasse ist definiert als pünktlich, alle Verspätungswerte außerhalb als unpünktlich. Es wird nicht betrachtet, ob der
Verspätungswert vor der unteren Grenze oder über der oberen Grenze des Intervalls liegt. Dies ergibt zwei Klassen.
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der Verteilungsfunktionen der Verspätungswerte abgeleitet. Für den Betrachtungszeitraum Γ ist dies in
Abb. 7.8 (links) dargestellt. Es ist ersichtlich, dass für DEPΓ die Grundklasse (−5, 15] einen Großteil der
Daten abdeckt. So liegen 22422 nutzbare Datentupel vor, von denen 18365 der Basisklasse zugeordnet
werden können. Dies entspricht einem Anteil von 81.9%. Es ist im Zuge der Klassifikation erstrebens-
wert, dass sich die Mächtigkeiten der Kategorien nicht signifikant unterscheiden. Aus diesem Grund
wird die in Tab. 7.3 aufgeführte Klassenbreite verwendet, welche das Experiment granularer macht, je-
doch die Charakteristiken des Datensatzes für ARR und DEP berücksichtigt. Diese Aufteilung entspricht
für DEP einer 5-Minuten-Teilung innerhalb der Basisklasse von [63], sowie zwei Grenzklassen (≤ −5
und > 15), für ARR variieren die Intervallschritte. Es ist zu erwarten, dass eine granulare Klassifikati-
on für DEP-Verspätung erfolgreich ist, während die binäre Klassifikation die ohnehin schwierigere ARR-
Klassifikation unterstützt. Beide granulare Intervallisierungen ermöglichen weiterhin die Betrachtung
der EC-Basisklasse (für ARR entspricht dies den Labels 1 und 2, für DEP 1 bis 4). Das jeweils kleinste In-
tervall ((−5, 0]) beinhaltet ausschließlich Verspätungswerte von 0, da - wie in Kap. 7.1.1.1 beobachtet -
für LGW keine verfrühten Flüge im Datensatz auftreten.
Tabelle 7.3: Kategorisierungsintervalle undMächtigkeiten der Datensätze für den Flughafen LGW im beschränkten
Beobachtungszeitraum Γ = [04/2014, 08/2015] für Multiklassen (links) und Binärklassen (rechts) auf Basis der EC.
[min] |DEPΓ| Label |ARRΓ| [min]
(−5, 0] 5663 1 3916 (−5, 0]
(0, 5] 2067 2 5389 (0, 15]
(5, 10] 5866 3 4600 (15, 25]
(10, 15] 4769 4 4560 (25, 40]
(15,∞) 4057 5 2850 (40,∞)
22422 ∑ 23478
[min] |DEPΓ| |ARRΓ| Label
(−5, 15] 18365 11098 0
(15,∞) 4057 12380 1∑ 22422 23478
Beispielhaft ist inAbb. 7.8 (rechts) einAusschnitt eines klassifiziertenDatensatzes am LGW am 18.02.2014
aufgeführt. Dieser visualisiert die Approximation der Originaldaten durch die angewandte Klassifizie-
rung. Erkenntlich ist, dass unter einer ausschließlichen Nutzung der Grundklasse (−5, 15) - bis auf drei
Ausnahmen - ein einheitlicher Klassenwert zugeordnet werden würde. Dies entspricht dem Gesamtbild
des Datensatzes und unterstreicht die Notwendigkeit differenzierter Aufteilung der Klassengrenzen.
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(b) Kategorisierung der µ-Abflugverspätung am LGW am
18.02.2014 (blau - Rohdaten, grau - kategorisiert).
Abbildung 7.8: Verspätungsverteilungen (links) und -kategorisierungen (rechts) am LGW im Beobachtungszeit-
raum.
Im Zuge eines erweiterten Experiments wurde in [193] eine zweidimensionale Klassifizierung unter
Nutzung einer weiteren Variable angewandt. In diesem Experiment wurde aus dem einfachen Klassifi-
zierungsverfahren ein Clustering auf Basis von kMean- und Fuzzy-c-Means Algorithmen. Aufgrund des
Basis-Charakters der Untersuchungen in dieser Arbeit wird mit Verweis auf diese Veröffentlichung kein
Clustering angewandt.
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7.1.1.3 Datenanpassung für maschinelles Lernen
Für die ATFM-Anwendung ist die Featureauswahl - und damit die Bildung von Ξ̃ - herausfordernder als
beim Boarding. Prinzipiell wird darauf abgezielt, wie sich Verspätungen im System entwickeln und be-
rechnen lassen. Als Output-Features werden einerseits die spezifischen ARR- und DEP-Verspätungen be-
rechnet, andererseits die Summe aus beiden, welche als eindimensionale Gesamtverspätung definiert ist.
Eine weiterführende Option wäre die gleichzeitige Generierung von ARR- und DEP-Verspätung. Ein kNN
mit zwei Outputneuronen wird in seiner Natur komplexer, kann jedoch immanente Wechselwirkungen
der beiden Verspätungsformen abbilden. Dies ist als weiterführende Forschung in Kap. 8.2 beschrieben.
Indikatoren, welche als Inputs genutzt werden, sollten dann gesetzt werden, wenn eine klare Kausalität
von ihnen in Bezug auf den Output ausgeht. Verspätungen werden lokal primär dadurch verursacht,
dass ein Demand eine Kapazität übersteigt. Eine Kapazität wiederum variiert - neben der Staffelung
- vor allem durch die Art des Betriebskonzeptes an einem Flughafen, welches die Anzahl möglicher
Landungen und Abflüge beschränkt. Die Wahl des Betriebskonzeptes ist eine Entscheidung, die von
der meteorologischen Situation mitbestimmt ist. Beispielsweise reagiert HAM durch seine Küstennähe
sensibel auf Wettereinflüsse, welche für diese geographische Lage charakteristisch sind. Dessen Kreuz-
bahnkonfiguration (vgl. Abb. 3.8, Kap. 3.3.2) verändert sich mehrfach über den Tag und somit variiert
die Kapazität. Dem gegenüber steht, dass HAM in seltensten Fällen über seiner Kapazitätsgrenze arbei-
tet. Dementsprechend muss das Wetter keinen maßgeblichen Effekt auf Verspätungen haben, sondern
es würde ein künstlicher Zusammenhang geschaffen, wenn man dies auf Datenebene forciert. In einem
solchen Fall muss hinterfragt werden, ob eine Berücksichtigung des Wetters zu einer Verbesserung der
Ergebnisse führen kann oder nicht.
Der Beispielflughafen LGW arbeitet im Einbahnsystem und befindet sich durch seinen umfangreichen
Flugbetrieb permanent an Kapazitätsgrenzen. EineWettersensibilität ist hier einfacher abzubilden, auch
deswegen, weil sich seine RWY-Konfiguration fix (1x pro Tag) ändert und nicht derart viele Subfälle vor-
weist wie HAM.
Die Auswahl der Features kann algorithmisch gelöst werden oder auf Expertenwissen basieren (vgl.
Kap. 4.3.3.1). Die Auswahl der operationellen Features für die folgenden Anwendungen erfolgt mit Ex-
pertenwissen. Hintergrund ist, dass sich aus den gegebenen Datensätzen nur wenige Indikatoren als
beschreibende Features für eine Vorhersage verwenden lassen. Diese umfassen alle Indikatoren, die im
Flugplan beschrieben und damit zukünftig definiert sind. Die Flugnachfrage (Demand), sowie die ge-
plante Aufteilung in ARR und DEP, erfüllen diese Eigenschaften. Alle weiteren Indikatoren sind von den
Anwendungen ausgenommen.
Die meteorologische Beschreibung stellt eine Besonderheit dar. So sind einerseits aggregierte ATMAP-
Features, andererseits granulare, aber rohe METAR-Merkmale numerisch zugänglich. Die Auswahl der
Features aus beiden Mengen erfolgt jeweils analytisch. Dabei werden zwei Verfahren der Featureaus-
wahl miteinander verknüpft. Als Basis dient die bereits durch Expertenwissen bereinigte Featuremenge,
welche ausschließlich Flugnachfrage und ARR-/DEP-Plankombinationen enthält. Auf Basis dessen wird
das Verfahren RFE (vgl. Kap. 4.3.3.1) angewandt. Auf diese Art undWeise ist eine Verbindung zumAus-
gabewert vorhanden4, sodass sichergestellt wird, dass nur Wetterfaktoren mit entsprechender Relevanz
innerhalb von Γ betrachtet werden. Dies wird unterstützt von einer Varianzbetrachtung (vgl. Abb. 7.9).
Diese genutzten Ξ̃ sind in Tab. 7.4 beschrieben. Hauptziel dieser Reduktion ist, dass ein Overfitting ver-
mieden und die Genauigkeit des kNN verbessert wird.
Tabelle 7.4: Auswahl der Featuremengen Ξ̃ zur Spezifikation von ATMAP und METAR.
Menge Inputfeatures
ATMAP Ξ̃HAM Gefahr, Frost, Niederschlag, Wind
ATMAP Ξ̃LGW Gefahr, Wind
METAR Ξ̃LGW Windrichtung [◦], Windgeschwindigkeit, Sicht,
Temperatur, Regen
ATFM Ξ̃ Demand, ARR-/DEP-Mix
Output (gesamt)
Gesamtverspätung
Output (einzeln)
ARR-/DEP-
Verspätung
Für ATMAP ist Ξ̃ sowohl für HAM, als auch für LGW bestimmt, wobei LGW außerdem die Möglichkeit zur
4Es ist zu beachten, dass eine Definition von Ξ̃ mit unterschiedlichem Output variiert und deswegen eine individuelle Men-
gendefinition für ARR und DEP sinnvoll sein kann. Dies wird in dieser Arbeit nicht betrachtet.
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Nutzung vonMETAR-Daten bietet. Aus der Menge derMETAR-Features wurden die qualitative Windrich-
tung und die Beschreibung der Wetterverhältnisse entfernt, da diese nicht quantitativ beschrieben sind.
Die jeweiligen Ξ̃ sind gültig für die Regression und die Klassifikation.
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Abbildung 7.9: Konfidenzintervall (µ± σ) der ATMAP-Teilwerte an den betrachteten Flughäfen.
Abb. 7.9 unterstreicht die geographische bedingte Situation und damit verbundene meteorologische Ei-
genschaften. So sind für HAM (Meeresnähe) alle ATMAP-Bestandteile, vor allem Frost und Niederschlag,
stärker ausgeprägt, als dies für LGW der Fall ist. Für beide Flughäfen gilt der Bestandteil Gefahr als maß-
gebliche Abbildung kritischer Bedingungen.
7.1.2 Experimenteller Aufbau &Modellanwendung
Die genutzten kNN-Modelle unterscheiden sich in ihrem Aufbau und in Abhängigkeit der Anwendung
in der Regression bzw. Klassifikation. Vor diesem Hintergrund sind in diesem Kapitel für beide Vari-
ante unterschiedliche kNN und Wertebereiche für die Rastersuche aufgezeigt. Eine Unterscheidung der
Regression in HAM und LGW wird berücksichtigt.
7.1.2.1 kNN als Regressionsmodell
Wie beimBoarding (vgl. Kap. 6)wird für die Anwendung im ATFM auf dieNetztypenMLP, RNN und LSTM
zurückgegriffen. Da die Zielgröße für die Vorhersage die jeweiligen Verspätungswerte umfasst, welche
in ihrem Verlauf eine hohe Komplexität aufweisen, ist davon auszugehen, dass rekurrente Strukturen
bessere Ergebnisse liefern.
Tab. 7.5 (links) umfasst den grundlegendenAufbauder jeweiligen kNN, welcher der Boarding-Anwendung
gleicht.
Tabelle 7.5: Struktur des kNN (links) und Hyperparameter für die Rastersuche (rechts) der A-CDM-Anwendung.
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MLP x x x x x x
RNN x x x x x x
LSTM x x x x x x
Hyperparameter Wertebereich
Batch-Wert [20,40,60,80,100]
nepochs [10,100]
Optimizer [AdaDelta, RMSprop, Adam]
Lernrate η [0.001, 0.01, 0.1]
Momentum % [0.0, 0.2, 0.4, 0.6, 0.8, 0.9]
Uhidden [10, 25, 30, 50, 100, 200]
Dropout-Rate [0.0, 0.2, 0.4, 0.6, 0.8, 0.9]
Für die Hyperparameter werden - mit Ausnahmen - die gleichen Größenintervalle wie imAnwendungs-
fall des Boardings verwendet. So wird nepochs = 5 entfernt, da dieMächtigkeit von Λ wesentlich geringer
ist, als dies bei der Boarding-Simulation der Fall ist. Alle weiteren Bereiche bleiben bestehen. Die Ergeb-
nisse der Rastersuche sind in drei Kombinationen in Tab. 7.6 für MLP, RNN und LSTM dargestellt.
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Tabelle 7.6: Hyperparameter für die kNN-Anwendung in der Regression.
kNN Parameter
Konfig. I MLP Batch = 20, nepochs = 100, Optimizer = Nadam, fact = softmax,
Dropout = 0.0, Uhidden = 25
Konfig. II RNN Batch = 80, nepochs = 100, Optimizer =Nadam, fact = tanh, Dro-
pout = 0.4, Uhidden = 50
Konfig. III (HAM) LSTM Batch = 10, nepochs = 50, Optimizer = Adamax, fact = relu, Dro-
pout = 0.2, Uhidden = 30
Konfig. III (LGW) LSTM Batch = 40, nepochs = 50, Optimizer = RMSprop, fact = softplus,
Dropout = 0.4, Uhidden = 30
Konfiguration I umfasst ein MLP mit Uhidden = 25 und einer hohen Anzahl nepochs = 100. Konfiguration
II (RNN) erhöht die Netzstruktur auf Uhidden = 50 bei gleicher Epochenanzahl. Konfiguration III umfasst
das LSTM mit geringer Netzwerkkonfiguration und einer verringerten Anzahl an Epochen. Die genann-
ten Optimizer für HAM basieren alle auf Adam und beschreiben spezifische, in keras nutzbare Spezialfälle
(vgl. [132, S. 8]). Durch die Nutzung von Adam und RMSprop entfällt das Momentum.
Die folgenden Abbildungen repräsentieren auszugsweise die Darstellung der Kosten- bzw. Verlustfunk-
tion des kNN für die beiden Flughäfen HAM und LGW. Die Kostenfunktion der Regression ist dabei über
den MSE definiert (vgl. Kap. 2.4). Die komprimierte Darstellungsform über Vertrauensbereiche ermög-
licht das visuelle Abschätzen der Epochenzahl nepochs über alle Samples aus dem jeweiligen Datenbe-
stand Λ. Tab. 7.7 umfasst die Ergebnisse des Trainings- und Validierungsprozesses für uneingeschränkte
Datensätze.
Tabelle 7.7: Verlustfunktion der Regression von MLP, RNN und LSTM für die Konfigurationen I bis III für LGW und
HAM.
MLP RNN LSTM
MSEtrain MSEvalid MSEtrain MSEvalid MSEtrain MSEvalid
HAM 0.29 0.33 0.08 0.11 0.09 0.14
LGW 0.38 0.41 0.19 0.21 0.18 0.20
Abb. 7.10 umfasst die Darstellung der Modellgenauigkeit (links) und Verlustfunktion im Vertrauens-
bereich (µ ± σ, rechts) für LGW. Erkennbar ist, dass ab einer Epochenzahl von 40 im Training / 30 in
der Validierung eine Sättigung eintritt und keine signifikanten Verringerungen des MSE mehr eintreten.
Diese Darstellung der Regression basiert, wie beim Boarding, auf einer höheren Epochenzahl als der
genutzten, um den Zeitverlauf zu visualisieren. Die gefärbten Bereiche umfassen µ± σ.
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(a) LGW: DEP-Verspätungen (klassifiziert), ohne Ein-
schränkungen, Λtrain.
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(b) LGW: DEP-Verspätungen, ohne Einschränkungen, Λtrain
(blau), Λvalid (orange).
Abbildung 7.10: LGW: Modellgenauigkeit und MSE für schlechtes Wetter.
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7.1.2.2 kNN als Klassifikator
Die Struktur des kNN für die Klassfikation unterscheidet sich wesentlich von den Modellen der Regres-
sion. Dies hat auch damit zu tun, dass weitere Paradigmen (CNN), aber auch hybride Strukturen An-
wendung finden. So haben sich für die Klassifikation CNN-basierte Netzwerke von Vorteil erwiesen (vgl.
Kap. 2.5.3), jedoch ist mit Rücksicht auf die Datengrundlage und die in bisherigen Experimenten erziel-
ten Ergebnisse eine Nutzung rekurrenter Strukturen für die Interdependenzen der Merkmale (vgl. Kap.
1.2.1) von Vorteil. Aus diesemGrundwird, neben den reinen CNN und LSTM, auf die hybriden Strukturen
eines CNN-LSTM und eines ConvLSTM zurückgegriffen.
Tab. 7.8 umfasst die Struktur der kNN für die Klassifikation (links), sowie die gesetzten Mengen der Hy-
perparameter (rechts), aus denen mithilfe der Rastersuche optimale Kombinationen für die Netzwerke
abgeleitet werden.
Tabelle 7.8: Struktur des kNN (links) und Hyperparameter für die Rastersuche (rechts) der ATFM-Klassifikation.
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LSTM x x x
CNN x x x x x
CNN - LSTM x x x x x x
ConvLSTM x x x x
Hyperparameter Wertebereich
Batch-Wert [20,40,60,80,100]
nepochs [10,100]
Optimizer [Adam]
Lernrate η [0.001, 0.01, 0.1]
Momentum % [0.0, 0.2, 0.4, 0.6, 0.8, 0.9]
Uhidden [10, 100, 500, 1000]
Dropout-Rate [0.0, 0.2, 0.4, 0.6, 0.8, 0.9]
Die folgend genannten Layer sind in Tab. 8.3 auf S. 168 näher erläutert. Die CNN-basierten, gefalteten
Netzwerke bestehen aus Conv1D- und MaxPooling1D-Schichten, die zu einem Stapel mit der erforderli-
chen Tiefe angeordnet sind. Conv1D-Schichten interpretieren Schnappschüsse der Datengrundlage und
die Polling-Layer verdichten/abstrahieren diese Interpretation. So formen die kNN aus Tab. 7.8 die Einga-
bedaten in eigene Vektor- bzw. Matrixinterpretationen um. MaxPooling bündelt diese Interpretationen
und reduziert die Ausgabe. Die Flatten-Ebene nimmt die reduzierte Ausgabe und transformiert sie in
einen Vektor, der - über eine Dense-Ebene - zur Ausgabe führt. Während das CNN-LSTM eine Kombi-
nation aus zwei separaten Ebenen ist, besteht das ConvLSTM aus einem speziellen ConvLSTM2D-Layer.
Dies ist eine rekurrente Ebene, genau wie beim LSTM, aber interne Matrix-Multiplikationen werden mit
Faltungsoperationen ausgetauscht.
Tabelle 7.9: Hyperparameter für die kNN-Anwendung in der Klassifikation.
kNN Individualparameter
Konfiguration I LSTM Batch = 40, nepochs = 50, Optimizer = Adamax, fact = softmax,
Dropout = 0.4, Uhidden = 200
Konfiguration II CNN Filters= 64, Kernel= 3, MaxPool= 2, Udensehidden = 10
Konfiguration III CNN-LSTM U lstmhidden = 100, Filters= 64, Kernel= 3, MaxPool= 2, Udensehidden =
100
Konfiguration IV ConvLSTM Filters= 64, Kernel= 3, Batch = 40, nepochs = 50, Optimizer =
Adamax, fact = relu, Dropout = 0.4, Uhidden = 500
Zu den Hyperparametern der kNN der Regression kommen weitere konfigurierbare Bestandteile für die
Klassifikation hinzu. So sind die kNN der Klassifikation komplexer und bestehen ausmehreren Schichten
mit größeren Uhidden. Wiederholt ist der Optimizer Adam der performanteste Optimizer. Die Ergebnisse
der Rastersuche sind in den jeweiligen Kombinationen in Tab. 7.9 dargestellt.
Als Kostenfunktion der Klassifikation dienen die Sparse Categorical Cross Entropy (Multiklassen) und
die BinaryCross Entropy (Binärklassen) (vgl. Kap. 2.4). Tab. 7.10 enthält dieGenauigkeiten für Trainings-
und Validierungsdaten für klassifizierte Ausgabedaten. Die Klassifikation wird spezifisch auf Szenari-
enblock B (Wetterabhängigkeit) angewandt und bezieht sich auf die ARR- und DEP-Verspätungen.
Ergänzend ist in Abb. 7.10 (links) auszugsweise die Entwicklung der Modellgenauigkeit aufgeführt. Er-
kennbar ist, dass - im Gegensatz zur Regression - eine wesentlich höhere Epochenanzahl nötig ist. Die
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Tabelle 7.10: Genauigkeit der Klassfikation von LSTM, CNN, CNN-LSTM und ConvLSTM für Szenarien B1 und B2
(Berücksichtigung des Wetters), unterschieden nach ARR und DEP auf Basis von Λvalid.
Szenario B1 Szenario B2 B1 (binär) B2 (binär)
ARR DEP ARR DEP ARR ARR
LSTM 48.9% 89.6% 39.1% 82.1% 88.3% 96.1%
CNN 55.0% 96.9% 43.3% 90.1% 90.0% 96.8%
CNN-LSTM 30.9% 74.3% 28.2% 72.6% 83.2% 83.4%
ConvLSTM 45.8% 88.2% 41.3% 87.4% 87.2% 91.5%
besten Ergebnisse aus Tab. 7.10 beziehen sich auf das CNN, womit sich die Annahme der Eignung die-
ses Paradigmas für die Klassifikation bestätigt. Trotz allem unterliegen die hybriden Strukturen, welche
ebenfalls CNN-Bestandteile beinhalten, dem reinen LSTM (mit Ausnahme DEP in B2), welches insgesamt
für Abflugverspätungen nur marginal schlechter abschneidet als das CNN. Aufgrund der Eignung des
LSTM für die Zeitreihenvorhersage, die Berücksichtigung von Interdependenzen und die zufriedenstel-
lenden Ergebnisse der Boarding-Anwendung, wird es dem CNN als finales Modell vorgezogen und dient
folgend als kNN für die Simulation und Kontrolle.
Es gilt zu beachten, dass die Validierungsgenauigkeiten aus Tab. 7.10 die prozentualen Angaben der
korrekt bestimmten Klassen (Label) für einen Folgezeitschritt umfassen. Dies dient zur Einschätzung
der kNN in Bezug auf Zuordnung der Verspätungsklassen im Allgemeinen, ist bis zu diesem Zeitpunkt
jedoch keine Einschätzung der prädiktiven Klassifikation. Hierfür dient die spezifische Untersuchung
einer Vorhersage der Klassen über mehrere Zeitschritte in Kap. 7.2.1.4.
7.2 Simulation & Kontrolle des Flugbetriebs in Hamburg & London
Gatwick
7.2.1 Vorhersage von Verspätungen unter Berücksichtigung des Wetters
Tab. 7.11 gibt einen Überblick über die Genauigkeit der einzelnen Modelle für das jeweilige Szenario.
Die Genauigkeit ist der µ-Fehlerwert aller Testszenarien nach abgeschlossenem Training und bezieht
sich folglich auf eine Vorhersage unter Nutzung der Datensätze L aus Λtest. Der Fehlerwert bezieht sich
auf die absolute Abweichung in [min].
Tabelle 7.11: Mean Absolute Error (MAE)-Ergebnisse der Berechnungen für die Szenarien A, B und C ab Prädikti-
onsstart 11:20 (Subszenario .I) auf Basis von Λtest. Basis ist das rekurrente kNN-Paradigma der LSTM (Konfiguration
III). Alle Werte sind in [min] angegeben.
Szenario Ξ̃ (gesamt) Ξ̃ (einzeln) Ξ̃ (einzeln)
A [ARR + DEP] [ARR] [DEP]
HAM 8.50 5.23 5.49
LGW 27.86 17.85 8.37
B1 [ARR + DEP] [ARR] [DEP]
HAM 11.41 5.60 4.77
LGW 29.34 10.09 5.51
B2 [ARR + DEP] [ARR] [DEP]
HAM 9.91 5.41 3.39
LGW 27.14 20.93 6.95
C [ARR + DEP] [ARR] [DEP]
HAM 10.84 4.98 3.24
LGW 21.30 10.11 7.95
Die Ergebnisse des Subszenarios .II mit Prädiktionsstart 17:20 sind in Tab. 8.5 auf S. 168 zu finden. Alle
folgenden Betrachtungen beziehen sich auf Subszenario .I (11:20).
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7.2.1.1 Szenario A - ohne Einschränkungen
Szenario A umfasst das Lernen und Anwenden ohne jegliche Einschränkungen in den Datensätzen. So-
mit werden alle Wettersituationen und operationellen Besonderheiten miteinander in Verbindung ge-
bracht. Die Mächtigkeit |Λ| dieser Anwendung ist am größten, bietet somit die meisten Samples zurWis-
sensgenerierung, vermischt jedoch eben alle Besonderheiten, welche mit speziellen meteorologischen
Situationen einhergehen können.
Für HAM zeigt sich, dass dieQ0.5-Werte der Verspätung für ARR und DEP sich stets imNahbereich (−5 bis
5Minuten) derNulllinie befinden, jedoch gerade fürAnkünfte sehr hohe Bandbreiten (bis zu 50Minuten
zwischenMinimumundMaximum) aufweisen. Das kNNneigt häufig zuExtremwerten. Beispielhaft sind
in Abb. 7.11 (links) die Box-Plot-Korridore für HAM im Abflugfall visualisiert.
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(a) HAM:Q0.5-DEP-Verspätung, ohne Einschränkung.
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(b) LGW: µ-DEP-Verspätung, ohne Einschränkung.
Abbildung 7.11: Vorhersagen für Szenario A ab 11:20 beider Zielflughäfen auf Basis von Λtest.
LGW zeigt ein vergleichbares Bild (vgl. Abb. 7.11, rechts), jedoch sind die Bandbreiten und die Ausrei-
ßeranzahl erhöht. So ist dieser Fall ebenfalls durch einen sich nur minimal fortentwickelnden Fehler-
korridor geprägt. 75% der DEP-Abweichungen sind geringer als 10 Minuten, was sich im MAE von 8.37
Minuten (vgl. Tab. 7.11) niederschlägt. Für ARR erhöhen sich sowohl Spannbreite, als auch Absolutfehler
(17.85 Minuten).
7.2.1.2 Szenario B1 & B2 - Wettereinschränkungen
Der Szenarienblock B unterscheidet sich von A durch die Berücksichtigungmeteorologischer Bedingun-
gen. B1 gilt dabei als Szenario innerhalb schlechtenWetters, B2 innerhalb des gutenWetters. DieAngaben
zur Datentrennung sind Kap. 7.1.1 zu entnehmen. Durch die Aufspaltung liegen jeweils verringerte Da-
tenumfänge zugrunde, wobei die Tage mit schlechten Wetterbedingungen für beide Flughäfen in der
Unterzahl sind. Abb. 7.12 greift für beide Flughäfen beispielhafte Box-Plots über die Fehlerentwicklung
auf.
Während in Abb. 7.12 (links) klar ersichtlich ist, dass keine signifikante Verbesserung (eine geringere
Anzahl Ausreißer ausgenommen) für gutes Wetter in Bezug auf Ankunftsverspätungen auftritt, unter-
streicht die Darstellung für LGW (rechts), dass eine Fokussierung der Datensätze sinnvoll ist. So ist der
Fehlerkorridor insgesamt kleiner geworden und Ausreißer sind weitestgehend vermieden. Es ist zu ver-
muten, dass es zu einer Adaption des kNN auf Besonderheiten innerhalb schlechter Wetterbedingungen
und damit einhergehenden Systemdynamiken gekommen ist. Die Entwicklung des Fehlerkorridors über
die Zeit unterliegt einer wachsenden Unsicherheit.
Abb. 7.13 bildet zusätzlich die Konfidenzintervalle der Verspätungen im betrachteten Zeitabschnitt ab.
Es ist zu erkennen, dass die mittlere Abweichung sehr gering ist, das kNN jedoch speziell für LGW nicht
die Bereiche abdeckt, die inM beobachtet werden konnten.
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(a) HAM: Fehler ARR, gutes Wetter.
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(b) LGW: µ-DEP-Verspätung, schlechtes Wetter.
Abbildung 7.12: Vorhersagen für Szenario B1 und B2 ab 11:20 auf Basis von Λtest.
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(a) HAM: Fehler ARR, schlechtes Wetter.
11:20 12:20 13:20 14:20 15:20 16:20
Zeit
10
5
0
5
10
15
20
 A
bf
lu
gv
er
sp
ät
un
g 
[m
in
]
Differenz
Originaldaten
Modelldaten
(b) LGW: Fehler DEP, schlechtes Wetter.
Abbildung 7.13: Vorhersagen für Szenario B1 und B2 ab 11:20 auf Basis von Λtest.
7.2.1.3 Szenario C - ähnlicher Demand nach DTW
SzenarioCumfasst die speziellste von allenAnwendungen.Nebender Trennunguntermeteorologischen
Gesichtspunkten, wird der Datensatz gemäß der Ähnlichkeit in den Eingabedaten (Demand/Flugnach-
frage) aufgebaut. Dabei wird auf die größte aller ähnlichen Teilmengen zurückgegriffen. Die Daten dazu
sind abermals Kap. 7.1.1 zu entnehmen.
SpeziellHAM profitiert wenig von dieser weiterenDetaillierung. Dies hängtmit dem grundlegend homo-
genen Flugbetrieb zusammen, der sich in einer großen Menge nach DTW äußert. Demnach findet keine
signifikante Fokussierung statt, was sich in einem zu Szenario A besseren, zu Szenario B ähnlichen Er-
gebnis äußert. Nichtsdestotrotz ist es gelungen, die Fehlerspanne - vor allem im mittleren Zeitbereich
der Vorhersage - zu verringern (vgl. Abb. 7.14, links).
Am LGW trägt die Trennung nach DTW zu einer Verbesserung der Vorhersagequalität bei.Wie inAbb. 7.14
(rechts) zu sehen ist, ist die Vorhersage Ausreißer-frei und verringert sich in ihrer Spannweite über alle
Zeitschritte hinweg. Die maximale Ausprägung des Fehlerkorridors beträgt für DEP in diesem Beispiel
16 Minuten bei einem Vorhersagehorizont von vier Stunden (vgl. Abb. 7.14, rechts, 14:20).
7.2.1.4 Szenario B1* und B2* - Klassifikation mit Wettereinschränkungen
Speziell für Ankunftsverspätungen ist eine Überführung der Prädikation zu kategorialen Zielvariablen
sinnvoll. So wird die in Kap. 7.1.1.2 vorgestellte Reduktion der Verspätungswerte auf festgelegte Inter-
valle angewandt. Im Zuge dessen entstehen sechs (multi) und zwei (binär) Label, welche unterschied-
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(a) HAM: Fehler ARR, gutes Wetter, DTW.
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(b) LGW: µ-DEP-Verspätung, schlechtes Wetter, DTW.
Abbildung 7.14: Vorhersagen für Szenario C ab 11:20 auf Basis von Λtest.
liche Ausprägungen der Verspätung abbilden. Die binäre Klassifikation greift dabei die grundlegende
Klasse der EC auf, welche als pünktlich definiert ist, wohingegen folglich alle anderen Zustände als nicht-
pünktlich gelten.
Als Basis der folgenden Resultate dient wiederholt das LSTM. Die Lernevaluierungen von Kap. 7.1.2 auf-
greifend, weist das Paradigma des CNN marginal bessere Trainingsgenauigkeiten auf, wird jedoch mit
Hinblick auf die Prognose als sehr rechenaufwändiges und für Interdependenzen ungeeignetes kNN ver-
nachlässigt.
Tab. 7.12 umfasst die Prognosegenauigkeiten der prädiktiven Klassifikation für das Szenario B2 (gutes
Wetter). Die Prozentwerte beziehen sich auf den Anteil der korrekt bestimmten Verspätungsklassen im
jeweiligen Slot. DieAngaben beziehen sich abermals auf dieµderwiederholten Prognosen,wobei σ nicht
angegeben wird. Die Ergebnisse für Szenario B1 sind auf S. 168 in Tab. 8.6 nachzulesen. Zur Bestätigung
der verbesserten Ergebnisse durch die prädiktive Klassifikation, wurden die Ergebnisse der numerischen
Vorhersage nachgelagert kategorisiert und mit denen der Klassifikation verglichen. Das kNN liefert auf
diese Weise, wie zu erwarten, nur für DEP zufriedenstellende Vorhersagegüte ab. So umfasst die Ap-
proximation bereits für t + 1h im Falle der multikategorialen Ankunftsverspätungen eine Genauigkeit
von 29.2% und damit eine Abweichung von 8.2% der prädiktiven Klassifikation, kann jedoch für DEP
gleichwertige (und marginal bessere) Ergebnisse generieren.
Tabelle 7.12: Genauigkeit der Klassfikation des LSTM für die Szenario B2 ab 11:20 auf Basis von Λtest.
Verspätung Fehlermaß Genauigkeitt+1h ... Genauigkeitt+6h Vergleichswertt+6h
ARR Zielklasse 37.4% 25.8% 19.0%
M ± 1 Klasse 69.6% 58.8% 37.2%
ARRbinär Zielklasse 95.3% 72.1% 63.2%
DEP Zielklasse 63.2% 50.7% 47.9%
M ± 1 Klasse 93.0% 89.9% 90.3%
Es ist erkennbar, dass die Prognose die positiven Evaluierungsergebnisse (vgl. Kap. 7.1.2) bestätigt. Spe-
ziell für ARR können durch diese Reduktion der Ausgabeinformationen insgesamt die Ergebnisse ver-
bessert werden. So kann über die binäre Klassifikation in einem Vorhersagezeitraum von einer Stunde
mit 95.3% Genauigkeit bestimmt werden, ob Ankünfte gemäß Wetter und Demand pünktlich sind oder
nicht. Für einen Vorhersagezeitraum von 6 Stunden beträgt diese Genauigkeit noch immer 72.1%. Für die
multikategoriale Vorhersage sinken diese Genauigkeiten, sodass zum maximalen Vorhersagezeitpunkt
mit 58.8% Genauigkeit die ARR-Verspätung mit einer Abweichung von bis zu einer Klasse vorhergesagt
werden kann. Im Falle des DEP ist die Verpätungsvorhersage nach 6 Stunden zu 89.9% genau - ebenfalls
mit einer maximalen Abweichung einer Klasse, jedoch geringeren Klassenbreiten (5 Minuten, vgl. Tab.
7.3). Nichtsdestotrotz ist es so gelungen, ARR-Verspätungen auch auf Basis eines weniger geeigneten Da-
tensatzes qualitativ vorherzusagen.
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Aufgrund der besseren Vorhersagegüte, wird die prädiktive Klassifikation als Vorhersagemethode für
Datengrundlagen mit allgemeinerem (ohne Wettereinschränkungen und DTW) und in ihrem Hinter-
grund komplexeren Verspätungscharakter (ARR) präferiert.
7.2.2 Robustheitsprüfung der adaptiven Kontrollstruktur
Im Unterschied zur Robustheitsprüfung innerhalb des Boardings (vgl. Kap. 6.2.2), basiert die Mani-
pulation der Eingabedaten zur Generierung feindseeliger Eingaben nicht auf dem Hintergrund, dass
Ungenauigkeiten der Messung erzeugt werden sollen. Vielmehr wird auf diese Weise von M fremder
operationeller Input künstlich erzeugt. Dies kann zur Simulation neuer Flugpläne (definiert durch die
Flugnachfrage) dienen, als auch zur Erzeugung von Extremsituationen, wie bspw. kurzzeitigen Einbrü-
chen der Nachfrage.
Wie Tab. 5.2 von Kap. 5.1.2 zu entnehmen ist, dient das Gauß’sche Rauschen zur vereinfachten Generie-
rung zufällig wachsenden Demands. Real-operationelle Voraussetzung dafür wäre - für einen Flughafen
wie LGW - ein Gewinn an Kapazität, bspw. durch infrastrukturellen Ausbau oder kapazitätssteigernde
Maßnahmen (vgl. [131]). Dies wird für das Experiment als gegeben angenommen. Die Parameter des
Rauschens variieren zwischen µ = 1.1, µ = 1.2 und µ = 1.4 bei einem σ = 0.05. In Abb. 7.15 (links) ist ein
künstlich verrauschter Demand für LGW beispielhaft aufgezeigt und dem originalen Verlauf gegenüber-
gestellt. Die Rauschwerte unterliegen einer Rundung auf ganzzahlige Werte, was dem Charakter dieses
Datensatzes entspricht. Das Verhältnis von DEP und ARR wurde auf den entsprechenden neuen Demand
adaptiert.
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Abbildung 7.15:Generierung feindseliger Eingaben auf Basis der Flugplandaten am LGW zurNachfragesteigerung
(links) und Simulation von Einbrüchen der Nachfrage (rechts).
Als Vergleichsbasis dient der unveränderte Datensatz Λtest des Szenarios B1 (schlechtesWetter) für DEP.
Die zu vergleichende mittlere Verspätung betrug in diesem Fall 8.9 Minuten. In den Ergebnissen spie-
gelt sich eine Anpassung der mittleren Verspätung wider. So steigt diese bereits für µ = 1.1 auf 10.25
Minuten an, gewinnt jedoch nicht an marginalem Zuwachs durch eine Erhöhung von µ. Für µ = 1.4
beträgt die resultierende mittlere Verspätung 10.5 Minuten, wodurch eine Sättigung erkenntlich wird.
Kap. 7.2.3 vorwegnehmend, ist das kNN für DEP in hoher Abhängigkeit von Wetter trainiert. Die un-
veränderten meteorologischen Verhältnissen scheinen Sättigungseffekte der Verspätung letztlich mit zu
verursachen. Folglich können leichte Nachfrageanstiege, bspw. durch kapazitätssteigerndeMaßnahmen,
abgebildet werden, signifikante Änderungen bedürfen jedoch einer Rekalibrierung des kNN.
Kurzzeitige Extremsituationen werden durch vereinzelte Nullung von Nachfragewerten pro Zeitslot si-
muliert. Dieses Auftreten ist innerhalb vonM beobachtbar, da besonders zu Nachtstunden Zeitslots mit
niedriger Flugnachfrage vorliegen. Jedoch ist die Einbettung in das Fluggeschehen tagsüber anders zu
bewerten, als es zu Nachtstunden der Fall ist. Ein kurzzeitiger Demand-Stop innerhalb einer hoch fre-
quentierten Sequenz ab 11:20 würde theoretisch zu einer Aufstockung von Nachfragewerten in den fol-
genden Zeitschritten führen, um die Gesamtnachfrage zu bedienen. Dies wurde im vorliegenden Fall
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nicht betrachtet.
Die Ergebnisse dieser Form der Robustheitsprüfung ist schwerer zu quantifizieren, weil letztlich auch
chaotisch in ihrer Reaktion des kNN. Die simulierten Nachfrageeinbrüche in den Testdaten Λtest zum
Zeitpunkt von 14:20 (sieheAbb. 7.15, rechts) führen zu einer Reaktion der kNN, welche eine nachfolgende
Prognose nicht ermöglicht.Wie inAbb. 7.16 erkenntlich ist, adaptiert das kNN die Prognose entsprechend
der fehlenden Nachfrage, ist jedoch nicht in der Lage im weiteren Verlauf zu reagieren.
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Abbildung 7.16: Reaktionen des kNN auf einen Nachfrageeinbruch nach 6 Zeitschritten (vertikale Linie). Der star-
keZusammenhangvonNachfrage undVerspätung führt zu einer Reduktiondes prognostiziertenVerspätungswerts.
Eine Rückkopplung ist nicht möglich, da dieser Fall inM nicht beobachtbar war.
Zu beachten ist, dass die Flugnachfrage nach dem Einbruch nicht modifiziert wurde und auch die Beob-
achtungen der Flugverspätung keinen ähnlichen Fall aufweisen. Das kNN ermittelt die Ausgabe entspre-
chend von Zeitschritten mit niedriger Nachfrage, wie diese bspw. in den Nachtstunden vorliegen. Durch
die hohe Differenz zur praktischen Kapazität ist theoretisch kein hoher Verspätungswert zu erwarten,
wodurch die kNN-Ausgabe in diesem Sinne als korrekte Reaktion zu interpretieren ist. Real-operationell
würde dieser Fall jedoch nicht auftreten.
7.2.3 Eingabeempfehlungen zur Minimierung der Gesamtverspätung
Die Vorstellung der Inhalte des Kap. 1.3 verdeutlicht, dass aktive Steuerungsmaßnahmen, unabhängig
der Annahme der gegebenenWettervorhersage, gegenwärtig in der prä-taktischen Phase nicht enthalten
sind. Bedingt durch die reguläre zeitliche Auslegung ist eine Reaktion auf Wetterereignisse, welche erst
mindestens 24 Stunden später eintreffen könnten, zu risikobehaftet. Die Möglichkeit, dass kapazitätsbe-
einflussendeMaßnahmen eingeleitet werden, die eine unnötige Reduzierung des Flughafenbetriebes auf
Grund einer vagen Prognosegüte zur Folge haben, kann nicht in Kauf genommen werden. In seltenen
Fällen kann jedoch innerhalb der prä-taktischen Phase auf Wettersituationen reagiert werden, wenn ein
Wetterphänomen für eine mehrtägige Zeitspanne aktiv ist. Somit lassen sich diesbezüglich notwendige
Steuerungsmaßnahmen im Rahmen der prä-taktischen Phase festlegen. Vergleichbar für eine aktuelle
Anwendung bezüglich der Wetterphänomene ist demnach die taktische Phase. Inhaltlich, wie auch zeit-
lich ist die reguläre taktische Phase mehrheitlich kongruent zur neu ausgelegten prä-taktischen Phase.
Hierbei finden konkrete Steuerungsmaßnahmen auf den Verkehrsfluss Anwendung, die auf Grund ak-
tueller Daten die Nachfrage an Flugbewegungen an die gegebene Kapazität (land-/luftseitig) anpas-
sen. Dazu gehört die Zuweisung von Slots (Zeitfenster) an bevorstehende Flugbewegungen, welche
damit einen neuen Zeitrahmen bekommen, um zu starten. Weiterhin können Flugroutenumleitungen
(Re-Routings) erzeugt werden, um Engpasssituationen entgegen zu wirken sowie alternative Flugpro-
file erstellt werden. Auf diese Form der Steuerungsmaßnahmen setzt die Kontrolle des vATM an.
Gemäß Kap. 5.2 ergeben sich zwei Möglichkeiten zur erweiterten Wissensextraktion aus den trainierten
kNN. Beginnend mit der Bestimmung der Merkmalseinflüsse kann ein Bild gewonnen werden, welches
den Nutzern die Relevanzen zur Berücksichtigung bestimmter Features, mit Fokus auf dem Wetter, be-
reitstellt. Dies ist beispielhaft für die Szenarien B1 und B2 der Flughäfen HAM und LGW in Abb. 7.17 und
7.18 dargestellt. Die Merkmale Scheduled Time of Departure (STD) und Scheduled Time of Arrival (STA)
dienen dabei als Absolutzahlen für Abflüge und Ankünfte und nicht als Zeitstempel.
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Demand
STD
STA
GefahrNiederschlag
Wind
Frost
0.1
0.2
0.3
gutes Wetter
schlechtes Wetter
(a) Ξ̃-Einflüsse auf die ARR-Verspätung.
Demand
STD
STA
GefahrNiederschlag
Wind
Frost
0.2
0.4
0.6
gutes Wetter
schlechtes Wetter
(b) Ξ̃-Einflüsse auf die DEP-Verspätung.
Abbildung 7.17: Relative Wichtigkeiten der genutzten Features am HAM für ARR- (links) und DEP-Verspätungen
(rechts).
Für HAM ist erkennbar, dass für die Tage schlechten Wetters der Einfluss der eigentlichen Flugtypanzahl
sinkt, während sich der Fokus auf die übergeordnete Nachfrage verschiebt. Als relevanteWetterfaktoren
sind für ARR Frost undGefahr auszumachen. Für DEP sindmeteorologische Einflüsse nicht abzuleiten, da
- mit Ausnahme eines geringfügigen Ausschlags für Wind (gutes Wetter) und Niederschlag (schlechtes
Wetter) - keine wesentlichen Verknüpfungen durch das kNN geschaffen wurden.
Demand
STD
STA
Regen
Sicht
Temperatur
Windgeschwindigkeit
Windrichtung
0.13
0.26
0.39
gutes Wetter
schlechtes Wetter
(a) Ξ̃-Einflüsse auf die ARR-Verspätung.
Demand
STD
STA
Regen
Sicht
Temperatur
Windgeschwindigkeit
Windrichtung
0.125
0.25
0.375
0.5
gutes Wetter
schlechtes Wetter
(b) Ξ̃-Einflüsse auf die DEP-Verspätung.
Abbildung 7.18: Relative Wichtigkeiten der genutzten Features am LGW für ARR- (links) und DEP-Verspätungen
(rechts).
Das Bild für LGW unterscheidet sich insofern, als das eine Integration des Wetters verstärkt stattfindet.
Zumeinen ist dies auf die granularere Betrachtung durchMETAR, zum anderen auf die höhere Sensibilität
des Flughafens auf meteorologische Ereignisse zurückzuführen. Für DEP-Verspätungen ist ein Fokus auf
Wind und Temperatur auszumachen, wohingegen Regen keinen nennenswerten Einfluss hat. Die Abbil-
dung von Interdependenzen spiegelt sich dabei ebenfalls wieder, da ein starker Bezug zu ARR geschaffen
wird.
7.2.3.1 Metaheuristische Optimierung
Auf Basis des trainierten kNN kann abgeschätzt werden, welche Zeitversetzung des Demands letztlich
zu einer verringerten Gesamtverspätung führt. Auf Basis des performantesten kNN wird eine metaheu-
ristische Optimierung angewandt, welche das LSTM (Konfiguration III, Regression) als Kostenfunktion
zu Generierung von Verspätungen nutzt und optimale Eingabemengen ableitet, um den Output global
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zu minimieren. Global umfasst in diesem Fall über alle Zeitschritte innerhalb des möglichen Optimie-
rungszeitraumsΓopt, welcher lokaleVerschlechterungen akzeptiert,wenndas gesamteResultat optimiert
werden kann. Dies basiert auf den in Kap. 5.2.2 vorgeschlagenen Methoden. Sie dient als Ergänzung zur
Bewertung der Wichtigkeiten der Features.
Als Basis für die exemplarischeAnwendungdient der 01.05.2015 am LGW. Zielgröße ist dieDEP-Verspätung,
auf welche eine lokale Steuerungsoptimierung an einem Flughafen unmittelbaren Effekt hat, als dies für
die ARR-Verspätung der Fall wäre. Alle Features aus Ξ mit einem meteorologischen Bezug dienen als re-
striktive Zustandsgrößen. Als teil-restriktive Kontrollgröße dienen die Flugnachfrage, die STD und STA.
Die Partikelschwarmoptimierung (PSO) (vgl. Kap. 5.2.2) ist Basis der Optimierung und dient zur Um-
formung der Eingabesequenz der Nachfrage, d.h. der absoluten Ankünfte und Abflüge pro Zeitslot. Als
Parameter der PSO dienen 100 Maximaliterationen und eine Schwarmgröße von 20. Der Zusammenhang,
dass die Nachfrage die Summe aus STD und STA darstellt, wird in der Optimierung als Beschränkung de-
finiert. Essentiell sind die Grenzen der Variationen für die einzelnen Indikatoren. So kann die Optimie-
rung für verschiedenen Varianten möglicher Flugplanänderungen angewandt werden und die optimale
Eingabesequenz entsprechend ableiten. Der Zeitraum der Optimierung beträgt 6 Stunden (Γopt = 12
Zeitschritte) ab 11:20. Zu beachten ist, dass eine Optimierung auf diesem Zeitraum keine ganztägige
Optimierung zur Folge haben muss, da nur ein Ausschnitt des Tages bewertet wird. Gemäß der verwen-
deten Datenquellen ist dies jedoch der maximale Zeitraum. Als Zielfunktion dient die mittlere Verspä-
tung.
Auf Basis dieser Überlegungen sind somit folgend definiert:
min 1
n
n∑
t=1
kNN(t) n = 12
gemäß Demand(t) = STD(t) + STA(t) ∀t ∈ Γopt
Aus Kap. 7.2.3 ist zu entnehmen, dass sowohl STA, also auch STD einen ähnlichen Einfluss innerhalb der
Verspätungsabbildung haben. Somit können beide zu gleichen Teilen variiert werden. Besitzt eine Kon-
trollgröße einen wesentlich stärken Einfluss auf die Ausgabe, muss dies in den Schranken berücksichtigt
werden. Die Wahl der Schranken hat wesentlichen Einfluss auf das Optimierungsergebnis. So hat sich in
den Experimenten gezeigt, dass eine ± Abweichung von ca. 10% des ursprünglichen STA bzw. STD zu ei-
ner zufriedenstellendenMinimierung der durchschnittlichen Verspätung am LGW führt (siehe Abb. 7.19,
links). Eine Erhöhung der positiven Variation auf ca. 25% (Abb. 7.19, rechts) resultiert in einer verrin-
gerten Minimierung der Verspätung, führt letztlich jedoch zu einer Erhöhung der möglichen Nachfrage
und kann damit ebenfalls positive Effekte auf die Verkehrsflusssteuerung haben.
Bei einer Reduktion der Nachfrage in einem Zeitslot wird die Differenz um maximal einen Zeitslot ver-
schoben. Zielbedingung ist, dass nach 12 Zeitschritten der ursprüngliche Demand befriedigt worden ist.
Eine Variation von STA und STD ist gemäß der Schranken möglich.
Nachfolgend ist die originale Sequenz, die veränderten STA und STD, sowie die damit entstandenen Ver-
spätungswerte für eine angewandte PSO am Beispieltag 01.05.2015 dargestellt. Die korrespondierende
Darstellung der Nachfrage ist in Abb. 7.19 links zu finden. Es handelt sich um eine 10%-beschränkte
Optimierung.
Tabelle 7.13: PSO-Ergebnisse der Berechnungen am LGW unter Umschichtung von STA und STD bei vollständiger
Nachfragebefriedigung für Beispieltag 01.05.2015.
Original t+ 1h t+ 2h t+ 3h t+ 4h t+ 5h t+ 6h
∑
µ Verspätung [min]
Nachfrage 48 48 51 41 27 26 494
13.44STA 21 25 23 16 13 21 252
STD 28 23 23 25 14 5 242
PSO t+ 1h t+ 2h t+ 3h t+ 4h t+ 5h t+ 6h
∑
µ Verspätung [min]
Nachfrage 54 47 54 43 28 29 509
12.09STA 23 24 29 17 12 22 254
STD 31 23 25 26 16 7 255
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Tab. 7.13 spiegelt die Umschichtung des Demands gemäß Flugplan wider und befriedigt über den kom-
pletten Optimierungszeitraum die globale Nachfrage. Dies führt insgesamt zu einer Verspätungsmini-
mierung von 1.35Minuten desmittlerenVerspätungswertes bei einer Erhöhung desmöglichenVerkehrs-
flusses um 15 Flüge. In Abb. 7.19 sind dazu ergänzend die Veränderung des Demands, auch für 25%-
beschränkte Optimierung, aufgezeigt. Bei einer höheren Variation kann der Verkehrsfluss abermals um
9 Flüge gesteigert, die mittlere Verspätung jedoch nur um 0.49 Minuten reduziert werden. Sowohl das
LSTM in seinem Training, als auch die PSO unterliegen stochastischen Grundlagen, sodass Abweichun-
gen in der Reproduktion der Ergebnisse möglich sind. Des weiteren ist zu erwarten, dass es mehrere
Variationen der Eingabesequenz gibt, welche zur Verminderung der Verspätung führen.
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(a) PSO: 10%-beschränkte Optimierung.
0 2 4 6 8 10
Zeit
25
30
35
40
45
50
55
Fl
ug
na
ch
fr
ag
e 
/ D
em
an
d
Nachfrage laut Flugplan
optimierte Nachfrage
(b) PSO: 25%-beschränkte Optimierung.
Abbildung 7.19: Variationen der Flugnachfrage durch Optimierungen mittels PSO am LGW.
Die Optimierung findet anhand der Modellwahrheit statt - wie in Kap. 7.2.1 bewertet wurde, unterliegt
die Prognose einem fortschreitenden Fehlerwert. Je genauer das kNN an sich abbildet, desto valider ist
die Optimierung. Das Experiment soll in diesem Falle aufzeigen, dass eine metaheuristische Optimie-
rung zur Ableitung einer optimalen Eingabesequenz möglich und entsprechend der vorhandenen Pro-
gnosefehler zu interpretieren ist. Es ist bereits erwähnt wurden, dass ein breiteres Datenfundament die
eigentliche Prognosequalität der kNN verbessern und somit auch positiven Effekt auf die Optimierung
haben wird.
Durch Extraktion und metaheuristische Optimierung ist es in diesem Kapitel gelungen, weiterführen-
de Informationen aus dem kNN zu gewinnen, welche der Integration in ein leistungsbasiertes Luftver-
kehrssystem dienen. Dabei stellen Simulation und Kontrolle sehr verzahnte Anwendungsfälle dar. Mit
steigender Prognosequalität steigt ebenso die Validität der Optimierungsresultate. Beide Nutzungsmög-
lichkeiten des vATM bieten jedoch für sich vielschichtige Möglichkeiten zur datenbasierten Verbesserung
der operationellen Bedingungen des Luftverkehrssystems. Die Simulation verbessert einerseits die Pro-
gnosequalität und damit die Koordinationssicherheit der A-CDM-Meilensteine, die Kontrolle wiederum
kann individuell an den entsprechenden Flughäfen zur Ableitung optimaler Flugpläne unter Nutzung
der lokalen Wettervorhersagen angewandt werden.
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Kapitel 8
Schlussbetrachtungen
Mit der Entwicklung eines adaptiven Frameworks für die kNN-Anwendung im Luftverkehrsbereich wurden
die Grundlagen für die in Kap. 6 und Kap. 7 durchgeführten Experimente gelegt. So wurde einerseits von
der Möglichkeit Gebrauch gemacht, Expertenwissen der operationellen Begebenheiten einfließen zu lassen,
als auch algorithmisch unterstützt einen datenbasierten Ansatz zur verbesserten Vorhersage und Optimie-
rung innerhalb des leistungsbasierten Luftverkehrsmanagements zu vollziehen.
Das folgende Kapitel schließt diese Arbeit mit einer zusammenfassenden Betrachtung der definierten Sze-
narien ab. Aufbauend auf den Ergebnissen und Erkenntnissen der Experimente werden in einem Ausblick
Themenfelder adressiert, welche eine mögliche und wissenschaftlich sinnvolle Fortsetzung der Inhalte dieser
Arbeit skizzieren.
8.1 Zusammenfassende Auswertung der Basisszenarien
Zukünftige 4D-Flugzeugtrajektorien erfordern eine umfassendeBerücksichtigungder betrieblichenRah-
menbedingungen. Eine zuverlässige Vorhersage aller Flugzeug-bezogenen Prozesse entlang der spezi-
fischen Trajektorien ist für den punktuellen Betrieb unerlässlich. Ein besonderer Schwerpunkt liegt auf
dem Flugzeugbodenbetrieb, der operative Meilensteine sowohl für den aktuellen, als auch für den Ziel-
flughafen setzt. Diese gegenseitigen Abhängigkeiten zwischen den Flughäfen führen zu systemweiten,
weitreichenden Auswirkungen. Die Bodentrajektorie eines Flugzeugs besteht in erster Linie aus den Ab-
fertigungsprozessen amStand (vgl. Kap. 3.2), die als Turnaround zusammengefasstwerden. Umeine zu-
verlässige Vorhersage des Turnarounds zu ermöglichen, muss der kritischeWeg der Prozesse nachhaltig
gesteuert werden. Die Turnaround-Prozesse werden hauptsächlich vom Bodenabfertigungs-, Flughafen-
oder Flugpersonal gesteuert, mit Ausnahme des Boardings, das von der Erfahrung, der Bereitschaft oder
der Fähigkeit der Passagiere, die vorgeschlagenenVerfahren einzuhalten, bestimmtwird. Diesemögliche
Entropiewar Teil der genutzten Simulationsumgebungund konnte in gleichemMaße abgebildetwerden.
Ein Schwerpunkt der Anwendungen der kNN im leistungsbasierten Luftverkehrsmanagement bezog
sich in dieser Arbeit auf das Boarding als Teil des Turnarounds. Als Basis für die Untersuchungen des
Boardings wurde auf eine Simulationsumgebung zurückgegriffen, welche Datensätze für verschiedene
Boarding-Strategien in umfassendem Maße generieren kann. Gegenstand der Untersuchungen war, in-
wiefern ein kNN in der Lage ist, eine Boardingzeit innerhalb des A-CDM-Meilensteinansatzes überhaupt
vorherzusagen und wie diese Vorhersagegüte für unterschiedliche Trainingsdaten und Qualitätsmaße
variiert.
Die Anwendungen zeigen, dass eine Vorhersage der Boardingzeiten mit kNN vergleichbare Ansätze,
bspw. mit stochastischem Hintergrund (vgl. [216] und Kap. 3.2), übertrifft. Gerade für bereinigte Da-
tensätze konnte, je nach Startzeitpunkt der Vorhersage, das Boardingende mit einem MAE von ungefähr
60s vorhergesagt werden. Darüber hinaus bieten kNN die Möglichkeit, den Prozess als solches auf Date-
nebene zu beschreiben und zu analysieren. Dies hebt den Ansatz dieser Arbeit ab von bisherigen, daten-
basierten Herangehensweisen. Es ist somit gelungen, in Kombination mit externen Forschungsarbeiten
im Bereich des Flugzeugboardings ein adaptives Modell zur präzisen und analysierbaren Vorhersage zu
erstellen, welches genutzt werden kann, um die nachhaltige und transparente Steuerung des Bodenbe-
triebs zu verbessern.
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Ein weiterer Schwerpunkt der Arbeit war die Nutzung von kNN zur Vorhersage (Simulation) und Opti-
mierung (Kontrolle) im Bereich das ATFM. Im Gegensatz zum Boarding bezog sich dieser Anwendungs-
fall auf eine makroskopischere Betrachtung des A-CDM-Meilensteinansatzes und forderte aufgrund der
höheren Diversität der Daten ausführlichere Vorbereitungen und Datenstrukturanalysen. Zielflughäfen
der Analyse waren HAM und LGW, deren operationellen und meteorologischen Gegebenheiten lokal be-
trachtet wurden. Innerhalb der Analyse wurden ARR und DEP sowohl getrennt, als auch kombiniert als
Summe der Verspätungen (Gesamtverspätung) analysiert (vgl. Kap. 7.2.1).
Die Prognosequalität der genutzten kNN mit weiteren Modellen zu vergleichen ist aufgrund der speziel-
len Datengrundlagen und lokalen Bedingungen komplex zu bewerten. Auch existiert eine Vielzahl mög-
licher Abwandlungen der Grundtypen von kNN, welche in bestimmten Situationen bessere Ergebnisse
produzieren. Nichtsdestotrotz ist die Zeitreihenvorhersage, im Spezifischen die Vorhersage von Verspä-
tungszeiten im Luftverkehr, einweiterhinwissenschaftlich aktiv erforschter Bereich. Hier seien vor allem
[258, 247, 92, 238] zu nennen, welche gleichsam für qualitative und quantitative Vergleiche herangezo-
gen werden können. [247] umfasst die Vorhersage von Verspätungen an US-amerikanischen Flughäfen
unter Nutzung eines abgewandelten LSTM. Grundlage sind Tagesverspätungen (Durchschnitt) und - wie
im Anwendungsfall LGW - METAR-Berichte aus den Jahren 2014 und 2015. Die Median-Fehlerwerte für
eine einwöchige Prognose (7 Zeitschritte) liegen hier im Mittel bei 7.71 Minuten und liefert dabei ein
vergleichbares Ergebnis wie die Untersuchungen dieser Arbeit, wird jedoch in einem wesentlich grö-
beren Kontext erfasst. Des weiteren zeigt sich, dass eine spezifische Datenstrukturanalyse wesentlichen
Einfluss auf die Ergebnisse hat und somit auch herkömmlichen Paradigmen zu guten Ergebnissen ver-
hilft (vgl. Kap. 7.1.1). [92] stellt mehrereModelle, u. a. drei kNN, zur Prognosebewertung gegenüber und
erhält im Fokus für 30 Flughäfen einen µ-Fehler von 10.5 Minuten.
Eine zukunftsorientierte Anwendung im Sinne einerWeiterentwicklung, bzw. Anpassung gegebener Pa-
rameter der prä-taktischen Phase wird anhand der Steuerungsstrategien auf prognostizierte Wetterphä-
nomene in dieser Arbeit zu Grunde gelegt (vgl. Kap. 7.2.3). Der Nutzen der daraus gewonnenen Op-
timierungen spiegelt sich in darauffolgenden Prozessketten wieder. Dies bietet damit direkte Vorteile
innerhalb des Entwicklungsprozesses von A-CDM zu TAM als Basis für ein zukünftiges PBAM.
8.2 Ausblick
Schwerpunkt zukünftiger Betrachtungen in diesem Bereichen sollten vor allem die Datengrundlagen
für die kNN-Anwendung sein, da diese maßgeblichen Anteil am Erfolg der Applikationen haben, jedoch
auch den Umfang der notwendigen Datenvoranalyse definieren. Für die beiden Themenbereiche Boar-
ding und ATFMwerden deshalb beispielhaft Ideen zur Verbesserung der Vorhersage- undOptimierungs-
ergebnisse vorgestellt.
Wenngleich die Datengrundlage für das Anwendungsgebiet des Boardings auf einer Simulation beruht,
welche auf Realdaten validiert wurde und als Datengenerator für eine ausreichend große Grundgesamt-
heit dienen kann, so ist die Aussagekraft der genutzten Komplexitätsmetrik beschränkt. Vor allem mit
dem Hintergrund möglicher Eingriffsoptionen für das Personal bietet diese Form der Datenaggregation
keine Indikatoren, welche dies unmittelbar zulassen. Eine erweiterte Metrik, welche im Speziellen Infor-
mationen der Passagiere in der Schlange detailliert darstellt, könnte das Fundament einer erweiterten
Optimierungsmöglichkeit darstellen.
Zur erweiterten Datenaggregation innerhalb des Boardingprozesses wird beispielhaft auf die experi-
mentelle Anwendung des Paxcounter referenziert [172]. Der Paxcounter ist ein Proof-of-Concept-Gerät
zur Messung von Passagierströmen in Echtzeit. Mit diesem Gerät wird gezählt, wie viele mobile Geräte
(bspw. Smartphones) es gibt, woraus sich die Anzahl, Positionen und Sequenz der wartenden Passagie-
re ableiten lassen. Der Paxcounter erkennt WLAN- und Bluetooth-Signale in der Luft und konzentriert
sich dabei auf mobile Geräte, indem er Anbieter-OUIs in der MAC-Adresse filtert. Dies wird vollzogen,
ohne in die Privatsphäre einzugreifen. Die Datenübertragung zu einem Server erfolgt über entsprechen-
de Netzwerke bzw. Schnittstellen. Die geschaffenen Informationen können mit minimalemAufwand die
Datengrundlage (und somitM) innerhalb des Boardings signifikant erweitern und verbessern.
Die Anwendungsbeispiele des ATFM sind vor allem in den Bereichen begrenzt, in welchen die genutzten
Datensätze keine erweiterte Informationsadaption für die kNN zulassen. Maßgeblich ist hierbei die KPA
der Kapazität zu nennen. Diese fehlt in den hier genutzten Datengrundlagen, ist jedoch imWesentlichen
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für die Verspätungsentstehung verantwortlich. Eine Betrachtung von beidem, Nachfrage und Kapazität,
ermöglicht eine kontinuierliche Darstellung der Balance zwischen diesen beiden Bereichen und ermög-
licht eine höhere Vorhersagegüte (und damit eine sicherere Optimierung), als dies mit den beschrie-
benen Datensätzen der Fall war. Eine Fortsetzung der Experimente unter ähnlichen wissenschaftlichen
Gesichtspunkten, jedoch mit granulareren Datensätzen, wird damit als sinnvoll erachtet.
Weiterhin muss festgehalten werden, dass es sich bei den Experimenten dieser Arbeit um singuläre Be-
trachtungen von Flughäfen handelt (HAM, LGW). Verspätungen, vor allem im Ankunftsbereich, sind be-
dingt durch Wechselwirkungen innerhalb des Flugnetzwerks und beeinflussen sich auf höherer Ebene
stärker, als dies durch Einzelbetrachtungen darstellbar wäre. Es wird daher empfehlen, die Datengrund-
lage nicht nur zu verschärfen, sondern in ihrem Umfang zu erweitern und auf das entsprechende Netz-
werk zu beziehen, mit welchem der Flughafen von Interesse verbunden ist. Somit können Interdepen-
denzen, reactionary delays und wetterunabhängige Verspätungseffekte besser bzw. überhaupt abgebil-
det werden.
Zur Einbindung von Wetterdaten wurde in dieser Arbeit auf ATMAP zurückgegriffen, welcher in Vor-
hersagen auf der TAF basiert. Beide Formen der meteorologischen Datenaggregation sollten in weiteren
Untersuchungen auf ihre Aussagekraft und Vorhersagestärke überprüft werden. So sind einerseits die
ATMAP-Werte zusammenfassende Bewertungen, welche jedoch den Detailgrad der eigentlichen Wetter-
meldungen reduzieren. Ebenso werdenWetterinformationen unabhängig von der geographischen Lage
des Flughafens an jedem Ort gleich bewertet. Es sollte Ziel zukünftiger Untersuchungen sein, inwiefern
der ATMAP-Algorithmus individueller und möglicherweise präziser gestaltet werden kann. Für die TAF
wiederum, welche einer Wetterprognose unterliegt, gilt, dass ihre Vorhersagegenauigkeit maßgeblichen
Anteil am Erfolg einer Verspätungsprognose hat. Da in dieser Arbeit auf historische METAR-Sequenzen
zurückgegriffen wurde, fand diese Untersuchung keine Anwendung, wird jedoch für aufbauende An-
wendungen empfohlen.
Da solche kNN, wie sie in den Anwendungen dieser Arbeit adaptiert wurden, dynamische Prozesse kom-
plexer Systeme darstellen, bei denen Stabilität und Sicherheit wichtig sind, erfordert dies bestimmte Ga-
rantien über das Verhalten des kNN und seine Interaktion mit dem kontrollierten System. Sowohl die
Leistung des kNN, als auch seine Stabilität, müssen gewährleistet sein. So wird in den weiteren For-
schungsschritten beabsichtigt, die kNN in eine Beschreibung zu überführen, welche einen erweiterten
Betrachtungsraum gewährleisten und den Charakter der Black Box aufweichen. Das resultierende Rück-
kopplungssystem ist verwendbar, um mehrere Studien zur Stabilität und zum dynamischen Verhalten
anzuwenden. Eine allgemeine Methode beinhaltet Lyapunov-Funktionen [15], die sowohl für das auto-
nome stationäre Netz unter Berücksichtigung des Zustands, als auch für das Steuerungssystem unter
Berücksichtigung des Zustands und des Inputs zur Erfüllung der Stabilität der Kontrollstruktur ange-
wendet wird. Darüber hinaus werden Untersuchungen unter Berücksichtigung von Input-Sets, die peri-
odische Effekte verursachen, und deren Stabilität durchgeführt. Mit dem gewonnenen Wissen über die
Stabilität in Bezug auf Eingangswerte und Netzwerkparameter kann eine Grundlage aus dem kNN abge-
leitet werden, um den Prozess der Systemsteuerung zu optimieren und schwer identifizierbare Optima
zu erhalten. Dies stellt eine Erweiterung der Anwendungsebene Kontrolle des vATM dar.
Teile dieser Stabilitätsuntersuchungen wurden bereits in Zusammenarbeit mit der Staatlichen Universi-
tät Sankt Petersburg (SPbU) im Rahmen des Forschungsaustauschprogramms G-RISC erarbeitet.
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Anhang
Tabelle 8.1: Tabellarische Darstellung der Kernkonzepte, Eigenschaften sowie Vor- und Nachteile der Lernregeln:
Hebb-Regel, Delta-Regel, Backpropagation und Competitive learning.
Hebb-Regel Delta-Regel Backpropagation Competitive Learning
Kernkozept Gleichzeitige Ak-
tivierung
Vergleich: ge-
wünscht vs.
beobachtet; Gra-
dientenverfahren
Backward-pass;
Gradientenver-
fahren
Beste Lösung erhält ge-
samten Ertrag
Art der Lernregel Als supervised,
unsupervised
und reinforce-
ment learning
möglich
Supervised lear-
ning
Supervised lear-
ning
Unsupervised learning
Bio. Plausibilität Teilweise Eher nicht Eher nicht Teilweise
Netztypen Pattern Asso-
ciator; Auto
Associator
Pattern Asso-
ciator; Auto
Associator
Simple RNN, Jor-
dan Netze
Kompetitive Netze; kon-
zeptuell auch in Koho-
nennetzen
Vorteile Einfachheit,
biologische Plau-
sibilität
Einfachheit, rela-
tiv leicht zu im-
plementieren
Auch bei Netzen
mit Hidden-Units
einsetzbar; grö-
ßere Mächtigkeit
im Vergleich zur
Delta-Regel
Unsupervised learning;
biologische Plausibilität
Nachteile In der "klas-
sischen"Form:
Überlaufen
der Werte der
Gewichte und ge-
ringe Mächtigkeit
des Systems
Nicht bei Netzen
mit Hidden-
Units einsetzbar;
fragwürdige
biologische Plau-
sibilität; geringe
Mächtigkeit des
Systems
Fragwürdige bio-
logische Plausibi-
lität; lokale Mini-
ma
Einzelne Output-Unit
kann alle Inputmuster
än sich reißen-> keine
Kategorisierung mehr
Tabelle 8.2: Übersicht der genutzten Python-Bibliotheken mit jeweiliger Versionierung und Aufgabenbereich.
Bibliothek Version Aufgabenbereich
TensorFlow 2.0.0 Basisbibliothek zur Anwendung von kNN
keras 2.3.1 Frontend-Bibliothek zur Anwendung von TensorFlow
scikit-learn 0.21.3 unterstützende Methoden für kNN
pandas 0.25.1 unterstützende Datenformatierungen
numpy 1.16.0 numerische Operationen
PyQt5 5.13.1 Grafische Benutzeroberfläche (GUI) (vgl. Kap. 4.1.0.1)
matplotlib 3.1.1 grafische Datenvisualisierung (vgl. Kap. 4.3.1.1)
seaborn 0.9.0 erweiterte Datenvisualisierung
eli5 0.10.1 Permutation Importance (vgl. Kap. 5.2.1)
PySwarms 1.1.0 Partikelschwarmoptimierung (PSO) (vgl. Kap. 5.2.2)
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Tabelle 8.3:Übersicht der genutzten Keras-Layermit jeweiliger Beschreibung und Paradigmeneinschränkung [39].
Layer Aufgabenbereich Paradigma
Input / Output Verarbeitung von Ein- und Ausgabedaten alle
Concatenate Zusammenführung multivariater Eingaben MLP, RNN, LSTM
Activation Aktivierungsschicht MLP
Dense simple vorwärtsgerichtete Schicht alle
Dropout Vermeidung von Overfitting alle
SimpleRNN simple RNN-Schicht mit Rückkopplung RNN
LSTM Basisimplementierung des LSTM LSTM
Conv1D Faltung über einzelne Dimension CNN, CNN-LSTM
ConvLSTM2D gefaltete Input- und Rekurrenzoperationen ConvLSTM
Flatten Dimensionsreduktion auf 1 CNN, CNN-LSTM, ConvLSTM
MaxPooling1D eindimensionaler Diskretisierungsprozess CNN, CNN-LSTM
Tabelle 8.4: Deskriptive Statistiken der drei Indikatoren - Wartschlange (k), Interferenzpotenzial (P ) und Fort-
schritt der Sitzlast (1 − fSL) für die vier nicht betroffenen Boarding-Strategien, die jeweils 25.000 Simulationsläufe
umfassen.
back-to-front µ σ2 Min Q0.25 Q0.5 Q0.75 Max
k 232.6 128.48 0 134.56 235.41 336.93 472.05
P 242.71 157.57 0 101.17 231.06 386.04 494.57
1− fsl 0.48 0.32 0 0.19 0.46 0.77 1
block µ σ2 Min Q0.25 Q0.5 Q0.75 Max
k 222.62 141.43 0 124.75 200.12 309.83 544.59
P 254.73 152.67 0 127.46 250.08 388.99 494.66
1− fsl 0.5 0.31 0 0.23 0.52 0.76 1
outside-in µ σ2 Min Q0.25 Q0.5 Q0.75 Max
k 110.29 62.89 0 63.88 108.4 155.22 254.3
P 196.84 154.66 0 59.84 161.3 321.4 493.77
1− fsl 0.51 0.31 0 0.23 0.51 0.79 1
reverse pyramid µ σ2 Min Q0.25 Q0.5 Q0.75 Max
k 101.69 57.94 0 58.13 101.61 144.17 232.16
P 214.74 158.36 0 68.23 194.67 346.75 493.99
1− fsl 0.51 0.32 0 0.23 0.5 0.8 1
Tabelle 8.5:MAE-Ergebnisse der Berechnungen für die SzenarienA, B undC ab Prädiktionsstart 17:20 (Subszenario
.II). Basis ist das rekurrente kNN-Paradigma der LSTM (Konfiguration III). Alle Werte sind in [min] angegeben.
Szenario Ξ̃ (univariat) Ξ̃ (multivariat) Ξ̃ (multivariat)
A [ARR + DEP] [ARR] [DEP]
HAM 9.12 5.76 5.01
LGW 23.14 15.45 8.20
B1 [ARR + DEP] [ARR] [DEP]
HAM 10.97 5.43 4.92
LGW 28.09 10.02 5.27
B2 [ARR + DEP] [ARR] [DEP]
HAM 9.86 4.81 3.46
LGW 24.85 20.43 6.76
C [ARR + DEP] [ARR] [DEP]
HAM 10.36 4.88 3.50
LGW 19.20 11.66 6.42
Tabelle 8.6: Genauigkeit der Klassfikation des LSTM für die Szenario B1* ab 11:20.
Verspätung Fehlermaß Genauigkeitt+1h ... Genauigkeitt+6h Vergleichswertt+6h
ARR Zielklasse 21.2% 20.1% 19.5%
M ± 1 Klasse 55.6% 48.6% 39.1%
ARRbinär Zielklasse 83.9% 62.0% 50.1%
DEP Zielklasse 59.3% 45.0% 45.3%
M ± 1 Klasse 85.8% 79.1% 74.7%
| 168
Künstliche neuronale Netze im leistungsbasierten Luftverkehrsmanagement Stefan Reitmann
Danksagung
Zuerst möchte ich mich bei meinem Doktorvater Prof. Karl Nachtigall für seine Betreuung und Begut-
achtung bedanken.Wenngleichwir zu Beginn der Dissertation lange Zeit unterschiedlicheAuffassungen
über den Inhalt hatten, bedanke ich mich sehr für seine Geduld und sein Interesse am Fortgang der Ar-
beit. Meinem Zweitgutachter Prof. Frank Klawonn danke ich für seine Bereitschaft, in die Begutachtung
der Arbeit in einem bereits fortgeschrittenen Stadium einzusteigen und sie mit seinen Kenntnissen der
Informatik, speziell des maschinellen Lernens, zu verbessern.
Meiner Fachbetreuerin Dr. Annette Temme bin ich für ihr stets offenes Ohr, ihre fachliche Expertise und
auch ihre menschliche Unterstützung, die sie allesamt viel Zeit kosteten, sehr dankbar. PD Dr. Michael
Schultz danke ich vielmals für die Ermöglichung der Dissertation und seine Unterstützung - speziell für
seine hervorragenden Modelle und Simulationsergebnisse, welche ich verwerten durfte.
Ich bin dankbar, dass ich durch das German-Russian International Science Center (G-RISC) dieMöglich-
keit bekommen habe, die Mathematisch-Mechanische Fakultät der Staatlichen Universität St. Petersburg
zu besuchen, insbesondere für den damit verbundenen Kontakt und hilfreiche Gespräche mit Prof. G.
A. Leonov, der leider 2018 unerwartet verstarb.
Ich blicke zurück auf eine sehr schöne, spannende und lehrreiche Zeit am DLR in Braunschweig. Be-
sonders dankbar bin ich, dass ich die Erfahrungen (und auch die Leiden) des Doktoranden-Daseins mit
meinen Mitstreitern Alexander Gillissen, Dr. Stefan Kern, Dr. Michael Kreuz und Thomas Standfuß tei-
len durfte. Ebenso standen mir viele Kollegen meiner neuen und alten Abteilung hilfreich zur Seite. So
bedanke ich mich vor allem bei Franz Knabe und Marcus Biella für die Unterstützung.
Es ist nicht immer einfach, die Gedanken von einer zeitintensiven Doktorarbeit zu lassen und einen kla-
ren Kopf zu bekommen. Ich bin meinem privaten Umfeld, besonders meinen Freunden, sehr dankbar,
dass sie durch ihre Zeit und ihr Zutun - direkt und indirekt - die Arbeit verbessert haben. Mein beson-
derer Dank gilt Eric Reisner, Emanuel Quentin, Thomas Heckel und Johannes Jaeckel, meiner Schwester
Tatjana und meinem Bruder Daniel.
Ich möchte diese Arbeit meinen Eltern widmen, ohne deren jahrelange Unterstützung ich nicht an den
Punkt dieses akademischen Weges gekommen wäre. Meiner Mutter danke ich, dass sie mir jeden Sonn-
tagMittagessen gemacht hat undmich in schlechten Zeitenmit ihrer positivenArt aufheiterte. Besonders
glücklich bin ich darüber, dass mir die Dissertation die Chance gab, mit meinem Vater wissenschaftlich
zusammenzuarbeiten. Nicht nur seine Kritik und Ideen haben die Qualität der Arbeit verbessert, auch
seine persönlichen Erfahrungen waren lehrreiche und inspirierende Stützen.
EineDoktorarbeit vereinnahmt zeitlich undmental sehr. Ichwerdemeiner LebensgefährtinMaria immer
dankbar sein - für ihre stets aufmunternden Worte, ihre organisatorische Hilfe und dass sie mir alle
Freiheiten gab, um mich auf die Arbeit einzulassen. Ich werde mich nach der Verteidigung erkenntlich
zeigen und sie wieder rund um die Uhr nerven.
169 |
