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Abstract
This paper is concerned with the oscillation and nonoscillation behavior of solution of the nonlinear two-
dimensional difference system
xn = ang(yn),
yn−1 = −f (n, xn), n ∈ N(n0) = {n0, n0 + 1, . . .}.
Some necessary and sufﬁcient conditions are given for the system to admit the existence of oscillatory and nonoscilla-
tory solutionswith special asymptotic properties. Some important results in the literatures are generalized. Examples
to illustrate the result are included.
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1. Introduction
Consider the nonlinear two-dimensional difference system
xn = ang(yn), yn−1 = −f (n, xn), n ∈ N(n0) = {n0, n0 + 1, . . .}, (1)
where  is deﬁned by yn = yn+1 − yn, n ∈ N(n0) = {n0, n0 + 1, . . .}, n0 ∈ N = {1, 2, . . .}, {an} is
the nonnegative real sequence, g(u) : R → R is continuous function with properties, ug(u)> 0, for
u = 0. f (n, u) : N(n0) × R → R is continuous as a function of u ∈ R; uf (n, u)> 0 for n ∈ N(n0)
and u = 0.
Throughout the paper, we will restrict our attention to only the solutions of system (1) that exist for
n ∈ N(N0), where N0n0. As usual, a real sequence deﬁned on N(N0) is said to be oscillatory if it
is neither eventually positive nor eventually negative, and it is said to be nonoscillatory otherwise. A
solution ({xn}, {yn}) of system (1) will be called oscillatory if both components are oscillatory, and it will
be called nonoscillatory otherwise. The difference system (1) will be called oscillatory if all its solutions
are oscillatory.
The difference system (1) can be considered as a natural generalization of difference system
xn = ang(yn), yn−1 = −bnf (xn), n ∈ N(n0) = {n0, n0 + 1, . . .}. (2)
We note the relevance of systems of form (2) as several important second-order difference equation
(an−1xn−1) + pnf (xn) = 0, (3)
2xn−1 + pn|xn|sgn xn = 0 (4)
and
(an−1(xn−1)) + pnf (xn) = 0, (5)
can be written in form (2). For oscillation and nonoscillation criteria regarding Eqs. (3)–(5), we refer to
[1,3,5,8]. System (2) has been an object of intensive studies in recent years. However, most of previous
studies have been restricted to the casewheref (n, y)=bnf (yn), we refer to [2,4,6,7,9]. Graef [4] obtained
some oscillation results, Li [9] obtained some necessary and sufﬁcient conditions of nonoscillation for
system (2), and very little is known about the case of general f (n, y) in which n and y are not necessarily
separable. Up to now, even for the system
xn = 1
n
y4n, yn−1 = −
n3|xn|4/3xn
2004 + n3x2n
, n ∈ N = {1, 2, . . .},
the known result cannot be applied to determine the oscillatory and nonoscillatory behaviors. A question
arises: Is it possible to establish a necessary and sufﬁcient condition for all solutions of (1) to be oscillatory?
Our results answer this question.
The paper is organized as follows. In the next section, we generalize some results of [9], some necessary
and sufﬁcient conditions are given for the system to admit the existence of nonoscillatory solutions
with special asymptotic properties. In Section 3, we obtain some necessary and sufﬁcient conditions
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for all solutions of system (1) to be oscillatory, some examples to illustrate our result are given
in Section 4.
2. Nonoscillation results
In this section, we generalize some results of [9] to system (1). We are interested in characterizing the
situation in which system (1) to admit the existence of nonoscillatory solutions with special asymptotic
properties, these results will be used for the next section. Additional hypotheses on f (t, y) and g(x) are
needed for this purpose.
(c1) g(x) is nondecreasing.
(c2) For any positive constant l andLwith l <L there exist positive constants h andH, depending possibly
on l and L such that l |y|L implies
hf (n, l) |f (n, y)|Hf (n,L), n ∈ N(n0).
(c3) For any positive constant l andLwith l <L there exist positive constants h andH, depending possibly
on l and L such that l |y|L implies
hf (n, l(n)) |f (n, (n)y)|Hf (n,L(n)), n ∈ N(n0),
where (n) is a positive nonincreasing function.
(c4) g(uv) = g(u)g(v) for uv > 0.
(c5) limn→∞ An0,n = ∞, where Am,n =
∑n−1
s=m as .
Theorem 1. Suppose that (c1) and (c2) are satisﬁed. Then, system (1) has a nonoscillatory solu-
tion ({xn}, {yn}) such that limn→∞ xn =  = 0 and limn→∞ yn = 0 if and only if for any positive
constant d
∞∑
n0
ang
(
d
∞∑
r=n
|f (r, c)|
)
<∞ for some c = 0. (6)
Proof. Necessity. Let ({xn}, {yn}) be a nonoscillatory solution of system (1) such that limn→∞ xn =
const = 0 and limn→∞ yn = 0. There is no loss of generality in assuming that limn→∞ xn > 0. Then
there exist positive constants l, L and n1 ∈ N(n0) such that lxnL for nn1. Condition (c2) then
implies that
f (n, xn)hf (n, l) for nn1, (7)
for some constant h> 0.
Summing the second equation of (1) from n + 1 to ∞, and noting that limn→∞ yn = 0, we have
yn =
∞∑
r=n+1
f (r, xr), nn1.
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Thus, summing the ﬁrst equation of (1), we have
∞> lim
n→∞ xn − xn1 =
∞∑
m=n1
ang(yn)
=
n∑
s=n1
ang
( ∞∑
r=s+1
f (r, xr)
)

∞∑
s=n1
ang
(
h
∞∑
s+1
f (r, l)
)
,
which implies that (6) holds with d = h, c = l.
Sufﬁciency. Suppose that (6) holds for some c = 0 and all d > 0, we may assume that c > 0. By
condition (c2), there is a constant H > 0 such that c/2xnc implies
f (n, xn)Hf (n, c) for n ∈ N(n0).
Choose N0 ∈ N(n0) to be large so that
∞∑
s=N0
asg
(
H
∞∑
r=s+1
f (r, c)
)

c
2
. (8)
Consider the Banach space  of all bounded sequence x = {xn} with norm ‖x‖ = supn∈N(n0)|xn|, we
deﬁned a bounded, convex and closed subset X of  as
X =
{
x ∈ , c
2
xnc, nN0
}
, (9)
we also deﬁne an operator T : X → X as
[T x]n = c −
∞∑
s=n
asg
( ∞∑
r=s+1
f (r, xr)
)
, nN0. (10)
It is routinely veriﬁed that (i) T maps X into itself, (ii) T is a continuous mapping, (iii) T (X) is
precompact. In fact, if x ∈ X, then
c(T x)n = c −
∞∑
s=n
asg
( ∞∑
r=s+1
f (r, xr)
)
c −
∞∑
s=n
asg
(
H
∞∑
r=s+1
f (r, c)
)

c
2
.
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Next, we show that T is continuous. Let x(k) ∈ X be such that limk→∞‖x(k)‖ = 0. Since X is closed,
x ∈ X and
|(T x(k))n − (T x)n| =
∣∣∣∣∣
∞∑
s=n
asg
( ∞∑
r=s+1
f (r, x(k)r )
)
−
∞∑
s=n
asg
( ∞∑
r=s+1
f (r, xr)
)∣∣∣∣∣

∞∑
s=n
as
∣∣∣∣∣g
( ∞∑
r=s+1
f (r, x(k)r )
)
− g
( ∞∑
r=s+1
f (r, xr)
)∣∣∣∣∣ .
By the continuity of g and f, and according to Lebesgue’s dominated convergence theorem, it
follows that
lim
k→∞ supnN0
|(T x(k))n − (T x)n| = 0.
This shows that
lim
k→∞ ‖(T x
(k)) − (T x)‖ = 0.
Finally, we will show that TX is precompact. Let x ∈ X and m, nN0. For m>n, we get
|(T x)m − (T x)n| =
∣∣∣∣∣
m−1∑
s=n
asg
( ∞∑
r=s+1
f (r, xr)
)∣∣∣∣∣

∣∣∣∣∣
∞∑
s=n
asg
(
H
∞∑
r=s+1
f (r, c)
)∣∣∣∣∣ .
Therefore, by the Schauder–Tychonoff ﬁxed point theorem, there is the sequence x ={xn} ∈ X such that
x = T x, that is
xn = c −
∞∑
s=n
asg
( ∞∑
r=s+1
f (r, xr)
)
. (11)
Set
yn =
∞∑
r=n+1
f (r, xr), nN0.
Then limn→∞ yn = 0 and yn−1 = −f (n, xn). On the other hand,
xn = c −
∞∑
s=n
asg(yn),
shows that limn→∞ xn = c and xn = ang(yn). This completes the proof of the theorem. 
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We see from the proof of Theorem 1, if (c4) holds also, then we can remove the positive constant d in
theorem 1, i.e. g(u) = |u|sgn(u), u ∈ R(> 0), and especially when g(u) = u, u ∈ R. Hence, we have
Theorem 2. Suppose that (c1), (c2) and (c4) are satisﬁed. Then, system (1) has a nonoscillatory solution
({xn}, {yn}) such that limn→∞ xn =  = 0 and limn→∞ yn = 0 if and only if
∞∑
n0
ang
( ∞∑
r=n
|f (r, c)|
)
<∞ for some c = 0. (12)
Theorem 3. Suppose that (c1), (c3) and (c5) are satisﬁed. Then, system (1) has a nonoscillatory solution
({xn}, {yn}) such that limn→∞(xn/An0,n) =  = 0, limn→∞ yn =  = 0 if and only if
∞∑
n0
|f (n, cAn0,n)|<∞ for some c = 0. (13)
Proof. Necessity. Suppose that system (1) has a solution x= ({xn}, {yn}) such that limn→∞(xn/An0,n)=
const = 0, limn→∞ yn = , we may assume that limn→∞(xn/An0,n)> 0, hence yn < 0 and yn > .
There exist positive constants l, L and n1 ∈ N(n0) such that lAn0,nxnLAn0,n for nn1. Summing
the second equation of system (1) from n1 + 1 to ∞, we have
∞∑
r=n1+1
f (r, xr) = yn1 − <∞. (14)
By (c2), there exists a constant h> 0 such that f (n, xn)hf (n, lAn0,n), nn1, it follows that
h
∞∑
r=n1+1
f (r, lAn0,r ) <
∞∑
r=n1+1
f (r, xr)<∞,
which implies that (13) holds with c = l.
Sufﬁciency. Let (13) hold for some c=2k, where k > 0. By condition (c3) there exists a constantH > 0
such that kxn2k implies
f (n,An0,nxn)Hf (n, 2kAn0,n), n ∈ N(n0).
Let N0 ∈ N(n0) be large enough so that
H
∞∑
n=N0
f (n, 2kAn0,n)w, (15)
wherew=g−1(c)/2.We introduce the linear space of all sequencesX={xn} such that supn∈N(n0)(|xn|/
AN0,n)<∞. Further, we deﬁne this sup to be the norm, that is, if x ∈ , then ‖x‖=supnN0(|xn|/AN0,n).
It is obvious that  is a Banach space with the norm. Deﬁne
X = {x ∈ , g(w)AN0,nxng(2w)AN0,n, n>N0}. (16)
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It is easy to see thatX is a bounded, convex and closed subset of, we also deﬁne an operator T : X → X
by the formula
[T x]n =
n−1∑
s=N0
asg
(
w +
∞∑
r=s+1
f (r, yr)
)
, nN0. (17)
Since it can be shown that T is continuous and sends X into a relatively compact subset of X, the
Schauder–Tychonoff ﬁxed point theorem ensures that the existence of a sequence x ={xn} ∈ X such that
x = T x, that is
xn =
n−1∑
s=N0
asg
(
w +
∞∑
r=s
f (r, xr)
)
, nN0. (18)
Set
yn = w +
∞∑
r=n+1
f (r, xr), nN0.
Then limn→∞ yn = w and yn−1 = −f (n, xn). On the other hand,
xn =
n−1∑
s=N0
asg
(
w +
∞∑
r=s+1
f (r, yr)
)
.
By Stolz’ theorem,we have limn→∞(xn/An0,n) = limn→∞ g(w +
∑∞
r=n+1 f (r, yr)) = g(w) = 0 and
xn = ang(yn). This completes the proof of the theorem. 
3. Oscillation results
In this section,we need some additional conditions to guarantee that system (1) has oscillatory solutions.
(c6) There exists a positive constant d such that g(uv)dg(u)g(v), for uv > 0.
(c7) There exists a continuous nondecreasing function  : R → R with the properties such that
sgn(y) = sgn y,
∫ ±∞ du
g((u))
<∞, (19)
and
|f (n, y)| |f (n, l)|(y)|, n ∈ N(n0), |y|y0, (20)
for some constants y0 > 0 and l = 0 with sgn l = sgn y.
(c8) f (n, y) is nondecreasing in y for each ﬁxed nn0.
(c9) There exist a continuous nondecreasing function  : [−M,M] → R,M > 0 being a constant,
such that
sgn(v) = sgn v and
∫ ±M
±0
dv
(g(v))
<∞, (21)
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and
|f (n, uv)|k|f (n, u)|(v)|, n ∈ N(n0), u = 0, 0< |v|<v0, (22)
for some positive constant k > 0 and v0 > 0.
Theorem 4. Suppose that (c1), (c2), (c5)–(c7) is satisﬁed. Then, all solutions of system (1) are oscillatory
if and only if
∞∑
n0
ang
( ∞∑
r=n+1
|f (r, c)|
)
= ∞ for all c = 0. (23)
Proof. Necessity. If (23) is violated, then, by Theorem 1, system (1) has a nonoscillatory solution
({xn}, {yn}) such that limn→∞ xn = const = 0 and limn→∞ yn = 0.
Sufﬁciency. Let (23) hold and suppose that (1) has a nonoscillatory solution ({xn}, {yn}). We may
assume that xn > 0 for nn1. In view of (c5), similar to the proof of Lemma 4 [9], we get yn > 0, it
follows from the ﬁrst equation of system (1) that xn > 0, nn1, and limn→∞ xn = ∞ by Theorem 1.
From the second equation of system (1), we have yn < 0, hence, limn→∞yn0.
Summing the second equation of (1) from n + 1 to ∞, we have
yn
( ∞∑
r=n+1
f (r, yr)
)
, nn1, (24)
by (24), (c6) and in view of nondecreasing , it follows that
xn
g((xn+1))
= ang(yn)
g((xn+1))

ang(
∑∞
r=n+1f (r, xr))
g((xn+1))
dang
( ∞∑
r=n+1
f (r, xr)
(xr)
)
, nn1. (25)
Since xn → ∞ as n → ∞, we see in view of (20) that there is n2n1 such that
f (n, xn)
(yn)
f (n, l), nn2, (26)
for l > 0. From (25) and (26), we have
xn
g((xn+1))
dang
( ∞∑
r=n+1
f (r, l)
)
. (27)
Summing two sides of (27) from n2 to n, we obtain
n∑
r=n2
xr
g((xr+1))

n∑
s=n2
dasg
( ∞∑
r=s+1
f (r, l)
)
. (28)
Deﬁne
r(t) = xn + (t − n)xn, n tn + 1.
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In view of xn0, then xnr(t)xn+1 and
xn
g((xn+1))

r ′(t)
g((r(t)))

xn
g((xn))
. (29)
From (23) and (24), we obtain∫ ∞
r(n2)
ds
g((s))

∫ n+1
n2
dr(t)
g((r(t)))

n∑
s=n2
dasg
( ∞∑
r=s+1
f (r, l)
)
. (30)
In view of (19) and (23), this inequality yields a contradiction and completes the proof of the
theorem. 
Theorem 5. Suppose that (c5), (c8) and (c9) are satisﬁed. Then, all solutions of system (1) are oscillatory
if and only if
∞∑
m
|f (n, cAn0,n)| = ∞ for all c = 0. (31)
Proof. Necessity. If (31) is violated, then, by Theorem 3, there is a nonoscillatory solution ({xn}, {yn})
of the system (1) such that
lim
n→∞
xn
An0,n
= const = 0.
Sufﬁciency. Let (31) hold and suppose that (1) has a nonoscillatory solution ({xn}, {yn}). We may as-
sume that xn > 0 for nn1. Then by same argument in the proof of Theorem 4, we have xn > 0,yn < 0,
yn > 0 eventually. We claim that (31) implies yn decrease to 0 as n → ∞. In fact, if limn→∞ = > 0,
then yn for nn1. According to the ﬁrst equation, we have xn = xn1 +
∑n−1
s=n1 asg(ys)> g()An1,n.
Summing the second equation of (1) from n1 + 1 to ∞, note (c8) and (31), we have
 − yn1 = −
∞∑
s=n1+1
f (s, xs) −
∞∑
s=n1+1
f (s, g()An1,s) = −∞,
which is a contradiction. Hence, yn decreases to 0 as n → ∞. Summing the ﬁrst equation of (1), we have
xn − xn1 =
n−1∑
s=n1
asg(ys)g(yn−1)An1,n.
It follows that there exists a positive constant c > 1 such that
xn
g(yn)
cAn1,n. (32)
In view of (c5) and g(yn) = 0, using (c8) and (c9), we get
kf (n, cAn1,n)kf
(
n,
xn
g(yn)
)

f (n, xn)
(g(yn))
= − yn−1
(g(yn))
. (33)
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From (32), it follows
n∑
s=n0
kf (s, cAn1,s) −
n∑
s=n0
ys−1
(g(ys))
. (34)
Deﬁne
r(t) = yn + (t − n)yn, n tn + 1.
In view of yn0, then yn+1r(t)yn and
yn
(g(yn+1))

r ′(t)
(g(r(t)))

yn
(g(yn))
. (35)
From (34) and (35), we obtain
n∑
s=n0
kf (s, cAn1,s)
∫ r(n)
r(n0)
ds
(g(s))
. (36)
In view of (21) and (31), this is a contradiction and the proof of Theorem 5 is complete.
4. Some examples
Example 1. Consider the nonlinear difference system
xn = |yn|(1/)−1yn, yn−1 = −n
v|xn|r−1xn
1 + nu|xn|m , r >m, n ∈ N = {1, 2, . . .}, (37)
where m> 0, r > 0, u> 0, > 0, and v are constants. Here
an = 1, g(x) = |x|(1/)−1x, f (n, y) = n
v|y|r−1y
1 + nu|y|m .
Since 0< lyL implies
f (n, l)f (n, y)f (n, L) for rm,
f (n, ln)f (n, yn)f (n, Ln) for rm
and g(x) = |x|(1/)−1x is increasing. As is easily veriﬁed, (6) or (12) holds if and only if u>  + v + 1,
(13) holds if and only if u+m>v+n+1. By Theorem 1 (Theorem 2), (37) has a nonoscillatory solution
({xn}, {yn}) such that limn→∞ xn = 0, limn→∞ yn = 0 if and only if u> + v + 1. By Theorem 3, (37)
has a nonoscillatory solution ({xn}, {yn}) such that limn→∞(xn/n) = 0, limn→∞ yn = 0 if and only if
u + m>v + n + 1.
Example 2. Consider the nonlinear difference system
xn = 1
n
y4n, yn−1 = −
n3|xn|4/3xn
2004 + n3x2n
, n ∈ N = {1, 2, . . .}, (38)
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where
an = 1/n, g(x) = x4, f (n, y) = n
3|y|4/3y
2004 + n3y2 .
Obviously, f (n, y) is increasing in y for ﬁxed n, and taking (u) = |u|−2/3u, we have
|f (n, y)| |f (n, sgn y)|y|1/3 for |y|1. (39)
and ∫ ±∞ du
g((u))
=
∫ ±∞ du
u4/3
<∞. (40)
It is easy to see (23) holds, so the conditions of Theorem 4 are satisﬁed. Hence all solutions of (38)
one oscillatory.
Example 3. Consider the nonlinear difference equation
2xn−1 + pn|xn|sgn xn = 0. (41)
In [5], authors proved the following results for (41) .
(i) If > 1, then a necessary and sufﬁcient condition for oscillation is
∞∑
n=n0
npn = ∞. (42)
(ii) If 0< < 1, then a necessary and sufﬁcient condition for oscillation is
∞∑
n=n0
npn = ∞. (43)
(41) can be written in the form:
xn = yn, yn−1 = pn|xn|sgn xn, n ∈ N(n0) = {n0, n0 + 1, . . .}, (44)
where an = 1, g(x) = x, f (n, y) = pn|xn|sgn xn.
If > 1, we take (x) = |x|−1x, |x|1, then all conditions of Theorem 4 are satisﬁed. Hence (41) is
oscillatory if and only if
∞∑
n=n0
∞∑
r=n+1
pr = ∞. (45)
By interchanging the order of summing, it is equivalent to (41).
If 0< < 1, we take (x) = |x|−1x, 0< |x|1, then all conditions of Theorem 5 are satisﬁed.
88 J. Jiang, X. Li / Journal of Computational and Applied Mathematics 188 (2006) 77–88
Hence (41) is oscillatory if and only if
∞∑
n=n0
npn = ∞. (46)
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