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ℓp(Z) – BOUNDEDNESS OF DISCRETE MAXIMAL FUNCTIONS ALONG
THIN SUBSETS OF PRIMES AND POINTWISE ERGODIC THEOREMS
MARIUSZ MIREK
Abstract. We establish the first pointwise ergodic theorems along thin sets of prime numbers;
a set with zero density with respect to the primes. For instance we will be able to achieve this
with the Piatetski–Shapiro primes. Our methods will be robust enough to solve the ternary
Goldbach problem for some thin sets of primes.
1. Introduction and statement of results
In the middle 1980’s, Bourgain and Wierdl generalized Birkhoff’s pointwise ergodic theorem,
showing that almost everywhere convergence still holds when averages are taken only along the set
of prime numbers P. More precisely, let (X,B, µ, T ) be a general dynamical system where T is an
invertible, measure preserving transformation on the σ–finite measure space (X,B, µ). Then, for
any f ∈ Lr(X,µ) where r > 1, the limit
lim
N→∞
1
|P ∩ [1, N ]|
∑
p∈P∩[1,N ]
f(T px),(1.1)
exists for µ–almost every x ∈ X . See [5] and [44]. At almost the same time Nair [29, 30] showed
that (1.1) remains still valid when T p is replaced with TW (p), where W is an arbitrary integer
valued polynomial. The restriction to the range r > 1 is essential as LaVictoire [21], extending
work of Buczolich and Mauldin [6], showed the pointwise convergence result (1.1) fails on L1(X,µ).
Since the work of Bourgain and Wierdl, there have been many results establishing both point-
wise ergodic theorems along various arithmetic subsets of the integers and investigating discrete
analogues of classical operators with arithmetic features; see [2, 14, 15, 24, 26, 31, 33, 35, 36, 37,
38, 39, 40, 43]. However, not many have been proved for the subsets of primes; see [29, 30, 44] and
recently [27].
The aim of this article is to extend the result of Bourgain [5], Wierdl [44] and Nair [29, 30] to the
case where the ergodic averages operators (1.1) are defined along appropriate subsets of primes.
One of the main objects will be the set of Piatetski–Shapiro primes Pγ of fixed type γ < 1,
where γ is sufficiently close to 1, i.e.
Pγ = {p ∈ P : ∃n∈N p = ⌊n
1/γ⌋}.
In particular we will show the pointwise ergodic theorem along the set of Piatetski–Shapiro primes.
Theorem 1.2. Let (X,B, µ, T ) be a dynamical system and let W : Z 7→ Z be a fixed polynomial
of degree q ∈ N. Then there exists 0 < γq < 1 such that for every γq < γ < 1 the limit
lim
N→∞
1
|Pγ ∩ [1, N ]|
∑
p∈Pγ∩[1,N ]
f(TW (p)x),
exists µ–almost everywhere on X, for every f ∈ Lr(X,µ) with r > 1.
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In view of the transference principle, one can transpose our problem and work with the set of
integers rather than an abstract measure space X . In these settings we will consider the averages
MS,Nf(x) =
1
|S ∩ [1, N ]|
∑
p∈S∩[1,N ]
f(x−W (p)), for x ∈ Z,(1.3)
along a fixed set S ⊆ P, where W : Z 7→ Z is a fixed polynomial of degree q ∈ N. Finally, let
MSf(x) = supN∈N |MS,Nf(x)| be the maximal function corresponding with the averages defined
in (1.3). Such maximal functions, as we will see in the sequel, play essential roles in the pointwise
convergence problems.
It is worth emphasizing that, in fact, Bourgain [5] and Wierdl [44] (with W (x) = x) and Nair
[29, 30] (with general polynomials W ) showed that the maximal function MP is bounded on ℓ
r(Z)
for every r > 1.
We shall show the following maximal theorem along the set of Piatetski–Shapiro primes.
Theorem 1.4. Let W : Z 7→ Z be a fixed polynomial of degree q ∈ N. Then there exists 0 < γq < 1
such that for every γq < γ < 1 and every 1 < r ≤ ∞ there is a constant C > 0 such that
‖MPγf‖ℓr(Z) ≤ C‖f‖ℓr(Z),
for every f ∈ ℓr(Z).
Throughout the paper we will be considering thin subsets of primes. The set S consisting of
prime numbers is called thin if |S| =∞ and
|S ∩ [1, x]| = o(P ∩ [1, x]) as x→∞.
The famous theorem of Piatetski–Shapiro [32] establishes the asymptotic formula
|Pγ ∩ [1, x]| ∼
xγ
log x
as x→∞,
for every γ ∈ (11/12, 1), which obviously implies that Pγ is a thin subset of primes. The asymptotic
formula was discovered by Piatetski–Shapiro [32] in 1953 for γ ∈ (11/12, 1). This range was
subsequently improved by Kolesnik [17], Graham (unpublished), Leitmann (unpublished), Heath–
Brown [10], Kolesnik [18], Liu–Rivat [23]. Currently, due to recent result of Rivat and Sargos [34],
we know that γ ∈ (2426/2817, 1), and this is the best known range.
In fact the set of Piatetski–Shapiro will be a particular example of a wide family of thin subsets
of P of the form
Ph = {p ∈ P : ∃n∈N p = ⌊h(n)⌋},(1.5)
where h is an appropriate function, as in Definition 1.6. Specifically, we will study the sets Ph
with functions h of the following form
h1(x) = x
c logA x, h2(x) = x
ceA log
B x, h3(x) = x log
C x, h4(x) = xe
C logB x, h5(x) = xlm(x),
where c ∈ (1, 2), A ∈ R, B ∈ (0, 1), C > 0, l1(x) = log x and lm+1(x) = log(lm(x)), for m ∈ N.
However, we encourage the reader to bear in mind the set of Piatetski–Shapiro primes Pγ as a
principal example. This will allow us to get a better understanding of further generalizations.
Definition 1.6. Let c ∈ [1, 2) and Fc be the family of all functions h : [x0,∞) 7→ [1,∞) (for some
x0 ≥ 1) satisfying
(i) h ∈ C∞([x0,∞)) and
h′(x) > 0, h′′(x) > 0, for every x ≥ x0.
3(ii) There exists a real valued function ϑ ∈ C∞([x0,∞)) and a constant Ch > 0 such that
h(x) = Chx
cℓh(x), where ℓh(x) = e
∫
x
x0
ϑ(t)
t dt, for every x ≥ x0,(1.7)
and if c > 1, then for every n ∈ N
lim
x→∞
ϑ(x) = 0, and lim
x→∞
xnϑ(n)(x) = 0.(1.8)
(iii) If c = 1, then ϑ(x) is positive, decreasing and for every ε > 0 there is a constant Cε > 0
1
ϑ(x)
≤ Cεx
ε, and lim
x→∞
x
h(x)
= 0.(1.9)
Furthermore, for every n ∈ N
lim
x→∞
ϑ(x) = 0, and lim
x→∞
xnϑ(n)(x)
ϑ(x)
= 0.(1.10)
Let ϕ : [h(x0),∞) 7→ [1,∞) be the inverse function to h and πh(x) denotes the cardinality of
the set Ph,x = Ph ∩ [1, x]. The family Fc was introduced by Leitmann in [22], where he showed
πh(x) ∼
ϕ(x)
log x
as x→∞,(1.11)
for every h ∈ Fc with c ∈ [1, 12/11).
The family Fc was also considered by the author in [25], where the counterpart of Roth’s theorem
for the sets Ph has been proved. See also in [26].
Let cq = (2
2q+2 + 2q − 2)/(22q+2 + 2q − 3) for q ∈ N. Our main result is the following.
Theorem 1.12. Let W : Z 7→ Z be a fixed polynomial of degree q ∈ N. Assume that h ∈ Fc with
c ∈ [1, cq). Then for every 1 < r ≤ ∞ there is a constant C > 0 such that
‖MPhf‖ℓr(Z) ≤ C‖f‖ℓr(Z),(1.13)
for every f ∈ ℓr(Z).
The proof of Theorem 1.12, see Section 5, will be based to a certain extent on the ideas of
Bourgain pioneered in [3], [4] and [5], see also [29, 30, 44]. However, the circle method of Hardy
and Littlewood is inefficient here, (it was one of the main tools in Bourgain’s works). Instead of
that the main basic idea in the proof is to make use of the following inequality
‖MPhf‖ℓr(Z) ≤ C
(
‖MPf‖ℓr(Z) + ‖ sup
N∈N
|(MPh,2N −MP,2N )f‖ℓr(Z)
)
.
In view of Bourgain–Wierdl’s [5, 44] and Nair’s [29, 30] theorems the only point remaining is to
bound the maximal function associated with the error term. Heuristically speaking, our aim will
be to show, working on the Fourier transform side, that ‖MPh,2N −MP,2N‖ℓ2(Z) 7→ℓ2(Z) = O(2
−δN )
for some δ > 0, see Lemma 4.1 in Section 4. In order to establish this decay we will use some
special Van der Corput’s inequality rather than Weyl’s inequality to bound the exponential sums
corresponding with the Fourier transform of the operators MPh,2N −MP,2N , see Section 3 and
Section 4. As far as we know there are no other results dealing with maximal functions along thin
subsets of primes.
Theorem 1.12 combined with some oscillation inequality (see (6.4) in Section 6) will lead us, via
the transference principle, to the following generalization of Theorem 1.2.
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Theorem 1.14. Let (X,B, µ, T ) be a dynamical system. Let W : Z 7→ Z be a fixed polynomial of
degree q ∈ N. Assume that h ∈ Fc, with c ∈ [1, cq). Then, for every f ∈ L
r(X,µ) where r > 1, the
ergodic averages
Ah,Nf(x) =
1
πh(N)
∑
p∈Ph,N
f(TW (p)x) for x ∈ X,(1.15)
converge µ–almost everywhere on X.
On the other hand there is a natural question about the endpoint estimates forMPhf , i.e. when
r = 1. Recently, Buczolich and Mauldin [6] and LaVictoire [21] showed, as it was mentioned above,
that the pointwise convergence of ergodic averages along p(n) = nk for k ≥ 2 or the set of primes
fails on L1. In view of the recent achievements in this field, it would be nice to know what the
answer is to this question in our case.
Finally, we will show that the ternary Goldbach problem has a solution in primes belonging to
Ph. The ternary Goldbach conjecture, or three–primes problem, asserts that every odd integer N
greater than 5 is the sum of three primes, see for instance [28]. This conjecture has been recently
verified by Helfgott in the series of papers [11, 12, 13].
Theorem 1.16. Let 0 < γ1, γ2, γ3 ≤ 1 be fixed real numbers such that
16(1− γ1) + 14(1− γ2) + 14(1− γ3) < 1,
16(1− γ2) + 14(1− γ1) + 14(1− γ3) < 1,
16(1− γ3) + 14(1− γ1) + 14(1− γ2) < 1.
(1.17)
Assume that h1 ∈ F1/γ1 , h2 ∈ F1/γ2 , h3 ∈ F1/γ3 and ϕ1, ϕ2, ϕ3 be their inverse respectively. Then
there exists a constant C(γ1, γ2, γ3) > 0 such that R(N) the number of representations of an odd
N ∈ N as a sum of three primes pi ∈ Phi where i = 1, 2, 3 satisfies
R(N) =
∑
p1+p2+p3=N
pi∈Phi,N
1 ≥ C(γ1, γ2, γ3) ·
S(N)ϕ1(N)ϕ2(N)ϕ3(N)
N log3N
,(1.18)
for every sufficiently large N ∈ N, where S(N) =
∏
p∈P
(
1 − 1(p−1)3
)∏
p|N
(
1 − 1p2−3p+3
)
> 0 is
the singular series as in the classical ternary Goldbach problem.
In particular (1.18) means that every sufficiently large odd integer can be written as a sum of
three primes pi ∈ Phi where i = 1, 2, 3. Balog and Friedlander in [1] and Kumchev in [19] solved
the ternary Goldbach problem in the Piatetski–Shapiro primes.
Here we extend the results of Balog and Friedlander, and Kumchev to more general sets Ph for
h ∈ Fc at the expanse of more restrictive conditions on γ1, γ2, γ3 in (1.17). The proof of Theorem
1.16 will be a combination of methods developed by Heath–Brown [10] with the Vinogradov’s
methods [28].
The paper is organized as follows. In Section 2 we give the necessary properties of function
h ∈ Fc and its inverse ϕ. In Section 3 we estimate some exponential sums which allow us to give
the proof of Lemma 4.1 in Section 4. In the last three sections we give the proofs of Theorem 1.12,
Theorem 1.14 and Theorem 1.16 respectively.
Throughout the whole paper, C > 0 will stand for a large positive constant whose value may
vary from occurrence to occurrence. For two quantities A > 0 and B > 0 we say that A . B
(A & B) if there exists an absolute constant C > 0 such that A ≤ CB (A ≥ CB). We will shortly
write that A ≃ B, if A . B and A & B hold simultaneously. We will also write A .δ B (A &δ B)
to indicate that the constant C > 0 depends on some δ > 0.
5Acknowledgements
The author is greatly indebted to Christoph Thiele and Jim Wright for many helpful suggestions
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2. Basic properties of functions h and ϕ
Let us begin this section from reviewing the properties of function h ∈ Fc and its inverse ϕ which
have been established in [25]. It is easy to see that there exists a function θ : [h(x0),∞) 7→ R such
that limx→∞ θ(x) = 0 and xϕ
′(x) = ϕ(x)(γ + θ(x)). Moreover,
ϕ(x) = xγℓϕ(x), where ℓϕ(x) = e
∫ x
h(x0)
θ(t)
t dt+D,(2.1)
for every x ≥ h(x0), where D = log x0/h(x0)
γ and
θ(x) =
1
(c+ ϑ(ϕ(x)))
− γ = −
ϑ(ϕ(x))
c(c+ ϑ(ϕ(x)))
.(2.2)
If L(x) = ℓh(x) or L(x) = ℓϕ(x), then for every ε > 0 we have
lim
x→∞
x−εL(x) = 0, and lim
x→∞
xεL(x) =∞,(2.3)
and consequently, for every ε > 0
xγ−ε .ε ϕ(x), and lim
x→∞
ϕ(x)
x
= 0.(2.4)
Furthermore, x 7→ xϕ(x)−δ is increasing for every δ < c, (if c = 1, even δ ≤ 1 is allowed) and for
every x ≥ h(x0) we have
ϕ(x) ≃ ϕ(2x), and ϕ′(x) ≃ ϕ′(2x).(2.5)
Lemma 2.6. Assume that c ∈ [1, 2) and h ∈ Fc. If c > 1, then for every n ∈ N
lim
x→∞
xnh(n)(x)
h(x)
= c(c− 1)(c− 2) · . . . · (c− n+ 1).(2.7)
If c = 1, then xh′(x) = h(x)(1 + ϑ(x)) and for every n ∈ N with n ≥ 2
lim
x→∞
xnh(n)(x)
ϑ(x)h(x)
= (−1)n−2(n− 2)!.(2.8)
Proof. We may assume, without loss of generality, that the constant Ch = 1. Firstly, we consider
the case when c > 1. Let Dnf(x) =
dn
dxf(x) be the operator of the n–th derivative and D0f(x) =
f(x). By the definition h(x) = xcℓh(x), then in view of the Leibniz rule we have
xnDnh(x) = x
nDn
(
xcℓh(x)
)
= xn
n∑
k=0
(
n
k
)
Dk
(
xc
)
Dn−kℓh(x)
=
n∑
k=0
(
n
k
)
ckh(x)
xn−kDn−kℓh(x)
ℓh(x)
,
where ck = c(c− 1) · . . . · (c− k + 1). The proof will be completed, if we show that
lim
x→∞
xkDkℓh(x)
ℓh(x)
= 0, for any k ∈ N,(2.9)
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then
lim
x→∞
xnDnh(x)
h(x)
= lim
x→∞
n∑
k=0
(
n
k
)
ck
xn−kDn−kℓh(x)
ℓh(x)
= cn,
and we get (2.7). In order to show (2.9) we will proceed by induction and prove that for every
k ∈ N there exists a polynomial Pk : R
k 7→ R such that Pk(0, . . . , 0) = 0 and
xkDkℓh(x) = ℓh(x)Pk
(
ϑ(x), xϑ′(x), x2ϑ′′(x), . . . , xk−1ϑ(k−1)(x)
)
.
Now we easily see that (2.9) follows by (1.8) and the continuity of polynomials, since Pk(0, . . . , 0) =
0. Our statement is true for k = 1, since xℓ′h(x) = ℓh(x)ϑ(x). Now assume that it holds for all
1 ≤ k ≤ n − 1. By induction we prove that it is true for k = n. For this purpose observe that
Dn−1(xℓ
′
h(x)) = Dn−1(ϑ(x)ℓh(x)), thus
xDnℓh(x) + (n− 1)Dn−1ℓh(x) =
n−1∑
k=0
(
n− 1
k
)
Dkϑ(x)Dn−1−kℓh(x).
Therefore, by the inductive hypothesis we obtain that
xnDnℓh(x) =
n−1∑
k=0
(
n− 1
k
)
xkDkϑ(x) · x
n−1−kDn−1−kℓh(x)− (n− 1)x
n−1Dn−1ℓh(x)
= ℓh(x)
n−1∑
k=0
(
n− 1
k
)
xkDkϑ(x) · Pn−1−k
(
ϑ(x), xϑ′(x), . . . , xn−1−k−1ϑ(n−1−k−1)(x)
)
− ℓh(x)(n− 1)Pn−1
(
ϑ(x), xϑ′(x), . . . , xn−2ϑ(n−2)(x)
)
.
We have just shown that xnDnℓh(x) = ℓh(x)Pn
(
ϑ(x), xϑ′(x), . . . , xn−1ϑ(n−1)(x)
)
for some poly-
nomial Pn : R
n 7→ R such that P (0, . . . , 0) = 0. This proves (2.9) and completes the proof for
c > 1.
Assume now that c = 1 and we prove (2.8). By the Leibniz formula we get
Dnh(x) = Dn−1
(
ℓh(x)(1 + ϑ(x))
)
= Dn−1ℓh(x)(1 + ϑ(x)) + ℓh(x)Dn−1ϑ(x)
+ (n− 1)ℓ′h(x)Dn−2ϑ(x) +
n−2∑
k=2
(
n− 1
k
)
Dkℓh(x)Dn−1−kϑ(x).
We will show by induction with respect to n ∈ N that
lim
x→∞
xnDnℓh(x)
ϑ(x)ℓh(x)
= (−1)n−1(n− 1)!,(2.10)
and consequently (2.8) will follow, since by (2.10) and (1.10), for n ≥ 2 we have
lim
x→∞
xnDnh(x)
ϑ(x)h(x)
= lim
x→∞
xn−1Dn−1ℓh(x)
ϑ(x)ℓh(x)
(1 + ϑ(x)) + lim
x→∞
xn−1Dn−1ϑ(x)
ϑ(x)
+ (n− 1) lim
x→∞
ϑ(x)
xn−2Dn−2ϑ(x)
ϑ(x)
+ lim
x→∞
n−2∑
k=2
(
n− 1
k
)
ϑ(x)
xkDkℓh(x)
ϑ(x)ℓh(x)
xn−1−kDn−1−kϑ(x)
ϑ(x)
= lim
x→∞
xn−1Dn−1ℓh(x)
ϑ(x)ℓh(x)
= (−1)n−2(n− 2)!.
7For n = 1 (2.10) is obviously satisfied, since xℓ′h(x) = ℓh(x)ϑ(x). Now assume that (2.10) is true
for all 1 ≤ k ≤ n − 1 we will show that it also remains true for k = n. Observe that the identity
Dn−1(xℓ
′
h(x)) = Dn−1(ϑ(x)ℓh(x)), yields
xDnℓh(x) = (ϑ(x)− (n− 1))Dn−1ℓh(x) +
n−1∑
k=1
(
n− 1
k
)
Dkϑ(x)Dn−1−kℓh(x),
thus we obtain that
xnDnℓh(x)
ϑ(x)ℓh(x)
= (ϑ(x) − (n− 1))
xn−1Dn−1ℓh(x)
ϑ(x)ℓh(x)
+
n−1∑
k=1
(
n− 1
k
)
xkDkϑ(x)
ϑ(x)
ϑ(x)
xn−1−kDn−1−kℓh(x)
ϑ(x)ℓh(x)
,
and consequently by the inductive hypothesis and (1.10) we get (2.10). The proof of Lemma 2.6
is completed. 
Lemma 2.11. Assume that c ∈ [1, 2) and h ∈ Fc. Then for every n ∈ N there exists a function
ϑn : [x0,∞) 7→ R such that limx→∞ ϑn(x) = 0 and
xh(n)(x) = h(n−1)(x)(αn + ϑn(x)), for every x ≥ x0,(2.12)
where αn = c − n + 1, ϑ1(x) = ϑ(x). If c = 1 and n = 2, then there exist constants 0 < c1 ≤ c2
and a function ̺ : [x0,∞) 7→ [c1, c2], such that
xh′′(x) = h′(x)ϑ(x)̺(x), for every x ≥ x0.(2.13)
Proof. We may assume, without loss of generality that the constant Ch = 1. Since h(x) = x
cℓh(x)
and xℓ′h(x) = ℓh(x)ϑ(x), then
h′(x) = xc−1ℓh(x)(c+ ϑ(x)),
thus taking ϑ1(x) = ϑ(x) we obtain (2.12) for n = 1. Generally, we see that for c > 1 and n ≥ 1,
or c = 1 and n ≥ 3 we have
xh(n)(x) = h(n−1)(x)(αn + ϑn(x)), where ϑn(x) =
xh(n)(x)
h(n−1)(x)
− αn,
and limx→∞ ϑn(x) = 0, by (2.7) or (2.8) respectively. If c = 1 and n = 2, then we have xh
′′(x) =
h′(x)ϑ(x)̺(x), where ̺(x) = xh
′′(x)
h′(x)ϑ(x) and limx→∞ ̺(x) = limx→∞
x2h′′(x)
ϑ(x)h(x)
h(x)
xh′(x) = 1, by (2.8).
This completes the proof of the lemma. 
We will look more closely at the function ϕ being the inverse function to the function h ∈ Fc
and we collect all required properties its derivatives in the following.
Lemma 2.14. Assume that c ∈ [1, 2), h ∈ Fc, γ = 1/c and let ϕ : [h(x0),∞) 7→ [x0,∞) be its
inverse. Let θ be the function defined as in (2.2). If c > 1, then for every n ∈ N we have
lim
x→∞
xnθ(n)(x) = 0.(2.15)
If c = 1, then for every n ∈ N we have
lim
x→∞
xnθ(n)(x)
θ(x)
= 0.(2.16)
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Proof. Let Dnf(x) =
dn
dxf(x) denotes the operator of the n–th derivative as in Lemma 2.6 and
D0f(x) = f(x). According to (2.2) we know that θ(h(x)) =
1
(c+ϑ(x)) − γ. We only show the case
when c = 1, the same reasoning applies to the case c > 1. Equivalently, it suffices to show that
limx→∞
h(x)nDnθ(h(x))
θ(h(x)) = 0. We shall proceed by induction with respect to n ∈ N. For n = 1, we
note that
lim
x→∞
h(x)D1θ(h(x))
θ(h(x))
= lim
x→∞
ch(x)
xh′(x)(c + ϑ(x))
·
xϑ′(x)
ϑ(x)
= 0,
by (1.10) and Lemma 2.6. Assume now that (2.16) is true for any 1 ≤ k ≤ n− 1. We show that it
holds for k = n. First of all, observe that for every n ∈ N, by the Faa´ di Bruno formula applied to
[θ ◦ h](x), we obtain
Dn[θ ◦ h](x) =
∑
0≤m1,...,mn≤n
m1+2m2+...+nmn=n
(
n
m1, . . . ,mn
)
Dm1+...+mnθ(h(x))
n∏
l=1
(
Dlh(x)
l!
)ml
(2.17)
= Dnθ(h(x))
(
D1h(x)
)n
+
∑
0≤m1,...,mn≤n,m1 6=n
m1+2m2+...+nmn=n
(
n
m1, . . . ,mn
)
Dm1+...+mnθ(h(x))
n∏
l=1
(
Dlh(x)
l!
)ml
= Dnθ(h(x))
(
D1h(x)
)n
+
n−1∑
r=1
Drθ(h(x))
∑
0 ≤ m1, . . . , mn ≤ n,m1 6= n
m1 + 2m2 + . . . + nmn = n
m1 + m2 + . . . + mn = r
am1,...,mn
n∏
l=1
(
Dlh(x)
)ml ,
where am1,...,mn =
(
n
m1,...,mn
)
·
∏n
l=1
(
1
l!
)ml . By the Leibniz rule, we have
Dn
(
(c+ ϑ(x))2
)
= 2(c+ ϑ(x))Dnϑ(x) +
n−1∑
k=1
(
n
k
)
Dkϑ(x)Dn−kϑ(x).(2.18)
Since (c + ϑ(x))2[θ ◦ h]′(x) = −ϑ′(x) then one can see that again the Leibniz rule applied to
Dn−1
(
(c+ ϑ(x))2[θ ◦ h]′(x)
)
, gives
(c+ ϑ(x))2Dn[θ ◦ h](x) = −Dnϑ(x) −
n−1∑
k=1
(
n− 1
k
)
Dk
(
(c+ ϑ(x))2
)
Dn−k[θ ◦ h](x).
Thus combining the last identity with (2.17) and θ(h(x)) = −ϑ(x)c(c+ϑ(x)) we get
(2.19)
h(x)nDnθ(h(x))
θ(h(x))
=
c
(c+ ϑ(x))
xnDnϑ(x)
ϑ(x)
h(x)n(
xD1h(x)
)n
−
n−1∑
k=1
(
n− 1
k
)
h(x)k(
xD1h(x)
)k xkDk
(
(c+ ϑ(x))2
)
(c+ ϑ(x))2
h(x)n−kDn−k[θ ◦ h](x)
θ(h(x))
(
D1h(x)
)n−k
−
n−1∑
k=1
h(x)kDkθ(h(x))
θ(h(x))
∑
0 ≤ m1, . . . , mn ≤ n,m1 6= n
m1 + 2m2 + . . . + nmn = n
m1 + m2 + . . . + mn = k
am1,...,mn
n∏
l=1
h(x)n−k
(
Dlh(x)
)ml(
D1h(x)
)n
= I1(x) + I2(x) + I3(x).
9Now we have to show that limx→∞ Ij(x) = 0 for j = 1, 2, 3. By Lemma 2.6 and (1.10) it is obvious
that limx→∞ I1(x) = 0. By Lemma (2.6) and (2.18) we have
lim
x→∞
h(x)k(
xD1h(x)
)k = ck = 1, and limx→∞ xkDk
(
(c+ ϑ(x))2
)
(c+ ϑ(x))2
= 0,
and limx→∞ I2(x) = 0 if we show that for every 1 ≤ k ≤ n− 1
lim
x→∞
h(x)kDk[θ ◦ h](x)
θ(h(x))
(
D1h(x)
)k = 0.
For this purpose we use formula (2.17) and inductive hypothesis. Indeed,
h(x)kDk[θ ◦ h](x)
θ(h(x))
(
D1h(x)
)k = h(x)kDkθ(h(x))θ(h(x))
+
k−1∑
r=1
h(x)rDrθ(h(x))
θ(h(x))
∑
0 ≤ m1, . . . ,mk ≤ k,m1 6= k
m1 + 2m2 + . . . + kmk = k
m1 + m2 + . . . + mk = r
am1,...,mk
k∏
l=1
h(x)k−r
(
Dlh(x)
)ml(
D1h(x)
)k .
In view of the inductive hypothesis it only remains to estimate the inner sum, or more precisely
the last product. Namely, observe that
k∏
l=1
h(x)k−r
(
Dlh(x)
)ml(
D1h(x)
)k = k∏
l=2
h(x)k−r
(
Dlh(x)
)ml(
D1h(x)
)k−m1 = h(x)k−r
(
ϑ(x)h(x)
)r−m1(
xD1h(x)
)k−m1 k∏
l=2
(
xlDlh(x)
ϑ(x)h(x)
)ml
= ϑ(x)r−m1
(
h(x)
xD1h(x)
)k−m1 k∏
l=2
(
xlDlh(x)
ϑ(x)h(x)
)ml
,
thus in view of Lemma 2.6 and (1.10) the last expression tends to 0 as x→∞ as desired. In view
of the inductive hypothesis one can show that limx→∞ I3(x) = 0 arguing in a similar way as above.
This finishes the proof of the lemma. 
Lemma 2.20. Assume that c ∈ [1, 2), h ∈ Fc, γ = 1/c and let ϕ : [h(x0),∞) 7→ [x0,∞) be its
inverse. Then for every n ∈ N there exists a function θn : [h(x0),∞) 7→ R such that limx→∞ θi(x) =
0 and
xϕ(n)(x) = ϕ(n−1)(x)(βn + θn(x)), for every x ≥ h(x0),(2.21)
where βn = γ − n + 1 and θ1(x) = θ(x). If c = 1, then there exists a positive function σ :
[h(x0),∞) 7→ (0,∞) and a function τ : [h(x0),∞) 7→ R such that (2.21) with i = 2 reduces to
xϕ′′(x) = ϕ′(x)σ(x)τ(x), for every x ≥ h(x0).(2.22)
Moreover, σ(x) is decreasing, limx→∞ σ(x) = 0, σ(2x) ≃ σ(x), and σ(x)
−1 .ε x
ε, for every ε > 0.
Finally, there are constants 0 < c3 ≤ c4 such that and c3 ≤ −τ(x) ≤ c4 for every x ≥ h(x0).
Proof. In fact, (2.21) for n = 1 with θ1(x) = θ(x), has been shown in (2.2). Arguing likewise in
the proof of Lemma 2.6 we show, in view of (2.15) and (2.16), that if c > 1, then for every n ∈ N
lim
x→∞
xnϕ(n)(x)
ϕ(x)
= γ(γ − 1)(γ − 2) · . . . · (γ − n+ 1).(2.23)
10 M.MIREK
If c = 1, then for every n ∈ N with n ≥ 2
lim
x→∞
xnϕ(n)(x)
θ(x)ϕ(x)
= (−1)n−2(n− 2)!.(2.24)
Now we see that (2.21) and (2.22) follow from (2.23) and (2.24) and their proofs run as the proof
of Lemma 2.11 with obvious modification for c = 1 with n = 2. In this case it is easy to see that
it suffices to take
σ(x) = 1−
1
1 + ϑ(ϕ(x))
= −θ(x), and τ(x) = −
xϕ′′(x)
ϕ′(x)σ(x)
,
and these have desired properties by (1.9) and Lemma 2.11. It only remains to verify that σ(2x) ≃
σ(x). For this purpose it is enough to prove that ϑ(2x) ≃ ϑ(x). Notice that for some ξx ∈ (0, 1)
we have∣∣∣∣ϑ(2x)ϑ(x) − 1
∣∣∣∣ = ∣∣∣∣ (x+ ξxx)ϑ′(x + ξxx)ϑ(x+ ξxx)
∣∣∣∣ xx+ ξxx ϑ(x + ξxx)ϑ(x) ≤
∣∣∣∣ (x+ ξxx)ϑ′(x + ξxx)ϑ(x+ ξxx)
∣∣∣∣ −−−→x→∞ 0,
since ϑ(x) is decreasing. This completes the proof. 
3. Estimates for some exponential sums
In this section we will be concerned with the estimates of some exponential sums (see Lemma
3.1 and Lemma 3.10 below) which will be critical in the proof of Lemma 4.1. Let us recall that
µ(n) denotes the Mo¨bius function and Λ(n) denotes von Mangoldt’s function, i.e.
µ(n) =

1, if n = 1,
(−1)k, if n is the product of k distinct primes,
0, if n is divisible by the square of a prime,
and
Λ(n) =
{
log p, if n = pm for some m ∈ N and p ∈ P,
0, otherwise.
Our purpose will be to prove the following.
Lemma 3.1. Assume that P ≥ 1, ξ ∈ [0, 1] and M = P 1+χ+εϕ(P )−1 with χ > 0 such that
(22q+2 + 2q − 2)(1 − γ) + 2q(2q+3 − 2)χ < 1 and 0 < ε < χ100(2q+2−1) . Let W : Z 7→ Z be a fixed
polynomial of degree q ∈ N. Then for every 0 < |m| ≤M we have
(3.2)
∣∣∣∣ ∑
P<k≤P1≤2P
Λ(k)e2πi(ξW (k)+mϕ(k))
∣∣∣∣
. |m|
1
2q+1−2 log2 P1
(
σ(P1)ϕ(P1)
)− 12q P 1+ 2q+1−222q+1+2q−21
+ |m|
1
2q+2−2 log6 P1
(
σ(P1)ϕ(P1)
)− 2q+1−2
2q(2q+2−2)P
1+ 2
q−1
2q(2q+2−2)
1 .
If c > 1 then the function σ is constantly equal to 1.
The estimate (3.2) will be essential in the proof of Lemma 4.1 in Section 4, there its need
naturally arises. At the first glance it is difficult to deal with the exponential sum in (3.2) due to
the occurrence of von Mangold function under the sum. However, exploring Vaughan’s identity
(3.3), we will be able to overcome this obstacle. If v > n then
Λ(n) =
∑
kl=n
l≤v
log k µ(l)−
∑
l≤v2
∑
kl=n
Πv(l) +
∑
kl=n
k>v,l>v
Λ(k)Ξv(l),(3.3)
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where
Πv(l) =
∑
rs=l
r≤v,s≤v
Λ(r)µ(s), and Ξv(l) =
∑
d|l
d>v
µ(d).(3.4)
The proof of (3.3) can be found in [16] see Proposition 13.4, page 345 or in [8] Lemma 4.12, page
49. Moreover, for every L ∈ N, we have∑
L<l≤2L
|Πv(l)|
2 . L log2 L, and
∑
L<l≤2L
|Ξv(l)|
2 . L log3 L.(3.5)
Proof of Lemma 3.1. Setting
v = P
2q+1−2
22q+1+2q−2
1 ,
we immediately see, in view of (3.3), that∑
P<n≤P1≤2P
Λ(n)e2πi(ξW (n)+mϕ(n)) =
∑
l≤v
∑
P/l<k≤P1/l
log k µ(l)e2πi(ξW (kl)+mϕ(kl))(3.6)
−
(∑
l≤v
+
∑
v<l≤v2
) ∑
P/l<k≤P1/l
Πv(l)e
2πi(ξW (kl)+mϕ(kl))
+
∑
v<l≤P1/v
∑
P/l<k≤P1/l
k>v
Λ(k)Ξv(l)e
2πi(ξW (kl)+mϕ(kl)) = S1 − S21 − S22 + S3.
Hence we are reduced to estimate these sums. It suffices to show that
|S1|, |S21| . |m|
1
2q+1−2 log2 P1
(
σ(P1)ϕ(P1)
)− 12q P 1+ 2q+1−222q+1+2q−21 ,(3.7)
and
|S22|, |S3| . |m|
1
2q+2−2 log6 P1
(
σ(P1)ϕ(P1)
)− 2q+1−2
2q(2q+2−2)P
1+ 2
q−1
2q(2q+2−2)
1 .(3.8)
The bounds in (3.7) and (3.8) will be proved in the next two subsections. 
The proof of the inequalities (3.7) and (3.8) to a large extent will be based on the Van der
Corput estimates.
Lemma 3.9 (Van der Corput [42], [8] or [16]). Suppose that N ≥ 1, k ≥ 2 is an integer and
a ≤ b ≤ a+N . Let F ∈ Ck([a, b]) be a real valued function such that
η . |F (k)(x)| . rη, for every x ∈ [a, b],
for some η > 0 and r ≥ 1. Then∣∣∣∣ ∑
a≤n≤b
e2πiF (n)
∣∣∣∣ . rN (η1/(2k−2) +N−2/2k + (Nkη)−2/2k) ,
where the implied constant is absolute.
With the aid of Lemma 3.9 we will derive a very useful estimate in the next lemma.
Lemma 3.10. Let W : Z 7→ Z be a fixed polynomial of degree q ∈ N. For every m ∈ Z \ {0},
l ∈ N, j ≥ 0 and X ≥ 1 we have∣∣∣∣ ∑
1≤k≤X
e2πi(ξjW (kl)+mϕ(kl))
∣∣∣∣ . |m|1/(2q+1−2) log(lX) lX(σ(lX)ϕ(lX))−1/2q .(3.11)
If c > 1 then σ is constantly equal to 1.
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Proof. Let Uj,l(X) denote the sum in (3.11), and split Uj,l(X) into logX dyadic pieces of the form∑
Y <k≤Y ′≤2Y e
2πi(ξjW (kl)+mϕ(kl)) , where Y ∈ [1, X ]. One can assume, that m > 0 and let F (t) =
ξjW (lt) +mϕ(lt) for t ∈ [Y, 2Y ]. According to Lemma 2.20 we know that x
nϕ(n)(x)
σ(x)ϕ(x) ≃ Cϕ,n 6= 0
for every n ∈ N, (if c > 1 one can think that σ is constantly equal to 1). Thus
|F (q+1)(t)| = |mlq+1ϕ(q+1)(lt)| ≃
mlq+1σ(lY )ϕ(lY )
(lY )q+1
,
and consequently by Lemma 3.9 we obtain∣∣∣∣ ∑
Y <k≤Y ′≤2Y
e2πi(ξjW (kl)+mϕ(kl))
∣∣∣∣
. Y
((
mlq+1σ(lY )ϕ(lY )
(lY )q+1
)1/(2q+1−2)
+ Y −1/2
q
+
(
Y q+1
mlq+1ϕ(lY )σ(lY )
(lY )q+1
)−1/2q)
. (ml)1/(2
q+1−2)Y 1−q/(2
q+1−2) + Y 1−1/2
q
+ Y
(
1
σ(lY )ϕ(lY )
)1/2q
. m1/(2
q+1−2)lY
(
σ(lY )ϕ(lY )
)−1/2q
.
Finally we obtain that
|Uj,l(X)| . logX sup
Y ∈[1,X]
m1/(2
q+1−2)lY
(
σ(lY )ϕ(lY )
)−1/2q
. m1/(2
q+1−2) log(lX)lX
(
σ(lX)ϕ(lX)
)−1/2q
,
since x 7→ x
(
σ(x)ϕ(x)
)−1/2q
is increasing. The proof of Lemma 3.10 follows. 
In the sequel, we will use the following version of summation by parts.
Lemma 3.12 (see [28]). Let 0 ≤ a < b be real numbers and g(n) and u(n) be arithmetic functions
such that g ∈ C1([a, b]) and U(t) =
∑
a<n≤t u(n). Then∑
a<n≤b
u(n)g(n) = U(b)g(b)−
∫ b
a
U(t)g′(t)dt.
3.1. The estimates for S1 and S21. Let us define Ul(x) =
∑
P/l<k≤x e
2πi(ξW (lk)+mϕ(lk)) and
recall that v = P
2q+1−2
22q+1+2q−2
1 . Applying summation by parts to the inner sum in S1 we see that
S1 =
∑
l≤v
µ(l)
∑
P/l<k≤P1/l
log ke2πi(ξW (kl)+mϕ(kl)) =
∑
l≤v
µ(l)
(
Ul(P1/l) log(P1/l)−
∫ P1/l
P/l
Ul(x)
dx
x
)
.
This implies
|S1| ≤ logP1
∑
l≤v
sup
P/l≤x≤P1/l
|Ul(x)|.
Moreover,
|S21| ≤
∑
l≤v
|Πv(l)||Ul(P1/l)| . logP1
∑
l≤v
|Ul(P1/l)|,
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since |Πv(l)| ≤
∑
k|l Λ(k) = log l. Thus Lemma 3.10 applied to Ul(x) implies that
|S1|, |S21| ≤ logP1
∑
l≤v
sup
P/l≤x≤P1/l
|Ul(x)|
. logP1
∑
l≤v
sup
P/l≤x≤P1/l
|m|
1
2q+1−2 log(lx)lx
(
σ(lx)ϕ(lx)
)− 12q
. |m|
1
2q+1−2 log2 P1
(
σ(P1)ϕ(P1)
)− 12q P 1+ 2q+1−222q+1+2q−21 ,
since x 7→ x
(
σ(x)ϕ(x)
)−1/2q
is increasing and the proof of (3.7) is completed.
3.2. The estimates for S22 and S3. Here we shall bound S22 and S3. For S22, we have
|S22| =
∣∣∣∣ ∑
v<l≤v2
∑
P/l<k≤P1/l
Πv(l)e
2πi(ξW (kl)+mϕ(kl))
∣∣∣∣(3.13)
. log2 P1 sup
L∈[v,v2]
sup
K∈[P/v2,P1/v]
∣∣∣∣ ∑
L<l≤L′≤2L
∑
K<k≤K′≤2K
P<kl≤P1
Πv(l)e
2πi(ξW (kl)+mϕ(kl))
∣∣∣∣,
and for S3, we have
|S3| =
∣∣∣∣ ∑
v<l≤P1/v
∑
P/l<k≤P1/l
k>v
Λ(k)Ξv(l)e
2πi(ξW (kl)+mϕ(kl))
∣∣∣∣(3.14)
. log2 P1 sup
L∈[v,P1/v]
sup
K∈[v,P1/v]
∣∣∣∣ ∑
L<l≤L′≤2L
∑
K<k≤K′≤2K
P<kl≤P1
Λ(k)Ξv(l)e
2πi(ξW (kl)+mϕ(kl))
∣∣∣∣.
In view of these decompositions it remains to show.
Lemma 3.15. Let K,L ∈ N, m ∈ Z \ {0}. Assume that ϕ(KL) ≤ min{K,L}
22q+1+2q−2
2q+1−2 and
|m|min{K,L}
2q+1−2
2q ≤
(
σ(KL)ϕ(KL)
) 2q+1−2
2q . Then∣∣∣∣ ∑
L<l≤L′≤2L
∑
K<k≤K′≤2K
P<kl≤P1
∆1(l)∆2(k)e
2πi(ξW (kl)+mϕ(kl))
∣∣∣∣(3.16)
. |m|
1
2q+2−2 log2 L log2K
(
σ(KL)ϕ(KL)
)− 2q+1−2
2q(2q+2−2) min{K,L}
2q+1−2
2q(2q+2−2) KL,
for every sequences of complex numbers (∆1(l))l∈(L,2L], and (∆2(k))k∈(K,2K] such that∑
L<l≤2L
|∆1(l)|
2 . L log3 L, and
∑
K<k≤2K
|∆2(k)|
2 . K log3K.(3.17)
Assuming Lemma 3.15 we would have the bounds for S22 and S3 as in (3.8). Indeed, recall
that M = P 1+χ+εϕ(P )−1 with χ > 0 such that (22q+2 + 2q − 2)(1 − γ) + 2q(2q+3 − 2)χ < 1 and
0 < ε < χ100(2q+2−1) . Observe that
v = P
2q+1−2
22q+1+2q−2
1 ≤ P
1− 2
q+2−4
22q+1+2q−2
1 = P1/v
2,
and consequently v ≤ P
1/2
1 and v
2 ≤ P1/v. Thus in both cases K,L ∈ [v, P1/v]. Therefore,
v ≤ min{K,L} ≤ P
1/2
1 since KL ≃ P1, and for sufficiently large P1 ≃ P , we see that ϕ(KL) ≤
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min{K,L}
22q+1+2q−2
2q+1−2 . If not, then
min{K,L}
22q+1+2q−2
2q+1−2 < ϕ(KL) ≤ ϕ(P1) ≤ P1,
hence min{K,L} < P
2q+1−2
22q+1+2q−2
1 = v contrary to what we have just shown. Finally, it remains to
verify that |m|min{K,L}
2q+1−2
2q ≤
(
σ(KL)ϕ(KL)
) 2q+1−2
2q . Indeed, 2−1/2q+χ+4ε−γ(3−2/2q) ≤
1/2q((3 · 2q − 2)(1− γ)− 2q + 1+ 5 · 2qχ) ≤ 1/2q((22q+2 + 2q − 2)(1− γ) + 2q(2q+3 − 2)χ− 1) < 0,
thus
|m|min{K,L}
2q+1−2
2q ≤MP
1−1/2q
1
= P
2−1/2q+χ+ε
1 ϕ(P1)
−1
(
σ(KL)ϕ(KL)
)−(2−2/2q)(
σ(KL)ϕ(KL)
) 2q+1−2
2q
. P
2−1/2q+χ+4ε−γ(3−2/2q)
1 ·
(
σ(KL)ϕ(KL)
) 2q+1−2
2q ≤
(
σ(KL)ϕ(KL)
) 2q+1−2
2q .
Therefore, (3.16) yields∣∣∣∣ ∑
L<l≤L′≤2L
∑
K<k≤K′≤2K
P<kl≤P1
∆1(l)∆2(k)e
2πi(ξW (kl)+mϕ(kl))
∣∣∣∣
. |m|
1
2q+2−2 log2 L log2K
(
σ(KL)ϕ(KL)
)− 2q+1−2
2q(2q+2−2) min{K,L}
2q+1−2
2q(2q+2−2) KL
. |m|
1
2q+2−2 log4 P1
(
P
1/2
1
) 2q+1−2
2q(2q+2−2) P1
(
σ(P1)ϕ(P1)
)− 2q+1−2
2q(2q+2−2)
. |m|
1
2q+2−2 log4 P1
(
σ(P1)ϕ(P1)
)− 2q+1−2
2q(2q+2−2)P
1+ 2
q−1
2q(2q+2−2)
1 .
This in turn completes the proof of the estimates (3.8), since after appropriate choice of ∆1(l) and
∆2(k) in S22 and S3, (3.5) shows that (3.17) is satisfied, we get
|S22|, |S3| . |m|
1
2q+2−2 log6 P1
(
σ(P1)ϕ(P1)
)− 2q+1−2
2q(2q+2−2)P
1+ 2
q−1
2q(2q+2−2)
1 ,
where the additional log2 P1 factor comes form the dyadic decompositions (3.13) and (3.14).
Proof of Lemma 3.15. In view of the symmetry between the variables k, l in the sums in (3.16)
one can assume that K ≤ L. We will divide the proof into three steps and we are going to follow
the concepts of Heath–Brown from [10] Section 5, see also [8] Section 4.
Step 1. Let us define
Er =
∑
L<l≤2L
∑
K<k,k+r≤K′≤2K
P<kl,(k+r)l≤P1
∆2(k)∆2(k + r)e
2πi(ξW (kl)+mϕ(kl)−ξW ((k+r)l)−mϕ((k+r)l)) ,
for every r ∈ Z. If r = 0 we see, by (3.17), that
|E0| ≤
∑
L<l≤2L
∑
K<k≤K′≤2K
|∆2(k)|
2 . L
∑
K/2<k≤2K
|∆2(k)|
2 . LK log3K.(3.18)
Moreover, setting
S˜(k, r) =
∑
max{L,Pk ,
P
k+r }<l≤min{2L,
P1
k ,
P1
k+r }
e2πi(ξW (kl)+mϕ(kl)−ξW ((k+r)l)−mϕ((k+r)l)),
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we see that for any r ∈ Z \ {0} we have
Er =
∑
max{K,K−r}<k≤min{K′,K′−r}
∆2(k)∆2(k + r)S˜(k, r).
One can see that for every R ≥ 1 we have
(3.19)
∑
1≤|r|≤R
|Er| .
∑
1≤|r|≤R
∑
K<k,k+r≤K′
|∆2(k)|
2|S˜(k, r)|+ |∆2(k + r)|
2|S˜(k + r,−r)|
≤
∑
1≤|r|≤R
∑
K<k,k+r≤K′
|∆2(k)|
2|S˜(k, r)|+
∑
1≤|r|≤R
∑
K<k,k−r≤K′
|∆2(k)|
2|S˜(k,−r)|
.
∑
1≤|r|≤R
∑
K<k,k+r≤K′
|∆2(k)|
2|S˜(k, r)| =
∑
K<k≤K′
|∆2(k)|
2
∑
1≤|r|≤R
|S˜(k, r)|1(K,K′](k + r),
since |S˜(k, r)| = |S˜(k + r,−r)|.
Step 2. We will prove that for every m ∈ N, k ∈ (K, 2K] and R ≥ 1 we have
1
R
∑
1≤|r|<R
|S˜(k, r)|1(K,2K](k + r) . (mR)
1/(2q+1−2)KL
(
σ(KL)ϕ(KL)
)−1/2q
K1/2
q−1.(3.20)
For this purpose define F (x) = ξW (kx)+mϕ(kx)− ξW ((k+ r)x)−mϕ((k+ r)x)), for x ∈ (L, 2L].
Then, according to Lemma 2.20 and the mean value theorem, for some η ∈ (0, 1) and ηk,r = k+ ηr
if r > 0 and ηk,r = k + r − ηr if r < 0, we have
|F (q+1)(x)| = |mkq+1ϕ(q+1)(kx)−m(k + r)q+1ϕ(q+1)((k + r)x))|
=
∣∣r((q + 1)mηqk,rϕ(q+1)(xηk,r) +mηq+1k,r xϕ(q+2)(xηk,r))∣∣
= |rmηqk,rϕ
(q+1)(xηk,r)(q + 1 + βq+2 + θq+2(xηk,r))|
≃ |mrKqϕ(q+1)(KL)| ≃
m|r|Kqσ(KL)ϕ(KL)
(KL)q+1
,
since k, k + r ∈ (K, 2K] and ηk,r ∈ (K, 2K]. Therefore, by Lemma 3.9 we obtain
|S˜(k, r)| . L
((
m|r|Kqσ(KL)ϕ(KL)
(KL)q+1
)1/(2q+1−2)
+ L−1/2
q
+
(
Lq+1
m|r|Kqσ(KL)ϕ(KL)
(KL)q+1
)−1/2q)
. (m|r|)1/(2
q+1−2)L1−q/(2
q+1−2) + L1−1/2
q
+ LK1/2
q
(
1
σ(KL)ϕ(KL)
)1/2q
. (m|r|)1/(2
q+1−2)L1−1/2
q
+KL
(
1
σ(KL)ϕ(KL)
)1/2q
K1/2
q−1
. (m|r|)1/(2
q+1−2)KL
(
σ(KL)ϕ(KL)
)−1/2q
K1/2
q−1,
and (3.20) follows (if c > 1, as before, one can think that σ is constantly equal to 1). Combining
(3.19) with (3.20) we obtain that
1
R
∑
1≤|r|≤R
|Er| .
∑
K<k≤K′
|∆2(k)|
2 1
R
∑
1≤|r|≤R
|S˜(k, r)|1(K,K′](k + r)(3.21)
. K log3K · (mR)1/(2
q+1−2)KL
(
σ(KL)ϕ(KL)
)−1/2q
K1/2
q−1.
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Step 3. Now we can finish our proof. We shall apply Weyl–Van der Corput shift inequality (see
[10] Lemma 5, page 258), which asserts that for a fixed U ≥ 1, any complex number zu ∈ C with
U < u ≤ 2U and any interval I ⊆ (U, 2U ] we have for every R ∈ N that∣∣∣∣∑
u∈I
zu
∣∣∣∣2 ≤ U +RR ∑
|r|<R
(
1−
|r|
R
) ∑
u,u+r∈I
zuzu+r.
By the Cauchy–Schwartz inequality and Weyl–Van der Corput shift inequality, applied with U = K
and an integer 1 ≤ R . K which will be adjusted later, we see that
(3.22)
∣∣∣∣ ∑
L<l≤2L
∑
K<k≤K′≤2K
P<kl≤P1
∆1(l)∆2(k)e
2πi(ξW (kl)+mϕ(kl)
∣∣∣∣2
≤
( ∑
L<l≤2L
|∆1(l)|
2
) ∑
L<l≤L′≤2L
∣∣∣∣ ∑
K<k≤K′≤2K
P<kl≤P1
∆2(k)e
2πi(ξW (kl)+mϕ(kl)
∣∣∣∣2
. L log3 L
∑
L<l≤2L
∣∣∣∣ ∑
K<k≤K′≤2K
P<kl≤P1
∆2(k)e
2πi(ξW (kl)+mϕ(kl)
∣∣∣∣2
. L log3 L
K +R
R
∑
|r|≤R
(
1−
|r|
R
)
|Er|
. L2K log3 L log3K
K +R
R
+ L log3 L
K +R
R
∑
1≤|r|≤R
|Er|
. log3 L log3K
(
L2K2
R
+K2L(mR)1/(2
q+1−2)KL
(
σ(KL)ϕ(KL)
)−1/2q
K1/2
q−1
)
.
We have used the estimate (3.18) for |E0| and the inequality (3.21). Now let us define R =⌈
m−aK−bLc
(
σ(KL)ϕ(KL)
)−d⌉
for some a, b, c, d ∈ R and oberve that the last expression in (3.22)
is bounded by
log3 L log3K
(
maK2+bL2−c
(
σ(KL)ϕ(KL)
)d
+m
1−a
2q+1−2K
2+ 12q −
b
2q+1−2L
2+ c
2q+1−2
(
σ(KL)ϕ(KL)
)− d
2q+1−2
− 12q
)
.
It suffices to arrange the parameters a, b, c, d ∈ R so that to make the last two terms equal. Namely,
it is enough to take
a =
1− a
2q+1 − 2
⇐⇒ a =
1
2q+1 − 1
,
2 + b = 2 +
1
2q
−
b
2q+1 − 2
⇐⇒ b =
1
2q
2q+1 − 2
2q+1 − 1
,
2− c = 2 +
c
2q+1 − 2
⇐⇒ c = 0,
d = −
d
2q+1 − 2
−
1
2q
⇐⇒ d = −
1
2q
2q+1 − 2
2q+1 − 1
.
We now easily see, since we have assumed that K ≤ L, that
1 ≤ m
− 1
2q+1−1K
− 2
q+1−2
2q(2q+1−1)
(
σ(KL)ϕ(KL)
) 2q+1−2
2q(2q+1−1) ≤ K,
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by our assumptions, thus 1 ≤ R . K and consequently (3.16) follows, since∣∣∣∣ ∑
L<l≤2L
∑
K<k≤K′≤2K
P<kl≤P1
∆1(l)∆2(k)e
2πi(ξW (kl)+mϕ(kl)
∣∣∣∣
. m
1
2q+2−2 log2 L log2K
(
σ(KL)ϕ(KL)
)− 2q+1−2
2q(2q+2−2) K
2q+1−2
2q(2q+2−2) KL.
This completes the proof of Lemma 3.15. 
4. The main lemma
We have just gathered all necessary estimates for the exponential sums in Section 3 and now we
can formulate the main lemma of this paper. Lemma 4.1 is the hearth of the matter and will allow
us to prove both Theorem 1.12 and Theorem 1.16. Recall that cq = (2
2q+2+2q−2)/(22q+2+2q−3).
Lemma 4.1. Let W : Z 7→ Z be a fixed polynomial of degree q ∈ N. Assume that h ∈ Fc, ϕ be
its inverse and γ = 1/c with c ∈ [1, cq). Let χ > 0 be a number obeying (2
2q+2 + 2q − 2)(1 − γ) +
2q(2q+3 − 2)χ < 1, then there exists χ′ > 0 such that for every N ∈ N and for every ξ ∈ [0, 1]∑
p∈Ph,N
ϕ′(p)−1 log p e2πiξW (p) =
∑
p∈PN
log p e2πiξW (p) +O
(
N1−χ−χ
′)
.(4.2)
The implied constant is independent of ξ ∈ [0, 1] and N ∈ N.
We shall provide detailed proof of Lemma 4.1, which will be based on the ideas of Heath–Brown
from [10]. A variant of Lemma 4.1, for the set of Piatetski–Shapiro primes with W (x) = x, was
proved by Balog and Friedlander [1] and by Kumchev [19]. They used this result to show that
the ternary Goldbach problem has a solution in the Piatetski–Shapiro primes. We start with the
following.
Lemma 4.3. Let Φ(x) = {x}−1/2 and Λ(n) denotes von Mangoldt’s. Then, under the assumptions
of Lemma 4.1, for every N ∈ N and 0 < ε < χ100(2q+2−1) we have∑
p∈Ph,N
ϕ′(p)−1 log p e2πiξW (p) =
∑
p∈PN
log p e2πiξW (p)(4.4)
+
N∑
k=1
ϕ′(k)−1
(
Φ(−ϕ(k + 1))− Φ(−ϕ(k))
)
Λ(k)e2πiξW (k) +O
(
N1−χ−ε
)
.
Proof. Form [25] we know that p ∈ Ph ⇐⇒ ⌊−ϕ(p)⌋ − ⌊−ϕ(p+ 1)⌋ = 1, for all sufficiently large
p ∈ Ph. By the definition of function Φ(x) = {x}− 1/2 we obtain that for every p ∈ N there exists
ξp ∈ (0, 1) such that
⌊−ϕ(p)⌋ − ⌊−ϕ(p+ 1)⌋ = ϕ(p+ 1)− ϕ(p) + Φ(−ϕ(p+ 1))− Φ(−ϕ(p))
= ϕ′(p) + ϕ′′(p+ ξp)/2 + Φ(−ϕ(p+ 1))− Φ(−ϕ(p)).
Thus by Mertens theorem (see [28] Theorem 6.6, page 160) we have∑
p∈Ph,N
ϕ′(p)−1 log p e2πiξW (p) =
∑
p∈PN
ϕ′(p)−1
(
⌊−ϕ(p)⌋ − ⌊−ϕ(p+ 1)⌋
)
log p e2πiξW (p)
=
∑
p∈PN
log p e2πiξW (p)+
∑
p∈PN
ϕ′(p)−1
(
Φ(−ϕ(p+1))−Φ(−ϕ(p))
)
log p e2πiξW (p)+O(logN).
18 M.MIREK
The proof is completed since∑
p∈PN
ϕ′(p)−1
(
Φ(−ϕ(p+ 1))− Φ(−ϕ(p))
)
log p e2πiξW (p)
=
N∑
k=1
ϕ′(k)−1
(
Φ(−ϕ(k + 1))− Φ(−ϕ(k))
)
Λ(k)e2πiξW (k) +O
(
N3/2−γ+ε
)
.
In view of the assumptions of Lemma 4.1 we see that O
(
N3/2−γ+ε
)
= O
(
N1−χ−ε
)
, since 3/2 −
γ + ε = 1− χ− ε+ (2(1− γ)− 1 + 2(2ε+ χ))/2 < 1− χ− ε as desired. 
The proof of Lemma 4.1 will be completed if we show that
N∑
k=1
ϕ′(k)−1
(
Φ(−ϕ(k + 1))− Φ(−ϕ(k))
)
Λ(k)e2πiξW (k) = O
(
N1−χ−χ
′)
,(4.5)
for χ > 0 such that (22q+2 + 2q − 2)(1 − γ) + 2q(2q+3 − 2)χ < 1 and some χ′ > 0. Expanding Φ
into the Fourier series (see [10] Section 2), we obtain
Φ(t) =
∑
0<|m|≤M
1
2πim
e−2πimt +O
(
min
{
1, (M‖t‖)−1
})
,(4.6)
for M > 0, where ‖t‖ = minn∈Z |t− n| is the distance of t ∈ R to the nearest integer. Moreover,
min
{
1, (M‖t‖)−1
}
=
∑
m∈Z
bme
2πimt,(4.7)
where
|bm| . min
{
M−1logM, |m|−1,M |m|−2
}
.(4.8)
Lemma 4.9. Let W : Z 7→ Z be a fixed polynomial of degree q ∈ N. Assume that P ≥ 1 and
M = P 1+χ+εϕ(P )−1 with χ > 0 such that (22q+2 + 2q − 2)(1 − γ) + 2q(2q+3 − 2)χ < 1 and
0 < ε < χ100(2q+2−1) . Then we have∑
P<k≤P1≤2P
ϕ′(k)−1
(
Φ(−ϕ(k + 1))− Φ(−ϕ(k))
)
Λ(k)e2πiξW (k)(4.10)
=
∑
0<|m|≤M
1
2πim
∑
P<k≤P1≤2P
ϕ′(k)−1Λ(k)
(
e2πi(ξW (k)+mϕ(k+1)) − e2πi(ξW (k)+mϕ(k))
)
+O
(
P 1−χ−ε
)
.
Proof. Let S be the first sum in (4.10), then the Fourier expansion (4.6) yields
S =
∑
0<|m|≤M
1
2πim
∑
P<k≤P1≤2P
ϕ′(k)−1Λ(k)
(
e2πi(ξW (k)+mϕ(k+1)) − e2πi(ξW (k)+mϕ(k))
)
+O
( ∑
P<k≤P1≤2P
ϕ′(k)−1Λ(k)
(
min
{
1, (M‖ϕ(k)‖)−1
}
+min
{
1, (M‖ϕ(k + 1)‖)−1
}))
.
In a similar way as in [25] it suffices to bound the error term with min
{
1, (M‖ϕ(k)‖)−1
}
. The
same reasoning will give the same bound for the sum with min
{
1, (M‖ϕ(k + 1)‖)−1
}
. By (4.7)
we see that∑
P<k≤P1≤2P
Λ(k)
ϕ′(k)
·min
{
1, (M‖ϕ(k)‖)−1
}
.
logP
ϕ′(P )
∑
m∈Z
|bm|
∣∣∣∣ ∑
P<k≤P1≤2P
e2πimϕ(k)
∣∣∣∣.
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Lemma 3.10 applied to the inner sum with l = 1, j = 0 and q = 1 and the bounds (4.8) for |bm|
imply that
∑
m≥0
|bm|
∣∣∣∣ ∑
P<k≤P1≤2P
e2πimϕ(k)
∣∣∣∣ . P logMM +
( ∑
0<m≤M
logM
M
+
∑
m>M
M
m2
)
m1/2P(
σ(P )ϕ(P )
)1/2
.
P logM
M
+ logMM1/2
P(
σ(P )ϕ(P )
)1/2 .
Taking M = P 1+χ+εϕ(P )−1, we obtain
logP
ϕ′(P )
∑
m≥0
|bm|
∣∣∣∣ ∑
P<k≤P1≤2P
e2πimϕ(k)
∣∣∣∣ . P logM logPϕ′(P )M + logMM1/2 P logPϕ′(P )(σ(P )ϕ(P ))1/2
.
ϕ(P )P−χ−ε
ϕ′(P )
log2 P +
P 3/2+χ/2+ε/2
ϕ′(P )σ(P )1/2ϕ(P )
log2 P
.
ϕ(P )P−χ−ε
ϕ′(P )
log2 P
(
1 +
P 3/2+3χ/2+3ε/2
σ(P )1/2ϕ(P )2
)
.
ϕ(P )P−χ−ε
ϕ′(P )
. P 1−χ−ε.
Taking 0 < ε < χ100(2q+2−1) < χ/100 one can show that the last parenthesis is bounded. Namely,
due to the inequalities xγ−ε .ε ϕ(x), and (σ(x))
−1 .ε x
ε which hold for arbitrary ε > 0 we easily
see that 3/2 + 3χ/2 + 3ε/2 + ε/2 − 2γ + 2ε < 0, since 3 + 3χ + 8ε − 4γ < 4(1 − γ) + 4χ − 1 <
(22q+2 + 2q − 2)(1− γ) + 2q(2q+3 − 2)χ− 1 < 0, and this finishes the proof. 
Now we can illustrate the proof of Lemma 4.1.
Proof of Lemma 4.1. Recall that χ > 0 such that (22q+2 + 2q − 2)(1− γ) + 2q(2q+3 − 2)χ < 1 and
0 < ε < χ100(2q+2−1) . Then combining Lemma 4.3 with Lemma 4.9 we see that
(4.11)
∣∣∣∣ ∑
p∈Ph,N
ϕ′(p)−1 log p e2πiξW (p) −
∑
p∈PN
log p e2πiξW (p)
∣∣∣∣
. logN sup
1≤P≤N
∣∣∣∣ ∑
P<k≤P1≤2P
ϕ′(k)−1
(
Φ(−ϕ(k + 1))− Φ(−ϕ(k))
)
Λ(k)e2πiξW (k)
∣∣∣∣ +N1−χ−ε
. logN sup
1≤P≤N
∑
0<|m|≤M
1
m
∣∣∣∣ ∑
P<k≤P1≤2P
ϕ′(k)−1Λ(k)
(
e2πi(ξW (k)+mϕ(k+1)) − e2πi(ξW (k)+mϕ(k))
)∣∣∣∣
+N1−χ−ε logN,
where M = P 1+χ+εϕ(P )−1. In order to bound the error term in (4.11) let us introduce Um(x) =∑
P<k≤x Λ(k)e
2πi(ξW (k)+mϕ(k)), and φm(k) = ϕ
′(k)−1
(
e2πim(ϕ(k+1)−ϕ(k)) − 1
)
. It is easy to note
that |φm(x)| . m and |φ
′
m(x)| .
m
x . Therefore, summation by parts and the estimate (3.2) give
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(4.12)
∑
0<|m|≤M
1
m
∣∣∣∣ ∑
P<k≤P1≤2P
ϕ′(k)−1Λ(k)
(
e2πi(ξW (k)+mϕ(k+1)) − e2πi(ξW (k)+mϕ(k))
)∣∣∣∣
.
M∑
m=1
1
m
(
|Um(P1)φm(P1)|+
∫ P1
P
|Um(x)φ
′
m(x)|dx
)
.
M∑
m=1
sup
x∈(P,2P ]
|Um(x)|
.
M∑
m=1
m
1
2q+1−2 log2 P
(
σ(P )ϕ(P )
)− 12q P 1+ 2q+1−222q+1+2q−2
+
M∑
m=1
m
1
2q+2−2 log6 P
(
σ(P )ϕ(P )
)− 2q+1−2
2q(2q+2−2)P
1+ 2
q−1
2q(2q+2−2)
.M
1+ 1
2q+1−2 log2 P
(
σ(P )ϕ(P )
)− 12q P 1+ 2q+1−222q+1+2q−2
+M
1+ 1
2q+2−2 log6 P
(
σ(P )ϕ(P )
)− 2q+1−2
2q(2q+2−2)P
1+ 2
q−1
2q(2q+2−2) .
Now we have to estimate the last two terms in (4.12). We will use the inequalities xγ−ε .ε ϕ(x),
σ(x)−1 .ε x
ε and log x .ε x
ε/50 which hold with arbitrary ε > 0. Since M = P 1+χ+εϕ(P )−1 with
χ > 0 such that (22q+2 + 2q − 2)(1− γ) + 2q(2q+3 − 2)χ < 1 and 0 < ε < χ100(2q+2−1) , it is easy to
see that
M
1+ 1
2q+1−2 log2 P
(
σ(P )ϕ(P )
)− 12q P 1+ 2q+1−222q+1+2q−2
=
(
P 1+χ+εϕ(P )−1
)1+ 1
2q+1−2 log2 P
(
σ(P )ϕ(P )
)− 12q P 1+ 2q+1−222q+1+2q−2
= P
1+χ+ε+ χ+ε
2q+1−2
+1+ 1
2q+1−2
+ 2
q+1−2
22q+1+2q−2ϕ(P )
−1− 12q −
1
2q+1−2 σ(P )−
1
2q log2 P
. P
1−χ+10ε+ (2
q+2−3)χ
2q+1−2
+1+ 1
2q+1−2
+ 2
q+1−2
22q+1+2q−2
−γ
(
1+ 12q +
1
2q+1−2
)
. P
1−χ+1+ 1
2q+1−2
+ 2
q+1−2
22q+1+2q−2
+ (2
q+2−2)χ
2q+1−2
−γ
(
22q+1+2q−2
2q(2q+1−2)
)
. P 1−χ−ε
′
,
for some ε′ > 0, since log2 P .ε P
ε and
1 +
1
2q+1 − 2
+
2q+1 − 2
22q+1 + 2q − 2
+
(2q+2 − 2)χ
2q+1 − 2
− γ
(
22q+1 + 2q − 2
2q(2q+1 − 2)
)
< 0
⇐⇒ 2q(2q+1 − 2) + 2q +
2q(2q+1 − 2)2
22q+1 + 2q − 2
+ 2q(2q+2 − 2)χ < γ(22q+1 + 2q − 2)
⇐⇒ (22q+1 + 2q − 2)(1− γ) + 2q(2q+2 − 2)χ− 1 +
2q(2q+1 − 2)2
22q+1 + 2q − 2
− 2q+1 + 3 < 0
⇐⇒ (22q+1 + 2q − 2)(1− γ) + 2q(2q+2 − 2)χ− 1−
(2q − 2)(2q+2 − 3)
22q+1 + 2q − 2
< 0.
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On the other hand, we get
M
1+ 1
2q+2−2 log6 P
(
σ(P )ϕ(P )
)− 2q+1−2
2q(2q+2−2)P
1+ 2
q−1
2q(2q+2−2)
=
(
P 1+χ+εϕ(P )−1
)1+ 1
2q+2−2 log6 P
(
σ(P )ϕ(P )
)− 2q+1−2
2q(2q+2−2)P
1+ 2
q−1
2q(2q+2−2)
= P
1+χ+ε+ χ+ε
2q+2−2
+1+ 1
2q+2−2
+ 2
q−1
2q(2q+2−2)ϕ(P )
−1− 1
2q+2−2
− 2
q+1−2
2q(2q+2−2) σ(P )
− 2
q+1−2
2q(2q+2−2) log6 P
. P
1−χ+10ε+ (2
q+3−3)χ
2q+2−2
+1+ 1
2q+2−2
+ 2
q−1
2q(2q+2−2)
−γ
(
1+ 1
2q+2−2
+ 2
q+1−2
2q(2q+2−2)
)
. P
1−χ+ 2
2q+2−1
2q(2q+2−2)
+ (2
q+3−2)χ
2q+2−2
−γ 2
2q+2+2q−2
2q(2q+2−2) . P 1−χ−ε
′
.
for some ε′ > 0, since log6 P .ε P
ε and
22q+2 − 1
2q(2q+2 − 2)
+
(2q+3 − 2)χ
2q+2 − 2
− γ
22q+2 + 2q − 2
2q(2q+2 − 2)
< 0
⇐⇒ 22q+2 − 1 + 2q(2q+3 − 2)χ < γ(22q+2 + 2q − 2)
⇐⇒ (22q+2 + 2q − 2)(1− γ) + 2q(2q+3 − 2)χ− 1− 2q + 2 < 0.
This provides the desired upper bound for (4.12) and the proof of Lemma 4.1 is completed. 
5. Proof of Theorem 1.12
In this section, with the aid of Lemma 4.1, we shall illustrate the proof of Theorem 1.12. The
maximal functions which will occur in this section will be initially defined for any nonnegative
finitely supported function f ≥ 0 and unless otherwise stated f is always such a function. Let us
introduce a maximal function
Mhf(x) = sup
N∈N
|Kh,N ∗ f(x)| for x ∈ Z,(5.1)
corresponding with the kernel
Kh,N(x) =
1
πh(N)
∑
p∈Ph,N
δW (p)(x) for x ∈ Z,(5.2)
where δn(x) denotes Dirac’s delta at n ∈ N and W : Z 7→ Z is a fixed polynomial of degree q ∈ N.
Due to (1.11) we see that Mhf(x) ≃ MPhf(x). Therefore, it suffices to show the inequality from
(1.13) with Mhf instead of MPhf . Now we are going to slightly redefine the maximal function
Mhf(x) defined in (5.1). We will take the supremum over D = {2
n : n ∈ N} rather that N, i.e.
Mhf(x) = sup
N∈D
|Kh,N ∗ f(x)|,(5.3)
with Kh,N defined in (5.2). It will cause no confusion if we use the same letter Mhf in both
definitions, since the maximal functions from (5.1) and (5.3) are equivalent and give the same
ℓr(Z) bounds for r > 1.
We start with some general observations concerning maximal functions.
Lemma 5.4. Let S ⊆ N be a fixed subset of integers and for i = 1, 2, and Ω : Z 7→ Z be a fixed
function. Let us introduce
• a nonnegative function wi : [0,∞) 7→ [0,∞),
• a sum Wi(n) =
∑
k∈S∩[1,n] wi(k), corresponding with wi, where n ∈ N,
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• and a weighted maximal function
M⋆i (f)(x) = sup
N∈Z
1
Wi(N)
∣∣∣ ∑
k∈S∩[1,N ]
wi(k)f(x − Ω(k))
∣∣∣,
where Z ⊆ N and f : Z 7→ C is any nonnegative finitely supported function. Assume that
(i) the sequence
(
w2(n)
w1(n)
)
n∈N
is decreasing, or
(ii) the sequence
(
w2(n)
w1(n)
)
n∈N
is increasing and supn∈N
w2(n)·W1(n)
w1(n)·W2(n)
<∞.
Then
M⋆2(f)(x) .M
⋆
1(f)(x),
for every f ∈ ℓr(Z) and for every x ∈ Z.
Some variant of this lemma was proved in [44], but our formulation is more handy. We will
apply Lemma 5.4 with Z = N or Z = D.
Proof. Assume that the sequence
(
w2(n)
w1(n)
)
n∈N
is increasing and supn∈N
w2(n)·W1(n)
w1(n)·W2(n)
= C < ∞.
Denote MNi f(x) =
∑
k∈S∩[1,N ] wi(k)f(x − Ω(k)) for i = 1, 2 with M
0
i f(x) = 0. Without loss of
generality we may assume that f ≥ 0. Then applying summation by parts twice and exploring
positive nature of the maximal operators we can easily observe that for every N ∈ Z we have
1
W2(N)
MN2 f(x) =
1
W2(N)
∑
k∈S∩[1,N ]
w2(k)
w1(k)
w1(k)f(x− Ω(k))
=
1
W2(N)
N∑
n=1
w2(n)
w1(n)
(Mn1 f(x)−M
n−1
1 f(x)) =
w2(N) ·W1(N)
w1(N) ·W2(N)
1
W1(N)
MN1 f(x)
+
1
W2(N)
N−1∑
n=1
W1(n)
(
w2(n)
w1(n)
−
w2(n+ 1)
w1(n+ 1)
)
1
W1(n)
Mn1 f(x)
≤M⋆1(f)(x) ·
(
1
W2(N)
N−1∑
n=1
W1(n)
(
w2(n+ 1)
w1(n+ 1)
−
w2(n)
w1(n)
)
+
w2(N) ·W1(N)
w1(N) ·W2(N)
)
=M⋆1(f)(x) ·
w2(N) ·W1(N)
w1(N) ·W2(N)
+M⋆1(f)(x) ·
w2(N) ·W1(N − 1)
w1(N) ·W2(N)
+M⋆1(f)(x) ·
(
1
W2(N)
N−1∑
n=2
w2(n)
w1(n)
(W1(n− 1)−W1(n))−
w2(1) · 1S(1)
W2(N)
)
=M⋆1(f)(x) ·
(
2w2(N) ·W1(N)
w1(N) ·W2(N)
−
w2(N) · 1S(N)
W2(N)
−
1
W2(N)
∑
n∈S∩[2,N−1]
w2(n)−
w2(1) · 1S(1)
W2(N)
)
≤M⋆1(f)(x) ·
(
1 + 2 sup
n∈N
w2(n) ·W1(n)
w1(n) ·W2(n)
)
≤ (1 + 2C)M⋆1(f)(x).
This implies that M⋆2(f)(x) .M
⋆
1(f)(x) and the desired inequality follows. The proof when the
sequence
(
w2(n)
w1(n)
)
n∈N
decreases is similar, but simpler, and is left to the reader. 
23
Lemma 5.5. Let W : Z 7→ Z be a polynomial of degree q ∈ N and define a maximal function
M1hf(x) = supN∈D |K
1
h,N ∗ f(x)|, where
K1h,N(x) =
1
N
∑
p∈Ph,N
ϕ′(N)−1 log p δW (p)(x).
Then
Mhf(x) .M
1
hf(x),
for every x ∈ Z.
Proof. We shall apply Lemma 5.4 to the maximal functions
M⋆1f(x) = sup
N∈D
1
W1(N)
∑
p∈Ph,N
w1(p)f(x−W (p)),
M⋆2f(x) = sup
N∈D
1
W2(N)
∑
p∈Ph,N
w2(p)f(x−W (p)),
with weights w1(x) = ϕ
′(x)−1 log x, w2(x) = 1 and sums W1(N) =
∑
p∈Ph,N
ϕ′(p)−1 log p and
W2(N) = πh(N). Therefore, Lemma 5.4 yields that
Mhf(x) =M
⋆
2f(x) .M
⋆
1f(x).
What is left is to show that
M⋆1f(x) = sup
N∈D
1
W1(N)
∑
p∈Ph,N
ϕ′(p)−1 log p f(x−W (p)) ≃M1hf(x).
If we prove W1(N)N −−−−→N→∞ 1 the assertion follows. We now apply Lemma 3.12 with g(x) = ϕ
′(x)−1 log x
and U(x) =
∑
p∈Ph,x
1 = πh(x). Indeed,
1
N
∑
p∈Ph,N
ϕ′(p)−1 log p =
1
N
πh(N)ϕ
′(N)−1 logN −
1
N
∫ N
2
πh(x)
(
ϕ′(x)−1 log x
)′
dx,
Since
lim
N→∞
1
N
πh(N)ϕ
′(N)−1 logN = 1/γ,
it remains to prove that
1
N
∫ N
2
πh(x)
(
ϕ′(x)−1 log x
)′
dx =
1− γ
γ
.
Observe that (
ϕ′(x)−1 log x
)′
=
ϕ′(x) − xϕ′′(x) log x
xϕ′(x)2
=
1− ρh(x) log x
ϕ(x)(γ + θ1(x))
,
where
ρh(x) =
{
γ − 1 + θ2(x), if γ < 1,
σ(x)τ(x), if γ = 1.
This easily shows that
lim
x→∞
ϕ(x)
log x
·
1− ρh(x) log x
ϕ(x)(γ + θ1(x))
=
{ 1−γ
γ , if γ < 1,
0, if γ = 1,
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which in turn implies that
lim
N→∞
1
N
∫ N
2
πh(x)
(
ϕ′(x)−1 log x
)′
dx = lim
N→∞
1
N
∫ N
2
1− ρh(x) log x
log x(γ + θ1(x))
dx,
and consequently
lim
N→∞
1
N
∫ N
2
1− ρh(x) log x
log x(γ + θ1(x))
dx =
1− γ
γ
.
This completes the proof of the lemma. 
We have reduced the matters to proving
‖M1hf‖ℓr(Z) .r ‖f‖ℓr(Z),(5.6)
for every f ∈ ℓr(Z), where r > 1. For this purpose let us define M2hf(x) = supN∈D |K
2
h,N ∗ f(x)|,
where
K2h,N(x) =
1
N
∑
p∈PN
log p δW (p)(x).
Due to Bourgain–Wierdl–Nair’s theorem we know that
‖M2hf‖ℓr(Z) .r ‖f‖ℓr(Z),
for every f ∈ ℓr(Z), where r > 1. For more details we refer to [29, 30], see also [5], [44]. Observe
now that
‖Mhf‖ℓr(Z) . ‖M
1
hf‖ℓr(Z) ≤ ‖M
2
hf‖ℓr(Z) + ‖ sup
N∈D
|(K1h,N −K
2
h,N) ∗ f |‖ℓr(Z)
. ‖f‖ℓr(Z) +
∥∥∥∥( ∑
N∈D
|(K1h,N −K
2
h,N) ∗ f |
r
)1/r∥∥∥∥
ℓr(Z)
. ‖f‖ℓr(Z) +
( ∑
N∈D
‖(K1h,N −K
2
h,N) ∗ f‖
r
ℓr(Z)
)1/r
.
The estimate (5.6) will be completed if we establish the following inequality( ∑
N∈D
‖(K1h,N −K
2
h,N) ∗ f‖
r
ℓr(Z)
)1/r
. ‖f‖ℓr(Z).
For this purpose we begin with r = 2 and apply Plancherel theorem to K1h,N −K
2
h,N which allows
us to make use of Lemma 4.1. Indeed,
‖(K1h,N −K
2
h,N) ∗ f‖
2
ℓ2(Z) =
∫ 1
0
|K̂1h,N(ξ)− K̂
2
h,N(ξ)|
2 · |f̂(ξ)|2dξ
≤ sup
ξ∈[0,1]
|K̂1h,N(ξ)− K̂
2
h,N(ξ)|
2
∫ 1
0
|f̂(ξ)|2dξ
= ‖K̂1h,N − K̂
2
h,N‖
2
L∞([0,1])‖f‖
2
ℓ2(Z) . N
−2χ‖f‖2ℓ2(Z),
since by Lemma 4.1 we have
‖K̂1h,N − K̂
2
h,N‖L∞([0,1]) . N
−χ,
for some χ > 0 and every N ∈ D. Now observe that
‖(K1h,N −K
2
h,N) ∗ f‖ℓr(Z) ≤ ‖K
1
h,N −K
2
h,N‖ℓ1(Z)‖f‖ℓr(Z) . ‖f‖ℓr(Z).
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Since from the proof of Lemma 5.5 we know
‖K1h,N‖ℓ1(Z) =
∑
x∈Z
1
N
∑
p∈Ph,N
ϕ′(p)−1 log p δW (p)(x)
=
1
N
∑
p∈Ph,N
ϕ′(p)−1 log p −−−−→
N→∞
1,
and the same reasoning applies to
‖K2h,N‖ℓ1(Z) =
1
N
∑
p∈PN
log p −−−−→
N→∞
1.
Therefore, Riesz–Thorin interpolation theorem yields that for every 1 < r ≤ 2 there is χr > 0 such
that
‖(K1h,N −K
2
h,N) ∗ f‖ℓr(Z) . N
−χr‖f‖ℓr(Z),
for every N ∈ D. Finally we obtain the desired bounds
( ∑
N∈D
‖(K1h,N −K
2
h,N) ∗ f‖
r
ℓr(Z)
)1/r
.
( ∑
N∈D
N−χrr
)1/r
‖f‖ℓr(Z) .r ‖f‖ℓr(Z).
This completes the proof of Theorem 1.12.
6. Proof of Theorem 1.14
The main aim of this section is to prove Theorem 1.14. For this purpose we will proceed as
follows. First of all we show the pointwise convergence on L2(X,µ), then we can easily extend the
pointwise convergence of Ah,Nf(x) for all f ∈ L
r(X,µ), where r > 1. We start with very simple
observation based on summation by parts. Namely, if
A1h,Nf(x) =
1
N
∑
p∈Ph,N
ϕ′(p)−1 log p f(TW (p)x) −−−−→
N→∞
f∗(x) for µ – a.e. x ∈ X ,(6.1)
then
Ah,Nf(x) =
1
πh(N)
∑
p∈Ph,N
f(TW (p)x) −−−−→
N→∞
f∗(x) for µ – a.e. x ∈ X .(6.2)
LetMkf(x) =
∑
p∈Ph,k
f(TW (p)x) andM1kf(x) =
∑
p∈Ph,k
ϕ′(p)−1 log p f(TW (p)x) andM1f(x) =
M11 f(x) = 0. Let mk =
∑
p∈Ph,k
1 = πh(k) and m
1
k =
∑
p∈Ph,k
ϕ′(p)−1 log p. Then, for f ≥ 0, we
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have
1
πh(N)
∑
p∈Ph,N
f(TW (p)x) =
1
πh(N)
∑
p∈Ph,N
ϕ′(p)
log p
ϕ′(p)−1 log p f(TW (p)x)
=
1
πh(N)
N∑
k=2
ϕ′(k)
log k
(
M1kf(x)−M
1
k−1f(x)
)
=
ϕ′(N)
πh(N) logN
M1Nf(x) +
1
πh(N)
N−1∑
k=2
(
ϕ′(k)
log k
−
ϕ′(k + 1)
log(k + 1)
)
M1kf(x)
=
m1Nϕ
′(N)
πh(N) logN
N
m1N
A1h,Nf(x)
+
1
πh(N)
N−1∑
k=2
(
m1kϕ
′(k)
log k
−
m1kϕ
′(k + 1)
log(k + 1)
)
k
m1k
A1h,kf(x).
On the other hand
m1Nϕ
′(N)
πh(N) logN
f∗(x) +
1
πh(N)
N−1∑
k=2
(
m1kϕ
′(k)
log k
−
m1kϕ
′(k + 1)
log(k + 1)
)
f∗(x)
=
1
πh(N)
N∑
k=2
ϕ′(k)
log k
(
m1k −m
1
k−1
)
f∗(x) = f∗(x).
Let ε > 0 such that for every N > N0 we have∣∣∣∣ Nm1N A1h,Nf(x)− f∗(x)
∣∣∣∣ < ε/4.
Since, πh(N) −−−−→N→∞ ∞, we see
lim sup
N→∞
∣∣∣∣ 1πh(N) ∑
p∈Ph,N
f(TW (p)x)− f∗(x)
∣∣∣∣ ≤ lim sup
N→∞
m1Nϕ
′(N)
πh(N) logN
∣∣∣∣ Nm1N A1h,kf(x)− f∗(x)
∣∣∣∣
+ lim sup
N→∞
(
1
πh(N)
( N0∑
k=2
+
N−1∑
k=N0+1
)(
m1kϕ
′(k)
log k
−
m1kϕ
′(k + 1)
log(k + 1)
) ∣∣∣∣ km1kA1h,kf(x)− f∗(x)
∣∣∣∣ ) ≤ ε,
and (6.2) is justified.
In order to prove (6.1) on L2(X,µ) it suffices to show that∥∥ sup
N∈N
|A1h,Nf |
∥∥
L2(X,µ)
. ‖f‖L2(X,µ),(6.3)
and
J∑
j=1
∥∥∥∥ sup
Nj<N≤Nj+1
N∈Zε
|A1h,Nf − A
1
h,Njf |
∥∥∥∥
L2(X,µ)
≤ o(J)‖f‖L2(X,µ),(6.4)
where Zε = {⌊(1 + ε)
n⌋ : n ∈ N} for some fixed ε > 0 and (Nj)j∈N is any rapidly increasing
sequence 2Nj < Nj+1. Using transference principle as in [5] we see that (6.3) and (6.4) can be
transferred to Z and (6.3) is equivalent to (5.6) (with r = 2) from Section 5. If it comes to (6.4)
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we use Lemma 4.1. Indeed,
J∑
j=1
∥∥∥∥ sup
Nj<N≤Nj+1
N∈Zǫ
|K1h,N ∗ f −K
1
h,Nj ∗ f |
∥∥∥∥
ℓ2(Z)
.
J∑
j=1
∥∥∥∥ sup
Nj<N≤Nj+1
N∈Zǫ
|K2h,N ∗ f −K
2
h,Nj ∗ f |
∥∥∥∥
ℓ2(Z)
+
J∑
j=1
( ∑
Nj<N≤Nj+1
N∈Zǫ
∥∥K1h,N ∗ f −K2h,N ∗ f∥∥2ℓ2(Z))1/2
. o(J)‖f‖ℓ2(Z) +
J∑
j=1
N−χj ‖f‖ℓ2(Z) . o(J)‖f‖ℓ2(Z),
as desired. Since the first inequality follows from [30], and the second one follows by Parseval’s
identity and Lemma 4.1. This completes the proof of Theorem 1.14.
7. Proof of Theorem 1.16
This section is intended to prove Theorem 1.16. In particular we will be concerned with showing
(1.18). We shall apply (4.2) with W (x) = x, q = 1 and any 0 < γ ≤ 1 and χ > 0 such that
16(1 − γ) + 28χ < 1. Let R(N) be the number of representations of an odd N ∈ N as a sum of
three primes pi ∈ Phi where i = 1, 2, 3. Let
G˜iN (ξ) =
∑
p∈Phi,N
ϕ′i(p)
−1 log p e2πiξp, and F˜ iN (ξ) =
∑
p∈PN
log p e2πiξp,
for i = 1, 2, 3. Lemma 3.12 applied twice and Lemma 4.1 yield
GiN (ξ) =
∑
p∈Phi,N
e2πiξp =
∑
p∈Phi,N
(
ϕ′i(p)
−1 log p e2πiξp
) ϕ′i(p)
log p
= G˜iN (ξ)
ϕ′i(N)
logN
−
∫ N
2
G˜ix(ξ)
(
ϕ′i(x)
log x
)′
dx
= F˜ iN (ξ)
ϕ′i(N)
logN
−
∫ N
2
F˜ ix(ξ)
(
ϕ′i(x)
log x
)′
dx +O
(
ϕi(N)N
−χi−ε
′
i
)
=
∑
p∈PN
ϕ′i(p) e
2πiξp +O
(
ϕi(N)N
−χi−ε
′
i
)
= F iN (ξ) +O
(
ϕi(N)N
−χi−ε
′
i
)
,
for some ε′i > 0 and χi > 0 as in Lemma 4.1.
Thus
R(N) =
∑
p1+p2+p3=N
pi∈Phi,N
1 =
∫ 1
0
G1N (ξ)G
2
N (ξ)G
3
N (ξ)e
−2πiξNdξ =
∑
p1+p2+p3=N
pi∈PN
ϕ′1(p1)ϕ
′
2(p2)ϕ
′
3(p3)
+
∫ 1
0
(
G1N (ξ)G
2
N (ξ)G
3
N (ξ)− F
1
N (ξ)F
2
N (ξ)F
3
N (ξ)
)
e−2πiξNdξ.
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Analysis similar to that in the proof of Theorem 1 in [1] shows that
(7.1)
∣∣∣∣∫ 1
0
(
G1N (ξ)G
2
N (ξ)G
3
N (ξ)− F
1
N (ξ)F
2
N (ξ)F
3
N (ξ)
)
e−2πiξNdξ
∣∣∣∣
≤ sup
ξ∈[0,1]
∣∣G1N (ξ)− F 1N (ξ)∣∣ (∫ 1
0
|F 2N (ξ)|
2dξ
)1/2 (∫ 1
0
|F 3N (ξ)|
2dξ
)1/2
+ sup
ξ∈[0,1]
∣∣G2N (ξ)− F 2N (ξ)∣∣ (∫ 1
0
|G1N (ξ)|
2dξ
)1/2(∫ 1
0
|F 3N (ξ)|
2dξ
)1/2
+ sup
ξ∈[0,1]
∣∣G3N (ξ)− F 3N (ξ)∣∣ (∫ 1
0
|G1N (ξ)|
2dξ
)1/2(∫ 1
0
|G2N (ξ)|
2dξ
)1/2
.
By Parseval’s identity we see(∫ 1
0
|F iN (ξ)|
2dξ
)1/2
=
( ∑
p∈PN
ϕ′i(p)
2
)1/2
≤
( ∑
p∈PN
ϕ′i(p)
)1/2
.
(
ϕi(N)
logN
)1/2
,(7.2)
and (∫ 1
0
|GiN (ξ)|
2dξ
)1/2
=
( ∑
p∈Phi,N
1
)1/2
.
(
ϕi(N)
logN
)1/2
,(7.3)
for every i = 1, 2, 3. Combining (7.1), (7.2), (7.3) with Lemma 4.1 we immediately obtain∣∣∣∣∫ 1
0
(
G1N (ξ)G
2
N (ξ)G
3
N (ξ)− F
1
N (ξ)F
2
N (ξ)F
3
N (ξ)
)
e−2πiξNdξ
∣∣∣∣(7.4)
.
ϕ1(N)ϕ2(N)ϕ3(N)
N log3N
(
N1−χ1−ε
′
1 log2N
ϕ2(N)1/2ϕ3(N)1/2
+
N1−χ2−ε
′
2 log2N
ϕ1(N)1/2ϕ3(N)1/2
+
N1−χ3−ε
′
3 log2N
ϕ1(N)1/2ϕ2(N)1/2
)
.
If at least two of γ1, γ2, γ3 are not equal to 1, then bearing in mind (1.17) and the inequality
xγi−δi . ϕi(x) one can arrange χ1 =
1
2 (1 − γ2) +
1
2 (1 − γ3) > 0, χ2 =
1
2 (1 − γ1) +
1
2 (1 − γ3) > 0,
χ3 =
1
2 (1− γ1) +
1
2 (1 − γ2) > 0 and
1
2 (δ1 + δ2 + δ3) < min{ε
′
1, ε
′
2, ε
′
3}, and observe that
N1−χ1−ε
′
1 log2N
ϕ2(N)1/2ϕ3(N)1/2
. N1−χ1−ε
′
1−
γ2+γ3
2 +
δ2+δ3
2 log2N . N−δ
′
,(7.5)
for some δ′ > 0. The two remaining summands in (7.4) have decays of the same type. If for every
k, l ∈ {1, 2, 3} we have γk = 1 or γl = 1, then there are two, let say γ2, γ3 such that γ2 = 1 and
γ3 = 1, then we have the same bound as in (7.5) with χ1 > 0 carried by Lemma 4.1. Therefore,
R(N) =
∑
p1+p2+p3=N
pi∈Phi,N
1 =
∑
p1+p2+p3=N
pi∈PN
ϕ′1(p1)ϕ
′
2(p2)ϕ
′
3(p3) + o
(
ϕ1(N)ϕ3(N)ϕ3(N)
N log3N
)
.
We are now in a position where we can easily derive (1.18). Let r(N) be the number of represen-
tations of an odd N ∈ N as a sum of three regular primes, i.e. pi ∈ P where i = 1, 2, 3. Then
Vinogradov’s theorem (see [28] Chapter 8) provides an asymptotic formula
r(N) =
∑
p1+p2+p3=N
pi∈PN
1 =
S(N)N2
2 log3N
+ o
(
N2
log3N
)
,
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where S(N) is the singular series. Therefore, there exists C = C(γ1, γ2, γ3) > 0 such that∑
p1+p2+p3=N
pi∈PN
ϕ′1(p1)ϕ
′
2(p2)ϕ
′
3(p3) ≥ ϕ
′
1(N)ϕ
′
2(N)ϕ
′
3(N) · r(N) ≥ C ·
S(N)ϕ1(N)ϕ2(N)ϕ3(N)
N log3N
,
for sufficiently large N ∈ N. The proof of Theorem 1.16 is completed.
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