ABSTRACT Biological information-processing systems, such as populations of sensory and motor neurons, may utilize correlations between the rings of individual elements to obtain lower noise levels and a system-wide performance improvement in the dynamic range (DR) or the signal-to-noise ratio (SNR). Here we implement such correlations in networks of coupled integrate-and-re neurons using inhibitory coupling, and demonstrate that this can improve the system DR and the SNR in a population rate code. The improvement can surpass that expected for simple averaging of uncorrelated elements. A theory that predicts the resulting power spectrum is developed in terms of a stochastic point process model in which the instantaneous population ring rate is modulated by the coupling between elements.
Introduction
An important issue in neuroscience is how neurons encode information 1{8]. Here, we consider the problem of encoding an analog signal in the ring times of a population of neurons. Several factors must be accounted for in addressing this issue. First, the ring records of neurons are often noisy and irregular 8, 9] . Second, cortical neurons sometimes re relatively slowly compared to many of the signals they may need to encode 10, 11] .
We explore a method for population rate coding by which a network of coupled noisy neurons can encode relatively high frequency signals. We consider a system of N neurons that receive the same analog input. The relevant output is the population ring rate F N (t), the number of neuronal rings per unit time summed across the population. This quantity does not require averaging over a signi cant time window
and it can respond quickly to rapidly changing inputs 12{15]. For neurons ring asynchronously, F N is approximately N times the single neuron rate. The input signal is encoded in the modulation of the ring times of the neurons in the network. When the analog input is converted to a train of discrete spike events, quantization' noise from the errors made in digitization is unavoidable, and limits the delity with which the output signal can be decoded. For N uncoupled, independent neurons, the quantization noise power grows as N and the coherent signal power grows as N 2 . The system signal-to-noise ratio (SNR), de ned as the ratio of the output signal power to the noise power, grows as N. The SNR is improved if either the output signal is increased or the noise is reduced. Some systems are limited in the maximal signal power that they can process. In such cases, another important gure of merit is the system dynamic range (DR), which we take to be the ratio between the maximum signal power the system can tolerate and the noise power. For a xed maximum output signal power, improving the DR is equivalent to reducing the noise. An example of a system requiring high DR is the human auditory system, which processes signals ranging from a soft whisper to a loud jet engine. We propose a method to improve the DR and SNR for a population rate code beyond simple averaging over N independent elements. Inspiration for our method comes from the concept of noise-shaping, used in certain electronic analog-to-digital converters 16] . It has been proposed that noise-shaping could be used in a single neuron 17{19]; in this paper, we pursue this question for a network of coupled neurons. Our approach uses inhibitory coupling between neurons to generate temporal anti-correlations. In the frequency domain, these correlations shift the quantization noise power from one part of the spectrum to another, thereby`shaping' the spectrum and, more importantly, lowering the noise at the frequencies of interest. We are able to suppress the quantization noise power within the signal bandwidth at a rate of N ?1 , and therefore, for a xed operating range, increase the usable DR. We also nd that, for su ciently large coupled networks, the SNR improves as N 2 .
Integrate-and-Fire Network Equation (1) describes the ith neuron as a leaky integrator of the total source current; this current consists of a driving term I(t) common to all of the neurons and an interaction term P j;m K ij (t ? t m j ) due to contributions whenever any neuron in the population has red. In our sign convention, K ij > 0 corresponds to inhibitory coupling. For simplicity, for all of the results shown here, the coupling is all-to-all: K ij = K, a constant. Heterogeneity among the individual neuron rates is provided by a distribution in the values of the coe cients i . The time scales in this coupled-oscillator system are the membrane time m = 1 s and the synaptic time s = 10 ?3 s (units have been assigned for convenience). The random reset introduces phase noise into each neuron whenever it res. We remark that our model summarized in Eqs. (1) and (2) could possibly synchronize 23{28], particularly with inhibitory coupling 29{32]. However, these synchronization e ects are deliberately suppressed by the strong phase randomization from the random reset and the distribution in natural oscillator rates 33,34].
Numerical Simulation Results
We numerically integrate 35, 36] the above model and record the ring times of each neuron. Figure 1 shows raster plots of the rings in a network of N = 50 neurons. In Fig. 1(a) and (b), the network is uncoupled (K = 0), while in Fig. 1(c) and (d) , the coupling between elements is inhibitory (K = 50:0 > 0). In both cases, the input I(t) is a constant I o and the mean network ring rate is F N = 1000 1 Hz. In Fig. 1(b) and (d), we collapse the raster plots into network ring records to show the di erence in the summed outputs. In particular, occasional clumps and gaps are observed in the output of the uncoupled network see Fig. 1(b) ], as expected for a set of uncorrelated elements. However, the record in Fig. 1(d) for the coupled network appears to be distributed relatively smoothly in time.
To quantify this, we show in Fig. 2(a) histograms of the interspike intervals (ISIs) corresponding to the network outputs shown in Fig. 1(b) and (d). Data are shown for trial durations of 200 s and using a bin width = 0:1 ms. The histogram decays exponentially in the uncoupled case with a time constant of approximately 1 ms, consistent with an uncorrelated Poisson process. In contrast, the histogram of the coupled network is narrowly distributed about its maximum at 1 ms, which is consistent with the`smooth' ring record in Fig. 1(d) .
The di erence between coupled and uncoupled networks is further illustrated by the autocorrelation function a( ) of the network ring sequences X N (t) 37]. In Fig. 2(b) , a( ) is plotted for time shifts < 5 ms, using a sampling interval of 0.1 ms. For the uncoupled network, a(0) = 1 and a( ) is essentially zero thereafter, indicative of uncorrelated ring. With inhibitory coupling, a( ) is negative immediately following = 0, crosses zero at 0:8 ms and then displays decaying oscillations with a period of approximately 1 ms. This describes a system with anti-correlated ring. After a neuron res, the inhibitory coupling forces the network to wait for approximately 0.8 ms before the next neuron can re. Figure 3 shows power spectra on logarithmic axes for the uncoupled and coupled networks 38]. For these data, we have included in the applied current I(t) a sinusoidal input signal term S(t) = A sin(2 f o t) with frequency f o = 100 Hz and amplitude A = 2:365. The sinusoidal signal is clearly visible above the background for both cases and does not display much broadening or other nonlinear distortion. The inhibition lowers the overall ring activity of every neuron. To make a meaningful comparison between the two cases, we compensate for this e ect by adjusting the dc component I o of the applied current in order to maintain the population rate F N at 1000 1 Hz.
For the uncoupled network, the spectrum is at over most of the frequency range shown, consistent with the vanishing autocorrelation in Fig. 2(b) . This behavior is a direct result of asynchronous ring due to the random reset, the heterogeneity in i , and, most importantly, the lack of any inter-neuron interactions. The decrease in the spectrum below about 15 Hz is due to the refractory time of the individual neurons 39,40].
When the neurons are coupled by inhibition, both signal and noise power are reduced from their values in the uncoupled network. As shown in Fig. 3 , the noise power is signi cantly suppressed over a wide frequency range, up to approximately f c = 800 Hz. Immediately below this`corner' frequency, the noise power varies as f 2 and decreases to a maximum suppression of more than 13 dB at frequencies below 80 Hz. The power at low frequencies is transferred partially to frequencies around f c . This power is visible in Fig. 3 as a small bump near f c and F N .
In Fig. 3 , the bandwidth over which the noise is suppressed is free from peaks (excepting the input signal at f o ) and other structure. This re ects the absence of synchronization between the network elements also visible in Fig. 1(c) ] and underscores the asynchronous ring nature of the network. We also show in Fig. 3 a spectrum obtained from a single representative neuron in the coupled network. This neuron possesses an intrinsic rate of 19 Hz (see arrow), near the network average. The single-neuron spectrum is at over a wide bandwidth, except for suppression below 20 Hz due to refractoriness. The absence of a peak or other feature at f o implies that this single neuron by itself does not carry any information at the signal frequency. The noise-shaping and signal transmission characteristics are network properties.
Noise-shaping is a dynamical e ect between neurons ring near their intrinsic rates. Each neuron's rate is suppressed slightly by the mean network activity. The coupling disfavors short ISIs in the network record and spaces out the ring events, as shown in Figs. 1 and 2. We emphasize that this shaping takes place at frequencies both below and above the ring rates of the individual neurons. The fastest neuron in the coupled network res at 28 Hz (see bar in Fig. 3 ), less than twice the nominal single element rate To illustrate how the noise-shaping e ect varies with population size, we rst show in Fig. 4 (a) the dependence of the population rate F N on N. Both axes are scaled by s . For these data, I o = 47:3, K = 50:0, and all other network parameters are the same as in Figs. 1{3. The data for s = 0:3, 1, 3, and 10 ms all fall near the same curve, indicating that the maximum output rate, and hence f c , is directly dependent on the product N s . In addition, the inverse synapse time ?1 s speci es an upper limit on f c . As seen in Fig. 4(a) , for small N, F N s increases with N. In this regime, the ISIs are much larger than s and F N scales linearly with N. As the size of the network grows, the ISIs decrease toward s . The individual ring rates become increasingly slowed by the synaptic inhibition and the population rate increases only slightly thereafter. For our choices of parameters, F N and f c saturate for N s & 20 ms.
We next show how adding more neurons to the network confers bene cial e ects for the DR and the SNR. In Fig. 4(b) , we show a log-log plot of the quantization noise power P measured at 100 Hz (solid circles) and 30 Hz (open symbols), as N varies. For these data, s = 1 ms, I o = 47:3, and A = 0. Squares represent P at 30 Hz for K = 0; as expected, P increases linearly with N for the uncoupled network. Circles in Fig. 4(b) show P for K = 50. For the coupled network, P decreases approximately as N ?1 for large N; in this regime F N s 1 and the coupling e ectively narrows the histogram in Fig. 2(a) and shapes the spectrum. The decrease in noise power results in a signi cant increase in system DR. However, this improvement does not extend to arbitrarily large N. For very large values of N s , neurons with small i receive so much inhibition that they are prevented from reaching threshold and ring.
The network SNR is also enhanced by the coupling. In Fig. 3 , the measured SNR is improved by 2.5 dB. In Fig. 4(c 
Theory
The spectrum shown in Fig. 3 
From the time-independent terms in Eq. (5) the mean ring rate is then obtained as F N = N I V e + NK s :
We can de ne a critical network size N c = V e (K s ) ? The theoretically predicted spectrum in Eq. (7) using the same parameter values as above with = 0:1 ms is compared to the data for the coupled network in Fig. 3 . The dotted line has no free parameters. As shown, the theory agrees well with the data in matching the corner frequency f c and also provides a good estimate of the noise-shaping level below f c . In Fig 4(b) , we have plotted the calculated noise power at f = 100 Hz (dotted line) and f = 30 Hz (dashed line), from Eqs. (6) and (7) . As shown, the theory matches the numerical data well for N & 30.
From Eq. (7), we see that SNR = N 2Ŝ2 (f)=(V 2 e 2 ). There are two regimes for the SNR, depending on whether or not N > N c . For small networks, (N N c ), 2 scales as N and SNR / N, similar to simple averaging. As N is increased beyond N c , the population rate F N , and hence 2 , saturates. Then SNR / N 2 . This regime is seen in Fig. 4(c) , in which the dotted line shows the calculated SNR from Eq. (7). Again, the agreement is excellent for N > N c =12.5.
Deviations from the theory likely occur because the ring rates of the individual neurons possess nonlinearities and correlations that deviate from a pure Poisson process. For example, the theory does not reproduce the oscillations in the autocorrelation function (see Fig. 2 ); in the noise spectrum these are manifest as a bump in Fig. 3 near f c . The theoretical value from Eq. (7) for P(f = 100 Hz) underestimates the numerical data for small N (see dots and dotted line in Fig. 4 ). In this regime f is comparable to f c and the data re ect the noise power in the nearby bump. We have also ignored the intrinsic refractory time of the neurons due to the IF dynamics. As seen in Fig. 3 , and also shown previously 40], refractoriness alone leads to noise-shaping. We therefore expect Eq. (7) to overestimate the spectrum at very low frequencies 46]. This is also seen in Fig. 4(b) by comparing theory (dashed line) and data (circles) for P(f = 30 Hz), for N 10.
Summary and Conclusions
Our results demonstrate improved signal encoding through noise-shaping in a network of coupled model neurons. Noise-shaping allows the population to encode signals over a wide bandwidth with extended DR and improved SNR. By ring nearly asynchronously, the network can encode signals with frequencies well above those of the individual elements. Since coupling lowers the quantization noise power, for a given SNR, analog signals may be encoded with fewer neurons. This remains true even when the population ring rate is unchanged. In our model, the elements interact via a coupling rule that is local in time and hence easy to implement. Noise and heterogeneity in the network help serve to break up clustering and stabilize the asynchronous ring state. They may also be used to boost weak signals above threshold 47{51].
The DR and SNR both improve with increasing N at rates faster than that of an uncoupled network.
The inhibitory coupling shapes the spectrum and reduces the noise power at low frequencies; this reduction results directly in an improved DR. However, the shaping also reduces the signal power accordingly. The SNR is improved by a di erent e ect: the inhibition sets a maximum population ring rate that is determined by the synaptic time scale, the applied current and the coupling constant. As the coupled network is increased beyond a critical N, the background noise power, which is proportional to F N , saturates while the signal power continues to grow as N 2 . This increase in SNR could be observed in any network in which the inhibitory coupling reduces the population rate. These dependences of DR and SNR surpass those of an uncoupled network, for which the noise power increases linearly with N.
In our simulations, we have found that the noise-shaping e ect shown in Fig. 3 is robust against element heterogeneity among the input coe cients i and against variations in the coupling coe cients K ij . We have also been able to generate more complicated noise-shaped spectra, such as a notch at a given frequency as shown in Fig. 5 , by suitable choices for the post-synaptic current waveform (t). We also note that shaping need not be limited to anti-correlations between individual spikes. For instance, it could take place between neuron bursts. With di erent network architectures, it may be possible to create noise-shaping networks in which the SNR, DR, or other performance criteria are signi cantly enhanced beyond what is shown here.
In biological experiments, noise-shaping may be di cult to detect in the ring records of individual neurons. These records may look Poisson-like and, except for refractoriness, display few correlations.
In particular, cross-correlations between pairs of neurons in simulations of the coupled network do not show signi cant anti-correlations (data not shown). Noise-shaping arises from the correlations in the aggregate rings, a collective property of the population. A demonstration of noise-shaping in biological systems would require the simultaneous recording of the rings from many coupled neurons 52, 53] . Such demonstrations are of interest because noise-shaping or a variant thereof may be at work in biological systems that operate at frequencies higher than those of the network elements 11, 54] .
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