Abstract. An interior point approach for medium and large nonnegative linear least-squares problems is proposed. Global and locally quadratic convergence is shown even if a degenerate solution is approached. Viable approaches for implementation are discussed and numerical results are provided.
1. Introduction. Many applications, e.g. nonnegative image restoration, contact problems for mechanical systems, control problems, involve the numerical solution of Nonnegative Least Squares (NNLS) problems, i.e. where A ∈ IR m×n , b ∈ IR m are given and m ≥ n, [1] . We assume that A has full column rank so that the NNLS problem (1.1) is a strictly convex optimization problem and there exists a unique solution x * ∈ IR n + for any vector b, [19] . We allow the solution x * to be degenerate, that is strict complementarity does not hold at x * . Active set methods form a robust theoretical and practical class of methods containing a number of optimization algorithms. These methods applied to (1.1) generate a piecewise linear path following faces of the polytope defined by the constraints. These procedures are naturally effective for small problems while they can be slow to converge if the problem is large and the set of active constraints at x * cannot be predicted well [1, 12, 17] . Active set methods and gradient projection algorithms have been combined to solve NNLS problems and bound-constrained minimization problems of medium and large dimension. These methods have been shown to be an efficient tool to solve these problems even in the presence of degenerate solutions, see e.g. [2, 18, 20, 21, 24] In addition to active set approaches, Interior Point methods can be used to solve NNLS problems. They generate an infinite sequence of strictly feasible points converging to the solution and are known to be competitive with active set methods for medium and large problems. Several interior point methods for general boundconstrained problems, quadratic programming and NNLS problems have been proposed, see e.g [3, 4, 5, 6, 7, 13, 14, 15, 24] . To our knowledge, strict complementarity at the solution has been assumed to establish fast convergence properties of all interiorpoint methods for quadratic programming and NNLS problems. On the other hand, enhanced interior methods for general bound-constrained optimization problems have been given in [14, 15] . These methods are not ensured to converge for any arbitrary starting guess but show fast local convergence even in the presence of degeneracy.
However, their application to (1.1) does not allow to take advantage of the structure of the NNLS problem.
The main motivation of this paper is to fill this gap providing an interior-point approach suited for NNLS problems. Global and locally fast convergence is guaranteed even if a degenerate solution is approached and the structure of the given problem is exploited both in the linear algebra phase and in the globalization strategy.
We consider the class of locally convergent Newton-like methods given by M. Heinkenschloss, M. Ulbrich and S. Ulbrich in [14] for solving the constrained nonlinear system that states the first-order necessary conditions for (1.1). We propose a modification of a locally convergent Newton-like method belonging to such class and and we embed it into a new globalization strategy which results to be very simple and cheap to implement. The method is formulated in a general way since the solution of the Newton equation, i.e. the linear system arising at each iteration, is allowed by either a direct method or inexactly with appropriately controlled accuracy.
The main computational work of the method in [14] is the solution of the Newton equation. A straightforward application of this method gives rise to a Newton equation which is related to the normal equation. But the symmetry and positive definiteness of the coefficient matrix is lost due to the presence of the constraints in (1.1). Our modification consists in a reformulation of the Newton equation that does not deteriorate the conditioning of the coefficient matrix and gives rise to a positive definite matrix. Hence, the solution of this system can be performed by Cholesky factorization or by short-recurrence iterative linear solvers. Further, in the case the system is solved by an iterative solver, a proper accuracy requirement is proposed.
The new globalization strategy adopts a simple rule for the transition from global to local convergence. Taking advantage from the fact that the function q(x) is quadratic, a step producing a sufficient reduction of q(x) is computed by a linear combination of the projected Newton step and a constrained scaled Cauchy step.
The computational experience highlights that the method is effective and has some distinguished features. Its convergence behaviour is insensitive to the dimension of the problem, to the number of active constraints at x * and to the possible degeneracy of x * . On the other hand, the conditioning of A may influence the cost of the globalization strategy.
Section 2 presents the local and global strategy for solving the NNLS problem and the resulting algorithm. Section 3 is devoted to the analysis of the local convergence rate while Section 4 provides several computational experiments.
A globally convergent interior point approach.
In this section, we introduce a globally convergent Newton-like method for solving NNLS problems. It allows arbitrary positive starting vectors and shows local fast convergence to both degenerate and nondegenerate solutions. The iterates generated lie in the interior of the feasible region i.e. they are strictly positive. At each iteration the solution of a positive definite linear system is required and we investigate the possibility of solving such system by either a direct method or a sparse method. In the latter case, the resulting method belongs to the class of the inexact Newton procedures [8] and it can be effective in the solution of large NNLS problems where the matrix A is sparse.
This section is divided into three subsections. In Subsection 2.1 we present a locally convergent interior point method which is suitable for NNLS problems. In Subsection 2.2 we present a globalization strategy that is simple and cheap to implement. Finally, in Subsection 2.3 we sketch an algorithm which combines the ideas presented.
2.
1. An affine scaling interior point method. In [14] a class of locally convergent affine scaling methods is introduced for bound-constrained minimization problems where the objective function is twice continuously differentiable on a open set containing the feasible region and the Hessian matrix is locally Lipschitz continuos on the feasible region. Such methods are locally fast convergent even if a degenerate solution is approached.
The core of our method is a modification of a method belonging to the framework given in [14] . We first show the application of such method to NNLS problems and then we sketch our modifications aimed to take advantage of the structure of NNLS problems.
The Karush-Kuhn-Tucker conditions state that the solution x * to (1.1) satisfies
where g is the gradient of the objective function, i.e. g(x) = ∇q(x) = A T (Ax − b). Therefore, x * can be found seeking for the positive solution of the following system of nonlinear equations
where
In (2.2) and in the sequel, x i or (x) i denote the i-th component of a vector x.
In connection to the solution x * to (1.1), we partition the index set {1, . . . , n} into the sets
The set I represents the indices of the inactive components of x * , the sets A and N contain the indices of the active components with and without strict complementarity, respectively. We say that strict complementarity at x * holds if the set N is empty. Otherwise, the solution x * is said to be degenerate. In the sequel, we use the subscript k as index for any sequence and for any function f we denote f (x k ) by f k . Given x k > 0, if the Newton method is used to solve (2.1), the Newton equation takes the form
where the coefficient matrix is obtained by formal application of the product rule, E k = E(x k ) and E(x) = diag(e 1 (x), . . . , e n (x)) is a diagonal matrix.
In [5] the not everywhere existing derivatives
. . , n. The corresponding method was shown to be locally quadratic convergent under certain assumptions including strict complementarity at the solution x * , [5] . In [14] , to develop fast convergent methods without assuming strict complementarity at x * , two modifications are introduced in (2.6). One modification concerns the scaling matrix D(x) and/or the matrix E(x). In the method we are interested in, the matrix D(x) is left unchanged while the following entries in the matrix E(x) are employed:
Note that e i (x) = d 1 i (x)g i (x) for all i ∈ I ∪ A and x sufficiently close to x * . Then, around a solution x * , the modification introduced affects the matrix E(x) only in the presence of degeneracy.
The second modification in (2.6) is due to the fact that approaching a degenerate solution x * , the coefficient matrix tends to become singular. In particular, if the subset N is not empty and {x k } is a positive sequence such that lim k→∞ x k = x * , then for i ∈ N we have lim k→∞ d i (x k ) = 0, lim k→∞ e i (x k ) = 0. Hence, the ith row of (
To overcome this pitfall, the Newton equation (2.6) is restated as
where the matrices M (x) and W (x) are definite for x > 0 by
. Direct methods for (2.8) need to form A T A. In the case A is large and sparse, A T A may be almost dense and this makes direct methods prohibitively costly in terms of storage and operations. On the other hand, iterative methods provide an effective mean to solve (2.8) as only the action of A and A T on vectors is required and the matrix A need not be stored. This feature is also relevant in the case where A is regarded as an operator for obtaining the action of A and A T on vectors cheaply, [13] . If the linear system (2.8) is not exactly solved, the resulting Newton method for (2.1) belongs to the class of inexact Newton methods [8] and the Newton equation takes the form
The convergence analysis developed in [14] is carried out assuming that the residual vector r k satisfies
The scalar η k in (2.12) affects the properties of the inexact method. Since (2.8) can be viewed as a special case of (2.11) where η k = 0, for sake of generality, in the rest of the paper we will consider the inexact framework.
Let p k be the inexact Newton step satisfying (2.11) and (2.12). To ensure strict feasibility of the iterates, the new iterate is given by
and P (x) is the projection of x onto the positive orthant, i.e. P (x) = max{0, x} with max meant componentwise. Here and in the sequel · is the 2-norm.
The theorem below establishes that the local convergence rate depends on the scalar s used in (2.7). We remark that the theorem holds even if x * is degenerate.
Theorem 2.1. Let s ∈ (1, 2] be the scalar s in the definition (2.7) of matrix E. There exists ρ > 0 such that for x 0 ∈ B ρ (x * ), i) if η k = 0, k ≥ 0, the sequence {x k } generated by the Newton-like method converges locally with q-order s toward
for some Λ > 0 and k ≥ 0, then the sequence {x k } generated by the inexact Newton-like method converges locally with q-order s toward x * .
Proof. See [14, Th. 4, Th. 6] Despite the good theoretical properties of the Newton methods aforementioned, their straightforward application to NNLS problems may be inappropriate. The Hessian A T A of the quadratic function q is symmetric and positive definite but the transformation W k D k destroys this feature in the coefficient matrix of (2.8). On the other hand, it is apparent the potential benefit of handling the Newton equation with symmetric positive definite linear systems. Algorithms and software for factorizing nonsymmetric matrices are more complicated and computationally demanding than Cholesky algorithm both in case of medium and large dimensional matrix A. Also, the nonsymmetric iterative methods based on short recurrences, e.g. QMR [11] , BI-CG [16, 10] , BI-CGSTAB [26] , are not optimal in the sense of error or residual norm minimization. GMRES method [25] is based on the residual norm minimization but requires full-term recurrence while a restarted version may stagnate.
The above remarks make clear the properties which are useful for the development of Newton methods for NNLS. Note that it is straightforward to reformulate (2.11) as
This way, the coefficient matrix is symmetric positive definite for x k > 0 but the existence and uniform boundness of the inverse is not ensured in a neighborhood of x * . For example, consider a sequence {x k } s.t. lim k→∞ x k = x * and let some i belong to the set A in (2.4). Then, we have lim
Next we propose a reformulation of the Newton equation which is advantageous in a number of respects. In particular, the coefficient matrix of the reformulated Newton equation is symmetric and positive definite, its inverse is uniformly bounded and the condition number is at most equal to the condition number of the matrix in (2.11) . This enables us to use a possibly sparse Cholesky direct method or an iterative method that converges in at most n iterations for all nonsingular coefficient matrices and is based on short-recurrence such as CGLS or LSQR [23] .
Let us introduce, for any x > 0, two matrices S(x) and Z(x) as follows:
Note that the matrix S(x) is invertible for any x > 0 and S(x) ≤ 1. Moreover, since W (x) and E(x) are diagonal matrices with positive entries, it follows that Z(x) is symmetric positive definite for x > 0.
The next lemma shows that for x > 0, the matrices (S(x)M (x)) −1 and Z(x) −1 exist and are uniformly bounded and that the condition number of Z(x) does not deteriorate with respect to W (x)D(x)M (x) in (2.11). Lemma 2.1. There exist two positive constants C 1 , C 2 such that for all x > 0, the matrices W (x)D(x)M (x), S(x)M (x) and Z(x) are nonsingular and
where k 2 is the condition number in the 2-norm.
is invertible and inequality (2.17) holds for some
Showing (2.19) is equivalent to prove that there exists C 2 > 0 such that
Furthermore, since A has full column rank, it follows that
where σ min (A) is the smallest nonzero singular value of A and A + is the MoorePenrose pseudoinverse of A. Hence, we obtain
where the last inequality derives from |u
Thus, from (2.22) and (2.23) inequality (2.21) holds with C 2 = max{
We now prove (2.20) . Note that
Then, Z(x) and W (x)D(x)M (x) are similar and therefore they have the same spectrum. Denoting λ max and λ min the maximum and the minimum eigenvalue of the matrices, since Z is positive definite we get
With this result at hand, we can reformulate the Newton equation to handle linear systems with symmetric positive definite matrices while the properties of the overall methods are unaltered. From (2.11) we have
k p k , one obtain the following linear system
In this linear system, Z k is positive definite, its inverse is uniformly bounded and its conditioning is not worse than that of
We conclude this section with some computational remarks. At each iteration, we need an inexact step p k satisfying (2.11) and (2.12). The computation of such step is performed solving (2.25) forp k and setting p k = S kpk . By construction, p k = S kpk solves (2.11) with r k = S krk . Then, to enforce (2.12) one can apply CGLS to (2.25) and compute a vectorp k such that
This residual control is not the classical one associated to (2.25) but, as S k ≤ 1, it forces r k = S krk to meet (2.12).
Alternatively, we can reformulate (2.25) as the least-square problem
and apply LSQR to (2.27) to compute an inexact solutionp k . Repeating the above argument, the residual control
ensures that the vector p k = S kpk satisfies (2.11) and (2.12).
The globalization technique.
In this subsection we wrap the previously given Newton-like method into a globalization technique.
Chosen a positive starting point x 0 in some arbitrary way, we generate a sequence of strictly feasible iterates {x k } such that {q k } is monotonically decreasing. To this end, let x k > 0 be given and, for p ∈ IR n , define the quadratic function ψ k (p) as follows:
The functions ψ k (p) and q(x) are related so that
Further, it is clear that ψ k (0) = 0 and any step p ∈ IR n such that ψ k (p) < 0 yields a reduction in the value of q.
To design a global strategy theoretically well founded, we employ a constrained scaled Cauchy step p C k of the form ( [5] )
We require the point x k + p C k > 0 to be strictly positive and therefore we choose τ k as either the unconstrained minimizer of the quadratic function ψ k (−τ D k g k ) or a fraction of the distance to the boundary along −D k g k , i.e
with θ ∈ (0, 1). Trivially ψ k (p C k ) < 0, and global convergence depends on taking a point x k+1 satisfying
Enforcing (2.33), implies ψ k (p) < 0 and by (2.30) we get (2.35) i.e. we obtain a reduction in the value of q that is at least a fixed multiple of −ψ k (p C k ). To form the new iterate, we set x k+1 = x k + s k where
with t ∈ [0, 1) andp k given in (2.14). In particular, we set x k+1 = x k +p k ifp k satisfies (2.33). Otherwise, we compute the step satisfying red(s k ) = β. By (2.36) this problem is equivalent to solve the scalar problem
Note that by (2.29), π(t) has the form
Since π(0) > 0, π(1) < 0, we conclude that π(t) has two positive roots and one of them lies in (0, 1). Consequently, the scalar t we need is the smaller root of π.
Next we prove global convergence of our procedure. Theorem 2.2. Let x 0 ∈ IR n be an arbitrary positive initial point. The sequence {x k } converges to the solution of the NNLS problem.
Proof. Since the sequence {q k } is decreasing and bounded below from zero, it follows lim k→∞ (q k − q k+1 ) = 0 and by (2.35)
Then, as {q k } is bounded above by construction, we can conclude that {x k } is a bounded sequence. Due to the boundness of {x k }, there exists a constant χ > 0 such that for k ≥ 0
Now we show that there exists a constant φ > 0 such that
To this end, we consider the possible values of τ k in (2.32).
If τ k = τ 1 , with τ 1 given in (2.32), then from (2.31) we have
and from (2.39) we get
Suppose τ k = τ 2 with τ 2 given in (2.32). Recalling that τ 2 < τ 1 , we obtain
Thus, from (2.41) and (2.42) we obtain
Therefore, condition (2.40) follows with φ = 1 2χ 2 min{
, θ} and (2.38) yields lim k→∞ D k g k = 0. Thus, any limit point of {x k } is a stationary point for (1.1).
Since q is a strictly convex function, each limit point is a global minimum (1.1). Uniqueness of the solution to problem (1.1) implies that lim k→∞ x k = x * .
The Algorithm.
We now summarize all above ideas into an algorithm where a flag IN is used to distinguish the Inexact Newton method (IN=true) from the exact one (IN=false). In other words, IN=false means η k = 0 for k ≥ 0.
The resulting method is summarized below:
Repeat until tests for termination fail,
else set η k = 0. 3. Solve (2.25) forp k withr k satisfying (2.26). 4. Set p k = S kpk . 5. Formp k by (2.14). 6. If red(p k ) ≥ β then set t = 0 else compute the smaller root t of (2.37). 7. Form s k from (2.36). 8. Set
We conclude the section with some remarks on the computational work required at each iteration of the above algorithm. The most computationally intensive step is the solution of the linear system (2.25) at Step 3 and it is clear that the associated computational cost depends on the linear solver employed in the implementation of the algorithm. Regarding the work required to perform the other steps of the algorithm, we neglect scalar products and the products of diagonal matrices times a vector, and we give a brief account of the number of matrix-vector multiplications of the form Ax, A T y required. Note that for v ∈ IR n and M (x) given in (2.9), computing
Then, each iteration of the algorithm requires three products of A times a vector and one product of A T times a vector. Specifically, at Step 1, g k and τ 1 given in (2.32) must be computed to evaluate p C k . These tasks require a total of two matrix-vector products employing A and one matrix-vector product employing A T . The remaining matrix-vector product is needed at Step 6 to evaluate ψ k (p k ) and then form red(p k ). At this regard, note that in (2.34) the scalar ψ k (p C k ) is evaluated using a matrix-vector product already computed to form τ 1 . Finally, we remark that solving (2.37) is inexpensive because this is a quadratic equation and it is easy to see that the computation of its exact roots requires matrix-vector products available from the previously performed steps of the algorithm.
3. Local convergence rate. In this section we discuss the local convergence rate of our method. We prove that for η k = 0, k ≥ 0, the procedure has q-order of convergence equal to s where s is the scalar in (2.7). Under a suitable choice of the forcing terms, this order of convergence is attained by the inexact method, too. Namely, the convergence rate of the local Newton-like methods given in Section 2 is preserved.
The convergence rate depends on the steps taken in the vicinity of the solution x * i.e. on the step providing (2.33). Next, we call inexact step the vector p k computed in Step 4 of our algorithm and we let p N k be the Newton step i.e. the solution to (2.8). Note that p N k is the global minimizer of the function ψ k (p). To prove our thesis, we show that for k sufficiently large, the projected inexact stepp k computed in Step 5 of the Algorithm satisfies (2.33). Thus, Theorem 2.1 provides the final result.
We begin recalling the following result from [14] , that characterizes the local behaviour of the inexact step. In the sequel, for any vector y ∈ IR n , the open ball with center y and radius ρ is indicated by B ρ (y), i.e. B ρ (y) = {x : x − y < ρ}.
Lemma 3.1. Let x k > 0, s ∈ (1, 2] be the scalar in (2.7) and
for some Λ > 0. Then, there are ζ > 0 and ρ > 0 such that if x k ∈ B ρ (x * ),
Proof. See [14, Th. 4, Th. 6] To investigate on the satisfaction of (2.33), the features of ψ k are analyzed. In the vicinity of x * , the value of ψ k at p k is estimated by the following result.
Lemma 3.2. Let {x k } converge to the solution x * of the NNLS problem, s ∈ (1, 2] be the scalar in (2.7). Then, there are positive constants Γ 1 and τ such that for
Proof. Let τ ∈ (0, ρ] where ρ is given in Lemma 3.1. If the set A in (2.4) is not empty, we reduce τ so that when x k ∈ B τ (x * ), by continuity for any index i ∈ A the condition (g
By (2.8) and (2.24) we get
Then, since M k is positive definite we get
with Z(x) given in (2.16). Hence, by using (2.19) and (2.26) we obtain
Now we investigate the term
3)-(2.5) and the positivity of
. . , n we have
Further, since (g
, the thesis follows. Now, we estimate the value of ψ k when the inexact Newton step p k is projected onto the feasible set.
Lemma 3.3. Let {x k } converge to the solution x * of the NNLS problem, s ∈ (1, 2] be the scalar in (2.7). Letp k be given in (2.14) and p k,P be the vector such that
Then, there are positive constants Γ 2 and ν > 0 such that for
Proof. To prove (3.6), note that (2.14) and max{σ, 1 − p k,P } < 1 yield
Regarding (3.7), if p k,P = p k for all k sufficiently large, the thesis trivially follows. This is the case when when x * > 0. In this case, there exists an open ball B µ (x * ) within the positive orthant. Let x m such that x m ∈ B µ/2 (x * ) and all the sequence
. This along with the uniform boundness of (W k D k M k ) −1 and (2.12) gives lim k→∞ p k = 0. Thus, for k sufficiently large, p k ≤ µ/2 and |(x k + p k ) i | ≤ µ, i.e. no projection is needed.
Therefore, we restrict to the case where x * belongs to the boundary of the feasible set i.e. (x * ) i = 0 for some i. From the above argument, we claim that there exists
and the set
is not empty, it follows
Furthermore, let ν < τ where τ is given in Lemma 3.2. Since M k is positive definite we have
Therefore, we get
Hence, (3.9), (3.10) and (3.15) yield
Hence, by using (3.13), (3.8) and (3.1), we obtain
Analogously,
Hence, the thesis follows from (3.16) letting Γ 2 = ζ(
We conclude with the main result of the section.
for some Λ > 0 and k sufficiently large. The sequence {x k } generated by the global inexact Newton-like method converges to x * with q-order s.
Proof. By Theorem 2.2, for any x 0 ∈ IR n we have lim k→∞ x k = x * . Let ζ and ν be given in Lemma 3.1 and Lemma 3.3, respectively. Let ω ≤ ν such that ζ ω s−1 < 1. In the sequel we assume that x k ∈ B ω (x * ). The step p k,P in (3.5) is such that p k,P ≤ p k and from (3.1) we get
Consequently, (3.7) yields
. Then, by (3.6), (3.17) and (3.2) we get
This relation and (3.1) imply
Then, we have shown that
Since s + 1/s > 2 for s > 0 and lim k→∞ η k = 0, it follows lim k→∞ red(p k ) = 1. Then (2.33) is met eventually and the stepp k is taken. Finally, Theorem 2.1 states that the local q-order of convergence is s.
Computational experience.
To show the computational feasibility of our method, we give the numerical results obtained on a large number of sparse NNLS problems.
Our algorithm was implemented in Matlab 7.0 and the numerical experiments were run on a HP Workstation xw6200 with machine precision m 2. 10 −16 . For all tests we used the initial guess x 0 = (1, . . . , 1)
T and the algorithm's constants
A successful termination at the point x k is declared whenever
with τ = 10 −9 , see [12] . A failure is declared if the stopping criteria are not met within 300 iterations.
The numerical solution of the Newton equations by a direct method is carried out applying a minimum degree preordering algorithm and a sparse Cholesky decomposition with one step of fixed iterative refinement, (see [1] p. 264).
In the case we perform the inexact Newton method, we solve the linear systems (2.25) by the preconditioned CGLS method. The initial guess is the null vector and the preconditioners used are either the diagonal preconditioner or an incomplete Cholesky factorization with minimum degree preordering. Taking into account (2.26) and Theorem 3.1 we iterate CGLS until
The safeguards in (4.1) are employed so that the forcing term in (2.26) is less than 1 and not excessively small. Eventually, for W k D k g k 2 > 500 m , condition (2.26) is met with η k = W k D k g k . This way, theoretical quadratic convergence rate is ensured.
The experiments are carried out on five sets of problems. The first set (Set1) is made up of the following problems from the Harwell Boeing collection [9] : add20.rua, illc1033, illc1850, well1033, well1850. These problems are well-conditioned or moderately ill-conditioned and may be degenerate.
Other three sets (Set2, Set3, Set4) were randomly generated by the test generator proposed by Portugal, Judice and Vicente in [24] . This generator constructs NNLS problems where the solution x * to (1.1), the gradient g(x * ) and the condition number of A are prescribed. We fixed x * and g(x * ) in the following way: Set2-Set4 have been formed to investigate the effect of degeneracy and conditioning of A on the behaviour of our approach. Therefore, we considered NNLS problems Highly degenerate case :
Mildly degenerate case :
Non degenerate case :
and let the matrices A be randomly generated with prescribed condition condition number of the order O(10 γ ), γ = 1, 3, 5. We let Set2, Set3, Set4 be made up of tests with x * highly degenerate, mildly degenerate and non degenerate, respectively. In particular, each set contains 10 tests with k 2 (A) = O(10 γ ), for each value of γ = 1, 2, 3 and has a total amount of 30 tests. Finally, the last set of problems (Set5) is made of 30 larger tests, where the features of x * are not prescribed. The matrices A have dimension 5000 × 5000 and density dens = 5. 10 −3 . They are randomly generated for varying values of k 2 (A). As above, for each value of γ, γ = 1, 3, 5, we constructed 10 tests where the conditioning of A is of order O(10 γ ). The Newton-like method was applied on tests from Set1-Set4 and the results are presented in Tables 4.1-4.2. More precisely, in Table 4 .1 we summarize the results obtained on Set1. For each test we report the distance of x 0 from x * , the dimension of A, the density of A, the condition number of A and the number it of nonlinear iterations performed. The results obtained solving the problems from Set2-Set4 are displayed in Table 4 .2. For each set and for each order of k 2 (A) considered, we report the average number Avg and the maximum number Max of nonlinear iterations performed over 10 tests.
The inexact Newton-like method was applied to solve the problems in Set2-Set5 and the corresponding results are summarized in Table 4 .3. In this table, the meaning of Avg and Max is the same as in Table 4 .2 while Itl indicates the average number of iterations performed by the iterative linear solver over 10 tests.
We remark that, even if we started from a very crude approximation to the solution, the considered NNLS problems have been solved in a reasonable number of iterations.
The overall experiments indicate that the number of nonlinear iterations is not sensitive to problem's dimension. Moreover, from Tables 4.2 number of nonlinear iterations is insensitive to both the number of active constraints at the solution x * and the degeneracy of x * . On the contrary, the number of nonlinear iterations increases when the conditioning deteriorates.
The dependence of the nonlinear iteration counts on the conditioning of A can be ascribed to the globalization strategy. In fact, the examination of the results reveals fast local convergence for all runs while the value D k g k oscillates for ill-conditioned problems and it can exhibit a large growth at some iterations. An analogous behaviour of the gradient norm in the steepest descent method for optimization problems was analized in [22] . In the globalization strategy we select a point on the segment connecting the projected inexact stepp k and the Cauchy step p C k . Since the direction of p C k is D k g k , the oscillating behaviour of D k g k may slower the iterative process so that several iterations are needed to reach the vicinity of x * . However, despite the growth of the computational work for increasing values of the condition number, the values of Avg and Max make evident that few runs are very expensive. The good results in the solution of Set5 for all values of k 2 (A) are in accordance with these observations as the distance x 0 − x * is of the order of 0(10) i.e. considerably smaller than for the other sets.
Finally, it is evident that the inexact solution of the linear systems does not deteriorate the overall performance of the Newton-like method. In fact, on problems in Set2-Set4 the Inexact approach requires an average number of nonlinear iterations comparable to that performed by the Newton-like method.
