The current wireless network architecture needs to be rethought to support mobility in very dense and heterogeneous network deployments. We propose and experimentally evaluate a novel SDN-based architecture which makes use of DMM concepts to deploy fast, flexible, reliable, and scalable mobility management mechanisms at both local and regional scopes. Our solution is compatible with existing protocols deployed in wireless access and backhaul networks, and is therefore technology transparent to the user. Although our architecture is generic and can be used with heterogeneous wireless networks, we prove the validity of our approach in a lab prototype, by implementing our distributed mobility management mechanism on a set of OpenFlow-controlled IEEE 802.11 networks.
INTRODUCTION AND MOTIVATION
Recently, mobile users demand on data traffic is increasing dramatically. Operators statistics show that the usage of mobile data traffic has doubled during the last year, and it is estimated that, in three years, mobile data traffic will incur a 13-fold increase with respect to the traffic level reached in 2012 [1] . Mobile and IEEE 802.11 devices are expected to account for 55% of such traffic. In view of the expected growth in users and traffic, wireless network operators are moving towards a dense deployment of cellular base-stations * This article has been partially funded by the Spanish Ministry of Economy and Competitiveness through the DRONEXT project (TEC2014-54335-C4-2-R) and the EU H2020 5G-Crosshaul Project (grant no. 671598).
Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. and 802.11 access points, so to be able to cope with the demand generated by 7 billion people and 7 trillion objects under very heterogeneous and mobile conditions, as stated by the 5G PPP. In this framework, mobile multimedia is the next killer application, and quality of experience represents the primary metric for network planning and design. Therefore, there is an urgent need for innovation in wireless networking solutions to support mobility at unprecedented levels. This includes the creation of a reliable and energy-efficient wireless mobile internet architecture.Specifically, to achieve networkwide reliability and energy-efficiency in very dense and heterogeneous deployments, mobility mechanisms have to be distributed, flexible, and scalable. In fact, mobility mechanisms cannot be centralized, otherwise reliability would suffer the well known single point of failure issue; they cannot be rigid, otherwise they would not allow for time-and traffic-dependent energy optimization; and they cannot be unscalable, otherwise architecture and mobile mechanisms would not be of any practical use in dense networks of realistic size. Therefore, the solution for mobility management in future dense and heterogenous networks requires distributed monitoring and control mechanisms, to implement dynamic network optimizations in a scalable manner. Moreover, to reduce costs, a novel architecture should be designed to introduce changes incrementally, possibly in a way that is transparent to customers.
The Distributed Mobility Management (DMM) paradigmcurrently under investigation in IETF 2 -presents most of the aforementioned characteristics, and specifically accounts for distributed IP flow mobility managed via distributed anchoring. However, DMM does not manage layer-2 mechanisms and lacks control plane mechanisms for updating forwarding rules dynamically in the various network elements in the backhaul and in access networks, e.g., network switches and wireless points of access. In this work, we propose an architecture that exploits the DMM paradigm in a SoftwareDefined Networking (SDN)-based control framework [2] , so that the resulting architecture presents all the tools needed to support mobility in a reliable and energy-efficient manner at both protocol layers 2 and 3. Indeed, while layer-3 (IP) mobility mechanisms are convenient for macro-mobility (at a regional scope), we show that SDN-enabled layer-2 mobility mechanisms yield quite faster and reliable solutions in the micro-mobility case, i.e., when the mobility of the terminal is geographically limited to a district. Here, the district represents an isolated single-technology domain consisting in a dense set of neighboring cells, while a region is the composition of districts, each of which does not necessarily adopt the same wireless technology. In line with the distinction between districts and regions, the proposed architecture presents a two-tier control structure, with local and regional controllers responsible for districts and regions, respectively. Note that, interestingly, both DMM and SDN paradigms reuse existing data-plane protocols and do not affect the legacy operation of wireless access and backhaul technologies, so that they can be suitably used to define a roadmap towards a fast but smooth network evolution, which would be technologically transparent to the customers.
In this paper we present and experimentally validate a distributed mobility management solution designed to meet the flexibility requirements of next generation networks. In particular, we propose a network-based mobility solution, which benefits of flexibility and scalability properties of DMM and SDN. Our solution is transparent to the mobile terminal and provides a two-fold mobility support: first, our solution supports fast layer-2 mobility within a district; second, our proposal includes a DMM-based SDN mobility solution designed for the inter-district mobility (layer-3 mobility). We implement our mobility management mechanism in IEEE 802.11 networks, and demonstrate the very promising features of our solution-in terms of mobility support, data path re-configuration, and transparency to the mobile devices-using the celebrated OpenFlow protocol [3] to control access points and network switches. However, our approach is designed so that it can encompass other technologies (e.g., LTE) and heterogeneous access networks.
The rest of the paper is organized as follows. Section 2 introduces the main technologies in our architecture, which is presented in Section 3. The experimental results are presented in Section 4. The related work found in the literature is discussed in Section 5 and Section 6 concludes the paper.
BACKGROUND
In this section we describe the main technologies involved in our mobility management solution, namely SDN (with OpenFlow) and DMM.
SDN and OpenFlow
Software Defined Networking (SDN) has implied a paradigm shift in the network management. The concept of SDN refers to the dynamic reconfiguration of the functions of an operational network, without changes in hardware and basic software of its elements. SDN decouples the data and control planes in the network, relying on an external controller that manages the behavior of the network elements. As it is often linked to OpenFlow, some times these two terms are used as synonyms, but actually, they are not exchangeable. While SDN refers to the concept of decoupling the data and control planes in the switching elements of the network, OpenFlow is the mechanism that enables the SDN operation by standardizing the communication between switches and controllers, which is commonly known in the field as the southbound interface. OpenFlow, standardized by the Open Networking Foundation 3 (ONF), has become the protocol of reference and it has been integrated into a number of SDN frameworks with wider scope and objectives, including 3 https://www.opennetworking.org/index.php Network Function Virtualization (NFV) (e.g., OpenNaaS 4 , Project Floodlight 5 , OpenDaylight 6 ). OpenFlow, currently in its version 1.5.0, can be added to switches, wireless access points and routers and some vendors already commercialize OpenFlow-enabled switches. Each OpenFlow switch maintains at least one flow table with entries formed by a set of fields to match and an action to be performed when there is match. When a data packet does not match any entry, the switch notifies the controller, which decides how to handle that packet. The flexibility of OpenFlow has led to the implementation of numerous controllers-e.g., NOX, POX, Ryu, FloodLight-to interact with OpenFlow switches, developed in a wide range of programming languages and supported in many platforms.
Distributed Mobility Management
Traditionally, IP mobility management relies on a centralized mobility anchor, such as the Home Agent (HA) in MIPv6 or the LMA in PMIPv6, being that central entity the one that manages all the bindings. However, such a centralized architecture may encounter scalability and performance issues as the number of mobile nodes and the volume of data traffic increases. In order to define a distributed mobility management mechanism that can adapt the rigid previously existing solutions, IETF chartered the DMM working group in 2012 [4] . The major difference with respect to traditional IP mobility management is that DMM distributes the mobility anchoring at the edge of the access network, effectively flattening the network by removing hierarchies. When the mobile node changes its point of attachment to the network, the ongoing sessions keep anchored to the previous anchor while the new sessions will be managed by the anchor in the target network. Data traffic is tunneled between both anchors and forwarded to the mobile node, which can deregister from the previous anchor once the ongoing sessions are terminated. Assuming that most of the sessions are relatively short, most of the data traffic is routed optimally without tunneling. DMM extends and adapts already existing IP mobility protocols to facilitate the networking architecture migration. In our solution, we consider a PMIPv6 approach together with SDN concepts. In this way, the SDN controller manages the binding of a mobile node that attaches to the network and handles its mobility by coordinating with the controller in the target domain. This approach enables the controller to modify the data paths so the data flows are delivered to the actual location of the terminal, without the need of going through a central node, such as the LMA.
ARCHITECTURE
In this section we provide the detailed description of our architecture for distributed mobility management. We propose a network-based mobility solution, which inherits the flexibility and scalability typical of SDN, and which is transparent to the mobile terminal. Our mobility management architecture relies on two main entities, the Local Controller (LC) and the Regional Controller (RC), and provides mobility at two differentiated levels, which we present next. In particular, we present first the mechanisms enabling fast layer-2 mobility within a domain (the so called district); af- terward, we present the SDN-based DMM solution designed for the inter-district (regional), layer-3 mobility. We define a district as an isolated single-technology domain, similar to the localized mobility domains of Proxy Mobile IPv6. A district is composed of a dense deployment of APs connected together by a switched network of SDNenabled interconnection nodes (OpenFlow switches). A district includes, at least, one gateway (DMM-GW) that connects the district to the Internet and plays a central role in the inter-district mobility solution. In Fig. 1 we present an example of the complete architecture with two districts and the flow diagram for the initial connection of a mobile node (MN) to the network. In this case, the districts are composed of IEEE 802.11 Access Points, an OpenFlow-capable backhaul connecting the APs to the DMM-GW and a local controller (LC). The regional controller (RC) is located at the operator core network and coordinates the attachment of a mobile terminal to a district as well as the inter-district mobility.
Upon attachment of the terminal (MN 1 in Fig. 1 ), standard APs (bridged to a wired network) generate a Logical Link Control (LLC) message that serves as the mechanism to update the forwarding tables in the switched network. As all the network is OpenFlow capable, this LLC message is encapsulated in an OpenFlow message and sent to LC 1. The LLC message contains the MAC address of the terminal and the MAC address of the AP. In the case depicted in Fig. 1 , LC 1 does not have any previous entry of the terminal on its Binding Cache (BC) 7 , hence it has not been previously attached to its controlled district. In order to check if the node is already registered in a previous district, LC 1 will contact the RC. In this first example, the terminal has not been attached previously to any district, so LC 1 assigns an IPv6 prefix and a DMM-GW to the terminal, stores this information on its BC and notifies the RC about the assigned prefix, DMM-GW and MN identifier (e.g., MAC address). In this way, the RC is able to keep track of every MN attachment. After successfully attaching to a new network, the standard procedure for the terminal is to send a Router Solicitation (RS) to configure its IP address using IPv6 SLAAC. As in the case of the LLC message, the network encapsulates the RS message and sends it to LC 1. The LC answers the RS with a Router Advertisement (RA) message, providing the prefix and default router DMM-GW 1 7 Inherited from PMIPv6, this table stores bindings between terminals and points of attachment in our architecture. selected before. Hence, through the mediation of the LC, hijacking the RA functionality of the network, we are able to control the IP level attachment of the terminal within the network. Note that, although we assume the MN sends a RS message every time it attaches to a new point of attachment, in our solution we can trigger the RA message even if the RS is not sent, which is a very useful feature in case the MN does not completely follow the standard (most Linux boxes do not send RS messages unless the interface goes down). At this point in time, LC 1 is able to compute the required matching rules and data path modifications to forward the terminal's packets to DMM-GW 1. These modifications are configured into the network through the OpenFlow protocol, requiring several message exchanges among LC 1 and the different switches conforming the path between the terminal and DMM-GW 1. Once the data path is configured, packets originated at the terminal with layer-2 destination the DMM-GW are transparently forwarded at layer-2. For the layer-3 stack of the terminal the path to the DMM-GW is a single hop. Finally, after performing a Neighbor Discovery procedure, the terminal is able to exchange packets with any CN through DMM-GW 1.
Intra-district Mobility
The intra-district handover is illustrated in Fig. 2 , where the mobile terminal MN 1 attaches to a second AP within the same district. In this case the only required change is to modify the data path, so packets are forwarded between the new AP and DMM-GW 1. The flow diagram depicted in Fig. 2 represents the procedure. The new AP, upon attachment of MN 1, generates an LLC message. Upon reception of this message, LC 1 is able to notice the movement of the terminal looking up in its BC the MAC address of the AP the terminal was connected to. 8 With this information, the LC is able to compute the required modifications to the data path for the terminal's packets. Accordingly, the OpenFlow configuration in the district is modified, and the terminal's packets will flow from the new AP to the old DMM-GW, i.e., DMM-GW 1 (we assess the re-configuration and handoverrelated delays in Section 4).
The advantages of this approach over traditional layer-2 mobility mechanisms are many-fold:
• Through the control of the prefix delegation by the controller, the MN can be attached to any of the DMM- GWs in the district, or even to several of them at the same time. This allows a new degree of freedom, since the network can balance the load at the different exchange points to the Internet.
• The control of the data path, operated by the controller, enables the network to provide fast mobility of the terminal. The data path reconfiguration scales better with the number of switches than standard spanning tree approaches, whose reaction time can be measured in seconds for large networks [5] .
• The algorithm used for controlling the data path can be arbitrarily complicated, allowing complex traffic engineering operations. The data path forwarding decision engine can consider load balancing metrics, or even complex mechanisms minimizing the number of nodes requiring changes in their forwarding tables. In addition, we could employ different forwarding decision engines for different nodes or traffic classes, prioritizing specific metrics, such as delay or available bandwidth along the path (leveraging the OpenFlow monitoring capabilities).
• Standard mobile nodes, such as Linux boxes, do not send Router Solicitation (RS) messages unless the interface goes down, hence they do not typically do it when performing a handover. This forces developers to add the transmission of this RS message or specific attachment-detection traps to the access points. This is the case of PMIPv6, for example. By leveraging the SDN approach, our architecture does not require the transmission of the RS message, hence making the deployment easier than standard PMIPv6 approaches. Fig. 3 presents the procedure of a handover between two districts. This procedure relies on the communication among LCs being orchestrated by the RC. Basically, the RC behaves as a data-base containing the list of DMM-GWs to be considered while performing a handover. The configuration of the IP layer on the DMM-GWs and the tunnel setup between them is handled locally by the LCs in each district. The procedure starts when the MN attaches to an access point in a different district. As in the previous cases, this event triggers the LC (LC 2) to check if the node is registered on its internal BC. As this is the first time the terminal attaches to this district, LC 2 asks the RC for previous registrations. In this case, the RC has information regarding the terminal, which is transmitted to the LC 2 that choses the DMM-GW to be used within this district (DMM-GW 2) and returns this information to the RC. The RC stores this information on its local BC for future reference. At this point in time several procedures are performed in parallel. First, the RC informs LC 1 of the new location of MN 1. With this information, LC 1 configures DMM-GW 1 with an IP-in-IP tunnel connection to DMM-GW 2 and changes the routes at DMM-GW 1 so that the prefix used by the terminal is routed through the tunnel. In parallel, LC 2 configures the new prefix in DMM-GW 2 and sets up the IP-in-IP tunnel towards DMM-GW 1. Once the tunnel is established, the configuration of the data path in the new network is performed as in previous cases. When all the procedure is complete, packets from the core network to MN 1 are forwarded first to DMM-GW 1, which tunnels them to DMM-GW 2. After DMM-GW 2, the OpenFlow configured data path takes care of forwarding the packets to the appropriate location of MN 1 within the district.
Inter-district Mobility
The key advantage of this procedure over non-SDN DMM approaches is the flexibility on selecting the most appropriate DMM-GW to be used for each terminal. Since the LC is able to decide and attach the prefix used by the terminal to any of the DMM-GWs available at the district, with our approach, the target network is able to implement any load balancing or complex algorithm to decide the best DMM-GW to use. In addition, the data path forwarding within the district is decoupled from the layer-3 mobility. In order to minimize the security implications of this approach, our design enforces that the only entity talking with the DMMGWs belonging to a certain district is the local controller of that district. In such scenario it is possible to think of specific security associations between the LC and DMM-GWs of the district. Finally, although we have not implemented or included this functionality in the current design, it is worth highlighting that the same design can be used to provide IPv4 DMM capabilities to the network by using the Address Resolution Protocol (ARP) instead of IPv6 ND protocol.
IMPLEMENTATION AND EXPERIMEN-TAL EVALUATION
From Fig. 1 , where we present the architecture of our solution, we can identify the main architectural elements, splitting our testbed into three kinds of entities: i) the regional and local SDN controllers manage the forwarding rules in the OpenFlow-enabled backhaul and handle the mobility of the MN; ii) the OpenFlow switches, which include, due to the fact that the wireless interfaces in the APs are controlled as in normal OpenFlow switches, both wired backhaul and wireless access network elements; iii) the DMM Gateway, which is the only entity not related to OpenFlow and acts as the gateway in the district. Table 1 gathers the main characteristics of these elements. Specifically, in our testbed we have two 802.11-OpenFlow enabled APs, an OpenFlow switch, and a DMM-GW in each district. Additionally, each district is managed by its own controller (LC), and LCs are coordinated by a RC. The OpenFlow signalling is distributed between the switches and the controllers in an out-band connection. The wireless access is part of the OpenFlow-enabled network, so the connection between MN and DMM-GW is a single-hop connection at network layer (IP). Since the solution works at layer-3, it is necessary to define new APIs to control the IP layer configuration of the terminal's session anchor point (DMM-GW). Specifically, we need two new APIs: one to convey information on the mobile node to the RC, such as the IPv6 prefix and DMM-GW assigned to it, and a second one to configure the IP layer of the DMM-GW, the prefixes reachable through the interfaces and to setup an IP-in-IP tunnel. We have implemented our local and regional controllers using the Ryu framework.
9 Ryu provides a comprehensive API that eases the network management. In particular, our RC has been developed in 150 lines of code and our LC is coded in about 1000 lines.
To characterise the performance of our prototype we run 30 repetitions of every experiment. Fig. 4 shows the CDF of the delay due to the intra-and inter-district handovers, measured as the interruption in data traffic, which also includes the link layer association. The intra-district case shows a lower latency, because the MN is already known in the district and therefore a simple change in the point of attachment to the network in needed in that case. The inter-district handover implies changes at layer-3 level, including the configuration of the IP-in-IP tunnel between the two DMM-GWs involved. However, the delay is very similar to the intra-district handover, because the controller runs the configuration of the gateways and the establishment of the OpenFlow data-path in parallel.
Following with the evaluation of the performance of our SDN solution, we measure the throughput we can achieve 9 http://osrg.github.io/ryu/index.html for TCP traffic, using the iperf traffic generator. We compare the case the MN is attached to one of the districts and the case that it has performed a handover and its traffic is tunnelled between the current and former DMM-GWs. The average throughput is 8.6 Mb/s and 8.1 Mb/s, respectively, confirming that the impact of this tunnelling is very low (the IP-in-IP tunnel just adds 40 bytes of headers). It is noticeable that the maximum throughput available in the SDN framework is quite limited for the moment. This is a wellknown open issue and very heavily influenced by the use of the Linksys WRT54GL router as OpenFlow-switches.
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It is worth to mention that the signalling due to OpenFlow does not impact the data traffic performance, as we use out-of-band signalling within the SDN elements, and the data transmission from the MN is only delayed at the first packet, when the matching rules are firstly installed in the OpenFlow switches. From our experience, the choice of the device running the controller has a significant impact on the performance of the prototype, especially for the handover.
RELATED WORK
SDN has raised in popularity very recently, and it has attracted the attention of the research community, as it eases testing protocols and networking algorithms. The flexibility and programmability of SDN architectures has contributed to the proliferation of several large deployments designed by leading research institutions. Among the first deployments we find B4 [6] , which is Google's SDN-based wide area network (WAN) to interconnect its data centers around the world. For B4, an extensive analysis is available on how to manage the routing and traffic engineering through OpenFlow and the designers of B4 provide interesting insights on design, performance, scalability and failure resilience of their solution. Although providing mobility is not within the objectives of B4, we have leveraged the knowledge provided by the B4 large scale implementation example to design our solution.
Despite the usage of a wired structure to transfer the OpenFlow signalling in our network, we focus on the wireless access and the mobility management. In that regard, one of the most remarkable SDN deployments applied to wireless networking is OpenRoads [7] (also known as OpenFlow Wireless), open to researchers for running their algorithms concurrently by means of virtualisation at Stanford University. OpenRoads incorporates different wireless technologies, namely WiFi and WiMAX, and one of its early proofs of concept was based on providing mobility across multiple technologies [8] . In addition, the performance of OpenRoad has been demonstrated by means of an n-casting transmission solution [9] . All these approaches are based on the same principle as our layer-2 mobility approach, reconfiguring the data-path, although they do not consider IP mobility or the design of a scalable architecture as we do. All the tools used by OpenRoads are open source, so as to make the infrastructure reproducible by other research groups in their own networks. Likewise, our implementation shows the flexibility of current SDN software tools available as open source and is built upon commercial-off-the-shelf devices. At the moment we only focus on IEEE 802.11 access points, but we are planning to extend our testbed to include heterogeneous access technologies in the short term.
A full software-defined mobile network (SDMN) is defined in MobileFlow [10] , and its authors provide a comparison to the current Evolved Packet Core (EPC) architecture. A prototype implementation is also proposed in [10] , based on the concept of the MobileFlow Forwarding Engine (MFFE), which encompasses all the user plane protocols and functions, and the MobileFlow Controller (MFC), which is a logically centralised entity that configures dynamically the MFFEs (i.e., the data plane). Although MobileFlow is OpenFlow-based, MFFEs must also support operations that are not carried out at the switch-level, as layer-3 tunnelling, for instance. Mobility management can be supported as the controller can update forwarding rules according to the tunnel encapsulation or decapsulation requirements. This approach is also followed in our implementation, where we can set the tunnelling and forwarding rules above link layer and the controller updates the forwarding rules in the OpenFlow domain. A different approach presented in [11] proposes to move the EPC to the cloud by means of virtualisation and implementing GTP extensions for OpenFlow for mobility management. The mobility solutions proposed by both works are based on the same mobility concepts currently used in cellular networks, hence inheriting the scalability issues commented in Section 2.2.
In order to mitigate the impact of the re-association to the new AP during a handover, Odin [12] proposes an SDN framework for enterprise WLANs that leverages light virtual access points (LVAPs) as an abstraction to the association to the wireless AP. In this way, each client appears to be connected to its own AP, so the physical AP hosts an LVAP for each attached client (note that an LVAP is not a virtual interface). When there is a need for handover, the Odin Master migrates the corresponding LVAP to the new physical AP. This approach differs highly from our work, since in the first place it requires modifications at the APs that are burdened with the need of running virtual APs. In addition, in our prototype, we have focused on improving performance of the SDN configuration and layer-3 mobility, as our measurements proved those were the dominant factors in the attachment and handover delays.
An architecture to support flow-based routing in wireless mesh networks by means of OpenFlow is proposed in [13] , which has been evaluated with a mobility management implementation that focuses on network-initiated handovers triggered by IEEE 802.21 MIH Events. This implementation includes an OpenFlow controller and a Monitoring and Controlling Server (MCS) that decides to which Mesh Access Points (MAP) the mobile node should connect and update the forwarding rules. During the handover, the controller configures temporary routes that forward the traffic to the two MAPs involved and will be removed when the handover is complete. The minimum outage due to handover that they achieve is on average 200 ms and their results also confirm that the main contribution to this delay is due to the association to the new MAP. A similar approach is followed in [14] , but in this case with in-band signalling and relying on a centralised controller for data rules and a local distributed controller that takes care of the control rules. In our architecture, we also propose two hierarchy levels for the controller deployment, namely the local controller (LC) and the regional controller (RC) with the aim of managing the mobility between different domains. However, we go beyond and provide mechanisms for IP mobility continuity while roaming to different domains.
CONCLUSION
In this paper we have presented an SDN-based architecture for supporting DMM in dense wireless networks. Our architecture presents the flexibility and scalability provided by both SDN and DMM approaches. Although it is an earlystage prototype, our implementation shows very promising features in terms of mobility support, load balancing, data path re-configuration and transparency to the user, as no modification of terminals is required.
