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Abstract
In this paper, we will establish the global existence of a suitable weak solution to
the Erickson–Leslie system modeling hydrodynamics of nematic liquid crystal flows
with kinematic transports for molecules of various shapes in R3, which is smooth away
from a closed set of (parabolic) Hausdorff dimension at most
15
7
.
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1 Introduction
In this paper, we will study the simplified Ericksen–Leslie system modeling the hydrodynam-
ics of nematic liquid crystals with variable degrees of orientation and kinematic transports
for molecules of various shapes: (u,d, P ) : R3 × (0,∞)→ R3 × R3 × R solves
∂tu+ u · ∇u+∇P = ν∆u− λ∇ · (∇d⊙∇d+ Sα[∆d− f(d),d]),
∇ · u = 0,
∂td+ u · ∇d− Tα[∇u,d] = γ(∆d− f(d)),
(1.1)
where u(x, t) represents the velocity field of the flow, d(x, t) is the macroscopic averaged
orientation field of the nematic liquid crystal modules, and P stands for the pressure function.
Here f(d) = DdF (d) = (|d|
2 − 1)d is the gradient of Ginzburg–Landau potential function
F (d) =
1
4
(1− |d|2)2. Furthermore,
Sα[∆d− f(d),d] := α(∆d− f(d))⊗ d− (1− α)d⊗ (∆d− f(d)),
Tα[∇u,d] := α(∇u)d− (1− α)(∇u)
Td,
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represents the Leslie stress tensor and the kinematic transport term respectively. The pa-
rameter α ∈ [0, 1] is the shape parameter of the liquid crystal molecule. In particular,
α = 0,
1
2
, and 1 corresponds to disc-like, spherical and rod-like molecule shape respectively
(cf. [4, 8, 6, 12]). The coefficient ν represents the fluid viscosity, λ stands for the competition
between kinetic energy and potential energy, and γ reflects the molecular relaxation time.
In the 1960’s, Ericksen and Leslie proposed a comprehensive hydrodynamic theory of
nematic liquid crystals (cf. [7, 16]). Since then there has been a great deal of theoretical
and experimental work devoted to the study of nematic liquid crystal flows. The first rig-
orous mathematical study for the simplified Ericksen–Leslie system, that is, (1.1) without
Sα, Tα terms, was made by Lin–Liu [18]. Later in [19], they established a partial regularity
for the suitable weak solutions which satisfy the local energy inequality, analogous to the
Navier-Stokes equations by Caffarelli–Kohn–Nirenberg in [3]. Very recently, the same type
of regularity result was obtained for the co-rotational Beris–Edwards Q-tensor model by
Du–Hu–Wang [5].
In this paper, we will construct a global-in-time suitable weak solution to (1.1), which
enjoys a partial regularity that is slightly weaker than that of [19]. Besides its own interest,
we believe that this partial regularity may be helpful to investigate the un-corotational Beris–
Edwards system due to a similar structure of nonlinearities. There are two major difficulties
in the analysis of (1.1):
• First, as pointed out by [21], when α 6=
1
2
the stretching effect induced by Tα[∇u,d]
leads to the loss of maximum principle for the director field d, which plays an essential
role in [19, 5]. Here, inspired by [9, 17], we will prove an ε0-regularity result by a
blowing-up argument that involves a decay estimate of renormalized L3-norm of both
|∇d| and |u| and the mean oscillation of d in L6 as well.
• Second, the presence of stress tensor Sα[∆d− f(d),d] brings an extra difficulty on the
decay estimate of renormalized L
3
2 -norm of the pressure function P . While in the co-
rotational regime, i.e., α =
1
2
, we know that S 1
2
is anti-symmetric, which significantly
simplifies the analysis on pressure function (see [5]).
We would like to mention that in a recent preprint [14], G. Koch obtained a partial regularity
theorem for certain weak solutions to the Lin–Liu model that may be weaker than suitable
weak solutions and may not obey the maximum principle, in which a smallness condition is
imposed on normalized L6-norm of |d|.
Before stating our main results, we need to introduce
Some notations.
For u,w ∈ R3, A,B ∈ R3×3, we denote
u ·w :=
3∑
i=1
uiwi, A : B =
3∑
i,j=1
AijBij , (A ·w)j :=
3∑
i=1
Aijwi.
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and
(u⊗w)ij = uiwj , (∇d⊙∇d)ij =
3∑
k=1
∂idk∂jdk,
[(∇u)d]i =
3∑
j=1
∂juidj , [(∇u)
Td]i =
3∑
i=1
∂iujdj .
Define
H = Closure of
{
u ∈ C∞0 (R
3,R3) : ∇ · u = 0
}
in L2(R3),
and
V = Closure of
{
u ∈ C∞0 (R
3,R3) : ∇ · u = 0
}
in H1(R3).
For 0 ≤ k ≤ 5, Pk denotes the k−dimensional Hausdorff measure on R3×R with respect to
the parabolic distance:
δ((x, t), (y, s)) = max
{
|x− y|,
√
|t− s|
}
, ∀(x, t), (y, s) ∈ R3 × R.
We let Br(x) denote the ball in R
3 with center x and radius r. For z = (x, t) ∈ R3 × R+,
denote Pr(z) := Br(x)× [t− r
2, t], and
fz,r =
 
Pr(z)
f :=
1
|Pr(z)|
ˆ
Pr(z)
fdxdt
for any function f on Pr(z).
Since the exact values of ν, λ, γ don’t play roles in our analysis, we will assume
ν = λ = γ = 1.
With the following identity
∇ · (∇d⊙∇d) = ∇d ·∆d+∇
(1
2
|∇d|2
)
, ∇F (d) = ∇d · f(d),
the system (1.1) can also be written as
∂tu+ u · ∇u+∇P = ∆u−∇d · (∆d− f(d))−∇ · Sα[∆d− f(d),d],
∇ · u = 0,
∂td+ u · ∇d− Tα[∇u,d] = ∆d− f(d).
(1.2)
subject to the initial condition
(u,d)|t=0 = (u0,d0) in R
3. (1.3)
Definition. A pair of functions (u,d) : R3 × (0,∞) → R3 × R3 is a weak solution of (1.2)
and (1.3), if (u,d) ∈ (L∞t L
2
x∩L
2
tH
1
x)(R
3×(0,∞),R3)×(L∞t H
1
x∩L
2
tH
2
x)(R
3×(0,∞),R3), and
3
for any φ ∈ C∞0 (R
3× [0,∞),R3) and ψ ∈ C∞0 (R
3× [0,∞),R3), with div φ = 0 in R3× [0,∞),
it holds thatˆ
R3×(0,∞)
[−u · ∂tφ+∇u · ∇φ− u⊗ u : ∇φ− (ψ · ∇d) · (∆d− f(d))]dxdt
+
ˆ
R3×(0,∞)
Sα[∆d− f(d),d] : ∇φdxdt =
ˆ
R3
u0 · φ(x, 0)dx,
(1.4)
ˆ
R3×(0,∞)
[−d · ∂tψ +∇d : ∇ψ − u⊗ d : ∇ψ + f(d) · ψ]dxdt
−
ˆ
R3×(0,∞)
Tα[∇u,d] · ψdxdt =
ˆ
R3
d0 · ψ(x, 0)dx.
(1.5)
The global and local energy inequalities for (1.2) play the basic roles: for t > 0,
ˆ
R3
(1
2
(
|u|2 + |∇d|2
)
+ F (d)
)
(x, t)dx+
ˆ t
0
ˆ
R3
(
|∇u|2 + |∆d− f(d)|2
)
(x, s)dxds
≤
ˆ
R3
(1
2
(|u0|
2 + |∇d0|
2) + F (d0)
)
(x)dx, (1.6)
ˆ
R3
[1
2
(
|u|2 + |∇d|2
)
+ F (d)
]
φ(x, t)dx+
ˆ t
0
ˆ
R3
(
|∇u|2 + |∆d|2 + |f(d)|2
)
φ(x, s)dxds
≤
ˆ t
0
ˆ
R3
[1
2
(|u|2 + |∇d|2)(∂tφ+∆φ) + F (d)∂tφ
]
(x, s)dxds
+
ˆ t
0
ˆ
R3
[1
2
(
|u|2 + 2P
)
u · ∇φ+∇d⊙∇d : u⊗∇φ
]
(x, s)dxds
+
ˆ t
0
ˆ
R3
(
∇d⊙∇d− |∇d|2I3
)
: ∇2φ(x, s)dxds
+
ˆ t
0
ˆ
R3
Sα[∆d− f(d),d] : u⊗∇φ(x, s)dxds
+
ˆ t
0
ˆ
R3
Tα[∇u,d] · (∇φ · ∇d)(x, s)dxds
−
ˆ t
0
ˆ
R3
(∇φ · ∇d) · f(d)dxds− 2
ˆ t
0
ˆ
R3
∇f(d) : ∇dφ(x, s)dxds. (1.7)
provided 0 ≤ φ ∈ C∞0 (R
3 × (0, t]).
It should be noted that the following cancellation
ˆ t
0
ˆ
R3
Sα[d1,d2] : ∇uφdxds =
ˆ t
0
ˆ
R3
Tα[∇u,d2] · d1φdxds (1.8)
play a critical role in the later analysis.
Definition. A weak solution (u,d, P ) ∈ (L∞t L
2
x ∩ L
2
tH
1
x)(R
3 × (0,∞),R3) × (L∞t H
1
x ∩
L2tH
2
x)(R
3 × (0,∞),R3) × L
5
3 (R3 × (0,∞)) of (1.2) is a suitable weak solution of (1.2),
if in addition, (u,d, P ) satisfies the local energy inequalities (1.7).
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The main theorem of this paper concerns both the existence and partial regularity of
suitable weak solutions to the simplified Ericksen–Leslie model.
Theorem 1.1. For any u0 ∈ H,d0 ∈ H
1(R3,R3), there exists a global suitable weak solution
(u,d, P ) : R3 × R+ → R
3 × R3 × R of the simplified Ericksen–Leslie system (1.2) and (1.3)
such that
(u,d) ∈ C∞(R3 × (0,∞) \ Σ),
where Σ ⊂ R3 × R+ is a closed subset with P
σ(Σ) = 0, ∀σ >
15
7
.
This paper is organized as follows. In section 2, we will derive both the global and local
energy inequality for smooth solutions of (1.2) and (1.3). In section 3, we will demonstrate
the construction of suitable weak solution. In Section 4, we will prove the ε0-regularity
criteria for the suitable weak solutions. In section 5, we will finish the proof of the Theorem
1.1.
2 Global and local energy inequalities
In this section, we will derive both the global and local energy equalities for smooth solutions
to (1.2).
Lemma 2.1. Let (u,d) ∈ C∞(R3× [0,∞),R3×R3) be a solution to the simplified Ericksen-
Leslie system (1.2). Then it holds that
d
dt
ˆ
R3
1
2
(
|u|2 + |∇d|2
)
+ F (d)dx+
ˆ
R3
|∇u|2 + |∆d− f(d)|2dx = 0. (2.1)
Proof. The proof is standard. See for instance [21, 22].
Lemma 2.2. Let (u,d, P ) ∈ C∞(R3× (0,∞),R3×R3×R) be a solution to (1.2). Then for
all 0 ≤ φ ∈ C∞0 (R
3 × (0,∞)), it holds
d
dt
ˆ
R3
[1
2
(
|u|2 + |∇d|2
)
+ F (d)
]
φdx+
ˆ
R3
(
|∇u|2 + |∆d|2 + |f(d)|2
)
φdx
=
ˆ
R3
[
1
2
(|u|2 + |∇d|2)(∂tφ+∆φ) + F (d)∂tφ]dx
+
ˆ
R3
[1
2
(
|u|2 + 2P
)
u · ∇φ+∇d⊙∇d : u⊗∇φ
]
dx
+
ˆ
R3
(
∇d⊙∇d− |∇d|2I3
)
: ∇2φ(x, s)dx
+
ˆ
R3
Sα[∆d− f(d),d] : (u⊗∇φ)(x, s)dx+
ˆ
R3
Tα[∇u,d] · (∇φ · ∇d)(x, s)dx
−
ˆ
R3
f(d) · (∇φ · ∇d)dx− 2
ˆ
R3
∇f(d) : ∇dφ(x, s)dx. (2.2)
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Proof. Multiplying the u equation in (1.2) by uφ, integrating over R3, and by integration
by parts we obtain
d
dt
ˆ
R3
1
2
|u|2φdx+
ˆ
R3
|∇u|2φdx
=
ˆ
R3
[
1
2
|u|2(∂tφ+∆φ) +
1
2
(|u|2 + 2P )u · ∇φ]dx
−
ˆ
R3
(u · ∇d) ·∆dφdx+
ˆ
R3
(u · ∇d) · f(d)φdx
+
ˆ
R3
Sα[∆d− f(d),d] : (u⊗∇φ)dx+
ˆ
R3
Sα[∆d− f(d),d] : ∇uφdx (2.3)
By taking derivatives of d equation in (1.2), we have
∂t∇d+∇(u · ∇d) = ∇(∆d− f(d) + Tα[∇u,d]).
Then multiplying this equation by ∇dφ, integrating over R3, we get
d
dt
ˆ
R3
1
2
|∇d|2φdx+
ˆ
R3
|∆d|2φdx
=
ˆ
R3
1
2
|∇d|2∂tφ+
ˆ
R3
(u · ∇d) · (∆dφ+∇φ · ∇d)dx
−
ˆ
R3
∆d · (∇φ · ∇d)dx−
ˆ
R3
∇(f(d)) : ∇dφdx
−
ˆ
R3
Tα[∇u,d] · (∇φ · ∇d)dx−
ˆ
R3
Tα[∇u,d] ·∆dφdx. (2.4)
It follows from direct calculations that
−
ˆ
R3
∆d · (∇φ · ∇d)dx =
ˆ
R3
1
2
|∇d|2∆φdx+
ˆ
R3
(∇d⊙∇d− |∇d|2I3) : ∇
2φdx. (2.5)
Moreover, multiplying the d equations by f(d)φ, integrating over R3, we get
d
dt
ˆ
R3
F (d)φdx+
ˆ
|f(d)|2φdx =
ˆ
R3
(F (d)∂tφ− (u · ∇d) · f(d)φ)dx
+
ˆ
R3
Tα[∇u,d] · f(d)φdx−
ˆ
R3
(∇f(d) : ∇dφ+ (∇φ · ∇d) · f(d))dx. (2.6)
Hence, by adding (2.3), (2.4), (2.5) together, and applying (1.8), we get (1.7).
3 Existence of suitable weak solutions
In this section, we will follow the same scheme in [3, 5] to construct a suitable weak solution
to (1.2).
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We introduce the so-called retarded mollifier Ψθ for f : R
3 × R+ → R, with 0 < θ < 1,
Ψθ[f ](x, t) =
1
θ4
ˆ
R4
η
(y
θ
,
τ
θ
)
f˜(x− y, t− τ)dydτ,
where
f˜(x, t) =
{
f(x, t) t ≥ 0,
0 t < 0,
and the mollifying function η ∈ C∞0 (R
4) satisfies η ≥ 0 and
ˆ
R4
ηdxdt = 1,
spt η ⊂
{
(x, t) : |x|2 < t, 1 < t < 2
}
.
It is easy to verify that for θ ∈ (0, 1] and 0 < T ≤ ∞ that
divΨθ[u] = 0 if divu = 0,
sup
0≤t≤T
ˆ
R3
|Ψθ[w]|
2(x, t)dx ≤ C sup
0≤t≤T
ˆ
R3
|w|2(x, t)dx,
ˆ
R3×[0,T ]
|∇Ψθ[w]|
2(x, t)dxdt ≤ C
ˆ
R3×[0,T ]
|∇w|2(x, t)dxdt.
Now with the mollifier Ψθ[w] ∈ C
∞(R4), we introduce the approximate system of (1.2):
∂tu
θ +Ψθ[u
θ] · ∇uθ +∇P θ = ∆uθ −∇Ψθ[d
θ] · (∆dθ − f(dθ)
−∇ · Sα[∆d
θ − f(dθ)),Ψθ[d
θ]],
∇ · uθ = 0,
∂td
θ + uθ · ∇Ψθ[d
θ]− Tα[∇u
θ,Ψθ[d
θ]] = ∆dθ − f(dθ).
in R3 × (0, T ) (3.1)
subject to the initial and boundary condition (1.3).
For a fixed large integer N ≥ 1, set θ =
T
N
∈ (0, 1], we want to find (uθ,dθ, P θ)
solving (3.1). This amounts to solving a coupling system of a Stokes-like system for u and
a semi-linear parabolic-like equation for d with smooth coefficients. For m = 0, we have
Ψθ[u
θ] = Ψθ[d
θ] = 0, and the system (3.1) reduces to a decoupled system
∂tu
θ +∇P θ = ∆uθ,
∇ · uθ = 0,
∂td
θ = ∆dθ − f(dθ),
(uθ,dθ)
∣∣∣
t=0
= (u0,d0)
in R3 × [0, θ]. (3.2)
which can be solved easily by the standard theory. Suppose now that the (3.1) has been
solved for some 0 ≤ k < N − 1. We are going to solve (3.1) in the time interval [kθ, (k+1)θ]
with an initial data
(u,d)
∣∣∣
t=kθ
= lim
t↑kθ
(uθ,dθ)(·, t) in R3. (3.3)
7
Then one can solve the coupling system (3.1) using the Faedo-Galerkin method. In fact,
for a pair of smooth test functions (φ, ψ) ∈ V ×H2(R3,R3), the weak formulation for (3.1)
reads
d
dt
ˆ
R3
uθ · φdx+
ˆ
R3
(Ψθ[u
θ] · ∇uθ) · φdx+
ˆ
R3
∇uθ : ∇φdx
= −
ˆ
R3
(φ · ∇Ψθ[d
θ]) · (∆dθ − f(dθ))dx+
ˆ
R3
Sα[∆d
θ − f(dθ),Ψθ[d
θ]] : ∇φdx,(3.4)
and
d
dt
ˆ
R3
∇dθ : ∇ψdx−
ˆ
R3
(uθ · ∇Ψθ[d
θ]) ·∆ψdx
= −
ˆ
R3
(∆dθ − f(dθ)) ·∆ψdx−
ˆ
R3
Tα[∇u
θ,Ψθ[d
θ]] ·∆ψdx. (3.5)
We can solve the ODE system (3.4)-(3.5) with test function (ψ, φ) chosen to be the basis of
V×H2(R3,R3) up to a short time interval [kθ, kθ+T0]. Multiplying the u
θ equation in (3.1)
by uθ, and the dθ equation by −∆dθ + f(dθ), integrating over R3 and adding two equations
together we obtain
d
dt
ˆ
R3
1
2
(
|uθ|2 + |∇dθ|2
)
+ F (dθ)dx+
ˆ
R3
(
|∇uθ|2 + |∆dθ − f(dθ)|2
)
dx = 0. (3.6)
Next we need a uniform bound on (uθ,dθ, P θ) to pass the limit θ → 0 to get a suitable weak
solution. First by direct calculations we can show that
ˆ
R3
|∆dθ − f(dθ)|2dx =
ˆ
R3
[|∆dθ|2 + |f(dθ)|2 − 2∆dθ · f(dθ)]dx
=
ˆ
R3
(|∆dθ|2 + |f(dθ)|2 + 2∇dθ : ∇f(dθ))dx
=
ˆ
R3
(|∆dθ|2 + |f(dθ)|2 − 2|∇dθ|2 + 2|∇dθ|2|dθ|2 + 4|(∇dθ)Tdθ|2)dx.
(3.7)
From (3.6), we can obtain that
sup
0<θ<1
sup
0<t<T
ˆ
R3
(
|uθ|2 + |∇dθ|2
)
dx+
ˆ T
0
ˆ
R3
|∇uθ|2+ |∆dθ−f(dθ)|2dxdt ≤ C(u0,d0). (3.8)
Combining (3.7) and (3.8), we get
ˆ T
0
ˆ
R3
|∆dθ|2 + |f(dθ)|2dxdt ≤
ˆ T
0
ˆ
R3
|∆dθ − f(dθ)|2dxdt + 2
ˆ T
0
ˆ
R3
|∇dθ|2dxdt
≤
ˆ T
0
ˆ
R3
|∆dθ − f(dθ)|2dxdt+ 2T sup
0<t<T
ˆ
R3
|∇dθ|2dx
≤ C(u0,d0, T ),
(3.9)
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From (3.8) and (3.9), we have that uθ is uniformly bounded in L2tH
1
x(R
3 × [0, T ]), dθ is
uniformly bounded in L2tH
2
x(R
3× [0, T ]) for any compact set K ⊂ R3, and ∇dθ is uniformly
bounded in L2tH
1
x(R
3 × [0, T ]). Therefore, after passing to a subsequence, there exist u ∈
L∞t L
2
x ∩ L
2
tH
1
x(R
3 × [0, T ]) and d ∈ L∞t H
1
x ∩ L
2
tH
2
x(R
3 × [0, T ]) such that
uθ ⇀ u in L∞t L
2
x ∩ L
2
tH
1
x(R
3 × [0, T ]),
dθ ⇀ d in L∞t H
1
x ∩ L
2
tH
2
x(R
3 × [0, T ]),
f(dθ)⇀ f(d) in L2tL
2
x(R
3 × [0, T ]).
(3.10)
By the Sobolev-interpolation inequality, we have that ∇dθ ∈ L10t L
30
13
x ,d
θ ∈ L10t L
10
x , and
ˆ T
0
∥∥∇dθ∥∥10
L
30
13
x
dt ≤
ˆ T
0
∥∥∇dθ∥∥8
L2x
∥∥∇dθ∥∥2
L6x
dt ≤
∥∥dθ∥∥8
L∞t H
1
x
∥∥dθ∥∥2
L2tH
2
x
<∞,
ˆ T
0
∥∥dθ∥∥10
L10x
dt ≤
ˆ T
0
∥∥dθ∥∥10
W
1,3013
x
dt <∞.
(3.11)
By the lower semicontinuity and (3.6), we have, for E(u,d) =
ˆ
R3
1
2
(|u|2+ |∇d|2+F (d))dx,
that
E(u,d)(t) +
ˆ t
0
ˆ
R3
(|∇u|2 + |∆d− f(d)|2)dxdt ≤ E(u0,d0) (3.12)
holds for a.e. 0 ≤ t ≤ T .
Now we want to estimate the pressure function P θ. Taking the divergence of uθ equation
in (3.1) gives
−∆P θ = div2(Ψθ[u
θ]⊗ uθ) + div
(
∇(Ψθ[d
θ]) · (∆dθ − f(dθ))
)
+ div2
[
Sα[∆d
θ − f(dθ),Ψθ[d
θ]]
]
, in R3.
(3.13)
For P θ, we claim that P θ in L
5
3 (R3 × [0, T ]) and∥∥P θ∥∥
L
5
3 (R3×[0,T ])
≤ C(‖u0‖L2(R3) , ‖d0‖H1(R3) , T ), ∀θ ∈ (0, 1].
In fact, by Calderon-Zgymund’s Lp-theory, we have∥∥P θ∥∥
L
5
3 (R3×[0,T ])
≤ C
[ ∥∥Ψθ[uθ]⊗ uθ∥∥
L
5
3
t L
5
3
x
+
∥∥∇(Ψθ[dθ]) · (∆dθ − f(dθ))∥∥
L
5
3
t L
15
14
x
+
∥∥|Ψθ[dθ]||∆dθ − f(dθ)|∥∥
L
5
3
t L
5
3
x
]
≤ C
[ ∥∥uθ∥∥2
L
10
3
t L
10
3
x
+
∥∥∇dθ∥∥
L10t L
30
13
x
∥∥∆dθ − f(dθ)∥∥
L2tL
2
x
+
∥∥dθ∥∥
L10t L
10
x
∥∥∆dθ − f(dθ)∥∥
L2tL
2
x
]
≤ C(‖u‖L∞t L2x∩L2tH1x(R3×[0,T ]) , ‖d‖L∞t H1x∩L2tH2x(R3×[0,T ]))
≤ C(‖u0‖L2(R3) , ‖d0‖H1(R3) , T ).
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This uniform estimate implies that there exists P ∈ L
5
3 (R3 × [0, T ]) such that as θ→ 0,
P θ ⇀ P in L
5
3 (R3 × [0, T ]). (3.14)
Recalling the uθ equation, we get
∂tu
θ = −Ψθ[u
θ] · ∇uθ −∇P θ +∆uθ −∇(Ψθ[d
θ]) · (∆dθ − f(dθ))
−∇ · Sα[∆d− f(d
θ),Ψθ[d
θ]]
∈ L
5
4 (R3 × [0, T ]) + L
5
3 ([0, T ],W−1,
5
3 (R3)) +
⋂
R>0
L2([0, T ],W−1,
3
2 (BR)),
and
sup
0<θ<1
∥∥∂tuθ∥∥
L
5
4 (R3×[0,T ])+L
5
3 ([0,T ],W−1,
5
3 (R3))+L2([0,T ],W−1,
3
2 (BR))
≤ C(R, T, ‖u0‖L2(R3) , ‖d0‖H1(R3)).
Similarly, we can show
∂td
θ ∈ L
5
3 (R3 × [0, T ]) +
⋂
R>0
L2([0, T ], L
4
3 (BR)),
and ∥∥∂tdθ∥∥
L
5
3 (R3×[0,T ])+
⋂
R>0 L
2([0,T ],L
3
2 (BR))(R3×[0,T ])
≤ C(R, T, ‖u0‖L2(R3) , ‖d0‖H1(R3)).
Hence by the Sobolev embedding and Aubin–Lions’ compactness Lemma, we can conclude
that as θ → 0, 
uθ → u in Lp1(R3 × [0, T ]), 1 < p1 <
10
3
,
∇uθ ⇀ ∇u in L2(R3 × [0, T ]),
dθ → d in Lp2(R3 × [0, T ]), 1 < p2 < 10,
∇dθ →∇d in Lp1(R3 × [0, T ]), 1 < p1 <
10
3
,
∇2dθ ⇀ ∇2d in L2(R3 × [0, T ]).
(3.15)
Furthermore, (uθ,dθ, P θ) satisfies the local energy inequality. In fact, if we multiply the uθ
equation in (3.1) by uθφ, take derivative of the dθ equation in (3.1) and multiply by ∇dθφ,
multiply the dθ equation in (3.1) by f(dθ), and perform calculations similar to the previous
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section, we can get
d
dt
ˆ
R3
[1
2
(
|uθ|2 + |∇dθ|2
)
+ F (dθ)
]
φdx+
ˆ
R3
(
|∇uθ|2 + |∆dθ|2 + |f(dθ)|2
)
φdx
=
ˆ
R3
[
1
2
(|uθ|2 + |∇dθ|2)(∂tφ+∆φ) + F (d
θ)∂tφ]dx
+
ˆ
R3
[1
2
|uθ|2Ψθ[u
θ] · ∇φ+ P θuθ · ∇φ+∇Ψθ[d
θ]⊙∇dθ : uθ ⊗∇φ
]
dx
+
ˆ
R3
(
∇dθ ⊙∇dθ − |∇dθ|2I3
)
: ∇2φdx
+
ˆ
R3
Sα[∆d
θ − f(dθ),Ψθ[d
θ]] : (uθ ⊗∇φ)dx+
ˆ
R3
Tα[∇u
θ,Ψθ[d
θ]] · (∇φ · ∇dθ)dx
−
ˆ
R3
f(dθ) · (∇φ · ∇dθ)dx− 2
ˆ
R3
∇f(dθ) : ∇dθφdx.
(3.16)
With the convergence (3.14), (3.15), it is easy to check that the limit (u,d) is a weak solution
to (1.2) and (1.3). Taking the limit in (3.16) as θ → 0, by the lower semicontinuity we obtain
ˆ
R3
[
1
2
(|u|2 + |∇d|2) + F (d)
]
φ(x, t)dx+
ˆ t
0
ˆ
R3
(|∇u|2 + |∆d|2 + |f(d)|2)φdxds
≤ lim inf
θ→0
ˆ
R3
[
1
2
(|uθ|2 + |∇dθ|2) + F (dθ)
]
φ(x, t)dx
+
ˆ t
0
ˆ
R3
(|∇uθ|2 + |∆dθ|2 + |f(dθ)|2)φdxds
]
.
(3.17)
While
lim
θ→0
R.H.S. of (3.16)
=
ˆ
R3
1
2
(|u|2 + |∇d|2)(∂tφ+∆φ) + F (d)∂tφdx
+
ˆ
R3
[
1
2
(
|u|2 + 2P
)
u · ∇φ+∇d⊙∇d : u⊗∇φ
]
dx
+
ˆ
R3
(
∇d⊙∇d− |∇d|2I3
)
: ∇2φdx
+
ˆ
R3
Sα[∆d− f(d),d] : (u⊗∇φ)dx
+
ˆ
R3
Tα[∇u,d] · (∇φ · ∇d)dx
−
ˆ
R3
f(d) · (∇φ · ∇d)dx− 2
ˆ
R3
∇f(d) : ∇dφdx
(3.18)
Putting all those together we show that the local energy inequality (1.7) holds. Therefore
(u,d, P ) is a suitable weak solution to (1.2) and (1.3).
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4 ε0-Regularity criteria
In this section we will establish the partial regularity for suitable weak solutions (u,d, P ) of
(1.2) in R3× (0,∞). The argument is based on a blowing up argument, motivated by that of
Lin [17] on the Navier–Stokes equation. Recently, this type of argument has been employed
by Du–Hu–Wang [5] for the partial regularity in the co-rotational Beris–Edwards system in
dimension three. However, the kinematic transport effects in (1.2) destroy the maximum
principle for d, which is necessary to apply the argument by [17] and [5]. To overcome this
new difficulty, we adapt some ideas from Giaquinta–Giusti [9] to control the mean oscillation
of d in L6. More precisely, we have
Lemma 4.1. For any M > 0, there exist ε0 = ε0(M) > 0, 0 < τ0(M) <
1
2
, and C0 =
C0(M) > 0, such that if (u,d, P ) is a suitable weak solution of (1.2) in R
3 × (0,∞), which
satisfies, for z0 = (x0, t0) ∈ R
3 × (r2,∞) and r > 0,
|dz0,r| :=
∣∣  
Pr(z0)
ddxdt
∣∣ ≤M, (4.1)
and
Φ(z0, r) : = r
−2
ˆ
Pr(z0)
(
|u|3 + |∇d|3
)
dxdt+
(
r−3
ˆ
Pr(z0)
|P |
3
2dxdt
)2
+
( 
Pr(z0)
|d− dz0,r|
6dxdt
) 1
2
≤ ε30,
(4.2)
then
Φ(z0, τ0r) ≤
1
2
max
{
Φ(z0, r), C0r
3
}
. (4.3)
Proof. We prove it by contradiction. Suppose that the conclusion were false. Then there
exists M0 > 0 such that for any τ ∈ (0,
1
2
), there exists εi → 0, Ci → ∞, and ri > 0, and
zi = (xi, ti) ∈ R
3 × (r2i ,∞) such that
|dzi,ri| ≤M0, (4.4)
and
Φ(zi, ri) = ε
3
i , (4.5)
but
Φ(zi, τri) ≥
1
2
max
{
ε3i , Cir
3
i
}
, (4.6)
Notice that
(τri)
−2
ˆ
Pτri
(zi)
(
|u|3 + |∇d|3
)
dxdt+
(
(τri)
−2
ˆ
Pτri
(zi)
|P |
3
2dxdt
)2
≤ τ−4
(
r−2i
ˆ
Pri
(zi)
(
|u|3 + |∇d|3
)
dxdt+
(
r−2i
ˆ
Pri
(zi)
|P |
3
2dxdt
)2)
,
12
( 
Pτri
(zi)
|d− dzi,τri|
6dxdt
) 1
2
≤
(
25|dzi,τri − dzi,ri|
6 + 25
 
τri(zi)
|d− dzi,ri|
6dxdt
) 1
2
=
(
25
∣∣∣  
Pτri
(zi)
(d− dzi,ri)dxdt
∣∣∣6 + 25  
τri(zi)
|d− dzi,ri|
6dxdt
) 1
2
≤
(
26
 
Pτri
(zi)
|d− dzi,ri|
6dxdt
) 1
2
≤ 23τ−
5
2
(  
Pri(zi)
|d− dzi,ri|
6
) 1
2
.
From (4.6), we see that
Cir
3
i ≤ 2Φ(zi, τri) ≤ 2max
{
τ−4, 23τ−
5
2
}
Φ(zi, ri)
= 2max
{
τ−4, 23τ−
5
2
}
ε3i
so that
ri ≤
( ε3i
2Cimax
{
τ−4, 23τ−
5
2
}) 13 → 0. (4.7)
Define the blowing-up sequence
(ui,di, Pi) :=
(
riu,d, r
2
iP
)
(xi + rix, ti + r
2
i t), ∀x ∈ R
3, t > −1,
and
(ûi, d̂i, P̂i)(z) :=
(
ui
εi
,
di − di
εi
,
Pi
εi
)
(z), ∀z(x, t) ∈ P1(0),
where
di =
 
P1(0)
didxdt.
Then (ûi, d̂i, P̂i) satisfies
 
P1(0)
d̂idxdt = 0, |di| = |dzi,ri| ≤M0,ˆ
P1(0)
(
|ûi|
3 + |∇d̂i|
3
)
dxdt+
(ˆ
P1(0)
|P̂i|
3
2dxdt
)2
+
( 
P1(0)
|d̂i|
6dxdt
) 1
2
= 1,
τ−2
ˆ
Pτ (0)
(
|ûi|
3 + |∇d̂i|
3
)
dxdt+
(
τ−2
ˆ
Pτ (0)
|P̂i|
3
2dxdt
)2
+
( 
Pτ (0)
|d̂i − (d̂i)0,τ |
6dxdt
) 1
2
≥
1
2
max
{
1, Ci
(ri
εi
)3}
.
(4.8)
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It follows from (4.4), (4.5) that
 
P1(0)
|di|
6dxdt ≤ C
(  
P1(0)
|di − di|
6dxdt + |di|
6
)
≤ C
(
ε6i +M
6
0
)
, 
P1(0)
F (di)
3
2dxdt ≤ C
 
P1(0)
||di|
2 − 1|3dxdt ≤ C
(
ε6i +M
6
0 + 1
)
,
 
P1(0)
|f(di)|
2dxdt ≤ C
( 
P1(0)
|di|
6dxdt+ 1
)
≤ C(ε6i +M
6
0 + 1), 
P1(0)
|∂df(di)|
3dxdt ≤ C
( 
P1(0)
|di|
6dxdt+ 1
)
≤ C(ε6i +M
6
0 + 1).
(4.9)
Furthermore, (ûi, d̂i, P̂i) is a suitable weak solution of the blowing-up version of (1.2):
∂tûi + εiûi · ∇ûi +∇P̂i
= ∆ûi − εi∇d̂i ·∆d̂i +
r2i
εi
∇di · f(di)−∇ · Sα[∆d̂i −
r2i
εi
f(di),di],
div ûi = 0,
∂td̂i + εiûi · ∇d̂i − Tα[∇ûi,di] = ∆d̂i −
r2i
εi
f(di).
(4.10)
From (4.8), we assume that there exists
(û, d̂, P̂ ) ∈ L3(P1(0))× L
3
tW
1,3
x (P1(0))× L
3
2 (P1(0)) (4.11)
such that, after passing to a subsequence,
(ûi, d̂i, P̂i)⇀ (û, d̂, P̂ ) in L
3(P1(0))× L
3
tW
1,3
x (P1(0))× L
3
2 (P1(0)).
It follows from (4.8) and the lower semicontinuity that
ˆ
P1(0)
(
|û|3 + |∇d̂|3
)
dxdt +
(ˆ
P1(0)
|P̂ |
3
2dxdt
)2
+
( 
P1(0)
|d̂|6dxdt
) 1
2
≤ 1. (4.12)
We claim that
‖ûi‖L∞t L2x∩L2tH1x(P 1
2
(0)) +
∥∥∥d̂i∥∥∥
L∞t H
1
x∩L
2
tH
2
x(P 1
2
(0))
≤ C <∞. (4.13)
In fact, if we choose a cut-off function φ ∈ C∞0 (P1(0)) such that
0 ≤ φ ≤ 1, φ ≡ 1 on P 1
2
(0), and |∂tφ|+ |∇φ|+ |∇
2φ| ≤ C.
Define
φi(x, t) := φ
(
x− xi
ri
,
t− ti
r2i
)
, ∀(x, t) ∈ R3 × (0,∞).
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Replacing φ by φ2i in (1.7), by Young’s inequality we can show
sup
ti−
r2
i
4
≤t≤ti
ˆ
Bri (xi)
(
|u|2 + |∇d|2 + F (d)
)
φ2idx
+
ˆ
Pri
(zi)
(
|∇u|2 + |∆d|2 + |f(d)|2
)
φ2i dxdt
≤ C
[ ˆ
Pri
(zi)
(|u|2 + |∇d|2)|(∂t +∆)φ
2
i |+ F (d)|∂tφ
2
i |dxdt
+
ˆ
Pri
(zi)
(|u|2 + |∇d|2 + |P |)|u||∇φ2i |dxdt
+
ˆ
Pri
(zi)
|d|2|u|2|∇φi|
2 + |d|2|∇d|2|∇φi|
2dxdt
+
ˆ
Pri
(zi)
|∇d|2(|∇2(φ2i )|+ |∇φi|
2) + |∂df(d)||∇d|
2φ2idxdt
]
.
(4.14)
By rescaling and using the estimates (4.7), (4.8), and (4.9), we can show that
sup
− 1
4
≤t≤0
ˆ
B 1
2
(0)
(
|ûi|
2 + |∇d̂i|
2
)
dx+
ˆ
P 1
2 (0)
(
|∇ûi|
2 + |∇2d̂i|
2
)
dxdt
≤ C
ˆ
P1(0)
[(
|ûi|
2 + |∇d̂i|
2
)
+
r2i
ε2i
F (di)
]
dxdt
+ Cεi
ˆ
P1(0)
(|ûi|
2 + |∇d̂i|
2 + |P̂i|)|ûi|dxdt
+ C
ˆ
P1(0)
(|di|
2|ûi|
2 + |di|
2|∇d̂i|
2)dxdt
+ C
ˆ
P1(0)
|∇d̂i|
2 + r2i |∇d̂i|
2|∂df(di)|dxdt
≤ C.
(4.15)
This yields (4.13). Hence we may assume that
(ûi, d̂i)⇀ (û, d̂) in L
2
tH
1
x(P 1
2
(0))× L2tH
2
x(P 1
2
(0)). (4.16)
From
ri
εi
→ 0 and
∣∣  
P1(0)
didxdt
∣∣ ≤ M0, we have
∣∣  
P 1
2
(0)
didxdt
∣∣ ≤ ∣∣  
P 1
2
(0)
(
di −
 
P1(0)
di
)
dxdt
∣∣+ ∣∣  
P1(0)
didxdt
∣∣
≤ C
( 
P1(0)
|di − di|
6dxdt
) 1
6 +M0 ≤ Cεi +M0 ≤ C.
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Thus by the same interpolation as in (3.11), we have
‖di‖L10(P 1
2
(0)) ≤ C, 
P 1
2
(0)
|f(di)|
10
3 dxdt ≤ C,
 
P 1
2
(0)
|di ⊗ f(di)|
5
2dxdt ≤ C
 
P 1
2
(0)
F (di)
5
2dxdt ≤ C,
and there exists a constant d ∈ R3, with |d| ≤M0, such that, after passing to subsequence,
di → d,
di → d in L
6(P 1
2
(0)),
and
r2i
εi
f(di)→ 0 in L
10
3 (P 1
2
(0)),
r2i
εi
f(di)⊗ di → 0 in L
5
2 (P 1
2
(0)),
r2i
εi
di ⊗ f(di)→ 0 in L
5
2 (P 1
2
(0)),
r2i
ε2i
F (di)→ 0 in L
5
2 (P 1
2
(0)).
(4.17)
Hence (û, d̂, P̂ ) : P 1
2
(0)→ R3 × R3 × R solves the linear system:
∂tû+∇P̂ −∆û = −∇ · Sα[∆d̂,d],
div û = 0,
∂td̂−∆d̂ = Tα[∇û,d].
(4.18)
By Lemma 4.2 and (4.12), we have that (û, d̂) ∈ C∞(P 1
4
), P̂ ∈ L∞
(
−
[ 1
16
, 0
]
, C∞(B 1
4
(0))
)
satisfies
τ−2
ˆ
Pτ (0)
(
|û|3 + |∇d̂|3
)
dxdt+
(
τ−2
ˆ
Pτ (0)
|P̂ |
3
2dxdt
)2
≤ Cτ 3
[ˆ
P 1
2
(0)
(
|û|3 + |∇d̂|3
)
dxdt+
(ˆ
P 1
2
(0)
|P̂ |
3
2dxdt
)2]
≤ Cτ 3, ∀τ ∈
(
0,
1
8
)
.
(4.19)
and ∃α0 ∈ (0, 1) such that( 
Pτ (0)
|d̂− d̂0,τ |
6dxdt
) 1
2 ≤ C
( 
P 1
2
(0)
|d̂|6dxdt
) 1
2 τ 3α0 ≤ Cτ 3α0 , ∀τ ∈
(
0,
1
8
)
. (4.20)
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We now claim that
(ûi,∇d̂i)→ (û,∇d̂) in L
3(P 3
8
(0)),
d̂i → d̂ in L
6(P 3
8
(0)).
(4.21)
In fact, from the equation for ûi and d̂i in (4.10) we can conclude that
‖∂tûi‖
L2tH
−1
x +L
6
5
t L
6
5
x +L
3
2
t W
−1, 32
x (P 3
8
(0))
≤ C,
and ∥∥∂td̂i∥∥
L
3
2 (P 3
8
(0))
≤ C. (4.22)
Thus (4.21) follows from Aubin–Lions’ compactness Lemma. This implies that for any
τ ∈ (0,
1
8
),
τ−2
ˆ
Pτ (0)
(
|ûi|
3 + |∇d̂i|
3
)
dxdt = τ−2
ˆ
Pτ (0)
(|û|3 + |∇d̂|3)dxdt+ τ−2o(1)
≤ Cτ 3 + τ−2o(1),( 
Pτ (0)
|d̂i − (d̂i)0,τ |
6dxdt
) 1
2 ≤ Cτ 3α0 + o(1), (4.23)
where lim
i→∞
o(1) = 0.
Now we need to estimate the pressure P̂i. By taking divergence of the ûi equation in
(4.18) we see that
−∆P̂i = εi div
2
[
ûi ⊗ ûi +∇d̂i ⊙∇d̂i −
(1
2
|∇d̂i|
2 +
r2i
ε2i
F (di)
)
I3
]
+div2 Sα[∆d̂i −
r2i
εi
f(di),di] in B1. (4.24)
We claim that
τ−2
ˆ
Pτ (0)
|P̂i|
3
2dxdt ≤ Cτ + Cτ−2(εi + o(1)). (4.25)
Since Sα[∆d̂i,di] does not necessarily have a small L
2-norm in P 1
2
(0), to achieve (4.25) we
will show the following strong convergence in L2:
(∇ûi,∆d̂i)→ (∇û,∆d̂) in L
2
(
P 3
8
(0)
)
. (4.26)
In order to prove (4.26), first observe that by subtracting the equation (4.10) from the
equations (4.18), we see that
(u˜i, d˜i, P˜i) :=
(
ûi − û, d̂i − d̂, P̂i − P̂
)
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solves the following system of equations in P 1
2
(0):
∂tu˜i −∆u˜i +∇P˜i = −εiûi · ∇ûi − εi∇d̂i ·∆d̂i +
r2i
εi
∇di · f(di)
−∇ · Sα[∆d̂i −
r2i
εi
f(di),di] +∇ · Sα[∆d̂,d],
div u˜i = 0,
∂td˜i −∆d˜i = −εiûi · ∇d̂i −
r2i
εi
f(di) + Tα[∇ûi,di]− Tα[∇û,d].
(4.27)
Since (ûi, d̂i, P̂i) is a suitable weak solution of (4.10) and Lemma 4.2 guarantees the smooth-
ness of (û, d̂, P̂ ), it is not hard to see that (4.27) also enjoys a local energy inequality which
leads to (4.26). In fact, multiplying the u˜i equation by u˜iφ, and ∇d˜i equation by ∇d˜iφ,
integrating the resulting equation over R3× [0, T ], and applying the integration by parts, we
obtain that ˆ
R3
|u˜i|
2φ(x, t)dx+ 2
ˆ t
0
ˆ
R3
|∇u˜i|
2φdxds
≤
ˆ t
0
ˆ
R3
|u˜i|
2(∂tφ+∆φ)dxds
+
ˆ t
0
ˆ
R3
[εi|ûi|
2ûi · ∇φ+ 2εi(ûi · ∇ûi) · ûφ+ 2P˜iu˜i · ∇φ]dxds
+2
ˆ t
0
ˆ
R3
(−εi∇d̂i ·∆d̂i · (ûi − û)φ+
r2i
εi
∇di · f(di) · u˜iφ)dxds
−
2r2i
εi
ˆ t
0
ˆ
R3
Sα[f(di),di] : (∇u˜iφ+ u˜i ⊗∇φ)dxds
+2
ˆ t
0
ˆ
R3
(
Sα[∆d̂i,di]− Sα[∆d̂,d]
)
: (∇ûiφ−∇ûφ+ u˜i ⊗∇φ) dxds, (4.28)
and ˆ
R3
|∇d̂i|
2φ(x, t)dx+ 2
ˆ t
0
ˆ
R3
|∆d˜i|
2φdxds
≤
ˆ t
0
ˆ
R3
(|∇d˜i|
2(∂tφ+∆φ) + 2εiûi · ∇d̂i · (∆d̂iφ−∆d̂φ+∇φ · ∇d˜i))dxds
+
2r2i
εi
ˆ t
0
ˆ
R3
f(di) · (∆d˜iφ+∇φ · ∇d˜i)dxds
−2
ˆ t
0
ˆ
R3
[
Tα[∇ûi,di]− Tα[∇û,d]
]
·
(
∆d̂iφ−∆d̂φ+∇φ · ∇d˜i
)
dxds. (4.29)
Recall that ˆ t
0
ˆ
R3
Sα[∆d̂i,di] : ∇ûiφdxdt =
ˆ t
0
ˆ
R3
Tα[∇ûi,di] ·∆d̂iφdxdt, (4.30)
ˆ t
0
ˆ
R3
Sα[∆d̂,d] : ∇ûφdxdt =
ˆ t
0
ˆ
R3
Tα[∇u,d] : ∆d̂φdxdt. (4.31)
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Therefore we can add (4.28) and (4.29) to obtain thatˆ
R3
(|u˜i|
2 + |∇d˜i|
2)φ(x, t)dx+ 2
ˆ t
0
ˆ
R3
(
|∇u˜i|
2 + |∆d˜i|
2
)
φdxds
≤
ˆ t
0
ˆ
R3
[(|u˜i|
2 + |∇d˜i|
2)(∂tφ+∆φ)
+ (εi|ûi|
2ûi + 2P˜iu˜i) · ∇φ+ 2εi(ûi · ∇ûi) · ûφ]dxds
+ 2
ˆ t
0
ˆ
R3
εi∇d̂i ·∆d̂i · ûφ− εiûi · ∇d̂i ·∆d̂φ+ 2εiûi · ∇d̂i · (∇φ · ∇d˜i)dxds
+
2r2i
εi
ˆ t
0
ˆ
R3
∇di · f(di) · u˜iφ+ f(di) ·
(
∆d˜iφ+∇φ · ∇d˜i
)
dxds
−
2r2i
ε2i
ˆ t
0
ˆ
R3
Sα[f(di),di] : (∇u˜iφ+ u˜i ⊗∇φ)dxds
+ 2
ˆ t
0
ˆ
R3
Sα[∆d̂i,di] : (u˜i ⊗∇φ−∇ûφ)dxds
− 2
ˆ t
0
ˆ
R3
Tα[∇ûi,di] · (∇φ · ∇d˜i −∆d̂φ)dxds
− 2
ˆ t
0
ˆ
R3
Sα[∆d̂,d] : (∇ûiφ+ u˜i ⊗∇φ)dxds
+ 2
ˆ t
0
ˆ
R3
Tα[∇û,d] · (∆d̂iφ+∇φ · ∇d˜i)dxds
:=
8∑
k=1
Ik(i).
(4.32)
From the convergence (4.16), we know that
lim
i→∞
∥∥∥(u˜i,∇d˜i)∥∥∥
L3(P 3
8
(0))
= 0,
P˜i ⇀ 0 in L
3
2 (P 3
8
(0)),
(∇u˜i,∇
2d˜i)⇀ (0, 0) in L
2(P 3
8
(0)).
This, together with (4.17), implies that as i→∞,
4∑
k=1
Ik → 0 and
I5 → −2
ˆ t
0
ˆ
R3
Sα[∆d̂,d] : ∇ûφdxds
I6 → 2
ˆ t
0
ˆ
R3
Tα[∇û,d] ·∆d̂φdxds
I7 → −2
ˆ t
0
ˆ
R3
Sα[∆d̂,d] : ∇ûφdxds
I8 → 2
ˆ t
0
ˆ
R3
Tα[∇û,d] : ∆d̂φdxds,
(4.33)
Therefore
8∑
k=1
Ik(i)→ 4
ˆ t
0
ˆ
R3
Tα[∇û,d] : ∆d̂φ− Sα[∆d̂,d] : ∇ûφdxds = 0,
and (4.26) holds.
Let η ∈ C∞0 (B 3
8
(0)) be such that η ≡ 1 in B 5
16
(0), 0 ≤ η ≤ 1. For any −(
3
8
)2 ≤ t ≤ 0,
define P̂
(1)
i (·, t) : R
3 → R by
P̂
(1)
i (x, t) =
ˆ
R3
∇2xG(x− y)
{
εiη
[
ûi ⊗ ûi +∇d̂i ⊙∇d̂i −
(1
2
|∇d̂i|
2 +
r2i
ε2i
F (di)
)
I3
]
−
r2i
εi
[Sα[f(di),di]] +
[
Sα[∆d̂i,di]− Sα[∆d̂,d]
]}
(y, t)dy, (4.34)
and P̂
(2)
i (·, t) = (P̂i − P̂
(1)
i )(·, t). Then
−∆P̂
(2)
i = div
2 Sα[∆d̂,d] in B 5
16
(0). (4.35)
For P̂
(1)
i , by the Calderon-Zgymund theory we have that∥∥P̂ (1)i ∥∥L 32 (R3) ≤ C[εi(∥∥ûi∥∥2L3(B 3
8
(0))
+
∥∥∇d̂i∥∥2L3(B 3
8
(0))
+
r2i
ε2i
∥∥F (di)∥∥
L
3
2 (B 3
8
(0))
)
+
r2i
εi
∥∥|f(di)||di|∥∥
L
3
2 (B 3
8
(0))
+
∥∥Sα[∆d̂i,di]− Sα[∆d̂,d]∥∥
L
3
2 (B 3
8
(0))
]
≤ C
[
εi
(∥∥ûi∥∥2L3(B 3
8
(0))
+
∥∥∇d̂i∥∥2L3(B 3
8
(0))
+
r2i
ε2i
∥∥F (di)∥∥
L
3
2 (B 3
8
(0))
)
+
r2i
εi
∥∥|f(di)||di|∥∥
L
3
2 (B 3
8
(0))
+
∥∥di∥∥L6(B 3
8
(0))
∥∥∆d̂i −∆d̂∥∥L2(B 3
8
(0))
+
∥∥di − d∥∥L6(B 3
8
(0))
∥∥∆d̂∥∥
L2(B 3
8
(0))
]
(4.36)
Hence we have ∥∥P̂ (1)i ∥∥L 32 (P 1
3
(0))
≤ C(εi + o(1)). (4.37)
From the standard theory on linear elliptic equations, P̂
(2)
i ∈ C
∞(B 5
16
(0)) satisfies that for
any 0 < τ <
9
32
,
τ−2
ˆ
Pτ (0)
|P̂
(2)
i |
3
2dxdt ≤ Cτ
[ ˆ
P 9
32
(0)
|P̂
(2)
i |
3
2dxdt+
∥∥∇3d̂∥∥ 32
L∞(P 9
32 (0)
)
]
≤ Cτ
[ ˆ
P 9
32
(0)
(|P̂i|
3
2 + |P̂
(1)
i |
3
2 )dxdt +
∥∥∇3d̂∥∥ 32
L∞(P 9
32
(0))
]
≤ Cτ(1 + εi + o(1)).
(4.38)
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Combining (4.37) with (4.38) yields (4.25). It follows from (4.23) and (4.25) that there exist
sufficiently small τ0 ∈ (0,
1
4
) and sufficiently large i0, depending on τ0, such that for any
i ≥ i0, it holds that
τ−20
ˆ
Pτ0(0)
(|ûi|
3 + |∇d̂i|
3)dxdt +
(
τ−20
ˆ
Pτ0 (0)
|P̂i|
3
2dxdt
) 3
2
+
( 
Pτ0(0)
|d̂i − (d̂i)τ0,0|
6dxdt
) 1
2 ≤
1
4
.
This contradicts (4.8). The proof of Lemma 4.1 is completed.
Now we will establish the smoothness of the limit equation (4.18) in the following lemma.
Lemma 4.2. Assume that (û, d̂) ∈ (L∞t L
2
x ∩ L
2
tH
1
x)(P 1
2
(0)) ×
(
L∞t H
1
x ∩ L
2
tH
2
x
)
(P 1
2
) and
P̂ ∈ L
3
2 (P 1
2
(0)) is a weak solution of the linear system (4.18), then (û, d̂) ∈ C∞(P 1
4
(0)), and
the following estimate
τ−2
ˆ
Pτ (0)
(
|û|3 + |∇d̂|3 + |P̂ |
3
2
)
dxdt ≤ Cτ 3
ˆ
P 1
2
(0)
(
|û|3 + |∇d̂|3 + |P̂ |
3
2
)
dxdt (4.39)
holds for any τ ∈ (0,
1
8
).
Proof. The smoothness of the limit equation (4.18) doesn’t follow from the standard theory
of linear equations, since the source term of û equations involve terms depending on the third
order derivatives of d̂. It is based on higher order energy methods, for which the cancellation
property, as in the derivation of local energy inequality for suitable weak solution to (1.2),
plays a critical role. This strategy has been adapted by Huang–Lin–Wang in[10, Lemma 3.2]
for the full Ericksen–Leslie system in 2D. However, it is more delicate here due to the low
temporal integrability of pressure. To address this issue, we split the pressure into two parts
P̂ (1) and P̂ (2), where P̂ (1) solves the Poisson equation involving ∆d̂ which belongs to L2, and
P̂ (2), while is only L
3
2 in time, is harmonic in space. In fact, if we take the divergence of the
equation (4.18)1, then we have P̂ satisfies the following Poisson equation:
−∆P̂ = div2 Sα[∆d̂,d] in P 1
2
. (4.40)
Now let ζ ∈ C∞0 (B 1
2
(0)) be a cut-off function of B 3
8
(0), i.e., ζ ≡ 1 on B 3
8
(0), 0 ≤ ζ ≤ 1.
Define P̂ (1)(·, t) : R3 → R,
P̂ (1)(x, t) :=
ˆ
R3
∇2xG(x− y)ζ(y)Sα[∆d̂,d](y, t)dy,
and P̂ (2)(·, t) := (P̂ − P̂ (1))(·, t). For P̂ (1), by Calderon-Zygmund’s singular integral estimate
we have ∥∥∥P̂ (1)(·, t)∥∥∥
L2(R3)
≤ C
∥∥∥∆d̂(·, t)∥∥∥
L2(B 1
2
)
, −
1
4
≤ t ≤ 0.
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Hence we can integrate the inequality above in time to getˆ
P 1
2
|P̂ (1)|2dxdt ≤ C
ˆ
P 1
2
|∆d̂|2dxdt. (4.41)
For P̂ (2), it is easy to see that
−∆P̂ (2) = 0 in B 3
8
. (4.42)
By the standard regularity theory of harmonic function we haveˆ
P 5
16
|∇lP̂ (2)|
3
2dxdt ≤ C
ˆ
P 3
8
|P̂ (2)|
3
2dxdt
≤ C
ˆ
P 3
8
(|P̂ |
3
2 + |P̂ (1)|
3
2 )dxdt
≤ C
ˆ
P 1
2
|P̂ |
3
2dxdt+ C
ˆ
P 1
2
|P̂ (1)|2dxdt+ C
≤ C
ˆ
P 1
2
|P̂ |
3
2dxdt+ C
ˆ
P 1
2
|∆d̂|2dxdt+ C, l = 1, 2.
(4.43)
Taking
∂
∂xi
of the linear equation (4.18) yields
∂tûxi +∇P̂xi −∆ûxi = −∇ · Sα[∆d̂,d]xi,
∇ · ûxi = 0,
∂d̂xi −∆d̂xi = Tα[∇û,d]xi.
(4.44)
For any η ∈ C∞0 (B 5
16
), Multiplying the equation (4.44)1 by ûxiη
2 and the ∇d̂xi equation
from (4.44)3 by ∇d̂xiη
2 and integrating the resulting equations over B 5
16
, we obtain1
d
dt
ˆ
B 5
16
|∇û|2η2dx+ 2
ˆ
B 5
16
|∇2û|2η2dx
= 2
ˆ
B 5
16
[P̂xiûxi · ∇(η
2)−∇ûxi : ûxi ⊗∇(η
2)]dx
+ 2
ˆ
B 5
16
[Sα[∆d̂,d]xi : ûxi ⊗∇(η
2) + Sα[∆d̂,d]xi : ∇ûxiη
2]dx.
(4.45)
d
dt
ˆ
B 5
16
|∇2d̂|2η2dx+ 2
ˆ
B 5
16
|∆∇d̂|2η2dx
= −2
ˆ
B 5
16
∇j∇d̂xi : ∇d̂xi ⊗∇j(η
2)dx
− 2
ˆ
B 5
16
Tα[∇û,d]xi · ∇jd̂xi∇j(η
2) + Tα[∇û,d]xi ·∆d̂xiη
2dx.
(4.46)
1Strictly speaking, we need to take finite quotient Djh of (4.18) (j = 1, 2, 3) and then sending h→ 0.
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Once again, we have the cancellation
ˆ
B 5
16
[Sα[∆d̂,d]xi : ∇ûxiη
2 − Tα[∇û,d]xi ·∆d̂xiη
2]dx
=
ˆ
B 5
16
[Sα[∆d̂xi ,d] : ∇ûxiη
2 − Tα[∇ûxi,d] ·∆d̂xiη
2]dx = 0.
Now we add (4.45) and (4.46) together to get
d
dt
ˆ
B 5
16
(
|∇û|2 + |∇2d̂|2
)
η2dx+
ˆ
B 5
16
(
|∇2û|2 + |∆∇d̂|2
)
η2dx
= 2
ˆ
B 5
16
P̂xiûxi · ∇(η
2)dx
− 2
ˆ
B 5
16
[∇ûxi : ûxi ⊗∇(η
2) +∇j∇d̂xi : ∇d̂xi ⊗∇j(η
2)]dx
+ 2
ˆ
B 5
16
[Sα[∆d̂xi ,d] : ûxi ⊗∇(η
2)− Tα[∇ûxi,d] · ∇jd̂xi∇j(η
2)]dx
:= I1 + I2 + I3.
(4.47)
We have the following estimates:
|I1| ≤ 2
∣∣∣ ˆ
B 5
16
(P̂ (1)ûxixi · ∇(η
2) + P̂ (1)ûxi · ∇(η
2)xi)dx
∣∣∣+ 2∣∣∣ ˆ
B 5
16
û · (P̂ (2)xi ∇(η
2))xidx
∣∣∣
≤
1
32
ˆ
B 5
16
|∇2û|2η2dx+ C
ˆ
B 1
2
(|∇û|2η2 + |∇û|2|∇η|2)dx+ C
ˆ
spt η
|P̂ (1)|2dx
+ C
ˆ
spt η
(|û|3 + |∇P̂ (2)|
3
2 + |∇2P̂ (2)|
3
2 )dx.
|I2| ≤
1
16
ˆ
B 5
16
(
|∇2û|2 + |∆∇d̂|2
)
η2dx+ C
ˆ
B 5
16
(
|∇û|2 + |∇2d̂|2
)
|∇η|2dx,
|I3| ≤
1
16
ˆ
B 5
16
(
|∇2û|2 + |∆∇d̂|2
)
η2dx+ C
ˆ
B 5
16
(
|∇û|2 + |∇2d̂|2
)
|∇η|2dx.
Putting these estimates into (4.47), we obtain
d
dt
ˆ
B 5
16
(|∇û|2 + |∇2d̂|2)η2dx+
ˆ
B 5
16
(
|∇2û|2 + |∇3d̂|2
)
η2dx
≤ C
ˆ
spt η
(|∇û|2 + |∇2d̂|2 + |P̂ (1)|2 + |û|3 + |∇P̂ (2)|
3
2 + |∇2P̂ (2)|
3
2 )dx.
(4.48)
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By Fubini’s theorem, there exists t∗ ∈
[
−(
5
16
)2,−(
9
32
)2
]
such that
ˆ
B 5
16
(
|∇û|2 + |∇2d̂|2
)
η2(t∗)dx ≤ 100
ˆ
P 5
16
(|∇û|2 + |∇2d̂|2)η2dxdt.
Integrating (4.48) for t ∈ [t∗, 0] yields that
sup
−( 9
32
)2≤t≤0
ˆ
B 5
16
(|∇û|2 + |∇2d̂|2)η2(t)dx+
ˆ
−( 9
32
)2≤t≤0
ˆ
B 5
16
(|∇2û|2 + |∇3d̂|2)η2dxdt
≤ C
ˆ 0
− 1
4
ˆ
spt η
(|∇û|2 + |∇2d̂|2 + |P̂ (1)|2 + |û|3 + |∇P̂ (2)|
3
2 + |∇2P̂ (2)|
3
2 )dxdt
+ C
ˆ
P 5
16
(|∇û|2 + |∇2d̂|2)η2dxdt
≤ C
ˆ
P 1
2
(|∇û|2 + |∇2d̂|2 + |û|3 + |P̂ |
3
2 )dxdt + C.
(4.49)
For the pressure P , taking divergence of the equation (4.18)1 yields that for any −
1
4
≤ t ≤ 0,
−∆P̂xi = div
2 Sα[∆d̂,d]xi in B 5
16
. (4.50)
We haveˆ
P 1
4
|∇P̂ |
3
2dxdt ≤ C
ˆ
P 9
32
(|Sα[∆d̂,d]xi|
3
2 + |P̂ |
3
2 )dxdt ≤ C
ˆ
P 9
32
(|∇3d̂|
3
2 + |P̂ |
3
2 )dxdt
≤ C
ˆ
P 9
32
|∇3d̂|2dxdt + C
ˆ
P 9
32
|P̂ |
3
2dxdt+ C.
(4.51)
Now let η be a cut-off function of B 9
32
, i.e., η ≡ 1 in B 3
8
. Then, by combining (4.49) and
(4.51), we obtain
sup
−( 1
4
)2≤t≤0
ˆ
B 1
4
(|∇û|2 + |∇d̂|2)dx+
ˆ
P 1
4
(|∇2û|2 + |∇3d̂|2 + |∇P̂ |
3
2 )dxdt
≤ C
ˆ
P 1
2
(|û|3 + |∇û|2 + |∇2d̂|2 + |P̂ |
3
2 )dxdt+ C.
(4.52)
It turns out that we can extend the energy method above to arbitary order. Here we sketch
the proof. For nonnegative multiple indices β, γ and δ such that γ = β + δ and δ is of order
1, |β| = k, then (∇βû,∇γd̂,∇βP̂ ) satisfies
∂t(∇
βû) +∇(∇βP̂ )−∆(∇βû) = −∇ · Sα[∆(∇
βd̂),d],
div(∇βû) = 0,
∂t(∇
γd̂)−∆(∇γd̂) = Tα[∇(∇
γû),d].
(4.53)
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By differentiating (P̂ (1), P̂ (2)) (k − 1) times we can estimate
ˆ
P 1
2
|∇k−1P̂ (1)|2dxdt ≤ C
ˆ
P 1
2
|∇k+1d̂|2dxdt, (4.54)
andˆ
P 5
16
|∇lP̂ (2)|
3
2dxdt ≤ C
ˆ
P 1
2
|∇k−1P̂ |
3
2dxdt+C
ˆ
P 1
2
|∇k+1d̂|2dxdt+C, l = k, k+1. (4.55)
Multiplying (4.53)1 by (∇
βû)η2 and (4.53)3 by (∇
γd̂)η2 and integrating the resulting equa-
tions over B 1
2
, and by the same calculation and cancellation, we obtain
d
dt
ˆ
B 5
16
(|∇kû|2 + |∇k+1d̂|2)η2dx+
ˆ
B 5
16
(|∇k+1û|2 + |∇k+2d̂|2)η2dx
≤ C
ˆ
B 5
16
(|∇kû|2 + |∇k+1d̂|2 + |∇k−1P̂ (1)|2 + |∇k−1û|3 + |∇kP̂ (2)|
3
2 + |∇k+1P̂ (2)|
3
2 )dx
≤ C
ˆ
P 1
2
(|∇kû|2 + |∇k+1d̂|2 + |∇k−1û|3 + |∇k−1P̂ |
3
2 )dxdt+ C.
(4.56)
For P , since
−∆(∇βP̂ ) = div2 Sα[∆(∇
βû),d] in B 5
16
, (4.57)
we have ˆ
P 1
4
|∇kP̂ |
3
2dxdt ≤ C
ˆ
P 9
32
|∇k+2d̂|
3
2dxdt+ C
ˆ
P 9
32
|∇k−1P̂ |
3
2dxdt
≤ C
ˆ
P 9
32
|∇k+2d̂|2dxdt+ C
ˆ
P 9
32
|∇k−1P̂ |
3
2dxdt + C.
(4.58)
By choosing suitable t∗ as above, we can integrate (4.56) in t to get
sup
−( 9
32
)2≤t≤0
ˆ
B 9
32
(|∇kû|2 + |∇k+1d̂|2)dx+
ˆ
P 9
32
(|∇k+1û|2 + |∇k+2d̂|2)dxdt
≤ C
ˆ
P 1
2
(|∇kû|2 + |∇k+1d̂|2 + |∇k−1û|3 + |∇k−1P̂ |
3
2 )dxdt+ C.
(4.59)
Thus, we get
sup
−( 1
4
)2≤t≤0
ˆ
B 1
4
(|∇kû|2 + |∇k+1d̂|2)dx+
ˆ
P 1
4
(|∇k+1û|2 + |∇k+2d̂|2 + |∇kP̂ |
3
2 )dxdt
≤ C
ˆ
P 1
2
(|∇k−1û|3 + |∇kû|2 + |∇k+1d̂|2 + |∇k−1P̂ |
3
2 )dxdt+ C.
(4.60)
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From Sobolev’s interpolation inequality, we have
ˆ
P 1
2
|∇k−1û|3dxdt ≤ C
∥∥∇k−1û∥∥6
L∞t L
2
x(P 1
2
)
+ C
ˆ
P 1
2
(|∇k−1û|2 + |∇kû|2)dxdt.
Substituting this inequality in (4.60) and by suitable adjusting of the radius, we can show
that
sup
−( 1
4
)2≤t≤0
ˆ
B 1
4
×{t}
(|∇kû|2 + |∇k+1d̂|2)dx+
ˆ
P 1
4
(|∇k+1û|2 + |∇k+2d̂|2 + |∇kP̂ |
3
2 )dxdt
≤ C
(∥∥(û,∇d̂)∥∥
L∞t L
2
x∩L
2
tH
2
x(P 1
2
)
,
∥∥P̂∥∥
L
3
2 (P 1
2
)
)
.
(4.61)
With (4.61), we can apply the regularity for both the linear Stokes equations and the linear
heat equation (c.f. [15, 20]) to conclude that (û, d̂) ∈ C∞(P 1
4
). Furthermore, applying
the elliptic estimate for the pressure equation (4.40), we see that P̂ ∈ C∞(P 1
4
). Therefore
(û, d̂, P̂ ) ∈ C∞(P 1
4
) and the estimate (4.39) holds. The proof is completed.
The oscillation Lemma admits the following iterations.
Lemma 4.3. Let (u,d, P ),M, ε0(M), τ0(M), C0(M), z0 be as in Lemma 4.1. Then there
exist r0 = r0(M), ε1 = ε1(M) > 0 such that for 0 < r ≤ r0, if
|dz0,r| ≤
M
2
, Φ(z0, r) ≤ ε
3
1,
then for any k = 1, 2, . . . , we have
|dz0,τk−10 r
| ≤ M,
Φ(z0, τ
k−1
0 r) ≤ ε
3
1,
Φ(z0, τ
k
0 r) ≤
1
2
max
{
Φ(z0, τ
k−1
0 r), C0(τ
k−1
0 r)
3
}
.
(4.62)
Proof. We prove it by an induction on k. By translational invariance we may assume that
z0 = 0, and we denote dr to be d0,r for simplicity.
For k = 1, the conclusion follows from Lemma 4.1, if we choose ε1 such that ε1 < ε0.
Suppose the conclusion is true for all k ≤ k0, k0 ≥ 1, we show it remains true for k = k0+1.
By the inductive hypothesis
|dτk−10 r
| ≤M,
Φ(0, τk−10 r) ≤ ε
3
1,
Φ(0, τk0 r) ≤
1
2
max
{
Φ(0, τk−10 r), C0(τ
k−1
0 r)
3
}
≤
1
2
max
{
ε31, C0(τ
k−1
0 r)
3
}
for all k ≤ k0. Thus,
Φ(0, τk0 r) ≤
1
2
max
{
Φ(0, τk−10 r), C0(τ
k−1
0 r)
3
}
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≤
1
2
max
{
1
2
max
{
Φ(0, τk−20 r), C0(τ
k−2
0 r)
3
}
, C0(τ
k−1
0 r)
3
}
≤ · · · ≤ 2−kmax
{
Φ(0, r),
C0r
3
1− 2τ 30
}
≤ 2−kmax
{
ε31,
C0r
3
0
1− 2τ 30
}
, ∀k ≤ k0.
Then
|d
τ
k0
0 r
| ≤ |dr|+
k0∑
k=1
∣∣∣dτk0 − dτk−10 r∣∣∣
≤
M
2
+
k0∑
k=1
(  
P
τk
0
r
(0)
|d− dτk−10 r
|6
) 1
6
≤
M
2
+
k0∑
k=1
Φ(0, τk−10 r)
1
3
≤
M
2
+
k0∑
k=1
2−
1
3
(k−1)max
{
ε1,
( C0r30
1− 2τ 30
) 1
3
}
≤
M
2
+
1
1− 2−
1
3
max
{
ε1,
( C0r30
1− 2τ 30
) 1
3
}
.
If we choose sufficiently small r0 = r0(M), ε1 = ε1(M), we see
|d
τ
k0
0 r
| ≤M,
Φ(0, τk00 r) ≤ ε
3
1 ≤ ε
3
0.
It follows directly from Lemma 4.1 with r replaced by τk0 r that
Φ(0, τk+10 r) ≤
1
2
max
{
Φ(0, τk0 r), C0(τ
k
0 r)
3
}
.
This completes the proof.
The local boundedness of the solutions can be obtained by utilizing the Riesz potential
estimates between Morrey spaces as in the following lemma.
Lemma 4.4. For anyM > 0, there exists ε2 > 0, depending on M , such that if (u,d, P ) is a
suitable weak solution of (1.2) in R3×(0,∞), which satisfies, for z0 = (x0, t0) ∈ R
3×(r20,∞)
|dz0,r0 | ≤
M
4
, and Φ(z0, r0) ≤ ε
3
2, (4.63)
then for any 1 < p <∞, (u,∇d) ∈ Lp(P r0
4
(z0)), d ∈ C
θ(P r0
2
(z0)) and
|d| ≤M in P r0
2
(z0), [d]Cθ(P r0
2
(z0)) ≤ C(θ,M)(ε1 + r0). (4.64)
‖(u,∇d)‖Lp(P r0
4
(z0))
≤ C(p,M)(ε1 + r0), (4.65)
where ε1 is the constant in Lemma 4.3.
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Proof. Let ε2 = min
{(M
4
)
, 2−
11
6 ε1(M)
}
. For any z ∈ P r0
2
(z0),
|dz, r0
2
| ≤
∣∣dz, r0
2
− dz0,r0
∣∣ + |dz0,r0|
≤
 
P r0
2
(z)
|d− dz0,r0|+
M
4
≤ ε2 +
M
4
≤
M
2
.
Meanwhile, ( 
P r0
2
(z)
|d− dz, r0
2
|6dxdt
) 1
2
≤
(
25
 
P r0
2
(z)
|d− dz0,r0|
6dxdt+ 25|dz0,r0 − dz, r0
2
|6
) 1
2
≤
(
210
 
Pr0(z0)
|d− dz0,r0|
6dxdt+ 25
 
P r0
2 (z)
|d− dz0,r0 |
6dxdt
) 1
2
≤ 2
11
2
( 
Pr0 (z0)
|d− dz0,r0|
6dxdt
) 1
2 ,
Hence we get that
Φ(z,
r0
2
) ≤ 2
11
2 Φ(z0, r0) ≤ 2
11
2 ε32 ≤ ε
3
1.
Then we deduce from Lemma 4.3 that for any k = 1, 2, . . . ,
|dz,τk−10
r0
2
| ≤M,
Φ(z, τk0
r0
2
) ≤
1
2
max
{
Φ(z, τk−10
r0
2
), C0(τ
k−1
0 r)
3
}
.
(4.66)
By Lebesgue’s differentiation theorem, we have |d| ≤ M a.e. in P r0
2
(z0). Furthermore, we
have
Φ(z,
τk0 r0
2
) ≤ 2−kmax
{
Φ(z,
r0
2
),
C0r
3
0
1− 2τ 30
}
.
Therefore for θ0 =
ln 2
3| ln τ0|
∈ (0,
1
3
), it holds for any 0 < s <
r0
2
and z ∈ P r0
2
(z0),
Φ(z, s) ≤ C(r30 + ε
3
1)
( s
r0
)3θ0
. (4.67)
By the Campanato theory, d ∈ Cθ(P r0
4
(z0)) and (4.65) holds. Now for φ ∈ C
∞
0 (P r0
2
)(z0),
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from (2.3), (2.4) we can derive the following local energy inequality:
1
2
ˆ
R3
(|u|2 + |∇d|2)φ(x, t)dx+
ˆ t
0
ˆ
R3
(|∇u|2 + |∆d|2)φ(x, s)dxds
≤
ˆ t
0
ˆ
R3
1
2
(|u|2 + |∇d|2)(∂tφ+∆φ)(x, s)dxds
+
ˆ t
0
ˆ
R3
[
1
2
(|u|2 + 2P )u · ∇φ+∇d⊙∇d : u⊗∇φ](x, s)dxds
+
ˆ t
0
ˆ 3
R
(∇d⊙∇d− |∇d|2I3) : ∇
2φ(x, s)dxds
+
ˆ t
0
ˆ
R3
[Sα[∆d,d] : u⊗∇φ+ Tα[∇u,d] · (∇φ · ∇d)](x, s)dxds
+
ˆ t
0
ˆ
R3
∇ · Sα[f(d),d] · uφ(x, s)dxds
+
ˆ t
0
ˆ
R3
(u · ∇d) · f(d)φ(x, s)dxds−
ˆ t
0
ˆ
R3
∇f(d) : ∇dφ(x, s)dxds.
(4.68)
Let φ ∈ C∞0 (P2s(z)) be a cut-off function of Ps(z). Replacing φ by φ
2 in (4.68), we can show
that for 0 < s <
r0
2
,
s−1
ˆ
Ps(z)
(|∇u|2 + |∆d|2)dxdt
≤ C[(2s)−3
ˆ
P2s(z)
(|u|2 + |∇d|2)dxdt+ (2s)−2
ˆ
P2s(z)
(|u|3 + |∇d|3 + |P |
3
2 )dxdt]
≤ C(r30 + ε
3
1)
( s
r0
)2θ0
.
(4.69)
Now we are ready to perform the Riesz potential estimate. For any open set U ⊂
R
3 × R, 1 ≤ p <∞, define the Morrey space Mp,λ(U) by
Mp,λ(U) :=
{
f ∈ Lploc(U) : ‖f‖
p
Mp,λ(U)
= sup
z∈U,r>0
rλ−5
ˆ
Pr(z)
|f |pdxdt <∞
}
.
It follows from (4.67) and (4.69) that there exists α ∈ (0, 1) such that
(u,∇d) ∈ M3,3(1−α)
(
P r0
2
(z0)
)
, P ∈M
3
2
,3(1−α)
(
P r0
2
(z0)
)
, (∇u,∇2d̂) ∈M2,4−2α
(
P r0
2
(z0)
)
.
Write d equation in (1.2) as
∂td−∆d = −u · ∇d+ Tα[∇u,d]− f(d) ∈M
3
2
,3(1−α)
(
P r0
2
(z0)
)
. (4.70)
Let η ∈ C∞0 (R
4) be such that 0 ≤ η ≤ 1, η = 1 in P r0
2
(z0), |∂tη| + |∇
2η| ≤ Cr20. Set
w = η2(d− dz0, r02 ). Then
∂tw −∆w = F, F := η
2(∂td−∆d) + (∂tη
2 −∆η2)(d− dz0, r02 )− 2∇η
2 · ∇d. (4.71)
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We can check that F ∈M
3
2
,3(1−α)(R4) and satisfies
‖F‖
M
3
2 ,3(1−α)(R4)
≤ C(r0 + ε1). (4.72)
Let Γ denote the heat kernel in R3. Then
|∇Γ(x, t)| ≤ Cδ−4((x, t), (0, 0)), ∀(x, t) 6= (0, 0),
where δ(·, ·) denotes the parabolic distance on R4. By the Duhamel formula, we have that
|w(x, t)| ≤
ˆ t
0
ˆ
R3
|∇Γ(x− y, t− s)||F (y, s)|dyds ≤ CI1(|F |)(x, t), (4.73)
where Iβ is the parabolic Riesz potential of order β on R
4, 0 ≤ β ≤ 5, defined by
Iβ(g)(x, t) =
ˆ
R4
|g(y, s)|
δ5−β((x, t), (y, s))
dyds, ∀g ∈ L2(R4).
Applying the Riesz potential estimates [11], we conclude that ∇w ∈M
3(1−α)
1−2α
,3(1−α)(R4) and
‖∇w‖
M
3(1−α)
1−2α ,3(1−α)(R4)
≤ C ‖F‖
M
3
2 ,3(1−α)(R4)
≤ C(r0 + ε1). (4.74)
Since lim
α↑ 1
2
3(1− α)
1− 2α
=∞, we conclude that for any 1 < p <∞, ∇w ∈ Lp(Pr0(z0)) and
‖∇w‖Lp(P r0
2
(z0))
≤ C(p)(r0 + ε1).
Since d−w solves
∂t(d−w)−∆(d−w) = 0 in P r0
4
(z0),
it follows from the theory of heat equations that ∇(d − w) ∈ L∞(P r0
4
(z0)). Therefore for
any 1 < p <∞, d ∈ Lp(P r0
4
(z0), and
‖∇d‖Lp(P r0
4
(z0))
≤ C(p)(r0 + ε1).
We now proceed with the estimation of u. Let v : R3 × (0,∞) 7→ R3 solve the Stokes
equation:
∂tv −∆v +∇P = − div[η
2(u⊗ u+∇d⊙∇d−
1
2
|∇d|2I3)]
+ div{η2(F (d)− F (d)z0, r02
)I3}
− div{η2(Sα[∆d− f(d),d] + Sα[f(d),d]z0, r02 )},
∇ · v = 0,
v(·, 0) = 0.
(4.75)
By using the Oseen kernel, an estimate of v can be given by
|v(x, t)| ≤ CI1(|X|)(x, t), ∀(x, t) ∈ R
3 × (0,∞), (4.76)
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where
X = η2
[
u⊗ u+
(
∇d⊙∇d−
1
2
|∇d|2I3
)
− (F (d)− F (d)z0, r02 )I3
+Sα[∆d− f(d),d] + Sα[f(d),d]z0, r02
]
.
As above, we can check that X ∈M
3
2
,3(1−α)(R4) and
‖X‖
M
3
2 ,3(1−α)(R4)
≤ C(r0 + ε1).
Hence we conclude that v ∈M
3(1−α)
1−2α
,3(1−α)(R4), and
‖v‖
M
3(1−α)
1−2α ,3(1−α)(R4)
≤ C ‖X‖
M
3
2 ,3(1−α)(R4)
≤ C(r0 + ε1). (4.77)
As α ↑
1
2
,
3(1− α)
1− 2α
→∞, we conclude that for any 1 < p <∞, v ∈ Lp(P r0
2
(z0)). Since
∂t(u− v)−∆(u− v) +∇P = 0, div(u− v) = 0 in P r0
2
(z0),
we have that u− v ∈ L∞(P r0
4
(z0)). Therefore for any 1 < p <∞, u ∈ L
p(P r0
4
(z0)) and
‖u‖Lp(P r0
4
(z0))
≤ C(p)(r0 + ε1).
For the rest of this section, we will establish the higher order regularity of (1.2). Again we
prove it via a high order energy method which has been employed by Huang–Lin–Wang [10]
for general Ericksen–Leslie systems in dimension two, and Du–Hu–Wang [5] for co-rotational
Beris–Edwards model in dimension three.
Lemma 4.5. Under the same assumption as Lemma 4.4, we have that for any k ≥ 0,
(∇ku,∇k+1d) ∈ (L∞t L
2
x ∩ L
2
tH
1
x)
(
P 1+2−(k+1)
2
r0
(z0)
)
and the following estimates hold
sup
t0−
(
1+2−(k+1)
2
r0
)2
≤t≤t0
ˆ
B
1+2−(k+1)
2 r0
(x0)
(|∇ku|2 + |∇k+1d|2)dx
+
ˆ
P
1+2−(k+1)
2 r0
(z0)
(
|∇k+1u|2 + |∇k+2d|2 + |∇kP |
3
2
)
dxdt
≤ C(k, r0)ε1.
(4.78)
In particular, (û, d̂) is smooth in P r0
4
(z0).
Proof. For simplicity, assume z0 = (0, 0) and r0 = 2. (4.78) can be proved by an induction
on k. It is clear that when k = 0, (4.78) follows directly from the local energy inequality
(4.68). Here we indicate to how to proof (4.78) for k ≥ 1. Suppose that (4.78) holds for
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k ≤ l − 1, we want to show that (4.78) also holds for k = l. From the induction hypothesis,
we have that for 0 ≤ k ≤ l − 1,
sup
−(1+2−(k+1))
2
≤t≤0
ˆ
B
1+2−(k+1)
(|∇ku|2 + |∇k+1d|2)dx
+
ˆ
P
1+2−(k+1)
(
|∇k+1u|+ |∇k+2d|2 + |∇kP |
3
2
)
dxdt ≤ C(l)ε1.
(4.79)
Hence by the Sobolev embedding we have
ˆ
P
1+2−l
(|∇l−1u|
10
3 + |∇ld|
10
3 )dxdt ≤ C(l)ε1, (4.80)
and for 0 ≤ k ≤ l − 2, by the Sobolev-interpolation inequality as in (3.11) we have
ˆ
P
1+2−(k+1)
(|∇ku|10 + |∇k+1d|10)dxdt ≤ C(l)ε1. (4.81)
Also, for 1 ≤ j ≤ l − 1, we have
ˆ 0
−(1+2−j )2
∥∥(∇ju,∇j+1d)∥∥4
L3(B
1+2−j
)
dt
≤
ˆ 0
−(1+2−j)2
∥∥(∇ju,∇j+1d)∥∥2
L2(B
1+2−j
)
∥∥(∇ju,∇j+1d)∥∥2
L6(B
1+2−j
)
dt
≤
∥∥(∇ju,∇j+1d)∥∥2
L∞t L
2
x(P1+2−j )
∥∥(∇ju,∇j+1d)∥∥2
L2tH
1
x(P1+2−j )
≤ C(l)ε1
(4.82)
By Lemma 4.4 we also have that any i ∈ N+ and 1 < p <∞,
‖d‖L∞(P2) ≤M, [d
]
Cθ(P2)
+ [Di
d
f(d)]Cθ(P2) ≤ C(i,M)ε0,∥∥(u,∇d)∥∥
Lp(P2)
≤ C(p)ε1.
(4.83)
Notice that ∇l−1P satisfies
−∆∇l−1P = div2
[
∇l−1
(
u⊗ u+∇d⊙∇d−
1
2
|∇d|2I3
− (F (d)I3 −
 
P2
F (d)I3) + Sα[∆d− f(d),d] +
 
P2
Sα[f(d),d]
)]
,
(4.84)
Now let ζ ∈ C∞0 (B1+2−l) be a cut-off function of B1+2−(l+1)+3−(l+1), and P
(1)(·, t) : R3 → R,
−(1 + 2−1)2 ≤ t ≤ 0,
P (1)(x, t) :=
ˆ
R3
∇2xG(x− y)ζ(y)
[
u⊗ u+∇d⊙∇d−
1
2
|∇d|2I3
− (F (d)I3 −
 
P2
F (d)I3) + Sα[∆d− f(d),d] +
 
P2
Sα[f(d),d]
]
(y)dy,
(4.85)
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and P (2)(·, t) := (P − P (1))(·, t). For P (1), we have that
∇l−1P (1)(x) =
ˆ
R3
∇2xG(x− y)∇
l−1
[
η
(
u⊗ u+∇d⊙∇d−
1
2
|∇d|2I3
− (F (d)I3 −
 
P2
F (d)I3) + Sα[∆d− f(d),d] +
 
P2
Sα[f(d),d])
)]
(y)dy.
By Calderon-Zygmund’s singular integral estimate, with bounds (4.79)-(4.83) we can show
that ˆ
P
1+2−l
|∇l−1P (1)|2dxdt ≤ C(l)ε1. (4.86)
We see that P (2) satisfies
−∆P (2) = 0 in B1+2−(l+1)+3−(l+1) . (4.87)
Then we derive from the regularity of harmonic function that for 1 ≤ j ≤ 2l,
ˆ
P
1+2−(l+1)+5−(l+1)
|∇jP (2)|
3
2dxdt ≤ C
ˆ
P
1+2−(l+1)+4−(l+1)
|∇l−1P (2)|
3
2dxdt
≤ C
ˆ
P
1+2−l
|∇l−1P |
3
2dxdt+ C
ˆ
P
1+2−l
|P (1)|
3
2dxdt
≤ C(l)ε1.
Now take l−th order spatial derivative of the equation (1.2)1, we have
2
∂t(∇
lu) +∇l∇ · (u⊗ u) +∇l∇P −∇l∆u
= −∇l∇ ·
[
∇d⊙∇d−
1
2
|∇d|I3 − F (d)I3 + Sα[∆d− f(d),d]
]
.
(4.88)
Let η ∈ C∞0 (B1+2−l). Multiplying (4.88) by ∇
luη2 and integrating over B2, we obtain
3
d
dt
ˆ
B2
1
2
|∇lu|2η2dx+
ˆ
B2
|∇l+1u|2η2dx
=
ˆ
B2
[∇l(u⊗ u) : ∇∇luη2 +∇l(u⊗ u) : ∇lu⊗∇(η2)]dx
+
ˆ
B2
∇lP · ∇lu · ∇(η2)dx−
ˆ
B2
∇∇lu : ∇lu⊗∇(η2)dx
+
ˆ
B2
∇l
[
∇d⊙∇d−
1
2
|∇d|2 − F (d)I3 − Sα[f(d),d]
]
: ∇(∇luη2)dx
+
ˆ
B2
∇lSα[∆d,d] : (∇∇
luη2 +∇lu⊗∇(η2))dx
:= I1 + I2 + I3 + I4 + I5.
(4.89)
2Strictly speaking, we need to take finite difference quotient Dih∇
l−1 of (1.2)1 and then sending h→ 0.
3Strictly speaking, we need to multiply the equation by Dih∇
l−1
uη2.
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Now we have the following estimate:
|I1| .
ˆ
B2
[
|u||∇lu|+
l−1∑
j=1
|∇ju||∇l−ju|
]
(|∇l+1u|η2 + |∇lu|η|∇η|)dx
≤
1
32
ˆ
B2
|∇l+1u|2η2dx+ C
ˆ
B2
|u|2|∇lu|2η2dx
+ C
ˆ
B2
l−1∑
j=1
|∇ju|2|∇l−ju|2η2dx+ C
ˆ
spt η
|∇lu|2dx,
|I2| .
ˆ
B2
[|∇l−1P (1)|(|∇l+1u|η|∇η|+ |∇lu||∇2(η2)|) + |u||∇l(∇lP (2)∇η2)|)]dx
≤
1
32
ˆ
B2
|∇l+1u|2η2dx+ C
ˆ
spt η
(|∇l−1P (1)|2 + |∇lu|2)dx
+ C
ˆ
spt η
(|u|3 + |P (2)|
3
2 )dx
|I3| .
ˆ
B2
|∇l+1u|η|∇lu||∇η|dx ≤
1
32
ˆ
B2
|∇l+1u|2η2dx+ C
ˆ
spt η
|∇lu|2dx,
|I4| ≤
ˆ
B2
(
|∇l+1d||∇d|+
l−1∑
j=1
|∇j+1d||∇l+1−jd|+ |∇lF (d)|+ |∇l(Sα[f(d),d])|
)
× (|∇l+1u|η2 + |∇lu||∇(η2)|)dx
≤
1
32
ˆ
B2
|∇l+1u|2η2dx+ C
ˆ
B2
(|∇l+1d|2|∇d|2η2 +
l−1∑
j=1
|∇j+1d|2|∇l+1−jd|2η2)dx
+ C
ˆ
B2
(|∇lF (d)|2η2 + |∇lSα[f(d),d]|
2η2)dx+ C
ˆ
spt η
|∇lu|2dx.
For I5, set A
l
α := Sα[∇
l∆d,d], and Blα := ∇
lSα[∆d,d]−A
l
α, then we have
I5 =
ˆ
B2
[Alα : ∇∇
luη2 +Blα : ∇∇
luη2 + Alα : ∇
lu⊗∇(η2) +Blα : ∇
lu⊗∇(η2)]dx
=: I51 + I52 + I53 + I54.
Then we get
|I52| ≤
1
32
ˆ
B2
|∇l+1u|2η2dx+ C
ˆ
B2
|∇d|2|∇l+1d|2η2dx
+ C
ˆ
B2
l−1∑
j=1
|∇j+1d|2|∇l+1−jd|2η2dx,
|I53| ≤
1
32
ˆ
B2
|∇l+2d|2η2dx+ C
ˆ
spt η
|∇lu|2dx,
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|I54| .
ˆ
spt η
|∇lu|2dx+
ˆ
B2
|∇d|2|∇l+1d|2η2dx+
ˆ
B2
l−1∑
j=1
|∇j+1d|2|∇l+1−jd|2η2dx.
Now we take (l + 1)-th order spartial derivative of the equation (1.2)3, we have
∂t(∇∇
ld) +∇∇l(u · ∇d)−∇∇lTα[∇u,d] = ∆∇∇
ld−∇∇lf(d). (4.90)
Multiplying (4.90) by ∇∇ldη2 and integrating over B2, we obtain
4
d
dt
ˆ
B2
1
2
|∇l+1d|2η2dx+
ˆ
B2
|∇l+2d|2η2dx
=
ˆ
B2
∇l(u · ∇d) · ∇ · (∇∇ldη2)dx
−
ˆ
B2
[∇lTα[∇u,d] ·∆∇
ldη2 +∇lTα[∇u,d] · (∇(η
2) · ∇∇ld)]dx
−
ˆ
B2
∇∇lf(d) : ∇∇ldη2dx =: K1 +K2 +K3.
(4.91)
Then we have the following estimates:
|K1| .
ˆ
B2
[
|∇d||∇lu|+ |u||∇l+1d|+
l−1∑
j=1
|∇ju||∇l−j+1d|
](
|∇l+2d|η2 + |∇l+1d|η|∇η|
)
dx
≤
1
32
ˆ
B2
|∇l+2d|2η2dx+ C
ˆ
B2
|∇d|2|∇lu|2η2dx+ C
ˆ
B2
|u|2|∇l+1d|2η2dx
+ C
ˆ
B2
l−1∑
j=1
|∇ju|2|∇l−j+1d|2η2dx+ C
ˆ
spt η
|∇l+1d|2dx,
|K3| .
ˆ
B2
|∇l+1d|2η2dx+
ˆ
B2
|∇l+1f(d)|2η2dx.
For K2, we set C
l
α =: Tα[∇∇
lu,d], Dlα := ∇
lTα[∇u,d]− C
l
α, then we have
K2 = −
ˆ
B2
[C lα ·∆∇
ldη2 +Dlα ·∆∇
ldη2 + C lα · (∇(η
2) · ∇∇ld) +Dlα · (∇(η
2) · ∇∇ld)]dx
=: K21 +K22 +K23 +K24.
Now we estimate
|K22| ≤
1
32
ˆ
B2
|∇l+2d|2η2dx+ C
ˆ
B2
|∇d|2|∇lu|2η2dx+ C
ˆ
B2
l−1∑
j=1
|∇ju|2|∇l+1−jd|2η2dx,
|K23| ≤
1
32
ˆ
B2
|∇l+1u|2η2dx+ C
ˆ
spt η
|∇l+1d|2dx,
4Strictly speaking, we need to multiply the equation by Dih∇
l
dη2.
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|K24| .
ˆ
spt η
|∇l+1d|2dx+
ˆ
B2
|∇d|2|∇lu|2η2dx+
ˆ
B2
l−1∑
j=1
|∇ju|2|∇l+1−jd|2η2dx.
Combine all estimate above, and with the cancellation I51 = K21, we arrive at
d
dt
ˆ
B2
(
|∇lu|2 + |∇l+1d|2
)
η2dx+
ˆ
B2
(
|∇l+1u|2 + |∇l+2d|2
)
η2dx
≤ C
ˆ
B2
(|u|2|∇lu|2η2 +
l−1∑
j=1
|∇ju|2|∇l−ju|2η2)dx+ C
ˆ
spt η
(|∇lu|2 + |∇l+1d|2)dx
+ C
ˆ
spt η
(|∇lu|2 + |∇l+1d|2 + |∇l−1P (1)|2 + |u|3 + |P (2)|
3
2 )dx
+ C
ˆ
B2
(|∇d|2|∇l+1d|2η2 +
l−1∑
j=1
|∇j+1d|2|∇l+1−jd|2η2)dx
+ C
ˆ
B2
(|∇lF (d)|2η2 + |∇lSα[f(d),d]|
2η2 + |∇l+1f(d)|2η2)dx
+ C
ˆ
B2
(|∇d|2|∇lu|2η2 + |u|2|∇l+1d|2η2 +
l−1∑
j=1
|∇jd|2|∇l+1−jd|2η2)dx
+ C
ˆ
B2
l−1∑
j=1
|∇ju|2|∇l+1−jd|2η2dx.
(4.92)
By Sobolev-interpolation inequality, we have
ˆ
B2
|u|2|∇lu|2η2dx
≤
∥∥∇luη∥∥
L6(B2)
∥∥∇luη∥∥
L2(B2)
‖u‖2L6(spt η)
≤ C
∥∥∇(∇luη)∥∥
L2(B2)
∥∥∇luη∥∥
L2(B2)
‖u‖2L6(spt η)
≤
1
32
ˆ
B2
|∇l+1u|2η2dx+ C
ˆ
spt η
|∇lu|2dx+ C ‖u‖4L6(spt η)
ˆ
B2
|∇lu|2η2dx,
ˆ
B2
|u|2|∇l+1d|2η2dx
≤
1
32
ˆ
B2
|∇l+2d|2η2dx+ C
ˆ
spt η
|∇l+1d|2dx+ C ‖u‖4L6(spt η)
ˆ
B2
|∇l+1d|2η2dx,
ˆ
B2
|∇d|2|∇lu|2η2dx
≤
1
32
ˆ
B2
|∇l+1u|η2dx+ C
ˆ
spt η
|∇lu|2dx+ C ‖∇d‖4L6(spt η)
ˆ
B2
|∇lu|2η2dx,
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ˆ
B2
|∇d|2|∇l+1d|2η2dx
≤
1
32
ˆ
B2
|∇l+2d|2η2dx+ C
ˆ
spt η
|∇l+1d|2dx+ C ‖∇d‖4L6(spt η)
ˆ
B2
|∇l+1d|2η2dx.
For lower order terms, we have that for 1 ≤ j ≤ l − 1,
ˆ
B2
|∇l−1u|2|∇ju|2η2dx ≤
∥∥∇l−1uη∥∥2
L6(B2)
∥∥∇ju∥∥2
L3(spt η)
≤ C
∥∥∇(∇l−1uη)∥∥2
L2(B2)
∥∥∇ju∥∥2
L3(spt η)
≤ C
∥∥∇ju∥∥2
L3(spt η)
ˆ
B2
|∇lu|2η2dx
+ C
∥∥∇l−1u∥∥2
L3(spt η)
∥∥∇ju∥∥2
L3(spt η)
,ˆ
B2
|∇ld|2|∇ju|2η2dx ≤ C
∥∥∇ju∥∥2
L3(spt η)
ˆ
B2
|∇l+1d|2η2dx
+ C
∥∥∇ld∥∥2
L3(spt η)
∥∥∇ju∥∥2
L3(spt η)
,ˆ
B2
|∇l−1u||∇j+1d|2η2dx ≤ C
∥∥∇j+1d∥∥2
L3(spt η)
ˆ
B2
|∇lu|η2
+ C
∥∥∇l−1u∥∥2
L3(spt η)
∥∥∇j+1d∥∥2
L3(spt η)
,ˆ
B2
|∇ld|2|∇j+1d|2η2dx ≤ C
∥∥∇j+1d∥∥2
L3(spt η)
ˆ
B2
|∇l+1d|2η2dx
+ C
∥∥∇ld∥∥2
L3(spt η)
∥∥∇j+1d∥∥2
L3(spt η)
,
and for 1 ≤ j, k ≤ l − 2 that
ˆ
B2
|∇ju|2|∇k+1d|2η2dx ≤ C
ˆ
spt η
|∇ju|4dx+ C
ˆ
spt η
|∇k+1d|4dx.
Since |d| ≤ M in P2, by the calculus inequality for H
s (c.f. [13, Appendix]), we have for
−4 ≤ t ≤ 0, ∥∥∇lF (d)∥∥
L2(spt η)
.
∥∥∇ld∥∥
L2(spt η)
,∥∥∇lSα[f(d),d]∥∥L2(spt η) . ∥∥∇ld∥∥L2(spt η) ,∥∥∇l+1f(d)∥∥
L2(spt η)
.
∥∥∇l+1d∥∥
L2(spt η)
.
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Put all these estimates together, we arrive at
d
dt
ˆ
B2
(
|∇lu|2 + |∇l+1d|2
)
η2dx+
ˆ
B2
(
|∇l+1u|2 + |∇l+2d|2
)
η2dx
≤ C
ˆ
spt η
[|∇lu|2 + |∇l+1d|2 + |∇ld|2 +
l−2∑
j=1
(|∇ju|4 + |∇j+1d|4]dx)
+ C
ˆ
spt η
(|u|3 + |∇l−1P (1)|2 + |P (2)|
3
2 )dx
+ C
(∥∥∇l−1u∥∥4
L3(spt η)
+
∥∥∇ld∥∥4
L3(spt η)
+
l−1∑
j=1
( ∥∥∇ju∥∥4
L3(spt η)
+
∥∥∇j+1d∥∥4
L3(spt η)
))
+ C
(
‖(u,∇d)‖4L6(B2) +
l−1∑
j=1
‖(∇ju,∇j+1d)‖2L3(B2)
)ˆ
B2
(|∇lu|2 + |∇l+1d|2)η2dx.
(4.93)
Now let η ∈ C∞0 (B1+2−(l+1)+5−(l+1)) be a cut-off function of B1+2−(l+1)+10−(l+1). We can apply
the Gronwall’s inequality to (4.93), together with (4.79)-(4.83) to get
sup
−
(
1+2−(l+1)+10
−(l+1)
)2
≤t≤0
ˆ
B
1+2−(l+1)+10−(l+1)
(|∇lu|2 + |∇l+1d|2)dx
+
ˆ
P
1+2−(l+1)+10−(l+1)
(
|∇l+1u|2 + |∇l+2d|2
)
dxdt
≤ C(l)ε1.
(4.94)
Recall that ∇lP satisfies
−∆∇lP = div2
[
∇l
(
u⊗ u+∇d⊙∇d−
1
2
|∇d|2I3
− (F (d)I3 −
 
P2
F (d)I3) + Sα[∆d− f(d),d] +
 
P2
Sα[f(d),d]
)]
.
(4.95)
Then by the Caldero´n-Zygmund theory and (4.79)-(4.83), (4.94) we can showˆ
P
1+2−(l+1)
|∇lP |
3
2dxdt ≤ C(l)ε1. (4.96)
This yields that the conclusion holds for k = l. Thus the proof is complete.
5 Partial regularity
As a consequence of Lemma 4.5, we get the following regularity criteria for (1.2):
Corollary 5.1. For a suitable weak solution (u,d, P ) to (1.2), if z ∈ R3 × (0,∞) satisfies sup0<r<δ |dz,r| <∞,lim inf
r→0+
Φ(z, r) = 0,
(5.1)
Then there exists δ1 > 0 such that (u,d) ∈ C
∞(Pδ1(z)).
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The following Lemma is well-known, see [9].
Lemma 5.2. Let d be a function in L6(R3 × (0,∞)), and let z = (x, t) ∈ R3 × (0,∞) such
that  
Pr(z)
|d− dz,r|
6dxdt ≤ Crδ (5.2)
for some δ > 0 and some C depending on d and z. Then lim
r→0
dz,r exists, and is finite.
Next we will control the oscillation of d. For 0 < T ≤ ∞, denote QT = R
3×(0, T ). Recall
the fractional parabolic Sobolev space W
1, 1
2
p (QT ), 1 ≤ p <∞, contains all f ’s satisfying
‖f‖
W
1, 12
p (QT )
= ‖f‖Lp(QT ) + ‖f‖W˙ 1,
1
2
p (QT )
<∞,
where
‖f‖
W˙
1,12
p (QT )
:=
(ˆ
QT
|∇f |pdtdx+
ˆ
R3
ˆ T
0
ˆ T
0
|f(x, t)− f(x, s)|p
|t− s|1+
p
2
dtdsdx
) 1
p .
From the global energy estimate (1.6) and the Sobolev embedding theorem, we have
(u,∇d) ∈ (L∞t L
2
x ∩ L
2
tH
1
x ∩ L
10
3
t L
10
3
x )(QT ), d ∈ L
10
t L
10
x (QT ). (5.3)
It follows that
∂td = ∆d− f(d)− u · ∇d+ Tα[∇u,d] ∈ L
5
3 (QT ).
From the fractional Galiardo-Nirenberg inequality [1, 2], we get d ∈ W
1, 1
2
20
7
(QT ), and
‖d‖2
W
1,12
20
7
(QT )
≤ C ‖d‖L10(QT ) ‖(∂td,∇d)‖L
5
3 (QT )
+ C ‖d‖2
L
20
7
t W
1, 207
x (QT )
<∞.
Then the parabolic Sobolev-Poincare´ inequality yields( 
Pr(z)
|d− dz,r|
pdxdt
) 1
p
≤ C
[
r
20
7
−5
ˆ
Pr(z)
|∇d|
20
7 + r
20
7
−5
ˆ
Br(x)
ˆ t
t−r2
ˆ t
t−r2
|d(x, s1)− d(x, s2)|
20
7
|s1 − s2|
1+ 10
7
ds1ds2dx
] 7
20
.
where p =
5 · 20
7
5− 20
7
=
20
3
> 6. Hence by Ho¨lder inequality we have that
( 
Pr(z)
|d− dz,r|
6dxdt
) 1
6 ≤
( 
Pr(z)
|d− dz,r|
20
3 dxdt
) 3
20
≤ C
[
r
20
7
−5
ˆ
Pr(z)
|∇d|
20
7 + r
20
7
−5
ˆ
Br(x)
ˆ t
t−r2
ˆ t
t−r2
|d(x, s1)− d(x, s2)|
20
7
|s1 − s2|
1+ 10
7
ds1ds2dx
] 7
20
.
(5.4)
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Proof of Theorem 1.1. Define
Σ =
{
z ∈ R3 × (0,∞) : lim inf
r→0
Φ(z, r) > ε62 or lim inf
r→0
|dz,r| =∞
}
.
It follows from Corollary 5.1 that Σ is closed and (u,d) ∈ C∞(R3 × (0,∞) \Σ). From (5.4)
and Lemma 5.2, we know that Σ ⊂ ∩σ>0Sσ, where Sσ is defined by
Sσ =
{
z ∈ QT : lim inf
r→0
[
r−
5
3
ˆ
Pr(z)
(
|u|
10
3 + |∇d|
10
3
)
dxdt+
(
r−
5
3
ˆ
Pr(z)
|P |
5
3dxdt
)2]
> 0, or
lim inf
r→0
r−
15
7
−σ
(ˆ
Pr(z)
|∇d|
20
7 dxdt+
ˆ
Br(x)
ˆ t
t−r2
ˆ t
t−r2
|d(x, s1)− d(x, s2)|
20
7
|s1 − s2|
1+ 10
7
ds1ds2dx
)
> 0
}
.
For the last integral, we have that
f(x, s1, s2) =
|d(x, s1)− d(x, s2)|
20
7
|s1 − s2|
1+ 10
7
∈ L1(R3 × (0, T )× (0, T )).
Let δ˜ be the metric on R3 × R× R:
δ˜(ξ1, ξ2) = max
{
|x1 − x2|,
√
|t1 − t2|,
√
|s1 − s2|
}
, ∀ξi = (xi, ti, si) ∈ R
3 × R× R.
A standard covering argument implies that
P˜
15
7
+σ
{
(x, s, t) ∈ R3 × (0, T )× (0, T ) : lim inf
r→0+
r−
15
7
−σ
ˆ
Br(x)
ˆ s
s−r2
ˆ t
t−r2
f(ξ)dξ > 0
}
= 0,
where P˜k denotes the k-dimensional Hausdorff measure on R3 × R+ × R+ with respect to
the metric δ˜.
Since the map T (x, t) = (x, t, t) : R3 × R → R3 × R × R is an isometric embedding of
(R3 × R, δ) into (R3 × R× R, δ˜), we have that
P
15
7
+σ
({
(x, t) ∈ QT : lim inf
r→0+
r−
15
7
−σ
ˆ
Br(x)
ˆ t
t−r2
ˆ t
t−r2
f(ξ)dξ > 0
})
= P˜
15
7
+σ
(
T
[{
(x, t) ∈ QT : lim inf
r→0+
r−
15
7
−σ
ˆ
Br(x)
ˆ t
t−r2
ˆ t
t−r2
f(ξ)dξ > 0
}])
= P˜
15
7
+σ
({
(x, t, t) ∈ QT × (0, T ) : lim inf
r→0+
r−
15
7
−σ
ˆ
Br(x)
ˆ t
t−r2
ˆ t
t−r2
f(ξ)dξ > 0
})
≤ P˜
15
7
+σ
({
(x, s, t) ∈ QT × (0, T ) : lim inf
r→0+
r−
15
7
−σ
ˆ
Br(x)
ˆ s
s−r2
ˆ t
t−r2
f(ξ)dξ > 0
})
= 0.
(5.5)
Again, by a simple covering argument we can show
P
15
7
+σ
({
z ∈ QT : r
− 15
7
−σ
ˆ
Pr(z)
|∇d|
20
7 dxdt > 0
})
= 0, (5.6)
and
P
5
3
({
z ∈ QT : lim
r→0
r−
5
3
ˆ
Pr(z)
(|u|
10
3 + |∇d|
10
3 )dxdt+
(
r−
5
3
ˆ
Pr(z)
|P |
5
3
)2
> 0
})
= 0. (5.7)
It follows from (5.5), (5.6) and (5.7) that P
15
7
+σ(Sσ) = 0 so that P
15
7
+σ(Σ) = 0, ∀σ > 0.
40
References
[1] Ha¨ım Brezis and Petru Mironescu, Gagliardo-Nirenberg, composition and products in
fractional Sobolev spaces, J. Evol. Equ. 1 (2001), no. 4, 387–404, Dedicated to the
memory of Tosio Kato.
[2] Ha¨ım Brezis and Petru Mironescu, Gagliardo-Nirenberg inequalities and non-
inequalities: the full story, Ann. Inst. H. Poincare´ Anal. Non Line´aire 35 (2018), no. 5,
1355–1376.
[3] Luis A. Caffarelli, Robert V. Kohn, and Louis Nirenberg, Partial regularity of suitable
weak solutions of the Navier-Stokes equations, Communications on Pure and Applied
Mathematics 35 (1982), no. 6, 771–831.
[4] Pierre-Gilles De Gennes and Jacques Prost, The physics of liquid crystals, vol. 83, Ox-
ford university press, 1993.
[5] Hengrong Du, Xianpeng Hu, and Changyou Wang, Suitable weak solutions for the co-
rotational Beris-Edwards system in dimension three, arXiv:1905.08440, to appear in
Arch. Ration. Mech. Anal.
[6] Jerald L. Ericksen, Conservation laws for liquid crystals, Transactions of the Society of
Rheology 5 (1961), no. 1, 23–34.
[7] Jerald L. Ericksen, Hydrostatic theory of liquid crystals, Arch. Ration. Mech. Anal. 9
(1962), 371–378.
[8] Jerald L. Ericksen, Liquid crystals with variable degree of orientation, Arch. Rational
Mech. Anal. 113 (1990), no. 2, 97–120.
[9] Mariano Giaquinta and Enrico Giusti, Partial regularity for the solutions to nonlinear
parabolic systems, Ann. Mat. Pura Appl. (4) 97 (1973),253-266.
[10] Jinrui Huang, Fanghua Lin, and Changyou Wang, Regularity and existence of global
solutions to the Ericksen-Leslie system in R2, Comm. Math. Phys. 331 (2014), no. 2,
805–850.
[11] Tao Huang and Changyou Wang, Notes on the regularity of harmonic map systems,
Proc. Amer. Math. Soc. 138 (2010), no. 6, 2015–2023.
[12] George B. Jeffery, The motion of ellipsoidal particles immersed in a viscous fluid, Pro-
ceedings of the Royal Society of London. Series A, Containing papers of a mathematical
and physical character 102 (1922), no. 715, 161–179.
[13] Sergiu Klainerman and Andrew Majda, Compressible and incompressible fluids, Comm.
Pure Appl. Math. 35 (1982), no. 5, 629–651.
[14] Gabriel S. Koch, Partial regularity for navier-stokes and liquid crystals inequalities with-
out maximum principle, arXiv preprint arXiv:2001.04098 (2020).
41
[15] O. A. Ladyzˇenskaja, V. A. Solonnikov, and N. N. Ural’ceva, Linear and quasilinear
equations of parabolic type, Translated from the Russian by S. Smith. Translations of
Mathematical Monographs, Vol. 23, American Mathematical Society, Providence, R.I.,
1968.
[16] F. M. Leslie, Some constitutive equations for liquid crystals, Arch. Rational Mech. Anal.
28 (1968), no. 4, 265–283.
[17] Fang-Hua Lin, A new proof of the Caffarelli-Kohn-Nirenberg theorem, Comm. Pure
Appl. Math. 51 (1998), no. 3, 241–257.
[18] Fang-Hua Lin and Chun Liu, Nonparabolic dissipative systems modeling the flow of
liquid crystals, Comm. Pure Appl. Math. 48 (1995), no. 5, 501–537.
[19] Fang-Hua Lin and Chun Liu, Partial regularity of the dynamic system modeling the flow
of liquid crystals, Discrete Contin. Dynam. Systems 2 (1996), no. 1, 1–22.
[20] Roger Temam, Navier-Stokes equations, third ed., Studies in Mathematics and its Appli-
cations, vol. 2, North-Holland Publishing Co., Amsterdam, 1984, Theory and numerical
analysis, With an appendix by F. Thomasset.
[21] Hao Wu, Xiang Xu, and Chun Liu, Asymptotic behavior for a nematic liquid crys-
tal model with different kinematic transport properties, Calc. Var. Partial Differential
Equations 45 (2012), no. 3-4, 319–345.
[22] Hao Wu, Xiang Xu, and Chun Liu, On the general Ericksen-Leslie system: Parodi’s
relation, well-posedness and stability, Arch. Ration. Mech. Anal. 208 (2013), no. 1,
59–107.
42
