Abstract Situated agents frequently need to solve search problems in partially known terrains in which the costs of the arcs of the search graphs can increase (but not decrease) when the agents observe new information. An example of such search problems is goal-directed navigation with the freespace assumption in partially known terrains, where agents repeatedly follow cost-minimal paths from their current locations to given goal locations. Incremental heuristic search is an approach for solving the resulting sequences of similar search problems potentially faster than with classical heuristic search, by reusing information from previous searches to speed up its current search. There are two classes of incremental heuristic search algorithms, namely those that make the h-values of the current search more informed (such as Adaptive A*) and those that reuse parts of the A* search trees of previous searches during the C current search (such as D* Lite). In this article, we introduce Path-Adaptive A* and its generalization Tree-Adaptive A*. Both incremental heuristic search algorithms terminate their searches before they expand the goal state, namely when they expand a state that is on a provably cost-minimal path to the goal. Path-Adaptive A* stores a single cost-minimal path to the goal state (the reusable path), while Tree-Adaptive A* stores a set of cost-minimal paths to the goal state (the reusable tree), and is thus potentially more efficient than Path-Adaptive A* since it uses information from all previous searches and not just the last one. Tree-Adaptive A* is the first incremental heuristic search algorithm that combines the principles of both classes of incremental heuristic search algorithms. We demonstrate experimentally that both Path-Adaptive A* and Tree-Adaptive A* can be faster than Adaptive A* and D* Lite, two state-of-the-art incremental heuristic search algorithms for goal-directed navigation with the freespace assumption.
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Introduction
Situated agents, such as robots and game characters, have to be able to navigate from their current location to a given destination [3] . However, they may not know a map of the terrain initially, and their sensors may only be able to observe the immediate neighborhood of their current location. One approach to navigation, popular in robotics [17] , uses the freespace assumption: The agents plan a cost-minimal path from their current location to their destination under the freespace assumption, which is the assumption that the terrain is traversable except for the blocked cells that they have already observed. When they observe additional blocked cells as they follow the planned path, they add them to their map. If one or more blocked cells are on their path between their current location and their destination, they replan a cost-minimal path from their current location to their destination and then repeat the process until they either reach their destination or can no longer find a path to their destination (in which case it is unreachable).
In this paper we study path planning with the freespace assumption for goal-directed navigation in unknown, static terrain. More generally, we study the problem of repeatedly following a cost-minimal path from the current location to a given destination where the arc costs can increase but not decrease, as in the case of discovering a new blocked cell in the environment. Path planning with the freespace assumption interleaves path planning with movements and thus requires repeated searches. These searches need to be fast since agents typically have to move smoothly and without delay. For example, the computer game company Bioware imposes a time limit of 1-3 ms on each search [2] . However, even with heuristic search algorithms such as A* [6] , search can be time consuming if the terrain is large or if many agents perform simultaneous searches. Incremental heuristic search algorithms use information from the current and previous searches to solve similar future search problems potentially faster than classical heuristic search algorithms, that solve all search problems from scratch [16] . They have been used to speed up A* searches in the context of both symbolic planning [12] and path planning [16] .
There are two classes of incremental heuristic search algorithms:
-Class 1: Incremental heuristic search algorithms of Class 1 make the h-values of the current A* search more informed, which can speed up future A* searches by making them more focused. Examples include Adaptive A* (AA*) [15] , Generalized Adaptive A* [25] and Multi-Target Adaptive A* [21] .
-Class 2: Incremental heuristic search algorithms of Class 2 change the search tree of the current A* search to the search tree of the next A* search, which can be faster than constructing it from scratch. Examples include D* [23] and D* Lite [14] . D* Lite is as fast as D* but much simpler. Both of them are typically faster for path planning with the freespace assumption than versions of AA* [15] . Versions of them have been used as part of path planners in a wide range of fielded robotics systems [5, 18, 19] , including the winning DARPA Urban Challenge entry Boss and the Mars rovers Opportunity and Spirit.
Our key observation is that the suffix of the current cost-minimal path without arc cost changes remains a cost-minimal path when the agent observes arc cost increases on the path. Path-Adaptive A* (Path-AA*) [9] reuses the suffix of the cost-minimal path of the current forward A* search (= reusable path) to terminate its next forward A* search earlier than a regular forward A* search. Tree-Adaptive A* (Tree-AA*) [10] generalizes Path-AA* by reusing suffixes of the cost-minimal paths of the current and all previous forward A* searches (= reusable tree) to terminate the next forward A* search even earlier. Thus, Tree-AA* combines incremental heuristic search algorithms of Classes 1 and 2 in a novel way since the reusable tree of Tree-AA* is similar to the search tree of incremental heuristic search algorithms from Class 2, such as D* Lite. However, Tree-AA* changes the reusable tree via forward (rather than backward) A* searches, which is a novel way of maintaining the search tree. We demonstrate experimentally that both Path-AA* and Tree-AA* can be faster than AA* and D* Lite, the two state-of-the-art incremental heuristic search algorithms for path planning with the freespace assumption.
Some of the contributions of this paper have been published in conference papers, namely [9] and [10] . This article includes new material that has not been presented before. In particular:
-We present lazy versions of Path-AA* and Tree-AA*.
-We include proofs for termination and optimality of Path-AA* and Tree-AA* (Theorems 1 and 2). -We perform a systematic experimental analysis of the performance of the algorithms as a function of the difficulty of the search problems. -We extend previously published experimental results for unknown terrain by including new results for a large number of game maps, office maps and maps with randomly blocked cells. -We extend previously published experimental results by including a large number of results for partially known terrain. -Finally, we perform an experimental evaluation of different priority queue implementations.
The rest of the papaer is organized as follows. In Sect. 2, we present the notation used in the paper and we explain basic concepts of heuristic search. In Sect. 3, we present basic concepts of incremental heuristic search. In Sect. 4, we describe Path-AA*, including its pseudocode and its properties. In Sect. 5, we describe Tree-AA*. In Sect. 6, we present a detailed experimental analysis. In Sect. 7, we present some variants of Path-AA* and Tree-AA*. In Sect. 8, we present our conclusions and outline directions for future work.
Background
Our agents move on a directed graph G = (S, A), where S is a finite set of states, and A ⊆ S × S is a finite set of arcs. There are two distinguished states: s current ∈ S is the current state of the agent, and s goal ∈ S is the goal state. The set Succ(s) := {t ∈ S | (s, t) ∈ A} is the set of successor states of state s. An arc a = (s, t) ∈ A represents that the agent can move from state s to state t. c(s, t) is the cost of following the arc from state s to state t, where c(s, t) > 0. A path from state s to state t is a sequence of arcs (s 0 , t 0 ), . . . , (s n , t n ), such that s 0 = s, t n = t, and t i = s i+1 for all 0 ≤ i < n. The cost of a path is the sum of the costs of the arcs in the path. A cost-minimal path from state s to state t is a path with the minimum cost among all the paths from state s to state t. d (s, t) is the cost of a cost-minimal path from s ∈ S to t ∈ S. We call d(s, s goal ) the goal cost of state s.
A* is the basis of all incremental heuristic search algorithms discussed in this article. A* utilizes a heuristic function to help guide the search. A heuristic function h : S → R ≥0 estimates the goal cost of states (that is, d(s, s goal )). h is said to be consistent iff, for any states s ∈ S and t ∈ S, h(s) ≤ d(s, t) + h(t) and h(s goal ) = 0. h is said to be admissible iff, for any state s ∈ S, 0 ≤ h(s) ≤ d(s, s goal ). A consistent heuristic function is also admissible [22] . A heuristic function h is said to weakly dominate another heuristic function h iff, for any state s ∈ S, h(s) ≥ h (s). We assume that there is a user-provided consistent heuristic function, denoted by H .
Our description of A* follows [26] . For each state s, A* maintains the following values throughout the search: The parent, denoted by parent(s), keeps track of the state that comes before state s on the path from state s current to state s that has been found so far. It is initially undefined for all states. The g-value, denoted by g(s), keeps track of the cost of the path from state s current to state s that has been found so far. It is initially 0 for state s current and infinity for all other states. Any state with a finite g-value is said to be generated. The properties of A* are explained in more detail in [22] . We use the following properties of A* that uses a consistent heuristic function: - 
Incremental heuristic search
To find a cost-minimal path from state s current to state s goal in unknown terrain, an agent could use repeated forward A* searches (from state s current to state s goal ) with the freespace assumption or repeated backward A* searches (from state s goal to state s current ) with the freespace assumption. These repeated A* searches need to be fast since agents typically have to move smoothly and without delay. Incremental heuristic search algorithms use information from previous searches to solve similar future search problems potentially faster than classical heuristic search algorithms, which solve all search problems from scratch. We provide a brief introduction to AA* in the following since both Path-AA* and Tree-AA* build on it. All three incremental heuristic search algorithms apply to path planning with the freespace assumption and use forward A* searches to find cost-minimal paths from state s current to state s goal . AA* [13] performs repeated A* searches and after each search, updates the h-values of all states s expanded by the search, by assigning h(s) := f (s goal ) − g(s). This results in a more informed heuristic function, therefore speeding up future A* searches by making them more focused. For the updated heuristic function to remain consistent, state s goal has to remain unchanged, although state s current can change. The h-values remain consistent even if the arc costs increase (but not decrease), which makes AA* applicable to path planning with the freespace assumption. AA* is based on the following "update principle" that was first described in [11] The properties of AA* are explained in more detail in [8, 15] . We use the following property of AA* in addition to the properties of A* listed earlier: -Property 6: After each update, the h-value of any state s on the cost-minimal path from state s current to state s goal is set to its goal cost (since h(
There are two versions of AA*, which differ in how they update the h-values: The eager version of AA* updates the h-values of all expanded states right after a forward A* search ends and before a new forward A* search begins. The lazy version of AA* [25] , on the other hand, updates the h-value of a state only when it is needed during a future A* search [15] . It does this by remembering the expanded states and the cost of the cost-minimal path found in each search, and by using them to update the h-value of a state when it becomes necessary. The lazy version is faster in general, despite the additional book-keeping, since it does not update the h-values of states that become irrelevant for future searches. Figure 1 shows the pseudo code of the lazy version of AA*. It maintains the following variables for its forward A* searches: counter is the number of the current forward A* search. pathcost(i) is the cost of the path found during the i-th forward A* search. generated(s) is the number of the last forward A* search that generated state s. AA* uses these values to initialize the g-value of state s to infinity and the h-value of state s to H (s) as needed (to avoid having to initialize them unnecessarily) and to update the h-value of the state as needed (procedure InitializeState). OPEN is the OPEN list of the current forward A* search. parent(s) is the parent of state s in the search tree of the last A* search that generated state s. g(s) is the g-value of state s at the end of the last forward A* search that generated state s. h(s) is the h-value of state s, which may or may not be up-to-date. AA* performs a forward A* search from state s current to state s goal (Line 34, procedure ComputePath) until it is about to expand state s goal (Line 13). It then remembers the cost of the path found by the forward A* search to eventually be able to set the h-value of every expanded state s to the cost of the path found by the forward A* search (which is the same as the f -value of state s goal ) minus the g-value of state t (Line 14). It then generates the costminimal path from state s current to state s goal by repeatedly following the parent-pointers in reverse from state s goal to state s current (Line 36). The agent then repeatedly moves from state s current to the next state along the cost-minimal path, observing its environment after each movement. If an arc cost increases on the remaining path, the agent performs another forward A* search and then repeats the process until it either reaches state s goal or can no longer find a path from state s current to state s goal . D* Lite is an incremental heuristic search algorithm that solves the same path-planning problems with the freespace assumption for goal-directed navigation in unknown terrain as Path-AA* and Tree-AA*, except that it is able to handle not only arc-cost increases but also arc-cost decreases. It does so by using a version of A* that searches from the goal state to the current state of the agent. Instead of performing such an A* search from scratch every time an arc cost changes, D* Lite basically repeatedly transforms the search tree of the previous A* search to the search tree of the current A* search, which is faster than an A* search from scratch in case the two search trees are similar (but can also be slower in case they are not). AA* performs forward A* searches until it is about to expand state s goal . Path-AA* uses AA* unchanged, except that its forward A* searches terminate earlier than the ones of AA*. It extends the path-caching strategy first described in [11] in the context of hierarchical A* search and is based on the following "termination principle": If the h-values of all states on a cost-minimal path from some state to state s goal (= reusable path) are the same as their respective goal costs, then each forward A* search of AA* can terminate when it is about to expand a state on the reusable path. Figure 2a -e shows a goal-directed navigation problem in unknown terrain to illustrate the operations of Path-AA*. The terrain is discretized into cells that are either blocked or unblocked, a common practice in the context of real-time computer games [1] . The cells of the grid correspond to the states. A cell is black iff it is blocked and this fact is known to the agent. The agent can move from a cell to each neighboring unblocked cell in the four main compass directions with an arc cost of one. The agent thus operates on an undirected four-neighbor grid. The agent assumes that all cells are unblocked except for the blocked cells that it has already observed. It plans a cost-minimal path from its current cell to the goal cell. It always observes whether the neighboring cells in the four main compass directions are blocked as it follows the planned path, adds newly observed blocked cells to its map, and increases the arc costs from cells to newly observed blocked cells to infinity (making them untraversable).
The agent is initially at cell A1, is trying to reach cell F4, and is unaware that cell A4 is blocked (a). The first forward A* search of Path-AA* finds a path from cell A1 to cell F4 (b), and the h-values of the expanded states are updated. The agent follows the path until it observes a blocked cell on the path (c). Path-AA* discards the prefix of the path up to and including the newly observed blocked cell and keeps the rest as the reusable path (d). The next forward A* search of Path-AA* expands only two cells, A3 and B3, and terminates before expanding cell B4 since cell B4 lies on the reusable path (e).
Path-AA* needs to support two operations, namely removing a prefix of the reusable path and adding a prefix to the reusable path. 
Example trace
Figure 4a-d shows a goal-directed navigation problem in unknown terrain, similar to the one described in Fig. 2 . The user-provided H -values are all zero. The generated-value of a cell is shown in its lower left corner. The h-and g-values of a cell are shown in its upper right and upper left corners, respectively, iff it has been generated by a forward A* search. A cell is gray iff it was expanded by the current forward A* search. The parent of a cell is a thick arrow iff it was added to the reusable path by the current forward A* search and a thin arrow iff it was added by a previous forward A* search. The solid circle marks the current cell of the agent, and the hollow circle marks the goal cell. An 'X' marks the cell on the reusable path that the current forward A* search was about to expand before it terminated. Figure 4a shows the actual environment, and Fig. 4b shows the initial situation as the agent perceives it. The first forward A* search of Path-AA* from cell C1 to cell C5 expands cells C1, C2, B1, C3, B2, A1, C4, B3 and A2 in this order and terminates when it is about to expand goal cell C5. Figure 4b shows the situation after the first forward A* search terminates. It finds the path C1-C2-C3-C4-C5, makes it the reusable path and remembers the cost of the path by setting pathcost(1) := 4 to be able to update the h-values of expanded states when necessary. The agent then follows the reusable path from cell C1 to cell C2, where it observes that cell C3 is blocked. Path-AA* removes path C1-C2-C3-C4 from the reusable path, leaving path C4-C5 as the new reusable path.
The second forward A* search of Path-AA* from cell C2 to cell C5 expands cells C2, B2, B3, B4, A3, A2, B5, A4 in this order, updating the h-values of all generated states, and terminates when it is about to expand goal cell C5. It expands fewer cells than a forward A* search with the user-provided zero H -values would (which additionally expands cells C1, B1, A1 and C4), illustrating the speed-up achieved with the update principle. Figure  4c shows the situation after the second forward A* search terminates. Path-AA* removes C4-C5 from the reusable path, makes C2-B2-B3-B4-B5-C5 the new reusable path and sets pathcost(2) := 5. The agent then moves from cell C2 to cell B2, where it observes that cell B3 is blocked. Path-AA* removes path C2-B2-B3-B4 from the reusable path, leaving path B4-B5-C5 as the new reusable path.
The third forward A* search of Path-AA* from cell B2 to cell C5 expands cells B2, B1, A1, A2, A3, A4 and A5 in this order, updating the h-values of all generated states, and terminates when it is about to expand cell B5, which lies on the reusable path. It terminates earlier than a regular forward A* search with the same h-values would (which additionally expands cell B5 and terminates only when it is about to expand goal cell C5), illustrating the speed-up achieved with the early termination principle. Figure 4d shows the situation after the third forward A* search terminates. Path-AA* removes path B4-B5 from the reusable path and makes B2-A2-A3-A4-A5-B5-C5 the new reusable path and sets pathcost(3) := 6.
Theoretical results
In this section, we show that any search of Path-AA* finds a cost-minimal path if one exists and returns false otherwise. It should be noted that this does not guarantee that the agent follows a cost-minimal path from its starting position to its goal position in the actual environment. It guarantees only that the agent always follows a cost-minimal path from its current position to its goal position, with respect to the observed arc costs, under the freespace assumption.
Throughout the proofs, we refer to the ith execution of lines 45-50 as the ith search. We use the superscript i to denote the value of a variable when the ith search terminates. We say that a state s is generated during the ith search iff generated i (s) = counter i . Some of the following statements also hold for Tree-AA*, with small modifications. Text inside brackets is used to help translate these statements to Tree-AA* and should be ignored for Path-AA*.
Definition 1 We recursively define x i (s) as follows:
if state s is not generated during the ith search; and
if state s is generated during the ith search.
Definition 2
For any i ≥ 0, the heuristic statement H i is defined to hold at a given point during the execution iff, at that point, x i is a consistent heuristic function, given the arc costs at that point.
Definition 3
For any i ≥ 0, the path statement P i is defined to hold at a given point during the execution iff, at that point, -the nextstate-pointers form a path starting at pathstart and ending at state s goal , called the reusable path; and -from any state s with nextstate(s) = NULL, one can use the nextstate-pointers to follow a path from state s to state s goal with cost x i (s).
Lemma 1 For any state s and any i
Proof If state s is not generated during the ith search,
The inequality holds in both cases. 7] . Therefore, the lemma holds for the base case i = 1.
Lemma 2 For any i
For the induction step, we show that the lemma holds for the ith search, assuming that it holds for searches 1, . . . , i − 1. Assume that procedure InitializeState is called for a state s during the ith search and generated(s) = j < i. This means that state s has not been generated during searches j + 1, . . . , i − 1, which implies that x j (s) = · · · = x i−1 (s) (Definition 1). It also means that it is the first time procedure InitializeState is called for state s during the ith search because, otherwise, generated(s) = i (Line 10) [Line 11]. We distinguish two cases:
, meaning that state s was generated during the jth search and this is the first time that state s is being generated since then. In this case, when state s is generated, its h-value is set to max(h(s), pathcost( j) − g(s)) (Lines 6-8) [ . Since the g-value of a state cannot be modified during a search without first generating the state (Lines 31, 33) [Lines 48, 50] and since state s has not been generated since the jth search, it must hold that g(s) = g j (s). Also, according to our strong induction assumption, h(s) = x j−1 . Therefore, the h-value of state s is set to max( 
This must be a cost-minimal path because otherwise there would be a lower-cost path and the search would have found it earlier because the sequence of f -values of states expanded by an A* search with a consistent heuristic function is monotonically non-decreasing (Property 2). Since the search terminates after the path is found, the g-and h-values of states are not changed. Therefore, the cost of this cost-minimal path is 
Lemma 4 For any i > 0, assume that H i−1 and P i−1 hold in the beginning of the ith search. If the ith search finds a path, then the following holds: If a state s is expanded during the ith search, then x i (s) = pathcost(i) − g i (s). Otherwise, x i (s) = x i−1 (s).
Proof If a state s is generated during the ith search, then 
because the sequence of f -values of the expanded states is monotonically non-decreasing (Property 2) and a state cannot be expanded twice (Property 5). Replacing h i (s) with x i−1 (s) (Lemma 2), we get
On the other hand, if state s is generated but not expanded during the ith search, then
because otherwise state s would have been chosen for expansion before state t, which implies
If state s has not been generated (and therefore not been expanded) during the ith search, then x i (s) = x i−1 (s) (Definition 1).
Lemma 5 For any i > 0, assume that H i−1 and P i−1 hold in the beginning of the ith search. If the ith search finds a path, then H i holds in the beginning of the
Proof First, we show that x i (s goal ) = 0. According to the lemma's assumption that H i−1 holds, x i−1 (s goal ) = 0. Since considering s goal for expansion is one of the termination conditions of the search (Line 25) [Line 43], s goal is never expanded during a search. Therefore,
Second, we show that, if the ith search finds a path, then the triangle inequality x i (s) ≤ d(s, t) + x i (t) holds for any two states s and t such that (s, t) ∈ A, given the arc costs at the end of the ith search (which are the same as the arc costs in the beginning of the ith search). We distinguish three cases: -State s is not expanded: Since we assume that x i−1 is consistent in the beginning of the ith search, 
. We distinguish two cases after state s is expanded:
-If state t is also expanded before the search terminates, then we can replace g i (t) with
and consequently
-State s is expanded after state t: Since the search uses a consistent heuristic function,
. Replacing h i (s) and h i (t) with x i−1 (s) and x i−1 (t), respectively, (Lemma 2) and rearranging the terms, we get
Combined with the above inequality, we get g i (t) − g i (s) ≤ d(s, t). Since both state s and state t are expanded, we can replace g i (s) with pathcost(i) − x i (s) and g i (t) with pathcost(i)−x i (t) (Lemma 4) and get pathcost(i)−x i (t)−pathcost(i)+x i (s) ≤ d(s, t) and, consequently, x i (s) ≤ d(s, t) + x i (t).
We have shown that the triangle inequality holds at the end of the ith search. Lines 51-57 [Line 68-75] can only increase but never decrease the arc costs. Therefore, x i remains consistent and H i holds at the beginning of the (i + 1)st search. Proof The proof follows from Lemmas 7 and 3.
5 Tree-Adaptive A* (Tree-AA*)
Path-AA* reuses only a suffix of the cost-minimal path of the current forward A* search (= reusable path) to terminate its next forward A* search before it is about to expand the goal state. In complex terrain, the next forward A* search is unlikely to expand a state on that path far away from state s goal and thus unlikely to terminate much earlier than a regular forward A* search. Tree-AA* [10] generalizes Path-AA* by reusing suffixes of the cost-minimal paths of the current and all previous forward A* searches (= reusable tree) to terminate its next forward A* search even earlier. The reusable tree of Tree-AA* is similar to the search tree of D* Lite since D* Lite performs backward A* searches to guarantee that the root of the search tree does not change. 
is the set of all paths in the reusable tree that connect to one of the states s 0 . . . s n−1 that belong to path p = s 0 . . . s n . These paths "feed into" path p.
In the worst case, Tree-AA* needs to store a tree that contains the cost-minimal paths from every state in the state space to the goal state. This tree can be embedded into the data structure for the grid world and requires memory that is at most linear in the size of the graph. Figure 5a shows a fictitious example of a reusable tree. Values are shown only for cells that are in the reusable tree. The id-value of a cell is shown in its bottom right corner. The h-value of a cell is shown in its upper right corner. The parent of a cell is pointed to by an arrow. All arrows thus form the reusable tree, that consists of five paths. Path 1 is path C1-C2-C3-C4-C5, path 2 is path D2-D3-D4-C4, path 3 is path A5-B5-C5, path 4 is path B1-B2-B3-C3, and path 5 is path A1-A2-B2. The 33-39) . The runtime of removing paths from the reusable tree when one arc cost increases is thus basically proportional to the number of paths in the reusable tree, which is bounded by the number of forward A* searches performed so far.
Figure 5b continues the fictitious example from Fig. 5a by showing the reusable tree after Tree-AA* removed paths from the reusable tree after cell B2 became blocked. Tree-AA* shortened path 4 to path B3-C3 and removed path 5. Figure 5c shows the reusable tree after Tree-AA* added path A2-A3-B3 to the reusable tree. Figure 6 shows the pseudo code for the version of Tree-AA* that extends the lazy version of AA*. Tree-AA* performs a forward A* search from state s current to state s goal (Line 66, function ComputePath) until it is about to expand state s goal or a state s on the reusable tree (Line 43, termination principle). It then remembers the cost of the path found during the forward A* search to eventually be able to set the h-value of every expanded state t to the cost of the path found during the forward A* search minus the g-value of state t (Line 44, update principle), and adds the cost-minimal path from state s current to state s to the reusable tree (Line 45, procedure AddPath). The agent then repeatedly moves from state s current to state nextstate(s current ) along the cost-minimal path (Line 69). Whenever arc costs increase, it removes paths from the reusable tree (Line 73, procedure RemovePaths). If state s current is no longer in the reusable tree, it performs another forward A* search and then repeats the process until the agent either reaches state s goal or can no longer find a path to state s goal .
Pseudo code

Example trace
Figure 7a-e shows the goal-directed navigation problem in unknown terrain from Fig. 4 . Cell C1 is the start cell, and cell C5 is the goal cell. The user-provided H -values are all zero. The annotation is similar to Fig. 4 , with the addition of the id-values, which are shown in the bottom right corner of a cell iff it has been generated by a forward A* search. Figure 7a shows the actual environment, and Fig. 7b shows the initial situation as the agent perceives it. Figure 7c shows the situation after the first forward A* search of Tree-AA* from cell C1 to cell C5 terminates when it is about to expand cell C5 and returns path C1-C2-C3-C4-C5. Tree-AA* adds the path to the reusable tree and remembers the cost of the path by setting pathcost (1) := 4, to be able to update the h-values of expanded states when necessary. The agent then follows the branch of the reusable tree from cell C1 to cell C2, where it observes that cell C3 is blocked. Tree-AA* removes path C1-C2-C3-C4 from the reusable tree. Figure 7d shows the situation after the second forward A* search of Tree-AA* from cell C2 to cell C5 terminates when it is about to expand cell C5 and returns path C2-B2-B3-B4-B5-C5. It expands fewer cells than a forward A* search with the user-provided zero H -values would (which additionally expands cells C1, B1 and A1), illustrating the speed-up achieved with the update principle. Tree-AA* adds the path to the
(e) (d) (c) Fig. 7 Example trace of Tree-AA* reusable tree and remembers the cost of the path by setting pathcost (2) := 5, to be able to update the h-values of expanded states when necessary. The agent then moves from cell C2 to cell B2, where it observes that cell B3 is blocked. Tree-AA* removes path C2-B2-B3-B4 from the reusable tree. Figure 7e shows the situation after the third forward A* search of Tree-AA* from cell B2 to cell C5 terminates when it is about to expand cell B5 and returns path B2-A2-A3-A4-A5-B5. It terminates earlier than a regular forward A* search with the same h-values would (which additionally expands cell B5 and terminates only when it is about to expand goal cell C5), illustrating the speed-up achieved with the termination principle.
Comparison of Path-Adaptive A* and Tree-Adaptive A*
Figures 4a-e and 7a-e showed a goal-directed navigation problem in unknown terrain where there was little difference between Path-AA* and Tree-AA*. Figures 8 and 9 show a goaldirected navigation problem in unknown terrain that illustrates their difference. Cell D1 is the start cell and cell A7 is the goal cell. Figures 8a and 9a show that the first forward A* searches of Path-AA* and Tree-AA* produce the same result. The agent then moves from start cell D1 to cell D2, where it observes that cell D3 is blocked. When sensing the blocked cell, Path-AA* removes path D1-D2-D3-D4 from the reusable path, and Tree-AA* removes the same path from the reusable tree. Figure 8b shows that the second forward A* search of Path-AA* terminates when it is about to expand cell C7, and Path-AA* removes path D4-D5-D6-D7-C7 from the reusable path and adds path D2-C2-C3-C4-C5-C6-C7 to the reusable path. Figure 9b shows that the second forward A* search of Tree-AA* also terminates when it is about to expand cell C7. Tree-AA* adds path D2-C2-C3-C4-C5-C6-C7 to the reusable tree, but it does not remove path D4-D5-D6-D7-C7 from the reusable tree. Thus, Tree-AA* removes fewer cells, which might allow its future forward A* searches to terminate earlier.
The agent then moves from cell D2 to cell C2, where it observes that cell C3 is blocked. Path-AA* and Tree-AA* perform their third forward A* searches. The agent then moves from cell C2 to cell B2, where it observes that cell B3 is blocked. Path-AA* and Tree-AA* perform their fourth forward A* searches. The agent then moves from cell B2 to cell A2, where it observes that cell A3 is blocked. Figure 8c shows that the fifth forward A* search of Path-AA* terminates when it is about to expand goal cell A7. Figure 9c shows that the fifth forward A* search of Tree-AA* terminates already when it is about to expand cell D7, illustrating the speed-up resulting from reusing the paths from the current and all previous forward A* searches. The agent then moves from cell A2 to cell E4, where it observes that E5 is blocked. Figure 8d shows that the sixth forward A* search of Path-AA* terminates when it is about to expand cell D7. Figure 9d shows that the sixth forward A* search of Tree-AA* terminates already when it is about to expand cell D4, again illustrating the speed-up resulting from reusing the paths from the current and all previous forward A* searches.
Theoretical results
The theoretical results for Tree-AA* are similar to the theoretical results for Path-AA*. Definitions 1-2 and Lemmas 1-5 also apply to Tree-AA*, with the following modifications:
-All line numbers that refer to lines in Fig. 3 are replaced with the line numbers in brackets, which refer to lines in Fig. 6 . -All occurrences of P i are replaced with T i (defined below). -All occurrences of Path-AA* are replaced with Tree-AA*. -The ith search refers to the ith execution of lines 62-67 in Fig. 6 .
Definition 4 TREE i is the set of states s with x i (s) ≤ H max (id(s))
at a given point during execution. All states s ∈ TREE i with id(s) = j form the jth branch of the tree. The tree statement T i is defined to hold at a given point during execution iff, at that point, -for all j such that at least one state s ∈ TREE i satisfies id(s) = j, the nextstate-pointers of the states in the jth branch of the tree form a path starting from a state t and ending at a state u, where (id(s) ). We show that s can never be expanded during the search and, therefore, x i (s) = x i−1 (s) (Lemma 4). For s to be expanded, it has to be in OPEN (Line 42 or Line 62) and, therefore, has to be generated first
(Line 48). When s is generated, its h-value is set to x i−1 (s) (Lemma 2) and, thus, h(s) ≤ H max (id(s)). Throughout the search, before the condition on Line 43 is satisfied, neither h(s), id(s), nor H max (id(s)) are modified. Therefore, even if s is chosen for expansion on Line 42, it cannot be expanded because it would satisfy the termination condition on Line 43. To prove that (2) holds, we show that TREE i−1 \ TREE i = ∅, and TREE i \ TREE i−1 = ∅. TREE i−1 \ TREE i = ∅ follows from (1) since it implies that, if x i−1 (s) ≤ H max (id(s)) (and thus s ∈ TREE i−1 ), then x i (s) ≤ H max (id(s)) (and thus s ∈ TREE i ). TREE i \ TREE i−1 = ∅ follows from x i (s) ≥ x i−1 (s), for any state s (Lemma 1) since it implies that, if x i (s) ≤ H max (id(s)) (and thus s ∈ TREE i ), then x i−1 (s) ≤ H max (id(s)) (and thus s ∈ TREE i−1 ).
Third, we show that T i holds directly after the ith search, by showing that procedure AddPath preserves T i . Let state s be the state that satisfies the condition on Line 43, that is, s = s goal or h i (s) ≤ H max (id(s)). Procedure AddPath follows the parent-pointers from s to s current and sets id(t) = i for all states t visited, not including s. Let B denote the set of these states. Any state t ∈ B must have been expanded by the ith search because, otherwise, they cannot be reached by following the parent-pointers. This means that they cannot be in TREE i before the condition on Line 43 is satisfied because, otherwise, the ith search would stop before expanding them. Therefore, procedure AddPath preserves T i for any of the existing states in TREE i . When procedure AddPath sets H max (i) = pathcost(i) (Line 16), all states in B are added to TREE i . This is because, for any state t ∈ B, it holds that x i (t) = pathcost(i) − g i (t) since they have been expanded during the ith search (Lemma 4).
Consequently, x i (t) = pathcost(i) − g i (t) ≤ pathcost(i) = H max (i).
We show that all states t ∈ B satisfy T i to show that T i holds after the ith search. Procedure AddPath adds nextstate-pointers for every state t ∈ B, forming a path from state s current to state s, so that one can use these nextstate-pointers to follow a path from any state t ∈ B to state s and, eventually, to state s goal (since T i holds for s). Since all the states in B are added to the tree, one visits only states in TREE i ∪ {s goal } when using nextstate-pointers to follow a path from any state in B to state s goal . For any t ∈ B, g i (t) is the cost of a cost-minimal path from state s current to state t, since t has been expanded during the ith search (Property 1). Then, the cost of the remaining path from state t to state s goal is pathcost(i) − g i (s), which is equal to x i (s), as shown above. Procedure AddPath also does the following, to preserve T i . It adds i into Paths(id(s)) if s = s goal (Lines [13] [14] and it sets H min (i) = h(s) (Line 15), which is equal to x i−1 (s) (Lemma 2), which, in turn, is equal to x i (s), since the ith search terminates before expanding state s (Lemma 4).
Fourth, we show that T i holds in the beginning of the (i + 1)st search, that is, Lines 68-74 preserve T i . While the agent is moving, it might observe increased arc costs (Line 70), which might violate T i because for some states t ∈ TREE i , one will no longer be able to use the nextstate-pointers to follow a path from state t to state s goal with cost x i (s), due to the increased arc cost. We now show that calling procedure RemovePath removes these states from the tree to preserve T i .
Let (s, t) be the arc with the increased cost and let u ∈ TREE i be a state that uses this arc when one is using the nextstate-pointers to follow a path from state u to state s goal (therefore, u = t). Let π = (v 0 = s, v 1 , . . . , v n−1 = s, v n = t) be the prefix of this path up to state t. Since T i holds before the cost of (s, t) increases, the following observations hold:
This is because all states sharing the same id-value form a path. -Observation 2: We show that after procedure RemovePaths terminates, u ∈ TREE i and prove the statement of the lemma. Procedure RemovePaths sets H max (id(s)) to x i (t) (Lines [24] [25] [26] [27] . This is because Line 25 uses the same formula as Lines 8-9, which would set h i+1 (t) to this value if state t is generated during the (i + 1)st search. Therefore, Line 25 Proof The proof follows from Lemmas 9 and 3.
sets H max (id(s)) to h i+1 (t) and, consequently, to x i (t), since h i+1 (t) = x i (t) (Lemma 2). We distinguish two cases. If id(u) = id(s) or id(u) = id(t) (which implies id(u)
= id(s), due to Observation 1), then, x i (u) > H max (id(s)) = x i (t) (
Experimental evaluation
We compare Path-AA* and Tree-AA* to A*, AA*, and D* Lite in unknown terrain and partially known terrain. Our implementation of A* starts a new A* search only when arc costs on the path from s current to s goal have increased, rather than whenever arc costs have increased, different from [14] , which explains the difference in experimental results compared to [14] . For fairness, all search algorithms use binary heaps as priority queues and break ties among states with the same f -values in favor of states with larger g-values (which is known to be a good tie-breaking strategy), with the following exceptions: D* Lite breaks ties towards smaller g-values (because this strategy typically runs faster than a version of D* Lite that breaks ties in the opposite direction [7] ). All experiments were run on a Linux PC with a Pentium CoreQuad 2.33 GHz CPU and 8 GB RAM.
We use game maps, office maps, and maps with randomly blocked cells for unknown terrain. Motivated by the benchmarks used in [27] , we use populated game maps and populated office maps for partially known terrain. We evaluate the algorithms on both 4-neighbor and 8-neighbor versions of these maps, for a total of ten different settings. For 4-neighbor maps, the agent always observes the blockage status of its four neighboring cells and can then move to any one of the unblocked neighboring cells with cost one. The user-given h-values are the Manhattan distances. For 8-neighbor maps, the agent always observes the blockage status of its eight neighboring cells and can then move to any one of the unblocked neighboring cells with cost one for horizontal or vertical movements and cost √ 2 for diagonal movements. The user-given H -values are the Octile distances. Three sample maps with size 512 × 512 are shown in Fig. 10 . The details of the maps are as follows: 
Experimental evaluation of heuristic search algorithms
Typically, results in the literature are averaged over all problem instances (for example, [9, 10, 14] ). However, the relative performance of different heuristic search algorithms depends on the problem difficulty [7] . Therefore, for each setting we divide the problem instances into ten problem bins, which contain problem instances of different difficulty. We measure the difficulty of a problem instance by the time it takes for A* to solve it. Each bin contains the same number of problem instances. The hardest problem instance in bin n is easier than the easiest problem instance in bin n + 1.
Results for unknown terrain
Our results are shown in Figs. 11, 12 , and 13, where we compare the performance of the heuristic search algorithms in game maps, office maps and maps with randomly blocked cells, respectively. Each figure has six subfigures: (a) and (b) show the average performance of A* over each bin on 4-neighbor and 8-neighbor versions of the maps, respectively. (c) and (d) show the runtime factor of the algorithms on 4-neighbor and 8-neighbor versions of the maps, respectively, where the runtime factor is calculated as follows: For each bin, we pick the lowest average runtime among all heuristic search algorithms and treat it as the baseline runtime of that bin. Then, the runtime factor of a heuristic search algorithm for that bin is simply the ratio of its average runtime and the baseline runtime of that bin. Therefore, smaller runtime factors imply better performance, and a runtime factor of 1 means that the heuristic search algorithm is the best performing one for that bin. (e) and (f) show, for each bin and each heuristic search algorithm, the percentage of instances that were solved faster than A*. We also provide Tables 1, 2 In the experimental results, we notice the following relationships:
-Tree-AA* vs. rest: The runtime factors show that Tree-AA* is the fastest algorithm on average in the three types of maps. Tree-AA* is slower than A* for a larger number of problem instances only for easy problem instances (bins 1-4) on game maps, otherwise it is faster than A* for more than 90 percent of problem instances. Tree-AA* can be slower then D* Lite only for very difficult problem instances (bin 10). -Path-AA* vs. rest: The runtime factors show that Path-AA* is the second-fastest algorithm on average in the three types of maps. It is almost as fast as Tree-AA* on game maps but slower on the other maps. The percentage of problem instances where Path-AA* is slower than A* is similar to the one for Tree-AA*. Its runtime factor decreases and the number of problem instances for which it is faster than A* increases as the difficulty of the problem instances increases (in some cases with the exception of very easy problem instances). Previously published evaluations of incremental heuristic search algorithms often average over problem instances of different difficulties. Our evaluation shows that D* Lite is often slower than alternative incremental heuristic search algorithms despite its small average runtime. For instance, D* Lite has the smallest average runtime in Tables 1 and 2 in the Appendix (see the Total column), yet it is the fastest algorithm only in bin 10. To see why this happens we can use the same argument presented in a previous publication in which Forward A* is compared with D* Lite [7] . That argument applies here too because Tree-AA* is based on (Forward) A*. D* Lite is based on Backward A* and has than AA* on easy problem instances, it is faster for a larger number of problem instances in this case on game and office maps.
Results for partially known terrain
Our results are shown in Figures 14 and 15 , where we compare the performance of the algorithms in populated game maps and populated office maps, respectively. Each figure has six subfigures. The content of the subfigures was described in the previous section. We also provide Tables 7, 8 , 9, and 10 in the Appendix, complement the information shown in the figures. They report the average runtime, solution cost, number of expansions and number of heap percolations for each algorithm over each bin in each setting. The experimental results are similar to those for unknown terrain, except that Path-AA* is now slightly faster on average than Tree-AA* for very easy problem instances and AA* is now faster than A*.
Experimental evaluations of priority queue implementations
Priority queues are commonly implemented with binary heaps or buckets [4] . The amount of memory needed to store them depends in both cases on the number of elements in the priority queue. However, in case of buckets, it also depends on the number of possible priorities. This is because a bucket implementation reserves at least one pointer for each priority, namely to the bucket containing the elements with that priority. Thus, it is only reasonable to implement priority queues with buckets when the number of possible priorities is not large, even though buckets tend to result in much smaller runtimes than binary heaps [20] . We compare A*, D* Lite and Tree-AA* with priority queues implemented with either binary heaps or buckets. For the implementation of D* Lite with buckets, we use a single key, as proposed in [20] . The key, which in the original D* Lite implementation has two components, can be implemented with integers whose size are at most about twice the size of f -values in A*. For the implementation of A* and Tree-AA* with buckets, we use the f -values as the key.
We use 8-neighbor grid maps. The user-given h-values are the Octile distances. The details of the maps are as follows:
-Maps with Randomly Blocked Cells: We use 600 maps of size 512×512 with randomly placed blocked cells. We generate 150 maps each with 10, 20, 30, and 40 % blocked cells placed randomly. For each map, we generate a single solvable problem instance, for a total of 600 problem instances. -Original Baldur's Gate II Maps: We use the AR0202SR, AR0307SR, AR0400SR and AR0602SR maps with sizes 208×244, 267×320, 256×240 and 299×308, respectively. 2 For each map, we generate 150 solvable problem instances, for a total of 600 problem instances.
For each setting, we divide the problem instances into six problem bins, which contain problem instances of different difficulty. We measure the difficulty of a problem instance by the time it takes A* with a binary heap to solve it. Each bin contains 100 problem instances. As before, the hardest problem instance in bin n is easier than the easiest problem instance in bin n + 1. Figures 16 and 17 show the runtime factors and numbers of expansions per bin for the three algorithms with the two priority queue implementations. In order to compare the implementations of the priority queue, we report the runtime factor and the number of cell expansions. One key observation is that the bucket implementations are faster than the priority queue implementations. Indeed, our results show that expansions are on average 1.52 times faster with buckets than binary heaps. Figure 16 presents the results obtained in maps with randomly blocked cells. In this kind of maps, we observe the following relationships:
-Best: The runtime factors show that Tree-AA* is the fastest algorithm on average in maps with randomly blocked cells. 7 Variants of Path-AA* and Tree-AA* Our previous publications presented and evaluated variants of Path-AA* and Tree-AA*. In [9] we described a variant of Path-AA* that uses an improved tie-breaking rule to select a state from the OPEN list to guide the forward A* search towards a state on the reusable path.
In [10] , on the other hand, we described Tree-AA*-Back, a variant of Tree-AA* whose first A* search runs backward to build a large reusable tree.
Both variants outperform their predecessors in some but not all situations. For this reason, we describe them briefly in the following but do not provide experimental results for them.
Path-AA* with tie-breaking optimization
How the A* searches performed by Path-AA* break ties among states with the same fvalue when deciding which state to expand next determines how many states they expand and thus how fast they are. The objective of Path-AA* with tie-breaking optimization is to guide its A* searches so that a state on the reusable path is expanded as quickly as possible. The first A* search of Path-AA* breaks ties in favor of larger g-values, which is known to be a good tie-breaking strategy for A*. The following A* searches break ties in favor of states so that the estimated minimum cost from them to a state on the reusable path, as given by the user-provided H -values, is small. Path-AA* uses a greedy approximation for this purpose. It maintains two pointers p and p and, before running an A* search, sets p := r and p := nextstate( p), where r is the first state on the reusable path. During the A* search, whenever it adds a state s to the OPEN list, it computes the estimated minimum cost min (H (s, p) Path-AA* with tie-breaking optimization typically runs faster than Path-AA* that breaks ties in favor of larger g-values on four-neighbor grids but not necessarily on other graphs. More details, including experimental results, can be found in [9] .
Tree-AA*-Back
An A* search finds cost-minimal paths from the start state of the search to all expanded states. Thus, if the first A* search of Tree-AA* is a backward search and the h-values of the expanded states are suitably updated, then the resulting search tree restricted to the expanded states is a reusable tree. All subsequent A* searches of Tree-AA* must be forward searches. We refer to the resulting version of Tree-AA* as Tree-AA*-Back. The reusable tree after the first (forward) A* search of (regular) Tree-AA* is degenerate since it contains only the expanded states on the cost-minimal path from state s current to state s goal , while the reusable tree after the first A* search of Tree-AA*-Back is likely non-degenerate since it contains all expanded states, which might allow the future forward A* searches to terminate earlier.
Tree-AA*-Back typically spends more time searching than Tree-AA* before the agent starts to move, but its subsequent searches are much faster than those of Tree-AA*. Thus, Tree-AA*-Back should be used instead of Tree-AA* if the first search can be run offline. More details can be found in [10] .
Conclusions
In this article, we introduced two new incremental heuristic search algorithms, called Path-AA* and Tree-AA*, for path planning with the freespace assumption. So far, there were two classes of incremental heuristic search algorithms: Incremental search algorithms of the first class (such as AA*) made the h-values of the current A* search more informed, while incremental search algorithms of the second class (such as D* Lite) changed the search tree of the current A* search to the search tree of the next A* search. Path-AA* reuses the suffix of the cost-minimal path of the current forward A* search (= reusable path) to terminate its next forward A* search before it is about to expand the goal state. Tree-AA* generalizes Path-AA* by reusing suffixes of the cost-minimal paths of the current and all previous forward A* searches (= reusable tree) to terminate the next forward A* search even earlier. Overall, Tree-AA* is the first incremental heuristic search algorithm to combine the principles of both classes of incremental heuristic search algorithms. We demonstrated experimentally that both Path-AA* and Tree-AA* can be faster than AA* and D* Lite, the state-of-the-art incremental heuristic search algorithms for path planning with the freespace assumption.
As future work, we consider extending the applicability of Tree-AA*. One possibility is to integrate Tree-AA* with Generalized Adaptive A* to deal with decreasing arc costs. This would enable Tree-AA* to work in dynamic terrain, in which already observed blocked cells may actually disappear. We also consider applying ideas from Tree-AA* to create incremental versions of sampling based methods, such as RRT* and LQR-RRT*, that work in partially known terrains. 
Appendix
See Tables 1, 2 
