We used estimates derived from screener variables of the National Human Exposure Assessment Survey (NHEXAS) Phase I field study in EPA Region V (one of three NHEXAS Phase I field studies) to examine biases resulting from survey nonresponse and/or incomplete population coverage inherent in the study design. For variables with population values obtainable from Census projections, the combined effect of nonresponse and coverage bias was tested for after each stage of nonresponse using design-based weights. For variables where population values were not available as Census projections, nonresponse bias was tested for after the screener stage of nonresponse using weights adjusted for screener nonresponse. Additional tests for bias were performed using final survey weights to evaluate the performance of survey weight adjustments in reducing observed bias. Comparison of biases estimated using both design-based and adjusted weights was used to identify potentially important weight adjustment variables for future exposure studies, identify possible weaknesses in survey design strategies, and support the use of nonresponse and poststratification weight adjustments to reduce bias in future survey studies.
Introduction

Objectives
Four common shortcomings in sample surveys are: (i) specifying a survey population which excludes subgroups of the ideal target population (e.g., individuals living in institutions) from the sampling frame, (ii) failing to obtain 100% response rates, (iii) accepting less than ideal precision goals to obtain acceptable survey costs, and (iv) substituting sample units (e.g., substituting a willing population member for an unwilling sample one) (Callahan et al., 1995) . The objective was to determine if the first two of these F incomplete frame coverage and survey nonresponse F resulted in detectable bias in survey estimates for the National Human Exposure Assessment Survey (NHEXAS) Phase I field study conducted in EPA Region V, the Great Lakes states, from July 1995 through May 1997.
In this paper, tests for the presence of coverage bias and/or nonresponse bias were performed at all possible stages of the survey in which nonresponse could occur (i.e. screener questionnaire, baseline questionnaire, core media sample stage and optional media sample stage). These tests were performed on two types of background variables obtained from the initial screener questionnaire: (i) variables with population data available from Census Bureau projections and (ii) variables without population data available from Census Bureau projections. For the first group of variables, tests comparing respondent estimates to ''known'' population values provided an accumulated bias estimate due to both nonresponse and incomplete coverage issues. For the second group of variables, respondent estimates after later stages of nonresponse were compared to estimates based on the much larger sample of individuals rostered during screening. This approach provided a test of accumulated bias due to survey nonresponse alone. For both groups, tests were also performed using final survey weights to evaluate the performance of survey weight adjustments in reducing observed biases.
Background
The NHEXAS study was undertaken to assess exposures to a wide range of chemicals across diverse media in EPA Region V. It had a target population of non-institutionalized permanent residents of households in EPA Region V (Minnesota, Wisconsin, Michigan, Illinois, Indiana, and Ohio) during July 1995 to May 1997. Notable exclusions were residences on military bases, group quarters (e.g., college dormitories), and individuals deemed mentally or physically incapable (mostly frail, elderly persons). No age restrictions were placed on the target population, in order to test the feasibility of the monitoring methods for all age groups.
The NHEXAS survey was implemented using a complex, four-stage survey design. The first three of which were: a firststage sample of counties, a second-stage sample of area segments within counties, and a third-stage sample of housing units within segments. Willing adult members of selected third-stage households were asked to complete a household screening questionnaire. This questionnaire contained the rostering information needed to complete the fourth stage, where individuals were randomly selected from households for more detailed interviewing and monitoring. Individuals selected at the fourth-stage completed a baseline questionnaire, after which they were scheduled for collection of environmental media samples about 1-3 weeks later. Participants were required to do 6 days of ''core'' media monitoring (air VOCS, water sampling, and household dust). Participation for other media (air aerosols, food, urine, blood and hair) collection was strongly encouraged, but not required. Upon completion of the study, over 37 different analytes had been measured in a variety of media for 249 participating individuals.
Within the NHEXAS design, nonresponse could occur at various points in the data collection process, each of which might present a different pattern of nonresponse. Nonresponse could occur for the ''screening questionnaire'' (a roster of household members and their demographic characteristics), for the ''baseline questionnaire'', for the core media samples, or for any of the optional media samples.
The impact of nonresponse on final survey estimates was conditional on whether variables measured in the survey were dependent on response status. Three possibilities exist: that the missing data were missing completely at random (MCAR) , that the missing data were missing at random (MAR), or that the data were neither MCAR nor MAR (Little and Rubin, 1987) . These possibilities make progressively fewer assumptions about the missing data mechanism and, as a result, require increasingly greater knowledge regarding the missing data mechanism to compensate for nonresponse bias. Neither the MCAR nor MAR situation requires explicit modeling of the missing data mechanism. For the NHEXAS data, weight adjustment methods were introduced that provided some robustness under the MAR assumption (Little and Rubin, 1987) . Where the response status of an individual was correlated with a background variable(s), the use of MAR adjustment methods (weighting and poststratification) was validated and variables of concern for future studies were identified.
Because nonresponse could occur at various points in the study, several weight adjustment steps were required. An overview of the adjustment procedures is presented in Table 1 and discussed in detail in Whitmore et al. (1999) . Each nonresponse stage had both a nonresponse adjustment and a poststratification adjustment, except for the environmental media where sample sizes were considered too small for poststratification. Adjustments were conducted using variables considered most appropriate for each stage, subject to sample size constraints. The first nonresponse adjustment used the weighting class approach due to a lack of good background variables for households that were screener nonrespondents. At later stages of the study, a logit model was favored due to the available screener background variables and reduced respondent group sizes. The variables given in Table 1 are standard predictors with the exception of the ''field worker loop'', which indicates one of four temporal and geographic loops that field workers determined through the six-state study region during data collection. Methods described by Folsom (1991) were used for the model-based poststratification and nonresponse adjustment. Whitmore et al. (1999) suggested that meaningful levels of nonresponse bias might exist in the NHEXAS survey data that appear worth investigating. For surveys, EPA guidelines recommend at least a 75% response rate for in-person or This variable records the sampling pass on which the individual was contacted. Four sampling passes were made through the study region.
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telephone interviews (US EPA, 1983) . In the NHEXAS study, the estimated population response (participation) rate at the screener stage (first nonresponse stage) was 71.9% and the estimated population response rate after the third nonresponse stage (core media data collection) was 42.7%. Hence, about 28.1% of the survey population was not covered by the first stage of data collection while another 29.2% was not covered by the start of the third stage. Nonresponse for additional, more burdensome types of monitoring led to further decreases in population coverage. These low response rates are, however, not unusual for exposure studies due to the often substantial burden placed on respondents (Cox et al., 1988; Callahan et al., 1995) . The NHEXAS study placed more burden than most, as attempts were made to collect samples from a variety of media from selected individuals, including: personal air VOCs, personal air aerosols, indoor air aerosols, food and beverages, urine, blood, and hair.
Low response rates typically observed in exposure studies may have a strong effect on bias in survey estimates as was well illustrated by an example 1 from Callahan et al. (1995) . For a population characteristic with prevalence equal to 20% (e.g., 20% of the population exceeds a threshold exposure concentration) and a response rate of 90%, the bias can lie between À9% and þ 2%. However, if the response rate is decreased to 60%, then the bias may be anywhere between À20% and 13%. Such potentially high levels of bias in exposure studies could be reduced if a sample of nonrespondents could be converted to respondents at some time during the survey. However, doing so can be expensive. In the NHEXAS survey, conversion was attempted through a fixed number of call-back attempts, and participation rates in NHEXAS were increased by offering incentives for completion of the more burdensome types of monitoring (Whitmore et al., 1999) .
Methods
This section describes the statistical methodology for estimating and testing bias, the multiple testing methodologies adopted, and the variables and biases for which they were tested (e.g., incomplete coverage and/or nonresponse). The variables available for bias testing were divided into two groups: those which had available census projections, and those which did not. Census projections treated as population values 2 were used to estimate (and test) bias due to the combined effects of incomplete coverage and nonresponse. Where census projections were not available, nonresponse bias among individuals in screened households was evaluated using the screener distributions as a comparative baseline.
Estimating and Testing for Bias
For a categorical variable with K levels, the bias in the estimate p k of the true proportion p k 0 at level k is defined as
The expectation E[p k ] is taken over the sample design and the response propensity distribution for each stage of nonresponse. Thus, the bias at level k can be estimated as
A K-level categorical variable leads to KÀ1 independent estimates. For this study, the population was represented as either the population at large (census projections) or the population of individuals who could be rostered.
Bias was tested for using a single goodness-of-fit test of all K levels. To test if p 1 , y, p k are compatible with known p 1 0 , y, p K 0 , the hypothesis is
Any significant bias detected can be attributed to systemic differences between the responding population and the reference population. This test can be conducted according to the methods of Rao and Scott (1981) for weighted survey data using a modified w 2 statistic with KÀ1 degrees of freedom.
Our approach was to identify biases of potential concern through estimation and hypothesis testing. Note that biases identified in this manner are subject to type-I error (being identified as significant when they are not), and even when correctly identified, may not be associated with a bias for the primary response: exposure level. However, identified biases indicate variables important to include in future exposure studies to both improve survey design and to have available for nonresponse adjustment under an MAR assumption. The statistical tests used herein had relatively low power due to the moderate sample sizes such that not all significant biases would have been detected.
Adjustments for Multiple Comparisons
Two approaches were taken to address the multiple comparisons problem: a per comparison error rate approach and a false discovery rate approach (Benjamini and Hochberg, 1995; Genovese and Wasserman, 2002) . The per comparison error rate approach ignores multiple testing issues by conducting each test separately at an a ¼ 0.05 significance level. For null hypotheses that are true, approximately 5% will be rejected by chance alone.
1 These bounds on the bias are obtained using the identities p ¼ Zp NR þ (1ÀZ)p R where p is the overall population prevalence (mean), p NR is the prevalence among nonrespondents, p R is the prevalence among respondents, and Z is the nonresponse rate, and Bias ¼ p R Àp. 2 It is expected that the projections are more precise than the estimated distributions obtained in this paper. The projections are relatively nearterm (5 years forward), and are averaged over several relatively slow growing states.
Thus, the use of this approach allows the simple identification of test results for which further investigation may be in order.
In contrast, the false discovery rate procedure provides a more stringent standard for rejection, fixing a false discovery rate of q* over a specified family of tests. The false discovery rate controls the expected proportion of falsely rejected null hypotheses to be less than or equal to the familywise error rate (as might be adopted with a Bonferroni-type approach), with equality holding only if all of the null hypotheses are in fact true. When one or more null hypotheses are false, the true familywise error rate is larger than the false discovery rate and there is a consequent gain in power. The false discovery rate procedure is implemented as follows: order all P-values P
(1)
, y, P (m) for m separate tests within a given family, find the largest k for which P(k)r(kq*)/m, and then reject all null hypotheses associated with P
, y, P (k) . Since the tests performed in this study were dependent across response stage F individuals present at a later nonresponse stage were also present in earlier stages F multiple comparison test families were restricted to groups of tests that were considered independent. These were taken to be all tests at a given response stage for each kind of comparison. Comparisons to census projections had families of size three (three variables), while comparisons to screener estimates were of size six. The false discovery rate was set to q* ¼ 0.05, the Bonferroni level if all nulls were true.
Bias due to Incomplete Coverage and Nonresponse
Screener background variables from Census Bureau projections included age, gender and race/ethnicity. Their respective distributions were obtained after collapsing across state-level 1995 projections for EPA Region V. Respondent distributions were compared to census distributions for the screening questionnaires, baseline questionnaires, core media data and optional environmental media collections (personal air aerosol, food, urine, blood metals, blood VOC, and hair). All comparisons were of study participant distributions versus census distributions, with the exception of the screening stage. For the screening stage, distributions based on all rostered individuals were compared to census distributions. Any bias detected by comparison of study distributions to census distributions was attributed to the combined effects of nonresponse and incomplete population coverage.
Two sets of comparisons were made. The first set used weights adjusted only for the design-based probabilities of selection. The second used weights adjusted for nonresponse and poststratified for the stage or media under consideration. The first comparison allowed the evaluation of accumulated bias across multiple stages of nonresponse; while the second allowed evaluation of the cumulative performance of weight adjustments for that stage of nonresponse (screening, baseline, or media participation).
Bias due Solely to Nonresponse
For screener variables which did not have census projections available, bias due solely to nonresponse was estimated and tested for by comparison of distributions among respondents at stages of nonresponse occurring after the screener stage (baseline questionnaire, core media, optional media) and similar distributions obtained from all individuals rostered during screening. For these comparisons, the screener distributions (based on many more respondents) were fixed which allowed the use of statistical methods described earlier.
Screener variables used in this analysis were: highest level of education, smoking status, work status, type of home, own home, and telephone in house.
Again, two sets of comparisons were made. Both compared distributions of respondents at later nonresponse stages to the distributions for all rostered individuals. The first set used weights adjusted for the probabilities of selection, for nonresponse, and for poststratification at the screener stage. Comparisons based on these weights allowed assessment of accumulated nonresponse bias at later stages of nonresponse. The second set of comparisons used weights that were adjusted for nonresponse and poststratified for the stage or media under consideration. These comparisons allowed an evaluation of the performance of the weight adjustments in reducing bias for these variables. Table 2 presents the results for bias estimation in comparison to census projections using the design-based weights. Bias estimated in this table could be attributed to the combined effects of nonresponse and incomplete coverage.
Results
Screening Questionnaire Coverage and Nonresponse Bias
Two variables, gender and age, were significant at an unadjusted a ¼ 0.05 level (Table 2 ). For gender, distributions at the time of rostering were close to census projections (estimated male bias of 2.08% greater than the census rate), but increased significantly at the baseline questionnaire due to a greater propensity for females to participate in the study. The elevated frequency of female respondents was retained at later collection stages, with the magnitude of the resulting bias becoming even more pronounced for the optional personal air aerosol and blood VOC media. For the age variable, the distribution was significantly different from census projections at the screener stage but lost significance at the baseline stage. The significant difference at the screener stage might be attributed primarily to an under-representation of 18-24-year olds in the sample due to incomplete coverage. Individuals of this age group were more likely to be residing on military bases or college campuses. Those individuals temporarily living away from a sampled home were not included on the roster. The subsequent loss of significance for age at the baseline questionnaire might be attributed to a reduced propensity for 0-17-year olds to enter into the study. Age later regained significance at the optional blood media collection stage. This significance could largely be attributed to the pronounced nonparticipation of the 0-17-year-old age group. All variables significant at the unadjusted a ¼ 0.05 level remained significant at a false discovery rate of q* ¼ 0.05.
Biases estimated relative to census projections using final adjusted weights are given in Table 3 and are, in general, notably smaller than corresponding biases in Table 2 . Biases for the screening questionnaire and race/ethnicity for metals in blood medium were significant at an unadjusted a ¼ 0.05 level, yet not significant at a false discovery rate of q* ¼ 0.05.
The unadjusted significance of age was not surprising as weight adjustment procedures were strictly household-(not person-) level at the screener stage. Person-level poststratification was not conducted at that stage because the screener data were largely collected for use in later adjustment procedures. Besides the continued significance of age, biases were reduced by poststratification and were low for baseline and core media. Biases increased for optional media, which lacked a poststratification step due to reduced sample sizes. Table 4 provides nonresponse bias estimates for selected screener variables for which census projections were unavail- able. Bias estimated in this table could be attributed to the combined effects of nonresponse after the screener stage. The most notable trend in Table 4 is the significant and pronounced under-representation of ''at most high school graduate'' in all post-baseline stages. This bias could be attributed primarily to a difficulty in bringing these individuals into the study at the baseline stage. The underrepresentation of these individuals continued through the remaining stages becoming more pronounced for optional media urine, blood and hair. ''Type of home'' was also of significance for the optional media hair, attributable to an excess of single family detached home owners in the sample. This excess was first present after baseline collection and generally increased in magnitude through later collection stages. Although not significant, Table 4 also shows a tendency for smokers to be present in higher frequency than expected. The trend begins with baseline, becoming more pronounced in later stages. Variables work outside the home, home ownership, and presence of a telephone in the home showed neither significance nor a discernable trend in bias.
Nonresponse Bias in Screener Variables
In contrast to the results in Table 4 , Table 5 provides nonresponse bias estimates and significance test results using final adjusted weights. Variables, such as highest level of education, no longer show significance when final adjusted weights were applied. Other variables, such as home ownership, telephone in house, type of home, became significant at an unadjusted a ¼ 0.05 level. There was no discernable pattern to the changes in bias given that weight adjustments reducing known biases appeared to have mixed effects on the bias of other variables.
Discussion
This paper has analyzed nonresponse and coverage bias in a large scale exposure survey, NHEXAS. Questions of interest include: how might future studies be improved given the biases estimated here and how did weight adjustment procedures perform.
Notable biases were observed for gender, age, highest level of education, smoking status and type of home. For gender, there was a significant tendency for women to respond more than men, particularly at the baseline participation stage. For age, there were apparent coverage problems for 18-24-year olds at the screener stage of the survey and a difficulty in retaining 0-17-year olds, both to participate in the study by responding to the baseline questionnaire and to provide analyzable blood samples. Highest level of education showed a deficit of individuals with at most high school degrees; a deficit which first became evident with the difficulty of recruiting these individuals into the baseline study. More smokers were found in the study than expected, although the trend was not significant. Finally, beginning with baseline, more single family dwelling individuals were present than expected. Biases for each of these variables might be reduced in future surveys by modifying the survey study design (e.g., including group quarters, such as dormitories), providing greater incentives, using less burdensome methods for environmental and body burden monitoring, or modifying the effort or approach of field-workers during recruitment.
For variables with available census projections, the performance of weight adjustment procedures was good, as illustrated by Table 3 . In most cases, biases were reduced in comparison to biases computed using unadjusted weights. Poststratification to control totals based on some or all of these variables greatly reduced bias for baseline questionnaires and core media analyses, as was expected. Biases were somewhat larger for the optional media, perhaps due to their weights having a nonresponse adjustment but no poststratification adjustment because of smaller sample sizes (see Table 1 ).
Based on the estimates in Tables 4 and 5 , the NHEXAS weight adjustments for variables not available in the census projections had varied effects on estimated biases. For example, although highest level of education appeared to benefit from adjustments, type of home and home ownership showed increased bias. For these latter two variables most of the increase in bias occurred with the baseline questionnaire weight adjustments, attributable to the correlated effects of variables used for the baseline adjustments. The lack of consistent improvement for the non-census variables suggests having larger monitoring-phase sample sizes to support nonresponse models with more variables would be beneficial in future exposure monitoring studies.
Although the variables of primary interest in an exposure analysis are the exposure measurements themselves, the variables used for this analysis were necessarily restricted to those in the screening questionnaire. The weight adjustments used to reduce their biases may have decreased bias for primary survey variables (the exposure measurements) to the extent that those biases were related to the weight control variables (gender, race/ethnicity, and age). Although the variables used for bias tests in this paper were not the primary outcomes of interest (exposure levels), detection of bias in estimates made from them may be useful in that (i) any bias may be correlated with bias in outcomes of interest, (ii) practical and statistical significance of detected bias is important in exposure studies that typically have poor overall response rates, (iii) variables with detectable bias might be considered as adjustment steps in future exposure studies, and (iv) their use in nonresponse and poststratification adjustment in the NHEXAS study allows an evaluation of the performance of weight adjustments by comparison of estimates obtained using preadjustment and postadjustment weights. Direct assessment of bias in primary survey variables could be accomplished in future studies by following up a subsample of nonrespondents using sufficient incentives to achieve high response rates in the subsample. However, respondents obtained in this way are typically much more expensive than initial respondents. 
