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En Costa Rica existen un aproximado de 170 a´reas protegidas, que representan un 26%
de la superficie continental y 17% de la superficie marina del pa´ıs, segu´n un informe
provisto por entidades gubernamentales. Los bienes sociales, ecolo´gicos y econo´micos
que generan las a´reas de conservacio´n se estiman en cientos de millones de colones, los
cuales son generados por actividades como turismo y generacio´n hidroele´ctrica.
Por la razo´n anterior es que la deteccio´n de actividades ilegales como la caza y la tala de
a´rboles dentro de las zonas protegidas ha tomado importancia. La deteccio´n de tales
eventos puede realizarse con el ana´lisis de patrones acu´sticos, que para fines pra´cticos es
realizado en redes de sensores, que adema´s de analizar, se encargan de capturar el audio
y de transmitir las alertas a los nodos principales.
Una parte fundamental de la red de sensores inala´mbrica es el sistema que se encarga de
analizar el audio capturado del bosque. Para lo anterior se debe realizar un proceso de
captura, acondicionamiento de la sen˜al, extraccio´n de caracter´ısticas, ca´lculo de
probabilidades y finalmente tomar una decisio´n. En el marco de un proyecto tan extenso,
el Sistema de Reconocimiento de Patrones Acu´sticos (SiRPA) es el encargado de las
fases de extraccio´n de caracter´ısticas, ca´lculo de probabilidades y la toma de decisiones.
En este documento se detalla el desarrollo del hardware del SiRPA, as´ı como los
mo´dulos propuestos para completar su funcionamiento, denominados como reductor de
dimensiones, generador de s´ımbolos y unidad de modelos ocultos.
Palabras clave: SiRPA, distancia L1 o Manhattan, reduccio´n de dimensiones,
generador de s´ımbolos, modelos ocultos de Markov, FPGA, VLSI digital

Abstract
In Costa Rica, according to governmental studies, there are 170 protected areas, which
represent 26% of the continental surface and 17% of the ocean surface of the country.
Those reserves not only produce social and ecological benefits, but economical too - the
economical retail generated by activities like tourism and electricity generation are
estimated in hundreds of millions of colons-.
That is why the detection of illegal activities, such as poaching or unauthorized logging,
has become a subject of interesting in the electronics area. The detection of this kind of
activities can be done using digital processing of acoustic signals. These signals can be
sensed by a wireless sensor network, that not only have to capture the sound, but
process and transmit decisions based on the sounds.
A fundamental subsystem of the wireless sensor network is the one who analyzes the
audio signal of the forest. That system is composed of several stages like: capturing the
forest signals, gain control process, characteristics’ extraction, probability computation
and a decision making stage. Most of this tasks are assign to the Acoustic Pattern
Recognition System (SiRPA by its acronym in Spanish) which implements the
characteristics extraction, probability computation and the decision-making stage.
The hardware implementation of a dimension reduction subsystem, a symbol generator
and a hidden Markov models unit, either programmable or using standard cells from a
commercial CMOS process is here documented.
Keywords: SiRPA, L1 o Manhattan distance, dimension reduction, symbols generator,
hidden Markov models, FPGA, Digital VLSI
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Cap´ıtulo 1
Introduccio´n
Costa Rica cuenta con un aproximado de 170 a´reas protegidas, las cuales representan un
26% de la superficie continental y 17% de la superficie marina del pa´ıs segu´n el informe
del SINAC [12]. Adema´s de los bienes sociales y ecolo´gicos que generan las a´reas de
conservacio´n, en el 2009 se estima que las mismas generaron 778.148 millones de colones
por actividades como turismo y generacio´n hidroele´ctrica. Por lo tanto, organismos como
el SINAC recomiendan complementar las pol´ıticas de conservacio´n con las de desarrollo.
Sin embargo, las zonas de conservacio´n cuentan con retos importantes debido al poco
personal dedicado a la vigilancia, el irrespeto de la poblacio´n a la legislacio´n y los
insuficientes recursos destinados al fortalecimiento de las mismas. Debido a esto, se han
tratado de implementar diversas soluciones para monitorizar las regiones y mejorar el
control sobre las a´reas de conservacio´n. Una solucio´n en particular ha sido las redes de
sensores inala´mbricas para monitorizar las zonas protegidas.
Las redes de sensores inala´mbricas son una solucio´n ya que son capaces de medir
para´metros, almacenarlos, procesarlos y enviarlos entre s´ı, y pueden desplegarse en
grandes cantidades y de manera densa. Todas estas caracter´ısticas convierten a las redes
de sensores en una opcio´n viable, siempre y cuando sean de muy baho consumo, pues
este es requerimiento fundamental de estos sistemas, porque deben ser capaces de operar
por largos periodos de tiempo y sin ningu´n tipo de mantenimiento [13].
La Escuela de Ingenier´ıa Electro´nica del Instituto Tecnolo´gico de Costa Rica ha estado
desarrollando el proyecto denominado: “Sistema Electro´nico integrado en chip (SoC)
para el reconocimiento de patrones de disparos y motosierras en una red inala´mbrica de
sensores para la proteccio´n ambiental”, el cual propone el desarrollo de una red de
sensores inala´mbrica para la proteccio´n ambiental, la cual sea capaz de detectar eventos
como: motosierras y disparos, a partir del ana´lisis de patrones de audio.
Para realizar la deteccio´n de eventos se desarrolla el Sistema de Reconocimiento de
Patrones Acu´sticos (SiRPA), diagrama general en la figura 1.1. En la misma se pueden
apreciar las distintas etapas del funcionamiento del sistema de procesamiento del audio
del bosque.
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Figura 1.1: Diagrama de funcionamiento general de SiRPA. Tomado de [10]
Las etapas de acople y de preproceso se encargan de acondicionar la sen˜al de entrada, de
manera que e´sta se encuentre entre los l´ımites que le permiten al sistema procesar la
informacio´n.
La etapa de extraccio´n de caracter´ısticas esta´ compuesta por una fase que se encarga de
separar la sen˜al de entrada en distintas bandas de frecuencia (banco de filtros), de
manera que sea posible extraer las caracter´ısticas tiempo-frecuencia de la sen˜al para ser
procesada. En el procedimiento de codificacio´n, el sistema determina valores discretos
que representan la informacio´n de entrada, los cuales son empleados en la seccio´n final
del proceso.
En la u´ltima etapa de procesamiento, se realiza la clasificacio´n. En la clasificacio´n, se
calculan las probabilidades de que la sen˜al de audio represente el bosque, una motosierra
o un disparo y finalmente, estas probabilidades son evaluadas en el mo´dulo de toma de
decisiones, el cual notifica al sistema principal cua´l modelo representa la sen˜al de
entrada.
En el presente documento, se detalla el desarrollo de la implementacio´n en hardware del
SiRPA, as´ı como el manejo de datos, los procedimientos que se ejecutan, y los resultados
obtenidos con el disen˜o propuesto.
1.1 Trabajos previos
En el proyecto SiRPA, se han desarrollado diversos trabajos y proyectos, tanto de
aplicacio´n como de investigacio´n, los cuales se han centrado en diversos problemas que
se han resuelto previo al disen˜o del chip. A continuacio´n se presentan los trabajos
fundamentales que cimentaron las bases de este proyecto.
En [10] se desarrollo´ una primera implementacio´n del SiRPA, orientada unicamente a
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FPGA y no era reconfigurable. Au´n as´ı, la unidad de banco de filtros se rescato´ de esta
primera aproximacio´n, y se usaron como punto de partida los procesos propuestos de
extraccio´n de caracter´ısticas y clasificacio´n usando modelos ocultos de Markov.
En [1] se realizo´ una s´ıntesis preliminar del disen˜o de hardware (del trabajo de [10]) para
evaluar el consumo de potencia preliminar, el a´rea f´ısica esperada, el consumo de
potencia esperado, y comprobar tanto el funcionamiento de las herramientas como de la
biblioteca definitiva de fabricacio´n que se usara´.
De [11] se obtienen los resultados del disen˜o y desarrollo de hardware de un mo´dulo de
reduccio´n de dimensiones autogenerado por co´digo en C. En el mismo se presentan los
resultados de dos circuitos, en los que se emplean distintos me´todos de entrenamiento
para los coeficientes del sistema. Adema´s se muestra el efecto de la reduccio´n de
dimensiones y la pe´rdida de informacio´n producto del proceso.
Finalmente en [4] se desarrollo´ un software para el entrenamiento de los coeficientes que
emplea el sistema. Es decir, a partir de un entrenamiento desarrollado en un
computador, y empleando distintos algoritmos, se calculan los datos que utilizan la fase
de extraccio´n de caracter´ısticas y la de clasificacio´n para hacer el procesamiento de
datos necesario para identificar el bosque, las motosierras o los disparos.
1.2 Objetivos y estructura
El objetivo principal del desarrollo de la implementacio´n en hardware del SiRPA es
lograr un disen˜o que permita fabricar el chip del sistema, ya que u´nicamente con un
ASIC se pueden alcanzar los requerimientos del sistema.
Al iniciar el proyecto, solo se contaba con una implementacio´n verificada en simulacio´n
del banco de filtros. El resto de las etapas no estaban codificadas de manera correcta o
al menos esta´ndar -co´digos que generaban exceso de errores y advertencias en los
procesos de s´ıntesis tanto para FPGA como para celdas esta´ndar-. Adema´s, no se estaba
seguro del funcionamiento correcto de algunas de estas etapas, y el consumo de recursos
previsto en algunas era prohibitivo. Ante esta situacio´n, se prefirio´ re-codificar los
mo´dulos y verificarlos de nuevo contra la versio´n escrita en C e implementada en un
sistema empotrado. Estas unidades deber´ıan luego verificarse tanto en simulacio´n como
su implementacio´n sobre FPGA, utilizando para´metros post-entrenamiento, antes de
trasladarse a las herramientas finales de implementacio´n en circuito integrado. Es claro
que ello exigir´ıa un co´digo correcto y esta´ndar para las herramientas.
Por u´ltimo se decidio´ incorporar al circuito final la capacidad de reprogramar sus
coeficientes o variables de trabajo, para volver al sistema adaptable a distintos
ambientes o sonidos, ahora que solo se requer´ıa un nuevo reentrenamiento off-line de los
algoritmos para generar nuevos coeficientes del sistema.
Este trabajo se encuentra dividido en diferentes secciones con el fin de facilitar su
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lectura y comprensio´n. En el cap´ıtulo II se encuentran los fundamentos teo´ricos ba´sicos
para entender el funcionamiento de cada uno de los sistemas desarrollados. En el
cap´ıtulo tres se encuentran los detalles del desarrollo del hardware, as´ı como su
funcionamiento y formato de los datos. En el cap´ıtulo cuatro se detallan los resultados
experimentales de las pruebas y simulacio´n del circuito disen˜ado. Finalmente, en el
cap´ıtulo cinco se establecen las conclusiones y recomendaciones que se obtuvieron como
fruto de este trabajo.
Cap´ıtulo 2
Marco teo´rico
En el presente cap´ıtulo se muestran las bases teo´ricas necesarias para comprender el
desarrollo del documento, as´ı como los procesos que realizan los distintos sistemas, el
manejo de los datos y finalmente los resultados obtenidos. En el mismo se encuentran
los fundamentos relacionados con: formato punto fijo, formato punto flotante,
combinacio´n lineal, distancia Manhattan (o L1) y modelos ocultos de Markov.
2.1 Formato punto fijo
El formato punto fijo es una manera de representar y manejar los datos digitales de un
sistema, en la misma se define la cantidad de bits que representan los datos y luego, se
determina cua´l es la cantidad de bit ma´s adecuada para representar la parte entera de
los datos y la parte decimal de los mismos, adema´s el bit ma´s significativo se asocia al
signo del dato.
Los bits que se asignan para representar la parte entera del valor decimal que
representan son llamados bits de magnitud [3]. Por su parte, los bits de la seccio´n
derecha del punto decimal son denominados bits fraccionales.
Para calcular el rango de valores representables en punto fijo, con m bits asignados a la
parte entera y f a la parte fraccionaria, se emplea la siguiente ecuacio´n:
[
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Para el presente proyecto, los datos en punto fijo son de diecise´is bits de longitud, de los
cuales se asignaron dos bits a la parte entera y los asignados para representar la parte
fraccionaria corresponden a trece. Por lo que el rango de valores representables es
[-4:3.9998779296875].
2.1.1 Suma y resta en formato punto fijo
Las operaciones de suma y resta de datos en formato punto fijo se realizan de igual
manera que las operaciones de datos en formato binario para nu´mero enteros, es decir se
aplican las mismas consideraciones. Sin embargo, es necesario que ambos operandos
cuenten con la misma cantidad de bits asignados a la parte entera y fraccionaria.
Al sumar o restar dos datos en formato punto fijo, el resultado produce un dato con la
misma cantidad de bits, sin embargo puede ocurrir desbordamiento del resultado (si el
resultado de la suma excede el ma´ximo valor representable o el resultado de la resta es
menor al mı´nimo valor representable), lo cual produce un valor en el rango
representable, pero con un resultado incorrecto.
2.1.2 Multiplicacio´n en formato punto fijo
En el caso de la multiplicacio´n de datos en punto fijo, se debe tener en consideracio´n que
al igual que en la multiplicacio´n de datos en decimal, el resultado tiene el doble de
longitud que los operandos, es decir, el resultado tiene una longitud del doble de los
datos que maneja el sistema.
En la figura 2.1 se muestra un ejemplo en concreto del resultado de una operacio´n de
multiplicacio´n en punto fijo. En el ejemplo, se emplean ocho bits para la parte
fraccionaria y ocho para la parte entera. En el procedimiento del ejemplo, se descartan
los ocho bits menos significativos que corresponde a la seccio´n de menor peso de la parte
fraccionaria y se toman los siguientes diecise´is bits (indicados como resultado va´lido en
la figura 2.1).
Figura 2.1: Ejemplo de multiplicacio´n en punto fijo. Tomado de [7].
El proceso de truncar el resultado es inevitable para mantener el formato de los datos
que se emplean en el sistema, y es evidente que los valores de los para´metros m y f
repercuten directamente en la estabilidad nume´rica y los resultados de las operaciones
en el sistema.
2 Marco teo´rico 7
2.2 Formato punto flotante
El formato punto flotante es una representacio´n nume´rica ma´s moderna que la
representacio´n punto fijo, de manera que resulta en un formato de datos que
proporciona la exactitud suficiente para la mayor´ıa de aplicaciones digitales. Los datos
en punto flotante involucran un nu´mero entero (mantisa) que se multiplica con una base
(en este caso es dos) y la base se encuentra elevada a un exponente, tal como se muestra
a continuacio´n:
a = m · be (2.3)
Existen un compendio de esta´ndares que determinan como se designan los bits del
formato, as´ı como la longitud total del mismo y los para´metros que se emplean en las
operaciones aritme´ticas. En este caso, se sigue el esta´ndar de treinta y dos bits,
conocido como el formato de precisio´n simple (definido como IEEE 754).
En el esta´ndar IEEE 754 se define que el bit ma´s significativo corresponde al signo, los
siguientes ocho bits son el exponente del dato y finalmente los restantes veintitre´s se
asocian a la mantisa, tal como se muestra en la figura 2.2.
Figura 2.2: Esta´ndar del formato punto flotante: precisio´n simple. Tomado de [3].
Las unidades que resuelven las operaciones de punto flotante (o FPU por su siglas en
ingle´s) son sistemas disen˜ados para un limitado nu´mero de funciones. En el caso del
presente proyecto, se requirio´ de la suma, la resta, la multiplicacio´n, divisio´n y
comparacio´n de datos en punto flotante.
2.2.1 Unidad de aritme´tica punto flotante
La estructura ba´sica de una unidad punto flotante se muestra en la figura 2.3. Los
operandos de la unidad son denominados opa y opb, la sen˜al de control que determina
cua´l operacio´n se lleva a cabo es la denominada fpu op. El resultado de la operacio´n es
la sen˜al result. La unidad cuenta con distintas banderas para los casos en los que el
resultado es cero o infinito, los operandos no sean nu´meros o el divisor sea cero, entre
otros.
En el diagrama de la figura 2.3 se aprecian algunos mo´dulos ba´sicos en las operaciones
de punto flotante, como lo son los bloques de pre normalizacio´n de los datos que se
encargan de verificar la validez de los datos de entrada; a la salida los bloques de post
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Figura 2.3: Diagrama de unidad punto flotante. Tomado de [14].
normalizacio´n y redondeo preparan los datos para garantizar que se encuentren en el
rango representable. Si en el proceso ocurren errores, la unidad de excepciones se
encarga de indicarlos al sistema.
En el caso particular de SiRPA, la FPU es totalmente combinacional.
2.3 Transformacio´n lineal
Segu´n [2], transformacio´n lineal se define como: “Sean V y W espacios vectoriales. Una
transformacio´n lineal de V y W es una funcio´n T : V → W, que satisface las
siguientes propiedades”:
1.T (u+ v) = T (u) + T (v),∀u, v ∈ V (2.4)
2.T (kv) = kT (u),∀u ∈ V,∀k ∈ R (2.5)
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Un caso particular de transformacio´n lineal es la transformacio´n matricial. La
transformacio´n VA, una operacio´n definida de Rn → Rm, tal que VA = A · W. En la
definicio´n, A es una matriz de dimensio´n m x n .
Este tipo de transformacio´n lineal es la realizada por el mo´dulo reductor de dimensiones
(ver seccio´n 3.1).En este caso particular, n = 8 y m = 3; por lo tanto, la matriz A es de
dimensio´n 8x3 y cuenta con veinticuatro coeficientes, cuya combinacio´n lineal permite
pasar de un espacio de entrada de ocho dimensiones a uno de tres dimensiones en la
salida.
2.4 Distancia Manhattan o L1
La distancia L1 o distancia Manhattan es un me´todo de ca´lculo que permite determinar
que tan separados se encuentran dos puntos entre s´ı, sin emplear el mo´dulo de vectores




|bk − ak| (2.6)
La distancia L1 supone ventajas de ca´lculo ya que no emplea operaciones como elevar a
potencias o calcular la ra´ız de los datos. Por esta razo´n, en el Mo´dulo Generador de
S´ımbolos se emplea la distancia L1 para determinar cua´l de los nodos se encuentra ma´s
cerca al punto de entrada.
2.5 Modelos ocultos de Markov (HMM)
Los modelos ocultos de Markov son una herramienta importante en el reconocimiento de
patrones acu´sticos, que con el desarrollo de las te´cnicas de ca´lculo de los para´metros
involucrados en el proceso, han sido aplicados a una gran variedad de problemas de
reconocimiento de patrones acu´sticos.
Un HMM se define como λ = (A,B,pi), donde A, B y pi son matrices que caracterizan el
modelo, adema´s se tiene una cadena de s´ımbolos O, los posibles s´ımbolos V , y la
cantidad de estados de los modelos N [6]. Cada elemento esta´ descrito como:
• T : longitud de la cadena de s´ımbolos O.
• N : nu´meros de estados en el modelo.
• V : posibles s´ımbolos del modelo.
• M : cantidad de elementos en V .
• A = {aij} = Pr(qj en t+1 | qi en t). A es la matriz de coeficientes que caracterizan
las transiciones del modelo de un estado a otro, con dimensiones NxN .
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• B = {bj(k)}, bj(k) = Pr(vk en t | qj en t). La probabilidad de observar el s´ımbolo
v dado en el estado k, en el momento t, o sea, la matriz de observacio´n del modelo
que tiene dimensiones de MxN .
• pi = {pii}, pii = Pr(qi en t=1). La matriz de inicializacio´n del modelo, con N
coeficientes.
Una vez definido el modelo oculto de Markov, existen tres problemas que se necesitan
resolver sobre el modelo:
• 1. Dada la cadena de observacio´n O = O1, O2, ... , OT y el modelo λ = (A,B,pi),
¿co´mo se calcula la probabilidad de que la cadena haya sido emitidad por el modelo
λ?.
• 2. Con la cadena de observacio´n O = O1, O2, ... , OT , co´mo se determina la
secuencia de estados que mejor representa los s´ımbolos de la cadena.
• 3. Co´mo se ajustan los para´metros de λ = (A,B,pi) para optimizar el ca´lculo de
Pr(O | λ).
En el caso de SiRPA, los problemas de intere´s son el problema uno y el problema tres
(este u´ltimo resuelto en [4]). En el caso del problema uno, para calcular la probabilidad
de que la cadena haya sido emitida por un modelo dado, se emplea el algoritmo
“hacia-adelante hacia-atra´s”.
2.5.1 “Algoritmo hacia-adelante hacia-atra´s
(forward-backward procedure)
Este procedimiento de manera extensa se encuentra definido en [9]. Se define la variable
α1 como:
αt(i) = P (O1O2...Ot, qt = Si | λ). (2.7)
La ecuacio´n 2.7 es la probabilidad de que la cadena de observacio´n parcial llamada αt,
haya sido generada por el modelo λ, en el tiempo t y estado S. Esta probabilidad se
calcula aplicando tres reglas:
1. Inicializacio´n:








bj(Ot+1), 1 ≤ t ≤ T − 1, 1 ≤ j ≤ N. (2.9)
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3. Finalizacio´n




En el este algoritmo, se requieren ca´lculos en el orden de N(N + 1)(T − 1) +N
multiplicaciones y N(N − 1)(T − 1) sumas, lo cual es una ventaja si se compara con los
dema´s algoritmos que se emplean para solucionar el problema 1, segu´n se indica en [6];
por esta razo´n es que The forward - backward procedure es el empleado en el SiRPA para
realizar los ca´lculos de probabilidades en los tres modelos.
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Cap´ıtulo 3
Implementacio´n en hardware de
SiRPA
El Sistema de Reconocimiento de Patrones Acu´sticos (SiRPA), debe ser implementado
en hardware para poder cumplir con las especificaciones del sistema (ver cap´ıtulo 1), por












Figura 3.1: Diagrama de entradas y salidas del SiRPA
En el mismo, se muestran las sen˜ales de entrada:
• audio in: es la sen˜al digital de entrada del sistema, es decir los datos digitales que
representan el audio que se va a analizar. Para representar a los mismos, se emplean
diecise´is bits.
• clk: la sen˜al de reloj para el SiRPA.
• reset: es la sen˜al de reinicio del sistema. Para reiniciar, se debe colocar en alto la
misma.
• load: con este puerto de entrada se le indica al sistema que se desea realizar una
carga de coeficientes, es decir se va a reconfigurar los coeficientes del SiRPA.
• MOSI: es la salida de datos del mo´dulo maestro del protocolo serial (SPI) y la
entrada de los datos al SiRPA. Los datos que se introducen al SiRPA corresponden
13
14
a los coeficientes del sistema.
• SCLK: es la sen˜al de reloj de los datos del protocolo serial (SPI).
Las sen˜ales de salidas del sistema:
• HMM: con esta sen˜al de dos bits se indica que la muestra de audio representa
con mayor probabilidad el bosque (con un cero), una motosierra (con un uno) o un
disparo (con un dos).
• ready: cuando el sistema ha concluido de analizar el audio y ya identifico´ cual
modelo es mejor representado por la muestra de audio, lo indica mediante esta
sen˜al al colocar en un valor alto.
Para poder llevar a cabo el procedimiento completo del SiRPA, e´ste se descompuso en
distintos bloques, que ejecutan cada una de las funciones descritas en la figura 1.1. En

























































































Figura 3.2: Diagrama de segundo nivel del SiRPA
En la figura 3.2, se muestra el mo´dulo denominado filtro segmentado[10], cuya funcio´n
principal es dividir la sen˜al de entrada (el audio proveniente del exterior) en ocho
bandas de frecuencia, para que las mismas sean procesadas por el mo´dulo reductor de
dimensiones.
En las siguientes secciones se detalla el desarrollo de los mo´dulos de hardware
correspondientes al reductor de dimensiones, el a´rbol de comparadores, la unidad de
modelos ocultos de markov (unidad HMM), el control y el sistema de carga de
coeficientes.
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3.1 Reductor de Dimensiones
El mo´dulo de reduccio´n de dimensiones realiza una conversio´n de un espacio de entrada
de ocho bandas de frecuencia a uno de salida de tres. Esta transformacio´n se lleva a
cabo a partir de una combinacio´n lineal de los para´metros de entrada con los
coeficientes del sistema (ver seccio´n 2.3): los coeficientes son calculados por un software
de entrenamiento [4]. Todos estos datos se encuentran en formato punto fijo (ver seccio´n
2.1).







































































Figura 3.3: Diagrama del reductor de dimensiones
El bloque reductor de dimensiones recibe las sen˜ales de filtro0 hasta filtro7, las cuales
son la salida del banco de filtros. La sen˜al start indica al bloque cua´ndo debe iniciar el
proceso de reduccio´n de dimensiones. La entrada load activa el mo´dulo de carga de
coeficientes, con lo que los datos que esta´n en la sen˜al coeficiente se pasan al banco de
registros en la direccio´n dada por dir coef.
Las salidas son el resultado de la reduccio´n de dimensiones y esta´n identificadas como
Dim0, Dim1 y Dim2. La sen˜al ready en alto indica el estado del sistema, es decir que
el mo´dulo se encuentra en estado de inactividad y puede realizar la reduccio´n de
dimensiones o la carga de coeficientes del exterior; en el estado bajo, la sen˜al indica que
el mo´dulo esta´ procesando una reduccio´n de dimensiones.
Despue´s de un reinicio, el reductor procede a cargar la matriz de coeficientes, definida
como W, en el banco de registros (bloque llamado “Registers”), a trave´s del
“Inicia coef”. Los nu´meros y nombres de los registros se muestran en la tabla 3.1.
Una vez que se concluyo´ con la inicializacio´n, el sistema se encuentra listo para realizar
una carga externa de coeficientes, o un proceso de reduccio´n de dimensiones.
Si se inicia el proceso de reduccio´n de dimensiones, el sistema selecciona la primera sen˜al
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Direccio´n Registro Direccio´n Registro Direccio´n Registro
0 Offset entrada 1 13 coeficiente w23 26 coeficiente w71
1 Offset entrada 2 14 coeficiente w31 27 coeficiente w72
2 Offset entrada 3 15 coeficiente w32 28 coeficiente w73
3 Offset entrada 4 16 coeficiente w33 29 coeficiente w81
4 Offset entrada 5 17 coeficiente w41 30 coeficiente w82
5 Offset entrada 6 18 coeficiente w42 31 coeficiente w83
6 Offset entrada 7 19 coeficiente w43 32 Temporal 0
7 Offset entrada 8 20 coeficiente w51 33 Temporal 1
8 coeficiente w11 21 coeficiente w52 34 Dimensio´n 2
9 coeficiente w12 22 coeficiente w53 35 Dimensio´n 1
10 coeficiente w13 23 coeficiente w61 36 Dimensio´n 0
11 coeficiente w21 24 coeficiente w62
12 coeficiente w22 25 coeficiente w63
Tabla 3.1: Banco de registros del reductor de dimensiones.
de entrada, le resta el valor de offset 1 y lo almacena en el registro Temporal 0,
posteriormente, multiplica el contenido del registro Temporal 0 con el coeficiente
correspondiente (en este caso el w11) y lo almacena en el Temporal 1. Luego, selecciona
la entrada dos y le resta el offset 2 y lo almacena en el Temporal 0. Despue´s, multiplica
el Temporal 0 con el coeficiente w21 y el resultado lo suma al Temporal 0, para
finalmente almacenar la suma en el mismo Temporal 0. Este proceso se repite hasta que
se hayan abarcado las ocho entradas; al final no se almacena la suma en el Temporal 0,
sino que se almacena en el registro de Dim0.
El proceso descrito anteriormente se lleva a cabo de manera similar para calcular las
salidas de Dim1 y Dim2, pero se emplean los coeficientes particulares.
Si se procede a realizar una carga de coeficientes externa para reconfigurar el sistema, la
entrada load se debe colocar en alto, as´ı, el sistema habilita la escritura en el banco de
registros y procede a escribir los datos que se tienen en la sen˜al coeficiente en la
direccio´n dir coef.
3.2 A´rbol de Clasificacio´n / Generador de S´ımbolos
La funcio´n del bloque a´rbol de clasificacio´n (o generador de s´ımbolos), es determinar
dentro de treinta y dos puntos ya definidos (determinados por el software de
entrenamiento [4]), cua´l es el que se encuentra ma´s cerca al punto de entrada. Es decir,
se calcula la distancia tipo L1 (ver seccio´n 2.4) entre el punto de entrada y cada uno de
los treinta y dos nodos, para poder definir cua´l de los nodos se encuentra a menor
distancia.
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Coordenada “X” Coordenada “Y” Coordenada “Z”
47 · · · 32 31 · · · 16 15 · · · 0
Tabla 3.2: Formato del vector de datos del a´rbol de clasificacio´n.
Para realizar la funcio´n antes mencionada, se disen˜o´ el sistema que se muestra en la
figura 3.4.
Al igual que el mo´dulo reductor de dimensiones, al iniciar el funcionamiento, el sistema
realiza una carga de coeficientes al banco de registros, por medio del mo´dulo denominado
Inicializacion Nodo, que se encarga de enviar los datos a los treinta y dos nodos
(llamados Nodo). Los datos se encuentran organizados en un arreglo de cuarenta y
siete bits en formato punto fijo, en donde los diecise´is primeros son la coordenada “X”,
los siguientes diecise´is la coordenada “Y” y finalmente los diecise´is menos significativos
son los correspondientes a la coordenada “Z”, tal como se muestra en 3.2.
Una vez terminada la inicializacio´n, el mo´dulo indica que se encuentra listo para cargar
coeficientes del exterior o ejecutar el proceso de ca´lculo del s´ımbolo (que en realidad es
la identificacio´n del nodo que se encuentra ma´s cercano al punto de entrada, o sea, el
resultado del funcionamiento del mo´dulo es un nu´mero del cero al treinta y uno). Este
estado lo indica al colocar en alto la sen˜al ready.
Para iniciar la carga de coeficientes, se coloca en estado alto la sen˜al load, con lo que el
sistema permite la escritura en uno de los treinta y dos nodos; los datos que se
encuentran en load coef se cargan en el nodo que se indica en la direccio´n de la sen˜al
load dir. Adema´s, se coloca en estado bajo la sen˜al ready, con lo que se indica que se
esta realizando la carga, una ve finalizada la operacio´n, la sen˜al vuelve al estado alto.
En el caso del proceso de ca´lculo del nodo ma´s cercano, el sistema funciona de manera
combinacional, es decir, no necesita de ninguna sen˜al para el inicio del procedimiento, al
colocar los datos va´lidos en las entradas, denominadas como in X, in Y y in Z, y una
vez que se hayan propagado las sen˜ales correspondientes, se encontrara´ una salida va´lida
en el sistema, la que indica cua´l nodo es el ma´s cercano a la entrada.
Para realizar el ca´lculo del nodo mas cercano, primeramente se calcula la distancia
Manhattan (o distancia L1) entre el punto de entrada y los nodos del sistema, a trave´s
de los mo´dulos Ca´lculo L1. Una vez que se tiene la distancia a cada nodo, se realizan
comparacio´n en parejas; por ejemplo, se comparan las distancias del Nodo 0 y la del
Nodo 1, las del Nodo 2 y la del Nodo 3 y as´ı de manera sucesiva. Del primer nivel de
comparacio´n, resultan diecise´is distancias seleccionadas, las cuales pasan al siguiente
nivel de comparacio´n.
El segundo nivel de comparacio´n funciona de igual manera, en este caso se operan
comparaciones sobre diecise´is distancias, para dar como resultado ocho distancias.
Posteriormente, se continu´a con un tercer, cuarto y quinto nivel de comparacio´n, lo que
finalmente permite identificar cual es el nodo ma´s cercano al punto de inicio.
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Finalmente, con las comparaciones y un conjunto de mo´dulos de multiplexacio´n
(denominados Mux 2x1 en el diagrama de la figura 3.4) se produce a la salida el
nu´mero que identifica el nodo ma´s cercano a la entrada. Las sen˜ales de Dir0 hasta Dir4































































































































































































Figura 3.4: Diagrama del a´rbol de clasificacio´n.
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3.3 Unidad de Modelos Ocultos de Markov
(HMMU)
El sistema de salida del SiRPA ejecuta el procedimiento descrito en la seccio´n , es decir
el algoritmo Forward-Backward Procedure, delimitado por los siguientes para´metros:
veinte s´ımbolos de largo de cadena, cinco estados para cada modelo oculto de Markov y
un alfabeto de treinta y dos s´ımbolos (ver seccio´n 2.5). Para poder llevar a cabo el
procedimiento se disen˜o´ el mo´dulo de la figura 3.6.


















Figura 3.5: Ma´quina de estados del control del HMMU.
Despue´s de un reinicio, el sistema procede a cargar los coeficientes por defecto en la
memoria, a trave´s del mo´dulo Inicia coef. Los datos se encuentran distribuidos segu´n
se indica en la tabla 3.3.
Antes de iniciar el procedimiento de ca´lculo, se deben cargar los veinte s´ımbolos en el
mo´dulo denominado Simbol Reg. El control general del SiRPA se encarga de cargar
individualmente cada s´ımbolo generado en el registro mediante la sen˜al ctrlSimb y de
dar la sen˜al de inicio (start en la figura 3.5). Por otra parte, se puede proceder a realizar
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Tabla 3.3: Direcciones de memoria de los coeficientes del HMMU.
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Tabla 3.4: Registros de temporales del HMMU.
una carga externa de coeficientes al banco de memoria, mediante la activacio´n de la
sen˜al load.
Si se inicia el proceso del algoritmo Forward-Backward Procedure, el sistema recorre la
memoria de programa (Rom Mem) hasta que se alcanza la instruccio´n “eop” (su
estructura y funcionamiento se detallan ma´s adelante) con lo que la ma´quina se detiene
y regresa al estado de Operacio´n.
Durante la operacio´n de la unidad, adema´s de los registros con las matrices de
coeficientes de cada modelo oculto de Markov, se emplean registros para los ca´lculos
intermedios del proceso. La direccio´n de memoria de los mismos, as´ı como los nombres
de los mismos se encuentran en la tabla 3.4.
El conjunto de instrucciones que ejecuta el mo´dulo se encuentra descrito en la tabla 3.5.
La funcio´n de cada una se explica a continuacio´n:
• nope: es la instruccio´n que se emplea para que el sistema no realice ninguna accio´n.
• add: la instruccio´n realiza una suma del registro A con el registro B y lo almacena
en el registro destino.
• addi: suma el contenido del registro A con el valor del inmediato, para almacenarlo
en el registro destino.
• sub: al contenido del registro A le resta el registro B y lo almacena en el registro
destino.
• mult: multiplica el contenido del registro A y el registro B y lo almacena en el
registro destino.
• div: divide el registro A entre el registro B, el resultado lo almacena en el registro
destino.
• push: esta instruccio´n toma los datos del registro indicado en A y los almacena en
un registro para la comparacio´n (mo´dulo llamado Comp HMM). Unicamente los
registros acumulador 0, acumulador 1 o acumulador 2 son va´lidos para la compara-
cio´n, en los mismos se almacenan las probabilidades de que la cadena de s´ımbolos
represente al modelo del Bosque, Motosierras o Disparos segu´n corresponde, y por
ende so´lo e´stos registros se debe usar como para´metros (el mo´dulo de Ctlr HMM
major se encarga del control).
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Ins Composicio´n
nope Datos sin efecto
add Reg A Reg B Reg Dest Innecesario Simbolo Fila Direccio´n
addi Reg A Innecesario Reg Dest Inmediato Simbolo Fila Direccio´n
sub Reg A Reg B Reg Dest Innecesario Simbolo Fila Direccio´n
mult Reg A Reg B Reg Dest Innecesario Simbolo Fila Direccio´n
div Reg A Reg B Reg Dest Innecesario Simbolo Fila Direccio´n
push Reg A Innecesario Innecesario Innecesario Simbolo Fila Direccio´n
eop Datos sin efecto
Cantidad de bits de cada elemento de la instruccio´n
3 10 10 10 32 5 3 2
Tabla 3.5: Conjunto de instrucciones del HMMU.
• eop: con esta instruccio´n se indica al sistema que se encuentra en el final del
programa, y por ende se detiene el conteo del PC (program counter).
Cada instruccio´n tiene los para´metros: Simbolo, Fila y Direccio´n, los cuales
determinan la direccio´n de memoria que se lee en el puerto cero del banco de memoria
durante la ejecucio´n de cada instruccio´n. La sen˜al Simbolo se encarga de seleccionar
cua´l de los s´ımbolos de entrada se pasa al mo´dulo Dir Deco; la combinacio´n del
s´ımbolo con Fila produce las direcciones de memoria del coeficiente para los tres
modelos ocultos. Finalmente, segu´n se indique en el para´metro Direccio´n se pasa la
direccio´n correspondiente al para´metro ”registro A” de la instruccio´n, el modelo del






































































































































Figura 3.6: Diagrama del HMMU.
Cap´ıtulo 4
Resultados y ana´lisis
4.1 Simulacio´n del disen˜o de SiRPA
Para simular el funcionamiento del disen˜o del SiRPA, se empleo´ la herramienta The
Questa R© Advanced Simulator de la compan˜´ıa Mentor Graphics [5]. Y como se desarrollo´
el co´digo en verilog en la herramienta ISE de Xilinx, se emplearon las bibliotecas de
compilacio´n del ISE.
4.1.1 Simulacio´n reductor de dimensiones
La s´ıntesis del co´digo del reductor de dimensiones da una idea de los recursos que
consume la unidad, para e´ste mo´dulo, los resultados indican que esta etapa emplea 519
“slices”, 556 “flip flop” y 543 “LUT (Look up tables)”.
Para corroborar el funcionamiento del bloque reductor de dimensiones, se disen˜o´ un
mo´dulo de pruebas (llamado “Prueba Reductor PFijo”), el cua´l se encarga de emular el
funcionamiento normal del circuito que controla el reductor. Los datos que se emplean
en esta simulacio´n se encuentran en la seccio´n A.1.
Para iniciar la simulacio´n, primero se reinicia el sistema de reductor de dimensiones
como lo muestra la figura 4.1. Se puede apreciar que despue´s de un reinicio, las sen˜ales
que son salidas de registros (OUT0, OUT1 y OUT2) toman valores de defecto. En el
estado cero del control (sen˜al Ctrl State de la figura 4.1) el reductor de dimensiones
inicia la carga de coeficientes, mientras que en el estado uno espera que finalice esa
carga, tal como lo muestra la figura 4.2.
Una vez que se inicia la carga de coeficientes, se recorren las treinta y dos posiciones de
memoria y se van cargando los datos en el banco de registros. Al finalizar la carga, el
mo´dulo de inicializacio´n indica el fin de la misma (sen˜al EndCoef), con lo que el control
pasa al estado dos. En el estado dos, el sistema se encuentra preparada para realizar
una carga externa o una reduccio´n de dimensiones, por lo que lo indica con la sen˜al de
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Figura 4.1: Simulacio´n reductor de dimensiones: reinicio.
READY. La inicializacio´n del sistema tarda un total de treinta y dos ciclos de reloj.
Figura 4.2: Simulacio´n reductor de dimensiones: carga de coeficientes.
Si se inicia el proceso de reduccio´n de dimensiones, el sistema se comporta como lo
muestra la figura 4.3. En la misma se puede apreciar que el control ejecuta la
transformacio´n lineal de los para´metros de entrada en los estados del cuatro al
diecinueve, y este proceso lo recorre tres veces (una para cada dimensio´n). En el estado
diecinueve, el control escribe en el registro que corresponde a las salidas del mo´dulo. En
total, el proceso de reduccio´n de dimensiones toma cuarenta y ocho ciclos de reloj.
Cuando el sistema se encuentra en el estado de espera de la sen˜al de inicio o de carga
externa de coeficientes (control en estado dos), si se realiza una carga externa, el control
pasa al estado tres y el sistema realiza la operacio´n, tal como se muestra en la figura 4.4.
En la misma se puede apreciar que la sen˜al READY pasa a un estado bajo mientras se
cargan los datos al banco de registros.
Una vez simulado el funcionamiento del reductor de dimensiones, se procedio´ a realizar
varias pruebas de reduccio´n y comparar las mismas con los resultados teo´ricos, en la
simulacio´n se obtuvieron datos exactos, au´n as´ı se debe recordar que los coeficientes
empleado son aleatorios y no los finales del SiRPA. Dichos datos se muestran en la tabla
4.1.
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Prueba Uno
Entada 0: 17
Salida 0: 1737Entada 1: 37
Entada 2: 13
Entada 3: 41







Salida 0: 12537Entada 1: 87
Entada 2: 93
Entada 3: 61







Salida 0: 3933Entada 1: 95
Entada 2: 46
Entada 3: 35







Salida 0: 5317Entada 1: 32
Entada 2: 45
Entada 3: 68





Tabla 4.1: Pruebas de la reduccio´n de dimensiones.
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Figura 4.3: Simulacio´n reductor de dimensiones: reduccio´n de dimensiones.
Figura 4.4: Simulacio´n reductor de dimensiones: carga externa de coeficientes.
4.1.2 Simulacio´n a´rbol de clasificacio´n / generador de s´ımbolos
Despue´s de la s´ıntesis de este mo´dulo, el programa indica que el consumo de recursos de
esta unidad es de 3491 “slices”, 1544 “flip flops” y 6601 “LUT”.
Al igual que en la simulacio´n anterior, se disen˜o´ el mo´dulo “Prueba Clasificador”, con el
cual se emula el funcionamiento del circuito del control general del sistema. Para
comprobar el funcionamiento se cargo´ la memoria del a´rbol de clasificacio´n con
coeficientes aleatorios. E´stos se encuentran en la seccio´n A.2.
Para iniciar el funcionamiento del mo´dulo, primero se debe hacer un reinicio del sistema,
con lo que se borran los registros y se puede iniciar el proceso de carga. Este proceso
consiste en que el control del generador de s´ımbolos (sen˜al Ctrl state en la figura) se
coloca en el estado cero despu´es del reinicio, e inicia el proceso de carga de coeficientes
segu´n se detalla en la figura 4.5.
Una vez que se da inicio a la carga de coeficientes al banco de memoria, el mo´dulo
“InicializacionArbol” se encarga de recorrer todas las treinta y dos posiciones de
memoria y enviar los datos que corresponden a cada posicio´n, mientras esto ocurre, el
control del sistema espera en el estado uno por el final de la carga. La simulacio´n de
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Figura 4.5: Simulacio´n a´rbol de clasificacio´n: reinicio.
este proceso se encuentra en la figura 4.6.
Figura 4.6: Simulacio´n a´rbol de clasificacio´n: inicializacio´n.
Una vez que se termina la carga de los coeficientes, el sistema pasa a un estado en el que
se encuentra listo para operar o realizar una carga de datos desde el exterior del sistema.
Cuando esto ocurre, el control pasa al estado tres y la sen˜al Ready se coloca en estado
alto (ver figura 4.6). Como la operacio´n del sistema es combinacional, basta con variar
los datos de entrada para que a la salida, despue´s de transcurrido el tiempo de
propagacio´n de las sen˜ales, se tenga el resultado.
En la figura 4.7 se muestra el proceso de ca´lculo del s´ımbolo, que en realidad es
identificar el nodo ma´s cercano a los puntos de entrada. Para comprobar el
funcionamiento se realizaron siete ca´lculos, en los que se variaron las sen˜ales de entrada
(nombradas InX, InY e InZ en la simulacio´n) y se corroboro´ el resultado (sen˜al Out).
Para realizar una carga de externa de coeficientes, se debe comprobar que la sen˜al
Ready se encuentra en estado alto, si es as´ı, se puede continuar con el proceso. Al
colocar la sen˜al load en alto, el control habilita la escritura en el banco de registros y los
datos que se encuentran en la sen˜al LoadData se graban en la direccio´n indicada por
LoadDir. Una vez concluida la carga, se regresa al estado de operacio´n. Todo esto se
muestra en la figura 4.7.
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Figura 4.7: Simulacio´n a´rbol de clasificacio´n: funcionamiento y carga.
4.1.3 Simulacio´n del HMMU
Esta etapa del SiRPA, tras la s´ıntesis, consume recursos equivalentes a: 4700 “slices”,
253 “flip flops” y 8616 “LUT”.
Para comprobar el funcionamiento del HMMU, se disen˜o´ el modulo de simulacio´n
denominado “Prueba HMMU”. Los coeficientes empleados para la simulacio´n son
nu´meros aleatorios y se encuentran documentados en la seccio´n A.2.
Al iniciar el funcionamiento del HMMU, se debe reiniciar el sistema. En el reinicio, el
control (sen˜al Ctrl state) se coloca en el estado cero, con lo que se inicia la carga de
coeficientes, este comportamiento esta´ plasmado en la figura 4.8.
Figura 4.8: Simulacio´n hmmu: reinicio.
Cuando se inicia la carga de coeficientes, el mo´dulo llamado Inicializacion HMMU
recorre las quinientas setenta posiciones de memoria, cargando el banco de registros con
los datos por defecto. Este funcionamiento se comprobo´ durante la simulacio´n y se
muestra en la figura 4.9. Al terminar la carga de coeficientes, el sistema esta´ preparado
para operar o realizar una carga externa y lo indica colocando la sen˜al Ready en alto.
Antes de empezar el proceso de ca´lculo de la probabilidad de la cadena de s´ımbolos, se
deben cargar los s´ımbolos generados en el registro de corrimiento en la entrada del
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Figura 4.9: Simulacio´n HMMU: inicializacio´n.
hmm. Para corroborar este funcionamiento, se simulo´ la carga de s´ımbolos tal como se
muestra en la figura 4.10. Durante esta carga, se escogieron los s´ımbolos al azar: “6, 9,
3, 10, 26, 31, 16, 22, 25, 1, 29, 28, 14, 15, 18, 20, 23, 29, 30, 1”.
Figura 4.10: Simulacio´n HMMU: carga de s´ımbolos.
Una vez que se concluyo´ con la carga de los veinte coeficientes, el sistema esta´ preparado
para realizar el ca´lculo de probabilidades. Al recibir la sen˜al Start, el sistema inicia el
ca´lculo de las probabilidades de la cadena, para los tres modelos con los que cuenta, es
decir el bosque, las motosierras y los disparos. El programa completo cuenta con tres
mil trescientas noventa y cuatro instrucciones y al finalizar, la sen˜al Ready lo indica
coloca´ndose en alto.
En el estado cuatro del control, se recorre el programa, sin embargo cuando se alcanza la
instruccio´n eop, el control pasa al estado cinco, con lo que se reinicia el PC y se detiene
el programa del hmmu.
En caso de que no se inicie el ca´lculo de probabilidades, sino que se procede a realizar
una carga externa de coeficientes (colocar la sen˜al Load en alto), el control pasa al
estado tres y habilita la escritura en el banco de memoria. Este funcionamiento se
muestra en la figura 4.12.
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Figura 4.11: Simulacio´n HMMU: funcionamiento.




Al desarrollar una implementacio´n digital de un sistema que se encuentra disen˜ado en
software, se deben realizar modificaciones a algunos algoritmos y fases del proceso. En el
caso del reductor de dimensiones, por tratarse de operaciones aritme´ticas simples, no fue
necesario modificar el procedimiento que se realiza y se implemento´ tal como se ejecuta
en el soffware. En el a´rbol de clasificacio´n, tambie´n conocido como generador de
s´ımbolos, fue necesario pasar de un a´rbol k-d, a una estructura ma´s simple de a´rbol de
comparadores, ya que el algoritmo en software realizaba ca´lculos frecuentes de
hiperrecta´ngulos, lo cual lo hac´ıa poco pra´ctico y complicado para transformarlo en un
disen˜o de hardware. Finalmente, la unidad que se encarga de evaluar lo modelos ocultos
de Markov, al ser implementada por un microprocesador, ejecuta el algoritmo de manera
similar a la implementada en el computador.
Con una implementacio´n del reductor de dimensiones y el a´rbol de clasificacio´n,
desarrollada con datos en formatos punto fijo, se logro´ implementar la extraccio´n de
caracter´ısticas del audio de entrada de manera satisfactoria. Junto con el banco de
filtros y e´stos mo´dulos, se genera la cadena de s´ımbolos que se emplea para el ca´lculo de
las probabilidad en el HMMU; por ende, la presicio´n y caracter´ısticas que proporciona
este formato de datos digitales es suficiente en esta aplicacio´n.
Dado que en la etapa de toma de decisiones se comparan probabilidades, se disen˜o´ el
mo´dulo HMMU con datos en formato punto flotante. Este tipo de datos brinda la
posibilidad de representar datos con diferencias de 1.4 · 10−45, mientras que el formato
punto fijo 1.22 · 10−4, por lo que el HMMU posee una mejor presicio´n, y se alcanza el
objetivo de determinar cual modelo tiene mayores probabilidades de haber producido la
cadena de s´ımbolos.
El disen˜o digital del SiRPA permite cumplir con la misma funcionalidad que el sistema
en software, adema´s que permite reconfigurar los coeficientes que se encuentran en la
memoria, as´ı, se tiene una implementacio´n funcional del sistema, que con el debido
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proceso puede ser implementada en chip.
5.2 Recomendaciones
Se deben realizar pruebas de funcionamiento una vez que se cuente con los coeficientes
definitivos para el sistema. De esta manera, se puede comprobar los ca´lculos y el manejo
de los datos en circunstancias ma´s cercanas al funcionamiento real del sistema.
Realizar pruebas que permitan determinar cua´l es la frecuencia o´ptima de operacio´n
para cada mo´dulo del SiRPA ser´ıa recomendable. Ya que en el presente proyecto,
u´nicamente se determino´ cual es la frecuencia mı´nima de operacio´n; y las pruebas
pueden ayudar a mejorar la funcio´n del SiRPA.
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Ape´ndice A
Coeficientes para las simulaciones
A.1 Datos para el reductor de dimensiones
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A.2 Datos el a´rbol de clasificacio´n
Para realizar las pruebas del a´rbol de clasificacio´n, se colocaron coeficientes aleatorios en
el mo´dulo, tal como se muestran en la tabla A.1.
A.3 Datos para el HMMU
Para realizar las pruebas del HMMU, se cargaron matrices aleatorias con los coeficientes
que se muestran en las matrices pi, A y las figuras A.1, A.2, A.3:
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Nu´mero Nodo Coordenada “X” Coordenada “Y” Coordenada “Z”
0 41 56 48
1 23 54 96
2 53 46 56
3 84 80 82
4 56 76 13
5 67 18 83
6 71 65 10
7 8 16 73
8 49 49 6
9 16 1 76
10 81 53 14
11 20 76 9
12 34 47 35
13 44 62 73
14 65 87 38
15 36 46 46
16 76 80 50
17 87 28 26
18 95 67 10
19 62 63 28
20 42 37 16
21 28 2 26
22 39 78 16
23 99 96 73
24 50 37 25
25 64 80 69
26 77 46 9
27 80 73 99
28 98 18 63
29 30 76 78
30 14 70 59
31 36 46 90
Tabla A.1: Coeficientes del clasificador de s´ımbolos.











0.9994 0.0003 0.0003 0.0003 0.0003
0.0003 0.9996 0.0001 0.9996 0.0001
0.0003 0.0001 0.9996 0.0001 0.9996
0.0003 0.9996 0.0001 0.9996 0.0001
0.0003 0.0001 0.9996 0.0001 0.9996
 (A.4)
Figura A.1: Matrices de observacio´n del bosque para pruebas del HMMU. Generado con
Matlab.











0.9996 0.0002 0.0001 0.0002 0.0001
0.0001 0.9998 0.0001 0.9998 0.0001
0.0002 0.0003 0.9995 0.0003 0.9995
0.9996 0.0002 0.0001 0.0002 0.0001
0.0001 0.9998 0.0001 0.9998 0.0001
 (A.6)
Figura A.2: Matriz de observacio´n de las motosierras para pruebas del HMMU. Generado con
Matlab.











0.9996 0.0002 0.0001 0.0002 0.0001
0.0001 0.9998 0.0001 0.9998 0.0001
0.0002 0.0003 0.9995 0.0003 0.9995
0.0001 0.9998 0.0001 0.9998 0.0001
0.0002 0.0003 0.9995 0.0003 0.9995
 (A.8)
Figura A.3: Matriz de observacio´n de los disparos para pruebas del HMMU. Generado con
Matlab.
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