Uncertainty quantification for dynamical systems under non-white excitation is a difficult problem encountered across many scientific and engineering disciplines. Difficulties originate from the lack of Markovian character of system responses. The response-excitation (RE) theory, recently introduced by Sapsis 2007 . 12 .028)) and further studied by Venturi et al. Proc. R. Soc . A 468, 759-783 (doi: 10. 1098/rspa.2011.0186)), is a new approach, based on a simple differential constraint which is exact but non-closed. The evolution equation obtained for the RE probability density function (pdf) has the form of a generalized Liouville equation, with the excitation time frozen in the time-derivative term. In this work, the missing information of the RE differential constraint is identified and a closure scheme is developed for the long-time, stationary, limit-state of scalar nonlinear random differential equations (RDEs) under coloured excitation. The closure scheme does not alter the RE evolution equation, but collects the missing information through the solution of local statistically linearized versions of the
Introduction
Uncertainty quantification for random dynamical systems aims to combine available probabilistic information on the systems' inputs with the dynamical laws governing their evolution, in order to find the probability distributions of responses. Traditionally, these problems are treated in the context of stochastic differential equations (SDEs), i.e. equations whose random elements are delta-correlated processes [1] [2] [3] [4] . When the stochastic excitations are diffusion processes, the responses form a Markovian process whose transition probability density is governed by the Fokker-Planck-Kolmogorov (FPK) equation [5, 6] . The latter provides a straightforward (yet involved) way of calculating the complete probability structure of responses [7, 8] . However, the restriction to models having Markovian responses is rather a matter of mathematical convenience than an expedient modelling of realistic systems. This has been epigrammatically pointed out by Van Kampen [9] : 'Non-Markov is the rule, Markov is the exception'; see also [10, 11] . Thus, it is not surprising that over recent decades there has been a growing interest in studying systems excited by smoothly correlated, also known as coloured, random processes. Such excitations play a significant role in many scientific and engineering disciplines, e.g. material sciences [12, 13] , medical physics [14, 15] , ecology [16] , systems biology [17] , neurosciences [18] , communications [19] , oceanography [20] , earthquake modelling and engineering [21, 22] , wind engineering [23, 24] and ship dynamics [25] .
A relatively simple approach able to treat the non-Markovian systems' responses in some specific cases of coloured excitations is the filtering approach. This method is implemented by augmenting the system of dynamical equations with an auxiliary system (the filter) excited by a delta-correlated process whose output approximately models the coloured excitation [1, [25] [26] [27] . Such an approach is effective as far as the excitation is Gaussian. For non-Gaussian excitation, it is not in general clear how to construct the appropriate (presumably nonlinear) filter, especially when higher-order probability density functions (pdfs) have to be recovered. Some techniques for the filtering approach in the case of non-Gaussian excitation are discussed in [19] .
The complete probabilistic characterization of non-Markovian responses of a general, nonlinear dynamical system under arbitrary coloured excitations requires, in principle, the probability distributions in infinite-dimensional (function) spaces to be considered [28, 29] . In this case, the calculation of the response probability measure calls for specific modelling techniques and advanced mathematical tools, e.g. infinite-dimensional (functional) differential equations. Such equations were first introduced in the study of turbulent flows in the 1950s and 1960s (see, for example, [28, [30] [31] [32] ), but general solution methods have not yet been developed (see, for example, [33] especially §2. 1.5) . Notwithstanding their intractability, infinite-dimensional probabilistic considerations have been a valuable source of simpler, finite-dimensional equations, which, however, are not closed, in general (see [15, [34] [35] [36] and references therein). Several attempts have been made to obtain closed versions of these equations, mainly by invoking asymptotic assumptions on the statistical properties of the excitation, e.g. the small correlation-time assumption [11, 35, [37] [38] [39] .
To obtain closed equations for the transient case, Venturi et al. [15, 40] also proposed an alternative approach, based on the expansion of the excitation processes in terms of the Karhunen-Loève (KL) series, over a finite time interval [t 0 , T]. In this case, the evolution equation for the pdf reduces to a variant of the Liouville equation, also known as the Dostupov-Pugachev equation, after its introduction by these authors in 1957 [41, 42] ; see also the works of Li, Chen and co-workers [43, 44] , who developed a similar approach in the context of stochastic structural mechanics. This approach exhibits limitations mainly due to the high dimensionality of the corresponding Liouville equation when the excitation processes require a large number of terms
Formulation of the problem
The problem considered in this paper is to find the first-order, joint RE pdf f x(t)y(t) (α, β) of the random functions x(t; θ) and y(t; θ), corresponding to the response and input, respectively, of the nonlinear RDEẋ The random function y(t; θ) will be sometimes referred to as the input process, in order to be distinguished from the effective excitation Ψ (y(t; θ )). The sample functions of the input process y(t; θ ) are assumed continuous (with probability 1); they may be smoother (e.g. C k ), if the correlation function R yy (t, s) is sufficiently smooth (see [52] , p. 186). The effective excitation Ψ (y(t; θ)), expressed as a memoryless transformation of the Gaussian input y(t; θ), can model a useful class of non-Gaussian excitations. The initial condition x 0 (θ) is a given random variable, considered independent from the input process y(t; θ). Although most of the theory will be developed for generic C 1 functions H(·), Ψ(·), some detailed analytical calculations and all numerical results will be presented for the special case of cubic polynomial functions, that is, for the RDĖ
2) is a cubic Langevin equation under the cubically non-Gaussian effective excitation
Two typical special cases will be considered in more detail: the nonlinear, Gaussian (NL-G) case, μ 3 = 0, κ 3 = 0 and the nonlinear, non-Gaussian (NL-NG) case, μ 3 = 0, κ 3 = 0. The simple linear, Gaussian (LG) case, μ 3 = 0, κ 3 = 0, will also be considered for laying the foundation of our approach. The signs of parameters μ 1 , μ 3 , κ 1 , κ 3 affect the structure of the solution to both the deterministic and the stochastic problem. In this paper, we shall consider the case where the effective excitation Ψ (y(t; θ )) has a unimodal first-order pdf (i.e. κ 1 · κ 3 > 0), and the homogeneous deterministic version of equation (2.2) has a single stable point (i.e. μ 1 < 0, μ 3 ≤ 0). The condition of asymptotic stationarity of the input process y(t; θ) means that there exist a constant m 
An important parameter that measures the colour of the stationary (long-time limit of the) input process y(t; θ) (in the long-time limit) is its correlation time τ corr yy . There are several ways to define this parameter; in this work, we follow the one proposed by Stratonovich [53] (see also [35] ):
In this paper, we are interested in cases where the correlation time of the input/excitation is of the same order of magnitude as the relaxation time of the considered system. For the nonlinear Langevin equation (2.2) , with μ 3 < 0, the relaxation time τ relax is smaller than that of the corresponding linear case, which is given by τ (lin) relax = 1/|μ 1 |. When the sample functions x(t; θ ), y(t; θ ) satisfy the RDE (2.1a), the joint RE pdf f x(t)y(t) (α, β) satisfies the following evolution equation:
This equation was obtained for the first time in 2006 by Athanassoulis and Sapsis [36, 47] , using the characteristic functional approach, for the case of a polynomial function H(·) and Ψ (β) = β. In 2012, Venturi et al. [15] rederived equation (2.6a) for a general nonlinear function H(·) and Ψ (β) = β, using the delta averaging approach. Using the same method, an evolution equation 
In the transient case the initial condition f x(t 0 )y(t 0 ) (α, β) = a known pdf (2.6d) must be also stated. Equation (2.6a) is of a peculiar type, containing two time variables, although the time differentiation is applied only to one of them. The differentiated variable t (the response time) is associated with the time dependence of f x(t)y(t) (α, β) coming from the response process only. The second time variable s (the excitation time) is associated with the time dependence coming from the excitation process and enters the picture only in a limiting sense (s → t, in the first term of equation (2.6a)). As a result, the operations of time differentiation ∂/∂t and taking the limit s → t do not commute, i.e.
The time differentiation appearing on the left-hand side of the above equation will be hereafter called the half-time derivative.
As equations (2.6a,b,c) are valid for all t ≥ t 0 , they are also valid in the long-time, statistical equilibrium limit t → ∞, provided that the latter exists. In this case, no initial conditions need to be considered. Setting 8) we can formulate the long-time limit of equation (2.6a) as follows:
The presence of the half-time derivative (which, in the long-time limiting case, becomes the lag-time derivative at τ = 0, as in equation (2.9)) makes problem (2.6a,b,c,d) (or problems (2.9) and (2.6b, c, d)) incomplete (not closed) [15, 50] . In fact, these equations constitute only necessary constraints on the joint RE pdf f x(t)y(s) (α, β). In this connection, equation (2.6a), as well as its longtime counterpart equation (2.9), will be hereafter referred to as the response-excitation differential constraint (REDC). Establishing a closure condition supplementing the long-time REDC (2.9) and making possible the calculation of the joint RE pdf f xy (α, β; τ = 0) (see equation (2.8) ) is the main goal of this work. To accomplish this task, we have to identify what is missing from equations (2.6a) and (2.9), and find a way to recast this information in the solution scheme. This will be done for the linear problem under Gaussian excitation (the LG case), and then extended to the general NL-NG problem, by means of a local statistical linearization in the RE phase space. 
Deficiency and closure condition of the response-excitation differential constraint in the linear, Gaussian case
In this section, the simplest, stable LG case,
is considered. The REDC, equation (2.6a), corresponding to RDE (3.1) takes the form In accordance with the linear system theory, the joint RE pdf
where (m x (t) m y (s)) T is the mean-value vector and Σ(t, s) =
is the covariance matrix. The elements m y (s) and C yy (s, s) are known functions (data). The remaining elements (moments) of the covariance matrix, m x (t), C xy (t, s), C xx (t, t), can be explicitly expressed in terms of the data, by solving the following linear differential system of moment equations: Note that in equation (3.4b ) there again appears a half-time derivative, ∂C xy (t, s)/∂t, making this equation non-applicable to the case s = t. Indeed, the assumption of smoothly correlated excitation implies that the right-hand side of equation (3.4b ) is a continuous function of both arguments t and s, while the left-hand side is discontinuous at s = t, as
and the latter term is not zero. Thus, at first glance, the system (3. difficulty, and solve system (3.4), as follows: by applying the integrating factor method (i.e. the standard formula for solving first-order, linear ODEs) to each of equations (3.4a,b,c), we obtain 1
and
Equation (3.5b) is derived from equation (3.4b ) under the assumption s = t. However, in contrast with equation (3.4b), both sides of equation (3.5b ) are now continuous with respect to (t, s), the right-hand side being a known function. As a consequence, the left-hand side, C xy (t, s), can be extended by continuity for s = t, which means that equation (3.5b) becomes valid for all t, s ≥ t 0 . Now, by setting s = t and then differentiating both members of (3.5b) with respect to t, we obtain
This equation clarifies further why equation (3.4b) is not applicable for s = t, and shows that, in the case of a coloured-noise excitation, the time derivative of the cross-covariance C xy (t, t) depends also on the history of the excitation covariance
Further, by differentiating equation (3.5b) with respect to t, and setting s = t in the resulting formula, we are able to calculate the half-time derivative of the cross-covariance C xy (t, s) in terms of the covariance of the input process:
(b) Missing information and closure condition for the response-excitation differential constraint, equation (3.2) We shall now investigate how the REDC, equation (3.2) , is related to the probabilistic solution (3.3) of the RDE (3.1). The first fundamental result is given by
Lemma 3.1 (Tsantili [50], §3.5). The Gaussian density (3.3) satisfies the REDC, equation (3.2), if and only if the moments m x (t), C xy (t, s) and C xx (t, t) satisfy equations (3.4a), (3.4c) and equation
The proof of lemma 3.1 (found in [50] , §3.5) is not presented herein because it is lengthy and involves extensive analytical manipulations. According to the above lemma, the probabilistic solution (3.3) of the RDE (3.1) satisfies the REDC (3.2), but the latter is not equivalent to the problem (3.4), defining uniquely the pdf (3.3), as equation (3.8) is weaker than equation (3.4b). On the basis of this finding, it becomes clear that the deficiency of the REDC, in the present LG case, is identified with the missing information when equation (3.4b ) is replaced by equation (3.8) . For instance, the REDC is not sensitive to parameters of the two-time input covariance C yy (t, s) that do not appear in the one-time (variance) function C yy (t, t), as only the latter is involved in the system (3.4a), (3.8) Proof. According to lemma 3.1, the correct joint RE pdf f x(t)y(t) (α, β), defined by equation (3.3) , verifies the REDC (3.2). Let us assume that there exists another two-dimensional Gaussian pdf f x(t)y(t) (α, β), defined by its momentsm x (t),m y (t),C xx (t, t),C xy (t, t) andC yy (t, t), that also verifies the REDC (3.2), the supplementary conditions (2.6b,c,d) and equation (3.7). We shall prove that
Asf x(t)y(t) (α, β) satisfies the marginal compatibility constraint (2.6b), the y-marginal densitỹ f y(t) (β) will be equal to f y(t) (β) and thusm y (t) = m y (t) andC yy (t, t) = C yy (t, t). Further, asf x(t)y(t) (α, β) satisfies the REDC (3.2), it will also satisfy equations (3.4a, c) and (3.8) , with the same initial conditions (lemma 3.1). Then, from equation (3.4a) we obtainm x (t) = m x (t). Now, using equations (3.7) and (3.8) , the latter applied to the tilted moments, we obtaiñ
Recalling thatC yy (t, t) = C yy (t, t) (already proved), and invoking equation (3.5b), we conclude thatC xy (t, t) = C xy (t, t). Finally, exploiting the last result, in conjunction with equation (3.5c), we obtain thatC xx (t, t) = C xx (t, t). That is, all first-and second-order moments of the Gaussian densitỹ f x(t)y(t) (α, β) are identical to the corresponding moments of the Gaussian density f x(t)y(t) (α, β), which means that the two densities coincide.
Corollary 3.1. For the LG case, the closure condition of the REDC is equation (3.7), expressing the halftime derivative of the RE cross-correlation ∂C xy (t, s)/∂t| s→t as a non-local operator over the time history of the input/excitation covariance C yy (·, t).
The closure condition presented above might be considered trivial as it refers to the LG case, for which the probabilistic solution is explicitly known. Its significance comes from the fact that it will be used as a building block of a general closure scheme for the NL-NG case, which will be constructed by means of a local statistical linearization procedure, described in §5.
The results presented in this section hold true for any time t ≥ t 0 and, thus, also for the longtime, statistical-equilibrium limit. The limiting forms of equations (3.5b), (3.5c) and (3.7), when t → ∞, s → ∞ and t − s = τ , are given below for later use:
yy (u)du (3.10) and ∂C 
Kernel density representation of the response-excitation probability density function: statement of the closure condition
The formulation of the closure condition for the linear, Gaussian case, in terms of a concrete formula, equation (3.7) , is crucially dependent on the fact that the RE pdf f x(t)y(s) (α, β) was analytically expressed by means of a parametric probability model, the Gaussian distribution, equation (3.3) . Thus, the calculation of the half-time derivative of the pdf f x(t)y(s) (α, β) is reduced to the calculation of the half-time derivative of the cross-moment C xy (t, s), which is implemented by solving a moment problem. In this section, we shall develop a method permitting the generalization of the above closure condition to the nonlinear case, equation (2.1a) or (2.2). This will be made possible by means of a (finite) series expansion of the RE pdf f x(t)y(s) (α, β) in terms of localized 2 Gaussian kernels. The starting point is the fact that any (multi-dimensional) pdf can be approximately represented by a convex superposition of kernel density functions of the form
assuming that the sequence of kernels (K n (α, β)) n∈N forms a delta sequence of positive type (see [54] 
, imposes restrictions on the kernels' parameters, which are not always met in applied works. In any case, the local adaptivity, implemented by calculating the covariance matrix Σ α n ,β n on the basis of local information, in the vicinity of (α n , β n ), leads almost always to better results [58, 59] .
The kernel density representation (KDR) (4.1) will now be exploited in order to obtain an approximate representation for the two-time RE pdf f x(t)y(s) (α, β), in the form of the superposition of localized Gaussian kernels. The KDR to be used for f xt)y(s) (α, β) might be either of Lagrangian character (moving centres), as in [36, 60] , or of Eulerian character (fixed centres). As this work is targeted at the long-time stationary regime, where the sought-after pdf is time independent, the latter choice is made herein, leading to
In the long-time limit the above equation takes the form
Finally, the assumption is introduced that, in the vicinity of τ = 0, p n (τ ) are slowly varying with respect to τ , that is, ∂p n (τ )/∂τ τ =0 ≈ 0, 3 leading to
2 That is, Gaussian kernels having small variances σ 2 x , σ 2 y . 3 We are not able to provide a rigorous justification of this assumption. Nevertheless, it has been numerically justified, in the sense that it can lead to good results for the long-time, stationary pdf f x y (α, β) (see §6). 
. The elements of the covariance matrix Σ α n ,β n (τ ) of each kernel are unknown quantities; they will be specified in the course of the solution procedure, by means of local statistical linearization ( §5). The kernel variances C β n ,β n (0) and C α n ,α n (0) will be taken small enough, so that each kernel K n (α, β; τ ) is primarily associated with the probabilistic characteristics of the dynamical system (2.1a) or (2.2), in the vicinity of its centre (α n , β n ).
Substituting the KDR (4.4) into the REDC (2.9) and the marginal-compatibility constraint (2.6b), 5 we obtain
Note that the lag-time derivatives of the kernel functions, ∂K n (α, β; τ )/∂τ , are expressed in terms of the lag-time derivatives of the cross-correlation ∂C α n ,β n (τ )/∂τ by differentiating equation (4.5):
where
and n (τ ) = C α n ,α n (0)C β n ,β n (0) − C 2 α n ,β n (τ ) > 0. Systems (4.6) and (4.7) exhibit peculiarities that prevent us from being able to develop any rigorous solvability theory. Nevertheless, there are some specific features of this system, which are both illuminating and important concerning its exploitation. First, if the covariance matrices Σ α n ,β n (τ ) are considered unknowns, in which case the lag-time derivatives ∂C α n ,β n (τ )/∂τ will be additional unknowns, then systems (4.6) and (4.7) become very complicated, nonlinear and possibly indetermined. The latter is strongly supported by the non-uniqueness result presented in §3, lemma 3.2. Thus, it seems that the kernels K n (α, β; τ ) should be somehow specified. This specification, however, has to comply with appropriate restrictions in order to lead to meaningful results. For example, if we assume that C α n ,β n (τ ) = 0 (that is, the kernels are taken to be uncorrelated Gaussians), then ∂C α n ,β n (τ )/∂τ = 0 = ∂K α n ,β n (τ )/∂τ for all n ∈ N. Accordingly, the lag-time derivatives disappear from equation (4.6), which now corresponds to equation (2.9) without the half-time derivative term. The resulting equation is wrong, as can be easily seen by considering the linear, Gaussian case, solved in detail in §3. 6 The above remarks motivate and support the introduction of the following closure scheme for systems (4.6) and (4.7) (equivalently, for the general, NL-NG problem (2.1a) 
The closure scheme for the general case: specify all covariance matrices Σ α n ,β n (τ ) and lag-time derivatives ∂C α n ,β n (τ )/∂τ appearing in the KDR (4.4) and the equation (4.6) .
This will be implemented in the next section, by means of a local statistical linearization of equation (2.1a) around each (α n , β n ).
Localization in phase-space: implementation of the closure scheme (a) Ergodic interpretation of the localization concept
In the long-time limit, the phase-space trajectory (x(t; θ), y(t; θ)) spends a fraction of time in each subset Γ of the phase space R 2 (x,y) . Let Γ = B((α 0 , β 0 ), r), a ball in R 2 (x,y) , centred at (α 0 , β 0 ) 7 and having a (small) radius r. When the trajectory (x(t; θ), y(t; θ)) lies in B((α 0 , β 0 ), r), the nonlinear functions H(·) and Ψ (·) can be linearized (around (α 0 , β 0 )) and, thus, equation (2.1a) is locally approximated by the following local linear RDE: 
(b) Localized statistical linearization
Motivated by the above discussion, we postulate that the local, long-time characteristics of the joint process (x(t; θ ), y(t; θ )) in the vicinity of (α 0 , β 0 ), a generic point in the RE phase space, are well represented (up to a scaling factor) by the local equatioṅ
where the coefficients A 0 , B 0 are to be determined by means of an LSL, and y loc (t; θ) is a localized version of the input process, that is, a Gaussian process centred at β 0 with small variance σ 2 y loc = C y loc y loc . Note that all second-order moments calculated by using the linear equation (5.2) are analogous to σ 2 y loc and, thus, the exact value of the latter is indifferent as regards the linearized solution. This, more or less arbitrary, downscaling of the excitation variance is reversed when we use the local results to formulate the half-time derivative of the kernel functions, in §6. The concept of local (or conditional) statistical linearization has been used by various authors for developing numerical schemes in order to calculate the response pdf of SDEs [61, 62] . Local linearization has been more widely used in solving nonlinear deterministic and SDEs in the time domain (see [63, 64] and references therein). 
To complete the formulation of the LSL problem (5.2) at any point (α 0 , β 0 ) of the RE phase space, we have to calculate the coefficients A 0 , B 0 . This is done by using the Kazakov II method [65] . That is, A 0 , B 0 are calculated by minimizing the mean-square error E θ [ε 2 (θ)], where
under the assumption that x loc (t; θ), y loc (t; θ ) are jointly Gaussian. To simplify the formulae, from now on we assume that H(·) and Ψ (·) are cubic polynomials (see equations (2.2) and (2.3)). Then, it is straightforward to find ) and
While B 0 is given in terms of the system's constants and the local excitation variance σ 2 y loc (known quantities), the expression defining A 0 = A 0 (σ 2 x loc ) contains the unknown local response variance σ 2 x loc . To calculate the latter, equation (3.9) is invoked and applied to the present case for μ 1 = A 0 , κ 1 = B 0 and τ = 0, resulting in
Solving equation (5.4) we obtain σ 2 x loc and define the local value of A 0 . 9 With both coefficients A 0 and B 0 known, equation (3.10) applied to the present case provides us with the local crosscovariance:
( 5.5) Thus, the local covariance matrix
and the corresponding, Gaussian, local, RE pdf f x loc (t+τ )y loc (t) (α, β) are completely specified. Further on, applying equation 9 The easiest way to solve equation (5.4) is by iterations starting from zero [66] . Two or three iterations are enough. 10 Recall that all second-order moments of the LSL problem are linearly scaled with σ In figure 2 , the auto-and cross-covariance, C x loc x loc (τ ) 11 and C x loc y loc (τ ), equation (5.5) , are plotted versus lag time τ , for the NL-NG case. Notable is the excellent agreement between the analytical LSL solutions, plotted by lines, and the localized MC simulations for the nonlinear problem, depicted by markers. As expected, both C x loc x loc (τ ) and C x loc y loc (τ ) display larger support for higher values of τ corr yy . The shape of C x loc y loc (τ ) for negative lag-time values indicates a correlation of the response with future values of the excitation. This is a consequence of the smooth (in contrast with delta) character of the excitation autocorrelation, which results in a smooth RE cross-correlation. This effect is more pronounced for large values of τ corr yy , and attenuates as τ corr yy decreases. In figure 3 , the localized half-time derivative ∂C x loc y loc (0) is plotted as a function of the localization centres β 0 , for the two cases under study (NL-G and NL-NG). The analytical results, obtained by equation (2.6b), are in very good agreement with the corresponding results obtained by localized MC simulation for the nonlinear RDE (2.2). The half-time derivative decreases as the correlation time increases, as expected on the basis of the behaviour of C x loc y loc (τ ) around zero, discussed earlier (figure 2b). For large values of τ corr yy (≥ 1.0), ∂C x loc y loc (0) is very similar for both the NL-G and NL-NG cases. As τ corr yy decreases, the behaviour of ∂C x loc y loc (0) as a function of β 0 changes drastically. 6 . Numerical calculation of f xy (α, β) using the response-excitation method
We are now in a position to implement the closure scheme, stated at the end of §4, and proceed with the numerical solution of equations (4.6) and (4.7), in order to obtain the RE pdf f xy (α, β) ≡ f xy (α, β; 0) for the RDE (2.2). Although not necessary, it is convenient to initially consider that the kernel centres (α n , β n ) are positioned on a regular grid in the (α, β)-space. Then, we have to select the nodes (α n , β n ), n ∈ T N = {1, 2, . . . , N}, which are to be included in the KDR (4.4) , that is, in the computational procedure. A good, and easily implemented, strategy to perform this selection is to calculate a first approximate probabilistic solution f (GSL) xy (α, β) to equation (2.2) in the long-time limit by means of a global statistical linearization [67, 68] , and use a low-probability-level curve of the approximate Gaussian solution to define the computational area. The latter can be redefined and refined by iterating the solution procedure, if necessary.
The local excitation variances σ 2 β n = C β n ,β n (0) are calculated so that the overlapping of consecutive marginal representation kernels K n (β; β n , σ 2
is well balanced with the grid stepsize β. As a rule, the criterion σ β n ≈ β works well. Then, for each node (α n , β n ) and , an LSL version of equation (2.2) is constructed, in accordance with equation (5.2) . The LSL problem, centred at (α n , β n ) and excited by the localized (downscaled) covariance C y loc y loc (τ ) = σ 2
yy (τ )/σ 2 y (τ ), returns closed-form solutions to σ 2 x loc and C x loc y loc (τ ), in accordance with equations (5.4) and (5.5). The latter are identified with the corresponding local response moments appearing in the representation kernel K n (α, β; τ ) :
Thus, all elements of the local covariance matrix Σ α n ,β n (τ ) have been specified. Furthermore, Σ α n ,β n (τ ) is invertible in the vicinity of τ = 0. For, using equations (5.4) and (5.5), it can be proved that the strict inequality det(Σ α n ,β n (0)) = C α n ,α n (0) · C β n ,β n (0) − C 2 α n ,β n (0) > 0 always holds true. Thus, by continuity, det(Σ α n ,β n (τ )) > 0 for all τ belonging to some neighbourhood of 0, which ensures that Σ −1 α n ,β n (τ ) exists there. Accordingly, the representation kernels K n (α, β; τ ), equation (4.5) , are well defined, for all nodes (α n , β n ). Finally, the lag-time derivative ∂K n (α, β; 0) = ∂K n (α, β; τ )/∂τ | τ =0 at each grid point (α n , β n ) is calculated, by using equation (4.8) , in terms of the lag-time derivative ∂C α n ,β n (0), of the RE cross-correlation C α n ,β n (τ ). The latter is evaluated by means of equation (5.6 ), applied to (α n , β n ), after removing the downscaling to local variance.
(a) The numerical scheme
Having determined the kernels K n (α, β; 0) and their lag-time derivatives ∂K n (α, β; 0), n ∈ T N , we are in a position to state the main problem to be solved numerically:
Problem P. Find the coefficients p n , n ∈ T N , by solving equation (4.6) under the constraints (4.2) and (4.7).
Problem P is solved by using a Galerkin-type, weighted-residual method [69] ). Similar methods have been used by various authors for solving the steady-state FPK equation (see, for example, [7, 70] ). Using equation (4.8) , we see that the residuals of equation (4.6) can be written in the form
Then, we obtain a discrete set of equations for the unknowns p n , n ∈ T N , by imposing the condition that the projection of the residuals on a system of linearly independent functions, namely Λ m (α, β), is zero:
There is some flexibility in choosing the Galerkin kernels Λ m (α, β), m ∈ T M . In this work, Λ m (α, β) are chosen to be uncorrelated Gaussian kernels (pdfs), centred at points (α m ,β m ), which, similar to (α n , β n ), run through a grid that enshrouds the main-mass area of f xy (α, β). The variances σ 2
are configured in order to ensure a certain degree of overlapping between nearby kernels.
The constraint (4.7) is treated similarly; by projecting both members on the marginal, data-
where 
Galerkin reformulation of problem P. Find p n , n ∈ T N , by solving the system of equations (6.3) and
under the constraints (4.2), where G n m = G (1) n m + G (2) nm and
The known coefficients G nm , H nk and h (y) k can always be calculated numerically for any system functions H(·) and Ψ (·) and for any choice of representation kernels K n (α, β; τ ), Galerkin kernels Λ m (α, β) and data-projection kernels M k (β), provided that the integrals are well defined. For polynomial functions H(·) and Ψ (·), and Gaussian kernel functions, coefficients G nm and H nk can be (and have been) calculated analytically (see the electronic supplementary material, appendix E). Although the analytical expressions are complicated and lengthy, their use leads to a substantial reduction in computational time.
System (6.4) under the constraints (6.2) and (4.2) is solved using a non-negative, least-squares minimization algorithm. As a rule, the number of equations, M + K, is taken to be greater than the number N of unknowns.
(b) Numerical results

All results presented herein refer to NL-G and NL-NG cases of the cubic Langevin equation (2.2).
In particular, we study the NL-G system with parameters μ 1 = −1, μ 3 = −1, κ 1 = 1, κ 3 = 0 and the NL-NG system with parameters μ 1 = −1, μ 3 = −1, κ 1 = 1, κ 3 = 0.2. In all cases, the input process y(t; θ) is taken to be a centred Gf, equation ( .2) (see the electronic supplementary material, appendix C), for each case. MC pdfs are computed from the simulated RE data, by means of kernel density estimation, using Gaussian kernels [71] . Results for the NL-G case are shown in figure 4 . The joint and the response pdfs diverge considerably from Gaussianity for both values of the input correlation time, τ corr yy = 0.5 and 1. The joint RE pdf f xy (α, β) is significantly more diffused for the smaller value τ corr yy = 0.5, while for τ corr yy = 1 the density is more concentrated and bends around the equilibrium locus. Further, for τ corr yy = 1, the joint pdf develops two well-separated, antisymmetric modes. The response density f x (α) is clearly non-Gaussian, short-tailed, with smaller variance than the input function, and it becomes flattened near the origin, for higher values of τ corr yy . Results for the NL-NG case, shown in figure 5 , are mostly similar to those of the NL-G case when considering the effect of τ corr yy . For the NL-NG case studied, the joint RE pdf is clearly unimodal, and the response marginal has a heavier tail than the NL-G results.
In all cases, the numerical results obtained by solving problem P (REDC results) are in good agreement with those obtained by MC simulations. More specifically, the joint RE pdf obtained by REDC is very similar to that obtained by MC simulations, with the tendency to be somewhat more concentrated around the equilibrium locus. The response density f x (α) is generally in good agreement with MC simulation estimates, with a notable discrepancy near the origin. The input density f y (β), calculated by marginalizing equation (4.4) with the computed values of p n , is practically identical to the given (data) density, which demonstrates that the marginal compatibility constraint (4.7), implemented by means of equation (6. 
Discussion and conclusion
Uncertainty quantification of non-Markovian responses to nonlinear dynamical systems under coloured (Gaussian or non-Gaussian) excitations is a difficult problem requiring, in principle, the solution of infinite-dimensional differential equations. Simpler, finite-dimensional equations for the evolution of the response (or response-excitation) pdf can be obtained, which, however, are non-closed in general. Closed, solvable variants of these equations are usually constructed by invoking simplifying (mainly asymptotic) assumptions on the statistical characteristics of the excitation. Such simplifications are often inapplicable to the case τ corr yy /τ relax = O(1) (i.e. when the excitation correlation time and the relaxation time of the system are of the same order of magnitude), and to the long-time stationary limit.
In this paper, we have presented an alternative approach where no explicit restrictions are imposed on the correlation structure of the stochastic excitation function. The approach is based on a simple REDC for the evolution of the joint RE pdf f x(t)y(t) (α, β), which applies to quite general nonlinear RDEs, with both additive and multiplicative excitation. It is non-closed, yet exact, having the form of a generalized Liouville equation with the excitation time frozen in This closure does not alter the RE evolution equation (which is exact, anyway) but collects and interposes (an essential approximation of) the missing information into the solution scheme. The solution scheme is based on two pillars: a (finite) series approximation of the sought-after pdf in terms of localized Gaussian kernels ( §4), and a family of local (in the phase space) linearizations of the nonlinear RDE, which are solved analytically providing information about the local dependence of the response and the excitation ( §5). This information is exploited for identifying the parameters of the localized kernel series expansion. The local information is patched up with the aid of the REDC, which provides a solvable linear system for the coefficients of the series expansion of the pdf f xy (α, β). Numerical results obtained for a cubic Langevin equation, under both Gaussian and non-Gaussian excitation with τ corr yy /τ relax = O (1) , are in good agreement with those obtained from MC simulations. It should be noted here that careful configuration of the numerical parameters (N, M, K, β) is required in order to obtain the best possible results, especially near the peak of the density. This is possibly related to an under-representation of the τ -dependence in the KDR, equation (4.4) , due to the assumption ∂p n (τ )/∂τ τ =0 ≈ 0. Nevertheless, it is clear that this assumption significantly simplifies the numerical scheme, with favourable results in the studied cases, as shown in §6. Further study is needed in order to understand better the role and the significance of the aforementioned assumption.
In this work only scalar, nonlinear RDEs have been considered. However, the main ingredients of the solution scheme, i.e. the Gaussian kernels used for the representation of the RE pdf and the analytical solutions to the local statistically linearized problems, are both straightforwardly
