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Abstract
We study the combinatorial problem of ﬁnding an arrangement of distinct integers into the d-dimensional N-cube so that the
maximal variance of the numbers on each -dimensional section is minimized. Our main tool is an inequality on the Laplacian of a
Shannon product of graphs, which might be a subject of independent interest. We describe applications of the inequality to multiple
description scalar quantizers (MDSQ), to get bounds on the bandwidth of products of graphs, and to balance edge-colorings of
regular, d-uniform, d-partite hypergraphs.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Applications of multiple description scalar quantizers (MDSQ) arise in speech and video coding over packet-
switched networks, where packet losses can result in a degradation in signal quality, see [8,10]. Here it is desired to
send messages across multiple independent channels in such a way that certain guarantees on the reconstructed message
ﬁdelity apply if one or more channels are broken, and it is also desired not to decrease the total rate of communication
too greatly, see [8,10].
The model translates to the combinatorial problem of ﬁnding an arrangement of the integers into Zd so that each line
of Zd contains exactly N numbers, such that the variance of the numbers in each -dimensional section is minimized,
where a line corresponding to ﬁxed integers a1, . . . , ad and direction k is the set {〈a1, . . . , ak−1, i, ak+1, . . . , ad〉 ∈
Zd : i ∈ Z}, and an -dimensional section deﬁned similarly, here all but d −  coordinates are ﬁxed. Then min-
imizing the distortion given the rate amounts to ﬁnding, for a given N, d and , an arrangement with the smallest
possible variance Var∞(N, d, ), which is deﬁned formally as Var∞(N, d, ) = max{(1/N)∑(X¯ − Xi)2}, where
the maximum is over all -dimensional sections of Zd , and the summation is over all elements Xi of a section, and
X¯ is the mean of these numbers (in one section). This problem was considered in [10,2]. In [2] it was proved that
(1/60)N4Var∞(N, 2, 1)(1/54)N4 + O(N3).
One of the key observations in [2] was (in the case d = 2 and  = 1) that to obtain good bounds for Var∞(N, d, ),
the following problem needed to be considered: Write the integers 1, . . . , Nd into an Nd cuboid such that the maximal
1 Research supported in part by NSF Grant DMS-0302804, UIUC Campus Research Board #06139, and OTKA 049398.
2 Work was partly done, while at IAS.
E-mail addresses: jobal@math.uiuc.edu (J. Balogh), csmyth@math.mit.edu (C. Smyth).
0166-218X/$ - see front matter © 2007 Elsevier B.V. All rights reserved.
doi:10.1016/j.dam.2007.09.008
J. Balogh, C. Smyth / Discrete Applied Mathematics 156 (2008) 110–118 111
variance of the numbers appearing in an -dimensional section of the cuboid is as small as possible. We denote this
minimum by Var(N, d, ).
For this problem the bounds (1 + 10−5)N4/24<Var(N, 2, 1)< (1/22)N4 were obtained in [2]. To achieve the
(1/24)N4 lower bound, an inequality was used, whose extension is the main aim of this note. In Section 2, as a
warm-up, we prove it for two-dimensional rectangles, in Section 3 we shall state and prove it for any dimension. We
also prove a generalization to the Laplacian of a Shannon product of graphs. In Section 4 we state some conclusions
for bandwidth of products of cliques, and in Section 5 we give bounds on a problem concerning edge-colorings of
hypergraphs. Note that isoperimetric problems on the products of regular graphs were studied in the literature, see for
example [3].
2. A lower bound for the variance in a rectangle
For the sake of completeness we recall a lemma from [2], considering N by M matrices: As usual, let the variance
of a list (X1, X2, . . . , Xn) of real numbers be denoted by
Var(X1, X2, . . . , Xn) = 1
n
∑
i
(Xi − X)2,
where X = 1
n
∑
i Xi is the mean of (X1, X2, . . . , Xn). The following identity motivates many of our forthcoming
deﬁnitions:
Var(X1, X2, . . . , Xn) = 1
n2
∑
i<j
(Xi − Xj)2. (1)
Theorem 2.1. Let Xi,j (1 iN, 1jM) denote the elements of an N-by-M matrix. Then
Var(X1,1, X1,2, . . . , XN,M)
1
N
∑
i
Var(Xi,1, Xi,2, . . . , Xi,M) + 1
M
∑
j
Var(X1,j , X2,j , . . . , XN,j ). (2)
Proof. Substitute the deﬁnitions of all the variances into (2), multiply by N2M2, and move all terms to the right side.
It is easy to check that the coefﬁcients of the monomials on the right-hand side are as follows. The coefﬁcients of
the terms of form X2i,j (where i and j need not be distinct) are (N − 1)(M − 1), the coefﬁcients of the terms of form
Xi,jX,k (with i =  and j = k) are 2, and the coefﬁcients of the remaining terms of form Xi,jXi,k are 2(1 − N) and
of Xi,jX,j are 2(1 − M). There are no other terms.
This transformation shows that our assertion is equivalent to stating that a certain quadratic form in the variables Xi,j
is positive semideﬁnite. Let G denote the NM-by-NM matrix whose rows (resp. columns) are labeled with the variables
Xi,j that represents the quadratic form in question. The entries of G can be read off from the calculation above. The
diagonal entries are all (N − 1)(M − 1). The off-diagonal entry corresponding to row Xi,j and column X,k is the half
of the coefﬁcients described above.
The matrix G is the Kronecker (tensor) product of an N-by-N matrix KN and an M-by-M matrix KM whose diagonal
elements are equal to N − 1, (resp. M − 1) and whose other elements are −1. Since in general the matrix KN has
eigenvalues 0 (with multiplicity 1) and N (with multiplicity N − 1 times), the matrix G has eigenvalues 0 (N +M − 1
of them) and NM ((N − 1)(M − 1) of them). This proves our result. 
Remark. An alternative proof is the following. Denote Ai,j := Xi,j − (1/N)∑Ni=1 Xi,j . Let X be a randomly (uni-
formly) chosen element of the matrix,Y be a randomly (uniformly) chosen row, and Z be a column (to clarify notation;
the ﬁrst row consists of X1,1, X1,2, . . . , X1,M). With this notation the relation (2) is equivalent to the following:
Var(X)E[Var(X|Y )] + E[Var(X|Z)]. (3)
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Using the identity Var(X) = E[Var(X|Y )] + Var[E(X|Y )],
Var[E(X|Y )] = 1
N
N∑
i=1
⎛
⎝ 1
M
M∑
j=1
Xi,j − EX
⎞
⎠
2
= 1
N
N∑
i=1
⎛
⎝ 1
M
M∑
j=1
Ai,j
⎞
⎠
2
 1
NM
∑
i,j
A2i,j = E[Var(X|Z)] (4)
proves the claim.
Remark. We can sharpen relation (2) to an equality. First, observe that w.l.o.g. ∑i,j Xi,j = 0. Letting Hi,j :=
Xi,j − (1/M)∑k Xi,k − (1/N)∑k Xk,j one can prove
Var(X1,1, X1,2, . . . , XN,M) + 1
NM
∑
i,j
H 2i,j =
1
N
∑
i
Var(Xi,1, Xi,2, . . . , Xi,M)
+ 1
M
∑
j
Var(X1,j , X2,j , . . . , XN,j ). (5)
3. The lower bound for the variance
We will generalize Theorem 2.1 to tensor products of matrices, and in other directions.
Let G be a graph. For g, g′ ∈ V (G) we use the notation g∼Gg′ for {g, g′} ∈ E(G). We also use g ∼ g′ if the graph
in which g, g′ lie is clear from the context. We deﬁne a number of matrices in RV (G)×V (G) associated with the graph
G. The adjacency matrix of G, A = AG, is the matrix with Ag,g′ = 1 iff g ∼ g′ and Ag,g′ = 0 otherwise. The degree
matrix of G, D = DG, is the diagonal matrix with Dg,g = degG(g). The Laplacian of G is LG = DG − AG. Other
matrices that will prove useful are IG, the identity matrix, and D+G := DG + IG.
The order of a graph G, is the number of its vertices |G| := |V (G)|. For x ∈ RV (G), motivated by (1), we deﬁne
VarG(x) := 1|G|2 x
tLGx = 1|G|2
∑
g∼g′
(xg − xg′)2.
Note that VarKn(x) = Var(x1, . . . , xn).
Let I1, . . . , In, J1, . . . , Jn be ﬁnite non-empty sets and I =∏ Ik , J =∏ Jk , be their Cartesian products. For 1kn,
let Mk ∈ RIk×Jk . The Kronecker or tensor product of the matrices Mk is M =⊗kMk ∈ RI×J where the entries of M
are Mi,j := ∏k (Mk)ik,jk for all i ∈ I, j ∈ J . Let M ′k ∈ RIk×Jk for k ∈ [n]. We will encounter situations where we
replace some Mi in M with M ′i , so we introduce the following notation:
Convention 3.1. We write(⊗
k∈S
Mk
)
⊗
(⊗
k /∈S
M ′k
)
as a shorthand for⊗kAk where Ak = Mk for k ∈ S and Ak = M ′k for k /∈ S.
We deﬁne the Shannon product of a sequence of graphs G1,G2, . . . ,Gn to be the graph G=⊙k Gi with vertex set
V (G)=∏k Gk and the following adjacency relation: g∼Gg′ if and only if g = g′ and for every k, gk =g′k or gk∼Gkg′k .
Note that Kn
⊙
Km = Knm. It is easy to observe:
Lemma 3.2. LetG1, . . . ,Gn be a sequence of graphs andG=⊙kGk be the Shannon product of the graphsGi . Then
the following hold:
(i) IG + AG =⊗k(IGk + AGk),
(ii) D+G =
⊗
kD
+
Gk
,
(iii) LG =⊗kD+Gk −⊗k(D+Gk − LGk).
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Proof. (i) Let g, g′ ∈ V (G). By the deﬁnition of the Shannon product, we know that g = g′ or g∼Gg′ iff for all k,
gk = g′k or gk∼Gkg′k . Part (ii) is the assertion that degG(g) + 1 =
∏
k (degGk (gk) + 1) for all g ∈ V (G). Fix a vertex
g ∈ V (G). There are degG(g) + 1 vertices h ∈ V (G) such that h = g or h ∼ g, these are precisely the vertices where
for all k, hk = gk or hk∼Gkgk . Thus there are
∏
k(degGk (gk) + 1) of them.
Now we prove (iii). For any graph H we have D+H =DH + IH and LH =DH −AH so IH +AH =D+H −LH . Thus⊗
k(D
+
Gk
− LGk) =
⊗
k(IGk + AGk) = IG + AG by part (i). Thus by part (ii),⊗
k
D+Gk −
⊗
k
(D+Gk − LGk) = D+G − (IG + AG) = LG. 
Let S ⊂ [n] and S = [n]\S. We deﬁne GS =⊙k∈SGk , and for h ∈ V (GS), we let
VarG,h(x) := 1|GS |2
∑
g∼Gg′
∀k∈Sgk=g′k=hk
(xg − xg′)2
and
f (S, x) := Eh∈V (GS)VarG,h(x) =
1
|GS |
∑
h∈V (GS)
VarG,h(x),
where E refers to the uniform distribution. Thus
|G|2f (S, x) = |GS |xt (L(GS) ⊗ I (GS))x. (6)
Here L(GS) ⊗ I (GS) is interpreted according to Convention 3.1, and by Lemma 3.2 (iii)
L(GS) ⊗ I (GS) =
(⊗
k∈S
D+Gk −
⊗
k∈S
(D+Gk − LGk)
)
⊗
⊗
k∈S
IGk .
Theorem 3.3. Let Gk , k ∈ [n], be graphs. Let G=⊙kGk . Let S1, . . . , St be a partition of [n]. Then for all x ∈ RV (G)
we have
VarG(x)
t∑
i=1
Eh∈GSiVarG,h(x).
Proof. The conclusion of the theorem is that
∑
i f (Si, x)f (S1 ∪ · · · ∪ St , x) (since f ([n], x) = VarG(x)). We will
show that if S1 ∩ S2 = ∅ then f (S1, x) + f (S2, x)f (S1 ∪ S2, x). Applying this repeatedly proves the theorem.
Let S3 = [n]\(S1 ∪ S2). Let Hi =GSi for i = 1, 2, 3. Multiplying f (S1, x)+ f (S2, x)− f (S1 ∪ S2, x)0 by |G|2,
and using (6), we obtain xtAx0, where
A = A′ ⊗ (|H3|I (H3))
and
A′ = |H2|L(H1) ⊗ I (H2) + |H1|I (H1) ⊗ L(H2) − L(H1  H2).
Thus it remains to showA′ (and henceA) is positive semideﬁnite. Using the identities |V (Hi)|I (Hi)=D+(Hi)+D(Hi)
and this corollary of Lemma 3.2 (iii)
L(H1  H2) = D+(H1) ⊗ D+(H2) − (D+(H1) − L(H1)) ⊗ (D+(H2) − L(H2)),
it is not hard to see that
A′ = L(H1) ⊗ L(H2) + D(H1) ⊗ L(H2) + L(H1) ⊗ D(H2).
Since L(Hi), D(Hi) are all positive semideﬁnite so are their tensor products and thus so is A′. 
114 J. Balogh, C. Smyth / Discrete Applied Mathematics 156 (2008) 110–118
Consider the following inequality:
f (S1, x) + f (S2, x)f (S1 ∪ S2, x) + f (S1 ∩ S2, x). (7)
Note that f (∅, x)= 0. So in the proof of the previous theorem we proved (7) for S1 ∩S2 =∅. If (7) were true in general
then we would have a proof of the following:
Statement 3.4. Let Gk , k ∈ [n], be graphs. Let G =⊙kGk . Let S1, . . . , St be the edges of an r-regular hypergraph
on [n]. Then for all x ∈ RV (G) we have
rVarG(x)
t∑
i=1
Eh∈GSiVarG,h(x).
This statement would be very reminiscent of Shearer’s Lemma on entropy, and inequality (7) would be reminiscent
of the method of proof of Shearer’s Lemma [4]. Unfortunately (7) is false in general. A counterexample is found when
n= 3, G1 =P2,G2 =P3,G3 =P2 and S1 ={1, 2}, S2 ={2, 3}, and the value of a vertex (a, b, c) is b is modulo 2 (and
Pk is the path with k vertices). Even Statement 3.4 is false, for a counterexample, see S1 ={1, 2}, S2 ={2, 3}, S3 ={1, 3}
and G1 = G2 = G3 = K6,6 (the complete bipartite graph).
However (7) holds if all the Gk are complete graphs:
Theorem 3.5. Let Gk , k ∈ [n], be cliques. Let G=⊙kGk . Let S1, . . . , St be the edges of an r-regular hypergraph on
[n]. Then for all x ∈ RV (G) we have
rVarG(x)
t∑
i=1
Eh∈GSiVarG,h(x).
Proof. Clearly, it is sufﬁcient to prove for every S1, S2 inequality (7). For ﬁxed S1, S2, let T1 = S1\S2, T2 = S1 ∩ S2,
T3 = S2\S1, T4 = [n]\(S1 ∪ S2). Let Hi = GTi , i = 1, 2, 3, 4. Multiplying (7) by |G|2, and using (6), we see that the
matrix A = A′ ⊗ (|H4|I (H4)) must be positive semideﬁnite, where
A′ = |H3|L(H1  H2) ⊗ I (H3) + |H1|I (H1) ⊗ L(H2  H3) − L(H1  H2  H3)
− |H1||H3|I (H1) ⊗ L(H2) ⊗ I (H3).
Since all the Gk’s are complete so are the Hi’s, and thus |Hi |I (Hi) = D+(Hi). Using this and the identities for
L(Hi  Hj) and L(H1  H2  H3), from part (iii) of Lemma 3.2, we ﬁnd that A′ simpliﬁes to
A′ = L(H1) ⊗ (D+(H2) − L(H2)) ⊗ L(H3).
H2 is a complete graph, hence D+(H2) − L(H2) is a matrix of all ones, J (H2). Thus A′ is positive semideﬁnite as
desired. 
4. Bandwidth of products of complete graphs
The d-wise product, Kdn , of complete graphs Kn has nd vertices, and two vertices (d-vectors) are joined with an edge
iff they differ in only one coordinate. (Or with a little bit of different terminology, two vertices are connected with an
edge iff their Hamming distance is 1, for more details see [7].) A numbering of a graph G is a (bijective) labeling of the
vertices with 1, . . . , |V (G)|. The bandwidth of a labeling of G is the maximum difference appearing between numbers
of the endpoints of the edges of G, and the bandwidth of a graph G is BW(G), which is the minimum of that maximum
difference considering all the vertex labelings of G. It is easy to see that
BW(G) max
k
min
S⊂V (G),|S|=k |(S)|, (8)
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where (S) is the neighborhood of the vertex set S outside of S. Harper [6] determined asymptotically (n tends to
inﬁnity)
min
S⊂V (G),|S|=k |(S)|
for any k, when G = Kdn . However the bound given by (8) does not seem to be sharp for d3. For d = 3 it is known
that 0.4437n3 + O(n2)BW(K3n)0.4498n3 + O(n2) (see [1]).
Harper’s [7] proved that
(
d
d/2
)
BW(Kdn )
d−1∑
k=0
(
k
k/2
)
,
where the lower bound valid for n → ∞ and d even, and the upper bound valid for n → ∞ and any d. His conclusion
was that
BW(Kdn ) ∼
√
(2/d)nd ,
when n → ∞ and (every) d → ∞ but d = o(n). We can conclude from our Theorem 3.5 a weaker bound, which is
valid for all n and d. Certainly, our bounds cannot be sharp (the variance is more robust, i.e. for example (9) is usually
not sharp), but it is still an improvement on the constant of nd compared to the constant of the trivial bound, 1/d. To
apply Theorem 3.3, note that Var(1, . . . , nd) = (n2d − 1)/12, and we use Si = {i} for 1 id. Furthermore, observe
that for x1x2 · · · xt
2
√
Var(x1, . . . , xt )xt − x1. (9)
Thus if x is a labeling of the vertices of Kdn by 1, . . . , nd achieving bandwidth BW(Kdn ), then using Theorem 3.3 and
(9) we obtain
n2d − 1
12
= VarKdn (x)
d∑
i=1
E
h∈V
(
Kd
nS¯i
)VarKdn ,h(x) d · BW(K
d
n )
2
4
.
Here, we used that for h ∈ V
(
Kd
nS¯i
)
, VarKdn ,h(x) is the variance of the numbers of the line containing h in
direction i.
Corollary 4.1. For every positive integers n and d,√
1 − n−2d
3d
ndBW(Kdn ). (10)
The following version was also considered in [7]. Let (Kdn )(h) be the graph with the same vertex set as Kdn , such that
two vertices are connected with an edge if their distance in Kdn is at most h. In other words, two vertices are neighbors
in (Kdn )(h), if there is an h-dimensional face which contains both of them. Harper [7] concluded that for n → ∞ and
d → ∞ and d = o(n), and additionally h = o(√d)
BW((Kdn )
(h)) ∼ h√(2/d)nd .
From Theorem 3.5, where the sets Sis form a complete r-regular hypergraph on [d], we can conclude a weaker lower
bound, but one valid for every n, d, h:√
(1 − n−2d)h
3d
ndBW((Kdn )(h)). (11)
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5. Edge-colorings of hypergraphs
LetH be a d-uniform, d-equipartite, r-regular hypergraph on nd vertices (i.e. V (H) is partitioned into d classes of
sizes n each, V1∪· · ·∪Vd , such that for every F ∈ E(H) and every 1 id, |F ∩Vi |=1). Consider a 2-edge-coloring
ofH (say with −1 and 1) such that the number of edges labeled with 1 is |E(H)| for some constant . To be more
formal, a coloring
 : E(H) → {−1, 1}
is -dense if
|−1(1)| = |E(H)|.
The unbalancedness of a coloring ofH could be measured as follows:
UB(H, ) := min
x∈V (H)
∣∣∣∣∣
∑
x∈E
(E)
∣∣∣∣∣ .
We are interested in determining the largest unbalancedness of any -dense coloring ofH, i.e.:
UB(H, ) := max{|UB(H, )| :  is -dense},
or more generally in determining
UB(n, d, r, ) := max{|UB(H, )| : |V (H)| = nd, H is d-uniform d-equipartite r-regular}.
The simplest case is when d = 2, r = n and = 1/2. Note that under these restrictionsH=Kn,n is unique. It can be
proven elementarily, that UB(Kn,n, 1/2)n/2. For even n, there is a coloring achieving equality: let a1, . . . , an and
b1, . . . , bn denote the vertices in the two classes, and the edge (ai, bj ) should get color 1 iff i, jn/2 or (i + j is even
and (in/2<j or jn/2< i)).
To give an upper bound on UB(n, d, r, ) we shall apply Theorem 3.5. For a coloring  of H, where H is a
d-equipartite, d-uniform hypergraph, with class sizes n, we can assign a d-dimensional n-cube C, where each entry
represents a possible edge. A 0 is placed into an entry, if the edge represented by it does not exist inH, and, otherwise,
the color of the edge is written there.
The variance of all the entries of C can be obtained easily; the hypergraph has rn edges, so C has rn entries
containing 1, nd − rn containing 0 and (1 − )rn containing −1. To ease the notation, let R = r/nd−1. Then the
variance of the entries in C is
(1 − (2− 1)R)2R + ((2− 1)R)2(1 − R) + (1 + (2− 1)R)2(1 − )R. (12)
Each (d − 1)-dimensional section of the cube represents one vertex of the hypergraph. By the regularity ofH, each
such section has (1 − R)nd−1 entries containing 0. Our aim is to prove that the coloring cannot be very unbalanced.
Let us assume that for some ﬁxed t >R/2, each vertex belongs to at least tnd−1 edges of color 1 or of color −1. The
variance of the entries in each section is at most
t (1 − 2t + R)2 + (1 − R)(2t − R)2 + (R − t)(1 + 2t − R)2.
Applying Theorem 3.5, with Si = [d] − {i}, we have the following inequality:
(d − 1)[(1 − (2− 1)R)2R + ((2− 1)R)2(1 − R) + (1 + (2− 1)R)2(1 − )R]
d[t (1 − 2t + R)2 + (1 − R)(2t − R)2 + (R − t)(1 + 2t − R)2]. (13)
The inequality (13) is quadratic in t and under the condition of t >R/2 we obtain that
R
2
< ts := R
2
+
√
Rd ·
√
1 + (1 − 2)2(d − 1)R
2d
. (14)
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This yields
UB(n, d, r, )(2s − R)nd−1 =
√
Rd ·
√
1 + (1 − 2)2(d − 1)R
d
nd−1.
This is most likely not the best possible upper bound. We shall list several special cases to see what benchmark has
been set:
1. d = 2, R = 1, = 1/2:
UB
n

√
2
2
.
(Note that in this case we know that 1/2 is the correct value.)
2. R = 1, = 1/2:
UB
nd−1
 1√
d
.
(Note that this bound is sharp to a constant factor, independent of d and n.)
3. d = 2, = 1/2:
UB
n

√
R
2
.
4. d = 2, R = 1:
UB
n

√
2
√
1 + (2− 1)2
2
.
6. Concluding remarks
1. Let us apply Theorem 3.5 to our original problem, with r =
(
d

)
and S1, . . . , Sr enumerating all the -element
subsets of [d]. The sets Si cover each point of [d]
(
d−1
−1
)
times, hence we obtain
Var(N, d, )
(
d−1
−1
)
(
d

) Var(1, . . . , Nd) = 
d
N2d − 1
12
.
For d = 2 in [2] it was proved that although this lower bound is not sharp (and an analogue of the rather technical
argument would work for d > 2 also), it is not very far from the truth.
2. One could consider higher moments (for example fourth moments, instead of the variance). We could not prove
anything, but we were able to formulate an inequality, which might be true. First we deﬁne
Var(4)(X1, X2, . . . , Xn) = 1
n
∑
i
(Xi − X)4.
Does the following inequality hold for all values of X1,1, X1,2, . . . , XN,N?
1
4
Var(4)(X1,1, X1,2, . . . , XN,N)
1
N
∑
i
Var(4)(Xi,1, . . . , Xi,N ) + 1
N
∑
j
Var(4)(X1,j , . . . , XN,j ). (15)
This is true for N = 2. If it is true in general, then it is best possible for even N, as the following example shows: Let
Xi,j be −1 if i, jN/2, 0 if iN/2<j or jN/2< i, and 1 if N/2< i, j .
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