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Abstract
Two strings parameterize match if there is a bijection defined on the alphabet that transforms the first string character by character
into the second string. The problem of finding all parameterized matches of a pattern in a text has been studied in both one and two
dimensions but the research has been centered on developing algorithms with good worst-case performance. We present algorithms
that solve this problem in sublinear time on average for moderately repetitive patterns.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
In the parameterized matching problem a text and a pattern is given and the task is to find all substrings of the text
that can be transformed into the pattern by using a bijection on the alphabet. This problem was first considered by
Baker [5] with an application to software maintenance. Another application of parameterized matching is plagiarism
detection [11].
Later the parameterized matching problem has been investigated in two dimensions by Amir et al. [1] and Hazay
et al. [13]. This two-dimensional problem has a fairly obvious application in image searching. Parameterized matching
can find an image even if its color map has been changed. Other related work includes parameterized matching of
multiple patterns [15], parameterized matching with mismatches [12] and approximate parameterized search [6].
Previous research of parameterized matching has been focused on developing algorithms with good worst-case per-
formance. Some effort to develop an algorithm fast on average was made by Baker [7] who developed an algorithm
based on the famous Boyer–Moore algorithm [8] but the average case complexity was not analyzed. Fredriksson and
Mozgovoy [11] have also developed sublinear algorithms for one-dimensional parameterized matching but the analy-
sis of their algorithms relies on the text and pattern containing a substantial amount of characters from a fixed alphabet.
In this paper we introduce new algorithms that are sublinear on average. We present practical solutions for both
the one-dimensional and two-dimensional parameterized matching problems. We analyze the time complexities of the
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analysis and show our algorithms to be fast in practise.
2. Definitions
Let S and S′ be equal size strings of characters drawn from the alphabet Σ . S and S′ parameterize match (or
p-match for short) if there exists a bijection π :Σ → Σ such that for each i S[i] = π(S′[i]). So strings “abac” and
“bcba” p-match because the bijection π(a) = c, π(b) = a, π(c) = b transforms “bcba” into “abac”. On the other hand
strings “aabb” and “acbb” do not p-match because a bijection cannot map both ‘a’ and ‘c’ to ‘a’ and thus there is no
bijection that can transform “acbb” to “aabb”.
Let us now define the parameterized matching problem. In the one-dimensional case, we are given a text T [1. . n]
and a pattern P [1. .m] in alphabet Σ and the task is to find all substrings of the text that p-match with the pattern. In
the two-dimensional case the input is a text T of size n × n and a pattern P of size m × m. The task then is to find all
those m × m substrings of the text that p-match to P . As is usual in string matching algorithms we assume that n is
significantly larger than m.
Two disjoint alphabets were used in the original definition of the parameterized matching problem by Baker. One of
the alphabets was a fixed alphabet like in the standard string matching problem and the other one was a parameterized
alphabet like our Σ . Both the pattern and the text could contain characters from both alphabets but characters from
the fixed alphabet were required to match exactly. We decided to use only the parameterized alphabet because that
is natural for the two-dimensional problem of image search and we wished to give a unified treatment to both the
one-dimensional and two-dimensional cases.
Many of the algorithms make use of so called predecessor strings. A string S is transformed into a predecessor
string as follows. If a character in position i has occurred earlier in the string in position j the position i in the
predecessor string contains i–j . Otherwise the predecessor string contains 0. For example the string “aabac” is trans-
formed into 0–1–0–2–0. Now it can be fairly easily seen that if two strings p-match, their predecessor strings match
exactly [5].
Another way to transform the two strings so that the transformed strings will match exactly if the original strings
p-matched, is to transform them into restricted growth functions (RGF) [18]. A string is transformed into a RGF by
replacing all occurrences of the first occurring character with 1, the second one with 2 and so on. We call the resulting
string the RGF string. For example the string “aabac” is transformed into 1–1–2–1–3. The properties of restricted
growth functions have been studied previously, see e.g. Kreher and Stinson [18]. There are bn different RGFs of
length n where bn is the n:th Bell number which is defined as follows:
bn =
n∑
i=1
1
i!
i∑
j=1
(−1)i−j
(
i
j
)
jn
RGFs can also be ranked. A ranking algorithm for RGFs determines the position of a given RGF with regard to some
order. In our case the exact ordering imposed by the ranking algorithm is not relevant. We just need to get a unique
integer for each RGF. When ranking RGFs we have used the ranking algorithm described in Kreher and Stinson [18]
which runs in O(q) time where q is the length of the RGF.
To classify the repetitiveness of a pattern we introduce the concept of q-repetitiveness. A pattern is q-repetitive if
for all substrings of length q there is a character that occurs at least twice in the substring. Thus the pattern “aaaa” is 2-
repetitive while the pattern “aabb” is 3-repetitive but not 2-repetitive because the substring “ab” contains no repetition.
Similarly a two-dimensional pattern is q-repetitive if for all substrings of size q × q there is a character that occurs at
least twice in the substring.
3. Earlier solutions
3.1. One-dimensional algorithms
In her original paper Baker [5] gave a suffix tree based algorithm for finding parameterized matches. The algorithm
first preprocesses both the text and the pattern by transforming them into predecessor strings. After this preprocessing
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is that if we are considering a window on the text, the predecessor pointers might point to positions outside the
window. Baker proposed modifications to the suffix tree construction algorithm that take care of this problem. The
resulting construction algorithm runs in O(n logn) time. The construction of the suffix tree was further improved by
Kosaraju [17], who developed an algorithm with time complexity O(n(logλ + logσ)) where σ and λ are the sizes of
the parameterized and the fixed alphabet. Cole and Hariharan [9] also further explored the construction of the suffix
tree and developed a randomized linear time algorithm.
Baker [7] has also proposed a Boyer–Moore based algorithm which uses predecessor strings. The algorithm is
a modification of the TurboBM algorithm [10] using predecessor strings to find p-matches. The worst case time
complexity of the algorithm is O(n log min(m,σ )). The average-case complexity of the algorithm was not studied in
the paper.
Amir et al. [2] have proposed an algorithm for the p-matching problem based on the Knuth–Morris–Pratt algo-
rithm [16] for standard string matching. Their algorithm runs in the worst case in O(n logσ) time. They also prove
that their algorithm is optimal if the alphabet is unbounded.
Fredriksson and Mozgovoy [11] have also developed sublinear algorithms for one-dimensional parameterized
matching. Their algorithms are based on the shift-or [4] and backward DAWG matching (BDM) [10] algorithms.
The shift-or based algorithm runs in O(nm/w) worst case time with average-case complexity O(n logλ(m)/w),
where w is the size of the computer word. The BDM based algorithm has average case complexity O(n logλ(m)/m)
where λ is the size of the fixed alphabet. The BDM based algorithm can also be modified to search for multiple pat-
terns simultaneously. However, the average-case analysis of these algorithms relies on the text containing a substantial
fraction of symbols from the non-parameterized alphabet.
3.2. Two-dimensional algorithms
The two-dimensional parameterized matching problem was first considered by Amir et al. [1] in the context of
function matching. They give an algorithm that preprocesses the text into a predecessor representation suitable for
two-dimensional strings and then apply a conventional two-dimensional algorithm. The worst case running time of
the algorithms is O(n2 log2 m). Hazay et al. [13] give another algorithm for two-dimensional parameterized matching
that is based on the “duel-and-sweep” paradigm. In the worst case this algorithm runs in O(n2 + m2.5polylog(m))
time. Both of these algorithms are quite complicated and neither one of them has been implemented as far as we know.
4. Our algorithms
In this section we describe the new parameterized matching algorithms based on the Boyer–Moore–Horspool
(BMH) algorithm [14]. Our algorithms use q-grams to achieve longer shifts. The use of q-grams is a well known
technique to improve the efficiency of the exact BMH algorithm in case of small alphabets, see e.g. [3,8,21]. Similar
techniques using q-grams have also been applied to other string matching problems like multiple pattern match-
ing [19,23].
4.1. Three one-dimensional algorithms
Our one-dimensional algorithms are derived from the Horspool variant of the Boyer–Moore algorithm. In the BMH
algorithm the text is processed in windows of size m. The last character of the window is read first. If it does not match
the last character of the pattern, the window is shifted based on it. Otherwise the window is checked for a match after
which a shift is made. In the parameterized matching problem the last character alone never tells that there cannot be
a match and even the last two characters usually do not indicate that the window cannot match the pattern. Therefore
we form a q-gram of the last q characters of the window and make the shift based on it.
The preprocessing phase of the BMH algorithm constructs the shift table which is consulted in the matching phase
to find out the length of the shift based on the last character of the text window. The shift is calculated so that after the
shift the last character of the previous window will be aligned with the last occurrence of that character in the pattern.
In the parameterized matching problem the shifts are made based on the last q-gram of the window and we wish to
make a shift that aligns it with the last q-gram of the pattern that p-matches it. As described in Section 2 two strings
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Table 1
The number of entries in the shift table for PBMH-RGF, FPBMH and PBMH-Hash for various values of q
Algorithm q = 2 q = 3 q = 4 q = 5 q = 6 q = 7 q = 8 q = 9 q = 10
PBMH-RGF 2 5 15 52 203 877 4140 21 147 115 975
FPBMH 2 8 32 256 2048 16 384 131 072 2 097 152 33 554 432
PBMH-Hash 2 4 7 11 16 22 29 37 46
p-match if their predecessor strings match or equally if their RGF strings match. Thus we wish to index the table with
the predecessor or RGF strings. An obvious solution is using the rank of the RGF strings as indexes. We call this
algorithm Parameterized Boyer–Moore–Horspool with RGF or PBMH-RGF for short.
Fig. 1 gives an example of the index calculation. First the q-gram “tcgtc” is transformed to a restricted growth
function by replacing all ‘t’:s, which is the first occurring character, with 1:s, all ‘c’:s with 2:s and all ‘g’:s with 3:s.
Then we apply the RGF ranking algorithm to the resulting RGF “12312” getting a result of 36. This number can then
be used to index the shift table.
The problem with this approach is that although calculating the rank of an RGF of length q can be done in O(q)
time, there is a fairly large constant in the time complexity and this operation needs to be done for each inspected
window. Another alternative for calculating the indexes is to transform the q-grams into predecessor strings and then
to reserve enough bits for each character of the predecessor strings in the index. The i:th character of the predecessor
string takes values between 0 and i − 1 so log2 i bits are needed to represent it. The index thus has a constant width
of s =∑qi=2log2 i.
Fig. 1 shows an example of the index calculation. First we transform the q-gram “tcgtc” to a predecessor string.
The first character ‘t’ has not appeared before so it is transformed to 0. Similarly the second character ‘c’ and the
third character ‘g’ are transformed to 0:s. The fourth character is a ‘t’, which has occurred previously in position one.
Since that was three positions ago the fourth element in the predecessor is 3. Similarly the last character ‘c’ is replaced
with a 3. Now the resulting predecessor string “00033” is transformed into an index. No bits are reserved for the first
character because it is always the same so it is not used in the index calculation. One bit is reserved for the second
character so the first bit in the index will be 0. The third character uses two bits so we transform the 0 into bits 00 and
so on. The resulting index is 000110112 in binary which represents the number 27.
We call this algorithm Fast Parameterized Boyer–Moore–Horspool or FPBMH for short. This approach wastes
space but the indexes are much faster to calculate. The RGF approach needs a table of size bq where bq is the q:th
Bell number while the FPBMH algorithms needs a table of size 2s where s =∑qi=2log2 i. Table 1 shows the number
of entries in the shift table for both approaches for different values of q .
In a random text the distribution of the predecessor strings is very steep. The most common predecessor string of
length q , 0q , has a high probability if the alphabet is reasonably large while the least common predecessor string,
01q−1, has a probability close to 0. This means that we might need to use quite large q-grams which is a problem for
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algorithm can handle. For those q-grams that have the same hash value, the minimum shift will be stored in the shift
table so the shifts will be somewhat shorter than without hashing. We tried hashing the q-grams by transforming them
first to predecessor strings and then adding up all the positions of the predecessor string.
In the example of Fig. 1 the q-gram “tcgtc” is transformed into an index using this hashing scheme. First the
q-gram is transformed into the predecessor string “00033” exactly like in the FPBMH algorithm. Next we add up all
the characters of the predecessor string yielding the index value 6.
With this hashing scheme the most common q-gram is the only one hashed to 0 and thus the hashing might even
out the distribution of the q-grams. This modification of the algorithm called PBMH-Hash needs a table of size
q(q − 1)/2 + 1. Table 1 also includes the space requirement for this approach.
4.2. A two-dimensional algorithm
The two-dimensional algorithm is based on the two-dimensional string matching algorithm by Tarhio [20] which
is an extension of the BMH algorithm. In the algorithm by Tarhio the text is divided into (n−m)/m+ 1 strips each
of which has m columns. Each strip is then searched with a BMH like algorithm and each potential match is verified
with the trivial algorithm.
In each position the character at the lower right hand corner is investigated. If this character occurs in the lowest
row of the pattern, there is a potential match which has to be verified. These are found with the help of two tables,
M and N . M[x] is the column where the character x occurs first in the lowest row of the pattern and N links the
occurrences of x in the lowest row of the pattern. The pattern is shifted down the strip with another table D. D[x] is
the occurrence of x that is closest to the lowest row of the pattern but not in the last row. If x does not appear in the
pattern, D[x] is m.
The algorithm can be modified to read several characters and calculate the shifts based on all these characters. If
we read q × q characters (a two-dimensional q-gram), the text will then be divided into (n − m)/(m − q + 1) + 1
strips each containing m − q + 1 columns.
This algorithm which uses q-grams can fairly easily be extended to parameterized matching in a similar fashion
as the BMH algorithm was extended for one-dimensional parameterized matching. The resulting algorithm proceeds
exactly like the algorithm by Tarhio but the read q-grams are transformed into predecessor strings and these are then
used to index the tables. To transform the two-dimensional q-gram into a predecessor string we first transform it into a
one-dimensional string by concatenating the rows. This string can then be transformed to a predecessor string which is
further used to index the tables. As with the one-dimensional case, there are several ways to transform the predecessor
strings into indexes. We implemented the transformation the same way as in the FPBMH algorithm.
5. Analysis
We first analyze the worst and average case complexity of the one-dimensional algorithms and then turn to the
two-dimensional case. When analyzing the average case complexity we assume the standard random string model
where each character of the text is chosen independently and uniformly.
5.1. The one-dimensional algorithms
The preprocessing phase of the algorithms consists of initializing the shift table which takes time proportional to
the number of entries in the table. In addition, to preprocess the pattern we need to keep track of where the different
symbols of the alphabet occurred previously and thus the preprocessing of the q-grams of the pattern takes O(σ +mq)
time where σ is the size of the alphabet. As stated earlier the number of entries in the shift table is bq for PBMH-RGF,
2s for FPBMH and q(q − 1)/2 + 1 for PBMH-Hash where bq is the q:th Bell number and s =∑qi=2log2 i. The
following lemma gives a nice formulation to the space complexity of FPBMH:
Lemma 1. 2s  qq−1 where s =∑qi=2log2 i.
Proof. See Appendix A.
L. Salmela, J. Tarhio / Journal of Discrete Algorithms 6 (2008) 408–419 413Therefore we have:
Theorem 2. The preprocessing phases of PBMH-RGF, FPBMH and PBMH-Hash have time complexities
O(bq + σ + mq), O(qq−1 + σ + mq), and O(q2 + σ + mq) respectively.
The only difference in the matching phase of our algorithms is how q-grams are used to index the shift table. In
both PBMH-RGF and FPBMH two q-grams are transformed into the same index if and only if they parameterize
match and the transformation is done in O(q) time. Therefore the matching phases of PBMH-RGF and FPBMH
algorithms have the same time complexities. The hashing in the PBMH-Hash algorithm slightly changes the time
complexity of the algorithm since two q-grams are sometimes transformed into the same index even if they do not
parameterize match. However, such collisions are sufficiently rare with large alphabets and so the analysis holds also
for PBMH-Hash.
In the worst case the one-dimensional algorithms find a match in each window and the length of the shift is always
one yielding a total of n − m + 1 windows. For each window the whole window is read and compared to the pattern.
Thus:
Theorem 3. The worst case complexity of PBMH-RGF, FPBMH and PBMH-Hash, is O(nm).
Let us then analyze the average case complexity. In order to do that we need to consider the probability distribution
of the different predecessor strings corresponding to random q-grams. Let σ denote the size of the alphabet and let z
be the number of zeros in the given predecessor string. Because the predecessor string of a q-gram is also of length q ,
clearly z q . Each of the zeros presents a different character in the original string and each non-zero element of the
predecessor string is defined by the zeros. Because each zero represents a different character and there are σ characters
in the alphabet, it must also hold that z σ . The characters corresponding to the zeroes in the predecessor string can
be chosen in σ · (σ − 1) · · · (σ − z+ 1) ways and there are a total of σq different strings. Then the probability that the
given predecessor string of length q matches the predecessor string of a random string is:
P(z, q) = σ · (σ − 1) · · · (σ − z + 1)
σ q
= σ !
σq · (σ − z)!
The probability of a window to be checked is upper bounded by the probability that the last q-gram of the window
p-matches the last (or m − q:th) q-gram of the pattern. Thus the expected number of checked windows is
C  (n − m + 1) · P(zm−q, q)
where zi is the number of zeros in the i:th q-gram of the pattern. When checking a window we scan it backwards
until a mismatch is found. Because we already know that the last q characters match, we need to compare at most
m − q characters. Thus the checking time will be O(m − q) per checked window. Now if we can choose q so that
zm−q < q the probability P(zm−q, q) is low enough and there are only a few checked windows so the scanning time
will dominate.
Let us now turn to analyzing the scanning time. We estimate the expected length of shift in the algorithm with
S  (m − q + 1) · (1 − P(zmax, q))m−q +
m−q∑
i=1
i · P(zm−q−i , q) ·
(
1 − P(zmax, q)
)i−1
where zmax is the maximum number of zeros in the q-grams of the pattern. Note that this estimate for S is not quite
accurate because the consecutive overlapping q-grams of the pattern are not independent.
If we now choose q to be the smallest q such that the pattern is q-repetitive, the probability P(zmax, q) will be
low enough and the expected length of shift approaches the value m − q + 1. To calculate the average number of
inspected characters we use a similar technique as in [22]. We assume that the lengths of the shifts si are independent
random variables with a common distribution and expected value S. Now {∑ si} is a pure renewal process within the
interval [0, n − m + 1] and therefore for large n − m + 1 the expected number of shifts is (n − m + 1)/(m − q + 1)
so on average O((qn)/(m − q + 1)) characters are read. Furthermore if q < (m + 1)/2 the algorithm is sublinear on
average. This gives us the following theorem:
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and PBMH-Hash algorithms is O((qn)/(m − q + 1)) if the lengths of the shifts are mutually independent and n is
significantly larger than m. If q < (m + 1)/2 the algorithms are sublinear on average.
Note that all patterns are not q-repetitive for any q < (m + 1)/2 and in these cases we cannot guarantee the
sublinearity of the algorithm. However interesting patterns for parameterized matching probably are repetitive and in
these cases the sublinearity can be guaranteed.
If we have both a fixed and a parameterized alphabet the preprocessing time of the algorithms will change slightly
because the size of the shift table will depend on the fixed alphabet also. The preprocessing phase of PBMH-RGF,
FPBMH and PBMH-Hash will have time complexities O(λqbq +σ +mq), O(λqqq−1 +σ +mq), and O(λqq2 +σ +
mq) respectively, where λ is the size of the fixed alphabet. The above analysis for the average time complexity holds
also in this case. In fact the fixed alphabet makes the problem easier. In this case a sufficient condition for sublinearity
is that each q-gram of the pattern contains repetition or at least one character from the fixed alphabet.
5.2. The two-dimensional algorithm
Let us first consider the complexity of the preprocessing phase. The two-dimensional algorithm uses the strategy
of the FPBMH algorithm when calculating the indexes of the shift table. Thus the number of entries in the shift table
is 2s where s =∑q2i=2log2 i. As with the one-dimensional algorithms we also need to keep track of the previous
occurrences of the alphabet symbols and thus a table of size σ is needed for that. Therefore we have:
Theorem 5. The complexity of the preprocessing phase of the two-dimensional algorithm is O((q2)q2−1 +σ +m2q2).
The worst case for the two-dimensional algorithm occurs when all the (n−m+ 1)2 windows of the text match the
pattern. This gives us the theorem on the worst case complexity of the algorithm:
Theorem 6. The worst case time complexity of the two-dimensional algorithm is O(n2m2).
For the average case complexity we will need to estimate the number of checked windows. There are a total of
(n − m + 1)2 windows so on average
C  (n − m + 1)2 · P(zm−q,m−q, q2)
of them are checked where zi,j is the number of zeros in the q-gram of the pattern that starts at position (i, j). The
time to check a window is O(m2 − q2). If zm−q,m−q < q2, P(zm−q,m−q, q2) is low enough and there will only be a
few checked windows. Therefore the scanning time will dominate.
Let us next consider the expected length of shift, S. The estimate is very similar to the one-dimensional case:
S  (m − q + 1) · (1 − P(zmax, q2))(m−q)·(m−q+1)
+
m−q∑
i=1
i · P ( min
1xm−q+1 zm−q−i,x , q
2) · (1 − P(zmax, q2))(i−1)·(m−q+1)
where zmax is the maximum number of zeroes in the predecessor strings corresponding to any of the q-grams of
the pattern. As with the one-dimensional case, if we now choose q to be the smallest value such that the pattern is q-
repetitive, zmax < q2, P(zmax, q2) is low enough and S approaches m−q +1. So on average O((n−m)/(m−q +1) ·
q2n/(m − q + 1)) = O(q2n2/(m − q)2) characters are read. Therefore if the pattern is q-repetitive for a suitable q
then the algorithm will be sublinear on average. This proves the following theorem:
Theorem 7. For a q-repetitive pattern the average case complexity of the two-dimensional algorithm is
O(q2n2/(m − q)2) if the lengths of the shifts are mutually independent and n is significantly larger than m. If
q < (m − 1)/2 the algorithm is sublinear on average.
L. Salmela, J. Tarhio / Journal of Discrete Algorithms 6 (2008) 408–419 415Again some patterns are not q-repetitive for a suitable q and in these cases the sublinearity of the algorithm cannot
be guaranteed.
6. Experimental results
The analysis predicts that the value of q should be chosen to be the smallest q such that the pattern is q-repetitive.
To validate this we ran our algorithms with several patterns and a randomly generated text with alphabet size 256.
Figs. 2, 3 and 4 show the proportion of read characters and the runtime for some patterns. The proportion of read
characters is calculated as lookups divided by the length of the text so for a sublinear algorithm this value is less than
one. The runtime does not include time used for preprocessing. All these tests were run on a computer with a 1.0 GHz
(a) (b)
Fig. 2. Proportion of read characters (a) and runtime (b) for the pattern “aaaaaaaaaaaaaaaa” in a random text.
(a) (b)
Fig. 3. Proportion of read characters (a) and runtime (b) for the pattern “qwertyuiopsadfgh” in a random text.
(a) (b)
Fig. 4. Proportion of read characters (a) and runtime (b) for the pattern “aassddssaa” in a random text.
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Fig. 5. The proportion of read characters for the FPBMH and PBMH-Hash algorithms with various values of q . Text used in the experiment was
(a) a chromosome from the fruitfly genome and (b) a random text with alphabet size 10.
Table 2
Runtime comparison of the one-dimensional algorithms in a random text
Algorithm P = aaaaaaaaaaaaaaaaaa P = qwertyuiopasdfgh P = aassddssaa
PBM 0.128 s 0.598 s 0.128 s
PKMP 0.125 s 0.141 s 0.127 s
PSO 0.065 s 0.065 s 0.065 s
PFSO 0.022 s 2.876 s 0.049 s
PBDM 0.019 s 0.841 s 0.035 s
PBMH-RGF 0.019 s 0.682 s 0.034 s
FPBMH 0.013 s 0.518 s 0.022 s
PBMH-Hash 0.016 s 0.654 s 0.028 s
AMD Athlon processor, 512 MB of memory and 256 kB on-chip cache. The computer was running Linux 2.6.18. The
algorithms were written in C and compiled with gcc 4.1.1.
Fig. 2 shows that choosing a larger q with a highly repetitive pattern does not make the algorithms perform faster.
Using 2-grams already guarantees long enough shifts and thus assembling larger q-grams just wastes time. Fig. 3
presents a completely different scenario. Here the pattern is not q-repetitive for any q and as can be seen we cannot
choose large enough q to guarantee the sublinearity of the algorithms. In Fig. 4 the situation is something in between.
The pattern is 3-repetitive but not 2-repetitive. As can be seen the value q = 3 is optimal in this situation and using
larger q-grams only makes the algorithms do more work.
The analysis further predicts that our algorithms are sublinear on average for q-repetitive patterns. To verify this
we measured the proportion of read characters on random patterns and texts with fairly small alphabet sizes. When the
alphabet size is small, most of the patterns are q-repetitive even for a fairly small q and in fact if we choose q = σ + 1
all patterns are q-repetitive.
Fig. 5 shows the results of these experiments for the FPBMH and PBMH-Hash algorithms. Because the PBMH-
RGF algorithm has exactly the same shift behavior as the FPBMH algorithm, the proportion of read characters is
also exactly the same. Thus the PBMH-RGF algorithm is not included in the figure. As can be seen the proportion of
read characters falls below 1 for all the algorithms with large enough q . The PBMH-Hash algorithm performs poorer
than the FPBMH algorithm in these tests because the alphabet size is quite small which makes hash collisions more
frequent. Figs. 2a, 3a and 4a show that with a larger alphabet the proportion of read characters is in practise the same
for PBMH-Hash and the other algorithms when the alphabet is large.
Table 2 shows a runtime comparison of our one-dimensional algorithms and the following algorithms:
• Parameterized Boyer–Moore (PBM) by Baker [7]
• Parameterized Knuth–Morris–Pratt (PKMP) by Amir et al. [2]
• Parameterized Shift-Or (PSO) by Fredriksson and Mozgovoy [11]
• Fast Parameterized Shift-Or (FPSO) by Fredriksson and Mozgovoy [11]
• Parameterized Backward DAWG Matching (PBDM) by Fredriksson and Mozgovoy [11]
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Again these times exclude the preprocessing time. We used a version of the PBM algorithm that only utilizes the
Boyer–Moore shift rule since that turned out to be faster in practise. Our algorithms are faster when the pattern
contains a substantial amount of repetition while the linear worst case time algorithms, PSO and PKMP, are faster
when there is no repetition in the pattern.
To further test our algorithms and to compare them against the other algorithms we ran some tests with DNA data
and random data with alphabet size 10. In the DNA test the text was a chromosome from the fruit fly genome (20 MB).
In both cases the patterns were chosen randomly from the text. For those algorithms that have parameters affecting
their performance (like the value of q in our algorithms) we chose the parameter values that gave the shortest running
time. Figs. 6 and 7 show the averages over 200 runs excluding the preprocessing time. As can be seen our algorithms
have characteristics typical to Boyer–Moore based algorithms. With longer patterns the shifts get longer and thus the
algorithms are faster. As can be seen the FPBMH algorithm is the fastest in both cases when the patterns are at least
10 characters long. With the larger alphabet the PSO algorithm is fastest with shorter patterns.
We ran also some tests with the two-dimensional algorithm. We used two different texts, a randomly generated text
where the characters were drawn from an alphabet of 256 characters and a picture of a map2 from the photo archive
Gimp-Savvy.com [24]. We examined the proportion of read characters for three different patterns of size 8 × 8. The
first one contained repetitions of one character, the second contained no repetitions and the third contained a map
symbol with some repetition. Table 3 shows the results of the tests run with the two-dimensional algorithm using
3-grams. As can be seen the algorithm performs well when the text or the pattern contains repetitions.
7. Conclusions and further work
We have presented practical Boyer–Moore type algorithms for one- and two-dimensional parameterized matching.
We have shown that these algorithms are sublinear on average for q-repetitive patterns and confirmed this analysis
with experiments. The experiments also show that our algorithms are fast in practise.
2 http://gimp-savvy.com/PHOTO-ARCHIVE/UFWS/FULL/B81641997.gif.
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Table 3
Proportion of read characters for two different texts and several different patterns. All the patterns are of size 8 × 8
Text Pattern: single-character Pattern: no repetitions Pattern: repetitions
Random 0.25 7.90 0.25
Map 1.14 0.25 0.33
The analysis assumes the random string model which might not be applicable especially with two-dimensional texts
which are typically images. It is very characteristic of such data that the probability of two nearby characters being
the same is very high. We need to further investigate these typical characteristics of texts and analyze our algorithms
in this context.
Appendix A. Proof of Lemma 1
Lemma 1. 2s  qq−1 where s =∑qi=2log2 i.
Proof. When q = 2 it holds that 2
∑q
i=2log2 i = 2 = 22−1 so the lemma holds when q = 2.
Let us then assume that the lemma holds for the value q . Now with the value q + 1 we get
2
∑q+1
i=2 log2 i = 2
∑q
i=2log2 i · 2log2(q+1)  qq−1 · 21+log2 q = 2 · qq
Here we have used the assumption that the lemma holds for the value q and thus 2
∑q
i=2log2 i  qq−1 and the inequality
log2(q + 1) 1 + log2 q .
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q
)q = (1 + 1/q)q is an increasing function which approaches Napier’s constant as q
approaches infinity. When q = 2, (1 + 1/q)q = 2.25 and thus 2 ( q+1
q
)q when q  2. Therefore
2
∑q+1
i=2 log2 i  2 · qq 
(
q + 1
q
)q
· qq = (q + 1)q
This proves that if the lemma holds for the value q it also holds for the value q + 1. Since the lemma also holds for
q = 2, by induction the lemma holds for all q  2. 
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