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RESUMEN 
Eii este artículo se propone una solución no iterativa de sistemas acoplados matriciales 
de Riccati que aparecen en la resolución de teoría de juegos discretos cuando se aplica la 
estrategia de Nash en bucle abierto. Mediante el uso de transformaciones algebraicas apropiadas 
el problema. se tra.nsforma en otro desacoplado para el que una solución en forma cerrada es 
viable. 
SUMMARY 
111 this paper a non recursive solution for coupled Riccati equations appearing in open- 
loop Nash discrete time linear quadratic terms is given. By means of appropriate algebraic 
trailsformat.ions tlie problem is decoupled so that an explicit closed form solution is available. 
INTRODUCCION 
Eii el estudio de problemas de control no cooperativos la teoría de juegos es un 
enfoque necesario, cada controlador (jugador) trata de optimizar su propia función de 
coste que puede estar más o menos en conflicto con los otros jugadores. Entonces se 
lia.ce necesaria una solución de equilibrio y la estrategia de Nash es una elección natural. 
En este ca,so, un jugador iio puede desviarse unilateralmente de su estrategia de Nash. 
Debido al carácter iio cooperativo, el problema de optimización para varios jugadores 
está fuerteiuente acoplado y las condiciones necesarias para aplicar la estrategia de Nash 
coiiduce a la. resolución de ecuaciones de Riccati acopladas. Nosotros consideraremos la 
estrategia. de Nasli en bucle abierto para juegos lineales cuadráticos en tiempo discreto. 
C!onsideremos un juego lineal cuadrático en tiempo discreto con p jugadores, descrito 
por 
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donde x(k) E IRn, u; E IRTi, B; E IRnXTi, para 1 < i 5 p, siendo A una.matriz invertible 
en IRnXn. El índice de coste asociado al jugador i-ésimo (1 5 i 5 p) viene dado por 
donde todas las matrices de ponderación son simétricas y R;; es definida positiva para 
l S i 5 p .  
Cuando se busca una estrategia de Nash en bucle abierto, las condiciones necesarias 
y suficientes a satisfacer son ([ l] ,  [2]) : 
y los vectores Q;(k) satisfacen 
Cuando se introducen las transformaciones lineales Qi(k) = K;(k)x(k), 1 5 i 5 p, y 
se tiene en cuenta (3), el sistema (1) toma la forma 
1 T donde I es la matriz identidad de orden n y S; = BiR, Bi , 1 5 i 5 p. 
Sustituyeiido (5) en (4) y utilizando la relación Qi = ICix, se obtienen las ecuaciones 
de Riccati a.copladas 
Estas ecuaciones pueden resolverse recursivamente partiendo del conocimiento del valor 
final I i , (N)  = K t j ,  1 < i < p, y obteniendo posteriormente el valor de la solución K;(k), 
para k < N ,  véase la referencia [3]. Sin embargo, esto presenta algunos inconvenientos 
numéricos. En primer lugar requiere el almacenamiento de todos los valores Ki(k) 
a lo largo de todo el dominio y para cada i entre 1 y p. Además, obsérvese que el 
cálculo de cada I<,(k) involucra la inversión de muchas matrices que cuando estan mal 
condicioiiadas dan lugar a pésimos resultados numéricos debido a la acumulación de 
errores. Finalmente, las soluciones iterativas no son interesantes para el estudio de 
propiedades de estabilidad, por ejemplo si se cambian las condiciones de contorno y se 
- 
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quiere observar el comportamiento después del cambio, se tienen que efectuar todos los 
cálculos para observar la variación resultante. 
En la referencia [4] se obtiene una solución explicita del problema (6) para el caso 
p = 2 y cuaiido las matrices de ponderación Q; que aparecen en las funciones de coste 
son proporcionales, es decir, existe un escalar cr tal que Q2 = aQ1. El objetivo de este 
artículo es el de obtener una solución en forma cerrada y computable para una clase 
de juegos donde las matrices R,;, B;, satisfacen una cierta propiedad para 1 5 i 5 p. 
TRANSFORMACIONES ALGEBRAICAS Y SOLUCION 
EN FORMA CERRADA 
Consideremos un nuevo índice m definido por 
m = N - k  (7) 
y el cambio de variables definido por 
2 ( m )  = x ( N  - m) = x(k); ( m )  = ( N  - m) = ( k ) ,  1 5 i 5 p (8) 
Agrupando convenientemente las ecuaciones (3) - (6), resulta que las condiciones 
necesarias y suficientes a satisfacer por una estrategia de Nash en bucle abierto pueden 
escribirse en la foriiia 
; $,(O) = Kjj2(0), 1 < j < p (9) 
donde A4 es la matriz 
= 
- A-l A-' SI A-' S2 ... A-lSP - 
QiA-' A ~ + Q ~ A - ' s ~  Q1A-'S2 . . . Qi A-lsp 
Q2A-1 Q2Ad1S1 + Q2A-'S2 Q2A-'SP ( 10) 
Supongamos que introducimos un cambio de base definido por 
- QpA-' Qp QpA-l S2 + QpA-lSp - 
- ?(m + 1) - 
@ ~ ( m  + 1) 
@2(m+ 1) 
Gp(m + 1)- 
I O o o ... 
O I L~ L~ 
= T (11) 
0 0 0  . . . 
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donde L2, . , Lp son matrices en IRnXn a determinar. Con este cambio el problema 
(9 )  es equivalente al siguiente 
A- 'SI A-'(s~ L~ + s 2 )  . . .  A-'(SI Lp + S,) 
TIA-' AT + VA-lS1 I A-1  AT L~ - L2AT+ . . .  A ~ L ,  - L , A ~ +  +VA-' (Si L2 + S2)  +VA-'(SIL, + S,) ,S = Q-A-' Q2A-lSi AT + Q2A-'(SIL2 + S2)  . . . Q2A-'(Si Lp + S,) 
QpA-'(SiL2 + Sz) . . . AT + QpA-'(sl L, + Sp) 
y la matriz l f  que aparece en las entradas de S viene dada por la expresión V = 
Qi - L2Q2 - L3Q3 - - LpQp. 
Supoiigamos por un momento que las matrices L2, L3, , Lp, satisfacen 
S l ~ j + S j = ~ ,  A ~ L ~ - L ~ A ~ = o ,  2 < j < p  (13) 
entonces el problema (12) toma la forma 
donde 
Resolviendo (14) tenemos que 
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donde 
De ( 1 6 )  teneinos que 
i ( m )  = [1, O]G(m)?(O) ; G(m) = [ O ,  I]G(m)i(O) (19) 
Si suponemos que 
[1, O ]  G(m) es invertible 
entonces de ( 1 9 )  y ( 1 8 )  tenemos que 
w(m) = [ O ,  I]G(m) {[1, o ] G ( ~ ) ) - '  i ( m )  (21) 
i m- 1 ' I j ( m )  = + ~ ( A ~ ) ~ ( Q ~ A - ~ Q ~ A - ~ s ~ ) G ( ~  - 1  r )  { [ I , o ] G ( ~ ) ) - '  i ( m )  r=O 1 
(22) 
Ahora de la relación Qi = Ir';x, de (7),  ( 8 )  y ( 2 2 ) ,  para 2 5 j < p se verifica 
i N - k - 1  I<,(k)= + ( A ~ ) ~ ( Q ~ A - ~ Q ~ A - ~ s ~ ) G ( N  - k - 1 - Y) {[I,O]G(N - k)}-l  r=O 
(23) 
De ( 1 9 )  y (21) podemos escribir 
P 
\il ( m )  = c ( m )  + Lj @ j ( m )  = [ O ,  I]G(m) { [ I ,  o ] G ( ~ ) ) - '  2(m)+ 
j=2 (24 )  + E ~ j * j ( m )  
j=2 
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y de la relación @ = I c x ,  de (7), (8) y (24) se sigue que 
P 
I<i(k) = [O, I]G(N - k)  {[I,O]G(N - k)}-' + LjKj(k) 
j=2  
(25) 
Aliora consideraremos el problema de la existencia de las matrices Lj, para 
2 5 j 5 p, satisfaciendo el sistema (13), así como su computación. Con esta finalidad 
recordamos el concepto de producto de Kronecker de dos matrices. Si A, B son matrices 
eii IRnZXn y respectivamente, entonces el producto de Kronecker de A y B, 
denotado por A @ B,  se define por la matriz 
Si A E IRm X n ,  deiiotaremos 
y para matrices M ,  N y P de dimensiones apropiadas, por el lema c ~ l u m n a ~ ~ P . * ~ ~  se 
verifica que 
Si aplicamos productos de Kronecker a cada miembro de cada ecuación de (13) y 
teiiemos eii cuenta (26), el sistema (13) es equivalente al siguiente 
C vec L j  = vec [O,-Sj] , 2 5 j < p  (27) 
Aliora si deiiota.iios por C +  la inversa Moore-Penrose de C ,  por el teorema 2.3.3 de '~P .~~ ,  
el sistema (27) a.diilite solución si y sólo si se satisface la condición 
y bajo la condición (29), una solución de este sistema viene dada por vecLj = 
C+ vec[O, -,Sj]. De aquí y de los comentarios previos el siguiente resultado queda, 
deiiiostrado: 
TEOREMA. Consideremos el sistema de Riccati acoplado (6) donde A es invertible 
Q; es simétrica, R;; es definida para 1 5 i 5 p, y las matrices S; = B;R,~B; satisfacen 
la. coiidición (29) para 1 5 i L: p, donde C está definida por (28). Si G(m)  está definida 
SOLUCION DE SISTEMAS ACOPLADOS DE RICCATI 
por (17), eiitonces si en k la matriz [1, O]G(N - k) es invertible, la  solución del sistema 
(6) en k viene dada por (23), (25). 
NOTA 1. Es interesante recordar que la computación de la inversa Moore-Penrose 
de una matriz puede calcularse con paquetes comercializados como el MATLAB por 
ejemplo. Nótese también que en el punto k = N la matriz [I,O]G(N - k) = I siempre 
es invertible, y que si en algún punto k la matriz [1, O]G(N - k) no lo es, se puede 
calcular en dicho punto la solución de (16) utilizando el método iterativo y la solución 
previamente c.culada en los puntos j > k donde [I,O]G(N - j) es invertible. El 
cálculo de la solución del sistema (16) obtenida mediante el teorema anterior puede 
realizarse automáticamente con un ordenador iltilizando un lenguaje algebraico como 
son el REDUCE o MACSYMA. 
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