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Sommaire
L’eet Hall quantique fractionnaire survient lorsqu’un système bidimensionnel d’électrons est porté à
la limite quantique extrême, c’est-à-dire à une température proche du zéro absolu (T ∼ 30 mK) et dans un
champ magnétique très intense (B ∼ 5−50 T). Son observation dévoile la stabilisation d’un liquide quantique
incompressible caractérisé par des corrélations fortes entre les électrons, telles que le système adopte un
comportement intrinsèquement collectif qui ne peut être déduit du comportement individuel des électrons
qui le composent. À cause de ces corrélations fortes, la fonction d’onde du liquide quantique est dicile à
déterminer de manière exacte ; a donc recours à des fonctions d’onde modèles qui fournissent une description
approximative de l’état fondamental du liquide. Ces fonctions modèles sont établies à partir de considérations
générales sur les symétries du système, puis leur pertinence est discutée au regard de calculs numériques
et par comparaison aux résultats expérimentaux. Le cas du système bidimensionnel d’électrons infiniment
fin, idéalisé, a largement été traité dans les études théoriques. Cependant, des systèmes d’électrons de plus
en plus épais sont utilisés dans les expériences, car cela permet d’accroître la mobilité électronique, ce qui
permet des observations plus fines qui sourent moins de la présence d’impuretés dans les échantillons.
L’extension du système d’électrons dans la direction de confinement influe fortement sur les observations
expérimentales. Notamment, dans les puits quantiques à base d’arséniure de gallium, on sait qu’au-delà
d’une certaine largeur (∼ 50 nm) les électrons peuvent spontanément former une bicouche, ce qui mène à
la stabilisation d’un état dit « de Halperin » qui n’est pas observé dans les puits fins, et qui sous-tend l’eet
Hall quantique fractionnaire.
La thèse présentée dans ce manuscrit est une étude théorique de l’influence du potentiel de confinement
sur les états d’eet Hall quantique fractionnaire, à travers trois modèles de confinement que sont la bicouche,
le puits carré et le puits biaisé. Cette étude repose sur deux méthodes complémentaires. La première utilise
des calculs de diagonalisation numérique exacte qui permettent de déterminer l’état fondamental du système
pour un petit nombre d’électrons, afin d’en étudier les propriétés et d’en déduire le recouvrement avec
des états modèles tels que celui de Halperin, et d’autres états issus de la littérature pertinente. La seconde
stratégie d’étude repose sur des calculs Monte-Carlo – qui permettent de déterminer l’énergie des états
liquides modèles – ainsi que sur des calculs Hartree-Fock grâce auxquels on peut déterminer l’énergie des
cristaux de Wigner qui sont en compétition avec les états liquides. La combinaison de ces méthodes permet
d’établir des diagrammes de phase théoriques qui peuvent être directement comparés aux observations
expérimentales, puisqu’ils incorporent des paramètres pertinents expérimentalement tels que la largeur du
potentiel de confinement et son éventuel degré d’asymétrie.
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Introduction
La thèse présentée dans ce manuscrit s’inscrit dans le cadre de la physique de la matière condensée. Ce
domaine aujourd’hui très vaste est né de la rencontre entre la physique des solides et la physique des liquides
dans les années soixante. À cette époque, le lien entre ces deux sujets était suggéré par le comportement
liquide des électrons immanents à certains solides, comme par exemple le liquide de Fermi formé par les
électrons de conduction dans les métaux. Ce rapprochement entre liquides et solides a également d’autres
fondements, tels que la similitude entre la transition superfluide dans l’hélium liquide et la transition
supraconductrice dans les solides supraconducteurs ; elles sont toutes deux induites par un phénomène de
condensation – dite « de Bose-Einstein » – au niveau microscopique. Le champ d’investigation de la physique
de la matière condensée s’est depuis élargi ; aux phases solides et liquides se sont ajoutées des phases plus
exotiques, telles que les cristaux liquides, les matériaux (anti-)ferromagnétiques ou encore les condensats de
Bose-Einstein réalisés dans les atomes froids. Cette profusion d’objets d’études fait de cette branche de la
physique un des domaines les plus actifs de la recherche scientifique actuelle.
Certains sujets de la physique de la matière condensée retiennent particulièrement l’attention de la
communauté scientifique. C’est le cas des phases fortement corrélées, comme celles qui sous-tendent la
supraconductivité à haute température critique, le magnétisme itinérant, ou encore les liquides de spin. Ces
phases accaparent la réflexion des physiciens depuis plusieurs décennies, car la compréhension de leurs
propriétés et de leurs conditions d’observation est épineuse. En eet, les phases fortement corrélées sont
caractérisées par un comportement collectif qui dière fondamentalement du comportement individuel des
particules sous-jacentes. Leur étude ne peut donc se baser exclusivement sur le comportement individuel
des constituants du solide, et des descriptions théoriques nouvelles sont nécessaires.
Plus récemment, les phases topologiques en dimension réduite ont généré un intérêt très important, en té-
moignent l’omniprésence du graphène dans les médias scientifiques depuis 2005, et l’essor non moins récent
des isolants topologiques. Contrairement aux solides étudiés jusqu’alors, les propriétés de ces matériaux ne
découlent pas uniquement de la structure de leur spectre énergétique, et la connaissance de la topologie de
l’espace des états correspondant s’avère nécessaire.
L’eet Hall quantique fractionnaire, qui est le sujet de ce manuscrit, est la manifestation d’une phase
qui est à la fois fortement corrélée et topologique. Cette ubiquité, qu’il partage avec les liquides de spin
mentionnés plus haut, lui octroie un statut privilégié en tant qu’objet d’étude. L’eet Hall quantique frac-
tionnaire témoigne à lui seul de l’enchevêtrement incontournable de la physique des solides et de celle des
liquides ; il peut être observé dans des semi-conducteurs, c’est-à-dire des solides conventionnels, néanmoins
il est dû à la formation d’un liquide quantique incompressible par les électrons du solide. Il apparaît dans les
systèmes bidimensionnels d’électrons faiblement désordonnés, en présence d’un champ magnétique intense
et à très basse température. De plus ces liquides quantiques s’avèrent être en compétition avec des solides
électroniques tels que le cristal de Wigner ou des cristaux plus exotiques encore.
Depuis son observation en 1982 par Daniel Tsui et ses collaborateurs [TSG82], les descriptions théoriques
de l’eet Hall quantique fractionnaire ont prédit des phénomènes physiques nouveaux, dont certains at-
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tendent toujours une confirmation expérimentale. Le travail théorique pionnier de Robert Laughlin [Lau83a]
a permis de comprendre l’essence du phénomène seulement un an après sa découverte, en suggérant la
formation d’un liquide quantique incompressible. Laughlin prédit la possibilité d’exciter des quasi-particules
qui portent seulement une fraction de la charge élémentaire e des objets interagissants dont cette phase
émerge, en comprimant faiblement le liquide. Cette prédiction a connu une confirmation expérimentale en
1997 [SGJE97] qui entérina la nature singulière du liquide de Laughlin.
Depuis sa découverte, l’étude de l’eet Hall quantique fractionnaire est régulièrement nourrie de nou-
velles observations. L’expérience historique en rapportait la découverte à ν= 1/3, le facteur de remplissage ν
étant le rapport entre la densité électronique n et la densité de flux magnétique nB . Depuis, il a été observé
à de très nombreux facteurs de remplissage (ν= 1/3,1/5,2/5,5/2, . . . ), et ce fait appelle des généralisations
de la théorie de Laughlin. La première généralisation vint de Bertrand Halperin [Hal83b], qui proposa un
équivalent du liquide Laughlin – qui décrit des fermions sans spin – adapté au cas où les électrons ont un
degré de liberté interne. Ensuite, en 1989 Jainendra Jain [Jai89] introduisit une particule eective, le fermion
composite, qui s’habille d’une partie du flux magnétique et permet de rendre compte de l’eet Hall quantique
fractionnaire à de très nombreuses fractions. Pour terminer cette liste non-exhaustive, je mentionnerai le
liquide de Moore et Read [MR91]. Celui-ci est un candidat naturel pour la description de l’eet Hall quan-
tique fractionnaire observé à ν = 5/2 [WES+87], et il possède un statut particulier par rapport aux autres
liquides de Hall mentionnés jusqu’ici. Certaines de ses quasi-particules sont des fermions de Majorana ; non
contentes de ne porter qu’une fraction 1/4 de la charge élémentaire, elles ont une statistique non abélienne :
l’échange des quasi-particules produit un état qui dépend de l’ordre dans lequel les échanges sont opérés.
Cette propriété d’échange inhabituelle suggère des applications attrayantes en calcul quantique protégé par la
topologie, et donc insensible aux perturbations locales. Ces quasi-particules nourrissent un eort important
de la part des expérimentateurs, qui tentent d’obtenir une preuve de leur observation et de les manipuler.
Les conditions de stabilité de ce liquide de Moore et Read sont l’un des leitmotifs de ma thèse.
Toutes les théories mentionnées dans le paragraphe précédent orent des descriptions pertinentes et élé-
gantes des observations expérimentales. Néanmoins elles sont formulées dans un cadre idéalisé, notamment
car elles décrivent toutes des systèmes d’électrons en deux dimensions d’espace. En réalité le système d’élec-
trons n’est pas réellement bidimensionnel. Afin d’augmenter la mobilité électronique, les expérimentateurs
ont généralement recours au dispositif du puits large, dans lequel l’incarnation du système bidimensionnel
d’électrons a une extension de l’ordre de cent nanomètres. Dans cette situation, l’interaction eective entre
les électrons est réduite du fait de l’extension dans la direction du potentiel de confinement. De plus, alors
que seul la plus basse sous-bande du potentiel de confinement est peuplée dans un système d’électrons
infiniment fin, dans un système d’épaisseur finie les sous-bandes excitées peuvent jouer un rôle.
La description des expériences nécessite donc un travail de modélisation, car, alors que les théories en
place fournissent une description pertinente de l’eet Hall quantique fractionnaire dans un système idéalisé,
l’ontologie potentielle des états théoriques ne peut être discutée que dans le cadre d’une modélisation réaliste
du potentiel de confinement. En pratique, certaines observations trouvent potentiellement une interprétation
adéquate dans plusieurs théories, et il convient de les discriminer dans les situations expérimentales, en
ayant recours à cette description réaliste de la largeur du potentiel de confinement et des sous-bandes
correspondantes. Mon travail est une application concrète des théories existantes sur l’eet Hall quantique
fractionnaire, au dispositif du puits large. Il a pour objectif de trancher la compétition entre les diérents
états potentiels, et il s’inscrit dans le débat sur la nature des états observés dans les expériences.
Pour discuter la nature de l’état fondamental du système dans les conditions expérimentales, le calcul
numérique est un allié précieux. Il est impossible d’aborder une phase fortement corrélée, comme celles res-
ponsables de l’eet Hall quantique fractionnaire, à partir du mouvement individuel des électrons. Autrement
dit les méthodes perturbatives échouent dans l’étude des phases fortement corrélées. Pour cette raison, la
diagonalisation exacte a une place importante dans ce domaine. Cette méthode consiste à diagonaliser le
hamiltonien du système par ordinateur, pour un petit nombre N ∼ 10 d’électrons, et à extraire l’état fon-
3damental ainsi que, éventuellement, les premiers états excités. Pour réaliser cette diagonalisation numérique
il est nécessaire de tronquer l’espace de Hilbert afin qu’il ait une dimension finie. En présence du champ
magnétique le spectre à un corps se répartit en niveaux équidistants hautement dégénérés appelés niveaux
de Landau. Dans le régime de l’eet Hall quantique fractionnaire tous les électrons pertinents appartiennent
au même niveau de Landau, et pour obtenir un espace de Hilbert de dimension finie on néglige simplement
les autres niveaux de Landau. L’espace de Hilbert n’est pas encore de dimension finie pour l’instant. Dans la
mesure où l’on considère un petit nombre d’électrons, les bords du système auront une influence exagérée
dans notre description. Pour éviter cet artefact on remplace le problème d’électrons se déplaçant dans un
plan en champ magnétique par le problème, équivalent, d’électrons sur une sphère entourant un monopole
magnétique. On s’est ainsi débarrassé des bords, et l’on obtient bel et bien un espace de Hilbert de dimension
finie.
En plus de la diagonalisation exacte, j’utiliserai abondamment la méthode du Monte-Carlo variationnel
par la suite. Celle-ci permet de déterminer l’énergie d’un état donné, dont on connaît l’expression dans
l’espace des positions. Dans la mesure où les états d’eet Hall quantique fractionnaire sont généralement
mieux connus à travers leur expression dans l’espace réel, cette méthode me permettra de comparer les
énergies de diérentes phases. Elle présente l’avantage de donner des énergies extrêment précises, comme en
témoignent la concordance des résultats publiés par des auteurs diérents, ceci grâce aux tailles importantes
qu’elle permet d’atteindre (de l’ordre de la centaine d’électrons). Les états liquides qui nous intéressent,
et dont l’énergie est déterminée par méthode Monte-Carlo, sont en compétition avec des phases solides
électroniques, des états cristallins de Wigner ou des ondes de densité de charge. Les énergies de ces
dernières orent l’avantage de pouvoir être déterminées analytiquement, par la méthode Hartree-Fock. La
combinaison du calcul Hartree-Fock des énergies des états cristallins et du calcul Monte-Carlo des énergies
des états liquides forme la méthode variationnelle. Elle est très précise, cependant elle ne permet que de
comparer des phases préalablement connues. À l’inverse, la diagonalisation exacte donne l’état fondamental
du hamiltonien d’interaction, dont il faut extraire les propriétés après coup, telles que le recouvrement avec
les diérents états modèles. Ainsi elle présente l’avantage de ne pas reposer sur le choix initial des états
modèles, en revanche les limitations numériques nous restreignent à des systèmes dont la petite taille peut
induire des biais importants. Pour toutes ces raisons, j’utiliserai ces deux méthodes conjointement aussi
souvent que possible, mais dans certaines situations l’une des deux méthodes est plus adaptée, ou plus
simple à implémenter que l’autre, et je n’aurai donc pas toujours le luxe de pouvoir comparer les résultats
obtenus par les deux voies ainsi oertes.
Avant la description de l’eet Hall quantique fractionnaire dans le puits large, je présenterai une étude
dans le dispositif de la bicouche. Celui-ci est formé des deux copies du système bidimensionnel d’électrons
séparées d’une distance d . Il a été montré expérimentalement que ce système permet l’observation de l’eet
Hall quantique fractionnaire à ν= 1/2 [EBP+92], alors que celui-ci n’est pas observé dans les systèmes à une
seule composante. Ma motivation pour l’étude de la bicouche est double : premièrement, ce dispositif a un
intérêt expérimental direct non seulement pour l’étude de l’eet Hall quantique fractionnaire, mais de plus un
phénomène de condensation excitonique y a été observé [SEPW00, EPW90, KEPW04, TSH04]. Deuxièmement,
il sert souvent de description eective pour le puits large. Dans cette description, on suppose que dans les
puits larges les électrons peuvent se séparer en deux couches situées proches des extrémités du potentiel de
confinement, formant ainsi une bicouche eective. J’établirai tout d’abord un diagramme de phase exhaustif
de la bicouche, pour discuter plus tard la validité de la description en terme de bicouche eective par
comparaison avec les résultats pour le puits large.
Dans un deuxième temps, je m’intéresserai au puits large symétrique en le modélisant par un puits
carré infini. Cette modélisation fournit une très bonne approximation de la réalisation la plus répandue et
polyvalente du système bidimensionnel d’électrons, le puits quantique à base d’arséniure de gallium. En
retenant les deux plus basses sous-bandes – symétrique et anti-symétrique – du puits carré, on obtient un
système à deux composantes. En pratique, dans la limite des puits fins le gap de sous-bande est important
et sépare les deux plus basses sous-bande ; seule la plus basse sous-bande est eectivement peuplée. On
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retrouve ainsi la limite naturelle du puits fin. Cependant, en dehors de ce cas limite les deux plus basses sous-
bandes s’avèrent pertinentes, voire plus. Dans le cadre de ce modèle, je discuterai le diagramme de phase
du puits large en fonction de la largeur, qui détermine le gap de sous-bande, et du champ magnétique,
qui impacte l’intensité du potentiel d’interaction eectif. Ce diagramme de phase, par comparaison aux
nombreux résultats expérimentaux sur l’eet Hall quantique fractionnaire dans les puits larges, permet une
identification spéculative des phases observées. En pratique, je me concentrerai sur le demi-remplissage des
deux plus bas niveaux de Landau. Le demi-remplissage est abondamment étudié parce qu’il correspond
au facteur de remplissage décrit par le célèbre liquide de Moore et Read évoqué précédemment. De plus,
à ce facteur de remplissage la zoologie des états potentiellement pertinents pour la description de l’état
fondamental est très riche. Dans un puits infiniment fin à demi-remplissage, le système forme une mer
de Fermi de fermions composite dans le plus bas niveau de Landau, et un état de Moore et Read dans le
second. La possibilité de stabiliser l’état pfaen dans un puits large dans le plus bas niveau de Landau a déjà
été évoquée [SGCS09], et n’a pas été tranchée. À ce facteur de remplissage, l’état de Moore et Read est en
compétition avec la mer de Fermi de fermions composites, avec l’état de Halperin (331) à deux composantes,
et avec des états cristallins isolants. La compétition énergétique entre ces états, très fine, sera abondamment
discutée dans le quatrième chapitre.
Le dernier sujet d’étude est une généralisation du précédent au cas du puits large en présence d’un biais.
Celui-ci a pour vocation de modéliser une asymétrie résiduelle, ou induite, dans le potentiel de confinement.
Il consiste en un puits carré infini auquel une pente linéaire est ajoutée. Le rôle de l’asymétrie a été étudié
expérimentalement [SGS09, SGCS09], et une observation surprenante a été relevée dans la seconde de ces
références. Alors que la présence d’un biais est généralement considérée comme une entrave à la stabilisation
des états d’eet Hall quantique fractionnaire, les auteurs de la référence [SGCS09] ont pu induire l’eet en
question à ν = 1/2 par l’application d’un biais non-nul, dans un échantillon dont il était absent dans la
situation symétrique. La nature de l’état quantique sous-jacent à l’observation de l’eet Hall quantique
fractionnaire à ν= 1/2, dans un puits quantique biaisé, est le premier sujet d’étude du chapitre cinq.
Le modèle du puits biaisé me permettra également d’étudier un autre état de Hall quantique fraction-
naire, énigmatique, observé à ν= 4/11 dans un puits large. À ce facteur de remplissage, une interprétation
en termes d’eet Hall quantique fractionnaire de fermions composites est possible. L’état correspondant a
déjà été proposé par plusieurs auteurs [CJ04, GLMS04]. Cependant une description alternative est possible.
Celle-ci suppose la formation d’une bicouche eective, et la stabilisation d’un état de Halperin asymétrique
(532). La stabilisation des états de Halperin asymétriques est une hypothèse qui a peu été explorée, et sa
pertinence pour la description de l’eet Hall quantique fractionnaire à ν= 4/11 est discutée dans la seconde
partie du dernier chapitre.
Le manuscrit est structuré comme suit. Des question de goût m’ont conduit à écrire une introduction
extensive, qui occupe les deux premiers chapitres. Le premier est une introduction générale à l’eet Hall
quantique fractionnaire, tandis que le second présente l’intégralité des états modèles utilisés dans la suite
du manuscrit. Les chapitres trois à cinq présente les résultats qui ont émanés de mon travail de thèse. Le
troisième traite du système bicouche, le quatrième consiste en l’étude du puits large symétrique à demi-
remplissage, et le cinquième porte sur le puits biaisé. Toutes ces études sont menées dans les deux plus bas
niveaux de Landau.
Chapitre 1
Système bidimensionnel
d’électrons sous champ
magnétique
Dans ce chapitre introductif le système bidimensionnel d’électrons (SBE) sous champ magnétique est
présenté. Ses réalisations expérimentales ainsi que les outils théoriques nécessaires à son étude sont exposés.
Les conventions de notation, de référence d’énergie ainsi que les unités sont fixées ici et peuvent également
être retrouvées en annexe.
1.1 Réalisations expérimentales
Le SBE possède aujourd’hui de nombreuses réalisations que l’on peut regrouper en plusieurs catégories.
La première, plus récemment découverte, comporte le graphène et les matériaux « monocouches » analogues.
Ces matériaux sont intrinsèquement bidimensionnels dans la mesure où l’épaisseur de ces cristaux bidimen-
sionnels est typiquement celle d’un seul atome ou celle de la maille élémentaire, et leur bande de conduction
constitue donc une réalisation naturelle du SBE. Il y a quelques spécificités qui distinguent les matériaux in-
trinsèquement bidimensionnels des systèmes électroniques plus conventionnels. Notamment, dans le cas du
graphène la relation de dispersion linéaire et la chiralité des états de bords induit des propriétés inhabituelles.
Ces systèmes ne seront pas considérés dans ce manuscrit, néanmoins certains des résultats présentés sont
communs à tous les SBEs indépendamment de leur nature. Notons par exemple que la relation de dispersion
d’un matériau n’est plus pertinente en présence d’un champ magnétique intense, car celui-ci gèle l’énergie
cinétique. Les spécificités du matériau n’apparaissent alors plus qu’à travers la masse eective qui donne le
gap cyclotron, la constante diélectrique qui traduit l’intensité de l’interaction coulombienne, et le nombre de
degrés de liberté (par exemple si le matériau révèle une dégénérescence de vallée à basse énergie).
La seconde catégorie de matériaux qui permettent la réalisation du SBE est constituée des interfaces
dans les dispositifs électroniques. Les deux exemples les plus célèbres sont l’interface entre l’isolant et le
semi-conducteur d’un transistor à eet de champ, et l’hétérostructure semi-conductrice qui sera décrite
par la suite. Cette seconde catégorie de SBEs présente l’avantage d’une grande modularité et, au fil des
améliorations technologiques, a permis d’atteindre des mobilités électroniques jusque-là inespérées.
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À titre informatif, mentionnons également les surfaces métalliques comme que les plans [111] du cuivre,
dans lesquelles les fonctions d’onde électroniques ont une décroissance exponentielle en dehors du plan. Ces
surfaces métalliques sont la réalisation le plus ancienne du SBE [Tam32]. Il convient d’évoquer également les
électrons déposés sur la surface de l’helium liquide, qui présentent la particularité de permettre de réaliser
des SBEs à des densités extrêmement faibles, de l’ordre de 1013 m−2, alors que les densités habituellement
rencontrées varient entre 1015 m−2 (pour AlGaAs) et 1018 m−2 (surfaces métalliques). Enfin, les états de
surface des isolants topologiques tridimensionnels constituent la dernière matérialisation du SBE en date et
orent des perspectives stimulantes en matière d’innovation et de recherche [HQW+08].
1.1.1 Hétérostructures semi-conductrices
L’épitaxie par jet moléculaire permet la croissance de structures électroniques dans lesquelles l’épaisseur
de chaque couche est contrôlée avec une précision de l’ordre de la couche atomique. Par cette méthode il est
possible de créer un empilement, ou hétérostructure, constituée d’une couche d’Arséniure de Gallium (GaAs)
d’une dizaine de nanomètre, entourée de deux couches d’Arséniure de Gallium-Aluminium (AlxGa1−xAs).
En dopant l’Arséniure de Gallium-Aluminium avec des donneurs (du Silicium en général), on fournit des
électrons à la bande de conduction de l’Arséniure de Gallium, qui forme le SBE (voir Fig. 1.1).
(a) Sans dopage (b) Dopage de AlGaAs
Figure 1.1 Une réalisation expérimentale du système bidimensionnel d’électrons (SBE) : le puits quantique à base
d’Arséniure de Gallium. Le dopage de AlxGa1−xAs par des donneurs permet de peupler la bande de conduction
de GaAs, qui constitue le SBE. La structure est réalisée par épitaxie par jet moléculaire, ce qui permet de contrôler
l’épaisseur de GaAs avec une précision de l’ordre de la couche atomique.
Du fait de l’épaisseur très faible du GaAs (∼ 10 nm), la promotion des électrons du SBE dans des niveaux
excités du potentiel de confinement selon la direction z correspond à une énergie beaucoup plus grande que
les excitations dans le plan. Ainsi les électrons de la bande de conduction du GaAs forment un SBE car les
degrés de libertés liés à la direction de croissance z sont gelés, comme seulement la plus basse sous-bande
formée par ce confinement est peuplée.
Le puits quantique à base d’Arséniure de Gallium présente de nombreux avantages pour l’étude des
eets Hall quantiques :
— La densité électronique n du SBE, fixée lors de la croissance, est rendue modulable par l’utilisation
d’une tension de grille selon z . Les densités accessible vont de 0,5×1015 m−2 à 5 ×1015 m−2. 1
— Le SBE est insensible aux variations du potentiel cristallin sous-jacent. En eet le pas du réseau du
GaAs est de l’ordre de 0,6 nm alors que la longueur d’onde de Fermi vaut environ 10 nm aux densités
accessibles. Chaque électron est donc réparti sur un grand nombre de sites du réseau et le potentiel
cristallin peut donc être traité comme un fond uniforme, dans le cadre du modèle du jellium. Ceci
reste vrai en présence d’un champ magnétique, pour des champs magnétiques inférieurs à 2500
1. J’ai adopté les unités SI ici alors que les expérimentateurs donnent généralement les densités en cm−2 .
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Grandeur Symbole Valeur
Largeur w (10 - 100) nm
Écart des bandes V0 (200 - 500) meV
Densité électronique n (0,5 - 5)×1015 m−2
Mobilité µ (0 - 107) cm−2/Vs
Permittivité diélectrique ² 13×²0
Facteur de Landé g -0,44
Masse eective m 0,067×me
Table 1.1 Grandeurs caractéristiques des puits quantiques à base d’Arséniure de Gallium. La masse nue de
l’électron est désignée par me , et ²0 représente la permittivité du vide.
Teslas ; cette condition est toujours vérifiée en pratique pour les champs magnétiques accessibles
expérimentalement, qui sont de l’ordre de 10 T.
— La mobilité électronique est très grande dans ces systèmes, µ∼ 107 cm2/Vs. Ceci est dû au fait que
les dopants, qui induisent du désordre dans le potentiel ressenti par les électrons et réduisent ainsi
la mobilité, sont à l’extérieur de la couche de GaAs qui abrite le SBE. La mobilité est également plus
importante dans les puits larges, ce qui justifie leur utilisation expérimentale. Les puits larges seront
discutés plus en détail par la suite.
Les grandeurs caractéristiques de ce dispositif sont résumées dans le tableau 1.1.
1.1.2 Système bicouche
En plus de fournir une réalisation expérimentale du SBE, l’épitaxie par jet moléculaire permet de
juxtaposer un nombre quelconque de SBEs séparés par une distance ajustable à souhait. Ainsi pour créer
une bicouche il sut d’intercaler deux couches de GaAs entre les couches de d’AlGaAs dopées, elles-mêmes
séparées par une couche isolante avec un gap plus grand que le GaAs (Fig. 1.2).
Figure 1.2 Dispositif expérimental de la bicouche. Une couche d’Arséniure d’Aluminium (AlAs) pur sépare les
couches et, de par son gap important (2,12 eV), assure la suppresion de l’eet tunnel entre les couches. Les deux
couches ont une épaisseur w de l’ordre de la dizaine de nm et sont séparées par une distance d du même ordre
de grandeur, dans la plupart des expériences sur l’eet Hall quantique dans la bicouche.
Pour que ce système présente des eets nouveaux par rapport au système à une composante, il est
nécessaire que la distance inter-couches d soit de l’ordre de la longueur de corrélation intra-couches, c’est-
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à-dire la distance moyenne entre électrons dans la même couche. Comme nous le verrons plus loin, dans le
régime qui nous intéresse celle-ci est donnée par la longueur magnétique lB =
p
~/eB , qui vaut environ 10
nm en présence d’un champ magnétique de 10 T. L’expérience historique de J. Eisenstein [EBP+92] sur l’eet
Hall quantique fractionnaire dans les bicouches montre que les corrélations entre les couches sont perdues
pour les distances supérieures à d ' 3lB .
Figure 1.3 Bicouche et pseudospin
Afin de modéliser le caractère à deux composantes de la bicouche,
il est utile de représenter l’indice de couche comme un pseudospin 1/2
qui s’ajoute au vrai spin des électrons. La description du système que
l’on adoptera alors est celle schématisée par la figure 1.3. Le potentiel
d’interaction dépend de l’indice de couche σ et de la distance r entre les
électrons dans le plan. Si l’on néglige l’épaisseur des couches, le potentiel
d’interaction intra-couche est simplement le potentiel de Coulomb
Vσσ(r )= e
2
4pi²
1
r
(1.1)
où ² est la constante diélectrique du matériau abritant le SBE 2, tandis
que le potentiel inter-couche
V↑↓(r )=
e2
4pi²
1p
r 2+d2
(1.2)
tient compte de la distance entre les couches d .
Il faut garder à l’esprit que, contrairement au cas du vrai spin, la symétrie SU(2) de rotation dans l’espace
de pseudospin est absente car le potentiel d’interaction dépend des couches relatives ; S2 n’est donc pas un
bon nombre quantique ici, par contre, si le terme tunnel entre les couches est négligeable Sz reste un bon
nombre quantique.
1.1.3 Puits large
Figure 1.4 Potentiel de confine-
ment : puits quantique biaisé
Il y a plusieurs diérences entre un SBE idéal, infiniment fin, et le
système présenté sur la figure 1.1b. La première est clairement la largeur
non-nulle du SBE réalisé dans les hétérostructures. Afin de tenir compte
de cette largeur, on peut modéliser le potentiel de confinement par un
puits de potentiel infini 3 de pente linéaire, qui est représenté sur la
figure 1.4.
V (z)=
 V z/w si z ∈ [−w/2,w/2]∞ sinon . (1.3)
L’introduction d’une pente linéaire V z/w permet de rendre compte de la
présence du potentiel de grille sur l’un des côtés du puits – qui sert à
contrôler la densité expérimentalement – et plus généralement d’étudier l’eet de l’asymétrie du potentiel
de confinement. Les deux paramètres du modèle sont donc la largeur w du puits, et l’énergie de biais V
entre les deux extrémités du potentiel de confinement.
2. Dans tout le manuscrit ² désigne le produit de la permittivité diélectrique relative ²r et de la permittivité diélectrique du vide
²0 = 8,85×10−12 F/m.
3. Cette approximation par confinement de profondeur finie est justifiée comme suit. Pour une concentration d’Aluminium typique
x ∼ 30%, l’écart entre les bandes de conduction du GaAs et celle du AlGaAs vaut U0 = 0,9x = 0.27 eV. Pour la taille typique w = 50
nm des puits pertinents pour cette étude, le gap de sous-bande vaut ∆= 7 meV pour un puits carré. La condition U0À∆, satisfaite,
justifie le choix d’un potentiel infiniment profond.
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Les solutions ϕ de l’équation de Schrödinger correspondante
− ~
2
2m
∂2zϕ+V
z
w
ϕ(z)= Eϕ(z) (1.4)
sont des combinaisons linéaires de fonction d’Airy de première (Ai) et seconde (Bi) espèce
ϕ(z)=N
{
Ai
[
k
(
V
z
w
−E
)]
+ c Bi
[
k
(
V
z
w
−E
)]}
, (1.5)
où k−1 = 3
√
~2V 2
2mw2
, et N est une constante de normalisation. Le coecient c et l’énergie propre E sont
obtenus par résolution numérique des équations de conditions aux limites, ϕ(0)= 0 et ϕ(w)= 0.
Figure 1.5 Limite V →∞ : puits tri-
angulaire
Aux valeurs de biais importantes les sous-bandes sont celles d’un po-
tentiel de confinement triangulaire (figure 1.5), qui décrit, par exemple, la
couche d’inversion d’une hetero-structure GaAs-AlxGa1−xAs [Yos02]. Dans
ce cas les énergies sont obtenues avec une grande précision par l’approxi-
mation WKB [CTDL73]
En =
[
3pi
2
(
n+ 3
4
)] 2
3
( ~2
2mw2
V 2
) 1
3
; (1.6)
on voit alors que les états excités sont séparés de la plus basse sous-
bande par un gap important, et la fonction d’onde de la plus basse sous-
bande est correctement décrite par un ansatz dû à Fang et Howard,
ϕFH(z)∝ ze−3z/2w .
Figure 1.6 V = 0 : puits carré
On s’intéressera fréquemment au cas du puits carré – c’est-à-dire
sans pente – qui correspond à V = 0. Dans ce cas la connaissance des
fonctions d’onde ne nécessite pas de calcul numérique, elles sont données
par
ϕα(z)=
√
2
w
×
 cos
(
αpiz
w
)
si α est paire
sin
(
αpiz
w
)
si α est impaire
(1.7)
et ont pour énergie
Eα = α
2~2pi2
2mw2
. (1.8)
L’écart énergétique entre les deux plus basses sous-bandes est nommé gap de sous-bande, pour le puits carré
il vaut
∆= E2−E1 ' 168
(w/10 nm)2
meV, (1.9)
et il est du même ordre de grandeur pour les puits quantiques faiblement biaisés qui nous intéressent plus
particulièrement.
Si le gap de sous-bande ∆ est grand par rapport aux autres échelles d’énergies du problème, le degré
de liberté de sous-bande peut être omis. Dans ce cas, l’extension finie des fonctions d’onde électroniques
dans la direction z a pour seul eet d’adoucir la partie courte portée de l’interaction coulombienne. Celle-ci
s’écrit, dans sa version tridimensionnelle,
V (r,z)= e
2
4pi²
1p
r 2+ z2
(1.10)
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où r est la distance entre les électrons dans le plan xy , et z leur distance hors du plan. Le potentiel eectif
s’obtient par intégration sur la direction z de la fonction d’onde de confinement
Ve.(r )=
e2
4pi²
∫ ∣∣ϕ1(z)∣∣2 ∣∣ϕ1(z ′)∣∣2√
r 2+ (z− z ′)2
dzdz ′ (1.11)
où ϕ1 est la fonction d’onde (1.7) pour la plus basse sous-bande α = 1, où réside le niveau de Fermi.
L’interaction eective est bien sûr d’autant plus faible à courte portée que le puits est large.
Dans ce manuscrit on s’intéresse à l’autre cas de figure, dans lequel le degré de liberté de sous-bande
ne doit pas être négligé a priori. Cette situation est rencontrée lorsque la largeur du puits est grande devant
la longueur magnétique
lB ' 25,6 nmp
B [T]
. (1.12)
En présence d’interactions le peuplement des sous-bandes excitées est favorisé par le fait que dans celles-ci
la fonction d’onde électronique présente des nœuds qui augmentent la séparation des électrons et réduisent
ainsi l’énergie d’interaction. On utilisera néanmoins, à l’approximation où on se limite, les deux premières
sous-bandes électroniques, car, alors que la promotion d’un électron dans la première sous-bande excitée
coûte une énergie E2−E1 =∆, une excitation dans le deuxième niveau excité requiert une énergie E3−E1 '
8∆/3, presque trois fois plus importante (la validité de cette approximation sera discutée plus loin, dans le
cadre de l’analyse des fonctions d’essai de l’EHQF).
De même que pour la bicouche, on utilisera la notation spinorielle pour le degré de liberté de sous-
bande, ϕ1 =ϕ↑ et ϕ2 =ϕ↓, par commodité ; cependant, plus encore que dans le cas de la bicouche, l’analogie
avec le spin est à manipuler avec précaution. En eet l’interaction eective
V σ1σ2σ3σ4e. (r )=
e2
4pi²
∫
ϕσ1 (z)
∗ϕσ2 (z ′)∗ϕσ3 (z)ϕσ4 (z ′)√
r 2+ (z− z ′)2
dzdz ′ (1.13)
n’a, dans l’espace de pseudospin, ni la symétrie SU(2) du spin, ni la symétrie U(1) – de rotation autour de
l’axe z – qu’a le terme d’interaction de la bicouche. Ainsi ni S2 ni Sz ne constituent de « bons nombres
quantiques » car ils ne commutent pas avec le hamiltonien d’interaction. En l’absence de ces symétries
on doit en principe considérer seize coecients d’interaction qui correspondent aux deux orientations des
quatre spins σ1 . . .σ4. Ce nombre peut-être réduit à six coecients indépendants en utilisant l’hermiticité du
hamiltonien, l’indiscernabilité des électrons, et la réalité des fonctions d’onde de sous-bande. L’ensemble de
coecients Veff.(r ) d’indices
σ1 . . .σ4 = ↑↑↑↑, ↓↓↓↓, ↑↓↑↓, ↑↑↓↓, ↑↓↓↓ ↑↑↑↓ (1.14)
susent alors à spécifier complètement l’interaction, les autres pouvant s’écrire en fonction de ceux-là.
Dans le cas d’un potentiel qui possède une symétrie d’inversion le long de l’axe z , les termes ↑↓↓↓ et ↑↑↑↓
s’annulent, car alors l’intégrant est impaire dans l’équation (1.11). Dans ce cas le nombre de coecients
indépendants et non-nuls est réduit à quatre. Le nombre de coecients d’interaction indépendants dans
les diérentes situations sont rassemblés dans le tableau 1.2, en comparaison avec d’autres systèmes à deux
composantes.
Le tableau se lit de la manière suivante. La première colonne indique le système considéré. Dans la
deuxième colonne, nous indiquons l’interaction eective (1.13) pertinente dans la symétrie considérée. Pour
une interaction invariante sous SU(2), comme pour le cas du spin physique des électrons, seuls 4 coecients
d’indices ↑↑↑↑, ↓↓↓↓, ↑↓↑↓ et ↓↑↓↑ sont non-nuls et identiques à ↑↑↑↑.
Le puits large et la bicouche présentent des caractéristiques communes. Pour une largeur importante
les électrons se repoussent dans la direction z , s’aglutinant aux extrémités du potentiel de confinement.
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Système Symétrie # coes. non-nuls Coes. V σ1σ2σ3σ4e. (r ) indépendants
Spin SU(2) 4 σ1σ2σ3σ4 =↑↑↑↑
Bicouche U(1) 4 ↑↑↑↑, ↑↓↑↓
Puits large symétrique × 8 ↑↑↑↑, ↑↓↑↓, ↓↓↓↓, ↓↓↑↑
Puits large × 16 ↑↑↑↑, ↑↓↑↓, ↓↓↓↓, ↓↓↑↑, ↑↓↓↓, ↑↑↑↓
Table 1.2 Les diérents systèmes à deux composantes considérés dans ce manuscrit. De haut en bas, le nombre
de coecients d’interaction indépendants croît. Le spin, qui est négligé dans l’ensemble de ce travail, est
mentionné ici à titre d’exemple.
Cette configuration peut-être assimilée à une bicouche eective, les couches eectives étant les zones
d’amoncelement des électrons. Autrement dit, les électrons peuvent bénéficier de la première bande excitée
pour former deux états de « couche eective »
ϕ+(z)= 1p
2
[
ϕ1(z)+ϕ2(z)
]
et ϕ−(z)= 1p
2
[
ϕ1(z)−ϕ2(z)
]
, (1.15)
localisés chacun près du bord de gauche (+) ou de droite (-) de la zone de confinement (voir Fig. 1.7).
Moyennant le coût énergétique du gap de sous-bande dû au peuplement partielle de la première sous-
bande excitée α = 2, les électrons minimisent ainsi leur énergie d’interaction. Notons que des modèles ad
hoc de bicouche ont régulièrement été utilisés dans la description du puits large. Comme nous le verrons
dans la suite, ces modèles peuvent trouver une justification partielle dans le cadre de notre modèle à deux
sous-bandes [PMM+09].
0
∆
2
∆
−w/2 0 w/2
E
−
E
1
z
|ϕ1(z)|
2
|ϕ2(z)|
2
|ϕ+(z)|
2 |ϕ
−
(z)|2
Figure 1.7 Densités de probabilité des états de bicouches eectives dans un puits large et énergies de sous-
bande correspondantes. Les états de bicouche sont formés à partir des deux premières sous-bandes ϕ±(z) =[
ϕ1(z)±ϕ2(z)
]
/
p
2 et diminuent l’énergie d’interaction.
Les conditions de formation de cette bicouche eective constituent l’un des objets d’étude de ce ma-
nuscrit.
12 CHAPITRE 1. SYSTÈME BIDIMENSIONNEL D’ÉLECTRONS SOUS CHAMP MAGNÉTIQUE
1.2 Eet Hall classique et eet Hall quantique entier
1.2.1 Eet Hall classique
E. H. Hall.
L’eet Hall, aujourd’hui dit « classique », fut découvert par E. H. Hall en 1879 [Hal79].
Celui-ci savait, grâce aux travaux de J. K. Maxwell [Max81], qu’un champ magnétique courbe
la trajectoire des électrons, et souhaita déterminer les conséquences de la présence d’un
champ magnétique sur la propagation du courant dans un métal.
Il plongea une plaque d’or traversée par un courant électrique dans un champ magné-
tique selon la disposition dépeinte sur la figure 1.8, et observa l’apparition d’une tension
dans la direction transverse au champ magnétique et à la propagation du courant. Cette
tension transverse VH , dite tension de Hall, est proportionnelle au courant I . Le coecient
de proportionalité RH =VH/I est appellé résistance de Hall et est donné par
RH = B
en
, (1.16)
où B est le champ magnétique, e la charge élémentaire et n la densité de porteurs de charge.
Figure 1.8 Expérience de Hall. Une plaque métallique est plongée dans un champ magnétique B = Bez . On
injecte un courant I selon la direction x et on mesure la tension VH selon la direction y . Le rapport des deux
donne la résistance de Hall RH =VH /I . Rl désigne la résistance longitudinale.
Pour comprendre cette relation de proportionnalité entre le courant et la tension de Hall, déterminons
la trajectoire d’un électron en présence d’un champ électrique et d’un champ magnétique orthogonaux.
Supposons E/B < c , où c est la célérité de la lumière dans le vide. Cette inégalité est toujours vérifiée dans
le conditions expérimentales qui nous intéressent. Plaçons-nous ensuite dans le référentiel qui se meut à la
vitesse vd = E/Bex , dite vitesse de dérive. Le champ électrique est annulé par ce changement de référentiel
E 7−→ E ′ = E − vdB√
1− (vd/c)2
= 0 (1.17)
tandis que le champ magnétique est intensifié
B 7−→B ′ = B − vdE/c
2√
1− (vd/c)2
=B
√
1+
(vd
c
)2
. (1.18)
Notons que dans la plupart des situations, notamment dans celles qui nous intéressent ici, on a vd/c¿ 1,
de sorte que E 7−→ E ′ = 0 et B 7−→ B ′ ' B . Dans ce référentiel, l’électron de charge −e subit seulement
l’influence du champ magnétique, et donc la force de Lorentz F = −ev∧B. La résolution des équations
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du mouvement, que je ne reproduis pas ici mais qui ne pose pas de diculté, donne pour la position de
l’électron
r(t )=

X − rc sin(ωc t +φ)
Y + rc cos(ωc t +φ)
z0+ vz t ,
(1.19)
où ωc = eB/m est la pulsation cyclotron. La position du « centre guide » R= (X ,Y ,z(t )), qui est le centre du
mouvement cyclotron et qui serait une constante du mouvement pour un système invariant par translation,
est déterminée par les positions et vitesses initiales, de même que le rayon cyclotron rc et la phase initiale
φ. Dans la mesure où le mouvement de translation rectiligne des électrons suivant z n’est influencé ni par
le champ électrique, ni par le champ magnétique, la direction z n’intervient pas dans l’explication de l’eet
Hall classique. On se contentera alors de la description du mouvement dans le plan (Ox ,Oy ), dans lequel
r(t )=R+η(t )= (X + vy (t )/ωc ,Y − vx (t )/ωc) (1.20)
où l’on a introduit la position cyclotron η qui décrit la rotation autour du centre-guide. Cette trajectoire
circulaire est appelée orbite cyclotron, et elle est représentée sur la figure 1.9.
Figure 1.9 Orbite cyclotron dans deux référentiels.
(a) Référentiel du centre-guide (b) Référentiel du laboratoire
En utilisant la definition du courant électrique microscopique
j=−envd =−en
E
B
ex , (1.21)
on obtient l’expression de la résistance de Hall mesurée expérimentalement
RH = ρH =
|Ey |
| jx |
= B
en
. (1.22)
1.2.2 Quantification de Landau
L. D. Landau.
La reproduction de l’expérience de Hall dans la limite quantique extrême a permis la
découverte des eets Hall quantiques au début des années quatre-vingt. La limite quantique
extrême est atteinte lorsque le champ magnétique est très intense, la température très
faible (kBT ¿ ~ωc ), et lorsque le confinement des électrons dans une direction z rend
le système bidimensionnel. Cette dernière condition interdit l’existence d’un continuum
dans le spectre énergétique, qui correspondrait aux excitations dans la direction z , et
brouillerait la quantification de l’énergie par le champ magnétique. Dans cette limite seules
les plus basses sous-bandes sont peuplées, voire seulement la plus basse sous-bande. Le
champ magnétique est qualifié d’intense lorsqu’il permet quantification de l’énergie cinétique. Ceci est rendu
possible lorsque le nombre d’électrons N du SBE est comparable au nombre de quanta de flux NB qui
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traversent le système. Ce dernier est donné par le rapport du flux magnétique φ= B/S et du quantum de
flux φ0 = h/e ,
NB = φ
φ0
. (1.23)
Afin d’obtenir la bonne limite, il faut alors
N
NB
∼ n
B/φ0
∼ 1, (1.24)
ce qui correspond à des champs de B ∼ 4,13T×n [1015 m−2]. Au vu de cette condition on comprend
pourquoi E. H. Hall n’observa pas d’eet Hall quantique. Il utilisa un échantillon d’or dont la densité vaut
ρAu = 5,9×1028 m−3, soit une densité planaire de nAu = (nAu)2/3 ' 1,5×1019 m−2. L’observation de l’eet
Hall quantique dans un échantillon d’or requiert donc un champ magnétique totalement inaccessible de
6000 T environ. Notons qu’en plus de cette restriction, la température était de toute manière trop élevée
dans l’expérience de Hall pour permettre l’observation des eets quantiques.
La nécessité d’une description du système par la mécanique quantique est manifeste au vu de la
quantification très précise de la valeur de la résistance de Hall dans les eets Hall quantiques qui seront
décrits par la suite.
Pour la dynamique d’un électron en champ magnétique, la diérence entre le problème quantique et le
problème classique réside dans l’étalement des orbites cyclotrons. La longueur typique de cet étalement est
de l’ordre de la longueur magnétique
lB =
√
~
eB
' 26 nmp
B [T]
, (1.25)
où le champ est mesuré en tesla (T).
Nous commençons par déterminer les états invariants par translation dans le temps. Ce problème et sa
résolution portent le nom de quantification de Landau. La substitution minimale p 7−→pi = p+ eA donne
l’expression du hamiltonien d’un électron de masse m confiné dans le plan (Ox ,Oy ), soumis à un champ
magnétique Bez . En négligeant l’énergie Zeeman, il s’écrit
H = pi
2
2m
. (1.26)
Notons que pi ne correspond ni à l’impulsion canonique p ni au générateur des translations en champ
magnétique T ; pi est parfois appellée impulsion généralisée et est proportionnelle à l’opérateur vitesse
v=pi/m. La détermination des états propres de H passe par une identification au problème de l’oscillateur
harmonique unidimensionnel. Cette correspondance est dévoilée par la réécriture du hamiltonien et le calcul
du commutateur [Goe09][
pix ,piy
]= [px +eAx (r),py +eAy (r)]
= [px ,py]︸ ︷︷ ︸
=0
+e [px ,Ay (r)]︸ ︷︷ ︸
=− i~∂x Ay
−e [py ,Ax (r)]︸ ︷︷ ︸
i~∂y Ax
+e2 [Ax (r),Ay (r)]︸ ︷︷ ︸
=0
=− ie~B
(1.27)
obtenu à l’aide de l’identité
[A, f (B)]= ∂B f [A,B ] si
[
[A,B ],A
]= [[A,B ],B]= 0. (1.28)
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Électron 2d sous champ mag. Oscillateur harmonique 1d
H = pi2x2m +
mω2c
2 η
2
x H = p
2
2m + mω
2
2 x
2[
ηx ,pix
]= i~ [x,p]= i~
a =
√
mωc
2~
(
ηx + imωc pix
)
a =
√
mω
2~
(
x+ imωp
)
ou a = 1p
2lB
(
ηx + iηy
)
Table 1.3 Lien entre le hamiltonien d’un électron sous champ magnétique en deux dimensions, et le hamiltonien
d’un oscillateur harmonique unidimensionnel.
En introduisant la position cyclotron η [Eq. (1.20)]
(
vx ,vy
)= 1
m
(
pix ,piy
)=ωc (ηy ,−ηx) (1.29)
cette relation de commutation prend la forme
[
ηx ,pix
]=−[pix , piy
mωc
]
= i~. (1.30)
L’analogie avec l’oscillateur harmonique apparaît sitôt que l’on réécrit le hamiltonien en utilisant l’opéra-
teur position cyclotron (Tab. 1.3). On remarque que la relation de commutation (1.30) peut aussi s’écrire[
ηx ,ηy
]=− il2B (1.31)
De même les coordonnées du centre guide R, dont la position est définie par analogie au problème classique
par r=R+η, ont pour commutateur
[X ,Y ]= il2B . (1.32)
La valeur non-nulle de ce commutateur implique l’existence d’une relation d’indétermination de Heisenberg
sur les positions du centre-guide
[X ,Y ]= il2B =⇒∆X∆Y >
l2B
2
. (1.33)
L’indétermination, habituellement astreinte à l’espace de phase, se retrouve dans l’espace réel en présence
d’un champ magnétique ; on ne peut connaître les position X et Y du centre-guide simultanément, et il en
va de même des coordonnées cyclotrons ηx et ηy .
De l’analogie avec l’oscillateur harmonique unidimensionnel on déduit la simplification suivante pour le
hamiltonien cinétique
H = ~ωc
(
a†a+ 1
2
)
(1.34)
où a et a† sont les opérateurs d’échelle habituels de l’oscillateur harmonique (voir tableau 1.3), qui vérifient
[a,a†]= 1. On obtient ainsi l’expression suivante des énergies
En = ~ωc
(
n+ 1
2
)
n ∈N ; (1.35)
les niveaux d’énergies, régulièrement espacés et proportionnels à B , sont appelés niveaux de Landau (NLs).
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Les états propres correspondants, quant à eux, ne sont pas invariants de jauges. En eet un changement
de jauge produit par la fonction χ change la phase des fonctions d’onde
A 7−→A+∇χ=⇒ψ(r) 7−→ψ(r)e i~ eχ(r). (1.36)
Un choix de jauge est donc nécessaire ici, on aura recours à trois jauges diérentes dans ce travail. Les
deux premières, la jauge symétrique et celle de Landau, sont présentées dans les paragraphes suivants. La
troisième, la jauge latitudinale, est adaptée à la géométrie sphérique utilisée pour les études numériques et
est discutée dans l’annexe A.
Le rôle de la jauge peut également être décrit comme suit. En raison de l’indépendance de l’énergie
cinétique classique vis-à-vis de la position du centre-guide, l’énergie cinétique quantique est dégénérée. La
distinction des diérents états dégénérés nécessite l’introduction d’un second jeu d’opérateurs qui décrivent
les degrés de liberté de position du centre-guide, et dont le choix dépend de la jauge.
Jauge symétrique La jauge symétrique est définie par As = (−y,x,0)B/2. Dans cette jauge le potentiel
vecteur est invariant par rotation autour de l’axe z
A(r) 7−→A′(r′)=A′(cosθx− sinθy︸ ︷︷ ︸
=x ′
, sinθx+cosθy︸ ︷︷ ︸
=y ′
)= B
2
(
−y ′e′x +x ′e′y
)
= B
2
(−yex +xey )=A(r).
(1.37)
Dans la jauge symétrique l’invariance par rotation dans le plan fait du moment cinétique suivant z
Lz = xpy − ypx (1.38)
un choix approprié pour former un ensemble complet d’observables qui commutent (ECOC) avec H . On
explicite Lz en utilisant les définitions
r=R+η et p=pi−eA= ~
2l2B
(
Y + ηx
2
,X − ηy
2
)
, (1.39)
on a ainsi
Lz = ~
2l2B
(
η2−R2)= 1
ωc
[( pi2x
2m
+mω
2
c
2
η2x
)
︸ ︷︷ ︸
=~ωc (a†a+1/2)
−
(
P2X
2m
+mω
2
c
2
X 2
)
︸ ︷︷ ︸
=~ωc (b†b+1/2)
]
, (1.40)
où l’on a défini l’impulsion du centre-guide par P=mωc (Y ,−X ). Le moment cinétique est donc proportion-
nel à la somme de deux hamiltoniens d’oscillateurs harmoniques unidimensionnels. Il admet ainsi l’écriture
suivante
Lz = ~
(
a†a−b†b
)
(1.41)
en termes de deux jeux d’opérateurs d’échelle a(†) et b(†) indépendants. Les valeurs propres correspondantes
prennent sont donc de la forme ~m, où m ∈ 0,∞. En résumé, les états propres |n,m〉 du problème vérifient
H |n,m〉 = ~ωc
(
n+ 1
2
)
|n,m〉 (1.42)
et
Lz |n,m〉 = ~(n−m)|n,m〉 . (1.43)
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Le terme n−m du moment cinétique contient deux contributions : la première (−m) est celle du centre-
guide et l’autre (n) est liée au mouvement cyclotron autour du centre-guide et est donnée par l’indice n du
NL.
L’expression des fonctions d’onde dans l’espace réel est nécessaire à la poursuite de cette étude. La
nature bidimensionnelle du problème rend l’introduction des coordonnées complexes idoine, on y aura donc
abondamment recours par la suite. Je choisis la convention z = x− iy ; le choix du signe négatif, qui paraîtra
quelque peu baroque au néophyte de la Physique des eets Hall, est justifié par le sens de rotation des
orbites cyclotrons. La trajectoire cyclotron (1.20) dans le référentiel du centre-guide s’écrit
z(t )= Z + rc e iωc t . (1.44)
Avec cette définition de z la dérivation dans le plan complexe est liée à son homologue de R2 par
∂z =−∂z =
1
2
(
∂x + i∂y
)
. (1.45)
Dans la représentation position complexe l’expression des opérateurs d’échelle est donnée par
a =
√
mωc
2~
(
ηx + i
mωc
pix
)
= 1√
2m~ωc
[
py +eAy + i
(
px +eAx
)]
= lBp
2
[
∂x − i∂y + x− iy
2l2B
]
= 1p
2
[
2lB∂z +
z
2lB
]
.
(1.46)
De la même manière on trouve
b = 1p
2
[
2lB∂z + z
2lB
]
. (1.47)
L’état fondamental |0,0〉 de moment cinétique nul est solution de a|0,0〉 = 0 et b|0,0〉 = 0. Dans l’espace
position complexe la première condition devient
1p
2
[
2lB∂z +
z
2lB
]
ψ0,0(z,z)= 0 ⇐⇒ ∂zψ0,0(z)=−
z
4l2B
ψ0,0(z,z). (1.48)
Les solutions de cette équation sont de la forme
ψ0,0
(
z,z
)= f (z)e− zz4l2B (1.49)
où f (z) est une fonction analytique, i.e. telle que ∂z f = 0. La forme de f (z) est fixée par la seconde équation
qui définit l’état fondamental de moment cinétique nul
b|0,0〉 = 0 =⇒ 1p
2
[
2lB∂z + z
2lB
]
ψ0,0(z,z)= 0. (1.50)
De la même manière que précédemment, cette équation impose la forme
ψ0,0
(
z,z
)= f (z) e− zz4l2B , (1.51)
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la diérence étant que f doit maintenant être anti-analytique (∂z f = 0). Comme f doit à la fois être
analytique et anti-analytique celle-ci est une fonction constante. On a donc finalement
ψ0,0
(
z,z
)∝ e− zz4l2B . (1.52)
Les autres fonctions d’onde sont obtenues par applications successives des opérateurs de promotion dans le
NL supérieur a† et d’augmentation du moment cinétique b† (les détails du calculs qui permettent de passer
à la seconde ligne sont donnés dans la référence [Jai07])
ψn,m
(
z,z
)= 〈z,z|(a†)n (b†)n+m |0,0〉
=Nn,mzmLmn
(
|z|2
2l2B
)
e
− |z|2
4l2B
, (1.53)
où Lmn désigne les polynômes de Laguerre associés, définis par
Lmn (x)=
x−m
n!
ex∂nx
(
xn+m e−x
)
, (1.54)
et
Nn,m =
√
n!
2pi2m(m+n)!l2B
(1.55)
est un facteur de normalisation. La densité de probabilité correspondante vaut
pn,m(r )=N 2n,m
∣∣ψn,m(z,z)∣∣2 =N 2n,mr 2m
[
Lmn
(
r 2
2l2B
)]2
e
− r2
2l2B . (1.56)
Sa dépendance en r est montrée sur la figure 1.10, et les premières orbites de Landau du plan sont tracées
sur la figure 1.12.
Figure 1.10 Densité de probabilité des orbites de Landau dans la jauge symétrique.
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(a) Plus bas niveau de Landau (n = 0).
0
0.05
0.1
0.15
0.2
0 1 2 3 4 5
r/lB
p1,−1(r)
p1,0(r)
p1,1(r)
(b) Premier niveau de Landau excité (n = 1)
1.2. EFFET HALL CLASSIQUE ET EFFET HALL QUANTIQUE ENTIER 19
Figure 1.11 Premiers niveaux de Lan-
dau et densité de probabilité corres-
pondantes dans la jauge de Landau.
Jauge de Landau Le cas d’un système rectangulaire est plus aisément
traité dans la jauge de Landau, définie par le potentiel vecteur AL = xBey .
Dans cette jauge le hamiltonien commute avec py , dont les valeurs
propres seront notées ~ky . L’état fondamental de nombre d’onde ky vé-
rifie a|0,ky 〉 = 0. On obtient l’expression de cette condition dans la re-
présentation position en utilisant la définition de l’opérateur annihilation
a = ilB
(
px + i
(
py −eBx
))
/(~
p
2) issue du tableau 1.3(
i∂y + x
l2B
+∂y
)
φ0,ky (r)=
(
−ky + x
l2B
+∂x
)
φ0,ky (r)= 0. (1.57)
En posant x˜ = x/lB +ky lB ; les solutions s’écrivent
φn=0,ky
(
x˜ = x
lB
−ky lB , y
)
= e iky y e− 12 x˜2 ; (1.58)
ce sont des ondes planes dans la direction y , et des gaussiennes centrées en X = ky l2B dans la direction x .
Les fonctions d’onde des NLs supérieurs sont obtenues par application de l’opérateur création a†
φn,ky
(
x˜ = x
lB
−ky lB , y
)
= 〈r|
(
a†
)n |n = 0,ky 〉 =Nn e iky y (∂x˜ − x˜) e− 12 x˜2 , (1.59)
où le facteur de normalisation vaut
Nn =
√
1
2n
p
pin!l2B
. (1.60)
On introduit les polynômes d’Hermite définis par Hn(x)= (∂x − x)Hn−1(x) et H0(x)= 1 et on obtient alors
l’expression générale des fonctions d’onde dans la jauge de Landau
φn,ky
(
x˜ = x
lB
−ky lB , y
)
=Nn e iky y e−
1
2 x˜
2
Hn(x˜) . (1.61)
La densité de probabilité associée est indépendante de y
pn,ky
(
x˜ = x
lB
−ky lB
)
=N 2n e−x˜
2
[Hn(x˜)]
2 . (1.62)
Le spectre énergétique et les densités de probabilité dans la jauge de Landau sont schématisés sur la
figure 1.11.
Dégénérescence des niveaux de Landau La dégénerescence des NLs dépendant de la taille du système et
du champ magnétique, déterminons-la dans la limite d’un système de grande taille par rapport à la longueur
magnétique lB . Dans la jauge symétrique, une orbite de Landau de moment cinétique m est localisée autour
d’un cercle de rayon
R = 〈R〉 = lB
p
2m+1 , (1.63)
auquel correspond une surface Sm = piR2. Dans un système de surface S sont présentes toutes les orbites
telles que Sm < S. Le moment cinétique mmax de la plus grande orbite possible, qui est égal au degré
de dégénérescence des NLs NB + 1, vérifie donc Smmax = pil2B (2mmax + 1) ' 2pil2Bmmax = S. On a donc
NB 'mmax ' S/(2pil2B ). Finalement
NB = BS
(e/h)
= Flux magnétique traversant le système
Flux élémentaire
. (1.64)
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La dégénérescence d’un NL est donc égale au flux magnétique total BS qui traverse le système, divisé
par le flux élémentaire e/h ; c’est donc le nombre de quanta de flux qui traversent le système. Notons
qu’un raisonnement similaire pour une géométrie rectangulaire dans la jauge de Landau donne un résultat
identique.
1.2.3 Eet Hall quantique entier
K. von Klitzing.
En 1980, von Klitzing reprodusit l’expérience historique de Hall en utilisant les moyens
technologiques nouveaux à sa disposition, et notamment le transistor à eet de champ
(MOS-FET) qui lui permit de remplacer la barre métallique par un SBE d’une épaisseur
de 50 µm [KDP80]. Un champ magnétique très intense (∼ 15 T) ainsi qu’une très basse
température (1,5 K) lui permirent de découvrir l’eet Hall quantique entier (EHQE). La
diérence avec l’eet Hall classique réside dans l’existence de valeurs privilégiées pour la
résistance de Hall, qui apparaissent sur tout un intervalle de valeurs du champ magnétique,
la résistance de Hall forme des plateaux (voir figure 1.13). Ces plateaux sont centrés autour
de valeurs du champ magnétique qui correspondent des facteurs de remplissage ν entiers
des niveaux de Landaus (NLs), défini comme le rapport du nombre d’électron N à la dégénérescence des
NLs. On a vu précédemment [équation (1.64)] que celle-ci est égale au nombre de quanta de flux NB . On a
donc ν=N/NB ou encore
ν= n
nB
= 2pil2Bn (1.65)
où nB =NB/A est la densité de flux, et A l’aire du système.
Les valeurs de la résistance de Hall de ces plateaux sont des inverses de multiples entiers de ce qui est
maintenant connu sous le nom de constante de von Klitzing RK−90, et qui vaut
RK−90 = h
e2
= 25,812806 kΩ. (1.66)
Sa valeur a été retrouvée avec une précision relative de l’ordre de 10−9 dans de nombreuse expériences sur
l’EHQE, menées sur des échantillons et dans des géométries diérentes. Cette universalité de la valeur de la
constante de von Klitzing lui vaut un rôle d’étalon prédominant en métrologie.
Cet accrochage de la résistance de Hall à des valeurs quantifiées est accompagné de l’annulation de la
résistance longitudinale. L’expérience et l’observation associée sont schématisés sur la figure 1.13.
Ce fut une grande surprise pour la communauté scientifique. En eet, à première vue le traitement par
la mécanique quantique n’altère pas le raisonnement qui explique l’eet Hall classique ; dans les deux cas
le courant est nul dans le référentiel du centre-guide et la tension de Hall est la même. Pour comprendre
les eets Hall quantiques, il est nécessaire de prendre en compte le désordre dû aux impuretés dans
l’échantillon. Ce désordre crée un potentiel électrostatique erratique pour les électrons, qui doit être inclus
dans la modélisation du système. Dans le cas classique l’eet de ces impuretés est généralement décrit
par le modèle de Drude, dans lequel les impuretés sont caractérisées par un terme de frottement mais qui
ne suppose pas l’existence d’états stationnaires localisés autour des impuretés. En eet dans les conditions
d’observation de l’eet Hall classique le champ magnétique n’est pas assez intense pour localiser les orbites
cyclotrons autour des impuretés, et la température élevée permet de toute manière aux électrons de quitter
les états liés aux impuretés. Dans le cas quantique ces états liés, ou « localisés », ont un rôle essentiel.
La compréhension de l’EHQE se fait en deux temps. D’abord il faut montrer que l’expression de la
résistance de Hall est la même en mécanique quantique qu’en mécanique classique. On la réécrit en
introduisant ν, le facteur de remplissage des NLs
RH = B
ne
= h
νe2
. (1.67)
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Figure 1.12 Densité de probabilité des orbites de Landau dans la jauge symétrique pour les niveaux de Landau
n = 0 (plus bas niveau de Landau), n = 1 et n = 2, et les premiers moments cinétiques.
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Figure 1.13 Expérience de von Klitzing qui permet l’observation de l’EHQE. La résistance de Hall (schéma à
droite) présente une succession de plateaux qui coïncident avec l’annulation de la résistance longitudinale. La
ligne verte pointillée représente la valeur de la résistance de Hall prédite par la théorie classique.
Ensuite il est nécessaire d’introduire le désordre inhérent à l’échantillon pour rendre compte de l’existence
des plateaux dans la résistance de Hall.
Il existe plusieurs moyens de démontrer la formule (1.67). Dans l’ordre d’apparition dans la littérature
scientifique, les plus plébiscités sont
1. l’argument proposé par Laughlin [Lau81] en 1981, enrichi par Halperin l’année suivante [Hal82], basé
sur l’insertion d’un quantum de flux.
2. le calcul de l’invariant Thouless-Kohmoto-Nightingale-den Nijs (TKNN) [TKNdN82, Koh85], ou premier
nombre de Chern, qui est directement relié à la conductivité de Hall.
3. la théorie de Büttiker dans laquelle on procère à un calcul direct du courant [B8¨8].
4. l’explication de MacDonald basée sur l’incompressibilité du liquide électronique, qui ne fait intervenir
que des relations thermodynamiques [Mac94].
Toutes ces théories donnent des descriptions complémentaires de l’EHQE.
Je présente la théorie de Büttiker et l’argument de Laughlin, car la première m’apparaît plus complète,
tandis que la seconde sera plus facilement extensible au cas de l’eet Hall quantique fractionnaire (EHQF).
Théorie de Büttiker
Commençons par considérer un échantillon rectangulaire invariant par translation suivant y . L’eet du
désordre, du confinement, ainsi qu’une éventuelle tension électrique produisent un potentiel électrique V (x).
Dans la jauge de Landau présentée dans la section 1.2.2, le hamiltonien à un corps en présence de désordre
est donné par
H = p
2
x
2m
+
(
py +eBx
)2
2m
−eV (x). (1.68)
Celui-ci ne dépend pas de y , ainsi l’opérateur vitesse suivant y s’écrit
vˆy = [y,H ]
i~
= py +eBx
m
= ∂pyH . (1.69)
La valeur moyenne de la vitesse d’un SBE qui remplit exactement un NL est donnée par vy =∑ky 〈vˆy 〉, les
valeurs extrémales de ky étant imposées par la largeur de l’échantillon suivant la direction x , 0< X = ky l2B <
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Lx (voir figure 1.14). On a donc
vy =
∫ Lx/l2B
0
〈n,ky |∂pyH |n,ky 〉︸ ︷︷ ︸
= 1~ ∂ky En,ky
dky
2pi/Ly
= Ly
h
[E(X = Lx )−E(0)] .
(1.70)
On voit grâce à cette expression que toutes les contributions à la vitesse suivant y se compensent, hormis,
éventuellement, celles des états propres les plus éloignés du centre de l’échantillon. Ces états propres sont
centrés en X = 0 et X = Lx et on les appelle états de bord.
Figure 1.14 Niveaux de Landau d’un échantillon rectangulaire de dimensions Lx et Ly en présence d’un potentiel
de confinement, sans désordre.
Le courant selon y est donné par
Iy =−e
vy
Ly
=− e
h
[E(X = Lx )−E(0)] . (1.71)
En remarquant que le terme entre crochets est la diérence de potentiel chimique ∆µ=−eVH entre x = 0
et x = Lx , on obtient l’expression de la contribution au courant d’un NL rempli
Iy = e
2
h
VH =GVH . (1.72)
La contribution des diérents NLs remplis au courant est additive pour la conductance G =R−1H , la résistance
de Hall d’un système de ν NLs remplis a donc l’expression attendue
RH = e
2
νh
. (1.73)
La prise en compte du désordre dans la direction y n’altère pas ce raisonnement. L’énergie cinétique
dans un NL étant supprimée, les états propres suivent les lignes équipotentielles (voir figure 1.15). Ainsi les
états de bord contournent simplement les aspérités du potentiel dues aux impuretés, ces états permettent
aux électrons injectés dans l’échantillon de le traverser, par les bords, avec une vitesse
vy = ∂pyEn,ky = ∂xV (x)|x=Lx ; (1.74)
la deuxième égalité est obtenue par un développement de l’énergie au premier ordre en V (x), et suppose
donc un potentiel de confinement lentement variable par rapport à la largeur lB des états électroniques.
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Figure 1.15 Lignes équipotentielles en présence de désordre. Les impuretés et défauts créent des îlots de potentiel
et les bords des falaises. On distingue les équipotentielles délocalisées aux bords de l’échantillon de leur pendant
localisé autour d’une impureté dans le volume de l’échantillon. Les bords de l’échantillon sont représentés par
des pointillés.
Cette supposition est validée dans les échantillons réels [GV05]. L’annulation de la résistivité est assurée par
l’existence de ces états de bords. Ils assurent l’absence de rétrodiusion pour les électrons injectés dans
l’échantillon.
La seule exception à la transmission parfaite des électrons par les canaux de bord apparaît lorsque les
deux bords sont connectés par une ligne équipotentielle, auquel cas un électron injecté à un bord pourra
être rétrodiusé sur l’autre bord. Je supposerai que ce cas de figure ne se présente pas par la suite, en raison
de la séparation macroscopique des deux bords qui rend la probabilité d’une connexion des deux bords par
le désordre très faible.
Une image claire de l’EHQE se dégage de la théorie de Büttiker. L’équation (1.71) montre que seuls les
états de bord contribuent au courant. Leur diérence d’énergie étant proportionnelle à la tension de Hall,
l’expression de la résistance de Hall s’en déduit immédiatement. De plus, l’absence de rétrodiusion lorsque
les deux bords ne sont pas connectés par une ligne équipotentielle à l’énergie de Fermi explique l’annulation
de la résistance longitudinale.
Argument de Laughlin/Halperin
En sus de l’explication précédente de l’EHQE, je choisis de synthétiser ici l’argument de Laughlin qui
fut complété par Halperin. Les raisons de ce choix ont à voir avec la facilité avec laquelle l’argument est
extensible à l’EHQF, dont la présentation sera donnée par la suite.
Potentiel vecteur décrivant un
quantum de flux localisé à
l’origine.
Intéressons-nous à l’impact d’une faible variation du champ magnétique
autour d’un remplissage entier des niveaux de Landau. L’ajout d’un quantum
de flux φ0 localisé à l’origine peut être décrit par l’ajout d’un potentiel vecteur
Aφ0 =
φ0
2pi
∇θ = φ0
2pi
1
r
eθ . (1.75)
En eet, le champ magnétique correspondant est orienté selon ez , et sa norme
vaut 4
Bφ0 = ‖∇∧Aφ0‖ =
φ0
2pi
1
r
∂r
(
r Aφ0
)=φ0δ(r) . (1.76)
Laughlin montra en 1981 [Lau81] que l’introduction progressive d’un quan-
tum de flux à l’origine transforme chaque orbite de Landau en l’orbite de
4. Ce résultat peut être établi comme suit : On détermine le flux magnétique à travers un disque D de rayon quelconqueÎ
D dB =
∮
A · dl=φ0/(2pi)
∮
eθ/r (dreθ + r dθeθ)=φ0 . Comme le rayon du disque est arbitraire, le flux φ0 est intégralement localisé
à l’origine.
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moment cinétique immédiatement supérieure. Pour comprendre ce résultat, il sut de remarquer que l’in-
troduction du flux φ (0≤φ≤φ0) correspond à une transformation de jauge décrite par une fonction χ qui
vérifie ∇χ=Aφ =φeθ/(2pir ). Une solution est donnée par χ(r)=φθ/2pi.
On suppose que le processus d’insertion de flux est adiabatique, c’est-à-dire qu’il ne produit pas de
croisements énergétiques dans le spectre. Cette supposition n’est ni anodine, ni trivialement justifiée. Elle
est garantie par l’incompressibilité du fluide électronique, autrement dit, d’un gap dans le système. La
compressibilité κ est définie comme la variation relative de l’aire A lors d’un changement de pression P
infinitésimal
κ=−∂P A
A
. (1.77)
La pression est donnée par la variation d’énergie par rapport à l’aire
P =−∂AE . (1.78)
En introduisant le potentiel chimique µ= ∂NE et la densité n =N/A, on a finalement
κ−1 = n2∂nµ. (1.79)
Création de paire particule-
trou dans un NL rempli.
L’incompressibilité du système (κ−1 →∞) correspond donc à la discon-
tinuité du potentiel chimique en fonction de la densité. Cette discontinuité
traduit le fait que l’ajout et le retrait d’une particule dans un NL complètement
rempli correspondent à des énergies diérentes, et donc que la création d’une
paire particule-trou est une excitation gappée.
Aux facteurs de remplissages entiers le système est incompressible, car la
création d’une paire particule-trou coûte une énergie ~ωc .
L’incompressibilité n’est pas nécessairement détruite par la présence d’ex-
citations non-gappées, à condition que celles-ci soient localisées soit sur les
bords, soit autour d’une impureté. On peut donc vérifier l’incompressibilité en étudiant le spectre du hamilto-
nien du système débarassé du désordre et des bords. La présence d’un gap (dans la limite thermodynamique)
dans celui-ci implique l’incompressibilité. Étant donné que les bords et le désordre sont absents de cette
étude, les deux notions, gap et incompressibilité, sont équivalentes dans toute la suite.
Sous la condition d’adiabaticité de l’insertion du quantum de flux les fonctions d’onde du plus bas NL
sont modifiées comme suit
ψn,m = zm e
− |z|2
4l2B 7−→ψ′n,m = e i
e
~χ(r)ψn,m = e i
φ
φ0
θ
ψn,m∝ z
m+ φφ0
|z|φ/φ0 e
− |z|2
4l2B . (1.80)
En coordonnées polaires, le moment cinétique s’écrit Lz = − i~∂θ . Lors de l’ajout d’un quantum de flux
φ=φ0, l’état transformé ψ′n,m a donc pour moment cinétique m+1. L’ajout du quantum de flux à l’origine
transforme donc chaque orbite en l’orbite de moment cinétique immédiatement supérieure.
Il est intéressant de remarquer que l’introduction du quantum de flux est, dans la limite thermodyna-
mique, équivalente à l’insertion de ν trous à l’origine, un par NL rempli. En eet ce processus augmente
le moment cinétique de chaque électron pour le placer dans l’orbite de Landau immédiatemment supé-
rieure, l’orbite à l’origine est donc dépeuplée de ν électrons. Ce fait a priori anecdotique a des implications
importantes dans le cas de l’EHQF, notamment l’existence d’excitations de charge fractionnaire.
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Figure 1.16 Géométrie de Corbino.
Suivons la démarche proposée par Halperin [Hal82] en 1982
et étudions le cas d’un échantillon dans la géométrie dite de
Corbino, schématisée sur la figure 1.16. Dans cette géométrie le
courant selon eθ est donné par
I =
∫ Rext.
Rint.
〈 jθ〉dr =−e
∫ Rext.
Rint.
n(r )〈vθ〉dr . (1.81)
En utilisant l’égalité
v= [r,H ]
i~
= 1
e
∂AH = 2pir
pie
∂φH eθ (1.82)
on trouve
I =−〈∂φH〉
∫ Rext.
Rint.
n(r )2pir dr︸ ︷︷ ︸
=1
=−∂φE (1.83)
où la dernière égalité découle du théorème de Hellman-Feynman, qui stipule que la valeur moyenne d’une
dérivée du hamiltonien est égale à la dérivée de l’énergie.
À la limite thermodynamique l’ajout d’un quantum de flux correspond à une variation infinitésimale du
flux magnétique total, on peut alors écrire
I =−∂φE '−∆E
φ0
(1.84)
où ∆E est la variation d’énergie associée à l’ajout d’un quantum de flux.
La diérence d’énergie potentielle entre les deux bords vaut eVH . Comme l’insertion d’un quantum de
flux correspond à une translation de chaque électron dans l’orbite suivante, la variation d’énergie associée
à cette insertion vaut ∆E =−eVH , c’est-à-dire l’injection d’un électron dans le bord intérieur, et l’extraction
d’un autre au niveau du bord extérieur (voir figure 1.17). Si ν NLs sont remplis, la variation d’énergie
correspondante vaut ∆E =−νeVH , et on a alors
I = νe
2
h
VH =⇒RH = 1
ν
h
e2
, (1.85)
comme attendu.
Comme dans la théorie de Büttiker, l’EHQE est expliqué en complétant l’argument par l’introduction
du désordre. Le potentiel extérieur ressenti par les électrons est la somme du potentiel de confinement au
bord de l’échantillon et du potentiel de désordre dû aux impuretés et dislocations du matériau qui sous-
tend le SBE. Le désordre donne une contribution aléatoire au potentiel extérieur, et son eet sur les états
propres est dicile à déterminer de manière générale. Néanmoins, comme il a été dit précédemment, en
champ magnétique la suppression de l’énergie cinétique contraint les fonctions d’onde à suivre les lignes
équipotentielles (voir figure 1.15). Les électrons sont alors soit localisés sur un îlot de potentiel, à l’intérieur
de l’échantillon, soit étalés sur une ligne équipotentielle au bord. Les états de bord sont responsables de
l’annulation de la résistance longitudinale tandis que les états localisés sont spectateurs des phénomènes de
transport électrique.
1.3 Eet Hall quantique fractionnaire
1.3. EFFET HALL QUANTIQUE FRACTIONNAIRE 27
Figure 1.17 Translation des orbites de Landau due à l’insertion d’un quantum de flux à l’origine. La variation
d’énergie correspondante est la somme du gain en énergie pour l’électron dans l’orbite m, qui est inséré dans
l’échantillon en Rmin, plus la perte énergétique liée à l’extraction d’un autre électron à l’autre bord, en Rmax.
Cette variation d’énergie vaut −eVH .
R. B. Laughlin.
En 1982, soit seulement deux ans après la découverte de l’EHQE, D.C. Tsui, H.L. Stormer
et A.C. Gossard rapportèrent l’observation d’un plateau dans la résistance de Hall à une
valeur RH = 3h/e2, qui coïncide avec une réduction drastique de la résistance longitudinale.
Cette valeur de la résistance de Hall correspond à une fraction du facteur de remplissage
ν = 1/3, l’eet fût donc nommé eet Hall quantique fractionnaire a posteriori. Depuis,
l’EHQF a été observé à de très nombreuses fractions du facteur de remplissage [STG99].
Les théories présentées dans la section 1.2.3, qui traitent d’une assemblée d’électrons
indépendants, ne permettent pas d’expliquer l’EHQF car, contrairement au cas de l’EHQE, la compréhension
de l’EHQF nécessite la prise en compte des interactions. Dans un NL rempli, les électrons – qui sont des
fermions et ainsi soumis au principe de Pauli – ne peuvent pas être diusés dans un état du même NL par
les interactions, car tous les états d’arrivée sont occupés (voir Fig. 1.18a). L’excitation de plus basse énergie
est alors la promotion d’un électron dans le NL supérieur. À l’inverse, dans un NL partiellement rempli,
les processus de diusion par les interactions sont possibles à l’intérieur d’un NL, et ils constituent les
excitations de plus basse énergie du système (Fig. 1.18b). Comme cette excitation fait intervenir des états de
même énergie cinétique, l’énergie cinétique globale reste inchangée et peut être omise (comme constante)
dans la description des électrons de basse énergie responsables de l’EHQF.
(a) Niveau de Landau rempli (b) Niveau de Landau partiellement rempli
Figure 1.18 Niveau de Landau (NL) entièrement et partiellement rempli, dans le premier cas les processus de
diusion par les interactions sont impossibles. L’excitation de plus basse énergie est alors la promotion d’un
électron dans un NL supérieur. Dans le cas du NL partiellements rempli les interactions constituent la plus basse
échelle d’énergie.
Notons que la projection à un seul NL fait disparaître l’énergie cinétique, et rend ainsi le problème
indépendant de la structure de bandes électronique initiale. La nature du matériau sous-jacent au SBE
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n’intervient que pour déterminer la valeur de la constante diélectrique et pour déterminer le nombre de
degrés de libertés internes, par exemple dans le graphène le degré de liberté additionnel de vallée doit être
pris en compte. L’énergie cinétique réapparaît pourtant de manière indirecte lorsque l’on prend en compte
par exemple le mélange de NL [PN13, SR13, SM13] ou l’écrantage de l’interaction par les NLs adjacents, dans
un traitement perturbatif.
La formule (1.67) pour la résistance de Hall reste vraie en présence d’interactions, car celles-ci n’aectent
pas le mouvement du centre de masse des électrons, qui dérive à une vitesse vd = E/Bey . De même que
dans le cas de l’EHQE, il nous reste cependant à expliquer l’existence des plateaux dans la résistance de Hall
et l’annulation de la résistance longitudinale simultanée. Pour ce faire on reproduit l’argument de Laughlin
qui fait appel à l’insertion infinitésimale d’un quantum de flux, présenté dans la section 1.2.3. Celui-ci est
reproductible à l’identique dans le cas d’un remplissage partiel des NLs, à condition que l’insertion du
quantum de flux soit adiabatique. Cette hypothèse est vérifiée si le système est incompressible, c’est-à-dire
si la création d’une paire particule-trou indépendants coûte une énergie non-nulle appelée gap de charge.
La tâche qui nous incombe maintenant consiste à déterminer l’état fondamental et les excitations du
système d’électrons dans un NL donné, en présence d’interactions. À remplissage partiel, la dégénérescence
massive de l’état fondamental interdit tout traitement perturbatif de l’interaction, et l’état fondamental est
approché par un ansatz proposé par R. B. Laughlin.
À partir de maintenant et dans toute la suite on utilisera les unités magnétiques, dans lesquels l’unité
de longueur est la longueur magnétique [Cf. Eq. (1.25)] et l’unité d’énergie l’interaction de Coulomb typique,
e2
4pi²lB
= 56
²
p
B
meV, (1.86)
en termes de la constante diélectrique ² (pour GaAs ²' 13²0).
1.3.1 Le problème à deux corps
Par souci pédagogique, j’exposerai le cas où les deux particules sont dans le plus bas NL et je sup-
poserai l’écart énergétique ~ωc entre NLs très supérieur à l’énergie d’interaction coulombienne typique
Ec = e2/(4pi²lB ), ce qui atténue le mélange des diérents NLs. Les orbites de Landau (1.53) avec n = 0
ψn,m
(
z,z
)=N0,mzm e− |z|24l2B , (1.87)
constituent une base de l’espace de Hilbert associé au plus bas NL. On se place dans le référentiel du centre
de masse, dont les coordonnées Z et z sont définies par z1/2 = Z ± z/2. Le changement de coordonnées
correspondant z1
z2
 7−→
p2Z
z/
p
2
= 1p
2
1 1
1 −1
z1
z2
 (1.88)
réalise une tranformation unitaire. On en déduit immédiatement les fonctions d’onde dans le référentiel
du centre de masse en utilisant l’équation (1.53). Notamment, dans le plus bas NL les orbites de Landau
s’écrivent
ψ0,m,M (z,Z )=Nm,M zm e
− |z/
p
2|2
4l2B ZM e
− |
p
2Z|2
4l2B , (1.89)
m et M étant respectivement les moments cinétiques relatifs et de centre de masse. Les valeurs de m sont
resteintes aux entiers impairs afin d’assurer l’antisymétrie de la fonction d’onde. Le facteur de normalisation
vaut
Nm,M =
√
1
2pi2mm!(
p
2lB )2
×
√
1
2pi2MM !(lB/
p
2)2
. (1.90)
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L’interaction coulombienne ne dépend que de la distance relative entre les deux particules, elle est donc
indépendante de la position du centre de masse, et ne change pas le moment cinétique relatif de la paire,
ainsi
〈0,m,M |V |0,m′,M ′〉 = δM ,M ′δm,m′〈m|V |m〉, (1.91)
car l’interaction est isotrope. Cette équation amène l’expression suivante du potentiel d’interaction
V = ∑
m,M
∑
m′,M ′
|m,M〉〈0,m,M |V |0,m′,M ′〉︸ ︷︷ ︸
=δM ,M ′δm,m′ 〈m|V |m〉
〈m′,M ′|
= ∑
m,M
V (0)m Pm,M ,
(1.92)
où Pm,M est le projecteur sur l’état |m,M〉 et les coecients Vm = 〈m|V |m〉, appelés pseudopotentiels de
Haldane [Hal83a], donnent l’énergie d’interaction d’une paire d’électrons de moment cinétique relatif m dans
le plus bas NL.
L’interaction lève partiellement la dégénérescence des NLs. Dans le plus bas NL, l’énergie cinétique des
états à deux corps (1.89) est
(NB
2
)
fois dégénérée à la valeur ~ωc . À l’inverse l’énergie d’interaction V (0)m est
NB −m fois dégénérée, car le moment cinétique total m+M de la paire est limité par le moment cinétique
maximal NB imposé par la taille finie du système.
Calcul des pseudopotentiels Les pseudopotentiels Vm associés à l’interaction coulombienne
V (r )= e
2
4pi²
1
r
(1.93)
dépendent du NL considéré. Dans le plus bas NL ils s’obtiennent par intégration dans la représentation
position
V (0)m = 〈0,m,0|V |0,m,0〉
=
Ï
V (r )
∣∣ψ0,m,0(z,Z )∣∣2 drdR
= 1
2
1
4mm!
∫ ∞
0
V (r )r 2m+1 e−
r2
4 dr
= 1
2
Γ
(
m+ 12
)
Γ (m+1) ×
e2
4pi²lB
.
(1.94)
Dans les NLs plus élevés, les pseudopotentiels sont donnés par l’expression
V (n)m = 〈n,m,0|V |n,m,0〉 =
Ï
V (r )
∣∣ψn,m,0(z,Z )∣∣2 drdR. (1.95)
Notons qu’on préfère généralement faire ce calcul dans l’espace réciproque dans les NLs supérieurs.
Les premiers pseudopotentiels de l’interaction coulombienne dans le plus bas NL sont donnés par le
tableau 1.4. L’interaction de Coulomb projetée dans le plus bas NL s’obtient à partir des pseudopotentiels
V0(r )=
∑
m
∫
dZ
∣∣ψ0,m,0(z,Z )∣∣2Vm =∑
m
Vm
r 2m
2pi2mm!lB
e
− r2
4l2B , (1.96)
elle est tracée, de même que son homologue du second plus bas NL, sur la figure 1.19.
La diérence de forme du potentiel d’interaction projeté entre les diérents NLs mène à une variation
importante des eets physiques. Par exemple, à ν = 1/2 les conditions d’observation de l’EHQF ne sont
pas les mêmes dans le plus bas NL (0NL) et dans le second plus bas NL (1NL). Les conséquences de ces
diérences seront abondamment discutées dans la suite de cet ouvrage.
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m 0 1 2 3 4 5
V (0)m 0.886 0.443 0.332 0.277 0.242 0.218
Table 1.4 Premiers pseudopotentiels de l’interaction de Coulomb projetée dans le plus bas niveau de Landau,
en unité de e2/(4pi²lB ). Du fait de l’antisymétrie de la fonction d’onde, les électrons ne sont sensibles qu’aux
composantes impaires, notées en gras.
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Figure 1.19 Interaction de Coulomb projetée dans les deux plus bas NLs. L’interaction nue V (r )= 1/r est tracée
à titre de comparatif. L’interaction est adoucie par la projection, et présente n minima locaux, où n est l’indice
du NL. De plus la portée de l’interaction augmente avec n. L’unité d’énergie est e2/(4pi²lB ).
1.3.2 Fonction d’onde de Laughlin
On a vu dans la section 1.2.2 que la partie polynomiale des fonctions d’onde du plus bas NL sont
analytiques, dans la jauge symétrique. Ceci est la traduction dans l’espace des positions complexes de la
condition a|0,m〉 = 0. Pour cette raison, une fonction d’onde qui décrit N électrons dans le plus bas NL a
nécessairement la forme suivante dans la jauge symétrique
Ψ(z1, . . . ,zN )= P (z1, . . . ,zN )
∏
k
e
− −|zk |2
4l2B (1.97)
où P est un polynôme indépendant des positions conjuguées z j .
Sauf mention spécifique, dans toute la suite j’adopterai la mesure de Girvin et Jach [GJ84]
dµ ({zi })=
∏
i
e
− |zi |
2
2l2B
2pil2B
dxi dyi (1.98)
qui déleste les fonctions d’onde des facteurs de normalisation et des termes gaussiens. Avec cette mesure la
fonction d’onde (1.97) est réduite à sa partie polynomiale.
Afin de satisfaire aux conditions d’indiscernabilité des électrons et d’antisymétrie de la fonction d’onde,
Ψ est contrainte à la forme
Ψ= Ps(z1, . . . ,zN )
∏
i< j
(zi − z j ), (1.99)
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où Ps est un polynôme symétrique. L’invariance par rotation et la conservation du moment cinétique total
Lz =− i~∑ j ∂θ j qui en découle impliquent que Ps est un polynôme homogène. On suppose que la fonction
d’onde ne dépend que des distances relatives des électrons, et on pose
Ps =
∏
i< j
(zi − z j )2p , (1.100)
où p est un entier naturel. Cette étape est la seule supposition du raisonnement, elle est motivée par la
volonté de choisir un terme qui sépare les électrons au maximum afin de minimiser l’énergie d’interaction.
Lorsqu’il l’a proposée Laughlin était éclairé par une étude détaillée de la fonction d’onde à trois électrons
obtenue par diagonalisation numérique exacte, qu’il avait menée au préalable [Lau83b].
Pour chaque monôme de P , le moment cinétique individuel L(i )z = − i~∂θi du i -ème électron est égal
à l’exposant de zi , sa valeur maximale est donc (N − 1)× (2p + 1). Or la valeur maximale du moment
cinétique individuel est égale au nombre de quanta de flux NB qui traversent le système. On a donc
2p+1=NB/(N−1) −→
N→∞
ν−1, et le seul paramètre variationnel, p , se trouve fixé par le facteur de remplissage.
La fonction d’onde ainsi obtenue
ΨL(z1, . . . ,zN )=
∏
i< j
(zi − z j )2p+1 avec 2p+1= 1
ν
(1.101)
porte le nom de R. Laughlin, qui la proposa en premier pour la description de l’EHQF [Lau83b]. Pour l’établir
on a négligé des termes dans la partie polynomiale qui correspondent à des excitations virtuelles de type
particule-trou du liquide de Laughlin, des « fluctuations de point zéro » de l’état de Laughlin. Malgré cette
aproximation, le recouvrement de cette fonction d’onde avec l’état fondamental du système – déterminé
numériquement par diagonalisation de l’interaction de Coulomb dans le plus bas NL – est impressionant
dans les systèmes de petite taille (|〈ΨCoulomb|ΨL〉| > 99% pour neuf électrons et moins 5). La description
de Laughlin résiste même à la prise en compte d’eets réalistes comme la largeur finie du potentiel de
confinement. Le recouvrement de l’état de Laughlin avec l’état fondamental de l’interaction (1.13) illustre cette
robustesse (Fig. 1.7).
Interaction modèle La fonction d’onde de Laughlin (1.101) est l’état fondamental, d’énergie nulle et non-
dégénéré, d’une interaction modèle de cœur dur définie par
V c.d.m =
{
∆c.d. pour m < 1/ν
0 sinon.
(1.102)
On peut le voir en remarquant que dans l’état de Laughlin aucune paire d’électrons n’a un moment cinétique
relatif inférieur à 1/ν, et l’interaction de courte portée est donc complètement écrantée. Cet écrantage de la
partie courte portée est une indication supplémentaire de la robustesse de l’état de Laughlin pour décrire
l’état fondamental de l’interaction de Coulomb.
La non dégénérescence de l’état fondamental de l’interaction de cœur dur (1.102) peut se comprendre
par le fait que tout terme non contenu dans la fonction d’onde de Laughlin inclut au moins une paire de
moment cinétique relatif inférieur à 1/ν, autrement le facteur de remplissage serait modifié. Ce terme coûte
une énergie ∆c.d..
5. Afin de juger la pertinence d’une fonction d’essai, il faut garder en tête que les espaces de Hilbert qui sont traités numériquement
dans la littérature de l’EHQF ont une très grande dimension (jusque un milliard). Ainsi il convient de comparer les recouvrements donnés
dans ce manuscrit avec le recouvrement entre l’état fondamental exact et un état aléatoire de l’espace de Hilbert. Par exemple, pour
N = 9 électrons la probabilité qu’un état aléatoire ait un recouvrement avec l’état fondamental supérieur à celui de l’état de Laughlin
est de l’ordre de 10−43 547 [Sou14].
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Figure 1.20 Recouvrement de l’état de Laughlin avec l’état fondamental d’un puits large pour N = 10 électrons,
sur la sphère. L’état fondamental a été obtenu par diagonalisation exacte de l’interaction eective du puits
large (1.13). J’ai négligé les sous-bandes excitées dans ce calcul ; celles-ci sont notablement peuplées par l’état
fondamental pour w/lB & 5 et réduisent donc le recouvrement par rapport à celui qui est montré ici. L’état de
Laughlin a été généré numériquement par diagonalisation de l’interaction modèle (1.102).
Fonction de corrélation de paire Cet écrantage de la partie courte portée de l’interaction par la fonction
de Laughlin peut également se voir dans la fonction de corrélation de paire. Celle-ci est définie, à partir de
l’opérateur densité ρ(r)=∑i δ(r− ri ),
g (r1,r2)= 〈ρ(r1)ρ(r2)〉 = N (N −1)
n2
∫
dr3 . . . drN |ΨL(z1, . . . ,zN )|2 . (1.103)
Pour un système invariant par translation et par rotation, g (r1,r2) ne dépend que de la distance relative
r = ‖r1−r2‖ et on la note alors g (r ). Dans l’équation (1.103) précédente, ΨL désigne la fonction de Laughlin
normée munie de ses termes gaussiens, car la mesure considérée ici n’est pas la mesure de Girvin et Jach.
La fonction de corrélation de paire donne la probabilité de trouver un électron à une distance r d’un
électron situé à l’origine. Celle de l’état de Laughlin est tracée sur la figure 1.21, à côté de celle de l’état
fondamental de l’interaction de Coulomb obtenu numériquement pour un système de N = 10 particules. On
remarque qu’alors que l’état de Laughlin décrit correctement le trou de corrélation à courte portée (r . 4lB )
de l’état exact, il ne tient pas compte des petites oscillations à longue portée dans la fonction de corrélation.
Ces oscillations trahissent l’existence d’un quasi-ordre à longue portée dans l’état fondamental : les électrons
sont en réalité légèrement corrélés au-delà de r ' 4lB . Nous verrons plus loin que dans la physique des
eets Hall les états liquides sont en compétition étroite avec les états solides, notamment avec les cristaux
de Wigner. Le quasi-ordre à longue portée de l’état fondamental exact traduit cet tendance à la cristallisation,
il ore un compromis entre l’état liquide corrélé seulement aux courtes distance et l’état solide.
Excitations du liquide de Laughlin L’incompressibilité du liquide de Laughlin, qui explique l’observation
de l’EHQF, est une conséquence de la nature inhabituelle de ses excitations. Un liquide est incompressible
lorsque son potentiel chimique est discontinu en fonction de la densité. Pour montrer que le liquide de
Laughlin vérifie cette propriété, on considère une variation infinitésimale de densité de flux δnB . Celle-ci
est équivalente à une variation infinitésimale de la densité donnée par δn =−νδnB car les deux variations
aboutissent au même facteur de remplissage
ν= n
nB +δnB
= n
nB
(
1− δnB
nB
)
+O
((
δnB
nB
)2)
= n−νδn
nB
+O
((
δnB
nB
)2)
. (1.104)
L’ajout d’un quantum de flux à l’origine, qui réduit donc la densité, augmente le moment cinétique de
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Figure 1.21 Fonction de corrélation de paire de l’état fondamental de l’interaction de Coulomb à ν= 1/3 et de
l’état de Laughlin, pour un système de N = 10 électrons. L’état de Laughlin reproduit correctement le trou de
corrélation à courte distance, mais il sous-estime les oscillations à plus grande distance r & 4lB .
chaque électron d’une unité (voir section 1.2.3). Comme l’exposant de la position zi est la valeur propre du
moment cinétique individuel L(i )z , l’insertion du quantum de flux revient à multiplier la fonction d’onde par
la position de tous les électrons
ΨL 7→
∏
k
zkΨL (1.105)
L’insertion d’un quantum de flux en z0 est obtenu par translation zk 7−→ zk−z0. La fonction d’onde associée
à cette excitation, dite quasi-trou, est
Ψq.t . =
∏
k
(zk − z0)
∏
i< j
(zi − z j )1/ν (1.106)
où ν est le facteur de remplissage avant insertion du quantum de flux.
Cette excitation correspond au retrait d’une charge fractionnaire −e∗ = −νe . Ceci peut se voir en
intégrant l’équation de continuité
∇· j= e∂tn (1.107)
sur un disque de rayon r très large centré sur le quasi-trou. Au cours de l’insertion du quantum de flux
toutes les orbites de Landau sont translatées vers l’orbite immédiatement supérieure. Étant donné que chaque
orbite de Landau est en moyenne occupée par une densité ν d’électrons, une charge −νe quitte le disque au
cours du processus. Le quasi-trou porte donc une charge fractionnaire e∗ = νe , localisée sur une longueur
∼ 2,5lB autour de l’origine [JPacBS14]. La charge fractionnaire des excitations du liquide de Laughlin a été
observée à travers des mesures de bruit de grenaille dans un SBE entravé d’une constriction [SGJE97].
Il faut cependant garder en tête que, quelque soit l’endroit où l’on introduit le quantum de flux et
donc l’excitation, celle-ci est libre de se déplacer. Néanmoins c’est la localisation de ces quasi-particules
par les impuretés qui est responsable de l’accrochage de la resistance de Hall, de la même manière que la
quantification de la résistance de Hall dans l’EHQE reflète la localisation des électrons (ou trous) dans un NL
adjacent.
Le retrait d’un quantum de flux, quant à lui, correspond à une augmentation de la densité et produit
un quasi-électron. Le retrait d’un quantum de flux est équivalent à l’insertion d’un quantum de flux Bφ0 =
−φ0δ(r)ez dans la direction opposée au champ magnétique. D’après la discussion de la section 1.2.3, cette
insertion est produite par un potentiel vecteur Aφ0 = −φ0eθ/2pir . Cela a pour eet de multiplier chaque
orbite de Landau par un facteur exp
(− iφθ/φ0)= (z/|z|)φ/φ0 , et donc d’adjoindre un facteur∏
k
zk (1.108)
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aux fonctions d’onde à N -corps. Cependant, l’apparition de termes non analytiques zi trahit la présence
de composantes n’appartenant pas au plus bas NL. On se débarrasse de cet artefact par projection dans le
plus bas NL [GJ84], réalisée en remplaçant les composantes non analytiques de la fonction d’onde par des
dérivées 6
zk 7−→ 2∂zk . (1.109)
Finalement, la fonction d’onde du quasi-électron situé à l’origine s’écrit [Jai07]
Ψq.e. =
∏
k
(
2∂zk
)∏
i< j
(zi − z j )1/ν (1.110)
La translation du quasi-électron en z0 est obtenue par substitution zk 7−→ zk − z0 7−→
PBNL
2∂zk − z0. Le terme
z0 ne correspond pas à la position d’un électron (c’est simplement un paramètre complexe) et la fonction
d’onde
Ψq.e. =
∏
k
(
2∂zk − z0
)∏
i< j
(zi − z j )1/ν (1.111)
reste donc dans le plus bas NL.
Les énergies du quasi-trou et du quasi-électron sont déterminées en intégrant le potentiel d’interaction
de Coulomb dans les états correspondants par méthode Monte-Carlo, puis en les extrapolant à la limite
thermodynamique [MH86]. Elles valent Eq.t. ' 0,027 et Eq.e. ' 0,073. La discontinuité du potentiel chimique
à ν= 1/3 est donnée par
∆µ=µ+−µ− = lim
NB→∞
[E(NB )−E(NB −1)]− lim
NB→∞
[E(NB )−E(NB +1)]= Eq.e.−Eq.t. ' 0,046. (1.112)
C’est cette discontinuité qui assure l’incompressibilité du liquide de Laughlin via l’équation (1.79)
κ−1 = n∂νµ−→∞ (1.113)
qui explique l’existence de l’EHQF à ν= 1/3.
1.3.3 Le rôle du spin dans l’eet Hall quantique fractionnaire
J’ai omis le spin de l’électron dans tout ce qui précède, et ferai de même par la suite. La polarisation
est une caractéristique quasi universelle des états qui manifestent l’EHQF, avec quelques exceptions notables,
notamment à ν= 2/3, ν= 2−2/3 et ν= 2−2/5. À cause de la présence du champ magnétique, on pourrait
être tenté de justifier cette polarisation par l’eet Zeeman. En réalité, l’énergie Zeeman de retournement
de spin EZ = gµBB = 0,026B [T] meV (pour l’AsGa avec g = −0,4) est très faible par rapport à toutes les
autres échelles d’énergies et peut être négligée. Ce sont alors les interactions qui polarisent le système par
un mécanisme de type Hund semblable au ferromagnétisme dans les métaux [GV05]. Je me contenterai pour
justifier ce point de calculer l’énergie d’interaction moyenne entre électrons de spins σ et σ′ à ν= 1. Celle-ci
se limite au terme d’échange
Eν=1X =−
n
2
∫
drdr′〈ψ†σ(r)ψσ′ (r′)〉〈ψ†σ′ (r′)ψσ(r)〉, (1.114)
6. La forme de l’opérateur de projection peut se comprendre comme suit. L’opérateur d’incrémentation du moment cinétique de la
particule i s’écrit b†i =
(
2∂zi + zi /2
)
/
p
2 , soit b†i = zi /2
p
2 dans le plus bas NL. L’opérateur adjoint bi =
(
2∂zi + zi /2
)
/
p
2 connecte
à des états des NLs supérieurs à cause du terme zi . Pour éviter ceci on choisit pour l’opérateur de réduction de moment cinétique
bi = 2∂zi /
p
2. C’est par lui que la fonction d’onde doit être multipliée (à gauche) pour diminuer le moment cinétique de chaque
électron d’une unité, lors du retrait du quantum de flux. Ce point est traité en détail dans l’annexe A de la référence [Gir99].
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en unités de e2/4pi²lB , car le terme direct est compensé par le fond ionique uniforme sous-jacent au
SBE. Cette énergie d’échange est nulle pour les spins anti-parallèles, car 〈ψ†↑(r)ψ↓(r′)〉 = 0. Pour des spins
parallèles, on peut la calculer en remarquant qu’elle est reliée à la fonction de corrélation de paire [GV05]
Eν=1X =
n
2
∫
dr
[
g (r )−1]V (r )= ν
2
∫ ∞
0
r dr
[
g (r )−1] 1
r
, (1.115)
qui est donnée par
gν=1(r )= 1− e−
r2
2 . (1.116)
L’énergie d’échange vaut donc
EX =−ν
2
∫ ∞
0
dr e−
r2
2 =−
√
pi
8
'−0,62 (1.117)
soit EX '−2,7
p
B [T] meV, pour l’AsGa avec ²= 13²0. Le terme d’échange abaisse donc fortement l’énergie
de spins parallèles. Ce gain énergétique est dû au fait que la symétrie de la partie spinorielle de la fonction
d’onde implique l’antisymétrie de sa partie spatiale, ce qui assure une plus grande séparation des électrons.
On notera que, pour les champs magnétiques réalistes, l’énergie d’échange est un à deux ordres de grandeur
supérieure par rapport à l’énergie Zeeman.
Notons enfin que cet argument fait intervenir les électrons dans un seul NL (le plus bas ici). Contraire-
ment au ferromagnétisme dans les métaux habituels, la polarisation est complète car elle n’est pas accom-
pagnée d’un coût en énergie cinétique.
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Chapitre 2
Fonctions modèles pour l’eet
Hall quantique fractionnaire
Nous avons vu dans le chapitre précédent que, dans le régime de l’eet Hall quantique fractionnaire
(EHQF) l’énergie cinétique est gelée et n’influence pas les propriétés de basse énergie du système en première
approximation. Pour cette raison les corrélations entre électrons sont importantes et, comme pour tous les
problèmes fortement corrélés, les méthodes perturbatives ne parviennent pas à décrire le système. Les
méthodes variationnelles leur sont préférées. Plus que dans n’importe quel autre domaine de la Physique, les
fonctions modèles sont l’outil théorique le plus prolifique de l’étude, ardue, de l’EHQF. Dans ces méthodes
variationnelles, on décrit l’état fondamental du système par une fonction d’onde modèle dont les paramètres
sont obtenus par minimisation de l’énergie.
La fonction de Laughlin constitue l’exemple canonique de ces fonctions d’onde modèles. R. Laughlin la
proposa après une étude détaillée des corrélations électroniques basée sur des résultats numériques pour
des systèmes de petite taille [Lau83b]. Comme je l’ai exposé dans le chapitre précédent, il détermina les
contraintes imposées par les symétries sur la forme de la fonction d’onde, puis il en donna l’expression, fort
de l’étude de ces corrélations. Pour les systèmes de petite taille cet état a un recouvrement proche de un avec
l’état fondamental réel, déterminé par diagonalisation numérique exacte de l’interaction de Coulomb. De plus
cette fonction a permis de prédire l’existence de quasi-particules de charge fractionnaire, et sa généralisation
– la théorie des fermions composites (FCs) – a pu expliquer la plupart des valeurs du facteur de remplissage
auxquelles l’EHQF est observé.
L’EHQF a également été observé à des facteurs de remplissage qui ne rentrent pas dans la séquence
de Laughlin ou des FCs. D’autres fonctions modèles ont donc été proposées. Parmi celles-ci, trois sont
considérées dans ce manuscrit : les fonctions de Halperin [Hal83b], qui sont des généralisations de la
fonction de Laughlin aux systèmes multicomposantes, et les états de Haldane-Rezayi et Moore-Read, toutes
deux introduites pour décrire l’EHQF observé à ν= 5/2 [WPR+90].
Les états mentionnés dans le paragraphe précédent sous-tendent l’EHQF. Ils sont en compétition éner-
gétique étroite avec deux états modèles dont les propriétés sont diérentes. Le liquide de Fermi de fermions
composites (LFFC), prototype de l’état métallique observé à ν = 1/2 [WES+87, JSI+89], est l’un de ceux-ci.
Enfin, des états de densité inhomogène sont également pertinents, comme les cristaux de Wigner et les
cristaux de bulles ou de rubans. Dans ces états les électrons forment un réseau afin de s’éviter au maximum
et ainsi minimiser leur énergie d’interaction. Ces états inhomogènes ont un comportement isolant, car le
cristal électronique est accroché par les impuretés. Dans le présent chapitre, je rappellerai les fonctions
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d’onde principales dans l’étude de l’EHQF, notamment à demi-remplissage. De plus, je passerai en revue les
états cristallins (cristal de Wigner, cristaux de bulles et rubans) dans les systèmes à une et deux composantes.
2.1 Préliminaires
2.1.1 Hamiltonien d’interaction projeté dans un seul niveau de Landau
Dans la section 1.3.1, j’avais entamé l’étude des interactions en présence d’un champ magnétique en
introduisant les pseudopotentiels de Haldane et le potentiel d’interaction projeté dans un NL donné. Je
poursuis ici cette étude avec un bref rappel de la discussion sur les pseudopotentiels, suivi de la description
des opérateurs densité projetés qui nous serviront par la suite.
On suppose ~ωc À e2/(4pi²lB ), de telle sorte que les NLs inférieurs au dernier NL partiellement rempli
sont remplis et « inertes ». Sous cette condition les états à deux corps sont indicés par leur NL n, leur
moment cinétique total M et leur moment cinétique relatif m. En utilisant le projecteur sur le n-ième NL∑
M ,m |n,M ,m〉〈n,M ,m| = 1 on peut réécrire tout potentiel d’interaction V (r ) invariant par translation selon
Vn(r )=
∑
m,m′
∑
M ,M ′
〈r|n,M ,m〉〈n,M ,m|V |n,M ′,m′〉︸ ︷︷ ︸
=V (n)m δm,m′δM ,M ′
〈n,M ′,m′|r〉 = ∑
m,M
V (n)m |〈r|n,M ,m〉|2 , (2.1)
où l’égalité
〈n,m|V |n,m′〉 =V (n)m δm,m′δM ,M ′ (2.2)
découle de l’invariance supposée du potentiel d’interaction vis-à-vis des rotations. Les coecients V (n)m =
〈n,M ,m|V |n,M ,m〉 sont les pseudopotentiels de Haldane, que l’on a déterminés dans le plus bas NL dans
le chapitre 1.
Dans l’espace réel le potentiel projeté est donc une combinaison linéaire des densités de probabilité des
orbites de Landau, dont les poids sont les pseudopotentiels correspondants.
Le tracé de l’interaction de Coulomb projetée dans les deux plus bas NLs, sur la figure 2.1a, montre que
la projection dans un NL en adoucit la partie courte portée. Dans le plus bas NL, c’est la répulsion à courte
distance qui stabilise l’état de Laughlin, lequel est l’état fondamental d’une interaction de « cœur dur » (voir
section 1.3). On voit apparaître des plateaux dans l’interaction projetée dans les NLs excités, qui induisent
une diérence qualitative avec le potentiel de Coulomb pur et favorisent des états appariés. Des exemples de
tels états appariés, qui profitent du plateau du potentiel eectif du second NL pour rapprocher les particules
par paires, sont présentés dans la suite.
Hamiltonien projeté Dans l’approximation du jellium, présentée dans l’annexe B, le potentiel d’interaction
coulombien dans l’espace réciproque s’écrit
VJellium =
1
2A
∑
q
v(q)
[
ρ(−q)ρ(q)−δq,0
]
; (2.3)
où v(q)= 2pi/q est la transformée de Fourier du potentiel de Coulomb,
ρ(q)=
∫
e− iq·rρ(r)dr= 1
A
∑
k
c†(q+k)c(k) (2.4)
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(a) Potentiel coulombien projeté
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Figure 2.1 Potentiel d’interaction coulombien projeté dans les deux plus bas NLs, et pseudopotentiels associés.
Le potentiel projeté dans le n-ième NL présente n minimas locaux, et tendent tous vers le potentiel de Coulomb
Vc (r )= 1/r à grande distance.
la transformée de Fourier de l’opérateur densité ρ(r)=ψ†(r)ψ(r), et A désigne l’aire du système. La restriction
à un seul NL est obtenue en projetant ρ(q) dans le plus bas NL. Le hamiltonien projeté s’obtient, comme
le potentiel de Coulomb projeté, en utilisant la relation de fermeture de la base des orbites de Landau, puis
en ne gardant que les termes correspondants au NL qui nous intéresse. On développe cette procédure dans
la jauge de Landau – dans laquelle les états propres du hamiltonien s’écrivent |n,k ′y 〉 – pour des raisons
pratiques qui apparaîtront lors des calculs Hartree-Fock à venir
ρn(q)=
∑
k
∑
k ′y ,k ′′y
〈n,k ′y |q+k〉〈k|n,k ′′y 〉c†n,ky cn,k ′y . (2.5)
Après quelques manipulations algébriques, fastidieuses mais qui ne présentent pas de diculté, on obtient
(correction de l’exercice 9.1 de la référence [Yos02])
ρn(q)= Fn(q)
∑
k
e− iqykl
2
B c†
k+ qx2
ck− qx2 , (2.6)
où ck est une abbréviation pour cn,k ,
Fn(q)= Ln
(
q2l2B
2
)
e−
q2l2B
4 (2.7)
est le facteur de forme du n-ième NL, et Ln désigne les polynômes de Laguerre définis dans la section 1.2.2.
On définit généralement l’opérateur
ρ(q)=∑
k
e− iqykl
2
B c†
k+ qx2
ck− qx2 (2.8)
que l’on appelle, par métonymie, opérateur densité projeté. En utilisant celui-ci le hamiltonien projeté dans
le n-ième NL s’écrit finalement
V = 1
2A
∑
q
vn(q)
[
ρ(−q)ρ(q)−δq,0
]
; (2.9)
où l’on a introduit le potentiel d’interaction eectif dans le n-ième NL
vn(q)= v(q)
[
Fn(q)
]2 (2.10)
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qui absorbe le facteur de forme Fn(q).
On appelera hamiltonien projeté dans le n-ième NL l’opérateur (2.9), cependant il faut garder en mémoire
que c’est un abus de langage dans la mesure où la projection du hamiltonien d’interaction (2.3) dans le n-
ième NL donne
Vproj. = 1
2A
∑
q
v(q)
[
Pnρ(−q)ρ(q)Pn −δq,0
]
(2.11)
qui est diérent de (2.9) car
Pnρ(−q)ρ(q)Pn 6=Pnρ(−q)PnPn︸ ︷︷ ︸
=Pn
ρ(q)Pn = ρn(−q)ρn(q). (2.12)
Dans la littérature relative à l’EHQF, la référence au hamiltonien projeté est en réalité un abus de langage,
car c’est l’opérateur densité qui est projeté dans un NL donné, et la projection d’un opérateur au carré est
diérente du carré d’un opérateur projeté.
La forme (2.9) du hamiltonien d’interaction projeté dans le n-ième NL nous sera très utile pour les
calculs Hartree-Fock à l’aide desquels on détermine l’énergie des cristaux de Wigner en champ magnétique.
2.1.2 Le « shift » topologique
Lors de l’introduction de la fonction de Laughlin dans la section 1.3, on a montré que celle-ci décrit,
à la limite thermodynamique, un système à remplissage ν = 1/3. Dans le cas d’un nombre fini d’électron
N et sur les surfaces de genre zéro, il existe un décalage, ou « shift », entre le rapport N/NB et le facteur
de remplissage ν. D’autres géométries telles que le tore ne présentent pas ce shift, mais elles ne seront pas
considérées dans ce manuscrit. On a vu dans la section 1.2.2 que le nombre de quanta de flux est égal
au moment cinétique individuel maximal, or le moment cinétique individuel d’une particule est donné par
l’exposant de sa position complexe dans la fonction d’onde. Dans le cas de la fonction de Laughlin (1.101)
cet exposant maximum vaut NB = 3(N −1) = ν−1N −3. On définit le shift δ d’une fonction d’essai par la
relation
NB = ν−1N +δ. (2.13)
Celui de la fonction de Laughlin vaut donc δL =−3, et celui des autres fonctions d’essai sera calculé de la
même manière, par comptage des exposants maximums des positions complexes.
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2.2 États de Halperin
B. Halperin.
Les états de Halperin [Hal83b] sont la généralisation de l’état de Laughlin (1.101) aux
systèmes multicomposantes. Un système est dit multicomposante lorsque les électrons pos-
sèdent des degrés de liberté supplémentaires à ceux qui décrivent les translations dans
le plan ; par exemple le spin, l’indice de couche d’une bicouche, la sous-bande d’un puits
large, ou encore la vallée dans le graphène. Dans ce manuscrit on néglige le spin, et se-
ront considérés les cas de la bicouche et du puits large. Ils amènent un degré de liberté
supplémentaire par rapport à ceux du plan, qui sera décrit par un pseudospin σ.
Les fonctions de Halperin à deux composantes décrivent un système dans lequel N↑ (resp. N↓) électrons
ont ↑ (resp. ↓) pour pseudospin, et s’écrivent
Ψ(m↑m↓n)
(
[z]
)=A [Φ(m↑m↓n)([z])|↑ . . . ↑︸ ︷︷ ︸
N↑
↓ . . . ↓︸ ︷︷ ︸
N↓
〉
]
(2.14)
où A est l’opérateur d’anti-symétrisation, et [z] = (z1, . . . ,zN ) désigne l’ensemble des positions complexes.
La partie orbitale Φ est un produit de facteurs de Jastrow tels que ceux qui apparaissent dans la fonction de
Laughlin
Φ(m↑m↓n)
(
[z]
)= ∏
j<k
(
z j − zk
)m↑
︸ ︷︷ ︸
=Jm↑↑↑
∏
α<β
(
zα− zβ
)m↓
︸ ︷︷ ︸
=Jm↓↓↓
∏
l ,γ
(
zl − zγ
)n
︸ ︷︷ ︸
=Jn↑↓
, (2.15)
où les produits de positions avec des indices latins (z j , zk et zl ) se font sur 1,N↑, et ceux d’indices
grecques (zα, zβ et zγ) sur N↑+1,N. La notation Jpσσ′ introduite dans l’équation (2.15) indique les facteurs
de Jastrow, omniprésents dans les fonctions d’essai de l’EHQF. Dans toute la suite on fera régulièrement un
raccourci de langage en amalgamant les fonctions de Halperin Ψ à leurs parties orbitales Φ.
Les paramètres m↑, m↓ et n décrivent les corrélations entre électrons de même pseudospin (m↑ et m↓)
et entre électrons de pseudospin opposé (n). Comme pour la fonction de Laughlin, le principe de Pauli
interdit les valeurs paires de m↑ et m↓.
Facteur de remplissage Le facteur de remplissage correspondant à un jeu de paramètres (m↑ m↓ n) est
déterminé comme dans le cas mono-composante, en utilisant le fait que la puissance maximal d’une variable
correspond au nombre de quanta de flux NB . On trouve(
N↑−1
)
m↑+N↓n =NB (2.16)
et (
N↓−1
)
m↓+N↑n =NB . (2.17)
Ceci se réécrit, en notation maticielleNB
NB
=
m↑ n
n m↓
N↑
N↓
−
m↑
m↓
 , (2.18)
et s’inverse comme suit
N↑ =
m↓−n
m↑m↓−n2
(
NB +m↑
)
, N↓ =
m↑−n
m↑m↓−n2
(
NB +m↓
)
. (2.19)
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Le nombre de particules N est donc relié au nombre de quanta de flux NB par
N =N↑+N↓ =
m↑+m↓−2n
m↑m↓−n2
NB +
2m↑m↓−n(m↑+m↓)
m↑m↓−n2
(2.20)
soit
NB =
(
m↑+m↓−2n
m↑m↓−n2
)−1
︸ ︷︷ ︸
=ν−1
N −2m↑m↓−n(m↑+m↓)
m↑+m↓−2n︸ ︷︷ ︸
=δ
. (2.21)
Dans cette expression on identifie le facteur de remplissage
ν(m↑m↓n) =
m↑+m↓−2n
m↑m↓−n2
, (2.22)
et le shift
δ(m↑m↓n) =−
2m↑m↓−n(m↑+m↓)
m↑+m↓−2n
, (2.23)
toujours par identification avec la définition du shift (2.13).
Enfin on note que dans le cas symétrique m↑ =m↓ =m, le facteur de remplissage vaut
ν(mmn) = 2
m+n (2.24)
et le shift vaut simplement δ(mmn) =−m.
Dans la suite, une attention particulière sera accordée à la fonction de Halperin Ψ(331) pour des raisons
qui apparaîtront ensuite. Elle correspond à un remplissage demi-entier des NLs et a pour shift −3. Ses
fonctions de corrélations, tracées sur la figure 2.2, montre qu’elle décrit un état dans lequel les électrons de
spin opposé s’évitent de manière moins prononcée que les électrons de spin identique.
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Figure 2.2 Fonction de corrélation de l’état de Halperin (331) pour N = 10 électrons, sur la sphère. Le trou de
corrélation est plus important entre électrons de même spin (g↑↑ et g↓↓) qu’entre électrons de spins opposés
(g↑↓). Dans le secteur inter-composante, g↑↓ est aussi la fonction de corrélation d’un système polarisé à ν = 1
donnée par l’équation (1.116), tandis que dans le secteur intra-composante , g↑↑ = g↓↓ est identique à la fonction
de corrélation de l’état de Laughlin (1.103).
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Cas particuliers Les fonctions de Halperin décrivent des états propres de Sz , mais qui ne sont états
propres de S2 en général. Deux exceptions notables sont
— la séquence m↑ =m↓ = n, qui décrit simplement un état de Laughlin agrémenté d’une structure
spinorielle. L’antisymétrie de la partie spatiale impose la symétrie de la partie spinorielle : ce sont
des états complètement polarisés, et donc S2Ψ(mmm) = N (N + 1)Ψ(mmm), où N est le nombre
d’électrons.
— les valeurs m↑ =m↓ =m = n+1. Dans ce cas on peut réécrire les fonctions de Halperin comme
Φ(mmn) = J2× J↑↑× J↓↓ (2.25)
c’est-à-dire le produit d’un polynôme symétrique J2 =∏i< j<N (zi − z j )2 qui fait intervenir toutes les
positions, et de deux déterminants de Slater J↑↑ =∏i< j≤N↑ (zi − z j ) et J↓↓ =∏i< j≤N↓ (zα− zβ), un
pour chaque espèce de spin. En vertu du principe de Pauli, la partie spinorielle doit donc être un
singulet, qui vérifie S2Ψ(mmn) = 0.
L’état de Halperin (331) n’appartient pas à ces deux séquences, il n’est donc pas état propre de S2 et
en tant que tel ce n’est pas un bon candidat pour l’état fondamental d’une interaction SU(2)-symétrique. En
revanche il peut être pertinent pour une bicouche ou un puits large dont l’interaction eective n’a pas la
symétrie SU(2).
Quasi-particules On a vu lors de la présentation de la fonction de Laughlin (section 1.3) que le quasi-trou
en z0 est obtenu par insertion virtuel d’un quantum de flux, décrit par la multiplication de la fonction d’onde
par un facteur
∏
j (z j − z0). Il y a deux équivalents pour les fonctions de Halperin, un par secteur de spin.
Le quasi-trou de spin ↑ s’écrit par
Ψq.t.↑(z0)=
N↑∏
j=1
(z j − z0)×Ψ(m↑m↓n) (2.26)
Les orbites des électrons de pseudospin ↑ sont augmentées d’une unité par l’insertion du quantum de flux.
Ceci a pour eet d’exclure ν↑ charges du système ; le quasi-trou de spin ↑ a donc une charge eν↑. 1 Les
remplissages partiels ν↑↓ s’obtiennent à partir de l’équation (2.19), ils valent
ν↑ =
m↓−n
m↑m↓−n2
, ν↓ =
m↑−n
m↑m↓−n2
. (2.27)
Interaction modèle L’interaction modèle dont l’unique état fondamental est la fonction de Halperin d’in-
dices (m↑m↓n) est construite sur le modèle de celle qui génère l’état de Laughlin, donnée par l’équa-
tion (1.102). L’interaction modèle de la fonction de Halperin n’est pas invariante par rotation dans l’espace de
(pseudo)spin, on doit donc en spécifier les pseudopotentiels dans les diérents secteurs
V ↑↑m =∆c.d. si m <m↑
V ↓↓m =∆c.d. si m <m↓
V ↑↓m =∆c.d. si m < n
= 0 sinon. (2.28)
Numériquement, on diagonalise cette interaction modèle pour générer l’état de Halperin correspondant.
1. Un traitement des quasi-trous par le biais de l’analogie plasma permet de plus de connaître la répartition de cette charge sur
les deux composantes (voir [SP08], section 5.4).
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2.3 Liquide de Fermi de fermions composites et états ap-
pariés
La compréhension de l’EHQF bénificie grandement de l’existence de la théorie des fermions composites
(FCs). Ces particules eectives ont été introduites par Jain en 1989 [Jai89] ; il les définit lui-même comme « un
état lié d’un électron avec un nombre pair de vortex quantifiés » [Jai07]. Schématiquement, les FCs sont des
électrons qui transportent une partie du flux magnétique – les vortex quantifiés – et ne ressentent que le
champ magnétique, amoindri, qu’ils n’« absorbent » pas. Le champ magnétique eectif ressenti par les FCs
peut correspondre à un remplissage entier des NLs, dans ce cas les FCs présentent l’EHQE. L’EHQF est alors
interprété comme un EHQE de FCs.
Un cas qui nous intéresse particulièrement est celui du demi-remplissage des NLs, car alors les FCs
capturent l’intégralité du flux magnétique. Les FCs peuvent ainsi être vus comme des particules dans
un champ magnétique eectif nul. Dans ce cas il y a compétition entre un liquide de Fermi (métal de
FCs) [JSI+89, WPR+90, WRWP93, HLR93], et des état appariés (supraconducteur de FCs) qui peuvent éven-
tuellement être favorisés par les interactions résiduelles entre FCs [WES+87, GWW91, MR91, HR88]. L’issue de
cette compétition semble donner le liquide de Fermi de fermions composites (LFFCs) vainqueur dans le plus
bas NL, et l’état apparié triplet dans le second NL.
2.3.1 Fermions composites
J. Jain.
La théorie des FCs produit des généralisations de la fonction d’onde de Laughlin (1.101),
et elle est centrée sur l’attachement fictif d’une partie du flux magnétique aux positions
des électrons. Cette théorie est construite comme suit.
On commence par écrire la fonction d’onde d’un NL rempli, qui est le déterminant de
Slater des orbites de Landau (1.53). Toujours avec la mesure d’intégration (1.98) – qui déleste
les fonctions d’ondes des termes gaussiens et des facteurs de normalisation – on obtient
Ψν=1 (z1, . . . ,zN )= 1p
N !
det

z01 . . . z
0
N
...
. . .
...
zNB−11 . . . z
NB−1
N
=∏i< j(zi − z j ). (2.29)
Au vu de cette expression, on remarque que la fonction d’onde de Laughlin (1.101) peut s’écrire
ΨL(z1, . . . ,zN )=Ψν=1(z1, . . . ,zN )×
∏
i< j
(zi − z j )2p , (2.30)
où 2p+1= ν−1. La fonction de Laughlin peut donc s’interpréter comme la fonction d’onde d’un NL rempli,
moyennant la présence du terme ∏
k
(z j − zk )2p , (2.31)
qui décrit un vortex et produit une variation de phase de 2p×2pi lorsqu’une particule fait un tour complet
autour d’une autre. Ces vortex sont topologiquement équivalents à ceux produits par l’insertion de 2p quanta
de flux en chaque position zi .
Pour comprendre cette dernière armation, je rappelle que dans la section 1.2.3, on a vu qu’un potentiel
vecteur
Aφ = 2pφ0
2pi
∇rθ(r− rk ) (2.32)
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rend compte de la présence d’un flux magnétique 2pφ0 localisé en rk , Bφ = φδ(r− rk )ez . Sous réserve
que l’insertion du flux soit adiabatique, les fonctions d’ondes sont multipliées par un facteur e− iθ(r−rk )2p .
L’attachement de flux magnétique aux positions de tous les électrons est donc décrit par le potentiel vecteur
a= 2pφ0
2pi
∇r
∑
k
θ(r− rk ). (2.33)
Ce potentiel vecteur a pour eet de multiplier la fonction d’onde du jème électron par un facteur
e− i2p
∑
k θ(r j−rk ) =∏
k
(
z j − zk
|z j − zk |
)2p
(2.34)
L’équivalence topologique entre ce terme et le vortex (2.31) est alors apparente. Néanmoins, alors que le
terme (2.34) n’adjoint qu’une phase à la fonction d’onde, les facteurs de Jastrow (2.31) représentent de plus
l’annulation du module de la fonction d’onde lorsque z j − zk → 0.
Forts de ces observations, nous pouvons construire la fonction d’onde des N FCs comme suit.
1. On considère ν∗ NLs remplis, et on note Ψν∗ la fonction d’onde à N corps correspondante. Le
nombre de quanta de flux associé vaut NB∗ = N/ν∗. Ces NLs virtuels seront appelés niveaux Λ
(NΛs) par la suite, pour les distinguer des NLs réels.
2. On attache 2p quanta de flux à chaque particule,
Ψν∗ (z1, . . . ,zN ) 7−→Ψν∗ ×
∏
j ,k
(
z j − zk
|z j − zk |
)2p
(2.35)
Cette opération ajoute N ×2p quanta de flux.
3. On « étale » les quanta de flux attachés aux électrons 2, qui créent des vortex (2.31) dans la fonction
d’onde, et l’on suppose le processus adiabatique. Cette étape permet de répartir uniformément le
flux magnétique introduit à l’étape précédente. La fonction d’onde devient
Ψν∗ ×
∏
j ,k
(
z j − zk
|z j − zk |
)2p
7−→Ψν∗ ×
∏
j ,k
(
z j − zk
)2p (2.36)
et le champ magnétique B =B∗+2pnφ0.
4. Si l’on a initialement considéré plusieurs NLs remplis, la fonction d’onde finale contient des compo-
santes non-analytiques et n’appartient donc pas au plus bas NL. On projette la fonction d’onde dans
le plus bas NL à l’aide de l’opérateur PPBNL déjà présenté dans la section 1.3.
La fonction d’onde des FCs qui peuplent ν∗ NΛs, et captent chacun 2p quanta de flux, est donnée par
ΨFCs =PPBNL
[
Ψν∗ ×
∏
j ,k
(
z j − zk
)2p] . (2.37)
Du décompte du nombre de quanta de flux NB = N/ν∗±2pN , on peut déduire que cette fonction d’onde
décrit un système à un facteur de remplissage
ν= N
NB
= ν
∗
2pν∗±1 ; (2.38)
2. Un traitement rigoureux de cet étape a été proposé par Lopez et Fradkin [LF91]. Pour l’introduire on remarque que
le potentiel vecteur (2.34) décrit une transformation de Chern-Simons, car il modifie les opérateurs de création selon ψ(r) =
exp
(− i2p ∫ dr′θ(r− r′)ρ(r′))ψCS(r), où ρ est l’opérateur densité. Lopez et Fradkin ont montré que la fonction d’onde des FCs s’obtient
en opérant une transformation de Chern-Simons sur le hamiltonien cinétique, suivie d’un traitement de champ moyen de la densité.
Dans cette théorie l’étalement du flux est induit par les fluctuations de densité autour de la valeur moyenne (voir la référence [MS03]
pour une explication pédagogique).
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le signe - dans le dénominateur traduit la possibilité d’introduire des quanta de flux opposés au champ
magnétique eectif B∗ ; notons que toutes les fractions (2.38) ont un dénominateur impair. L’ensemble des
valeurs du facteur de remplissage (2.38) correspondant à ν∗ ∈N est appelée séquence de Jain. Inversement,
on note qu’on a
ν∗ = ν
2pν∓1 . (2.39)
Les FCs sont soumis à un champ magnétique résiduel B∗ =±N/ν∗ = B ∓2pnφ0, et aux NΛs sont associés
des gaps cyclotrons eectifs ~ω∗c = ~ eB
∗
m . Moyennant l’introduction de ces quantités, les FCs remplissent un
nombre entier de NΛs, et l’EHQF d’électrons est assimilé à l’EHQE de FCs. Cependant, le gap ~ω∗c n’est pas
proportionnel à
p
B comme il conviendrait pour l’EHQF, où dominent les interactions, mais à B . Cette erreur
est la conséquence d’une image naïve de la théorie de Chern-Simons. L’estimation des gaps énergétiques des
fermions composites nécessite un travail plus approfondi qui est présenté dans la référence [MS03].
La relation (2.39) montre que pour ν= 1/2 et p = 1, ν∗→∞, et donc B∗ s’annule. Le demi-remplissage
d’un NL est donc un cas particulier, car le champ magnétique eectif ressenti par les FCs vaut zéro. Deux
scénarios sont alors vraisemblables, soit les FCs forment un liquide de Fermi, soit les interactions résiduelles
entre FCs favorisent l’appariement de ceux-ci dans un état analogue à celui d’un supraconducteur. Plus
généralement, l’annulation du champ magnétique eectif est également possible à tous les facteurs de
remplissage qui sont des inverses d’entiers pairs ν= 1/(2p). Les FCs portent alors 2p quanta de flux chacun.
2.3.2 Fermions composites indépendants : Liquide de Fermi de fermions
composites
Aux facteurs de remplissage inverses d’entiers pairs, ν = 1/(2p), l’annulation du champ magnétique
eectif fait du vecteur d’onde k un bon nombre quantique pour les FCs. On peut alors leur associer une
surface de Fermi dont le vecteur d’onde de Fermi est donné par (n est la densité de FCs, qui est égale à la
densité d’électrons)
n =
∫ kF
0
d2k
2pi2
= k
2
F /2
2pi
=⇒ kF =
p
4pin, (2.40)
soit
p
2 fois le vecteur d’onde de Fermi d’un liquide de Fermi standard, à la même densité. Ce facteur
multiplicatif provient de la dégénérescence de spin, qui est levée pour les FCs. Historiquement l’intérêt de
cet état apparu après l’observation par Jiang et ses collaborateurs d’une anomalie dans la conductance à
ν = 1/2, en 1989 [JSI+89]. À ce remplissage, la résistance longitudinale présente un creux, qui ne tend pas
vers zéro lorsque la température décroît, et qui ne coïncide pas avec un plateau dans la résistance de Hall.
Ce fait suggère un état de type métallique, dont l’existence a été confirmée par des mesures expérimentales
du vecteur d’onde de Fermi [WPR+90, KSP+93, GSJ94], celui-ci coïncide avec (2.40).
Dans la fonction d’onde des FCs (2.37), le terme Ψν∗ décrit ν∗ NΛs remplis de FCs. La fonction d’onde
de liquide de Fermi de fermions composites (LFFC) est obtenue en remplaçant ce terme par la fonction
d’onde d’un liquide de Fermi, c’est-à-dire un déterminant de Slater d’ondes planes
ΨFermi(z1, . . . ,zN )= det
(
e− ik j ·rk
)
= det
(
e−
ik j zk
2
)
×det
(
e−
ik j zk
2
)
(2.41)
où l’on a utilisé k · r= (kz+kz)/2, avec k = kx + iky . La fonction d’onde du LFFC s’écrit donc
ΨLFFC(z1, . . . ,zN )=PPBNL
[
det
(
e−
ik j zk
2
)
×det
(
e−
ik j zk
2
)
×∏
j ,k
(
z j − zk
)2p] . (2.42)
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D’après l’expression du projecteur dans le plus bas NL PPBNL : z 7−→ 2∂z , on obtient
ΨLFFC(z1, . . . ,zN )= det
(
e− ik j ∂zk
)
×det
(
e−
ik j zk
2
)
×∏
j ,k
(
z j − zk
)2p . (2.43)
Halperin, Lee et Read étudièrent cet état et montrèrent que la compressibilité correspondante s’écrit [HLR93]
κ(q) '
q¿kF
1
v(q)+ 2pim0
(
1+ (2p)26
) , (2.44)
où m0 fait référence à la masse nue de l’électron. Dans le cas de l’interaction de Coulomb v(q)= 2pi/q la
compressibilité s’annule donc linéairement. À l’inverse, dans les états de Hall quantiques, la compressibilité est
nulle à tous les vecteurs d’ondes, c’est même la condition nécessaire à l’apparition de l’eet Hall quantique,
qui a été évoquée dans la section 1.2.3. Ainsi le LFFC ne présente pas l’eet Hall quantique parce que c’est
un état compressible ; ceci est dû à la présence d’exitations non gappées aux petits vecteurs d’onde.
2.3.3 Appariement triplet des fermions composites : état pfaen de
Moore et Read
N. Read.
Les interactions résiduelles entre FCs ne sont pas simples à déterminer. Pour les élec-
trons, une interaction eective attractive médiée par les ions du réseau sous-jacent peut
induire l’appariement dans un état de type BCS. Pour les FCs, un appariement semblable est
possible ; il n’est pas dû au réseau ionique mais à la forme particulière de l’interaction de
Coulomb projetée dans un NL donné. L’état apparié – dit état pfaen ou tout simplement
pfaen – fut introduit par G. Moore et N. Read en 1991 [MR91] dans un article fondateur
qui établit un pont entre les fonctions d’essai de l’EHQF et les corrélateurs en théorie des
champs conformes. Cependant je m’appuie sur une monographie de M. Greiter [Gre11],
basée sur une approche diérente de celle de Moore et Read, pour la présentation qui suit.
Celui-ci avait également introduit l’état pfaen avec Wen et Wilczek la même année [GWW91], indépen-
damment de Moore et Read, mais il n’avait pas remarqué la statistique non-abélienne des quasi-particules
correspondantes.
Pour établir l’analogue de l’état BCS pour les FCs, commençons par déterminer l’expression de la fonction
d’onde BCS à N corps dans l’espace réel. Le vecteur d’état d’une paire de Cooper s’écrit [AS10]
|BCS〉 =∏
k
(
uk + vkc†k↑c†−k↓
)
|0〉∝∏
k
(
1+ vk
uk
c†k↑c
†
−k↓
)
|0〉 (2.45)
où |0〉 désigne l’état vide d’électrons. L’utilisation de l’identité
(
1+αc†k↑c†−k↓
)
|0〉 = exp
(
αc†k↑c
†
−k↓
)
|0〉, et
l’introduction de l’opérateur de création de paire
d† =∑
k
vk
uk
c†k↑c
†
−k↓ (2.46)
permet de réécrire l’état BCS comme un état cohérent
|BCS〉 = ed† |0〉. (2.47)
Celui-ci n’est pas état propre de l’opérateur nombre de paires Nˆp = d†d , mais de l’opérateur phase θˆ défini
par d = e− iθˆ
√
Nˆp . De par le fait que la phase et le nombre de paires sont canoniquement conjugués,
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[Nˆp , θˆ]= i, on peut projeter l’état BCS sur l’espace des états à Np paires
|Np〉 =
∫ 2pi
0
dθ
2pi
e− iθNp |BCS〉
=
∫ 2pi
0
dθ
2pi
e− iθd
†d ed
† |0〉
=
(
d†
)Np
Np !
|0〉
(2.48)
En transcrivant l’opérateur de création de paire dans l’espace réel
ckσ =
∫
dre ik·rψσ(r) =⇒ d† =
∫
dr1dr2
∑
k
vk
uk
e ik·(r1−r2)︸ ︷︷ ︸
ϕp (r1−r2)
ψ†↑(r1)ψ
†
↓(r2) (2.49)
on introduit la fonction d’onde de paire ϕp . La généralisation à Np paires
|Np〉 =
∫
dr1 . . . drN ϕp (r1− r2) . . .ϕp (rN−1− rN ) ψ†↑ (r1)ψ†↓ (r2) . . .ψ†↓ (rN ) |0〉 (2.50)
donne la fonction d’onde suivante
ΨNp (r1, . . . ,rN )= 〈r1 . . .rN |Np〉 = Pf
[
ϕp
(
r j − rk
)]
(2.51)
où le pfaen Pf d’une matrice 2N ×2N antisymétrique M est défini par
Pf(M)= 1
2NN !
∑
p∈σ2N
ε(p)
N∏
i=1
Mp(2i−1),p(2i ) , (2.52)
où σ2N désigne le groupe des permutations à 2N éléments, et ε(p) est la signature de la permutation
p . Concrètement, le pfaen assure l’antisymétrie de la fonction d’onde lors de l’échange de particules
appartenant à des paires diérentes, tout en laissant la symétrie de la fonction ϕp inchangée.
Dans le cas des FCs appariés, qui sont décrits par la fonction d’onde
Ψ (z1, . . . ,zN )= Pf
[
ϕp
(
r j − rk
)] ∏
j<k
(
z j − zk
)2p , (2.53)
plusieurs contraintes aectent la forme de la fonction de paire ϕp :
— on s’intéresse d’abord à l’appariement dans le secteur de spin triplet. Ainsi, la partie spinorielle de
la fonction d’onde de paire est symétrique, la partie spatiale ϕp doit donc être antisymétrique pour
assurer la statistique fermionique.
— la contrainte d’analyticité du plus bas NL interdit la présence de positions conjuguées, i.e. ϕp (r1− r2)
est une fonction de z1− z2 uniquement.
— dans la mesure où l’exposant maximal des positions complexes dans la fonction d’onde est limité
par le nombre de quanta de flux, le terme d’appariement ϕp ne doit pas augmenter ces exposants
car autrement le facteur de remplissage serait changé.
Les solutions ont la forme
ϕp (z1− z2)=
(
1
z1− z2
)2n+1
n ∈N (2.54)
avec la contrainte n < ν−1 pour assurer la normalisabilité de la fonction d’onde (2.51). À demi-remplissage,
seul le le choix n = 0 est acceptable. Dans les autres cas (ν−1 = 2p), on utilisera également l’expression de la
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fonction d’onde de paire de CFs (2.54) correspondant à n = 1, celui-ci correspond à l’appariement en onde
p , car la symétrie de la fonction de paire est identique à celle des orbitales p de l’atomes d’hydrogène.
La fonction d’onde de l’état pfaen de Moore et Read s’écrit finalement
ΨPf (z1, . . . ,zN )= Pf
(
1
z j − zk
) ∏
j<k
(
z j − zk
)2p , (2.55)
et décrit un état à remplissage ν= 1/(2p)= 1/2,1/4,1/6, . . . dans lequel les électrons sont appariés.
Il est instructif de développer le pfaen
Pf
(
1
zi − z j
)
= 1
z1− z2
1
z3− z4
. . .
1
zN−1− zN
+permutations, (2.56)
soit pour la fonction d’onde (2.55)
ΨPf = (z1− z2)2p−1︸ ︷︷ ︸
1ère paire
(z1−z3)2p . . . (z1−zN )2p (z2−z3)2p . . . (z2−zN )2p (z3− z4)2p−1︸ ︷︷ ︸
2ème paire
(z3−z5)2p · · ·+permutations.
(2.57)
Les exposants dans les fonctions d’essais traduisent l’intensité des anti-corrélations entre électrons. On voit
que le pfaen, qui réduit ces exposants, a pour eet de rapprocher les électrons deux à deux. Dans le
premier terme du membre de droite de l’équation (2.57), le premier électron est apparié au second, le
troisième au quatrième, etc.
Le facteur de Jastrow étant pair, le pfaen doit nécessairement être une fonction impaire afin que (2.55)
soit fermionique. Le pfaen aecte les corrélations électroniques mais ne modifie pas le facteur de rem-
plissage à la limite thermodynamique. L’adjonction du pfaen au facteur de Jastrow produit donc bien une
fonction d’onde fermionique à ν= 1/(2p).
Interaction modèle Le comportement de la fonction d’onde (2.55) ne peut être spécifié uniquement
par son comportement lorsque deux particules sont approchées, comme c’était le cas pour les fonctions
d’essais présentées précédemment. En eet lorsque la distance entre deux particules α et β tend vers 0,
δz = zα− zβ→ 0, le terme dominant de fonction de Moore-Read (2.55) s’annule comme δ2pz
ΨPf ∝
δz→0
δ
2p
z . (2.58)
Ce comportement est incompatible avec une fonction d’onde fermionique. Par contre, les propriétés de la
fonction de Moore-Read lorsque trois particules sont rapprochées la spécifie complétement. Quelque soit le
choix des trois particules α, β, et γ, le terme dominant lorsque (zα− zβ)→ (zα− zγ)→ δz → 0 est donné
par
ΨPf ∝zα→zβ→zγ δ
3×2p−1
z . (2.59)
La fonction d’onde de l’état pfaen s’annule donc avec l’exposant (6p − 1) lorsque trois particules sont
approchées. Cette remarque sert de point de départ à la construction de l’interaction modèle qui a l’état
pfaen pour unique état fondamental. Celle-ci est une interaction de « paire dure », à trois corps, définie
par [GWW91]
V (r )=
N∑
i , j<k
∆
2p−1
i
[
δ(2)
(
zi − z j
)
δ(2) (zi − zk )
]
(2.60)
où ∆i =∇2i désigne le d’alembertien qui agît sur la i e position.
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L’état pfaen a un recouvrement important avec l’état fondamental de l’interaction de Coulomb, à
demi-remplissage du second plus bas NL. De plus, R. Morf a montré [Mor98] que ce recouvrement peut être
approché de l’unité en augmentant le pseudopotentiel V1 d’environ 10%. Les pseudopotentiels à deux corps
optimums pour l’état pfaen sont donc ceux de l’interaction de Coulomb projetée dans le second plus bas
NL, avec une répulsion à courte portée légèrement renforcée par rapport à l’interaction de longue portée, et
notamment le pseudopotentiel V3. L’état pfaen peut donc aisément être stabilisé dans les systèmes réels,
parce que les pseudopotentiels dièrent toujours légèrement de l’interaction de Coulomb à cause du mélange
des NLs, de la largeur finie du puits, des impuretés, et autres.
Notons qu’en pratique, on génére l’état pfaen numériquement en utilisant sa décomposition sur les
polynômes de Jack [BH08, BR09, TERB11a, TERB11b], bien moins gourmande en mémoire que la diagonalisation
de l’interaction modèle (2.60).
Quasiparticules Les quasi-particules de l’état Pfaen suscitent un intérêt énorme dans la communauté
scientifique, parce qu’elles sont non abéliennes. Cela signifie que les permutations des quasiparticules ne
changent pas seulement la phase de la fonction d’onde, mais en produisent une nouvelle qui ne restitue
pas la première lorsque l’on applique la permutation inverse. Ceci peut se voir en construisant explicitement
la fonction d’onde à quatre quasi-trous, puis en les permutant [Gre11]. Ce faisant on voit que la fonction
d’onde après permutation ne peut pas s’écrire comme le produit de l’état initial par un facteur de phase. Ces
excitations sont en réalité des fermions de Majorana ; le lecteur intéressé se référa à la revue de C. Nayak et
collaborateurs pour plus d’informations au sujet des excitations non abéliennes dans l’EHQF [NSS+08].
Shift La puissance maximale d’une position qui apparaît dans l’état pfaen est donnée par 2p(N −1)−1,
où le premier terme est simplement dû au facteur de Jastrow, tandis que le second (-1) est dû au pfaen
qui compense un terme du facteur de Jastrow. Comme le nombre de quanta de flux est égal à cet exposant
maximal, on a
NB = 2p︸︷︷︸
ν−1Pf
N −2p−1︸ ︷︷ ︸
δPf
. (2.61)
Le shift du pfaen est donc δPf =−2p−1.
2.3.4 État apparié singulet de Haldane et Rezayi
L’état pfaen de Moore-Read résulte de l’appariement des FCs dans le secteur de spin triplet. Avant eux
Haldane et Rezayi ont considéré un état apparié dans le secteur singulet [HR88]. Pour l’écrire on reprend la
fonction d’onde générale (2.53) de l’état de FCs appariés. De la même manière que pour l’état pfaen, la
contrainte d’analycité du plus bas NL et la symétrie dans l’espace de spin impose la forme suivante pour la
fonction de paire de CFs
ϕp (z1− z2)=
(
1
z1− z2
)2n
n ∈N (2.62)
à laquelle on doit adjoindre le spin singulet | ↑〉1| ↓〉2−| ↑〉1| ↓〉2. Le choix n = 0 correspond simplement à
une fonction d’onde de Laughlin bosonique complètement polarisée dans le plan, i.e. la fonction de Halperin
(222). On opte pour le choix n = 1, qui correspond à l’appariement en onde d , car un choix autre interdit la
normalisabilité de la fonction d’onde pour p = 1. La fonction d’onde s’écrit finalement [RH00]
ΨHR = Pf
[
| ↑〉 j | ↓〉k −| ↑〉k | ↓〉 j(
z j − zk
)2
] ∏
j<k
(
z j − zk
)2p . (2.63)
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En étudiant les états de bord associés à l’état de Haldane-Rezayi par la théorie des champs conformes [RR96,
MacR96], on peut montrer que les fonctions de corrélation correspondantes ont un comportement patho-
logique, elles divergent selon une loi de puissance. Cette divergence montre que cette fonction modèle est
compressible et ne sous-tend donc pas l’eet Hall quantique fractionnaire.
Pour l’interaction de Coulomb pure, cet état a une énergie plus importante que l’état de Moore-Read,
au moins dans les deux plus bas NLs (voir tableau 2.3). Notons que, bien que l’état de Haldane-Rezayi soit
défavorisé par l’énergie Zeeman, celui-ci est favorisé par une interaction amoindrie entre spins opposés. On
s’attend donc à ce que cet état soit pertinent dans une bicouche, car dans celle-ci les électrons de couches
diérentes intéragissent moins et l’énergie Zeeman est absente.
Interaction modèle L’état de Haldane-Rezayi est l’unique état fondamental d’une interaction modèle de
« cœur creux » dont les pseudopotentiels sont donnés par
V σσ
′
m =∆
(
0,1,1,1︸ ︷︷ ︸
m<2p
,0, . . .
)
∆ ∈R∗+. (2.64)
L’appariement singulet est permis par l’absence de coût énergétique V ↑↓0 pour les spins opposés de moment
cinétique relatif nul.
Shift Le comptage des exposants des positions dans la fonction de Haldane-Rezayi s’eectue de la même
manière que pour l’état de Moore-Read, on trouve δHR =−2p−2.
Fonction d’onde Fonction d’onde de paires ϕp Onde Spin
Halperin (2n+1,2n+1,2n−1) | ↑〉 j | ↓〉k +| ↑〉k | ↓〉 j
z j − zk
p Triplet, Sz = 0
Pfaen
| ↑〉 j | ↑〉k
z j − zk
p Triplet, Sz = 1
Haldane-Rezayi
| ↑〉 j | ↓〉k −| ↑〉k | ↓〉 j(
z j − zk
)2 d Singulet
Table 2.1 Les diérentes fonctions d’ondes de fermions composites (FCs) appariés. J’ai ajouté l’expression issue
de [GFN97] de la fonction d’onde de Halperin (2n+1,2n+1,2n−1), qui montre que celle-ci peut-être interprétée
comme un états de FCs appariés en onde p , dans le secteur triplet Sz = 0. La fonction d’onde à N corps est
construite à partir de la fonction de paire ϕp suivant Ψ= Pf
(
ϕp (z j − zk )
)∏
i< j (z j − zk )2n .
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2.4 Cristaux de Wigner
E. Wigner.
En 1934, Wigner introduisit un état fictif ayant vocation à donner une borne supérieure
pour l’énergie de corrélation d’un gaz d’électrons, dans le modèle du Jellium [Wig34] 3. Dans
cet état les électrons sont localisés aux nœuds d’un réseau, et forment donc un cristal, ils
minimisent ainsi leur énergie potentielle au dépens de l’énergie cinétique. Initialement outil
théorique, le cristal de Wigner est devenu réalité dans un système bidimensionnel d’élec-
trons déposé à la surface de l’Hélium superfluide en 1979 [GA79]. Dans cette expérience,
la température est toujours supérieure à la température de de Broglie, le régime quantique
n’est donc pas atteint et on parle de cristal de Wigner classique.
Pour stabiliser un cristal de Wigner, il faut augmenter l’énergie d’interaction par rapport
à l’énergie cinétique. Cela peut être fait en abaissant la densité. Cette voie n’a été couronnée de succès que
très récemment grâce à Huang qui a rapporté l’observation d’un cristal de Wigner dans le régime quantique
(en l’absence de champ magnétique) en 2013 [HPW13]. Un autre moyen de favoriser l’énergie d’interaction est
d’appliquer un champ magnétique. Dans ce cas, à remplissage partiel l’énergie cinétique est complètement
supprimée, et on s’attend à ce que les cristaux de Wigner soient pertinents pour la description de l’état
fondamental du système. Avant la découverte de l’EHQF, le cristal de Wigner était l’état fondamental attendu
pour un système bidimensionnel d’électrons (SBE) dans un NL partiellement rempli, quelque soit le facteur
de remplissage [FPA79, YF79]. Cependant, le cristal de Wigner ne permet pas de rendre compte de l’EHQF
observé à certains facteurs de remplissages, par exemple à ν= 1/3, où l’état de Laughlin a une énergie plus
basse et fournit une explication pour l’EHQF. Plus important encore, l’observation de l’EHQF implique un
état fondamental incompressible, comme nous l’avons vu précédemment, alors que le cristal de Wigner est
compressible grâce à ses phonons.
Le cristal de Wigner peut malgré tout être observé dans un SBE sous champ magnétique, mais seulement
à des facteurs de remplissage faibles ν < 1/5 [ADG+88] ou éventuellement entre les fractions « magiques »
auxquelles l’EHQF est stabilisé. Dans ce dernier cas on parle de « réentrance » de la phase isolante.
2.4.1 Cristaux de Wigner sous champ magnétique
En deux dimensions, un cristal peut s’arranger selon un des cinq réseaux de Bravais correspondants.
Le réseau bidimensionnel le plus général est le réseau monoclinique, il englobe les quatre autres réseaux
représentés sur la figure 2.3.
Ici le réseau est formé par l’action de la répulsion coulombienne qui tend à l’espacement entre électrons,
notamment à courte distance. On peut donc supposer que l’arrangement qui minimise l’énergie d’interaction
est celui qui maximise la distance entre premiers voisins à densité donnée. Le réseau triangulaire, qui est
le réseau le plus dense en deux dimensions, est donc favorisé. Néanmoins, on considérera également le
réseau carré, dans lequel la plus grande distance entre premiers voisins peut être compensée par la distance
plus faible entre seconds voisins. Le cristal de Wigner carré a une énergie plus basse que son alter-ego
triangulaire pour les densités électroniques importantes, ν' 1/2 (voir figure 2.8). Les réseaux plus généraux
que les réseaux triangulaires et carré ne sont pas pertinents dans la monocouche. En eet l’optimisation
énergétique du cristal de Wigner vis-à-vis des paramètres du réseau monoclinique mène toujours soit à un
réseau carré ou un réseau triangulaire. La situation est plus riche dans le cas de la bicouche ; pour cette
3. « If the electrons had no kinetic energy, they would settle in configurations which correspond to the absolute minima of the
potential energy. These are closed-packed lattice configurations, with energies very near to that of the body-centered lattice. Here,
every electron is very nearly surrounded with a spherical hole of radius rs , and the potential energy is smaller than in the random
configuration by the amount of 0.75e2/rs . This would be the sum of the correlation energy and that due to the Fermi hole. Since the
latter one is 0.458e2/rs , the maximum amount of the correlation energy is 0.292e2/rs . » E. Wigner, référence [Wig34], page 1010.
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Figure 2.3 Réseaux de Bravais bidimensionnels.
raison je présente les réseaux rectangulaires et rhombiques qui s’avéreront être pertinents dans les cristaux
bicouches alternés.
Réseau carré
La densité du réseau carré est reliée au facteur de remplissage par ν= n/nB , soit ν= 2pin en notant que
la densité de flux magnétique vaut nB = B/(h/e) = 1/(2pil2B ) = 1/(2pi), où nous utilisons lB = 1 désormais,
i.e. toutes les longueurs sont mesurées en lB . Le pas du réseau R0 est donc donné par
n = 1
R20
⇐⇒ R0 =
√
2pi
ν
(2.65)
et les vecteurs du réseau carré réciproque sont donnés par
qcarréi j =
p
2piν
(
iex + jey
)
. (2.66)
Réseau rectangulaire
Figure 2.4 Maille élémentaire du réseau rectan-
gulaire.
Extension naturelle du réseau carré, le réseau rectangulaire
est décrit par le paramètre de dilatation α par rapport au
réseau carré, qui correspond à α= 1. Les vecteurs de base du
réseau de Bravais sont
rrec.i j =R0
(
αiex + j
α
ey
)
. (2.67)
et les vecteurs du réseau rectangulaire réciproque sont donnés
par
qrec.i j =
p
2piν
(
i
α
ex +α jey
)
. (2.68)
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Réseau triangulaire
Figure 2.5 Maille élémentaire du réseau triangu-
laire et vecteurs de base du réseau réciproque.
Soient 
a1 =R0ex
a2 =R0
(
1
2
ex +
p
3
2
ey
)
(2.69)
les vecteurs de base du réseau triangulaire. Le pas du réseau
R0 est relié à la densité par
n = 1
A
= 2p
3
1
R20
⇐⇒ R0 =
√
4pip
3ν
. (2.70)
Les vecteurs de base a∗i du réseau réciproque sont définis par
ai ·a∗j = 2piδi j , soit
a∗1 =
2pi
R0
(
ex − 1p
3
ey
)
a∗2 =
2pi
R0
× 2p
3
ey
(2.71)
Un vecteur du réseau triangulaire réciproque a donc pour expression
qtriang.i j =
√p
3piν
[
iex +
(
2 jp
3
− ip
3
)
ey
]
. (2.72)
Réseau rhombique
Figure 2.6 Maille élémentaire du réseau rectan-
gulaire centré ou « rhombique ».
Le dernier réseau particulier à deux dimension est le ré-
seau rectangulaire centré ou « rhombique ». Ses vecteurs de
bases sont donnés par
a1 =αR0ex
a2 =R0
(
α
2
ex + 1
α
ey
) (2.73)
et les vecteurs du réseau réciproque sont donnés par
a∗1 =
2pi
R0
(
1
α
ex − α
2
ey
)
a∗2 =
2pi
R0
×αey
(2.74)
Dans le cas particulier α=
√p
3' 1,31, on trouve que les deux vecteurs de base ont des normes égales et
le réseau rhombique est confondu avec le réseau triangulaire.
Fonction d’onde du cristal de Wigner
La fonction d’onde la plus localisée entièrement contenue dans un seul NL qu’on puisse écrire est celle
d’un état cohérent par rapport à l’opérateur centre-guide Rˆ. Dans le plus bas NL elle est définie par
ΨR(r)= 〈r|e
Rp
2
b† |0,0〉 =
√
1
2pi
e
i
2 (yX−xY ) e−
1
4 (r−R)2 , (2.75)
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où b† = (z/2−2∂z)/sqr t2 est l’opérateur d’incrémentation du moment cinétique Lz , et la densité de proba-
bilité est une gaussienne centrée en R d’écart-type 1 (en unités de lB )
|ΨR(r)|2 = 1
2pi
e−
1
2 (r−R)2 . (2.76)
L’état à N -corps correspondant est un déterminant de Slater
ΨCW (r1, . . . ,rN )=
√
1
N !
det
(
ΨR j (ri )
)
, (2.77)
où R j sont les sites du réseau cristallin. Si on néglige le recouvrement entre les diérents états localisés 4,
on obtient la densité électronique suivante
〈ρ(r)〉 =
∫
dr2 . . . drN |Ψ (r1, . . . ,rN )|2 = 1
2pi
∑
j
e−
1
2
(
r−R j
)2
, (2.78)
dont la transformée de Fourier est
〈ρ(q)〉 =
∫
e− iq·r〈ρ(r)〉dr
= 1
2pi
∑
j
∫
e− iq·r e−
1
2
(
r−R j
)2
dr.
(2.79)
En complétant le carré
1
2
(
r−R j
)2+ iq · r= 1
2
(
r+ iq−R j
)2+ q2
2
+ iq ·R j (2.80)
on trouve
〈ρ(q)〉 = 1
2pi
×2pie− q
2
2
∑
j
e− iq·R j︸ ︷︷ ︸
=N∑ j δ(2)(q−Q j )
(2.81)
où Q j désigne les vecteurs du réseau réciproque. On a donc finalement
〈ρ(q)〉 =N e− q
2
2
∑
j
δ(2)
(
q−Q j
)
, (2.82)
et on en déduit
〈ρ(q)〉 = 〈ρ(q)〉e q
2
4 =N e− q
2
4
∑
j
δ(2)
(
q−Q j
)
(2.83)
pour l’opérateur densité projeté dans le plus bas NL, défini par l’équation (2.8).
Notons dès à présent que l’approximation qui consiste à négliger le recouvrement entre états localisés
voisins dans la fonction d’onde (2.75) du cristal de Wigner n’est plus valable à forte densité ν ' 1/2, et/ou
lorsque l’on considère un cristal fortement anisotrope, car alors les sites premiers voisins peuvent être très
proches. Les corrections à apporter dans ce cas de figure sont déterminées dans l’annexe D, et elles seront
par la suite intégrées à tous les calculs d’énergie des cristaux de Wigner rectangulaire et rhombiques à
ν= 1/2.
4. Dans le cristal de Wigner la densité de probabilité des états localisés est une gaussienne d’écart-type 1, tandis que les premiers
voisins sont distants de
p
2pi/ν<p4pi' 3.5 pour le réseau carré et
√
4pi/
p
3ν<
√
8pi/
p
3' 3.8 pour le réseau triangulaire, où la valeur
maximale est obtenue pour ν= 1/2. L’écart entre les états voisins est donc grand par rapport à leur étalement et on peut ainsi négliger
leur recouvrement, sauf à ν= 1/2, et notamment pour les cristaux anisotropes, ce cas particulier sera abondamment traité par la suite.
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Cristal de Wigner corrélé
Dans la fonction d’onde qui vient d’être introduite, la dépendance en la position d’une particule n’est
pas aectée par la position des autres particules. On peut écrire une fonction d’onde cristalline plus réaliste,
dans laquelle les positions des électrons sont corrélées
ΨCWC (r1, . . . ,rN )= e−
1
4
∑
j ,k
(
z j−R j
)
B j k(zk−Rk)ΨCW (z1, . . . ,zN ) (2.84)
où R j désigne les positions complexes des nœuds du réseau, et les coecients B j k sont des paramètres
variationnels. On peut les déterminer analytiquement en faisant un développement du potentiel d’interaction
autour des nœuds du réseau et en minimisant l’énergie obtenue. Lam et Girvin [LG84] ont eectué le
développement au 4e ordre en omettant le terme anharmonique d’ordre trois 5 ; le détail de leurs calculs,
absent de leur article, peut être trouvé dans la référence [CHM86]. Ils obtiennent pour l’énergie du cristal de
Wigner triangulaire
ECWC =−0,782 133
p
ν+0,2410ν 32 +0,16ν 52 (2.85)
tandis que la prise en compte du troisième ordre donne une correction −0,073ν 52 à cette énergie [EC90].
Ces expressions sont à comparer à l’énergie du cristal de Wigner triangulaire non corrélé [LWM84]
ECW =−0,782 133
p
ν+0,2909ν 32 +0,010ν 52 . (2.86)
Comme on peut le voir sur la figure 2.7, les corrections apportées par les corrélations sont minimes. Pour cette
raison, les corrélations du cristal de Wigner ne seront pas considérées dans ce manuscrit. Mentionons tout
de même le fait que la prise en compte des corrélations a permis à Lam et Girvin d’arbitrer la compétition
entre le liquide de Laughlin à ν = 1/7 et le cristal de Wigner en faveur de ce dernier, et ainsi d’expliquer
l’absence d’EHQF à ν= 1/7.
Notons aussi que, alors que les calculs d’énergie des cristaux de Wigner corrélés sont réalisables –
bien que lourds – dans le cas de l’interaction coulombienne pure, ils requièrent un temps prohibitif pour
les interactions eectives qui nous concernent. En eet le développement du réseau fait abondamment
intervenir des dérivées multiples du potentiel. Celles-ci ont une expression simple dans le cas de l’interaction
de Coulomb pure, mais dans le cas du puits large l’interaction (1.13) fait intervenir des intégrales numériques,
et la dérivation de celles-ci est exagérément épineuse.
Calculs Hartree-Fock
On s’intéresse à des états de type onde de densité de charge, dont la forme est déterminée par la
méthode de Hartree-Fock [Sén00]. À partir d’un état à un corps donné, la méthode de Hartree-Fock ore un
traitement auto-cohérent des interactions. On ne l’a pas appliquée aux états de Hall quantique fractionnaires
car ceux-ci sont des états fortements corrélés ; en tant que tels leur fonction d’onde ne peut s’écrire comme
un déterminant de Slater, or la méthode de Hartree-Fock n’est applicable qu’aux systèmes dont la fonction
d’onde est un simple déterminant de Slater d’états à un corps.
En utilisant la méthode de Hartree-Fock, plusieurs auteurs ont montré [YL83, MZ83] que l’onde de
densité de charge de plus basse énergie pour un SBE sous champ magnétique dans le plus bas NL est un
état quasi-identique au cristal de Wigner (2.75).
L’approximation de Hartree-Fock consiste en la substitution [GV05]
c†acbc
†
c cd 7−→ 〈c†acb〉c†c cd︸ ︷︷ ︸
Hartree
−〈c†acd 〉c†c cb︸ ︷︷ ︸
Fock
(2.87)
5. « ... the anharmonic contributions to the energy turn out to be very small. This is reasonable since at least for small ν, the
fluctuations ξi ; which are of the order of the magnetic length are much smaller than the nearest neighbor distance. »
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Figure 2.7 Énergie du cristal de Wigner triangulaire (CW), et du cristal de Wigner triangulaire corrélé (CWC),
dont l’expression est tirée de la référence [EC90]. À ν= 1/2 les valeurs sont ECW =−0,4484 et ECWC =−0,4525,
soit une correction d’environ 4×10−3 (en unités de e2/(4pi²lB )), ce qui correspond à un écart relatif de l’ordre
de 1%.
dans le hamiltonien d’interaction, où les valeurs moyennes sont prises dans un état test choisi au préalable,
le cristal de Wigner dans notre cas.
Dans cette approximation le hamiltonien (2.9) devient (voir la correction de l’exercice 9.3 de la réfé-
rence [Yos02] pour le calcul complet)
V = 1
2A
∑
q
vHFn (q)〈ρ(−q)〉ρ(q) (2.88)
où
vHFn (q)= vn(q)
(
1−δq,0
)︸ ︷︷ ︸
Pot. de Hartree
− vFn(q)︸ ︷︷ ︸
Pot. de Fock
= vn(q)
(
1−δq,0
)−2pi∑
p 6=0
vn(p)e
ip∧q. (2.89)
Le terme
(
1−δq,0
)
présent dans l’expression (2.89) du potentiel de Hartree-Fock tient compte de la neutralité
de charge du système dans le cadre du modèle du Jellium.
Calcul du potentiel de Fock
Le potentiel de Fock défini par l’équation (2.89) vaut
vFn(q)= 2pi
∑
p 6=0
vn(p)e
ip∧q = 2pi∑
p 6=0
v(p)
[
Ln
(
p2
2
)]2
e−p
2/2 e ip∧q. (2.90)
Dans la limite d’un système infini
vFn(q)=
∫ ∞
0
p
dp
2pi
v(p)
[
Ln
(
p2
2
)]2
e−
p2
2 J0(pq), (2.91)
où J0(x)=
∫ 2pi
0 dθe
ix sin(θ) désigne la première fonction de Bessel d’ordre 0.
On peut obtenir une expression explicite relativement simple pour l’interaction de Coulomb pure projetée
dans les plus bas NL [GLMS04], notamment
vF0 (q)= 2pi
√
pi
2
e−
q2
4 I0
(
q2
4
)
(2.92)
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et
vF1 (q)= 2pi×
1
8
√
pi
2
e−
q2
4
[(
q4−2q2+6) I0 (q2
4
)
−q4I1
(
q2
4
)]
, (2.93)
où I0 et I1 sont les fonctions de Bessel modifiées. L’énergie s’écrit finalement, dans l’approximation de
Hartree-Fock,
EHF = 〈V 〉 = 1
2A
∑
q
vHFn (q)
∣∣〈ρ(q)〉∣∣2 = N2
2A
∑
q
vHFn (q)e
− q22
∑
Q
δ(2)q,Q (2.94)
soit une énergie par particule
EHF
N
= ν
4pi
∑
Q∈RR
vHFn (Q)e
−Q22 , (2.95)
que l’on a obtenue en utilisant l’identité ν = n/nB = 2piN/A, et l’expression (2.78) de l’opérateur densité
projeté. La somme sur Q est à eectuer sur le réseau réciproque du cristal considéré, et dans le plus bas NL
le potentiel de Hartree-Fock s’écrit
vHF0 (Q)=
2pi
q
e−
q2
2
(
1−δq,0
)−2pi√pi
2
e−
q2
4 I0
(
q2
4
)
. (2.96)
La décroissance rapide de la densité avec q assure une convergence rapide de la somme, en pratique
la sommation sur une centaine de vecteurs du réseau réciproque de plus faible norme est susante pour
connaître l’énergie avec la précision machine.
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Figure 2.8 (a) Energie des cristaux de Wigner triangulaire et carré en fonction du facteur de remplissage, pour
l’interaction de Coulomb pure v(q)= 2pi/q dans le plus bas NL. (b) Diérence d’énergie entre les deux types de
réseaux. Le réseau carré est favorisé pour ν' 1/2.
2.4.2 Cristaux de Wigner alternés dans une bicouche
Dans une bicouche les électrons se répartissent sur les deux couches. Lorsque la distance d est grande,
l’interaction intra-couche domine l’interaction inter-couche plus faible. La configuration cristalline optimale
est obtenue en minimisant l’énergie intra-couche, puis en plaçant les nœuds du cristal d’une couche dans
les interstices de l’autre couche, on parle de cristal « alterné » (voir figure 2.9). À l’inverse, lorsque les couches
sont très proches (d ' 0) la répulsion inter-couches est aussi forte que la répulsion intra-couches [limite
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SU(2)] et un cristal monocomposante est favorisé, dans lequel chaque électron est délocalisé sur les deux
couches, dans l’état (| ↑〉+ e iθ| ↓〉)/p2 vis-à-vis du degré de liberté de couche.
Enfin, aux distances intermédiaires (d ∼ lB ) la répulsion inter-couche est plus faible que la répulsion
intra-couche, mais elle n’est pas négligeable. La configuration cristalline optimale ore un compromis entre
les deux. Les réseaux rhombique, rectangulaire ou carré alternés peuvent alors être stabilisés, car leurs
réseaux duaux sont identiques à leurs réseaux originaux. Les détails de cette compétition dépendent du
facteur de remplissage et du NL considéré, et constituent l’objet d’étude du chapitre 3.
Réseaux alternés
Les réseaux carré et triangulaire alternés sont schématisés sur la figure 2.9, ils consistent en deux réseaux
décalés d’un vecteur déplacement atr. = (0,1)R0/
p
3 et acar. = (1,1)R0/2 respectivement, où R0 est le pas
du réseau. Les réseaux rectangulaire et rhombiques alternés sont construits de manière identiques, ils sont
définis par des vecteurs déplacements arec. = (α,1/α)R0/2 et arhom. = (1,0)R0.
(a) Réseau triangulaire alterné. (b) Réseau carré alterné.
Figure 2.9 Réseaux alternés. Pour chacun d’entre eux sont indiqués les premiers vecteurs du réseau réciproque,
ainsi que le vecteur déplacement a. Les nœuds du réseau de la couche ↓ sont indiqués par des points noirs, et
ceux de la couche ↑ par des points blancs.
Chacune des couches contient la moitié des électrons. Pour une densité n donnée, le pas du réseau
alterné est donc multiplié par
p
2 par rapport au cristal monocomposante, et les vecteurs des réseaux
réciproques sont donc divisés par le même facteur.
Les réseaux rectangulaire et rhombique alternés s’obtiennent de la même manière à partir de leur
homologue monocouche, on verra plus loin dans le chapitre 3 qu’ils sont tous deux pertinents dans la
bicouche car ils orent parfois la configuration cristalline de plus basse énergie.
Approximation de Hartree-Fock pour la bicouche
Si l’on considère une bicouche, le hamiltonien d’interaction est agrémenté d’un indice de pseudospin σ
et il s’écrit
V = 1
2A
∑
σ,σ′
∑
q
vσ,σ
′
n (q)
[
ρσ(−q)ρσ′ (q)−δq=0
]
(2.97)
où v An (q)= v↑↑n (q) est le potentiel intra-couche et vEn = v↑↓n (q) le potentiel inter-couches. Dans l’approxima-
tion de Hartree-Fock, le terme inter-couches devient
ρ↑(−q)ρ↓(q) 7−→ 〈ρ↑(−q)〉ρ↓(q)−〈ρ↑↓(−q)〉ρ↓↑(−q), (2.98)
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où l’on a introduit la notation
ρσσ′ (q)=
∑
k
e− iqykc†
k+ qx2 ,σ
ck− qx2 ,σ′ . (2.99)
L’énergie est donc donnée par
EbicoucheHF = E AHF+EEHF (2.100)
où les énergies d’interaction intra- et intercomposantes ont pour expressions
E AHF =
1
2A
∑
σ
∑
q
[
v A,HFn (q)
]∣∣〈ρσ(q)〉∣∣2 (2.101)
et
EEHF =
1
2A
∑
q
[
vEn (q)
(
1−δq,0
)〈ρ↑(−q)〉〈ρ↓(q)〉− vE ,Fn (q)〈ρ↑↓(−q)〉〈ρ↓↑(q)〉] , (2.102)
avec la définition habituelle des potentiels de Fock vX ,Fn et Hartree-Fock v
X ,HF
n ,
vX ,HFn (q)= vXn (q)
(
1−δq,0
)− vX ,Fn (q)= vXn (q)(1−δq,0)−2pi∑
p 6=0
vXn (p)e
ip∧q, (2.103)
où X = A,E désigne l’interaction intra (A) ou inter (E )-couche.
Dans le cas d’une bicouche équipeuplée qui nous intéresse, une translation du vecteur déplacement a
superpose le réseau de la couche ↓ au réseau de la couche ↑, les densités des deux couches sont donc reliées
par
ρ↓(r)= ρ↑(r+a) =⇒ ρ↓(q)= e iq·aρ↑(q). (2.104)
Ainsi l’énergie de HF se simplifie, en négligeant l’eet tunnel entre les couches 6,
Ebic.HF =
1
A
∑
q
{[
v An (q)
(
1−δq,0
)− v A,Fn (q)+cos(q ·a)vEn (q)(1−δq,0)]∣∣〈ρ↑(q)〉∣∣2− vE ,Fn (q) ∣∣〈ρ↑↓(q)〉∣∣2} ,
(2.107)
soit une énergie par particule
Ebic.HF
N
= ν
2piN2
∑
q
{[
v An (q)
(
1−δq,0
)− v A,Fn (q)+cos(q ·a)vEn (q)(1−δq,0)]∣∣〈ρ↑(q)〉∣∣2− vE ,Fn (q) ∣∣〈ρ↑↓(q)〉∣∣2} ,
(2.108)
Notons que la densité moyenne a la même forme que dans le cas monocomposante, à ceci près que chaque
couche ne contient que la moitié des électrons, et que les vecteurs du réseau réciproque sont modifés en
conséquence 〈
ρσσ(q)
〉= N
2
e−
q2
2 . (2.109)
6. Terme tunnel : dans le cas d’un recouvrement non nul entre états électroniques de deux couches voisines le terme tunnel est
non nul, celui-ci prend la forme
Ht =−t
∫
dr
(
ψ†↑(r)ψ↓(r)+h.c.
)
=− t
A
∑
k
(
c†k↑ck↓+h.c.
)
=− t
A
[
ρ↑↓(0)+ρ↓↑(0)
]
. (2.105)
Dans l’approximation de Hartree-Fock sa contribution à l’énergie par particule vaut
Et
N
=− ν
pi
t〈ρ↑↓(0)〉. (2.106)
Expérimentalement, ce terme peut être rendu très faible et il est généralement négligeable, notamment pour l’énergie des phases
cristallines avec
〈
ρ↑↓(0)
〉' 0.
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2.4.3 Niveaux de Landau supérieurs : cristaux de bulles et de rubans
Dans les NLs supérieurs, les calculs Hartree-Fock montrent que des phases cristallines exotiques sont
susceptibles d’apparaître [KFS96, MC96]. De la même manière que le creux dans le potentiel de Coulomb
projeté dans le second NL peut induire l’appariement des FCs (voir section 2.3.1), il peut induire des cristaux
dans lesquels les électrons se groupent pour occuper un site du réseau sous-jacent. Les états correspondants
sont les cristaux de bulles et de rubans.
Cristal de bulles
Fogler et Koulakov [FKS96] ont introduit un état similaire au cristal de Wigner, dans lequel chaque nœud
du réseau cristallin n’est pas occupé par un seul électron mais par une « bulle » qui contient M électrons.
Dans les NLs d’indice élevé le nombre optimal M˜ d’électrons par bulle dans le n e NL est donné par la
formule [FK97]
M˜ = 3νnn (2.110)
où νn est le facteur de remplissage partiel du n e NL. La formule (2.110) peut être trouvée à partir d’ar-
guments d’échelle intuitifs qui éclaircissent les raisons de la formation du cristal de bulles dans les NLs
supérieurs [GS03].
Les corrélations électroniques internes aux bulles sont celles d’un liquide sans interaction à ν = 1, la
fonction d’onde d’une bulle centrée en 0 dans le plus bas niveau de Landau s’écrit donc
Ψ(0)0 (z1, . . . ,zN )=
∏
i< j≤M
(zi − z j ). (2.111)
L’état centré en R est obtenu par application de l’opérateur déplacement
DR = e(Rb
†−h.c.)/p2 (2.112)
tandis que l’élévation dans le n e NL se fait par applications successives de l’opérateur d’échelle a†. L’état de
bulle centré en R dans le n e NL s’écrit donc
Ψ(n)R (z1, . . . ,zM )=
M∏
k=1
(
a†
)n
n!
e(Rb
†
k−h.c.)/
p
2Ψ(0)0 (z1, . . . ,zN ) , (2.113)
et l’état à N -corps correspondant
Ψ(n)bulles (z1, . . . ,zN )=
∑
p∈σN
²(p)
∏
i
Ψ(n)Ri
(
P
(
zp(i ), . . . ,zp(i+M)
))︸ ︷︷ ︸
Bulle centrée en Ri
. (2.114)
On en déduit la densité électronique [FK97]
〈ρ(q)〉 = N
M
L1M−1
(
q2
2
)
e−
q2
4
∑
Q∈RR
δ(2)
(
q−Q) (2.115)
où Q sont les vecteurs du réseau réciproque du cristal, et où le recouvrement entre les électrons dans les
bulles voisines a été négligé, ce qui nous permet de simplifier l’expression (2.114) en omettant l’antisymétri-
sation via la somme sur les permutations. L’énergie par particule d’un cristal de bulles composées de M
électrons chacune vaut donc, dans l’approximation de Hartree-Fock,
Ebulles
N
= 1
2AN
∑
q
vHFn (q)
∣∣〈ρ(q)〉∣∣2 = ν
4piM2
∑
Q∈RR
vHFn (Q)
[
L1M−1
(
Q2
2
)]2
e−
Q2
2 . (2.116)
62 CHAPITRE 2. FONCTIONS MODÈLES POUR L’EFFET HALL QUANTIQUE FRACTIONNAIRE
Cristal de rubans
Les calculs Hartree-Fock de Koulakov, Fogler et Shklovskii [KFS96], ainsi que ceux de Moessner et
Chalker [MC96], suggèrent que proche du demi-remplissage et dans les NLs d’indice élevé, l’onde de densité
de charge de plus basse énergie est unidirectionelle. Ceci fut mis en évidence expérimentalement, par
l’observation d’une anisotropie dans la résistance longitudinale [LCE+99].
Dans l’état correspondant, la densité projetée ρ, ou « densité de centre-guide », varie périodiquement
selon la direction x , entre zéro et une valeur constante. La densité projetée d’un tel ruban, de largeur w et
centré en 0, est donnée par
〈ρ(r)〉 = 1
2pi
Θ
(w
2
−|x|
)
. (2.117)
La densité correspondante est obtenue par convolution de la densité de centre-guide avec la transformée
de Fourier inverse du facteur de forme (2.7) du NL considéré, en eet en diérenciant explicitement les
transformées de Fourier par un « ˜ » , on a
ρ˜(q)=Fn(q)ρ˜(q) =⇒ ρ(r)=
(
ρ∗Fn
)
(r) (2.118)
où Fn est la transformée de Fourier inverse du facteur de forme Fn . Dans les trois plus bas NLs celle-ci
s’écrit
F0(r )= 1
(2pi)2
Ï
e iq·r e−
q2
4 dq= 1
2pi
e−r
2
. (2.119)
F1(r )= 1
(2pi)2
Ï
e iq·rL1
(
q2
2
)
e−
q2
4 dq= 1
2pi
(
2r 2−1) e−r 2 . (2.120)
F2(r )= 1
(2pi)2
Ï
e iq·rL2
(
q2
2
)
e−
q2
4 dq= 1
2pi
(
2r 4−4r 2+1) e−r 2 . (2.121)
La densité d’un ruban dans le plus bas NL est donc
ρ(r)= 1
(2pi)2
Ï
Θ
(w
2
−|x−x ′|
)
e−r
′2
dr′
=
p
pi
(2pi)2
∫ x− w2
−x− w2
e−x
′2
dx ′ = 1
2pi
[
erf
(
x− w
2
)
+erf
(
x− w
2
)]
,
(2.122)
où erf(x)= ∫ x−x exp(−t2)dt/ppi est la fonction erreur.
L’état formé de plusieurs rubans disposés aux nœuds d’un réseau unidimensionnel de pas λ a pour
densité projetée
〈ρ(r)〉 = 1
2pi
∑
j
Θ
(w
2
−|x− jλ|
)
. (2.123)
Le rapport du pas du réseau λ et de la largeur w des rubans est relié à la densité moyenne nél.. Soit Lx/y
la longueur du système – supposé rectangulaire – suivant la direction x/y , on a
nél. =
1
LxLy
∫
dr 〈ρ(r)〉 = 1
LxLy
∫
dr 〈ρ(r)〉
= 1
Ly
∫ Lx
0
dx
1
2pi
∑
j
Θ
(w
2
−|x− jλ|
)
= 1
2piLy
wbLx/λc ' 1
2pi
w
λ
,
(2.124)
où bxc désigne la partie entière de x . On a donc w = νλ.
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Figure 2.10 Densité du cristal de rubans dans le plus bas NL. Le pas du réseau λ est un paramètre variationnel,
dont la largeur w des rubans est déduite par leur relation au facteur de remplissage : w = νλ. Dans le plus bas
NL le pas optimal vaut λopt ' 6,09 lB .
Connaissant le rapport entre le pas du réseau λ et la largeur des rubans w et l’expression (2.118) de la
densité d’un ruban, on peut tracer la densité du cristal de rubans. Je la montre pour le plus bas NL sur la
figure 2.10.
Pour déterminer l’énergie des rubans, on note que la transformée de Fourier de la densité d’un ruban
de largeur w centré en 0 s’écrit
〈ρ(q)〉 = 1
2pi
∫
dre iq·rΘ
(w
2
−|x|
)
=
δqy ,0
2pi
∫ w/2
−w/2
dx e− iqxx
=
δqy ,0
2pi
2sin(qxw/2)
qx
.
(2.125)
On en déduit la transformée de Fourier de la densité de l’état de rubans
〈ρ(q)〉 =
δqy ,0
2pi
2sin(qxw/2)
qx
∑
j
e iqx jλ = δqy ,0
2sin(qxw/2)
qx
∑
j
δ(qxλ−2pi j ), (2.126)
la seconde égalité découlant de la formule sommatoire de Poisson.
En notant qx = 2pin/λ, l’énergie par particule dans l’état de rubans s’exprime donc
Erubans
N
= 1
2AN
∑
q
vHFn (q)
∣∣〈ρ(q)〉∣∣2 = ν
4pi
∑
n
vHFn
(
2pin
λ
)
sin2 (pinν)
(pin)2
. (2.127)
La valeur optimale du pas du réseau λ est déterminée par minimisation de l’énergie.
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2.4.4 Rubans alternés
Dans une bicouche, les rubans peuvent s’organiser suivant deux réseaux qui s’évitent au maximum,
comme dans le cas des cristaux de Wigner ; c’est la configuration des rubans alternés, dont la densité de
centre-guide est schématisée sur la figure 2.11.
Figure 2.11 Densité de centre-guide du cristal de rubans alterné dans la bicouche. La largeur des rubans w et le
pas du réseau λ sont reliés au facteur de remplissage selon w =λν/2.
Le vecteur déplacement qui superpose le réseau de rubans ↑ au réseau de rubans ↓, tout en réalisant
l’alternance des rubans, est donné par
a= λ
2
ex . (2.128)
Étant donné que chaque couche ne contient que la moitié des électrons, la relation entre le pas du
réseau λ et la largeur des rubans a devient a = ν2λ. La densité électronique dans la couche ↑ est alors
donnée par
〈ρ↑(q)〉 =
δqy ,0
2pi
2sin(qxw/2)
qx
∑
j
e iqx jλ = δqy ,0
2sin(qxw/2)
qx
∑
j
δ(qxλ−2pi j ) , (2.129)
et, du fait que le cristal de rubans de la couche supérieur est translaté de λ/2 dans la direction x ,
〈ρ↓(q)〉 = e iq·a〈ρ↑(q)〉 = e iqx
λ
2 〈ρ↑(q)〉. (2.130)
L’énergie de Hartree-Fock est obtenue à partir de la formule (2.108), et on en déduit l’énergie par particule
suivante
E rubansalt.
N
= ν
8pi
∑
n
{[
v A,HFn (2pi
n
λ
)+ (−1)nvEn (2pi
n
λ
)
(
1−δq,0
)] sin2 (pin ν2 )
(pin)2
}
, (2.131)
où v A,HFn est le potentiel de Hartree-Fock intracouches, et v
E
n le potentiel inter-couches. Les termes 〈ρ↑↓(q)〉
de l’équation (2.108) sont absents car les rubans appartenant à des couches diérentes ont un recouvrement
nul.
La valeur optimale du pas du réseau λ dépend de la distance d entre les couches. Pour chaque valeur
de d elle est obtenue par minimisation de l’énergie comme pour le cristal de ruban monocomposante.
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2.5 Résumé des phases en compétition
Dans ce chapitre j’ai introduit plusieurs états dont les propriétés sont résumées dans le tableau 2.2. Dans
ce manuscrit je considère deux familles d’états d’EHQF, les états de Halperin et les états pfaens. Ceux-ci
sont en compétition avec deux familles d’états compressibles, les LFFCs et les états de Haldane-Rezayi. Tous
ces états ont vocation à décrire l’état fondamental du SBE à ν = 1/2,1/4,etc. Enfin les états cristallins de
Wigner sont également en compétition étroite avec tous ces états. Expérimentalement leur émergence est
trahie par un comportement isolant et des résonances dans le spectre d’excitation micro-onde. Ils ont été
observés à de nombreuses reprises dans des systèmes monocomposantes autour des facteurs de remplissage
entiers [CLE+03] et dans la limite des faibles facteurs de remplissage [ELS+97]. Leur alter-ego des NLs
supérieurs, les cristaux de bulles et de rubans, ont également été mis en évidence par le même procédé
d’excitation micro-onde [LYE+02]. Des états isolants ont été observés dans des puits larges à ν = 1/2, et je
m’évertuerai par la suite à déterminer si ces états sont des cristaux de Wigner ou des états dans lesquels les
électrons sont localisés individuellement par les impuretés.
État d’essai Type Multicomposante Shift
Halperin (mmn) EHQF X −m
LFFC Métal −2p
Pfaen EHQF −2p−1
Haldane-Rezayi Compressible X −2p−2
Cristaux Isolants (X) ×
Table 2.2 Caractéristiques des fonctions modèles de l’EHQF considérées dans ce manuscrit.
Le facteur de remplissage ν = 1/2 apparaîtra de manière récurrente dans la suite du manuscrit. Son
statut particulier tient au fait que de nombreuses phase sont observées à ce facteur de remplissage dans
diérents systèmes et NLs. Ici ainsi que dans la suite, on détermine la nature de l’état fondamental par
comparaison des énergies des phases liquides (via des calculs Monte-Carlo) et des cristaux électronique
(via calculs Hartree-Fock). Ces énergies sont données dans le tableau 2.3 pour les premiers NLs à demi-
remplissage. Ces valeurs m’ont servi de point de référence pour estimer la validité de mes calculs et donnent
les états fondamentaux dans limite d’un SBE infiniment fin.
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État d’essai Plus bas NL Second NL
Halperin (331) −0,4631(3) −0,329(3)
Pfaen −0,4573(3) −0,361(2)
LFFC −0,46557(6) −0,3492(5)
Haldane-Rezayi −0.3147(3) −0,303(3)
C. de Wigner −0,4454 −0,3456
C. de bulles −0,4357 −0,3535
C. de rubans −0,4327 −0,3486
Table 2.3 Énergies par particule des états à demi-remplissage considérés dans ce manuscrit, dans les deux plus
bas NLs et pour l’interaction de Coulomb pure. Les cristaux ont un réseau triangulaire, et l’énergie du cristal de
bulles indiquée est celle de bulles à deux électrons. Dans chaque NL, l’état de plus basse énergie parmi ceux
considérés est indiqué en gras (certaines énergies sont extraites de [BPDS13] et [PMABJ98]).
Chapitre 3
Phases corrélées dans une
bicouche
Le système bicouche présenté dans la section 1.1 permet d’enrichir le SBE d’un degré de liberté supplé-
mentaire, dont l’existence induit des phénomènes physiques nouveaux. L’intérêt des systèmes bicouches est
apparu pour la première fois lors de l’observation de l’EHQF à ν = 1/2 par J. Eisenstein, en 1992 [EBP+92].
Comme il a été dit précédemment dans la section 2.3.2, dans un système monocomposante on s’attend à ce
qu’à demi-remplissage du plus bas niveau de Landau (NL) l’état fondamental de l’interaction de Coulomb soit
un liquide de Fermi de fermions composites, et l’EHQF est donc inattendu. L’état du SBE dans l’expérience
d’Eisenstein est alors interprété comme un état de Halperin (331), dans lequel chaque couche contient la
moitié des électrons. Dans cette situation l’EHQF est rendu possible par la présence du degré de liberté de
couche. En plus de permettre l’EHQF à des facteurs de remplissages nouveaux, la bicouche est le siège de
phénomènes physiques intéressants tels que la superfluidité excitonique et possède des excitations chargées
originales qui sont des paires de mérons (le lecteur désireux d’approfondir ces points consultera avec profit
les chapitres 2 et 5 de la référence [SP08]).
La bicouche présente donc un intérêt intrinsèque important. De plus, elle est utilisée pour modéliser le
puits large qui sera l’objet du chapitre suivant. En eet dans le puits large la force de Coulomb repousse les
électrons aux extrémités du potentiel de confinement, de telle sorte qu’une bicouche eective est formée.
Dans ce chapitre on veut déterminer le diagramme de phase de la bicouche idéale, dans laquelle
chaque couche est infiniment fine. Pour ce faire on comparera les énergies des diérentes phases corrélées
présentées au chapitre précédent. Les deux paramètres pertinents sont le facteur de remplissage ν et la
distance d entre les couches. Je déterminerai le diagramme de phase à facteur de remplissage donné en
fonction de la distance, pour plusieurs facteurs de remplissage pertinents, et ce dans les deux plus bas
NLs. Ces diagrammes ont l’avantage d’être directement comparables aux résultats expérimentaux, car en
changeant simultanément le champ magnétique et la densité on peut faire varier la distance en unité de la
longueur magnétique tout en maintenant le facteur de remplissage inchangé.
Dans une dernière partie je m’intéresserai à la bicouche à ν = 4/11. L’EHQF a été observé dans un
puits large à ce facteur de remplissage [PST+03] et a été interprété comme un EHQF de fermions compo-
sites [GLS04b, GLS04a, CJ04]. Cependant, la fonction d’onde de Halperin (532) est aussi un candidat plausible
pour la description de l’EHQF à ν= 4/11. Cet état est asymétrique, et pour le stabiliser il est nécessaire qu’il
existe un biais qui rende le potentiel de confinement asymétrique. Dans cette dernière partie je modélise le
puits large asymétrique par une bicouche « biaisée », et j’étudie la stabilité de l’état de Halperin (532) dans
ce système.
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Les résultats concernant la stabilité de l’état à ν = 4/11 ont été publiés dans la référence [TRG13], et
ceux obtenus par un calcul variationnel corrélées dans les deux plus bas NLs figurent dans un manuscrit
actuellement en cours de rédaction.
3.1 Cristaux de Wigner dans la bicouche
Figure 3.1 Bicouche et pseudospin
Le système expérimental qui réalise la bicouche a été présenté dans
la section 1.1, et il est schématisé sur la figure 3.1. Dans toute la suite
j’adopte la représentation en termes de pseudospin, dans laquelle l’une
des couches est associée au spin ↑ et l’autre couche au spin ↓. Pour
rappel, si l’on néglige l’épaisseur des couches, le potentiel d’interaction
entre deux électrons distants de r dans le plan xy et de pseudospins σ
et σ′ s’écrit
Vσσ′ (r )=

1
r si σ=σ′
1p
r 2+d2 sinon,
(3.1)
dans les unités « magnétiques », où l’unité de longueur est la longueur
magnétique lB et l’unité d’énergie est l’énergie coulombienne typique EC = e2/(4pi²lB ).
3.1.1 Hamiltonien en termes d’opérateurs densité de (pseudo)spin
Pour rappel, de la discussion sur la polarisation du spin physique dans le régime des eets Hall
quantiques (section 1.3.3), il ressort que le trou d’échange abaisse l’énergie des états polarisés qui sont alors
favorisés. La direction de polarisation est donnée par le champ magnétique qui brise la symétrie SU(2) de
spin, et on peut omettre le spin en première approximation.
Dans le cas de la bicouche, la situation est diérente pour deux raisons. La première est une conséquence
de l’eet tunnel entre les deux couches. En notant Sz = (N↑−N↓)/2 le désaccord de densité entre les couches,
le terme tunnel dans le hamiltonien peut s’écrire −tSx . Ainsi, de la même manière que l’eet Zeeman favorise
la polarisation selon z dans le cas du spin, l’eet tunnel favorise la polarisation selon l’axe x dans le cas
de la bicouche, même s’il est généralement fortement atténué. Deuxièmement, et plus important du point
de vue des échelles d’énergie, l’interaction intercouches est plus faible que l’interaction intracouche ; ceci
favorise une occupation équitable des deux couches. Dans le langage du pseudospin, ceci se traduit par la
brisure de symétrie SU(2) du potentiel d’interaction qui n’a plus qu’une symétrie U(1) de rotation dans le plan
(|+〉 , |−〉), et la forme de l’interaction favorise également la polarisation dans ce plan. Pour ces deux raisons,
les deux couches sont peuplées et le degré de liberté de couche est pertinent contrairement au spin dans
les cas généraux.
Afin de poursuivre l’analogie avec le spin on utilise les opérateurs densité projetés
ρσσ′ (q)=PLLL
[∑
k
c†k−q/2,σck+q/2,σ′
]
PLLL (3.2)
dont l’expression dans la jauge de Landau a été donnée dans le chapitre 2
ρσσ′ (q)=
∑
kx
e− iqykx c†
kx+ qx2
ckx− qx2 . (3.3)
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À partir de ces opérateurs on définit les opérateurs densité totale
ρ(q)=∑
σ
ρσσ(q) (3.4)
et densité de spin
Si (q)=
∑
σσ′
τ(i )
σ,σ′
2
ρσσ′ (q) (3.5)
où τ(i ) = τx ,τy ,τz sont les matrices de Pauli.
Le potentiel d’interaction de la bicouche s’écrit
V = 1
2
∑
q
Vσσ′ (q)ρσσ(−q)ρσ′σ′ (q), (3.6)
soit, en termes des opérateurs précédemment introduits,
V = 1
2
∑
q
V+(q)ρ(−q)ρ(q)+2
∑
q
V−(q)Sz (−q)Sz (q) ; (3.7)
où
V±(q)= 1
2
[
V↑↑(q)±V↑↓(q)
]= pi
q
(
1± e−qd
)[
Fn(q)
]2 , (3.8)
la seconde égalité étant obtenue à partir de la transformée de Fourier du potentiel d’interaction (3.1)
Vσσ′ (q)=
2pi
q
[
Fn(q)
]2×
 1 si σ=σ
′
e−qd sinon.
(3.9)
La brisure de symétrie SU(2) du potentiel d’interaction de la bicouche (3.6) est inhérente à la présence de
termes Sz ; les fluctuations de pseudospin hors du plan décrivent des désaccords de densité locaux entre les
deux couches, qui coûtent une énergie déterminée par V− qui est toujours positive. Ceci peut se comprendre
physiquement si l’on considère la bicouche comme un condensateur. En eet, l’énergie du condensateur est
nulle quand il n’est pas chargé, c’est-à-dire quand les charges sur les deux plaques du condensateur sont
égales. Le « chargement » de la bicouche coûte une énergie donnée par la partie homogène du second terme
du hamiltonien (3.7), soit
V−(q = 0)= lim
q→0
pi
q
(
1− e−qd
)[
Fn(q)
]2 =pid . (3.10)
Or l’énergie d’un condensateur plan vaut, dans notre système d’unités
Ec = e
2/2C
e2/4pi²lB
= e
2d/²A
e2/4pi²lB
= 4²lB
A
pid , (3.11)
et on a alors Ec ∝V−(q = 0) ; une énergie de charge identique à celle d’un condensateur plan est donc bien
associée au désaccord de densité de la bicouche.
L’état fondamental du potentiel d’interaction coulombien est donc naturellement polarisé dans le plan
xy de l’espace de pseudospin. En revanche le potentiel d’interaction de la bicouche a la symétrie U(1). Cette
symétrie U(1) est à son tour brisée en présence d’un terme tunnel faible que je discuterai brièvement dans
le paragraphe suivant.
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3.1.2 Terme tunnel
Dans les bicouches d’AlGaAs/GaAs, le terme tunnel est très faible car la barrière de potentiel qui sépare
les deux couches est très haute par rapport à l’énergie de sous-bande de chacune des couches ; ainsi l’eet
tunnel entre les couches est fortement réduit [EBP+92]. Je fais néanmoins un aparté afin de savoir quel est
l’eet potentiel de ce terme qui sera omis par la suite.
En notant ↑ et ↓ les deux couches le terme tunnel s’écrit
Ht =−t
∫ (
ψ†↑(r)ψ↓(r)+h.c.
)
dr=−2t∑
σσ′
∫
ψ†σ(r)τ
(x)
σσ′ψσ′ (r)dr (3.12)
où l’amplitude tunnel est donnée par
t = ~
2
2m
∫
ϕ∗↑ (z)∂
2
zϕ↓(z)dz. (3.13)
Notons qu’en pratique 0. t . 0.1 dans les expériences qui nous concernent [SP08], et cette valeur peut être
réduite à souhait.
Au vu de l’expression (3.12), l’énergie tunnel d’un état donné peut se réécrire
Et =−2t 〈Sx〉 ; (3.14)
le terme tunnel favorise donc l’alignement du pseudospin avec l’axe x . Dans toute la suite je considérerai que
le terme tunnel, généralement faible, a pour seul conséquence de lever la dégénérescence due à l’invariance
par rotation dans le plan xy de l’espace du pseudospin. La polarisation dans le plan se fait dans la direction
x .
3.1.3 Diagramme de phase des cristaux électroniques dans le plus bas
niveau de Landau
À deux dimensions, le cristal de Wigner de charges ponctuelles, c’est-à-dire « classique », ayant la plus
basse énergie est un cristal triangulaire, indépendamment de la densité [BM77]. Ceci est lié au fait que le
cristal triangulaire maximise la distance entre les premiers voisins et écrante donc la partie courte portée
de l’interaction de manière optimale. Ceci n’est plus nécessairement vrai lorsque l’on prend en compte
l’extension finie des fonctions d’ondes électroniques autour des noeuds du réseau. En l’absence de champ
magnétique, l’état fondamental du SBE est un cristal de Wigner pour rs ≥ 37±5, où le rayon de Wigner-
Seitz adimensionné rs est le rayon de la sphère occupée par un électron en moyenne, exprimé en unité
du rayon de Bohr aB [TC89]. Cependant plusieurs arrangements cristallins diérents ont des énergies très
proches [TC89]. Ainsi, à densité élevée le cristal carré peut être favorisé ; c’est le cas sous champ magnétique
à ν' 1/2.
Le diagramme de phase des cristaux électroniques dans la bicouche sous champ magnétique fait appa-
raître des réseaux inattendus. Les paramètres de la bicouche sont la distance et le facteur de remplissage.
Le facteur de remplissage fixe la surface S0 = 1/n = 2pil2B/ν en unités de la longueur magnétique. La surface
étant fixée, la maille élémentaire du cristal de Wigner dans la bicouche est déterminée par trois paramètres,
qui peuvent être choisis comme l’angle entre les deux vecteurs de base, le rapport de leurs normes, et l’angle
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Figure 3.2 Diagramme de phase de la bicouche sous champ magnétique, en fonction de la distance d entre les
couches. Ce diagramme est valide pour tous les facteurs de remplissages ν< 1/2 [NH95]. Les distances critiques
qui séparent les diérentes phases ne sont pas spécifiées car elles dépendent du facteur de remplissage, et
diminuent avec celui-ci. La double barre indique la seule transition du premier ordre de ce diagramme, et « alt. »
est une abbréviation pour « alterné ».
du pseudospin avec un axe donné. En minimisant l’énergie Hartree-Fock par rapport à ces paramètres,
Narasimhan et Ho [NH95] ont trouvés cinq phases diérentes dans l’ensemble des parties du diagramme de
phase de la bicouche à ν ≤ 1/2 qu’ils ont considérées 1, c’est-à-dire pour ν = 1/5 et ν = 1/3. À facteur de
remplissage donné, la succession des phases lorsque la distance augmente est donnée par la figure 3.2.
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Figure 3.3 Energies de cohésion des cristaux de Wigner dans la bicouche à ν= 1/2. À ce facteur de remplissage
le cristal de Wigner de plus basse énergie est un réseau rectangulaire alterné à distance nulle, de paramètre de
dilatation α ' 2.6. À dc1 = 0.85 une transition vers un cristal carré alterné survient, puis celui-ci se déforme
continûment en un cristal rhombique alterné à partir de dc2 = 1.7, et précède une transition vers un cristal
triangulaire alterné à dc3 = 2.5. Les abréviations « tr. », « car. », « rhom. » et « alt. » renvoient respectivement à
triangulaire, carré, rhombique, et alterné. La figure de droite est un agrandissement de celle de droite sur les
petites valeurs de d .
La forme du réseau cristallin évolue avec la distance. À d = 0, on est confronté à une situation particulière
où l’interaction possède une symétrie SU(2). Le cristal a ainsi tendance à baisser non seulement l’énergie
directe mais aussi l’énergie d’échange, comme dans un état ferromagnétique. Le résultat est donc un cristal
de Wigner avec une polarisation de pseudospin ferromagnétique. Ce cristal évolue continûment en un réseau
rectangulaire alterné. En eet, on peut voir le réseau triangulaire comme la limite d’un réseau rectangulaire
1. Notons que la référence [NH95] tient compte du terme tunnel comme paramètre supplémentaire de la bicouche ; celui-ci
défavorise les cristaux alternés et modifie donc les valeurs des transitions entre les diérents cristaux de Wigner.
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avec un paramètre de dilatation αd=0 = 3
1
4 . Lorsqu’on augmente davantage la distance on trouve finalement
un réseau carré alterné qui est lui-même continûment connecté au réseau rectangulaire.
Les réseaux alternés orent un compromis entre la minimisation de l’énergie intra-couche, et la mini-
misation de l’énergie d’interaction inter-couches qui diminue avec la distance. Aux distances intermédiaires
c’est ce compromis favorise le réseau carré alterné. Lorsque la distance est plus grande la partie intra-couche
domine encore plus l’interaction, et le réseau carré alterné se déforme continûment en un réseau rhombique
alterné, qui profite de la faible répulsion inter-couche pour minimiser la répulsion intra-couche plus encore.
Enfin, aux distances importantes les deux couches sont indépendantes et deux réseaux triangulaires se
forment naturellement. Afin de minimiser la répulsion inter-couches résiduelle les nœuds du réseau d’une
couche se placent dans les interstices du réseau de l’autre couche, et le cristal de plus basse énergie a un
réseau triangulaire alterné.
Par rapport à ces résultats, j’ai exploré la succession des phases cristallines par un calcul Hartree-Fock
à ν = 1/2, dont les énergies sont tracées sur la figure 3.3. Ce facteur de remplissage ne fait pas partie des
valeurs considérées dans la référence [NH95] et présente une particularité. Pour la comprendre, considérons
d’abord la monocouche à ν = 1/2. Si l’on suppose que la dégénérescence de spin est complètement levée
(voir discussion de la section 1.3.3) alors le hamiltonien d’interaction projeté dans le plus bas NL a la symétrie
particule-trou à ν= 1/2. Cette symétrie particule-trou exclut le réseau triangulaire, en faveur de réseaux qui
sont leur propre réseau dual tels que le réseau rectangulaire. Pour cette raison, on trouve que le cristal de
plus basse énergie dans la bicouche à d = 0 n’a pas un réseau triangulaire contrairement à tous les autres
facteurs de remplissages, mais un réseau rectangulaire. En eet, à d = 0 et pour des fermions sans spin
l’énergie d’échange favorise les états complètement polarisés comme pour le spin physique, et le système se
comporte eectivement comme une monocouche.
3.2 Diagrammes de phase de la bicouche dans le plus bas
niveau de Landau
En complétant le calcul Hartree-Fock des énergies des phases cristallines par un calcul Monte-Carlo
des énergies des états de Hall quantiques fractionnaires on peut obtenir le diagramme de phase de la
bicouche, en supposant que l’on a considéré toutes les phases pertinentes. Les états de Hall quantiques
fractionnaires sont des états fortement corrélés et pour cette raison on ne peut calculer leur énergie par
la méthode de Hartree-Fock, car ils ne se réduisent pas un déterminant de Slater d’états à un corps. La
méthode la plus précise pour déterminer l’énergie des états de Hall est le Monte-Carlo variationnel. Cette
méthode, présentée dans l’annexe C, a peu à peu remplacé les méthodes analytiques oertes par l’« hyper-net
chain » [Lau83a] et l’analogie plasma [LWM84, GJ84] dans la littérature. Contrairement au calcul Hartree-Fock,
le calcul Monte-Carlo amène une incertitude qui sera représentée par une barre d’erreur sur l’énergie.
3.2.1 Demi-remplissage de la bicouche : état (331) et liquides de Fermi
de fermions composites
Je m’intéresse d’abord à ν = 1/2 afin de compléter l’étude de la section précédente sur le diagramme
de phase des cristaux par la comparaison aux phases liquides. De plus, c’est à demi-remplissage que la
bicouche présente l’intérêt le plus fort. En eet à ν = 1/2 l’eet Hall quantique n’est pas observé dans les
systèmes monocomposantes, mais il peut l’être dans les systèmes à deux composantes dans les conditions
appropriées, l’état sous-jacent trouvant une description adéquate dans l’état de Halperin (331). En eet, un
EHQF a été observé dans la bicouche [EBP+92] pour d ∼ 2, alors que pour d →∞ on retrouve deux SBE
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découplés. Dans cette limite, on s’attendrait alors à trouver des LFFC compressibles à νσ = 1/4 dans chacune
des couches [TPJJ05]. En sus de l’état (331) et du LFFC, j’ai considéré l’état pfaen et vérifié que son énergie
est supérieure à celle du LFFC pour toutes les distances d . Les énergies de ces états ainsi que celles des
cristaux de Wigner sont tracées sur la figure 3.4. L’état (331) apparaît bel et bien stable pour des distances
intermédiaires entre les couches. À grande distance une transition vers deux LFFCs indépendants (2-LFFCs)
a lieu à d ' 3.1 et le système devient métallique, comme on s’y attend. Cette valeur est cohérente avec celle
trouvée expérimentalement [EBP+92] et confirme théoriquement les résultats de la référence [SJ01]. À courte
distance, l’état fondamental est un LFFC tant que d . 0,3. Ces résultats prédisent donc un domaine de
stabilité important pour l’état (331), donné par 0,3< d < 3. Les phases cristallines étant situées à plus haute
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Figure 3.4 Energies de cohésion de diérents cristaux de Wigner et états de Hall quantiques fractionnaires dans
la bicouche à ν= 1/2 et diagramme de phase correspondant. L’énergie de cohésion des deux liquides de Fermi
de fermions composites indépendants (2-LFFCs) ne dépend pas de la distance, car dans la mesure où les deux
composantes sont indépendantes, leur énergie inter-couches compense exactement celle du fond homogène qui
donne la référence d’énergie, pour toute valeur de d .
énergie sont absentes du diagramme de phase de la bicouche à ν= 1/2. Dans la monocouche, les calculs les
plus récents donnent ν < 1/(5.6±0.5) comme critère de stabilité du cristal de Wigner triangulaire [EK95] .
Dans la bicouche, on s’attend donc à ce que les cristaux puissent apparaître, au moins aux grandes distances,
pour ν< 1/2.8, c’est-à-dire pour une densité ν< 1/5.6 par couche. Pour cette raison j’étudie le cas ν= 1/3
dans lequel des transitions entre phases cristallines et phases liquides sont plus plausibles qu’à ν= 1/2, du
fait que la densité soit plus faible.
3.2.2 La bicouche à ν = 1/3 : eet Hall quantiques mono- et multicom-
posantes
À ν= 1/3, on sait que l’état fondamental du SBE dans la bicouche est bien décrit par l’état de Laughlin
aux faibles distances. Dans un raisonnement à deux composantes, cet état peut être vu comme un état de
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ν 1/2 1/4 1/6 1/8
ELFFC −0,4656±0,0001 −0,3604±0,0001 −0,3010±0,0003 −0,2640±0,0001
Ref. [Md95] −0,466 −0,3608
Ref. [PMABJ98] −0,46557
Ref. [TmHJ07] −0,4651(1) −0,36014(4)
CW −0,4484 −0,3544 −0,2994 −0,2636
CWC −0,4525 −0,3582 −0,3019 −0,2654
Table 3.1 Énergie du liquide de Fermi de fermions composites à diérents facteurs de remplissage en comparaison
avec des valeurs de la littérature. La première ligne indique les résultats obtenus par extrapolation polynomiale
d’ordre 2 pour N ≤ 72. La référence [Md95] est un article de Morf et d’Ambrumenil datant de 1995 dans lequel
ceux-ci se sont restreints à 12 électrons, tandis que la référence [PMABJ98] considère des systèmes contenant
jusqu’à 50 électrons ; enfin dans la référence [TmHJ07] – la plus récente – la taille du système atteint N = 64.
Mentionnons la référence [SJ01] dans laquelle l’énergie du LFFC à ν= 1/4 est implicitement comparée à l’énergie
d’autres phases. Les énergies des cristaux de Wigner corrélés sont issues de [EC90]. Si l’on ne prend pas en
compte les corrélations du CW le LFFC a toujours une énergie plus basse que le CW pour les facteurs de
remplissages présentés, alors qu’en prenant en compte les corrélations l’état cristallin est favorisé pour ν≤ 1/6.
L’état de plus basse énergie est indiqué en gras.
Halperin (333) polarisé en pseudospin. En eet, dans les états monocomposantes tels que l’état de Laughlin
chaque électron peut occuper les deux couches à la fois afin de minimiser l’énergie d’interaction, l’état ainsi
obtenu est toujours un état à une composante, mais il est polarisé dans le plan xy afin de peupler de
manière équilibrée les deux couches et ainsi minimiser l’énergie de charge. Cela se traduit par un potentiel
d’interaction plus faible (Vintra+Vinter)/2<Vintra par une polarisation dans le plan xy alors que le potentiel
d’interaction serait Vintra pour une polarisation selon l’axe z , i.e. lorsqu’un seule couche est peuplée. Cet
amoindrissement de l’énergie d’interaction oert par la polarisation dans le plan xy est illustré sur la
figure 3.5, qui compare l’énergie de l’état de Laughlin polarisé suivant z (contenu dans une seule couche) à
celle de l’équivalent polarisé dans le plan (état de Halperin (333)).
Un état à deux composantes qui correspond également à ν= 1/3 est l’état de Halperin (551), et il s’avère
que celui-ci peut-être stabilisé au détriment de l’état de Laughlin à d & 1. Ceci peut être vu sur le diagramme
énergétique de la figure 3.6. La situation à grande distance est plus dicile à trancher. La bicouche à ν= 1/3
est équivalente à deux couches indépendantes chacune à ν = 1/6. À ν = 1/6 les énergies du cristal de
Wigner triangulaire et du LFFC sont très proches, avec un léger avantage pour la phase cristalline. ; il faut
donc prendre en compte les corrélations du cristal de Wigner pour trancher. Pour ce faire j’ai calculé l’énergie
d’interaction intra-couche du cristal de Wigner triangulaire à par tir de la formule [EC90]
ECWC(ν= 1/6)=−0,782133
p
ν+0,2410ν 32 +0,087ν 52 (3.15)
et j’ai ajouté l’énergie de cohésion intra-couche. Ce faisant j’ai négligé les corrections à l’énergie inter-
couches apportée par les corrélations intra-couches. Celles-ci sont négligeables aux grandes distances entre
les couches, qui est de toute manière le seul domaine où le cristal de Wigner entre en compétition avec
l’état fondamental.
En résumé, à ν = 1/3 dans la bicouche l’état de Laughlin est stabilisé pour d . 1, puis l’état (551)
est favorisé. Aux grandes distances (d & 2.2), le système est formé de deux cristaux de Wigner corrélés à
l’intérieur de chaque couche, mais avec des corrélations inter-couches négligeables.
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Figure 3.5 Énergie de l’état de Laughlin et de l’état (333) dans la bicouche. L’état (333) est équivalent à un
état de Laughlin polarisé dans le plan xy ; on voit que cette orientation de la polarisation abaisse l’énergie
d’interaction, pour les distances d > 0 entre les couches. La dégénérescence à d = 0 reflète la limite SU(2) du
potentiel d’interaction où toutes les polarisations sont équivalentes.
3.2.3 La bicouche à ν= 1/4 : un diagramme de phase riche
Je complète cette étude de la bicouche dans le plus bas NL par le diagramme de phase à ν = 1/4. À
ce facteur de remplissage deux états de Halperin diérents sont possibles, (553) et (771), et on peut se
demander si l’un d’entre eux peut être stabilisé dans la bicouche, les deux états proposant des corrélations
inter-couches diérentes. Au-delà des phases liquides quantique, on se retrouve dans une limite de faible
densité (νσ = 1/8 par couche), et on peut s’attendre à une compétition plus pertinente avec les cristaux
de Wigner, notamment pour d →∞. La figure 3.7 montre les énergies obtenues pour toutes les phases
pertinentes à ce facteur de remplissage. Le LFFC a l’énergie la plus basse aux faibles distances, c’est-à-dire
dans le régime monocomposante. Aux distances intermédiaires (1. d . 2) l’état (553) le remplace. Enfin à
grande distance la situation est plus riche que les deux cas exposés précédemment. Le CW carré alterné
est favorisé pour 2. d . 3 tandis qu’au délà l’état fondamental du système est un CW triangulaire alterné
d’après mes calculs. Notons enfin qu’un état (771) n’est pas réalisé. Même s’il a une plus basse énergie
que les autres liquides quantiques pour d & 3, il reste plus haut en énergie que le cristal de Wigner. Mes
calculs suggèrent ainsi qu’un EHQF de type Halperin pourrait être observé dans une bicouche dans un
régime intermédiaire (1,6 . d . 2,3) à ν = 1/4. Ceci ressemble en eet à la situation à ν = 1/2 à deux
diérences près. Premièrement on s’attend à un état isolant (cristal de Wigner) à des distances élevées entre
couches alors que l’état à ν= 1/2 redevient un métal compressible. Deuxièmement, l’écart en énergie entre
l’état (553) et le cristal électronique isolant de plus basse énergie (carré alterné) est nettement moins bien
prononcé que celui entre (331) et les autres états à ν = 1/2. La prise en compte du désordre peut alors
être nécessaire afin de déterminer la nature de l’état fondamental à ces distances pour ν= 1/4. Alors qu’un
tel calcul est au-delà de la portée de cette thèse, on peut néanmoins spéculer que le désordre favorise les
états cristallins. En eet, en raison de leur compressibilité, ils peuvent mieux s’adapter à ce potentiel de
désordre que les états incompressibles. Si un état (551) est alors l’état fondamental, on s’attend à l’observer
uniquement dans des systèmes de très haute mobilité.
Au vu des trois facteurs de remplissages étudiés dans cette section, le diagramme de phase dans
la bicouche dans le plus bas NL est riche. En fonction de la distance entre les couches et du facteur
de remplissage de nombreuses phases diérentes peuvent être observées, aux comportements électriques
diérents. Les diagrammes de phase aux remplissages ν = 1/2,1/3,1/4 sont montrés sur la figure 3.8
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Figure 3.6 Energies de cohésion de diérents cristaux de Wigner et états de Hall quantiques fractionnaires dans
la bicouche à ν= 1/3, et diagramme de phase correspondant. Par souci de clarté toutes les phases cristallines ne
sont pas représentées. À grande distance la compétition fine entre les 2-LFFCs et le cristal de Wigner triangulaire
ne peut être arbitrée qu’en prenant en compte les corrélations du cristal (voir tableau 3.1).
en fonction de d . Ces états sont monocomposantes à courte distance, multi-composante aux distances
intermédiaires, tel l’état de Halperin (331) à ν= 1/2 et éventuellement cristallins aux grandes distances, pour
les facteurs de remplissage susamment faibles.
3.3 Second niveau de Landau
Dans cette section je reproduis les calculs de la section précédente dans le second NL. Dans les NLs
supérieurs, les phases potentielles sont enrichies par les cristaux appariés tels que le cristal de bulles et
celui de rubans présentés dans la section 2. En eet, alors que ceux-ci ne sont pas pertinents dans le plus
bas NL, l’existence de plateaux dans le potentiel coulombien projeté favorise cet appariement dans les NLs
excités. Cette tendance à l’appariement s’exprime également dans la compétition entre les états liquides. À
demi-remplissage par exemple, dans la limite monocomposante d ' 0 on a vu dans la section précédente
que cette compétition tourne en faveur du liquide de Fermi de fermions composite (LFFC) dans le plus bas
NL ; dans le second NL, elle est remportée par l’état pfaen [PMABJ98] qui en est l’alter ego apparié (voir
section 2.3.3).
Si l’on néglige le mélange entre NLs, la dépendance du problème vis-à-vis de l’indice du NL est complè-
tement spécifiée par le facteur de forme Fn(q) de l’interaction coulombienne que l’on a déterminé dans le
chapitre 2,
vn(q)= v(q)
[
Fn(q)
]2 = v(q)[Ln (q2
2
)]2
e−
q2
2 , (3.16)
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Figure 3.7 Energies de cohésion de diérents cristaux de Wigner et états de Hall quantiques fractionnaires dans
la bicouche à ν= 1/4, et le diagramme de phase qui s’en déduit.
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Figure 3.8 Diagrammes de phase de la bicouche dans le plus bas niveau de Landau aux facteurs de remplissages
considérés dans ce chapitre (ν= 1/2,1/3,1/4). Les étiquettes bleues indiquent les états métalliques de fermions
composites, le vert désigne les états qui sous-tendent l’eet Hall quantique, et les cases oranges correspondent
aux cristaux électroniques isolants.
où Ln désigne le polynôme de Laguerre d’ordre n. Les potentiels d’interaction intra- et inter-couches
s’écrivent donc, dans le n-ième NL,
v↑↑(q)= v↓↓(q)=
2pi
q
[
Ln
(
q2
2
)]2
e−
q2
2 et v↑↓(q)= v↑↑(q)e−qd . (3.17)
Les énergies des phases cristallines dans les NLs excités sont donc simplement obtenues en remplaçant le
potentiel d’interaction coulombien par le potentiel (3.17) dans les calculs Hartree-Fock. En revanche le calcul
Monte-Carlo de l’énergie des états liquides nécessite l’expression du potentiel d’interaction dans l’espace
réel. Celui-ci est donné par la transformée de Fourier inverse du potentiel (3.17), qui n’a pas d’expression
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analytique simple 2. En eet la projection du potentiel d’interaction dans un NL donné est plus facile à
exprimer dans l’espace réciproque que dans l’espace réel. Le calcul Monte-Carlo requiert un nombre très
important d’évaluations du potentiel dans l’espace réel, pour cette raison on a besoin d’une expression
relativement simple pour celui-ci.
Interaction eective gaussienne pour les calculs Monte-Carlo dans les niveaux de Landau supérieurs
Une solution ecace consiste à remplacer l’interaction de Coulomb projetée dans le n-ième NL, obtenue par
transformation de Fourier inverse du potentiel (3.17), par une interaction eective diérente, mais qui produit
les mêmes pseudopotentiels. Étant donné que les pseudopotentiels spécifient complètement l’interaction en
champ magnétique, pour deux interactions qui produisent les mêmes pseudopotentiels l’énergie est la même.
Plusieurs choix sont possibles, j’ai opté pour une interaction eective « gaussienne » de la forme
V ↑↑eff.(r )=
1
r
+
kmax∑
k=0
C ↑↑k r
2k e−r
2
(3.19)
V ↑↓eff.(r )=
1p
r 2+d2
+
kmax∑
k=0
C ↑↓k r
2k e−r
2
, (3.20)
dont les termes gaussiens décrivent l’écart par rapport au potentiel coulombien qui est représenté par les
premiers termes des membres de droite dans les expressions (3.19) et (3.20), et ne corrigent que la partie
courte portée de l’interaction à cause du terme exp(−r 2).
Les coecients Cσσ
′
k sont déterminés par la contrainte selon laquelle les kmax premiers pseudopotentiels
du potentiel d’interaction initial sont égaux aux M premiers pseudopotentiels de l’interaction eective. Le
choix du nombre kmax de pseudopotentiels à reproduire exactement résulte d’un compromis. Une grande
valeur de kmax produit une interaction eective fidèle, mais qui a des oscillations importantes. Or les
oscillations du potentiel mènent à une convergence d’une lenteur rédhibitoire pour les calculs Monte-
Carlo. J’ai opté pour kmax = 4, c’est-à-dire que je reproduis uniquement les cinq premiers pseudopotentiels
exactement. Pour l’interaction intra-couche V ↑↑eff.(r ) ceci mène à{
C ↑↑0 , C
↑↑
1 , . . . , C
↑↑
4
}
= {94.3888, −418.394, 345.422, −85.9117, 6.17702} (3.21)
tandis que pour l’interaction inter-couches les coecients dépendent de la distance. On peut voir sur la
figure 3.9 – pour laquelle d = 2 – que, bien que l’interaction eective gaussienne ne reproduise que les
cinq premiers pseudopotentiels, les pseudopotentiels suivants sont également très bien approximés, avec une
erreur relative inférieure à 3%. Encore une fois, je rappelle que cette interaction eective gaussienne est très
avantageuse pour les calculs Monte-Carlo à venir.
Notons enfin que tous ces pseudopotentiels sont évalués dans le plan, alors que le calcul Monte-Carlo
qui fait usage de cette interaction eective sera mené sur la sphère, néanmoins on s’attend à ce que la
diérence entre les pseudopotentiels évalués sur la sphère dièrent peu de leur pendant sur le disque aux
tailles importantes que l’on considère (N . 70). Tous les calculs présentés dans le reste de cette section font
usage de l’interaction eective gaussienne.
2. Le terme intra-couche s’écrit
V ↑↑1 (r )=
∫
dq
(2pi)2
v1(q)e
− iq·r =
∫
dq
2pi
v1(q)J0(qr )
= 1
8
√
pi
2
e−
r2
4
[(
r 4−2r 2+6
)
I0
(
r 2
4
)
− r 4I1
(
r 2
4
)]
;
(3.18)
mais le terme inter-couche n’admet pas une telle expression analytique.
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Figure 3.9 Ecarts relatifs des pseudopotentiels du second niveau de Landau avec ceux de l’interaction eective
gaussienne, dans les secteurs intra-composantes (gauche) et inter-composantes (droite) pour d = 2. Les écarts
relatifs sont de l’ordre de 1% pour le cas montré ici (d = 2), mais également pour toutes les distances entre d = 0
et d = 5.
3.3.1 ν= 5/2 : compétition entre l’état pfaen et l’état (331)
À ν = 5/2 l’état cristallin de plus basse énergie parmi ceux considérés ici est le cristal de bulles
triangulaire aux faibles distances, et un cristal de Wigner triangulaire pour d & 0,7 (figure 3.10). Notons qu’à
demi-remplissage des NLs on s’attend à ce que le cristal de plus basse énergie soit un cristal de ruban
dans la limite monocomposante d ' 0 [Fog02], le fait que l’on trouve une énergie plus basse pour le cristal
de bulle triangulaire vient du traitement inéquitables des corrélations internes aux rubans/bulles que l’on
a fait dans ce manuscrit. Alors que la fonction d’onde (2.114) du cristal de bulles prend en compte les
corrélations électroniques internes aux bulles, l’ansatz (2.118) pour la densité des rubans ne tient pas compte
de ces mêmes corrélations. La question de l’état cristallin de plus basse énergie à d ' 0 ne peut donc pas être
tranchée par les calculs présentés ici. Cependant, le tracé des énergies des états de Hall quantique (figure 3.11)
montre que les états cristallins sont de toute manière supplantés à ν = 5/2, et la question précédente est
donc secondaire.
Le diagramme de phase à ν= 5/2 est identique à celui du plus bas NL, en dehors du fait que dans le
régime monocomposante, à faible distance, c’est l’état Pfaen et non le LFFC qui est l’état fondamental. Ainsi
l’EHQF peut être observé dans la bicouche aux très faibles distances. Cependant l’état (331) soure beaucoup
plus de la distance que dans le plus bas NL, et celui-ci n’est stable que pour d . 1. Expérimentalement,
il est possible de créer une bicouche dont les couches sont très proches, tout en conservant un terme
tunnel négligeable du fait de la hauteur de la barrière entre les couches. On peut garder le facteur de
remplissage constant et varier la longueur en modifiant simultanément la densité électronique et le champ
magnétique. Ce faisant on modifie la distance entre les couches, et les calculs présentés sur la figure 3.11
suggèrent que l’on peut induire des transitions entre un état de Hall monocomposante (l’état pfaen) et
un état multicomposante (l’état (331)) lorsque la distance atteint la valeur critique dc1 ' 0.5, vers un état à
2-LFFCs à dc2 ' 1.
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Figure 3.10 Energies de cohésion des phases cristallines dans la bicouche à ν= 5/2, i.e. à demi remplissage du
second NL. Le cristal de bulles triangulaire est l’état cristallin de plus basse énergie aux faibles distances. Dans
le régime multicomposantes (aux distances non-négligeables entre les couches) le cristal de bulles triangulaire
est supplanté par le cristal de Wigner triangulaire (pour d & 0,7lB ). La figure de droite est un agrandissement
pour les petites valeurs de d .
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Figure 3.11 Energies de cohésion de la bicouche à ν= 5/2, i.e. à demi remplissage du second NL, et diagramme
de phase associé. À faible distance l’état Pfaen est stabilisé, comme attendu, et dans les couches très éloignées
deux LFFCSs indépendants se forment. Aux distances intermédiaires l’état (331) peut être stabilisé dans une
gamme de distances (0.5 < d < 1) plus restreinte que dans le plus bas NL, pour lequel l’état (331) est stabilisé
pour 0.2< d < 3.1.
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3.3.2 ν= 7/3 : Laughlin dans le second niveau de Landau
On a vu qu’il y a une première diérence qualitative, à demi-remplissage, entre le plus bas NL et le
second. En eet, alors que l’état fondamental dans une bicouche de faible distance est un LFFC compressible
dans le plus bas NL, l’eet Hall quantique – incarné par un état pfaen – peut-être stabilisé lorsque les
deux couches sont très proches. Cette diérence ne concerne que les faibles distances auxquelles le système
bicouche se comporte eectivement comme un système monocomposante, dans lequel chaque électron est
dans l’état |↑〉+ |↓〉 et peuple ainsi les deux couches à la fois. Néanmoins le diagramme de phase de la
figure 3.11 montre que dans le régime multicomposante il n’y a pas de diérence qualitative entre le plus
bas NL et le second.
Dans ce paragraphe je m’intéresse à un système bicouche à ν = 7/3, c’est-à-dire à ν = 1/3 dans le
second NL. Le tracé des énergies des phases cristallines (figure 3.12) montre qu’à ce facteur de remplissage
les états cristallins appariés, c’est-à-dire les cristaux de bulles, ne sont pas pertinents. Ceux-ci ont seulement
une énergie plus basse que le cristal de Wigner conventionnel aux densités plus élevées (ν' 1/2) ou dans
les NLs supérieurs.
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Figure 3.12 Energies de cohésion des phases cristallines dans la bicouche à ν= 7/3, i.e. à ν= 1/3 dans le second
NL. Les cristaux de bulles (M = 2) ont une énergie plus grande que les cristaux de Wigner (M = 1) pour toutes
les distances.
Cette observation ramène le problème de la bicouche à ν= 7/3 à celui à ν= 1/3, dans la mesure où les
phases appariées ne s’avèrent avoir une énergie plus grande que les cristaux conventionnels, et donc elles
ne sont pas pertinentes. La diérence avec le plus bas NL réside seulement dans l’expression du potentiel
eectif. Comme à ν= 1/3, l’état de Laughlin est stabilisé aux faibles distances (d < dc1 = 0.7) et l’état (551)
est favorisé pour les distances intermédiaires (d < dc2 = 3.1), et seules les valeurs critiques de transition dc1
et dc2 sont modifiées (voir figure 3.13). C’est à grande distance qu’une diérence qualitative apparaît entre
les deux plus bas NLs. Dans le plus bas NL, pour d > 3 l’énergie du cristal de Wigner triangulaire alterné
est très proche de celle des 2-LFFCs, et la prise en compte des corrélations du cristal permet de trancher en
faveur de celui-ci. Sur la figure 3.13 on voit que l’écart en énergie aux grandes distances entre le cristal de
Wigner triangulaire alterné (non corrélé) avec les 2-LFFCs (∆E(d = 5)' 0.004) est plus important que dans le
plus bas NL (∆E(d = 5)' 0.002), ainsi on peut s’attendre à ce que les corrélations ne permettent au cristal
de se stabiliser que dans le plus bas NL.
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Figure 3.13 Energies de cohésion de la bicouche à ν= 7/3, i.e. à ν= 1/3 dans le second NL, et diagramme de
phase associé. Comme dans le plus bas NL aux faibles distances l’eet Hall quantique fractionnaire est possible,
il est sous-tendu par l’état de Laughlin pour d < 0.7 et par l’état (551) pour d < 3.1. La distance critique de
transition entre l’état de Laughlin et l’état (551) est plus faible que dans le plus bas NL (pour lequel dc1 = 1.6).
Une diérence qualitative avec le plus bas NL apparaît ici, à savoir qu’aux grandes distances, dans la limite des
couches découplées, deux liquides de Fermi de fermions composite, chacun à ν↑↓ = 1/6, sont stabilisés.
Dans ce cas, aux grandes distances le système apparaît sous la forme d’un 2-LFFCs à ν = 7/3, et on
obtient le diagramme de phase présenté sur la figure 3.13.
3.3.3 ν= 9/4 : le règne des états métalliques
Le diagramme énergétique des phases pertinentes à ν = 9/4 est surprenant. Comme pour ν = 7/3, le
tracé des énergies des phases cristallines (figure 3.14a) montre que seuls les cristaux de Wigner sont pertinent
à ν= 9/4, comme on s’y attend à un facteur de remplissage aussi faible dans le second niveau de Landau.
Les surprises sont apportées par les phases liquides (figure 3.14b), car les phases de plus basses énergie sont
uniquement des liquides Fermi de fermions composites, dans sa version monocomposante pour d < 2.2lB et
dans sa version à deux composantes décorrélées pour les distances plus grandes.
Ce résultat contraste fortement avec ceux du plus bas NL, qui montrent un diagramme riche de quatre
phases diérentes (figure 3.4). À ν = 1/4 l’état de plus basse énergie est également un LFFC aux petites
distances, mais lorsque la distance augmente l’état (553) est stabilisé, puis une phase cristalline émerge,
d’abord avec un réseau carré alterné puis triangulaire alterné aux plus grandes distances. Dans le second
NL le liquide de Fermi de fermions composites semble largement favorisé à ν↑ = ν↓ = 1/8, ainsi l’état formé
de deux liquides de Fermi de fermions composites indépendants l’est aussi, à νtotal = 1/4, et il empêche
l’apparition des phases cristallines, ainsi que de l’état d’eet Hall quantique fractionnaire (553). Ce résultat
suggère que le domaine cristallin du diagramme de phase pourrait être décalé vers les faibles valeurs
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Figure 3.14 Énergies et diagramme de phase de la bicouche dans le second niveau de Landau à ν = 9/4.
La situation est très diérente du plus bas NL, dans la mesure où les deux liquides de Fermi de fermions
composites décorrélés (2-LFFCs) accaparent le diagramme de phase dans tout le régime multicomposante. Ceci
confirme le fait que le domaine de prédilection des cristaux est repoussé vers les plus faibles valeurs du facteur
de remplissage projeté ν dans les NLs supérieurs.
de ν, dans les NLs supérieurs. Cette hypothèse est corroborée par les études menées dans les systèmes
monocomposante [GLMS04].
3.4 Bicouche biaisée
J’ai considéré une bicouche symétrique jusqu’alors, dans laquelle les potentiels chimiques des deux
couches sont identiques. Dans cette section je m’intéresse à une bicouche dissymétrique – ou « biaisée »
– dans laquelle il existe une diérence de potentiel chimique ∆ entre les deux couches. Cette diérence
peut-être due à une dissymétrie de la structure semi-conductrice elle-même, due par exemple à un dopage
inéquitable des couches, ou elle peut être induite par l’application d’une tension de grille entre les deux
couches. Le dispositif expérimental correspondant et le potentiel de confinement associé sont schématisés
sur la figure 3.15.
L’intérêt de cette étude résulte de l’observation d’un EHQF anormal à ν = 4/11 [PST+03]. Même si
cet état a été mis en évidence dans un système avec une seule couche, le SBE représente une grande
largeur. Alors que cet état a été interprété en terme de deuxième génération de FCs – en eet ν = 4/11
correspond à un facteur de remplissage ν∗ = 1+1/3 pour les FCs – on peut construire un état de Halperin
à deux composantes, (532), au même facteur de remplissage. Or cet état décrit, par l’équation (2.15), un
état asymétrique avec un remplissage 1/11 dans la première et 3/11 dans la seconde composante. Un système
naturel pour stabiliser un tel état est donc la bicouche avec une diérence de potentiel entre les couches.
Dans une première approche on modélise le puits large asymétrique par une bicouche biaisée puis on étudie
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Figure 3.15 Dispositif expérimental de la bicouche biaisée (gauche). L’application d’une tension de grille entre
les deux couches biaise le potentiel de confinement ; les deux couches n’ont plus le même potentiel chimique
(droite).
la stabilité de l’état de Halperin (532) dans ce système. On revisitera cet état ultérieurement dans un modèle
plus réaliste de puits large asymétrique (chapitre 5).
En présence du biais, le hamiltonien de la bicouche (3.7) est agrémenté d’un terme Zeeman −∆Sz (q= 0)
dans le langage du pseudospin, où ∆ est la diérence de potentiel chimique entre les deux couches et
Sz (q= 0) est la partie homogène de la composante suivant z du pseudospin projeté dans le plus bas niveau
de Landau. Le hamiltonien prend donc la forme
Hbicouche =V =
1
2
∑
q
V+(q)ρ(−q)ρ(q)+2
∑
q
V−(q)Sz (−q)Sz (q)−∆Sz (q= 0). (3.22)
Notons qu’en l’absence de terme tunnel le hamiltonien commute avec Sz (q = 0) qui est alors un « bon
nombre quantique ».
La bicouche symétrique permet la stabilisation d’états de halperin « symétriques », tels l’état (331), à
ν= 1/2. On peut aussi écrire des fonctions de Halperin asymétriques
Φ(m↑m↓n)
(
[z]
)= ∏
j<k
(
z j − zk
)m↑ ∏
α<β
(
zα− zβ
)m↓∏
l ,γ
(
zl − zγ
)n , (3.23)
dont les indices m↑ et m↓ sont diérents. Ces indices traduisent les corrélations internes aux deux compo-
santes, et lorsqu’ils sont diérents les électrons s’évitent plus dans une couche que dans l’autre.
Comme on aborde cet état par la diagonalisation exacte, l’état (532) est déterminé par son facteur de
remplissage donné par l’équation (2.22)
ν(532) = 4
11
, (3.24)
et par un shift sur la sphère
δ(532) =−7
2
, (3.25)
d’après (2.23).
Les tailles de systèmes accessibles sont donc données par
NB = ν−1N +δ= 11
4
N − 7
2
⇔ 4NB = 11N −14. (3.26)
Les solutions entières de cette équation diophantienne sont données par N = 4n+2, avec n ∈ N. Hormis
N = 2, les deux seules tailles accessibles numériquement sont N = 6 et 10 (Pour N = 10, l’espace de Hilbert
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a pour dimension dim(H ) ' 35× 106 dans le secteur Sz = 0, Lz = 0). Pour ces deux tailles on génère
numériquement l’état fondamental du hamiltonien (3.22) de la bicouche biaisée, et on calcule la polarisation
P =
∣∣N↑−N↓∣∣
N
= 2|Sz |
N
∈ [0;1] (3.27)
qui décrit la diérence de densité des couches. Elle est nulle lorsque les deux couches sont équitablement
peuplées, et vaut 1 lorsque tous les électrons sont dans la même couche. Elle est tracée pour les deux tailles
accessibles sur la figure 3.16.
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Figure 3.16 Polarisation de l’état fondamental dans la bicouche biaisée pour N = 6 et N = 10. En l’absence de
biais ∆ les deux couches sont équitablement peuplées (P = 0), tandis que pour des biais très importants tous les
électrons sont dans la même couche (P = 1). Les régions ayant la même polarisation que l’état (532) sont orange.
La polarisation de l’état (532) se déduit de l’équation 2.19, elle vaut
P(532) =
∣∣N↑−N↓∣∣
N
= 1
2
− 1
N
, (3.28)
soit P(532) = 1/3 pour N = 6 et P(532) = 2/5 pour N = 10. Ces deux valeurs de la polarisation correspondent
aux régions oranges des diagrammes de la figure 3.16. Le recouvrement de (532) avec l’état fondamental est
nul en dehors de ces régions, car les deux états sont alors dans des secteurs de Sz diérents (figure 3.17).
Le recouvrement est tracé dans la région dans laquelle l’état fondamental a la polarisation requise, sur la
figure 3.18.
Au vu du recouvrement élevé, on peut conclure que l’état (532) peut être stabilisé dans une bicouche,
pour des distances faibles d . 2. Pour que l’état fondamental ait la polarisation requise (P = 1/2− 1/N )
un biais ∆ est nécessaire ; la valeur que celui-ci doit prendre augmente avec la distance. On peut estimer
la valeur du biais à appliquer pour stabiliser l’état (532) à ∆ = d/10 au vu de la figure 3.17. La possible
stabilisation d’un état de Halperin asymétrique dans une bicouche biaisée montre que l’intérêt des bicouches
sous champ magnétique n’est pas limité au cas symétrique. Le fait que la présence d’un biais soit nécessaire
à la stabilisation de l’état (532) suggère que l’EHQF peut être induit par l’application d’une tension de grille
qui dissymétrise les deux couches, à certains facteurs de remplissages tels que ν= 4/11.
Enfin, je rappelle que cette partie a pour but de tester la validité de l’état de Halperin (532) pour la
description de l’eet Hall quantique fractionnaire observé à ν= 4/11 dans un puits large [PST+03]. On voit ici
que la description par la bicouche corrobore cette hypothèse. Dans le chapitre 5 cette étude sera complétée
par une modélisation réaliste du potentiel de confinement du puits large.
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Figure 3.17 Recouvrement de (532) avec l’état fondamental dans la bicouche biaisée pour N = 6 et N = 10.
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Figure 3.18 Recouvrement de (532) avec l’état fondamental dans la bicouche biaisée pour N = 6 et N = 10, dans
la région de concordance de polarisation de l’état fondamental et de (532) (Régions colorées des diagrammes de
la figure 3.17).
Chapitre 4
États électroniques corrélés dans
le puits large symétrique
Le puits quantique d’AlGaAs/GaAs est aujourd’hui le dispositif expérimental qui permet l’observation la
plus nette de l’eet Hall quantique fractionnaire (EHQF) à de très nombreux facteurs de remplissage [STG99],
et il constitue l’outil le plus utilisé pour l’étude du système bidimensionnel d’électrons (SBE) sous champ
magnétique. Il y a deux raisons à ce plébiscite, la première est d’ordre pratique. Le puits quantique d’Al-
GaAs/GaAs, surtout celui de grande largeur, permet d’atteindre des mobilités électroniques très grandes, de
l’ordre de 107 cm2/Vs, et ainsi il réduit le rôle des impuretés de l’échantillon. Les plateaux de la résistance de
Hall associés à l’EHQF sont plus marqués, et la résistance longitudinale s’annule de manière plus prononcée ;
autrement dit l’état quantique sous-jacent est plus stable.
En plus de cet intérêt pratique, le puits large enrichit la Physique d’un degré de liberté supplémentaire
de sous-bande. Cette complexification n’est pas nécessairement défavorable à l’observation de l’eet Hall
quantique fractionnaire, mais elle en altère les conditions. Le gap de sous-bande ∆ qui sépare les deux plus
basses sous-bandes est proportionnel à l’inverse de la largeur au carré, w−2. Dans un puits fin (w ≤ 50 nm)
il est donc très supérieur à l’énergie d’interaction, les électrons sont alors tous dans la plus basse sous-bande
et le degré de liberté correspondant est gelé. Au contraire, dans les puits plus larges le gap de sous-bande
est plus faible, et la première sous-bande excitée peut influer sur les propriétés de basse énergie du système.
Bien que l’énergie de Fermi soit toujours située entre les deux plus basses sous-bandes dans les expériences,
la première sous-bande excitée peut être peuplée à cause des interactions. En eet, l’énergie d’interaction
est amoindrie dans les sous-bandes supérieures en raison de l’apparition de nœud dans la fonction d’onde
associée au confinement, et s’instaure alors une compétition entre le coût en énergie de sous-bande et le
gain en énergie d’interaction.
Le but de ce chapitre est d’établir le diagramme de phase du puits large à ν = 1/2. À facteur de
remplissage donné les deux paramètres du puits large symétrique sont sa largeur w – qui détermine le gap
de sous-bande et l’interaction eective – et la densité n. La littérature sur ce sujet est abondante et les
résultats théoriques et expérimentaux nombreux, à ce point qu’un diagramme de phase expérimental a pu
être établi [SLS+13] en rassemblant des résultats existants [SES+92, SMY+94, LPT+08] et en les complétant par
quelques mesures supplémentaires. Notons que la plupart des études théoriques se sont faites dans le cadre
du modèle de bicouche eective. Dans le présent chapitre nous adoptons une vision plus réaliste, basée sur
des travaux de Papìc et al. [PMM+09], qui tiennent compte des deux plus basses sous-bandes électroniques
dans un modèle à deux composantes. Ce modèle a d’abord été utilisé pour étudier les états d’eet Hall
quantique fractionnaire à ν= 1/2 et ν= 1/4 dans le cadre d’un calcul de diagonalisation exacte [PMM+09].
87
88 CHAPITRE 4. ÉTATS ÉLECTRONIQUES CORRÉLÉS DANS LE PUITS LARGE SYMÉTRIQUE
Nous proposons ici d’utiliser ce modèle pour un calcul variationnel qui nous permet de comparer les
diérentes phases en compétition.
Trois phases sont observées expérimentalement, dont une phase métallique à faible densité ou dans un
puits fin. En raison de l’importance du gap de sous-bande, cette phase correspond au régime monocompo-
sante ; si celui-ci est adiabatiquement connecté au cas w = 0 l’état fondamental est un liquide de Fermi de
fermions composite, ce qui expliquerait le comportement métallique. Dans le puits très large – ou à forte
densité – une phase isolante est observée, qui peut s’interpréter soit comme une localisation individuelle des
électrons autour des impuretés, ou bien comme la formation d’un phase cristalline, qui s’accrocherait collec-
tivement aux impuretés. Un des objectifs de ce chapitre est de trancher cette question, et ainsi déterminer
la nature de la phase isolante. Enfin dans un régime intermédiaire l’eet Hall quantique est observé, l’état
sous-jacent étant généralement interprété comme un état de Halperin (331). Dans ce chapitre je détermine
le domaine de stabilité de l’état (331) vis-à-vis des autres candidats, et le compare avec le domaine de
stabilité de l’eet Hall quantique dans les expériences. Cette comparaison permet de tester la validité de
l’état de Halperin (331) pour la description de l’eet Hall quantique observé dans le puits large à ν= 1/2, et
de compléter le diagramme de phase expérimental.
Le chapitre est structuré comme suit. Après une introduction à la relation entre le modèle d’un puits
large et celui de la bicouche eective (4.1), je discuterai les phases cristallines (4.2) avant de les comparer aux
phases liquides afin d’établir le diagramme de phase du puits large sous champ magnétique (4.3). L’approche
est la même que celle du chapitre 3, mais les diagrammes de phase sont tracés en fonction de deux
paramètres, la largeur du puits et la densité électronique, ce qui permet en partie de faire varier le gap de
sous-bande (en unités de e2/4pi²lB ) de manière indépendante de la largeur w/lB .
4.1 Hamiltonien d’interaction et bicouche eective dans le
puits large
4.1.1 Rappel du modèle
Je modélise le puits large symétrique par un puits carré infini présenté dans la section 1.1.3. Ce choix
est justifié par le fait que, dans les puits quantiques à base d’AlGaAs, la barrière de potentiel est très haute
(∼ 200 meV) par rapport au gap de sous-bande. De plus, on s’intéresse à des propriétés générales qui ne
dépendent pas des détails de la forme du potentiel de confinement mais seulement du fait que sa largeur
ne puisse pas être négligée, au point que la première sous-bande excitée ne doit pas être omise a priori.
Les états propres – les états « de sous-bandes » – du puits carré infini de largeur w sont donnés par
(voir l’équation (1.7) du chapitre 1)
ϕn(z)=
√
2
w
×

cos
(npiz
w
)
si n est impair
sin
(npiz
w
)
si n est pair
(4.1)
et ils sont représentés sur la figure 4.1. L’énergie de la n-ième sous-bande vaut
En = pi
2~2
2m
× n
2
w2
, (4.2)
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Figure 4.1 Les trois premiers états propres du puits carré et les densités de probabilité associées. Dans la mesure
où l’on s’intéresse aux propriétés de basse énergie du système on ne conservera que les deux plus basses dans
la suite et on les nommera ↑ et ↓.
et le gap de sous-bande vaut donc
∆= E2−E1
e2/(4pi²lB )
= 5,98×
p
B [T]
(w/lB )
2 (4.3)
en unités magnétiques et dans l’arséniure de Gallium. Le degré de liberté de sous-bande devient pertinent
lorsque ∆ . 1, c’est-à-dire dans les grand puits et/ou à faible champ magnétique. Notons que je ne re-
tiens que la première sous-bande excitée. La promotion d’un électron dans la deuxième sous-bande excitée
coûte une énergie importante (8∆/3), pour cette raison on peut suspecter que les sous-bandes supérieures
n’interviennent pas dans les propriétés de basse énergie du système (voir figure 4.1). La validité de cette
approximation sera justifiée a posteriori par la suite en prenant en compte la troisième sous-bande explici-
tement.
Parce qu’on ne conserve que les deux plus basses sous-bandes, on traite le degré de liberté correspondant
comme un pseudospin-1/2 et l’on note ↑ la plus basse sous-bande et ↓ la première sous-bande excitée.
Comme il a été mentionné dans la section 1.1, la diérence majeure avec un vrai spin réside dans le fait
que l’interaction eective du puits large n’a pas la symétrie de rotation dans l’espace de pseudospin, car
l’interaction dépend de l’indice de sous-bande impliqué.
Le potentiel d’interaction de Coulomb s’écrit
V = ∑
σ1,...,σ4
Ï
ψ†σ1 (x)ψ
†
σ2 (x
′)ψσ4 (x′)ψσ3 (x)
|x−x′| dxdx
′ (4.4)
en unités de l’énergie coulombienne typique e2/4pi²lB , en notant x= (r,z) les vecteurs tridimensionnels et
où σi =↑,↓ sont les pseudospins de sous-bande.
On obtient le potentiel d’interaction eectif du puits large en intégrant le potentiel de Coulomb selon
l’axe z du potentiel de confinement ; il est donné par l’équation (1.13) que je réécris ici
V σ1σ2σ3σ4e. (r )=
Ï
ϕ∗σ1 (z)ϕ
∗
σ2
(z ′)ϕσ3 (z)ϕσ4 (z ′)√
r 2+ (z− z ′)2
dzdz ′. (4.5)
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En termes de potentiel eectif le potentiel d’interaction s’écrit
V = ∑
σ1,...,σ4
Ï
ψ†σ1 (r)ψ
†
σ2
(r′)V σ1σ2σ3σ4e.
(∣∣r− r′∣∣) ψσ4 (r′)ψσ3 (r)drdr′, (4.6)
c’est un potentiel d’interaction pour des électrons bidimensionnels avec spin.
Pour les calculs de diagonalisation exacte à venir je donne l’expression du potentiel d’interaction dans
la base des orbites de Landau du plus bas NL, indexées par leur moment cinétique m,
V = 1
2
∑
{mi }
∑
{σi }
V σ1...σ4m1...m4 c
†
m1σ1c
†
m2σ2cm4σ4cm3σ3 , (4.7)
où les coecients V σ1...σ4m1...m4 sont obtenus à partir des pseudopotentiels V
σ1...σ4
m et des coecients de Clebsch-
Gordan 〈mim j |mM〉
V σ1...σ4m1...m4 =
∑
m,M
〈m1m2|mM〉V σ1...σ4m 〈mM |m3m4〉. (4.8)
Les pseudopotentiels s’obtiennent à leur tour à partir de l’interaction eective
V σ1...σ4m =
∫
dr V σ1...σ4 (r ) |〈r |m,M〉|2 (4.9)
où 〈r |m,M〉 est la fonction d’onde à deux corps dans l’état de moment cinétique relatif m, tandis que
le résultat ne dépend pas du moment cinétique total M de la paire. Le tracé des pseudopotentiels pour
w/lB = 10, visible sur la figure 4.2, montre que l’interaction eective est plus faible dans la première sous-
bande excitée, comme on s’y attend. Pour comparaison, j’y ai tracé les pseudopotentiels de l’interaction
coulombienne dans un puits infiniment étroit. L’abaissement de V ↑↑↑↑m (et V
↓↓↓↓
m ) s’explique généralement
par la largeur du puits qui permet plus ecacement aux électrons de s’éviter. Naturellement cet eet est
plus prononcé à courte portée, et donc à faible valeur de m. L’adoucissement de l’interaction à courte
portée se traduit par l’abaissement du terme V1 par rapport au terme V3. Cet abaissement relatif rapproche
l’interaction eective du puits large de l’interaction de Coulomb projetée dans le second NL. Pour cette
raison je considérerai l’état pfaen par la suite qui, bien qu’initialement proposé pour décrire l’EHQF à
demi-remplissage du second NL, pourrait être stabilisé dans le puits large. Notons enfin que l’interaction
eective est plus faible dans la première sous-bande excitée (↓) que dans la plus basse (↑). Comme on l’a vu
plus haut, ceci traduit le fait que la répulsion y est plus faible en raison du nœud dans la fonction d’onde
ϕ↓(z).
Le hamiltonien complet de notre modèle est obtenu en ajoutant le terme de sous-bande au terme
d’interaction (4.7). Le terme de sous-bande associe un coût énergétique ∆ au peuplement de la première
sous-bande excitée, il s’écrit
Hs.b. =−∆Sz =−
∆
2
(
n↑−n↓
)=−∆
2
∑
m
(
c†m,↑cm,↑− c†m,↓cm,↓
)
(4.10)
après redéfinition de l’origine de l’énergie. Finalement le hamiltonien complet
H = 1
2
∑
{mi }
∑
{σi }
V σ1...σ4m1...m4 c
†
m1σ1c
†
m2σ2cm4σ4cm3σ3 −
∆
2
∑
m
(
c†m↑cm↑− c†m↓cm↓
)
, (4.11)
je rappelle que le terme cinétique est absent du fait de la projection dans le plus bas NL.
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Figure 4.2 Pseudopotentiels des deux plus basses sous-bandes du puits large pour w = 10lB , et pseudopotentiels
de l’interaction de Coulomb pure pour un puits infiniment étroit. Seuls les pseudopotentiels impairs sont tracés
car ce sont les seuls pertinents pour des électrons, du fait de leur nature fermionique. Dans les deux sous-bandes,
l’interaction eective est réduite par rapport à l’interaction de Coulomb pure dans un puits infiniment étroit,
notamment à courte portée. De plus, l’interaction eective est plus faible dans la première sous-bande excitée
(↓) que dans la plus basse sous-bande (↑).
4.1.2 Bicouche eective et états de Halperin « tournés »
Lorsque le gap de sous-bande ∆ est grand devant l’énergie d’interaction seule la plus basse sous-bande
est peuplée. Dans le cas contraire les électrons peuvent tirer profit du degré de liberté de sous-bande
pour minimiser leur énergie d’interaction. Une manière relativement simple de le faire consiste à peupler
uniquement la première sous-bande excitée, dans laquelle le potentiel d’interaction eectif est plus faible que
dans la plus basse sous-bande. Un compromis entre ces deux situations est oert par la bicouche eective.
Figure 4.3 Fonctions d’onde de sous-bandes (états |↑〉 et |↓〉) et bicouche eective formée par les états |+〉 et
|−〉.
Au lieu d’être dans la sous-bande ↑ ou ↓, chaque électron peut être dans une superposition linéaire
quelconque de celles-ci. Un moyen ecace de minimiser l’énergie d’interaction consiste à placer la moitié
des électrons dans l’état |+〉 = (|↑〉+ |↓〉)/p2 localisé près d’un bord du potentiel de confinement et l’autre
moitié dans l’état |−〉 = (|↑〉− |↓〉)/p2, localisé près de l’autre bord (voir figure 4.3). Cette configuration réalise
une bicouche eective dont les couches sont les états |+〉 et |−〉. La bicouche eective est donc obtenue
par une rotation de pi/2 dans l’espace de pseudospin à partir de la base des sous-bandes (voir figure 4.4) et
pour cette raison je parlerai de « base tournée ».
Les deux composantes des états de Halperin les plus appropriées ne sont donc pas forcément les sous-
bandes |↑〉 et |↓〉, mais si un modèle de bicouche est pertinent, on s’attend à ce que les composantes idoines
92 CHAPITRE 4. ÉTATS ÉLECTRONIQUES CORRÉLÉS DANS LE PUITS LARGE SYMÉTRIQUE
Figure 4.4 Bicouche eective et rotation de pseudospin (flèche orange). Les sous-bandes (états |↑〉 et |↓〉) sont les
états propres de l’opérateur de pseudospin Sz tandis que les couches eectives |+〉 et |−〉 sont les états propres
de Sx . La bicouche eective est donc obtenue par une rotation de
pi
2 dans l’espace de pseudospin, à partir des
sous-bandes.
soient |+〉 et |−〉. Autrement dit dans le puits large symétrique les fonctions de Halperin pertinentes sont
Ψ(m+m−n)
(
[z]
)=A [Φ(m+m−n)([z])|+· · ·+︸ ︷︷ ︸
N/2
−·· ·−︸ ︷︷ ︸
N/2
〉
]
, (4.12)
qui ne font intervenir que les états |+〉 et |−〉 dans leur partie spinorielle (la partie orbitale Φ est toujours
donnée par l’expression (2.15)). En eet, Papic` et al. [PMM+09] ont montré que les fonctions tournées (4.12)
peuvent avoir un bon recouvrement avec l’état fondamental du système alors que les fonction de Halperin
dans la base |↑〉 et |↓〉 décrivent mal le système (à ν= 1/2 et ν= 1/4). Dans la mesure où je m’intéresse au
demi-remplissage, seule la fonction de Halperin (331) est pertinente. Comme il a été dit dans le chapitre 2,
celle-ci est un état propre de Sz de valeur propre nulle lorsqu’elle est construite à partir des états ↑ et ↓. La
rotation de pi/2 dans l’espace de pseudospin implique donc que notre fonction est état propre de Sx avec
une valeur propre nulle.
Rotation dans l’espace de pseudospin
Une rotation d’angle θ de l’axe de quantification est équivalente à une rotation anti-horaire d’angle θ/2
dans l’espace de pseudospin [CTDL73], on a donc
Sθz =−sinθSx +cosθSz =
~
2
 cosθ −sinθ
−sinθ −cosθ
 =⇒
|θ+〉
|θ−〉
=
cos θ2 −sin θ2
sin θ2 cos
θ
2
| ↑〉
| ↓〉
 , (4.13)
|θ±〉 étant les états propres de l’opérateur Sθz . Leurs coecients dans la base initiale des états propres de Sz
sont
〈θ+| ↑〉 = cos θ
2
〈θ+| ↓〉 =−sin θ
2
〈θ−| ↑〉 = sin θ
2
〈θ−| ↓〉 = cos θ
2
.
(4.14)
Deux stratégies sont possibles pour générer l’état de Halperin tourné numériquement. La première
stratégie consiste à obtenir l’état de Halperin non tourné par diagonalisation de l’interaction modèle (2.28),
dont il est l’unique état fondamental, puis à opérer une rotation dans l’espace de pseudospin sur l’état
obtenu.
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Une seconde méthode consiste à opérer la rotation sur l’interaction modèle et à en extraire l’état
fondamental. Un ensemble de pseudopotentiels tels que ceux de l’interaction modèle des états de Halperin
s’écrit
V {σi }m =
(∏
δσi ,↑
)
V ↑↑↑↑m +
(∏
δσi ,↓
)
V ↓↓↓↓m +
[
(δσ1,↑δσ2,↓+δσ2,↑δσ1,↓)(δσ3,↑δσ4,↓+δ↑σ4δσ3,↓)
]
V ↑↓↑↓m (4.15)
et il devient, après rotation de la base de l’espace de pseudospin,
V {±i }m = 〈±1±2|Vˆm |±3±4〉 =
∑
{σi }
〈±1±2 | σ1σ2〉V {σi }m 〈σ3σ4| ±3±4 〉 (4.16)
L’expression de ces coecients, c’est-à-dire les pseudopotentiels dans la base tournée, est donnée dans le
tableau 4.1. On obtient l’état de Halperin tourné en extrayant l’état fondamental de l’interaction modèle
exprimée dans la base tournée.
V ↑↑↑↑m V
↓↓↓↓
m V
↑↓↑↓
m
V ++++m cos4
θ
2 sin
4 θ
2 2cos
2 θ
2 sin
2 θ
2
V +−++m cos3
θ
2 sin
θ
2 −cos θ2 sin3 θ2 cos θ2 sin θ2 (sin2 θ2 −cos2 θ2 )
V −−++m cos2
θ
2 sin
2 θ
2 cos
2 θ
2 sin
2 θ
2 −2cos2 θ2 sin2 θ2
V +−+−m cos2
θ
2 sin
2 θ
2 cos
2 θ
2 sin
2 θ
2 cos
4 θ
2 + sin4 θ2
V −++−m cos2
θ
2 sin
2 θ
2 cos
2 θ
2 sin
2 θ
2 −2cos2 θ2 sin2 θ2
V +−−−m cos
θ
2 sin
3 θ
2 −cos3 θ2 sin θ2 cos θ2 sin θ2 (cos2 θ2 − sin2 θ2 )
V −−−−m sin4
θ
2 cos
4 θ
2 2cos
2 θ
2 sin
2 θ
2
Table 4.1 Pseudopotentiels des interactions modèles des fonctions de Halperin et rotation (d’angle θ) dans l’espace
de pseudospin. Si l’interaction spécifiée par les coecients V ↑↑↑↑m , V
↓↓↓↓
m et V
↑↓↑↓
m a un état de Halperin pour état
fondamental, l’état de Halperin tourné de θ dans l’espace de pseudospin est obtenu en diagonalisant l’interaction
spécifiée par les pseudopotentiels écrits dans la première colonne (V ++++m ,V +−++m , . . . ). Les coecients de ces
pseudopotentiels sont obtenus en multipliant ceux de l’interaction eective originale par les termes écrits dans
les cases.
Les deux manières d’obtenir les états de Halperin tournés qui viennent d’être décrites sont équivalentes ;
j’ai vérifié sur plusieurs exemples que les états générés par les deux méthodes ont un recouvrement total
dans la limite de la précision machine. Cependant la rotation des pseudopotentiels de l’interaction modèle
est plus coûteuse en temps de calcul, car pour chaque angle il faut diagonaliser l’interaction modèle ; on lui
préférera la rotation directe de l’état de Halperin qui ne nécessite qu’une seule diagonalisation.
Muni de ces méthodes pour générer numériquement les états de Halperin tournés, on peut vérifier
que les composantes optimales pour l’état de Halperin à ν = 1/2 dans le puits large sont les couches |+〉
et |−〉 de la bicouche eective. Pour ce faire on se référera à la figure 4.5 qui montre le recouvrement
de l’état de Halperin avec l’état fondamental de l’interaction modèle du puits large (4.7), en fonction de
l’angle de rotation θ dans l’espace de pseudospin. On trouve un angle de rotation optimal de pi/2, angle
pour lequel les deux composantes de l’état (331) sont les états de bicouche eective. Ce résultat n’est pas
surprenant, comme cet angle est le seul qui décrit deux états identiques reliés par symétrie miroir, et l’état
(331) a vocation à décrire deux composantes identiques. La base {|+〉 , |−〉} est donc la bonne base du
sous-espace de sous-bande pour écrire l’état de Halperin dans le puits large. Cet observation justifie le choix
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Figure 4.5 Recouvrement de (331) avec l’état fondamental du puits large pour N = 10 électrons (obtenu par
diagonalisation exacte sur la sphère) en fonction de l’angle de rotation dans l’espace de pseudospin. Le champ
magnétique qui spécifie la longueur magnétique vaut B = 14,2 T et le puits a pour largeur w = 9lB dans cet
exemple représentatif. L’angle de rotation optimal est trouvé à pi/2, il correspond à la situation dans laquelle les
deux composantes de l’état de Halperin sont les états de bicouche eective.
des références [PMM+09, PPacDS10] qui consiste à exprimer l’état de Halperin dans la base {|+〉 , |−〉} pour
étudier le puits large.
Notons enfin que l’angle de rotation θ de l’état peut également être vu comme un paramètre variationnel
dans une optimisation. Alors que les symétries du puits large non-biaisé (i.e. avec une symétrie z 7→ −z)
nous imposent θ = pi2 , on verra dans le chapitre 5 que ce n’est plus le cas pour un puits avec un biais, et θ
devient alors un vrai paramètre variationnel.
4.2 Cristaux électroniques dans le puits large
Avant d’étudier les phases liquides à ν= 1/2 nous discuterons dans cette section les diérentes phases
cristallines auxquelles on peut s’attendre. Pour déterminer l’énergie des états cristallins qui sont en compéti-
tion avec les état liquides dans le puits large on a recours à l’approximation de Hartree-Fock présentée dans
la section 2.4.1 du chapitre 2. L’approximation de Hartree-Fock nécessite la connaissance du potentiel eectif
dans l’espace de Fourier, qui s’écrit
vσ1σ2σ3σ4e. (q)=
2pi
q
Ï
ϕ∗σ1 (z)ϕ
∗
σ2
(z ′)ϕσ3 (z)ϕσ4 (z
′)e−q|z−z ′|dzdz ′, (4.17)
d’après l’identité Ï
e− iq·rp
r 2+ z2
dr= 2pi
q
e−q|z|. (4.18)
Le potentiel eectif ne dépend que de la norme de q et pas de son orientation, i.e. v(q) = v(‖q‖), car
l’anisotropie de l’interaction dans l’espace de pseudospin n’engendre pas d’anisotropie dans le plan xy .
Notons que des expressions analytiques peuvent être obtenues pour tous les termes (4.17). J’ai utilisé le
logiciel Mathematica© pour les connaître.
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4.2.1 Cristaux monocomposantes
Trois familles d’états monocomposantes sont pertinentes pour notre étude du puits large. La première
famille est composée des états qui ne peuplent que la plus basse sous-bande. Dans celle-ci seul le terme
d’interaction
v↑↑↑↑(q)= 2pi
q
× 3q
5w5+20pi2q3w3−32pi4 (1−qw −e−qw )
q2w2
(
q2w2+4pi2)2 × e−
q2
2 (4.19)
a une valeur moyenne non nulle. Dans le langage du pseudospin ce terme d’interaction concerne les états
propres de Sz de valeur propre −1/2. On remarque que
v↑↑↑↑(q) −→
w→0
2pi
q
e−
q2
2 (4.20)
et l’on retrouve donc bien l’interaction de Coulomb projetée dans le plus bas NL dans la limite d’un puits
infiniment fin.
La seconde famille de cristaux de Wigner que je considère est plus rarement considérée dans la litté-
rature, elle est constituée des états qui dépeuplent complètement la plus basse sous-bande au profit de la
première sous-bande excitée. Ce type d’état ne peut être favorisé que lorsque le gap de sous-bande est faible,
susamment faible pour pouvoir être compensé par le gain en énergie d’interaction oert par la première
sous-bande excitée. Le seul terme d’interaction de valeur moyenne non-nulle dans ces états est
v↓↓↓↓(q)= 2pi
q
× 3q
5w5+80pi2q2w3−512pi4 (1−qw −e−qw )
q2w2
(
q2w2+16pi2)2 × e−
q2
2 . (4.21)
Enfin je prendrai également en compte les cristaux de la troisième sous-bande, afin de tester la validité de
la restriction aux deux plus-basses sous-bandes. Si les cristaux de la troisième sous-bande ont une énergie
plus importante que les autres, alors la troisième sous-bande peut être négligée dans la quête des états
fondamentaux du système. L’interaction dans cette sous-bande s’écrit
v (3)(q)= 2pi
q
× 3
(
q5w5+60pi2q3w3−864pi4 (1−qw − e−qw ))
q2w2
(
q2w2+36pi2)2 × e−
q2
2 . (4.22)
Pour les trois états monocomposantes évoqués tous les électrons sont dans l’une des trois plus basses
sous-bandes, et les calculs du chapitre 2 sur l’énergie de cristaux de Wigner peuvent être reproduits à
l’identique en remplaçant l’interaction de Coulomb par l’interaction eective (4.19) dans la plus basse sous-
bande, (4.21) dans la première sous-bande excitée, ou (4.22) dans la troisième sous-bande. Explicitement, dans
la sous-bande σ et dans l’approximation de Hartree-Fock le potentiel d’interaction devient
V σ = 1
2A
∑
q
vσσσσHF (q)〈ρ(−q)〉ρ(q) (4.23)
où le potentiel de Hartree-Fock est donné par (voir section 2.4.1)
vσσσσHF (q)= vσσσσeff. (q)
(
1−δq,0
)−∫ ∞
0
p
2pi
vσσσσeff. (p)e
− p22 J0(pq)dp, (4.24)
et les densités projetées
〈ρ(q)〉 =N e− q
2
2
∑
Q∈RR
δ(2)
(
q−Q) , (4.25)
où la somme s’eectue sur le réseau réciproque du réseau cristallin considéré. L’énergie de cohésion s’écrit
alors
Ecoh. =
ν
4pi
∑
Q∈RR
vσσσσHF (Q)e
−Q2 . (4.26)
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Les énergies ainsi obtenues sont tracées sur la figure 4.6 pour les quatre réseaux bidimensionnels particuliers
(rhombique, rectangulaire, carré et triangulaire) et dans les trois plus basses sous-bandes. J’ai vérifié sur
plusieurs exemples que le réseau le plus général (oblique) n’est jamais stabilisé, et le cristal de plus basse
énergie a systématiquement un des quatre réseaux particuliers. Je tiens à souligner un détail subtil ici. Autant
que les énergies tracées sur la figure 4.7 permettent de comparer les diérent cristaux peuplant la même
sous-bande, ces énergies ne permettent pas, pour le moment, de comparer des cristaux dans diérentes
sous-bandes et ainsi obtenir le diagramme de phase. Comme je le discuterai plus en détail à la fin de cette
section, ceci est dû à l’énergie de référence qui dépend, à ce stade, elle de la population des sous-bandes.
J’y proposerai alors une énergie de référence commune.
Dans les trois plus basses sous-bandes à ν = 1/2 le cristal de plus basse énergie est un cristal rec-
tangulaire. Ce n’est pas surprenant, car à demi-remplissage des NLs on sait que les phases anisotropes
telles que la phase de rubans sont favorisées [FKS96, MC96]. Le réseau rectangulaire est défini par un pa-
ramètre de dilatation α présenté dans la section 2.4.1. Par rapport au réseau carré de même densité, dont
le paramètre de maille est R0 = 1/
p
n, la longueur du réseau rectangulaire est αR0 et la largeur R0/α
(voir figure 2.4). Aux paramètres de dilatation α importants (1,9 < α < 2,8) tels que ceux que l’on trouve
par minimisation de l’énergie Ecoh. (figure 4.7), le cristal de Wigner rectangulaire peut être vu comme un
cristal de rubans agrémenté de corrélations à l’intérieur des rubans. H. A. Fertig et ses collaborateurs ont
montré [Fer99, YFC00, CF00] que le cristal de rubans est instable vis-à-vis de modulations de la densité
dans la direction des rubans. Le cristal de Wigner rectangulaire est analogue à ce cristal de rubans avec des
fluctuations de densité, et on comprend donc pourquoi le cristal de Wigner monocomposante de plus basse
énergie à ν = 1/2 est un cristal rectangulaire. Le profil de densité du cristal rectangulaire (figure 4.8) pour
α= 1,9 montre d’ailleurs une structure de rubans pour les paramètres de dilatation (1,9<α< 2,8) qui mi-
nimisent l’énergie du cristal. La diérence avec le cristal de rubans (voir la figure 2.10) tient aux corrélations
entre les électrons d’un même ruban. Ces corrélations réduisent l’énergie par rapport au cristal de ruban.
Par exemple, dans un puits infiniment fin à ν = 1/2 l’énergie des rubans est donnée par l’équation (2.127)
du chapitre 2 ; la minimisation de cette énergie par rapport au pas du réseau donne un paramètre de maille
λ= 4,09 et une énergie
Erubans
(
ν= 12
)=−0.432751. (4.27)
L’énergie du cristal rectangulaire est plus faible, elle vaut
Erec.
(
ν= 12
)=−0.444447. (4.28)
Ces résultats sont en accord avec ceux de la référence [EDK+06], dans laquelle il est montré que le cristal de
Wigner anisotrope a une énergie plus basse encore que celle du cristal de rubans, autour du demi-remplissage
du troisième NL 1 Je trouve ici que cette armation est également vraie dans le plus bas NL.
4.2.2 Cristaux de bicouche eective
À cause des interactions, les électrons ne sont pas contraints à être dans une seule sous-bande. En
adoptant l’état |+〉 (resp. |−〉) un électron est localisé à gauche (resp. droite) du potentiel de confinement.
Si la moitié des électrons sont dans l’état |+〉 et l’autre moitié dans l’état |−〉 une bicouche eective est
formée. Dans la bicouche eective les termes d’interaction de valeur moyenne non-nulle sont les termes
intra-couche
v++++(q)= v−−−−(q) (4.29)
et les termes inter-couches
v+−+−(q)= v+−−+(q). (4.30)
1. Une étude analogue dans le graphène amène les mêmes conclusions [ZJ07]. Notons cependant que ces résultats sont mis en
doute par l’étude par numérique de la référence [FW08], dont les auteurs ont obtenu le facteur de structure statique à ν = 9/2 par
diagonalisation exacte et par le groupe de renormalisation de la matrice densité (DMRG en anglais).
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(a) Plus basse sous-bande (↑)
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(b) Première sous-bande excitée (↓)
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(c) Deuxième sous-bande excitée
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Figure 4.6 Energies des cristaux de Wigner monocomposantes à ν = 1/2 dans le puits large, dans les trois
plus basses sous-bandes. Dans les trois cas le cristal rectangulaire a l’énergie la plus basse ; les paramètres de
dilatation correspondants sont tracés sur la figure 4.7.
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Figure 4.7 Valeurs optimales α0 des paramètres de dilatation des cristaux rectangulaires dans les trois plus basses
sous-bandes. La valeur optimale α0 est déterminée par minimisation de l’énergie du système. L’anisotropie de la
maille élémentaire des cristaux croît avec la largeur du puits. Ceci s’explique par la réduction de la partie courte
portée de l’interaction eective à grande largeur, qui autorise un rapprochement plus grand des électrons dans
la direction « comprimée » du réseau rectangulaire.
Leur expression est obtenue en considérant la forme générale de l’interaction entre couches eectives (α=±
est l’indice de couche)
vα1...α4 (q)= 2pi
q
∫ w
2
− w2
dz
∫ w
2
− w2
dz ′ϕα1 (z)ϕα2 (z
′)ϕα3 (z)ϕα4 (z
′)e−q|z−z ′| (4.31)
en termes des états de bicouche eective
ϕ±(z)=
ϕ↑(z)±ϕ↓(z)p
2
=
√
1
w
[
cos
(
pi
z
w
)
± sin
(
2pi
z
w
)]
. (4.32)
Pour calculer les énergies des cristaux de Wigner on écrit le hamiltonien dans la base {|+〉 , |−〉}. En
généralisant le hamiltonien d’interaction (2.9) au cas où les électrons ont un degré de liberté supplémentaire
|±〉 on obtient
V = 1
2A
∑
{αi }
∑
q
vα1...α4n (q)ρα1α3 (−q)ρα2α4 (q). (4.33)
L’énergie d’interaction determinée à partir de ce terme est infinie à cause du terme q = 0 qui diverge. Il est
donc nécessaire de retrancher une énergie de régularisation Ereg. – qui sera précisée dans la suite – afin
d’obtenir une énergie finie.
Le hamiltonien d’interaction est complété du terme de sous-bande,
Hs.b. =−∆Sz
(
q= 0) (4.34)
qui s’écrit
∆Sx
(
q= 0)= ∆
2
[
ρ+−(0)+ρ−+(0)
]
(4.35)
dans la base |±〉. Le hamiltonien complet dans la base |±〉 de la bicouche eective est donc finalement
Hbic.eff. =
1
2A
∑
{αi }
∑
q
vα1...α4n (q)ρα1α3 (−q)ρα2α4 (q)−Ereg.+
∆
2
[
ρ+−(0)+ρ−+(0)
]
. (4.36)
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(a) CW rectangulaire (α= 1.9)
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Figure 4.8 Profil de densité du cristal de Wigner rectangulaire de paramètre de dilatation α= 1.9 (gauche). Cette
valeur donne le cristal de Wigner de plus basse énergie à ν = 1/2 dans la limite d’un puits infiniment étroit
(voir figure 4.7). Le profil de densité d’un cristal de Wigner rectangulaire moins anisotrope (α= 1.2) est montré
au milieu, et celui d’un cristal de Wigner carré est montré à droite, à titre de comparaison. Les régions de forte
densité sont caractérisées par des couleurs plus claires.
Dans l’approximation de Hartree-Fock, on obtient l’énergie associée à chaque terme du hamiltonien via
la correspondance
vα1...α4 (q)ρα1α3 (−q)ρα2α4 (q)
7−→
HF
vα1...α4H (q)〈ρα1α3 (−q)〉〈ρα2α4 (−q)〉− v
α1...α4
F (q)〈ρα1α4 (−q)〉〈ρα2α3 (q)〉, (4.37)
avec l’expression suivante du terme direct
vα1...α4H (q)= vα1...α4 (q) (4.38)
et du terme d’échange
vα1...α4F (q)= 2pi
∑
p
vα1...α4 (p)e ip∧q −→ 2pi
∫ ∞
0
p
2pi
vα1...α4 (p)J0(pq)dp, (4.39)
où le produit vectoriel bidimensionnel est défini par p∧q= pxqy −pyqx .
On obtient ainsi l’énergie de cohésion dans l’approximation de Hartree-Fock
Ecoh. =
1
2A
∑
q
{
v++++HF (q)
∣∣〈ρ++(q)〉∣∣2+ v−−−−HF (q) ∣∣〈ρ−−(q)〉∣∣2+2[v+−+−H (q)− v+−−+F (q)]〈ρ++(q)〉〈ρ−−(q)〉
+2[v+−−+H (q)− v+−+−F (q)]∣∣〈ρ+−(q)〉∣∣2+4v+++−HF 〈ρ++(q)〉〈ρ+−(q)〉+4v+−−−HF 〈ρ−−(q)〉〈ρ+−(q)〉}
+∆〈ρ+−(0)〉 (4.40)
Dans un cristal de Wigner alterné les nœuds du réseau de la couche + se placent dans les interstices du
réseau de la couche −, on a alors 〈ρ+−(q)〉 ' 0 (voir section 3.1) et l’énergie de Hartree-Fock prend la forme
EHF = 1
2A
∑
q
{
v++++HF (q)
∣∣〈ρ++(q)〉∣∣2+ v−−−−HF (q) ∣∣〈ρ−−(q)〉∣∣2+2[v+−+−H (q)− v+−−+F (q)]〈ρ++(q)〉〈ρ−−(q)〉}
= 1
A
∑
q
{
v++++HF (q)+cos
(
q ·a)[v+−+−H (q)− v+−−+F (q)]}∣∣〈ρ++(q)〉∣∣2 ;
(4.41)
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le passage de la première à la deuxième ligne utilise le fait que les réseaux des couches + et − sont
identiques, à une translation a près, et on a donc 〈ρ++(q)〉 = 〈ρ−−(q)〉e− iq·a.
L’énergie de cohésion (4.41) des cristaux alternés dans la bicouche eective est tracée sur la figure 4.9
pour les quatre réseaux bidimensionnels particuliers. On remarque en premier lieu que pour les réseaux
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Figure 4.9 Énergie des cristaux alternés dans la bicouche eective à ν = 1/2 (gauche), et énergie relative des
cristaux triangulaires et carré alternés (droite). Les réseaux rectangulaire et rhombique alternés optimaux sont
confondus avec le réseau carré, qui donne le cristal de plus basse énergie pour w ≤ 7 ; au-delà le cristal de
bicouche eective de plus basse énergie a un réseau triangulaire alterné.
rhombiques alternés et rectangulaires alternés la minimisation de l’énergie produit le réseau carré alterné.
La compétition des phases cristallines alternées dans le puits large est ainsi réduite à un duel entre le cristal
carré alterné, qui l’emporte aux faibles largeurs w ≤ 7lB , et le cristal triangulaire alterné qui est préféré pour
w > 7lB .
La diérence entre la bicouche eective présentée dans cette section et la bicouche réelle du chapitre 2
s’exprime à travers la forme de l’interaction eective, ainsi qu’à travers la présence du terme v+−−+F qui
est nul dans la bicouche, à cause de la symétrie U(1) du potentiel d’interaction. Dans le puits large cette
symétrie est absente et les processus de diusion à double retournement de spin sont donc autorisés, d’où
la pertinence du terme d’interaction v+−−+.
Référence des énergies
Dans la section précédente j’ai introduit une énergie de régularisation Ereg. que je retranche à l’énergie
d’interaction afin d’obtenir une quantité finie. Dans le cas de couches de largeur négligeable, il sut de se
placer dans le cadre du modèle du jellium – dans lequel on retranche simplement le terme d’interaction
à q = 0 – pour éviter l’écueil d’une énergie d’interaction infinie. Dans notre traitement du puits large on
compare des phases qui peuplent diérement les sous-bandes, qui ont ainsi des profils de densité diérents
dans la direction z de confinement. Or le terme d’interaction à q = 0 dépend de la sous-bande peuplée,
autrement dit du pseudospin de l’état que l’on considère. Dès lors, si l’on enlevait simplement le terme
à q = 0 de l’énergie d’interaction on retrancherai une énergie qui dépend du pseudospin, et la référence
d’énergie ne serait pas commune à tous les états considérés.
Pour éviter cet artefact je prends donc en compte le terme d’interaction à q = 0 et je retranche l’énergie
de régularisation, que je choisis arbitrairement comme étant l’énergie d’interaction homogène d’un liquide
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électronique dans la plus basse sous-bande, soit
Ereg. =− 1
2N
v↑↑↑↑(q = 0)=− 1
2N
Ï
dr
∫ w
2
− w2
dz
∫ w
2
− w2
dz ′
ϕ∗↑ (z)ϕ
∗
↑ (z
′)ϕ↑(z)ϕ↑(z ′)√
r 2+ (z− z ′)2
. (4.42)
À partir des énergies (4.26) des cristaux dans la première sous-bande excitée, et (4.41) des cristaux bicouche,
la référence énergétique commune est obtenue en ajoutant la diérence d’énergie directe homogène. Il faut
donc ajouter
∆E↓ref. =−
1
2N
[
v↑↑↑↑(q = 0)− v↓↓↓↓(q = 0)
]
(4.43)
à l’énergie des cristaux de la première sous-bande excitée, et
∆Ebic.ref. =−
1
2N
{
v↑↑↑↑(q = 0)− 1
2
[
v++++(q = 0)+ v+−+−(q = 0)]} (4.44)
à l’énergie des cristaux bicouche. Pour la troisième sous-bande la diérence d’énergie de référence est
donnée, comme pour la première sous-bande excitée, par
∆E (3)ref. =−
1
2N
[
v↑↑↑↑(q = 0)− v (3)(q = 0)
]
. (4.45)
Notons que toutes ces énergies de référence évoluent linéairement avec la largeur du puits ; en eet dans
les intégrales impliquées dans le calcul de ces énergies, le changement d’échelle (r,z,z ′) 7−→ (x = r/w,u =
z/w,v = z ′/w) donne
∫ ∞
0
dr r
∫ 2pi
0
dθ
∫ w
2
− w2
∫ w
2
− w2
ϕ∗α1 (z)ϕ
∗
α2
(z ′)ϕα3 (z)ϕα4 (z ′)√
r 2+ (z− z ′)2
dzdz ′ =
w
∫ ∞
0
dxxdθ
∫ 1
2
− 12
∫ 1
2
− 12
ϕ˜∗α1 (u)ϕ˜
∗
α2
(v)ϕ˜α3 (u)ϕ˜α4 (v)√
x2+ (u− v)2
dudv, (4.46)
où ϕ(u) = pwϕ(z/w) ne dépend pas de la largeur w . Dans l’expression (4.46) l’intégrale du membre de
droite ne dépend pas de la largeur w , ainsi le terme de gauche est une fonction linéaire de w , et donc
toutes les diérences d’énergies homogènes évoquées précédemment le sont aussi.
Ces diérences d’énergies peuvent être déterminées numériquement pour un système de taille arbitraire.
En pratique au délà de N = 1010 les variations sont de l’ordre de la précision machine ; j’ai par conséquent
utilisé cette taille pour déterminer les diérences d’énergie (4.43) et (4.44) en considérant que la limite
thermodynamique était atteinte. Elles sont tracées sur la figure 4.10 qui dévoile la relation linéaire évoquée
dans le paragraphe précédent entre la largeur du puits et ces diérences d’énergie
∆Ebic.ref. ' 1,384×10−2w , ∆E↓ref. ' 2,374×10−2w et ∆E (3)ref. ' 2,814×10−2w. (4.47)
Par exemple pour un puits de largeur w/lB = 10, la correction à retrancher à l’énergie de l’état (331)
calculée en omettant le terme homogène à q = 0 est de ∆Ebic.ref. (w/lB = 10)= 0,1384. Sachant que l’énergie
de l’état (331) delestée de sa partie homogène vaut E(331)(q 6= 0) = −0,2424± 0,0001, on obtient une
énergie d’interaction E(331) = −0,3808± 0,0001. En comparant cette valeur à l’énergie du LFFC, qui vaut
ELFFC(w/lB = 10) = −0,2440±0,0002, on remarque donc que l’énergie de l’état (331) est plus faible que
celle du LFFC à w/lB = 10 et pour un gap de sous-bande nul. Cette comparaison n’est possible qu’en
utilisant la même énergie de régularisation (4.42) pour tous les états, ce qui nécessite de retrancher les
énergies données par les équations (4.47) aux états qui peuplent les sous-bandes excitées.
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Figure 4.10 Diérences des énergies de référence dans la puits large à ν = 1/2 en fonction de la largeur w .
L’énergie de référence de tous les états est l’énergie d’interaction par particule directe homogène dans la plus
basse sous-bande. Sont tracées la diérence de cette énergie avec l’équivalent dans la première sous-bande
excitée ∆E↓ref., dans l’état bicouche ∆E
bic.
ref. , et dans la troisième sous-bande ∆E
(3)
ref. . Celles-ci sont des fonctions
linéaires de coecients 2,374×10−2, 1,384×10−2, et 2,8×10−2 respectivement.
4.2.3 Diagramme de phase des cristaux
Grâce à l’étude de la section précédente, nous connaissons désormais l’énergie de cohésion des cristaux
de Wigner dans le puits large. Dans un puits de largeur donnée, celle-ci est d’autant plus faible que l’indice
de sous-bande n est élevé. En contrepartie de ce gain en énergie d’interaction le peuplement des sous-
bandes supérieures coûte une énergie δEn = (n2−1)~2pi2/(2mw2). En se restreignant aux deux plus basses
sous-bandes cette énergie est le gap de sous-bande ∆. La promotion des électrons dans les sous-bandes
excitées est donc décidée par la compétition entre le gain d’énergie d’interaction oert par les sous-bandes
supérieures et le coût énergétique du gap de sous-bande. 2
Le peuplement des sous-bandes excitées n’est possible que dans les puits larges, car le gap de sous-
bande est alors plus faible (∆∝w−2), et la réduction de l’énergie d’interaction de la sous-bande excitée est
d’autant plus importante que le puits est large, comme le montre la comparaison des graphiques 4.6a et
4.6b.
Afin d’obtenir le diagramme de phase des cristaux de Wigner dans le puits large il convient donc
d’ajouter un second paramètre, le gap de sous-bande. Bien que les deux échelles d’énergie – interaction
et gap de sous-bande – dépendent toutes deux de la largeur du puits, l’intensité de l’interaction dépend
également de la densité et le système du puits large a donc bien deux paramètres indépendants.
Dans la limite purement théorique du gap de sous-bande nul ∆= 0, il est toujours favorable de peupler
les sous-bandes plus élevées à cause du gain en énergie d’interaction, tandis que l’augmentation de ∆
pénalise les sous-bande excitées. J’exemplifie les arguments ci-dessus dans le diagramme de phase sur la
figure 4.11, où je compare plusieurs phases cristallines à ν= 1/2 dans le plus bas NL. À gauche, j’ai tracé le
2. Pour rappel, le gap de sous-bande est donné ici en unités de l’énergie coulombienne typique e2/
(
4pi²lB
)
; celui-ci est relié à la
largeur en nanomètres par
∆= 40p
B
(
w[nm]
10
)2 en unités de
[
e2
4pi²lB
]
. (4.48)
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diagramme de phase en termes de paramètres w et ∆, pour des raisons d’illustration. À droite je montre
les mêmes phases en fonction de la largeur w et de la densité n, paramètres plus adaptés aux expériences.
Bien sûr, dans la limite des gaps de sous-bande très faibles il faudrait prendre en compte les sous-bandes
supérieures aux deux plus basses pour obtenir le diagramme de phase complet. Néanmoins cette limite
correspond à des puits extrêmement larges (w & 25) qui n’ont pas été étudiés jusqu’alors et que je ne
considérerai pas.
(a) Diagramme ( wlB ,∆)
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Figure 4.11 Diagramme de phase des cristaux de Wigner dans le puits large ν= 1/2. « Rec. ↑ » désigne le cristal
de Wigner rectangulaire dans la plus basse sous-bande, « Tr. alt. » signifie « triangulaire alterné » et « Rec. ↓ »
réfère au cristal de Wigner rectangulaire qui peuple uniquement la première sous-bande excitée. « Rec. (3) »
dénomme le cristal rectangulaire dans la troisième sous-bande du potentiel de confinement ; celui-ci a l’énergie
la plus basse uniquement lorsque le gap de sous-bande est très faible par rapport à l’énergie d’interaction.
On trouve quatre phases pour les gammes de paramètres considérées. À faible largeur et pour les biais
importants, seule la plus basse sous-bande est pertinente et on trouve le cristal rectangulaire monocompo-
sante correspondant. Lorsque la largeur augmente il est de plus en plus favorable de peupler les sous-bandes
excitées, du point de vue des interactions. À cela s’oppose le coût en énergie de sous-bande ∆ qui pénalise
l’occupation des sous-bandes excitées. Ce compromis permet de stabiliser un cristal triangulaire alterné de
bicouche eective – avec des électrons peuplant les deux plus basses sous-bandes – aux largeurs inter-
médiaires w ∼ 10lB , à moins que le gap de sous-bande ne soit susamment faible, auquel cas il devient
même favorable de dépeupler complètement la plus basse sous-bande. Dans ce cas le cristal de plus basse
énergie est un cristal rectangulaire dans lequel tous les électrons sont dans la première sous-bande excitée.
Aux très faibles gap de sous-bande on voit apparaître des phases qui peuplent des sous-bandes élevées du
puits, à cause du gain notable en énergie d’interaction qui n’est contrebalancé que par un coût très faible
en énergie de sous-bande. Cependant les gammes de paramètres expérimentalement pertinentes, visibles
sur les axes du diagramme 4.11b, montrent que pour stabiliser des cristaux qui impliquent les sous-bandes
supérieures aux deux plus basses il faut aller vers des densités ou des largeurs de puits qui n’ont pas été
atteintes jusqu’alors. Cette observation justifie a posteriori l’approximation qui consiste à ne garder que les
deux plus basses sous-bandes du puits large, car les sous-bandes supérieures ne sont pas pertinentes dans
les gammes de paramètres expérimentales.
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Figure 4.12 Diagramme de phase expérimental du puits large à ν = 1/2 issu de [SLS+13]. Suen ’92 et ’94
désigne les mesures des références [SES+92] et [SMY+94] respectivement, et Luhmann ’08 les résultats de la
référence [LPT+08]. Les symboles pleins indiquent l’observation de l’EHQF, et les symboles creux son absence.
La taille des symboles donnent une estimation de la « robustesse » de l’état de Hall quantique ; elle est estimée
qualitativement à partir de la taille du gap, de la largeur du plateau et de la profondeur du creux dans la
résistance longitudinale.
4.3 Diagramme de phase du puits large à ν= 1/2
Les énergies des cristaux de Wigner dans le puits large à ν= 1/2 ont été établies dans la section précé-
dente, en prenant en compte les deux plus basses sous-bandes. À ce facteur de remplissage le diagramme de
phase du puits large a été établi en rassemblant de nombreuses données expérimentales ; il est donné par la
figure 6 de la référence [SLS+13] que je présente sur la figure 4.12. Il montre trois phases aux comportements
diérents, une phase métallique dans les puits fins, une phase d’EHQF aux largeurs intermédiaires, et une
phase isolante dans les puits très larges. Les transitions entre ces phases sont décidées par la largeur du puits
et par la densité. La présence de trois phases indique que le diagramme de phase comporte au moins trois
états fondamentaux diérents. Alors que de nombreuses études expérimentales [WPR+90, WRWP93, MSK94]
et théoriques [RR94, HLR93, PMABJ98] indiquent que l’état métallique pour w→ 0 est un LFFC compressible,
il y a deux candidats naturels pour l’EHQF à ν= 1/2 : un état pfaen à une composante et un état (331)
à deux composantes. Les calculs de diagonalisation exacte semblent favoriser l’état (331) [PMM+09, PJDS08].
L’état isolant pour de grandes valeurs de w est certainement le moins étudié.
Dans cette section j’établis le diagramme de phase à ν= 1/2 en fonction de la largeur du puits w et de
la densité n, en comparant les énergies de diérents états. Alors que mes calculs corroborent l’identification
de l’état compressible au LFFC et celle de (331) pour l’état d’EHQF et reproduisent de manière quantitative
la ligne de transition entre ces phases, ils dévoilent un état original pour la phase isolante, à savoir un cristal
de Wigner rectangulaire qui n’occupe que la première sous-bande excitée.
4.3.1 Énergie des liquides corrélés
En plus du liquide de Fermi de fermions composites (LFFC) dans lequel tous les électrons sont dans la
plus basse sous-bande et de l’état (331) qui forme une bicouche eective, je considérerai également l’état
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pfaen. En eet, bien que celui-ci ne soit en principe pertinent que dans le second NL [PMABJ98], il a
été montré qu’il peut être favorisé par la largeur finie du potentiel de confinement [PJDS08] car le potentiel
de confinement abaisse la répulsion de courte portée de manière similaire à l’interaction eective dans
n = 1. On sait que dans la bicouche réelle l’état fondamental à grande distance est composé de deux LFFCs
indépendants à ν= 1/4 dans chacune des couches (voir chapitre 3) ; pour cette raison on peut s’attendre à ce
que les deux LFFCs indépendants, qui occupent chacun une des couches eectives, entrent en compétition
avec l’état (331) dans le puits large également. Enfin je prendrai en compte l’état formé de deux états
pfaens à ν= 1/4 indépendants, chacun dans une des couches eectives.
En résumé je considère cinq états d’EHQF. Deux sont monocomposantes, le LFFC et le pfaen, et
peuvent peupler la plus basse sous-bande ou la première sous-bande excitée. Les trois autres états forment
une bicouche eective, ce sont l’état (331), les deux pfaens indépendants (2Pf) et les deux liquides de
Fermi de fermions composites indépendants (2LFFCs).
(a) Énergie du LFFC pour w = 10lB
-0.234
-0.232
-0.23
-0.228
-0.226
-0.224
-0.222
0
1
36
1
25
1
16
1
9
E
c
o
h
.
1/N
Elin. = -0.2340±0.0001
Equad. = -0.2338±0.0001
χ2red.,lin. = 0.58
χ2red.,quad. = 0.03
(b) Énergie du pfaen pour w = 10lB
-0.234
-0.232
-0.23
-0.228
-0.226
-0.224
-0.222
0
1
50
1
30
1
20
1
10
E
c
o
h
.
1/N
Elin. = -0.2313±0.0000
Equad. = -0.2310±0.0001
χ2red.,lin. = 0.56
χ2red.,quad. = 0.17
Figure 4.13 Exemples d’extrapolations quadratiques et linéaires des énergies de cohésion obtenues par calcul
Monte-Carlo, avec les coecients χ2 correspondants. L’erreur Monte-Carlo est donnée par la diérence entre
l’extrapolation linéaire et celle quadratique. Ici j’ai présenté les énergies du liquide de Fermi de fermions com-
posite (gauche) et de l’état pfaen (droite) dans un puits de largeurs w = 10lB , à ν = 1/2. Les tailles permises
pour les deux états ne sont pas les mêmes, ce sont les carrés d’entiers pour le LFFC (pour obtenir des couches
pleines), et les entiers paires pour le pfaen. Les barres d’erreurs pour chaque taille sont petites car un grand
nombre d’itérations (106) a été utilisé dans l’algorithme de Metropolis, et les énergies sont moyennées sur dix
exécutions indépendantes du programme. Notons que les extrapolations linéaires et quadratiques sont quasiment
identiques ici, et il en va de même dans tous les cas qui sont exposés dans ce manuscrit.
Les énergies de ces états sont obtenues de la manière suivante.
— Pour plusieurs tailles de système – définies par le nombre de particules N – on calcule l’éner-
gie d’interaction par méthode Monte-Carlo, en utilisant l’algorithme de Metropolis présenté dans
l’annexe C.
— On lui retranche l’énergie homogène d’interaction d’un liquide non-corrélé, puis on divise par le
nombre de particules pour obtenir l’énergie de cohésion Ecoh..
— On trace Ecoh. en fonction de 1/N et on réalise une interpolation polynomiale d’ordre deux. L’énergie
de cohésion à la limite thermodynamique est la valeur en zéro de la fonction d’interpolation. L’ordre
de l’interpolation polynomiale est justifié par la quasi-linéarité des énergies de cohésion en fonction
de 1/N . Le terme quadratique ajoute une faible correction.
— Dans chaque cas on réalise une extrapolation linéaire et une extrapolation polynomiale d’ordre 2
pour obtenir l’énergie de cohésion à la limite thermodynamique. L’erreur sur cette énergie est donnée
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(b) Sous-bande excitée (↓)
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Figure 4.14 Diérence d’énergie du pfaen et du liquide de Fermi de fermions composite (LFFC) dans les deux
plus basses sous-bandes. Le LFFC a une énergie plus basse pour toutes les valeurs explorées, et la diérence
d’énergie est bien supérieure à l’erreur Monte-Carlo totale. J’ignorerai par conséquent le pfaen dans l’étude du
puits large symétrique à ν= 1/2 par la suite.
par la diérence entre les valeurs issues de ces deux interpolations.
— La référence énergétique commune déjà mentionnée dans la section 4.2.2 est obtenue en ajoutant
les diérences d’énergies homogènes 4.44 pour les états de bicouche eective et 4.43 pour les états
de la première sous-bande excitée.
Deux exemples de cette extrapolation de l’énergie à la limite thermodynamique sont donnés sur la figure 4.13
pour l’état pfaen et le LFFC, dans le puits large à ν= 1/2 pour w = 10lB . Dans cet exemple, l’état pfaen
a une énergie plus grande que le LFFC, et il en va de même pour toutes les largeurs w ≤ 25lB .
Dans un puits infiniment étroit l’énergie du LFFC est plus basse que celle du pfaen [PMABJ98]. J’ai
vérifié que cela reste vrai pour un puits de largeur finie, au moins pour w ≤ 25lB . La diérence d’énergie
entre les deux états est tracée sur la figure 4.14a, l’énergie du LFFC est bel et bien inférieure à celle du
pfaen et l’écart en énergie est supérieur à l’erreur totale. Dans la mesure où l’on conserve les deux plus
basses sous-bandes du puits large, il convient de considérer les états à une composante dans la première
sous-bande excitée. Ces états peuvent s’avérer pertinents dans les puits très larges. La compétition entre le
pfaen et le LFFC dans la sous-bande excitée est tranchée par la figure 4.14b qui penche également en
faveur du LFFC. On peut donc omettre le pfaen par la suite dans l’étude du puits large symétrique dans le
plus bas NL, car celui-ci n’est jamais favorisé par rapport au LFFC.
Une autre famille d’états est à prendre en compte, formées des états de bicouche eective. Comme
dans la bicouche réelle, je considérerai les états de bicouches indépendantes, à savoir le pfaen et le
LFFC à ν = 1/4 dans chaque couche ; je prendrai également en compte l’état (331), dans lequel les deux
composantes sont faiblement corrélées. Le tracé des énergies relatives de ces trois états (figure 4.15) montre
que l’état (331) a l’énergie la plus basse pour w ≤ 15lB , les deux LFFC sont stabilisés pour w > 17lB , et
entre ces deux valeurs les incertitudes sur l’énergie des deux états se superposent et on ne peut donc pas
conclure. Il est naturel que les corrélations inter-couches favorisent l’état (331) aux faibles largeurs, tandis
qu’elles le pénalisent aux grands w , pour lesquels deux LFFC indépendants sont stabilisés. Encore une fois
l’état pfaen n’apparaît pas pertinent dans l’étude du puits large symétrique à ν= 1/2.
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Figure 4.15 Diérences d’énergie des états liquides dans la bicouche eective du puits large à ν = 1/2. L’état
(331) à l’énergie la plus basse pour w ≤ 15lB , les deux LFFC indépendants (2LFFC) sont stabilisés pour w > 17lB ,
et entre ces deux valeurs les incertitudes sur l’énergie des deux états se superposent et on ne peut donc pas
conclure. Les deux pfaens indépendants à ν= 1/4 dans chaque couche ne sont pas stabilisés. L’encart est un
agrandissement autour de la transition entre (331) et les 2LFFC.
Parmi les états liquides considérés ne s’avèrent pertinents que les LFFC (dans la plus basse sous-bande,
dans la première sous-bande excitée, et dans la configuration bicouche) et l’état (331). Le pfaen est éliminé
par les comparaisons énergétiques, quelque soit son occupation des sous-bandes.
4.3.2 Diagramme de phase complet
En combinant les résultats des calculs Hartree-Fock sur les cristaux de Wigner (section 4.2) et ceux des
calculs Monte-Carlo pour les états de Hall quantiques (section 4.3.1), on obtient le diagramme de phase du
puits large à ν= 1/2 donné sur la figure 4.16a. Trois régions diérentes apparaissent sur ce diagramme de
phase, qui correspondent chacune à un état de plus basse énergie donné. Dans les puits de faibles largeurs
le LFFC a l’énergie la plus basse et on retrouve donc la hiérarchie du puits infiniment fin. Dans les puits
très larges et pour des gaps de sous-bande modérés la phase de plus basse énergie est un cristal de Wigner
rectangulaire peuplant uniquement la première sous-bande excitée. Enfin, dans un régime intermédiaire c’est
l’état (331) qui a l’énergie la plus basse parmi tous les états que j’ai considérés.
Dans les expériences qui nous intéressent, le gap de sous-bande dépend de la largeur. Les deux para-
mètres qui sont fixés indépendamment sont la largeur du puits quantique (exprimée en nanomètres), qui
est déterminée lors de la fabrication de l’échantillon, et la densité électronique qui dépend de la quantité de
silicium dopants introduits dans les couches d’AlGaAs. La densité peut de plus être modulée durant les ex-
périences par l’application de deux tensions de grilles symétriques aux extrémités du dispositif. Ces tensions
de grille permettent de contrôler le nombre d’électrons issus du dopage par le silicium qui passent dans le
puits quantique de GaAs (voir figure 1.1b). Le diagramme de phase correspondant est donné par la figure 4.17,
ses paramètres sont la largeur et la densité électronique. La figure à gauche montre le diagramme de phase
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(a) Diagramme de phase en fonction de w/lB et du
gap de sous-bande ∆
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Figure 4.16 (a) Diagramme de phase du puits large à ν = 1/2 en fonction de la largeur du puits en unités de
la longueur magnétique w/lB et du gap de sous-bande ∆. Parmis tous ceux considérés, trois états apparaissent
comme états fondamentaux. À faible largeur le liquide de Fermi de fermions composites (LFFC) a l’énergie la
plus basse, sauf si le gap de sous-bande est inférieur à ' 0.04×w . Dans les puits larges et tant que le gap de
sous-bande n’est pas trop important (∆. 0,02×(w−5)) l’état fondamental est un cristal de Wigner rectangulaire
(CW) qui ne peuple que la première sous-bande excitée. Enfin il existe un régime intermédiaire dans lequel
l’état (331) est stabilisé. Les régions noires indiquent un recouvrement des barres d’erreurs sur les énergies, qui
empêche de déterminer l’état de plus basse énergie. Enfin l’état 2LFFC est l’état fondamental dans une région du
diagramme de phasequi n’est pas exploré expérimentalement. (b) Diagramme de phase du puits large à ν= 1/2
en fonction de la largeur exprimée en nanomètres et de la densité électronique.
issu de mes calculs variationnels, en comparaison avec le diagramme de phase expérimental (figure 4.12),
que j’ai inséré à droite.
La diagramme de phase théorique que j’obtiens est en bon accord avec le diagramme de phase expé-
rimental (figure 4.17). Notons tout d’abord que cette concordance corrobore l’image habituellement avancée
dans la littérature relative à l’EHQF dans les puits larges à ν = 1/2. Selon celle-ci, dans le régime mono-
composante l’état fondamental est un liquide de Fermi de fermions composite (LFFC), tandis que dans les
puits relativement larges (w ∼ 10) l’EHQF observé est bien décrit par un état de Halperin (331) à deux
composantes. C’est bien le résultat que je retrouve ici par calcul variationnel.
Au-delà de la reproduction du diagramme de phase expérimental et de la corroboration de la nature
des phases liquides, mes calculs permettent l’identification de la phase isolante observée dans les puits très
larges [SSS92, SMY+94, SLS+13]. D’après les calculs présentés dans ce chapitre, cette phase isolante serait
un cristal de Wigner rectangulaire qui peuple uniquement la première sous-bande excitée. Cet état atypique
explique la dépendance de la transition entre le régime de l’EHQF et la phase isolante vis à vis du gap de
sous-bande. En eet cette dépendance indique que les deux états en compétition peuplent les sous-bandes
diéremment, et exclut ainsi un cristal de Wigner bicouche de la compétition avec l’état (331), car les
deux états peuplent les sous-bandes de la même manière. Notons que la phase isolante pourrait également
être due à la localisation individuelle des électrons. Cependant l’accord quantitatif entre le diagramme de
phase expérimental et le diagramme théorique de la figure 4.17 laisse supposer que la phase isolante a été
identifiée avec succès. L’image que je propose pourrait être corroborée expérimentalement par des mesures
de transport sous irradiation micro-onde. Avec ce type de mesure, la présence d’un cristal électronique est
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Figure 4.17 (a) Diagramme de phase théorique de la figure 4.16b. Celui-ci peut être directement comparé aux
expériences correspondantes de la littérature, notamment avec le diagramme de phase expérimental montré sur
figure (b) de droite, issu de la référence [SLS+13].
trahie par l’excitation des modes d’accrochage du cristal au potentiel de désordre (voir le chapitre 9 de la
référence [SP08]).
Une approximation importante a été faite dans toute cette étude. On a supposé le potentiel de confi-
nement parfaitement symétrique. En réalité la symétrie n’est jamais parfaite, et il est par conséquent utile
de déterminer le rôle de l’asymétrie du confinement sur la physique de l’EHQF. De plus, une étude expéri-
mentale [SGCS09] a montré qu’il est possible d’induire l’EHQF en créant une asymétrie dans le potentiel de
confinement ; l’asymétrie qui apparaît alors plus intéressante qu’un simple artefact expérimental. Pour ces
raisons j’étudie le puits quantique asymétrique ou « biaisé » dans le prochain chapitre.
Avant cela, de la même manière que dans le chapitre précédent j’avais considéré la bicouche dans les
deux plus bas NLs, je complète cette étude dans la section suivante, en la poursuivant dans le second NL.
4.4 Puits large symétrique et second niveau de Landau
À demi-remplissage, on a vu dans le chapitre 3 que dans la bicouche, les diagrammes de phase des deux
plus bas NLs dièrent seulement dans le régime monocomposante des petites distance ; alors que le liquide
de Fermi de fermions composites est stabilisé dans le plus bas NL, le pfaen le supplante dans le second NL.
Dans la section précédente, il a été montré que le diagramme de phase du puits large est quantitativement
et qualitativement diérent de celui de la bicouche, à ν = 1/2. Pour cette raison on ne peut étendre les
résultats de la bicouche au puits large directement, et pour établir le diagramme de phase du puits large
à ν = 5/2 une nouvelle étude est nécessaire. Pour ce faire j’ai à nouveau recours à l’interaction eective
gaussienne présentée dans la section 3.3. Il eût été optimal d’utiliser l’interaction eective polynomiale
de la section précédente, mais l’obtention des coecients des diérents monômes nécessite de connaître
l’expression général des pseudopotentiels associés à un monôme du type r k , sur la sphère. N’ayant pas
une telle expression dans le second NL, j’ai opté pour l’interaction eetive polynomiale qui, bien qu’elle ne
reproduise pas exactement les pseudopotentiels de l’interaction originale, les approche avec une précision
de l’ordre de 0,1%.
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Hormis l’interaction eective qui est diérente, la méthode pour obtenir le diagramme de phase du
puits large à ν= 5/2 est la même qu’à ν= 1/2, cependant on s’attend à ce que les phases pertinentes soient
diérentes, notamment parce qu’on sait que dans la limite du puits fin c’est l’état pfaen qui est favorisé,
alors que dans le plus bas NL c’était le LFFC. J’ai vérifié que l’état pfaen a une énergie plus basse que
le LFFC et les états cristallines pour toutes les valeurs de la largeur w dans la plus basse sous-bande. À
l’inverse, dans la première sous-bande excitée c’est le cristal de Wigner rectangulaire qui domine, comme
dans le plus bas NL. Entre ces deux régimes extrêmes, la comparaison de l’énergie des phases de bicouche
eective (figure 4.18) montre que l’état formé de deux pfaens décorrélés qui occupent chacun une des
couches eectives domine pour w ≥ 4lB ; aux largeurs plus petites le système est monocomposante en
pratique, comme nous le verrons par la suite, et l’état (331) n’intervient donc jamais, comme un état pfaen
à une composante y a la plus basse énergie.
(a) Énergies des phases à deux composantes
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Figure 4.18 Comparaison de l’énergie des phases à deux composantes, à ν= 5/2 dans le puits large. Les deux
pfaens dominent pour w ≥ 4lB ; aux largeurs plus petites le système est monocomposante en pratique, et l’état
(331) n’intervient donc jamais, comme un état pfaen à une composante y a la plus basse énergie.
La tracé du diagramme de phase complet est présenté sur la figure 4.19, dans la même gamme de
paramètres que dans le plus bas NL.
On remarque que l’état pfaen à une composante domine l’essentiel du diagramme de phase pour les
gammes de paramètres pertinentes expérimentalement. Ceci est dû au fait que dans le second niveau de
Landau les longueurs magnétiques sont plus grandes pour les même valeur du champ magnétique, ainsi la
largeur du puits en unité de la longueur magnétique est réduite à des valeurs plus faibles et le régime du
puits très large est diciliment atteignable. Seulement aux densités très importantes et dans les puits très
larges, une bicouche eective de pfaens indépendants émerge. Dans les puits plus larges encore le cristal
de Wigner rectangulaire qui ne peuple que la sous-bande excitée est stabilisé, comme dans le plus bas NL.
Je rappelle que ce dernier état est apparenté au cristal de ruban, qui est connu pour son apparition à demi-
remplissage des NLs élevés [Fog02]. Ici, tout comme dans le plus bas NL, cet état peut être favorisé par une
grande largeur du potentiel de confinement, qui atténue la partie à courte portée du potentiel d’interaction
et avantage ainsi les cristaux appariés tels que le cristal rectangulaire, qui rapproche les électrons dans la
direction « comprimée ».
De la même manière que celui du plus bas NL, le diagramme de phase de la figure 4.19 permet de tester
la pertinence des états modèles utilisés par comparaison avec les résultats expérimentaux. Néanmoins je
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Figure 4.19 Diagramme de phase du puits large à ν= 5/2. L’état pfaen à une composante domine l’essentiel du
diagramme de phase pour les gammes paramètres pertinentes expérimentalement. Ceci est dû au fait que dans
le second niveau de Landau les longueurs magnétiques sont plus grandes pour les mêmes valeurs du champ
magnétique, ainsi la largeur du puits en unité de la longueur magnétique est réduite à des valeurs plus faibles
et le régime du puits très large est dicilement atteignable. Seulement aux densités très importantes et dans les
puits très larges, une bicouche eective de pfaens indépendants émerge, et dans les puits encore plus larges
le cristal de Wigner rectangulaire dans la sous-bande excité est stabilisé, comme dans le plus bas NL.
n’ai pas connaissance d’un travail établissant le diagramme de phase expérimental du puits large à ν= 5/2.
De plus, alors que dans le plus bas NL les transitions qui ressortent de ce chapitre ont lieu entre des
états de nature diérente, à ν = 5/2 la première transition a lieu entre deux états d’eet Hall quantique
fractionnaire, le pfaen monocomposante et les deux pfaens décorrélés, et l’observation expérimental de
cette transition nécessiterait des mesures supplémentaires à celles de la tension de Hall. En revanche, la
transition entre les deux pfaens décorrélés et le cristal de Wigner rectangulaire de la sous-bande excitée
peut être observé expérimentalement à travers la disparition de l’eet Hall quantique fractionnaire au profit
d’une phase isolante. Le cas échéant, si la transition a lieu aux densités et largeur de puits prévues par le
diagramme 4.19, l’identification de la phase isolante au cristal de wigner rectangulaire serait vraisemblable.
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Chapitre 5
Eet Hall quantique fractionnaire
dans un puits quantique
asymétrique
Dans les expériences sur l’eet Hall quantique fractionnaire menées dans les puits quantiques, la
densité électronique du système bidimensionnel d’électrons est ajustée in situ par l’application d’une tension
de grille externe. Une deuxième grille est utilisée dans le but de contrôler le degré de symétrie du potentiel
de confinement (figure 5.1), celui-ci est généralement symétrisé au maximum car cela permet d’optimiser la
mobilité électronique.
Figure 5.1 Dispositif expérimental du puits large (gauche), et bandes associées (droite). L’utilisation de deux
tensions de grilles en haut V hg et en bas V
h
g du dispositif permet de contrôler le degré de symétrie du potentiel
de confinement ressenti par le système bidimensionnel d’électrons (SBE).
Dans un puits symétrique on peut stabiliser des états à deux composantes qui forment une bicouche
eective, par exemple l’état de Halperin (331) à ν= 1/2, comme nous l’avons vu dans le chapitre 4. Dans ce
chapitre j’introduirai une asymétrie dans le potentiel de confinement, modélisée par un biais linéaire (voir
section 1.1.3) par rapport au puits carré infini. Ce modèle du puits large biaisé me permettra d’étudier la
stabilité de l’état (331) en présence d’une asymétrie dans le potentiel de confinement. Cet état constitue
l’exemple canonique des états de Hall multicomposantes qui peuvent être stabilisés dans un puits large.
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Expérimentalement, contrôler le biais du potentiel de confinement permet de sonder le caractère mono-
ou multi-composante des états de Hall quantiques, comme l’ont fait J. Shabani et ses collaborateurs pour
l’eet Hall quantique à ν = 1/2 [SGS09, SGCS09]. L’idée est la suivante. En partant d’un puits quantique
symétrique, si l’on augmente le biais on accroît le gap de sous-bande, rendant ainsi progressivement les sous-
bandes excitées inaccessibles. On passe donc continûment d’un régime multi-composante dans la situation
symétrique à un régime mono-composante lorsque le biais est important. Si l’état de Hall quantique survit à
l’augmentation du biais, alors c’est un état mono-composante. Les observations qui ressortent de cette étude
à ν= 1/2 sont surprenantes. Dans l’échantillon de la référence [SGCS09], l’eet Hall quantique fractionnaire à
ν= 1/2 n’est pas observé lorsque le puits est symétrique, mais seulement lorsque le potentiel de confinement
est rendu asymétrique. Le premier objectif du travail présenté dans ce chapitre est de déterminer la nature
de l’état de Hall quantique qui est stabilisé à ν = 1/2 dans la référence [SGCS09], et qui nécessite un biais
non-nul. Plus généralement, je me propose dans ce chapitre d’établir le diagramme de phase du puits
quantique biaisé à demi-remplissage dans les deux plus bas niveaux de Landau. L’étude correspondante a
également été publiée dans la référence [TGR14].
Dans un deuxième temps, je m’intéresserai aux états de Halperin asymétriques dans le puits biaisé.
Comme dans la bicouche du chapitre 3, il est naturel de supposer qu’un biais non-nul du potentiel de
confinement peut permettre la stabilisation d’états multicomposantes asymétriques. Notamment, l’eet Hall
quantique fractionnaire observé à ν = 4/11 [PST+03] déjà évoqué dans le chapitre 3 peut résulter de la
stabilisation d’un état de Halperin (532) par une asymétrie résiduelle dans le potentiel de confinement.
J’explorerai cette possibilité avec ce modèle de puits biaisé, dans lequel le potentiel de confinement est
représenté par un puits carré infini avec une pente linéaire. Cette étude permettra également de discuter
la validité de la modélisation du puits large (biaisé) par une bicouche (biaisée), par comparaison avec les
travaux présentés dans la section 3.4.
La structure du présent chapitre est la suivante. Dans une première section je reviens sur les fonctions
de Halperin « tournées » déjà introduites dans la section 4.1.2, pour montrer qu’en traitant l’angle de ro-
tation comme un paramètre variationnel on peut optimiser le recouvrement des états modèles avec l’état
fondamental du puits quantique biaisé. Pour cela je détermine l’état du fondamental par diagonalisation
numérique exacte du potentiel d’interaction eectif, et je calcule son recouvrement avec les états modèles
pertinents en fonction de l’angle de rotation. Dans la deuxième section je présente une description théorique
des expériences des références [SGS09, SGCS09] dans lesquelles l’influence du biais sur l’eet Hall quantique
fractionnaire à ν = 1/2 est étudié. Je m’intéresse à l’évolution de l’état fondamental du système bidimen-
sionnel d’électrons dans le puits quantique biaisé, en fonction de la largeur du puits et de son biais, et je
montre que l’état (331) peut être stabilisé à des biais non-nuls à condition d’opérer la rotation adéquate dans
l’espace de pseudospin. Dans une troisième section je propose une explication qualitative pour la valeur de
l’angle optimal, qui repose sur une analogie avec la bicouche présentée dans le chapitre 3. Enfin dans la
quatrième section je prolonge l’étude sur l’eet Hall quantique fractionnaire à ν = 4/11, entamée dans la
section 3.4 à travers un modèle de bicouche.
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5.1 Asymétrie du potentiel de confinement et rotation des
états modèles dans l’espace de pseudospin
5.1.1 Les sous-bandes du puits quantique biaisé
Le puits large biaisé a été présenté dans la section 1.1, le potentiel de confinement correspondant
V (z)=
 V z/w si z ∈ [−w/2,w/2]∞ sinon. (5.1)
est schématisé sur la figure 5.2. La limite V → 0 correspond au puits symétrique qui fait l’objet du chapitre 4,
tandis que V →∞ produit le potentiel triangulaire schématisé sur la figure 1.4. Dans cette dernière limite
le gap de sous-bande est très grand et seule la plus basse sous-bande est pertinente à basse énergie ; le
système est alors monocomposante.
(a) Fonctions d’onde du puits biaisé
E↑
E↓
w
V
(b) Densités de probabilités
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V
Figure 5.2 Les fonctions d’ondes des deux plus basses sous-bandes du puits quantique biaisé (gauche), et les
densités de probabilités associées (droite). La largeur vaut w = 10lB et le biais V = e2/4pi²lB dans cet exemple
représentatif.
Les fonctions d’ondes correspondant aux deux plus basses sous-bandes du puits quantique biaisé sont
tracées sur la figure 5.2, elles ont la forme (voir équation (1.5) du chapitre 1)
ϕn(z)=Nn
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k
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V
z
w
−En
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+ cn Bi
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z
w
−En
)]}
, (5.2)
où Ai et Bi sont les fonctions d’Airy de première et deuxième espèce respectivement. J’ai introduit la constante
k−1 = 3
√
~2V 2
2mw2
, et Nn est une constante de normalisation. Les coecients cn et les énergies En sont obtenus
par résolution numérique des équations de conditions aux limites, ϕn(0) = 0 et ϕn(w) = 0. Ces équations
ont une infinité de solutions qui constituent les diérentes sous-bandes, dont on retient les deux plus basses.
Par rapport au puits symétrique, on voit sur la figure 5.2 que la plus basse sous-bande du puits biaisé
est déplacée vers la gauche où le potentiel est plus faible. À l’inverse la première sous-bande excitée est
plus localisée à droite, dans la région biaisée, afin de satisfaire l’orthogonalité avec les autres sous-bandes,
comme les fonctions d’onde des sous-bandes à plus haute énergie (non illustrées) deviennent de plus en
plus symétriques.
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Le gap de sous-bande ∆= E↓−E↑, tracé sur le figure 5.3b, est d’autant plus faible que le puits est large,
en revanche il est accru par l’augmentation du biais. Pour connaître sa valeur dans nos « unités magnétiques »
il faut spécifier la valeur de la longueur magnétique, et donc le champ magnétique. 1 J’ai choisi B = 14,2 T
pour tracer la figure 5.3a, c’est à cette valeur du champ magnétique que l’EHQF induit par un biais a été
observé dans la référence [SGCS09] (n = 1,72×1011 cm−2).
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Figure 5.3 Gap de sous-bande ∆ = E↓ −E↑ du puits quantique biaisé, en unités magnétiques (gauche) et en
unités SI (droite) adaptées aux expériences. La traduction en unités magnétiques nécessite de spécifier la valeur
du champ magnétique, j’ai choisi une valeur représentative de B = 14,2 T qui correspond à ν = 1/2 dans la
référence [SGCS09].
Comme dans le cas du puits symétrique, le hamiltonien d’interaction a l’expression (4.11) que je réécris
ici
H = 1
2
∑
{mi }
∑
{σi }
V σ1...σ4m1...m4 (w,V ) c
†
m1σ1c
†
m2σ2cm4σ4cm3σ3 −
∆(w,V )
2
∑
m
(
c†m↑cm↑− c†m↓cm↓
)
, (5.3)
où σi =±, mi désigne le moment cinétique, et les coecients d’interaction V σ1...σ4m1...m4 sont obtenus à partir
de l’interaction eective
V σ1σ2σ3σ4e. (r )=
Ï
ϕ∗σ1 (z)ϕ
∗
σ2
(z ′)ϕσ3 (z)ϕσ4 (z ′)√
r 2+ (z− z ′)2
dzdz ′ (5.4)
selon la procédure décrite dans la section 4.1. Dans le hamiltonien (5.3), les coecients d’interaction V σ1...σ4m1...m4
et le gap de sous-bande ∆ dépendent de la largeur w et du biais V , notons que ce hamiltonien (5.3) du puits
biaisé possède la même structure que son alter ego du puits symétrique qui correspond à la limite V → 0.
5.1.2 Fonctions de Halperin tournées d’un angle arbitraire
La fonction de Halperin la plus simple que l’on peut écrire pour le puits large a pour composantes les
deux plus basses sous-bandes ↑ et ↓. L’état correspondant a un recouvrement faible avec l’état fondamental
quelque soit la largeur du puits (< 10% pour (331)) . En eet, les composantes idoines pour l’état (331)
sont les états |+〉 et |−〉 de bicouche eective ; on a vu dans la section 4.1.2 que celles-ci améliorent
considérablement le recouvrement avec l’état fondamental, dans le puits large symétrique (jusque 73% pour
(331) à w = 9 lB , au vu de la figure 4.5).
1. Un autre choix pour lequel je n’ai pas opté consiste à utiliser les unités SI, mais alors c’est l’interaction eective qui dépend
explicitement du champ magnétique.
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Figure 5.4 Recouvrement de (331) avec l’état fondamental (obtenu par diagonalisation exacte sur la sphère avec
NB = 17) du puits quantique biaisé à ν= 1/2 pour N = 10 électrons en fonction de l’angle de rotation θ dans
l’espace de pseudospin. Le champ magnétique qui spécifie la longueur magnétique vaut B = 14,2 T, le puits a
pour largeur w/lB = 10 et le biais vaut V /(e2/4pi²lB )= 1.
Le passage des composantes |↑〉 et |↓〉 aux composantes |+〉 et |−〉 est réalisé par une rotation de pi2 dans
l’espace de pseudospin (voir figure 4.4). On a vérifié explicitement dans le chapitre 4 que le recouvrement de
l’état de Halperin (331) avec l’état fondamental du puits symétrique est maximal pour θ = pi/2 (figure 4.5).
En présence d’un biais la situation est diérente. La figure 5.4 montre le recouvrement de l’état (331) avec
l’état fondamental d’un puits de largeur w/lB = 10 en présence d’un biais V /
(
e2/4pi²lB
)= 1, en fonction de
θ. Le maximum de recouvrement n’est pas trouvé à pi/2 (c’est-à-dire pour les composantes |+〉 et |−〉) mais
à un angle intermédiaire qui vaut θmax = 0,34pi dans cet exemple, et qui varie avec w et V .
Ainsi, alors que les composantes optimales de l’état (331) sont les combinaisons |+〉 et |−〉 dans le cas du
puits symétrique, la combinaison des sous-bandes optimale dans le puits biaisé dépend du biais. Pour cette
raison l’angle de rotation θ qui décrit cette combinaison linéaire sera traité comme un paramètre variationnel
à optimiser dans la suite du chapitre. Je reviendrai sur l’interprétation de cet angle optimal dans la dernière
section de ce chapitre, mais on peut déjà le comprendre qualitativement en comparant les fonctions d’ondes
correspondants à la combinaison |+〉 et |−〉 des sous-bandes, avec les fonctions d’ondes données par l’angle
θmax. Celles-ci sont tracées sur la figure 5.5. Sur cette figure on voit que les composantes pour lesquelles
les électrons sont le plus ecacement séparés en deux couches distinctes – afin de minimiser l’interaction
coulombienne – sont bien données par l’angle optimal θmax, et pas par les combinaisons |±〉 obtenues pour
θ = pi2 .
En résumé, l’angle variationnel θ de rotation de l’état de Halperin dans l’espace de pseudospin permet
de trouver la bonne base à un corps, dans laquelle les sous-bandes décrivent une bicouche eective. C’est
seulement lorsqu’il est défini à partir des composantes de la bicouche eective que l’état de Halperin décrit
potentiellement l’état fondamental du système. Cette observation amène la question suivante : sachant que
les états à deux composantes peuvent être optimisés par rotation dans l’espace de pseudospin, en est-il de
même pour les états à une composante ? La sous-section suivante traite cette question.
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Figure 5.5 Rotation du pseudospin dans le puits quantique biaisé. Les sous-bandes montrées dans cet exemple
correspondent à un puits de largeur w/lB = 10 et un biais V /(e2/4pi²lB )= 1. Pour ces valeurs l’angle de rotation
qui optimise le recouvrement de l’état (331) avec l’état fondamental du système d’électrons en interaction vaut
θ = 1,08. On peut voir sur le schéma que cet angle produit une meilleure séparation des couches eectives |θ+〉
et |θ−〉 que l’angle θ = pi2 qui est l’angle optimal dans un puits symétrique, et qui produit les états |+〉 et |−〉.
5.1.3 Rotation des états monocomposantes dans l’espace de pseudospin
Comme nous l’avons vu dans le chapitre 4, un état à deux composantes dans un puits large est
généralement décrit par une combinaison d’angle quelconque θmax = θmax(w,V ) dépendant de la largeur w
et du biais V . On peut se demander s’il en va de même des états monocomposantes.
Pour répondre à cette question j’ai tracé sur la figure 5.6 le recouvrement de l’état pfaen (qui a bien
une seule composante) avec l’état fondamental du système d’électrons dans le puits quantique biaisé. L’état
fondamental est obtenu par diagonalisation numérique exacte, et j’ai choisi pour cet exemple un puits de
largeur w/lB = 8 et de biais V /
(
e2/4pi²lB
) = 1. Le recouvrement est maximal pour une valeur non-nulle
de l’angle de rotation (θmax = −0,11pi). Par conséquent, pour les états monocomposantes également le
recouvrement entre l’état modèle et l’état fondamental peut être optimisé par une rotation dans l’espace de
pseudospin. Le maximum indique alors la combinaison adéquate des fonctions d’onde de sous-bandes, pour
laquelle l’état modèle reproduit correctement la dépendance en z de l’état fondamental.
Pour comprendre cette propriété des états modèles monocomposantes j’ai tracé sur la figure 5.7 les
fonctions d’ondes de sous-bandes pour les valeurs de paramètres de la figure 5.6, et la fonction d’onde de
confinement
ϕθ+ (z)= cos(θmax/2)ϕ↑(z)+ sin(θmax/2)ϕ↓(z) (5.5)
donnée par l’angle θmax qui maximise le recouvrement entre le pfaen et l’état fondamental. On voit sur la
figure de gauche que la fonction d’onde de plus basse sous-bande est asymétrique par rapport au centre du
puits, du fait de la présence du biais. La fonction ϕθ+ (z), quant à elle, est symétrique. On comprend alors
que l’existence d’un angle d’optimisation non nul est due au fait que l’état fondamental est symétrique dans
la direction du confinement, ainsi même en présence du biais les interactions restaurent cette symétrie en
contrepartie d’un coût
Es.b. =∆
(
〈Sz〉+ 1
2
)
= ∆
2
× sin2θ (5.6)
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Figure 5.6 Recouvrement de l’état pfaen (Pf) avec l’état fondamental (Fonda.) du puits quantique biaisé à
ν = 1/2 pour N = 10 électrons (obtenu par diagonalisation exacte sur la sphère avec NB = 17) en fonction de
l’angle de rotation dans l’espace de pseudospin. Le champ magnétique qui spécifie la longueur magnétique vaut
B = 14,2 T, le puits a pour largeur w/lB = 8 et le biais vaut V /
(
e2/4pi²lB
) = 1. Le recouvrement maximal
n’est pas obtenu pour θ = 0, qui correspond à un état pfaen dans la sous-bande ↑, mais pour un angle
θmax =−0,11pi qui produit une fonction symétrique dans la direction du confinement (voir figure 5.7).
en énergie de sous-bande.
Il est important de garder à l’esprit que la rotation du pseudospin n’aecte la fonction d’onde que dans
la direction du potentiel de confinement, et l’optimisation proposée dans ce chapitre consiste simplement à
trouver la bonne combinaison des sous-bandes pour exprimer les états modèles. Cependant, pour étudier le
rôle du potentiel de confinement dans un modèle de puits quantique asymétrique il est crucial de procéder
à cette optimisation, sans quoi le recouvrement des états modèles avec l’état fondamental apparaît plus faible
qu’il n’est en réalité, simplement du fait que l’état modèle n’est pas exprimé dans la bonne base du degré de
liberté de sous-bande. Munis de cette méthode d’optimisation nous pouvons étudier le diagramme de phase
du puits quantique biaisé. Je commence par m’intéresser à ν= 1/2 dans la section suivante, car c’est à ce
facteur de remplissage que l’EHQF induit par le biais a été observé par J. Shabani et al. [SGCS09]. Ensuite
j’aborderai le problème équivalent dans le NL supérieur (ν = 5/2). À ce facteur de remplissage l’EHQF est
généralement décrit par l’état pfaen (2.51) et on peut se demander comment cette description est altérée
en présence d’un biais.
5.2 Diagramme de phase du puits biaisé à ν= 1/2 et ν= 5/2
Pour les deux facteurs de remplissages qui nous intéressent, ν = 1/2 et ν = 5/2, on veut déterminer
les propriétés de l’état fondamental du système pour un ensemble représentatif de largeurs 5 ≤ w ≤ 15 et
de biais 0 ≤ V ≤ 2 (en unités magnétiques), qui mettent en exergue les propriétés intéressantes du puits
biaisé. Pour chaque couple de valeurs on génère l’état fondamental du hamiltonien (5.3) par la méthode de
Lanczos [Lan50], puis on calcule les valeurs moyennes du pseudospin et du moment cinétique. Enfin on
détermine le recouvrement avec les états modèles pertinents, en suivant la procédure d’optimisation décrite
dans la section précédente.
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Figure 5.7 (a) Fonctions d’onde de sous-bande pour w/lB = 8 et V /
(
e2/4pi²lB
) = 1, et (b) Combinaison des
fonctions d’onde de sous-bande pour l’angle de rotation optimal θmax du pfaen (voir figure 5.6). La figure de
droite indique que l’angle de rotation optimal dans l’espace de pseudospin correspond à une fonction d’onde
symétrique par rapport au centre du puits, formée à partir des fonctions d’onde des deux sous-bandes ↑ et ↓.
Étant donné que notre hamiltonien modèle H défini par l’équation (5.3) n’est pas invariant par rotation
dans l’espace de pseudospin, S2 et généralement aussi Sz cessent d’être de bons nombres quantiques et
ne peuvent être diagonalisés en même temps que H . L’espace de Hilbert dans lequel on diagonalise le
hamiltonien contient alors tous les secteurs de Sz . En revanche H est invariant par rotation des degrés de
liberté orbitaux et on peut donc le diagonaliser dans un secteur de Lz donné. Je choisis le secteur Lz = 0
car il contient tout le spectre de L2.
Les états modèles que je considérerai ont été présentés dans le chapitre 2, ce sont le liquide de Fermi
de fermions composite (LFFC) compressible, l’état de Halperin (331) à deux composantes, l’état pfaen
(Pf) et l’état singulet de Haldane-Rezayi (HR). Je rappelle sur le tableau 5.1 les propriétés principales de
ces états. Bien que les deux premiers (LFFC et (331)) soient généralement associés au plus bas NL et
les deux derniers (Pf et HR) au second NL, ils sont en principe tous pertinents pour la modélisation de
n’importe quel NL à moitié rempli. Je génère ici l’état de HR et l’état (331) par diagonalisation de leurs
interactions modèles (voir chapitre 2), et j’obtiens l’état pfaen récursivement par compression à partir de
l’état racine [BH08, BR09, TERB11a, TERB11b]. Pour le LFFC, au lieu de générer cet état explicitement j’ai utlisé
l’état fondamental de l’interaction de Coulomb pour une couche infiniment fine (w = 0) à ν= 1/2 au shift
δLFFC =−2, car celui-ci a un recouvrement quasi-total (> 99%) avec le LFFC [RR94] pour les tailles que l’on
considère. Pour déterminer la stabilité du LFFC on calcule donc le recouvrement de l’état fondamental du
hamiltonien à (w,V ) avec l’état fondamental de l’interaction de Coulomb pure à w = 0.
Les caractéristiques de ces quatre états modèles sont rappelées dans le tableau 5.1
Les tailles de systèmes que je considère sont N = 6,8,10. Je me restreins aux valeurs paires car tous
les états modèles que j’utilise ne sont définis que pour un nombre paire de particules, hormis le LFFC. Les
tailles inférieures à N = 6 sont trop faibles, elles sont dominées par les eets de taille finie, et les systèmes
avec plus de dix particules sont à la limite de l’accessible numériquement (dimH ' 7,7×108 pour N = 12,
Lz = 0 et δ=−2). Les dimensions de l’espace de Hilbert sont données sur le tableau 5.2 pour les diérentes
tailles en fonction du shift. Alors que l’obtention de l’état fondamental pour quelques valeurs (w,V ) est
envisageable pour N = 12, le tracé du diagramme de phase complet, qui contient 400 points, requiert un
temps de calcul prohibitif. Pour ne pas alourdir le manuscrit je ne montrerai que les résultats pour N = 10,
dans la mesure où les tailles inférieures n’altèrent pas l’image obtenue pour N = 10.
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États Moment cinétique Lz Polarisation Incompressible Shift (δ)
(331) 0 Partielle :
〈
S2
〉 6= 0, 〈Sz〉 = 0 3 -3
Pfaen 0 Totale 3 -3
CFFL Dépend de N Totale 7 -2
HR 0 Singulet :
〈
S2
〉= 0 7 -4
Table 5.1 Propriétés des états modèles considérés.
Le moment cinétique individuel maximal sur la sphère est relié au nombre de particules N et au shift
δ de l’état modèle considéré par (annexe A)
2Lmaxz =NB +2n = ν−1N +δ (5.7)
où n désigne l’indice du NL (n = 0 pour le plus bas). Les dimensions des espaces de Hilbert à Lz = 0 sont
donnés par le tableau 5.2 pour les tailles et les shifts qui nous concernent.
N= 6
Shift dim(H )
-2 4 277
-3 2 496
-4 1 352
N= 8
Shift dim(H )
-2 214 813
-3 123 711
-4 67 915
N= 10
Shift dim(H )
-2 12 308 486
-3 7 050 864
-4 3 891 964
N= 12
Shift dim(H )
-2 766 465 127
-3 437 615 929
-4 242 400 700
Table 5.2 Dimensions des sous-espaces Lz = 0 pour N = 6, 8, 10 et 12 à demi-remplissage. La projection dans le
n-ième niveau de Landau implique que la dimension est la même dans tous les niveaux de Landau, en revanche
le nombre de quanta de flux correspondant varie avec l’indice du niveau de Landau sur la sphère.
5.2.1 Plus bas niveau de Landau : ν= 1/2
Le plus bas NL à demi-remplissage dans le puits large symétrique a été étudié par des méthodes
variationnelles dans le chapitre 4. On y a vu que l’état (331) à deux composantes est stabilisé aux largeurs
intermédiaires, et sépare une phase LFFC compressible dans les puits fin et une phase cristalline isolante
dans les puits très large. En première approximation on peut voir le puits biaisé comme un puits symétrique
avec une largeur eective réduite par le biais. Si cette image est correcte le biais aura simplement pour eet
de changer les largeurs de transition entre les diérentes phases. Même si cette image peut, comme on le
verra, rendre compte en partie du diagramme des phases elle fait abstraction de l’asymétrie des fonctions
d’onde, qui s’avérera cruciale.
Pour la présente étude je fixe le champ magnétique à B = 14,2 T, car cette valeur représentative cor-
respond à ν= 1/2 dans la référence [SGCS09]. Je présenterai les mêmes calculs pour un champ magnétique
diérent par la suite afin de vérifier que les résultats ne dépendent pas de ce paramètre, au moins qualita-
tivement. Je considère 400 points régulièrement repartis dans la gamme de paramètres 5 lB < w < 15 lB et
0<V < 2×e2/4pi²lB . Le choix de ce domaine tient à sa représentativité des transitions qui nous intéressent,
et il est également justifié par sa pertinence expérimentale. En eet, pour B = 14,2 T il correspond à une
largeur 34.5<w < 103.5 nm et un biais 0<V < 32.4 meV. Cette dernière valeur ne représente pas un biais
irréaliste dans la mesure où il reste bien inférieur à la profondeur du puits (∼ 300 meV).
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Avant de tenter une identification de l’état fondamental à partir du tracé de son recouvrement avec
les états modèles, intéressons-nous à l’évolution des diérents nombres quantiques qui caractérisent l’état
fondamental. Le moment cinétique orbital l est tracé sur la figure 5.8 pour N = 6,8,10. Il est obtenu à partir
de la valeur moyenne
〈
L2
〉
par l’identification〈
L2
〉= l (l +1), l ≥ 0. (5.8)
Une valeur non nulle du moment cinétique implique que l’état fondamental est inhomogène, potentiellement
un état de type cristal de Wigner tel que ceux rencontrés dans les chapitres précédents, ou une onde de
densité de charge. Au vu de la figure 5.8, l’inhomogénéité est présente dans les puits très larges (w >
10lB ) et aux valeurs susament faibles du biais. Néanmoins cette propriété dépend fortement de la taille
du système et du shift, c’est pourquoi il est dicile de conclure sur la stabilité d’un cristal de Wigner
à partir d’études de diagonalisation exacte sur la sphère, comme celles-ci ne donnent pas accès à des
systèmes de susamment grande taille pour l’étude des phases inhomogènes. Notons cependant que les
états fondamentaux inhomogènes sont plus facilement visibles sur le tore [YHR01].
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Figure 5.8 Moment cinétique de l’état fondamental du puits biaisé à ν= 1/2, pour N = 6, 8, et 10. Le shift vaut
δ=−3 ici, c’est celui du pfaen et de l’état (331). Notons que le valeur du moment cinétique dépend fortement
du shift.
Les valeurs moyennes du pseudospin S, quant à elles, dépendent peu de la taille du système et je me
contenterai donc de présenter les résultats pour N = 10, qui est la plus grande taille que j’ai considérée. Le
pseudospin déduit de S2 et la valeur moyenne de Sz dans l’état fondamental sont tracés sur la figure 5.9.
Je rappelle que ces valeurs moyennes ne sont pas restreintes aux nombres demi-entiers car le pseudospin,
contrairement au spin physique, ne commute pas avec le hamiltonien d’interaction.
On voit sur la figure que le système est complètement polarisé dans la direction |↑〉 pour w/lB . 8,
autrement dit seule la plus basse sous-bande est peuplée, comme on s’y attend pour des puits de faible
largeur. Pour w/lB > 8 la polarisation décroît ; les électrons peuplent de plus en plus la sous-bande excitée,
et sont finalement dans un état avec 〈Sz〉 ' 0 aux grandes largeurs et pour les biais modérés. Comme
nous l’avons vu dans les sections précédentes, cette dépolarisation s’explique par la diminution de l’énergie
d’interaction oerte par la sous-bande excitée, qui est due à la présence d’un nœud dans la fonction d’onde
correspondante. Ce gain en énergie d’interaction est en compétition avec le gap de sous-bande qui pénalise
le peuplement de la sous-bande excitée. Aux largeurs importantes le gap de sous-bande est fortement réduit
et la sous-bande excitée peut ainsi être peuplée, entraînant la dépolarisation du pseudospin. Quant au biais,
il n’influe pas sur la polarisation dans les puits fins, où l’état est déjà complètement polarisé même en
l’absence de biais. Il n’influe que dans les puits très larges, dans lesquels l’augmentation du biais restaure la
polarisation de l’état fondamental selon |↑〉, dépeuplant ainsi la sous-bande excitée. Ceci est en accord avec
l’image évoquée plus haut selon laquelle le biais réduit eectivement la largeur du puits. Par le biais, on
s’attend alors à pouvoir stabiliser un état monocomposante, potentiellement un pfaen ou un LFFC, dans le
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Figure 5.9 Norme (a) et composante suivant z (b) du pseudospin pour N = 10 et NB = 17 à ν= 1/2. Une plus
grande largeur w diminue le pseudospin tandis qu’un biais non nul en augmente la norme. On remarque que
le pseudospin est quasiment aligné avec la direction z dans tout le diagramme car S ' 〈Sz 〉. Notons que dans
les puits très larges (w & 14 lB ) et à faible biais S ' 〈Sz 〉 est négatif : la sous-bande excitée devient plus peuplée
que la plus basse.
domaine polarisé. En revanche, pour des grandes largeurs et faibles biais, où Sz ' 0, on peut éventuellement
stabiliser un état singulet de Haldane-Rezayi 2et un état multicomposante tel que l’état (331) dans le domaine
intermédiaire. Le recouvrement des états modèles avec l’état fondamental est tracé sur la figure 5.10.
La connaissance du recouvrement des états modèles pertinents à ν = 1/2 permet de discuter les trois
régions identifiées sur le diagramme de la figure 5.10. Celles-ci sont la région monocomposante aux faibles
largeurs ou biais importants, le domaine 〈Sz〉 ' 0 dans les puits larges faiblement biaisés, et le domaine
intermédiaire.
— Dans le régime monocomposante identifié sur la figure 5.9 (faible largeur ou fort biais), le LFFC a
le recouvrement le plus important avec l’état fondamental. Cependant ce dernier a également un
recouvrement élevé avec l’état pfaen dans la même région du diagramme de phase. Les deux états
n’ont pas le même shift sur la sphère, et une comparaison directe n’est par conséquent pas possible
dans cette géométrie. Une telle étude comparative a été menée pour V = 0 sur le tore [PPacDS10]
qui ne présente pas cet artefact. Il en ressort que l’état pfaen n’est pas stable à ν= 1/2, et comme
les états polarisés à V ' 0 sont adiabatiquement connectés à l’état à V = 0, nous en concluons que
l’état dans ce régime est probablement un LFFC.
— Dans les puits très larges, w & 10lB et pour les biais modérés l’état fondamental est « quasi-singulet »
(figure 5.9) et on voit qu’il a un recouvrement notable avec l’état de Haldane-Rezayi. Néanmoins le
fait que les valeurs restent modérées (. 67%), et les variations du moment cinétique de l’état
fondamental en fonction de la taille du système laissent subsister un doute important sur cette
région du diagramme de phase. En eet une transition vers un état inhomogène (l 6= 0) est observée
aux tailles inférieures (figure 5.8). Cet état inhomogène est polarisé dans la direction ↓ (〈Sz〉 < 0),
bien que cette polarisation soit faible elle suggère le dépeuplement de la plus basse sous-bande.
Ce doute sur les conclusions d’un calcul de diagonalisation exacte dans les puits très larges est
renforcé par l’étude Monte-Carlo complémentaire qui sera présentée à la fin de cette section, et qui
semble soutenir le cristal de Wigner rectangulaire de la sous-bande excitée comme état fondamental
à grande largeur et biais modéré. De plus, dans les puits très larges la validité de l’approximation
2. Notons cependant que notre modèle à deux sous-bandes est moins fiable dans les puits très larges, car au-delà d’une certaine
largeur (w/lB ' 15) on peut avoir 〈Sz 〉 < 0, c’est-à-dire que la première sous-bande excitée devient plus peuplée que la plus basse
sous-bande, et il faudrait prendre en compte la troisième sous-bande qui peut devenir pertinente.
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Figure 5.10 Recouvrement des états modèles pertinents avec l’état fondamental du puits biaisé à ν = 1/2, en
fonction de la largeur w et du biais V du puits. Les quatre états modèles impliqués sont le liquide de Fermi de
fermions composites (LFFC) compressible (a), le pfaen (Pf) (b), l’état de Halperin (331) (c) et l’état singulet de
pseudo-spin de Haldane-Rezayi (HR) (d). Les recouvrements présentés ici ont été obtenus après optimisation par
rapport à l’angle de polarisation de l’état modèle, et ce pour chaque couple de valeurs (w,V ). L’interprétation de
ces diagrammes de recouvrement est discutée dans le texte.
à deux sous-bandes est plus discutable, et les résultats dans cette situation doivent être considérés
avec circonspection.
— Dans un régime intermédiaire qui forme un « arc » le recouvrement avec l’état (331) est important.
Cet arc est caractérisé par un pseudospin de norme intermédiaire 5 .
〈
S2
〉
arc . 10 (à comparer
à
〈
S2
〉
max = N/2(N/2+ 1) = 30 pour N = 10 électrons). Or le calcul des valeurs moyennes du
pseudospin dans l’état (331) montre que celui-ci a la même ampleur 3,
〈
S2
〉
(331) ' 7,3 pour N =
10. Dans cette région l’optimisation vis-à-vis de la direction de polarisation de (331) dévoile un
recouvrement relativement élevé (' 73%). Rappelons que les valeurs arbitraires de 〈S2〉 reflètent
le fait que (331) n’est pas état propre de S2 [MYG89]. Même si la valeur du recouvrement à elle
seule n’est peut-être pas susamment élevée pour conclure que l’état (331) fournit une description
qualitativement correcte des corrélations électroniques dans l’état fondamental du puits biaisé, il est
est approximativement le même dans l’ensemble de l’arc de recouvrement élevé. Ainsi les conclusions
3. De manière générale le spin
〈
S2
〉
de l’état (331) semble relié au nombre de particules N par
〈
S2
〉
(331) ' 3N/4, en eet on a〈
S2
〉
(331) = 2,99 pour N = 4,
〈
S2
〉
(331) = 4,54 pour N = 6,
〈
S2
〉
(331) = 5,92 pour N = 8 et
〈
S2
〉
(331) = 7,33 pour N = 10.
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qui étaient valides dans le puits large symétriques sont maintenues en présence du biais, le système
est toujours à même de former une bicouche eective. Simplement la combinaison linéaire des sous-
bandes qui produit la bicouche eective est donnée par les états |+〉 et |−〉 dans le cas symétrique,
qui correspond à une rotation de pi/2 du pseudospin par rapport aux sous-bandes |↑〉 et |↓〉, alors
que dans le puits large asymétrique l’angle de rotation dépend de la valeur du biais et de la largeur,
θ = θ(w,V ).
Le tracé du gap énergétique qui sépare l’état fondamental du premier état excité (figure 5.11) montre que
celui-ci est plus grand dans la région de stabilité de l’état (331). Cette concordance corrobore l’interprétation
du diagramme de phase en termes d’état (331) qui sous-tend l’EHQF et qui est stable dans une région en
forme d’arc. Cette phase d’EHQF qui sépare deux phases compressibles qui sont le LFFC dans la région
monocomposante de faible largeur ou biais important et une phase dont la nature est incertaine dans les
puits très larges. Ainsi, dans les puits de largeur w & 8lB , l’état (331) ne peut être stabilisé qu’en présence
d’un biais non nul et il en va donc de même pour l’EHQF.
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Figure 5.11 (a) Gap énergétique entre l’état fondamental et le premier état excité dans le puits biaisé à ν= 1/2,
pour N = 10 électrons et un shift δ = −3. (b) La région de recouvrement important de l’état (331) avec l’état
fondamental (région orange du graphe de droite) correspond à la région de gap élevé, dans laquelle l’EHQF peut
être stabilisé.
L’existence d’un arc de stabilité pour l’état (331) a une conséquence importante. En eet, l’asymétrie
du potentiel de confinement peut être perçue comme un écueil pour l’observation de l’EHQF à deux com-
posantes, car elle dissymétrise les couches. Pourtant la figure 5.11b montre que dans des puits relativement
larges (w & 9 lB ), dans lesquels l’état (331) n’est pas stabilisé dans le cas symétrique, l’application d’un biais
non nul produit une situation qui lui est favorable (par exemple pour V /(e2/4pi²lB )' 1 à w/lB = 10). Cette
stabilité est perdue pour les biais trop importants.
Ces résultats numériques fournissent une compréhension qualitative des mesures eectuées dans la
référence [SGCS09], dans lesquelles un EHQF induit par un biais est observé dans un puits quantique de
largeur w ' 8 lB . Les auteurs de la référence [SGCS09] caractérisent le degré d’asymétrie par le désaccord
de densité ∆n entre la partie droite du puits et la partie gauche. Ce degré d’asymétrie est déduit du gap
de sous-bande et de la connaissance de la largeur du puits, à partir desquels des calculs auto-cohérents
(« Poisson+Schrödinger ») permettent d’obtenir le profil de densité dans la direction du potentiel de confine-
ment [Win03]. L’EHQF est obtenu pour une asymétrie ∆n ' 1010 cm−2, ce qui correspond à un biais V = 16,5
meV dans le modèle de puits biaisé 4 d’après les calculs de la référence [SMPT10]. Ce biais correspond à
V /(e2/4pi²lB )= 1 pour B = 14,2 T.
4. En réalité dans la référence [SMPT10] le puits biaisé a une profondeur finie de 270 meV, mais celle-ci est très supérieure au biais
et au gap de sous-bande, et on peut donc considérer le puits comme étant infini avec une très bonne approximation.
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Notons que la comparaison quantitative avec les expériences est subtile cependant. En premier lieu, nos
résultats de taille finie ne peuvent pas être étendus à la limite thermodynamique directement. Néanmoins,
les valeurs d’intérêt comme le recouvrement optimisé de l’état fondamental avec (331) ne dépendent que
faiblement de la taille du système. Par exemple, pour w/lB = 8,5 le recouvrement maximum est atteint pour
V = 0 pour toutes les tailles, et pour w/lB = 10, il est atteint près de V /(e2/4pi²lB ) = 1 (figure 5.12). De
plus, dans notre modèle le potentiel de confinement est infini et ne tient donc pas compte de l’extension
de la fonction d’onde dans la région extérieure du puits qui est classiquement interdite. Ainsi il sous-estime
la largeur eective du puits, de telle sorte que le puits de largeur w/lB = 8 auquel l’EHQF est observé
correspond à une largeur plus grande dans notre modèle. Si cet eet est de l’ordre de 10−20%, alors le
point expérimental de stabilité de l’EHQF est dans l’arc de stabilité de l’état (331) dans notre modèle. Dans
ce cas la stabilisation de l’EHQF par des biais modérés mais non nuls se trouve expliquée par l’interprétation
exposée précédemment.
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Figure 5.12 Recouvrement optimisé de l’état (331) avec l’état fondamental en fonction du biais V à largeur
fixe w = 8,5 lB et w = 10 lB . Les résultats dépendent peu de la taille considérée, et on voit que pour les puits
relativement larges w & 9 lB , le maximum de recouvrement n’est pas obtenu pour un biais nul, mais à une
valeur intermédiaire V ' e2/4pi²lB .
Je termine cette section par un rappel du calcul Monte-Carlo des énergies des états modèles dans la
limite du puits symétrique (V = 0), déjà abordé dans la section 4.3.1. Les résultats de ces calculs, présentés sur
la figure 5.13, correspondent à la ligne V = 0 des diagrammes de phase présentés jusqu’ici. La comparaison
des énergies des diérentes phases donne une image cohérente avec l’étude par diagonalisation exacte. L’état
fondamental est un LFFC dans les puits fins w . 9 lB , puis l’état (331) est stabilisé pour 9 lB .w . 10,75 lB .
J’ai ajouté l’énergie du cristal de Wigner rectangulaire qui ne peuple que la sous-bande excitée, qui s’est avéré
être l’état de plus basse énergie à l’issue de l’étude variationnelle du chapitre 4, dans le puits large. Celui-ci
devient l’état de plus basse énergie pour les largeurs w & 10,75 lB .
La première diérence entre les résultats issus de la diagonalisation exacte et ceux issus des calculs
Monte-Carlo concerne les puits très larges (w/lB > 10). Alors que l’étude par diagonalisation exacte fait
apparaître un état faiblement polarisé (S2 ' 0) dont le moment cinétique varie en fonction de la taille
considérée, les calculs variationnels soutiennent un état inhomogène complètement polarisé dans la direction
|↓〉. Dans cette région du diagramme de phase, les fortes de variations de l’état fondamental obtenu par
diagonalisation exacte avec le nombre de particules N et le shift δ semblent indiquer que les eets de
taille finie sont trop importants pour conclure, et les conclusions des calculs Monte-Carlo apparaissent alors
plus vraisemblables. Cependant, il faut garder à l’esprit que dans cette région du diagramme de phase
(w/lB > 10, V /(e2/4pi²lB < 1), l’approximation à deux sous-bandes peut être mise en doute, bien que l’accès
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Figure 5.13 Énergies des états modèles dans la limite du puits symétrique (V = 0). Les énergies sont calculées par
méthode Monte-Carlo, comme expliqué dans l’annexe C, puis extrapolées à la limite thermodynamique N →∞.
J’ai ajouté l’énergie du cristal de Wigner rectangulaire qui ne peuple que la sous-bande excitée. On a vu dans le
chapitre 4 que celui-ci est l’état de plus basse énergie parmis tous ceux considérés, dans la limite des puits très
larges.
à la troisième sous-bande ait un coût énergétique élevé.
5.2.2 Puits biaisé et modèle de bicouche eective
Afin de gagner en compréhension sur la structure du modèle de puits large biaisé, et d’établir une
connexion avec la bicouche étudiée au chapitre 3, je réécris le hamiltonien (5.3) à l’aide des opérateurs
densité de pseudospin projetés introduits dans le chapitre 2. Pour rappel l’opérateur densité projeté est défini
par
ρ(r)=PPBNL
∑
σ
ψ†σ(r)ψσ(r)PPBNL
= ∑
σ=↑↓
∑
m,m′
〈m|r〉〈r|m′〉c†mσ cm′σ, (5.9)
où PPBNL désigne le projecteur dans le plus bas NL, et c
(†)
mσ est l’opérateur annihilation (création) de l’état
individuel de moment cinétique m et de pseudospin σ=↑↓ dans le plus bas NL. Les opérateurs densité de
pseudospin projetés sont définis de manière analogue par
Si (r)=PPBNL
∑
σ,σ′
ψ†σ(r)
τ(i )
σ,σ′
2
ψσ′ (r)PPBNL
=∑
σ,σ′
∑
m,m′
〈m|r〉〈r|m′〉c†mσ
τ(i )
σσ′
2
cm′σ′ , (5.10)
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où τ(i ) = τx , τy , τz désignent les matrices de Pauli. Le pendant de ces opérateurs densité dans l’espace
réciproque permet d’obtenir l’expression suivante du hamiltonien (5.3) selon
H = 1
2
∑
q
VSU(2)(q)ρ(−q)ρ(q)+2
∑
q
[ Bicouche︷ ︸︸ ︷
V zbs(q)Sz (−q)Sz (q)+
Puits large︷ ︸︸ ︷
V xbs(q)Sx (−q)Sx (q)+V zB (q)ρ(−q)Sz (q)
+V xzbs (q)Sx (−q)Sz (q)+V xB (q)ρ(−q)Sx (q)︸ ︷︷ ︸
Puits biaisé
]
−∆Sz (0), (5.11)
où
VSU(2)(q)= 1
4
[
V↑↑↑↑(q)+V↓↓↓↓(q)+2V↑↓↑↓(q)
]
V xB (q)=
1
2
[
V↑↓↑↑(q)+V↑↓↓↓(q)
]
V zB (q)=
1
4
[
V↑↑↑↑(q)−V↓↓↓↓(q)
]
V xbs(q)=V↓↑↑↓(q)
V xzbs (q)=
1
2
[
V↑↓↑↑(q)−V↑↓↓↓(q)
]
V zbs(q)=
1
4
[
V↑↑↑↑(q)+V↓↓↓↓(q)−2V↑↓↑↓(q)
]
.
(5.12)
Les diérents termes du hamiltonien (5.11) peuvent être interprétés par comparaison aux hamiltoniens
d’autres modèles à deux composantes.
q Le premier terme VSU (2) représente la partie symétrique SU(2) du potentiel d’interaction. C’est le seul
terme pertinent lorsque l’on traite le cas du spin physique, qui respecte cette symétrie SU(2). Ajouté
au terme Zeeman, ce modèle a été abondamment utilisé dans la description des ferromagnétiques
de Hall, par exemple à ν= 1 [MMY+95].
q Si on lui ajoute le second terme V zbs, on retrouve la structure du hamiltonien (3.7) de la bicouche.
L’ajout de ce terme, dans la bicouche, décrit la diérence entre l’énergie d’interaction intra-couche
et celle inter-couches. Sa présence brise la symétrie SU(2) du potentiel d’interaction mais préserve
la symétrie U(1) en vertu de laquelle Sz reste un bon nombre quantique, qui décrit le désaccord
de densité entre les couches. L’indice « bs » désigne la brisure de symétrie due à la présence de
ce terme dans le hamiltonien. Notons que le dernier terme −∆Sz
(
q= 0) du hamiltonien (3.7), qui
décrit le gap de sous-bande du puits large, correspond à un terme tunnel dans le hamiltonien de la
bicouche (voir chapitre 2).
q La prise en compte des deux termes suivants, V xbs et V
z
B , produit le hamiltonien d’interaction du puits
large symétrique, dans le modèle du puits carré infini déjà étudié au chapitre 4. Le premier de ces
deux termes brise la symétrie U(1) du hamiltonien de la bicouche. L’analyse des diérents coecients
d’interaction [PMM+09] révèle la hiérachie V xbs >V zbs >V zB pour toute valeur de q . Si l’on néglige les
termes V zbs et V
z
B en première approximation, le hamiltonien obtenu est celui d’une bicouche, pour
laquelle on a simplement choisi de nommer x la direction de quantification du pseudospin, au lieu
de z . La validité de cette approximation est corroborée par les résultats numériques du chapitre 4
(figure 4.5, où l’on trouve un recouvrement maximal entre (331) et l’état fondamental pour un angle
de rotation θ =pi/2 qui échange précisément les axes x et z .
q Lorsque le biais est non nul, l’asymétrie du potentiel de confinement fait émerger les deux derniers
termes du hamiltonien (5.11), V xzbs et V
x
B . Ceux-ci ne brisent pas de symétrie supplémentaire par
rapport au puits symétrique qui ne possédait déjà aucune symétrie de pseudospin. Par contre ils
produisent une réorientation de la polarisation. Notons que l’absence de termes Sy du hamilto-
nien (5.11) est simplement due à la possibilité de choisir une phase telle que les sous-bandes |↑〉 et
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|↓〉 soient toutes deux réelles. Ce choix est toujours possible pour un pseudospin qui décrit les états
propres d’un opérateur réel.
q Le dernier terme ∆ est l’énergie de sous-bande, qui pénalise le peuplement de la sous-bande
excitée |↓〉. En revanche, l’occupation de la sous-bande excitée ore toujours une réduction de
l’énergie d’interaction, à cause du nœud dans la fonction d’onde correspondante. La polarisation du
pseudospin de sous-bandes est donc décidée par une compétition entre l’énergie de sous-bande
mesurée par ∆ et l’énergie d’interaction encodée dans tous les termes d’interaction hormis le terme
symétrique VSU(2).
La dissection du hamiltonien (5.11) à laquelle on vient de procéder nous permet d’aborder l’étude de la
correspondance entre le hamiltonien de la bicouche et celui du puits biaisé. Cette correspondance nous
permettra de comprendre qualitativement l’orientation de la polarisation optimale des états modèles. Pour
cela, je commence par définir l’angle de polarisation d’un état par rapport à l’axe x
θpol = arctan
( 〈Sz〉
〈Sx〉
)
, (5.13)
qui indique la direction dans laquelle pointe le pseudospin en moyenne dans l’état considéré 5. La polarisation
est spécifiée par un seul angle car
〈
Sy
〉 = 0 pour des pseudo-spineurs réels tels que ceux qui décrivent la
sous-bande. Un état polarisé selon Sz a un angle de polarisation de pi/2 qui indique que seule la plus basse
sous-bande est peuplée, tandis qu’un état polarisé dans le plan xy (tel que 〈Sz〉=0) a un angle de polarisation
θpol nul.
L’angle de polarisation θpol est tracé sur la figure 3.16 entre 5lB ≤ w ≤ 15lB et pour cet intervalle de
largeurs assez grandes, on remarque qu’il est toujours égal à pi/2 dans les puits symétriques (V = 0), ce
qui signifie que la polarisation est toujours selon Sz dans les puits symétriques. Cela est en accord avec la
discussion présentée plus haut ; la répulsion V xbs étant plus forte que V
z
bs, le système préfère une polarisation
avec 〈Sx〉 ' 0, c’est-à-dire une polarisation dans le plan zy . En raison du gap de sous-bande, la polarisation
est finalement orientée dans la direction z , ce qui donne θpol =pi/2. L’augmentation du biais V produit une
rotation de la polarisation, plus prononcée dans les puits les plus larges. J’ai tracé l’angle de rotation optimal
pour le recouvrement de l’état (331) avec l’état fondamental sur la figure 5.14b). Celui-ci est en concordance
quasi-parfaite avec l’angle de polarisation. Pour comprendre cette observation, je rappelle que l’état (331) a
un pseudospin de valeur moyenne nulle 〈S〉(331) = 0 ; néanmoins son pseudospin fluctue dans le plan xy ,
car 〈S2x〉(331) = 〈S2y 〉(331) 6= 0 (mais 〈S2z〉(331) = 0). La rotation de l’état (331) incline le plan dans lequel ont lieu
ces fluctuations, et l’angle de recouvrement maximal est obtenu lorsque ce plan de fluctuation est donné
par l’angle de polarisation de l’état fondamental.
Afin de mieux comprendre pourquoi on peut optimiser les fonctions modèles par une rotation dans
l’espace de pseudospin, je m’intéresse maintenant au profil de densité dans la direction z du potentiel de
confinement. L’opérateur correspondant s’écrit
ρ(z)=
∫
d2r 〈ψ†(r,z)ψ(r,z)〉, (5.14)
où ψ(†)(r,z) est l’opérateur d’annihilation (création) d’un électron à la position r dans le plan xy et z dans
la direction du potentiel de confinement.
Sur la sphère, les états à un corps sont des produits tensoriels des sous-bandes ϕσ et des harmoniques
monopolaires YQ,Q,m [Jai07]. Dans la base de l’espace de Fock formée à partir de ces états à un corps
5. Gardons à l’esprit que la polarisation n’est pas définie dans le sens usuel ici. S2 et Sz ne sont pas des bons nombres quantiques
car ils ne commutent pas avec le hamiltonien (5.11). On peut néanmoins définir une polarisation moyenne comme nous le faisons ici.
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(a) Polarisation θpol
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(b) Angle θmax de recouvrement optimal avec (331)
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Figure 5.14 Comparaison de l’angle de polarisation de l’état fondamental et de l’angle de recouvrement maximal
avec l’état (331). Les recouvrements de l’état fondamental avec l’état (331) tourné de ces deux angles dans
l’espace de pseudospin sont indistinguables.
l’opérateur d’annihilation s’écrit
ψ(r,z)=
Q∑
m=−Q
∑
σ=↑↓
〈r,z|m,σ〉 cm,σ
=∑
m
∑
σ
YQ,Q,m(r)ϕσ(z) cm,σ,
(5.15)
et on a donc
ρ(z)=
∫
d2r
∑
m,m′
∑
σ,σ′
Y ∗Q,Q,m(~r )YQ,Q,m′ (~r )ϕ
∗
σ(z)ϕσ′ (z)〈c†m,σcm′,σ′〉
= ∑
σ,σ′
ϕ∗σ(z)ϕσ′ (z)
∑
m,m′
〈c†m,σcm′,σ′〉
∫
d2r Y ∗Q,Q,m(~r )YQ,Q,m′ (~r )︸ ︷︷ ︸
=δm,m′
.
(5.16)
Ainsi, en introduisant la notation Nσ,σ′ =
∑
m〈c†m,σcm,σ′〉 la densité selon z s’écrit
ρ(z)=ϕ2↑(z)N↑↑+ϕ2↓(z)N↓↓+2ϕ↑(z)ϕ↓(z)N↑↓ , (5.17)
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où j’ai omis la conjugaison complexe, comme les fonctions d’onde dans la direction z sont réelles ϕ∗σ(z)=
ϕσ(z).
Dans un puits symétrique relativement large (w = 10 lB ), le profil de densité dans la direction z montre
deux maxima (figure 5.15). Cela ressemble en eet au profil de densité d’une bicouche formée spontanément,
hypothèse faite régulièrement dans la littérature [SES+92, PMM+09, PDS10]. On remarque que les états
|+〉 = (|↑〉+ |↓〉)/p2 et |−〉 = (|↑〉− |↓〉)/p2 reproduisent très bien les deux couches de ce profil de densité,
au vu des densités de probabilités |〈z|±〉|2 (figure 5.15b). La figure 5.15 donne donc une image qui explique
pourquoi il est nécessaire d’écrire l’état (331) en terme des couches eectives |+〉 et |−〉 afin d’obtenir
un recouvrement important avec l’état fondamental ; autrement les deux composantes de l’état (331) ne
décrivent pas une bicouche.
(a) Profil de densité du fondamental (w = 10, V = 0)
0
0.1
0.2
0 2 4 6 8 10
z
ρ(z)
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Figure 5.15 Profil de densité suivant z de l’état fondamental du puits large symétrique pour w = 10 lB , et densité
de probabilités pour les états |+〉 (ligne bleue pointillée) et |−〉 (ligne verte en tirets).
Lorsque le biais est non nul (V /(e2/4pi²lB = 1 par exemple), le profil de densité est asymétrique d’après
la figure 5.16a, comme on peut s’y attendre. Pourtant l’aspect bicouche est encore apparent au vu des deux
sommets dans le profil de densité. Sur la figure 5.16b, j’ai tracé la densité de probabilité des états
|θ+〉 = cos θ
2
|↑〉+ sin θ
2
|↓〉 (5.18)
et
|θ−〉 =−sin θ
2
|↑〉+cos θ
2
|↓〉 , (5.19)
pour l’angle θmax de recouvrement optimal entre l’état (331) et l’état fondamental.
Comme dans le cas symétrique de la figure 5.15, les états |θ+〉 et |θ−〉 reproduisent correctement les deux
couches observées dans le profil de densité. Le caractère bicouche est moins reconnaissable en présence
du biais, car les deux couches s’interpénètrent plus notablement que dans le cas symétrique. Pourtant le
diagramme de la figure 5.14c montre que l’état (331) optimisé a un recouvrement élevé avec l’état fondamental
dans tout un arc du diagramme, qui persiste pour des valeurs importantes du biais (V /(e2/4pi²lB )' 2). La
formation de la bicouche eective qui stabilise l’état (331) n’est donc pas limitée au cas symétrique, et ne
nécessite pas une séparation drastique des couches eectives, la seule condition nécessaire à cette stabilité
tient dans le rapport de l’interaction eective intra-couche à l’interaction eective inter-couche.
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(a) Profil de densité du fondamental (w = 10, V = 1)
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Figure 5.16 (gauche) Profil de densité suivant z de l’état fondamental du puits biaisé, pour w = 10 lB et
V = e2/4pi²lB . (droite) Densité de probabilité des états |θ+〉 = cos(θpol./2)| ↑〉− sin(θpol./2)| ↓〉 (ligne bleue poin-
tillée) et |θ−〉 = sin(θpol./2)| ↑〉+cos(θpol./2)| ↓〉 (ligne verte en tirets).
Afin d’approfondir l’analogie du puits large biaisé avec un système bicouche, j’utilise maintenant l’ex-
pression (5.11) du hamiltonien pour comprendre son comportement sous les rotations de pseudospin, et sa
relation avec le hamiltonien d’un système bicouche. La rotation de pseudospin d’angle θ agît commez↑i
z↓i
 7−→
cos θ2 −sin θ2
sin θ2 cos
θ
2
z↑i
z↓i
 (5.20)
sur les spineurs positions. Cette rotation des spineurs est équivalente à une rotationSx
Sz
 7−→
 cosθ sinθ
−sinθ cosθ
Sx
Sz
 (5.21)
des opérateurs de pseudospin [CTDL73]. La transformation du hamiltonien (5.11) du puits large sous les
rotations de pseudospin se déduit de (5.21), les diérents termes sont modifiés comme suit
— Le terme symétrique VSU (2) est inchangé.
— Les termes pseudospin/densité V xB et V
z
B sont modifiés comme les opérateurs de pseudospin, i.e.V xB (q)
V zB (q)
 7→
 cosθ sinθ
−sinθ cosθ
V xB (q)
V zB (q)
 . (5.22)
— Les autres termes qui brisent la symétrie SU(2) deviennent
V xbs(q)
V zbs(q)
V xzbs (q)
 7→

cos2θ sin2θ sin2θ
sin2θ cos2θ −sin2θ
−sin2θ sin2θ cos2θ


V xbs(q)
V zbs(q)
V xzbs (q)
 . (5.23)
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Connaissant son comportement sous les rotations de pseudospin, cherchons une base dans laquelle le
hamiltonien (5.11) a une structure la plus analogue possible à celle au hamiltonien du système bicouche
Hbicouche =
1
2
∑
q
VSU(2)(q)ρ(−q)ρ(q)+2
∑
q
V zbs(q)Sz (−q)Sz (q)−∆zSz (0)−∆xSx (0), (5.24)
où ∆z = 2
(
µ↓−µ↑
)
est un terme Zeeman qui décrit la diérence de potentiel chimique entre les couches, et
∆x est le terme tunnel présenté dans la section 3.1.2.
Pour établir cette analogie on peut négliger les termes V x/zB . En eet ceux-ci peuvent être traité en
champ moyen en remplaçant ρ(q)→ nδq,0 et ainsi
H x/zB =
1
2
∑
q
V x/zB ρ(−q)Sx/z (q) →
n
2
V x/zB (q= 0)Sx/z (q= 0). (5.25)
À travers ce traitement les deux termes mentionnés renormalisent alors simplement les termes tunnels
Ht =−∆xSx (q= 0) et Zeeman Hz =−∆zSz (q= 0) à un corps.
Notons que le traitement en champ moyen des termes spin/densité V x/zB est justifié par le fait que
l’on cherche seulement un angle de polarisation qui minimise approximativement l’interaction pseudo-
spin/pseudospin selon la direction Sx . Notons que le hamiltonien de la bicouche (5.24) pourrait être reproduit
en introduisant un angle θbic(q) qui dépend de q. Cependant je lui préfère l’analogie approximative oerte
par un angle global θbic, car elle apporte une interprétation plus claire. Nous verrons plus loin que cette
approximation est en assez bon accord avec les résultats obtenus numériquement.
Pour obtenir la correspondance approximative entre le hamiltonien du puits large (5.11) et celui de la
bicouche (5.24, cherchons un angle θbic qui minimise à la fois le terme V xbs(θ) et le terme V
xz
bs (θ). Au vu de
l’équation (5.23), l’angle θbic qui maximise le terme V zbs(θ) minimise V
x
bs(θ), et annule V
xz
bs (θ) (on peut le
voir en calculant les dérivées des coecients tournés Vbs par rapport à θ). En calculant la dérivée de V zbs par
rapport à θ, on remarque également que ce même angle θbic annule le terme V xzbs . Cette condition s’écrit[
V zsb(q)−V xbs(q)
]
sin2θbic+V xzbs (q)cos2θbic = 0 (5.26)
mais elle introduit un angle qui dépend de q. Dans la mesure où nous cherchons seulement à annuler le
terme V xzsb du hamiltonien (5.11), et pas à en annuler chaque coecient V
xz
sb (q), on obtient la condition∑
q
{[
V zsb(q)−V xbs(q)
]
sin2θbic+V xzbs (q)cos2θbic
}
Sx (−q)Sz (q)= 0, (5.27)
qui ne fait intervenir qu’un angle θbic global, c’est-à-dire indépendant de q. On peut réécrire cette condition
tan(2θ0)
{∑
q
[
V xbs(q)−V zbs(q)
]
Sx (−q)Sz (q)
}
=∑
q
V xzsb (q)Sx (−q)Sz (q). (5.28)
L’angle θbic est obtenu par un traitement de champ moyen, dans lequel les opérateurs densité projetés
sont remplacés par leurs valeurs moyennes dans un état d’essai homogène〈
Si (q)
〉
CM
∝ δq,0. (5.29)
Ce traitement en champ moyen est justifié car nous cherchons seulement à comprendre l’angle de polarisa-
tion moyen de l’état fondamental, et pas à résoudre le problème à partir d’un traitement de champ moyen
sur le hamiltonien complet. Dans cette approximation la condition (5.28) se simplifie, de telle sorte que
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l’angle de polarisation pour lequel le hamiltonien du puits biaisé a approximativement la même structure
que celui de la bicouche est donné par
θbic =
1
2
arctan
(
V xzbs (0)
V zbs(0)−V xbs(0)
)
. (5.30)
Après rotation d’angle θbic et en négligeant les (petits) termes V xB et V
z
B , le hamiltonien (5.11) a l’expression
H = 1
2
∑
q
VSU(2)(q)ρ(−q)ρ(q)+2
∑
q
V zbs(q,θbic)Sz (−q)Sz (q)
+2∑
q
V xbs(q,θbic)Sx (−q)Sx (q)−∆cosθbicSz (0)+∆sinθbicSx (0). (5.31)
où les coecients tournés V xbs(q,θbic) et V
z
bs(q,θbic) sont liés aux coecients originaux V
x
bs(q) et V
z
bs(q) par
l’équation (5.23), tandis que le terme V xzbs (q) est précisément annulé par la rotation d’angle θbic. Comme il a
été dit précédemment, le terme V xbs(q,θ) est minimum en θ = θbic ; en le négligeant on retrouve finalement
la forme du hamiltonien de la bicouche (5.24).
L’état fondamental d’une bicouche dont les termes Zeeman et tunnel sont susamment faibles a un
recouvrement élevé avec l’état (331) [PacGRMac10]. Ainsi, à condition que nos approximations ne soit pas
trop grossières, et si elles produisent des termes Zeeman et tunnel relativement faibles, on s’attend à ce que
notre hamiltonien modèle ait un recouvrement important avec l’état (331).
J’ai tracé l’angle θbic en fonction de la largeur w et du biais V sur la figure 5.17. Bien que θbic
dière légèrement de l’angle de recouvrement optimal pour (331) (figure 5.14c) pour les biais importants,
le recouvrement de l’état (331) tourné d’un angle θbic avec l’état fondamental (figure 5.17b) a quasiment la
valeur optimale, pour toute valeur du biais. Ceci traduit le fait que l’angle θbic qui reproduit la bicouche
est une bonne approximation de l’angle optimal dans toute l’arc de recouvrement élevé de (331) avec l’état
fondamental. En eet la diérence moyenne entre les deux angles vaut 0,07 dans l’arc pour un écart-type de
0,042. En comparaison, l’écart moyen entre l’angle de polarisation θpol et l’angle de recouvrement maximal
θmax vaut 0,025 pour un écart-type de 0.05. Ces variations angulaires sont faibles si on les compare à
l’intervalle [pi/4;pi/2] qui est exploré dans l’ensemble du diagramme de phase. Ce résultat est agréablement
surprenant, car malgré les approximations grossières auxquelles j’ai eu recours dans cette section, à savoir
le traitement en champ moyen de la densité et l’omission de certains termes du hamitonien, la capacité de
cette approche à déterminer l’angle de recouvrement maximal est étonnament précise.
Dans les régions dans lesquelles l’état (331) est stabilisé, il sut donc de trouver l’angle dans lequel le
hamiltonien du puits biaisé (5.11) se rapproche au mieux du hamiltonien bicouche (5.24) pour obtenir l’angle
de rotation optimal pour (331) et la direction de polarisation de l’état fondamental.
En conclusion, cette section apporte une interprétation relativement simple du recouvrement élevé de
l’état (331) avec l’état fondamental dans tout un arc du diagramme de phase 5.14c. Selon celle-ci, un système
bicouche peut être formé avec une combinaison linéaire des sous-bandes décrite par un angle θbic qui
minimise les termes de brisure de symétrie U(1) du hamiltonien (5.24). La valeur moyenne 〈Sz〉 est minimisée
par cette rotation, et l’état (331) – qui vérifie Sz |(331)〉 = 0 – est alors stabilisé.
5.2.3 Comparaison avec une valeur diérente du champ magnétique
La valeur du champ magnétique qui détermine le rapport entre l’énergie d’interaction et l’énergie de
sous-bande était fixée à 14,2 T jusqu’ici. Cette valeur a été choisie parce que pour les densités typiques
5.2. DIAGRAMME DE PHASE DU PUITS BIAISÉ À ν= 1/2 ET ν= 5/2 135
(a) Angle θbic
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Figure 5.17 Angle θbic pour lequel le hamiltonien du puits biaisé approche celui de la bicouche et recouvrement
de l’état fondamental avec l’état (331) tourné de θbic dans l’espace de pseudospin. Les paramètres du diagramme
sont la largeur w et le biais V du puits, et le recouvrement montré correspond à un système de N = 10 électrons.
des expériences (n ∼ 10−11 cm−2) elle correspond à ν = 1/2. Afin de vérifier si les résultats obtenus pré-
cédemment ne sont pas particuliers à cette valeur B = 14,2 T, je présente ici les mêmes calculs que ceux
de la section précédente, pour un champ magnétique diérent, B = 7 T. À nouveau je ne présente que les
résultats pour un système de N = 10 électrons, car les tailles inférieurs (N = 6, N = 8) ne présentent pas de
diérences qualitatives.
Le tracé des valeurs moyennes du pseudospin S sur la figure 5.18 montre le même comportement que
pour B = 14,2 T. Le pseudospin est toujours aligné suivant z , mais sa norme diminue lorsque la largeur
w augmente jusqu’à s’annuler, puis la polarisation s’inverse et pointe dans la direction ↓ dans les puits
symétriques très larges (w & 9 lB ). Le biais V a l’eet inverse et renforce la polarisation selon |↑〉.
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(b) 〈Sz 〉
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Figure 5.18 Norme et composante suivant z du pseudospin pour N = 10 et NB = 17 à ν = 1/2 pour B = 7 T.
L’évolution du spin avec les paramètres est qualitativement la même que pour B = 14,2 T (figure 5.9), simple-
ment l’ensemble du diagramme est décalé vers les largeurs w plus faibles en unités de lB , qui correspondent
approximativement à la même largeur en unités SI, et donc au même gap de sous-bande.
La tracé des angles de polarisation et du recouvrement optimisé de l’état (331) avec l’état fondamental
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dévoile les même similarités entre le système à B = 7 T (figure 5.19) et celui à B = 14,2 T (figure 5.14). L’état
(331) est à nouveau stable dans une région en forme d’arc, caractérisée par un recouvrement d’environ 80%.
L’angle de rotation θmax qui donne le recouvrement optimisé coïncide, comme précédemment, avec l’angle
de polarisation de l’état fondamental.
(a) Polarisation θpol
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(b) Angle θmax de recouvrement optimal avec (331)
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(d)
∣∣〈(331)θmax ∣∣Fonda.〉∣∣
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Figure 5.19 Comparaison de l’angle de polarisation de l’état fondamental et de l’angle de recouvrement maximal
avec l’état (331) pour B = 7 T. Cette figure est à comparer avec la figure 5.14 pour laquelle le champ magnétique
est approximativement double (B = 14,2 T).
L’arc de stabilité de l’état (331) pour B = 7 T est légèrement décalé vers les faibles valeurs de w .
Cette observation peut s’expliquer par un argument d’échelle simple. Considérons la limite V = 0 du puits
symétrique. L’état (331) est stabilisé lorsque le gain en énergie de corrélation ∼ (w/lB )× e2/4pi²lB oert
par l’occupation de la sous-bande excitée compense l’énergie de sous-bande ∆/2∝ w−2 [PMM+09]. Cette
condition de stabilité s’écrit
∆
2
= w
lB
× e
2
4pi²lB
=⇒
(
w
lB
)3
∝ 1
lB
∝
p
B , (5.32)
soit w/lB ∝ B1/6. Ici le champ magnétique vaut la moitié de celui que l’on a considéré précédemment, on
s’attend donc à ce que les largeurs de stabilité de l’état (331) pour les deux valeurs de B soient reliées par(
w
lB
)
[B = 7 T]=
(
7
14
)1/6
×
(
w
lB
)
[B = 14 T]' 0,9
(
w
lB
)
[B = 14 T] (5.33)
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En remarquant que l’arc de stabilité de (331) à V = 0 est centré autour de (w/lB )[B = 7 T] = 9 lB pour
B = 14,2 T (figure 5.11b) et autour de (w/lB ) = 8 lB pour B = 7 T (figures 5.14d et 5.14c), on obtient la
confirmation que les arguments d’échelles exposés ici susent à expliquer les diérences quantitatives
relatives à la variation du champ magnétique. Un champ magnétique diérent change simplement le rapport
entre l’énergie d’interaction (qui dépend du champ magnétique) et l’énergie de sous-bande (qui n’en dépend
pas), les transitions de phases sont toujours les mêmes mais elles surviennent à des largeurs et biais
diérents.
5.2.4 Second niveau de Landau : ν= 5/2
Je termine cette section sur l’EHQF dans les puits biaisés avec une brève discussion des phases dans
le second NL (N = 1). Par rapport au plus bas NL la partie à courte portée de l’interaction est aplatie par
rapport au plus bas NL. Il a été montré dans des études numériques que cela favorise un état fondamental
pfaen dans les systèmes monocomposantes de faible largeur [Mor98]. Dans cette section, nous abordons
la question de la transition de cet état pfaen monocomposante vers un état multi-composantes, induite
par le biais dans les puits très larges. Pour l’étude de ce facteur de remplissage je fixe le champ magnétique
qui détermine le rapport entre l’énergie de sous-bande et l’interaction eective à B = 7 T ; cette valeur est
caractéristique des valeurs expérimentales du second NL dans les puits quantiques d’AlGaAs/GaAs.
Les principales caractéristiques (polarisation moyenne de pseudospin de sous-bande, moment cinétique
orbital) dans l’état fondamental sont présentés sur la figure 5.20 pour le shift δ = −3 de l’état (331) et du
pfaen. On remarque sur la figure 5.20c une transition d’un état inhomogène aux faibles largeurs et/ou biais
élevés vers un état inhomogène (L 6= 0) à grande largeur et/ou aux biais inférieurs. Contrairement au cas du
plus bas NL, j’ai vérifié que la région d’inhomogénéité dépend peu de la taille du système et du shift dans le
second NL, et semble donc constituer une caractéristique des puits très larges à ν= 5/2. Le tracé des valeurs
moyennes du spin (figure 5.20) montre de plus que cet état inhomogène est quasi-singulet dans le secteur
du pseudo-spin, contrairement à la région du diagramme de phase dans laquelle l’état fondamental est
homogène. Cette région homogène est, elle, caractérisée par une polarisation quasi-totale dans la direction
z .
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Figure 5.20 Valeurs moyennes du pseudospin et du moment cinétique de l’état fondamental du puits biaisé à
ν= 5/2, au shift δ=−3. Dans les puits relativement larges w & 7 lB et pour les biais modérés l’état fondamental
est inhomogène (l 6= 0) et le pseudospin est quasiment singulet.
Afin de mieux comprendre la nature de la transition entre un état homogène polarisé en pseudospin vers
un état inhomogène singulet, j’ai tracé sur la figure 5.21 le recouvrement de l’état fondamental avec les états
modèles pertinents à demi-remplissage, déjà présentés lors de l’étude du plus bas NL dans la section 5.2.1.
Dans le second NL on s’attend à ce qu’un état pfaen soit stabilisé dans le domaine monocompo-
sante [Mor98], c’est-à-dire aux faibles largeurs ou biais importants. C’est bien ce que la figure 5.21 indique ;
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(c) |〈(331)|Fonda.〉|
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(d) |〈HR|Fonda.〉|
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Figure 5.21 Recouvrement des états modèles pertinents avec l’état fondamental du puits biaisé à ν = 5/2 en
fonction de la largeur w et du biais V . Les états considérés sont le pfaen (Pf) et le liquide de Fermi de fermions
composite (LFFC), ainsi que les états à deux composantes (331) et de Haldane-Rezayi (HR). Seul l’état pfaen
apparaît pertinent parmis tous les candidats présentés, car dans la région monocomposante caractérisée par de
faibles largeurs w/lB ≤ 7 ou les biais importants, l’état pfaen a un large recouvrement avec l’état fondamental
(' 90%). Pour le shift du LFFC (δLFFC = −2) l’état fondamental est inhomogène (L 6= 0) et c’est pourquoi le
recouvrement correspondant est nul.
le recouvrement du pfaen avec l’état fondamental est important (' 90%) dans la région monocomposante.
De plus, contrairement au cas du plus bas NL, le liquide de Fermi de fermions composites (LFFC) a un
recouvrement nul partout dans notre diagramme de phase, car l’état fondamental est inhomogène pour le
shift du LFFC (δLFFC =−2), et n’est donc pas dans le même secteur de L2 que ce dernier. Ce recouvrement
est également quasiment nul pour les tailles inférieures, dans la même gamme de paramètres.
Dans le régime multicomposante, l’état (331) a une recouvrement substantiel avec l’état fondamental
dans une région en forme d’arc semblable à celle du plus bas NL. Pourtant, le recouvrement (. 53%) est bien
inférieur à celui du plus bas NL et ne permet pas de conclure sur la stabilité d’un état (331) dans cette région
où même le pfaen garde un recouvrement important avec l’état fondamental. Cette observation dévoile
une diérence qualitative entre les deux plus bas NL. Alors que dans le plus bas NL l’EHQF observé à demi-
remplissage semble être sous-tendu par un état (331) à deux composantes (figure 5.10) qui n’est stabilisé
que dans les puits de largeur intermédiaire, l’EHQF observé à demi-remplissage du second NL trouve dans
une large gamme de paramètres (w,V ) un état modèle fidèle dans l’état pfaen, qui est un état à une
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composante. Enfin l’état singulet de Haldane-Rezayi a – comme dans le plus bas NL – un statut incertain
dans le second NL, dans la mesure où son recouvrement avec l’état fondamental (. 65%) ne permet pas
de conclure sur sa stabilisation potentielle. Notons que l’inhomogénéité qui est observée à tous les autres
shifts que celui de l’état HR suggère la stabilisation d’un état cristallin dans les puits les plus larges w & 7 lB .
Cette hypothèse est appuyée par le fait que dans le second NL et dans les puits large, il existe des preuves
expérimentales [LCE+99, DTS+99] et théoriques [KFS96, MC96, GLMS03, GLMS04] de la formation d’un cristal
de rubans, comme le soutiennent les résultats de la section 4.4 dans la limite du puits symétrique (V = 0).
5.3 Stabilité de l’état de Halperin (532) dans le puits biaisé
Dans cette dernière section, je reviens dans le plus bas NL pour poursuivre une étude entamée dans le
chapitre 3 sur la stabilité d’un état de Halperin (532) asymétrique. Nous y avons vu qu’un tel état peut être
stabilisé par un biais entre les couches. J’étudie maintenant la possibilité de stabiliser l’état de Halperin (532)
dans un puits large biaisé. Cette possibilité ore une explication potentielle pour l’EHQF particulier observé
à ν= 4/11 [PST+03], et pourrait constituer une alternative à l’interprétation en termes d’EHQF de fermions
composites proposée pour le même facteur de remplissage [GLS04b, GLS04a, CJ04].
L’état de Halperin (532) décrit un système à deux composantes corrélées de densités diérentes, à
ν↑ = 1/11 et ν↓ = 3/11. Cet état est plus vraisemblablement favorisé dans un système biaisé, du fait de son
asymétrie. Comme on l’a vu dans la section 3.4 à l’aide de calculs de diagonalisation numérique exacte, dans
la bicouche biaisée l’état (532) a un domaine de stabilité caractérisé par un recouvrement & 90% avec l’état
fondamental. Ce domaine de stabilité est visible sur la figure 3.17, où on remarque qu’il correspond à un
biais non nul ∆' d/10, et est limité aux distances d . 3lB .
Alors que la bicouche biaisée n’a que deux paramètres, la distance d et le biais ∆, le puits biaisé en a
trois. Ceux-ci sont la largeur w , le biais V et la longueur magnétique qui détermine l’interaction eective.
Dans la référence [PST+03], l’EHQF observé à ν= 4/11 correspond à un champ magnétique Bν=4/11 = 11,4
T. J’adopte cette valeur du champ magnétique pour cette section. Avant de déterminer le recouvrement de
l’état (532) avec l’état fondamental du puits biaisé, commençons par nous intéresser aux caractéristiques
de ce dernier. Les valeurs moyennes du pseudspin et le moment cinétique sont montrés sur la figure 5.22
pour un système de N = 10 électrons. On remarque que, comme pour ν = 1/2 (figures 5.9 et 5.18), l’état
fondamental est toujours polarisé selon z . Pour cette taille l’état (532) est également complètement polarisé
dans la direction z , et son spin vaut Sz = 1. Le domaine de stabilité potentiel de cet état modèle correspond
donc aux régions oranges (〈S〉 ' 〈Sz〉 ' 1) des figures 5.22a et 5.22b. Néanmoins c’est à peu près dans cette
même région qu’a lieu une transition vers un état inhomogène, qui domine pour w/lB & 10 et aux biais
modérés (figure 5.22c).
Ainsi le domaine de stabilité de l’état (532) dans le puits biaisé est à la lisière d’une transition vers un
état inhomogène. Le recouvrement de cet état avec l’état fondamental est présenté sur la figure 5.23a pour
le même nombre de particules (N = 6). Le recouvrement a été optimisé par rotation de l’état (532) dans
l’espace de pseudospin, selon la procédure décrite dans la section 5.1, mais en réalité l’optimisation s’avère
superflue car l’angle de rotation optimal est toujours très proche de zéro. Ceci indique que la polarisation de
l’état fondamental est déjà quasiment alignée avec celle de l’état (532) lorsque ce dernier est écrit en termes
de composantes ↑ et ↓ qui sont les deux plus basses sous-bandes du puits biaisé.
On voit sur la figure 5.23a que ce recouvrement est faible dans l’ensemble du diagramme mis à part
la région des puits relativement larges (w & 10lB ), dans laquelle la stabilité de l’état (532), qui est plus
vraisemblable au vu du recouvrement plus élevé (|〈(532)|Fonda〉|. 73%), est compromise par une transition
vers un état inhomogène (L 6= 0). Néanmoins, on peut garder trace de l’état homogène (L = Lz = 0) de plus
basse énergie en considérant également le premier état excité du hamiltonien (5.3) du puits biaisé. Son
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Figure 5.22 Norme (a) et composante suivant z (b) du pseudospin, et moment cinétique (c), pour N = 6 et
NB = 13 à ν= 4/11. Comme pour ν= 1/2 (figures 5.9 et 5.18), l’état fondamental est toujours polarisé selon z .
Une transition vers un état inhomogène a lieu aux grandes distances w & 10 lB pour un biais modéré.
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(b) |〈(532)|1er exc.〉|
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Figure 5.23 Recouvrement de l’état (532) avec l’état fondamental (Fonda) et le premier état excité (1er exc.) du
puits quantique biaisé pour N = 6 électrons et NB = 13 quanta de flux, déterminé par diagonalisation exacte sur
la sphère. Le champ magnétique qui fixe le rapport entre l’énergie d’interaction et le gap de sous-bande vaut
B = 11,4 T ici (cette valeur correspond à ν= 4/11 dans la référence [PST+03]).
recouvrement avec l’état (532) est montré sur la figure 5.23b. On voit qu’il existe un domaine (w & 10lB ,
V ' e2/4pi²lB ) dans lequel le premier état excité a un recouvrement important avec l’état (532), jusque 89%.
Notons que l’optimisation est de toute façon superflue ici car l’état (532) est déjà polarisé dans la même
direction que l’état fondamental. Le résultat est négatif donc, car dans un puits de largeur raisonnable l’état
(532) ne peut être stabilisé, même en présence d’un biais.
Le tracé des gaps (figure 5.24) montre que les deux états sont proches en énergie, particulièrement dans
la région de recouvrement élevé de l’état (532) avec le premier état excité. Dans cette région le rapport
δ² = (Efonda −Eexc)/Efonda du gap à l’énergie du fondamental est de l’ordre de 10−4 (par exemple pour
w/lB = 12 et V /(e2/4pi²lB )= 1 on trouve δ²= 0,0015/9,5294= 1,6×10−4). On peut alors supposer que la
présence d’un état fondamental inhomogène dans cette région (entourée en bleu sur la figure 5.24) est un
eet de taille finie, car on a déjà vu dans l’étude à ν = 1/2 de la section 5.2.1 que les états inhomogènes
sont exagérément favorisés dans les systèmes de petite taille (figure 5.8). Si cette supposition est vraie l’état
de Halperin asymétrique (532) peut être stabilisé par un biais dans un puits large, dans le cas contraire il
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est occulté par un état inhomogène.
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Figure 5.24 Gaps entre l’état fondamental et le premier état excité du puits large biaisé pour N = 6 et NB = 13.
La région entourée en bleu indique un recouvrement supérieur à 75% entre l’état (532) et le premier état excité
(voir figure 5.23b).
Les résultats des calculs à six particules ne permettent donc pas de conclure sur la stabilité d’un état
de Halperin (532) dans un puits large. Ce fait appelle des calculs sur des systèmes plus grands. Cependant,
alors que l’espace de Hilbert du secteur Lz = 0 est de dimension
dim(H ) (N = 6,Lz = 0)= 16 424
pour N = 6, pour la taille supérieur la dimension de l’espace pertinent est
dim(H ) (N = 10,Lz = 0)= 195 735 170.
L’obtention de l’état fondamental est possible pour un système de cette taille, mais il requiert un temps
de calcul très important. Pour cette raison je n’ai pas pu prolonger cette étude, la question de la stabilité
de l’état (532) dans le puits large biaisé reste donc ouverte. Cependant des indications ont été apportées
dans cette section en faveur d’une possible stabilisation de l’état (532) par un biais non-nul du potentiel de
confinement. En eet, dans les puits très larges (w & 10lB ) et pour un biais non-nul (V ' e2/4pi²lB ) l’état
(532) a un recouvrement important, de l’ordre de 90%, avec le premier état excité. Cet état excité est proche
en énergie de l’état fondamental inhomogène qui domine dans cette région, mais au vu de l’étude à ν= 1/2
de la section 5.2.1 qui implique jusqu’à 10 particules, on voit que les phases inhomogènes sont exagérément
favorisées à taille finie. Ainsi l’état excité – homogène – qui a un large recouvrement avec l’état (532) pour
N = 6 pourrait être l’état fondamental dans les systèmes de taille supérieur, auquel cas l’état (532) serait
stabilisé dans la région du diagramme de phase correspondante.
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Conclusion
L’étude qui a motivé la rédaction de ce manuscrit concerne les phases corrélées du système d’électrons
bidimensionnel en champ magnétique intense. Ces phases corrélées sont les états d’eet Hall quantique
fractionnaire et les cristaux de Wigner, et je me suis concentré sur leur étude dans le dispositif de la bicouche
et du puits large, dans lesquels le système d’électrons possède plusieurs composantes qui sont incarnées
par les couches dans le premier cas et les sous-bandes dans le second. Dans ces deux systèmes, mon but a
été d’identifier l’état fondamental du système d’électrons en fonction des paramètres pertinents, et d’établir
les diagrammes de phase correspondants. Dans les cas qui ont été considérés expérimentalement ceci
permet d’identifier les phases observées, et dans les situations qui n’ont pas encore été étudiées ceci permet
de prédire l’état du système. Pour déterminer ces phases j’ai eu recours à des calculs de diagonalisation
exacte qui permettent de connaître l’état fondamental du système pour un faible nombre de particules, à
la méthode du Monte-Carlo variationnel qui détermine les énergies des états modèles pour des tailles plus
importantes, ainsi qu’à l’approximation de Hartree-Fock pour obtenir l’énergie des cristaux de Wigner. La
première méthode donne l’état fondamental du système dont il est parfois dicile d’extraire les propriétés,
et elle est plus violemment sujette aux eets de taille finie. Les deux méthodes suivantes, le Monte-Carlo
pour les phases liquides et l’approximation Hartree-Fock pour les cristaux de Wigner, permettent de calculer
l’énergie d’états candidats avec une grande précision, mais elles sont bien sûr dépendantes de notre capacité
à concevoir les phases pertinentes. L’approche exacte et l’approche variationnelle sont complémentaires,
néanmoins dans certains cas l’une d’elle s’avère plus adaptée, et s’impose sur l’autre.
Dans la bicouche, un seul paramètre est pertinent, c’est la distance entre les couches. On pourrait
imaginer introduire un second paramètre qui décrit l’épaisseur des couches, mais j’ai pu constater que
celui-ci s’avère très peu pertinent en pratique. J’ai établi le diagramme de phase de la bicouche à ν = 1/2,
1/3 et 1/4 dans les deux plus bas niveaux de Landau, par l’approche variationnelle. Dans tous les cas, un
état à une composante est stabilisé aux faibles distances, et un état formé de deux couches indépendantes
est favorisé lorsque les couches sont très éloignées. La nature de l’état qui est préféré par le système pour
d→∞ dépend du facteur de remplissage partiel de chaque couche, pour ν↑↓ ≤ 1/6 c’est un cristal de Wigner
alors que pour ν↑↓ = 1/4 c’est un liquide de Fermi de fermions composites. Dans le régime intermédiaire,
le système est réellement multicomposante et un état de Halperin peut être stabilisé dans tous les cas que
j’ai considérés ; un état (331) à ν= 1/2, un état (551) à ν= 1/3, et un état (553) à ν= 1/4, et ce dans les
deux plus bas niveaux de Landau à l’exception de ν= 1/4 dans le second niveau de Landau, dans lequel les
états compressibles sont favorisés. Les états de Halperin sont donc bien pertinents pour l’étude des systèmes
multicomposantes, dans la mesure où ils peuvent être stabilisés dans les deux plus bas niveaux de Landau
et pour de nombreux facteurs de remplissage.
Le chapitre quatre traite du puits large symétrique. Il est motivé par l’existence d’un diagramme de phase
expérimental à ν = 1/2 qui rapporte l’existence de deux phases relativement bien identifiées, le liquide de
Fermi de fermions composites dans le régime monocomposante, et l’état de Halperin (331) dans les puits plus
larges. En revanche la troisième phase de ce diagramme, qui est une phase isolante, peut être un cristal de
Wigner ou un état de localisation individuelle ; peu de travaux permettent de trancher cette question. De plus,
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dans le cas où l’état isolant serait un cristal de Wigner, son réseau ainsi que son peuplement des sous-bandes
reste à déterminer. C’est ce que j’ai fait dans le quatrième chapitre. En considérant de nombreuses phases
potentielles, j’ai pu établir un diagramme de phase théorique qui s’avère être très similaire au diagramme de
phase expérimental. Ce diagramme de phase confirme l’identification supposée de la phase métallique à un
liquide de Fermi de fermions composites et celle de la phase d’eet Hall quantique à un état de Halperin
(331). De plus, sa concordance avec le diagramme de phase expérimental suggère que la phase isolante a
bien été identifiée, il s’agît d’un cristal de Wigner rectangulaire qui ne peuple que la première sous-bande
excitée. Alors que la littérature avait jusque-là considéré la possibilité de stabiliser un cristal de Wigner
alterné dans le puits large, un état qui dépeuple complètement la plus basse sous-bande n’avait jamais été
envisagé ; il s’avère que celui-ci a un domaine de stabilité qui est en très bon accord avec celui de la phase
isolante observée expérimentalement, et c’est donc un candidat pertinent pour l’identification cette phase
qui apparaît dans les puits très larges.
Dans le troisième chapitre, sur la bicouche, j’ai entamé l’étude de l’eet Hall quantique observé à
ν= 4/11 dans un puits large. Alors que celui-ci peut-être décrit comme un eet Hall quantique fractionnaire
de fermions composites, je propose ici une interprétation alternative en termes d’état de Halperin (532). Cet
état a deux composantes et il est asymétrique, il peut résulter de l’existence d’une asymétrie dans le potentiel
de confinement du puits large. Afin de tester cette hypothèse j’ai considéré une première modélisation du
puits large asymétrique par une bicouche biaisée, dans laquelle l’état (532) s’avère eectivement pouvoir
être stabilisé pour une gamme de biais intermédiaires ∆ reliés à la distance d par ∆ ∼ d/10, en unités
magnétiques. Cette étude préliminaire encourage donc une investigation plus réaliste dans le cadre du
modèle du puits large biaisé, qui est menée dans le chapitre cinq. Celle-ci confirme le résultat préliminaire,
orant ainsi au modèle de la bicouche eective une légitimité, au moins sur le plan qualitatif. Néanmoins,
l’étude que j’ai menée sur un système à six particules ne permet pas de conclure de manière indiscutable sur
cette question, et une étude approfondie sur un système plus grand permettrait de trancher cette question
définitivement.
L’eet du biais dans le potentiel de confinement a été étudié expérimentalement à ν = 1/2, et il a
été montré que celui-ci peut être nécessaire pour l’observation de l’eet Hall quantique fractionnaire. La
nature de l’état quantique sous-jacent devient alors intrigante. Au vu de ces expériences, la possibilité de
stabiliser un état pfaen de Moore-Read à ν = 1/2 a été avancée dans la littérature. L’étude présentée
dans le cinquième chapitre montre qu’il n’en est rien, et en réalité c’est l’état (331) qui permet l’eet Hall
quantique fractionnaire, même en présence d’un biais ; cependant pour le voir il est nécessaire de considérer
des composantes qui sont formées par une combinaison linéaire adéquate des sous-bandes qui décrit une
bicouche eective.
Les deux systèmes qui font l’objet de ce manuscrit n’ont pas été choisis par hasard. Ils sont liés par
le fait que la bicouche sert souvent de modèle eectif pour le puits large. Rassembler l’étude de ces deux
dispositifs dans un même manuscrit permet de les comparer, et ainsi de tester la validité de cette description
eective. Alors que certaines propriétés du système d’électrons dans le puits large sont capturées par le
modèle de bicouche, d’autres ne le sont pas. Il est par exemple impossible de prévoir l’existence d’un cristal
de Wigner qui ne peuple que la première sous-bande excitée, à ν = 1/2 et dans les puits très large, car le
modèle bicouche prévoit deux liquides de Fermi de fermions composites décorrélés aux grandes distances
entre les couches. Ainsi, en plus d’être incapable de fournir des critères quantitatifs pour la stabilité des
phases, le modèle de bicouche eectif mène parfois à des erreurs qualitatives. L’un des messages qui ressort
de ce travail de thèse est qu’une description réaliste des sous-bandes est parfois nécessaire pour comprendre
les mécanismes de l’eet Hall quantique fractionnaire dans le dispositif du puits large. Une telle description
réaliste est oerte par le modèle du puits infini carré, ou éventuellement biaisé, comme en témoigne la
concordance importante entre le diagramme de phase expérimental à ν = 1/2 et le diagramme de phase
théorique obtenu à l’aide de ce modèle.
Annexe A
Géométrie sphérique
A.1 Coordonnées sphériques et spinorielles
Les vecteurs de base er , eθ et eϕ du système de coordonnées sphériques (figure A.1) s’expriment en
fonction de leurs homologues en coordonnées cartésiennes selon
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Figure A.1 Système de coordonnées sphériques.
Dans ce système de coordonnées, on écrit les opérateurs gradient
∇=
(
∂r ,
1
r
∂θ,
1
r sinθ
∂ϕ
)
(A.2)
et laplacien
∆=∇2 =
(
1
r 2
∂r (r
2∂r ),
1
r 2 sinθ
∂θ(sinθ∂θ),
1
r 2 sin2θ
∂2ϕ
)
. (A.3)
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A.1.1 Coordonnées spinorielles
L’introduction des coordonnées spinorielles u et v est utile. Celles-ci sont définies paru
v
=
 cos θ2 e i ϕ2
sin θ2 e
− i ϕ2
 , (A.4)
et sont reliées au vecteur er par
er = (u,v)σ
u∗
v∗
 (A.5)
où σ= (σx ,σy ,σz ) est le vecteur formé des matrices de Pauli.
A.1.2 Distance de corde
Sur la sphère, il est pratique et usuel dans l’étude de l’eet Hall quantique d’utiliser la distance de
corde à la place de la distance d’arc. Contrairement à cette dernière, la distance de corde est simplement
reliée aux coordonnées spinorielles qui sont adaptées à la quantification de Landau sur la sphère. Dans cette
section j’établis cette expression de la distance de corde entre deux points en termes de leurs coordonnées
spinorielles.
Sur la sphère de rayon R = 1 les coordonnées s’écrivent
r= (cosϕsinθ, sinϕsinθ,cosθ) . (A.6)
La norme associée à la distance de corde peut être reliée aux coordonnées spinorielles. Soient r1 et r2 deux
points de la sphère, on a
‖r1− r2‖2 = ‖r1‖2+‖r2‖2−2r1 · r2 (A.7)
où
r1 · r2 = sinθ1 sinθ2 cos(ϕ1−ϕ2)+cosθ1 cosθ2, (A.8)
et donc
‖r1− r2‖2 = 2(1− sinθ1 sinθ2 cos(ϕ1−ϕ2)+cosθ1 cosθ2). (A.9)
À partir de cette expression on peut obtenir l’identification suivante
‖r1− r2‖2 = 4 |u1v2− v1u2|2 , (A.10)
obtenue en développant
|u1v2− v1u2|2 =
∣∣∣∣cos θ12 sin θ22 e− i(ϕ2−ϕ1)−cos θ22 sin θ12 e i(ϕ2−ϕ1)
∣∣∣∣2
=
(
cos
θ1
2
sin
θ2
2
)2
+
(
cos
θ2
2
sin
θ1
2
)2
−2
= cos2 θ1
2
sin2
θ2
2
.
(A.11)
Le potentiel d’interaction Coulombien a donc une expression simple en termes de distance de corde,
V (|r− r′|)= 1‖r− r′‖ corde
= 1
2R|uv ′−u′v | . (A.12)
Cette forme du potentiel Coulombien sera systèmatiquement substituée à son expression en termes de
distance d’arc, attendu que l’étude de l’eet Hall quantique fractionnaire, gouverné par la répulsion à courte
distance, n’est pas aecté par la diérence à longue distance entre les deux de manière cruciale.
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A.2 Projection stéréographique
La projection stéréographique Γ associe à un point P de la sphère l’intersection de la droite qui passe
par P et le pôle Nord N avec le plan équatorial (point z sur la figure A.2). Le point ainsi obtenu par projection
N
Figure A.2 Projection stéréographique.
stéréographique a pour coordonnées complexes
z =R cot ϕ
2
e iθ =R u
v
. (A.13)
Inversement les coordonnées de la sphère peuvent être déduites de celles du point projeté
ϕ=2arctan R|z| (A.14)
θ =argz. (A.15)
A.3 Monopôle magnétique et quantification du flux
Un monopôle magnétique génère un champ magnétique à symétrie sphérique. La charge Q du monopôle
est reliée au champ magnétique B qu’elle engendre à la surface de la sphère de rayon R par
2Q = 4piR
2B
h/e
. (A.16)
Montrons que le fait que la fonction d’onde soit monovaluée implique Q ∈Z/2. Pour cela on remarque
que le champ magnétique généré par le monopôle induit une variation de phase de la fonction d’onde lors
d’un déplacement dans l’espace réel. Cette variation de phase est décrite par le potentiel vecteur A ; pour un
chemin C qui va de a à b dans l’espace réel on a
Ψ(b)= exp
(
− i e
~
∫
C
A · dr
)
Ψ(a). (A.17)
Si le chemin C décrit une courbe fermée on a alors
exp
(
− i e
~
∮
C
A · dr
)
= 1 (A.18)
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car la fonction d’onde est monovaluée ; ainsi ∮
C
A · dr ∈ 2pi~
e
Z. (A.19)
On sait d’après le théorème de Stokes que l’intégrale d’un champ de vecteur sur une courbe fermée est égale
à l’intégrale de son rotationnel sur une surface S délimitée par celui-ci, on a donc∮
C
A · dr=
Ï
S
B · dS . (A.20)
Le terme de droite de cette équation n’est autre que le flux du champ magnétique à travers la surface S ,
qui vaut 2Qh/e d’après l’équation (A.16), et on a donc finalement
Q ∈ Z
2
; (A.21)
ainsi la charge du monopôle ne peut prendre que des valeurs demi-entières si l’on impose que la fonction
d’onde soit monovaluée.
Notons que l’on utilise fréquemment la jauge latitudinale [Hal83a]
Al (r)=−
~Q
eR
cotθ eϕ (A.22)
pour décrire le champ magnétique généré par le monopôle. Elle comporte deux singularités aux pôles Nord
et Sud.
A.4 Dynamique d’une particule chargée sur la sphère
Le hamilonien cinétique d’une particule chargée qui se meut sur la sphère s’écrit
H = (p−eA)
2
2m
=
[
r∧ (p−eA)]2
2mR2
= L
2−~2Q2
2mR2
(A.23)
où L est l’opérateur de moment cinétique. Il est relié à r et p par
L= r∧ (p−eA)+~Qer . (A.24)
Ainsi les états propres du Hamiltonien sont indicés par les valeurs propres ~2l (l +1) et ~m de L2 et Lz ,
respectivement, où l ,m ∈ N/2. À partir de l’équation (A.23) on voit que le plus bas niveau de Landau
correspond à l = Q car cette valeur de l correspond à la plus faible énergie positive possible ; ainsi les
valeurs propres du moment cinétique vérifient l ∈Q+N, m ∈ [−l , l ].
A l’aide des formules suivantes
sinθ = 2uv
∂θ
∂ϕ
= 1
2
−v∂u +u∂v
i (u∂u − v∂v )
 (A.25)
qui se déduisent simplement de la définition (A.4), on peut montrer [Gre11] que le moment cinétique s’écrit
Li = 1
2
(
u v
)
σi
∂u
∂v
− 1
2
(
u v
)
σti
∂u
∂v
 ; (A.26)
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On introduit l’opérateur d’échelle
a = 1√
2Q
(
u∂v − v∂u
)
(A.27)
tel que
a†a = 1
2Q
[|u|2∂vv +|v |2∂uu − v(∂v +u∂uv )−u(∂u + v∂vu)] , (A.28)
il permet de réécrire le hamiltonien cinétique
H = L
2−~2Q2
2mR2
= ωc
2Q~
(
L2−~2Q2)= ~ωc (a†a+ 1
2
)
. (A.29)
Afin de simplifier la détermination des états propres du hamiltonien, on introduit un autre moment
cinétique S dont toutes les composantes commutent avec celles de L. les états propres de ce Hamiltonien,
nommés harmoniques monopolaires, s’écrivent [Gre11]
YQlm(u,v)=NQlm (S−)l−Q ul+mv l−m , (A.30)
où
S− = v∂u −u∂v (A.31)
est l’opérateur qui associe à une fonction d’onde son équivalent dans le niveau de Landau immédiatement
supérieur, sans toutefois changer la valeur de son moment cinétique. La constante de normalisation vaut
NQlm =
√
(l +Q)!
(2l )!(l −Q)!
√√√√2l +1
4pi
(
2l
l −m
)
. (A.32)
Une bijection entre les polynômes du plan et leurs équivalents sphériques est donnée par [FOC86]
P (z1, . . . ,zN ) 7→
(
N∏
i=0
u2Qi
)
P
(
u1
v1
, . . . ,
uN
vN
)
, (A.33)
soit pour les facteurs de Jastrow omniprésents dans l’étude de l’eet Hall quantique fractionnaire∏
i< j
(zi − z j )m 7−→
∏
i< j
(ui v j − viu j )m . (A.34)
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A.5 Pseudopotentiels
Pour calculer les coecients du potentiel d’interaction coulombien dans la base des harmoniques mo-
nopolaires, on introduit les états cohérents de paire. Pour une paire de moment cinétique total j , formée de
deux électrons ayant chacun un moment cinétique l , l’état cohérent ψl , jR centré en R est l’état propre de
R ·Ltot de valeur propre j , soit
R ·Ltot ψl , jR = jψ
l , j
R . (A.35)
Dans le plus bas niveau de Landau, une solution de cette équation en représentation spinorielle est
donnée par
ψ
l , j
R (u1,v1;u2,v2)= (u1v2−u2v1)2l− j (αu1+βv1) j (αu2+βv2) j (A.36)
où (α,β) sont les coordonnées spinorielles du centre de masse R. À partir de cette expression des états
cohérents de paire sur la sphère, les pseudopotentiels peuvent être obtenus en calculant la valeur moyenne
du potentiel d’interaction dans l’état cohérent centré au pôle Nord
V (n)l = 〈V 〉ψl , jN . (A.37)
Le potentiel d’interaction s’écrit
V = ∑
{mi }
δ
m3+m4
m1+m2V{mi }c
†
m1c
†
m2cm4cm3 (A.38)
où les coecients V{mi } s’écrivent, en termes des pseudopotentiels V
(n)
l ,
V{mi } =〈s,m1; s,m2|V (n)|s,m3; s,m4〉 (A.39)
=
2s∑
l=0
〈s,m1; s,m2|2s− l ,m1+m2〉V (n)l 〈2s− l ,m3+m4|s,m3; s,m4〉. (A.40)
Annexe B
Modèle du « Jellium »
B.1 Hamiltonien d’interaction
Un opérateur à deux corps O(2) de l’espace de Fock est défini à partir des opérateurs OHi , j de l’espace
de Hilbert à deux corps par
O(2) = 1
2
∑
{ni }
〈n1,n2|OHi , j |n3n4〉c†n1c†n2cn4cn3 , (B.1)
où c(dg )n est l’opérateur d’annihilation (création) d’une particule dans l’état de l’espace à un corps indicé par
n. Ainsi, un potentiel d’interaction V à deux corps est traduit dans l’espace de Fock par un hamiltonien
d’interaction
H = 1
2
∑
{σi }
∫
d2r d2r ′Vσ1...σ4
(
r,r′
)
ψ†σ1 (r)ψ
†
σ2
(r′)ψσ4 (r
′)ψσ3 (r), (B.2)
où ψ(†)σ (r) est l’opérateur annihilation (création) d’un électron de (pseudo)spin σ=↑↓ à la position r, et où le
potentiel V dépend éventuellement du spin. Les relations d’anticommutation{
ψσ(r),ψ
†
σ′ (r
′)
}
= δ(r− r′)δσ,σ′ (B.3)
permettent de réordonner le produit pour obtenir
H = 1
2
∑
{σi }
∫
d2r d2r ′Vσ1...σ4
(|r− r′|)[ψ†σ1 (r)ψσ3 (r)ψ†σ2 (r′)ψσ4 (r′)−δ(r− r′)δσ2,σ4ψ†σ1 (r)ψσ3 (r′)]
= 1
2
∑
{σi }
∫
d2r d2r ′Vσ1,...,σ4
(|r− r′|)ρσ1σ3 (r)ρσ2σ4 (r′)− nel2 ∑σ1,σ2,σ3
∫
d2rVσ1σ2σ3σ2 (0)ρσ1σ3 (r).
(B.4)
Le second terme du membre de droite, qui diverge, constitue la partie homogène de l’interaction, on la
choisit généralement comme origine de l’énergie, et on a donc
H = 1
2
∑
{σi }
∫
d2r d2r ′Vσ1...σ4
(|r− r′|)ρσ1σ3 (r)ρσ2σ4 (r′). (B.5)
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On peut réexprimer l’idée précédente dans l’espace réciproque, dans lequel
H = 1
2A
∑
k,k′,q
v(q)c†k+qc
†
k′−qck′ck
= 1
2A
∑
q
v(q)
[∑
k
c†k+qck
∑
k′
c†k′−qck′︸ ︷︷ ︸
=ρq
−N] (B.6)
où l’on a introduit l’opérateur nombre d’électrons N = ∫ drρ(r)= ρq=0.
B.1.1 Approximation du « Jellium »
Si on veut incorporer l’interaction avec les ions du réseau sous-jacent au système électronique, le
Hamiltonien devient
H =Kel+Vel-el+Vel-ion+Vion-ion (B.7)
où
Vel−el =
1
2A
∑
q
v(q)
∑
kσ,k′σ′
c†k+q,σc
†
k′−q,σ′ck′,σ′ck,σ
= 1
2A
∑
q
v(q)
[
ρ−qρq−ρq=0
] (B.8)
v(q), and the electronic density operator :
ρq =
∑
k,σ
c†k−q,σck,σ
De manière analogue le terme d’interactions entre les ions s’écrit
Vion−ion = 1
2Ld
∑
q
v(q)
[
n−qnq−nq=0
]
(B.9)
en termes de l’opérateur de densité ionique nq, tandis que le potentiel d’interaction entre les électrons et les
ions est donné par
Vel−ion =−
1
Ld
∑
q
v(q)ρ−qnq . (B.10)
Dans l’approximation du Jellium, on néglige les variations spatiales du potentiel cristallin, ainsi on
suppose la densité ionique égale à la densité électronique moyenne n de sorte que
ρion(q)=
∫
drn e iq·r = Anδq,0 (B.11)
Le terme d’interaction devient alors
V =Vel-el+Vel-ion+Vion-ion =
1
2A
∑
q
v(q)
[
ρ−qρq−N
]− 1
A
v(0)
[
ρq=0An
]+ 1
2A
v(0)(An)2
= 1
2A
∑
q6=0
v(q)
[
ρ−qρq−N
]+ v(0)
2A
[(
ρq=0
)2−2ρq=0An+ A2n2]︸ ︷︷ ︸
=0
(B.12)
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En résumé, dans l’approximation du Jellium le rôle du réseau ionique sous-jacent au système d’électrons
se limite à annuler la partie homogène (q= 0) du potentiel d’interaction électronique,
V = 1
2A
∑
q6=0
v(q)
[
ρ−qρq−ρq=0
]
(B.13)
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Annexe C
Méthode du Monte-Carlo
variationnel pour le calcul des
énergies des états de Hall
On veut déterminer la valeur moyenne d’un hamiltonien H dans un état d’essai Ψ. Dans la représentation
position cette valeur moyenne s’écrit
E = 〈H〉 = 1
N
∫
dr1 . . . drN H (r1, . . . ,rN ) |Ψ (r1, . . . ,rN )|2 (C.1)
où la constante de normalisation vaut
N =
∫
dr1 . . . drN |Ψ (r1, . . . ,rN )|2 . (C.2)
Le hamiltonien de notre problème est réduit au potentiel d’interaction eectif déterminé à partir du potentiel
de Coulomb, dont l’expression dans la représentation position est donnée par
H (r1, . . . ,rN )=V (r1, . . . ,rN )=
∑
i< j≤N
1∣∣ri − r j ∣∣ . (C.3)
Les intégrales intervenant dans les expressions (C.1) et (C.2) peuvent être évaluées par la méthode dite du
« Monte-Carlo variationnel ».
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C.1 Algorithme de Metropolis
La méthode Monte-Carlo, développée par von Neumann et Ulam en 1950 [vNU51], consiste à échantilloner
une loi de probabilité p(x) afin d’évaluer la valeur moyenne d’une fonction f (x). L’échantillonage permet de
remplacer l’intégrale par une somme sur l’ensemble {xi } des échantillons sélectionnés pour représenter la
distribution de probabilité ∫
dxp(x) f (x) −→
échantillonage
∑
xi
p(xi ) f (xi ). (C.4)
Une méthode d’échantillonnage particulièrement ecace est fournie par l’algorithme de Metropo-
lis [MRR+53]. Dans celui-ci l’ensemble des échantillons est produit par une chaîne de Markov, c’est-à-dire
une séquence de points {xi }, générée à partir d’un point initial x1, dans laquelle la valeur xi+1 d’un point
de la séquence dépend de la valeur du point xi du point précédent. Plus précisément, un point xi+1 est
ajouté à la séquence {xi } avec une probabilité
pi(xi ,xi+1)=min
(
1,
p (xi+1)
p (xi )
)
; (C.5)
c’est-à-dire que le point suivant xi dans la séquence est ajouté de manière certaine si la probabilité de
la nouvelle configuration xi+1 est supérieure à celle de la configuration xi , et qu’il est ajouté avec une
probabilité p (xi+1)/p (xi ) sinon.
Cette séquence a l’avantage de visiter l’ensemble de l’espace des configurations, autrement dit elle vérifie
la condition d’ergodicité
∀x, y ∃n pin(x, y) 6= 0. (C.6)
Elle vérifie de plus la condition de bilan détaillé
p(xi ,xi+1)pi (xi+1)= p(xi+1,xi )pi (xi+1) (C.7)
qui est nécessaire pour produire un échantillonnage fidèle à la loi de probabilité p(x) [Kra06].
En appliquant cet algorithme à la loi de probabilité |Ψ (r1, . . . ,rN )|2, on peut déterminer les intégrales (C.1)
et (C.2), et ainsi connaître l’énergie du hamiltonien dans l’état d’essai.
C.2 Interactions eectives
Le calcul Monte-Carlo fait intervernir un nombre important d’évaluations du potentiel d’interaction
dans l’espace réel ; dans le cas où le calcul du potentiel d’interaction est numériquement onéreux, on
l’approximera par un potentiel d’interaction ayant une forme plus simple, mais qui reproduira correctement
les pseudopotentiels de l’interaction d’origine.
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C.2.1 Bicouche dans le 1NL
Le potentiel d’interaction projeté dans le 1NL s’écrit
V1(r )=
∫
dq
(2pi)2
v1(q)e
− iq·r
=
∫
dq
2pi
v1(q)J0(qr )
= 1
8
√
pi
2
e−
r2
4
[(
r 4−2r 2+6) I0 ( r 2
4
)
− r 4I1
(
r 2
4
)]
;
(C.8)
les fonctions In étant les fonctions de Bessel modifiées. Le potentiel d’interaction coulombien inter-couches
projeté dans le 1NL n’a quant à lui pas d’expression analytique simple. On choisit pour l’interaction eective
la forme
V ↑↑eff.(r )=
1
r
+
M∑
k=1
c↑↑k r
2k e−r
2
(C.9)
V ↑↓eff.(r )=
1p
r 2+d2
+
M∑
k=1
c↑↓k r
2k e−r
2
(C.10)
Les coecients cσσ
′
k sont déterminés par la contrainte selon laquelle les M premiers pseudopotentiels du
potentiel d’interaction initial sont égaux aux M premiers pseudopotentiels de l’interaction eective.
C.2.2 Puits quantique
Soient ϕσ les deux premiers états propres du puits carré infini de largeur w . Les potentiels eectifs
correspondants s’écrivent
V σσ
′
eff (r )=
∫ w
2
− w2
dz
∫ w
2
− w2
dz ′
∣∣ϕσ(z)∣∣2 ∣∣ϕσ′ (z ′)∣∣2√
r 2+ (z− z ′)2
(C.11)
Les pseudopotentiels associés sont donnés par
V σσ
′
m =
∫
dr
∣∣φm(r)∣∣2V σσ′eff (r ) (C.12)
où
φm(r)=
√
1
4pim!4m
zm e−
|z|2
8 (C.13)
désigne les orbitales de Landau de paire. Une interversion des intégrales permet de réécrire l’expression
précédente
V σσ
′
m =
∫ w
2
− w2
dz
∫ w
2
− w2
dz ′
∣∣ϕσ(z)∣∣2 ∣∣ϕσ′ (z ′)∣∣2V σσ′m,bicouche(z− z ′) (C.14)
où
V σσ
′
m,bicouche(d)=
∫
dr
∣∣φm(r)∣∣2p
r 2+d2
= 1
2
U
(
1
2
,
1
2
−m, d
2
4
)
(C.15)
désigne les pseudopotentiels de la bicouche de distance d .
Une interaction eective plus pertinente pour le puits quantique se présente sous la forme polynomiale
V σσ
′
eff. (r )=
1
R
[
cσσ
′
−1
r /R
+
Nφ∑
k=0
cσσ
′
k
( r
R
)k]
, (C.16)
158ANNEXE C. MÉTHODE DU MONTE-CARLO VARIATIONNEL POUR LE CALCUL DES ÉNERGIES DES ÉTATS DE HALL
où R est le rayon de la sphère sur laquelle on réalise le calcul Monte-Carlo. Les coecients polynomiaux
cσσk sont choisis de telle sorte que les pseudopotentiels associés
V (k)m = 2k
(2Q+1)!2
(2Q−m)!(2Q+m+1)!Γ (2Q+2+k/2)
m∑
j=0
(m+ j )!Γ(2Q− j +k/2+1)
(m− j )! j ! (C.17)
soient égaux aux pseudopotentiels de l’interaction du puits carré.
C.3 Énergie de référence
On choisit pour énergie de référence dans le modèle du Jellium l’énergie d’interaction électrostatique
d’un fond uniforme de densité n qui égale la densité électronique moyenne, plus celle du fond uniforme
avec le liquide életronique homogène. Sur la sphère de rayon R celle-ci est donnée par
Eref. = Eion−ion−Eel−ion
=
(
1
2
−1
)
N2
2
∫ pi
0
sinθdθVeff. (r (θ))
(C.18)
où r (θ)= 2R sin(θ/2) est la distance de corde qui sépare le pôle Nord d’un point de colatitude θ.
C.3.1 Bicouche
Le cas de l’interaction Coulombienne d’un système bicouche
V↑↑ =V↓↓ =
1
r
V↑↓ =
1p
r 2+d2
(C.19)
correspond à une énergie de référence intra-couches
E↑↑Coulomb =−
N2↑
4
∫ pi
0
dθ
sinθ
2R sin θ2
=−
N2↑
8R
2
∫ 1
0
2du =−
N2↑
2R
(C.20)
et une énergie de référence inter-couches
E↑↓Coulomb =−
N↑N↓
4
∫ pi
0
dθ
sinθ√(
2R sin θ2
)2+d2 =−
N↑N↓
(p
4R2+d2−d
)
4R2
(C.21)
et donc à une énergie de référence totale
EBicouche =−
N2↑ +N2↓
2R
− N↑N↓
2R
p
4R2+d2−d
R
. (C.22)
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C.3.2 Interaction eective gaussienne
Les termes gaussiens de la forme r 2k exp(−r 2) apportent une contribution à l’énergie de référence
Eσσ
′
Gauss =−
NσNσ′
4
∫ pi
0
dθ sinθ
(
2R sin
θ
2
)2k
e
−
(
2R sin θ2
)2
=−NσNσ′
4R2
∫ 2R
0
duu2k+1 e−u
2 =−NσNσ′
8R2
[
Γ(1+k)−Γ(1+k,4R2)] (C.23)
où Γ(x, y) est la fonction Gamma incomplète.
Au final l’énergie de référence d’une interaction eective du type
V σσ
′
Gauss(r )=
[
1
r
+∑
k
c↑↑k r
2k e−r
2
]
δσ,σ′ +
[
1p
r 2+d2
+∑
k
c↑↓k r
2k e−r
2
]
δ−σ,σ′ (C.24)
s’écrit, pour N↑ =N↓ =N/2,
E ref.Gauss. =−
N2
8R
{
2+ 1
R
(√
4R2+d2−d
)
+ 1
2R
∑
k
(
c↑↑k + c
↑↓
k
)[
Γ(1+k)−Γ(1+k,4R2)]} . (C.25)
C.3.3 Interaction eective polynomiale
Les termes d’interaction proportionnels à r k contribuent à l’énergie de référence selon
Eσσ
′
Poly. =−
NσNσ′
4
∫ pi
0
dθ sinθ
(
2R sin
θ
2
)k
=−NσNσ′
4R2
∫ 2R
0
duuk+1 =−NσNσ′
2
(2R)k
k+2 ,
(C.26)
de sorte que l’énergie de référence pour une interaction du type
V σσ
′
Poly.(r )=
cσσ
′
−1
r
+
Nφ∑
k=0
cσσ
′
k r
k (C.27)
est donnée par
E ref.Poly. =−
∑
σ,σ′
NσNσ′
2
∑
k
cσσ
′
k
(2R)k
k+2 . (C.28)
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Annexe D
Corrections à l’énergie du cristal
de Wigner dues au recouvrement
des états voisins
D.1 Préliminaire : L’état à deux électrons
Un état cohérent normé du plus bas NL localisé autour de R s’écrit
ΨR (r)= 〈r|R〉 = 1p
2pi
e
i
2 (yX−xY ) e−
(r−R)2
4 . (D.1)
Avant d’écrire l’état à deux électrons localisés en 0 et R = R0ex , il convient de noter que les deux états
impliqués ne sont pas orthogonaux (〈0|R〉 6= 0), ainsi en notant
|0,R〉 =N (|0〉⊗ |R〉− |R〉⊗ |0〉) (D.2)
l’état à deux corps normalisé et anti-symétrisé, on a
〈0,R|0,R〉 =N 2 (2〈0|0〉〈R|R〉−2〈0|R〉〈R|0〉)
= 2N 2 (1−|〈0|R〉|2) (D.3)
or le dernier terme, nul pour des états orthogonaux, vaut ici
〈0|R〉 =
∫
d2rΨ∗0 (r)ΨR (r)= e−
R2
4 . (D.4)
Ainsi le facteur de normalisation vaut
N = 1√
2
(
1− e− R
2
2
) , (D.5)
de sorte que l’état à deux électrons localisés en 0 et R s’écrit
Ψ2 (r1,r2)=N det
Ψ0 (r1) ΨR (r1)
Ψ0 (r2) ΨR (r2)
= 1√
2
(
1− e− R
2
2
) 12pi
[
e−
r21
4 e
i
2 y2R0− (
r2−R)2
4 − e−
r22
4 e
i
2 y1R0− (
r1−R)2
4
]
.
(D.6)
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La densité de cet état est donnée par
ρ (r)=
〈
ψ† (r)ψ (r)
〉
= 2
∫
|Ψ2 (r,r2)|2 dr2
= 1
1− e− R
2
2
1
(2pi)2
∫ [
e−
r2
2 e−
(r2−R)2
2 + e−
r22
2 e−
(r−R)2
2 −2cos
( (
y − y2
)
R0
2
)
e−
r2+r22
4 e−
(r−R)2
4 e−
(r2−R)2
4
]
dr2
= 1
2pi
(
1− e− R
2
2
) [e− r22 + e− (r−R)22 −2cos( yR0
2
)
e−
r2
4 e−
(r−R)2
4
∫
e−
x22+(x2−R0)2
4 dx2︸ ︷︷ ︸
=p2piexp(−R20/8)
∫
cos
(
y2R0
2
)
e−
y22
2 dy2︸ ︷︷ ︸
=p2piexp(−R20/8)
]
.
(D.7)
Ainsi en notant
ρ0 (r)= 1
1− e− R
2
2
1
2pi
[
e−
r2
2 + e− (
r−R0ex )2
2
]
(D.8)
et
δρ (r)=− 1
1− e− R
2
2
2
2pi
cos
(
yR0
2
)
e−
(
r− R02 ex
)2
2 e−
3R20
8 , (D.9)
On a ρ(r)= ρ0 (r)+δρ (r). Afin de calculer l’énergie d’interaction de cet état dans l’approximation de Hartree-
Fock j’exprime la densité dans l’espace réciproque,
ρ˜0
(
q
)= 1
1− e− R
2
2
Ï
ρ0 (r) e
− ir·qdr
= e− q
2
2
[
1+ e iqxR0]= e− iqxR02 e− q22 cos(qxR0
2
) (D.10)
et
δρ˜
(
q
)= 1
1− e− R
2
2
Ï
δρ (r) e− i(xqx+yqy ) dxdy
=−2e− i2 qxR0 e−
R20
2 e−
q2
2 cosh
(
qyR0
2
)
.
(D.11)
La généralisation à l’état formé de deux états cohérents localisés en des positions arbitraires R1 et R2
Ψ2 (r1,r2)=N det
ΨR1 (r1) ΨR2 (r1)
ΨR1 (r2) ΨR2 (r2)

= 1
1− e− δR
2
2
1p
2
1
2pi
[
e
i
2R1∧r1− (
r1−R1)2
4 e
i
2R2∧r2− (
r2−R2)2
4 − (R2↔R1)
]
,
(D.12)
où δR = ‖R1−R2‖ est la distance entre les deux centres des états cohérents, donne
ρ(r)= 1
1− e− δR
2
2
1
2pi
[ ∑
i=1,2
e−
(r−Ri )2
2 −2cos
(
1
2
δR∧ (r−R)
)
e−
(r−R)2
2 e−
3δR2
8
]
. (D.13)
où R= (R1+R2)/2 et δR=R1−R2. Cette densité est tracée sur la figure D.1 pour un état à deux électrons
localisés en R1 = 0 et R2 = 2ex .
La transformée de Fourier est donnée par ρ˜ = ρ˜0+δρ˜ où
ρ˜0(q)= 1
1− e− δR
2
2
e−
q2
2
∑
i=1,2
e− iq·Ri (D.14)
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(a) Densité non corrigée
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Figure D.1 Corrections à la densité du cristal de Wigner dues au recouvrement des états voisins, localisés en
R1 = 0 et R2 = 2ex . La figure de gauche montre la densité non corrigée à titre de comparaison.
et
δρ˜(q)=− 1
1− e− δR
2
2
2
2pi
e−
3δR2
8
Ï
due− iq·(u+R) cos
(
1
2
u∧δR
)
e−
u2
2
=− 1
1− e− δR
2
2
1
2pi
e−3
δR2
8 e− iq·R
[Ï
e−
u2
2 + iu∧ δR2 − iu·qdu+
Ï
e−
u2
2 − iu∧ δR2 + iu·qdu
]
=− 2
1− e− δR
2
2
e−
δR2
2 e− iq·R e−
q2
2 cosh
(
1
2
q∧δR
)
.
(D.15)
Cette correction est donc proportionnelle à e−δR
2/2, et elle est généralement négligeable par rapport au
terme ρ˜0 lorsque les deux sites R1 et R2 sont éloignés de plusieurs longueurs magnétiques, car
δρ˜(q)/ρ˜0(q)∝ e−δR
2/2.
D.2 Généralisation à N-corps
Le cristal de Wigner à N électrons a pour fonction d’onde
ΨN (r1,r2, . . . ,rN )=NN det
(
ΨRi
(
r j
))=NN ∑
p∈σN
sgn(p)
N∏
i=1
ΨRi
(
rp(i )
)
,
où Ri sont les N sites du réseau cristallin et NN est un facteur de normalisation. La densité correspondante
vaut
ρN (r1)=N !
∫
. . .
∫
|ΨN (r1,r2, . . . ,rN )|2 dr2 . . . drN
=NN ×N !×
∑
p,p ′∈σN
sgn(p)× sgn(p ′)∫ . . .∫ N∏
i , j=1
Ψ∗Ri
(
rp(i )
)
ΨR j
(
rp ′( j )
)
dr2 . . . drN .
(D.16)
L’approximation qui est généralement faite à ce stade consiste à supposer que les termes∫
Ψ∗Rα (ri )ΨRβ (ri ) dri ∝ δα,β
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sont négligeables si α 6=β, autrement dit on néglige habituellement le recouvrement entre états localisés sur
des sites diérents Rα et Rβ car leurs densités de probabilité décroissent exponentiellement avec la distance.
Dans cette approximation la densité (D.16) est réduite à
ρN (r1)=
∑
p∈σN
N∏
i=1
∫
. . .
∫ ∣∣ΨRi (rp(i ))∣∣2 dr2 . . . drN = N∑
i=1
∣∣ΨRi (r)∣∣2 ; (D.17)
cette densité est égale à la densité d’un état produit
Ψprod. (r1, . . . ,rN )=ΨR1 (r1)ΨR2 (r2) . . .ΨRN (rN ) ,
qui, bien qu’il ne soit pas antisymétrique, a un recouvrement important avec l’état fermionique réel (D.16).
Aux densités projetées importantes ν ' 1/2 cette approximation qui néglige le recouvrement entre
états localisés voisins n’est plus valable, surtout pour les cristaux anisotropes tels que le cristal de Wigner
rectangulaire et le cristal de Wigner rhombique, dans lesquels les sites voisins sont parfois très proches (∼
2lB ). Alors qu’il serait extrêmement fastidieux de prendre en compte l’intégralité des termes qui apparaissent
dans l’expression (D.16) de la densité, on peut aller légèrement au-delà de l’approximation dans laquelle
on néglige le recouvrement entre états localisés premiers voisins, et ne négliger que le recouvrement entre
seconds voisins et plus. Dans cette approximation moins restrictive, on suppose que les termes∫
Ψ∗Rα (ri )ΨRβ (ri ) dri
sont non nuls si α=β, comme précédemment, mais également si Rα et Rβ sont des sites premiers voisins.
Les intégrales impliquées dans le calcul de ces derniers termes peuvent être déduites du calcul mené sur
l’état à deux corps dans la section précédente. La transformée de Fourier de la densité de l’état à N électrons
s’écrit
ρ˜(q)= 1
1−2e− δR
2
2
e−
q2
2
{ ∑
i
e− iq·Ri︸ ︷︷ ︸
=∑ j δ(q−Q j )
−2 ∑
〈m,n〉
e−
δR2
2 e− iq·R cosh
(
1
2
q∧δR
)}
, (D.18)
où 〈m,n〉 désigne la sommation sur les sites premiers voisins entre eux, de coordonnées relatives δR =
Rm −Rn et de centre de masse R= (Rm +Rn)/2, et où Q j sont les vecteurs du réseau réciproque. Le terme
de normalisation 1/(1−2e− δR
2
2 ) a été déterminé de manière ad hoc, en imposant
Î
ρ (r) dr= ρ˜(q= 0)=N .
Figure D.2 Maille élémentaire des réseaux rectangulaire et rhombique.
Corrections au cristaux de Wigner rectangulaire et rhombique Je détermine d’abord les corrections
pour les cristaux de Wigner rectangulaire et rhombique, car pour les autres réseaux particuliers les sites
premiers voisins sont susamment éloignés pour les négliger. En eet, pour le réseau carré on a
δR =
p
2pi/ν≤p4pi' 3,54lB =⇒ δρ˜(q)
ρ˜0(q)
∝ e−δR2/2 ≤ 0,002
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et pour le réseau triangulaire cette correction est encore plus faible car les premiers voisins sont plus éloignés
(δR =
√
4pi/
p
3ν).
Dans le cristal de Wigner rectangulaire, considérons d’abord les paires de sites appariées selon y , pour
lesquelles on a δR = δY ey = R0ey/α, où α est le paramètre de dilatation du réseau. Ainsi en notant les
centres de masse des paires
R j k = jδX ex +
(
k+ 1
2
)
δY ey { j ,k} ∈Z2 (D.19)
on a
δρ˜
(
q
)=− 2
1−2e− δR
2
2
e−
q2
2 e−
δY 2
2 cosh
(
qxR0
2α
)∑
j ,k
e− iq·R
=− 2
1−2e− δR
2
2
e−
q2
2 e−
δY 2
2 cosh
(
qxR0
2α
) ∑
j
e− i jαR0︸ ︷︷ ︸
=∑Qx δ(qx−Qx)
∑
k
e− iqy (k+1/2)δY︸ ︷︷ ︸
=e− iqy δY /2∑Qy δ(qy−Qy )
(D.20)
où les Qx et Qy sont définis par
Qx jαR0 = 2pin ⇐⇒ Qx = n 2pi
αR0
= 2pi
αR0
n (D.21)
et
Qy = 2pi
δY
m. (D.22)
Finalement la correction à la densité dans l’espace réciproque est donnée par
δρ˜
(
q
)=− 2
1−2e− δY
2
2
e−
q2
2 e− iqyδY /2 e−
δY 2
2 cosh
(
δY
2
qx
)∑
Q
δ
(
q−Q) , (D.23)
et le terme qui apparaît dans l’énergie devient
∣∣〈ρ˜0 (q)〉∣∣2 = e−q2∑
Q
δ
(
q−Q)
7−→ e−q2
[
1−4cos
(
δY
2
qy
)
e−
δY 2
2 cosh
(
δY
2
qx
)
+4e−δY 2 cosh2
(
δY
2
qx
)]
1(
1−2e− δR
2
2
)2∑
Q
δ
(
q−Q) .
(D.24)
Si l’on prend également en compte les sites appariés dans la direction x , la correction à la densité
projetée devient
δρ˜
(
q
)=−e− q22 ∑
Q
δ
(
q−Q){ 2
1−2e− δY
2
2
e− iqyδY /2 e−
δY 2
2 cosh
(
δY
2
qx
)
+ 2
1−2e− δX
2
2
e− iqxδX /2 e−
δX2
2 cosh
(
δX
2
qy
)}
, (D.25)
et donc la densité au carré qui intervient dans l’expression s’écrit
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∣∣〈ρ˜(q)〉∣∣2 = 1(
1−2
(
e−
δX2
2 + e− δY
2
2
))2∑
Q
δ
(
q−Q) e−q2
{
1−4
[
e−
δY 2
2 cos
(
δY
2
qy
)
cosh
(
δY
2
qx
)
+ e− δX
2
2 cos
(
δX
2
qx
)
cosh
(
δX
2
qy
)]
+4
[
e−δY
2
cosh2
(
δY
2
qx
)
+ e−δX 2 cosh2
(
δX
2
qy
)]
+8e− δX
2+δY 2
2
[
cos
(
qx
δY
2
−qy δX
2
)
cosh
(
δY
2
qx
)
cosh
(
δX
2
qy
)]}
.
(D.26)
Annexe E
Glossaire
Table E.1 Glossaire : tableau des notations, abréviations, sigles et acronymes utilisés dans ce manuscript.
Sigle Signification
2-LFFCs état formé de deux LFFCs indépendants
alt. alterné (réseau)
coh. énergie de cohésion
CW Cristal de Wigner
CWC Cristal de Wigner corrélé
EHQE Eet Hall quantique entier
EHQF Eet Hall quantique fractionnaire
HR état de Haldane-Rezayi
LFFC liquide de Fermi de fermions composite
NL Niveau de Landau
PBNL Plus bas niveau de Landau
Pf état pfaen
2NL Second (plus bas) niveau de Landau
rect. rectangulaire (réseau)
rhom. rhombique (réseau)
SBE Système bidimensionnel d’électrons
triang. ou tr. triangulaire (réseau)
Symbole Signification
A Aire ou potentiel vecteur
B Champ magnétique
∆ Gap ou gap de sous-bande
lB Longueur magnétique
N Nombre d’électrons
NB Nombre de quanta de flux
n Niveau de Landau
nél. Densité électronique
ν Facteur de remplissage
ν Facteur de remplissage partiel
ρ Opérateur densité projeté
φ0 Quantum de flux (φ0 = h/e)
w Largeur du puits quantique
ωc Pulsation cyclotron (ωc = eB/m)
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Annexe F
Formulaire
Je rappelle dans cette annexe quelques relations utiles. Relation entre les unités d’énergie :
1 eV = 1,6×10−19 J = 11605 K (F.1)
1 J = 7,25×1022 K = 6,25×1018 eV
1 K = 8,6×10−5 eV = 1,38×10−23 J
Énergie cyclotron :
Ec = ~ωc = ~eB
m
= 1,34× m0
m∗
×B (T) K
= 0,115× m0
m∗
×B (T) meV
(F.2)
Énergie d’interaction coulombienne typique :
V = e
2
²lB
|G = e
2
4pi²0²
p
~/eB
|SI = 652×
√
B (T)/² K
= 55.9×
√
B (T)/² meV
(F.3)
Énergie Zeeman (écart entre deux niveaux consécutifs) :
Ez = 2×µB gBSz = 0,672× gB (T) K
= 0,058× gB (T) meV (F.4)
Niveaux d’énergie d’un puits carré infini de largeur w :
En = ~
2pi2
2m
× n
2
w2
et ψn(z)= 2
w
sin
(
npi
z
w
)
(F.5)
Gap de sous-bande :
∆SAS = E2−E1 = 130848×m0/m
∗
w2(nm)
K
= 1128×m0/m
∗
w2(nm)
meV
(F.6)
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Grandeurs caractéristiques
Rayon de Bohr :
a∗B =
4pi²~2
me2
' ²× m
m∗
×52,9 pm (F.7)
Longueur magnétique :
lB =
√
~
eB
= 25,65564 nmp
B(T )
sur la sphère : lB = R√
Q
(F.8)
Quantum de flux :
Φ0 = h
e
' 2,0678×10−15 Tm2 , B = nΦΦ0 =NΦΦ0/S (F.9)
Constante de von Klitizing :
RK = h
e2
= 25,812.807449(86) Ω (F.10)
Valeurs caractéristiques de GaAs
Dans l’arséniure de gallium la masse eective m, la constante diélectrique relative ², et le facteur g sont
donnés par
m/m0 ' 0,067 , ²' 12,9 , g '−0,44 et nél. ∼ 1015m−2 (F.11)
où m0 est la masse nue de l’électron, et nél. est la densité électronique. On a donc
Ec = 20×B(T ) K= 1,7×B(T ) meV (F.12)
V = 50,5×
√
B(T ) K= 4,3×
√
B(T ) meV (F.13)
Ez = 0,3×B(T ) K= 0,026×B(T ) meV (F.14)
et
a∗B ' 10,2 nm rs ' 2. (F.15)
Gap de sous-bande :
∆SAS = 1128×m0/m
∗
w2(nm)
meV= 16835
w2(nm)
meV= 25,7 B(T )
(w/lB )2
meV (F.16)
Masse eective des trous lourds m0/mzHH ' 2,65 m0/m
xy
HH ' 10,05
Masse eective des trous légers m0/mzLH ' 7,95 m0/m
xy
LH ' 5,75
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Conversion à taille finie
Pour un système de taille finie (nombre de quanta de flux NB ) et pour un « shift » topologique δ, la
longueur magnétique à taille finie lFB est reliée à son homologue à la limite thermodynamique par
lFB =
√
1−δ/NB lB . (F.17)
De même pour l’énergie on a
EFc = e2/(4pi²lFB ). (F.18)
Ainsi, pour convertir une énergie exprimée en unités de l’énergie de Coulomb à taille en son homologue à
la limité thermodynamique, on doit donc multiplier celle-ci par
EFc
Ec
= 1√
1−δ/NB
(F.19)
Constantes
Charge élémentaire :
e = 1,6×10−19 C (F.20)
Constante de Boltzmann :
kB = 1,38×10−23 J/K (F.21)
Permittivité diélectrique du vide :
²0 = 8,85×10−12 F/m (F.22)
Constante de Planck :
~= 1,054×10−34 kg×m2/s (F.23)
Masse nue de l’électron :
m0 = 9,1×10−31 kg (F.24)
Magnéton de Bohr :
µB = e~
2me
= 9.274×10−24J/T (F.25)
Rayon de Bohr :
aB = 4pi²0~
2
me2
' 52,92 pm (F.26)
Constante rs (rayon typique de la sphère qui englobe un électron en moyenne) :
Ωd
d
(rsaB )
d = 1
n
(F.27)
soit, à deux dimensions,
rsaB = (pin)−
1
2 (F.28)
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Formules utiles
La fonction d’onde à deux corps dans la jauge symétrique dans le plus bas NL s’écrit (m et M sont les
moments cinétiques relatif et total, respectivement)
ψ0,m,M (z,Z )= 1
2pil2B
√
1
2mm!2MM !
zm e
− |z|2
8l2B ZM e
− |Z |2
2l2B . (F.29)
Les pseudopotentiels de Haldane dans le plus bas NL sont donnés par
Vm = 1
2
Γ
(
m+ 12
)
m!
. (F.30)
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