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ABSTRACT 
It is shown in an elementary way that if A and B are positive semidefinite 
matrices, then per( A + B) 2 per A + per B. The conditions under which equality may 
occur in this inequality are completely described, and some consequences are given. 
If A is a square matrix, its permanent is denoted by per A. We will write 
p.d. for positive definite and p.s.d. for positive semidefinite. We consider only 
real matrices in this paper. If A and B are p.s.d. n X n matrices, it has been 
shown by Ando [l] that 
per(A+B)>perA+perB. (I) 
The proof given in [l] is based on elementary properties of the tensor 
product. In this paper we give a different proof of (1) which uses the 
Binet-Cauchy formula for permanents. The technique of proof is such that it 
allows us to completely characterize the conditions under which equality may 
occur in (1). Some consequences of the result are deduced. 
The following notation will be used. For positive integers m, n, G,,,, n will 
denote the set of all nondecreasing sequences (Y = ((1~~). . . , a,,) of length m of 
integers from {l,..,, n}. If LYEG,,,,, then ml(a) is the number of times t 
appears in (Y, t = 1, . . . , 
( 
n; and p(a) = IIyzlm,(cu)!. Note that G,,,, n has 
n+m-1 
m 1 
members, and suppose these are ordered lexicographically. Let 
A be an m X n matrix. We define a row vector d of order 
follows. Let the ith element of G,,,, n 
i 
n ’ K - ’ 
1 
as 
be (Y, and let A(a) be the matrix formed 
by those columns of A whose indices are in (Y. Then the ith entry of d is per 
A(ar)/bm. The following result is the Binet-Cauchy formula for perma- 
nents 17, p. 171. 
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LEMMA 1. If A and B are m X n matrices, then perAB’ = AA’. 
Note that if A is p.s.d., then A = XX’ for some X and so perA = per XX’ 
=XP>,o. 
Now we have the following. 
THEOREM 2. Let A and B be n X n p.s.d. matrices. Then 
per( A + B) 3 perA + per B. (2) 
Zf equality holds in (2), then one of the following conditions is satisfied: 
(i) n=l. 
(ii) A = 0. 
(iii) B = 0. 
(iv) n = 2, and 
+m 
i P ’ 
B= 
for some positive numbers a, /3, y. 
(v) A + B has a zero row and column. Each of A and B has the same zero 
row and column.. 
Conversely, if any of the conditions (i)-(v) is satisfied, then equality holds 
in (2). 
PnwJ Since A and B are p.s.d., there exist matrices X and Y of orders, 
say, n X p and n X q respectively, such that A = XX’ and B = YY ‘. Then 
A + B, = ZZt, where Z = (X, Y ). There exists a permutation matrix Q such 
that ZQ = (2, Y, w), where w is a row vector. 
By Lemma 1, 
per(A+B)=perZZt 
=ZZt 
= @Q)@Q)’ 
=W+PB’+ww’ 
k perA+perB. 
Before proceeding to the case of equality in (2), we prove the following result. 
PERMANENTS OF SEMIDEFINITE MATRICES 85 
LEMMA 3. Let X arcd Y be matrices of order n X p and n x 9 respec- 
tively, n > 3. Let M be the collection of all n X n matrices A with the 
following properties: 
(i) each column of A is a column of (X, Y) and 
(ii) at least one column of X and at least one column of Y appear as 
columns of A. Suppose for any A E M, perA = 0. Then either X = 0 or Y = 0, 
or (X,Y) has a zero row. 
Proof. First suppose p=q=l, let X=(X~,,..,X~)‘, and let Y= 
(Y i,. . . , y,)‘. Suppose lly=,xj # 0. Since 
n-1 n-2 
per X,..., 
( 
_Y 
1 ( 
=per X,...,Y,Y 
1 
=O, 
we have, by dividing through by rIy=lxi, 
and 
YiYj 
c -=o. 
i#j rixj 
(3) 
(4) 
Squaring both sides of (3) and using (4) we get 
,I 
=i i- 
j(i 2_o 
* i l 'i 
Thus, Y = 0. Now suppose X has zero coordinates, and without loss of 
generality, suppose x 1, . . . , x, are the only zero coordinates of X, 1~ r < n. If 
r = n, then X = 0 and so we may assume that r d n - 1. Now 
and hence 
n-r r 
W-P 
per X ,..., X, Y ,..., Y 
Thus Hl=ryi = 0, and it follows that (X, Y) has a zero row. 
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Now let p + q > 2 and suppose X and Y satisfy the hypothesis of the 
lemma. If X = 0 or if Y = 0, then there is nothing to prove, so suppose that 
both X and Y are nonzero. Also, if there are any zero columns in (X, Y ), they 
may be removed without affecting the hypotheses of the lemma. So suppose, 
without loss of generality, that (X, Y) has no zero column. We proceed by 
induction on p + q. Since p + q > 2, we may assume that p > 1. Let Xi 
denote the ith column of X, and let Yj denote the jth column of Y, 
i=l ,**a, p, j = l,..., q. Also, let xij (respectively yij) denote the (i, j) entry 
of X (respectively, Y ). Partition X = (Xi, XC”). The matrices X(i) and Y also 
satisfy the hypotheses of the lemma, and by the induction assumption, 
(X’“, Y) has a zero row. Suppose there are precisely s zero rows in (X(i), Y ), 
and without loss of generality, let them be the first s rows, 1 d s G n - 1. 
First suppose s = n - 1. Then, since 
n - 1 
per X,,...,Yi = 0, 
i i 
we get 
Since Y has no zero column, y,,i # 0 and hence ll:Z!rii = 0. It follows that 
(X, Y) has a zero row. 
Now suppose s = n - 2. If y,_ i,i and yni are both nonzero, then, since 
II 2 
per Xi,..., ( ----xYi,Y, =O, i 
we conclude as before that (X, Y) has a zero row. So, without loss of 
generality, we assume that y,, _ i, i = 0, y,i # 0. Now if y,-i, j # 0 for some j, 
2 =G j < q, then, since 
n-2 
per Xi,..., 
( 
TYi,Yj =o, 
1 
we have the conclusion that (X, Y ) has a zero row. So the ( IZ - 1)th row of Y 
has all zeros. Similarly the (n - 1)th row of X(i) has all zeros; but that is a 
contradiction, since we assumed that (X (i) Y) has precisely n - 2 zero rows. , 
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The case that remains is s < n - 3. Write X and Y as 
Suppose there is a matrix Z of order (n - s)X(n - s) with the following 
properties: (i) each column of Z is a column of U or V, (ii) at least one 
column of U and at least one column of V appear as columns of Z, and (iii) 
per Z # 0. Then, since 
we have 
and so nr=,r,i = 0. It follows that (X, Y ) has a zero row. If there is no such 
matrix Z, then by the induction assumption, (U, V) must have a zero row, 
which again contradicts the assumption that (X’“, Y) has precisely s zero 
rows. That completes the proof of the lemma. n 
Now we can consider the case of equality in (2) of Theorem 2. Suppose 
equality holds in (2), and also suppose that n > 3 and that A and B are 
nonzero. In view of the proof of (2), equality occurs in (2) if and only if 
ww’ = 0 and hence X, Y satisfy the hypotheses of Lemma 3. By Lemma 3, 
(X, Y) has a zero row and therefore A + B has some kth row and thus the 
kth column equal to zero. It follows that the kth row and the kth column of 
each of A and B are also zero. 
It remains to consider the case n = 2. I want to thank the referee for 
providing the correct analysis of this case, which we present next. 
Let 
be p.s.d., and suppose per(A + B) = perA +perB. A simple calculation 
shows that af + dc + 2be = 0. If a = 0, then, since b2 < ac, we have b = 0 
and therefore dc = 0. If c = 0, then A = 0 and this is case (ii). If d = 0, then, 
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since e2 6 df, we have e = 0. Thus A + B has a row of zeros and this is case 
(v). Thus we may assume a > 0. By analogy we assume that c, d, and f are 
also positive. Now 
O=uf+dc+2be 
b2e2 
a-tdc+2be 
dc 
= (be+dc)’ 
dc ’ 
so be = - dc, which is not zero. Similarly we get 0 2 (be + uf )“/uf and so 
be = - uf. Since 
b’e’<(uc)(df)=( -dc)( -uf)=b2e2, 
we have b2 = ac and e2 = df. Since be = - dc, b and e have opposite signs. 
Since dc = af, we can write 
Now writing a = (x, c = p, d = cxy, where (Y, fi, and y are positive, we get the 
asserted forms of A and B. 
If any of the conditions (i)-(v) of Theorem (2) is satisfied, it is easy to see 
that then equality holds in (2). So the proof of Theorem 2 is complete. W 
The following result is due to Marcus and Nikolai [S]. The case of equality 
is considered in [2,6]. 
COROLLARY 4. Zf A and B are p.s.d. matrices, then per( A + B) > per A. 
Zf equality holds in this inequuli.ty and if perA > 0, then B = 0. 
COROLLARY 5. Zf A and B are n x n p.d. matrices, n > 2, then per( A + 
B)> perA+perB. 
In what follows, J, denotes the n X n matrix with each entry equal to 
l/n. 
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COROLLARY 6. If A is an n X n p.s.d. doubly stochastic matrix, A # I,, 
then perA > per.l,, +per( A - I,,). Zf equality holds, then n = 2 and 
A=~'li-f9 l-8 
t i 2 l-8 148 ’ 
where 0~19~1. 
Proof. Let A have eigenvalues 1, c~i,. . , a,_ 1. Since A and J, commute, 
they can be simultaneously diagonahzed. Thus there exists an orthogonal 
matrix P such that 
PtAP = 
1 
aI 0 
0 * a,-l 
P’J, P = 
1 
0 0 
0 ..o 
It follows that A - 1, has eigenvalues 0, oi,. . . , a, 1 and hence it is p.s.d. 
The result now follows from Theorem 2. n 
COROLLARY 7. lf A is an n X n p.s.d. doubly stochastic matrix, A # J,,, 
andifa>p,O<a,P<l, then 
per[cwA+(l-a)./,,] >per[PA+(l-p)J,]+((Y-_p)“per(;l-J,). 
Note that according to Corollary 7, the permanent decreases as one moves 
along the line segment joining any p.s.d. doub!y stochastic matrix A to J,,. 
This property has been conjectured to be true for any doubly stochastic 
matrix other than I,,, not necessarily p.s.d., and this problem is commonly 
termed as the “monotonicity conjecture” for permanents. 
If we define G(o) = per[crA + (1 - (x)J,], 0 < (Y B 1, it follows from the 
above remark that if A is p.s.d., A # I,,, then r/~‘(l) < 0. After computing this 
derivative, we get the following result. 
COROLLARY 8. Zf A is an n x n p.s.d. doubly stochastic matrix, A # I,,, 
then 
n2 perA > 2 i perA(i, j), 
i=l j-1 
(5) 
where A(i, j) is the submatrix of A obtained by deleting its ith row and jth 
column. 
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The inequality (5) with a >, sign was obtained by Marcus and Merris [3]. 
REMARKS. The technique used for proving (2) also gives the following 
more general result, proved by Ando [l]: 
Zf A and B are p.s.d. n x n matrices, thenPk(A + B) - Pk(A) - Pk(B) is 
p.s.d., where Pk denotes the kth induced matrix. 
For the definition and elementary properties of Pk, see [4]. 
If A and B are Hermitian p.s.d., then the inequality (2) still holds, the 
proof being essentially the same. However, the conditions for equality to hold 
in (2) are no longer valid. For example, if 
where w is a complex cube root of unity, then per(A + B) = per A + per B = 
12, but none of the conditions (i)-(v) of Theorem 2 are satisfied. It would be 
interesting to have a set of necessary and sufficient conditions for equality to 
hold in (2) when A and B are Hermitian p.s.d. with some complex entries. 
Z want to thank the referee for detailed comments on the first version of 
this paper. I also thank Dr. V. S. Sunder for a helpful conversation. 
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