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CYCLIC ADAMS OPERATIONS
MICHAEL K. BROWN, CLAUDIA MILLER, PEDER THOMPSON,
AND MARK E. WALKER
Abstract. Let Q be a commutative, Noetherian ring and Z ⊆ Spec(Q) a
closed subset. Define KZ
0
(Q) to be the Grothendieck group of those bounded
complexes of finitely generated projective Q-modules that have homology sup-
ported on Z. We develop “cyclic” Adams operations on KZ
0
(Q) and we prove
these operations satisfy the four axioms used by Gillet and Soule´ in [GS87].
From this we recover a shorter proof of Serre’s Vanishing Conjecture. We also
show our cyclic Adams operations agree with the Adams operations defined
by Gillet and Soule´ in certain cases.
Our definition of the cyclic Adams operators is inspired by a formula due to
Atiyah [Ati66]. They have also been introduced and studied before by Haution
[Hau09].
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1. Introduction
In 1987, Gillet and Soule´ [GS87] developed a theory of Adams operations on the
Grothendieck group of chain complexes of locally free coherent sheaves on a scheme
that satisfy a support condition, and they proved these operations satisfy the four
key axioms (A1)–(A4) listed below. As a major application of this theory, Gillet and
Soule´ proved Serre’s Vanishing Conjecture in full generality. (Serre [Ser65] proved
this in many cases, and Roberts [Rob85] also proved the general case, independently
and at about the same time as Gillet and Soule´.) The goal of this paper is to develop
an alternative, simpler, notion of Adams operations on such Grothendieck groups,
in certain important cases, one which is based on an idea due to Atiyah [Ati66]. As
a consequence, we arrive at a proof of the full case of Serre’s Vanishing Conjecture
that is considerably shorter than the proofs of Gillet-Soule´ or Roberts.
This work was partially supported by a grant from the Simons Foundation (#318705 for Mark
Walker) and grants from the National Science Foundation (NSF Award DMS-0838463 for Michael
Brown and Peder Thompson and NSF Award DMS-1003384 for Claudia Miller).
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In more detail, suppose X is a separated, Noetherian scheme and Z ⊆ X is a
closed subset; define KZ0 (X) to be the Grothendieck group of bounded complexes
of locally free coherent sheaves on X whose homology is supported on Z. This is
the abelian group generated by the isomorphism classes of such complexes, modulo
relations coming from short exact sequences and quasi-isomorphisms. For each
integer k ≥ 1, Gillet and Soule´ define an operator
ψkGS : K
Z
0 (X)→ K
Z
0 (X)
and they prove [GS87, Prop 4.12] that this operator satisfies the following axioms:
(A1) ψkGS is a homomorphism of abelian groups for all X and Z;
(A2) ψkGS is multiplicative: if Z,W are closed subsets of X , α ∈ K
Z
0 (X), and
β ∈ KW0 (X), then
ψkGS(α ∪ β) = ψ
k
GS(α) ∪ ψ
k
GS(β) ∈ K
Z∩W
0 (X),
where − ∪ − is the pairing induced by tensor product of complexes;
(A3) ψkGS is functorial, in the sense that, given a morphism φ : Y → X and
closed subsets W ⊆ Y and Z ⊆ X such that φ−1(Z) ⊆ W , we have an
equality
ψkGS ◦ φ
∗ = φ∗ ◦ ψkGS
of maps KZ0 (X)→ K
W
0 (Y ); and
(A4) if Q is a commutative Noetherian ring with unit and a ∈ Q is a non-zero-
divisor, then
ψkGS([K(a)]) = k[K(a)] ∈ K
V (a)
0 (SpecQ),
where K(a) := (· · · → 0 → Q
a
−→ Q → 0 → · · · ) is the Koszul complex on
a.
Serre’s Vanishing Conjecture follows from the existence of such an operator for
any one value of k ≥ 2; see [GS87, §5].
Gillet and Soule´’s construction of the operator ψkGS involves first establishing
λ-operations, λk for all k ≥ 1, on KZ0 (X). These are defined using the Dold-Puppe
construction [Dol58, DP58] (see also [Kan58]) of exterior powers of chain complexes
concentrated in non-negative degrees. In detail, if E is a bounded complex of locally
free coherent sheaves on X that is supported on Z and concentrated in non-negative
degrees (i.e., Ei = 0 for i < 0), we let K(E) be the associated simplicial sheaf given
by the Dold-Puppe functor K. Write ΛkOXK(E) for the simplicial sheaf obtained
by applying ΛkOX (−) degreewise to K(E). Let N(Λ
k
OX
K(E)) be the chain complex
given by applying the normalized chain complex functor N . Gillet-Soule´ [GS87, §4]
prove that, for all closed subsets Z of X and all integers k ≥ 0, there is a function
λkGS : K
Z
0 (X)→ K
Z
0 (X)
such that, if E is concentrated in non-negative degrees, then
λkGS([E ]) = [N(Λ
k
OXK(E))].
Moreover, they prove that the operations λkGS , k ≥ 1, make
⊕
Z K
Z
0 (X) into a
(special) lambda ring. The operator ψkGS is then defined, as is customary, to be
Qk(λ
1, . . . , λk) where Qk is the k-th Newton polynomial.
In this paper, we build operations that satisfy the four axioms (A1)–(A4) using
a simpler construction, albeit one that exists only in a somewhat restrictive setting.
In detail, we fix a prime p and assume X = Spec(Q), for a commutative Noetherian
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ring Q such that Q contains 1p and all the p-th roots of unity. For any closed subset
Z of Spec(Q), we construct the p-th cyclic Adams operator, which is a function
ψpcyc : K
Z
0 (Q)→ K
Z
0 (Q),
characterized by the following property: if F is a bounded complex of finitely
generated projective Q-modules, then
ψpcyc([F ]) = [T
p(F )(1)]− [T p(F )(ζ)].
Here, T p(F ) denotes the p-th tensor power of the complex F , equipped with the
canonical, signed action of the symmetric group Σp, and the superscript
(w) denotes
the eigenspace of eigenvalue w for the action of the p-cycle (1 2 · · · p) ∈ Σp. In
particular, the definition of ψpcyc bypasses entirely the construction of λ-operations.
The idea for the definition of ψpcyc goes back to Atiyah [Ati66] (see also Benson
[Ben84] and End [End70]).
One of our main results is:
Theorem 1. (See Theorem 3.7 for the precise statement.) For any prime p, the
p-th cyclic Adams operation ψpcyc satisfies the four Gillet-Soule´ axioms (A1)–(A4)
on the category of affine schemes Spec(Q) with the property that Q contains 1p and
all p-th roots of unity.
The hypotheses involving the prime p are not significant restrictions for many
purposes. Note that if Q is local, then p is invertible in Q for all primes other
than the residue characteristic. Moreover, the requirement that Q contain the p-th
roots of unity is a mild one, since adjoining such roots gives an e´tale extension of
Q. In particular, Serre’s Vanishing Conjecture is a direct consequence of the above
Theorem, via the same argument used by Gillet and Soule´; see Corollary 3.13.
Since the first version of this paper was made publicly available, we have learned
that the operator ψpcyc has also been defined previously by Haution in his thesis
[Hau09]. Haution works more generally over schemes, but just for schemes defined
over a ground field k not of characteristic p. (We do believe, however, that most of
his proofs go through under the more general context of schemes over Z[ 1p , e
2pii
p ].)
In his thesis, Haution establishes the existence, naturality, additivity and multi-
plicativity of these operators — i.e., he establishes axioms (A1)–(A3) in the above
list. He does not establish (A4), and his approach is different in that he bypasses
introducing the power operations that we develop in Section 2. These power op-
erations seem to be necessary for the proof of (A4), and also for our proof of the
commutativity of the cyclic Adams operations in Section 4. For these reasons, we
have kept this paper mostly unchanged from the original version, but we have added
careful indications of which results presented here can also be found in [Hau09].
In addition to the results described above, we also address the issue of whether
the operator ψpcyc agrees with the p-th Adams operation of Gillet-Soule´. We believe
that they coincide whenever both are defined, but are only able to prove it in the
case that p! is invertible in Q; see Corollary 6.14.
In developing the proof of Corollary 6.14, we also show that if k! is invertible in
Q, then Gillet and Soule´’s operation λk may be defined by taking “naive” exterior
powers of complexes; see Theorem 5.10. This fact is a “folklore” result (see the
discussion at the beginning of §5), but we provide a careful proof here.
In addition to their simplicity, another advantage the operators ψpcyc have over
the operators defined by Gillet-Soule´ is that their definition ports well to other
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contexts where the Dold-Puppe functors are unavailable. In a forthcoming paper
we establish the existence of analogously defined operators ψpcyc on the K-theory
of matrix factorizations, and we prove that the analogues of the four Gillet-Soule´
axioms hold. Using these properties, we prove a conjecture of Dao and Kurano
[DK12, 3.1 (2)] concerning the vanishing of the θ-invariant.
We thank Luchezar Avramov for helpful conversations in preparing this docu-
ment, Dave Benson for leading us to his relevant paper [Ben84] as well as answering
some of our questions, and Paul Roberts for sharing his unpublished notes [Rob96]
describing Hashimoto’s result mentioned in the beginning of §5. We also thank
Olivier Haution for drawing our attention to his thesis.
2. Tensor power operations
Let Q be a Noetherian, commutative ring, Z ⊆ Spec(Q) a closed subset, and G
a finite group. Let PZ(Q;G) denote the category of bounded complexes of finitely
generated projective Q-modules with homology supported on Z and equipped with
a left G-action (with G acting via chain maps). Morphisms are G-equivariant chain
maps. Equivalently, PZ(Q;G) consists of bounded complexes of left Q[G]-modules
which, upon restricting scalars along Q ⊆ Q[G], are complexes of finitely generated
projective Q-modules supported on Z.
Let KZ0 (Q;G) denote the Grothendieck group of P
Z(Q;G), defined to be the
group generated by isomorphism classes of objects modulo the relations
[X ] = [X ′] + [X ′′]
if there exists an (equivariant) short exact sequence 0→ X ′ → X → X ′′ → 0 and
[X ] = [Y ]
if there exists an (equivariant) quasi-isomorphism joining X and Y . Observe that
the group operation is realized by direct sum of complexes: [X ] + [Y ] = [X ⊕ Y ].
We write PZ(Q) and KZ0 (Q) when G is the trivial group.
Remark 2.1. KZ0 (Q;G) can equivalently be described as the abelian monoid of
isomorphism classes of objects of PZ(Q;G), under the operation of direct sum,
modulo the two relations above. For observe that for any X ∈ PZ(Q;G), we have
the short exact sequence 0 → X → cone(X
=
−→ X) → Σ(X) → 0, where Σ(X)
denotes the suspension of X . It follows that [X ] + [Σ(X)] = 0, and hence that this
monoid is an abelian group.
In particular, KZ0 (Q;G) has the following universal mapping property: given an
abelian monoid M and an assignment of an element (X) ∈ M to each object X
of PZ(Q;G) such that (0) = 0, (X) = (X ′) + (X ′′) if there exists a short exact
sequence 0→ X ′ → X → X ′′ → 0, and (X) = (Y ) ifX and Y are quasi-isomorphic,
then there exists a unique group homomorphisms KZ0 (Q;G)→ U(M) sending [X ]
to (X), where U(M) denotes the group of units of M .
Tensor product over Q, with the group action given by the diagonal action,
induces a pairing on KZ0 (Q;G) making it into a non-unital ring. If Z = Spec(Q),
then KSpecQ0 (Q;G) is a unital ring, with 1 = [Q], and there is a ring isomorphism
RQ(G)
∼=
−→ KSpecQ0 (Q;G),
where RQ(G) denotes the representation ring of G with Q coefficients: By defini-
tion, RQ(G) is the abelian group generated by isomorphism classes of projective
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Q-modules equipped with a G-action, modulo relations coming from short exact
sequences. The isomorphism sends the class of a representation ρ : G → AutQ(P )
to the class of the evident complex concentrated in degree 0. The inverse map sends
the class of a complex to the alternating sum of the classes of its components. As
a special case of this, we have K0(Q) ∼= K
SpecQ
0 (Q).
For any n ≥ 1, let Σn denote the group of permutations of the set {1, . . . , n}.
For n ≥ 1 and X ∈ PZ(Q;G), let T n(X) ∈ PZ(Q;G × Σn) be the complex
n︷ ︸︸ ︷
X ⊗Q · · · ⊗Q X equipped with the diagonal G-action,
g(x1 ⊗ · · · ⊗ xn) = g(x1)⊗ · · · ⊗ g(xn),
and equipped with a Σn-action given by
σ(x1 ⊗ · · · ⊗ xn) = ± xσ(1) ⊗ · · · ⊗ xσ(n),
where the sign is uniquely determined by the following rule: if σ is the adjacent
transposition (i i+ 1) for some 1 ≤ i ≤ n− 1, then
σ(x1 ⊗ · · · ⊗ xn) = (−1)
|xi||xi+1|x1 ⊗ · · · ⊗ xi−1 ⊗ xi+1 ⊗ xi ⊗ xi+2 ⊗ · · · ⊗ xn.
For 0 ≤ i ≤ n, let Σi,n−i denote the subgroup of Σn consisting of permutations
that stabilize the subsets {1, 2, . . . , i} and {i + 1, i+ 2, . . . , n}. We identify Σi,n−i
with Σi×Σn−i in the obvious way. IfX ∈ P
Z(Q; Σi,n−i×G) then Q[Σn]⊗Q[Σi,n−i]X
is in PZ(Q; Σn ×G).
Theorem 2.2. For any Q, Z, G, and n ≥ 1 as above, there is a function
tnΣ : K
Z
0 (Q;G)→ K
Z
0 (Q;G× Σn)
such that
tnΣ([X ]) = [T
n(X)]
for any object X of PZ(Q;G). Moreover, if 0 → X ′ → X → X ′′ → 0 is a short
exact sequence of objects of PZ(Q;G), then
tnΣ([X ]) =
n∑
i=0
[
Q[Σn]⊗Q[Σi,n−i] T
i(X ′)⊗Q T
n−i(X ′′)
]
.
Remark 2.3. See [Hau09, II.3.4 and II.3.8] for a similar result involving direct sums
of complexes and for a method of reducing the case of a short exact sequence to a
direct sum.
The proof of the Theorem occupies the remainder of this section.
Lemma 2.4. The bi-functor
PZ(Q; Σi ×G)× P
Z(Q; Σj ×G)→ P
Z(Q; Σi+j ×G)
sending (X,Y ) to Q[Σi+j ] ⊗Q[Σi,j ] X ⊗Q Y , equipped with the diagonal G-action,
induces a bilinear pairing
⋆ = ⋆i,j : K
Z
0 (Q; Σi ×G)×K
Z
0 (Q; Σj ×G)→ K
Z
0 (Q; Σi+j ×G).
The pairing is associative and commutative, in the sense that
(a ⋆i,j b) ⋆i+j,k c = a ⋆i,j+k (b ⋆j,k c)
and
a ⋆i,j b = b ⋆j,i a.
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Remark 2.5. This “star pairing” is related to pairings considered by Atiyah [Ati66,
§1] and Knutson [Knu73, p. 127]. See the discussion in §6.
Proof of Lemma 2.4. Note that Q[Σi+j ] is a flat Q[Σi,j ]-module, and hence this
functor preserves short exact sequences and quasi-isomorphisms in each argument.
It thus induces a bilinear pairing on Grothendieck groups as indicated.
Associativity holds since there is an isomorphism in PZ(Q; Σi+j+k ×G) from
Q[Σi+j+k]⊗Q[Σi+j,k] (Q[Σi+j ]⊗Q[Σi,j ] X ⊗Q Y )⊗Q Z
to
Q[Σi+j+k]⊗Q[Σi,j+k] X ⊗Q (Q[Σj+k]⊗Q[Σj,k] Y ⊗Q Z)
given by
σ ⊗ ω ⊗ x⊗ y ⊗ z 7→ σω ⊗ x⊗ 1⊗ y ⊗ z.
As for commutativity, let τ := (1 2 · · · i+ j)j ∈ Σi+j , and let h denote the auto-
morphism of Σi+j given by σ 7→ τστ
−1. Notice that h restricts to an isomorphism
Σi,j
∼=
−→ Σj,i,
and, moreover, this isomorphism coincides with the map given by the composition
of evident isomorphisms
Σi,j
∼=
−→ Σi × Σj
∼=
−→ Σj × Σi
∼=
−→ Σj,i.
It follows that one has an isomorphism in PZ(Q; Σi+j ×G)
Q[Σi+j ]⊗Q[Σi,j ] X ⊗Q Y
∼=
−→ Q[Σi+j ]⊗Q[Σj,i] Y ⊗Q X
that sends elements of the form σ ⊗ x⊗ y, where σ ∈ Σi+j , to στ
−1 ⊗ y ⊗ x. 
Lemma 2.6. Given a short exact sequence 0→ X ′ → X → X ′′ → 0 in PZ(Q;G),
for any n ≥ 1 there is a filtration
0 = F−1 ⊆ F0 ⊆ F1 ⊆ · · · ⊆ Fn = T
n(X)
in PZ(Q; Σn ×G) such that
Fi/Fi−1 ∼= Q[Σn]⊗Q[Σn−i,i] T
n−i(X ′)⊗Q T
i(X ′′).
Consequently, in KZ0 (Q; Σp ×G) we have
[T n(X)] =
∑
i
[T n−i(X ′)] ⋆n−i,i [T
i(X ′′)].
Proof. We identify X ′ as a subcomplex of X . Define Fi as the image of
αi : Q[Σn]⊗Q T
n−i(X ′)⊗Q T
i(X)→ T n(X)
sending σ ⊗ x1 ⊗ · · · ⊗ xn to σ(x1 ⊗ · · · ⊗ xn), where x1, . . . , xn−i ∈ X
′. In other
words, Fi is the closure under the action of Σn of the image of the canonical map
T n−i(X ′)⊗Q T
i(X)→ T n(X).
The map αi factors as
Q[Σn]⊗Q T
n−i(X ′)⊗Q T
i(X)։ Q[Σn]⊗Q[Σn−i,i] T
n−i(X ′)⊗Q T
i(X)
αi−→ T n(X).
Also, the restriction of αi to the subcomplex Q[Σn] ⊗Q T
n−i+1(X ′) ⊗Q T
i−1(X)
coincides with αi−1. We have a right exact sequence
Q[Σn]⊗QT
n−i+1(X ′)⊗Q T
i−1(X)→ Q[Σn]⊗Q[Σn−i,i] T
n−i(X ′)⊗Q T
i(X)
→ Q[Σn]⊗Q[Σn−i,i] T
n−i(X ′)⊗Q T
i(X ′′)→ 0.
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These facts imply the existence of a surjective map
(2.7) Q[Σn]⊗Q[Σn−i,i] T
n−i(X ′)⊗Q T
i(X ′′)։ Fi/Fi−1
and it remains to prove it is injective too.
We may assume Spec(Q) is connected, so that each complex X ′, X,X ′′ has well-
defined total rank r′, r, r′′, respectively, where we define total rank to be to be the
sum of the ranks of all the components of a complex. Moreover, we have r = r′+r′′.
Then the total rank of
Q[Σn]⊗Q[Σn−i,i] T
n−i(X ′)⊗Q T
i(X ′′)
is ((r′)n−i(r′′)i)
(
n
i
)
. Observe that
∑
i
((r′)n−i(r′′)i)
(
n
i
)
= (r′ + r′′)n = rn.
But the sum of the ranks of the complexes Fi/Fi−1 is also r
n, since they are the
associated graded modules associated to a filtration of T n(X). It follows that each
map (2.7) must be injective too. 
We define a multiplicative abelian monoid M as follows. As a set, M is
{1} ×
∞∏
i=1
KZ0 (Q; Σi ×G)z
i,
the collection of power series in z of the form 1 + α1z + α2z
2 + · · · with αi ∈
KZ0 (Q; Σi×G) for all i. We define a multiplication rule on M using the ⋆ pairings:(∑
i
αiz
i
)
⋆

∑
j
βjz
j

 :=∑
l
∑
i+j=l
(αi ⋆i,j βj)z
l,
where by convention α0 = 1, β0 = 1, α0 ⋆βj = βj , and αi ⋆β0 = αi. The associative
and commutative properties of ⋆ given in Lemma 2.4 imply that (M, ⋆) is an abelian
monoid.
For X ∈ PZ(Q;G), define t(X) ∈M by
t(X) = 1 + [X ]z + [T 2(X)]z2 + · · ·
By Lemma 2.6, t(X) = t(X ′) ⋆ t(X ′′) if 0 → X ′ → X → X ′′ → 0 is a short exact
sequence in PZ(Q;G). If X
∼
−→ X ′ is a quasi-isomophism in PZ(Q;G), then the
induced map T i(X) → T i(X ′) is also a quasi-isomorphism for all i, and hence
t(X) = t(X ′). By Remark 2.1, we get an induced group homomorphism
t : KZ0 (Q;G)→ U(M)
landing in the group of units of M .
The function tnΣ is defined to be the composition of t with the function U(M)→
KZ0 (Q; Σn × G) sending a power series to its z
n coefficient. The first assertion of
Theorem 2.2 follows, and the second is a consequence of Lemma 2.6.
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3. Cyclic Adams operations
We define a “cyclic” Adams operation, ψpcyc, on K
Z
0 (Q) for each prime p. The
definition is motivated by an observation of Atiyah [Ati66, 2.7]; see also Benson
[Ben84] and End [End70]. In the case p = 2, the operator ψ2cyc was defined and
developed in unpublished work of P. Roberts [Rob96], who in turn credited the
idea to unpublished work of M. Hashimoto and M. Nori. Finally, as mentioned in
the introduction, these operators have also been defined and developed by Haution
[Hau09] when Q contains a field of characteristic different than p.
Throughout this section, assume p is a prime and Q is an Ap-algebra, where Ap
is the subring of C defined by
Ap = Z
[
1
p ,e
2pii
p
]
,
Define Cp to be the subgroup of Σp generated by the p-cycle σ := (1 2 · · · p).
For a p-th root of unity ζ (including the case ζ = 1), let Qζ denote the Q[Cp]-
module Q equipped with the Cp-action σq = ζq. Since Q is an Ap-algebra, we have
Q[Cp] ∼=
⊕
ζ Qζ as Q[Cp]-modules.
For Y ∈ PZ(Q;Cp), define
Y (ζ) := HomQ[Cp](Qζ , Y ) = ker(σ − ζ : Y → Y ).
Since Qζ is a projective Q[Cp]-module, Y 7→ Y
(ζ) is an exact functor, and hence it
induces a map
φpζ : K
Z
0 (Q;Cp)→ K
Z
0 (Q).
Proposition 3.1. Assume Q is an Ap-algebra. For each p-th root of unity ζ, there
is a function
tpζ : K
Z
0 (Q)→ K
Z
0 (Q)
with tpζ([X ]) = [T
p(X)(ζ)].
Proof. Restriction along the inclusion Cp →֒ Σp determines a map
KZ0 (Q; Σp)
res
−−→ KZ0 (Q;Cp).
We define tpζ to be the composition of
KZ0 (Q)
tpΣ−→ KZ0 (Q; Σp)
res
−−→ KZ0 (Q;Cp)
φpζ
−→ KZ0 (Q).

Definition 3.2. For an Ap-algebra Q and closed subset Z of Spec(Q), define the
function
ψpcyc : K
Z
0 (Q)→ K
Z
0 (Q)⊗Z Z[e
2pii
p ]
by
ψpcyc :=
∑
ζ
ζtpζ
where the sum is taken over all p-th roots of unity ζ. Thus for X ∈ PZ(Q),
ψpcyc([X ]) =
∑
ζ
ζ[T p(X)(ζ)].
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In view of the following lemma, the map ψpcyc is independent of the generator
chosen for Cp. The lemma is proven in [Hau09, II.3.6], but we include the details
here.
Lemma 3.3. Assume Q is an Ap-algebra. If ζ and ζ
′ are both primitive p-th roots
of unity, then
[T p(X)(ζ)] = [T p(X)(ζ
′)] ∈ KZ0 (Q)
for all X ∈ PZ(Q).
Proof. We show res(Y )(ζ) and res(Y )(ζ
′) are isomorphic objects of PZ(Q) for any
Y ∈ PZ(Q; Σp), where res : P
Z(Q; Σp)→ P
Z(Q;Cp) is the restriction functor.
Note that ζ′ = ζi for some 1 ≤ i ≤ p − 1. Let τ ∈ Σp be a permutation such
that τ−1στ = σi. (Recall σ = (1 2 · · · p).) Then τ determines an isomorphism
from res(Y ) to res′(Y ), where res′ is restriction along Cp
σ 7→σi
−−−−→ Cp ⊆ Σp. We have
res′(Y )(ζ) = res(Y )(ζ
i). 
Remark 3.4. More generally, for any integer n ≥ 1, [T n(X)(ζ)] = [T n(X)(ζ
′)] holds
in KZ0 (Q), as long as ζ and ζ
′ are n-th roots of unity of the same order.
Since
∑
ζ 6=1
ζ = −1, we deduce from the Lemma:
Corollary 3.5. Assume Q is an Ap-algebra and let ζ be a primitive p-th root of
unity. We have
ψpcyc([X ]) = [T
p(X)(1)]− [T p(X)(ζ)].
The corollary shows, in particular, that ψpcyc takes values in K
Z
0 (Q) viewed as a
subgroup of KZ0 (Q) ⊗Z Z[e
2pii
p ], and we will henceforth view ψpcyc as a function of
the form
(3.6) ψpcyc : K
Z
0 (Q)→ K
Z
0 (Q).
Theorem 3.7. Fix a prime p. The operation ψpcyc satisfies the Gillet-Soule´ axioms
of being an “Adams operation of degree p” on the category of commutative, Noether-
ian Ap-algebras. That is, letting Q and R be commutative, Noetherian Ap-algebras,
we have:
(1) ψpcyc is a group endomorphism of K
Z
0 (Q) for all closed subsets Z of Spec(Q).
(2) Given α ∈ KZ0 (Q) and β ∈ K
W
0 (Q) for closed subsets Z and W of Spec(Q),
we have
ψpcyc(α ∪ β) = ψ
p
cyc(α) ∪ ψ
p
cyc(β) ∈ K
Z∩W
0 (Q),
where − ∪ − is the pairing determined by tensor product over Q.
(3) Given a morphism of affine schemes
φ : Spec(R)→ Spec(Q)
over Spec(Ap) and given closed subsets W ⊆ Spec(R) and Z ⊆ Spec(Q)
such that φ−1(Z) ⊆W , we have an equality
ψpcyc ◦ φ
∗ = φ∗ ◦ ψpcyc
of maps KZ0 (Q)→ K
W
0 (R).
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(4) If a = (a1, . . . , an) is any sequence of elements in Q and K(a) is the asso-
ciated Koszul complex, viewed as an object of PV (a1,...,an)(Q), we have
ψpcyc([K(a)]) = p
n[K(a)] ∈ K
V (a1,...,an)
0 (Q).
Remark 3.8. The Gillet-Soule´ axioms include non-affine schemes too, but we won’t
require that level of generality. Also, their fourth axiom assumes a is a regular
sequence, but the property holds more generally for any such sequence, both for
our operators and theirs.
Remark 3.9. Proofs of (1)–(3) of the theorem can be found in Haution’s work under
the additional assumption that Q contains a field of characteristic different than p.
Specifically [Hau09, II.3.8] proves ψpcyc is additive and [Hau09, II.3.10] proves (2)
and (3). We believe his proofs apply verbatim to the slightly more general setting
of this paper. Nevertheless, for the sake of making this paper self-contained, we
will include proofs of (1)–(3).
Proof. By construction, ψpcyc factors as
KZ0 (Q)
tpΣ−→ KZ0 (Q; Σp)
res
−−→ KZ0 (Q;Cp)
φp
−→ KZ0 (Q)
where φp =
∑
ζ ζφ
p
ζ . For Y ∈ P
Z(Q;Cp), let us say Y is extended if Y ∼= Y
′⊗QQ[Cp]
for some Y ′ ∈ PZ(Q).
The following result may also be found in [Hau09, II.3.7].
Lemma 3.10. If Y ∈ PZ(Q;Cp) is extended, then φ
p([Y ]) = 0.
Proof. If Y is extended,
Y (ζ) ∼= HomQ[Cp](Qζ , Y
′ ⊗Q Q[Cp]) ∼= HomQ[Cp](Qζ , Q[Cp])⊗Q Y
′ ∼= Y ′
as objects of PZ(Q), since Q[Cp] =
⊕
ζ Qζ and HomQ[Cp](Qζ , Qζ′) is 0 for ζ 6= ζ
′
and Q for ζ = ζ′. Thus
φp([Y ]) =

∑
ζ
ζ

 [Y ′] = 0. 
We claim that for each 1 ≤ i ≤ p− 1 and X,Y ∈ PZ(Q),
Q[Σp]⊗Q[Σi,p−i] T
i(X)⊗Q T
p−i(Y )
is an extended complex of Q[Cp]-modules. Granting this claim, by Theorem 2.2
tpΣ([X ] + [Y ]) =
∑
i
[
Q[Σp]⊗Q[Σi,p−i] T
i(X)⊗Q T
p−i(Y )
]
,
and thus Lemma 3.10 shows that
ψpcyc([X ] + [Y ]) = ψ
p
cyc([X ]) + ψ
p
cyc([Y ]),
and part (1) of the Theorem follows.
To prove the claim, we show more generally that for any 1 ≤ i ≤ p− 1 and any
left Q[Σi,p−i]-module M , the Q[Cp]-module Q[Σp] ⊗Q[Σi,p−i] M is extended. Let
Cpτ1Σi,p−i, . . . , CpτmΣi,p−i be a set of double coset representatives in Σp. Since p
is prime, τΣi,p−iτ
−1 intersects Cp trivially for all τ ∈ Σp. It follows that, for each
j,
Q[CpτjΣi,p−i] ∼= Q[Cpτj ]⊗Q Q[Σi,p−i]
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as Q[Cp]-Q[Σi,p−i]-bimodules. Also, one has an isomorphism
Q[Σp] ∼=
⊕
j
Q[CpτjΣi,p−i].
of Q[Cp]-Q[Σi,p−i]-bimodules. Combining these gives an isomorphism
Q[Σp]⊗Q[Σi,p−i] M
∼=
⊕
j
(Q[Cpτj ]⊗Q Q[Σi,p−i])⊗Q[Σi,p−i] M
of left Q[Cp]-modules. But the latter is isomorphic as a left Q[Cp]-module to⊕
j
Q[Cp]τj ⊗QM ∼=
⊕
j
Q[Cp]⊗QM,
which is extended.
The following Lemma will be useful in proving parts (2) and (4):
Lemma 3.11. If X,Y ∈ PZ(Q;Cp) then φ
p([X ] ∪ [Y ]) = φp([X ]) ∪ φp([Y ]).
Proof. We have
φp([X ] ∪ [Y ]) =
∑
ζ
ζ
∑
ζ′,ζ′′ ; ζ′ζ′′=ζ
[X(ζ
′)] ∪ [Y (ζ
′′)]
= (
∑
ζ′
ζ′[X(ζ
′)]) ∪ (
∑
ζ′′
ζ
′′
[Y (ζ
′′)])
= φp([X ]) ∪ φp([Y ]),
where ζ ranges over all p-th roots of unity and ζ′, ζ
′′
range over all pairs of p-th
roots of unity whose product is ζ. 
We now prove (2). Suppose X ∈ PZ(Q) and Y ∈ PW (Q), and recall [X ]∪ [Y ] =
[X ⊗Q Y ]. The canonical isomorphism
T pQ(X ⊗Q Y )
∼= T
p
Q(X)⊗Q T
p
Q(Y )
of complexes over Q preserves the Σp-action (with the action on the right being the
diagonal one). It thus follows from Lemma 3.11 that ψpcyc([X ]∪ [Y ]) = ψ
p
cyc([X ])∪
ψpcyc([Y ]).
Assertion (3) is clear from the construction of ψpcyc.
Using (2) it suffices to prove (4) when n = 1. Let a ∈ Q be any element, and let
K = KosQ(a) be the associated two-term Koszul complex. Recall T
p(K) may be
identified with the free commutative dg-Q-algebra generated by degree 1 elements
e1, . . . , ep with differential d(ei) = a. The action of σ ∈ Cp is given by σ(ei) = ei+1,
for 1 ≤ i ≤ p− 1 and σ(ep) = e1.
Note that the degree one part of T p(K) (i.e., the Q-span of e1, . . . , ep) is the
regular representation of Cp; we prove (4) by using a basis of eigenvectors instead
of e1, . . . , ep. Explicitly, for each p-th root of unity ζ (including ζ = 1), set
vζ =
1
p
∑
i
ζ−iei.
Taking a full list of the p-th roots of unity ζ0 = 1, ζ1, . . . , ζp−1 and setting vi = vζi ,
we see that the v0, . . . , vp−1 form a basis of the degree one part of T
p(K), and hence
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we may view it as the exterior algebra on this list of elements. For this new basis,
we have
σ(vi) = ζivi
and
d(v0) = a and d(vi) = 0, if i 6= 0.
Next note that K
V (a)
0 (Q;Cp) has a multiplication rule, given by tensoring over
Q and then using the diagonal action of Cp. With this structure we have
T p(Kos(a)) = (Qv0
a
−→ Q)⊗Q (Qv1
0
−→ Q)⊗Q · · · ⊗Q (Qvp−1
0
−→ Q).
Note that each of the factors on the right determine classes in K
V (a)
0 (Q;Cp), and
so the tensor product here can be interpreted as occurring in K
V (a)
0 (Q;Cp).
Recall that φp : K
V (a)
0 (Q;Cp) −→ K
V (a)
0 (Q)[ζ] is the function
φp([Y ]) =
∑
i
ζi[Y
(ζi)]
so that ψpcyc = φ
p ◦ T p. By Lemma 3.11, φp([X ⊗ Y ]) = φp([X ]) ∪ φp([Y ]) in
K0(Q)[ζ]. It follows that
ψpcyc(Kos(a)) = φ
p(T p(Kos(a)))
= φp(Qv0
a
−→ Q) ∪ φp(Qv1
0
−→ Q) ∪ · · · ∪ φp(Qvp−1
0
−→ Q)
It is clear that φp(Qv0
a
−→ Q) = (Q
a
−→ Q) = Kos(a) and
φp(Qvi
0
−→ Q) = φp([Q]− [Qvi]) = [Q]− ζi[Q].
Hence
ψpcyc(Kos(a)) = Kos(a)
p−1∏
i=1
(1− ζi).
Finally, observe that
∏p−1
i=1 (1− ζi) is the result of evaluating
∏p−1
i=1 (t− ζi) at t = 1
and that
p−1∏
i=1
(t− ζi) = (t
p − 1)/(t− 1) = 1 + t+ · · ·+ tp−1.
Thus
∏p−1
i=1 (1− ζi) = p and we get
ψpcyc(Kos(a)) = pKos(a).
This completes the proof of Theorem 3.7. 
The next Corollary uses the following notation. If Q is regular, Z ⊆ Spec(Q)
is a closed subset, and M is a finitely generated Q-module with supp(M) ⊆ Z,
we write [M ] ∈ KZ0 (Q) for the class of a finite projective resolution of M . For an
abelian group A, define AQ := A⊗Z Q.
Corollary 3.12. Let p be a prime. Assume Q is a regular Ap-algebra of dimen-
sion d and Z ⊆ Spec(Q) is a closed subset of codimension c. Then there is a
decomposition
KZ0 (Q)Q =
d⊕
i=c
KZ0 (Q)
(i)
Q
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where KZ0 (Q)
(i)
Q is the eigenspace of ψ
p
cyc of eigenvalue p
i. Moreover, if M is a
finitely generated Q-module supported on Z, then
[M ] ∈
d⊕
i=codimQ(M)
KZ0 (Q)
(i)
Q .
Proof. Gillet and Soule´ [GS87, 5.3] prove that such a decomposition exists for any
“degree k Adams operation” ψk, satisfying their four axioms (A1)–(A4). The result
thus follows from Theorem 3.7. (The Gillet-Soule´ axioms involve all schemes, and
their Proposition 5.3 applies to all regular schemes, but their proof of this result
applies to regular affine schemes if the axioms hold just for affine schemes.) 
We can use our cyclic Adams operators to recover a proof of Serre’s Vanishing
Theorem. This was proven by Gillet and Soule´ using the Adams operations they
construct. But notice that the construction of our operators ψpcyc does not involve
the use of λ-operations nor the fact that
⊕
Z K
Z
0 (Q) is a special lambda ring, both
of which are complicated aspects of Gillet and Soule´’s proof.
Corollary 3.13 (Serre’s Vanishing Conjecture). (cf. [GS87, Corollary 5.6]) Let
(Q,m) be a regular local ring of dimension d and let M and N be finitely gen-
erated Q-modules such that supp(M) ∩ supp(N) = {m}. Define χQ(M,N) =∑
i(−1)
i lengthTorQi (M,N). If codimSpecQ(suppM) + codimSpecQ(suppN) > d,
then χQ(M,N) = 0.
Proof. Let p be any prime distinct from the residue characteristic of Q, so that p is
invertible in Q. We start by reducing to the case where Q contains the p-th roots of
unity. Since 1p ∈ Q, the map Q→ Q[e
2pii
p ] is finite, e´tale. Let Q′ be the localization
of Q[e
2pii
p ] at any one of the maximal ideals lying over m. Then mQ′ is the maximal
ideal of Q′ and TorQj (M,N)⊗QQ
′ ∼= Tor
Q′
j (M ⊗QQ
′, N⊗QQ
′) for all j, and hence
χQ(M,N) = χQ′(M ⊗Q Q
′, N ⊗Q Q
′).
We may thus assume that Q contains all p-th roots of unity. In this case ψpcyc
satisfies the Gillet-Soule´ axioms by Theorem 3.7, and hence the proofs of [GS87,
5.4, 5.6] apply verbatim. 
4. Commutativity of the cyclic Adams operations
In this section, we prove that the cyclic Adams operations commute, when de-
fined. For any integer k ≥ 1, set Ak = Z
[
1
k ,e
2pii
k
]
.
Proposition 4.1. Assume p and q are distinct primes and Q is a commutative,
Noetherian Apq-algebra. Then for any closed subset Z of Spec(Q), we have an
equality
ψpcyc ◦ ψ
q
cyc = ψ
q
cyc ◦ ψ
p
cyc
of endomorphisms of KZ0 (Q).
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Proof. Let ζp, ζq be primitive p-th, q-th roots of unity, and consider the diagram
KZ0 (Q)
tp
//
ψpcyc %%▲
▲
▲
▲
▲
▲
▲
▲
▲
▲
KZ0 (Q;Cp)
φp

tq
// KZ0 (Q;Cp × Cq)
φp

KZ0 (Q)[ζp]
ψqcyc ((P
P
P
P
P
P
P
P
P
P
P
P
KZ0 (Q;Cq)[ζp]
φq

KZ0 (Q)[ζp, ζq],
where for l = p, q, tl is defined as the composition of the map tlΣ of Theorem 2.2
with the restriction map induced by the inclusion Q[Cl] ⊆ Q[Σl], and φ
l is defined
as in the proof of Theorem 3.7. Since ψqcyc and φ
q are group homomorphisms, the
two bottom arrows are well-defined.
The triangle in this diagram commutes by definition, and we will show the trape-
zoid commutes momentarily. Granting this, we obtain
(4.2)
ψqcyc(ψ
p
cyc([X ])) = φ
q(φp(tq(tp([X ]))))
=
∑
i,j
ζipζ
j
q [(T
pq(X)(ζ
i
p))(ζ
j
q)]
=
∑
η
η[T pq(X)(η)],
where the last sum ranges over all pq-th roots of unity η. The last equality follows
from the fact that for any complex with a Cp×Cq action, the actions of Cp and Cq
commute and each action is diagonalizable. More precisely, for a complex U with
an action of Cp × Cq, we claim that for each fixed i and j satisfying 1 ≤ i ≤ p and
1 ≤ j ≤ q we have (
U (ζ
i
p)
)(ζjq)
= U (ζ
i
pζ
j
q).
The containment ⊆ is clear by definition, and as U decomposes both as U =⊕
j
⊕
i
(
U (ζ
i
p)
)(ζjq)
and as U =
⊕
i,j
U (ζ
i
pζ
j
q), equality follows. Since the last expres-
sion of (4.2) is symmetric in p and q, the proposition follows.
It remains to show the trapezoid commutes. Let Y ∈ PZ(Q,Cp). Then Y
decomposes as Y =
⊕
ζ Y
(ζ) where ζ ranges over all p-th roots of unity. We have
φq(φp(tq([Y ]))) = φq

∑
ζ
ζ[T q(Y )(ζ)]

 =∑
ζ
ζφq([T q(Y )(ζ)])
where the sum ranges over all p-th roots of unity and the superscript (ζ) refers to
the (diagonal) Cp-action on T
q(Y ).
For a fixed p-th root of unity ζ, let Sζ denote the set {(ζ1, . . . , ζq)} of ordered
q-tuples of p-th roots of unity satisfying ζ1 · · · ζq = ζ. The group Cq acts on Sζ in
the evident way. We have
T q(Y )(ζ) =
⊕
(ζ1,...,ζq)∈Sζ
Y (ζ1) ⊗Q · · · ⊗Q Y
(ζq).
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as objects of PZ(Q,Cq), where the action of Cq on the right is given by the action
on Sζ . For each orbit O ⊆ Sζ , the summand
YO :=
⊕
(ζ1,...,ζq)∈O
Y (ζ1) ⊗Q · · · ⊗Q Y
(ζq)
of T q(Y )(ζ) is an object of PZ(Q;Cq), and so we have
φq([T q(Y )(ζ)]) =
∑
O
φq([YO]).
Since q is prime, each orbit O has order either 1 or q. In the latter case YO is
extended, since
YO ∼= Q[Cq]⊗Q Y
(ζ1) ⊗Q · · · ⊗Q Y
(ζq),
where (ζ1, . . . , ζq) is any chosen element ofO, and hence, by Lemma 3.10, φ
q([YO]) =
0 for such orbits. If |O| = 1, then its only element is (ζ1, . . . , ζ1) with ζ
q
1 = ζ. In
this case, YO = T
q(Y (ζ1)) and so
φq([YO]) = ψ
q
cyc(Y
(ζ1)).
Using that (p, q) = 1 and Y (ζ
q) ∼= Y (ζ) in PZ(Q), we conclude
φq(φp(tq([Y ]))) =
∑
ζ1
ζq1ψ
q
cyc([Y
(ζq1 )]) =
∑
ζ
ζψqcyc([Y
(ζ)]) = ψqcyc(φ
p([Y ])).

Using this proposition, we extend the definition of the cyclic Adams operations
to all positive integers. If k = pe11 · · · p
el
l is the prime factorization of an integer k
and Q is an Ak-algebra, we set
ψkcyc = (ψ
p1
cyc)
◦e1 ◦ · · · ◦ (ψplcyc)
◦el .
Remark 4.3. It seems likely that
ψkcyc([X ]) =
∑
ζ
ζ[T k(X)(ζ)],
where the sum ranges over all k-th roots of unity. This formula is known to hold
in other contexts; see, e.g., Benson [Ben84] and Theorem 6.12 below.
5. Lambda operations and agreement with those of Gillet-Soule´
As mentioned in the introduction, Gillet-Soule´ [GS87] equip KZ0 (Q) with λ oper-
ations by using the Dold-Puppe construction of exterior powers on chain complexes.
The goal of this section is to prove that, for each k ≥ 1, if k! is invertible in Q, then
the Gillet-Soule´ operator λkGS agrees with the operator given by taking “naive” k-th
exterior powers of complexes. We believe that this fact has been observed before
by others, including M. Hashimoto (see [KR00, §2]), but, as far as we know, a proof
is not available in the literature. We therefore provide a careful one here.
Let us explain what we mean by the “naive” exterior powers of a complex. Let
Qsign denote Q endowed with the structure of a left Q[Σk]-module via the sign
representation: σ · q = sign(σ)q for σ ∈ Σk, q ∈ Q. For a complex of Q-modules
Y equipped with an action of Σk, define Y
(sign) = HomQ[Σk](Qsign, Y ). For any
complex of Q-modules X , define
ΛkQ(X) := T
k(X)(sign),
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where Σk acts on T
k(X) as before.
For example, if X is concentrated in even degrees, then ΛkQ(X) is the usual k-th
exterior power of X , realized as the submodule of anti-symmetric tensors in the
k-th tensor power of X . Similarly if X is concentrated in odd degrees, ΛkQ(X) is
the k-th divided power of X .
Remark 5.1. We define ΛkQ(X) as a submodule of T
k(X), but one could just as well
define it to be a quotient module, using instead the formula X ⊗Q[Σn] Qsign. For
X concentrated in even degrees, this gives the usual k-th exterior power realized as
a quotient of the k-th tensor power. When X is concentrated in odd degrees, one
gets the k-th symmetric power, realized as a quotient in the standard way. If k! is
a unit in Q, these are naturally isomorphic constructions.
The reason we call these “naive” exterior powers is that, in general, they do not
preserve acyclicity, as the following example shows.
Example 5.2. LetX be a complex of projectiveQmodules concentrated in degrees
1 and 2:
X = (· · · → 0→ P2
d
−→ P1 → 0→ · · · ).
Then
ΛkQ(X) = (· · · → 0→ Λ
k
Q(P2)→ Λ
k−1
Q (P2)⊗Q P1 → Λ
k−2
Q (P2)⊗Q Γ
2
Q(P1)→ · · ·
→ Λ2Q(P2)⊗Q Γ
k−2
Q (P1)→ P2 ⊗Q Γ
k−1
Q (P1)→ Γ
k
Q(P1)→ 0→ · · · ),
where ΛiQ(P2) and Γ
j
Q(P1) are usual exterior and divided powers of (non-graded)
Q-modules. In this complex ΛiQ(P2) ⊗Q Γ
k−i
Q (P1) lies in degree k + i, and the
differential sends x1 ∧ · · · ∧ xi ⊗ γ to∑
j
(−1)j−1x1 ∧ · · · ∧ xj−1 ∧ xj+1 ∧ · · · ∧ xi ⊗ d(xj) · γ
where · is the multiplication operator for the divided power algebra ΓQ(P1) (note
that, since ΛiQ(P2) is by definition a submodule of T
i
Q(P2), the symbol x1 ∧ · · · ∧xi
should be interpreted as being the element
∑
σ∈Σi
sign(σ)xσ(1) ⊗ · · · ⊗ xσ(i)).
Now suppose that P1 is free with basis x1, . . . , xn, P2 = P1, and d is the identity
map. Then Λk(X) is in fact a summand of the Koszul complex for the commutative
ring ΓQ(P1) on the sequence x1, . . . , xn regarded as elements of ΓQ(P1):
Λk(X) = (· · · → Γk−2Q (P1)
⊕(n2) → Γk−1Q (P1)
⊕n (x1,...,xn)−−−−−−→ ΓkQ(P1)→ 0→ · · · )
Taking n = 1 and x = x1 gives
Λk(X) = (· · · → 0→ Qx(k−1)
x
−→ Qx(k) → 0→ · · · )
∼= (· · · → 0→ Q
k
−→ Q→ 0→ · · · ).
So if k is not invertible in Q, ΛkQ(X) is not acyclic even though X is.
Since the Dold-Puppe construction does preserve acyclicity, this example also
shows that one must invert k in order for the two k-th exterior power operations
to agree up to quasi-isomorphism.
Remark 5.3. We will need to assume k! is a unit, not just that k is a unit, in order
to show that the naive k-th exterior power agrees, up to quasi-isomorphism, with
the k-th exterior power defined by Dold-Puppe. We do not know if this assumption
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is essential (but suspect that it is). It turns out that assuming merely that k is
invertible suffices for the naive k-th exterior power to preserve acyclicity.
Remark 5.4. IfX is concentrated in degrees 1 and 0, then ΛkQ(X) is quasi-isomorphic
to the complex N(Λk(K(X)) defined by Dold and Puppe, without any assumptions
on Q; see [Ko¨c01, 2.7].
We now assume k! is a unit in Q. In this case, (the proof of) Maschke’s Theorem
implies that Qsign is a summand of Q[Σp] and hence is a projective Q[Σk]-module.
The functor Y 7→ Y (sign) is thus exact and hence determines a homomorphism
KZ0 (Q; Σk)→ K
Z
0 (Q).
We define
(5.5) λknaive : K
Z
0 (Q)→ K
Z
0 (Q)
to be the composition of
KZ0 (Q)
tkΣ−→ KZ0 (Q,Σk)
[Y ] 7→[Y (sign)]
−−−−−−−−→ KZ0 (Q),
where the first map is from Theorem 2.2. So,
λknaive([X ]) = [Λ
k
Q(X)]
for any X ∈ PZ(Q).
Remark 5.6. The previous example shows that one must, at the least, assume k is
a unit in order for λnaive to be well-defined. We presume one must in fact assume
k! is invertible in order for it to be well-defined. The issue is that ΛkQ(−) seems
unlikely to preserve all quasi-isomorphisms unless k! is invertible.
The following result is likely well-known to the experts, but we include a formal
proof for lack of a suitable reference. It applies to an arbitrary complex M of
Q-modules that is concentrated in non-negative degrees. For such a complex M ,
ΛkQ(M) is, as before, defined to be T
k
Q(M)
(sign) = HomQ[Σk](Q
(sign), T kQ(M)).
Likewise, for a simplicial Q-module A, we define T kQ(A) to be the simplicial
module obtained by applying the functor T kQ(−) degreewise to A. The simplicial Q-
module T kQ(A) has an evident (unsigned) action of Σk, given by σ · (a1⊗· · ·⊗ak) =
aσ(1) ⊗ · · · ⊗ aσ(k), making it a simplicial left Q[Σk]-module. Finally, Λ
k
Q(A) is
defined to be the simplicial Q-module obtained by applying HomQ[Σk](Q
(sign),−)
degreewise to T kQ(A).
Proposition 5.7. Let Q be a commutative ring and k ≥ 1 and integer such that k!
is invertible in Q. If M is any complex of Q-modules concentrated in non-negative
degrees, then there is a natural quasi-isomorphism
ΛkQ(M)
∼
−→ N
(
ΛkQ(K(M))
)
of chain complexes, where K denotes the Dold-Puppe functor from chain complexes
concentrated in non-negative degrees to simplicial modules and N denotes the func-
tor taking a simplicial Q-module to its associated normalized chain complex.
Proof. We first recall some well-known results about simplicial modules and their
normalized chain complexes. These ideas go back to Eilenberg andMaclane [EML53,
5.3]; we refer the reader to the nice exposition found in [SS03] for more details.
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For a simplicial Q-module A and integer k ≥ 1, we have the shuffle map
∇ : T k(N(A))→ N(T k(A))
and the Alexander-Whitney map
AW : N(T k(A))→ T k(N(A)),
both of which are natural transformations, and they satisfy the following properties:
• AW ◦ ∇ is the identity map,
• ∇ ◦AW is chain homotopic to the identity map, and
• ∇ is equivariant for the actions of Σk.
Concerning the last point, the action of Σk on T
k(N(A)) is the one we introduced
in §2 above on a tensor power of a complex, and the action of Σk on N(T
k(A)) is
induced from the action on the simplicial module T k(A), using that N is functorial.
Indeed, since ∇ is injective, the action of Σk on T
k(N(A)) is the unique one making
∇ equivariant.
It is important to note that AW is not equivariant for the action of Σk, and
so while ∇ is an equivariant quasi-isomorphism, it is not in general an equivariant
homotopy equivalence. This defect is precisely why we must assume k! is invertible
for this proof.
Since we are assuming k! is invertible, Q(sign) is a projective Q[Σk]-module
and thus the functor (−)(sign) = HomQ[Σk](Q
(sign),−) takes equivariant quasi-
isomorphisms (i.e., quasi-isomorphisms of complexes of left Q[Σk]-modules) to quasi-
isomorphisms. In particular, the map
∇(sign) : ΛkQ(N(A)) = T
k(N(A))(sign)
∼
−→ N(T k(A))(sign)
induced by the shuffle map is a quasi-isomorphism. Moreover, by Lemma 5.9 below
applied with R = Q[Σk], V = Q
(sign), and B = T k(A), we have an isomorphism
N(T k(A))(sign) = HomQ[Σk](Q
(sign), N(T k(A)))
∼= N
(
HomQ[Σk](Q
(sign), T k(A))
)
= N
(
ΛkQ(A)
)
.
Putting these results together gives a natural quasi-isomorphism of complexes of
Q-modules
(5.8) ΛkQ(N(A))
∼
−→ N
(
ΛkQ(A)
)
for any simplicial Q-module A.
Now let M be a complex of Q modules concentrated in non-negative degrees.
Since there is a natural isomorphism N(K(M)) ∼= M of complexes, we have
T k(N(K(M)))(sign) ∼= T k(M)(sign) = ΛkQ(M), and thus the proposition follows
from (5.8) applied to A = K(M). 
Lemma 5.9. Let R be a (not necessarily commutative) ring and B a simplicial left
R-module. Let V be any left R-module. Then
N(HomR(V,B)) ∼= HomR(V,N(B))
where N(−) is the functor taking simplicial modules to normalized chain complexes.
Note that in this lemma, HomR(V,B) denotes applying HomR(V,−) degreewise
to B, and so HomR(V,B) is a simplicial module over the center of R. On the
other hand, HomR(V,N(B)) denotes applying HomR(V,−) degreewise to a chain
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complex in the usual way. The isomorphism is an isomorphism of chain complexes
over the center of R.
Proof. Let C denote the functor sending simplicial modules to non-normalized com-
plexes. Recall C(B)n = Bn with differential given by the alternating sum of the
boundary maps. Then it is clear that we have an equality (not just an isomorphism)
C(HomR(V,B)) = HomR(V,C(B)).
Now N(B) is by definition the quotient complex of C(B) defined by modding out
by the subcomplex generated by degenerate simplices, but it is easier to prove the
lemma by using the Moore complex: this is defined as the subcomplex M(B) of
C(B) with
M(B)n = ∩
n
i=1 ker(di : Bn −→ Bn−1).
Note that the differential on M(B) is d0.
The composition of
M(B) −→ C(B) −→ N(B)
is an isomorphism of chain complexes, and the lemma thus follows from the equality
M(HomR(V,B)) = HomR(V,M(B)),
which is evident from the definitions. 
Theorem 5.10. If Q is a commutative, Noetherian ring and k ≥ 1 is an integer
such that k! is invertible in Q, then the functions λknaive and λ
k
GS on K
Z
0 (Q) coincide
for all Z.
Proof. Proposition 5.7 gives that λknaive([P ]) = λ
k
GS([P ]) if P ∈ P
Z(Q) is con-
centrated in non-negative degrees. To conclude λknaive and λ
k
GS coincide on all
elements of KZ0 (Q), recall that every element of K
Z
0 (Q) equals [P ] for some com-
plex P ∈ PZ(Q), and moreover we have [P ] = [P [2n]] for all n ∈ Z (where P [i] is
the complex with P [i]d = Pi+d). For n sufficiently negative, P [2n] is concentrated
in non-negative degrees. 
6. Agreement of ψcyc with ψGS
As in the previous section, we assume Q is a commutative, Noetherian ring and k
is a positive integer such that k! is invertible in Q. By Theorem 5.10, λknaive = λ
k
GS
on KZ0 (Q) for all Z and thus in this section we write this common operator simply
as λk. The main result of this section, which is ultimately due to Atiyah, is that the
k-th Adams operation defined via the k-th Newton polynomial in the λi operators,
1 ≤ i ≤ k, agrees with the cyclic Adams operation ψkcyc.
In [Ati66] Atiyah works over the complex numbers, and so some care is needed
to adapt his argument to our situation. For a commutative ring A and finite group
G, let P (A;G) denote the category of left A[G]-modules that are finitely generated
and projective as A-modules, and write RA(G) for its Grothendieck group. RA(G)
is naturally isomorphic to the group K
Spec(A)
0 (A;G) introduced above. We will
only consider RA(G) when |G| is invertible in A, and in this case (the proof of)
Maschke’s Theorem gives that a left A[G]-module is projective as an A[G]-module
if and only if it is projective as an A-module.
For groups G,G′ there is a pairing
RA(G) ⊗Z RA(G
′)→ RA(G×G
′)
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induced by − ⊗A − with the evident G × G
′-action. Taking G = Σi and G
′ = Σj
and composing this pairing with extension of scalars along Σi × Σj ∼= Σi,j ≤ Σi+j
induces a pairing
(6.1) − ⋆− : RA(Σi)⊗Z RA(Σj)→ RA(Σi+j),
which is a special case of the pairing constructed in §2. As before, this pairing is
commutative and associative and hence determines a non-unital ring
RA(Σ) =
⊕
i≥1
RA(Σi).
(We could include i = 0, interpreting RA(Σ0) as Z, and make this into a unital
ring, but for our purposes that would be less convenient.) The dual version of this
pairing is used by Atiyah in [Ati66, §1] and the version that occurs here (defined
only over the complex numbers) appears in work of Knutson, where he calls it the
“outer product” [Knu73, Page 127].
For a closed subset Z of Spec(Q) define OpKZ0 (Q) to be the set of functions
from KZ0 (Q) to itself. Since K
Z
0 (Q) is a non-unital ring under ∪, OpK
Z
0 (Q) is also
a non-unital ring with (α + β)(x) = α(x) + β(x) and (α ∪ β)(x) = α(x) ∪ β(x),
for α, β ∈ OpKZ0 (Q) and x ∈ K
Z
0 (Q) (note that composition of operations is not
involved).
Remark 6.2. It is perhaps more sensible to define OpKZ0 (Q) to consist of just the
operations that are natural for ring homomorphisms in a suitable sense, as Atiyah
does in a different context. The larger ring used here turns out to be more useful
for our purposes.
Recall we assume Q is a Z[ 1k! ]-algebra. Then for 1 ≤ i ≤ k, we have a bilinear
pairing
RZ[ 1k! ](Σi)⊗Z K
Z
0 (Q; Σi)→ K
Z
0 (Q)
given by [M ]⊗ [Y ] 7→ HomZ[ 1k! ][Σi](M,Y ) forM ∈ P (Z[
1
k! ]; Σi) and Y ∈ P
Z(Q; Σi).
This is well-defined since the assumption that k! is invertible ensures that M is
projective as a left Z[ 1k! ][Σi]-module.
Precomposing this pairing with the map tiΣ : K
Z
0 (Q) → K
Z
0 (Q; Σi) defined in
Theorem 2.2 gives an additive map
t : RZ[ 1k! ](Σi)→ OpK
Z
0 (Q),
written ρ 7→ tρ. In detail, for ρ = [M ] with M ∈ P (Z[
1
k! ]; Σi), we have
tρ([X ]) = [HomZ[ 1k! ][Σi](M,T
k(X))] ∈ KZ0 (Q),
for any X ∈ PZ(Q).
Example 6.3. If σi ∈ RZ[ 1k! ](Σi) is the class of the sign representation, then
tσi = λ
i
naive, where λ
i
naive is defined in (5.5).
Lemma 6.4. If i+j ≤ k, then for ρ ∈ RZ[ 1k! ](Σi), ρ
′ ∈ RZ[ 1k! ](Σj) we have tρ∪tρ
′ =
tρ⋆ρ′ .
Proof. Since t is additive, we may assume ρ and ρ′ are classes represented by
modules M ∈ P (Z[ 1k! ]; Σi), N ∈ P (Z[
1
k! ]; Σj). For any X in P
Z(Q) we have the
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Q-linear isomorphisms
HomZ[ 1k! ][Σi](M,T
i(X))⊗Q HomZ[ 1k! ][Σj ](N, T
j(X))
∼= HomZ[ 1k! ][Σi]⊗Z[ 1
k!
]
Z[ 1k! ][Σj ]
(M ⊗Z[ 1k! ] N, T
i(X)⊗Q T
j(X))
= HomZ[ 1k! ][Σi,j ](M ⊗Z[
1
k! ]
N, T i+j(X))
∼= HomZ[ 1k! ][Σi+j ]
(
(M ⊗Z[ 1k! ] N)⊗Z[
1
k! ][Σi,j ]
Z[
1
k!
][Σi+j ], T
i+j(X)
)
,
where the last isomorphism holds by adjointness since T i+j(X) is a Z[ 1k! ][Σi+j ]-
module. The result follows. 
We now relate these constructions to Atiyah’s work.
When A = C, instead of the ring RC(Σ) considered here, Atiyah defines a non-
unital ring RC(Σ)
∗ =
⊕
i≥1RC(Σi)
∗, where RC(Σi)
∗ := HomZ(RC(Σi),Z). The
multiplication rule is given by the composition of
RC(Σi)
∗ ×RC(Σj)
∗ ∼= RC(Σi × Σj)
∗ res
∗
−−→ RC(Σi+j)
∗
where res is restriction of scalars and res∗ is its Z-linear dual.
In fact, the rings RC(Σ)
∗ and RC(Σ) are canonically isomorphic. For recall that
for any finite group G there is a Z-linear perfect pairing
〈−,−〉 : RC(G)×RC(G)→ Z
sending (ρ, ρ′) to 1|G|
∑
g trace ρ(g) traceρ
′(g−1). In particular, these pairings de-
termine isomorphisms RC(Σi) ∼= RC(Σi)
∗, which, by Frobenius reciprocity, are
compatible with the multiplication maps, so that RC(Σ) ∼= RC(Σ)
∗ as rings.
One advantage the ring RC(Σ)
∗ has is that there is an evident map
C(Σk)
∗ → RC(Σk)
∗
where C(G)∗ denotes the free abelian group on the set of conjugacy classes of a
finite group G. (We may identify C(G)∗ as the Z-linear dual of C(G), the set of
Z-valued functions on G that are invariant on conjugacy classes.) The map sends
τ ∈ Σk to the function [ρ] 7→ trace ρ(τ) (recall that the character table of Σk has
only integer entries). These maps assemble to form a ring homomorphism
C(Σ)∗ =
⊕
i≥1
C(Σi)
∗ → RC(Σ)
∗
where, for τ ∈ Σi, τ
′ ∈ Σj , the multiplication rule on C(Σ)
∗ sends [τ ], [τ ′] to the
class of the element of Σi+j given by the inclusion Σi × Σj ∼= Σi,j ≤ Σi+j .
We thus also have a ring homomorphism
(6.5) C(Σ)∗ → RC(Σ)
sending the class of τ ∈ Σk to
∑
i niρi, where the ρi’s range over representatives of
the irreducible representations and ni = trace ρi(τ).
Definition 6.6. Define αk ∈ RC(Σ) to be the image of the class of a k-cycle in
C(Σk)
∗ under the map (6.5).
As we shall see, αk induces the k-th Adams operation, and the key point in
proving this is given by the following result of Atiyah:
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Theorem 6.7. [Ati66, 1.8] In RC(Σ) we have
αk = Qk(σ1, . . . , σk)
where Qk is the k-th Newton polynomial and the σi’s are as in Example 6.3.
To apply Atiyah’s Theorem to our situation, we use:
Lemma 6.8. For any positive integer k, the map induced by extension of scalars
RZ[ 1k! ](Σi)→ RC(Σi)
is an isomorphism for 1 ≤ i ≤ k. If i + j ≤ k, then these isomorphisms commute
with the pairings − ⋆− of (6.1).
Proof. As is well-known, the map RQ(Σi) → RC(Σi) is an isomorphism [JK81, p.
37], and so it suffices to prove RZ[ 1k! ](Σi)→ RQ(Σi) is an isomorphism.
For any regular ring A in which i! is invertible, we may identify RA(Σi) with
the Grothendieck group of all finitely generated left A[Σi]-modules. It thus follows
from a theorem of Swan [Swa63, Theorem 2] that we have a right exact sequence
(6.9)
⊕
p>k
RZ/p(Σi)→ RZ[ 1k! ](Σi)→ RQ(Σi)→ 0
where the direct sum ranges over primes larger than k. Here, for each such prime
p, the map RZ/p(Σi) → RZ[ 1k! ](Σi) is induced by restriction of scalars along the
surjection Z[ 1k! ][Σi] ։ Z/p[Σi]. Every irreducible Z/p-representation of Σi lifts to
the integers [JK81, p. 244], and thus RZ/p(Σi) is generated by classes of the form
[F ⊗Z Z/p] where F is a Z[Σi]-module that is finitely generated and free as a Z-
module. The image of such a class in RZ[ 1k! ](Σi) is trivial since we have the short
exact sequence
0→ F ⊗ Z[
1
k!
]
p
−→ F ⊗ Z[
1
k!
]→ F ⊗ Z/p→ 0
of Z[ 1k! ][Σi]-modules. Thus the first map in (6.9) is the zero map.
This establishes the first assertion, and the second one is evident from the defi-
nitions. 
Definition 6.10. If k! is invertible in Q, write αk also for the element of RZ[ 1k! ](Σk)
corresponding to αk ∈ RC(Σk) under the isomorphism of Lemma 6.8.
Define ψkAt ∈ OpK
Z
0 (Q) to be tαk .
Proposition 6.11. If k! is invertible in Q, then
ψkAt = Qk(λ
1, . . . , λk)
holds in OpKZ0 (Q).
Proof. This is an immediate consequence of Theorem 6.7 and Lemmas 6.4 and
6.8. 
Theorem 6.12. If Q is a commutative, Noetherian ring and k is a positive integer
such that k! is invertible in Q and Q contains all the k-th roots of unity, then the
operator
ψkAt : K
Z
0 (Q)→ K
Z
0 (Q)
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is given by
[X ] 7→
∑
ζ
ζ[T k(X)(ζ)]
where the sum ranges over all k-th roots of unity ζ and T k(X)(ζ) := ker(σ −
ζ : T k(X)→ T k(X)) where σ = (1 2 · · · k).
Remark 6.13. If ζ1 is a primitive k-th root of unity, then∑
ζ
ζ[T k(X)(ζ)] =
∑
d|k
µ(d)[T k(X)(ζ
k/d
1 )]
where µ is the Mo¨bius function.
Proof. A version of this Theorem is proven by Atiyah in a different context, at least
when k is prime (see [Ati66, 2.7]). We give a direct proof.
Let B = Z[ 1k! , ζ] where ζ := e
2πi/k. Our assumptions on Q make it a B-algebra.
As we noted above, there are pairings
RB(G) ⊗Z K
Z
0 (Q;G)→ K
Z
0 (Q)
for any finite group G, and these extend to pairings
RB(G)[ζ] ⊗Z K
Z
0 (Q;G)→ K
Z
0 (Q)[ζ].
For β ∈ RB(G)[ζ], let β∗ : K
Z
0 (Q;G)→ K
Z
0 (Q)[ζ] denote the induced map.
The map
[X ] 7→
k−1∑
j=0
ζj [T k(X)(ζ
j)]
is the composition of
KZ0 (Q)
tkΣ−→ KZ0 (Q; Σk)
res
−−→ KZ0 (Q;Ck)
βk
∗−−→ KZ0 (Q)[ζ]
where βk ∈ R(Ck)[ζ] is
∑k−1
j=0 ζ
i[Bζj ]. (Here Bζj is the rank one representation
of Ck over B such that (1 2 · · · k) acts as multiplication by ζ
j .) By Frobenius
reciprocity, this coincides with the composition of
KZ0 (Q)
tkΣ−→ KZ0 (Q; Σk)
ind(βk)∗
−−−−−→ KZ0 (Q)[ζ]
where ind: R(Ck)[ζ] → R(Σk)[ζ] is given by extension of scalars. It therefore
suffices to prove ind(βk) = αk in R(Σk)[ζ] ⊇ R(Σk).
To prove this, since
〈−,−〉 : RB(Σk)[ζ] ⊗Z[ζ] RB(Σk)[ζ]→ Z[ζ].
is a perfect pairing, it suffices to prove 〈αk,−〉 = 〈ind(βk),−〉. The map 〈αk,−〉
sends ρ to trace(ρ(σ)) where σ := (1 2 . . . k). On the other hand, using Frobenius
reciprocity for characters, 〈ind(βk),−〉 = 〈βk, res(−)〉, where the pairing on the
right is the one for the group Ck, and so
〈ind(βk), ρ〉 =
1
k
k−1∑
i=0
trace(βk(σi)) trace(ρ(σ−i)).
Now,
trace(βk(σi)) =
k−1∑
j=0
ζjζij =
k−1∑
j=0
ζ(i+1)j =
{
k, if i = k − 1 and
0, if 0 ≤ i ≤ k − 2.
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We conclude that
〈ind(βk), ρ〉 =
1
k
k trace(ρ(σ−(k−1))) = trace(ρ(σ)).

Recall that Gillet and Soule´ define their k-th Adams operation by
ψkGS = Qk(λ
1, . . . , λk).
Corollary 6.14. Let Q be a commutative, Noetherian ring and k an integer such
that k! is invertible in Q and Q contains all the k-th roots of unity. Then ψkcyc = ψ
k
GS
as operators on KZ0 (Q).
Proof. Let k = pe11 · · · p
em
m be the prime factorization of k. Recall that
ψkcyc =
(
ψp1cyc
)◦e1
◦ · · · ◦
(
ψpmcyc
)◦em
by definition. The analogous formula holds for ψkGS by [FL85, I.6.1]. It therefore
suffices to consider the case that k = p is prime. In this case, the result follows
from Theorem 6.12. 
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