Suppose that d ≥ 2 and α ∈ (1, 2). Let µ = (µ 1 , . . . , µ d ) be such that each µ i is a signed measure on R d belonging to the Kato class K d,α−1 . In this paper, we consider the stochastic differential equation
Introduction
In the last decade, stochastic differential equations (SDEs) driven by jump processes have attracted the attention of many researchers as these SDEs arise naturally in various models. See, for instance, [1, 3, 19] and the references therein.
In this paper we consider an SDE, with a singular drift which may not be absolutely continuous with respect to the Lebesgue measure on R d , driven by a multidimensional symmetric α-stable process. A solution of such an SDE is called a stable process with singular drift. An example of such a process is a stable process which drifts upwards when it hits a fractal-like sets.
The main purpose of this paper is to prove the existence and uniqueness of weak solutions to the above SDE for α ∈ (1, 2). When α = 2 (i.e., in the case of Brownian motion), this problem was solved by Bass and Chen in [4] , and later in [15, 16] we established the boundary Harnack principle and sharp two-sided estimates on the densities of such processes. When α ∈ (1, 2) and the drifts are absolutely continuous with respect to the Lebesgue measure, sharp two-sided estimates on the heat kernels corresponding the generators of the solutions to such SDEs were obtained in R d ([8] ) and in bounded C 1,1 open sets ( [9] ). In this paper, we first establish sharp two-sided heat kernel estimates and then use these estimates to prove the existence and uniqueness of α-stable processes with singular drifts. In [4] , the existence and uniqueness of Brownian motions with singular drifts were established without using sharp estimates on the densities of these processes.
Throughout this paper we assume d ≥ 2, α ∈ (1, 2). For functions f and g, the notation "f ≍ g" means that there exist constants c 2 ≥ c 1 > 0 such that c 1 g ≤ f ≤ c 2 g. For every function f , we extend its definition to the cemetery point ∂ by setting f (∂) = 0. We will use dx to denote the Lebesgue measure in R d . Here and in the sequel, we use := as a way of definition. For a, b ∈ R, a ∧ b := min{a, b} and a ∨ b := max{a, b}.
Throughout this paper we assume that S is a (rotationally) symmetric α-stable process on R d . The infinitesimal generator of S is ∆ α/2 := −(−∆) α/2 . We will use p(t, x, y) to denote the transition density of S (or equivalently, the heat kernel of ∆ α/2 ). It is well-known (see, e.g., [6] ) that
It follows from [8, Lemma 5] that
|∇ x p(t, x, y)| ≍ |x − y|
For any λ ≥ 0, we define (1.5) (For example, see [8, Lemmas 7 and 9] .) Note that, in particular, when λ = 0 we have By a signed measure ν we mean in this paper the difference of two nonnegative σ-finite measures ν 1 and ν 2 in R d . Note that there is an increasing sequence of subsets {F k , k ≥ 1} whose union is R d so that ν 1 (F k ) + ν 2 (F k ) < ∞ for every k ≥ 1. So when restricted to each F k , ν is a finite signed measure. Consequently, the positive and negative parts of ν are well defined on each F k and hence on R d , which will be denoted as ν + and ν − , respectively. We use |ν| = ν + + ν − to denote the total variation measure of ν. In this paper we take such an extended view of signed measures and extend Definition 1.1 to signed measures. We write U n (x) for (U 1 n (x), · · · , U d n (x)) and µ n for (µ 1 n , · · · , µ d n ). We also fix U n (x) and µ n throughout this paper. It follows from (2.1) below that when µ j ∈ K d,α−1 , j = 1, . . . , d, each U j n is a bounded and smooth function on R d .
Let Ω = D([0, ∞), R d ) be the family of càdlàg functions from [0, ∞) to R d , equipped with the Skorohod topology. We will use X t to denote the coordinate map on Ω: X t (ω) = ω(t) and F t to denote the σ-field σ{X s : s ≤ t}. F ∞ stands for the σ-field σ{X s : s ≥ 0}. It is well-known (see, for instance, [10, Proposition 3.7 
.1]) that F ∞ coincides with the Borel σ-field on Ω = D([0, ∞), R d ).
Here is the definition of an α-stable process with drift on R d , which is motivated by the definition of a Brownian motion with singular drift introduced in [4] . 
where (a) A t = lim n→∞ ∫ t 0 U n (X s )ds uniformly in t over finite intervals, where the convergence is in probability and U n is defined in (1.6);
An α-stable process with drift µ on R d is also called a weak solution to the SDE (1.8).
Here is the main result of this paper.
Theorem 1.4 (a)
There exists one and only one weak solution to (1.8) . This unique solution is conservative. 
.
The organization of this paper is as follows. Section 2 contains some basic properties of measures in the Kato class K d,α−1 . In Section 3 we construct the heat kernel p µ (t, x, y) of ∆ α/2 + µ · ∇ and establish sharp two-sided estimates on p µ (t, x, y). In Section 4, we study the convergence of the perturbed semigroups and resolvents. In Section 5 we use results of the previous sections to establish the existence and uniqueness of stable processes with singular drifts. Some details of the proof of the uniqueness is spelled in the appendix, Section 6.
In the remainder of this paper, the constants C 1 , C 2 , C 3 will be fixed throughout this paper. The lower case constants c 1 , c 2 , . . . can change from one appearance to another. The dependence of the constants on the dimension d ≥ 2 and the stability index α ∈ (1, 2) will not be always mentioned explicitly. For a Borel set A ⊂ R d , we also use |A| to denote its Lebesgue measure. The space of continuous functions on R d will be denoted as C(R d ), while C ∞ (R d ) and C ∞ c (R d ) denote the the space of continuous functions on R d that vanish at infinity and the space of smooth functions with compact supports respectively.
Preliminary
In this section we collect some basic properties of signed measures in the Kato class
In particular, (2.1) implies that for every 
Proof. Suppose that sup x∈R d ν(B(x, r)) < ∞. For any x ∈ R d , we can cover R d with nonoverlapping cubes of side length (2/ √ d)r with one of the cubes centered at x. We divide the cubes into layers, counting from the cube at x. For any y in a cube in the n-th layer,
There are at most (2n + 1) d − (2n − 1) d cubes in the n-th layer. Each cube can be covered by a ball of radius r. Thus ∫
Combining Lemma 2.1 and (2.1) we immediately get the following corollary.
Corollary 2.2 There exists
The first part of the following result is a sharpening of [9, Lemma 2.2].
Lemma 2.3 If
Proof. By (1.1),
By (2.1), for any s ≤ t, we have
On the other hand, applying Corollary 2.2 we have that for any s ≤ t,
2
When ν is absolutely continuous with respect to the Lebesgue measure, the following result is contained in the proof of [8, Lemma 14] .
Proof. This proof is the same as that of [8, Lemma 14] . So we omit the details. 2
Lemma 2.5 Suppose that ν belongs to the Kato class
Proof. See the proof of [4, Proposition 3.6] . 2
Sharp heat kernel estimates
In this section, we will assume α ∈ (1, 2) and construct the fundamental solution p µ (t, x, y) of L := ∆ α/2 + µ · ∇. Then we establish sharp two-sided estimates of p µ (t, x, y), which will prove Theorem 1.4(c).
Recall that U i n is defined in (1.6). Since for each n, the components of U n are bounded smooth functions, by using Picard's iteration, one can easily show that, for any α ∈ (0, 2), the stochastic differential equation dX n t = dS t + U n (X n t )dt has a unique strong solution. This unique solution is a strong Markov process and its infinitesimal generator is L n := ∆ α/2 + U n · ∇. The unique solution X n is called an α-stable process with drift U n . We will use P n x to denote the probability on (Ω, F ∞ ) induced by the law of X n when X n 0 = x. In the remainder of this paper, we will always assume α ∈ (1, 2). Let p(t, x, y) be the fundamental solution of ∆ α/2 (or equivalently, the transition density of S). The fundamental solution p Un (t, x, y) of L n and p(t, x, y) are related by the following Duhamel's formula (see [8] ):
Applying the above formula repeatedly, one expects that p Un (t, x, y) can be expressed as an infinite series in terms of p and its derivatives. This motivates the following definition. Define p
In the rest of this paper, the meaning of the phrase "depending on µ only via the rate at which M α µ (r) goes to zero" is that the statement is true for any d-dimensional vector valued signed
Using (2.5), [8 
goes to zero such that for every n ≥ 1, 
It follows from the above theorem that p Un (t, x, y) is the transition density of X n . By [9, Proposition 1.3], for every n ≥ 1, the operators {P Un t ; t ≥ 0} defined by (3.5) form a Feller semigroup and so X n is a conservative Feller process in R d . For any λ > 0, we will use G µn,λ to denote the λ-potential kernel of X n :
By [8, Lemma 13] and its proof, there exists a constant (3.6) where
We remark that the constant C 2 depends only on d and α (independent of n, t and µ) and is not the same constant C 4 from [8, Lemma 13] . Let
By following the proof of [8, Lemma 13] line by line we also have
Proof. By a change of variable, we have for
2
Lemma 3.2 and (3.7) imply that Proof. For each r > 0, let N (A, r) be the smallest number of balls with radius r needed to cover A, i.e.,
So for each r > 0 and y ∈ R d , there exists a sequence {x n } 1≤n≤N (A,r) such that
It is well-known (see, for instance, [17, (5.4) and (5.6)]) that there exists a positive number
Thus combining (3.10)-(3.12), we have
Using our Lemma 3.3, instead of [15, Lemma 3.2] , the proof of the next lemma is the same as that of [15, Lemma 3.3] . So we omit the proof.
where
Recall that R λ (x, y) is defined in (1.3) and satisfies the estimates in (1.4) and (1.5).
Lemma 3.5 Suppose that
Furthermore, the rate of convergence depends on µ only via the rate at which M α µ j (r) tends to zero.
Proof. Without loss of generality, we assume that the support of ν is contained in B(0, R) for some R ≥ 1. It follows from (1.5) and Lemma 2.5 that, for any ϵ > 0, we can choose m > 3 large and r ∈ (0, 1/4) small so that
Fix such an ε > 0, m and r > 0. Define
, and let N (A n,x ) be the smallest number of balls of radius 2 −n needed to cover A n,x , i.e.,
Thus for each n ≥ 1 and x ∈ R d , there exists a sequence {y
As in (3.11), there exists a positive number
Clearly sup
Thus, since ν ∈ K d,α−1 , combining (1.5) and (3.13)-(3.15), we have that there exists n 0 such that for all n ≥ n 0 ,
Therefore, by Fubini's theorem, we have for all x ∈ B(0, mR) and
The first term in the last line above goes to 0 as n → ∞ by the uniform continuity of (
The assertion about the rate of convergence is clear from the argument above. 2
Lemma 3.6 There exists a constant
balls of radius r, thus by (2.1)
Proof. First, we claim that there exists a positive constant c 1 depending only on d and α such that for any measure ν on R d , t, m > 0 and |x|, |y| < m
By [8, Theorem 4 and Lemma 5], we have for any x, y ∈ R d and 0 < s < t,
Using this we get that for any
Therefore (3.17) follows by taking the supremum in (3.18) over |x|, |y| < m.
and
Since φ is a non-negative radial function supported by B(0, 1), we have for any x ∈ R d and m > 2, ∫ |y−x|≥2m
Using the change of variable y = z − w in the inner integral we get that ∫ 
which completes the proof of the lemma. 2
We will show below that p
-(3.9) and induction we have
Then by (3.21), for t ∈ (0, T 1 ], we can define
In the remainder of this section, T 1 stands for the constant T 1 defined in (3.22) . Recall that we
Lemma 3.8 For any compact subsets
Proof. Without loss of generality, we may assume that T 0 < 2. We will prove this lemma by induction. This lemma is clearly valid for k = 0. We assume that the lemma is true for k, which in particular implies that p µ k (t, x, y) is jointly continuous. It suffices to prove the assertion for k+1 when K 1 and K 2 are equal and are subsets of B(0, m/2) for some m > 1. We let (3.21) and Lemma 3.7,
Thus, for any given ε > 0, we can choose m large enough so that
We fix such an m and, for any (δ, n, t, x, y)
Then we have
Since δ < T 0 /2, by (1.2), (3.21) and (3.22), we have
Here we used the inequalities of |y − z| ≤ 6m and
Similarly, by (1.1), (3.21) and (3.22), we have
By Lemmas 2.3-2.4, we choose δ < T 0 /2 such that I and II are less than or equal to ε/8 for every n ≥ 1. Now we fix such δ and estimate III. Let
By the continuity of p
Finally we estimate IV . From (1.2), we easily see that
Using (2.1) and Lemma 2.5, we have that
Thus, by the induction hypotheses, 
(
Analysis on Perturbed Semigroups and Resolvents
For any bounded function f on R d , we define 
Theorem 4.1 For any
The proof of the following result is exactly the same that of [9, Proposition 2.3]. 
Proposition 4.2 The family of operators {P
For any λ ≥ 0, we will use G µ,λ to denote the λ-potential density of X:
Recall that P n x is the probability on (Ω, F ∞ ) induced by the law of X n , the α-stable process with drift U n , when X n 0 = x, and that G µn,λ is λ-potential density of X n .
Theorem 4.3
As n → ∞, P n x converges weakly to
Proof. It follows from (3.3) that, for any x ∈ R d and 0 ≤ t 1 < t 2 < · · · < t k , the distributions of { (X t 1 , . . . , X t k ), P n x } form a tight sequence. By the same argument as that for [9, (3.1)], we get that
Hence The following simple result follows immediately from Theorem 3.10 and its proof is the same as that of [9, Lemma 3.1]. So we omit its proof.
Lemma 4.4 For any
As a consequence, we immediately get the following corollary. The proof of this corollary is exactly the same as that of [4, Corollary 4.4] . 
It follows from Lemmas 2.3 and 2.5 and Theorems 3.1 and 3.10 that
where c 1 , independent of ν and λ ≥ 0, depends on d, α and depends on µ only through the rate at which
goes to zero. Using this and the semigroup property of p µ (t, x, y) and p Un (t, x, y) we get that for any λ ≥ 0 and m = 1, 2, . . . ,
The assertion of the next lemma now follows immediately.
Lemma 4.6 For any
. where c > 0 (independent of ν and λ ≥ 0) depends on d, α and depends on µ only through the rate at which
Lemma 4.7 For any λ > 0 and ν
Proof. We will show that G µn,λ V n (x) converges to G µ,λ ν(x), uniformly on compact subsets of R d . The other claim is simpler. It follows from (4.2)-(4.4) that
By Lemmas 2.3 and 2.5 and Theorems 3.1 and 3.10, we also have
Thus it suffices to show that for any 0 < δ < T < ∞, the function
uniformly on compact subsets of R d . Without loss of generality, we only need to prove the uniform convergence on B(0, r) for any r > 0. Fix λ, r > 0 and 0 < δ < T < ∞. It follows from Theorems 3.1 and 3.10 that
Thus by Lemma 3.6, we have that for all large m,
Similarly, using Lemma 2.5 in addition, we have 
Since p µ (t, x, y) is jointly continuous by Theorem 3.10, applying Lemma 3.4 and Theorem 3.9, we arrive at the last assertion. 2
The following result is similar in spirit to Lemma 4.7. The difference is that the following result gives uniform convergence when the measure ν has compact support.
Lemma 4.8 For any λ > 0 and ν ∈ K d,α−1 with compact support, as n
→ ∞, G µ,λ V n (x) converges to G µ,λ ν(x) uniformly on R d , where V n (x) := ∫ φ n (x − y)
ν(dy). For any fixed m, we also have
Proof. We will prove the first assertion only. The proof of the second assertion is the same. As in the proof of Lemma 4.7, it follows from (4.2)-(4.4), Lemmas 2.3 and 2.5 and Theorems 3.1 and 3.10 that
Suppose that the support of ν is contained in B(0, R) for some R > 1. Then it follows from Theorem 3.10, (2.1) and Lemma 2.5 that, as m → ∞,
Thus it suffices to show that for any m > 0 and 0 < δ < T < ∞, the function
uniformly on B(0, mR). This follows easily from Lemmas 2.5 and the joint continuity of p µ (t, x, y) (Theorem 3.10). 2
Existence and uniqueness of stable process with singular drift
In this section we prove Theorem 1.4 (a)-(b). The argument of this section is motivated by [4] . The following simple result will play an important role in this section.
(2) If g is bounded, then for all λ > 0, there exists
Proof. Both assertions are immediate consequences of (1.5). In fact,
In the remainder of this section, for any vector-valued signed measure ν = (ν 1 , . . . , ν d ), we will use N ν to denote the following operator that maps a C 1 function on R d into a measure
Recall that α-stable processes with singular drifts on R d are defined in Definition 1.3. We will first prove the existence and uniqueness of the α-stable process with drift µ under the following additional assumption:
A: There exist x 1 ∈ R d and ρ ∈ (0, 1] such that the support of each measure µ j is contained in B(x 1 , ρ) and M α µ j (ρ) < (2dC 1 ) −1 , where C 1 is the constant in Proposition 5.1. 
Proposition 5.2 Assume that A holds. Suppose that
In fact, we have
Proof. Proposition 5.1 implies (5.2). In fact,
so the first part of (5.1) follows immediately. Similarly, Proposition 5.1 implies (5.3) so
Now using Lemma 2.5, the second part of (5.1) follows. 2
Recall that G µn,λ is λ-potential density of X n , the α-stable process with drift U n .
Lemma 5.3 Suppose that A holds. If g is bounded and ν
Furthermore, the series 
where J(x) is Lévy density of S, i.e.,
N is the Poisson random measure describing the jumps of the symmetric stable process S and
Taking P n x expectations, multiplying by e −λt and integrating over t from 0 to ∞, we obtain
We first consider ν ∈ K d,α−1 under the extra assumption that the support of ν is contained in B(x 0 , r 0 ) for some r 0 > 0 and
. Moreover, by Lemma 3.5, ∇R λ V m converges uniformly to ∇R λ ν. Thus, combining this with by Lemma 4.6, we have that
as m → ∞. Therefore, by (5.9),
The finiteness is guaranteed by Proposition 5.1. Since Proposition 5.2 implies that N µn R λ ν ∈ K d,α−1 and the support of N µn R λ ν is contained in B(x 1 , ρ + 2 −n ), we can iterate the last relation and get
Continuing this iteration we get
Note that, by (5.3),
Thus, by Lemma 4.6,
This establishes (5.5) 
and this converges uniformly and boundedly in B(
are supported in the ball B(x 1 , ρ) and by Proposition 5.1(2), for every m ≥ 1,
Thus by Proposition 5.2,
Thus, inductively,
Hence,
and so
as m → ∞. Now applying (5.4) to g m and letting m → ∞, we get (5.4) for bounded functions g. 2
Now we strengthen Lemma 4.8.
Lemma 5.4 Suppose that A holds. If λ > 0, then
Proof. It follows from (4.2)-(4.4), Lemmas 2.3 and 2.5 and Theorems 3.1 and 3.10 that
Since the support of |µ| + |µ n | is contained in B(x 1 , ρ + 1) ⊂ B(0, R) where R := ρ + 1 + |x 1 |, it follows from Theorem 3.10, (2.1) and Lemma 2.5
Thus it suffice to show that for every k ≥ 1
Fix k ≥ 1 and assume that x ∈ B(0, kR). First note that by Lemma 3.4, R λ (µ n − µ)(x) and ∇R λ (µ n − µ)(x) converge uniformly to zero on compact sets. Thus by (1.4)-(1.5) and Lemma 2.5,
These give that lim
By iterating the above argument we see that for every k ≥ 1,
On the other hand, by (5.2)-(5.3) and Lemmas 2.5 and 4.6,
Given ε > 0 we choose l 0 > 0 large so that c 2 2 −l 0 M α µ (1) < ε, then by (5.10) and (5.15),
Now by applying (5.14), we have proved (5.13). 2
Recall that G µ,λ is the λ-potential density of X.
Proposition 5.5 Suppose that A holds. If λ > 0 and g is bounded, then
G µ,λ g = R λ ( ∞ ∑ k=0 (N µ R λ ) k ) g.
Proof.
Let g be bounded. By Lemma 5.3, we have 
Thus by Lemmas 2.5 and 4.6,
By Propositions 5.1 and 5.2, the measure ν m defined by ν m (g) = (N µ R λ ) m g (and ν 0 (dx) = g(x)dx) is in K d,α and for m ≥ 1, ν m has support in the ball B(x 1 , ρ) and its total variation is bounded
Since, by Propositions 5.1 and 5.2,
, where
which goes to zero as n → ∞ by Lemma 3.5. By Proposition 5.1,
g is a function whose sup norm is less than or equal to
. This implies that this term goes to zero as n → ∞. 2
Recall that {P x : x ∈ R d } and {P n x : x ∈ R d } are the probability measures on (Ω, F ∞ ) induced by the laws of X with X 0 = x and X n with X n 0 = x respectively. The following result says that, under the assumption A, for each x ∈ R d , P x is a solution of (1.8) with such that P x (X 0 = x) = 1.
Proposition 5.6
Suppose that A holds. For each x ∈ R d , under P x we have X t = x + S t + A t and P x (X 0 = x) = 1, where S t is a symmetric α-stable process on R d starting from the origin and 
Furthermore, there exists a subsequence {n k } such that for every
is a bounded function and (X t , P n x ) satisfies the strong Feller property, we know that, for each n ≥ 1 and j = 1, . . . , d, G µn,λ V n is continuous. Thus, by Lemmas 4.6 and 4.7, G µ,λ ν is a bounded continuous potential of X. For any j = 1, . . . , d, we use µ j,+ and µ j,− to denote the positive and negative part of µ j respectively. We will use µ j,+ n and µ j,− n to denote the approximations of µ j,+ and µ j,− respectively. Then it follows from Lemma 4.8 that Hence G µ,λ µ j,+ and G µ,λ µ j,− are bounded continuous potentials of X. Therefore, by [7, Theorem IV.3.13] , there are positive continuous additive functionals A j,+ and and  A = (A 1 , . . . , A d ) . Each A j is a continuous additive functional of X having finite variation whose signed Revuz measure is µ j . By Lemma 4.8 we know that 
and, by Lemmas 2.5 and 4.6, it is bounded independently of n and m by c 1 ( 
Therefore there exists a further subsequence { n k } of {n k } such that
s. for each m, uniformly over t in finite intervals and the rate of convergence is independent of m. Therefore, for any fixed ξ ∈ R d , t > 0 and ε > 0 there exists k 0 ≥ 1 such that for every k, l ≥ k 0 ,
By (5.16), we also have that
, uniformly over t in finite intervals. Therefore, for any ξ ∈ R d , t > 0 and ε > 0 there exists
For any fixed n and t, by using [13, Theorem 15 .12], we know that 
That is, lim 
and for every T > 0,
We now show that, under the assumption A, (1.8) has a unique solution.
Proposition 5.8 Assume that
Proof. Using our Remark 5.7, by following the argument in [4, pp. 812-813] line by line, in proving the uniqueness, it suffices to consider solutions Q for which there exists a subsequence {n k } with
Thus throughout the proof, we assume that (5.20) holds.
Let Q be such a solution and let f ∈ C 2 be bounded along with its first and second order partial derivatives. By Ito's formula (see, for instance, [1, Theorem 4.4.7] ),
where N is the Poisson random measure describing the jumps of the symmetric stable process S and J and N are defined in (5.6) and (5.7). Taking expectations with respect to Q, multiplying by e −λt and integrating over t from 0 to ∞, we get
Suppose g ∈ C 2 is bounded and set f = R λ g, then f ∈ C 2 is bounded along with its first and second order partial derivatives and satisfies ∆ α/2 f = λR λ g − g. Substituting, we get
We can then rewrite (5.21) as 
Applying (5.22) again, we get
The limit as k → ∞ of the first term on the right-hand side is R λ (N µ R λ g)(x). For the second term on the right-hand side, the integral is dominated by
and |∇R λ (N µn k R λ g)| is uniformly bounded by Proposition 5.1. Therefore the limit of the second term is
We thus have
We continue by writing the last expression as the limit of
After k steps we arrive at
The absolute value of the last term is bounded by c 1 ∥g∥
By the uniqueness of Laplace transforms, we have E Q [g(X t )] = E Px [g(X t )] for all t, that is, the distributions of X t under Q and P x are the same. Using this, our Proposition 6.1 below and the argument of [2, Theorem VI.3.2], we can easily show the finite-dimensional distributions of Q and P x are the same, we omit the details. Thus Q = P x . 2
Now we are ready to remove the assumption A to get the existence and uniqueness of the solution to (1.8).
Proof of Theorem 1.4: We can find ρ > 0 such that
Let Q x be the solution to (1.8) with X 0 = x and µ replaced by µ| B(x,ρ) . Let Q 1 = Q x and define inductively for k ≥ 0
where θ is the shift operator on Ω. Clearly
Note that 
We fix t > 0 and x ∈ R d . By Proposition 5.6, for every ε > 0,
Thus, by the definition of P x ,
Finally, to prove that P x is a solution to (1.8) with X 0 = x, it suffices to show that S t := X t − x − A t is a symmetric α-stable process with P x (S t = 0) = 1. Fix ξ ∈ R d and let
Note that M t∧T 1 is a Q y -martingale for every y ∈ R d . Using this and the definition of P x , by induction,
By letting k → ∞ we have that for everyξ 
Here θ S is the shift operator that shifts the path by S. Let Q S (ω, dω ′ ) be a regular conditional probability for P S ( · |F S ). Since D([0, ∞), R d ) equipped with the Skorohod topology is a complete separable metric space, such regular conditional probability P S (ω, dω ′ ) exists uniquely. For the existence and uniqueness of regular conditional probability P S (ω, dω ′ ), see, for instance, [14, Theorem 1.3.1] .
Using an argument similar to that in the proof of [2, Proposition VI.2.1], it is easy to check that, with probability one, P S (ω, ·) is an α-stable process with drift µ on R d starting from X S (ω). Here we provide the details. Proposition 6.1 With probability one, Q S (ω, ·) is the law of an α-stable process with drift µ started at X S (ω).
Proof. If B(ω) = {ω ′ : X 0 (ω ′ ) = X S (ω)}, we first show that Q S (ω, B(ω)) = 1 for P-a.s.. To do this, it suffices to show that P(F ) = E P [Q S (ω, B(ω)); F ] whenever F ∈ F S . The right-hand side, by the definition of Q S , is equal to
= E P [P(X S = X 0 • θ S |F S ); F ] = P(X S = X S ; F ) = P(F ).
Therefore, to prove the proposition, it suffices to show that X t − X 0 − A t is a symmetric α-stable process starting from the origin under Q S (ω, ·) with probability one. For this we only need to show that, for any ξ ∈ R d , M t = M t (ξ) := exp(iξ · (X t − X 0 − A t ) + t|ξ| α )
is a martingale for every ξ ∈ R d under Q S (ω, ·) with probability one. Let u > t. Since M t • θ S = M t+S /M S is a martingale with respect to F S+t ,
whenever F ∈ F t and B ∈ F S . This is the same as saying
Since the above holds for all B ∈ F S , by the definition of Q S , for each F ∈ F t ,
Being the Borel σ-field of a complete separable metric space, F t is countably determined. Thus the null set in the display above can be chosen to be independent of F . Since M t is right continuous in t, the null set in the display above can be chosen to be independent of t. Thus M t is a martingale under Q S (ω, ·) with probability one. Furthermore, since ξ → M t (ξ) is continuous, by considering rational coordinate ξ, we conclude that M t (ξ) is a martingale for every ξ ∈ R d under Q S (ω, ·) with probability one. 2
The following result is similar to [ Proof. It is clear that the restriction of P to F S is equal to the restriction of P 1 to F S . Hence P(X 0 = x) = P 1 (X 0 = x) = 1.
For any ξ ∈ R d , the process Fix x ∈ R d and suppose that P 1 and P 2 are the laws of two α-stable processes with drift µ started at x. Define T 0 = 0 and T k+1 = inf{t > T k : |X t − X T k | ≥ ρ} ∧ (T k + 1) for k ≥ 1. For simplicity, we will sometimes abbreviate T 1 as T .
Write P 1 for the law of the α-stable process with drift µ| B(x,ρ) started at x. Let Q 1 T be the regular conditional probability defined in (6.1) using P 1 and T instead of P and S. For l = 1, 2, define
We now show that the laws P 1 and P 2 of any two α-stable processes with drift µ started at x agree on F T j for each j = 1, 2, . . . . We prove this claim by induction.
By Lemma 6.2 applied to P l and P 1 , P l is the law of an α-stable process with drift µ| B(x,ρ) started at x. By the uniqueness of the α-stable process with drift µ| B(x,ρ) (Proposition 5.8), both P l are equal P 1 . Hence the restriction of P 1 and P 2 to F T must be the same. We have shown the claim for j = 1.
Suppose P 1 = P 2 on F T j . Let Q 1,T j and Q 2,T j be regular conditional probabilities defined as in (6.1) using T j , P 1 and P 2 respectively. If B ∈ F T j and F ∈ (F ∞ • θ T j ) ∩ F T j+1 , then
By Proposition 6.1, Q l,T j are the laws of α-stable processes with drift µ started at X T j , as the uniqueness argument in the previous paragraph Q 1,
is F T j -measurable and P 1 = P 2 on F T j , this shows that P 1 (B ∩ F ) = P 2 (B ∩ F 
