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PLANTEAMIENTO Y RESUMEN DE LA TESIS: 
GRAMÁTICAS LÓGICAS: 
RESOLUCIÓN DE PROBLEMAS EN LENGUAJE NATURAL 
Esta tesis tiene por objeto estudiar las posibilidades 
de realizar en castellano tareas relativas a la resolución de 
problemas con sistemas basados en el conocimiento. 
En los dos primeros capítulos se plantea un análisis de 
la trayectoria seguida por las técnicas de tratamiento del 
lenguaje natural, prestando especial interés a los 
formalismos lógicos para la comprensión del lenguaje. 
Seguidamente, se plantea una valoración de la situación 
actual de los sistemas de tratamiento del lenguaje natural. 
Finalmente, se presenta lo que constituye el núcleo de 
este trabajo, un sistema llamado Sirena, que permite realizar 
tareas de adquisición, comprensión, recuperación y 
explicación de conocimiento en castellano con sistemas 
basados en el conocimiento. Este sistema contiene un 
subconjunto del castellano amplio pero simple formalizado con 
una gramática lógica. El significado del conocimiento se basa 
en la lógica y ha sido implementado en el lenguaje de 
programación lógica Prolog II vS. 
Palabras clave: Programación Lógica, Comprensión del Lenguaje 
Natural, Resolución de Problemas, Gramáticas Lógicas, 
Lingüistica Computacional, Inteligencia Artificial. 
ABSTRACT 
LOGIC GRAMMARS: SOLVING PROBLEMS IN NATURAL LANGUAGE 
The purpose of this thesis is to study the possibi1 ities 
of performing in Spanish problem solving tasks with knowledge 
based systems. 
Ule study the development of the techniques for natural 
language processing with a particular interest in the logical 
formalisms that have been used to understand natural 
languages. 
Then, we present an evaluation of the current state of 
art in the field of natural language processing systems. 
Finally, we introduce the main contribution of our work, 
Sirena a system that allows the adquisition, understanding, 
retrieval and explanation of knowledge in Spanish with 
knowledge based systems. Sirena can deal with a large, 
although simple» subset of Spanish. This subset has been 
formalised by means of a logic grammar and the meaning of 
knowledge is based on logic. Sirena has been implemented in 
the programming language Prolog II v2. 
Keywords: Logic Programming, Understanding Natural 
Language, Problem Solving, Logic Grammars, Cumputational 
Linguistic, Artificial Intel 1igence. 
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CAPITULO I: 
INTRODUCCIÓN 
I. INTRODUCCIÓN 
La comunicación entre la persona y el computador puede 
definirse como la evolución desde una situación centrada en 
el computador a otra centrada-en la persona. En efecto, los 
primeros lenguajes eran prácticamente una representación» 
apenas abstraida de la mecánica con la que se producían lbs 
cambios de estado en la memoria de la máquina, 
progresivamente, al ir evolucionando los computadores hacia 
un mayor rendimiento se planteó la necesidad de desarrollar 
aplicaciones mas complejas. 
Sin embargo, la excesiva distancia entre la forma de entender 
los temas objeto de programación y la forma de computarlos 
daba lugar a excesivos errores y por tanto a una perdida de 
fiabilidad que se puso de relieve en la denominada crisis del 
software planteada a finales de los sesenta. Como resultado 
de esta crisis se planteó el movimiento de programación 
estructurada cuya idea motriz era la formulación de programas 
en base a un conjunto de estructuras de control y de datos 
análogos a conceptos intuitivos de la mente humana. 
Puede afirmarse que desde primeros de los sesenta se produjo 
un sesgo en la concepción del software hasta entonces basado 
en una potenciación del concepto de la máquina y desde 
entonces orientado a la máxima adecuación con la forma de 
entender los problemas por las personas. 
En esta í'ínea cabe suscribir una parte de los proyectos 
de comprensión del lenguaje natural cuyas áreas principales 
pueden considerarse: 
- Traducción automática. El objetivo de este área es traducir 
escritos en una lengua a otras lenguas manteniendo el 
significado. 
- Comprensión de documentos de forma que leido un documento 
sea posible transformarlo en un conjunto de informaciones 
representada con un cierto formalismo para que el sistema a 
base de comprender diversos documentos sea capaz de actuar 
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como lo haria una persona» realizar resúmenes» responder a 
preguntas» etc.. 
- Generación de textos. Esta tarea consiste en transformar 
información codificada formalmente en información expresada 
en lenguaje natural (generación de informaes, de manuales de 
utilización etc.) 
- Como parte de sistemas basados en el conocimiento orientado 
a la resolución de problemas. Para comunicación con un 
usuario en bases de datos o sistemas expertos» para control 
de equipos complejos» de enseñanza etc. 
Los diferentes tipos de información necesarios en el 
proceso de comprensión del lenguaje natural pueden ser 
clasificados en: 
- Conocimiento léxico de las palabras que forman parte de los 
diálogos. 
- Conocimiento sintáctico que indica como agrupar las 
palabras en frases. 
- Conocimiento semántico que permita la composición de los 
significados de las palabras de una frase para construir su 
significado. 
- Conocimiento del marco de discurso que permita interpretar 
correctamente frases dentro del contexto conocido. 
- Conocimiento de la situación mental de los participantes de 
un discurso: que tipo de objetivo tiene» como lo pueden 
conseguir etc. 
La presente tesis se centra en la utilización de 
sistemas de comprensión del lenguaje natural en conexión con 
sistemas basados en el conocimiento de manera que se planteen 
como productos sistemas capaces de: 
- Aceptar preguntas en lenguaje natural. 
- Adquirir unidades cognitivas en lenguaje natural 
- Producir respuestas y explicaciones en lenguaje 
natural. 
En este tipo de sistemas cabria calificar su rendimiento 
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como próximo al de programación en lenguaje natural. 
El sistema desarrollado realiza en un primer nivel estos 
objetivos supuesta una representación del conocimiento basada 
en reglas. Sus características mas relevantes dentro del 
concepto integrado antedescrito son: 
- Es un sistema que abarca un conjunto de frases en 
castellano suficientemente general para tratar con distintos 
sistemas basados en el conocimiento. 
- Es incremental (diccionario dinámico» ampliación o 
modificación rápida en sus distintas funciones). 
- El algoritmo que dirige el proceso de análisis de frases es 
óptimo y permite en expresar restricciones a verificar como 
la detección de ciertos errores gramaticales. 
Este sistema se ha denominado Sirena (sistema de 
programamación en lenguaje natural). 
Se ha realizado con el formalismo de las gramáticas lógicas» 
atrayente por su claridad y facilidad de modificación o 
ampliación. Además permite la integración de las fases de 
análisis y de conprensión (inferencia o deducción). El 
significado de las frases se representa con la lógica» 
sistema bien fundamentado. 
Se ha programado» así como las aplicaciones realizadas con él 
utilizando el lenguaje de programación Prolog (Prolog II v2 
de Marsella). Este, lenguaje es el mas adecuado para el 
formalismo utilizado y presenta, entre otras ventajas la de 
ser transportable. 
El sistema Sirena dispone de un conjunto de herramientas 
que permiten la aplicación del sistema a dominios variados 
con la misma efectividad. Un cambio de dominio implica la 
definición de palabras especificas y en pocos casos la 
introducción de nuevas estructuras gramaticales (ha sido 
verificado con la idea de que: se utiliza para sistemas 
basados en el conocimiento en el que el conjunto de frases 
usuales no tiene necesidad de ser muy elaborado). 
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Ademas del tratamiento del castellano y una vez disponible el 
conocimiento relativo a un cierto problema» el sistema 
permite realizar deducciones a partir de preguntas del 
usuario con distintos motores de resolución. Al no ser el 
objeto de esta tesis, no se profundizará en ellos pero si se 
describirán brevemente. Una tarea también incluida en el 
sistema aunque se deja para trabajo furturo su modificación! 
para que sea realizada a forma análoga al análisis de una 
secuencia de palabras* es la generación de frases a partir de 
una formula o estructura semántica. 
A modo de ejemplo se ha utilizado el sistema con: 
a) Una base con conocimiento general de relaciones 
familiares. El análisis de las preguntas produce una formula 
en calculo de predicados pregunta a la base de conocimiento. 
Seguidamente se obtiene la respuesta con un módulo de 
deducción. 
b) Una base de conocimiento general sobre la humedad del 
suelo con posibilidad de inundaciones. Los tipos de 
evaluaciones son confirmación o petición de evaluación. La 
semántica de concepto» atributo» valor permite obtener una 
formula asociada a la pregunta que es directamente evaluada 
con un sistema de reglas de producción. 
cf Una base de conocimiento para evaluación de riesgos 
financieros. La formula asociada a una frase correcta en 
calculo de predicados es procesada con un módulo que la 
interpreta y evalúa en el sistema. 
El contenido de la presente tesis es el siguiente: 
En el capítulo dos se muestra un panorama de técnicas 
clasicas de tratamiento de la comprensión del lenguaje 
natural. En la mayor parte de los sistemas presentados en 
este capítulo no hay una separación exacta entre las 
diferentes fases del análisis. Es por ello por lo que en la 
clasificación realizada puede ser posible la introducción de 
algunos métodos en varias categorías. Se ha elegido la que 
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representaba la característica mas importante diferenciadora 
o innovadora en su momento. 
En el capítulo tres se describen los distintos 
paradigmas que forman las Gramáticas Lógicas. Como se verá 
las distintas realizaciones basadas en las gramáticas de 
Metamorfosis son producto de una necesidad de mejorar la 
implementación o de captar ciertas regularidades del 
lenguaje. 
En el capítulo cuatro se realiza una valoración de la 
situación actual y se proponen los objetivos y mejoras del 
sistema realizado. 
En el capítulo cinco se describe la técnica del sistema 
propuesto (Sirena), el subconjunto del lenguaje implementado 
y la semántica utilizada. Así mismo se detallan las fases de 
las tareas que es posible realizar con el sistema. 
En los distintos apéndices se presenta en primer lugar 
un ejemplo completo de sesión con el sistema y finalmente los 
programas del sistema Sirena. 
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CAPITULO II: 
TÉCNICAS CLASICAS DEL PROCESAMIENTO 
DEL LENGUAJE NATURAL 
II TÉCNICAS CLASICAS DE PROCESAMIENTO DEL LENGUAJE NATURAL 
En el procesamiento del lenguaje hay que realizar un 
estudio de sus componentes: léxico» morfológico, sintáctico» 
semántico y pragmático con técnicas en las que aparecen como 
puntos fundamentales los conceptos de gramática, análisis y 
representación del conocimiento. 
En un sistema que procese el lenguaje natural pueden 
aparecer cada uno de los componentes o bien alguno de ellos 
siendo procesados en forma aislada o simultanea. El léxico 
del lenguaje o diccionario trata la etimología, analogia o 
significado de las palabras que lo forman. La morfología es 
el estudio de las formas de las palabras. La sintaxis o 
estudio sintáctico se refiere a la coordinación y unión de 
palabras para formar frases. La semántica es el tratado del 
significado de las palabras. Finalmente la pragmática se 
refiere a los aspectos prácticos del lenguaje. 
La gramática es el conjunto de reglas que indican cuales 
son las frases del lenguaje. Análisis es el proceso de 
examinar cadenas de palabras a partir de la gramática con 
objeto de determinar la función de cada palabra en la cadena 
y crear cierto tipo de estructura representativa de la 
pertenencia de la frase al lenguaje. La representación del 
conocimiento del dominio (general o particular) sobre el que 
vertían las frases puede ser realizado con distintos 
formalismos. 
A continuación se presentan distintas técnicas de 
procesamiento del lenguaje natural con una descripción breve 
de los sistemas mas característicos en cada una de ellas. La 
categorización se ha realizado a partir de una característica 
diferenciadora pero se hace notar que algunos de los sistemas 
presentados aceptarían su inclusión en otro grupo. 
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II.1 PROCESO POR RECONOCÍMIENTO DE PATRONES 
La característica principal de los primeros sistemas es 
que se interpretan las frases como un todo en vez de 
interpretarlas a partir de sus constituyentes. El método 
consiste en identificar "patterns" o patrones de palabras en 
la cadena de palabras de entrada. Cada patrón tiene asociada 
una interpretación que sera la de las frases que se 
identifiquen con él. En sistemas de este tipo mas 
evolucionados los patrones pueden estar formados con 
constituyentes o elementos semánticos» por lo que algunas 
partes de la interpretación comienza a ser constructiva, 
aunque sigue siendo un método fundamentalmente no 
constructivo y dirigido por el total. 
Uno de los primeros sistemas fue ELIZA de Weizenbaum 
[Weizenbaum, 663. Este sistema es una demostración de como 
con un mecanismo sencillo era posible aparentar un 
comportamiento sumamente inteligente. El sistema simula a un 
psiquiatra y el usuario es considerado su paciente. 
Dada una frase de entrada se intenta unificar con alguno de 
los patrones y si esto es posible, se produce la respuesta 
con el patrón de tipo respuesta asociado (en la cual podian 
aparecer partes de la frase de entrada por disponer los 
patrones de variables). 
Eliza alcanza sus resultados con un bajo nivel de 
anélisis de la frase e ignorando gran cantidad de información 
que aparece en ella. Para realizar un sistema complejo serian 
necesarios prácticamente un patrón modelo por cada una de las 
posibles frases del lenguaje. Un ejemplo de patrones en 
Eliza: 
Modelo de pregunta Conjunto de respuestas asociadas 
A always B - Can you think of a specific example? 
- When? 
- Really, always? 
-1S-
A you B me - Why do you think I B you? 
- You like-'to think I B you» don't you? 
- Souppose that I did B you. What would 
that mean? 
A partir de este conjunto de patrones modelo de pregunta del 
paciente y sus respuestas asociadas se puede mantener la 
siguiente conversación: 
P: People always stare at me. 
E: Can you think of a specific example? 
P: For instance you keep staring at me. 
E: Why do you think I keep staring at you? 
P: Because you hate me. 
E: You like to think I hate you, don't you? 
El programa SIR (Semantic Information Retrieval) 
diseñado por Shapiro, es de pregunta respuesta sobre una base 
de datos. Dispone de un conjunto de patrones con una acción 
asociada. Si la frase de entrada es asociada a uno de ellos 
entonces se ejecuta la acción asociada. Por ejemplo: 
<<X IS A Y •) (XY) (UNIQUE 6ENERIC) <SETRS CAR CADR)) 
( DITTO <X Y) (UNIQUE UNIQUE > (EQUIV CAR CADR)) 
Así la frase "Charlie is a man" se corresponde con el primer 
patrón haciendo que la variable X valga "Charlie" e Y 
"hombre". La función SETRS hace que "Charlie" pase a ser un 
objeto-•/ del conjunto "hombre". La sentencia "Charlie is 
Charles" establece una equivalencia entre ambos nombres con 
la segunda regala.-
El sistema STUDENT CBobrow» 19643 es de pregunta 
respuesta y resuelve problemas de algebra a nivel elemental. 
Opera reduciendo expresiones complejas a otras mas simples y 
transformando renunciados de problemas a un lenguaje de 
expresiones algebraicas con un conjunto de palabras clave y 
de reglas de transformación..Es 1 imitado en el sentido de que 
cada información tiene una única representación. 
• Para refinar el tipo de análisis basándose en las mismas 
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técnicas, se definieron los patrones jerárquicos.íEn el los 
sólo se unificaba :una parte -"de la frase de entrada 
transformándola en un tipo de resultado canónico. Patrones de 
jerarquía superior se podian unificar con estas nuevas 
cadenas hasta llegar a la transformación, de la frase de 
entrada en frase de respuesta. 
El sistema mas conocido de patrones jerárquicos es PARRY 
de Colby CColby, 773. Modela a pacientes paranoicos. 
Actúa interpretando las frases de entrada como un todo e 
intentando unificarlas con casi 2000 patrones generales. 
La frase de entrada es transformada a un conjunto de datos 
del modelo del estado mental de un paranoico) mas la 
representación de contenidos factuales de la entrada. Las 
respuestas se generan a partir del modelo completo y el 
contenido factual. El análisis de una frase de entrada sigue 
unos ocho pasos de "regularización". Por ejemplo: "A lend B a 
hand" > "A help B" transforma la frase "I want to lend you 
a hand" en "I help you". 
La tercera variante consistía en realizar la unificación 
con patrones de elementos semánticos en vez de palabras. Este 
método era aún mas potente como se demostró con el sistema de 
traducción de ingles a francés de Wilks CWilks, 753. Este 
sistema se realiza con la teoría de Preferencia Semántica. 
Este método ademas de potente permite eliminar cierto tipo de 
ambigüedades y recuperar errores gramaticales. Consiste en 
analizar primero la frase en ingles para obtener su 
representación interna, a partir de la que se genera, la frase 
en francés. Los significados de las palabras se representan 
mediante fórmulas construidas con las mismas primitivas 
semánticas de los patrones. Por ejemplo el verbo 
"interrógate" tiene por significado ((man subj) (man obje) 
(tell forcé)) que significa que una persona fuerza a otra a 
decir algo. 
En resumen, el análisis mediante "reconocimiento de 
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patrones" compara- la '-'frase o partes de la • frase de entrada 
con patrones que tienen asociada''una interpretación standard 
que pasa a ser la interpretación especificada de la frase» 
pero incluso para dominios muy restringidos el número de 
patrones modelo requerido es muy grande. Los sistemas que 
utilizan este tipo de análisis trabajan en un dominio 
limitado y en general tratan frases aisladas sin tener en 
cuenta el contexto. El sistema introduce muy poca teoría 
sobre el dominio de aplicación y suelen ser utilizados como 
interface con una base de datos. 
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11.1.1,TEORÍA- DE LA PREFERENCIA,SEMÁNTICA 
Wilks definió este método semántico de análisis que 
permite representar textos CWilks 75,8^] y realizar tereas de 
traducción de párrafos en inglés o francés. 
Un texto en inglés se convierte primero a una representación 
semántica intermedia y posteriormente el texto es traducido. 
La representación semántica esta enfocada a la traducción y 
no a tareas como respuesta a preguntas u otras. 
El mecanismo central consiste en identificar la frase a 
analizar con alguno de los patrones semánticos denominados 
"bare templates" utilizando una estrategia de "preferencia" 
entre las posibles soluciones. La preferencia^ se realiza 
conociendo las diferentes interpretaciones para diferentes 
dominios, tareas u otros conceptos. 
La representación semántica se basa en un conjunto de 
primitivas semánticas de diferentes tipos (llamadas 
elementos) como son acciones, entidades, estados y cualidades 
acerca de lo que las personas comunican. Wilks ha 
identificado sesenta elementos que se agrupan en cinco 
clases. Por ejemplo a la clase entidad pertenecen los 
elementos MAN y STUFF y a la clase acción CAUSE Y FLOW. Estos 
elementos se utilizan para construir fórmulas (patrones) que 
representen el significado de una palabra. Por ejemplo el 
verbo "beber" será representado por: 
((*AN1 SUBJ) 
(((FLOW STUFF) OBJE) 
<(*ANI IN) (((THIS (*ANI (THRU PART))> TO) 
(BE CAUSE))) 
que debe entenderse como: beber es una acción (BE CAUSE), 
realizada por sujetos animados (*ANI SUBJ), sobre líquidos 
((FLOW STUFF) OBJE), que produce que el líquido penetre en el 
objeto animado (*ANI IN), a través de una abertura en el 
mismo ((THIS (*ANI (THRU PART))> T0>. 
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Utro ejemplo es la fórmula semántica de representación 
del verbo "pegar" que significa:'"La persona sujeto causa el 
movimiento de una cosa con la idea de herir a un objeto 
animado. 4 
((person subject) (animate object) 
<(to hit target) ((thing to move) causation))) 
Con esta representación Wilks no pretende representar el 
significado de la palabra sino el sentido de la palabra 
dentro de una frase. Una palabra puede tener varios sentidos 
en una frase eligiéndose aquel que hace mas coherente el 
sentido total de la frase. Por ejemplo la palabra vaso tiene 
el significado de cantidad de líquido y de objeto. En la 
frase "Manuel bebe un vaso de agua" se "preferirá" el primer 
significado por ser el verbo una acción de un objeto animado 
sobre un líquido. En el diccionario del sistema aparece para 
cada palabra cada uno de los esquemas de fórmulas asociadas 
que representan los distintos significados. Por ejemplo la 
palabra consejo (advise en inglés y conseiller en francés) 
será: 
(ADVISE (CONSEILLER A (X FOLK MAN)) 
(CONSEILLER (X ACT STATE STUFF>) 
indicando que puede darse un consejo a un amigo (X FOLK MAN) 
o se aconseje algo (X ACT STATE STUFF). 
Cada "bare témplate" es de la forma (actor» acción, 
objeto) ocupando cada una de las plazas un elemento» por 
ejemplo (MAN ..CAUSE MAN). Este conjunto fué determinado 
empíricamente y es fácilmente modificable. 
En el sistema dada una entrada se sustituye por cada una 
de las fórmulas asociadas a las palabras que la forman 
(construyendo todas las posibilidades). Dé esta forma puede 
haber varias secuencias de fórmulas para una única entrada. 
En este caso se reduce la secuencia de fórmulas a la 
secuencia de los elementos de cabeza de cada fórmula (una 
fórmula es una lista). A continuación la reducción se 
empareja con algún "bare témplate" (este emparejamiento se 
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realiza cuando haya tres elementos correlativos o no en la 
fórmula reducida que coincidan en orden y valor con los 
incluidos en la tripleta). For ejemplo la fórmula reducida 
<KIND MAN HÜW CAUSE KIND MAN) se empareja con el "bare 
témplate" (MAN CAUSE MAN). 
Si el texto satisface varios entonces se aplica un algoritmo 
de expansión que selecciona aquella que satisface mas 
preferencias. 
Finalmente el sistema aplica unas rutinas de generación de la 
traducción en base a la fórmula obtenida a partir del 
diccionario. 
En los trabajos mas recientes de Wilks ha desarrollado 
un modelo en el que aparecen los "scripts" y los "frames" 
pero con un objetivo mas de representación del conocimiento 
que de análisis del lenguaje natural (no hay ningún sistema 
que lo utilice de momento). 
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II.2 PROCESO DIRIGIDO POR LA SINTAXIS 
La sintaxis estudia las formas en que se pueden agrupar 
palabras para formar diferentes unidades de mas alto nivel 
(agrupar para conseguir estructuras de frases). El análisis 
sintáctico produce como estructura sintáctica» en general, un 
árbol llamado de derivación. El análisis se produce por 
aplicación de la gramática que define las frases que 
pertenecen al lenguaje que describe. Este método es 
constructivo» es decir la interpretación de una frase se 
construye a partir de las interpretaciones de sus 
constituyentes. El proceso del lenguaje comienza realizando 
el análisis sintáctico de la frase de entrada y a 
continuación el semántico o interpretación. Esta separación 
es bastante ineficiente y por ello hay analizadores dirigidos 
por la sintaxis en los que se efectúa en forma paralela el 
análisis sintáctico y su interpretación. 
Las gramáticas mas utilizadas en aspectos 
computacionales han sido las de contexto libre por ser 
fáciles de definir y disponer de diversos algoritmos 
eficientes de análisis. Sin embargo no son adecuadas para 
representar ciertos aspectos de los lenguajes (concordancia 
entre palabras..) y no permiten expresar características 
similares•con reglas similares (frases en activa y pasiva 
exigen dos conjuntos de reglas distintos). Ademas no dispone 
de ningún mecanismo para detectar y eliminar ambigüedades 
sintácticas o semánticas. 
Estos problemas intentaron ser resueltos por los 
lingüistas. Entre ellos N. Chomsky CChomsky 57» 653 con las 
Bramaticas Transformacionales. 
La idea básica es la de utilizar elementos diferentes de las 
palabras, que -forman la frase a analizar» para la 
representación de la - estructura de la 'frase. Estos elementos 
sonólas partes abstractas de la frase y forman la denominada 
"estructura profunda" (que posee la información que 
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transmite la frase) mientras que la secuencia de palabras que 
forman la frase se denomina "estructura superficial" (la que 
posee la frase que el sujeto emite). La relación entre ambas 
se determina mediante un conjunto de reglas llamadas reglas 
transfomacionales (que eran añadidas a las de la gramática). 
La gramática generaba un árbol sintáctico que era utilizado 
por una segunda fase de análisis con el conjunto de 
transformaciones sobre el árbol que ya obligaban a cumplirse 
las restricciones determidas en la primera fase. 
Son una extensión de las de contexto libre ya que la 
estructura superficial es analizada con este tipo de 
gramática y la estructura profunda con el conjunto de reglas 
especiales» las reglas transformacionales. Este tipo de 
representación permite expresar de forma estandarizada la 
información significativa de la frase y dota de estructuras 
profundas similares a frases diferentes superficialmente. Sin 
embargo no permiten identificar frases con igual significado 
pero con diferente estructura superficial. 
Según N. Chomsky las gramáticas capaces de representar 
el conjunto de frases que pertenecen a un lenguaje natural 
han de generar tanto como analizar las frases del lenguaje 
asignando a cada una de ellas una descripción estructural. En 
el proceso de análisis o de generación se entiende bien 
diferenciada la parte semántica de la sintáctica. 
Este método a pesar de expresar ya muchas carateristicas 
del lenguaje era computacionalmente mucho peor por lo que, 
aunque hubo intentos de realizar analizadores para estas 
gramáticas* no tuvieron gran éxito dentro del procesamiento 
del lenguaje natural. 
Utro tipo de análisis dentro de esta categoria es el 
desarrollado por D. Kaplan (1973), GSP (General Syntactic 
Hrocessor). Es un sistema para generación y análisis de 
frases que puede emular al formalismo de análisis de una ATN. 
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Usa una sola estructura de datos "chart" para la gramática y 
la frase de entrada o generada, fcs una estructura similar a 
la de árbol pero en el que los arcos se han reordenado para 
producir un árbol binario (como el método de Knuth, 1975) y 
los arcos se han transformado en nodos y los nodos en arcos, 
bn estos arboles se distinguen dos tipos de relaciones entre 
nodos, (padre-hijo y de un nodo con el hermano a la derecha) 
que se expresan en forma explicita. La gramática se describe 
con una serie de nodos con transiciones entre ellos. 
Woods LWoods, 703 desarrollo las Redes de Transición 
aumentadas o ATN un método de expresar gramáticas 
computacionalmente aceptable y que seguia permitiendo tratar 
ciertas características del lenguaje como lo hacia la 
gramática transformacional e incluso a veces en forma mas 
concisa. Consiste en una red recursiva (formalmente 
equivalente en potencia expresiva a las gramáticas de 
contexto libre) aumentada con un conjunto de tests para 
realizar a la entrada de los arcos y un conjunto de registros 
para almacenar información. 
La primera realización operativa es LUNAR CWoods, 1972D, 
sistema de pregunta-respuesta sobre la composición de 
minerales extraidos en la luna, fcl análisis es efectuado con 
una ATN y la representación interna se realiza con un 
lenguaje de acceso a la base de datos. bl analizador no 
incluye informaciones semánticas produciéndose por ello 
errores que a veces son recuperadaos en la fase de 
traducción al lenguaje de interpretación, bs muy potente y 
capaz de asignar un mismo resultado a diferentes frases con 
el mismo significado. 
Ütro sistema destacable es SHRDLU LWinograd, 1972] que 
representa un mundo de bloques de diferentes tamaños, colores 
y formas. Simula un robot que desplaza objetos. Es uno de los 
primeros que tratan simultáneamente el análisis sintáctico y 
semántico, referencias a una conversación previa, 
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representación de la información y resolución de problemas. 
Comienza a analizar hasta que- encuentra una unidad con 
significado» en este momento se llama a rutinas semánticas, 
tíi no encuentra problemas a nivel semántico continua con el 
análisis sintáctico y si las encuentra entonces hace que este 
comience de nuevo. 
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Il.e.l REDES DE TRANSICIÓN AUMENTADAS 
Las A l"N fueron creadas por Woods y han sido ampliamente 
utilizadas (el primer sistema fue el Lunar, LWoods 7S3. Es un 
formalismo mas potente que las redes de transición (son una 
extensión). Suelen estar implementadas en L1SP aunque pueda 
ser utilizado cualquier otro lenguaje de programación. Esta 
elección es importante ya que en la definición tanto 
sintáctica como semántica de una AVN aparecen características 
propias a las redes de transición y al lenguaje de 
programación. 
Lina red recursiva de transición es una colección de 
diagramas de transición, es decir de gratos orientados con 
estados (circuios dentro de los que hay una etiqueta de 
estado) y arcos etiquetados, un estado inicial (representados 
con doble circulo) y un conjunto de estados finales (se 
reconocen por la existencia de un arco de salida que no acaba 
en otro estado). Los diferentes diagramas representan los 
diferentes niveles de descripción de la gramática es decir a 
los distintos tipos de estructuras sintácticas. La etiqueta 
de los arcos indica el tipo de frase o de una parte de la 
frase de entrada o bien un simbolo del vocabulario no 
terminal que permita la transición por ese arco hacia el 
siguiente estado. Una frase de entrada es aceptada si 
comenzando por el estado inicial y tomando una secuencia de 
arcos se llega, a un estado final. 
Una red recursiva de transición difiere de los autómatas 
finitos o redes de transición en que permite recursión al 
poder aparecer en los etiquetas símbolos no terminales en vez 
de sólo símbolos terminales. De esta forma el paso por un 
arco puede ser una llamada a una palabra de entrada, llamada 
o búsqueda de un constituyente utilizando la red, comenzando 
por un estado determinado que cuando termina devuelbe el 
control al nivel anterior, o intento de hacer un pop en la 
pila. En la pila se va guardando la historia del análisis en 
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el sentido de que cada vez que se atraviesa un arco con un 
nombre de estado en su etique'ta, el estado actual al final 
del arco será guardado en la pila y el control saltará al 
estado de la etiqueta. Cuando se llega a un estado final se 
quita el estado de la cima de la pila y se le pasa el 
control. 
Una gramática reconocida por una red recursiva de 
transición es débilmente equivalente a las gramáticas de 
contexto libre (reconocidas por autómatas) ya que aunque 
reconoce el mismo lenguaje no dotan a las frases de la misma 
estructura (la de las gramáticas de contexto libre es mas 
compleja) y ademas no son capaces de generar arboles donde un 
nodo tiene infinitos hijos. 
Un ejemplo de una red recursiva es: 
ir > el > e2 
gr-com 
np *** j—^, 
gn > e'á > e^ 
I í" I f 
art nc 
gr-com 
ver
 * n, 
gv > e5 > e6 
L—tl f 
gn adj 
prep gn 
gr-com > eV > eH 
tíe extienden las redes recursivas para obtener las ATN's 
dotando a cada etiqueta de arco de una secuencia de 
condiciones y de un conjunto de acciones. Además cada red 
tiene un conjunto de registros asociados que sirven para 
almacenar información. 
Una AlN construye una estructura» descripción de la 
frase al ir pasando de un estado a otro de la red de forma 
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que los elementos de la descripción parcial se van guardando 
en registros. Las condiciones que etiquetan a los arcos han 
de ser satisfechas para poder atrvesarlo y las acciones deben 
ser ejecutadas. Las condiciones tienen asociadas una función 
que calcula el valor a ser devuelto por la computación. Las 
acciones de construcción de estructuras utilizan los 
registros para ello. Estas acciones pueden ser de cambio en 
los contenidos de los registros en términos de su anterior 
contenido > del contenido de otros registros» del símbolo 
actual de entrada y/o del resultado de un nivel mas bajo 
decomputación. Ademas de guardar estructuras, los registros 
pueden almacenar otro tipo de información que pueda ser 
consultada por las condiciones de los arcos. Los estados 
finales tienen asociadas condiciones que deben ser 
satisfechas para producir una acción "pop". Con estos 
elementos las estructuras intermedias y la total se van 
construyendo con la información contenida en los registros 
y/o utilizando la palabra o conjunto de palabras de entrada 
ectuales y/o las las características de las palabras 
anteriores (estas características están reflejadas en el 
dice ionario). 
Las gramáticas AfN y sus analizadores son independientes 
en cierta forma y por ello pueden adoptarse diferentes 
algoritmos de análisis. La mayoria utilizan una estrategia de 
análisis de izquierda a derecha» descendentes y con marcha 
atrás» de tipo interprete o compilador. 
Se describe a continuación un lenguaje para representar 
una AFN. Ha sido definido a partir del definido por Woods-70 
y de las convenciones dadas por Bates- para la 
representación de una ATN. 
<ATN> ::= < <conj-arcos> <conj-arcos>* ) 
<conj-arcos> ::= ( <estado> <arco>#) 
<arco> ::= 
(CAÍ <cat> <test> <accion>* (<IU sig-est>>) / 
-25-
(FUtíH <estado> <test> <accion>* (< l'U sig-est>) >/• / -
(WHD <palabra-ent> <test> <accion>* (<T0 sig-est>)) / 
(MEM <lis-pal-ent> <test> <accion>* (<T0 sig-est>)) / 
(V1R <tipo-consti> <test> <pre-accion># <accion>* 
(<TÜ sig-est>)) / 
(JUMP <sig-est> <test> <accion>*> 
(HÜH <forma> <test>) 
<accion> ::= (SETR <reg> <forma>) / 
(SLTRü <reg> <valor>) / 
(ADÜL <reg> <forma>) 
(AÜDR <reg> <forma>) 
(SENDR <reg> <forma>) / 
(BLNDRQ <reg>"<valor>> / 
(LIFTR <reg> <forma>) / 
(H-ULD <tipo-consti> <forma>') / 
(VER-IFY <forma>) 
<forma> ::= (ÜLTR <reg>) / 
(üEJF <caracteri5tica>) / 
(HU1LDQ <fragmento> <reg>*) / 
(QUU1E <estru-arb>) / 
LEX / 
x / 
(ABURT) 
(CUND (<predl> <ell> <elS> <eln>) 
(<predi> <eil> <eij>>> 
<fragmento> : : = + / # / * / « > 
<pred> ::= (NULLR <reg>) / 
(NIL) / 
< I ) / 
(CHbKF <caracteristica> <valor>) / 
(CATCHEKF <pal-ent> <categ>) / 
(ENDOPSENTENCE) / 
(x-AGREE <forma> <forma>) / 
(x-ÜTART) 
<estado> ::= <partl> "/" <part£> 
<partl> :: = <tipo-consti> 
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<partü> ::= <tipo-consti-sig> / 
<caracter isticas-consti-ant> 
Un arco CAÍ se toma si la palabra actual pertenece a la 
categoría léxica <categ>. Los arcos CAT, WRD y MEM consumen 
palabras de la frase de entrada. El arco VIH mira si un 
elemento constituyente de un cierto tipo ha sido introducido 
por una acción HULÜ realizada en algún arco anterior. 
Cada vez que se realiza una acción del tipo PUSH , 
pueden ser iniciadas llamadas recursivas y su lista de 
registros (registros que contienen ciertas informaciones) se 
guarda en la pila mientras el analizador opera en el nuevo 
nivel de análisis que comienza con una lista de registros 
vacia. Cuando se realiza una acción de tipo POP la <forma> 
del arco tipo PUP indica la estructura que debe ser devuelta 
como resultado del análisis del constituyente de una parte de 
la -frase de entrada. Causa la vuelta del control al arco PUSH 
que produjo la llamada a este PUP, recuperando la lista de 
registros del PUSH inmediatamente anterior. 
Las acciones básicas de un ATN son SETRj SENDR y LIFTR» 
pero han sido ampliadas para simplificar la definición de las 
acciones. Cuando después de <reg> aparece una <forma> esta ha 
de ser evaluada y ese es el valor que pasa a tomar el 
registro. En LIFTR en <reg> se pone el valor de <forma> del 
nivel anterior al. actual. 
Un ejemplo: 
Registros= <.PR-T, AD3, BN, NP, VER, NC, ART > 
PUSH PUSH 
UN VER GN/ POP 
FR/ > PR/D > FR/DI1 > FR/DI2 > 
I I 
I > FR/1 1 
VER PUSH GN/ 
ART NC POP 
GN/ > GN/2 —> GN/3 =^ > 
I l A D J í 
| NP PÜP l— 1 
I > GN/1 > 
Análisis de: 
"Juan es un niño" y de "¿fcs Juan un niño?" 
FR-1 FR-D 
VER GN GN GN VER GN 
I I i — ^ - i I I r - ^ 
Es NP ART NC NP es ART NC 
I I i I I ,1 
Juan un niño Juan un niño 
La red ATN será en el lenguaje anterior de descripción: 
(FR/ (PUSH GN I 
(SETR GN *) (SETR FR-T DEC) 
<TU FR/Ü)) 
(CAT VER T 
(SETR VER *) (SETR FR-T INT) 
<T0 FR/I))) 
(FR/D (CAT VER T 
(SETR VER * 
<TO FR/DI1))) 
(FR/I (PUSH GN T 
(SETR GN' *) 
(TO FR/DI1))) 
(FR/DI (PUSH GN T 
(SETR GN *) 
(TO FR/DI2))> 
(FR/DI2 (POP BUILDQ ( FR (+,+,<GV + +)) FR-T GN VER GN')) 
(GN (CAT ART T 
(SETR ART *) 
(TU GN/2)) 
(CAT NP T 
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(SETR 6N *) 
(TO GN/1))) 
<ÜN/1 ( POP 
<üN/2 (CAT NC T 
<SETR NC *) 
(TO ÜN/3))) 
fcn LWoods 70'J se encuentra el siguiente estudio de las 
ventajas que ofrece el uso de las ATN para el lenguaje 
natural. 
Claridad. Las gramáticas de contexto libre permiten que los 
constituyentes de forman una categoria determinada puedan ser 
descritos directamente con las reglas. A pesar de que la 
gramática transformacional de Chomsky era muy potente para la 
descripción de las frases de un lenguaje, no tenia la 
característica anterior ya que no es posible dada una regla 
saber fácilmente en que tipos de construcciones va a poder 
ser utilizada. La ATN tiene el poder de la gramática 
transformacional y la claridad de las gramáticas de contexto 
libre. 
Poder generativo. Las redes de transición aumentadas tienen 
mayor poder generativo que las gramáticas de contexto libre 
ya que estas para poder generar estructuras con un número 
ilimitado de constituyentes necesitarían un numero infinito 
de reglas. Las AIN pueden ser vistas como un formalismo que 
representa gramáticas de contexto libre con infinitas reglas 
de forma finita. • 
Utra característica de las AIN es que no sacrifica su 
eficiencia para obtener potencia ya que consigue el poder de 
la gramática transformacional - en poco mas tiempo que el 
necesario para un reconocimiento en contexto libre. Ademas es 
capaz d e - realizar lo -equivalente a un análisis 
transformacional sin necesidad de separar la estructura 
superficial de la profunda. 
Las gramáticas transformacionales son fundamentalmente 
generativas mientras que las AIN consideradas como hasta 
ahora son analizadoras pero si se considera que las 
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condiciones de los arcos son restricciones para la generación 
de las siguientes partes de -'-la frase, adquieren el mismo 
poder generativo. 
Eficiencia de la representación. Las ATN permiten la fusión 
de las partes comunes de reglas de contexto libre eliminando 
así procesos redundantes en el análisis o generación de 
frases y aprovechando información ya detectada por los tests 
en procesos posteriores. Esta información se almacena en los 
registros y produce un aumento de tiempo en procesos de 
análisis al tener que ser estudiadas las condiciones. 
Captura de regularidades Siempre que en una gramática haya 
varias redes esencialmente copias de otro difiriendo sólo en 
alguna característica indica que se está perdiendo 
regularidad. En las ATN estas características pueden ser 
guardadas en los registros y utilizar solo una copia de la 
red. 
Eficiencia de operación. Ademas de la fusión de partes 
comunes las AIN proporcionan mas eficiencia por permitir 
posponer decisiones (tomándolas sólo cuando hay elementos que 
la corroboran y no hasta entonces), permite reducir el no 
determinismo de la red así como la recursión salvo la 
inducida por elementos embebidos en si mismos. Ademas permite 
tomar decisiones sobre estrucutras de sentencias y 
posteriormente cambiarlas sin hacer una vuelta atrás. 
Flexibilidad para experimentación. El conjunto de 
operaciones básicas que pueden ser usadas sobre los arcos 
permiten el desarrollo de operaciones para el análisi del 
lenguaje natural a través de la experiencia debida a la 
definición de la gramática. Permite además el uso y 
definición de diferentes representaciones de estructuras así 
como dejan introducir ciertos aspectos semánticos en las 
condiciones de los arcos e incluso construir representaciones 
semánticas. 
Se han realizado muchas AIN para diferentes lenguajes, 
pero sigue presentando este formalismo las siguientes 
desventajas: 
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Complejidad y no modularidad: Aumentan según aumenta la red. 
Es dificil aumentar o modificar -elementos de la red sin tener 
que realizar gran cantidad de trabajo y produciendo a veces 
efectos no desados. 
Fragilidad: La posición momentánea en el análisis en un 
elemento es demasiado determinante y por ejemplo si una 
palabra no es correcta gramaticalmente es muy dificil saber a 
que nodo podria ser adecuado saltar para continuar el 
análisis. 
íneficiencia en la búsqueda con backtracking. En general el 
paso por una red AIN es no determinista y es necesario el uso 
de técnicas de búsqueda. La forma natural de búsqueda es el 
backtracking, pero al no recordar los nodos fallo puede 
llegarse varias veces a un mismo tipo de nodo fallo. 
íneficiencia con respecto a los análisis con significado. 
Esto es debido a que se realiza un completo análisis 
sintáctico antes de comenzar la interpretación semántica, y 
por lo tanto pueden ser realizados muchos análisis 
sintácticos sin sentido antes de llegar al adecuado sobre 
todo si la gramática es ya compleja. Hay intentos actualmente 
de realizar sistemas de análisis que predigan en alguna forma 
que constituyentes no tendrian significado en futuros 
momentos. 
Existe la posibilidad de construir ATN que acepten 
frases desde el punto de vista semántico. En general este 
tipo de redéis necesitan más información que las sintácticas 
(mayor numero de redes de transición) y solo sirven para 
dominios concretos pero son muy eficaces. 
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II.3 PROCESO DIRIGIDO POR LA SEMÁNTICA. c ~-• " "C-i r c :. 
El análisis dirigido por la semántica exige la 
utilización de gramáticas semánticas, de forma que los 
constituyentes de las frases son constituyentes semánticos. 
Su fin era eliminar la produción de análisis sintácticos que 
obligaban a una posterior fase semántica ya que consideraban 
que aportaban poca información a la comprensión del lenguaje, 
sentido. Como las cracteristicas semánticas de los 
constituyentes estaban disponibles en el momento del 
análisis, este y la interpretación eran realizadas en el 
mismo momento. Esta técnica sin embargo solo funciona bien en 
dominios muy restringidos y donde sea posible clasificar 
objetos y relaciones concisamente. 
Fue utilizado por primera vez por Burton para SOPHIE 
CBrow, Burton, 75J, sistema para la enseñanza de la 
electrónica. Contiene el conocimiento de forma declarativa 
(sobre circuitos eléctricos particulares) utilizando una red 
semántica y dispone de mecanismos que razonan sobre ese 
conocimiento. 
La red semántica (ATN) define una correspondencia entre 
categorías sintácticas y conceptos del sistema (categorías 
semánticas) realizando los dos análisis simultáneamente. 
En Sophie se categorizan todos los objetos y las acciones que 
necesita para analizar y conducir la comprensión a su 
dominio. 
Utra aplicación fue el sistema LADDER LSacerdoti, 77J 
sobre información de la Marina de los Estados Unidos y 
utilizando L1FER sistema definido por Hendrix CHendrix, 77D 
para desarrollar gramáticas semánticas que permite construir 
directamente el significado de la frase evitando los 
problemas que aparecian con las ATN. 
Lifer ademas permite producir las interpretaciones de las 
reglas que se usaron en el reconocimiento de la entrada 
obteniendo por ejemplo (como en Ladder) las interpretaciones 
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en términos de comandos de consulta a la base de datos. 
Con esta técnica es posible recuperar ciertas 
ambigüedades asi como resolver correctamente ciertos tipos de 
elipsis. "lambien permite introducir en ciertos momentos 
técnicas de pattern matching al ser posible definir 
categorías no exantamente sintácticas ni semánticas. 
Entre las desventajas de este tipo de sistemas de 
análisis se encuentra la necesidad de realizar una nueva 
gramática para cada dominio por muy similar que sea a uno 
anterior, ademas tiende a ser grande rápidamente lo que 
provoca dificultades. Sin embargo esta demostrado que para 
dominios muy restrictivos es una técnica a tener en cuenta. 
Como posibles soluciones a estos problemas se intentó en 
primer lugar realizar un análisis sintáctico pero en cuanto 
se determinara un constituyente se interpretaba. Es mas 
eficiente que los sistemas dirigidos por la sintaxis pero no 
como los dirigidos por la semántica y ademas no permiten 
introducir pattern matching. Un ejemplo es el sistema RUS en 
el que se aprecia la perdida de eficiencia con respecto a 
gramáticas puramente semánticas. 
Utro intento consistió en construir un interface 
especifico para el dominio de la base de datos en cuestión. 
De . esta forma conseguian buena eficiencia pero poca 
expresividad. Un ejemplo es el sistema TEAH de acceso a una 
base de datos relacional <se basa en una especie de relleno 
de plantillas con el vocabulario y carácteristicas 
morfológicas). 
Ca tercera posibilidad fue combinar diversas técnicas de 
análisis de forma que construcciones o constituyentes no 
necesarios fueran eliminados de la formulación de la 
gramática semántica. Permiten el uso del pattern matching. 
El sistema DYPAR es un ejemplo de este tipo aunque ha habido 
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otras aplicaciones para acceso a bases de datos, para 
construcción de comandos de'" comunicación con sistemas 
expertos o interfaces para sistemas expertos. 
Q-Seneca LVerdejo 80J es un sistema de pregunta 
respuesta en castellano definido con una ATN semántica. El 
analizador acepta una pregunta cuando es capaz de 
representarla en una red Séneca, bs un tipo de ATN en la que 
la estructura de la frase no se representa con un árbol de 
derivación. Una red Séneca se define con un conjunto de 
nodos» cada uno de un tipo (objeto» atributo? relación» clase 
o acciones abstractas o concretas)» y con un conjunto de 
arcos etiquetados por relaciones <esun» elem»...). El modelo 
semántico del analizador es la red conceptual,que modela el 
conocimiento del problema. 
bl subconjunto del castellano que reconoce el analizador esta 
formado por preguntas sobre objetos» propiedades o relaciones 
entre objetos, bs independiente del dominio. 
La Gramática de Grafos Conceptuales ha sido desarrollada 
por Sowa CSowa 84J. Los grafos conceptuales son un tipo de 
representación del conocimiento formado por simbolos 
(concepto)» iconos (imagen genral) y percepciones (icono 
instanciado). Un grafo conceptual representa la estructura de 
conceptos y relaciones que expresan una proposición simple. 
Permiten realizar análisis y generación de lenguaje y es un 
formalismo útil para tratar ambigüedades o el ámbito de 
cuantificadores. 
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II.4 TÉCNICA DE CASE-FRAME INSTANCIACION 
El primero que utilizó las técnicas de instanciación con 
trames o casos para lingüistica computacional fue Fillmore 
CFillmore, 6BJ con las gramáticas de casos y a continuación 
Simmons» Schank y Riesbeck. Se considera una de las técnicas 
mas utilizadas actualmente ya que plantea bastantes ventajas 
al permitir combinar la búsqueda bottom-up de constituyentes 
y de top-down instanciación de otros constituyentes. 
Un case—frame consiste en un concepto principal y un 
conjunto de conceptos secundarios relacionados con el 
principal como lo determina un conjunto de reglas. Esta 
relación no es sintáctica sino semántica a pesar de la 
necesidad de ambas características para transformar una frase 
en una estructura, semántica case-frame <al principio se 
asociaba un case-frame con cada verbo del diccionario). En 
cada case frame hay tres tipos de conceptos asociados* los 
obligatorios (como por ejemplo el caso objeto en el frame 
asociado al verbo romper)» los opcionales que aportan 
información y los prohibidos. Ademas asociado a cada 
case-frame existen indicadores posicionales o lexicales» 
indicando por ejemplo que tal¿concepto asociado al concepto 
principal ha de ser precedido por un conjunto determinado de 
palabras o bien: ha de ser el que ocupa un cierto 
constituyente sintáctico. Ejemplo: 
(comprar (case-frame 
agente: Manolo ••-••. 
.: objeto: regalos 
instrumento: 
receptor: r -•: . 
: • dirección: 
localidad: taragoza 
beneficiario: Alicia 
: co-agente: ) 
(modales 
tiempo: futuro 
voz: activa)). ••-»<-•- •• - -, ¡ • •, i - i 
Hrame de: Manolo compraré regalos para Alicia en taragoza 
lista técnica difiere bastante de las otras ya que los 
casos de un F-rame y los arboles de derivación no solo tienen 
representaciones completamente, diferentes sino que ademas 
utilizan distinto tipo de conocimiento para su construcción. 
Las Gramáticas de Casos fueron introducidas por Filimare 
tt-'illmore 68 J . La estructura profunda en estas qramáticas 
relaciona los elementos de una frase según su actuación en 
relación con el verbo de la frase» disponiéndose de un 
diccionario de "casos" donde se especifican los elementos 
requeridos por la aparición del verbo. Sin embargo Fillmore 
no pretendia que los casos fueran solo asociados a los verbos 
y ha existido una qran discusión sobre "que" debian ser 
Ltíruce Vb3. 
La estructura profunda no es un árbol sino un conjunto de 
argumentos para cada una de las acciones representadas <por 
ejemplo, la acción "dar" tiene por estructura profunda 
da(actor-da,actor-recibe,objeto)). 
La Dependencia Conceptual es la teoria desarrollada por 
tíchank para expresar el conocimiento contenido en una frase 
mediante la estructura de script CSchank 7£J que permite 
describir situaciones (secuencias de acciones o hechos) 
estándar y puede ser visto como un patrón de descripción. 
I oda conceptualización se expresa con una notación especial, 
la de dependencia conceptual, que reduce la representación en 
case-frames a la representación de acciones comunes como la 
composición de acciones primitivas mas estados intermedios y 
relaciones causales. De esta forma a partir de ciertas 
primitivas puede construir toda una red de relaciones entre 
ellas para expresar el significado de muchos tipos de 
estructuras. £s un intento de normalizar la representación 
semántica de las frases. 
No es propiamente un sistema de análisis del lenguaje sino 
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mas bien de un método de compresión del lenguaje. 
SAM, PAM LSchank, Abelson, 1977D son dos sistemas 
basados en esta técnica. BAM (script applier mechanism) es un 
sistema diseñado para guardar la información especifica de 
una familia en situaciones habituales como puede ser el acto 
de comer en un restaurante. Los scripts describen en forma 
estereotipada hechos y permiten obtener información elidida 
de la frase. PAM <plan applier mechanism) mantiene la idea de 
que la gente usa una serie de planes mentales para razonar. 
Construye scripts a partir de los actores y de los planes 
seguidos para realizar un objetivo. 
ELI CRiesbeck, 1975J es un sistema en el que es la parte 
semántica la que dirige el proceso de análisis, con lo que la 
sintaxis aparece a nivel secundario. Cada palabra tiene unas 
precondiciones y una parte de acción asociadas, de forma que 
cuando se considera una nueva palabra en la fase de análisis 
se estudian sus precondiciones, si son satisfechas de borran 
de la "agenda" (lista de condiciones introducidas por la 
parte de palabras reconocidas hasta ese momento) y se añade a 
la parte de acción , es decir la estructura o condiciones a 
pedir a la siguiente palabra. •. 
Otro sistema que utiliza esta técnica es GUS CBobrow et 
all, 1977J. Su dominio de aplicación es el de agente de 
reservas de avión. Los trames contienen información sobre 
como puede ser un dialogo entre el agente y el comprador de 
billetes. Los programas semánticos de que dispone permite 
identificar hechos i o lugares a: los que se refiere el 
ususario.
 : • — .j.: . ._ -•;••: •.-••-.•-. 
POLITICS LCarbonell, 19783 simula las etapas de comprensión, 
razonamiento y respuesta de una persona en un dominio de 
hechos politicos aplicando la técnica de case-frame. Dado un 
conflicto político y. una- ideología,, interpreta el hecho, 
predice nuevos hechos, responde a un conjunto de preguntas y 
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hace comentarios sobre la influencia de un conflicto en la 
poli tica de los EEUU y de la URS-.-
Las ventajas -del análisis con case-frame pueden 
resumirse en las siguientes: Combinan el reconocimiento en 
bottom-up de los : constituyentes del case-frame (conceptos) 
con el reconocimiento top-down de otros componentes 
semánticamente mas complejos. El trato diferente de los 
componentes de un case-frame permite en general, definir un 
algoritmo mas eficiente que detecte elipsis» y recupere 
ciertos errores. Combinan la sintaxis y la semántica. 
Finalmente es una representación adecuada para sistemas que 
trabajan con el conocimiento por no necesitar ningún tipo de 
transformación como lo necesitan las estructuras producidas 
por otros tipos de análisis. 
Hay sistemas ya muy avanzados que contienen teorías 
explícitas sobre su conocimiento, planes y objetivos. Son 
útiles para sistemas basados en el conocimiento pues son 
capaces de analizar qué pretende el usuario y de decidir cómo 
responder al usuario a partir del conocimiento disponible. 
TEIRESIAS CDavis 1977J realiza la tarea de adquisición 
de conocimiento en sistemas tipo Mycin. La explicación de los 
resultados obtenidos por inferencias del sistema Mycin se 
hace "fraseando" la secuencia de reglas que conducen al 
resultado. Puede ademas explicar el significado de una regla 
a varios niveles de detalle (con textos asociados). 
PROSPECTOR LDuda, Gashing, Hart, 1979J es un sistema que 
diagnostica yacimientos geológicos. El conocimieto esta 
representado con redes semánticas y dispone de un programa de 
adquisisción de conocimiento. El conocimiento esta tipificado 
y para cada tipo el usuario ha de rellenar todas los puntos 
pedidas por el modelo. La gramática externa es fácil de 
modificar para eliminar o introducir características. 
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II.4.1 TEORÍA DE LA DEPENDENCIA CONCEPTUAL 
La teoría de la dependencia conceptual fue creada por 
bchank CSchank» 753 con objeto de disponer de un formalismo 
para la representación de conocimiento obtenido a partir del 
lenguaje natural y manejarlo para la comprensión de historias 
y textos, tíe basa en que se puede comprender o actuar en una 
determinada situación si ha estado en ella enteriormente. La 
tarea de "entender" un texto es la construcción de una cadena 
conceptual que represente la conexión entre los hechos 
simples que aparecen en forma explícita así como hacer 
explicito lo que esta implicito. 
Hay una serie de cadenas conceptuales prefijadas que 
representan secuencias de acciones bien conocidas por la 
generalidad y que comunmente son omitidas por ello» llamadas 
"scripts" (esquema mental de lo que son las cosas). Pretenden 
ser una respuesta a la pregunta ¿Como organiza la gente el 
conocimiento que posee sobre la vida cotidiana para 
comprender y encontrar adecuados ciertos comportamientos en 
situaciones particulares o actuar de acuerdo con la situación 
en que se encuentra?. Hay ciertas secuencias causales de 
hechos bien conocidas y que aparecen con frecuencia en la 
vida cotidiana en su totalidad o en parte por lo que resulta 
tedioso e innecesaria su construcción en cada momento. Son 
estas las situaciones que se almacenan en forma de scripts y 
son utilizados para recuperar información no aparecida en un 
texto o para confirmación de su corrección. 
Hará Bchank estaba claro que la gente ademas puede 
adaptarse a situaciones en las que no tiene una experiencia 
previa y es para captar esta -adaptabilidad para las que 
introduce la teoria la planificación. La capacidad de 
adaptación a una nueva situación viene determinada por la 
utilización de "conocimiento general" sobre conexión de 
hechos no conocidos explícitamente. Un plan es una secuencia 
de acciones a realizar que permiten conseguir un objetivo y 
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solo se utiliza cuando nojes-posible .trabajar con .< scr.ipts o 
cadenas causales. No se utili-zan los planes desde el punto 
de vista de •• construcción sino -• como una subtarea de la 
comprensión de un texto. 
bsta teoría de la representación del significado de las 
frases (y de textos) se basa en la presunción de que dos 
frases con igual significado han de tener idéntica 
representación en el modelo asi como en que las informaciones 
implícitas de las frases deben ser hechas explícitas en la 
representación de las frases. £1 elemento básico a partir del 
que se construye la teoría es el "concepto" o unidad mínima 
de información (proposición) categorizado en conceptos 
activos (actos, acción ...) y conceptos pasivos (objetos, 
estado . . . ) . 
Üe trabaja con "acciones primitivas" para definir los 
conceptos de forma que puede haber conceptos que comparten 
acciones primitivas indicando su similaridad pero de forma 
que una cierta combinación de primitivas define un solo 
concepto, lo que indica la diferencia entre ellos. 
CONCEPTOS ACTIVOS 
Se define un conjunto de acciones primitivas que no son 
exactamente categorías de verbos que permiten definir 
conceptos activos: 
MTRANS : transfiere una información mental a un animal o 
entre animales. 
AIRANb : Transferencia de una relación abstracta como 
posesión, propiedad (dominio) o control. 
HRUFtL : Aplicación de una fuerza a un objeto 
MUVb' : Movimiento de una parte del cuerpo de un animal por 
él mismo 
üRASP : Agarrar algo por un actuador. 
UU : Índica una acción primitiva no conocida (la mayor 
parte de las veces se unifica con PROPEL) 
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ejemplos: ~ 
aprender : nueva-información MTRANS LTM 
decir : Persona MTRANS Persona 
ver : ojos MTRANS PC 
PC es un procesador consciente de que ofrece 
una información 
recordar : LTM MTRANS PC 
(LTM es un almacén de informaciones) 
dar : ATRANS algo TÜ alguien 
tomar : ATRANS algo To si-mismo 
Se representa la frase "Juan empujó la mesa hasta la pared" 
como: Juan PROPEL mesa PTRANS pared 
Este conjunto de acciones primitivas además simplifican 
las reglas de inferencia de afirmaciones a partir de 
acciones: si "información" MTRANS LTM entonces "información" 
es accesible 
CONCEPTOS PASIVOS 
Los conceptos pasivos son afirmaciones del tipo 
(atributo» valor) y pueden tener asociadas unas cotas para 
indicar el cambio de estado. Ejemplos : 
CONCEPTO VALORES ESCALA 
Salud muerto» aceptable»... (-10»10) 
Salud(-10) <=> Muerto 
Estado físico muerto» herido» OK» ... 
Estado mental loco» depresión» perfecto, ... 
Representación de las frases "Juan mató a María" y de "Juan 
lee un libro": 
Juan ÜO 
S\ 
II 
María SALUD (Muerto) 
Juan MTRANS (información) Tü LTM (Juan) FROM (libro) 
inst (Juan ATTEND ojos TO libro) 
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CADENAS CAUSALES 
En un texto la conexión entre ,frases es producida por 
relaciones causales entre ellas., Estas relaciones causales 
son de diferentes tipos. Es necesario disponer de un conjunto 
de reqlas que nos permitan "su identificación entre hechos 
conocidos se presente explícita o implícitamente. Ejemplo: 
"Hosa llora, porque Manuel dijo que quería a Blanca" 
(Manuel dijo que quería a Blanca) -> (Rosa llora) 
"Manuel compró un camión. Cuando Alicia lo vio comenzó a 
jugar con el. Manuel lloró porque no pudo quitárselo" 
(Manuel compró un camión) -> 
((Alicia lo vio) -> 
((Alicia comenzó a jugar con el camión) -> 
((Manuel no pudo quitar el camión a Alicia) -> 
(Manuel llora)))) 
Además son necesarias reqlas que permitan tratar la 
incertidumbre que aparece por ejemplo en afirmaciones del 
tipo: (x produce y) pero no siempre. 
Cuando un hecho produce un cambio de estado, aparecen de 
nuevo problemas de identificación de relaciones por lo que 
también son necesarias reglas: 
"Juan se quemó la mano porque tocó el horno" 
"Juan se quemó la mano porque olvidó que el horno 
estaba encendido" 
La causa de quemarse en la primera frase es que "tocó el 
horno". Pero en la segunda un hecho mental: "se olvidó de que 
estaba encendido el horno", produce un hecho físico: 
"quemarse". Luego debe crearse una regla que infiera que un 
hecho intermedio físico: "tocar el horno". Luego hay que 
hacer una nueva regla para captar estos casos, 
bn general para poder asegurar que "x" causa "y" hay que 
comprobar si la causa es directa o hay hechos intermedios que 
producen "y". 
El proceso de inferencia en esta teoría se realiza 
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directamente en la red de cadenas causales entre hechos 
simples. 
TIPUS DE CADENAS CAUSALES 
Hay dos aspectos a estudiar de la causalidad: la simple 
o sintáctica (fácilmente detectable y no destruible) y la 
compleja o semántica. En un mundo físico» para cada acción 
primitiva (hay 11) puede ser definida una lista de estados 
que la hacen posible, y una lista de estados a los que afecta 
su aparición. Se ve a continuación reglas que definen cadenas 
causales y que permiten realizar inferencias. 
CS1: Ciertas acciones producen ciertos cambios de estado 
(estado => act) 
r 
CSS: Ciertos estados hacen posible la aplicación de ciertas 
acciones, 
(act => estado). 
E 
"María dio una patada a una pila de ladrillos" — > 
"Juan se rompió una pierna" 
Pasa a inferir con CS1 y CS2: "María dio una patada a una 
pila de ladrillos que entró en contacto con la pierna de Juan 
y se la rompió" ya que: 
María PROPEL (María) TU ladrillos 
pierna(Juan) ESTADO FÍSICO (herida) 
Se tiene como reglas asociadas a PROPEL: 
Rpropel1: 
objetol CONTACTO FÍSICO objetos 
ir . 
; , algo-PROPEL objetol 10 objetoE 
RpropelE: 
objeto PROPEL objetoE 
||£ 
ESTADO FÍSICO (-) 
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Rpropel3: 
objetol CUNTACTO FÍSICO objetoB (movible) 
objetol PRUPEL objeto2 TO objeto3 
(algo PROPEL objetol" TO objetoS) 
Luego el ejemplo resulta: 
María PROPEL ladrillos TO pierna(Juan) 
I I E II E 
María CONTACTO FIS ladrillos CHipD ESTADO FIS pierna(Juan) 
ll r 
María PROPEL María TU ladrillos 
CS3: Estados pueden destruir acciones 
(Acción ==> Estado ) 
dE 
CS4: Estados o actos pueden producir estados mentales 
(Estado-mental ===> estado (o Acción) ) 
I 
CS5: Estados mentales pueden ser razones de acciones 
(Acción ==> Estado-Mental ) 
R 
Ejemplo: 
"Juan previno a María de pegarla si se iba" 
PROPEL (peqar) 
||dE 
PTRANS (permanece en la habitación) 
(Lueqo la acción "pegar" aparece en el estado en que es 
falso que María permanece en la habitación). 
Con todas estas reglas podemos decidir qué es y qué no 
es una cadena causal* se puede analizar correctamente la 
representación conceptual de palabras que contienen 
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implícitamente otras cadenas causales y se puede representar 
un texto. 
Ademas en esta teoría la representación de las frases: 
"Juan dio un balón a Maria" y "Maria recibió de Juan un 
balón" no utiliza dos tipos diferentes de frames (uno para el 
verbo dar y otro para el recibir) sino que con la misma 
primitiva (trame) pero distinta cumplimentación se representa 
la idea común a ambas frases de transferencia de posesión: 
(ATRANS 
reí: posesión 
actor: Juan 
objeto: balón 
fuente: Juan 
receptor:Maria) 
(ATRANS 
reí: posesión 
actor : Maria 
objeto: balón 
fuente: Juan 
receptor:Maria 
hstas dos estructuras obtenidas pueden ser emparejadas o 
comparadas y pueden ser utilizadas por reglas de inferencia 
asociadas a ia primitiva AIKANS al tiempo de hacer el 
análisis de los verbos dar y recibir. 
Un texto tiene sentido si es posible representarlo en 
una cadena causal y no lo tiene en caso contrario. Se muestra 
a continuación el ejemplo de Schank: 
"Juan tenía sed. Abrió una lata de cerveza y fué al salón. 
Vio allí una silla nueva. Se sentó en ella. Üe pronto la 
silla se rompió y Juan se cayó al suelo. La cerveza se 
desparramó sobre la silla nueva." 
La sed de Juan causa que se decida a realizar (ÜU) una acción 
que hace posible que la lata de cerveza esté abiertaf lo que 
hace posible que sea bebida. La lata de cerveza abierta hace 
posible que se desparrame la cerveza sobre la silla. 
-<+b-
Juan i 
Juan 
Cerveza 
/\ 
¿tu 
/\ 
||1H 
ÜU 
/\ 
llr 
ABIk'RIA 
/\ 
ll b 
íNbtbi 
Juan HIHANH Juan IU salón 
l l r 
- Juan LUU habitación 
||1H 
Juan PIHANS Juan IU silla 
/\ 
tl r t 
Juan MUVb Juan IU silla 
/\ 
silla hÜIAüU 
/ \ 
h 
gravedad HHUHtL Juan IU suelo 
Juan LUU suelo 
gravedad HHUHLL cerveza IU silla 
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CAPITULO III: 
FORMALISMOS LÓGICOS PARA EL PROCESO 
DEL LENGUAJE NATURAL 
III FORMALISMOS LÓGICOS PARA EL PROCESO DEL LENGUAJE NATURAL 
Ln paralelo con los desarrollos comentados en el 
capítulo anterior se ha ido creando» a partir de las ideas de 
A. Lolmerauer, una línea de modelización integrada de 
sintaxis y semántica que si bien no cubre todas las 
necesidades de los modernos sistemas de bases de 
conocimiento» constituyen un vehiculo elegante y eficiente 
para realizar determinadas tareas en un subconjunto del 
lenguaje natural. 
fc.1 primer trabajo fue la definición de los Bistemas-Q 
para traducción por A. Colmerauer. Sus realizaciones y 
estudios han marcado una línea de trabajo con gramáticas 
lógicas. bista línea tiene como puntos principales la 
utilización de las gramáticas lógicas» definición semántica 
con formalismos lógicos y computación con lenguajes de 
programación lógica. Hará todo ello se ha creado un conjunto 
de herramientas especiales como el lenguaje de programación 
Prolog que fue concebido en un primer momento con esta 
finalidad. 
Las características principales de distinción con las 
gramáticas o técnicas clásicas son: 
i. Los simbolos no terminales pueden contener argumentos (no 
son sólo átomos como las gramáticas clásicas sino 
predicados 6on argumentos variables) con lo que: 
ai La reescritura se compone de unificación mas 
reemplazo. 
b. Ls posible especificar: y propagar restricciones 
contextúales mediante los argumentos» y así tratar 
reglas dependíentes del contexto. 
c. Hermiten asociar diferentes representaciones a las 
- cadenas de entrada. 
ci. Se pueden introducir condiciones de aplicación en la parte 
derecha de una regla." 
3. Representan a un conjunto infinito de reglas por permitir 
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variables» de forma que las reglas que utilizan en el 
momento de analizar sean instancias de ellas (solo es 
preciso expresar las meta-reglas de la gramáticas). 
Las gramáticas lógicas son independientes del lenguaje 
de programación en que se implemente su interprete, pero el 
lenguaje Hrolog es muy adecuado por ser la unificación una 
operación predefinida, Si ademas la estrategia de análisis es 
descendente, no determinista y en profundidad las reglas de 
la gramática pasan a ser ejecutables directamente por Prolog. 
Han sido definidos diferentes tipos de gramáticas o 
métodos de análisis que permiten tratar ciertas 
peculiaridades de un lenguaje natural. Son una herramienta 
útil y clara para analizar y sintetizar unidades del lenguaje 
y dotarlas de representaciones arbitrarias, como muestran las 
diferentes aplicaciones existentes realizadas en lenguajes 
como francés, ingles, castellano, portugués o finlandés. 
Se presenta en este capítulo los diferentes tipos de 
gramáticas lógicas: 
hl primer trabajo que da lugar a todo este grupo de 
formalismos gramaticales fueron los Sistemas-U tColmerauer 
VOJ. Un Sistema-U es un formalismo de definición de 
operaciones sobre gratos que representan frases de un 
lenguaje y que permiten efectuar operaciones de sintesis y 
análisis del lenguaje. Las reglas que los definen tienen 
estructura análoga en ambas partes (secuencia de símbolos no 
terminales, terminales y condiciones). 
Las gramáticas de metamorfosis LColmerauer VbD, son el 
descendiente directo de los Sistemas-U. Las gramáticas de 
metamorfosis normalizadas (restricción estructural sin 
perdida de generalidad) tienen la parte izda de las reglas 
formada por un símbolo lógico no terminal seguido (o no) de 
simbolos lógicos terminales. Su parte derecha está formada 
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por una cadena cualquiera de símbolos lógicos terminales» no 
terminales o condiciones. A par't'ir de ellas se han realizado 
variantes motivadas unas veces facilitar la implementación y 
otras para mayor generalización de las reglas dotándolas de 
un mayor poder expresivo. 
Las gramáticas de clausulas LPereira, Warren 803 son un 
caso particular de las anteriores pues en ellas la parte izda 
de la regla esta formada por un único simbolo lógico no 
terminal. Son directamente ejecutables en Prolog. 
Las gramáticas de extraposición LPereira 813 fueron 
propuestas con objeto de expresar más claramente las 
dependencias contextúales. La parte izquierda de las reglas 
está formada por un simbolo lógico no terminal> una secuencia 
de simbolos terminales o no terminales o la cadena "..." que 
parametriza simbolos lógicos y finalmente un simbolo no 
terminal. Ln la parte derecha aparece una secuencia 
cualquiera de simbolos acabada por la lista ordenada de 
cadenas "..." de la parte izquierda. 
Las gramáticas de estructura modificada CDahl, McCord 
833 fueron creadas como una modificación de las de clausulas 
con objeto de tratar la coordinación. 
Las gramáticas" gapping LDahl, Abramson 843 son una 
generalización *de las gramáticas de extraposición que 
permiten que las cadenas incógnita de la parte izda de la 
regla aparezcan en cualquier orden en la parte derecha. 
Las gramáticas de puzzles LSabatier 843 están orientadas 
a ser una herramienta para los lingüistas. Se dispone de unas 
construcciones fijas (elementos del puzzle) que pueden ser 
combinadas según un conjunto independiente de reglas 
estratégicas para construir estructuras mas complejas. 
—SI — 
III.l LUS SISTEMAS-U 
f-ueron definidos por üolmerauer en. el marco de un 
proyecto de traducción de trances a ingles y viceversa 
durante su estancia en el Departamento de Informática de la 
Universidad de Montreal e imblementados con el lenguaje de 
programación KJRlRAN. 
Un sistema-Ü es un conjunto de reglas que permiten hacer 
operaciones sobre los arcos de gratos (aristas orientadas) 
etiquetados por una cadena de forma que un conjunto de 
operaciones realizadas sobre el qrafo puede dar lugar a un 
análisis o síntesis de la estructura formada por las 
etiquetas de los arcos. 
La característica fundamental de estos sistemas es que 
pueden realizar el análisis o síntesis de frases como 
operaciones formales sobre grafos orientados gracias a que la 
estructura de la parte derecha e izquierda de la regla son 
análogas. Ütra característica es la posibilidad de 
encadenamiento entre varios tíistemas-U de forma que cada 
sistema implemente una fase del análisis. Ln general, una 
frase en ingles no pasa por menos de 15 tíistemas-U hasta ser 
traducida al francés. La depuración de estos sistemas es 
simple al permitir la síntesis del lenguaje. Ademas la 
aparición del lenguaje Hrolog facilitó su implementación. 
DEFINICIONES BÁSICAS 
Árbol : es un elemento de base formado por nodos marcados por 
etiquetas (secuencia de letras, números o símbolos 
especiales), paréntesis o comas, bjem: 
FRASt£(GN(NIL) , 13V(V(CUMt) ) ) 
Lista : es una secuencia de árboles separados por comas (NIL 
es la lista vacía). t£jem: 13N(NÍL) ,GV( V(CUML) ) . Sobre las 
listas se definen las operaciones =, O , DANS, HORS. 
Árbol <lista) parametrizado : es un árbol (lista) en el que 
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aparecen eventualmente incógnitas que podrán ser 
reemplazadas por un árbol'»' una etiqueta o una lista. 
£ jem: FRASt£(LJN( x) »l3V<y) ) con x e y incógnitas. Un árbol 
<o lista) parametrizado representa el conjunto de todos 
los árboles (listas) que pueden ser obtenidos 
sustituyendo cada parámetro de tipo etiqueta por 
etiquetas» de tipo árbol por árboles y de tipo lista por 
listas (sustituir es reemplazar las diferentes 
apariciones de un parámetro pq.r el mismo elemento). Un 
árbol es un caso particular de las listas. 
Cadena : es una secuencia de árboles separados por el signo 
"+". bjem: UN(Pedro) + üV(come). Uperación sobre las 
cadenas: sustituir una subcadena por otra subcadena. Una 
cadena parametrizada es una cadena de arboles 
parametrizados. 
(irafo de árboles: es un conjunto de arcos etiquetados por 
árboles que unen un conjunto de vértices. Verifica las 
condiciones siguientes : 1. No tiene circuitos. S. 
Existen dos vértices distinguidos: el de entrada y el de 
salida (y sólo dos). Se representa a los vértices con 
enteros no negativos y a los arcos con la secuencia» 
número etiqueta número. fc.jem: 1 (¿N( Pedro) S 
Camino en un grafo: es una secuencia no vacía y finita de 
arcos f i» f ¡j» . . . » f
 n / n=l ó n_ > 1 y paratodo i , f j llega 
al nodo del que parte fj+i- Sea ai el-árbol que etiqueta 
fj. Entonces ese camino está etiquetado por ai+...+an. 
DEFINICIÓN DE SISTEMA-Ü 
Un Sistema-U Simplificado (SUS) o normalizado está 
formado por un conjunto de reglas de la forma: 
ai+...+a|3 == bj+...+bq (== representa "se ¡reescribe en") 
donde los ai y bj son árboles cualesquiera. 
estos conjuntos de reglas permiten transformar, un grafo 
etiquetado en otro mediante las siguientes operaciones: 
1. Adición de arcos: Para todo camino a^+ ¿.. +ap en un grafo 
si existe una regla a^+ ... +ap ==rbi+ ... +b„ se añade en 
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el grato el camino bj ... bq con p=q. 
Continuando este proceso se'"liega a que no se puede 
aplicar más reglas (resultado independiente del orden de 
aplicación de las reglas) o a que el resultado sea 
indefinido si existe recursividad. 
'd. Supresión de arcos: Se suprimen aquellos que no figuran en 
el camino parte derecha de una regla pero que sí aparecen 
en el camino parte izquierda de una regla. 
Un Sistema-U es una secuencia de reglas y de 
comentarios: 
1. Un comentario es un texto con un indicador de texto. 
tí. Una regla está formada por una parte izquierda,un 
simbolo "==", una parte derecha, un símbolo "\" y una 
condición. Las partes derecha e izquierda son cadenas 
parametrizadas y las condiciones expresiones 
booleanas. Si una regla tiene una parte idéntica a la 
de otra regla anterior (en la parte izda o en la 
derecha) puede ser sustituida la parte común en la 
segunda regla por un indicador "—" a la regla 
anterior. 
Los Sistemas-U necesitaban ser simplificados para su 
implementación hasta la aparición del lenguaje Prolog. Para 
ello se realizan las cuatro eliminaciones siguientes; 
Eliminación de comentarios. 
Lliminacion de los indicadores de relación entre reglas. 
Uada la regla en orden, se reemplaza.cada indicador por la 
parte derecha de la regla precedente si está en la parte 
derecha (análogamente, izquierda) o por la condición, si 
aparece en la condición. Luego la primera regla no puede 
tener este tipo de indicadores y una regla con condición que 
contiene un indicador no puede ser precedida por una regla 
sin condición. 
Lliminacion de parámetros. Se reemplaza cada regla que 
contiene parámetros por todas las reglas obtenidas al 
sustituir esos parámetros por los elementos adecuados 
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<listas, etiquetas o arboles cualesquiera>. Ln el conjunto 
tinal de reglas, todas serán dis-fintas. 
Eliminación de condiciones. Se suprimen las reglas en las que 
la condición no sea satisfecha y se eliminan las condiciones 
de las reglas que sí las verifican. 
Por razones de eficacia se pide que todo parámetro del 
miembro derecho o de la condición de la regla ha de aparecer 
en la parte izquierda. Ljempio: 
Sistema-Ü = i x + x(y> == x(l,y) \ x DANtí <A,tí,C> 
A<x)+B<x)+U<x> = S<l,x)> 
tíistema-Ü simplificado = 
<. A+A==A(1) A+A<1)==A<1,1) ... 
B+B==B<1> ... 
C+Ü==Ü(1) ... 
A+B+C==S(1) A(1> +B(1)+C(1)==S(1,1) > 
Aplicación de las reglas a la cadena AABBCC: 
A A B B C C 
l l l l 
A ( 1 ) B ( 1 ) C ( 1 ) 
I I 
S(l,l) 
La aplicación inversa de las reglas: 
tí,( 1 , 1 , 1 ) 
I >J >J >J 
A (1 ,1 ) B < 1,1) C < 1,1) 
l_>^—_>J —> >J — > >J 
A A(l) B B<1) C C(l) 
l_> >_J > >_J > >_) 
A A B B ü ü 
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III.2 GRAMÁTICAS DE METAMORFOSIS 
Las gramáticas de metamorfosis, son el formalismo 
sintáctico introducido por Colmerauer en 1975 a partir de los 
Sistemas-U y de las técnicas de deducción automática. 
fcstas gramáticas» son una generalización de las de 
contexto libre* permiten análisis y síntesis de frases del 
lenguaje que representan y, por primera vez, manipulan 
estructuras complejas y qenerales como son los árboles. 
(Jon ellas es posible definir gramáticas de contexto libre 
mediante reglas con estructura de cláusula de Horn de forma 
que las componentes (elementos terminales y no terminales del 
alfabeto de la qramática) de cada regla .pueden tener 
"argumentos" (en el sentido del cálculo de predicados) que 
permitirían representar ciertas restricciones o expresar 
cierta información. 
La primera implementación fue realizada por V. Dahl, en 
su tesis de tercer ciclo LDahl 77J (con la primera versión 
del Prolog creado por el üIA Urupo de Inteligencia Artificial 
de Marsella) utilizando una gramática de metamorfosis 
normalizada para acceso a una base de.datos. 
DEFINICIONES BÁSICAS 
Sea F- un conjunto de símbolos funcionales y un conjunto 
finito de variables. Un término en F se define: 
1. Si Vj es variable entonces v¿ es término. 
Ü. Si ffcF- con orden cero, entonces f es un término. 
3. Si f£F con orden n y tj...tn son términos entonces 
f(ti...tn) es un término. 
H(f-) o sólo H denota el conjunto de términos que no contienen 
variables (Universo de Herbrand). 
Sea F- un conjunto de símbolos funcionales que contiene al 
símbolo funcional "." de orden dos (de construcción de la 
estructura de lista) y a "nil" de orden cero (indicador de la 
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1ista vacia). 
Sea V un subconjunto de H 1 l.amactó vocabulario. 
Una cadena de longitud n en el vocabulario V es un término de 
la forma: 
a^ .a¡j an.nil con n>=0, a^iV (nil de longitud 0) 
V* es el conjunto de todas las cadenas. 
Notación : á denota la cadena de longitud uno a.nil 
Ley de composición interna sobre V*: la concatenación 
definida por: 
1. si x=ni1» entonces x.y=y 
é. si x=a^...an.ni 1 > entonces x.y = a¿..an.y 
Sea -> una relación binaria sobre H y sea V el vocabulario 
sin variables tal que VL'H. 
La relación -> es de reescritura en V* sii 
paratodo x>ytH> si x -> y entonces x>yfcV* 
Kelaciones de reescritura entre elementos de H: 
a->° b sii a=b y a,bfcV* 
a->*+*b sii existen u,v>r»stV* tal que a=urv>r -> s y usv->*b 
a->* b sii existe i>=0 tal que a ->1b 
DEFINICIÓN DE GRAMÁTICAS DE METAMORFOSIS 
Una gramática de metamorfosis tí se define con una 
quintupla (K, V^, Vn, Vs, ->) donde: 
1. r es un conjunto de símbolos funcionales conteniendo 
"." y "nil". 
ü. Vfc es e4l vocabulario terminal con V^ C H 
3. V n es el vocabulario no terminal con V n C H 
Hipótesis Vn/\Vt=j¿ y V=(VtU Vn>. 
¿
*. V s ü Vn»donde V s son los símbolos iniciales 
i5. -> es una relación de reescritura en V* con la 
restricción de que si x -> y entonces x = / = nil 
L<tí) es el lenguaje generado por tí gramática de metamorfosis. 
L(tí) = íttVt* | existe a€Vs, a€vs, á ->*t > 
Si afcVs, tfcV^* y á->*t, a es la estructura profunda de t. 
Ljemplo: 
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F = <nil» a, b» <> >, +> fin» formula» valor, 
J L-ú: , I l _ _ l 
T 
con ar(0) > ar (1 ) , ar(cí) 
Vt = (a, b, < » > , + > 
Vn = Vs U <.fin> U ívalor(x) | xfeH> 
vs = Iformula(x) | xtH> 
Reglas = {formula(a)-ni 1 -> a.nil 
formula(b).ni 1 -> b.nil 
formula*x).ni 1 -> valor(x).nil 
valor(y.z).ni 1 —> <.nil formula(y).ni 1 
fin.nil. valor(z).nil 
valor(ni 1).ni 1 -> nil.nil 
fin.nil <.nil -> +.nil 
fin.nil ->>.ni 1 
donde y,zfcH(M, x=u.vtH(F) 
t£n fase generativa: 
formula(a.b.a.ni 1).ni 1 -> valor<a.b-a.ni1).ni 1 
-> <.nil forumla<a).ni 1 fin.nil 
valor<b.a.nil).nil 
-> <.nil a.nil fin.nil valor<b.a.ni1).ni 1 
-> <.nil a.nil fin.nil <.nil formula(b).ni 1 
fin.nil valor(a.ni1).ni 1 
-> <.nil a.nil +.nil b.nil fin.nil valor(a.ni1).ni 1 
-> 
-> <.nil a.nil +.nil b.nil +.nil a.nil >.nil 
luego se ha generado la palabra <a+b+a> con estructura 
profunda (a.b.a.ni1).ni 1 
GRAMÁTICA DE METAMORFOSIS EN FORMA NORMAL 
Una gramática de metamorfosis está en forma normal si 
se verifica que si á x->y entonces a€Vn y x€V^*. Es decir la 
regla tiene en la parte izda una cadena que comienza por un 
único no terminal seguido o no por una secuencia de símbolos 
terminales. 
Para toda gramática de metamorfosis (¿=(F , Vt, Vn, Vs,-> ) 
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existe una gramática LJ' = <K'' > V^ ' »Vn ' »VS ' »-> ' ) de metamorfosis 
en forma normal tai que para cada a£Vn y ttiV^ .*, a->*t si i 
á->**t. Luego no se pierde generalidad por trabajar con una 
gramática en forma normal. 
Utra propiedad de estas gramáticas es que Paratodo 
tfcV^*» paratodo x»y€V* y paratodo i>=0 si tx ->* y entonces 
existe z€V* con x ->x r y tz=y. 
tjemplo de qramatica de metamorfosis del lenguaje Can b n cn>: 
i ti -> aBSc, tí -> abe, tía -> atí, Bb -> bb> 
gue analiza: 
ti 
a t í S c 
a b c 
i — H I 
a tí | 
1 
r-1-! 
b b 
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III.3 GRAMÁTICAS ÜE CLAUSULAS 
Fueron definidas por Pereira y Warren CPereira, Marren 
fclOIl y son equivalentes a las gramáticas de metamorfosis en 
forma normal. t£s una extensión de las gramáticas de contexto 
libre que constituye en si misma una descripción del lenguaje 
y un procedimiento efectivo para implementación de sistemas 
de tratamiento del lenguaje. 
Una regla en estas gramáticas es una clausula de Horn 
(conjunción de predicados implica un solo consecuente), es 
decir en la parte izquierda de la regla debe aparecer un 
único simbolo no terminal. Analizar una frase del lenguaje se 
transforma en el problema de probar que un "teorema" (frase) 
es deducible del conjunto de clausulas axioma (reglas de la 
gramática). Aún más analizar una frase es una computación en 
un sistema de deducción automática. Si este sistema es el 
lenguaje Prolog se dispone de un analizador top-down 
eficiente para el lenguaje reconocido por la gramática. 
Las gramáticas de clausulas contienen todas las 
características que hacían importantes a las gramáticas de 
contexto libre: Las distintas formas de frases correctas de 
un lenguaje son descritas de forma clara y modular, permite 
representar en forma recursiva la estructura recursiva de 
frases (característica muy común) y existen buenos resultados 
del método de diseño de analizadores. Sin embargo las 
gramáticas de contexto libre no son adecuadas para la 
descripción de los lenguajes naturales. Las (dramáticas de 
clausulas (ÜCtí de Üefinite clause grammars) las extienden en 
los aspectos siguientes: 
. Permite expresar características de dependencia del 
contexto. 
Permite construir diversos tipos de estructuras en la 
fase del análisis para las frases del lenguaje (la 
construcción no se ve restringida por la estructura 
recursiva de la gramática). 
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. Permite incluir extra-condiciones en las reqlas de la 
gramática (de esta torna puede ser dirigido el 
análisis por diferentes métodos y razones) con 
argumentos en los símbolos no terminales. 
DEFINICIÓN V CARACTERÍSTICAS 
Una gramática de clausulas es una cuaterna (Vn,V-j.,R,S) . 
Donde Vn es una extensión del Vn de la qramática de contexto 
libre, pues forman parte de este conjunto términos compuestos 
(predicados con argumentos como frase(x,y)). La parte derecha 
de una regla íS (<3fc(Vn U V ^ ) * en la gramática de contexto 
libre), pueden aparecer ademas llamadas Prolog. 
Dada la gramática de contexto libre 6CL=(Vn,V^,S,R>,con 
tx-XitH si i oc£Vn y r¿t(VnUVt)* tal que S£Vn y Vnnvt=jiS. Se 
construye la ULD correspodiente: 
a. Para todo xtVn se construye un predicado con dos 
argumentos x(pj,,p¿j) donde p^ indica el punto de la 
frase donde comienza el constituyente denominado x, y 
p¡¿ indica donde acaba. 
b. Para cada xtV^ se utiliza el predicado ternario 
conecta(x.y,x,y) » xfcV-t » ytV-t* , indicando que x 
conecta el punto x.y de la frase con el punto y de la 
frase. 
c. Cada elemento de una regla es sustituido por su 
predicado correspondiente. 
La frase se formaliza con una lista ordenada de aristas 
etiquetadas por símbolos terminales y con vértices 
etiquetados con la lista de símbolos terminales que etiqueta 
las aristas que parten de ese vértice y que llegan hasta el 
f inal. fc. jm: 
las chicas son guerreras 
1 cí 3 4 ti 
Donde los números representan a las listas de palabras: 1 = 
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las.chicas.son.querreras.ni i> id = chicas.son.querreras.ni i » 
3 - son.guerreras.ni 1, 4 = guerreras.ni 1 y b=nil. 
La construcción de estructuras (sintáctica o semántica) 
se realiza mediante la adición de argumentos a ios predicados 
qenerados por elementos de Vn o v"t . De esta forma» la 
estructura <árboi de derivación por ejemplo) es construida 
por unificación durante la ejecución. Pueden ser expresadas 
restricciones a verificar por las instanciaciones de los 
argumentos de los predicados de una regla: 
Hecha(x,M) -> mes(m), LxJ i0<x<3d >. 
También pueden ser utilizados los argumentos para transmitir 
información contextual: 
gn(<p,q>»g) <- art<p,g) nc(q,g) (igual genero g en art y nc) 
Cada tipo de ejecución de las cláusulas que forman una 
gramática corresponden a diferentes estrategias de análisis. 
Si son ejecutadas con la estrategia Prolog» entonces el 
análisis será top-down, de izquierda a derecha con 
backtracking en un punto de fallo al inmediato anterior donde 
haya opciones a seguir» distintas de la tomada. E.1 
analizador, por tanto» es tan eficiente como el Prolog. 
Ejecutando las reglas aunque las estructuras pueden ser 
construidas paso a paso» de forma que en cada momento pueden 
tener partes aun no conocidas (representadas por variables) 
que han de serlo al final del análisis (proceso de 
unificación posterior)» no necesariamente han de ir paralelas 
al proceso de construcción» como en el ejemplo: 
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Trase(x,y»s) -> qn(x,z,<sl,sH>) gv(z,y,sl); 
qn(x,y,<sl,s>) -> art ( x , z , <sl ,sé¿,s> ) nc(z,y,séí); 
qv(x»y>s) -> verbo(x,z) adj(z,y,s); 
verbo(x.y,y) -> verbo-ser(x); 
art ( x .y ,y, <sl ,sé!,s> ) -> art iculoj x , <sl ,sc!,s> > ; 
articulo(la,<sl,se!,exi5te(x,conj(scí(x),sl(x)))>) ->; 
articulo(las,<sl,scí»paratodo(x,dis(no(sc!(x) ) , si (x) > >>)->; 
nc(x.y,y»s) -> nombre-comun(x»s); 
nombre-comun(chica,chica) ->; 
nombre-comun(chicas,chica) ->; 
adj(x.y»y,s) -> adjet i vo < x , s) ; 
adjetivo(querrera,querrera) ->; 
adjetivo(guerreras,guerrera) ->; 
frase!ias.chicas.son.querreras.ni1,ni1, s) 
qn(Ias.chicas.son.querreras.nil,z,<si,s>) qv(z,ni1>sl> 
qv(son.querreras.ni 1»ni1,sl) 
art < i as. chicas .son.querreras.ni l,z',<s,sl,sü>) nc(z ' , z >sé¿) 
z*<-chicas.son.guerreras.ni I 
nc (chicas.son.guerreras.ni 1 , z , sé¿) 
articulo! las, <sl ,sé¿,s>) 
z<-son.guerreras.ni 1 
s < - p a r a t o d o ( x , d i s ( n o <sé¿< x ) ) , s l ( x ) ) ) 
nombr e-comun ( c h i c a s , sc¡) 
s c i < - c h i c a s < - p a r a t o d o ! x , d i s ( n o ( c h i c a ( x ) ) , s i ( x ) ) ) 
C=J 
v e r b o ( s o n . q u e r r e r a s . n i 1 , z ' ' ) 
z :' :' < - g u e r r e r a s . n i 1 
v e r b o - s e r ( s o n ) 
A 
adj(z'',nil,sl) 
ad j(guerreras.nil,nil,sl) 
adjetivo(guerreras,si) 
si(-guerrera 
s<-paratodo(x,dis(no(chica(x)),guerreras(x))) 
C3 
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Pereira y Marren L80J muestran como realizar la 
traducción de una red de transición (AIN) a qramatica de 
contexto libre y como no siempre es posible el paso 
contrario. Básicamente una red de transición simple (sin 
ciclos y con únicos nodos inicial y terminal) puede ser 
pasada a ÜÜü siquiendo los siquientes pasos: 
a. La red simple corresponde a un no terminal. 
b. Cada camino desde el nodo inicial al final se 
transforma en una regla para el no terminal asociado. 
c. El cuerpo de cada reqla es la traducción en orden de 
cada arco del camino. 
Ademas muestran la potencia, eficiencia y claridad de 
los formalismos lógicos para las gramáticas y en particular 
de las gramáticas de clausulas» comparándolas con las AIN por 
ser estas últimas ampliamente utilizadas hasta ese momento. 
La estructura de su estudio sique básicamente los puntos 
definidos por Woods L'/OJ para expresar las ventajas de las 
ATN. 
Perspicuidad: Cualidad de ser "fácil de entender" para 
minimizar el esfuerzo de construcción. 
Una L)Lüj como una AIN, ha de ser entendida como una 
"maquina" que analice lenguajes. Una DL'tí además puede ser 
entendida como una descripción del lenguaje. Woods dijo 
(refiriéndose a las gramáticas de contexto libre): 
"observando una reqla es posible comprender cuáles son los 
tipos de construcciones que permite." fcsto no es tan claro 
(seqún Pereira y Warren) si no se hace una explicación o una 
buena elección de los elementos no terminales de la gramática 
(es decir, no es tan claro ver qué conjunto de partes de 
frases del lenguaje pueden ser construidas con esa regla). 
Para explicar formalmente cómo una AIN define el lenguaje, 
es necesario utilizar la noción de cómo es ejecutada. 
Conceptualmente un AJN es que un mecanismo particular de 
análisis del lenguaje con estrategia top-down, 
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izquierda-derecha y con el orden expresado implícitamente en 
los registros con los que opera.--Aunque podría haber partes 
explicables formalmente» siempre será difícil hacerlo para 
ciertos elementos, como por ejemplo la función de los 
reqistros (imposible de definir no utilizando términos de 
computar). tíin embargo» una ~ÜCü puede ser explicada 
formalmente en términos de la semántica declarativa de una 
cláusula. La semántica declarativa de una cláusula indica 
cuáles son los términos aceptados en el lenguaje» con lo que 
sería posible realizar una enumeración de todas las frases 
del lenguaje. En ningún momento será necesario utilizar el 
concepto de "ejecutar" cláusula. 
Utra razón por la que se considera más clara a una DÜG 
que a una AIN » es por la mayor modularidad de la primera y 
por la no existencia de variables globales (permitiendo el 
estudio independiente de las cláusulas), En las ATN el menor 
elemento es una subred» gue en general es grande y complicada 
(como se observaal examinar la red de LUNAH). 
Ütra característica de una DCli es gue una variable» 
cuando toma un valor» no puede modificarse y por lo tanto no 
se producen efectos secundarios. En las AIN sería posible 
modificar el contenido de Ios-registros, pero en general los 
creadores de AIN no suelen utilizar esta facilidad para 
evitar los efectos secundarios. 
Kinalmente, el uso del pattern-matching, y no de los 
test explícitos o acciones de construcción, así como la 
posibilidad de utilizar solo un formalismo (las cláusulas) 
para describir e implementar en lugar de dos (las redes de 
transición para describir . y el lenguaje L1SH para 
implementar) aportan claridad al método. 
Potencia y generalidad: La potencia de una AIN es eguivalente 
a la de una l)üü. Con respecto a la generalidad! 
a. En las UL'ü es posible construir estructuras complejas 
gue no son imagen de la recursividad propia de la gramática y 
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además* permite construir a un tiempo varias. 
b. fcn'el sentido de que AIN'es una máquina particular de 
análisis» mientras que una DCtí es en primer lugar un lenguaje 
de descripción y en segundo lugar puede ser sujeto a 
cualquier tipo de implementación. 
c. Woods comentaba cómo sería factible con un ATN 
qenerar en luqar de reconocer frases simplemente. Pero los 
cambios que es preciso introducir son cuantiosos e incluso 
costosos. Sin embargo la üCü no necesita ninguna modificación 
a nivel de descripción» de formalismo ni de algoritmo. 
d. La estrategia de análisis con una DC13 no tiene por 
qué ser necesariamente la del Prolog. 
Concisión: Se refiere a los puntos "eficiencia de la 
representación" y "tratamiento de regularidades" de Woods 
que pueden ser resumidos en til Principio de economización: la 
mejor gramática es aquella que describe un lenquaje con el 
menor número de símbolos. 
Las qramáticas formalizadas con una DCtí suelen ser la 
mitad en tamaño que las escritas con ATN debido 
fundamentalmente al uso del pattern-matching en lugar de 
operaciones explícitas de comparación y almacenamiento. Woods 
decía que las A'IN permiten fundir las partes comunes de 
varias reqlas de contexto libre, consiguiendo una 
representación más eficiente. Lsto también puede ser 
realizado con cláusulas. fc£n las ATN se realiza con el 
tratamiento especial de los registros» complicando de esta 
forma el nivel de descripción y la codificación en LISP. La 
modularidad de las LXJtí obligan al -programador a construir 
partes separadas para partes conceptualmente diferentes de la 
gramática y no facilita la fusión de partes similares. 
kficiencia: La eficiencia operacional "de un formalismo es 
fundamental para las aplicaciones y en el caso de las DCG, 
depende de la eficiencia del interpreté ó compilador Prolog a 
utilizar. Las A'IN necesitan un intérprete o compilador 
especial y siempre» al menos» una parte intermedia del de 
Llb'P. Los aspectos en los gue implementac iones Prolog 
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compiladas se espera que sean más eficientes que las actuales 
implementaciones compiladas de A'i'N son: 
a. Compilar una üCtí es un proceso a un solo nivel» sin 
necesidad de un lenguaje intermedio. 
b. El acceso a valores de variables es inmediato. 
c. La construcción de estructuras es realizada durante 
la ejecución del análisis sin costes externos. 
d. La selección de las alternativas en las gramáticas es 
automática (propia del Proloq). 
Con respecto a comparación de tiempos no es fácil de 
realizar. 
Flexibilidad: lln formalismo ha de ser flexible en el sentido 
de permitir su verificación, experimentación e introducción 
de nuevas ideas. Ambos formalismos lo permiten de diversas 
formas (las DCü no están sujetas a ninguna necesidad de 
lenquajes intermedios). 
Adecuación al trabajo teórico: Las UCtí son adecuadas por su 
semántica declarativa (indicando "que") independientemente 
del mecanismo de ejecución. Aparte de que la lóqica siempre 
será más idónea para expresar "que's" a cualquier tipo de 
usuario» que otras estructuras artificiales por muy gráficas 
o sencillas sean. 
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III.4 GRAMÁTICAS DE EXTRAPOSICION 
Las qramáticas de "left extraposition" fueron diseñadas 
por F-. Pereira para expresar claramente construcciones 
qramaticales en las que aparecieran referencias a objetos» en 
luqar de objetos explícitos subconstituyentes de frases 
(frases relativas o interrogativas). Captura las 
restricciones globales de la extraposición a izquierdas con 
el formalismo de los "corchetes" (o qap), describiendo los 
conceptos de forma independiente a representación en 
qramáticas de cláusulas para posteriormente ser interpretadas 
directamente por el lenquaje Prolog. 
En términos qramaticales» hay "extraposición a la 
izquierda" en una frase cuando un subconstituyente de un 
constituyente (parte de la frase) es representado por otro a 
la izquierda del que está incompleto. Pereira llama . "traza" 
al indicador que ocupa el hueco dejado por el objeto elidido 
y "marca" al objeto que lo representa. De esta forma puede 
decirse que el constituyente representado por la "traza" ha 
sido extrapuesto a la izquierda y en esta nueva posición es 
representado por la marca. 
Las frases relativas son tratadas de esta forma, siendo el 
pronombre relativo la "marca" y la frase que le sigue estará 
formada por una traza y otros subconstituyentes: 
El hombre que Ltj viene J es un profesor 
mj frase 
Hay una restricción: un pronombre relativo que aparece fuera 
de un qrupo nominal, no puede estar acotado por una "traza" 
que aparezca dentro de una frase relativa subconstituyente 
del qrupo nominal. Es decir, no es posible la conf'iquración: 
m ^  . . . L ...L . . . m y L ...t¿j...t|,..JJ.,.ü 
qn freí frase 
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E .j emp 1 o: 
Sea la gramática de contexto libre que trata frases 
relativas: 
frase -> qn gv 
qn -> np / art nc freí / art nc qp / traza 
traza -> LJ 
qv -> ver / ver gn / ver adj 
freí -> íJ / prel frase 
gp -> prep qn 
Modificada para constituir una gramática de contexto libre 
que trata frases relativas con la idea de extraposición: 
I-rase -> frase(hO) 
trase<hO) -> qn(hO,hl) gv<hl) 
qn(h,h) -> np / art nc freí 
qn(hü,hl) -> art nc qp(ho>hl) 
qn(traza,ni 1) -> traza 
traza -> LJ 
gv(nil) -> ver / ver ad ,i 
qv(h) -> ver qn(h,nii) 
freí -> L3 / prel frase(traza) 
qp(hO,hl) -> prep qn(hO,hl> 
Los arqumentos variables "hi" tomaran el valor "traza" si hay 
a la derecha alqun qn extrapuesto o "nil" si no. 
hjemplo de análisis: 
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(-rase 
trase(hü) 
qn(hÓ,hl) 
thO <- hl> 
art 
qv(hl) 
<.hl <- nii> 
nc trei 
LelJ Lhombrej ,—L 
ver 
I 
LesJ 
ad.} 
LaltoJ 
prel frasettraza) 
LqueJ 
qn( traza>hc¿) qv(hc!) 
ih'd <- nil> 
traza ver 
LvieneJ 
Sin embargo esta manera de hacer puede resultar 
complicada en la acción y poco Legible la gramática gue la 
describa. Las gramáticas de extraposición intentan serla 
solución a este problema: gue sea fácil la expresión de las 
relaciones entre marcas y trazas y gue la descripción de la 
gramática sea clara. 
Para ello en la parte izda de las reglas de la gramática se 
permite gue aparezcan varios simbolos (en lugar de uno solo). 
trel -> LU 
freí -> mrel frase 
mrel ... traza -> prel 
la última regla indica gue un pronombre relativo es analizado 
si es posible encontrar una secuencia formada por una marca 
"mrel", un conjunto indeterminado de constituyentes "..." y 
una traza. 
DEFINICIÓN 
Una regla de esta gramática es de la forma 
Sj . • . S¿J etc s^ — i . . . s^ —> r 
donde s¿ es un simbolo no terminal, s¡¿, 5|<-1 Y sk s o n 
simbolos terminales o no terminales, r la parte derecha de la 
regla análoga a la parte derecha de las reglas de las 
gramáticas de clausulas definidas y ". . ." secuencias no 
especificadas de simbolos terminales o no terminales. Lstas 
reglas pueden ser entendidas como: 
5|...sy etc B^^I...5^ —> r ... ... 
(a) (b) (a) (b) 
donde: 
(a) < ... > es una cadena entre corchetes "balanceada" 
<b) S^...S¿J etc s^-j.-.s^ -> r regla de extraposición 
puede ser aplicada a la cadena: s = XQ SJ X¿ S¿J etc 
xk-l sk xn s* cada "hueco" Xj es balanceado. 
El resultado de la aplicación es la cadena: 
X Q T <<..< x i > X¿J >..x
 n_ i > x n. h j m: 
Regla: mrel ... traza -> prel, Cadena: mrel Juan ama 
traza, Produce: prel <Juan ama> 
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Cuando se aplican las reqlas hay que tener en cuenta que 
interaccionan entre ellas. Ademas después de la aplicación de 
este tipo de reqla no se pueden aplicar otras que tomen 
elementos de dentro y de fuera de la secuencia entre 
corchetes. Para no violar la restricción utilizando el 
formalismo de los corchetes balanceados» hay que cambiar la 
reqla de freí de la siquiente forma: 
freí -> op mrel frase el 
op ... el -> L J 
Una frase analizada correctamente por una gramática de 
extraposición a la izquierda coincide con la frase obtenida 
por aplicación de reglas a partir del simbolo inicial al 
serle eliminados todos los corchetes. £n ios arboles de 
derivación, representación de la estructura de la frase, 
puede haber nodos que comparten aristas. 
Ejemplo: (dramática de extraposición para lanbncn I n>=l> 
<S->ABCj A->LaJ; A Xtí->LaJ A; B ->CbJ; B...XC->Xtí CbJ B; 
L->LcJ; C->XC LcJ O 
S 
I 1 I 
A B C 
I I ' I X 
j j XC LcJ C 
- I V I 
| /|\ LcJ 
| XB LbJ B 
I ' I 
|/ LbJ 
/ V •• 
LaJ A 
• - - I 
LaJ 
La implementación de estas gramáticas es un programa que 
las traduce a clausulas de Horn, para ser ejecutadas con 
Prolog. 
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111. ti GRAMÁTICAS DE ESTRUCTURA MODIFICADA 
Las Bramáticas de estructura modificada CDahl McCord 833 
son una extensión de las de Lxtraposición en el aspecto 
siquiente. Ln una qramática de extraposición son los 
argumentos de los predicados de las reglas los que restringen 
su utilización y contienen la estructura a asociar a las 
frases correctas. Ln una gramática de estructura modificada 
se realiza la sequnda tarea en forma implícita. 
Las reglas son de la forma: 
A:tíem -> tí. 
A ->Ü 
donde A->B es una regla de extraposición y tíem es un término 
que forma parte de la semántica de la frase si la reqla es 
aplicada. Sem es de la forma: operador-formalógica donde 
operador indica la forma en que afecta este elemento en la 
componente semántica construida hasta ese momento y 
formaióqica es lo que aporta la reqla a la estructura 
semántica. Ln el segundo tipo de regla puede considerarse que 
tíem es la estructura trivial vacia (l-true>. 
Un ejemplo de este tipo de gramáticas es: 
frase -> qn(x) qv(x); 
qn(x) -> gp(x) nc<x); 
qn< x) -> np < x) ; 
qv(x) -> ver(x,y) qn<y); 
qp(x) -> prep(x ) ; 
qp(x) -> art(x); 
prep<x):tíem -> CpJ <det<p,x>tíem)>; 
art(x):tíem -> LaJ íarticulo<a,x,tíem)>; 
nc<x):l—pred -> LnJ lnombre-comun(n»x»pred)>; 
np<n) -> LnJ <. nombre-propio <n) > ; 
ver<x»y):1-pred -> tvJ tverbo<v»x,y,pred)>; 
"léxico" 
nombre-comun(hombre»x,hombre(x>) ->; 
nombre-comunímujer,x,mujer<x)) ->; 
nombre-propio(Manuel) ->; 
nombre-propio(Alicia) ->; / 
verbo(ve,x,y,ve(x,y)) ->; 
verbo(ama,x,y,ama(x,y)> ->; 
det(cada,x,paratodo(x,y,z>> ->; 
det(a,x,existe(x,y,z)> ->; 
articulo(un,x,existe<x,y,z)) ->; 
articulo(una,x,existe(x,y,z)> ->; 
Los tests de las reglas entre llaves son objetivos 
Hroloq (en el ejemplo son llamadas al léxico), Lsta gramática 
asocia estructura semántica a las frases que reconoce: 
Juan ve a Mar i a con semántica ve( ,juan>Mar i a ) ; 
(Jada hombre ama una mujer 
paratodo(x,hombre(x),existe(y,mujer(y),ama(x,y)) 
La estructura sintáctica es un árbol llamado "estructura 
modificada" que si se aplican reqias del primer tipo es de la 
forma: sin(Nt,Sem,Mod> siendo Nt el símbolo de predicado que 
aparece en A y Mod la lista de las estructuras asociadas a 
las subfrases analizadas con la parte derecha de la regla. Se 
considera un árbol con un nodo padre etiquetado por Nt y Sem 
y con un nodo hijo etiquetado por Mod. Ln el ejemplo anterior 
para la frase "Cada hombre ama una mujer" la estructura 
sintáctica es: 
<frase,l-true> 
<gn< x),l-true> 
<qp(x),l-true> 
<prep(x),paratodo(x,y,z)> 
<nc(x),l-true> 
<gv(x),l-true> 
<ver < x,y),1-ama(x,y) 
<gn(y),l-true> 
-•/¿t-
<qp(y)>i-true> 
<art(y),existe(y,z,u)> 
<nc(y>,1-mujer(y)> 
La impiementación realizada en Hrolog-10 es un 
interprete que diriqe el análisis sintáctico y la 
interpretación semántica. La estrucutra asociada a las frases 
es un árbol con nodos etiquetados por elementos sintácticos 
(habituales) y elementos semánticos que presentan la 
particularidad de que aportan información en forma aislada y 
no dependiente de los nodos sucesores, siendo estos los que 
pueden actuar sobre esta estructura "modificándola". La 
interpretación semántica se realiza en dos pasos, en el 
primero se estudian las posibles diferencias entre las 
relaciones sintácticas y las semánticas y la segunda realiza 
las modificaciones referidas anteriormente. 
Lstas qramáticas permiten tratar la extraposición y la 
coordinación (fueron creadas para ello). t£l interprete maneja 
la coordinación por si sólo sin necesitar que aparezcan 
elementos de ella en la qramática pero reflejando en la parte 
semántica las características pertinentes. 
Ll sistema puede considerarse eficiente por varias 
razones. Una de ellas es que se ha implementado mediante 
proqramación lógica compilable. Utra es que el interprete no 
es muy grande y además no guarda toda la historia de cada 
ejecución. 
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III.a GRAMÁTICAS GAPPING 
Son gramáticas lógicas gue permiten trabajar en forma 
explicita con huecos o qap's (subcadenas no identificadas 
como constituyentes) entre elementos de frases. Con ello es 
posible realizar un tratamiento en cualquier orden de las 
palabras de una frase. Aparece el simbolo lógico "gap(x)" en 
el vocabulario no terminal de la gramática y es entendido 
como una subcadena de la frase a analizar gue es separada, 
colocada en otra parte de la frase y no analizada hasta gue 
se llegue a la nueva posición. 
Lstas gramáticas son una generalización de las 
gramáticas de extraposición ya gue los "gap" pueden aparecer 
en cualguier posición de la parte derecha de la reqla. 
DESCRIPCIÓN 
Utilizan un símbolo no terminal gap<6> para referirse a 
una subcadena S, composición de constituyentes qramáticales 
gue serán analizados posteriormente. 
Una reqla en esta gramática es de la forma : 
A, a -> (i 
donde AtVn-<!qap <13) > , a,flt < VnUVtUígap (g ) U llamada Hrolog>+. 
(La notación introduce entre CJ a simbolos terminales, y 
entre O a llamadas Prolog). 
Sea f- un conjunto de símbolos funcionales más el símbolo 
unario "gap", V un conjunto enumerable de variables, R un 
conjunto de términos construido a partir de f- y V. 
xfcR si i: 
(1) xfcV 
o (Ü) xfc íftF- | aridad(f)=0> 
o (3) x= f(tj . ..tn) 
donde ft Iffcf- I aridad(f)=n> y tl...tn son términos. 
Sean H conjunto de los términos de base (sin variables) 
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de K» V(. ü H el vocabulario terminal, Vn U K el vocabulario 
no terminal (V^ II Vn=jó), l' C Vn- el conjunto de símbolos 
"qap"» I' = (qap<(si ) » . . .qápdip) > con üj variables, V5 U Vn el 
conjunto de símbolos iniciales. 
H és el conjunto de reglas de la forma: 
n t »<XQ» q a p ( ü ^ ) , oc¿ , . . . , q a p ( ü n ) , <xn - > 
<ÍQ , q a p ( l i j ^ ) , (¿i , . . . , q a p ( ü j m ) , £ m 
donde m,n>=ü, nttVn, OCJ ,fi jfc (VnUv"t> *, qap((ij)tl' y K = i,j<=n. 
Üe define => relación de reescritura sobre (Vn U V-j;)*: 
u => v 
sii existe una reqla a^, qap <Üj ) , . . . .a n -> (i j ,qap (üj ¿ ) , . . ,(in 
y existe una sustitución $ de términos por variables tal que: 
u$ = {a0,Tiaí.:.rmam>G 
para alqun Tjt(Vn U V t>* y v=((S0 TJJ íii---Tjm í¿m>*. 
A ü=( V n, V^ .,1', VS,H) se denomina "qappinq qrammar" siendo 
L(tí) el lenguaje definido por (i: 
L(B)= i tfcVt* | stVs, s => t > 
No se han incluido llamadas Froloq en la definición 
formal de la qramática. fa'i aparecen en una reqla son 
afectadas por la sustitución al ser aplicada la reqla y se 
ejecutan cuando se aplica la regla, bu fallo produce el fallo 
de aplicación de la reqla. Las qramáticas son escritas (en la 
práctica) a partir de términos de base ttV^*l) H. 
£jemplo: 
frase(and(5|,5y)) -> frase-af(s^>, conj, frase-af(sS). 
frase-af(s) -> nom-p(k), verbo(k,p,s>, objeto(p). 
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ob.jeto(p) -> det(x,pj,p), nombref x ,pj ) . 
objeto(p) -> ad.j(p). 
objeto(p), con.i, qap(ü), objeto(p) -> Lyll, qap(ü), objeto (p). 
det(x,p,al<x,p ) ) -> LalJ. 
nombre<x,tren<x)) -> LtrenJ. 
nom-p(maria) -> LmariaJ. 
nom-p ( juan) -> L juanll . 
verbo(x>y,ve<x,y)) -> LveJ. 
verbo<x,y,oye<x,y)> -> LoyeJ. 
La tercera reqia de "objeto" permite tratar ia elipsis de un 
"objeto" en la primera frase, reconstruyéndolo por 
unificación del "objeto" en la sequnda frase. 
hjemplo de análisis de la frase: 
"maria vio y juan oyó al tren" 
con semántica 
conj(vio(maria,al(x,tren(x)),oyo(juan, al(x,tren(x>)> 
y estructura sintáctica: 
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Trase(s> 
<.s <- conj (si ,séi) > 
trasé-af<si ) cóo trasé-at is'd) 
nom-p(k) verbo<k»p»sl) ob,ieio(p) 
<.k <-maria} 
Isl <-vio(raaria,p)> 
Lmaria'J LvioJ nom-p(k) verbo (k,p,sc¿> objeto (p) 
GAP 1 
Lyj ob jeto <p) 
nom-p(k) verbo < k ,p, sé! > 
ík <-,iuan> 
L juánJ 
íséí <- oyó ( ,iúan,p ) > 
Lo yo J 
nombre(x ¿pl ) 
ípl <-trer.<x>> 
LtrenJ 
det(x,pl,p) 
<.p <-al ( x , tren( x ) ) > 
Lal J 
-79-
Las qramáticas de metamorfosis están incluidas en las 
qramáticas qappinq < BG) ya que para cada símbolo "nt" de la 
parte izquierda de la reqla üü necesitamos en las de 
metamorfosis una reqla de la forma nt -> LntJ donde Lnt3 era 
un pseudo-terminal que no aparece en la frase de entrada. 
Las qramáticas de extraposición son un caso especial de 
las qramáticas GG, donde todos los qaps de la parte izquierda 
son reescritos en orden secuencial al final de la parte 
derecha de la reqla. Además las qramáticas de extraposición 
no permiten el uso de llamadas Prolog en la parte izquierda 
de la reqla. Kinaimente cabe destacar que las qramáticas GG 
no necesitan utilizar marcas para la continuación del 
análisis y son mas eficientes sin perder poder expresivo como 
muestra el siguiente ejemplo: 
I 
"scrambled problem" 
L(G) = íanbr,cr' en cualquier orden) 
Gramática de Extraposición: 
s -> as, bs, es, s 
s -> LJ 
xs -> LxJ 
xs,gap (G) , x * -> Lx ' II, xs,gap (ü) con xfcla,b ,c> , x ' fcla,b ,c>-<x> 
luego son necesarias dos reqlas para el comienzo y V reqlas 
más para generar o analizar las palabras; y son (3>#*3 + H 
reqlas <3=número de letras). 
Gramática gappinq: 
s -> com> si» fin. 
si -> as, bs, es, si. 
si -> LJ. 
com, qap(q), as -> Lall, com, qap(G). 
com, qap(G>, bs -> LbJ, com, qap(G). 
com, gap(G), es -> LcJ, com, gap(G). 
com, fin -> LJ 
luego sólo se necesitan m reglas <m=número de letras) más 4. 
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Hor lo tanto el análisis será más eficiente y sin embargo la 
gramática sigue explicando claramente el proceso. 
Todavía la gramática üü anterior puede ser más concisa : 
s -> as, bs, es 
s -> L J 
xs, gap<B) -> gap(ü), LxJ xfcla,b,c> 
s 
as bs es 
bs es 
es LbJ 
I 
LcJ 
Lste ejemplo muestra un tratamiento conciso, claro y 
eficiente del análisis de lenguajes sin orden fijo en las 
palabras gue componen las frases. Característica importante 
ya gue la posición de las palabras en las frases en general 
indica énfasis u otras peculiaridades y es practica aceptada 
en la mayor parte de los lenguajes naturales. 
Las gramáticas Uü posibilitan mezclar palabras, en 
distinto orden, de distintos constituyentes de las frases 
(como en las leyes o anuncios), hs posible definir gramáticas 
con ordenes generales establecidos entre los componentes como 
en el ejemplo siguiente: 
(orden (DO y regla A->B,C,l)> 
se representa al conjunto: 
< A ->DBC, A ->DCB, A ->BDC > 
1 
s 
L J 
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Pero estas gramáticas comienzan a ser complejas con la 
complejidad del orden establecido. 
Utro problema que estas gramáticas pueden subsanar es el 
tratamiento del orden de los constituyentes que deben o no 
aparecer según lo determinen otros constituyentes. En el 
ejemplo que se presenta a continuación se muestra además como 
por ser variables los argumentos de los "gap" son posibles 
todas instanciaciones <incluyendo la vacia). 
La dificultad de estas qramáticas está en la ejecución o 
proceso de los gaps: ¿gué conjunto de constituyentes se 
seleccionan para formar un gap?. 
Ls implementable tanto la extraposición a izquierdas 
como a derechas L'Dahl» B4J. 
E jem: 
frase -> ver<x)> LxJ. 
ver(x)> qap(g) -> gap(g)» LyJj (verbo<x,y)> 
verbo(toma,Icomp-dir,comp-lug>) ->; 
comp-lug, qap(g) -> gap(g), LxJ> {grupo-lugar(x)> 
comp-dir, qap<g) -> qap(g), LxJ» <.obj<x>> 
obj(una-tonica) ->; 
grupo-lugar(en-el-bar) ->; 
Un análisis realizado con esta gramática de la frase "toma 
una tónica en el bar" da lugar a la siguiente estructura: 
-&d-
frase 
ver(x) LxJ 
(qap) 
LxJ 
toma 
LyJ iverbo(x >y)> 
comp-dir comp-luq 
(qap) 
comp-luq Lx'J {ob.j(x')> 
(qap > 
Lx'J Lx*'J íqrupo-luqar(x'')> 
una-tonica en-el-bar 
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III.7 GRAMÁTICAS DE PUZZLES 
Las gramáticas de puzzles Lfaabatier, Ü4II intentan ser 
(no están completamente definidas aun) un formalismo loqico 
declarativo claro» simple y potente para describir gramáticas 
no triviales por parte de lingüistas (que no tienen porque 
comprender los métodos procedurales). Con estas gramáticas el 
lenguaje se define en términos de arboles-key o piezas del 
puzzle representando a las reglas. Nuevos arboles o 
elementos del puzzle pueden ser construidos por "ensamblaje" 
de los ya conocidos. Las restricciones se asocian a los 
arboles-key y son evaluadas cuando es necesario (y tienen a 
sus argumentos con valor). Para realizar el 
análisis/generación de frases las reglas que definen la 
estrategia» dirigen el proceso de ensamblar elementos del 
puzzle. 
DESCRIPCIÓN 
Un arbol-key es un árbol: 
N (condiciones) 
bl bc! bn 
donde N es un átomo o predicado (no variable) y cada bj es un 
símbolo no terminal» terminal» el símbolo ni 1 o bien un 
arbol-key ya conocido. Uos arboles-key k y k* se ensamblan si 
siendo sj hoja de k y sy raiz de k ' entonces s¿ y sg son 
unificables. 
Una gramática puzzle es un conjunto de pares: 
ü = {(kj,cj)» ... ,(kn»cn) > (con n>0) 
donde cada kj es un arbol-key básico y cada c¿ es una 
conjunción o disyunción de restricciones sobre kj. Al par 
(k¿»c¿) se denomina pieza del puzzle. 
Una cadena pertenece al lenguaje generado por una 
gramática puzzle si existe un arbol-key k» cuya lista de 
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hojas sea la cadena. 
Como en otras gramáticas lógicas* los argumentos de los 
predicados pueden ser usados para especificar y construir las 
representaciones asociadas a la frase analizada o generada. 
Las condiciones asociadas a los arboles-key expresan 
restricciones en los valores de las variables argumento que 
aparecen en alqun nodo. Son evaluadas tan pronto como son 
necesarias y siempre que se vonozca el valor de sus 
arqumentos (los lingüistas al dar las restricciones no se 
preocupan de como ni cuando será efectuada la computación). 
fcistas qramáticas pueden ser traducidas a gramáticas de 
clausulas y por ello interpretadas en Prolog. A pesar de esto 
su creador esta intentando definir estrateqias que optimicen 
su utilización, hjem: 
frase(x,y,z) ídif(y»z)> 
nom-p(y) qv 
I 
I I 
ver(x) qr-prep 
prep nom-p(z) 
nom-p(juan) O nom-p(maria) O 
I I 
t .juanJ LmariaJ 
ver(ama) í> prep O 
I I 
LamaJ LaJ 
bnsamblando estos arboles puede ser analizada o generada la 
frase "Juan ama a mar ia". 
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III.7 REALIZACIONES 
iodos los formalismos de gramáticas lógicas expuestos en 
el apartado anterior han sido implementados en Proloq (ya que 
la operación de unificación y la estrategia en profundidad no 
determinista son operaciones básicas del lenquaje) y han dado 
luqar a aplicaciones de interfaces en lenquaje natural para 
bases de datos o sistemas expertos. 
Se enumera a continuación algunas de estas realizaciones: 
Banco de datos administrativo LDahl 773 
V. Üahl durante su estancia en el LJíA de Marsella construyó 
un sistema de interroqación de bases de datos en castellano 
utilizando una qramatica de metamorfosis. La base de datos 
esta descrita con predicados y clausulas de Horn en lógica de 
primer orden» con lo que es posible acceder tanto a la 
información explicita de la base como a la deducible. Con 
objeto de tratar la neqación por defecto (una formula es 
falsa si no es posible demostrar su verdad) trabaja sólo con 
dominios finitos. La parte linquistica del sistema esta 
separada del tratamiento de la base. 
ORBI COliveira, Pereira et Sabatier BE] 
Sistema experto en "enviromental biophisical resource 
evaluation" con un interfaz en lenguaje natural (portugués) 
capaz de explicar la aplicación de su concimiento a un 
territorio particular asi como de responder preguntas sobre 
sus capacidades lingüistas o indicar porque acepta frases 
como correctas o incorrectas (ambas cosas en lenguaje natural 
o con menus). Ha sido implementado en Prolog y la qramatica 
de clausulas permite tratar la elipsis y la coordinación de 
frases. La interpretación de las frases analizadas es una 
lista optimizada de objetivos Prolog. 
b£l sistema fué el primer producto terminado realizado 
totalmente en Prolog sobre un PDP 1 1 / 0 2 que consta de una 
base de hechos» una base de reqlas de inferencia (capaz de 
responder preguntas rezonando sobre los hechos) y un 
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interface para realizar preguntas en portugués o a través de 
menus. *" 
Además por ser un sistema experto dispone de un módulo que 
testea un cierto tipo de coherencia semántica y produce las 
formulas asociadas a preguntas correctas. A partir de la 
formula se responde a la pregunta. 
Diálogos en trances tPasero tíHJ 
Sistema de dialogo entre usuario y maquina gue consta de un 
módulo de análisis sintactico-semantico basado en la lógica 
trivaluada (pero transformada a la bivaluada para su 
tratamiento) mas un módulo gue hace posible la asimilación 
del conocimiento por la máquina. 
Para cada frase declarativa (única estructura de frase gue se 
trata) el sistema extrae una información semántica y antes de 
añadirla a su conocimiento estudia gue no sea contradictoria 
con la ya existente. Las presuposiciones asociadas a la frase 
no deben contradecir las informaciones anteriores. Si lo hace 
entonces la frase es considerada como absurda y no aporta 
nueva información al sistema. Las aserciones asociadas a la 
frase no pueden contradecir la información del sistema ya gue 
si esto ocurre entonces la frase es considerada como falsa 
pero el sistema toma la información de la presuposición, 
tjemplo de dialogo: 
Us : Pedro vive en Marsella. 
Sis: UK 
Us : Pedro no vive en Marsella. 
Sis: Falso 
Us : Ninguna persona vive en Marsella. 
Sis: UK 
Us : Pedro es una persona. 
Sis: Kalso 
Us : Las personas gue viven en Marsella pesan 30 Kg 
Sis: Absurdo 
MICHOSIAL LPique, Sabatíer BS3 
ks un intert'ace en francés para 'una base de datos de una 
administración militar. La gramática es de metamorfosis. 
CHAT-00 LPereirá 033 
Ls un programa escrito en Prolog que responde preguntas en 
ingles a una base de datos de qeoqrafia (no es un producto 
acabado). Dispone de un módulo de interpretación de la 
semántica de las frases. La gramática es de extraposición. 
ORBIS LColmerauer 033 
Sistema que se comunica con el usuario en ingles o francés en 
el dominio de la astroloqia (planetas). Es una gramática 
lógica, la representación del conocimiento se realiza con 
clausulas y esta implementado en Prolog. 
L'Pentonnen» M. 053 
Programa que permite preguntar en finlandés una base de datos 
escrita en Proloq. 
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CAPITULO IVs 
VALORACIÓN DE LA SITUACIÓN ACTUAL Y 
PRESENTACIÓN DEL SISTEMA SIRENA 
IV VALORACIÓN DE LA SITUACIÓN ACTUAL Y PRESENTACIÓN DEL 
SISTEMA SIRENA 
Una vez realizado el resumen de las técnicas clásicas 
de análisis o comprensión del lenguaje natural en 
las dos líneas existentes (capítulos dos y tres) se pasa a 
continuación a hacer una valoración de la situación actual de 
este tipo de sistemas. 
Be destacan los siguientes puntos sobre la situación 
actual de los sistemas de comunicación en lenguaje natural: 
- Hay un "fracaso" de los sistemas estructurados clásicos y 
se ha desechado la idea de estructurar y realizar el estudio 
en tases independientes salvo en dominios muy concretos y 
reducidos. 
tíe crean nuevos paradigmas resultado de integrar los 
distintos aspectos en una u otra forma. Como eje de la 
implementación suele tomarse una gramática complementada con 
criterios procedentes de otros niveles. La orientación a 
seguir es una amalgama de aspectos léxicos, sintácticos, 
semánticos y pragmáticos mediante una base de conocimiento. 
Hará ello se utilizan fundamentalmente técnicas del área de 
la inteligencia Artificial pero no exclusivamente. 
- Dentro de los sistemas "no muy estructurados" aparece una 
línea peculiar como es el formalismo de las Dramáticas 
Lógicas gue permite formalizar y realizar conjuntamente las 
diferentes fases clásicas de análisis. 
Lsta técnica presenta la ventaja de ser aplicable a modelos 
integrados de análisis comprensión y resolución de problemas. 
- No existe aún una única teoría asumida como adecuada para 
representar el significado de las frases. 
Hay dos opciones, utilizar como base la lógica (teoría bien 
fundamentada) o bien utilizar modelos construidos al efecto. 
- La mayor parte de los sistemas funcionan en forma efectiva 
para dominios únicos. Ln general un cambio de dominio exige 
una gran reconversión e incluso una nueva definición de los 
(o algunos) elementos del sistema de comprensión del lenguaje 
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natural. Claramente cualquier cambio de este tipo produce 
variaciones a tener en cuenta pero se ha de intentar que esta 
tarea sea lo mas "qramatical" posible» es decir que afecten 
al diccionario y en menor medida a la gramática. 
- Aunque no es posible construir de momento un sistema que 
abarque un lenguaje natural en su totalidad (problemas graves 
con el diccionario o con la representación de estructuras 
lingüistas), la elección del subconjunto de frases que se 
considera mas adecuado para la aplicación que lo utiliza es 
una tarea fundamental y no existe aún una delimitación 
asumida como válida por la mayoria. 
bsta claro que este subconjunto ha de poder ser utilizado por 
distinto tipo de personas y ha de aportar los mecanismos para 
la expresión concisa y precisa de acciones a realizar, 
lodo ello lleva a que cualquier interfaz que se desee 
utilizar en forma eficiente y agradable ha de ser lo mas 
amplio posible. 
Ln línea con el apartado anterior y como propuesta de 
esta tesis se ha planteado un sistema de resolución de tareas 
en lenguaje natural que utiliza un formalismo y un tipo de 
proceso basando en la lógica. tiste sistema se ha llamado 
Sirena (como ya se ha indicado en la introducción de esta 
tesis) y es un sistema completo de comprensión y comunicación 
que permite tareas de adquisición, representación, inferencia 
y explicación del conocimiento en castellano. 
Ln un sistema de las características del presentado aunque la 
formulación es elegante, cuando se pretende construir un 
sistema de ámbito muy amplio (dominio del discurso) se puede 
llegar, como otros sistemas, a una inviabilidad de 
tratamiento. Sin embargo para interfaces con dominios 
limitados puede construirse un sistema muy poderoso y a la 
par integrarse con sistemas de resolución de problemas 
creándose una estructura mixta de comprensión y procesamiento 
que se acercaría mucho al concepto de programación en 
lenguaje natural. 
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Las características mas destacables del sistema Sirena 
son las siguientes: 
1. Íntegra las diferentes tareas a realizar con un sistema 
basado en el conocimiento: procesos de adquisición y 
recuperación del conocimiento, de comprensión y resolución o 
de explicación de decisiones, lodo ello en castellano. 
3. Dispone de un subconjunto adecuado y suficiente del 
castellano para la comunicación. 
3. La adguisición de palabras a introducir en el diccionario 
del sistema se realiza interactivamente (no exige una previa 
def inición). 
4. Implementación óptima de un algoritmo de análisis del 
lenguaje que retrasa la verificación de restricciones hasta 
el momento adecuado permitiendo la recuperación de ciertos 
errores gramaticales pero resolubles. 
b. Ll sistema Sirena se utiliza con diferentes aplicaciones 
basadas en el conocimiento y construidas con paradigmas 
similares. 
Puede ser considerado un generador de interfaces de 
comunicación que dispone de una gramática cuyo lenguaje 
qenerado es un subconjunto del castellano y de un diccionario 
básico. 
Ln el capítulo siguiente se realiza un descripción 
detallada del sistema Sirena. 
-V3-
CAPITULO Vs 
SISTEMA SIRENA 
V SISTEMA DE PROGRAMACIÓN EN LENGUAJE NATURAL: SIRENA 
El objetivo de este trabajo es definir una metodología y 
unas herramientas útiles para la construcción de interfaces 
en lenguaje natural para realizar con diferentes aplicaciones 
diferentes interfaces en castellano con los que efectuar 
tareas como asimilar conocimiento a partir de textos del 
campo de aplicación, recuperar información conocida por un 
sistema o bien explicación del razonamiento de generación de 
respuestas. 
La estructura de un sistema basado en el conocimiento con el 
sistema Sirena es: 
Unidad 
de conocimiento Pregunta 
: Anal isis 
Sirena 
l 
I I 
Actualización Llamada 
Base conocimiento Sirena 
I I 
Base de < ; > Motor de 
conocimiento inferencia 
• j - r Respuesta Explicación 
tn este trabajo se presentan los aspectos lingüísticos 
de este tipo de sistemas por lo que tareas como coherencia en 
la '.adquisición .de^ -conocimiento» - tipos- i de inferencias 
realizadas o de representación^seleccionada no se describirán 
.ni justificaran.a ; io - z o r r z ~u ~i :.-..:, •:£.': c \ ~ *••':.'••••>: 
Ll formalismo gramatical utilizado se basa en las 
Gramáticas de Metamorfosis definidas "por Colmerauer (1973) y 
a los últimos trabajos de R. "Pasero en cuanto a la estrategia 
que diriqe el análisis. 
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La definición de la qramática» es decir-de los tipos de 
frases a reconocer» pretende ser simple pero al mismo tiempo 
suficientemente amplia para abarcar frases consideradas 
estándar en la comunicación con un ordenador o bien básicas 
para representar el conocimiento disponible sobre un 
determinado dominio de aplicación. 
Se dispone de un conjunto base de palabras consideradas como 
pertenecientes a cualquier dominio de discurso» como por 
ejemplo las que introducen a conectores (y» o» entinces ...) 
o aiqunos verbos como ser, estar y otros. A partir de este 
"diccionario básico" será posible definir suconjunto del 
castellano adecuado a la aplicación en forma interactiva. 
Dado que no existe una elección de siqnificado de las 
frases adecuada a toda aplicación se ha optado por la 
representación lóqica mas qeneral en una lóqica basada en el 
cálculo de predicados y a continuación efectuar una 
"traducción" a la representación lóqica de la aplicación. 
Una vez definida la qramática y la representación 
semántica de cada uno de los componentes qramaticales la 
implementación es prácticamente inmediato como se verá a 
continuación en el apartado uno de este capítulo al realizar 
completamente la implementación de una qramática prototipo. 
La ampliación de la qramática con nuevas estructuras de 
frases (que pueden utilizar partes ya definidas) se realiza 
de forma sencilla ya que en qeneral» cada tipo de frase se 
define con una sola reqla Hrolog que ha de ser añadida al 
proqrama. Ademas cualquier restricción que se desee expresar 
suele implicar la introducción de un nuevo argumento o bien 
<si es necesario más que la, unificación) la introducción en 
el módulo de análisis» una secuencia de condiciones a 
verificar. ¡' • 
tie ha intentado en todo momento de la implementación que en 
las reqlas de la qramática sólo aparecezcan características 
qramaticales. 
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Convencionalmente el estudio de cadenas de símbolos con 
objeto de comprobar si son frases pertenecientes al lenguaje 
deseado consta de un análisis lexico-morfoloqico (forma de 
las palabras» significación y etimología), de un análisis 
sintáctico (coordinación y unión de las palabras del lenguaje 
para formar frases), de un análisis semántico (significado de 
la frase) y de un análisis praqmático (utilización de los 
resultados de los análisis anteriores). En el sistema 
construido aparecen estas fases en la forma en que se 
describe brevemente en el apartado uno. 
Una vez que se ha obtenido una respuesta a la prequnta 
solicitada existe un módulo de explicación a partir de la 
traza o razonamiento sequido por el sistema basado en el 
conocimiento. No utiliza este módulo la misma metodología que 
los módulos de adquisición de conocimiento o prequntas al 
sistema, pero se deja . para un trabajo futuro las 
posibilidades que se vislumbran en este momento. 
La programación de Sirena se ha realizado en el lenguaje 
de programación lóqica Prolog, elegido para el desarrollo por 
ser considerado el más adecuado tanto a los formalismos 
gramaticales utilizados como al tipo de posibles sistemas 
informáticos gue utilicen los interfaces construidos a partir 
de este sistema general. 
fc.1 lenguaje de programación lógica Prolog (herramienta 
básica) adolece de ciertas ventajas deseables e incluso 
imprescindibles como procedimientos de gestión de recursos 
del lenquaje o del ordenador que no permiten una qran 
eficiencia en la ejecución. Sin embargo las ventajas se 
encuentran en el momento de diseño y depuración. 
La implementación ha sido realizada sobre un IBM PC de 
íSlüK utilizando el lenguaje de programación Prolog II (v2) 
del üIA de la Hacuitad de Ciencias de Marsella (Francia) 
LBiannesini et all, B5J, tColmerauer, 83J. Es transportable a 
un ordenador VAX y por lo tanto el sistema total. 
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Debido- a las .características del lenguaje de 
programación ha sido posible realizar diferentes tipos de 
implementaciones para distintos tipos de requerimientos. lis 
decir el manejo complejo de los argumentos de los predicados 
de las clausulas)la introducción de predicados en las 
clausulas que definen a la gramática o de predicados en las 
clausulas que definen la estrategia de análisis y la 
facilidad de "congelar" resoluciones ha permitido expresar» 
representar y computar diferentes tipos de restricciones del 
proceso. Ademas se ha conseguido aislar cada una de las 
restricciones de forma gue las restricciones gramaticales 
aparecen en las reglas de la gramática y las de la estrategia 
de construcción en las reglas del algoritmo de análisis. 
fcxisten problemas con largas sesiones debidas a la 
implementación del lenguaje y es corriente la aparición de 
mensajes de error del tipo "SUBSTITUCIÓN ... OVERFLOW", 
teniendo gue volver a comenzar la tarea. 
Be pasa a continuación a describir el sistema. 
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V.l MÉTODO DE ANÁLISIS DEL LENGUAJE 
bn este apartado se va a describir la parte de análisis 
del castellano del sistema Sirena. 
Análisis léxico-morfológico: No existe análisis léxico 
propiamente dicho» pues dada una frase se considera una 
palabra a la cadena de símbolos entre dos blancos y se 
aceptaran todas aquellas gue estén definidas en el 
diccionario del sistema. 
ti sistema dispone de un diccionario llamado "diccionario 
básico" gue constará de un conjunto elemental de palabras 
como son artículos* conjunciones, verbos» y otras palabras 
consideradas muy utilizadas en general en la construcción de 
frases en castellano. 
bl diccionario gue se utilizará en un determinado 
sistema será creado añadiendo al diccionario general el 
conjunto de palabras propio al dominio de la aplicación, fcsta 
tarea será realizada interactivamente por cualquier usuario y 
en cualguier momento siguiendo los pasos indicados por el 
sistema. bs decir, se parte de un conjunto mínimo de 
palabras, suficiente para trabajar con textos del dominio y 
utilizar el mecanismo de ampliación del diccionario 
(diccionario dinámico) para asimilar nuevas palabras o 
significados de .palabras ya conocidas.~De esta forma no hay 
necesidad de almacenar previamente- al ruso -del interfaz 
grandes diccionarios. .,.-. — • -,
 ;c: 
.-.-.•, • .< ••(• ., • ) - , . ; , - . - . < - ••• .- ~. ~. : - r - - - ' - - • r - c . " - • •.'.• . : 2 <. 
,. Antes de comenzar el proceso de ¡análisis de una frase se 
comprueba gue todas las palabras que la forman pertenezcan al 
diccionario, bn caso negativo se pide al usuario una solución 
entre varias posibles. • ;•;•-•:• z ••;•- •:."-:.- : ; i ,-
Análisis sintáctico: La sintaxis se puede considerar el 
motor básico en el sistema ya gue dirige los procesos de 
reconocimiento y generación de frases y su nivel de 
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caracterización es uti l'izado- J para >- la- J definición 'de las 
palabras en el diccionario del sistema. 
fcl reconocimiento de una-frase de entrada como perteneciente 
ai lenqua.íe definido se basa-en la comparación de izquierda a 
derecha de las palabras de la frase con la frontera (conjunto 
de nodos terminales) de los diferentes arboles sintácticos 
construidos automáticamente a partir de la gramática. Si la 
frase coincide con la frontera de alquno de ellos entonces el 
análisis habrá terminado con éxito» y este será el árbol que 
representa su estructura sintáctica. fcn otro caso (no se 
corresponde con una estructura sintáctica correcta) la frase 
no será reconocida como perteneciente al lenguaje. fcste 
método de análisis es no determinista con lo que será posible 
obtener todos los análisis posibles de la frase de entrada. 
La definición de las estructuras sintácticas se hace 
directamente con clausulas de Horn. fcn general es posible 
afirmar que cada estructura sintáctica se representa con una 
clausula de Horn. fcste formalismo hace que la definición de 
nuevas estructuras sintácticas sea fácilmente realizable» ya 
que no es necesario estudiar las definiciones de estructuras 
ya existentes» aunque puedan ser utilizadas para consequir 
mayor eficacia y sintetizacion de la gramática. 
fcn esta fase se dispone de un mecanismo de recureración 
de errores de concordancia de genero y número entre las 
palabras que componen la frase, fcn caso de ser detectado un 
error de este tipo se presentan al usuario todas las 
posibilidades de escribir la frase correctamente y una vez 
seleccionada una por él se continuará el análisis (se detalla 
en el apartado £ de este capítulo). 
Análisis semánticos La semántica se define basándose en 
la técnica utilizada por A. Üolmerauer. fcl significado de una 
frase podrá ser expresado en cálculo de predicados, cálculo 
i concepto, atributo valor o cálculo proposicional. 
fcl sistema permitirá la utilización de cualguiera de los tres 
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tipos de semántica, fcn este punto es el tipo de aplicación la 
que decide que formalismo es el -'más adecuado (el apartado 
tres de este capitulo trata la semántica o significado de las 
estructuras). 
La formula que representara la semántica de la frase se 
va contruyendo paralelamente a la estructura sintáctica. La 
no posibilidad de asiqnar una estructura semántica correcta a 
una frase da luqar también a no considerar la frase como 
correcta. Ls por esto que el tipo de análisis realizado es 
sintáctico semántico. 
Como trabajo futuro se va a analizar la posibilidad de 
dotar a cada estructura sintáctica de una semántica que venqa 
representada por un conjunto de significados diferentes y que 
sea el contexto en el que se efectúa el análisis el que 
decida cual de ellos es el válido en ese momento. También se 
pretende estudiar la conveniencia de dotar al sistema de 
análisis de un mecanismo de aprendizaje que permita tener en 
cuenta las posibles correcciones semánticas efectuadas por 
usuarios incorporando esta nueva información (dependiente del 
contexto) sobre el análisis. 
Análisis pragmático: Ll análisis pragmático tiene por 
objeto decidir el tipo de utilización que se ha de dar al 
contenido de la frase o al resultado del análisis total de la 
frase. 
Algunos trabajos actuales se basan en la teoria de Searle. En 
ella el acto de la palabra es la unidad mínima • de 
comunicación y pretende deducir la intención del hablante al 
hablar. Ha categorizado ciertos actos verbales en los que 
aparecen el hablante y el agente estableciendo condiciones de 
interpretación (orden, ruego» . . . ) . La formalización de esta 
teoria se hace a partir de técnicas- -de planificación, 
expresando los actos verbales como planes y los procesos de 
comunicación como estrategias de razonamiento para construir 
o comprender planes. 
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til sistema no presenta ningún tipo de estudio pragmático» una 
vez analizada la frase de entrada su semántica asociada es 
ejecutada por un sistema de deducción y realiza lo que "la 
frase" indica sobre la base de conocimiento disponible. 
Como ya se ha indicado* se va a desarrollar 
detenidamente una gramática prototipo pero incluida en la 
final. La única variación de implementación de la gramática 
(es decir del análisis sintáctico y el semántico) consiste en 
la definición de las palabras en el diccionario. 
Por razones de eficiencia se ha optado por no tener 
almacenadas todas las palabras a partir de su categoria 
sintáctica (como en el prototipo) sino a partir de la palabra 
misma. 
A continuación se realiza la implementación de una 
gramática prototipo y de las fases de análisis sintáctica y 
semántica. 
Sea la gramática siguiente escrita en tíNF y con 
semántica definida entre corchetes de cuyo significado no es 
descrito en este momento (se describe detalladamente en el 
apartado tres). 
"Estructuras gramaticales" 
<<<i,ol),o>,<i,ol>f o> 
<frase> ::= <grupo nominal> <grupo verbal> 
íi, <<i,ol>,ol>> 
<grupo nominal) ::= <nom propio> 
íi, <<i»ol>,olJ> 
<qrupo nominal) ::- <preposicion> <nom propio) 
<<<.j,oü>,<i,ol>,oJ,<.i,otí>, <<i,ol>,o>> 
<qrupo nominal) ::= <qrupo articulo) <nom común) « 
< < < i , < .7, o'á» »<i,ol),o3>,<i,<.i, otí) > ,C<j,o3),o>, <<i,ol),o>> 
<grupo nominal) :!= <grupo articulo) <nom común) 
<grupo nominal) 
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í<i,ol>, <i,ol>> 
<grupo verbal> : := <verbo ser> <'á'Uributu> 
í<i,<i,oéi>>,<<.i,oa>,ol>, <i,ol>> 
<qrupo verbal> ::= <verbo tl> <grupo nominal) 
íí<i,ol>,ol>, <i,ol>> 
<atributo> ::= <adjetivo) 
í<i,ol>, <i,ol>> 
<atributo> ::= <articulo> <nom común) 
{<i,< j,oéí)),<.< j,oc!>,ol>, <i,ol>> 
<atributo> ::= <articulo> <nom común) <grupo nominal) 
ío» o> 
<grupo articulo) ::= <preposicion) <articulo> / <articulo> / 
<preposicion> 
<.<i»ol),<i,ocí>,existe<i,con.i(ol,ocí)>> 
<grupo articulo) ::= <art contracto) 
í<i,ol),<i ,oéi>»existe< i ,conj <ol »oc¡> ) > 
<articulo> ::= <art definido (sin)) / <art indefinido) 
i<i »ol> » <i ,oéí> »todo( i »dis(no(oi ) »dc¡) ) > 
<articulo> ::= <art definido (plu)> 
"Diccionario" 
<nom propio) ::= Manuel /Alicia / Juan / Pilar / Prolog 
<nom común) ::= niño / niña / niños / niñas / 
hermano / hermana '/ hermanos / hermanas/ 
hombre / mujer / animal / animales 
<adjetivo) ::= alto / 'alta / altos / altas / 
••-"-• J - > '••"•- ; < '<•' -bonito -'/ bonita / bonitos / bonitas 
<verbo ser) : := 'es / son - - ' ->'- ' 
<verbo ti) :: = -estudia >• / estudian 
<preposicion> ::= de / a 
<art ^ contracto) ': s = -al /-del - '.'•-•>•<•••• 
<art definido) ::= el / la / los / las 
<art indefinido) ::= un / una / unos / unas 
hrases del lenguaje de esta gramática son: 
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Manuel es alto. 
con semántica:alto(Manuel) 
Manuel es un niño. 
con semánticas niño(Manuel) 
Manuel estudia los animales de Alicia, 
con semántica: 
existe(x,con,i (animal<x,Alicia)>estudia(Manuel» x))) 
las hermanas de Juan estudian Proloq. 
con semántica: 
todo(x »dis(no(hermana(x,Juan)),estudia<x,Proloq))) 
Siendo la semántica de los nombre propios el objeto del 
dominio asociado a ese nombre, la de los nombres comunes un 
nombre de predicado y la de los verbos tipo uno un predicado 
binario (para indicar el objeto sujeto y el objeto directo). 
fcn la definición anterior no han aparecido las 
restricciones de qénero y número del castellano salvo en el 
articulo definido por afectar a la semántica. Se tendrán en 
cuenta posteriormente en otra fase del desarrollo. 
Hor ello en este momento una frase de esta qramática es 
"Manuel es una nina" o bien "las niñas es bonita". 
Una vez conocida la qramática que se va a tratar en este 
apartado se comienza con la realización de la implementación 
sintáctica. Falta indicar cual será la representación Proloq 
de las frases y cual su estructura sintáctica.•. 
Se representa las frases con la lista Proloq de palabras 
que la forman: 
Manuel.es.un.niño.ni 1 
Su sintaxis es el árbol construido a partir de las reqlas que 
la analizan: 
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•frase 
I : ' 1"* 
qrupo nominal qrupo verbal 
nombre propio verbo ser atributo 
<lianuel> <es> articulo nombre común 
I I 
art indet <nino> 
I 
<un> 
Las palabras en castellano se encierran entre corchetes "<" y 
">" para indicar que son nodos terminales. 
Una reqla de la gramática se entiende como un proceso de 
reescritura o sustitución con unificación de una parte de la 
reqla por la otra. Por ejemplo, la primera reqla que describe 
las frases del lenquaje descrito por la qramática» indica que 
se tiene una frase del lenquaje si es posible encontrar en 
ella un qrupo nominal sequido de un qrupo verbal o bien» si 
se encuentran estos dos componentes en la frase de entrada 
entonces se tiene una frase del lenquaje. 
Cada reqla en BNf- se representa con una reqla Proloq de 
la manera 5iquiente: . 
- A cada símbolo le corresponde un nombre de predicado con un 
arqumento que indicará la estructura sintáctica asociada (que 
será construidas partir de los constituyentes lo definen en 
la reqla BNF). Por ejemplo frase<fr(x»y)) siendo frase el 
nombre de predicado asociado a frase, parte izquierda de la 
primera reqla en BNH»;- y fr(x¿y) la estructura - sintáctica 
asociada (que en -proloq es *la - estructura de árbol y se 
entiende como un arqumento). 
- A cada reqla en BNf- se asocia una reqla Proloq con los 
constituyentes asociados sequn el punto anterior. Por ejemplo 
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la primera reqia será: 
trase(tr(x»y)) -> qrupo—nom(x) qrupo-ver<y); 
que indica que una alqo será frase si es posible asociarle la 
estructura tr<x>y) donde x es la estrucutra sintáctica de un 
qrupo nominal e y de un qrupo verbal. 
- A cada palabra del diccionario se le asocia una reqla 
Proloq con parte derecha vacia y parte izquierda con nombre 
de predicado la cateqoria sintáctica y arqumentos la propia 
palabra» información sobre su qenero y número y finalmente 
semántica asociada. Por ejemplo: 
nc (nirío »mas.sin»nirío ) -> ; 
np(Manuel,mas.sin»Manuel> ->; 
ver-ti<estudia»mas.sin$<i »<j >estudia(i,j)>>) ->; 
prep(de»x»y) ->; (no tiene qenero, numero ni semántica) 
La qramática en clausulas Proloq será seqún los puntos 
anteriores: 
frase(fr(x»y)) -> qrupo-nom(x) qrupo—ver<y); 
qrupo-nom(qn<x)) -> preposición!x>; 
qrupo-nom<qn(x,y)) -> preposición*x) nom-propio(y); 
qrupo-nom(qn(x,y)) —> qrupo—art(x) nom-comun(y>; 
qrupo-nom<qn(x»y»z)) -> qrupo-art(x) nom-comun(y) 
qrupo-nom(z); 
qrupo-ver<qv(x»y>> -> verbo-ser<x) atributo(y); 
qrupo-rver (qv< x »y > ) -> verbo-tl ( x ) qrupo-nom(y); 
atributoXatt (x) ) -> adjetivo!x>; 
atributo(att<x»y)) -> articulo(x) nora-comun(y); 
atributo(att(x»y»z)) •-> articulo(x) nom-comun(y) 
qrupo-nom(z); 
qrupo-art(qi—art(x,y>) -> preposición!x) articulo<y); 
qrupo-art(qr-art(x)) -> preposición!x); 
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qrupo-art(qr-art<x)) -> art-contracto(x); 
qrupo-art <qr-art (x ) ) -> articulo-<-y) ; 
articulo(art(x)> -> art-detinido(x); 
articulo(art<x)) -> art-indefinido(x); 
nom-propio(np<<x>)) -> np(x,y,z); 
nom-comun(nc(<x>)) -> nc(x»y,z); 
adjetivo (ad .i < <x> ) ) -> adj(x,y,z); 
verbo-ser(ser(<x>)) -> ver-ser(x,y,z); 
verbo-tl(ver(<x>)) -> ver-tl(x,y,z); 
preposicion(prep(<x>)> -> prep(x); 
art-contracto(art-c(<x>>> -> art-c(x,y,z); 
art-definido(art-def(<x>)) -> art-def(x,y,z); 
art-indef inido (art-indet'( <x> ) ) -> art-indet'( x ,y, z ) ; 
"Diccionario" 
np(Manuel,mas.sin,Manuel) ->; 
np(Alicia,fem.sin,Alicia) ->; 
np(Juan>mas.sin»Juan) ->; 
np(Pilar,fem.sin,Pilar) ->; 
np(Proloq»mas.sin»Hroloq) ->; 
nc(niño,mas.sin,niño) ->; • 
nc(niños,mas.plu,niño) ->; 
nc<niña»fem.sin»niña) ->; " 
nc (niñasjt'em.plu»niña) .->; 
nc(hermano,mas.sin«hermano) ->; 
nc(hermanos,mas.plu,hermano) ->; 
nc(hermana,fem.sin,hermana) —>; ~ • 
nc(hermanas,t'em.plu,hermana) ->; 
nc(hombre,mas.sin,hombre) ->; 
nc (mu.i er, t'em. sin, mujer ) -> ; 
nc(animal,mas.sin,animal) ->; 
nc(animales,mas.plu,animal) ->; 
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ad.i <boni t o , m a s . s i n , b o n i t o ) - > ; •• 
ad,i ( b o n i t o s , m a s . p l u , b o n i t o ) - > ; -'" 
ad.i ( b o n i t a » f e m . s i n » b o n i t a ) ~~>\ 
ad.i ( b o n i t a s , f e m . p l u , b o n i t a ) - > ; 
ad.i ( a l t o , m a s . s i n , a l t o ) - > ; 
ad.i ( a l t o s , m a s . p l u , a l t o > ~> ! 
a d j ( a l t a , f e m . s i n , a l t a ) ~ > ! 
ad.i ( a l t a s , f e m . p l u , a l t a ) - > ! 
v e i — s e r ( e s , x . s i n , y ) - > ; 
v e r - s e r ( s o n , x - p l u , y ) - > ; 
ver-tl(estudia,x.sin,estudia) ->; 
ver-ti(estudian,x.plu,estudia) ->; 
prep(de) ->; 
prep(aa) ->; 
art-c(al,mas.sin,x) -> ; 
art-c(del,mas.sin,x) ->; 
art-def(el,mas.sin,x) ->; 
art-def(la,fem.sin,x) ->; 
art-def(los,mas.plu,x) ->; 
art-def(las,fem.plu,x) ->; 
art-indef(un,mas.sin,x) ->; 
art-indef(una,fem.sin,x) ->; 
art-indef(unos,mas.plu,x) ->; 
art-indef(unas,fem.plu,x) ->; 
Con objeto de no perder qeneralidad en alqunas reqlas 
del diccionario se ha indicado con una variable la no 
existencia de ese elemento. Por ejemplo los verbos no tienen 
qénero lueqo sólo aparece en su luqar una variable. 
Nota sobre el lenquaje de programación: 
Los caracteres dobles no son admitidos (ñ sustituida por n, 
no hay acentos). 
Las letras mayúsculas y minúsculas son caraceters diferentes 
por lo que las palabras han de ser escritas en todas las 
sesiones de la misma forma que en el proqrama. 
Las palabras del castellano formadas por una sola letra han 
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de ser duplicadas para que no se confundan con una variable 
(a preposición por aa). - ' " • • • 
Como ya se ha dicho una frase es la lista Proloq de las 
palabras que la componen. Además ha de ser la lista de 
izquierda a derecha de las ho.ias terminales de la estructura 
sintáctica o árbol sintáctico asociado a la frase (frontera 
del árbol). 
Lueqo una estrateqia de análisis es construir un árbol 
sintáctico de arriba a aba.jo (estrateqia predefinida Proloq) 
y comprobar si su frontera (lista de izquierda a derecha de 
palabras que etiquetan nodos terminales) es exactamente la 
lista de entrada, expresado en Proloq: 
anal izar(1,a) -> frase(a) frontera(a,1); 
es decir si "a" es un árbol sintáctico con frontera la lista 
"1" entonces el resultado de analizar la secuencia de 
palabras "1" es correcto, lueqo "1" es una frase 
perteneciente al lenquaje descrito por la qramática con 
estructura sintáctica "a". 
Ln este momento se dispone de un proqrama Proloq que 
representa las reqlas de la qramática y de un módulo que 
diriqe el proceso de análisis (reqla analizar junto con la 
definición Proloq de "frontera"). 
El problema de esta estrateqia, la mas habitual en este tipo 
.de .sistemas, es que es ineficaz por calcular todos los 
arboles sintácticos sin tener en cuenta información aportada 
por la frase de entrada y ademas, si la qramática es infinita 
el análisis puede no pararse independientemente de la frase 
de entrada. 
Para evitar ambos problemas - se modifica la estrateqia 
anterior de forma que "cada vez que se lleqa a una hoja) se 
comprueba si es la correspondiente en la lista de palabras de 
entrada". , 
La descripción del módulo "frontera" en las dos versiones se 
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encuentra en el apartado siguiente de este capitulo. 
La nueva implementación obliga a que el objetivo Prolog 
"analizar" invierta su lista de objetivos de la parte 
derecha: -.•••-.-•• 
anal izar<1»a) -> frontera<a»1) frase(a); 
Algunos ejemplos de análisis con este programa: 
>anal; 
DIÜAMH UNA FHAtíb£ 
las hermanas de Juan estudian Prolog. 
SINTAXIS: 
ir(gn(gj—art<art(art-def(<las>))),nc(<hermanas>), 
gn(prep(<de>)»np(<Juan>)))» 
gv(ver < <estudian>),gn(np < <Prolog>)))) 
O 
>anal; 
DISAME UNA FHASE 
Manuel es alto. 
SINTAXIS: 
tr(qn(np(<Manuel>)),gv<ser(<es>),att(adj(<alto>)))) 
O 
>anal; 
DI SAME UNA FH ASE 
las niño son bonitas. 
SINTAXIS: . 
tr<gn(gi—art(art(art-def< <las>))>,nc(<nino>))»gv(ser(<son>),a 
, tt(ad.i(<bonitas>) > )) 
Para que no sea posible el último análisis (en 
castellano no es correcto) se modifica el programa anterior 
para tener en cuenta las restricciones de género y número. Al 
ser una carácteristica gramatical se representa en las reglas 
introduciendo un nuevo argumento: una lista "g.n" con "g" 
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indicando el qénero y "n" el número. Por ejemplo: 
qrupo-nom(q.n»qn<x»y»z)) -> qrupo-art<g.n»x) nom-comun(q.n,y) 
qrupo-nom(q'.n'»z); 
Lueqo el qénero y número del qrupo de artículos y del nombre 
común han de ser iquales no siendo así el del qrupo nominal 
(constituyentes de la reqla). 
Debido a que la unificación es una operación predefinida del 
lenqua.ie de implementación se escribe esta reqla: 
qrupo-nom(t5gn(x»y>z)) -> qrupo-art(t>x> nom-comun(t»y) 
qrupo-nom(t'jz); 
La reqla que da paso al proqrama queda: 
anal izar(1,a) -> frontera(a,1) frase(t»a); 
A continuación se modifican las reqlas Proloq de la 
qramática para construir el siqnificado de las frases. De 
nuevo es una característica que ha de aparecer en las reqlas 
por ser construida la estructura semántica paralelamente 
a la estructura sintáctica. Un fracaso de construcción de 
siqnificado produce también un fracaso en el análisis 
sintáctico (como cabria esperar por la implementación 
paralela efectuada). bs por esto por lo que decimos que el 
sistema realiza un análisis sintáctico-semántico. 
Be-introduce un nuevo arqumento en los predicados de las 
reqlas ' Proloq • <o varios seqún el «tipo'de estructura 
semántica). Como ya sería al menos el tercer arqumento y con 
; objeto .de.claridad se van ;a a qrupar el arqumento sintáctico 
y el de concordancia con la estructura Proloq 11 de corchetes 
"<" ">". Por ejemplo la tercera reqla de qrupo nominal será: 
qrupo-nom(<t,qn(x,y»z)>) -> qrupo-art(<t,x>) 
- nom-comun(<t,y>) 
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qrupo-nom(<t'»z>); 
Añadiendo los argumentos necesarios en cada uno de los 
predicados Proloq de las reqias de la qramática el proqrama 
reescribiendo la información que aparecía antes de cada reqla 
en BNF se tiene: 
frase!<t»fr<x>y)>»o) -> qrupo-nom!<t»x>,<i»ol>»o) 
qrupo-verí <t »y> > <i »ol>); 
qrupo-nom!<t,qn!x>>»<i>ol>,ol) -> nom-propio(<t>x>,i); 
qrupo-nom!<t>qn<x>y)>»<i>ol>»ol) -> preposición!x) 
nom-propio ! <t >y> > i >; 
qrupo-nom(<t,qn(x,y)>»<i,ol>»o) -> 
qrupo-art <<t»x>,<.i,o£>j<i»ol>»o) 
nom-comun( <t»y>»<.i,o2>) ; 
qrupo-nom< <t»qn!x>y»z>>><i»ol>jo) -> 
qrupo-art !<t»x>j<,í,o2>,<i,ol>»o3) 
nom-comun' !<t,y>,<,í,<kjo2>>) 
qrupo-nom(<t',z>,<k»o3>»o); 
qrupo-ver<<t»qv<x,y)>»<i»ol>) -> verbo-ser!<t»x>) , 
atributo!<t,y>»<i,ol>); 
qrupo-ver ( <t >qv! x ,y> > » <i ,ol> ) -> verbo-tl! <t, x> > <i , <,i »o2>> ) 
qrupo-nomt <t' ,y> > <.i »oS> ,ol >; 
atributo!<t>att!x>>,<i>ol>> -> adjetivo!<t,x>»<i,ol>,ol); 
atributo!<t,attíx,y)>,<i,ol>) -> articulo!<t,x>»a,b,c) 
nom-comun!<t»y>»<i,ol>); 
atributo!<t»attíx,y,z>>><i»ol>)--> articulo!<t,x>,a»b,c) 
nom-comun'! <t »y> , <i ,.<,í ,oS>>) 
qrupo-nom!<t'»z>»<.i ,o2>,ol) ; 
•qrupo-artí<t,qi—art!x,y)>,a,b,c) -> preposición!x) 
articulo(<t,y>,a,b>c); 
qrupo-art í <t, qr-ar t !x>>»<i>ol>»<i>o2>,conj!ol»o2) ) -> 
preposición!x); 
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qrupo-art ( <t,qr-art< x)>»<i>ol>»<i»ocí>,existe(i»con,i(ol>ocí) ) ) 
•'—> art-contracto(<t,x>>; 
qrupo-art(<t>qr-art<x)>»a,b>c ) -> articulo(<t,x>,a,b,c); 
articulo(<t»art<x)>>a,b»c> -> art-definido<<t,x>,a»b»c); 
articulo(<t,art(x)>»a,b»c) -> art-indefinido(<t,x>,a,b,c); 
nom-propio<<t,np<<x>>>»z) -> np(x>t,z); 
nom-comun(<t>nc(<x>)>,<i,<z»i>>) -> nc <x»t>z> ; 
nom-comun'< <t »nc ( <x> ) > » <i , < .í, <z , i » ,i>>> ) -> nc<x»t»z); 
ad.ietivo< <t >ad.i < <x> ) > ,<i ,<z, i>> , <z , i> ) -> ad.i<x,t»z); 
verbo-ser(<t,ser(<x>)>) -> ver-ser(x,t,z); 
verbo-tl ( <t > ver (<x>)> j <i , <.í, <z , i , j>>> ) -> vei—tl(x»t,z); 
preposicion<prep(<x>)) -> prep(x); 
art-contracto(<t,art-c(<x>)>) -> art-c(x,t,z); 
art-def inido< <t,art-def(<x>)>,<i,ol>,<i,o£>, 
existe( i ,con.i (ol jo2) ) ) -> 
art-def(x,q.sin,z) ; 
art-definido(<t,art-def< <x>)>,<i,ol>,<i »o£>, 
todo ( i ,dis(no (ol) ,oi2) ) ) -> 
art-def(x »q.plu,z); 
art-indef inido(<t,art-indef(<x>)>»<i,ol>»<i,o2>, 
existe( i icon.i <ol >oH) ) ) -> 
art-indef(x »t,z); 
Así la reqla "analizar" es: 
anal izar<1»a,e) -> frontera(a>1) frase(<t»a>,e); 
que expresa que una lista de palabras "1" es una frase del 
lenquaje si tiene por estructura sintáctica asociada el árbol 
"a" y semántica a "e". 
Alqunos ejemplos de análisis: 
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DÍGAME UNA FRASE 
las hermanas de Manuel estudian Proloq. 
SINTAXIS: 
fr<qn<qr-art(art<art-def< <las>))),nc< <hermanas>),qn<prep< <de> 
) »np(<Manuel>) ) ) , qv(ver( <estud~ian>) ,qn(np< <Proloq>)) ) ) 
SEMÁNTICA 
todo(x,dis(no(<hermana,x>Manuel>)»<estudia»x >Proloq>)) 
* m m 
DÍGAME UNA FRASE 
Manuel es alto. 
SINTAXIS: 
fr (qn(np(<Manuel>) ) ,qv(ser ( <es>") ,att (ad j ( <al to> ) ) ) ) 
SEMÁNTICA 
<alto,Manuel> 
O 
> 
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V.ü ALGORITMO DE ANÁLISIS MODIFICADO 
La modificación presentada al algoritmo utilizado en 
análisis del lenguaje natural LGiannesini, 853 permite 
expresar condiciones en el proceso general. 
Se comienza presentando como dirige el proceso de 
análisis el algoritmo sin la modificación. 
Acepta un árbol de derivación como estructura sintáctica de 
la frase si su frontera (lista de etiguetas de nodos 
terminales u noias del árbol) coincide con la frase a 
analizar. De esta forma se van construyendo todos los arboles 
posibles pero en cuanto no coincide una hoja terminal con la 
correspondiente palabra en la lista frase de entrada se 
descarta este árbol y se construye el siguiente. La llamada a 
este proceso es: 
frontera(a,+rase-entrada) árbol-sintáctico <a) 
El algoritmo gue define la frontera del árbol "a" se 
basa en el predicado "nojas(x>1»1')" predicado gue se 
"congela" o no ejecuta hasta gue "x" tome valor (sea 
unificado con una estructura sintáctica en este caso). Este 
predicado se construye a,su vez a partir de "no jas'<x»1,1' ) " 
gue es verdad si "1*" es,la lista de palabras obtenida a 
partir de las fronteras de los subarboles de "x".-
Lste algoritmo dirige el proceso de análisis de la frase a 
partir de la estructura sintáctica de la frase (al dirigir su 
construcción según• la gramática implementada), con estrategia 
top-down, en profundidad y marcharatras. .;, .- ; 
El uso de este algoritmo exige - la definición-completa de 
la estructura sintáctica .de los elementos:-gramaticales. - Se 
recuerda gue al ser
 ; la estructura -semántica construida al 
mismo tiempo gue la sintáctica: y utilizar también:: la 
unificación (como herramienta del lenguaje) produce 
condiciones o restricciones a cumplirse en determinadas 
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ocasiones* restringiendo de esta forma la construcción de- las 
estructuras de las reolas de la 'qramática. Ls decir es un 
proceso básicamente sintáctico controlado por un modelo 
semántico. 
Debido a que se tiene en cada momento control sobre los 
componentes de la estructura sintáctica de la frase se ha 
realizado la siquiente modificación. 
La modificación consiste en construir no sólo la frontera del 
árbol a partir de sus componentes (nodos interiores) sino 
además otra estructura (de tipo lista) que expresa cierta 
información aparecida en los nodos del árbol y que a su vez 
va a ser tratada o procesada en el momento de construcción de 
la frontera o como en nuestro caso» al final del proceso 
total. De nuevo la implementación aprovecha el tratamiento de 
los arqumentos de los predicados así como el predicado de 
"conqelar" la resolución hasta un momento determinado por el 
propio programa. 
fcn este trabajo se ha realizado así el tratamiento de la 
concordancia que han de verificar las palabras que forman una 
frase. No es una propiedad que pueda ser definida en forma 
qeneral y standar (como frontera se define para arboles sin 
sub-arboles, con un sub-arbol» con dos» ...) sino que 
necesita una definición para cada tipo de componente 
sintáctico de la estructura (subarbol). Se describe a 
continuación esta realización. 
En castellano una frase es sintácticamente correcta 
(según la definición de una qramática) si es posible 
construir su árbol asociado y ademas si se verifica 
debidamente la concordancia de qenero y numero entre las 
palabras que forman la frase. 
Las restricciones que determina la concordancia entre los 
elementos de qun constituyente de la frase se expresan en la 
reqla qramatical que lo define y han de ser verificadas para 
aceptarlo como valido. 
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La modificación que . se propone en este método de 
análisis es "conqelar" la verificación de la concordancia de 
los elementos del constituyente hasta que se haya realizado 
el análisis total de la frase. De esta forma una frase es 
sintácticamente correcta si es posible encontrar su árbol 
sintáctico tenqa errores de concordancia o no. Caso de 
tenerlos se pasa a un proceso de recuperación que consiste en 
construir las frases correspondientes a .la dada pero que 
verifican la concordancia entre las palabras. Por e.iem: 
La coyunturas es estable, 
(error de concordancia) 
Posibles soluciones: 
La coyuntura es estable. 
Las coyunturas son estables. 
Siendo el usuario el que decide cual es la frase adecuada 
(que él deseaba analizar) ya que se ha considerado que el 
sistema no tiene suficiente información ni manera de decidir 
cual es la solución correcta. 
El motivo fundamental de introducir este tipo de 
recuperación no solo es hacer mas "amable" el uso del 
interface al usuario sino también por razones semánticas. El 
tipo de análisis que se presenta en este trabajo se basa 
tanto en la sintaxis como.en la semántica de las frase y por 
ello no es lo mismo que una frase tenqa asociada una formula 
cuantificada umversalmente (introducción por el articulo 
"las"» por ejemplo) que existencialmente (introducido por el 
articulo "la"). No se desaba simplemente desechar ,1a frase 
como no correcta y sin embarqo en el caso de que el interfaz 
sea para comunicación con un sistema basado en el 
conocimiento el tipo de respuesta en... los dos casos es 
completamente diferente. 
La implementación de este nuevo proceso de detección de 
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error* de concordancia ha bbl ioadu- a": : '"--;"- - - ¡; 
1. Ln cada' reala de la qrámatica introducir una lista 
que indica para el constituyente qué define cuales de 
sus elementos han de tener-que restricciones en su 
concordancia. 
H. Un modulo de detección-recuperación a partir de la 
lista de detección de errores de concordancia 
construida a lo largo del análisis de la frase. 
bis el menor numero de aspectos necesarios de 
modificación para la realización de la detección y 
recuperación: una definición y un modulo que la maneje. La 
implementación se ha realizado asociando a cada constituyente 
dos indicadores de concordancia, la variable que contendrá el 
qenero y numero <"t") y la lista "1" que contendrá los 
errores (si los hay) de concordancia aparecidos en alquno de 
sus elementos. Por e.iemplo en el caso de la definición de 
frase se exiqe que tenqa un qenero y numero "t" y que sus 
constituyentes qrupo nominal y qrupo verbal tenqan el mismo 
"t". fcln el e.iemplo siquiente aparecen errores tanto de qenero 
como de número. 
frase (t,l) 
I ' 1 " 
| | 1 <- 11.1S 
I I 
qn (t.ll) qv<t,l¡¿) 
.
 :
— ' 1 H ^ — I 
l l < - l l l . l l c d | | l'd < - lc£l- . l£¡£! 
I I . , . - - . , 
a r t ( t , l l l ) nc ( t . l l t í ) ver ( t . l H l ) a t t ( t , l £ c i > 
I I I -•• I 
l a s niño es bueno 
# # # # 
(plu . fem) ( s in .mas ) ( s i n . a ) (mas . s in ) 
Se describe a continuación la implementación realizada 
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para la detección y recuperación de este tipo de error: 
1. be introduce en las realas qramáticales las 
.restricciones que han de verificar los constituyentes así 
como una estructura de lista que contendrá los errores 
aparecidos. fc£n la parte de restricciones sintácticas de cada 
predicado aparece una lista de variables indicando que en la 
primera variable aparecerán los errores de los constituyentes 
y del propio predicado. Por ejemplo: 
qr-nom< <t,1.11.12.<13>>»x»y»z) si 
qr-art < <t,11>,x) 
y nombre-comun(<t»1Ü>»y) 
, y qr-nom(<t',13>,z); 
til proceso de construcción de "1" es diriqido por el 
alqoritmo de análisis modificado y realizado por el módulo de 
detección-recuperación de errores de concordancia. 
Ü. bn cada.una de las clausulas que definen el alqoritmo 
de análisis se ha de llamar al módulo de construcción de la 
lista de errores (detección-recuperación de errores de 
concordancia): 
ho jasC <c »1-r , xl, x£¿> , 1»11 ) si 
ho.iasC xtí» 1 > lü> 
. . y - hojasíxl,1£,11) 
y detec(x»1-r); 
Siendo "c" el nombre del qrupo a construir (información que 
ya aparecía)» "1-r", < la lista necesaria para detectar y 
reconstruir los errores aparecidos en el qrupo en estudio, y 
"xl"» "xü" los constituyentes. 
ti predicado "nojas(a,b,c)" es cierto cuando las hojas del 
árbol "a" son las comprendidas entre "b" y "c". 
ti predicado - "detec(c*1-r)" -retarda, el . estudio .de la 
concordancia hasta finalizar el análisis y construye la lista 
"1", posiblemente vacia.
 :. =. _ 
-ÍEl-
Üe esta forma al terminar el análisis se tendrá un conjunto 
de restricciones para evaluar del tipo: 
detec(c,<q.n,1.11. lá.<1d>>) 
'o' 
unit'( t, t' , x » 1) 
indicando (en el primer tipo de restricción) que el genero 
"g" y el número "n" del constituyente "c" han de ser los de 
los elementos con lista de error "11" y "12". El último 
elemento del constiuyente "c" puede no tener el mismo genero 
y numero lueqo su lista de errores "13" no depende de ellos. 
Cuando se llega a una estructura terminal» en este caso una 
palabra de la frase, la detección del error se reduce al 
intento de unificación del genero y numero real con el 
esperado. Si coinciden entonces la lista toma el valor de 
"sintaxis correcta" y si no es así toma el valor del 
predicado "error(s,palabra) donde s es <gen,num,num.gen>. 
Esto se realiza con llamadas del segundo tipo de 
restricciones a evaluar (predicado unif). 
Una vez acabado el análisis y esta fase si la lista de 
errores del nodo raiz de la estructura de la frase es 
distinta de "sintaxis correcta" se pasa a la fase de 
reconstrucción del error/es aparecido. La recuperación del 
error se realiza por reemplazo de las palabras erróneas con 
las correctas y se vuelve a comenzar con esta frase el 
análisis por posibles variaciones en sus estructuras. 
A continuación se muestran algunos ejemplos de una 
sesión con el sistema. 
• • * 
DÍGAME UNA FRASE 
el limites es bajas y la coyuntura es favorable. 
ERROR DE CONCORDANCIA EN EL genero Y numero 
el limite es bajo y la coyuntura es favorable 
-íae-
ES LA FRASE CORRECTA '.' no 
los limites son bajos y la coyuntura es favorable 
ES LA FRASE CORRECTA ? si 
los limites son bajos y la coyuntura es favorable 
DISAME ONA FRASE 
la coyunturas es estable. 
ERROR DE CONCORDANCIA EN EL numero 
la coyuntura es estable 
ES LA FRASE CORRECTA ? si 
A 
SINTAXIS: f r - d e c 
I 
tr-sim 
I 
tr-sim-afir 
I 
qn qv 
i L—i 1 H — I 
qr-art nc tr-rel ver atb 
r — ' 1 ! I II 
prep art-def <-> vacio <-> adj 
vacio 
i 1 
la 
<-> coyuntura es <-> 
i 
1 
estable 
SEMÁNTICA: 
existe 
x con.i 
. ' 1 
coyuntura estable 
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frases correctas fuese adecuada para su posterior proceso con 
el sistema basado en el conocimiento (tipo base de datos, 
sistema experto, .'. .) sin perder en ninqun momento la 
qeneralidad y posibilidad de corrección. La semántica 
utilizada esta basada en el cálculo de predicados y existe un 
módulo de transformación a lóqica proposicional, clausulas de 
Horn o lóqica de concepto atributo valor para los casos en 
los que el sistema con el que se comunica utiliza alquno de 
estos tipos de representación. 
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V.3.1 INTERPRETACIÓN SEMÁNTICA 
Utilizar la lóqica como lenqua.ie semántico permite un 
qran poder expresivo y una buena claridad. La semántica puede 
ser directamente ejecutable una vez construida si lo permite 
el sistema basado en el conocimiento anexo, es decir si es 
posible el acceso a él mediante sentencias lóqicas. Realizar 
un interprete intermedio entre la semántica construida en 
cálculo lóqico y un lenqua.ie de acceso (por ejemplo a una 
base de datos) no es un trabajo dificil ya que es de la misma 
naturaleza y normalmente más restrinqido que cualquier 
tratamiento con el lenqua.ie natural. 
La semántica utilizada en el sistema final se basa en 
los puntos o hipótesis que se presentan a continuación 
definidos a partir de las consideraciones semánticas dadas 
por Lolmerauer LLolmerauer 773 y por R. pasero [Pasero 823 
para el francés. Se describen las realizadas para el 
castellano. Las diferencias la mayor parte de las veces esta 
en la forma y no en el fondo. Es un estudio y delimitación de 
un subconjunto del lenquaje natural útil como punto de base 
para consulta y creación de sistemas basados en el 
conocimiento. 
j . . . . 
La definición semántica de los elementos de la qramática 
incluye dos aspectos: La•definición-del tipo de estructura 
(formula) asociada a cada qrupo y su forma'de cálculo a 
partir de las estructuras de sus constituyentes. Para cada 
palabra se dispone de una tupia que la define y en ella 
existe un elemento que describe su semántica» mientras que la 
de los qrupos de palabras aparece en la regla gramatical que 
le 'define. - ••-• • •-'->•- • • '• 
Las hipótesis de representación de frases o de sus 
componentes son (se muestra un ejemplo de representación y a 
continuación la hipótesis realizada): 
-1S7-
"Juan es un hombre" ._:...
 5.... • 
hombre(Juan) 
"Juan es hermano de Alicia" -..• 
hermano(iuan, Alicia) 
HIP1: Todo verbo, adjetivo o nombre común,crea un nombre de 
predicado (relación) con n argumentos 
"Un ni fío viene" 
existe x(nifío(x) /\ viene(x)) 
HIPÜ: A cada articulo le corresponde un cuantificador que 
afecta a una formula formada por dos subformulas. 
"ninqun hombre tiene un rabo" 
no(existe x <hombre<x) /\ (existe y (rabo(y) /\ 
pertenece(y» x))))) 
HIP3: La cuant if'icación introducida por el articulo del 
sujeto de un verbo domina a la cuantificación 
introducida por el complemento del verbo (se excluyen 
frases adverbiales), E.1 cambio de una frase de activa a 
pasiva produce la inversión de la jerarquia de los 
cuantif icadores. 
"las ventanas de las casas son qrandes" 
paratodo(x*(casa(x) -> (paratodo(y»(ventanas(y,x) -> 
qrandes(y))) 
H1P4: Cuando aparece un nombre común y un complemento de ese 
nombre, la cuantificación introducida por el articulo 
del complemento domina la cuantificación introducida 
por el articulo del nombre. 
"Juan tiene los libros de las asignaturas de la carrera" 
existe(x»carrera(x) /\ paratodo(y,asiqnaturade(y,x) -> 
paratodo(z,1ibrode(z,y) -> tiene<Juan,z)))> 
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HIPt5: Siempre que un verbo» un adjetivo o un nombre tenqa dos 
complementos» la cuantifIcación se hace en el sentido 
inverso a su aparición» es decir, el complemento más a 
la derecha qenera una cuantificación que domina a la 
cuantificación qenerada por el otro complemento. 
"Un perro cojo se interesa por el encaje de bolillos" 
paratodo x (perro(x) /\ cojo(x) — > ieb(x>) 
existe x (perro(x) /\ cojo(x) /\ ieb(x)) 
El tipo de ambiquedad de la frase anterior que sólo podría 
ser eliminada por el contexto en este trabaío se elimina 
asumiendo que en castellano el articulo defefinido sinqular y 
el articulo indefinido introducen una cuantificación 
existencial. 
"Manuel no solicita un crédito" 
paratodo(x»animal(x) — > no(estudia(Manuel»x))) 
H1P6: La neqación que acompaña a un verbo es representada por 
la conectiva "no" aplicada a la formula introducida por su 
qrupo verbal. 
"el hombre que viene es • .ioven" 
existeíx»<hombre(x) /\ viene(x>> /\ joven(x)) 
HIP7: Las frases relativas se modelizaran como una frase 
usual perorel pronombre relativo es sustituido por la 
variable, .correspondiente y toda la modelización pasa a 
ser el sequndo elemento de la conectiva "y" que aparece 
en luqar del nombre de la frase principal, 
(nunca la cuantificación que pueda aparecer >en la frase 
relativa pasa por delante del articulo de la frase principal) 
Claramente no todos los tipos de estructuras de frases 
del castellano han sido definidas por los puntos anteriores. 
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Asi mismo tampoco se ha tratado con conjuntos que verifican 
propiedades sino con individuales pero si se considera que un 
individuo (de cualquier tipo) es un conjunto de un solo 
elemento puede ser añadida la siquiente hipótesis: 
HIPÜ: Las propiedades n-arias introducidas por los verbos, 
nombres y adjetivos se entienden aplicadas a conjuntos 
de individuales. 
Hay trabajos de tratamiento del lenquaje que sólo 
permiten el uso de palabras en plural si se utiliza un nuevo 
formalismo semántico que tiene en cuenta los conjuntos de 
individuales o de objetos. Para ello introducen el concepto 
de "cardinalidad" de un conjunto: 
card(C,P) = n El cardinal del conjunto C que se 
verifica en P es n 
Ejemplos: 
"Dos perros ladran" card(C,(perro(C) y ladra(C))) =S 
"Unos hombres hablan" 
"Un hombre habla" card <(J,hombre(C> y habla<C)>) >0 
existe<x,(hombre(X) y habla(x))) 
"La niña llora" card(C»niña(C)) =1 and 
card<C,(niña(C) y llora(C))) =1 
e x i s t e ( x » ( n i ñ a ( x ) y l l o r a ( x ) ) ) 
"Los n iños jueqan" card ( C n i ñ o ( O > >1 and 
c a r d ( C , < n i ñ o ( C ) y 
n o ( j u e q a ( C ) ) ) ) =0 
paratodo(x,(no(niño(x)) o 
jueqa(x))) 
Una descripción completa del uso de conjuntos para expresar 
el plural con este formalismo puede ser encontrada en 
ttíernth, BSJ 
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NUIA: , •••--;. • •• •* •<•-? 
La notación anterior es modificada de la siquiente forma: 
Objetos = {Variables y Constantes} 
estructura básica = <i 1, <iH» . . . , <i n,f-> . . . > 
il* ...in son objetos sobre los que se 
construye la formula h 
Notación equivalente a F(il» ...,in) 
Son formulas : 
<Juan» hombreíJuan)> 
<i , < .i» hermano ( i , j ) >> 
<i , < .i , con j (hombre( i ) , dis(no (mujer ( j ) ) «casado ( i » j ) ) )>> 
Antes de cada reqla sintáctica de la qramática aparece el 
conjunto que define la semántica de la reqla: (el,e2,...en, 
e> que indica que a partir de las estructuras el,...en 
(semántica de los componentes de la parte drcha de la reqla) 
se construye e semántica del elemento parte izda. 
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Estructura semántica en lóqíca proposicional 
El elemento básico de la lóqica proposicional es la 
"proposición" definida como la unidad mínima de información 
sobre la cual puede decidirse la verdad o falsedad (es 
f 
representada por letras minúsculas). Una formula 
proposicional definida sobre el alfabeto C y, o, no» ->> 
ía»b»c» ...>> es una letra proposicional o bien, siendo A y B 
formulas preposicionales» (A y B)> (A o B>, (A -> B) , (no A) 
y ninquna mas. Ll ámbito de cada conectiva en cada formula 
viene determinado por la siquiente jerarquia de prioridades: 
i -> >, í y, o > y finalmente í no >. La conectiva {<->> se 
entiende como la conjunción de dos implicaciones simples 
pudiendo ser así consideradas formulas que la contienen como 
pertenecientes a la lóqica proposicional. 
tíon proposiciones las frases simples (frases formadas 
por qn, y qv como por ejemplo "Manuel es un niño"). Las 
conectivas representan los tipos de conexiones entre frases 
preposicionales como se indica a continuación (se ha incluido 
entre las conectivas el simbolo de puntuación "," que puede 
ser entendido como conectiva causal» conjuntiva o 
disyuntiva). 
La ambiquedad que aparece al utilizar el simbolo de 
puntuación "»" como conectiva se ha intentado eliminar 
definiendo un orden y una prioridad entre las conectivas de 
la frase donde aparece la coma. 
Las reqlas que representan las estructuras tenidas en 
cuenta vienen aqrupadas por su semántica (se denomina ol a la 
semántica de <fr-dec>, oc? a la de <f r-declarativa>» o3 a la 
de <fr-sim> y o^ a la de <fr-comp>). 
<ol*oc>, ol-> oéí> 
Semántica asociada a <fr-causal> 
Coltoc!, ol <-> otí> 
Semántica asociada a <fr-dobimp> 
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<!o3,ol, conj(o3,ol>> ' 
Semántica asociada a <fr-comp> 
Co3»ol« dis(o3,ol)> 
Semántica asociada a <fr-comp> 
Co3 ,<c ,o5> ,o3 '« c ( o 3 , c ( o 5 , o 3 ' ) ) c o n ct£Cconj,dís>> 
Semántica asociada a <fr-comp> 
Co3» o3> 
Semántica asociada a <fr-sim> 
ío3, no(o3)> 
Semántica de <fr-sim-neq> ::= <qn> <no> <qv> 
Co3«o3'f conj(no(o3)»no(o3'))> 
Semántica de <fr-sim-neq> ::= <qn> <no> <qv> <ni> <qv> 
La semántica de la frase simple o proposición viene 
representada por la lista de la semántica qeneral asociada a 
cada una de las palabras (diferentes de partículas de 
conexión o artículos) que la forman. 
No se ha intentado solucionar el problema de frases 
simples en castellano con estructura sintáctica diferente y 
analoqo sentido. Puede arqumentarse que con frases aisladas 
(no asi con tratamiento de textos) por muy complejas que sean 
(conexiones mediante partículas) no suele darse el caso. Es 
decir no se esperan aunque si sean analizadas frases del 
tipo: 
Si la lluvia cae* las personas utilizan el paraquas cuando 
llueve" 
fl <- la lluvia cae 
f'd <- las personas utilizan el paraquas 
fS <-llueve 
Cfl -> (f3 -> fH)J 
Siendo fl = f3. 
"llueve y llueve" 
Lfl y fl3 equivalente a tflD. 
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Estructura semántica en cálculo de predicados 
La semántica en cálculo de predicados _- se construye 
ampliando la semántica en lógica proposicional al construir 
de diferente forma la semántica, de las. frases simples. ... 
El cálculo de predicados permite expresar relaciones o 
propiedades sobre objetos individuales o conjuntos. . , 
Para introducir esta nueva característica a la definición 
semántica anterior se le añaden o modifican las reglas como 
aparece en el apartado de descripción de la gramática. 
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Estructura semántica en lóqica concepto atributo valor 
Disponer de una semántica basada en ternas Concepto» 
atributo» valor es de qran importancia cuando el interface en 
castellano es utilizado como comunicación con un sistema 
experto (con conocimiento expresado en un formalismo 
similar). De esta forma pueden realizarse la mayor parte de 
las tareas propias en ese dominio en castellano» es decir 
introducir» recuperar o modificar conocimiento y prequntar al 
sistema. f-acilita de esta forma la detección de diversos 
tipos de errores y se consique una mayor claridad en la 
comunicación. 
Los elementos de una terna pueden ser entendidos de la 
siquiente forma: Concepto es un ente abstracto o fisico 
qeneral del que se va a realizar una descripción, atributo es 
una característica qeneral o un nombre de propiedad( de un 
concepto y valor es un valor del atributo de un concepto. 
Un ejemplo: 
CUNCEPTO ATRIBUTO VALORES 
Banco Num-Sucursales Nro natural 
Ámbito Local» Estatal» Internacional 
Sucursal Num-Empleados Nro natural 
Localización Madrid» Zaraqoza» Barcelona 
Empleados Ranqo Director» Subdirector -
Sector Bancario» Servicios 
Se- han realizado dos sistemas con este tipo de lóqica 
modificando del interface qeneral en ambos casos» sólo el 
tratamiento semántico de las frases simples con respecto al 
sistema con el que realiza la comunicación. 
En el primer interface se modificó la clasificación de 
alqunas palabras comprobándose posteriormente que no hubiera 
sido necesario. En qeneral la solución utilizada es la de 
construir la semántica en cálculo de predicados y a 
continuación transformarla en este tipo de representación con 
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las hipótesis siquientes:
 :v .,-.i:-_. - ••,.,.-5.:-- .•«_.. 
hipl: Los, nombres de relación o propiedades definidas por 
nombres.comunes definen los atributos o los conceptos, 
hipéi: Los adjetivos» los nombres propios y los comunes sin 
complementos representan los valores de atributos. 
Se describe muy brevemente el primer prototipo de 
sistema realizado de decisión sobre la humedad del suelo por 
ser el que mas difiere del sistema Sirena. El modulo de 
tratamiento del lenquaje debia comunicarse con el prototipo 
de un sistema experto en situaciones producidas por el aqua 
(lluvia» rios» etc>. Se definieron los atributos nivel» 
caudal» zona» cuenca» -población» instante» humedad y 
problema. Los atributos se relacionan de la siquiente manera: 
nivel <- zona» instante valor-nivel 
caudal <- cuenca» instante, valor-caudal 
problema <~ población, instante» valor-problema 
humedad <- zona» instante» valor-humedad 
A su vez cada uno de los atributos tiene asociado un ranqo o 
conjunto de valores: 
zona = {.naranjal» carretera» rioalto, ...> 
cuenca = tuno» dos» tres) 
población = (.ciudad» pueblo> 
valor-problema = ínulo» parcial, total> 
valor-caudal .- ítorrencia, serio, bajo» nulo} 
valor-nivel =.{normal, superior» bajo, nulo) 
valor-humedad = íalta» media, baja> 
instante = (números) 
Alqunos ejemplos: 
"ti caudal de la cuenca uno en el instante 2 es bajo" 
con j (caudal (uno ,2»bajo) »cuenca (uno) » inst (2) ) 
"¿Cual es el caudal de la cuenca uno?" 
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<s»conj(caudal(uno>i>s)»cuenca(uno)»inst(i))> 
"Hay un problema parcial en la c-iudad" 
con.i (problema(ciudad*i «parcial)»población(ciudad)> inst(i)) 
"¿Une nivel hay en el naranjal en el instante 3?" 
<v,conj(nivel(naranjal>3, v)>zona(naranjal)» inst(3))> 
Se exige semánticamente que el valor de un atributo 
pertenezca a su ranqo. Sintácticamente (en correspondencia 
con los tres tipos de semántica) se han clasificado las 
palabras relevantes en tres tipos (cero» uno o dos). Las del 
tipo cero son aquellas que representan valores de atributos» 
su semántica no solo indica el códiqo de ese valor sino 
también a que atributo (o atributos) esta asociado: 
<superior »pal-tO,sin.q,nivel(superior)> 
Las de tipo uno son los identificadores de los atributos y su 
semántica indica el codiqo en el sistema (que puede ser el 
mismo): 
<zona, pal-tl,sin.fem,zona> 
Finalmente las palabras de tipo dos son los atributos con 
tres arqumentos y su semántica es el codiqo que los 
representa en el sistema. 
<nivel > pal-te!, sin. mas, nivel < zona( i),inst(j),v)> 
Los únicos verbos son el ser y el haber en tercera persona. 
Lste sistema dispone de una explicación del razonamiento 
a partir déla.traza (árbol Proloq). Se realiza con la traza 
un preproceso que evitaba informes excesivamente prolijos o 
repeticiones.. Hay una serie de patrones que aplicados a las 
reqlas de conocimiento del sistema daban explicaciones como: 
_ Dado que : . _¡ 
el nivel de la humedad del .suelo-es alto (dato) 
llueve mucho (dato) _-., 
se deduce (reqla3) que - . 
hay un peliqro parcial de acceso a la ciudad. 
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V.3.2 GRAMÁTICA DEL CASTELLANO 
Como ya se indicó en la introducción no es posible 
realizar un interface que abarque todo el castellano por lo 
que se eliqe un subconjunto de él. 
Ll sistema Sirena admite frases de bastante complejidad pero 
no deja de ser un subconjunto de todas las posibles, 
b'u elección se realizó en base a su utilización. El tipo de 
sistemas con los que se pretende trabajar (sistemas basados 
en el conocimiento) tienen bien definido el dominio sobre el 
que versan y puede ser amplio pero no muy elaborado. Es por 
ello por lo que el tipo de frases de comunicación es sencillo 
y no aparecen ambiquedades complejas» metáforas y otros qiros 
gramaticales utilizados en literatura pero no en textos 
"informáticos". 
Ademas la representación del conocimiento en estos sistemas 
con los que se trabaja está en qeneral en forma declarativa» 
con el formalismo lóqico de clausulas de Horn» o en cálculo 
de predicados. 
Siguiendo un curso básico de enseñanza de modelización en 
cálculo de predicados se aprenderán la mayor parte de las 
frases que están implementadas en este trabajo. 
La qramática utilizada en Sirena describe tanto las 
estructuras sintácticas de sus componentes como las 
semánticas o morfolóqicas (como se observa en el prototipo de 
qramática realizado en el apartado uno de este capítulo). En 
cierta forma la morfoloqia de las palabras esta determinada 
por el tipo de estructuras qramaticales aceptadas ya que por 
ejemplo en la frase "Manuel lleva los zapatos rotos" rotos se 
considera un adjetivo en luqar de la forma del verbo romper. 
L.a introducción en el sistema de nuevas características o 
restricciones a verificar por las reqlas existentes es 
sencillo de realizar ya que» en qeneral» solo es necesario 
modificar o añadir alqun argumento o bien introducir 
condiciones en la parte derecha de la reqla Proloq 
correspondiente. Así mismo añadir reqlas qramaticales para 
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definición de otras composiciones de palabras correctas 
implica una adición de reqlas Proloq en el proqrama de la 
qramática. 
La semántica definida se basa en las hipótesis dadas en el 
apartado 3.1 de este capítulo. 
Entre las características gramaticales implementadas se 
encuentra la coordinación entre frases (frases compuestas) 
con posibilidad de utilizar el siqno "," como conector 
ambiquo (causa, disyunción o conjunción), y el estudio de la 
concordancia en Jas frases (ya comentado en otro apartado). 
Se describe a continuación la qramática implementada. 
Hay dos qrandes qrupos el de las frases declarativas y el de 
las frases interroqativas. Las primeras pueden ser causales, 
compuestas o simples y las sequndas pueden estar introducidas 
por los pronombres quien, cual, cuanto o que, o bien ser 
frases con simbolos de prequnta (¿, ?) de tipo declarativo o 
frases simples con el verbo en primer luqar. El qrupo nominal 
puede estar constituido por una frase relativa tercer qrupo 
de frases. 
Las reqlas que representan a estas estructuras se 
describen en BNF y su semántica se indica con una secuencia 
entre llaves siendo a partir de.los primeros elementos de la 
secuencia (aportados, por los componentes de la parte derecha 
de la reqla) con los que se construye (por unificación) la 
semántica de la parte izquierda de la reqla. 
No se refleja en este apartado las restricciones de 
concordancia entre los componentes de los distintos qrupos 
por considerarse redundante con su descripción en la 
implementación de la qramática y relativamente sencilla su 
lectura en las reqlas Proloq que implementan las reqlas BNF 
(como se puede observar en la qramática prototipo donde si 
aparecen). 
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Como es de esperar las características de la 
implementación ya han sido expuestas en los diferentes 
apartados de descripción de los elementos del sistema Sirena. 
Los proqramas lóqicos describen la relación entre la entrada 
y la salida, es decir indican "que hay que resolver" 
(semántica declarativa) y "como resolverlo" (semántica 
procedural)» pero ambas cosas se expresan de idéntica forma 
siendo el interprete (en este caso) el que ejecuta con 
estrateqia predefinida. De esta forma la distancia entre la 
interpretación declarativa y la procedural es mínima 
suponiendo una qran ventaja para el diseño y la comprensión 
de los proqramas. (Proqramar con el lenguaje Proloq es 
especificar las características en términos de relaciones y 
propiedades de la solución esperada junto con el control). 
Lueqo la descripción de los elementos qramaticales y su 
implementación es muy parecida. A pesar de ello se explica 
cual es la estructura Proloq utilizada para los diferentes 
componentes. 
Los ejemplos que aparecen al final de la definición de 
los constituyentes qramaticales son copia de sesiones Proloq. 
tn cada estudio de frase se muestra la ejecución Proloq 
procesando con el módulo "Dessin" (del Proloq II) cada 
estructura asociada (con objeto de hacer mas leqibles 
aquellas que son extensas). 
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V.3.E.1 DESCRIPCIÓN 
Lie comienza a continuación la descripción de la 
gramática a partir de sus componentes. 
FRASES DECLARATIVAS 
Son frases gue expresan conocimiento causal» afirmativo 
o negativo y que tienen por semántica una formula. 
<trase declarativa> ::= <frase causal) j <frase compuesta) I 
<frase simple) 
ColioE* imp(ol>oí¿)} 
<frase causal) ::= 
<si) <frase dec) (entonces) <frase declarativa) | 
<si> <trase dec) <»> <frase declarativa) I 
<frase dec) <si> <frase declarativa) j 
<frase dec) <solo si) (frase declarativa) j 
(frase dec) (suficiente para) (frase declarativa)! 
(para) (frase dec) (es suficiente gue) 
(frase^declarativa)I 
(frase dec) (necesario para) (frase declarativa) I 
(para) (frase dec) (es necesario gue) 
(frase declarativa) | 
(basta) (frase dec) (para) (frase declarativa) I 
(frase dec) (a menos gue) (frase declarativa) I 
tol»o2» conj(imp(ol»o2)* imp(oH*ol)>> 
(frase causal) ::= 
(frase dec) (si y solo si) (frase declarativa) | 
(frase dec) (es suficiente y necesario para) 
-.-, . (frase declarativa) 
to» o> 
(frase dec) ::= (frase simple) j (frase compuesta) 
(ol»ocíf conj(ol ,otí) > 
(frase compuesta) ::= (frase simple) (y) (frase dec) I 
(frase simple) (pero) (frase dec) | 
(frase simple) (aunque) (frase dec) I 
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tol,oH, dis(ol,ot!)> 
<f rase compuesta) : := <f rase simple) <o> <f rase dec> 
íol»oí¿» conjlol »no(o2) ) > 
<trase compuesta) ::= <frase simple) <ni> <frase simple> 
Col » <c»o2>»o3, c(ol ,c(oc?,o3> ) con cECcon j>dis>> 
<frase compuesta) ::= <frase simple) <,) <frase .comas)• <c> 
<frase simple) 
Col» <c,ol> con cEíconj,dis>> 
<frase comas) ::= <frase simple) 
Col»<c»oí¿>» <c,c(ol»o2)> con cECconj,dis>> 
<frase comas) ::= <frase simple) <,) <frase comas) 
€o» o> 
<frase simple) ::= <frase sim-afir) | 
<frase sim-neq) 
tt<i,ol),o>,<í,ol), o> 
lo» o> 
<trase sim-afir) ::= <qrupo nominal) <qrupo verbal) 
<:C<i,no(ol)),o>,<í,ol), o> 
ío» no(o)> 
(frase sim-neq) ::= <qrupo nominal) <no> <qrupo verbal) 
lt<i,no<dis(ol,oc>>>>,a>,<i,ol>,<i,a2>, o> 
üol>oS» conj <no(ol ) ,no(oc?) ) > 
<t"rase sim-neq) : := <qrupo nominal) <no> <qrupo verbal) 
<ni> <qrupo verbal) 
FRASES INTERROGATIVAS 
Ln la semántica el conector principal no es una 
conectiva lógica sino un identificador que indica el tipo de 
respuesta esperada si se procesa con un módulo de evaluación 
en una base de conocimiento <si comienza por "que" o "quien" 
se espera la lista de objetos "i" que verifican la formula 
interior "o" ) . 
Cí<i»ol),o>,<i*ol>» si-no(o)} 
<frase id) ::= <verbo ser) <qrupo nominal) <atributo) | 
<verbo tener) <qrupo nominal) <complemento-t>| 
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<qrupo verbal) <qrupo nominal) 
t<i»ol>, si—no (o) > • • :" 
<frase-id) ::= <verbo haber> <complemento-h> 
to» o> 
<frase-id> ::= <frase declarativa) 
(id: interroqativa declarativa) 
t<i,o>, quíen(i*o)> 
(frase icq> = <pron quien) <verbo Ü> I 
<pron quien) <qrupo verbal) 
(icq: interroqativa introducida por el pronombre relativo 
quien) 
t<i»<j»ol>>»t<i»ol>,o>» que < j » o)> 
<frase iq> ::= <pron reí) <verbo 1) <qrupo nominal) | 
<<i,<i»<k»ol>>»C<i,ol),o>, que(j*o)> 
<frase iq> : := <pron reí) <verbo 'd> <qrupo nominal) I 
(<i,<.i,<k,ol)),{<i,ol>,o}, que(.í,o)} 
<trase iq> ::= <pron reí) <verbo tí) <qrupo nominal) 
<qrupo nominal) I - - • 
tC<i,ol),o>, <i*ol>> que(j,o)> 
<t'rase iq> : := <pron reí) <qrupo nominal) <qrupo verbal) 
(iq: interroqativa introducida por el pronombre relativo que) 
C<í,n(í)),<í,ol), cuantos<i«conj(n(i),ol))> 
<frase ic>::= <adv cant) <nom común) <qrupo verbal) 
<ic:•interroqativa-introducida•por el adverbio cuanto) 
FRASES RELATIVAS 
Las frases-relativas semánticamente* se refieren a un 
objeto <i) para expresar características sobre él-. Por esto 
tiene asociada una formula que será conectada conjuntivamente 
a la del qrupo en que aparece. La formulación í<i)Ol)»o> 
indica que • siendo ••» <i yol) •' información -del 'qrupo que la 
contiene» o es la correspondiente a la frase relativa. ' 
t<i,o), o> 
<frase relativa) ::= vacia 
í<i*ol>f €<í*conj(ol,o))»o>> 
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<t'rase relativa) :s= <pron reí) <qrupo verbal) 
í<i»<j »o2>>><j,ol>, €<i,existeíj»conj(o.conj(o2,ol)J >>,o>> 
<frase relativa) ::= <preposicion).<pron cuyo) <nombre común) 
<qrupo verbal) 
GRUPO NOMINAL
 ; 
La semántica asociada a este qrupo toma información del 
tipo <i,ol> de otro constituyente anterior o posterior de la 
frase (dice ol sobre el objeto i) y construye la formula o 
como se indica a continuación. 
<<i,o>,o> 
<qrupo nominal) ::= vacio , 
ti, €<i,o>,ol> {<i,ol>,o>> 
<qrupo nominal) ::= <preposicion> <nombre propio) 
<frase relativa) 
C£<.í,oE>,<i,ol>,o>,<.i,o3>,C<j,o2>,o3}, <Xi,ol>,o» 
<qrupo nominal) ::= <qrupo articulo) <nombre común) 
<frase relativa) 
tC<j,oS>,<i,ol>,o3>,<j,<k,o2»,€<k,o3>,o>, €<í,ol>,o>> 
<qrupo nominal) ::= <qrupo articulo) <nombre común) 
<qrupo nominal) 
C<<j,o2>,<í,ol>,o3>.<j,<k,<m,o2>>>,{<k,o3>,o4>,£<ro,o4>,o>, 
{<i,ol>,o» 
<qrupo nominal) ::= <qrupo articulo) <nombre común) . 
<qrupo nominal) <qrupo nominal) 
CC<j,oa>,<í,ol>,o>,<j,o3>,C<j,o3>,o4>,C<j,o2>,o4}, 
C<i,ol),o>> . 
<qrupo nominal) ::= <qrupo articulo) <nombre común) 
.,
 ; <adjetivo> <f'rase relativa) 
CC<j,o4>,<i,ol>,a3>.<j»<k,o2>>,{<j,oS>,o4>,C<k,o3>,o>, 
{<i,ol>,o}} 
<qrupo nominal) ::= <qrupo articulo) <nombre común) 
<ad.ietivo) <qrupo nominal) 
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GRUPO VERBAL 
.•. ,- - • ~ i •••-- • •  . . . . , ; " . . • . . . . 
la semántica es una estructura <i,o> donde i es un 
objeto definido por el su.ieto de la frase sobre el que 
expresa o el qrupo yerbal. No se han tenido en cuenta 
posibles complementos circunstanciales. 
C<i,o>» <i,o>> 
<qrupo verbal). :: = . , , , 
<verbo ser) <atributo-s> I 
<verbo tener) (complemento-t> I 
<verbo estar) (atributo-e> j 
<verbo haber) <complemento h> 
<p,C<p,p>,oí£>,C<p,oe>,o>, <í,o>> 
<qrupo verbal) ::= 
(verbo proposicional) <ad.ietivo> <qrupo nominal) 
Verbo sin sujeto (llueve) 
C(i,o>, <í,o>> 
<qrupo verbal) ::= <verbo 0) 
Verbo con su.ieto (viene) 
C<i,<i,ol>>,€<j,ol>,o>, <i,o>> 
<qrupo verbal) ::= (verbo 1) (qrupo nominal) 
Verbo con su.ieto y complemento directo (estudia) 
{<i,<.i,<k,ol>»,C<.i,ol>,o2>,C<k,o2>,o>, <i,o>> 
<qrupo verbal) ::= (verbo E¿> (qrupo nominal) (qrupo nominal) 
Verbo con sujeto, complemento directo e indirecto (da) 
COMPLEMENTO 
El complemento acompaña a los verbos tener y haber. 
Ambos tienen semántica especial.ya.que.no aportan.información 
por si solos. 
Cn, <í,<j,ol», €<j,ol>,o2>>, 
(i
 fexiste( j fConj(oc2icant( j»n)))>> 
(complemento-t> ::= (cardinal) (nombre común) (adjetivo) 
<<i,<i,ol>>, €<j,ol>,o2>, (i,existe(j,o2)>> 
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<complemento-t> ::= (nombre comun> (adjetivo) I " 
€<i,<j,<k,ol»>, €<j,ol>,oH>, C<k,o£>,o}, <i ,exíste( j ,o)>> 
(complemento -t) ::= <nombre común) (adjetivo) (qrupo nominal) 
Cn» <j,ol>, <.< j,ol),o2)>, (i,exíste<j,conj(o2,cant<j,n))))> 
(complemento-h) ::= <cardinal> <nombre comun> <adjetivo> 
€<j,ol>, C(j,ol),o2>, <i,exíste(j,oE)>> 
(complemento- h> ::= <nombre común) (adjetivo) I -
t<i,<k,ol>>, í(j,ol),o2>, t<k,o2>,o>, <i,existe<j,o)>> 
(complemento -h> ::= (nombre común) (adjetivo) (qrupo nominal) 
CC<j»vacio),o>, <i,o>> 
(complemento-h> ::= (qrupo nominal) 
ATRIBUTO 
Este qrupo acompaña a los verbos ser y estar (atributo-s 
y atributo-e respectivamente). 
{{<i,o)io}, (i,o>> 
(atributo-s> ::= (adjetivo) 
€<i,ol>,í<i,ol>,o>, <i,o>> 
(atributo-s) ::= (articulo) (nombre común) (adjetivo) 
€<i,<j,ol»,{<i,ol>,oa>,{<j,oe>,o>, <i,o» 
(atributo-s) ::== (articulo) ' (nombre- común) (adjetivo)' 
(qrupo nominal) 
C<i,ol>,{<i»o>,ol>, <i,o>> 
(atributo-s) ::= (articulo) (nombre común) (fr relativa) 
(<<i»o>»a>> <i»o>> 
(atributo-e) ::= (adjetivo) 
€€<i,<j,ol»,ol>,€<j,ol>,o>, <i,o>> 
(atributo-e) ::= (adjetivo) (qrupo nominal) 
GRUPO ARTICULO 
Üu semántica se construye a partir de dos formulas sobre 
objetos (por ejemplo» la que proviene del sujeto de'lafrase 
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y la del qrupo verbal). til cuantificador lo define el 
artículo del qrupo (si no lo'"hay se ha de de construir la 
estructura del qrupo al que pertenece). 
£<i,ol),<i»o2), existe(i>conj(ol»oS))> 
<qrupo articulo> ::= <preposicion> <articulo> 
C<i,ol),<i»o2>» exísteíi,conj(ol»oS))> 
<qrupo articulo) ::= <qrupo articulo contracto) 
€<i»ol>,<i,oa>, con.i(olio2)} 
<qrupo articulo) ::= <de> I vacio 
ARTICULO 
Ll artículo es el que define la cuantificación de la 
formula asociada a la frase o del qrupo al que pertenece. 
Se ha eleqido por convenio que el artículo definido plural 
este asociado al cuantificador universal. 
<articulo> ::= <art indefinido) I <art definido) 
í<i ,ol),<i ,oíí)| existeí i «con jíol *oeí> )> 
<art indefinido) ::= un I unos I una I unas 
<art definido) ::= el I la 
{<i,ol>,<i,oci>, todo<i,dis(no<ol),oH))> 
<art definido) ::= los I las 
PREPOSICIÓN 
No aportan información semántica. 
<preposicion> ::= vacia I de I en I para l a 
VERBOS 
-Los verbos haber. tener» ser o estar no aportan 
información semántica. Son los cuatro verbos que pertenecen 
al diccionario básico (aparecen en cualquier interface 
realizado con el sistema). El resto de los verbos se ha 
cateqorizado de la siquiente forma: 
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verbos preposicionales o sin sujeto (ver-prop): 
La semántica es un símbolo de predicado O-ario. 
Horman por si solos una frase» aunque puden ser 
complementados. Bu semántica es una proposición. 
Ejemplo: llueve. -• •• -
verbos de tipo O (verbo O): 
Son los verbos intransitivos. La semántica es un 
predicado unario <ver,i> siendo i el objeto 
referido en el sujeto. Ejemplo: viene 
verbos de tipo 1 (verbo 1): 
Son los que aceptan complemento directo. Su 
semántica es un predicado binario <ver,i»j> siendo 
i el objeto referido en el sujeto y j el del 
complemento directo. Ejemplo: estudia 
verbos de tipo d (verbo tí): 
Son los que aceptan complemento directo e 
indirecto. Su semántica es un predicado ternario 
<ver»i»j»k> siendo i el objeto referido en el 
sujeto, j en el complemento directo y k en el 
complemento indirecto. Ejemplo: da 
Solo se admite- los verbos en tercera persona sinqular y 
plural del presente de indicativo. 
La no aparición en la frase de alquno de los posibles 
complementos del verbo hace que el arqumento correspondiente 
del predicado del verbo se quede sin valor: "Manuel estudia" 
semánticamente es estudia(Manuel,x). 
NOMBRE COMÚN 
Introduce semánticamente un símbolo de relación. El 
número de arqumentos vendrá determinado por los 
requerimientos de la frase. Es decir cada uno de los 
arqumentos los produce la existencia de un qrupo nominal. 
Por ejemplo la frase: 
"el hombre viene" 
tiene por semántica : 
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existe(x,conj(hombre(x> ,viene(x)>) 
y la frase: "'* 
"el hombre de la casa viene" 
tiene por semántica: 
existe(x,conj(casa< x ) , 
existe(y,conj(hombre(y,x) ,viene(y ))))). 
ADJETIVO 
Un adjetivo acompaña al nombre o forma parte de un 
atributo caracterizando en el primer caso al objeto del qrupo 
nominal o en el sequndo caso al objeto sujeto de la frase.Por 
ejemplo "Manuel es feliz" toma por semántica feliz(Manuel). 
Cólo en el caso de adjetivos como "contento" se admite una 
formalización binaria: 
"Manuel esta contento del juquete" 
con semántica: 
existe( x ,con,i ( juquete( x ) ,contento (Manuel , x ) ) ) . 
NOMBRE PROPIO 
Representa semánticamente a un objeto (i) del dominio de 
la base de conocimiento. 
CARDINALES 
Giqnifican un número determinado (cero» uno, dos, tres, 
cuatro, cinco, seis, siete, ocho, nueve) e introducen el 
predicado binario "cant(x,n>" que indica que hay un número n 
de objetos x (es un predicado no lóqico que será tratado como 
tal por el mecanismo de inferencia). Ln la frase: 
"hay dos hombres" 
se tiene: 
existe( x ,con j (hombre( x ) ,cant ( x ,c¿) ) ) . 
La reqla de la qramática es: 
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<cardinal> : :== un | uno | una I dos | tres I cuatro I cinco 'M 
seis I siete I nueve I ocho I cero | 
ADVERBIOS 
1 
•'js 
Ll adverbio cuanto/a/os/as introduce el predicado! 
binario "cuantos*x>f)" que siqnifica ¿cuantos objetos xj 
verifican ]a propiedad f?. ELste pronombre introduce el tipo» 
de frases interroqativas cateqorizadas como "frase-cant", 
siendo respondidas por el número que verifica la condición en 
ella expresada. Hor ejemplo: 
¿Cuantos alumnos miran a la pizarra? 
es una frase con semántica: 
cuantos( x,con,j (alumno (x) , 
existe(y»conj(pizarra(y) ,mira< x,y) ) ) ) ) 
L.a reqla de la qramática es: 
<adv cant> ::== cuanto j cuanta | cuantos I cuantas 
Los adverbios si» entonces» necesario, suficiente» solo, 
menos son comentados en el apartado de L'onectores. 
PRONOMBRES 
Ll pronombre cuyo/a/os/as y el relativo que introducen a 
.frases relativas y no aportan información, semántica. El 
pronombre que puede .aparecer ademas como parte.de conector o 
como símbolo de prequnta introduciendo en este caso la 
semántica de . frase "que(i,o)" que expresa la petición de 
objetos i que verifican la formula o. 
<pron rel> ::= que 
<pron cuyo> :s= cuyo | cuya I cuyos I cuyas 
Los pronombres quien/es introducen un conector de frases 
interroqativas que esperan por respuesta <si es evaluada la 
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formula correspondiente) la lista de objetos que verifican lo 
expresado en la -frase. La semántica asociada quien(i,o) donde 
i es el objeta (variable) y o la formula que expresa los 
requerimientos de i. 
<pron quien) ::= quien I quienes 
CONECTORES 
La información semántica que aportan es la de 
una conecbiva lógica. 
<dis(no(x>,y)> 
<conectores> ::= si I entonces | a menos que | 
solo si | basta I para I necesario! 
suficiente 
Cdis(x,y)> 
<conectores> ::= o j , 
Cconj(x,y)> 
<conectores> ::= y | » 
ÍT>U(X)> 
<conectores> ::= no | ni 
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V.3.0.S IMPLEMENTACION 
La dramática esta formada por el conjunto de realas quef 
describen las aqrupaciones de palabras que son frases 
pertenecientes al lenguaje descrito por la qramática. 
Cada reqla define un qrupo de palabras válido o bien la 
cateqoria de palabras del vocabulario. La definición de las 
palabras aparece en la parte diccionario. 
F'ara cada reqla de la qramática hav» en qeneral, una reqla 
Proloq. La parte izquierda define la forma de las estructuras 
asociadas a ese qrupo y ]a parte derecha la de sus 
componentes. 
Para cada cateqoria hay un predicado con tres tipos de 
arqumentos: el que define lo relativo a la concordancia, el 
que define la estructura sintáctica y el de la estructura 
semántica. 
qrupo(<sec-conc,sec(est-sint)>,sec-sem) 
sec-conc == <t,1>,<n»<t»cons(1)>> 
Siendo "qrupo" el nombre del constituyente» "t" la traza de 
qenero, numero y a veces otras condiciones relativas al 
contexto, "n" el nombre de la estructura sintáctica del qrupo 
en definición, "cons(l)" la forma de construcción de la lista 
"1" asociada al qrupo y que indica los posibles errores de 
concordancia aparecidos en los componentes del qrupo, 
"sec(est-sint)" es la secuencia formada con las estructuras 
sintácticas asociadas a los componentes del qrupo (puede ser 
vacia), y "sec-sem" la secuencia de formulas de los 
componentes con las que se construirá la formula semántica 
final asociada (puede ser vacia). Por ejemplo: 
frase-declarativa(<<t,l>,est-sint>,est-sem) -> 
ind-causal(est-sint) 
frase-dec(<<t',11>,est-sint>,est -sem) 
ind-causal(est-sint) 
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trase-dec (<<t'',lü>,est-sint>,est-sem); 
Lueao en una frase declarativa causal cada una de las frases 
componentes tiene su qenero y número independiente (11, 12, 
13 son las listas de posibles errores en cada componente y 1 
la de resultado). - . _ 
Alqunos ejemplos de realas de la gramática son: 
frase-dec(<<t,l>,<r,<t,l.<ll>.<12>>,x,y>>,o> -> 
frase-sim(<<t',ll>,x>»ol> 
resto-dec(<<t'',12>,r,y>,ol,o) ; 
arupo-verbal(<<t,l>,av(<t,l.ll.lE>,x,y)>,<i,o>) -> 
verbo(<<ser.t,11>,x> ,n> 
atri-s(<<t,l£>,y>,<i,o>> ; 
nombre-propio(<<t,l>,np(<t,1>,<t',<x>>)>,y) -> 
<x,np»t',y>; 
pron-rel ( <pron-reí ( <x> > > > -> 
<x,pron-rel,t,s>; 
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IV.3.S-3 EJEMPLOS 
>dib-frase; 
FRASE DECLARATIVA: 
el crédito es concedido sí la coyuntura es favorable» 
el limite es bajo y el plazo es corto. 
SINTAXIS* 
ir-causal 
. 1 ' 1 
fr-sim adv f r -dec 
I ! I 
FSA1 <-> fr-comp | , 1 
si F5A2 part-ce fr-cc part-de FSA4 
<-> FSA3 <-> 
ce 
FSAl 
f 
1 
qn 
i < . i qr-art nc 
i i 
prep art der <—> 
i i i 
vacio <—> credi 
• 
¿i 
r-sim-af 
i 
fr-rel 
1. 
vacio 
to 
i? 
i 
qv 
l 
ver 
<I> 
i 1 
es 
aU 
i 
ad.i 
i 
<i> 
S 
concedido 
FSA2 
fr-sim-arir 
I 1 
qn qv 
qr-art nc tr-rel ver act 
J
— i . . L I ' ' r . , , 
prep art-def <—> vacio <-> ad ¡ 
i I i i I 
vacio <—> coyuntura es <—> 
I I 
la favorable 
FSA3 
f r — s i m - a f i r 
, ' 1 
qn qv 
, _ J I 1 I I 
a r - a r t nc t r - r e l v e r _ afcfc 
I I I I I I 
p r e p a r t - d e f <—> v a c i o <-> a d j 
I I I I I 
v a c i o <—> l i m i t e e s <—> 
e l b a j o 
FSA4 
f r - s i m - a f i r 
I I 
q n q v 
. •—i 1 H — i 
q r - a r t nc t r - r e l v e r a t ! 
J . I I I I 
p r e p a r t - d e t < -> v a c i o < -> ad. i 
I I I I I 
v a c i o <-> p l a ¿ o e s <—> 
I I 
e l c o r t o 
SEMÁNTICA: 
imp 
i l 
c o n j e x i s t e 
a_ 
i . i i . 
e x i s t e con . i r con . i 
H — I • ( ' 1 I ' 1 
x conj existe existe crédito concedido 
rT ^ ' ,, ^ - r H - I I 
coyuntura favorable y con.i z con.i r r x 
limite bajo pla¿o corto 
> 
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>dib-frase; 
FRASE INTERROGATIVA: 
¿cuantos alumnos miran a la pizarra? 
SINTAXIS: 
1 
a< iv -can t 
1 
<-> 
i 1 
c u a n t o s 
f r -
i 
i 
l l f 
<!> 
i 
a l u m n o i 
1 c 
l 
ve r 
. u 
1 
m i r a n 
l 
UV 
i 
i 
q r - a r t 
i l p r e p ar 
<!> 
i 
a 
•fc-de 
1-
<-> 
*~1 
qn 
i 
i 
11C 
1 
1 p i z a r r 
i r - r e í 
I 1 
v a c i u 
a 
SEMÁNTICA: 
cuantos 
_j 
r^ 1 
x coiv.i 
I I 
alumno existe 
I H-i 
x y cunj 
, I i 
pizarra miran 
I Hn 
y x y 
O 
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FRASE INTERROGATIVA: 
¿hay riesqo si los chicos sonríen a las chicas? 
SINTAXIS: 
fr-id 
I 
tr-causal 
I 1 ' 1 
tr-sim adv tr-dec 
i I ! 
t r - s i m - a f i r <-> t r - s i m 
JL ! I 1 l QÍI QV s i t r - s i m - a t i r 
_1 , " . L I I I I I 
v a c i o ve r comp qn qv 
i— J —i r — • — i - i . r 
<-> nc ad.i q r - a r t nc f r - r e l ve r 
I I I ( — J 1 I I I 
hay <-> vacio prep art-det <-> vacio <-> qr 
I I I j j I 
riesqo vacio <-> chicos sonríen I I 
los prep 
I 
SEMÁNTICA: 
si-no 
imp 
I ' 1 
todo existe 
JL x dis z riesqo 
r ~ J — i I 
no todo z 
chico y dis 
J_ I I I 
x no sonríe J ^ chica x y
i> 
FRASE INTERROGATIVA: 
¿que piden los hombres al banco? 
SINTAXIS: fr-iq 
r 
pron-
i 1 
<-> 
i 1 
que 
1 
•re i ver 
<I> 
piden 
SEMÁNTICA: 
i 
qr-art 
i 
prep art-det 
i i 
vacio <-> 
1 
ios 
1 
qn 
i i 
nc 
<í> 
i 
i 
TÍ—reí 
1 
vacio 
hombres 
qr -art-
concí 
i 
<í> 
! 
al 
i 
qn 
i 1 
-c nc 
i 1 
banco 
fr-re 
i 1 . 
vacio 
que 
H-i 
x todo 
JL r~i 
y dis 
r — ' ! , 
no existe I I 1 
hombre z conj 
I H — i 
y banco pide I r—m 
z y x z 
FRASE INTERROGATIVA: 
¿quien es la chica que viene? 
SINTAXIS: 
ti—icq 
i — : — ' 1 
pron-quien qv 
I ' 
<-> ver att 
! I i H 1 
quien <-> art-det nc t'r-rei 
I I I r — i — i 
es < -> <-> pron-rel qv I J A ' 
la chica <-> ver 
I I 
que < -> SEMÁNTICA: 
quien 
viene 
I I 
x con.j 
I ' 1 
chica viene 
l I 
x x 
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>dib-trase; 
FRASE DECLARATIVA: 
el hombre cuyas hijas estudian tiene amiqos. 
SINTAXIS: 
tr-dec 
I 
t'r-sim 
I 
tr-sim-at'ir 
, , l 
qn qv 
r — 1 ' - « . r 
qr-art nc tr-rei ver 
I — ' 1 I I 1 L — T 1 I 
prep art-det <-> prep pron-cuyo nc qv <-> 
vacio <-> hombre vacio <-> <-> ver qn tiene 
I l i l i 
el cuyas hijas <-> vacio 
estudian 
SEMANTTCA: 
existe 
rH 
x con.i 
O. 
I I 
existe existe 
r1—i i—'—i 
y con.i r amigo 
H r T J ' ^ 
hombre con.i x r 
x hi.ia estudia 
x y y z 
FRASE DECLARATIVA: 
Manuel estudia el plazo del crédito que es arriesqado. 
SINTAXIS: .;..... _._ . „ . ,,
 4 _ 
tr-dec 
I 
tr-sim 
I 
tr-sim-at ir 
I ' . 
qn qv 
I 1 1 I 1 
prep np tr-rel ver qn I i — H 1 
vacio <-> vacio <-> qr-art nc qn 
I I i — ' 1 I i H . 
Manuel estudia prep art-det' <-> qr-art-c nc I I I I I 
vacio <-> plazo conl <-> 
• ' I 
el <-> crédito 
I 
del 
SEMÁNTICA: 
existe 
x conj 
l r 
con.i existe 
crédito arriesqado y con.i 
, , 
x x plazo estudia 
y x Manuel y 
> 
>dib-frase; 
FRASE DECLARATIVA: 
Manuel tiene madre. 
SINTAXIS: fr-dec 
I 
tu—sim 
I 
t r - s i m - a t i r 
, I I 
q n q v 
i 
I 1 —1 , I I 
p rep np t r - r e l v e r comp 
l i l i ( — J — 1 
v a c i o <-> v a c i o <-> nc a d i 
I 1 1 1 
Manuel t i e n e <-> v a c i o 
madre 
SEMÁNTICA: 
existe 
H-i 
x madre 
I I 
Manuel x 
FRASE DECLARATIVA: 
Manuel tiene una hija. 
SINTAXIS: fr-dec 
I 
tr-sim 
I 
fr-sim-at'ir 
I ' '• 1 
qn qv 
_L I I — 1 I I 
prep np ti—reí ver comp 
vacio <-> vacio <-> card nc ad.i 
Manuel tiene <-> <-> vacio 
I . 1 . 
una h i .i a 
SEMÁNTICA: 
existe 
H-i 
x con 
i 1 hi .i a 
i 1 1 
Manuel x 
.i 
cant 
>dib-frase; 
FRASE DECLARATIVA: 
hay dos hombres altos. 
SINTAXIS: 
fr-dec 
I 
tr-sim 
I 
tr-sim-at ir 
1 
qn 
i 1 1 
vacio ver 
i 1 
<-> 
1 
hay 
SEMÁNTICA: 
i 
qv 
i 
i 
card 
<í> 
1 
dos 
i 
comp 
i 
1 
nc 1 
<-> 
1 
hombres 
ad.j 
<!> 
altos 
existe 
j_ 
I I 
x con.i 
r — ' . ^ 
conj cant J_ 1 rh 
hombre alto x 'd 
x 
O 
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FKASE DECLARATIVA: 
hay el problema del tren. . 
SINTAXIS: 
t'r-dec 
I 
tr-sim 
I 
t'r-sim-at" ir 
I ' 1 
qn qv 
I I ' 1 
vacio ver comp 
<-> qn 
I i H 1 
hay gr-art nc qn 
i i i 
prep art-det <-> qr-art-c nc tr-rel 
I I I I I I 
vacio <-> problema conl <-> vacio 
el <-> tren 
I del 
SEMÁNTICA: 
existe 
x con.i 
i 
I I 
tren existe 
I rH 
x y con,i 
I ' 1 
problema vacio 
y x 
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FRASE DECLARATIVA: 
Manuel es el niño feliz de la casa. 
SINTAXIS: tr-dec 
I 
tr-sim 
I 
f i—sim-afir 
l , 
l 
qn qv 
l l 1 1 , I 
prep np tr-rel ver 
l i l i £ 1 
v a c i o <-> v a c i o <-> a r t - d e t nc 
I I I I 
Manuel e s <-> <-> 
I -I 
e l n i ñ o 
¡EMANTIC 
existe 
x con,i 
i 1 
asa 
1 1 ! 
x ni no 
i 
t 
Manuel 
A: 
1 
con.i 
i 
i 
feliz 
i 
x Manuel 
alt 
i 
i 
ad.i 
i 
<!> 
feliz 
• 
i 
i 
i 
qr-art 
i 
i i 
prep art-det 
i i 
<í> <!> 
de la 
1 
qn 
i 
i 
nc 
i 1 
<-> 
i 1 
casa 
FRASE DECLARATIVA: 
e l c h i c o e s un alumno bueno . 
SINTAXIS: 
t r - d e c 
r 
qn 
i « . i qr-art nc 
: , , 1 I 
1 1 1 
prep art-det <-> 
fr-sim 
i 
. 1 
tr-sim-
i 
fr-rel 
1 
vacio 
1 1 1 
vacio <-> chico 
i 1 
el 
afir 
1 
ver 
i 
es 
ar 
qv 
i 
i 
t-indef 
u 
1 1 
un 
att 
i 
i 
nc 
u 
1 
alumno 
ad.í 
1 
<-> 
i 
bueno 
- 1 6 ^ 
SEMÁNTICA: 
existe 
rH 
x con.i 
I ' 1 
chico con.i 
I — • — 
x alumno bueno 
FRASE DECLARATIVA: 
los niños son felices. 
SINTAXIS: 
•f i—dec 
I 
tr-sim 
I 
tr-sim-afir 
I I 
qn qv 
_] . . , l qr-art nc tr-rel ver att 
prep art-det <-> vacio <-> ad.i 
vacio <-> niños son <-> 
los felices 
SEMÁNTICA: 
todo 
r~7! 
x di! 
1
 ^ 1 • no teliz 
I . I 
ni no x 
I 
x 
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FRASE DECLARATIVA: 
el niño esta feliz. 
SINTAXIS: 
tr-dec 
tr-sim 
ti—sim-afir 
1 
qr-art 
i 
i l 
prep art--def 
i 
qn 
i i 
nc 
1 
<-> 
t'r-rel 
1 
vacia 
-
1 
ver 
qv 
i 
att 
i 
ad.i 
vacio <-> ni no 
el 
SEMÁNTICA: 
existe 
esta <-> 
feliz 
x con.i 
. ' 1 
niño feliz 
x x 
FRASE DECLARA!IVA: 
Manuel esta contento del jueqo, 
SINTAXIS: fr-dec 
I 
t i — s i m 
f i — s i m - a f i r 
I 
qn 
prep np tr-rel ver 
i 
q v 
_J 
v a c i o <-> v a c i o 
Manuel 
< - > r— 
a d j 
a t t 
i 
1 
qn 
r + q»—art-c nc fi—reí 
I I 
SEMÁNTICA: 
existe 
esta <-> 
I 
contento conl <-> vacio 
<-> jueqo 
del 
x con.) 
I ' 1 
jueqo contento 
I H — i 
x Manuel x 
V.3.3 DICCIONARIO 
El diccionario de la qramética contiene definiciones de 
palabras del sistema. Una parte esta formada por las 
definiciones de palabras "básicas", es decir pueden aparecer 
en cualquier dominio de aplicación. Son palabras de las 
siquientes cateqorias: articulos íqr-art-c» art-def» 
art-indef>, pronombres Ipron-rel, pron-cuyo, pron-quien, 
pron-cant}, preposiciones íprep>» conectores, numerales* 
verbo-ser» verbo-tener, verbo-estar y verbo-haber. 
Para cada palabra se dispone de la siquiente información 
almacenada en una reqla Proloq con la parte izda formada por 
la n-tupla: 
<palabra,cat-sintáctica,numero.qenero,semántica> 
Ademas las. palabras están aqrupadas por su cateqoria 
sintáctica, teniéndose para cada raiz de palabra una reqla 
Proloq cuya parte izada esta formada por un predicado unario 
que indica la cateqoria sintáctica y un arqumento, lista de 
n-tuplas <numero.qenero,palabra>. De esta forma se tiene 
posibilidad de acceder a todas las palabras con iqual raiz 
(no es posible hacerlo con la estructura del resto del 
diccionario debido a la implementación). . 
El acceso al diccionario para recuperar información 
puede hacerse con sentencias¡Proloq propias al tipo de reqla 
del diccionario o, con los predicados palabras(c) | c es una 
cateqoria sintáctica o con palabra(x) | secuencia de letras 
candidata a ser palabra del. diccionario. •;••-. i 
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V.3.4 GENERACIÓN DE EXPLICACIONES 
Al ser un sistema de comunicación con un sistema basado 
en el conocimiento hay otra tarea importante a realizar en 
castellano y es la explicación del razonamiento sequido a 
partir de la prequnta y hasta la solución aportada. 
Como ya se ha indicado en los sistemas realizados se ha 
construido el módulo de explicación con metodoloqía diferente 
a la utilizada para la adquisición o comunicación con el 
sistema. 
bn qeneral se quarda una traza del razonamiento sequido 
hasta lleqar a la solución, tfsta traza es la que determina el 
tipo de construcción de la explicación. Si los razonamientos 
son pequeños es decir intervienen pocas reqlas, pocos datos 
entonces sólo suele haber un preproceso de la traza en el que 
se ordenan los elementos a explicar y se quitan explicaciones 
repetidas, Si por el contrario el razonamiento es extenso, se 
opta por ocultar partes del razonamiento. 
La explicación se construye con patrones que se rellenan a 
partir de la traza disponible. 
i bl tipo de implementación de la traza varia seqún el sistema 
realizado. bn realidad es el tamaño de un razonamiento 
estándar el que determina su modo de almacenamiento. Se ha 
observado que si este es corto se quarda en un árbol Proloq y 
si es extenso en un conjunto de reqlas Proloq como el del 
ejemplo que se presenta en este apartado. 
bn el ejemplo que se muestra a continuación solo se 
explican los "niveles superiores" del razonamiento para 
realizar un informe final con objeto de eliminar información 
poco relevante y hacer mas leqible el informe (aunque si eran 
solicitados otras partes del razonamiento se explicaban 
también» es ' decir se tenían distintos niveles de 
explicación). La traza se almacenaba en reqlas Proloq 
indicando los valores consequidos para cada atributo con su 
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valor de certeza. Es un proceso con el sistema experto 
"Director ideal" LCuena,García-Serrano> 873. 
El sistema aconseja sobre la conveniencia de conceder 
créditos con un límite determinado (cantidad a prestar), 
decidiendo a partir de ciertas cuenta características del 
demandante, de los avales presentados y de la situación 
coyuntural del banco. Se contruyeron en cuenta distintos 
motores de inferencia mostrándose a continuación el informe 
de un "caso" procesado con el motor de inferencia de tipo 
Mycin. (Se muestra tal y como lo presenta una sesión Proloq 
con el sistema). 
RESULTADOS MYCIN DEL CASO 04 
La RESULUCIUN FINAL es no conceder por desconfianza y por 
razones técnicas. 
La DECISIÓN INICIAL es favorable con qrado de certeza 0.11 y 
desfavorable con qrado de certeza 0.84. 
La MALA FE es notoria con qrado de certeza 0.64 y hay 
indicios con qrado de certeza 0.S3. 
Es un caso en el que : 
si hay papel 
no hay avales 
Entre los cálculos intermedios se destaca que: 
La SOLIDEZ EFECTIVA DEL CLIENTE es equilibrada con qrado de 
certeza 1.00. 
La LIQUIDEZ DEL CLIENTE es estricta con qrado de certeza 0.50 
y es mala con qrado de certeza 0.50. 
El RIESGO ECONÓMICO es normal con qrado de certeza 1.00. 
La CAPACIDAD DE REEMBOLSO es insuficiente con qrado de 
certeza 0.6E" y es suficiente con qrado de certeza 0.25 . 
La GARANTÍA es insuficiente con qrado de certeza 0.35 y es 
suficiente con qrado de certeza 0.44 . 
El VALOR DE LAS COMPENSACIONES POR SALDO es nula con qrado de 
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certeza 1.00. 
El VALUR DE LAS COMPENSACIONES-POR PAPEL es media con qrado 
de certeza O.títi y es baja con qrado de certeza 0.75. 
El VALOR DE LAS COMPENSACIONES es baja con qrado de certeza 
0.75. 
La CALIDAD DEL NEGOCIO es mala con qrado de certeza O.SO. 
La IMAGEN DEL CLIENTE es neqativa con qrado de certeza 0.75. 
La VALORACIÓN DEL CLIENTE es buena con qrado de certeza 0.37 
y es mala con qrado de certeza 0.50. 
La RENTABILIDAD es insuficiente con qrado de certeza 0.50 es 
suficiente con qrado de certeza 0.50. 
El NIVEL DE FRAUDE ESTRUCTURAL es alto con qrado de certeza 
0.6^ y es medio con qrado de certeza 0.S3. 
El NIVEL DE FRAUDE DE PAPEL es nulo con qrado de certeza 
1.00. 
La FIABILIDAD es alta con qrado de certeza 1.00. 
Los INDICIOS NEGATIVOS son nulos con qrado de certeza 1.00. 
El NIVEL DE FRAUDE DE LA OPERACIÓN es nulo con qrado de 
certeza 1.00. 
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V.4 TAREAS LINGÜISTICAS QUE REALIZA EL SISTEMA 
Las tareas del sistema son : 
1. ANÁLISIS ÜE UNA FRASE 
E. INTRODUCIR PALABRAS EN EL DICCIONARIO 
3. COMUNICACIÓN CON LA BASE DE CONOCIMIENTO 
Introducir nuevo conocimiento 
o Confirmación de prequnta 
o Salida de valores para los que la 
prequnta es cierta. 
Al acabar cualquiera de las tres tareas el usuario 
vuelve a ser prequntado por la siquiente a realizar. En el 
menú de selección de tarea ademas se puede optar por una 
cuarta opción que es TERMINAR la sesión. 
Hay varios puntos del proceso del sistema en los que el 
usuario ha de eleqir una opción entre varias presentadas en 
un menú. La respuesta dada ha de ser siempre un número entero 
o un identificador (dentro del ámbito de los propuestos) pero 
la respuesta con:una. sola letra puede provocar problemas 
irresolubles en .la dirección real izada por el sistema sobre 
el proceso-(debido a. la versión del lenquaje utilizado). 
- La tarearde explicación delirazonamiento es particular 
a la aplicación por lo que norse trata en este apartado. 
-171-
V.4.1 ANÁLISIS DELUNA FRASE 
bsta tarea de proceso de una frase consta de los 
siquientes pasos: 
Lectura de la frase. 
"I est de reconocimiento de las palabras de la frase. 
Análisis sintáctico semántico. 
Detección-recuperación de errores de concordancia. 
Salida de estructuras asociadas a la frase 
A continuación se describe cada una de ellas: 
Lectura de la frase 
kste módulo realiza la lectura de una frase y detecta si 
la frase es declarativa o interroqativa. 
Ll sistema maneja la frase como una lista de identificadores 
Proloq. Para ello es necesario procesar la lista de entrada 
ya que el único predicado predefinido que puede ser utilizado 
de lectura toma la frase como una lista de palabras entre 
comillas. Estas son eliminadas en todas las palabras con más 
de una letra. Si son palabras con una letra y pertenecen al 
conjunto ía, o» y> son duplicadas y en otro caso permanecen 
con comillas (se recuerda que una letra minúscula en el 
Proloq con el que se ha implementado denota variable). 
Por las características del lenguaje de implementación 
<las letras mayúsculas son distintas de las minúsculas) se 
utiliza el convenio de que las palabras han de ser escritas 
con minúscula salvo los nombres propios (por ser considerados 
siempre comenzando con mayúscula)» sin acentos y sin utilizar 
la letra "ñ" (por ser caracteres dobles no reconocidos). 
Una frase es una secuencia de palabras acabada en "." 
con lo que la frase'es estudiada como declarativa o bien es 
una secuencia de palabras que empieza por el simbolo "¿" y 
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acaba por "?" con lo que la frase es estudiada como 
interroqativa. 
Hor error de escritura si la frase "solo" acaba con el 
simbolo "'?" se considera interroqativa pero si comienza con 
"¿" y acaba con el simbolo "." se prequnta al usuario que 
tipo de frase desea sea analizada. 
La implementación de la introducción de la frase se realiza 
con un predicado predefinido que acepta secuencias de 
palabras acabadas en í" . " , "?", " ' '.' >. El tercer tipo de 
simbolo no se ha creido conveniente utilizar de momento en 
este sistema por razones praqmáticas. 
Para depuración y prueba del sistema fundamentalmente se 
ha introducido la posibilidad de introducir una secuencia de 
frases (independientes entre si, es decir no son entendidas 
como texto>.separadas por los símbolos de puntuación "." o 
"?" aceptados como terminación de introducción de frase que 
acaba con "fin.", ti resultado del proceso de cada una de 
ellas queda almacenado en el fichero "proloq.loq". 
Ejemplo de introducción de frases: • 
>com-op; ••:••.:.-. 
SELECCIONE UNA ÜRCION • i n • - -i 
.1: ANÁLISIS DE-UNA FRASE, 
H: INTRODUCIRoP AL ABRAS NUEVAS > z. - ••:...;• 
3: COMUNICACIÓN CON LA BASE DE CONOCIMIENTO 
4: TERMINAR >- . ..?*- ^c .. . •-••- / •, :• . . * .• . • 
OPCIÓN:,;'1 -..-i-t •;,:-:: •.;••• _. i- : 
DÍGAME U N A F R A S E 
¿es .Manuel: un .hombre?.. .! . ¡ ; .> > 
(interroqativa). ... n- -i -> _¡ •> t •.. -..-¿... • ¡. .-. ' 
DÍGAME UNA FRASE 
-¿Manuel .es un hombre. • ¡ 
ERROR EN LA ESCRITURA DE LA FRASE . 
1. ES UNA FRASE INTERROGATIVA 
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S. ES UNA FRASE DECLARATIVA i 
3. ACABAR 
2 . ; • . . • . 
(declarativa) . . . . 
• a * 
>batch; 
PARA ACABAR LA INTRODUCCIÓN DE FRASES ESCRIBIR: fin. 
FRASE: 
Manuel es un hombre. 
FRASE: 
Alicia es una mujer. 
FRASE: 
fin. 
• • • 
Test de reconocimiento de las palabras de la 
frase 
En esta fase del proceso de análisis de frases se 
estudia si todas las palabras de la frase pertenecen al 
diccionario es decir si son "reconocidas" o no. 
Se estudia si todas las palabras pertenecen al 
diccionario y si esto no ocurre se pregunta al usuario que 
tipo de error hay en cada una de las que no son reconocidas. 
Si el error es ortoqráfico - el sistema pide al usuario la 
palabra correctamente escrita y la sustituye por la anterior. 
Si no pertenece al diccionario se pasa a la .'fase de 
introducción en el diccionario solicitando los -datos 
pertinentes. ,=,-•-.-•- *-$-,• .-••''•—v ;••.: 
Hay todavia tres opciones más para recuperación de errores en 
esta fase, "sustituir" la palabra por un - nuevo conjunto de 
palabras» "eliminar" la palabra sin que sea sustituida por 
otra y terminar en este punto el análisis de :4a- frase. -Como 
resultado del proceso se obtiene una secuencia de palabras 
que pertenecen al diccionario y ninquna información más. 
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>com-op; 
SELECCIONE UNA OPCIÓN : 
1: ANÁLISIS DE UNA FRASE 
Ü: INTRODUCIR PALABRAS NUEVAS 
3: COMUNICACIÓN CON LA BASE DE CONOCIMIENTO 
4: TERMINAR 
OPCIÓN: 1 
DÍGAME UNA FRASE 
Manual es el hombr. 
ERROR EN LAS PALABRAS 
Manual - hombr 
SELECCIONE UNA DE LAS OPCIONES PARA CADA PALABRA: 
1. ERROR ORTOGRÁFICO (SERA SUSTITUIDA) 
H. NO DEFINIDA 
3. SUSTITUIR (POR MAS DE UNA PALABRA) 
4. ELIMINAR 
b. ACABAR EL PROCESO DE LA FRASE 
Manual. OPCIÓN 1 
hombr OPCIÓN 3 
LA PALABRA Manual SE SUSTITUYE POR Manuel 
LA PALABRA hombr SE SUSTITUYE POR (UNA LISTA ACABADA EN 
PUNTO) 
hombre que viene; 
LA FRASE PARA ANALIZAR ES: 
Manuel es el.ehombre que viene 
Análisis sintáctico semántico 
El método de análisis sintáctico-semántico ya se ha 
expuesto. t 
Detección y recuperación de errores de 
concordancia 
Como ya se ha indicado el estudio de la" concordancia 
entre las palabras que forman una frase es realizado a 
continuación de la construcción de las estructuras sintáctica 
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y semántica utilizando las reqlas de la qramática y a pesar 
de que la definición de las restricciones sobre el qenero y 
el número de las palabras venqan definidas en las reqlas. 
Una frase ademas de las dos estructuras anteriores tiene otra 
asociada y es la de un árbol con nodos etiquetados con 
listas» referidos a cada uno de" los nodos "principales" de la 
estructura sintáctica! que indican los errores, si los hay» 
de qenero y número en la parte correspondiente .de la frase 
(se ha realizado un ejemplo detallado en el apartado ). 
Dentro de cada qrupo de palabras que han de tener iqual 
qenero y/o número es la primera de ellas la que indica cual 
es el que deben tener todas las'demás. No se ha realizado 
ninqun modulo que eliqiese sequn unas reqlas, una palabra del 
qrupo para ser la indicadora del qenero y el número ya que no 
se encontró ninquna razón convincete (ni estudio) sobre la 
mejora que producirla, por ejemplo, que en un qrupo nominal 
formado por un articulo y un nombre común fuera el nombre 
común el que indica el qenero y el número asociado al qrupo 
nominal y no el articulo. 
Si es detectado un error en la frase el sistema lo 
elimina.de todas las formas posibles y es el usuario el que 
decide cual es la correcta. Se ve a continuación un ejemplo 
de una sesión sólo mostrando la parte correspondiente a la 
detección y recuperación de los errores de concordancia: 
>com-op; 
SELECCIONE UNA OPCIÓN : 
1: ANÁLISIS DE UNA FRASE 
fi: INTRODUCIR PALABRAS NUEVAS 
3: COMÚN IC ACION CON ¿ LA j BASE DE - CONOCIMIENTO .-,-.--,.-> 3 - -• 
4: TERMINAR ± ; .-.,• -,:: -.- --.,-,-. 
OPCIÓN: 1 
DÍGAME UNA FRASE 
si Manuel viene y la nina es bonitas entonces Antonio sonrie. 
ANÁLISIS SINTÁCTICO 
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ERROR DL CONCORDANCIA EN EL 
numero 
si Manuel viene yy la nina es bonita entonces Antonio sonrie 
ES LA FRASE CORRECTA ? , 
si 
(Ya se han visto ejemplos de esta parte en otros apartados). 
Salida de estructuras asociadas a la -frase 
Las estructuras asociadas a una frase del lenguaje y 
reconocida como tal por el sistema contiene información que 
no se considera necesario exponer al usuario 
(fundamentalmente por perdida de claridad y dificultad de 
comprensión). Por ello existe un módulo que oculta esta 
información (entre ella el qenero y numero de cada palabra, 
listas de errores de componentes*...) y que presenta en 
pantalla o papel el resultado de diversa forma (dibujo de 
arbo1» 1 i sta P r o l o q , . . . ) . - . . 
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V.4.2 INTRODUCCIÓN DE PALABRAS EN EL DICCIONARIO 
En el diccionario cada palabra se representa mediante 
una clausula que contiene toda la información deseada, por lo 
tanto introducir nuevas palabras implica una modificación del 
diccionario al añadir una nueva clausula. ti diccionario 
dispone de una parte qeneral (con palabras pertenecientes a 
cualquier tipo de dominio) y de una parte "particular" que 
esta modularizada por grupos sintácticos. 
Es posible añadir—palabras^ al diccionario- de forma 
interactiva siquiendo los pasos indicados por un conjunto de 
menus. Primero el sistema comprueba si la palabra ya está en 
el diccionario. Si es así aparece toda la información sobre 
ella y se puede elegir entre introducirla de nuevo con otras 
características <rosa, nombre común y adjetivo) o no hacerlo. 
En caso de continuar la introducción se pasa al módulo 
"añadir en el diccionario". Este módulo solicita sobre la 
palabra a introduir: 
grupo sintáctico tnp, nc, ad.i, ver) 
genero (mas, fem> <si no es un verbo) 
número <sin,plu> (si no es un nombre propio) 
tipo ÍO» 1» S> (si es un verbo) 
La semántica de las palabras de las categorías ínp, nc, 
ver, ad.i> a introducir está definida por el sistema y es 
independiente del tipo de semántica a utilizar. La 
introducción de otro tipo de palabras como conectivas o 
categorías que no sean ínp, nc, ver, adj> se realiza siempre 
por el implementador. b'equn la categoría sintáctica el módulo 
define la semántica de la palabra: 
Si p es la palabra a introducir entonces la semántica 
es: 
p si nombre común 
p si nombre propio 
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p si adjetivo 
p si verbo proposicional •-'"•••.•; 
<p>x> si verbo(O) 
<p,x,y> si verbo(l) 
<p,x,y»z> si verbo(S) 
Con la sequnda parte de introducción de palabras al 
diccionario, módulo "introducir ¡en -diccionario" ademas se 
solicita al usuario las palabras con iqual raiz pero con 
distinto qenero y numero, salvo en el caso de introducción de 
un nombre propio que no se prequnta nada o de un verbo en el 
que no se admite variación sequn el qenero. 
Una vez recoqida toda la información anterior se introduce la 
reqla Proloq para esta palabra (y para las palabras 
correspondientes variando qenero y/o número) así como la 
reqla Proloq que las aqrupa sequn su cateqoría sintáctica. 
Al terminar la introducción es el propio sistema el que 
almacena la nueva información en el fichero correspondiente. 
Nota: No pueden ser introducidas palabras conteniendo la 
letra "ñ" o acentos por ser caracteres dobles (se introduce 
la palabra con la letra "n" en el primer caso). Tampoco 
pueden ser introducidas palabras con iqual identificador 
(secuencia , de letras ..que la , forman) pero distintas 
características en la misma sesión Proloq por problemas.de la 
implementación de la versión utilizada. 
Ejemplo de sesión de introducción de palabras en el 
diccionario: _•,.-,.. - •:, • •.:. ¡..-.", ;vi« 
>com-op; ------ •...... ; ~i:w i;-;;,- v ¡.¡, _* A W - S - ;•---
SELECCIONE UNA OPCIÓN : 
1: ANÁLISIS DE UNA FRASE 
H: INTRODUCIR PALABRAS NUEVAS 
3: COMUNICACIÓN CON LA BASE DE CONOCIMIENTO 
4: TERMINAR 
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OPCIÓN: tí 
PALABRA A INTRODUCIR: Manuel 
DEFINIR EL 
GRUPO SINTÁCTICO (nc, ad.i, ver, np) np 
GENERO (mas,fem,ambos): mas 
SE INTRODUCEN EN EL DICCIONARIO". 
* » » 
PALABRA A INTRODUCIR: rosa 
LA PALABRA rosa ESTA DEFINIDA COMO 
nombre común , sinqular , femenino 
DESEA: 
1: INTODUCIR rosa 
B: NO INTRODUCIR rosa 
OPCIÓN: 1 
DEFINIR EL 
GRUPO SINTÁCTICO (nc, ad.i, ver, np) ad.i 
GENERO (mas,fem,ambos): fem 
NUMERO (sin,plu,ambos): sin 
PALABRA CORRESPONDIENTE CON IGUAL RAÍZ EN plural, femenino 
(NO, SI NO HAY) 
rosas 
PALABRA CORRESPONDIENTE CON IGUAL RAÍZ EN sinqular, masculino 
(NO, SI NO HAY) 
no • ••:, 
PALABRA CORRESPONDIENTE CON IGUAL RAÍZ EN plural , masculino 
(NO, SI NO HAY) 
no - ' 
¿ ES CORRECTO ? (SI, NO) 
si i '•• 
SE INTRODUCEN FN EL DICCIONARIO. 
a m m 
PALABRA A INTRODUCIR: pantano 
DEFINIR EL 
GRUPO SINTÁCTICO (nc, ad.i, ver, np) nc 
GENERO (mas,fem,ambos): mes 
MALA DEFINICIÓN. SELECCIONE UNA OPCIÓN: 
1: DEFINIR pantano 
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2: TERMINAR LA DEFINICIÓN 
OPCIÓN: 1 
DEFINIR EL 
GRUPO SINTÁCTICO (nc, ad .i, ver, np) nc 
GENERO (mas,fem,ambos): mas 
NUMERO (sin,plu,ambos): sin 
PALABRA CORRESPONDIENTE CON IGUAL RAÍZ EN sinqular , femenino 
(NO, SI NO HAY) 
no 
PALABRA CORRESPONDIENTE CON IGUAL RAÍZ EN plural , femenino 
(NO, SI NO HAY) 
no 
PALABRA CORRESPONDIENTE CON IGUAL RAÍZ EN plural , masculino 
(NO, SI NO HAY) 
pantanos 
¿ ES CORRECTO ? (SI, NO) 
si 
SE INTRODUCEN EN EL DICCIONARIO. 
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CAPITULO VI: 
CONCLUSIONES Y ORIENTACIONES FUTURAS 
VI CONCLUSIONES Y ORIENTACIONES FUTURAS 
Se ha presentado en este trabajo un sistema de 
comprensión del lenguaje natural y de comunicación en 
castellano con sistemas basados en el conocimiento que 
aporta: 
1. La integración de las diversas tareas de un sistema 
basado en el conocimiento con un módulo de tratamiento 
del castellano. 
2. La adecuación a diferentes bases de conocimiento con 
una simple introducción interactiva de palabras 
relativas al dominio. 
3. La definición de un subconjunto del castellano 
elegante y sencillo para la expresión del conocimiento. 
El algoritmo implementado que dirige el análisis del 
lenguaje es potente para la expresión de restricciones. 
Las líneas de trabajo futuras se orientan a la 
ampliación o modificación del sistema Sirena para 
comunicación con sistemas basados en el conocimiento» de 
forma que: 
1. Disponga de diferentes formalismos para la 
representación del conocimiento. 
2. Realice la explicación del razonamiento seguido por 
el sistema para concluir una respuesta» con la misma 
metodología que la presentada. 
3. Permita diálogos con el usuario dado que la actuación 
de un sistema basado en el conocimiento se entiende como 
un continuo compartir información. 
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APÉNDICE 1: 
SESIÓN EJEMPLO 
APÉNDICE 1: SESIÓN EJEMPLO 
Se realiza a continuación un ejemplo completo y breve 
para mostrar al sistema Sirena en comunicación con una base 
de conocimiento. No se explica» como ya se ha dicho en otro 
capítulo, el tipo de proceso que maneja el conocimiento para 
su representación en la base o el tipo de motor de inferencia 
utilizado para responder a las prequntas, por no ser el 
objetivo de esta tesis. 
Se construye la base de conocimiento a partir de las 
siquientes informaciones: 
Información general: 
II : Los bancos conceden un crédito si el límite del crédito 
es bajo. 
I£ : Si el banco concede el crédito entonces el crédito es 
concedido. 
Información sobre los bancos: 
13 : Banesto es un banco. 
14 : Bansander es un banco. 
15 : Si la coyuntura es estable y el límite del crédito es 
alto entonces Banesto concede el crédito. 
16 : Bansander no concede un crédito si el límite del crédito 
es alto. 
Información sobre los créditos: 
17 : Credun es un crédito. 
18 : Credos es un crédito. , 
19 : El límite de Credun es alto. 
110: Credos tiene límite bajo. 
Información qeneral del momento en estudio: 
111: La coyuntura es estable. 
La sesión será: 
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>com-op; 
SELECCIONE UNA OPCIÓN : 
1: ANÁLISIS DE UNA FRASE 
2: INTRODUCIR PALABRAS EN EL DICCIONARIO 
3: COMUNICACIÓN CON LA BASE DE CONOCIMIENTO 
4: TERMINAR 
OPCIÓN: 3 
SELECCIONE UNA OPCIÓN: 
1: INTRODUCIR CONOCIMIENTO 
£: PREGUNTAR A LA BASE 
OPCIÓN: 1 
DÍGAME 
Credun es un crédito. 
ERROR EN LAS PALABRAS 
Credun 
SELECCIONE UNA DE LAS OPCIONES PARA CADA PALABRA: 
1. ERROR ORTOGRÁFICO (SERA SUSTITUIDA) 
2. NU DEFINIDA 
3. SUSTITUIR (POR MAS DE UNA PALABRA) 
4. ELIMINAR 
b. ACABAR EL PROCESO DE LA FRASE 
Credun OPCIÓN 2 
PALABRA PARA INTRODUCIR: Credun 
DEFINIR EL 
GRUPO SINTÁCTICO <nc, adi, ver, np> np 
GENERO (mas,fem,ambos>: mas 
SE INTRODUCEN EN EL DICCIONARIO. 
ANÁLISIS SINTÁCTICO 
* m m 
ANÁLISIS SEMÁNTICO 
crédito 
Credun 
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SELECCIONE UNA OPCIÓN : 
DÍGAME 
Credos es un crédito. 
ERROR EN LAS PALABRAS 
Credos 
SELECCIONE UNA DE LAS OPCIONES PARA CADA PALABRA: 
m m * 
ANÁLISIS SEMÁNTICO 
crédito 
I 
Credos 
SELECCIONE UNA OPCIÓN : 
• * * 
DÍGAME 
el limite de Credun es alto. 
ANÁLISIS SEMÁNTICO 
existe 
x con .i 
l 
limite alto 
x Credun x 
SELECCIONE UNA OPCIÓN : 
• • • 
DÍGAME 
Credos tiene limite bajo. 
* .* m 
ANÁLISIS SEMÁNTICO 
existe 
x con.i 
!- r^T-1—¡T1 . 
l i m i t e baio 
x Credos x 
- É Í 0 3 
SELECCIONE UNA OPCÍUN : " 
• • • 
DÍGAME 
Bansander es un banco. 
ERROR EN LAS PALABRAS 
Bansander 
SELECCIONE UNA DE LAS OPCIONES PARA CADA PALABRA: 
• • • 
ANÁLISIS SEMÁNTICO 
banco 
Bansander 
SELECCIONE UNA OPCIÓN : 
DI 13 AME 
Banesto es un banco. 
ERROR EN LAS PALABRAS 
Banesto 
SELECCIONE UNA DE LAS OPCIONES PARA CADA PALABRA: 
• » * 
t 
ANÁLISIS SEMÁNTICO < 
banco 
Banesto 
-ao4 
SELECCIONE UNA OPCIÓN : 
DÍGAME 
si la coyuntura es estable y el limite del crédito es alto» 
Banesto concede el crédito. 
ANÁLISIS SEMÁNTICO 
imp 
I 
con j 
i 
existe 
existe 
JL 
existe 
I I 
x con.i 
I 1. 
I I 
y con j 
i 
r 
r con j 
crédito concede 
r i—i coyuntura estable crédito existe r Banesto r s 
z conj 
r—' 1 
limite alto 
rh I 
z y z 
SELECCIONE UNA OPCIÓN 
DÍGAME 
Bansander no concede un crédito si 
el limite del crédito es alto. 
ANÁLISIS SEMÁNTICO 
imp 
i 
existe 
x con .i 
crédito existe 
no 
existe 
I I 
z conj 
y conj crédito concede 
, . r r r ~\ ^ i „ i ~ i i 
l i m i t e a l t o z Bansander z r 
rh I 
y x y 
-E¿05 
SELECCIONE UNA OPCIÓN : 
DÍGAME 
si el banco concede el crédito entonces el crédito es 
concedido. .«-•>••• 
ANÁLISIS SEMÁNTICO 
imp 
T ' 1
 t" 
existe existe 
x con3 •r conj 
' ,. I 
banco existe crédito concedido 
< y conj r 
i 
cred i to concede 
I H-i 
y x y 7. 
SELECCIONE UNA OHCCON : 
* * • 
DÍGAME 
la coyuntura es estable. 
• m a 
ANÁLISIS SEMÁNTICO 
existe 
x conj 
coyuntura estable 
-cLQh 
rere T O M E : LJIMÍ* O P C I Ó N 
\ \ m \ t e ¡ d e l c-cedvfco e s h a \ o , 
^ i * J t £ ¿ & <3aNftK\\£5\ 
existe todo 
_L 
I 1 
x conj z dis ¡rt—! * • — ' — » , 
crédito existe no existe 
x y conj banco r conj 
limite bajo z crédito concede 
r1! ! I r-H 
y x y r z r s 
-H07 
-Büb-
SELECCIONE UNA OPCIÓN : 
DÍGAME 
los bancos conceden un crédito 
si el limite del crédito es bajo. 
• « a 
ANÁLISIS SEMÁNTICO 
imp 
n: ' ^H 
existe todo 
^ - ^ 
x conj z dis 
J T t » * ' ' ! * 
crédito existe no existe 
I i-1—i ^ I r H 
x y conj banco r conj 
I ' 1 I I « 1 
limite bajo z crédito concede 
rS i I r-H 
y x y r z r s 
-tíOb- -H07 
El conocimiento anterior recoqido por Sirena se almacena 
en la base de conocimiento «ron las siguientes clausulas 
Proloq: 
no(concede(Bansander,y,z)) -> con.i <1imite(x ,y),alto <x)) 
crédito(y); 
concede(Banesto »y »s) -> con.i (coyuntura( x ) ,estable( x ) ) 
crédito <y) con.i (limite(z,y),alto(z)); 
concede(x,z,s) -> banco<x) credito(z) 
con.i ( 1 imite(r , z ) ,ba.io (r )) ; 
concedido(x) -> banco(y) credito(x) concede(y,x,s); 
banco(Banesto) ->; 
banco(Bansander) ->; 
crédito(Credun) ->; 
crédito(Credos) ->; 
con.i (coyuntura( x ) ,estable( x ) ) ->; 
con.j ( 1 i mi te( x «Credos) ,ba,jo(x) ) ->; 
con.i( 1 imite ( x , Credun) , alto ( x ) ) ->; 
Este conocimiento será utilizado por un pequeño motor de 
inferencia para responder a prequntas de los tipos: 
Prequnta "si-no" que tiene por posibles respuestas a "si", 
"no", "no se nada mas", 
Prequntas que esperan por respuesta un con.iunto de objetos 
que verifican la condición expresada en ellas. Las respuestas 
del sistema son la lista de los objetos solicitados, "nadie 
que yo sepa" o "no se nada mas". 
La sesión de prequnta a la base podrá ser como la que se 
muestra a continuación: 
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>com-op; 
SELECCIONE UNA OPCIÓN : 
1: ANÁLISIS DE UNA FRASE 
'di INTRODUCIR PALABRAS EN EL DICCIONARIO 
3: COMUNICACIÓN CON LA BASE DE CONOCIMIENTO 
4: "TERMINAR 
OPCIÓN: 3 
SELECCIONE UNA OPCIÓN: 
1: INTRODUCIR CONOCIMIENTO 
H: PREBUNTAR A LA BASE - -•• 
OPCIÓN: H 
DÍGAME 
¿quien concede Credos? 
ANÁLISIS SEMÁNTICO: 
quien 
, l x concede 
I _ I . 1 
x Credos y 
RESPUESTA: Banesto Bansander 
SELECCIONE UNA OPCIÓN : 
DÍGAME 
¿que banco concede Credun? 
ANÁLISIS SEMÁNTICO: 
que 
x con j 
i 
banco concede 1
 nrh—' 
x x Lredun y 
RESPUESTA: Banesto 
-0:- -209 
SELECCIONE UNA OPCIÓN : 
DÍGAME 
¿concede Bansander Credos? 
ANÁLISIS SEMÁNTICO: 
si—no 
concede 
Bansander Credos x 
RESPUESTA: no 
SELECCIONE UNA OPCIÓN : 
DÍGAME 
es un crédito Bansander? 
ANÁLISIS SEMÁNTICO 
si—no 
crédito 
Bansander 
RESPUESTA: no se nada mas 
SELECCIONE UNA OPCIÓN : 
DÍGAME 
es un banco Banesto? 
ANÁLISIS SEMÁNTICO: 
si—no 
banco 
Banesto 
RESPUESTA: si 
VOS-
APÉNDICE Es 
PROGRAMAS DEL SISTEMA SIRENA 
PREPARA MEMORIA PROLOG PARA SISTEMA 
(Mundo Base) 
p r e p a r a r -> 
•'••; k i l l - s u b w o r l d ( " I n t e r f a c e " ) 
k i l l - s u b w b r l d < " N o r m a l " ) 
n e w - s u b w o r l d ( " N o r m a l " , 3 5 0 0 ) 
i n s e r t ( " a u x i . p r o " ) 
outmK"FICHERO AUXILIAR") 
outmK"CONTINUÉ CON i n c l ; " ) ; 
incl -> new-subworld("Dic",9000) 
insert("dic.pro") 
outmK"FICHERO CON EL DICCIONARIO") 
inc2; 
incS -> new-subworld("Gram",1S000) insert("gram.pro") 
outmK"FICHERO CON LA GRAMÁTICA") 
inc3; 
inc3 -> new-subworld("Gen",1S00O) insert<"gen.pro") 
outmK"FICHERO GENERAL") 
outmK"CONTINUÉ CON com-op;"); 
subir -> world("Normal") outmK"NO SE PUEDE"); 
subir -> world("Dic") climb world(x) outml(x); 
subir -> world("Gram") climb world(x) outmKx); 
subir -> wor Id ( "Gen" ) climb world(x) outmKx); 
bajar -> world("Gen") outmK"NO SE PUEDE"); 
bajar -> world("Gram") down("Gen") world ( x) outmK x ) ; 
bajar -> worldC'Dic") downCGram") world(x) outmKx); 
bajar -> wor Id ( "Normal " ) downC'Dic") world(x) outmKx); 
, 
I 
SELECCIÓN DE TAREA 
com-op -> 
1 ine 
outmK "SELECCIONE UNA OPCIÓN :J' ) 
1 ine 
blancos(4) outmK" 1: ANÁLISIS DE UNA FRASE") blancos<4) 
outmK" 2: INTRODUCIR PALABRAS EN EL DICCIONARIO") 
blancos<4) 
outmK" 3: COMUNICACIÓN CON LA BASE DE CONOCIMIENTO") 
blancos(^) outmK" <t: TERMINAR") 
line outm<" OPCIÓN: ") 
in-integer(x > 
1 ine 
dec-com(x); 
dec-com(l) -> / anal; 
dec-com<2) -> / in-pal; 
dec-com(3) -> / com-base; 
dec-com(^) -> 
line outmK" ADIÓS") fallo; 
anal -> 
1 ine 
outmK" DÍGAME UNA FRASE ") 
line int—frase(x) 
com(x}y»o) / com-op; 
anal -> 
line outmlC'FRACASO EN EL ANÁLISIS DE LA FRASE") line 
com-op; 
in-pal -> 
line outm("PALABRA A INTRODUCIR: "> 
in-ident(x) 
anadir-dicc(x) com-op; 
com-base - > 
l i n e 
d e c - i n t - p r e g - b a s e ( d ) 
o u t m K " DÍGAME") 
line int-fraseCx) 
com(x >y» z)/ 
resto-int-o-preg(d,z); 
com-base -> 
line outmlC'FRACASO EN EL ACCESO A LA BASE") line 
com-op; 
dec-int-preg-base(d) -> 
outmK"SELECCIONE UNA OPCIÓN:") line 
blancos(2) outmK"1: INTRODUCIR CONOCIMIENTO") 
blancos<2) outmK"2: PREGUNTAR A LA BASE") line 
outm<"OPCIÓN: ") in-integer<d) line; 
resto-int-o-preg(d>z) -> 
int-o-resp(d»z) / com-op; 
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I 
I 
I resto-int-o-preg(d,z) -> 
1
 line 
• outmK"FRACASO EN EL ACCESO A LA BASE DE CONOCIMIENTO") 
line com-op; 
int-o-resp(1,s) ->; 
!modulo-representacion-conocimiento(s>s') 
introduc i r-en-base(s);¡ 
int-o-resp(2>s) -> 
preguntar—base(s,r); 
-E15-
PROCESO DE ANÁLISIS DE LA FRASE 
com(y, i >o) -> 
det-tipo-frase(y>1'>t) 
test-recon-pal(1'»1> 
llamada-analisis(1,i,o,t) ; 
det-tipo-frase(y,1,t) -> 
elemento("¿",y) / 
quitar<"¿",y,l') 
cont-int(1'»1> t); 
det-tipo-frase(y»1,int) -> 
elemento("?",y) / 
quitar("?",y,l); 
det-tipo-frase(y,1,dec) -> 
elemento(".",y) / 
quitar(".",y,l); 
cont-int(1'»1,int) -> 
elemento<"?",1') / 
q u i t a r e ? " , 1' , 1 ) ; 
c o n t - i n t d ' , l , t ) -> 
e l emento<" ." , 1' ) / 
q u i t a r <".", 1 ' , D 
p r e g - t i p o - f r a s e ( t ) ; 
p r e g - t i p o - f r a s e ( t ) - > 
l i n e o u t m K " ERROR EN LA ESCRITURA DE LA FRASE " ) 
l i n e o u t m K " 1 . ES UNA FRASE INTERROGATIVA "> 
o u t m K " 2 . ES UNA FRASE DECLARATIVA " ) 
o u t m K " 3 . ACABAR EL PROCESO DE ANÁLISIS" ) l i n e b l a n c o s ( E ) 
i n - i n t e g e r < r ) r e s p - t i p o - f r a s e ( r » t ) ; 
r e s p - t i p o - f r a s e ( 1 , i n t ) - > / ; 
r e s p - t i p o - f r a s e ( 2 , d e c ) - > ; 
r e s p - t i p o - f r a s e ( 3 , t ) - > / f a l l o ; 
r e s p - t i p o - f r a s e < x , t ) - > 
p r e g - t i p o - f r a s e ( t > ; 
1 l a m a d a - a n a l i s i s ( 1 , i , o , t ) -> 
l l a n a ( l , i * » o ' » t » s > 
c o n t - 1 l a n a ( l , i , o , t , s , i ' , o ' > ; 
c o n t - 1 l a n a ( 1 > i » o , t , s , i ' , o ' ) -> 
n o - i g u a l e s ( 1 , s ) / 
1 l a m a d a - a n a l i s i s ( s , i , o 5 t ) ; 
c o n t - 1 l a n a ( 1 , i , o , t , 1 , i , o ) -> 
s a l i d a - a n a l i s i s ( t > 1 , i , o ) ; 
1lana(1,i,o»dec,s) -> 
anal-dec(1,i,o,<t,e>) 
detec-erií—con (e) 
concordancia(e»1>s>; 
1lana(1»i»o,int»s) -> 
anal-int(l,i,o»<t,e>) 
detec-err-con(e) 
concordarleia(e, 1 »s) ; 
anal-int(1>i,o»e) -> 
fronteraí<e,i>,1) 
frase-int(<e>i>,o); 
anal-dec(1,i,o,e) -> 
frontera(<e,i>,l) 
frase-declarativa(<e,i>,o); 
sal ida-analisis(t,1,i,o) -> 
1 ine 
outmCANALISIS SINTÁCTICO") 
sta(t) line 
dibuja-arbol-sint(i»i' ) line 
outmK"ANÁLISIS SEMÁNTICO") 
1ine outl(o > 
bottom assert(frase(t,l,i'jO),nil); 
sta(dec) -> line; 
sta(int) -> outmK" INTERROGATIVO"); 
LECTURA DE LA FRASE 
i 
int-frase(x) -> 
i n-sentence(y > s) 
f i ltro(y,x); 
filtro(nil,nil) -> /; 
filtro(".".x,".".y) -> / filtro(x»y); 
filtro("¿".x,"¿".y> -> / filtro(x,y); 
filtro("?".x,"?".y) -> / filtro(x,y); 
filtro("a".x,aa.y) -> / fi1 tro<x,y); 
filtro("y".x,yy.y) -> / filtro(x,y); 
filtro("o".x,oo.y) -> / filtro(x.y); 
filtro(",".x,cc.y) ->"/ filtro(x,y); 
f il tro (a. x »b ¡.y) -> 
string-integer(a,b) / 
filtro(x »y); 
fi 1 tro(a.x,b.y) -> 
string-ident(a,b) / 
filtro(x »y); 
filtro<c.x,c .y) -> 
filtro(x,y); 
detec-err-con(e) 
concordancia(e»1,s); 
anal-int(1>i>o,e) -> 
frontera<<e>i>,l) 
frase-int(<e>i>,o); 
anal-dec<1,i,o,e) -> 
frontera(<e>i>,1) 
frase-declarativa<<e> i>,o); 
salida-analisis<t,1,i,o) -> 
1 ine 
outmí"ANÁLISIS SINTÁCTICO") 
sta(t) line 
dibuja-arbol-sint(i»i') line 
outmK"ANÁLISIS SEMÁNTICO") 
1ine outl(o) 
bottom assert(frase(t»l>i'»o)>nil); 
sta(dec) -> line; 
sta(int) -> outmK" INTERROGATIVO"); 
LECTURA DE LA FRASE 
i 
i 
int—frase(x) -> 
in-sentence(y,s> 
fi ltro(y>x); 
filtro(nil,nil) -> /; 
filtro(".".x,".".y) -> / filtro(x,y); 
filtro("¿".x,"¿".y) -> / filtro(x,y); 
filtro("?".x,"?".y) -> / filtro(x,y); 
filtro("a".x,aa.y) -> / fi 1 tro(x,y); 
filtro("y".x,yy.y) -> / fi 1 tro<x,y); 
filtro("o".x,oo.y) -> / filtro(x,y); 
filtro(",".x,cc.y) -> / filtro(x,y); 
filtro(a.x»b»y) -> 
string-integer(ajb) / 
f i ltro(x,y); 
fi 1 tro(a.x,b.y) -> 
string-ident(a,b) / 
f i ltro(x,y); 
f i ltro<c.x,c.y) -> 
filtro(x,y); 
i 
INTRODUCCIÓN DE FRASES EN BATCH 
batch -> 
paper line 
outmK "PARA ACABAR 
line int-batch(l) 
anal-batch(1) 
no-paper 
qui t; 
int-batch(<x>.l) -> 
line outmK"FRASE: ") line 
int-frase(x) 
fin-batch<x, 1 ) /; 
int-batch(ni 1) ->; 
fin-batch<fin.".".ni 1,1) -> 
/ fallo; 
fin-batch<x>1) -> 
int-batch(1>; 
anal-batch<<x>.ni 1) -> 
/ 
line outml("..page"> line 
line outmK" FRASE: ") line 
sal-1istal(x) line 
com-batch(x); 
anal-batch(<x>.r) -> 
line outml<"..page") line 
line outmK" FRASE: ") line 
sal-1istal(x) line 
com-batch < x) 
anal-batch(r); 
com-batch(y) -> 
com(y>i >o) ; 
i 
GUARDAR EL ANÁLISIS REALIZADO PARA PROCESO CON DESSIN 
• 
i 
guardar -> 
output<"frases.pro") 
top find-rule(frase(t»1»i,o)) 
list<999) 
output<"consolé") close-output 
outmK"FRASES PARA PROCESO CON DESSIN") line; 
i 
ESCRIBIR: fin.") 
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INTRODUCCIÓN DE PALABRAS EN EL DICCIONARIO 
(anadir-dicc siempre es verdad) 
anadií—dicc(x) -> 
esta-dicc(x) /; 
anadií—dicc(x) -> 
an-dicc(x»c,n.g,no-en-dicc) /; 
anadií—dicc(x) -> 
line 
outmC'NO SE INTRODUCE.") 
outl(x); 
esta-dicc(x) -> 
lpi(x,l) 
dif(l,nil) / 
menuS-an-dice(x,1,en-dicc) ; 
esta-dicc(x) -> 
fallo; 
an-dicc(x,c,n.g,no-en-dicc) -> 
menu-an-dicc(x,c,n.g) / 
int-dicc(x,c,n.g); 
an-dicc(x,c,n.g,en-dicc) -> 
menu-an-dicc(x,c,n.g) / 
int-dicc-ya(x,c,n.g); 
an-dicc(x,c,n.g,e> -> 
menu3-an-dicc(x,e); 
menu-an-dicc(x,c,n.g) -> 
line outml("DEFINIR EL") 
blancos(lE) outm("GRUPO SINTÁCTICO ") 
outm("(nc, adj, ver, np) ") in-ident(c') gr-sint(c') line 
según(c',n.g,c); 
según(np,sin.g,np) -> 
/ blancos(12> outm("GENERO (mas,fem,ambos):"> 
blancos(S) in-ident(g') gen(g') 
camb-ambos(g',g) line; 
según(ver,n.g,<ver,x>) -> 
/ blancos(lS) outm("NUMERO (sin,plu,ambos):") 
blancos(8) in-ident(n') num(n') 
camb-ambos(n',n) line 
blancos(lE) outm("TIPO (0,1:(CD),E:(CD,CI),3:PR0P):") 
blancos(S) in-integer(y) tipo-ver(y,x) line; 
según(c,n.g,c) -> 
blancos(12) outm("GENERO (mas,fem,ambos):") 
blancos(B) in-ident(g') gen(g') 
camb-ambos(g',g) line 
blancos(lS) outm("NUMERO (sin,plu,ambos):") 
blancos(B) in-ident(n') num(n') 
camb-ambos(n'»n) line; 
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menu3-an-dicc(x,e) -> 
line 
outmC'MALA DEFINICIÓN. ") 
outmK"SELECCIONE UNA OPCIÓN: ") 
line outm<" 1: DEFINIR ") outl(x) 
outmK" S: TERMINAR LA DEFINICIÓN") 
1 ine 
outmC'OPCION: "> 
in-integer(s) dec3-an(s»x,e); 
dec3-an(1>x,e) -> /an-dicc(x, c»n.g, e); 
dec3-an<2,x,e) -> /fallo; 
dec3-an(x»y,e) -> menu3-an-dicc(y,e); 
menu2-an-dicc(x,1>e) -> 
line outmC'LA PALABRA ") out(x) 
outmK" ESTA DEFINIDA COMO ") 
lpi-sal(l) 
outml("DESEA: ") line 
outmC 1: INTODUCIR ") outl(x) 
outm<" 2: NO INTRODUCIR "> outl(x) 
line outmC'OPCION: " ) 
in-integer(r) 
dec2-an-dicc(r,x>1>e); 
dec2-an-dicc(1>x>1»e) -> 
/ an-dicc(x,c»n.g»e); 
dec2-an-dicc(2,x,1,e) -> 
/ l i n e outmlC'NO SE INTRODUCE EN EL DICCIONARIO" 
d e c 2 - a n - d i c c ( u » x > 1 » e ) - > 
menu2-an-d ice(x >1,e); 
lpi(x»<nc,n.g>.1) -> 
<x »nc >n.g »s> / 
lpii(x.l); 
lpi(x,l) -> 
lpiKx.l); 
lpi1(xt<adj»n.g>.1) -> 
<x »adj,n.g,s> / 
lpi2(x,l); 
lpil(x,l) -> 
lpi2(x,l); 
lpi2(x,<np,n.g> .'nil )' •"-> 
<x»np>n.g>s> /; 
lpi2(x,nil) ->; 
; " : • -"¡f • » - ; ' • , ; ; . - : : • ' • . • • • . • ' ' ' ' • 
camb-ambos<ambos»n) -> /; 
camb-ambos<njn) ->; 
gt—sint(c) -> grupos-sintacticos<1) pertenece'(c»1) 
g«—sint(c) -> fallo; 
tipo-ver(x,x) -> pertenece'(xfO.1.2.ni 1) /; 
tipo-ver(x,prop) -> bound(x) /; 
tipo-ver(x,y) -> fallo; 
gen(g) -> pertenece'(g,fem.mas.ambos.ni 1) /; 
gen(g) -> fallo; 
num(n) -> pertenece'<n,sin.plu.ambos.ni 1) /; 
num<n) -> fallo; 
pertenece'(x,1> -> 
bound(x) / 
pertenece(x > 1 ) ; 
[ pertenece'(x»1) ->; 
lpi-sal(<e,n.g>.1) -> 
line trad-gs(c) outm(", ") 
trad-ng(n»g) 
lpi-sal(l); 
lpi-sal(ni 1) -> 
line line; 
¡ ¡no se pueden añadir palabras (debido a manejo Prolog 
de identificadores) que hayan sido definidas con otras 
características en esa misma sesión! 
int-dicc-ya(x»c»n.g) -> 
sem(x »c >s > 
pal-ng(<n.g>x>,1,c) 
elimb elimb 
anadií—todas(l»c>s) 
assert(<e»l>,nil) 
outputC'dic.pro") top list(9999) 
output("consolé") close-output 
downC'Gram") downC'Gen") 
line outmlC'SE INTRODUCEN EN EL DICCIONARIO.") line; 
int-dicc(x,c»n.g) -> 
sem(x>c »s) 
pal-ng(<n.g»x>,1,c) 
elimb elimb 
añadir—todas(l,c5s) 
assert(<c,1>,ni 1) 
outputC'dic.pro") top list(9999) 
output("consolé") close-output 
downC'Gram") downC'Gen") 
anadií—todas(l,c,s) 
line outmlC'SE INTRODUCEN EN EL DICCIONARIO.") line; 
anadií—todas(ni1,t»s) ->; 
anadir-todasí<n.g,x>.1,t,s) -> 
assert(<x,t»n.g,s>»nil) 
anadií—todas( 1, t ,s) ; 
pal-ng(<n.g»x>,<n.g,x>.nil>np) -> /; 
pal-ng(<n.g,x>,1,c) -> 
pal-ng'(<n.g>x>,1',c) 
blancos(S) outml("¿ ES CORRECTO ? (SI, N0>") 
blancos(^) in-ident(i) line 
dec-pal-ng(i,<n.g,x>,l,Cjl'); 
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pal-ng'(<n.g,x>,1»<ver,t>) -> 
/ outm("VERBO EN ") dif-n(n,n') trad-n(n') 
blancos(S) in-ident(y) line 
quit-est(<p,no>,<n.g,x>.<n'.g,y>.ni 1,1); 
pal-ng'(<n.g»x>,<n.g,x>.nil»c) -> 
free(n) free(g) /; 
pal-ng'(<n.g,x>,m,c) -> 
free(n) / 
outm("PALABRA CON IGUAL RAÍZ EN ") dif-g(g,g') trad-g(g') 
outmK" (NO, SI NO EXISTE)") 
blancos(E) in-ident(y) line 
quit-est <<p,no>,<n.g,x>.<n.g',y>.nil,m); 
pal-ng'(<n.g,x>,m,c) -> 
free(g) / 
outm("PALABRA CON IGUAL RAÍZ EN ") dif-n(n,n*) trad-n(n') 
outmK" <NO, SI NO EXISTE)") 
b l a n c o s ( S ) i n - i d e n t ( y ) l i n e 
q u i t - e s t ( < p , n o > , < n . g » x > . < n ' . g , y > , n i l , m ) ; 
p a l - n g ' ( < n . g , x > , < n . g , x > . 1 , c ) -> 
1 i s - n g ( s ) 
q u i t a r < ( n . g ) , s » s ' ) 
p r e g - n g ( x , s ' » 1 ' ) 
q u i t - e s t < < p , n o > , 1 ' » 1 ) ; 
d e c - p a l - n g ( s i » < n . g , x > » 1 , c » 1 ) -> / ; 
d e c - p a l - n g ( n o , < n . g , x > , 1 , c » 1 ' ) -> 
p a l - n g ( < n . g , x > » l , c ) ; 
d i f - n < s i n , p l u ) - > / ; 
d i f - n ( p l u , s i n ) - > ; 
d i f - g ( f e m , m a s ) - > / ; 
d i f - g < mas >fem) - > ; ' " • ' • 
p r e g - n g ( x , n i 1 » n i 1 ) -> / ; 
p r e g - n g ( x » ( n . g ) . 1 , < n . g , y > . 1 ' ) -> 
outmC'PALABRA CON IGUAL RAÍZ EN " ) t r a d - n g ( n , g ) 
o u t m K " (NO, S I NO HAY)" ) 
blancos(S) in-ident(y) line 
preg-ng(x,1,1'); 
quit-est(<x,a>,1,1') -> 
quitar(<x,a>,l,l" ) / 
quit-est (<y,a>,l" ,1' ) ; 
quit-est (<x ,á>, 1,1 )'->; - ! •• 
trad-gs(nc) -> 
/ outm("nombre común " ) ; 
trad-gs(np) -> 
/ outm("nombre propio"); 
trad-gs(adj) -> 
/ outm("adjetivo " ) ; 
trad—gs(ver) -> 
/ outm("verbo"); 
trad-gs(x) -> 
outml("error traduciendo grupo sintáctico"); 
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trad-n(x) -> 
free(x) / 
¡ outmt"singular y plural"); 
trad-n(sin) -> 
/ outmt"singular"); 
I trad-n(plu) -> 
/ outmC'plural") ; 
trad-n(x) -> 
outml ("error t raduc iendo e l numero"); 
I t r a d - g ( x ) -> 
f r e e ( x ) / 
outml"femenino y masculino"); 
trad-g(mas) -> 
/ outm("masculino"); 
trad-g(fem) -> 
/ outm("femenino"); 
trad-g(x) -> 
outml("error traduciendo el genero"); 
trad-ng(n,g) -> 
trad-n(n) outm(" , ") 
trad-g(g) /; | trad-ng(x,y) -> 
outml("(error traduciendo el genero y numero)"); 
lis-ng((sin.fem).(plu.fem).(sin.mas).(plu.mas).ni 1) ->; 
i 
i 
LA SEMÁNTICA DE LAS PALABRAS INTRODUCIDAS ES: 
sem(xi<ver»0>,<i,<x,i>>) ->; 
sem(x »<ver »l>><i»<j»<x»i»j>>>) ->; 
semCx,<ver»2>»<i»<j,<k,<x,iij,k>>>>) ->; 
sem(x,<ver,prop>,x) ->; 
sem(xinpix) ->; 
sem(x,y,x) ->; 
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TEST DE RECONOCIMIENTO DE LAS PALABRAS DE UNA FRASE 
test-recon-pal(1>1') -> 
palab(l,l"> 
dec-opc-trp(l,l" ,13) 
sal-fr-fin(l,13,l'> ; 
sal-fr-f in( 1,1',1" ) -> -
no-iguales(1,1') / 
outml<"LA FRASE PARA ANALIZAR ES:") 
line sal-1istal(1') line 
test-recon-pal(1'»1''); 
sal-fr-fin(l,l',1') ->; 
palab<ni 1,ni1) -> /; 
palab(x.y,1) -> 
numero-natural(x) 
/ 
palab < y,1); 
palab(x.y,1) -> 
<x,u,v,w> 
/ 
palab(y91); 
palab(x.y,x.1) -> 
palab< y, 1) ; 
dec-opc-trp(1,ni 1,1) -> /; 
dec-opc-trp(l,l" »1') ->, 
line 
outniK "ERROR EN LAS PALABRAS") 
1 ine 
sal-listal<l") 
1 ine v 
outmK"SELECCIONE UNA DE LAS OPCIONES PARA CADA PALABRA:") 
line sal-opc(l,l"»l'); 
sal-opc(l,l'',1') -> 
outmK"1. ERROR ORTOGRÁFICO (SERA SUSTITUIDA)") 
outmK"E. NO DEFINIDA") 
outmK"3. SUSTITUIR (POR MAS DE UNA PALABRA)") 
outml(%. ELIMINAR") 
outmK"5. ACABAR EL PROCESO DE LA FRASE") 
1 ine 
pal-op (l"io) 
hacer-trp(o>1»1')> 
pal-op(ni1»ni1) -> /; 
pal-op(x.1»<x,n>.1') -> 
line out(x) 
blancos(S) outm("OPCIÓN") blancos(2> 
in-integer(n) dif(n,5) / line 
p a l - o p ( 1 , 1 ' ) ; 
p a l - o p ( l , l ' ) - > f a l l o ; 
h a c e i — t r p ( n i l » l » l ) - > / ; 
h a c e r — t r p ( < x , l > . l " , 1 , 1 ' ) - > / 
- E E 4 -
camb<x,1,1' " ) 
hacer-trp<1" ,1' " ,1'); 
hacer-trp (<x,2>.l" ,1,1') ->/ 
outm<"PALABRA PARA INTRODUCIR: ") outl(x) 
anadir-dicc(x) 
hacer-trpd' ',1,1'); 
hacer-trp(<x,3>.l",l,l') -> / 
camb'(x,l,l' " > 
hacer-trpd' ' , 1 " ',1'); 
hacer-trp(<x,4>.l" ,1,1') ->/ 
quitar(x,l,l'" ) 
hacer-trp < 1 " , 1 ' " ,1'); 
hacer-trp<<x,y>.1,1',1" ) -> 
line outml"ERROR EN LA OPCIÓN DE LA PALABRA ") outl(x) 
1 ine 
hacer-trp (1,1' , 1 " ) ; 
camb(x,1,1') -> 
1 iné 
outmC'LA PALABRA ") out(x) outm<" SE SUSTITUYE POR ") 
blancos(E) 
in-ident(y) 
sustituir(x,y,1,1') 
1 ine; 
camb'<x,l,l') -> 
1 ine 
outmC'LA PALABRA ") out(x) outm<" SE SUSTITUYE POR ") 
outml("(UNA LISTA ACABADA EN PUNTO)") 
blancos(S) 
in-sentence(y ,s) filtro(y,z) qui tar (-" . " ,z , z ' ) 
line 
sustituir" <x,z' ,1,1'); 
-EE5 
MECANISMO DE ANÁLISIS TOTAL 
frontera(x,1) -> 
hojas(x ,ni1,1); 
ho ijas(x , 1 ,11) -> 
freeze< x,hojas'< x,1,1 1)); 
hojas'(vacio 
hojas'< <x>»1 
hojas'(<x,xl 
hojas(x1, 
hoj 
ho 
deti 
hojas( 
ho, 
as'(<x,xl 
hojas(x2 
tec(<x 
''<x,x 
x3 
jas(x2 
(<x 
»x 
x4 
x3 
x2 
x 
X 
jas' ( 
 • 
hov 
detec 
ho 
hojas'(< 
hojas( 
hojas( 
hojas( 
detec(< 
) jas'<<x, 
ho *as< x5 
hojas< x4 
hojas(x3 
hojas(x2 
detec(<x 
jas'< <x, x 
hojas(x6 
hojas(x5, 
hojas< x4; 
hojas(x3< 
hojas< x2 
detec(<x 
hojas'< <x, x 
hojas(x7 
hojas(x6 
hojas(x5 
ho jas( x4 
hojas(x3 
hojas< x2 
detec(<x 
,1,1) ->; 
,x.l) ->; 
>,1,11) -> 
1,11); 
,x2>,l,ll) -> 
,1,11) 
,xl,x2>); 
I,x2,x3>,l,ll) -> 
,1,12) 
,12,11) 
,xl>); 
I,x2,x3,x4>,l,ll) -> 
,1,13) 
,13,12) 
,12,11) 
,xl>) ; 
1,x2,x3,x4,x5>,1,11) -> 
,1,14) 
,14,13) 
,13,12) 
,12,11) 
»xl>) ; 
1,x2,x3,x4,x5,x6>,1,11) -> 
,1,15) 
,15,14) 
,14,13) 
,13,12) 
,12,11) 
,xl>); 
1,x2,x3,x4,x5,x6,x7>,1,11) -> 
,1,16) 
,16,15) 
,15,14) 
,14,13) 
,13,12) 
,12,11) 
,xl>); 
DETECCIÓN Y RECUPERACIÓN DE ERRORES DE CONCORDANCIA 
(hace comenzar la verificación de gen y num) 
detec-er»—con(<l>) -> /; 
detec-err-con(x) -> 
outml("FALLO EN DETEC-ERR"> 
fallo; 
¡unif de gen y num (cada parte antes que el total)! 
detec(<c,<t,l>>) -> 
free(l) / 
no-terminal(c); 
detec(<c,<t,l.r>>) '-> 
freeze(1> paso-const(1> r))j 
detec(<c,<t,l>,<t',y>>) -> 
terminal(c) / 
freeze(1,unif(t,t',<c,y>,1)); 
detec(<c,<t,l>,x>) -> / 
no-terminal(c >; 
detec(<c,<t>,<t',y>>) -> 
terminal(c); 
paso-const(1,x) -> 
sep-corch(x»xl>x2) 
paso-const-corch(1',xl) 
paso-const'" ( 1 " ,x2,nil) 
conc-est(l' , 1 " ,1) ; 
paso-const-corch(ni 1,ni 1) -> /; 
paso-const-corch(1,<x>.r) -> 
paso-const-corch(1',r ) 
conc(<x>.nil»l'»1); 
j-corch<x,nil,x.ni 1) -> free(x) /; 
3-corch ( <x>, x .ni 1 >ni .1) -> free(x) /; 
í-corch(<sint-co(nil)>»nil»<sint-co(nil)>.nil) -> 
D-corch(<<sint-co(nil)>>,<sint-co(nil)>.nil,nil) -
j-corch(x.y,xl,x.x2) -> 
free(x) / 
sep-corch  x, nil, 
• sep-cor-6" ' '"^ " 
sep 
sep 
sep 
Treek x t / 
sep-corch(y»xl,x2); 
p-corch(<x>.y»x.xl, x2) 
free(x) / 
conc-est(ni 1,1.ni 1,1) ->/; 
conc-est(ll,12,<l>) -> 
conc-sin-ni1(11,12,1); 
conc-sin-ni1(x.ni 1,ni 1»x) ->/; 
conc-sin-ni1(x.y,ni1,x.1) -> 
/ conc-sin-ni1(y»ni1,1); 
conc-sin-ni1(11,x.nil,x.1) -> 
/ conc-sin-ni1(11,ni1>1); 
paso-const'(1.ni 1,1.ni 1) ->/; 
paso-const'(1,<<t,x>>.<<t',y>>.u) -> 
tipo-eti(t) 
tipo-eti(t') / 
const-err(<<t,x>>,<<t',y>>,<<t'',z>>) 
paso-const'(l,<<t,',z>>.u); 
paso-const'(l»<<t,x>>.<y.z>.u). -> 
tipo-eti(t) / 
const-err(<<t,x>>,y,<<t'',v>>) 
paso-const'(1,<<<t''»v>>.z>.u); 
paso-const'(l,<y.z>.<<t,x>>.u> -> 
tipo-eti(t) / 
const-err(y,<<t,x>>,<<t " ,v>>> 
paso-const' (1 ,<<<t' ' »v>>.z>.u)-j 
paso-const'(1><x.y>.<z.s>.u) -> 
const-err(x >z >z') 
conc'(y,s,s') 
paso-const'(1><z'.s'>.u); 
paso-const''(1»<11>.r,a) -> 
freeze(11,paso-const'''(l,r,<ll>.a)) ; 
paso-const'''(ni 19ni1,ni 1) ->/; 
paso-const'''(1,ni1,a) -> 
paso-const'(1,a)/; 
paso-const'''(1,x.y>a) -> 
paso-const'*(l,x.y,a); 
const-err(<<sint-co»a>>><<sint-co,b>>,<<sint-co»c>>) -> 
conc(a,b,c) /; 
const-err(<<sint-co»a>>,<<x»b>>,<<x,c>>) -> 
conc(a,b,c) /; 
const-err(<<x»a>>»<<sint-co,b>>,<<x,c>>) -> 
conc(a,b,c) /; 
const-err(«x,a>>,«y,b»,«z,c») -> 
conc <a,b,c) 
con-ce(x,y,z); 
tipo-eti(num)-> /; 
tipo-eti(gen) ->/; 
tipo-eti(num-gen) ->/; 
tipo-eti(sint-co) -> /; 
unif(t,t,x,<sint-co(x.ni1)>> -> /; 
unif(s.g,s',g>x><num(x.ni 1)>> -> 
bound(s) 
bound(s') 
dif(s,s') /; 
unif(s.g»s.g',x,<gen(x.ni 1)>) -> 
bound(g) 
bound(g') 
dif(g,g') /; 
unif(s.g,s'.g',x»<num-gen(x.ni 1)>) -> 
-sea-
dif<s,s') 
dif(g,g'); 
con-ce(x,x , x) -> /; 
con-ce(error(num-gen),x,num-gen) -> /; 
con-ce(x,error(num-gen)»num-gen) -> /; 
con-ce(x,y,num-gen) ->; 
• 
i 
RECUPERACIÓN DE ERRORES DE CONCORDANCIA 
concordancia(<sint-co(a)>,1,1) -> /; 
concordancia*<<t,x>>,1>1') -> 
tipo-eti(t) 
/ line outm("ERROR DE CONCORDANCIA EN EL "> 
trad-tipo-error(t) 
line concordancia'(<<t,x>>»l»l' ) ; 
concordanciat<<t>x>>.r,1,1') -> 
tipo-eti(t) 
/ concordanciat<<t>x>>,1>1' ' > 
concordancialr>1''»1' ) ; 
concordancia(<<sint-co(a)>.r>,1,1') -> 
/ concordancia(r»1,1 ') ; 
concordancia(<<<t>x>>.r>,l,l') -> 
tipo-eti(t) 
/ line outml("ERROR DE CONCORDANCIA EN EL ") 
trad-tipo-error(t) 
line concordancia'<<<t,x>>,1,1'') 
concordanciatr>1' ' >1' ) ; 
concordancia)<x.r>»1,1 *) -> 
concordancia)x,1>1' ' ) 
concordancia(r>1'',1') ; 
concordancia'(<<e»a>>,1»s) -> 
inver(a,ni1,a') 
num-gen(e,n.g > 
reconst-fraset1»n.g,a',s> 
pregS(s) /; 
concordancia'(x,y,z) -> 
1 ine 
outml(" NO HAY MAS POSIBILIDADES") 
outmlC" PARA RESTAURAR ERROR DE GENERO Y-0 NUMERO") 
fallo; 
reconst-frasel1>n.g»e,1') -> 
sub-frase<n.g,e,e',e'') 
sust-dos-ados(1>e',e'',1'); 
sub-frasetn.g,ni1,ni1,ni1) ->; 
sub-frase(n.g,<c»<x>>.e»x.e',y.e'') -> 
buscaí—re< < c , < x > > , y » n . g ) 
s u b - f r a s e ( n . g » e , e ' , e ' ' ) ; 
s u s t - d o s - a d o s ( 1 , n i 1 > n i 1 » 1 ) -> / ; 
s u s t - d o s - a d o s ( x . y . l » x . y . e » u . v . e ' » u . v . l ' ) -> 
/ s u s t - d o s - a d o s ( 1 , e , e ' » 1 ' ) ; 
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sust-dos-ados(u.v.l,x.y.e,e'»u.l') -> 
/ sust-dos-ados( v. 1, x .y .e,e', 1'')'; 
sust-dos-ados(x.1,x.ni 1,u.ni1,u.1) -> / 
sust-dos-ados(u.l,x.nil,e',u.l') -> 
sust-dos-ados(1,x.nil,e',1'); 
pregS(s) -> 
sal-1istal(s) 
line outml(" ES LA FRASE CORRECTA ?" 
1 i ne 
in-ident(t) 
dec2<t,s>; 
dec2(no,s) -> / fallo; 
dec2(si,s) -> page line sal-1istal(s)/; 
dec2(x»s) -> preg2(s); 
trad-tipo-error(num) -> 
outml("numero"); 
trad-tipo-error(gen) -> 
outml("genero"); 
trad-tipo-error<num-gen) -> 
outml<"genero Y numero"); 
num-gen(num,sin.fem) -> ; 
num-gen(num> p1u.fem) ->; 
num-gen(num,sin.mas) -> ; 
num-gen(num,plu.mas) ->; 
num-gen(gen,sin.fem) ->;^ 
num-gen(gen,sin.mas) ->; 
num-gen<gen,plu.fem) ->; 
num-gen(gen,plu.mas) ->; 
num-gen(num-gen,sin.fem) ->; 
num-gen(num-gen,sin.mas) -> ; 
num-gen(num-gen,plu.fem) -> ; 
num-gen(num-gen,plu.mas) -> ; 
buscar-re(<x,<y>>,z,n.g) -> 
loc-re(x,y,1) 
pertenece(<n.g,z>,1) /; 
loc-re(ver,y,1) -> , r 
<ver(x) ,1>;; -
pertenece(<c,y>,1) /; 
loc-re(x,y,1) -> 
<x,l> 
pertenece(<c,y>,1); 
• 
9 
GRAMÁTICA 
(pri indica no preposición) 
(dac denota grupo nominal distinto del vacio) 
FRASES DECLARATIVAS CAUSALES Y COMPUESTAS 
i 
i 
f r a s e - d e c l a r a t i v a ( < < t , l > , f i — c a u s a l < < t , l . < l l > . < 1 2 > > , x , y , z , u ) > 
, o ) -> 
ind-causal(<x',x>) 
frase-dec(<<t',ll>,y>,ol) 
ind-causal<<x'»z>>ol>o2>o) 
frase-declarativa(<<t'',12>,u>,o2); 
frase-declarativa(<<t,l>,<r,<t,l.<ll>.<12>>,x,y>>,o) -> 
frase-dec(<<t',ll>,x>,ol) 
resto-declarativa(<<t'',12>,r,y>,ol,o); 
resto-declarativa(<<t,1>, fr-causal>restol(<t,l>,x,y)>,ol>o) -> 
ind-causal(<unit >x>,ol»o2»o) 
frase-declarativa(<<t»1> »y> >o2); 
resto-declarativa(<<t,<sint-co(nil)>>>fr-dec jvacio>,o >o) ->; 
frase-dec<<<t,1>,<r,<t,1.<11>.<12>>,x,y>>,o) -> 
frase-sim(<<t',ll>,x>,ol) 
resto-dec (<<f',12>,r,y>,ol,o ) ; 
resto-dec(<<t»<sint-co(nil)>> >f i—sim,vacio),o »o) ->; 
resto-dec(<<t,l>>fr-comp,resto2(<t,l>,x,y)>,ol,<c,ol,o2>) -> 
ind-comp(<x>>c) 
frase-dec (<<f,l>,y>,o2); 
resto-dec(<<t,1>,fr-comp,resto2(<t>l.<ll>.<12>>>x,y,z,u)>, 
ol ,<c,ol,<c,o2,o3>>) -> 
ind-comp'(<x>) 
frase-comas(<<t'»ll>,y>»c»o2) 
ind-comp < <z> >c) 
frase-sim(<<t'',12>,u>,o3); 
resto-dec< <<t,1>,fr-cómp,resto2(<t,l>»x,y)>, 
ol,conj(ol>no(o2))) -> 
ind-neg'(<x>) 
frase-sim< <<t', 1>,y>,o2); 
frase-comas(<<t,1>,fr-cc(<t,1.<11>.<12>>,x,y)>,c,o) -> 
frase-sim(<<t'»1l>,x> »ol) 
resto-comas(<<t''»12>»y>»c»ol»o); 
resto-comas(<<t,<sint-co(nil)>> >vacio),c,o,o) ->; 
resto-comas< <<t,l>»resto3(<t,l>,x,y)>,c»ol»<c,ol,o2>) -> 
ind-comp'(<x>) 
frase-comas<<<t,1>,y>>o2); 
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FRASES DECLARATIVAS SIMPLES 
frase-sim<<<t,l>,<c,<t,l.11.12>,x,y>>,o) -> 
grupo-nom(<<pri.t»Il>»x>»<i>ol>,o) 
resto-sim(<<t,12>,c,y>»<i>ol>); 
resto-sim(<<t,1>>fi—sim-neg,restos( <t>1.11.12>,x,y,z)>, 
<i,no(o)>) -> 
ind-neg(<x>) 
grupo-verbal(<<t,ll>,y>,<i,ol>) 
resto-neg(<<t,12>,z>,<i,ol>»o>; 
resto-sim(<<t,l> , f r-sim-af ir ,resto¿t(<t,l>,x)>,<i,o>) -> 
grupo-verbal(<<t,l>,x>,<i,o>); 
resto-neg(<<t,1>,resto<<t,l>»x,y)>,<i,ol>,dis(oljo2)) -> 
ind-neg'< <x>) 
grupo-verbal(<<t,l>,y>,<i»o2>); 
resto-neg(<<t><sint-co(nil)>> »vacio),<i
 9o>,o) ->; 
i 
FRASES INTERROGATIVAS 
(no hay por respuestas demasiado generales frases 
introducidas por "que" y verbo ser, estar» tener, haber) 
frase-int(<<t,l>,fi—icq(<t,1.11.12>,x,y}>,quien(i,o)) -> 
pron-int(<<t,ll>,x>) 
v e r b o ( < < 0 . t , 1 2 > , y > , < i , o > > ; 
f r a s e - i n t < < < t , l > , f i — i c q ( < t , 1 . 1 1 . 1 2 > , x , y ) > , q u i e n ( i , o ) ) - > 
p r o n - i n t ( < < t , l l > » x > ) 
grupo-verbal<<<t,1E>,y>,<i,o>); 
frase-int(<<t,l>,fr-iq(<t,l.11.12>,x,y,z)>,que(j,o)) -> 
pron-rel(<x>) 
verbo(<<l.t,ll>,y>,<i,<j,ol>>) 
grupo-nom(<<pri.t,12>,z>,<i,ol>,o); 
frase-int(<<t,l>,fi—iq(<t,1.11.12.<13>>,x,y,z,u)>,que(j, o)) 
pron-rel(<x>) 
verbo(<<2.t,ll>,y>,<i,<j,<k,ol>>>) 
grupo-nom(<<dac.t»12>,z>,<i,o2>,o) 
g r u p o - n o m ( < < d a c . t ' , 1 3 > , u > , < k , o l > , o 2 ) ; 
f r a s e - i n t ( < < t , l > , f i — i q ( < t , 1 . 1 1 . 1 2 > , x , y , z ) > , q u e ( j , o ) ) - > 
p r o n - r e l < <x>) 
v e r b o ( < < 2 . t , l l > , y > , < i , < j , < k , o l > > > > 
grupo-nom(<<pri.t,12>,z>,<i»ol>,o); 
frase-int(<<t,l>,fi—iq<<t,1.11.12>,x,y,z)>,que(i,o)) -> 
pron-rel(<x>) 
grupo-nom(<<pri.t',ll>»y>,<i,ol>,o) 
grupo-verbal(<<t'',12>,z>,<i,ol>) ; 
frase-int<<<t,l>,fr-id<<t,1.11.12.13>,x,y,z)>,si-no(o)) -> 
verbo(<<ser.t,ll>,x>,n) 
grupo-nom(<<pri.t,12>,y>,<i,ol>,o) 
atri-s(<<t,13>,z>,<i,ol>); 
frase-int(<<t,l>,fr-id(<t,1.11.12.13>,x,y,z)>,si-no(o)) -> 
verbo< <<tener.t,ll>,x>,n) 
grupo-nom(<<pri.t»12>,y>»<i»ol>,o) 
complemento-1(<<t',13>,z>,<i,ol>) ; 
frase-int(<<t,l>,fr-id(<t,1.11.12>,x,y)>,si-no(o)) -> 
verbo(<<haber.t,ll>,x>,n) 
complemento-h< <<t',12>,y>,o); 
frase-int(<<t,1>,fr-id(<t,1.11.12>,x,y)>,si-no(o > > -> 
grupo-verbal(<<t,ll>,x>,<i,ol>) 
grupo-nom(<<dac.t,12>,y>,<i,ol>,o) ; 
frase-int<<<t,1>,fr-id(<t,l>,x)>,si-no(o)) -> 
frase-declarativa(<<t,l>,x>,o); 
frase-int(<<t,1>,fr-ic(<t,1.11.12.13>,x,y,z)>, 
cuantos(i,conj(ol,o2))) -> 
adveí—cant(<<t,11>,x>) 
nombre-comun(<<t,12>,y>,<i,ol>) 
grupo-verbal(<<t,13>,z>,<i,o2>); 
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FRASES RELATIVAS 
frase-re1(<<t,<sint-co(ni 1 )>>,fi—reí(vacio)> »<i »o>»o) ->; 
frase-re1( <<t,l>,ft—reí(<t»l>,x,y)>,<i,conj(o,ol)>,o) -> 
pron-rel(<x>) 
grupo-verbal(<<t»l>»y>»<i,ol>)j 
frase-re1(<<sin.g,l>,f i—reí(<t,1.11.l£.13>,x,y,z,u)>, 
<i,existe(jicónj(o,conj(o2,ol)))>,o) -> 
preposicion(<x>) 
cuyyo(<<t,ll>,y>) 
nombre-comun'(<<t,l£>,z>,<i,<j,o2>>) 
g r u p o - v e r b a l ( < < t , 1 3 > > u > , < j , o l > ) ; 
f r a s e - r e 1 ( < < p l u . g , l > , f i — r e í ( < p l u . g ' , l . l l . l E . 1 3 > , x , y , z , u ) > , 
< i , e x i s t e ( j , c o n j ( o , c o n j ( o £ > o l ) ) ) > , o ) - > 
preposicion<<x>) 
cuyyo(<<plu.g',1l>,y>) 
nombre-comun'(<<plu.g',lE>,z>,<i,<j,oE>>) 
grupo-verbal(<<plu.g',13>,u>»<j,ol>); 
GRUPO NOMINAL 
(con dac se evitan dos análisis de la misma frase) 
grupo-nom(<<c.t,<sint-co(nil)>>,gn<vacio) > » <i »o> >o) -> 
dif<c »dac); 
grupo-nom(«c.t,l>,gn(<t,1.11.12>,x,y,z)>,<i,ol>,o) -> 
preposicion(<x>) 
nombre-propio(<<t>11>,y>>i) 
frase-re1(<<t,12>,z>,<i,o>,ol); 
grupo-nom(<<c.t,l>,gn(<t,1.11.12.13>,x,y»z)>»<i,ol>,o) -> 
grupo-art<<<c.t,11>>x>><j,o2>,<i,ol>,o) 
nombre-comun(<<t,12>,y>,<j,o3>) 
frase-rel(<<t,13>,z>,<j,o2>,o3); 
grupo-nom(<<c.t,l>,gn<<t,1.11.12.<13>>,x,y,z)>,<i,ol>,o) -> 
grupo-art(<<c.t,ll>,x>»<j,o2>,<i,ol>,o3) 
nombre-comun'<<<t,12>,y>,<j,<k>o2>>) 
grupo-nom(<<dac.t'>13>>z>,<k»o3>,o); 
grupo-nom(<<c.t,l>,gn(<t,1.11.12.<13>.<14>>,x,y,z,u)>, 
<i,ol>,o) -> 
grupo-art(<<c.t,11>>x>><jjo2>,<i,ol>>o3) 
nombre-comun''<<<t,12>,y>,<j,<k,<m,o2>>>> 
grupo-nom(<<dac.t'»13>,z>»<k,o3>>o4).•. . 
grupo-nom(<<dac.t''»1^>>u>><m»o^>»o); 
grupo-nom(<<c.t,l>»gn(<t,1.11.12.13.14>,x,y,z,u)>»<i,ol>,o) -> 
grupo-art(<<c.t,ll>,x>,<j,o2>,<i,ol>,o> 
nombre-comun(<<t,12>>y>><j>o3>)• . 
ad jetivo( <<t, 13>,z>, < j ,o3>,o¿t) 
dif(z»adj(vacio)) 
frase-rel < <<t, l*t> ,u> , < j ,o2> ,oM ; 
grupo-nom(<<c.t»l>»gn(<t,1.11.12.13.<14>>,x»y,z»u)>, 
< Í f O l > p O ) -> 
grupo-art (<<c.t,ll>,x>,<j,o£f>,<i,ol>»o3) 
nombre-comun'(<<t,12>»y>»<j»<k,o2>>) 
adjetivo(<<t,13>,z>,<j,o2>,o4) 
d i f(z jad j(vac i o)> 
grupo-nom( <<dac.t' ,!*»•>,u>,<k,o3>»o) ; 
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BRUPO VERBAL 
grupo-verbal(<<t,l>,gv(<t,1.11.12>,x,y)>,<i,o>> -> 
verbo(<<ser.t»ll>,x>,n) 
atri-s(<<t,12>,y>,<i,o>>; 
grupo-verbal(<<t,l>,gv(<t,l.ll.<12>.<13>>,x,y,z)>,<p,o>> -> 
verbo(<<prop.t»11>,x>>p) 
adjetivo(<<sin.mas>12>,y>,<p,p>,o2) 
grupo-nom(<<c.t'»13>,z>><p,o2>,o); 
grupo-verbal(<<t,l>,gv(<t,l.11.<12>>,x,y>>,<i,o>> -> 
verbo!<<haber.t,11>»x>»n) . 
complemento-h(<<t' >12>>y>,<i>o>); 
grupo-verbal<<<t,1>,gv(<t,1.11.<12>>,x,y)>,<i,o>> -> 
verbo(<<tener.t,11>,x>,n) 
complemento-t(<<t'>12>»y>><i»o>); 
grupo-verbal(<<t,l>,gv(<t,1.11.12>,x,y)>,<i,o>) -> 
verbo(<<estar.t,11>»x>,n) 
atri-e(<<t,12>,y>,<i,o>); 
grupo-verbal(<<t,1>,gv<<t,1>,x)>,<i,o>) -> 
verbo(<<0.t,l>,x>,<i,o>)j 
grupo-verba1<<<t,1>,gv(<t,1.1l.<12>>,x,y>>,<i,o>> -> 
verbo(<<l.t,ll>,x>,<i,<j,ol>>) 
grupo-nom(<<c.t',12>,y>»<j,ol>»o); 
grupo-verbal(<<t,l>,gv(<t,l.ll.<12>.<13>>,x,y,z)>,<i,o>) -> 
verbo(<<2.t,ll>,x>,<i,<j,<k,ol>>>) 
grupo-nom(<<dac.t'>12>>y>,<j »ol>,o2) 
grupo-nom(<<c'.t'',13>,z>,<k>o2>»o); 
-236-
COMPLEMENTO (TENER Y HABER) r 
t 
i 
complemento-t < <<t,1>,comp(<t,1.11.12.13>,x>y,z)>, 
<i,existe(j, conj<o2,cant(j,n)))>) -> 
num-card(<<t,ll>,x>»n) 
nombre-común'(<<t,12>>y>,<i,<j,ol>> ) 
ad jetivo(<<t, 13>,z>,< j ,ol>,o2)~; 
complemento-t<<<t»1>,comp<<t,1.11.12>,x,y)>, 
<i,existe<j,o2)>) -> . 
nombre-comun'(<<t,11>,x>,<if<j>ol>>) 
adjetivo<<<t,12>,y>,<j,ol>,o2); 
complemento-t(<<t>1> >comp(<t,1.11.12.<13>> > x >y,z >> j 
<i»existe(j»o)>).-> 
nombre-comun''(<<t,ll>,x>,<i><j,<k>ol>>>) 
adjetivo(<<t,12>,y>,<j,ol>,o2> 
grupo-nom(<<dac.t',13>jz>><k,o2>jo); 
complemento-h(<<t»l>»comp(<t,1.11.12.13>,x,y,z)>, 
<i,existe(j,conj(o2,cant(j,n)))>) -> 
num-card(<<t,11>>x>>n) 
nombre-comun(<<t>12>,y>»<j»ol>) 
adjetivo(<<t,13>,z>,<j,ol>,o2); 
complemento-h(<<t»l>,comp(<t»1.11.12> > x »y)>, 
<i,existe<j,o2)>),-> 
nombre-comun(<<t,ll>>x>»<jjOl>) 
adjetivo(<<t,12>,y>,<j,ol>,o2); 
complemento-h(<<t,l>,comp(<t,1.11.12.<13>>>x,y,z)>, 
<i>existe(j>o)>) -> 
nombre-comun'(<<t,ll>,x>,<j,<k,ol>>J 
adjetivo(<<t,12>,y>,<j,ol>,o2) 
grupo-nom(<<dac.t'»13>»z>><k>o2>»o); 
complemento-h(<<t,1>, comp(<t»l>»x)>»<i,o>) -> 
grupo-nom(<<pri.t',l>,x>,<j >vacio> »o); 
i 
t 
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ATRIBUTO (SER Y ESTAR) 
atri-s<<<t,l>,att(<t,l>,x>>,<i,o>) -> 
adjetivo(<<t»1> » x> » <i,o> >o) 
dif<x»adj(vacio)); 
atri-s(<<n.g,l>,att(<n.g,1.11.12.13>,x,y,z)>,<i,o>) -> 
articulo(<<n.g',ll>,x>,a,b>c) 
nombre-comun(<<n.g',12>>y>><i,ol>) 
adjetivo(<<n.g',13> » z>,<i»ol> >o); 
atri-s(<<n.g,l>,att(<n.g,1.11.12.13.<14>>»x,y,z»u)>,<i,o>) -> 
articulo(<<n.g',ll>>x>>a>b>c) 
nombre-comun'(<<n.g'>12>»y>t<i, < j,ol>>) 
adjetivo(<<n.g',13>,z>,<i,ol>,o2> 
grupo-nom< <<dac.t''>14->jU>,<j,o2>>o); 
atri-s(<<t,l>,att(<t,1.11.12.13>,x,y,z)>,<i,o>) -> 
articulo(<<t,ll>,x>>a,b,c) 
nombre-comun(<<t,12>,y>,<i,ol>) 
frase-re1(<<t,13>»z>,<i,o>,ol); 
atri-e(<<t,l>,att(<t,l>,x)>,<i,o>> -> 
adjetivo<<<t,1>>x>><i,o>,o) 
d i f(x jad j(vac i o)); 
atri-e(<<t,l>,att(<t,1.11.12>,x,y)>,<i,o>> -> 
adjetivo'<<<t,ll>,x>,<i,<j,ol>>,ol) 
grupo-nom< <<dac.t'»12>»y>,<j,ol>,o) 
dif<x>adj(vacio)); 
GRUPO DE ARTÍCULOS 
I 
• 
grupo-art (<<c.t,1> >gr-art-c(<t > 1> » <sin.mas, <rt,<x>>>)>, 
<i ,ol>j<i, o2>,existe(i »conj(ol,o2)>) -> 
<x »gi—art-c »sin.mas»n> 
dif(c »pri >; 
grupo-art(<<c.t,1>,gr-art-c(<t»1>,<t',<prep,<de>>>>>, 
<i,ol>><i,o2>icónj<ol,o2)) -> 
dif(c
 spri); 
grupo-art(<<c.t,1>,gr-art(<t,1>>x>y)>,afb,d) -> 
preposicion(<x>) 
ar ticulo(<<t»l>>y>>a,b»d); 
grupo-art (<<t»<sint-co(nil)>>,gr-art(vacio)>, 
<i ,ol>,<i,o2>,conj(ol,oS)) ->; 
I 
l 
ARTICULO Y PREPOSICIÓN 
articula(<<t,l>,art-def(<t,l>»<sin.g,<x>>)>» 
<i ,ol>, <i,o2>,existe(i,conj(ol,o2))) -> 
<x,art-def»sin.g,y>; 
articulo(<<t,l>,art-def(<t,1>,<plu.g,<x>>)>, 
<i ,ol>,<i,o2>,todo(i,dis(no(ol),o2))) -> 
<x >art-def>plu.g,y> ; 
articulo(<t,art-indef(t,<t',<x>>)>j 
<i ,ol>><i»o2>»existe<i>conj(ol»o2))) -> 
<x »art-indef,t'>y>; 
preposicion(<prep(vacio)>) ->; 
preposicion(<prep(<x>)>) -> 
<x,prep,t',y>; 
I 
I 
VERBOS 
verbo(<<c.t,l>,ver(<t,l>,<f,<x>>)>,y) -> 
<x, ver <c),t',y>; • 
i _ 
NOMBRE COMÚN, PROPIO Y ADJETIVO 
nombre-propio(<<t,l>,np(<t,l>,<t',<x>>)>,y) -> 
<x,np,t'»y>; 
nombre-comun(<<t,l>>nc(<t,l>»<t',<x>>)>,<i,<y,i>>) -> 
<x,nc,t',y>; 
nombre-comun'(<<t,l>,nc(<t,l>,<t',<x>>)>,<i,<j,<y,i,j>>>) -> 
<x,nc,t',y>; 
nombre-comun''(<<t,l>,nc(<t,l>,<t',<x>>)>, 
<i,<j,<k,<y,i,j,k>>>>) -> 
<x,nc,t',y>; 
adjetivo(<<t,l>,adj(<t,l>,<t',<x>>)>,<i,<a,i>>,<a,i>) -> 
<x,adj >t',a>; 
adjetivo(<<t,l>,adj(<t,l>,<t',<x>>)>,<i,ol>,conj(ol,<a,i>)) -> 
<x,adj,t',a>; 
adjetivo(<<t,<sint-co(nil)>>»adj(vacio)>,<i,o> »o) ->; 
adjetivo'(<<t,l>,adj(<t,l>,<f,<x>>)>, 
<i,<j,<a,i»j>>>,<a,i,j>) -> 
<x,adj >t'»a>; 
i 
i 
PRONOMBRES Y ADVERBIOS 
f 
I 
cuyyo(<<t,l>,pron-cuyo(<t,l>,<t',<x>>)>) -> 
<x >pron-cuyo,t'»y>; 
pron-int(<<t,1>,pron-quien(<t»l>»<t,»<x>>>>) -> 
<x»pron-quien,t',y>; 
adver-cant(<<t,l>,adv-cant(<t,l>,<t',<x>>)>) -> 
<x,adv-cant»t*»y>; 
pron-rel(<pron-rel(<x>)>) -> 
<x,pron-rel,t,s> /; 
<pron-rel»categ-term> ->; 
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CONECTORES 
i 
i 
ind-comp(<part-dc(<x>)>,y) -> 
<x »part-dc,t'>y>; 
ind-comp'(<part-cc(<cc>)>) ->; 
ind-neg(<part-neg(<x>)>) -> 
<x,part-neg,t'>y>; 
ind-neg'(<part-neg'<<x>)>) -> 
<x,part-neg',t',y>; 
ind-causal(<si-ent,adv(<si>)>) ->; 
ind-caüsal(<bas-para,adv(<basta>)>) ->; 
ind-causal(<para,prep < <para>)>) ->; 
ind-causal(<si-ent,adv(<entonces>)>,x,y,imp(x,y)) ->; 
ind-causal< <si-ent,part-cc(<cc>)>,x»y»imp<x,y)) ->; 
ind-causal(<bas-para,prep(<para>)>,x,y,imp<x,y)) ->; 
ind-causal(<para,es-nec-que(s,ser(<es>),adv(<necesario>), 
pron-rel(<que>))>,x,y,imp(x»y)> ->; 
ind-causal(<para(es-suf-que(s,ser(<es>),adv< <suficiente>), 
pron-rel(<que>))>»x,y,imp(y,x)) ->; 
ind-causal(<unit,solo-si(s,adv(<solo>),adv(<si>))>, 
x,y,imp(x,y)) ->; 
ind-causal(<unit,suf-para<s,adv(<suficiente>)>prep(<para>))> , 
x,y» imp(x,y)) ->; 
ind-causal<<unit,amq(s,prep(<aa>),adv(<menos>), 
pron-rel(<que>))> » 
x,y»imp(no(x),y)) ->; 
ind-causal(<unit,adv(<si>)>»x,y,imp(y,x) ) ->; 
ind-causal(<unit,nec-para(s,adv(<necesario>)>prep(<para>))>» 
x,y,imp(y,x)) ->; 
ind-causal(<unit»sii(s,adv(<si>),part-dc(<yy>),adv(<solo>)> 
adv(<si>))>, 
x,y»conj(imp(x»y)» imp(y» x))) ->; 
ind-causal(<unit,suf-nec(s,ser(<es>)»adv(<suficiente>), 
part-dc(<yy>)» 
adv(<necesario>),prep(<para>))> » 
x,y,conj(imp(x»y), imp(y»x>) ) ->; 
i 
• 
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CARDINALES 
I 
I 
num-card(<<t,l>,card(<t,l>,<t',<x>>>>,y> -> 
<x »card »t'»y>; 
<card,categ-term>->; 
ACCESO A LAS PALABRAS DEL DICCIONARIO 
palabra(nc»sin.fem,palabra) ->5 
palabra(x) -> 
<x »c »n.g,s> 
outl(c); 
palabras(nc,plu.fem»palabra) -> ; 
palabras(c) -> 
<c,l> 
sal-pal(1) ; 
sal-pal(ni 1) ->; 
sal-pal(<n.g»x> . 1) -> 
outl(x) 
sal-pal(1); 
DICCIONARIO BÁSICO 
ARTÍCULOS 
<del,gr-art-c,t,conl> ->; 
<al>gr-art-c,t,con2> ->; 
<gr-art-c,categ-term> ->; 
PRONOMBRES 
que(pron-rel,t', r) 
<cual,pron-cual»sin.g,r> -> ; 
<cuales,pron-cual,plu.g»r> ->; 
quien<pron-quien,sin.g>r) ->; 
<quienes,pron—quien,plu.g,pr> ->; 
PREPOSICIONES 
<prep,categ 
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ADVERVIOS Y CONECTORES 
<adv,categ-term> ->; 
<part-neg,categ-term> ->; 
<part-neg,categ-term> ->; 
<part-dc,categ-term> ->; 
<part-cc,categ-term> ->; 
<yy>part-dc,t»conj> ->; 
<pero,part-dc»t,conj> -> ; 
<aunquejpart-dc>t,conj> ->; 
<oo>part-dc»t»dis> ->; 
<GC»part-cc»t>coma> ->; 
no(part-neg>t»neg) ->; 
<ni,part-neg',t,neg> ->; 
<si,advjt«caus) ->; 
<entonces,adv»t,caus> ->; 
<basta»adv»t,caus> ->; 
<necesario,adv,t,caus> ->; 
<suficiente,adv,t,caus> ->; 
<soloiadvptfcaus> ->; 
<menos»adv,t»caus> ->; 
<cuanto5,adv-cant,plu.mas»x> 
<cuantas,adv-cant»plu.f ecn» x> 
<cuanto »adv-cant>sin.mas»x> 
<cuantajadv-cant »sin.fem» x> 
VERBOS SER ESTAR TENER Y HABER 
<es>ver(ser),sin.g»s> ->; 
<son,ver(ser >>plu.g>s> ->; 
<tiene»ver(tener),sin.g,r> ->; 
<tienen»ver(tener),plu.g»r> ->; 
<esta,ver(estar),sin.g>e> ->; 
<estan,ver(estar),plu.g,e> ->; 
<hay,ver(haber),sin.g,h> ->; 
i 
i 
NUMERALES CARDINALES 
<uno»card,sin.mas>1> ->; 
<dosjcard,plu.g,2> ->; 
<tres»card>plu.g,3> ->; 
<cuatro>card»plu.g,**> ->; 
<cinco >carel,plu.g ,5> -> ; 
<seis»card»plu.g,6> ->; 
<siete»card,plu.g,7> ->; 
<ocho»card,plu.g,8> ->; 
<nueve,card,plu.g,9> ->; 
<cero,card,plu.g,0> ->; 
DEFINICIÓN AGRUPADA 
art-indef(<sin.fen>una>.<plu.fem,las>. 
<sin.mas»un>.<plu.ntas,unos>.nil) ->; 
<art-indef,categ-term> ->; 
art-def< <sin.fem,la>.<plu.fem,las>.<sin.mas,el>.<plu.mas» los> 
.nil) ->; 
<art-def»categ-term> ->; 
pron-cuyo <<sin.mas>cuyo>.<plu.mas,cuyos>. 
<sin.fem>cuya>.<plu.fem,cuyas>.nil) ->; 
<pron-cuyo»categ-term> ->; 
adv-cant(<plu.mas»cuantos>.<plu.fem,cuantas>.nil) ->; 
<adv-cant,categ-term> ->; 
pron-cual(<sin.g>cual>.<plu.g,cuales>.nil) ->; 
<pron-cual>categ-term> ->; 
pron-quien(<sin.g>quien>.<plu.g,quienes>.nil) ->; 
<pron-quien>categ-term> ->; 
i 
i 
PARA INTRODUCCIÓN DE PALABRAS 
grupos-sintacticos(np.nc.adj.ver.nil) ->; 
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I 
DEFINICIONES AUXILIARES 
i 
numero-natural(x) -> 
integer(x) /; 
numero-natural(x) -> 
fallo; 
sustituir(y,z,ni1,ni 1) ->; 
sustituir(y,z>y.1,z.1') -> 
sustituir(y, z,1,1'); 
sustituir(y,z»u.1 , u .1') -> 
dif(y,u) 
sustituir(y> z > 1 , 1 ' ) ; 
sustituir'(nil>ni1 * 1,1') ->; 
sustituir'(x.e»y.s,1f1') -> 
susti tuir(x,y,l,l") 
sustituir' <e,s,l" ,1 ') ; 
sustituir " <x»s,x.1,1'> -> 
/ pon''<s,l,l'); 
susti tuir " < x»s,y. 1 ,y. 1 ' ) -> 
sustituir " ( x ,s» 1 , 1') ; 
p o n " (nilfl»l) ->; 
p o n " ( x .y > 1 > x . 1' ) -> 
p o n " (y, 1,1'); 
l terminal(x) -> 
| <x,categ-term> / ; 
i terminal(x) -> fallo; 
f: 
i no-terminal(x) -> 
i terminal(x) / fallo; 
no-terminal(x) ->; 
¡ lista(nil) -> /; 
lista(x.y) -> 
1ista(y); 
pertenece?x,ni1) -> 
/ fallo; 
pertenece(x,x.1) -> /; 
pertenece?x,y.1) -> 
pertenece?x ,1); 
• t -
inver(ni 1>1»1) ->/; 
inver(x.1j1',s) -> 
inver(1>x.1'»s); 
elemento(x,x . 1 ) ->; 
elemento(x,y.1) -> 
dif(x,y) 
elemento(x , 1) ; 
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quitar(x,ni1,1> -> 
/ fallo; 
quitar(x>x.1>1) -> /; 
quitar(x,y.1»y.1') -> 
dif(x,y> 
quitar(x >1»1'); 
quitar-todo(x>ni1>ni1> ->; 
quitar-todo<x>x.1»1') -> 
quitar-todo(x,l,l'); 
quitar-todo<x,y.1,y. 1 ') -> 
dif(x,y) 
quitar-todo(x,l,l'>; 
conc(ni 1»x>x) ->/; 
conc(x.1,y»x.1') -> 
conc(1,y,1'); 
conc'<x.y»1>x.1') -> 
conc'(y,1,1'); 
conc'(xj1,x.1) -> ; 
hacer-1ista(<x.y>,1,r) -> 
hacer-1ista(y,l,r') 
h a c e r - 1 i s t a ( x , r ' , r ) / ; 
h a c e r - 1 i s t a ( x . y » 1 , r ) -> 
h a c e r — l i s t a ( y » l , r ' ) 
hacer-1ista(x,r'»r) /; 
hacer-1ista(<x> , 1, x . 1) ->; 
sal-listaS(ni1) ->; 
sal-1istaS(x.y) -> 
outl(x) 
sal-listaH(y); 
tiempo-> 
cpu-time(x) outmC'TIEMPO DE CPU = ") 
outl< x) 1ine; 
blancos(O) ->/; 
blancos(x) -> 
outm<" ") 
val(sub(x»1),y) blancos(y); 
no-iguales<x.1»ni1) ->/; 
no-iguales(ni1,x.1) ->/; 
no-iguales(ni1,ni1) -> / fallo; 
no-iguales(x.1,x.1') -> / no-iguales(1»1'); 
no-iguales(x.1,y.1') ->; 
sal-1istal(ni 1) -> line; 
sal-1istal(x.y) -> 
o u t ( x ) ou t rnC ") 
s a l - 1 i s t a l ( y ) ; 
- E ^ 8 -
SALIDA DE ESTRUCTURA SINTÁCTICA DE FRASES 
(oculta la estructura indicadora de la concordancia 
y los nodos resto (sas: sal árbol sintáctico)) 
dibuja-arbol-sint(x,y) -> 
sas(x >y) 
out1(y); 
sas(x
 tx) —> 
free(x) / ; 
sas(<c,<tfl>,x,y,z,u>,<c,x',y',z',u'>) -> 
/ sas(x >x') 
sas(y, y') 
sas(z ,z' ) 
sas(u,u'); 
sas(<c,<t,l>,x»y»z,u,v>,<c,x',y',z',u',v'>) -> 
/ sas(x > x') 
sas(y,y') 
sas(z , z ' > 
sas(u,u') 
sas(v,v'); 
sas(<c,<t,l>,x>y,z,u,v,w>,<c,x',y',z', u',v',w'>) -> 
/ sas(x >x') 
sas(y, y') 
sas(z» z ' ) 
sas(u»u') 
sas(v,v') 
sas(w,w') 
sas(<c » <t,1> 
/ sas(X)X 
sas(y, y') 
sas(<c,<t,l> 
/ sas(x>x 
sas(y>y') 
sas(z,z * ) 
sas(<c,<t,l> 
/ sas(x,x 
sas(<c,<t,l> 
/ sas(x »x 
sas(a,a') 
sas(b,b') 
sas(<c,<t,l> 
/ sas(x ,x 
sas(a,a') 
sas(b,b') 
sas(<c,<t,l> 
/ sas(X)X 
sas(a,a') 
sas(b,b') 
sas(e>e') 
sas(d,d'); 
sas(<c,<t,l>,x,resto3(<t',l'>,a,b)>,<c,x',a',b'>) -> 
/ sas(x > x') 
sas(a«a') 
sas(b,b'); 
x»y>vacio>,<c,x',y'>) -> 
) 
x,y,z>,<c,x',y',z'>) -> 
) 
x,vacio>,<c,x'>) -> 
> ; 
x,resto 1(<t',l'>,a,b)>,<c,x',a',b'>) -> 
) 
x,resto2(<t',l'>,a,b)>,<c,x',a',b'>) 
) 
x,restoE(<t',l'>,a,b,e,d)>,<c,x',a',b',e',d'>) -> 
) 
sas(<c,<t,l>,x,resto^<<t',1'>,a)>,<c,x',a'>) -> 
/ sas(x , x ' ) 
sas(a,a'); 
sas< <c><t»l>»x»resto4(<t' , 1' > >a»b »vacio ) > , 
<c,x',a',b'>)-> 
/ sas(x,x' ) 
sas(a»a') 
sas(b,b'); 
sas(<c,<t,l>,x,restos(<t*,1'>,a,b,resto(<t'',l''>,e,d))>, 
<c,x',a',b',e',d'>)-> 
/ sas(x,x') 
sas(a,a') 
sas(b,b') 
sas(e>e') 
sas(d,d'); 
sas(<c,<t,l>,x,y>,<c,x',y'>> -> 
/ sas(x,x') 
sas(y>y'); 
sas(<c,<t,l>,<t',x»,<c,x'>) -> 
/ sas(x ,x'); 
sas(<c,<t,l>,x>,<c,x'>) -> 
/sas(x,x'); 
sas(<c,<t>,<t',x>>,<c,x'>) -> 
/ sas(x,x'); 
sas(<x»y>,<x,y'>) -> 
/ sas(y, y ' ) ; 
sas(c,c) ->; 
5 
SALIDA CON MODULO DESSIN 
DEL RESULTADO DEL ANÁLISIS 
dib-frase -> 
paper 
outml(">dib-frase;") 
frase(t>1>i,o) line 
outm("FRASE ") stipo(t) line 
sal-frase<t,1) line 
outml("SINTAXIS:") line 
draw-tree(i) 
outml("SEMÁNTICA:") line 
draw-tree(o) line; 
sal-frase(dec,1) -> sal-fr(dec,1); 
sal-frase(int,1) -> outm("¿ ") sal-fr(int,1); 
sal-fr(dec,ni 1) -> outml("."); 
sal-fr(int,nil) -> outml("?">; 
sal-fr(t,x.y) -> 
out(x> outm(" ") 
sal-fr(t,y); 
stipo(dec) -> outm("DECLARATIVA:") line; 
stipo(int) -> 
outm("INTERROGATIVA:") line; 
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DICCIONARIO 
Es particular al dominio de la aplicación 
->; 
np(<sin.mas»Juan>.ni 1) ->; 
np(<sin.fem»Alicia>.ni 1) —* -, 
np(<sin.mas,Antonio>.ni 1) ->; 
np(<sin.mas»Manuel>.ni 1) ->; 
np(categ-term) ->; 
<ver(1),<plu.x563,estudian>.<sin.x563,estudia>.ni1> -> ; 
<ver<1)» <plu.x497,miran>.<sin.x497,mira>.ni1> ->; 
<ver(2>,<sin.x790,da>.<plu.x790,dan>.nil> ->; 
<ver(S)t<sin.x853>pide>.<plu.x853,piden>.ni1> ->; 
<ver(2)» <sin.xl640,concede>.<plu.xl640»conceden>.ni1> ->; 
<ver(0),<plu.xl587>vienen>.<sin.xl587,viene>.ni1> ->; 
<ver(1)i<sin.x656»sonrie>.<plu.x656»sonrien>.ni1> ->; 
<ver(E),<sin.x278,ama>.<plu.x278,aman>.nil> ->; 
<ver(prop)><sin.x»llueve>.ni1> ->; 
<ver(ser),<sin.g,es>.<plu.g,son>.nil> ->; 
<ver(tener),<sin.g,tiene>.<plu.g >tienen).ni1> ->; 
<ver(haber)><sin.g,hay>.ni1> ->; 
<ver(estar),<sin.g,esta>.<plu.g,estan>.ni1> ->; 
ver(categ-term) ->; 
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<coyuntura,nc »sin.fem,coyuntura> -->'; 
<coyunturas,nc »plu.fem,coyuntura> ->; 
<peticion,nc>sin.fem,peticion> ->; 
<peticiones,nc »plu.fem,peticion> ->; 
<credito,nc,sin.mas,credito> ->; 
<creditos,nc,plu.mas,credito> ->; 
<expansiva,adj,sin.fem,expansiva> ->; 
<expansivas,adj ,plu.fem,expansiva> ->; 
<expansivo,adj,sin.mas,exp> ->; 
<expansivos,adj,plu.mas,exp> ->; 
<estable,adj»sin.g,estable> ->; 
<estables,adj,plu.g,estable> ->; 
<vienen,ver(O),plu.xl587,<i,<viene,i>>> ->; 
<viene,ver(O),sin.xl587,<i,<viene,i>>> ->; 
<ama,ver<S),sin.xS78,<i,<j,<k,<ama,i,j,k>>>>> ->; 
<aman,ver(S),plu.xS78,<i,<j,<k,<aman,i,j,k>>>>> ->; 
<1lueve,ver(prop),sin.mas,1lueve> ->; 
<Antonio,np,sin.mas,Antonio> ->; 
<A1icia»np,sin.fem,Alicia> ->; 
<sonrien,ver(1),plu.xl587,<i,<j,<sonrie,i,j>>>> ->; 
<sonrie,ver(1),sin.xl587,<i,<j,<sonrie,i,j>>>> ->; 
• • • 
; End world: Dic 
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