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 Spatial irrigation management has been steadily advancing over the last several 
years.  A current issue with managing irrigation spatially on sub-field scale is the 
inability to readily collect the spatial field data necessary to properly manage irrigation. 
Multispectral and thermal infrared imagery used in informing irrigation management 
decisions was previously collected by satellite and manned aircraft remote sensing 
platforms. These remote sensing platforms pose issues concerning economic feasibility, 
revisit intervals, and weather factors that inhibit the collection of data.  Recent 
developments in unmanned aerial systems, which provide an additional means of 
collecting multispectral and thermal infrared data, have the potential to provide 
supplemental data during periods of missing satellite data or to completely replace 
satellite and manned aircraft remote sensing platforms.  As unmanned aerial system 
remote sensing platforms are a relatively new technology, there are uncertainties 
regarding how these systems compare to previous and more well-known remote sensing 
platforms.  Some of these uncertainties include how to properly collect, process, and 
	
	
	
	
calibrate data acquired by these systems so that the end products are accurate and can by 
used in scientific applications.  This work evaluated two different unmanned aerial 
systems with integrated multispectral and thermal infrared cameras to determine the best 
methods of collecting, processing, and calibrating data.  Three different multispectral 
image calibration methods were evaluated and compared against Landsat satellite 
reflectance products and ground-based reflectance tarps.  The thermal infrared image 
calibration consisted of correcting for emissivity and atmospheric effects, and was 
compared to in-field infrared thermometers.  Relationships for estimating maize leaf area 
index, crop height, and fraction of vegetation cover were redefined and evaluated based 
on various vegetation indices derived from the unmanned aerial system calibrated 
multispectral imagery.  This work also addressed some of the challenges and obstacles 
related to deploying unmanned aerial systems for remote sensing in agricultural 
applications.   
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CHAPTER 1. INTRODUCTION 
1.1 Motivation for Research  
 The tremendous advancement of general technology over the last several decades 
has led to many revolutionary ideas across all industries, including agriculture.  Some of 
the technological advancements present in agriculture today include global positioning 
systems (GPS), soil moisture sensors, machines and robotics, and variable rate 
application and remote sensing systems.  These advancements in agricultural technology 
has allowed for the development of precision agriculture (PA), which the National 
Institute of Food and Agriculture (NIFA) defines as “technological advancements meant 
to propel agriculture into the computerized information-based world” (USDA-NIFA, 
2018).   Often, PA technologies address the idea of spatially optimizing the use of various 
inputs to improve crop production (Evans et al, 2013).  A specific area of PA that has 
gained significant traction in recent years is related to water management, as the 
sustainability and intensification of agriculture is heavily reliant on water resources and 
how producers manage the irrigation of crop systems.  Advancements in irrigation 
technology have allowed for improvements to be made in irrigation management, and has 
opened the door for new ideas on how to best manage these systems.  A recent 
technology development involves spatially varying the depth of water applied throughout 
a field, known as variable rate irrigation (VRI).  There have been several studies 
determining how this type of irrigation system can be used to better manage water 
resources spatially on a sub-field scale (Kranz et al., 2012; Evans et al., 2013).  In 
general, these systems are developed to apply spatially precise and optimal rates of water 
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across a field, based on soil properties and available water content (AWC), to meet crop 
needs (Hedley et al., 2010; Evans et al., 2013; Kim et al., 2008; Perry et al., 2002; Dukes 
and Perry, 2006).   
 While the underlying idea of these VRI systems is to best meet crop water needs, 
they also have potential to improve application efficiency, mitigate environmental 
impacts by reducing runoff and drainage, provide water and energy conservation, and 
increase crop yields (Kim et al., 2008; Hedley et al., 2010; Sadler et al., 2005; Evans et 
al., 2013).  These ideas have driven renewed interest of these systems among policy 
makers and producers.  Evans et al. (2013) discussed how Ogallala Aquifer declines in 
areas of the central and southern High Plains along with increased pumping restrictions 
and cost in central Nebraska’s Platte River Valley, are changing perspectives and moving 
investments toward advanced irrigation management practices.  However, as the use of 
these systems continue to advance, methods of managing these system must also be 
developed to facilitate their use. 
 Significant efforts have been made in researching the management of employing 
VRI systems.  While most of the research to date includes implementing soil moisture 
sensors as a means for providing information used for irrigation management, other work 
has been done to incorporate infrared thermometers (IRT), wireless technology, and 
various models to improve management decisions.  Hedley and Yule (2009) simulated 
scenarios involving uniform and variable rate irrigation across three years and two 
sites.  Their results showed potential savings in mean annual water application of 21.8% 
and 26.3% between the two sites.  One of the primary datasets used in VRI management 
is soil variability.  Evans et al. (2013) discussed variability in the amount of water applied 
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due to soil type, concluding that a 30% difference in applied water depth could be 
observed solely on soil type.  Hedley and Yule (2009) also looked at assessing soil 
variability and its link to soil water content.  Some of the other work completed involved 
developing management techniques that included the use of radio transmission of data, 
IRTs, and various models.  Greenwood et al. (2009) provided an overview of the various 
opportunities for improving irrigation efficiency with soil water sensors, wireless 
technology, and quantitative models.   Shock et al. (1999) used a soil sensor network 
combined with radio transmission capabilities to connect the network to a centralized 
computer system.  Kim et al. (2008) employed something similar, using a wireless sensor 
network and a specialized software to accomplish real-time management within their 
field, and Miranda et al. (2003) and King et al. (2005) proposed methods for a closed-
loop irrigation systems.  Infrared thermometers have also been used in the management 
of VRI systems.  O’Shaughnessy and Evett (2008) implemented a wireless network of 
IRTs integrated into a center pivot lateral that automatically irrigated based on the time 
temperature threshold method, and Wanjura and Upchurch (2000) and Peters and Evett 
(2008) both used IRTs to measure canopy temperature as a means to non-invasively 
detect crop stress.  Although systems with various integrated technologies and computer 
systems have been available for several years, adoption rates by producers have been 
relatively low (Evans et al., 2013), raising questions and concerns in the success of 
implementing these technologies.  
 One cause for such low adoption rate may be that the cost of installing these 
systems is not feasible for most producers, or that the potential savings does not justify 
the initial cost of the systems.  Another possibility is that there isn’t enough information 
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on how to best manage these systems.  Much of the work completed to date has been 
focused on the technological side of VRI systems, which has left a void in information 
regarding what is needed to manage a VRI system (Evans et al., 2013).   It should also be 
considered that previous simulation studies on evaluating VRI prescriptions failed to 
provide conclusive results (Evans and King, 2012).  King et al. (2005) noted that much of 
the emphasis on previous work was related to equipment and control systems, and that 
without the proper decision support system, VRI can’t function at its highest efficiency.  
Basic decision support systems for VRI require information about how much water is 
available to plants in the soil, and the crop water requirements.  There is a general 
consensus that a lack in a decision support system is present, which many researchers are 
beginning to address (McCarthy et al., 2011; Evans et al., 2013; Hedley and Yule, 
2009).  Hedley and Yule (2009) discussed the current lack of a decision support system, 
stating that it is necessary to know the plant-available water present in the soil, and that a 
water balance approach could be used to determine the amount of plant-available water 
present in the soil on any given day.  An additional approach uses evapotranspiration 
(ET), but Sadler et al. (2005) argued that while the ET approach is useful for making 
decisions on a large scale, it lacks the ability to pick up on the spatial variability across a 
single field.  The advancement of new technology, such as remote sensing, has allowed 
the ET approach to be applied on a sub-field scale, and has overall built on and expanded 
the idea of a valid decision support system.  
 Over the past several decades, there have been significant efforts to better 
understand the earth’s surface energy balance.  Much of this work was completed using 
satellite imagery to develop models that can estimate the surface fluxes of a given 
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region.  Over time, these models have been developed and modified to better represent 
what is occurring on the earth’s surface.    
 Remote sensing technology and imagery has led to two general models that are 
used in determining ET: energy balance models and water balance models using crop 
coefficients derived from canopy reflectance.  While the two general models are different 
at their core, they both utilize remotely sensed imagery to estimate ET.   
 Satellite data has been used to evaluate the surface energy balance over large 
regions, and subsequently to estimate ET (Anderson et al., 1997; Norman et al., 1995; 
Kustas and Norman, 1996; Kustas and Norman, 1997; Allen et al., 2007; Bastiaanssen et 
al., 1998).  One of the main model formulations that has been developed to assess land 
surface energy fluxes was developed by Norman et al. (1995).  This formulation 
computes net radiation (Rn) and sensible (H) and latent heat (LE) components for both 
soil and vegetative surfaces known as the Two Source Energy Balance Model (TSEB).  
Kustas and Norman (1996) discussed different techniques in evaluating ET using remote 
sensing data of the shortwave and thermal components and various model 
formulations.  Since the Two Source Model (TSM) has been developed, there have been 
adjustments made to the initial parameterization to improve results.  Kustas and Norman 
(1997) used a formation of the TSM for computing the surface energy balance by using 
two different radiometric surface temperature observations at two substantially different 
view angles.  They found that this formulation of the TSEB model did not estimate H and 
LE as well as the TSEB model that used a single radiometric surface temperature 
observation.  Sanchez et al. (2008) proposed a simplified TSEB model parameterization 
to estimate surface fluxes over sparse vegetative canopies using radiometric soil and 
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canopy temperature observations.  Colaizzi et al. (2012) evaluated the TSEB model using 
two different methods: a single surface temperature measurement (TR) and two separate 
surface temperature measurements of canopy and soil (TC-TS).  Colaizzi et al. (2012) 
found that the TR version resulted in similar overall agreement with the TC-TS method 
for calculated and measured evaporation, as well as better overall agreement for 
transpiration and ET.  The TC-TS method calculated daily ET to be 15% less in the early 
season and up to 44% greater later in the season compared to lysimeter measurements. 
The TR method also calculated larger ET later in the season by 20%.  Colaizzi et al. 
(2012) discussed how the underestimation of ET by the TC-TS method may have been 
related to limitations due to sparse canopy early in the season.  Courault et al. (2005) 
discussed different methods developed to estimate ET using remote sensing data, from 
simplified relationships to complex models, and also address how knowledge of the 
exchange of H and LE flux components are important for monitoring land surface and 
developing parameterization schemes for agricultural applications.   
 Additional remote sensing products used in various modeling schemes involve 
estimating certain crop biophysical parameters by relating them to remotely sensed 
vegetation indices (VI).  Previous work includes estimating leaf area index (LAI), crop 
height, and fraction of vegetation cover using formulations that utilize VIs such as the 
Normalized Difference Vegetation Index (NDVI) and the Optimized Soil Adjusted 
Vegetation Index (OSAVI) (Anderson et al., 2004; Anderson et al., 2005; Choudhury et 
al. 1994; Li et al., 2005; Gillies and Carlson, 1995; Brunsell and Gillies, 2002; Huete, 
1988; Rondeaux et al., 1996; Kriegler et al., 1969; Campos et al., 2017). 
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 In addition to models like the TSEB model, others have incorporated remotely 
sensed data for calculating parameters related to maintaining the water balance model in 
the form of reflectance based crop coefficients.  One widely used application of remotely 
sensed data in relation to water balance models is to derive relationships between VIs and 
crop coefficients, which has been used for irrigation management (Bausch and Neale, 
1987; Neale et al., 1989; Huete, 1988; Singh and Irmak, 2009).  By deriving a crop 
coefficient-based on VIs, a more realistic estimation can be made for crop ET based on 
varying field conditions.  This is an improvement from using the reference ET to 
determine crop ET (FAO Paper No. 56, Allen et al., 1998).  
 There has also been work to combine the TSEB and reflectance based crop 
coefficient models to achieve higher accuracy in determining crop ET (Neale et al., 
2006).  Neale et al. (2012) used an approach to couple the TSEB and reflectance based 
crop coefficient models.  This approach allowed the TSEB model to estimate crop ET for 
days where remote sensing inputs were available to compare with ET estimated through 
the water balance approach, while the reflectance based crop coefficient approach could 
interpolate and extrapolate between periods where remote sensing inputs were not 
available.  This helped in updating and maintaining the soil water balance throughout the 
growing season. 
 While there have been several different approaches developed to estimate crop ET 
based on remote sensing data, limitations still exist.  One such limitation presented in 
previous work is related to the interval in which satellites provide the necessary data used 
in the TSEB and reflectance based crop coefficient models.  Satellites such as Landsat 7 
and Landsat 8 have a revisit interval of 16 days with an 8 day offset between the two 
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satellites.  While there is potential to collect data over a given area every 8 days between 
these two satellites, factors such as weather and atmospheric conditions may inhibit the 
collection of data, and periods of missing data could be problematic during a crop’s 
active growth stage (Neale et al., 2012).  However, recent innovations in remote sensing 
technology allows for the collection of high spatial and temporal resolution data.  In 
August of 2016, the Federal Aviation Administration (FAA) adopted new regulations 
allowing the use of unmanned aerial systems (UAS) in the national airspace (FAA, 
2018).  These new regulations now permit the use of UAS for commercial purposes, 
which could potentially provide data during periods of missed satellite imagery or even 
completely eliminate the need for satellite imagery.  Not only do UAS provide an 
additional avenue for collecting remotely sensed data, they may also help address the 
complexity of spatial and temporal variability within a single field (Evans et al., 2013).  
 UASs are a rapidly expanding technology, with innovations that are continually 
improving these systems.  Along with the development of UAS, there are sensors that are 
deployable as payloads.  Some of these sensors developed include multispectral and 
thermal infrared cameras providing new opportunities to collect high spatial and temporal 
resolution data to supplement or completely replace the use of satellite imagery as inputs 
in the TSEB and reflectance based crop coefficient models when monitoring individual 
fields.  There has been little work conducted to determine the accuracy of the data 
collected by these systems in comparison to known and widely-used remote sensing 
platforms, like the Landsat satellites.  While these systems show potential to provide 
additional remote sensing data, there are still uncertainties on whether they can provide 
data that is usable in the various models that have previously been developed.  In this 
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work, UAS with integrated multispectral and thermal infrared sensors were deployed as a 
remote sensing platform, and the data collected was compared to other multispectral 
reflectance and thermal infrared satellite and ground-based datasets to assess the overall 
accuracy and usability of UAS acquired data. 
1.2 Objectives 
Three primary objectives were identified for this work: 
1. Evaluate different methods to determine best overall practices for collecting, 
processing, and calibrating UAS remotely sensed multispectral and thermal 
imagery. 
2. Use the calibrated multispectral reflectance imagery to redefine previously 
proposed relationships of estimating LAI, crop height, and fraction of cover from 
vegetation indices.  Updated biophysical parameter estimation relationships were 
with UAS imagery in the Spatial EvapoTranspiration Modeling Interface 
(SETMI, Geli and Neale, 2012)  
3. Provide an overview of the observed challenges in deploying UAS and UAS 
integrated sensors as a remote sensing platform.  
1.3 Research 
 The first objective was addressed in Chapter 2, and completed through the 
evaluation of the collection, processing, and calibration of UAS acquired multispectral 
and thermal infrared imagery and comparison of the UAS calibrated data to other known 
sources of multispectral and thermal infrared data.  This study assessed the processes 
necessary to generate multispectral and thermal infrared orthomosaics, from the 
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collection of imagery taking into account the various flight and sensor parameters, to the 
processing and calibration of imagery using photogrammetry software.  The results 
obtained from these processes were evaluated against Landsat satellite reflectance 
products, and ground-based reflectance tarps and infrared thermometers.   
 The second objective was addressed in Chapter 3.  The UAS calibrated 
multispectral orthomosaics generated in Chapter 2 were used to derived VIs used for 
estimating maize LAI, crop height, and fraction of vegetation cover from VI derived 
relationships.  This work redefined the parameterization previously employed by 
Choudhury et al. (1994), Brunsell and Gillies (2002), Anderson et al. (2004), Anderson et 
al. (2005), and Li et al. (2005).  LAI and crop height estimation relationships were 
redefined for the Optimized Soil Adjust Vegetation Index (OSAVI), the Soil Adjust 
Vegetation Index (SAVI), and the Normalized Difference Vegetation Index (NDVI) 
derived from the UAS reflectance data.  The relationships in estimating fraction of 
vegetation cover were not redefined due to lack of calibration and validation ground truth 
data.  An evaluation was completed to compare the results of previously proposed 
methods of estimating fraction of vegetation cover using the UAS calibrated 
multispectral orthomosaics. 
 The third objective was addressed in Chapter 3.  This objective presented the 
various unique circumstances and obstacles that were presented while working to achieve 
accurate UAS acquired data. 
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CHAPTER 2. AN EVALUATION OF THE COLLECTION, PROCESSING, AND 
CALIBRATION OF UNMANNED AERIAL SYSTEM MULTISPECTRAL AND 
THERMAL INFRARED DATA. 
Abstract 
Unmanned aerial systems (UAS), along with integrated sensors, are rapidly expanding 
technologies.  Their ability to provide imagery with increased spatiotemporal resolution 
is becoming more desirable in various applications than alternative remote sensing 
technology, such as satellites and manned aircrafts.  UASs may provide greater 
opportunities to collect remotely sensed imagery for a wide range of application, as 
limitations on collecting imagery are no longer based on the revisit intervals of satellites 
or the cost factor present with manned aircrafts.  However, these integrated UAS systems 
provide challenges and uncertainties in obtaining accurate imagery that can be used in 
scientific applications.  There is a need for a deeper understanding of how these 
integrated systems are providing accurate and consistent data that can be used in 
subsequent applications, such as modeling for estimating evapotranspiration (ET) and 
irrigation management.  In this study, two different UAS platforms with MicaSense 
RedEdge multispectral and FLIR Tau 2 thermal infrared sensors were used to monitor 
production scale agricultural fields of 65 and 130 ha.  Different calibration processes 
were completed on both the multispectral and thermal infrared imagery.  In the 
radiometric calibration of the UAS multispectral imagery, a reflectance panel target and a 
downwelling light sensor were used in three different calibration approaches.  The 
resulting reflectance orthomosaics from each multispectral calibration process were 
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compared to Landsat satellite reflectance imagery and ground-based reflectance tarps.  In 
the Landsat satellite reflectance comparison, the preflight panel reflectance (PR), 
preflight and post-flight panel reflectance (2PR), and downwelling light sensor (DLS) 
calibration methods resulted in root mean squared error (RMSE) values of 0.054, 0.031, 
and 0.019 for the PR calibration method, 0.043, 0.014, and 0.009 for the 2PR calibration 
method, and 0.043, 0.010, and 0.012 for the DLS calibration method for the NIR, red, 
and green reflectance bands respectively.  In the reflectance tarp comparison, the PR, 
2PR, and DLS calibration methods resulted in RMSE values 0.058, 0.061, and 0.071 
respectively.  An analysis was completed on the downwelling light sensor to determine 
its variability in measured irradiance collected over the duration of a flight.  This analysis 
identified a negative correlation between the senor-sun view angle and the DLS measured 
irradiance.   UAS thermal infrared orthomosaics were calibrated for atmospheric effects 
and surface emissivity and evaluated against surface temperature measurements collected 
by infrared thermometers (IRT) located within the fields imaged by the UASs.  The 
comparison of calibrated thermal orthomosaics to IRTs resulted in the thermal 
orthomosaics underestimating surface temperature compared to IRT measurements, 
though not enough temperature samples were available for a comprehensive conclusion.  
2.1 Introduction 
 The implementation of technology into agricultural applications has been 
expanding rapidly in recent decades.  Remote sensing is one particular technology shown 
to be beneficial to the agricultural industry by providing spatial data for analyzing 
agricultural fields.  Remote sensing technology has been available for several decades, 
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with the early work utilizing platforms such as the Landsat satellites.  Neale et al. (1989) 
used the Landsat Thematic Mapper and the Normalized Difference Vegetation Index 
(NDVI) to develop a reflectance-based crop coefficient model.  This approach resulted in 
retrieving a more real time crop coefficient by aligning the crop coefficient with the 
actual crop growth, and resulted in a better estimation of the actual crop ET (Bausch and 
Neale, 1987).  Others have investigated this approach of reflectance based crop 
coefficients, including works by Michael and Bastiaanssen (2000), Singh and Irmak 
(2009), Glenn et al. (2011), and Kamble et al. (2013).  An additional use of remotely 
sensed data involves modeling the surface energy balance flux components.  Norman et 
al. (1995) proposed the two source energy balance (TESB) model that computes the net 
radiation (Rn), sensible (H), latent heat (LE), and soil heat (G) flux components 
separately for canopy and soil elements.  This model uses remotely sensed surface 
temperature measurements and fraction of vegetative cover estimated using remotely 
sensed shortwave reflectance imagery to partition the canopy and soil into their 
respective energy balance fluxes.  Since this formulation of the surface energy balance 
model, several others including Kustas and Norman (1996), Kustas and Norman (1997), 
Anderson et al. (1997), Bastiaanssen et al. (1998), Tasumi et al. (2005a), Tasumi et al. 
(2005b), and Sanchez et al. (2007) have explored similar parameterizations that utilized 
remotely sensed information. 
 With the development of reflectance based crop coefficients and surface energy 
balance models, there has been work to couple the two modeling schemes together, 
initially proposed by Neale et al. (2006).  This hybrid scheme utilizes the crop coefficient 
approach with the energy balance approach, and allows for the tracking and updating of 
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the crop coefficient between remote sensing dates and the estimation of actual ET 
throughout the growth of the crop (Neale et al., 2012).  
 Additional work that utilized remote sensing data involved relating reflectance 
based vegetation indices (VI) to crop biophysical parameters, such as leaf area index 
(LAI), crop height, and fraction of vegetative cover.  Anderson et al. (2004) proposed 
functions to relate VIs to LAI and crop height for maize and soybean.   Choudhury et al. 
(1994) and Brunsell and Gillies (2002) used an NDVI based formulation to estimate 
fraction of canopy cover, while Anderson et al. (2005) and Li et al. (2005) used measured 
and shortwave reflectance modeled estimations of LAI to estimate fraction of vegetative 
cover.   
 Over the last few decades, remotely sensed data has been incorporated into 
several formulations and models used to determine various aspects related to agricultural 
crops, where much of this work utilized satellite and manned aircraft remote sensing 
platforms.  In recent years, unmanned aerial systems (UASs) have gained traction as 
being a viable means to collect remotely sensed data for agricultural applications.  UAS 
have the ability to be deployed on shorter intervals compared to the satellite revisit 
intervals and at less of an expense compared to manned aircrafts.  UASs have also led to 
the development of smaller sensor payloads capable of being integrated into UASs, and 
together, these technologies offer a unique opportunity to collect both spatial and 
temporal data that may exceed the spatial resolution of satellite and manned aircraft 
remote sensing platforms.  However, as with any new technology, there are uncertainties 
in how well the data that is being collected will compare to the data collected by previous 
technologies.  In order to continue to use the models proposed in past research, which 
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utilize data from satellites and manned aircraft remote sensing platforms, it is imperative 
to confirm that UAS-based remote sensing can provide the necessary data to continue to 
use prior models in their current form, or to identify adjustments to allow the use of UAS 
high spatial resolution data.    
 UASs are unique in that they operate at a much lower altitude than satellites and 
manned aircrafts.  In August of 2016, the Federal Aviation Administration (FAA) 
incorporated UASs into the national airspace, permitting UASs to fly up to an altitude of 
120 m above ground level (AGL) under the general guidelines, although a waiver can be 
issued in order to fly at an altitude greater than 120 m AGL (FAA, 2018).  This general 
altitude limitation presents challenges in remote sensing of agricultural fields, and is 
discussed more in depth in a later section.  
 In this work, multispectral and thermal infrared imagery collected using two 
different UAS platforms were evaluated to better understand the quality of data these 
systems are capable of providing.  This work was specifically tailored to collect data that 
could be used in an agricultural application such as irrigation management.  The two 
UASs were integrated with a MicaSense RedEdge multispectral and a FLIR Tau 2 
thermal infrared sensor, and were used to collect imagery over four agricultural fields 
near Mead, NE.  The data collected was processed into multispectral and thermal infrared 
orthomosaics using Pix4D, an image processing software, and calibrated using various 
methods (Pix4D, 2018a).  The UAS calibrated multispectral and surface temperature 
orthomosaics were evaluated against other multispectral reflectance data including the 
Landsat 7 and 8 satellite reflectance products, ground-based reflectance tarps, and field 
based infrared thermometers (IRTs).  UAS remote sensing often presents unique 
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challenges that involves the variation of data due to the effects of UAS attitude, altitude, 
duration of flight, and flight pattern and sensor functionality.  These challenges often 
result in variability within the data collected, and are discussed in a later section.     
2.1.2 Objectives 
The objective of this work was to evaluate the collection, processing, and 
calibration of UAS-based multispectral and thermal infrared imagery to determine the 
overall accuracy of different collection and calibration methods.  Calibrated UAS 
multispectral orthomosaics were compared to Landsat satellite 7 and 8 reflectance 
imagery and ground-based target with known reflectance.  A downwelling light sensor 
(DLS), which measures irradiance, was evaluated to determine the variability in data due 
to UAS attitude.  The UAS calibrated thermal infrared orthomosaics were compared to 
ground-based IRT surface temperature measurements located within the remotely sensed 
fields.  An analysis was also completed on how UAS flight pattern affects the overall 
results of thermal infrared orthomosaics.     
2.2 Methods 
2.2.1 Research Site 
 This research was conducted over four agricultural fields located at the Eastern 
Nebraska Research and Extension Center (ENREC) near Mead, Nebraska (Figure 
2.1).  Three of the fields are part of the ongoing University of Nebraska Lincoln (UNL) 
Carbon Sequestration Project (CSP) equipped with Eddy Covariance Flux Towers 
(Suyker et al., 2004).  Site one of the CSP fields (CSP1) is planted as continuous irrigated 
maize, site two (CSP2) is planted as irrigated maize-soybean rotation with maize planted  
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Figure 2.1. Study site located at the Eastern Nebraska Research and Extension 
Center near Mead, NE.  The four fields that were used in this study are CSP1, 
CSP2, CSP3, and VRI which are outlined in black.  Image was retrieved from 
Landsat-8 imagery courtesy of the U.S. Geological Survey. 
 
on odd numbered years, and site three (CSP3) is planted as rainfed maize-soybean 
rotation with maize planted on odd numbered years.  The fourth site was equipped with a 
Variable Rate Irrigation (VRI) center pivot and contained both maize and soybean, with 
maize planted in the north half of the field on odd numbered years and the south half on 
even numbered years, and soybean planted on the opposite side of maize. 
2.2.2 Unmanned Aerial System Integrated Multispectral and Thermal Infrared 
Sensors 
There are several types of UASs available today, including multi-rotors, fixed-
wing, and hybrids containing both multi-rotor and fixed-wing capabilities.  The two 
different UAS platforms used in this study were a Tempest fixed-wing airframe from 
UASUSA (www.uasusa.com) and a FireFly 6 Pro (FF6P) hybrid airframe from 
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BirdsEyeView Aerobotics (www.birdseyeview.aero).  Both UASs contained a MicaSense 
RedEdge five band multispectral camera (www.micasense.com) and a FLIR Tau 2 
thermal infrared camera (www.flir.com) with a ThermalCapture 1.0 recording device 
from TEAX Technology (www.thermalcapture.com).  The spectral response curves and 
sensor details of the MicaSense RedEdge and FLIR Tau 2 cameras are presented in 
Tables 2.1 and 2.2 and Figures 2.2 and 2.3. 
Table 2.1. MicaSense RedEdge multispectral camera specifications. 
Band Name Center Wavelength (nm) Bandwidth FWHM (nm) 
Blue 475 20 
Green 560 20 
Red 668 10 
Near IR 840 40 
Red Edge 717 10 
Ground Sampling Distance 8.2 cm/pixel at 120 m AGL 
Lens Focal Length (mm) 5.5 
Lens Field of View (degrees HFOV) 47.2 
Imager Size (mm) 4.8 x 3.6 
Imagery Resolution (pixels) 1280 x 960 
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Figure 2.2. MicaSense RedEdge multispectral sensor response curve for each of the five bandwidths.  
Image was retrieved from RedEdge User Manual courtesy of MicaSense. 
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Table 2.2. FLIR Tau 2 thermal infrared camera specifications. 
Thermal Imager Uncooled VOx Microbolometer 
Imager Size (pixels) 640 x 512 
Pixel Size (µm) 17 
Spectral Band (µm) 7.5 – 13.5 
Spectral Band FWHM (µm) 8.3-13.1 
Performance < 50mK @ f/1.0 
Integration Constant (ms) 10-12 
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Figure 2.3. FLIR Tau 2 thermal infrared sensor spectral response. Image courtesy of FLIR. 
  
 The Tempest aircraft operates as a traditional fixed-wing aircraft using ailerons, 
rudder, elevator, and flaps.  This airframe contained an autonomous flight controller from 
BlackSwift Technologies (www.blackswifttech.com) that provided the aircraft with 
autonomous capabilities used in predefined mission planning applications and sensor 
control.  The FF6P is a hybrid airframe that has both multi-rotor and fixed wing 
characteristics capable of vertical takeoff and landing.  The FF6P contained a PixHawk 
(www.pixhawk.org) autonomous flight controller with BirdsEyeView AvA ground 
control station software (www.birdseyeview.aero) that provided the aircraft with 
autonomous capabilities used in predefined mission planning applications and sensor 
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control.  Both Tempest and FF6P airframes contained the same integrated dual sensor 
payload where the sensors were controlled simultaneously by the UASs’ autonomous 
flight controllers (Maguire et al., 2017).    
2.2.3 Datasets Acquired 
 The data collected in this study included UAS multispectral and thermal infrared 
imagery from the UASs and sensors mentioned above, Landsat 7 and 8 reflectance 
imagery, and surface temperature measurements collected by IRTs located in the VRI 
field.  UAS multispectral and thermal infrared imagery was acquired during the 2016 and 
2017 growing seasons (Appendix A, Table 2.16).  Landsat 7 and 8 Tier 1 reflectance 
products for the green, red, and NIR bands were acquired from the USGS Earth Explorer 
on days where UAS and Landsat imagery overlapped (Table 2.3).  Additional UAS 
multispectral imagery was collected over ground-based reflectance tarps.  These tarps 
were part of the UNL Center for Advanced Land Management Information Technologies 
(CALMIT) manned aircraft radiometric calibration system. 
Table 2.3. Landsat 7 ETM+ and Landsat 8 OLI and TIRS sensor specifications (USGS, 2016). 
Landsat 7 Enhanced Thematic Mapper Plus (ETM+) 
Band Wavelength (µm) Resolution (m) 
Green 0.52-0.60 30 
Red 0.63-0.69 30 
Near Infrared (NIR) 0.77-0.90 30 
Landsat 8 Operational Land Imager (OLI) and Thermal Infrared Sensor (TIRS) 
Band Wavelength (µm) Resolution (m) 
Green 0.533-0.590 30 
Red 0.636-0.673 30 
Near Infrared (NIR) 0.851-0.879 30 
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2.3 UAS Image Collection, Processing, and Calibration 
 USA image collection, processing, and calibration are critical components for 
generating accurate orthomosaics.  Each step in generating accurate orthomosaics 
involves various considerations, with each subsequent step relying heavily on the success 
of the previous step.  One of the most important steps in generating an accurate 
orthomosaic begins with image acquisition.  Deploying UASs for remote sensing requires 
consideration of several factors, including the type of airframe being used, the area of 
interest being covered, the desired orthomosaic spatial resolution, flight altitude and 
speed, and weather conditions.  Environmental factors such as wind speed and direction, 
as well as sky conditions, must be considered, as they may affect the overall image 
quality.  Clouds have a profound effect on imagery, diminishing the quality of 
orthomosaics due to rapid changes in spectral global irradiance over the duration of a 
given flight.  A tail wind may cause an increase in the UAS ground speed, which may 
cause blurring to appear in the imagery.  One approach to minimize image blurring is to 
ensure the UAS does not travel over the ground more than one half a pixel length during 
an image capture period or shutter event (DroneMapper, 2018).  Most multispectral 
cameras have relatively high shutter speeds that image blurring is not often an issue.  The 
FLIR Tau 2 does not use a mechanical shutter and the sensor array continuously receives 
a thermal infrared radiance signal.  To generate a single image, the FLIR Tau 2 camera 
integrates the incoming thermal infrared radiance signal over a time duration of 10-12 
milliseconds (FLIR, 2018).  If the imagery collected by a UAS is of poor quality, the 
processing and calibration of imagery will inherently result in orthomosaics of poor 
quality.   
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 For this work, UASs flights were conducted at either 120 or 240 m AGL over an 
area of interest (AOI) of 65-130 ha with an image overlap of 70% or more in both the 
side and frontal directions.  These flight parameters resulted in the collection of several 
hundred images that together covered the entire AOI at the desired image overlap.  The 
purpose of collecting several hundred images is to mosaic or stitch the images together 
into a single image that covers the entire AOI (Pix4D, 2018b).  The orthomosaicking 
process uses photogrammetry software to automatically align and stitch the individual 
images.  Images collected using the UASs were processed using Pix4D, a 
photogrammetry software that transforms single images into orthomosaics and 3D 
models.  Pix4D carries out several functions of converting individual images into an 
orthomosaic image, which include three main steps; 1) initial processing, 2) point cloud 
and mesh generation, and 3) digital surface model (DSM), orthomosaic, and index 
generation.  During this process, Pix4D completes corrections for image vignetting and 
bidirectional reflectance effects (Pix4D, 2018c).  Vignetting corrections are necessary to 
compensate for the circular gradient darkening of the images from its center to the outer 
borders (Lelong et al., 2008).  Pix4D corrects vignetting using either a radial polynomial 
or 2D polynomial by accessing the camera’s proper correction parameters from the 
program’s database or by accessing the stored parameters in the image metadata if 
available.  It then applies the corrections to the imagery within the software.  The 
bidirectional reflectance effect causes changes in measured surface radiance and is 
attributed to the view angle of an image, where different angles of view reflect different 
intensities of light (Lelong et al., 2008).  Pix4D compensates for bidirectional effects by 
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applying a weighted average of pixels (Marc Desgroseilliers, personal email 
communication).   
 In addition to image mosaicking, Pix4D includes a workflow to calibrate 
multispectral imagery using various methods depending on the information 
available.  For this work, three multispectral radiometric calibration methods were 
implemented and assessed.  The first method used a reflectance panel with known bi-
directional reflectance properties.  Within the Pix4D software, a reflectance panel image 
can be uploaded along with its known reflectance values to calculate incoming sky 
irradiance values used to convert a radiance orthomosaic image into a reflectance 
orthomosaic image. The second calibration method used a combination of a reflectance 
panel and an irradiance sensor, also known as a downwelling light sensor (DLS).  The 
DLS is used to detect global irradiance changes during the duration of a flight.  For this 
method, Pix4D uses the reflectance panel image to calculate an absolute irradiance, and 
then uses the DLS data collected for each individual image as a method of normalizing 
the individual images for changes in global lighting conditions.  The third calibration 
method incorporated a preflight and post flight reflectance panel image to obtain a 
preflight and post flight absolute global irradiance value that were linearly interpolated to 
find global irradiance values at the time of acquisition for each individual image collected 
during a given flight. 
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2.3.1 Assessment of MicaSense RedEdge Multispectral Image Collection, Processing, 
and Calibration 
 The MicaSense RedEdge multispectral imagery was radiometrically calibrated 
using three different methods mentioned above.  The first method used a single 
reflectance panel image hereafter referred to as the panel reflectance (PR) method.  The 
reflectance panel and its bi-directional reflectance properties were supplied by MicaSense 
with the RedEdge camera to be used in the radiometric calibration of the RedEdge 
multispectral imagery (Figure 2.4).  With this calibration method, an image was captured 
over the reflectance panel before each flight and uploaded into the Pix4D radiometric 
calibration workflow in order to calculate an absolute irradiance value which was 
assumed constant throughout the duration of the flight.  This calculated irradiance value 
was used to calibrate all images collected during a given flight and transform the radiance 
images collected by the RedEdge camera into reflectance images using the equation 
 
 The second calibration method incorporated the DLS that measured the incoming 
hemispherical irradiance for each individual image over the bandwidths of the RedEdge 
camera, hereafter referred to as the DLS method.  The DLS is a MicaSense developed 
sensor (Figure 2.5) that is integrated with the RedEdge camera and is mounted to the 
UAS looking upwards towards the sky.  The measured irradiance values are stored in the 
individual MicaSense RedEdge image metadata and are accessed by Pix4D in the DLS 
radiometric calibration process.  When using the DLS method, a preflight reflectance  
 !"#$"%&'(%" = 	 !'+,'(%"-..'+,'(%" (2.1) 
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Figure 2.4. MicaSense calibration reflectance panel 
(left) and bandwidth specific panel reflectance 
values (right). 
Figure 2.5. MicaSense RedEdge downwelling 
light sensor (DLS) that is integrated with the 
RedEdge camera and is used to measure 
irradiance for each image spectral band collected 
during a flight. Image courtesy of MicaSense. 
 
panel image is also collected and uploaded into Pix4D, as the reflectance panel calculated 
irradiance is used to obtain an absolute irradiance value, and the DLS measured 
irradiance is used to incorporate the global lighting changes that take place during the 
duration of a flight.  
The third calibration method incorporated a preflight and post flight reflectance 
panel image, here after referred to as the 2PR method.  In this method, a preflight and 
post flight absolute irradiance value was calculated from the reflectance panel images and 
a linear interpolation in time was completed to retrieve irradiance values for the time of 
each image capture during a flight.  Pix4D does not provide a workflow to incorporate a 
preflight and post flight reflectance panel image into its radiometric calibration workflow, 
so the DLS data within the images’ metadata were replaced with the newly derived 
irradiance values which could then be accessed by Pix4D in its radiometric calibration 
workflow as DLS data. 
 After completing the image mosaicking and calibration using the PR, 2PR, and 
DLS methods (Figures 2.6-2.9), it can be observed that the three methods resulted in 
visually observable differences.  Images collected on days with clouds present, such as 
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the Aug. 8, 2017, resulted in orthomosaics with significant variations for all three 
calibration methods (Figure 2.8).  This is due to cloud shadowing of both the DLS and 
ground surface being imaged.  Figure 2.8 depicts how the scene area of the camera and 
the DLS may not be shadowed at the same time, which leads to the visually observable 
dark and light patches.  Images collected on days with clear skies resulted in more 
uniform reflectance orthomosaics, but variations are still observed on some occasions.  In 
some cases, the DLS method produced dark banding features across the orthomosaics 
that are not present or are less observable in the PR and 2PR methods (Figures 2.7 and 
2.9).    
 The three multispectral calibration methods (PR, 2PR, and DLS) were compared 
against other sources of reflectance data including Landsat 7 and 8 reflectance products 
and ground-based reflectance tarps from the University of Nebraska Lincoln CALMIT.  
The DLS method and the data associated with the DLS were analyzed further in order to 
determine how the sensor attitude during a typical flight may have affected the DLS 
calibration process. 
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Figure 2.6. June 6, 2017 UAS false color infrared multispectral orthomosaics 
calibrated using the PR method (top), 2PR method (center), and the DLS method 
(bottom). 
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Figure 2.7. June 20, 2017 UAS false color 
infrared multispectral orthomosaics 
calibrated using the PR method (top), 2PR 
method (center) and DLS method (bottom). 
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Figure 2.8. Aug. 8, 2017 UAS false color infrared multispectral orthomosaics 
calibrated using the PR method (top), 2PR method (center), and the DLS method 
(bottom). 
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Figure 2.9. Sept. 8, 2017 UAS false color infrared multispectral orthomosaics 
calibrated using the PR method (top), 2PR method (center), and the DLS method 
(bottom). 
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2.3.1.1 Calibrated MicaSense RedEdge Multispectral Reflectance Comparison to 
Landsat Satellite Reflectance 
The calibrated MicaSense RedEdge multispectral orthomosaics were compared to 
Landsat 7 and 8 reflectance imagery that was collected on the same day.  The Landsat 7 
and 8 reflectance products had a spatial resolution of 30 m and the UAS multispectral 
reflectance orthomosaics had a spatial resolution of 7.5-15 cm, depending on whether the 
imagery was collect at 120 or 240 m AGL.  To compare the two datasets, the UAS 
orthomosaics had to be resampled and aggregated to the Landsat spatial resolution and 
georeferenced grid.  The UAS imagery with a spatial resolution of approximately 7.5 cm 
was resampled into a resolution of 10 cm using bilinear interpolation and aligned to the 
Landsat spatial grid, and then aggregated by a factor of 300, which resulted in a spatial 
resolution of 30 m.  The same was done to the UAS imagery with the spatial resolution of 
approximately 15 cm, but was interpolated to 15 cm resolution and then aggregated using 
a factor of 200.  
 After resampling and aggregating, pixel reflectance values from the UAS PR, 
2PR, and DLS calibration methods were compared to the Landsat 7 and 8 pixel 
reflectance values and are shown in Figures 2.10-2.12 for three different clear-sky dates 
where UAS and Landsat imagery overlapped.  Statistical comparison results are shown in 
Tables 2.4  Certain dates only contained the PR and 2PR calibration methods (May 26, 
2016) as the DLS data was not available for the 2016 imagery.  
 The DLS and 2PR methods had similar results and better comparisons than the 
PR method to the Landsat satellite reflectance products.  The DLS and 2PR methods had 
better comparisons as these methods are able to account for changes in global irradiance 
39	
	
	
	
over a flight duration, which is not possible in the PR method.  Statistical differences 
were not significant between the UAS-Landsat reflectance comparisons that included all 
three calibration methods for each UAS image (Table 2.5) versus the comparison that did 
not include all three calibration method for each UAS image (Table 2.4).    
Table 2.4. Statistical comparison of the UAS multispectral reflectance imagery with Landsat 7 and 8 
reflectance imagery for the May 26, 2016, June 6, 2017, and Aug. 17, 2017 UAS images. 
Multispectral 
Band 
UAS 
Calibration 
Method 
RMSE MAE MBE R-squared Percent Error 
NIR PR 0.054 0.049 -0.011 0.586 14.5 
Red PR 0.031 0.018 0.012 0.959 19.3 
Green PR 0.019 0.012 0.006 0.950 12.4 
NIR 2PR 0.043 0.037 -0.033 0.876 10.8 
Red 2PR 0.014 0.010 0.0001 0.974 14.5 
Green 2PR 0.009 0.007 -0.003 0.964 8.8 
NIR DLS 0.043 0.038 -0.034 0.867 10.2 
Red DLS 0.010 0.007 -0.007 0.992 11.4 
Green DLS 0.012 0.008 -0.007 0.988 8.7 
 
Table 2.5. Statistical comparison of the UAS multispectral reflectance imagery with Landsat 7 and 8 
reflectance imagery for the June 6, 2017 and Aug. 17, 2017 UAS images. 
Multispectral 
Band 
UAS 
Calibration 
Method 
RMSE MAE MBE R-squared Percent Error 
NIR PR 0.056 0.051 -0.004 0.248 13.9 
Red PR 0.034 0.021 0.015 0.992 22.1 
Green PR 0.021 0.013 0.009 0.991 13.2 
NIR 2PR 0.043 0.038 -0.034 0.867 7.7 
Red 2PR 0.010 0.007 -0.007 0.992 15.3 
Green 2PR 0.012 0.008 -0.007 0.988 7.0 
NIR DLS 0.037 0.031 -0.027 0.880 10.2 
Red DLS 0.014 0.009 0.003 0.991 11.4 
Green DLS 0.006 0.004 0.0001 0.989 8.7 
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Figure 2.10.  Comparison of Landsat 8 reflectance and UAS PR calibrated multispectral reflectance for 
the NIR (top-left), red (top-center), and green (top-right) bands over the VRI field on May 26, 2016.  
Landsat 8 reflectance and UAS 2PR calibrated multispectral reflectance for the NIR (bottom-left), red 
(bottom-center), and green (bottom-right) bands over the VRI field on May 26, 2016. 
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Figure 2.11. Comparison of Landsat 7 reflectance and UAS PR calibrated multispectral reflectance for 
the NIR (top-left), red (top-center), and green (top-right) bands over the CSP1 and CSP2 fields on June 
6, 2017. Comparison of Landsat 7 reflectance and UAS 2PR calibrated multispectral reflectance for the 
NIR (middle-left), red (middle-center), and green (middle-right) bands over the CSP1 and CSP2 fields 
on June 6, 2017.  Comparison of Landsat 7 reflectance and UAS DLS calibrated multispectral 
reflectance for the NIR (bottom-left), red (bottom-center), and green (bottom-right) bands over the CSP1 
and CSP2 fields on June 6, 2017. 
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Figure 2.12. Comparison of Landsat 8 reflectance and UAS PR calibrated multispectral reflectance for 
the NIR (top-left), red (top-center), and green (top-right) bands over the CSP1, CSP2, and VRI fields on 
Aug. 17, 2017.  Comparison of Landsat 8 reflectance and UAS 2PR calibrated multispectral reflectance 
for the NIR (middle-left), red (middle-center), and green (middle-right) bands over the CSP1, CSP2, and 
VRI fields on Aug. 17, 2017.  Comparison of Landsat 8 reflectance and UAS DLS calibrated 
multispectral reflectance for the NIR (bottom-left), red (bottom-center), and green (bottom-right) bands 
over the CSP1, CSP2, and VRI fields on Aug. 17, 2017. 
 
2.3.1.2. Calibrated MicaSense RedEdge Multispectral Reflectance Comparison to 
CALMIT Reflectance Tarps 
 The calibrated MicaSense RedEdge multispectral orthomosaics were compared to 
ground-based reflectance tarps that were 30 x 30 m in size and positioned flat on the 
ground surface (Figure 2.13).  These tarps were part of the UNL CALMIT manned 
aircraft hyperspectral calibration system.  The three tarps present had nominal reflectance 
values of approximately 5, 10, and 50%.  Ground-based reflectance measurements were 
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Figure 2.13. UAS false color infrared imagery 
of CALMIT’s 5% (black tarp), 10% (gray 
tarp), and 50% (white tarp) reflectance tarps. 
collected over the tarps during each of the UAS flights using a hyperspectral 
OceanOptics USB2000 series spectrometer (www.oceanoptics.com).  Tarp reflectance 
was determined using a NIST traceable Spectralon calibration target manufacture by 
Labsphere (www.labsphere.com).  Each tarp had hyperspectral OceanOptics 
measurements collected on a grid pattern that were averaged over the green, red, and NIR 
bandwidths of the MicaSense RedEdge camera to compute a single reflectance value for 
each tarp.  The UAS multispectral imagery was acquired from 240 m AGL over the tarps 
on two different occasions and calibrated using the PR, 2PR, and DLS methods.  The 
calibrated UAS reflectance imagery was compared and plotted against the tarp 
reflectance in Figure 2.14, with statistical comparison results listed in Table 2.6.  From 
Figure 2.14, it can be observed that there are variations between the tarp reflectance 
values obtained in the two UAS images used in the comparison.  This is especially 
apparent over the white tarp (50% nominal reflectance) for the DLS calibration method, 
with an observed variation of 20% or more between the two UAS images.  This variation 
may be attributed to the attitude of the aircraft, and is discussed more in a later section. 
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Figure 2.14. UAS measured tarp reflectance using the PR, 2PR, and 
DLS calibrated orthomosaic plotted at the bandwidth center for the 
NIR, red, and green bands (top).  Spectrometer measured tarp 
reflectance compared against the UAS PR, 2PR, and DLS 
calibrated reflectance (bottom).	
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Table 2.6. Statistics for PR, 2PR, and DLS calibrated UAS multispectral reflectance 
comparison to tarp reflectance obtained using OceanOptics spectrometer and 
Spectralon calibration target. 
Calibration Method RMSE MAE MBE R-squared Percent Error 
PR 0.058 0.043 -0.009 0.961 33.3 
2PR  0.061 0.044 -0.013 0.954 32.6 
DLS 0.071 0.048 -0.008 0.887 39.7 
 
2.3.1.3. Evaluation of MicaSense RedEdge Downwelling Light Sensor and its Effects 
on the DLS Calibration Method. 
 The variability of the DLS calibration results has been identified in previous 
sections.  Figure 2.8 shows how the DLS calibration method responded to images 
collected during a flight that was conducted on a non-clear sky day.  While the 
observable irregularities in the DLS calibrated orthomosaics in Figure 2.8 can be 
attributed to issues related to cloud cover, the dark banding feature observed in Figure 2.7 
and 2.9 cannot be attributed to non-clear sky conditions, as these images were collected 
during clear sky or prominently clear sky conditions.  Dark banding features were present 
in Figure 2.7; imagery on this date was likely affected by some clouds that were present 
during the flight, which introduces discrepancy as to whether the dark banding features 
can be attributed to cloud interference.  Dark banding features were primarily observed 
for DLS calibrated orthomosaics and were unobservable or less observable in the PR and 
2PR calibrated orthomosaics.  Due to this irregularity, an assessment was completed on 
the DLS data to determine how it affected the overall results of DLS calibrated 
orthomosaics.  The first assessment compared the DLS measured irradiance to a 
reflectance panel calculated irradiance.  The second assessment explored the variability in 
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the DLS measured irradiance during flight to determine its consistency in measuring 
irradiance while including factors like aircraft roll, pitch, and yaw. 
 For the first assessment, a reflectance panel with known reflectance values was 
used to calculate an instantaneous irradiance value.  Images of the reflectance panel and 
DLS measurements were collected simultaneously on a two second interval over a one-
hour duration.  The experiment was conducted on a day of overcast sky where lighting 
conditions were primarily diffuse and any changes in lighting conditions could be 
assumed as global changes. The RedEdge camera with the integrated DLS was mounted 
on a wooden platform and set on a stand directly above the reflectance panel (Figure 
2.15).  The multispectral images collected were corrected using the RedEdge camera 
radiometric calibration model defined by MicaSense, which includes corrections for 
vignetting effects and converts the raw pixel values into absolute spectral radiance with 
units of Wm-2sr-1nm-1 (MicaSense, 2018). The radiometrically calibrated images had the 
portion of pixels in the image depicting the reflectance panel target averaged to find a 
single spectral radiance value for each image and spectral band (Figure 2.16, Table 2.4).  
The reflectance panel calculated spectral irradiance values were compared to the DLS 
measured spectral irradiance values and are plotted in Figure 2.17 for the NIR, red, and 
green bands.  The difference between the reflectance panel calculated irradiance and DSL 
measured irradiance is plotted in Figure 2.18. 
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Figure 2.15. MicaSense RedEdge camera and DLS mounted 
on platform with reflectance panel positioned beneath camera. 
   
 
Figure 2.16. Reflectance panel 
depicting the area of the reflectance 
panel that was averaged to obtain a 
single radiance value. 
 It can be observed in Figures 2.17 and 2.18 that the DLS measured irradiance and 
the reflectance panel calculated irradiance are not consistently similar in magnitude, but 
show similarities in detecting changes in irradiance.  The NIR band comparison shows 
consistent differences in magnitude between the measured and calculated irradiance, 
whereas the red and green band comparisons show more consistency.  It became apparent 
that the DLS is not capable of providing accurate measurements of absolute spectral 
irradiance, even without including the potential sources of error caused by UAS attitude, 
supporting the need to continue to use reflectance panel images to obtain spectral 
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irradiance measurements.  The DLS data could be incorporated into the radiometric 
calibration process to assimilate the changes in spectral irradiance, rather than supply the 
calibration process with absolute values of spectral irradiance. 
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Figure 2.17. DLS measured spectral irradiance and reflectance panel calculated spectral 
irradiance for NIR band (top), red band (middle), and green band (bottom) for one-hour 
duration collected on a two second interval. 
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Figure 2.18. Differences between the reflectance panel calculated irradiance and DLS measured 
irradiance for the NIR, red, and green bands. 
 The second assessment explored the variability of the DLS measured irradiance in 
response to the UAS’s attitude while flying.  It has been noted by MicaSense that the 
DLS measured irradiance is heavily dependent on the sensor’s orientation relative to the 
sun (MicaSense, 2017).  This orientation dependency on collecting accurate irradiance 
data may be the cause for the dark banding irregularities observed in the DLS calibrated 
orthomosaics.   
 The DLS calibrated orthomosaics, Figures 2.7 and 2.9, depict observable dark 
banding features that stretch across the imagery and are not apparent or less apparent in 
the PR and 2PR calibrated reflectance orthomosaics.  The June 20 (Figure 2.7) and Sept 8 
(Figure 2.9) flights were conducted using the FF6P, whereas the June 6 (Figure 2.6) flight 
used the Tempest aircraft.  The variation in calibrated results are potentially related to 
two factors, the first being DLS measured spectral irradiance data and the second being 
the UAS platform used to collect imagery.  The single significant difference between the 
three calibration methods (PR, 2PR, and DLS) is the implementation of the DLS 
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measured irradiance versus the reflectance panel calculated irradiance that is used in the 
radiometric calibration process, which may support the idea that the dark banding 
features are attributed to the DLS data used in the DLS calibration method.  An analysis 
was completed to determine how the DLS measured spectral irradiance varied over the 
duration of a flight to help confirm whether the dark banding features in the DLS 
calibrated orthomosaics are attributed to the DLS data.   
 DLS data collected on June 6, June 20, and Sept. 8, 2017 were selected, as these 
flights were conducted on primarily clear sky days with no or little cloud cover.  Figure 
2.19 shows the DLS measured spectral irradiance for the NIR and red bands over the 
duration of these three flights.  The incoming shortwave radiation was measured during 
the duration of the flights using a four component net radiometer located at the CSP2 
field Eddy Covariance Flux Tower location (Figure 2.20).  From Figure 2.19, variations 
in DLS measured irradiance can be observed.  The local minimum and maximum values 
observed are likely attributed to periods when the aircraft was turning from one flight line 
to the next, where significant pitch, roll, and yaw components would be observed.  
Setting aside the local minimum and maximum DLS measured irradiance, variations in 
DLS measured irradiance are still observable.   
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Figure 2.19. NIR and red band DLS measured spectral irradiance over the 
flight duration for the June 6 (top), June 20 (middle), and Sept. 8, 2017 
(bottom) UAS images. 
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Figure 2.20. Incoming shortwave solar radiation measured by four 
component net radiometer located at the CSP2 Eddy Covariance 
Flux Tower site.  Each plot encompasses the incoming shortwave 
solar radiation for the entire flight duration of the June 6 (top), June 
20 (center), and Sept. 8, 2017 (bottom) UAS flights.	
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 The variation in DLS measured irradiance could be caused by the attitude of the 
UASs.  While flying, the UAS may roll, pitch, and yaw due to flight path and 
environmental factors such as wind speed and direction.  These movements of the UAS 
affects the orientation of the DLS as it is fixed to the UAS.  To understand the effects 
further, the view angle between the DLS sensor plane and the sun (sensor-sun view 
angle) was calculated and compared against the DLS measured spectral irradiance values 
for the NIR and red bands.  It was assumed that the DLS could be seen as a flat plane 
located in space.  The normal vector of the DLS plane was calculated and rotated in space 
according to the position of the UAS measured for every image capture using the 
magnetometer and accelerometer sensors that are integrated into the RedEdge camera.  A 
three dimensional unit vector that projects from the sun to the surface of the field location 
was calculated using the sun azimuth and elevation angles acquired from the Earth 
Systems Research Laboratory (ERSL, 2018), which are listed in Table 2.7.  It was 
assumed that the variation in sun azimuth and elevation angles over the duration of the 
flight were not significant with respect to the changes in aircraft orientation and were 
considered constant throughout the duration of the flight.  Using the calculated normal 
vector of the DLS plane and the 
Table 2.7. Sun azimuth and elevation angles for UAS images used for the sensor-sun view angle 
irradiance comparisons. 
UAS image date UAS scene center time (CST) 
Sun Azimuth 
(degrees from true north) 
Sun Elevation Angle 
(degrees from horizon) 
June 6, 2017 11:12 151.07 50.87 
June 20, 2017 10:41 115.43 60.76 
Sept. 8, 2017 10:37 139.08 47.1 
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unit vector of the sun, the angle between the two vectors (sensor-sun view angle) could 
be determine by rearranging   
 cos 2 = 345 ∙ 78(345 ∙ 78(  (2.2) 
 
and solving for u, where u is the sensor-sun view angle, 345 is the normal vector of the 
DLS plane, and 78( is the unit vector of the direction of the sun from the field location.  
 All three flights show variation of DLS measured spectral irradiance in the NIR 
and red bands in relation to the sensor-sun view angle (Figure 2.21-2.23).  The sensor-sun 
view angle was plotted in time shows the variation in sensor-sun view angle over the 
flight durations (Figure 2.21-2.23).  In Figure 2.21, it can be observed that two relatively 
different sensor-sun view angles resulted in similar DLS measured NIR and red band 
spectral irradiance.  A potential cause for this could be related to error in the calculated 
sensor-sun view angle.  To evaluate this, the individual UAS rotation components (roll, 
pitch, and yaw) were checked to ensure that realistic values were obtained from the 
integrated accelerometer and magnetometer.  It was identified that the roll rotation 
component for the June 6 date may have been biased negative, as the averaged roll 
rotation of all images collected equaled -7.83 degrees.  Due to this negative bias, 7.83 
degrees was added to the roll rotation component of each image in order to adjust the 
averaged roll rotation component to equal 0, and the sensor-sun view angle was 
recalculated and plotted against the DLS measured NIR and red band spectral irradiance 
(Figure 2.21).  The Sept. 8 date (Figure 2.23) showed a similar phenomenon as observed 
in the June 6 sensor-sun view angle and DLS measured spectral irradiance comparison.  
Once again, a bias negative roll rotation was identified as the averaged roll rotation 
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component of all images collected on Sept. 8 equaled -7.89 degrees.  The Sept. 8 images 
were corrected for the bias negative roll by adding 7.89 degrees to the roll component of 
each image, and the sensor-sun view angle was recalculated and plotted against the DLS 
measured NIR and red band spectral irradiance (Figure 2.23).  This phenomenon 
observed in the June 6 and Sept. 8 dates was not observed in the June 20 sensor-sun view 
angle and DLS measured spectral irradiance plot (Figure 2.22).  The June 20 averaged 
roll rotation component for all images collected equaled -0.38 degrees, so no corrections 
were made to the roll component.  A potential cause for the biased negative roll 
component may be due to quality of the accelerometer sensor.  This sensor is integrated 
into the MicaSense RedEdge camera and may not have high accuracy.  
 From Figure 2.20, it can be observed that there was likely some cloud affects 
during the June 6 and June 20 flights that could have affected the measured spectral 
irradiance values obtained by the DLS, which may explain some of the variation in the 
DLS measured spectral irradiance depicted on these dates in Figure 2.19.  On Sept. 8, the 
measured incoming shortwave radiation did slightly increase, which could be attributed 
to the change in solar angle over the duration of the flight.  However, the measured 
incoming shortwave radiation measured on Sept. 8 does not vary like the incoming 
shortwave radiation measured on June 6 and June 20, and provides reason to believe that 
variations in the Sept 8 DLS measured spectral irradiance could be attributed to the 
variation in sensor-sun view angle and hence the attitude of the UAS.   
 .  
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Figure 2.21. June 6, 2017 sensor-sun view angle comparison to DLS measured spectral irradiance for the 
NIR and red bands (top-left).  The sensor-sun view angle for each image collected for the duration of the 
flight (top-right).  Original roll rotation for each image collected for the duration of the flight (center-
left) and corrected roll rotation for each image collected for duration of the flight (center-right).  
Corrected sensor-sun view angle in relation to DLS measured spectral irradiance for the NIR and red 
bands (bottom-left).  Corrected sensor-sun view angle for each image collected for the duration of the 
flight (bottom-left). 
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Figure 2.22. June 20, 2017 sensor-sun view angle comparison to DLS measured spectral irradiance for 
the NIR and red bands (left).  The sensor-sun view angle for each image collected for the duration of the 
flight (right). 
 
 The variations in sensor-sun view angle over the flights depicted in Figures 2.21-
2.23 provides reason to believe that the UAS platforms are susceptible to environmental 
factors like wind.  The sensor-sun view angles plotted in time in Figures 2.21 and 2.23 
show a pattern of view angle groupings.  The number of groupings matches that of the 
number of flight lines used in collecting the imagery, highlighting that UAS may not only 
be susceptible to wind, but also their orientation with respect to the wind direction 
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Figure 2.23. Sept. 8, 2017 sensor-sun view angle comparison to DLS measured spectral irradiance for 
the NIR and red bands (top-left).  The sensor-sun view angle for each image collected for the duration of 
the flight (top-right).  Original roll rotation for each image collected for the duration of the flight (center-
left) and corrected roll rotation for each image collected for duration of the flight (center-right).  
Corrected sensor-sun view angle in relation to DLS measured spectral irradiance for the NIR and red 
bands (bottom-left).  Corrected sensor-sun view angle for each image collected for the duration of the 
flight (bottom-left). 
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2.3.3. Assessment of FLIR Tau 2 Thermal Infrared Image Collection, Processing, 
and Calibration 
 Several factors must be addressed to ensure that the thermal imagery collected 
will produce accurate and representative orthomosaics.  One persistent issue in UAS-
based thermal cameras involves the basic process of collecting a single thermal infrared 
image.  It was discussed earlier that the FLIR Tau 2 thermal infrared camera does not use 
a mechanical shutter for collecting images.  The sensor array within the camera body is 
constantly exposed to thermal infrared radiance and the camera collects an image by 
integrating the thermal infrared radiance signal over a duration of time (integration 
constant) of 10-12 milliseconds (FLIR, 2018).  This integration constant is a critical 
component to be considered when using UAS-based thermal infrared cameras.  In this 
work, imagery was acquired using two different airframes, Tempest and FF6P, at two 
different altitudes, 120 and 240 m AGL.  The typical airspeeds of the Tempest and FF6P 
were approximately 18 ms-1 and 15 ms-1, respectively.  Using the camera’s integration 
constant, sensor field of view and sensor array size, as well as and speed and altitude of 
the aircraft, the number of pixels the aircraft traveled over ground during the integration 
time was determined and listed in Table 2.8.  To avoid blurring, the aircraft should not 
travel over the ground more than one half of a pixel length during the integration time.  
From Table 2.8, it can be observed that none of the flight operations met this standard.  
However, flying at an altitude of 240 m AGL more closely met this standard and 
improved the quality of thermal imagery and production of orthomosaics which can be 
observed in Figure 2.24.  It should be noted that wind speed and direction will also affect  
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Table 2.8. Number of pixels travel by the aircraft during the FLIR Tau 2 integration 
constant of 12 ms at different altitudes and airspeeds. 
UAS Airframe Airspeed 
(ms-1) 
Ground Speed 
(ms-1) 
Altitude 
(m AGL) 
Pixels traveled during 
integration period 
Tempest 18 18 120 1.36 
Tempest 18 18 240 0.68 
FF6P 15 15 120 1.13 
FF6P 15 15 240 0.57 
 
the speed over ground of the UAS, which will directly affect the number of pixels 
traveled during the image integration period. 
	 A potential cause for additional error in collecting thermal infrared imagery may 
be due to temperature drift of the camera.  Most UAS-based thermal infrared cameras are 
uncooled microbolometers that are not able to regulate camera body temperature.  As the 
camera body and sensor array temperatures change, the camera’s ability to measure the 
absolute surface radiance, and hence radiometric surface temperature, is diminished, and 
the measured surface radiance can diverge from the actual surface radiance.  A feature of  
  
Figure 2.24. Thermal infrared orthomosaics constructed using the Tempest aircraft and FLIR Tau 2 
thermal infrared imagery collected at altitudes of 120 m AGL (left, June 6, 2016) and 240 m AGL (right, 
Sept. 28, 2016). 
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the FLIR Tau 2 camera used to correct for temperature drift is a built-in calibration 
shutter used in a process known as the Flat Field Correction (FFC) event.  The FFC event 
is triggered based on a built in algorithm that considers a threshold of internal camera 
body temperature change or after a certain duration of time has passed.  During a FFC 
event, a shutter closes over the sensor array and completes the calibration process by 
presenting a uniform temperature source to each element of the sensor array.  This 
calibration process updates the offset correction coefficients and results in more accurate 
and uniform images (FLIR, 2018).  This FFC event may occur several times throughout a 
flight, however, the FFC event does not correct for temperature drift in the images 
between FFC events.  This becomes problematic as it is difficult to pin-point when 
exactly a FFC event occurred.  If the FFC events could be identified, corrections in 
temperature drift could be applied to the imagery between FFC events. 
 The last calibration step for the thermal infrared imagery are corrections for 
surface emissivity and atmospheric effects.  The Tau 2 camera allows the user to set the 
emissivity value, which was set to a value of one for all images collected in this study.  
Emissivity values needed to be adjusted as the surfaces such as vegetation and soil have 
an emissivity values less than one.  For the atmospheric corrections, Barsi et al. (2003) 
online atmospheric correction parameter calculator was used to obtain the atmospheric 
downwelling and upwelling path radiance and transmissivity for the location and time 
period of which images were collected.   Using these modeled atmospheric parameters 
along with MODTRAN (Berk et al., 2014) and the spectral response of the FLIR Tau 2 
camera, the downwelling and upwelling path radiance and transmissivity affecting the 
Tau 2 camera’s measurements were included in the corrections. 
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2.3.3.1. Assessment of UAS Flight Pattern Impact on Surface Temperature 
Orthomosaics 
 Collecting UAS thermal infrared imagery can be particularly challenging due to 
surface temperature fluctuations over the duration of a flight.  A typical flight in the 
context of this work covering an area of 65-130 ha resulted in a flight duration of 25-40 
minutes, allowing for surface temperatures to fluctuate depending on the time of day.  In 
addition to the surface temperature changing over time, there is also the possibility that 
the flight pattern may have an effect on the thermal infrared orthomosaics.  The Tempest 
flight pattern in Figure 2.25 can be observed as having a looping pattern that moved from 
one side of the field to the other, while the FF6P used a pattern that involved skipping 
every other flight line moving from one side of the field to the other, and then filling in 
the skipped flight lines while moving back across the field to the side where flight plan 
initially started (Figure 2.25).   
 During the orthomosaicking process, Pix4D identifies pixels depicting the 
same area of ground surface within adjacent images and applies a weighted average to 
the set of similar pixels based on their location within an image, and from this 
weighted pixel average, produces a single pixel value (Marc Desgroseilliers, personal 
email communication).  Pix4D 	
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Figure 2.25. Flight patterns for the Tempest (top) and FF6P (bottom) aircrafts. 
 
completes this process for all pixels within the image set collected during a flight.  Thus, 
flight patterns are important as they affect the sequence of images collected over the 
duration of a flight.  In the Tempest flight pattern, the first and last flight lines are located 
at opposite sides of the field.  This results in the first and last flight lines depicting 
different portions of the field, separated in time by approximately the entirety of the flight 
duration.  In the FF6P flight pattern, the first and last flight lines are both located on the 
same side of the field, depicting the same portion of the field, separated in time by 
approximately the entirety of the flight duration.  If it is assumed that surface temperature 
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increased over the flight duration due to the sun warming the surface, and the Pix4D 
weighted pixel scheme was applied to imagery collected using the Tempest flight pattern, 
the images in the southern half of the field would be collected overall prior to the images 
in the north half of the field, and would result in a gradient of increasing temperature 
moving from south to north in the field.  If the same concept was applied to the images 
collected using the FF6P flight pattern, the first and last flight lines depicting the same 
portion of the field, separated in time by approximately the entirety of the flight duration, 
may result in more of a mean temperature between the images collected in the first and 
last flight lines.  If this concept is applied throughout the entire field for the FF6P flight 
pattern, the resulting orthomosaic would potentially represent more of a mean surface 
temperature of the range of temperatures observed over the flight duration.   
 This concept was tested on four different surface temperature orthomosaics that 
were collected on four different dates using the Tempest and FF6P flight patterns (Table 
2.9).   The FLIR Tau 2 camera was used to collect thermal infrared images and processed 
into surface temperature orthomosaics using Pix4D that were not corrected for emissivity 
or atmospheric effects. (Figure 2.26-2.29).  In order to show how the flight pattern affects 
the final orthomosaic product, the individual Tau 2 surface temperature images of each 
flight had the center 25% of the image averaged and plotted in the sequence that they  
Table 2.9. UAS images used in analysis to determine the effects of 
flight pattern on surface temperature orthomosaic. 
Image Date Flight Pattern Flight Duration (min) 
Flight Altitude 
(m AGL) 
May 30, 2017 Tempest 39 240 
June 6, 2017 Tempest 31 240 
June 15th, 2017 Tempest 35 240 
June 20, 2017 FF6P 30 120 
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were collected.  All four dates show an increase in average image temperature over the 
duration of the flights (Figure 2.26-2.29).  From the surface temperature orthomosaics, 
north-south transects were plotted based on pixel location plotted south to north.  All 
three surface temperature orthomosaics produced from images collected using the 
Tempest flight pattern resulted in an observable increasing gradient in surface 
temperature from south to north, which was not observed in the surface temperature 
orthomosaic produced from the images collected using the FF6P flight pattern (Figure 
2.26-2.29).  Additional analysis will be needed to de-trend the imagery acquired by the 
Tempest UAS to resolve this spatial surface temperature gradient.     
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Figure 2.26. Orthomosaic of May 30, 2017 surface temperature over fields CSP1 and CSP2 depicting 
two North-South transects (top).  Average surface temperature of the center 25% of each individual 
thermal image plotted in the sequence of which the imagery was collected (bottom-left).  North-South 
transect of surface temperature of fields CSP1 and CSP2 plotted from south to north (bottom-right).    
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Figure 2.27. Orthomosaic of June 6, 2017 surface temperature over fields CSP1 and CSP2 depicting two 
North-South transects (top).  Average surface temperature of the center 25% of each individual thermal 
image plotted in the sequence of which the imagery was collected (bottom-left).  North-South transect of 
surface temperature of fields CSP1 and CSP2 plotted from south to north (bottom-right).    
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Figure 2.28. Orthomosaic of June 15th, 2017 surface temperature over fields CSP1 and CSP2 depicting 
two North-South transects (top).  Average surface temperature of the center 25% of each individual 
thermal image plotted in the sequence of which the imagery was collected (bottom-left).  North-South 
transect of surface temperature of fields CSP1 and CSP2 plotted from south to north (bottom-right).    
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Figure 2.29. Orthomosaic of June 20, 2017 surface temperature over field CSP1 depicting North-
South transect (top).  Average surface temperature of the center 25% of each individual thermal 
image plotted in the sequence of which the imagery was collected (bottom-left).  North-South 
transect of surface temperature of field CSP1 plotted from south to north (bottom-right).    
2.3.3.2. Assessment of Calibrated FLIR Tau 2 Thermal Infrared Imagery 
Comparison to Field-Based Infrared Thermometer Measurements 
 Comparisons were made between surface temperature orthomosaics and in-field 
IRTs to analyze the accuracy of the UAS-based thermal infrared image collection, 
orthomosaicking, and calibration process.  Two Apogee SI-111 IRTs (Apogee, 2018) 
were located in the northern half of the VRI field in 2016 (Figure 2.30).  UAS-based 
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thermal imagery was collected with the Tempest aircraft at two different altitudes and 
two dates with the IRTs present (Table 2.10). 
Table 2.10. UAS flight data used in comparison to in-field IRTs. 
Date UAS Flight Altitude (m AGL) 
Sept. 19, 2016 Tempest 120 
Sept 28, 2016 Tempest 240 
 
  
Figure 2.30. Uncorrected surface temperature orthomosaic of VRI field for Sept. 19, 2016 (left) and 
Sept. 28, 2016 (right) with location of IRTs represented with an “X”.	
 The surface temperature orthomosaics were produced using Pix4D and calibrated 
using the process explained above. The online atmospheric correction parameter 
calculator from Barsi et al. (2003) was used to determine the atmospheric profiles 
interpolated in both space and time to the VRI field location and scene center time of the 
UAS flights.  MODTRAN was used with the generated atmospheric profiles to produce 
values for atmospheric downwelling (Ld) and upwelling (Lu) longwave radiance and 
transmissivity (τ) for a spectrum from 6.5 to 15 µm.  These values were weighted and 
summed over the full width half max (FWHM) spectral response of the FLIR Tau 2 and 
Apogee SI-111 sensors using Planck’s equation and the center wavelength of the FLIR 
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Tau 2 and Apogee SI-111 FWHM spectrums to determine a single atmospheric Ld, Lu, 
and τ values specific to each sensors’ spectral response (Table 2.11).  Since the FLIR Tau 
2 sensor was set to record thermal imagery assuming a surface  
Table 2.11. Atmospheric upwelling and downwelling radiance and transmissivity for the 
FLIR Tau 2 and Apogee SI-111 sensor spectral response.   
Date Sensor Spectral Response Range (µm, FWHM) Lu Ld T 
Sept. 19, 2016 Tau 2 8.3-13.1 0.50 4.69 0.94 
Sept. 19, 2016 SI-111 8-14 0.01 5.11 1.00 
Sept. 28, 2016 Tau 2 8.3-13.1 0.33 2.22 0.96 
Sept. 28, 2016 SI-111 8-14 0.00 2.78 1.00 
 
emissivity value of one, the thermal infrared orthomosaics needed to be corrected using 
the actual surface emissivity of the surface being imaged (vegetation and soil).  With 
vegetation and soil having different emissivity values, a relationship based on fraction of 
green vegetative cover from Brunsell and Gillies (2002) was implemented using 
 9 = :3;- − :3;-=>?:3;-=@A − :3;-=>? B (2.3) 
 
 
where NDVI is the average NDVI of a given AOI, NDVImin is the NDVI value of bare 
soil, and NDVImax is the NDVI value of total vegetative cover.  An NDVI image of the 
VRI field was produced for each date using the calibrated UAS multispectral NIR and red 
band reflectance orthomosaics.  The value for NDVI in Equation 2.3 was calculated using 
a 2 x 2 m AOI positioned beneath the IRT’s FOV (Table 2.12).  An NDVImax value of 
0.89 and an NDVImin value of 0.1 were used to follow that of Li et al. (2005).  After 
calculating c for the two different AOIs beneath the IRTs, Equation 2.4 from Brunsell 
and Gillies (2002) was used to calculate a weighted emissivity value based on the 
emissivity values of green vegetation and soil using 
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 C> = 9×CE + (1 − 9)×CJ (2.4) 
 
where εi is the pixel emissivity, εv is the emissivity of vegetation, and εs is the emissivity 
of soil.  Emissivity values for vegetation and soil were acquired from several sources 
(Table 2.13).  Using Equations 2.3 and 2.4 and the 2 x 2 m AOI NDVI values calculated 
from the UAS multispectral orthomosaics, corrected surface emissivity values were 
calculated for each AOI (Table 2.14).  
Table 2.12. Calculated AOI NDVI values from the UAS multispectral orthomosaics. 
UAS Image Date AOI/IRT Location Average AOI NDVI Max AOI NDVI MIN AOI NDVI 
Sept. 19, 2016 West 0.74 0.83 0.57 
Sept. 19, 2016 East 0.79 0.85 0.70 
Sept. 28, 2016 West 0.41 0.50 0.31 
Sept. 28, 2016 East 0.53 0.64 0.41 
 
Table 2.13. Emissivity values of various surface covers. 
Surface Emissivity 
Green Vegetation 0.98[A] 
Senesced Vegetation 0.95[B] 
Soil 0.96[C] 
[A]Source: Brunsell and Gillies (2002) 
[B]Source: Default values for maize and soybean in SETMI (Geli et al., 2014) 
[C]Source: Houborg et al. (2009) 
  
Table 2.14. Calculated fraction of vegetative cover and corrected emissivity values for the two AOIs for 
each UAS image collection date. 
UAS Image Date AOI/IRT Location Fc (Brunsell and Gillies, 2002) 
Emissivity 
(Brunsell and Gillies, 2002) 
Sept 19, 2016 West 0.66 0.9732 
Sept 19, 2016 East 0.76 0.9752 
Sept 28, 2016 West 0.15 0.963 
Sept 28, 2016 East 0.30 0.966 
 
 To apply the atmospheric and emissivity corrections to the thermal infrared 
orthomosaics and the in-field IRTs, the Lu, Ld, and τ terms from Table 2.11 and the 
emissivity values from Table 2.14 were used in the Barsi et al. (2005) equation   
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 4JK?J = LC4JM9 + 4N + L(1 − C)4O (2.5) 
 
where Lsens is the radiance measured by the sensor, τ is the atmospheric transmission, ε is 
the surface emissivity, Lsfc is the radiance of a blackbody target of a temperature in 
Kelvin, Lu is the upwelling atmospheric path radiance, and Ld is the downwelling sky 
radiance.  Using Equation 2.5 and the modeled atmospheric parameters and corrected 
surface emissivity values, the surface temperature orthomosaics and IRT measured 
temperatures were corrected by solving for Lsfc (Figure 2.31, Table 2.15).   The IRTs 
located in the VRI field collected surface temperature measurements on a one-minute 
average.  The atmospheric and emissivity corrected IRT measurements collected over the 
duration of the two UAS flights were plotted, along with the corrected averaged AOI 
surface temperatures orthomosaic measurements (Figure 2.32).  The corrected AOI 
averaged surface temperatures obtained from the calibrated thermal orthomosaics were 
assumed to be taken at the scene center time of each UAS flight and were plotted 
accordingly.  
Table 2.15. AOI surface temperature measurements from corrected UAS surface temperature 
orthomosaics for Sept. 16, 2016 and Sept. 28, 2016. 
UAS Image Date AOI/IRT Location 
Mean Temp 
(degree Celsius) 
Max Temp 
(degree Celsius) 
Min Temp 
(degree Celsius) 
Sept 19, 2016 West 25.4 27.4 26.6 
Sept 19, 2016 East 26.4 27.2 26.8 
Sept 28, 2016 West 16.1 16.4 15.9 
Sept 28, 2016 East 16.8 16.9 16.6 
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Figure 2.31. Atmospheric and emissivity corrected UAS surface temperature orthomosaic of VRI field 
for Sept. 19, 2016 (left) and Sept. 28, 2016 (right) with location of IRTs represented with an “X”. 
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Figure 2.32. Corrected IRT surface temperature measurements and AOI averaged surface temperature 
orthomosaic measurement (represented with red “x”) of the Sept. 19, 2016 west IRT AOI (top-left) and 
east IRT AOI (top-right) and the Sept. 28, 2016 west IRT AOI (bottom-left) and east IRT AOI (bottom-
right).  
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 Due to the low estimation of surface temperate from the calibrated thermal 
orthomosaics observed in Figure 2.32, non-calibrated IRT measurements and thermal 
infrared images were compared and plotted in Figure 2.33.  This comparison was 
conducted to determine if the atmospheric and emissivity corrections, along with the 
orthomosaicking process of thermal imagery, was inducing error in measured surface 
temperature from the thermal orthomosaics.  Three individual non-calibrated thermal 
infrared images had surface temperature measurements retrieved from the FOV of each 
IRT.  The IRT and surface temperature measurements of the individual thermal images 
were plotted based on the exact time of which the images were collected during the 
flights. 
 The comparison of the calibrated thermal infrared orthomosaics and non-
calibrated raw thermal images both resulted in lower values of surface temperature 
compared to the IRT measurements.  The calibrated thermal orthomosaic resulted in a 
low estimation of temperature by -2.6 degrees Celsius compared to the IRT, and -2.3 
degree Celsius for the non-calibrated thermal imagery.  We conclude that this bias can be 
attributed to the ± 5 degrees Celsius or 5% accuracy of the FLIR Tau 2 camera (FLIR, 
2015).    
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Figure 2.33. Non-corrected IRT surface temperature measurements and UAS thermal infrared imagery 
temperature measurements of the Sept. 19, 2016 west IRT AOI (top-left) and east IRT AOI (top-right) 
and the Sept. 28, 2016 west IRT AOI (bottom-left) and east IRT AOI (bottom-right). 
2.4 Summary and Conclusion   
 In this work, UAS-based multispectral and thermal infrared imagery was acquired 
and assessed to better understand the process of collecting, processing, and calibrating 
image data in an attempt to gain insight on the capability of UASs for providing quality 
imagery for scientific applications.  Multispectral and thermal infrared imagery was 
collected using two different UAS airframes that incorporated different flight parameters.  
The multispectral imagery was processed using Pix4D and radiometrically calibrated 
using three different methods that incorporated a combination of a reflectance panel and a 
downwelling light sensor data, and the results were compared against Landsat 7 and 8 
77	
	
	
	
satellite reflectance products and ground-based reflectance tarps.  The thermal infrared 
imagery was also processed using Pix4D and calibrated by correcting for atmospheric 
effects and emissivity, and was compared to temperature measurements acquired by IRTs 
located within the fields remotely sensed. 
 The UAS multispectral image calibration did not result in overwhelming support 
for any one calibration method.  The PR, 2PR, and DLS calibration methods had varying 
results when compared to the Landsat 7 and 8 satellite reflectance products and ground-
based reflectance tarps.  In the comparison of the UAS multispectral orthomosaics to 
Landsat 7 and 8 reflectance products, the DLS method had the best results in terms of 
values obtained for root mean square error (RMSE), mean absolute error (MAE), and 
mean bias error (MBE) compared to that of the PR and 2PR calibration methods, and the 
2PR method resulted in a slightly better comparison to the Landsat 7 and 8 reflectance 
products than the PR method.  In the comparison of the UAS multispectral orthomosaics 
to the reflectance tarps, the PR and 2PR methods performed similarly to each other and 
better than the DLS method.  While the reflectance comparisons had varying results, 
there were positive results in determining how the DLS data collected during the flight 
affected the overall DLS calibration process.  The results from the evaluation of the 
sensor-sun view angle and DLS measured spectral irradiance supports the idea that the 
aircraft attitude may be inducing variability in the DLS calibration method that is not 
currently accounted for when using this calibration method.  If the DLS data is used for 
calibration purposes, there is likely a need to account for variations in DLS data due to 
aircraft attitude.  One item to note is that the DLS used in this study had been slightly 
damaged starting on Aug. 2, 2017.  The DLS had a small scuff across the surface of the 
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sensor and the impacts of this damage are unknown, as there was no baseline test 
completed before the damage took place.  
 The process of constructing thermal orthomosaics using Pix4D was more 
challenging than that of the multispectral orthomosaics.  Due to the nature of integration 
period of the FLIR Tau 2 camera, blurring occurred in the thermal images which affected 
the quality of thermal orthomosaics.  It was observed that the images collected at an 
altitude of 240 m AGL (Sept. 28) resulted in better quality orthomosaic, which is likely 
due to the fact that the distance travel over ground by the UAS during an image collection 
period was 0.68 pixels for the Tempest aircraft and 0.57 pixels for the FF6P aircraft, 
approaching the 0.5 pixels standard.  While there was greater success in achieving more 
complete thermal infrared orthomosaics with images collected at an altitude of 240 m 
AGL, it was demonstrated with the June 20 UAS thermal infrared images that it was 
possible to achieve complete thermal infrared orthomosaics at an altitude of 120 m AGL 
as well.  Careful consideration should be made when collecting thermal infrared images 
using UAS, where factors such as UAS ground speed and altitude, along with the 
camera’s integration period, need to be considered.   
 The comparison of the calibrated and non-calibrated UAS thermal infrared 
orthomosaics and images to the in-field IRTs was not extensive as there was not 
sufficient data to conclude the accuracy of the thermal infrared images and calibration 
process.  The comparisons showed an overall low bias estimation of temperature, 
potentially supporting the need to apply a scaling approach to improve the estimation of 
surface temperature from the thermal orthomosaics.  A more extensive evaluation should 
be completed in the future.  
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2.5 Appendix A 
Table 2.16. UAS flight information for 2016 and 2017. 
Year Month Day Location Multispectral Imagery 
Thermal 
Imagery DLS
 
Weather Conditions 
Altitude 
(m AGL) 
Landsat 
Satellite 
CALMIT 
Reflectance 
Tarps Wind Temp Sky 
2016 May 19 VRI x x  -  160∘ @ 14 65∘F Clear 120    -  
2016 May 26 VRI x x  -  90∘ @ 5 70∘F Clear 120 Landsat 8  -  
2016 June 1 VRI x x  -  320∘ @ 8 65∘F Clear 120    -  
2016 June 8 VRI x x  -  170∘ @ 17 75∘F Clear 120    -  
2016 June 17 VRI x x  -  150∘ @ 8 82∘F Clear 120    -  
2016 June 24 VRI x x  -  140∘ @ 12 79∘F Clear 120    -  
2016 June 30 VRI x x  -  340∘ @ 4 80∘F Clear 120    -  
2016 July 1 CSP2 x x  -  030∘ @ 5 72∘F Mostly Clear 120    -  
2016 August 4 VRI x x  -  030∘ @ 4 85∘F Clear 120    -  
2016 August 11 VRI  - x  -  090∘ @ 8 85∘F Partly cloudy 120    -  
2016 August 12 VRI x x  -  340∘ @ 8 82∘F Overcast 120    -  
2016 August 15 CSP3  - x  -  150∘ @ 5-10 85∘F Overcast 120    -  
2016 Sept 1 VRI x x  - N/A N/A N/A 120    - 
2016 Sept 1 CSP1 x x  -  N/A N/A N/A 120    -  
2016 Sept 1 CSP3 x x  -  N/A N/A N/A 120    -  
2016  Sept 2 CSP2 x x  -  N/A N/A N/A 120    -  
2016 Sept 8 VRI x x  -  N/A N/A N/A 120    -  
2016 Sept 19 CSP2 x x  -  N/A N/A N/A 120    -  
2016 Sept 19 VRI x x  -  N/A N/A N/A 120    -  
2016 Sept 28 VRI x x  - 360∘ @10 58∘F Clear 240    - 
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2017 May 25 CSP2 x x - N/A N/A N/A 120   - 
2017 May 30 CSP1 CSP2 x x  -  310∘ @15-20 80 ∘F Clear 240    - 
2017 June 6 CSP1 CSP2 x x x 150∘ @ 6 N/A Clear 240 Landsat 7  -  
2017 June 15 CSP1 CSP2  - x  - N/A N/A N/A 240    -  
2017 June 20 CSP1  x x x 300∘ @ 9 90∘F Clear 120    -  
2017 June 20 CSP2 x  - x 300∘ @ 9 90∘F Clear 120    -  
2017 June 22 VRI x x x 190∘ @ 10 90∘F 50% Cloud Cover 120    -  
2017 August 2 CSP1 CSP2 x  -  x 360∘ @ 2 85∘F 30% Cloud Cover, Haze 240    -  
2017 August 2 VRI x  -  x 360∘ @ 2 90∘F 30% Cloud Cover, Haze 240    - 
2017 August 8 CSP1 CSP2 x  -  x 120∘ @ 5 80∘F 20% Cloud Cover 240    -  
2017 August 11 VRI x  -  x 60∘ @ 5-10 80∘F 30% Cloud Cover 240    -  
2017 August 17 CSP1 x  -  x 300∘ @ 12-18 80∘F Clear 240 Landsat 8  -  
2017 August 17 CSP2 x  -  x 300∘ @ 12-18 80∘F Clear 240 Landsat 8  -  
2017 August 17 VRI x  -  x 300∘ @ 12-18 80∘F Clear 240 Landsat 8  - 
2017 August 23 CSP1 CSP2 x  -  x 180∘ @ 3-7 80∘F Clear 240    - 
2017 August 23 CSP3 x  -  x 180∘ @ 3-7 80∘F Clear 240   x 
2017 August 23 VRI x  -  x 180∘ @ 3-7 80∘F Clear 240    - 
2017 August 31 CSP1 CSP2 x  -  x 180∘ @ 0-3 80∘F Clear - 40% Cloud Cover 240    - 
2017 Sept 6 CSP3 x  -  x 350∘ @ 6-12 75∘F Clear 240   x 
2017 Sept 6 VRI x  - x 350∘ @ 6-12 75∘F Clear-Scattered 240    -  
2017 Sept 8 CSP1 CSP2 x  -  x 180∘ @ 0-5 80∘F Clear 240    -  
2017 Sept 20 CSP1 CSP2 x  -  x 320∘ @ 8-14 75∘F Clear 240    -  
2017 Sept 20 VRI x  -  x 320∘ @ 8-14 75∘F Clear 240    -  
2017 Sept 29 CSP1 CSP2 x  -  x 90∘ @ 0-5 75∘F Clear 240    - 
2017 Sept 29 VRI x  -  x 90∘ @ 0-5 75∘F Clear 240    - 
2017 Oct 17 CSP3 x  -  x 190∘ @ 10 65∘F Clear 240   x 
2018 Oct 17 CSP1 CSP2 x  -  x 190∘ @ 10 65∘F Clear 240   - 
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CHAPTER 3. RETRIEVAL OF MAIZE CANOPY BIOPHYSICAL PARAMETERS 
USING UNMANNED AERIAL SYSTEM MULTISPECTRAL DATA  
Abstract 
Models employing remotely sensed data have been used to estimate crop biophysical 
parameters including leaf area index (LAI), crop height (hc), and fraction of vegetative 
cover (ƒc).  Previously defined models used to estimate these parameters that utilized 
remotely sensed data collected by satellites or manned aircrafts do not take into account 
the development of new maize hybrids and the change in planting densities over several 
years, which may have affected the accuracy of these models.  The development of 
unmanned aerial systems (UASs) provide a new approach to collect multispectral 
reflectance data.  In this study, UASs equipped with a MicaSense RedEdge multispectral 
sensor were used to collect reflectance data over two irrigated maize fields that had 
ground-based measurements of LAI and hc collected throughout the 2017 growing 
season.  Three vegetation indices including Optimized Soil Adjusted Vegetation Index 
(OSAVI), Soil Adjusted Vegetation Index (SAVI) and the Normalized Difference 
Vegetation Index (NDVI) were computed and new regression coefficients were 
developed relating OSAVI, SAVI, and NDVI to LAI and hc, respectively.  Compared to 
prior relationships, the RMSE for the OSAVI-based estimations of LAI and hc decreased 
from 1.1 to 0.3 m2m-2 for LAI and 0.65 to 0.24 m for hc.  All three identified VIs resulted 
in similar estimations of LAI and hc for the newly defined relationships.  Estimations of 
ƒc were computed using NDVI and evaluated against the UAS multispectral imagery that 
was partitioned into a fraction of vegetative cover value using a k-means clustering 
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algorithm.  Results of estimating ƒc showed similar trends between previously proposed 
methods, but limited k-means clustering based ƒc estimations due to low UAS image 
spatial resolution, inhibited a complete comparison of this method to prior methods.  
UAS imagery was typically collected at an altitude of 240 m above ground level (AGL), 
which resulted in a coarser image resolution and a decreased objectiveness in separating 
the vegetative and soil background clusters.  Only one UAS multispectral image date 
(June 20) was used in the k-means clustering ƒc estimation, as this imagery was collected 
at an altitude of 120 m AGL, which resulted in an image resolution that made separating 
the vegetative and soil clusters less subjective.    
3.1 Introduction 
The modeling of crop biophysical parameters has been studied extensively over 
the last few decades to obtain accurate estimations of LAI, hc, and ƒc for use in various 
land surface modeling schemes.  One such model that utilizes these biophysical 
parameters is the two source energy balance model (TSEB) developed by Norman et al. 
(1995), which uses remotely sensed radiometric surface temperature and fraction of 
vegetative cover to compute the individual canopy and soil surface energy balance fluxes.  
An additional modeling approach that utilizes estimations of these biophysical parameters 
by means of remote sensing was originally proposed by Neale et al. (2006), who 
describes a “hybrid” approach that couples the TSEB and reflectance based crop 
coefficient models with a soil water balance model for estimating evapotranspiration 
(ET). 
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Previous efforts in modeling crop biophysical parameters utilized remotely sensed 
imagery as means to relate reflectance based vegetation indices (VIs) to various crop 
biophysical measurements.  One of the most common VIs used in previous work is the 
NDVI (Kriegler et al., 1969; Rouse et al., 1973).  While NDVI has been used extensively 
in previous work, it has shown susceptibility to soil background effects in partial canopy 
covers and has driven others to explore alternative VI formulations, leading to the family 
of soil adjusted VIs (Anderson et al., 2004).  Huete (1988) developed an early SAVI by 
incorporating a factor L, taking the form: SAVI= (NIR-Red)*(1+L)/(NIR+Red+L), where 
NIR and Red are reflectance in the near-infrared and red wavelengths respectively, and 
L=0.5 was identified as an optimal value over a range of soil reflectance and vegetative 
cover (Huete, 1988).  A later formulation of the SAVI, optimized by Rondeaux et al. 
(1996) known as OSAVI identified L=0.16 to minimize soil-induced variability in 
homogeneous canopies, such as agricultural crops (Rondeaux et al., 1996; Anderson et 
al., 2004).  
Others have developed relationships between different remote sensing platforms 
and various vegetation characteristics.  The work completed by Anderson et al. (2004), 
Anderson et al. (2005), and Li et al. (2005) were more recent studies to employ 
formulations to estimate LAI, hc, and ƒc using satellite and manned aircraft remote 
sensing platforms and ground-based measurements.  Remotely sensed multispectral 
reflectance data was used to calculate NDVI and OSAVI and was related to ground-based 
measurements by fitting the data to various functions (Anderson et al., 2004; Anderson et 
al., 2005; Li et al., 2005).  However, the development of other remote sensing 
technologies such as UASs, in addition to the development of new maize hybrids and 
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changes in planting densities, highlight the need to redefine and update the relationships 
when using UAS remote sensing based VIs to estimate crop biophysical 
parameters.  Many of these relationships rely heavily on the instrumentation and 
platforms used to extract this type of data, which presents a need to determine a solution 
for each particular case (Xue and Su, 2017). 
3.1.1 Objectives 
 The objective of this study was to assess the accuracy in estimating LAI, hc, and 
ƒc using low altitude UAS multispectral imagery and previously proposed methods, and 
to determine if newly defined relationships using the UAS data can achieve estimations 
of greater accuracy.  This work redefined and evaluated the relationships between various 
VIs derived from low altitude UAS-based MicaSense RedEdge multispectral reflectance 
imagery, and measured LAI and hc based on the methods proposed by Anderson et al. 
(2004).  Fraction of cover was evaluated using the methods proposed by Choudhury et al. 
(1994), Brunsell and Gillies (2002), Anderson et al. (2005), and Li et al. (2005), and 
validated against the UAS MicaSense reflectance imagery that was partitioned into 
fraction of vegetative cover using k-means clustering to partition vegetation from soil 
background.  The k-means clustering method of obtaining ƒc values was employed to act 
as ground truth measurements, as fraction of cover ground-based measurements were not 
collected with the LAI and hc measurements.    
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3.2 Methods 
3.2.1. Data Site Description 
 The two fields used in the study were located at the Eastern Nebraska Research 
and Extension Center near Mead, Nebraska, and were part of the ongoing University of 
Nebraska Lincoln (UNL) Carbon Sequestration Project (CSP) equipped with Eddy 
Covariance Flux Towers (Suyker et al., 2004). Site one of the CSP fields (CSP1) is 
planted as continuous irrigated maize and site two (CSP2) is planted as irrigated maize-
soybean rotation with maize planted on odd years (Figure 3.1).  In 2017, field CSP1 
contained Pioneer P1197AMT hybrid with a plant population of 86,276 plants/ha.  Field 
CSP2 contained Pioneer P1197AM hybrid with a plant population of 81,127 plants/ha.  
These fields were part of a ground-based measurement program where each field 
contained six intense management zones (IMZs) where LAI and hc measurements were 
collected during the 2017 growing season (Figure 3.2).  
 
Figure 3.1. Study site located at the Eastern Nebraska Research and Extension Center (ENREC) near 
Mead, NE.  The two fields included in this study were CSP1 and CSP2 outlined in black.  The 
longitude and latitude coordinates denote the locations of the Eddy Covariance Flux Towers. Image 
was retrieved from Landsat-8 imagery courtesy of the U.S. Geological Survey. 
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Figure 3.2. Fields CSP1 (left, irrigated maize) and CSP2 (right, irrigated maize) and locations and areas 
of interest of the 12 IMZs. 
 
3.2.2. UAS MicaSense RedEdge Multispectral Reflectance Imagery 
 The reflectance data for this study was collected using two UASs that were 
equipped with a MicaSense RedEdge multispectral camera 
(https://www.micasense.com).  The UASs used were a fixed wing Tempest aircraft from 
UASUSA (http://www.uasusa.com) and a FireFly 6 Pro from BirdsEyeView 
(https://www.birdseyeview.aero).  Multispectral imagery was collected over each field on 
several occasions during the 2017 season (Table 3.1), and processed and calibrated using 
Pix4D (https://pix4d.com) and a reflectance panel calibration target provided by 
MicaSense.  The reflectance panel calibration target was imaged before and after each 
flight to capture the change in global irradiance due to changes in solar angles over the 
duration of a flight.  This change in global irradiance was incorporated into the 
calibration of the multispectral reflectance imagery using a linear interpolation to obtain 
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irradiance value at the time of each image collected during a flight.  These interpolated 
irradiance values were used to produce radiometrically calibrated reflectance images and 
processed into orthomosaics using Pix4D.  Vegetation indices such as the NDVI 
(Equation 3.1, Kreigler et al., 1969), SAVI (Equation 3.2, Huete, 1998), and OSAVI 
(Equation 3.3, Rondeaux et al., 1996) were computed for each image date from the 
calibrated mosaics, 
 NDVI = (NIR − Red)(NIR + Red) (3.1) 
 
 SAVI = (NIR − Red)×(1 + L)(NIR + Red + L)  (3.2) 
 
 OSAVI = (NIR − Red)×(1 + L)(NIR + Red + L)  (3.3) 
 
where NIR and Red are the reflectance in the near-infrared and red bands respectively, 
and L=0.5 in Equation 3.2 and 0.16 in Equation 3.3.  Each IMZ had an area identified for 
ground-based measurements, and ranged 126-277 m2 in area.  Spatially averaged NDVI, 
SAVI, and OSAVI values were calculated for each IMZ and UAS image mosaic date.  
The IMZ averaged VIs were computed by first calculating the average reflectance in the 
NIR and Red bands over the individual IMZ designated areas, and the various VIs 
(Equation 3.1-3.3) were calculated from the averaged NIR and Red reflectance 
(Appendix B, Table 3.5 (CSP1), Table 3.6 (CSP2)).  Clouds were present on certain dates 
and the IMZs that were affected by cloud shadows were removed from the UAS image 
data set.      
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Table 3.1. 2017 UAS data collection flight information.  
Year Month Day Location Altitude (m) 
Weather Conditions 
Winda Temp (°F) Sky Conditions
b 
2017 May 30 CSP1, CSP2 240 15-20 80 clear 
2017 June 6 CSP1, CSP2 240 - - clear 
2017 June 20 CSP1 120 300° @ 9 90 clear 
2017 June 20 CSP2 120 300° @ 9 90 clear 
2017 Aug 2 CSP1, CSP2 240 360° @ 2 85 30% cloud cover with slight haze 
2017 Aug 8 CSP1, CSP2 240 120° @ 5 80 20% cloud cover 
2017 Aug 17 CSP1 240 300° @ 12-18 80 clear 
2017 Aug 17 CSP2 240 300° @ 12-18 80 clear 
2017 Aug 23 CSP1, CSP2 240 180° @ 3-7 80 clear 
2017 Aug 31 CSP1, CSP2 240 180° @ 0-3 80 clear changing to 40% cloud cover 
2017 Sept 8 CSP1, CSP2 240 180° @ 0-5 80 clear 
2017 Sept 20 CSP1, CSP2 240 320° @ 8-14 75 clear 
2017 Sept 29 CSP1, CSP2 240 90° @ 0-5 75 clear 
 a Wind is presented as miles per hour (mph) or direction from magnetic north @ wind speed in mph. 
 b Sky conditions are presented as the sky conditions during the time of flight. 
 
3.2.3. Ground based Measurements 
 Ground based measurements of LAI and hc were collected on 12 different dates 
during the 2017 season at each IMZ location, for a total of 144 ground-based 
measurements (Appendix B, Table 3.5 (CSP1), Table 3.6 (CSP2)).  LAI was measured 
using a LI-COR LI-3100 leaf area meter (LI-COR, 2018).  Ground based measurements 
of LAI and hc were linearly interpolated to align with the UAS image acquisition 
dates.  Linear extrapolation was used on the early and late season UAS images that 
occurred within three days of the nearest ground-based measurement.  Certain early 
season LAI extrapolated ground-based measurements resulted in negative values, while 
the associated extrapolated hc ground-based measurements were positive.  In order to 
include these early season extrapolated values, the negative extrapolated LAI values were 
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re-calculated based on a ratio using LAI and hc from the nearest ground-based 
measurement and the extrapolated hc value, using the formula 
 LAI3453654789 = hc8<7=4>?54789× LAI@84A6=89hc@84A6=89  (3.4) 
where LAImeasured and hcMesured were the ground-based measurements nearest in time to the 
given UAS image being extrapolated, hcExtrapolated was the extrapolated hc for the given 
UAS image, and LAIcalculated replaced the negative LAI extrapolated value.   This ratio 
was implemented on 10 early season LAI extrapolated values (Appendix B, Tables 3.5 
and 3.6). 
3.2.4 UAS Reflectance Estimations of Leaf Area Index and Crop Height 
 The method used to relate LAI and hc to VIs follows that of Anderson et al. 
(2004), using the function of the form  
 B = (C×DE + F)×(1 + G×exp J×DE ) (3.5) 
where y is LAI or hc, VI is the IMZ spatially averaged NDVI, SAVI, or OSAVI values 
derived from the UAS multispectral imagery, and a, b, c, and d are coefficients.  The 
spatially averaged IMZ VI values and their respective interpolated and extrapolated 
ground-based measurements of LAI and hc were randomly sampled into calibration and 
validation data sets, that contained 65% and 35% of the observations respectively.  The 
regression analysis was completed for each of the three VIs using Equation 3.5 and the 
calibration data that included data between emergence and tasseling (May 30 through 
Aug. 8), with the resulting regression coefficients shown in Table 3.2.  The newly derived 
coefficients were compared to the validation data (Figure 3.3) with statistical results 
shown in Table 3.2.  The OSAVIUAS VI emergence through tasseling validation data was 
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also evaluated using the OSAVIUSU coefficients proposed by Anderson et al. (2004) 
(Figure 3.3), with statistical results listed in Table 3.3.  Regression coefficients were also 
defined for LAI using the data that encompassed the period from emergence through 
partial senescence (May 30 through Sept. 29) using all 11 UAS images (Table 3.4).  
Table 3.2. Regression coefficients and statistical results of estimations of LAI and hc using UAS 
multispectral imagery and ground-based measurement data from emergence through tasseling (May 30 
through Aug. 8). 
y VI 
 Regression coefficients Comparison with Observations 
Crop a b c d N RMSE MAE MBE 
LAI OSAVIUAS Maize 0.04246 -0.005283 71.45 1.294 18 0.304 0.223 -0.028 
LAI SAVIUAS Maize 0.07304 -0.009842 119 0.2805 18 0.382 0.314 -0.040 
LAI NDVIUAS Maize 3.605 -0.5005 0.001228 7.354 18 0.238 0.191 0.004 
hc (m) OSAVIUAS Maize 1.33 0.08739 0.00779 7.081 17 0.244 0.215 0.025 
hc (m) SAVIUAS Maize 0.1299 0.03268 3.15 3.303 17 0.257 0.217 0.03 
hc (m) NDVIUAS Maize 1.217 0.08721 1.946e-5 12.55 17 0.210 0.185 0.029 
 
Table 3.3. Regression coefficients and statistical results of estimations of LAI and hc using UAS 
multispectral imagery and ground-based measurement data from emergence through tasseling using the 
Anderson et al. (2004) OSAVIUSU regression coefficients. 
y VI 
 
Regression coefficients (Anderson et 
al., (2004) OSAVIUSU) 
Comparison with Observations 
Crop a b c d N RMSE MAE MBE 
LAI OSAVIUSU Maize 4.00 -0.80 4.73e-6 15.64 18 1.100 0.858 -0.858 
hc (m) OSAVIUSU Maize 1.86 -0.20 4.82e-7 17.69 17 0.650 0.415 -0.415 
 
Table 3.4. Regression coefficients and statistical results of estimations of LAI using UAS multispectral 
imagery and ground-based measurement data from emergence through partial senescence. (May 30 through 
Sept. 29). 
y VI 
 Regression coefficients Comparison with Observations 
Crop a b c d N RMSE MAE MBE 
LAI OSAVIUAS Maize 0.006295 -0.001203 535.9 1.254 41 0.6257 0.496 0.0179 
LAI SAVIUAS Maize 0.0504 -0.006559 91.75 1.319 41 0.5773 0.448 -0.002 
LAI NDVIUAS Maize 0.7301 -0.0569 0.02665 6.003 41 0.638 0.4827 -0.076 
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Figure 3.3. Modeled LAI using the regression coefficients (Table 3.2) derived using OSAVIUAS (top-
left), NDVIUAS (top-right), SAVIUAS (bottom-left), and the Anderson et al. (2005) OSAVIUSU regression 
coefficients (Table 3.3, bottom-right). 
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Figure 3.4. Modeled hc using the regression coefficients (Table 3.2) derived using OSAVIUAS (top-left), 
NDVIUAS (top-right), SAVIUAS (bottom-left), and the Anderson et al., (2005) OSAVIUSU regression 
coefficients (Table 3.3, bottom-right).	
3.2.5 UAS Reflectance Estimations of Fraction of Cover 
 The method used to derive ƒc from reflectance based VIs follows that of 
Choudhury et al. (1994), Brunsell and Gillies (2002), Anderson et al. (2005), and Li et al. 
(2005).  Anderson et al. (2005) proposed a method to calculated fraction of vegetation 
cover c(q), with u representing the zenith view angle of the sensor, which in the case of 
this work can be assumed zero as the UAS imagery was collected and processed as 
having a nadir perspective.  For a homogenous canopy with a spherical leaf angle 
distribution and LAI, ƒc(q) is calculated using 
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 K θ = 1 − exp	 −0.5LAIcosθ  (3.6) 
where the exponential portion of the equation represented the area of bare soil viewed 
through the canopy (Anderson et al., 2005).  Anderson et al. (2005) proposed a second 
equation to calculate ƒc(q) to accommodate nonrandom leaf area distribution 
characteristics, such as those observed with agricultural landscapes, by modifying LAI 
using a clumping index Ω, 
 K θ = 1 − exp −0.5Ω(θ)LAIcosθ  (3.7) 
Lower Ω values indicate strong clumping while Ω values closer to 1 indicate 
homogeneous canopy with random leaf area dispersion, and Ω values less than 1 indicate 
more regularized distributions (Anderson et al., 2005). 
 Choudhury et al. (1994) used NDVI to estimate the fractional amount of 
vegetation cover occupying inter-row spacing,  
 TUV = 1 − NDVI@4< − NDVINDVI@4< − NDVI@WX Y (3.8) 
where NDVI is the spatially averaged NDVI value of a given area, NDVImax is the NDVI 
value of total vegetation cover, NDVImin is NDVI value for bare soil, and α is a function 
of leaf orientation distribution within the canopy ranging from 0.6 for erectophile 
canopies and 1.25 for planophile canopies (Choudhury et al., 1994).  Li et al. (2005) used 
an NDVImax value of 0.89 and an NDVImin value of 0.1.  For this work, the maximum and 
minimum NDVI values were retrieved from the UAS reflectance imagery collected 
during the study, which resulted in an NDVImax value of 0.93 and 0.95 and an NDVImin 
value of 0.02 and 0.01 for the CSP1 and CSP2 fields, respectively.  The spatially 
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averaged NDVI values were the averaged NDVI value of a given IMZ for an UAS image, 
and an α value of 0.625 was used to follow that of Li et al. (2005).  For the Choudury et 
al. (1994) method of calculating fraction of vegetation cover, fVEG calculated for clumped 
vegetation represents the fractional amount of inter-row bare soil occupied by vegetation 
and not that of bare soil observed through the canopy along the rows (Li et al., 2005).  In 
order to calculate actual fraction of cover (ƒc = 1-ƒsoil), the total amount of soil viewed at 
a nadir view angle ƒsoil(0) must be estimated as the fractions of bare soil in the inter-rows 
(1-VEG) and bare soil observed through the canopy (ƒSR, Anderson et al., 2005).  ƒSR is 
estimated using  
 Z[ = exp −0.5LAI\cosθ  (3.9) 
where LAIL is the local leaf area index estimated using  
 LAI\ = LAITUV (3.10) 
LAI in Equation 3.10 used the interpolated or extrapolated ground-based measurement 
data from Tables 3.5 and 3.6.  Then, ƒsoil(0) can be estimated using  
 A?W5(0) = 1 − TUV + TUVZ[ = exp −0.5Ω 0 LAIcos	(0)  (3.11) 
where Ω is the clumping factor at a nadir view angle.  From Equation 3.11, we can solve 
for the clumping factor for fields CSP1 and CSP2 (Figure 3.5).  The actual fraction of 
cover (ƒc) is calculated as ƒc = 1-ƒsoil or by (Anderson et al., 2005; and Li et al., 2005) 
 3(θ) = 1 − exp −0.5ΩLAIcosθ  (3.12) 
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Figure 3.5 Average clumping factor for fields CSP1 and CSP2 estimated using 
methods proposed by Anderson et al. (2005). 
 
Brunsell and Gillies (2002) proposed an additional method of estimating fraction of 
vegetation cover ƒc using NDVI, 
 3 = NDVI − NDVI@WXNDVI@4< − NDVI@WX ] (3.13) 
where NDVI is the IMZ spatially averaged NDVI value and NDVImin and NDVImax are 
the corresponding NDVI values of bare soil and full vegetation respectively with 
NDVImax and NDVImin set to the same values used in Equation 3.8. 
 The two method of estimating ƒc, the first following that of Choudhury et al. 
(1994), Anderson et al. (2005), and Li et al. (2005) (Equations 3.8-3.12), and the second 
following that of Brunsell and Gillies (2002) (Equation 3.13), were compared against the 
UAS reflectance imagery that was partitioned into vegetative and soil background pixels 
using a MATLAB developed k-means clustering algorithm.  The k-means clustering 
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algorithm split the pixels in the UAS reflectance imagery of each IMZ into 10 clusters of 
similar pixels depicting vegetation and soil background.  The clusters depicting 
vegetation were combined, and a fraction of vegetative cover was calculated based on the 
ratio of vegetative pixels to total pixels in the image.  This k-means clustering method 
was to act as a ground truth method of obtaining an accurate ƒc value, as there were no ƒc 
measurements as part of the ground-based measurements acquired during the 2017 
season.  This k-means clustering method of estimating ƒc was only completed for the 
June 20 UAS reflectance imagery, as this imagery was collected from an altitude of 120 
m AGL, which resulted in a spatial resolution that provided a higher confidence when 
partitioning vegetation from soil background.  All other imagery was collected from an 
altitude of 240 m AGL, which resulted in a spatial resolution that was too coarse to 
confidently partition vegetation from soil background using k-means clustering.  
Estimations of ƒc using the two methods described above are plotted in Figure 3.6, along 
with the estimation of ƒc on June 20 using the k-mean clustering method. 
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Figure 3.6. Fraction of vegetation cover (Fc) using methods proposed by 
Choudhury et al. (1994), Anderson et al. (2005) and Li et al. (2005), Brunsell 
and Gillies (2002), and k-means clustering for fields CSP1 (top) and CSP2 
(bottom). 
3.3 Results and Conclusion  
 This study provided new coefficients for existing formulations used in estimating 
LAI and hc using NDVI, SAVI, and OSAVI derived from UAS multispectral imagery.  
Comparisons to the ground-based measurement resulted in a greater uniformity (Figure 
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3.3) and improved values for root mean squared error (RMSE), mean absolute error 
(MAE), and mean bias error (MBE) compared to the results when using the regression 
coefficients proposed by Anderson et al. (2004) (Table 3.2).  For the OSAVIUAS 
relationships, the RMSE for LAI and hc decreased from 1.10 to 0.304 m2m-2 and 0.65 to 
0.244 m respectively compared to the estimations when using the Anderson et al. (2004) 
OSAVIUSU formulation.  One potential reason for the statistical differences observed in 
the estimated LAI and hc values between the OSAVIUAS and the Anderson et al. (2004) 
OSAVIUSU results could be attributed to the fact that Anderson et al. (2004) forced LAI 
and hc through zero with OSAVI values equal 0.2.  In the UAS imagery, early season LAI 
and hc were observed to have OSAVI values less than 0.2 (Tables 3.5 and 3.6) and LAI 
and hc were not forced through zero.  An additional source of error could be attributed to 
the difference in scales between this work and that of Anderson et al. (2004), where 
Anderson used a remotely sensed image observation scale of approximately 100 m2 
compared to the observation scale of 126-277 m2 used in this work.  The estimation of 
LAI and hc using the three different UAS derived VIs resulted in the NDVIUAS-based 
relationship performing better than the SAVIUAS and OSAVIUAS-based relationships 
having a RMSE of 0.238 m2m-2 and 0.21 m for LAI and hc, respectively. 
 The relationships defined for estimating LAI using the UAS VIs that included the 
period from emergence to partial senescence was completed to determine the difference 
between the formulations for estimating LAI from emergence to tasseling (May 30 
through Aug. 8) and for emergence through partial senescence (May 30 through Sept. 
29).  When using the UAS OSAVI and LAI data for emergence through partial 
senescence, the RMSE for estimating LAI was 0.6257 m2m-2, an increase from 0.304 
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m2m-2 observed from the regression formula that used LAI data from emergence to 
tasseling.  Part of this observed increase in RMSE could be attributed to decreased 
accuracy in the ground-based measurements of LAI, as it becomes more difficult to 
differentiate between green leaves and senesced leaves as the plant continues to senesce.  
 Estimating ƒc using the methods proposed by Choudhury et al. (1995), Anderson 
et al. (2005), Li et al. (2005), and Brunsell and Gillies (2002) provided similar trends in 
comparison to each other.  The Brunsell and Gillies (2002) method had overall estimated 
ƒc to be higher than the method proposed by Choudhury et al. (1995), Anderson et al. 
(2005), and Li et al. (2005).  The lack of proper UAS multispectral image resolution 
inhibited a more complete comparison of the two prior ƒc estimation methods to a k-
means clustering ƒc estimation.  Future work should include multispectral or visual 
imagery with a spatial resolution capable of providing a confident k-means clustering 
based ƒc estimation to be compared and evaluated against previous ƒc estimation methods.   
 In this work, there were no UAS images acquired during the month of July, which 
is a period where maize undergoes rapid growth.  The lack of this imagery may cause 
issues when deriving relationships of estimating LAI, hc, and ƒc from remotely sensed 
imagery and should be included in future work to ensure that the rapid growth phase of 
maize is accounted for in these relationships. 
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3.4 Appendix B 
Table 3.5. Calculated mean NDVI, OSAVI, and SAVI value for all IMZs using calibrated UAS MicaSense RedEdge multispectral reflectance imagery, with 
ground-based measurements of LAI and hc interpolated and extrapolated to align with UAS images for field CSP1. 
UAS Multispectral Imagery Ground Based Measurement Interpolated/Extrapolated Ground Based Measurements 
IMZ DOY NDVI OSAVI SAVI IMZ Sample Taken (DOY) 
Crop Height 
(m) 
Green Leaf LAI 
(m2m-2) IMZ DOY 
Crop Height 
(m) 
Green Leaf LAI 
(m2m-2) 
 1-1 150 0.19 0.17 0.14  1-1 152 0.31 0.20  1-1 150 0.19 0.12* 
 1-1 157 0.33 0.30 0.25  1-1 160 0.77 1.23  1-1 157 0.59 0.84 
 1-1 171 0.82 0.66 0.52  1-1 170 1.18 2.85  1-1 171 1.26 3.20 
 1-1 214 0.88 0.75 0.61  1-1 178 1.81 5.65  1-1 214 3.00 6.05 
 1-1 229 0.88 0.72 0.58  1-1 188 2.25 5.95  1-1 229  5.69 
 1-1 235 0.88 0.71 0.55  1-1 198 3.03 6.48  1-1 235  4.75 
 1-1 243 0.87 0.67 0.51  1-1 207 3.03 6.22  1-1 243  3.89 
 1-1 251 0.83 0.65 0.50  1-1 215 2.99 6.02  1-1 251  2.83 
 1-1 263 0.52 0.36 0.25  1-1 226  6.16  1-1 263  0.09 
      1-1 236  4.59      
      1-1 249  3.28      
           1-1 263   0.09         
 1-2 150 0.22 0.18 0.15  1-2 152 0.36 0.26  1-2 150 0.25 0.18* 
 1-2 157 0.38 0.33 0.27  1-2 160 0.79 1.31  1-2 157 0.62 0.92 
 1-2 171 0.80 0.65 0.51  1-2 170 1.10 2.36  1-2 171 1.15 2.66 
 1-2 214 0.88 0.74 0.60  1-2 178 1.53 4.71  1-2 214 2.91 5.65 
 1-2 220 0.89 0.72 0.57  1-2 188 2.28 6.10  1-2 220  4.71 
 1-2 229 0.87 0.71 0.56  1-2 198 2.84 6.19  1-2 229  3.79 
 1-2 235 0.88 0.70 0.55  1-2 207 2.94 5.74  1-2 235  4.20 
 1-2 243 0.86 0.66 0.49  1-2 215 2.91 5.64  1-2 243  3.68 
 1-2 251 0.81 0.62 0.46  1-2 226  3.59  1-2 251  2.83 
 1-2 263 0.49 0.32 0.21  1-2 236  4.27  1-2 263  0.76 
      1-2 249  3.17      
           1-2 263   0.76         
 1-3 150 0.24 0.19 0.15  1-3 152 0.29 0.16  1-3 150 0.16 0.08* 
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 1-3 157 0.40 0.34 0.28  1-3 160 0.84 1.54  1-3 157 0.63 1.02 
 1-3 171 0.81 0.64 0.50  1-3 170 1.38 3.62  1-3 171 1.41 3.75 
 1-3 214 0.89 0.75 0.61  1-3 178 1.64 4.70  1-3 214 2.84 5.30 
 1-3 220 0.89 0.73 0.57  1-3 188 2.41 6.58  1-3 220  5.33 
 1-3 229 0.88 0.72 0.57  1-3 198 2.92 6.27  1-3 229  5.14 
 1-3 235 0.88 0.71 0.56  1-3 207 2.83 6.36  1-3 235  4.33 
 1-3 243 0.86 0.67 0.52  1-3 215 2.85 5.15  1-3 243  3.76 
 1-3 251 0.81 0.63 0.48  1-3 226  5.54  1-3 251  2.93 
 1-3 263 0.40 0.28 0.19  1-3 236  4.20  1-3 263  0.14 
      1-3 249  3.40      
        1-3 263   0.14         
 1-4 150 0.23 0.19 0.15  1-4 152 0.31 0.22  1-4 150 0.20 0.14* 
 1-4 157 0.36 0.31 0.25  1-4 160 0.74 1.16  1-4 157 0.58 0.80 
 1-4 171 0.81 0.65 0.51  1-4 170 1.06 2.24  1-4 171 1.14 2.55 
 1-4 220 0.90 0.74 0.59  1-4 178 1.70 4.73  1-4 220 3.08 5.93 
 1-4 229 0.89 0.74 0.59  1-4 188 2.37 5.40  1-4 229  5.09 
 1-4 235 0.88 0.72 0.57  1-4 198 2.99 5.26  1-4 235  4.47 
 1-4 243 0.87 0.69 0.54  1-4 207 3.11 6.61  1-4 243  3.37 
 1-4 251 0.81 0.64 0.49  1-4 215 3.07 6.37  1-4 251  2.21 
 1-4 263 0.43 0.31 0.22  1-4 226  5.40  1-4 263  0.33 
      1-4 236  4.37      
      1-4 249  2.52      
        1-4 263   0.33         
 1-5 150 0.23 0.19 0.15  1-5 152 0.33 0.21  1-5 150 0.26 0.09 
 1-5 157 0.39 0.33 0.27  1-5 160 0.61 0.70  1-5 157 0.50 0.52 
 1-5 171 0.82 0.64 0.49  1-5 170 1.25 3.11  1-5 171 1.30 3.30 
 1-5 220 0.89 0.73 0.58  1-5 178 1.61 4.59  1-5 220 2.88 5.53 
 1-5 229 0.88 0.72 0.57  1-5 188 2.22 5.22  1-5 229  5.18 
 1-5 235 0.88 0.71 0.56  1-5 198 2.88 5.59  1-5 235  4.69 
 1-5 243 0.86 0.68 0.52  1-5 207 2.90 5.08  1-5 243  3.92 
 1-5 251 0.82 0.64 0.48  1-5 215 2.88 5.62  1-5 251  2.97 
 1-5 263 0.50 0.34 0.23  1-5 226  5.43  1-5 263  0.86 
      1-5 236  4.61      
      1-5 249  3.32      
        1-5 263   0.86         
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 1-6 150 0.22 0.18 0.15  1-6 152 0.38 0.30  1-6 150 0.27 0.02 
 1-6 157 0.40 0.34 0.27  1-6 160 0.82 1.40  1-6 157 0.65 0.99 
 1-6 171 0.80 0.63 0.48  1-6 170 1.23 2.97  1-6 171 1.27 3.15 
 1-6 220 0.89 0.73 0.58  1-6 178 1.55 4.40  1-6 220 2.96 5.33 
 1-6 229 0.88 0.72 0.57  1-6 188 2.33 6.56  1-6 229  5.06 
 1-6 235 0.88 0.71 0.55  1-6 198 2.91 5.10  1-6 235  4.72 
 1-6 243 0.86 0.68 0.52  1-6 207 2.90 5.77  1-6 243  3.68 
 1-6 251 0.82 0.64 0.48  1-6 215 2.96 5.42  1-6 251  2.44 
 1-6 263 0.48 0.33 0.23  1-6 226  5.23  1-6 263  0.12 
      1-6 236  4.66      
      1-6 249  2.83      
          1-6 263   0.12         
* Denotes extrapolated LAI value where Equation 3.1 was implemented.
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Table 3.6. Calculated mean NDVI, OSAVI, and SAVI value for all IMZs using calibrated UAS MicaSense RedEdge multispectral reflectance imagery, with 
ground-based measurements of LAI and hc interpolated and extrapolated to align with UAS images for field CSP2. 
UAS Multispectral Imagery Ground Based Measurement Interpolated/Extrapolated Ground Based Measurements 
IMZ DOY NDVI OSAVI SAVI IMZ Sample Taken (DOY) 
Crop Height 
(m) 
Green Leaf LAI 
(m2m-2) IMZ DOY 
Crop Height 
(m) 
Green Leaf LAI 
(m2m-2) 
2-1 150 0.15 0.13 0.11 1 153 0.23 0.07 2-1 150 0.10 0.03* 
2-1 157 0.19 0.18 0.15 1 165 0.77 0.97 2-1 157 0.41 0.37 
2-1 171 0.53 0.42 0.33 1 172 0.96 1.53 2-1 171 0.93 1.45 
2-1 214 0.91 0.78 0.66 1 181 1.45 3.22 2-1 214 2.93 5.05 
2-1 220 0.91 0.76 0.62 1 191 2.16 4.68 2-1 220 2.94 5.02 
2-1 229 0.91 0.75 0.61 1 201 2.71 4.39 2-1 229  4.77 
2-1 235 0.90 0.75 0.61 1 208 2.91 5.07 2-1 235  4.40 
2-1 243 0.90 0.73 0.57 1 219 2.94 5.04 2-1 243  3.85 
2-1 251 0.88 0.72 0.57 1 227  4.90 2-1 251  3.14 
2-1 263 0.77 0.57 0.41 1 241  4.03 2-1 263  1.81 
2-1 272 0.57 0.40 0.29 1 256  2.70 2-1 272  0.66 
     1 269  1.04     
2-2 150 0.15 0.13 0.11 2 153 0.23 0.06 2-2 150 0.12 0.03* 
2-2 157 0.19 0.17 0.15 2 165 0.69 0.82 2-2 157 0.39 0.31 
2-2 171 0.56 0.43 0.33 2 172 1.05 1.76 2-2 171 0.99 1.62 
2-2 214 0.91 0.79 0.67 2 181 1.59 4.02 2-2 214 3.18 5.26 
2-2 220 0.92 0.77 0.63 2 191 2.45 5.28 2-2 220 3.19 5.25 
2-2 229 0.91 0.76 0.62 2 201 3.15 5.47 2-2 229  5.32 
2-2 235 0.91 0.76 0.61 2 208 3.16 5.32 2-2 235  4.89 
2-2 243 0.89 0.73 0.58 2 219 3.19 5.21 2-2 243  4.27 
2-2 251 0.88 0.72 0.57 2 227  5.46 2-2 251  3.51 
2-2 263 0.76 0.56 0.41 2 241  4.46 2-2 263  1.89 
2-2 272 0.51 0.37 0.27 2 256  3.04 2-2 272  0.41 
     2 269  0.90     
2-3 150 0.15 0.13 0.11 3 153 0.26 0.09 2-3 150 0.12 0.04* 
2-3 157 0.19 0.17 0.14 3 165 0.82 1.16 2-3 157 0.45 0.45 
2-3 171 0.55 0.44 0.34 3 172 1.04 1.80 2-3 171 1.01 1.71 
2-3 214 0.90 0.78 0.65 3 181 1.53 3.28 2-3 214 3.02 5.01 
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2-3 229 0.91 0.76 0.62 3 191 2.40 5.24 2-3 229  5.21 
2-3 235 0.91 0.76 0.61 3 201 3.01 5.22 2-3 235  4.90 
2-3 243 0.90 0.72 0.56 3 208 3.02 5.15 2-3 243  4.42 
2-3 251 0.88 0.72 0.57 3 219 3.03 4.90 2-3 251  3.80 
2-3 263 0.78 0.58 0.42 3 227  5.32 2-3 263  2.12 
2-3 272 0.60 0.42 0.29 3 241  4.58 2-3 272  0.48 
     3 256  3.40     
     3 269  1.03     
2-4 150 0.16 0.14 0.12 4 153 0.23 0.06 2-4 150 0.07 0.02* 
2-4 157 0.19 0.16 0.14 4 165 0.83 1.08 2-4 157 0.43 0.40 
2-4 171 0.55 0.43 0.33 4 172 1.13 2.41 2-4 171 1.09 2.22 
2-4 214 0.89 0.75 0.62 4 181 1.65 4.35 2-4 214 3.05 5.34 
2-4 229 0.90 0.74 0.59 4 191 2.51 5.87 2-4 229  5.35 
2-4 235 0.90 0.74 0.59 4 201 3.08 5.34 2-4 235  5.12 
2-4 243 0.89 0.73 0.57 4 208 3.09 5.30 2-4 243  4.61 
2-4 251 0.88 0.71 0.56 4 219 3.02 5.38 2-4 251  3.44 
2-4 263 0.83 0.61 0.45 4 227  5.42 2-4 263  1.51 
2-4 272 0.67 0.47 0.33 4 241  4.90 2-4 272  0.10 
     4 256  2.71     
     4 269  0.49     
2-5 150 0.17 0.15 0.12 5 153 0.29 0.10 2-5 150 0.15 0.05* 
2-5 157 0.21 0.18 0.15 5 165 0.81 1.14 2-5 157 0.46 0.44 
2-5 171 0.60 0.46 0.35 5 172 1.17 2.27 2-5 171 1.11 2.11 
2-5 214 0.89 0.76 0.62 5 181 1.59 4.00 2-5 214 3.13 4.83 
2-5 229 0.91 0.74 0.59 5 191 2.55 5.42 2-5 229  4.98 
2-5 235 0.90 0.74 0.58 5 201 3.22 5.41 2-5 235  4.95 
2-5 243 0.89 0.72 0.57 5 208 3.20 4.98 2-5 243  4.76 
2-5 251 0.87 0.71 0.55 5 219 3.08 4.70 2-5 251  4.11 
2-5 263 0.78 0.57 0.42 5 227  4.99 2-5 263  2.26 
2-5 272 0.56 0.39 0.28 5 241  4.93 2-5 272  0.40 
     5 256  3.70     
     5 269  1.02     
2-6 150 0.17 0.15 0.13 6 153 0.24 0.06 2-6 150 0.10 0.03* 
2-6 157 0.19 0.17 0.14 6 165 0.77 1.03 2-6 157 0.41 0.38 
2-6 171 0.56 0.45 0.35 6 172 1.04 1.90 2-6 171 1.00 1.78 
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2-6 214 0.89 0.76 0.63 6 181 1.56 3.92 2-6 214 3.10 4.73 
2-6 229 0.90 0.75 0.60 6 191 2.39 4.59 2-6 229  4.30 
2-6 235 0.90 0.74 0.59 6 201 3.07 5.89 2-6 235  4.52 
2-6 243 0.89 0.73 0.58 6 208 3.07 4.86 2-6 243  4.54 
2-6 251 0.87 0.70 0.55 6 219 3.12 4.62 2-6 251  3.78 
2-6 263 0.80 0.58 0.42 6 227  4.23 2-6 263  1.98 
2-6 272 0.61 0.43 0.30 6 241  4.73 2-6 272  0.27 
     6 256  3.31     
     6 269  0.84     
* Denotes extrapolated LAI value where Equation 3.1 was implemented.
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CHAPTER 4. AN OVERVIEW OF THE CHALLENGES INVOLVED IN 
DEPLOYING UNMANNED AERIAL SYSTEMS FOR REMOTE SENSING  
Abstract 
New technology often presents unforeseeable challenges.  With any new technology, 
there is a degree of uncertainty regarding how the system functions when put to use in 
real-life applications, and any deviation from the expected needs to be met with the 
ability to adapt.  This uncertainty in utilizing new technology became evident during this 
research when working to deploy unmanned aerial systems (UAS) and integrated sensors 
as low altitude remote sensing platforms.  On several occasion while completing this 
research, we were met with unexpected problems that had to be addressed in order for the 
research to continue.  The following chapter describes the obstacles that were faced in 
this research while deploying unmanned aerial systems as remote sensing platforms.  
Discussed are the issues related to unmanned aerial system aircrafts, the autonomous 
flight controllers and ground control stations used to autonomously fly the aircrafts, UAS 
sensors, the integration of sensors into the UAS platforms, and the processing and 
mosaicking of imagery collected.    
4.1 Introduction 
 The introduction of UAS in the national airspace for commercial use has sparked 
significant advancement of the various technologies related to UAS, including UAS 
platforms themselves, autonomous flight controllers, flight mission planning software, 
UAS sensors, and data processing software.  However, while there have been great 
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strides in developing reliable systems and software, there has been relatively little time 
for extensive testing and fine-tuning of these systems.   
 The Federal Aviation Administration (FAA) first incorporated UAS into the 
national airspace in August of 2016 (FAA, 2018).  Before this period, the development of 
UAS and UAS related technology was relatively slow due to the overall restrictions in 
using this technology for commercial applications.  Prior to the establishment of UAS for 
commercial purposes, there was an extensive process to be completed before one was 
granted permission to operate a UAS.  However, after the FAA ruling in August of 2016, 
operating a UAS for commercial purposes become more streamlined, opening the door 
for an increase in the use of UAS for commercial purposes and initiating the rapid 
development of UAS and UAS-related technology.   
 While there have been great strides in developing reliable and durable UAS and 
UAS-based sensors, there was a time period where the systems available were still 
elementary in comparison to the UAS platforms that are available today.  Many of the 
early systems may not have been well-tested on a wide range of circumstances as the user 
groups were likely still small.   Much of the early UAS technology and sensors were 
produced by various manufacturers and required the integration of several different 
components in order to obtain a UAS remote sensing platform. 
 In this chapter, the various challenges and obstacles associated with developing 
and deploying a UAS remote sensing platform are discussed.  Included are the challenges 
in the integration of sensor into UAS platforms, the triggering and collection of imagery, 
unforeseeable obstacles related to conducting UAS flights, and processing of UAS 
remote sensing data.  This overview of these topics includes the work that was conducted 
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over a two-year span (2016 and 2017), which was the period that data was collected and 
used in the entirety of this work.   
4.2 Unmanned Aerial Systems and the Integration of Sensors 
 Two UAS platforms were used in this work—a Tempest fixed-wing aircraft from 
UASUSA (UASUSA, 2018) and a FireFly 6 Pro (FF6P) from BirdsEyeView Aerobotics 
(BirdsEyeView, 2018).  The Tempest aircraft contained a BlackSwift Technologies 
autonomous flight controller and ground control station (BlackSwift, 2018).  The FF6P 
contained a Pixhawk autonomous flight controller (PixHawk, 2018) and BirdsEyeView 
AvA ground control station.  The ground control stations for both aircrafts is where 
predefined flight missions were planned.  The onboard autonomous flight controller 
systems are what controlled and monitored the aircraft during flights.  Along with these 
two aircrafts, two sensors were integrated consisting of a MicaSense RedEdge 
multispectral (MicaSense, 2018) and a FLIR Tau 2 thermal infrared camera (FLIR, 
2018).  The FLIR Tau 2 camera had a ThermalCapture device from TEAX Technologies 
(TEAX, 2018) integrated with it to collect and store individual images.  These UASs and 
sensors were integrated together so that the autonomous flight controllers onboard the 
aircrafts had the capability to initiate a trigger command for the cameras to collect an 
image.  These triggering events were determined by the predefined flight mission, where 
the ground control station would determine based on sensor parameters and desired 
image overlap when to trigger the cameras.  Both cameras could be configured to accept 
pulse width modulation (PWM) signals from the autonomous flight controllers, which is 
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the signal method used to send trigger commands from the onboard autonomous flight 
controllers to the integrated cameras.   
 One issue related to the onboard autonomous flight controllers revolved around 
triggering the cameras at a desired rate.  The autonomous flight controllers on both 
airframes could only supply a single PWM signal, which became problematic when there 
was a need to trigger the cameras at different rates.  The MicaSense RedEdge camera 
contained an internal intervalometer that allowed the camera to trigger itself based on a 
specific time interval.  The FLIR Tau 2 did not have this feature, which meant that it 
needed the PWM trigger signal from the onboard autonomous flight controller.  While 
the MicaSense RedEdge internal intervalometer provided some flexibly in triggering the 
cameras at different rates, the FLIR Tau 2 could only be triggered by the onboard 
autonomous flight controller, limiting the overall flexibility in the systems’ camera 
triggering capabilities.    
4.3. Conducting Flights with Unmanned Aerial Systems 
 Numerous flights were conducted in the 2016 and 2017 flying seasons.  A total of 
20 flights were conducted in 2016 and 27 flights in 2017 (Appendix C, Table 4.1).  The 
flights conducted in 2016 all used the Tempest aircraft and the flights conducted in 2017 
used both the Tempest and FF6P aircrafts.  
 During the 2016 and 2017 flying seasons, various issues regarding the flying of 
aircrafts were present.  The Tempest aircraft required significant effort to complete a 
flight mission.  A crew of three individuals was required to fly the Tempest, including a 
Pilot in Command (POC), a remote pilot, and a visual observer.  The POC was the person 
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in charge who oversaw the operations.  The remote pilot, responsible for controlling the 
aircraft on takeoff and landings, and during any deviations from the predefined flight 
plan, needed to be an experienced pilot capable of flying and maneuvering the aircraft 
during periods of high risk, such as during takeoffs, landings, and unforeseeable aircraft 
behavior such as fly-aways and lost communications with the ground control station.  The 
third person required for the operation was a visual observer, who was to keep visual line 
of sight of the aircraft at all times.  Due to the required personnel to operate the Tempest, 
significant planning had to be completed before each flight to ensure the appropriate 
personnel were available and that the flight mission could be conducted safely and with 
high success.   
 The Tempest aircraft also required significant effort to launch and recover the 
aircraft during takeoff and landing.  A high speed winch was attached to the aircraft and 
used to pull the aircraft up to the necessary airspeed for takeoff before the remote pilot 
would begin controlling the aircraft under the power of the aircraft’s propulsion system.  
The winch process was relatively complex, and was prone to causing undesired effects.  
During the winching process, the remote pilot would control the winch speed using a foot 
pedal.  Once the aircraft was pulled into the air, the winch line attached to the aircraft 
would drop away, and the remote pilot would then begin to control the aircraft.  One 
issue arose if the winch line did not detach before the remote pilot engaged the aircraft’s 
propulsion system.  In this scenario, the line would become entangled in the aircraft’s 
prop and severely hinder the remote pilot’s ability to control the aircraft, causing the 
aircraft to fall back to the ground.  This event took place in 2016, and while the sensors 
were not damaged, the aircraft sustained damaged and required repair.   
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 The Tempest also had issues related to the BlackSwift onboard autonomous flight 
controller and ground control station.  There were several circumstances where 
connection between the ground control station and the onboard autonomous flight 
controller was not established.  This required cycling the power of the aircraft and ground 
control station until connection could be established, which raised concerns on the overall 
reliability of the flight controller and ground control station.  Another critical issue 
related to the BlackSwift onboard autonomous flight controller involved the loss of 
power during flight.  Once launched, the remote pilot would fly it to the planned altitude 
where a “hand-off” would occur and the onboard autonomous flight controller would take 
control of the aircraft to complete the predefined flight mission.  During this “hand-off” 
period, if the onboard autonomous flight controller lost power, there would be no control 
inputs from the autonomous flight controller to the aircraft, and the aircraft would begin 
to fly erratically and often end in a dive.  A power loss event took place in both 2016 and 
2017, and explains why data was not collected in the month of July for both years.  
During the 2017 Tempest power failure, the aircraft and the MicaSense RedEdge and 
FLIR Tau 2 cameras had all incurred extensive damage, and were no longer operable.  
After losing the Tempest aircraft in the 2017 power failure, the FF6P was used as the 
primary aircraft, and only the MicaSense RedEdge camera was replaced.   
4.4. Processing Multispectral and Thermal Infrared Imagery using 
Photogrammetry Software 
 Due to the low altitude nature of UAS remote sensing platforms, several hundred 
images were often collected over the area of interest (AOI) covered during a typical 
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flight.  Figure 4.1 shows the number of images collected for a typical flight flown at an 
altitude of 120 m above ground level (AGL) over a 65 ha field.  Photogrammetry 
software, like Pix4D, is used to stitch several hundred images acquired on a typical flight 
into orthomosaic images.   
 While the mosaicking process has relatively high success with multispectral 
imagery, mosaicking of thermal imagery is more difficult (Maguire et al., 2017).  
Thermal infrared imagery has various factors that inhibit a streamline process of 
constructing mosaics.  Some of these factors include the lower resolution of thermal 
infrared cameras, the surface homogeneity of the area being imaged, and blurring of 
images due to high ground speeds discussed in Chapter 2.  These various factors played a 
role in the degree of success of mosaicking thermal infrared imagery.  The areas 
monitored in this work were agricultural fields, which tend to be relatively homogenous  
 
Figure 4.1. A typical flight mission depicting the 
AOI and location of images collected.  Each red dot 
represent an image collected. 
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when the crops are at full canopy.  This homogeneity creates problems for 
photogrammetry software as there are few unique features or pixels that the software can 
identify and use in the mosaicking process.  
 In the 2016 flying season, all but one flight was conducted from the 120 m AGL 
altitude.  From this altitude, there were few unique features acquired over a homogenous 
crop field that could be identified by Pix4D, making it difficult to align and mosaic the 
individual images.  Image blurring was also more prevalent in thermal images collected 
from the 120 m altitude, which exacerbated the problem.  Figures 4.2 and 4.3 shows a 
typical mosaic when constructed using the thermal infrared images acquired from the 120 
m AGL altitude.  To improve mosaicking results, the altitude at which images were 
collected was increased to 240 m AGL.  This eliminated the blurring and increased 
unique features as the overall area within a single image was four times greater than that 
of the images collected from the 120 m AGL altitude.  Figure 4.4 shows an example of a 
mosaic that was constructed with thermal infrared images acquired from the 240 m AGL 
altitude.        
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Figure 4.2. June 1st, 2016 thermal infrared mosaic using 
imagery collected at 120 m AGL. 
 
	
Figure 4.3. June 8, 2016 thermal infrared mosaic using 
imagery collected at 120 m AGL 
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Figure 4.4. Sept. 29, 2016 thermal infrared mosaic using 
imagery collected at 240 m AGL.  
  
 While collecting images from the 240 m altitude improved mosaicking results, 
there were limitations due to FAA regulations requiring a special permit.  With the 
Tempest aircraft, a certificate of authorization (COA) was issued to permit flights at the 
240 m altitude.  However, the FF6P did not have a COA, which inhibited flying at 
altitudes greater than 120 m AGL.  In order to fly at the 240 m altitude, an altitude waiver 
had to be requested and was granted in July of 2017. 
 An additional obstacle was related to the GPS coordinates of the thermal infrared 
images.  When processing imagery in Pix4D, the software will first position the images 
based on the GPS data that is associated with each image, observed in Figure 4.1.  The 
MicaSense camera has its own integrated GPS sensor that collects the latitude, longitude, 
and altitude of each image collected and stores it in the metadata of each image.  When 
the MicaSense images are uploaded to Pix4D, the GPS coordinates and altitude located in 
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the image metadata are retrieved by Pix4D, and the images are positioned appropriately.  
The FLIR Tau 2 camera does not include an integrated GPS sensor like the MicaSense, 
and GPS data must be collected by the onboard autonomous flight controller.  If the 
images of the MicaSense and FLIR Tau 2 cameras were collected simultaneously, the 
GPS data from the MicaSense could be used to position the FLIR Tau 2 images.  While 
the process of retrieving GPS data from the onboard autonomous flight controller and 
MicaSense camera is relatively easy, there are issues related to associating the correct 
GPS coordinates to the corresponding thermal image.  The FLIR Tau 2 camera has a 
calibration process known as the Flat Field Correction (FFC) event.  When the FFC event 
is conducted, the camera is unable to collect an image.  If the FLIR Tau 2 camera 
receives a trigger signal during an FFC event, an image is not captured and there is no 
indication that an image was dropped or skipped.  This scenario results in the GPS data 
from the MicaSense camera or the onboard autonomous flight controller no longer 
matching the images collected by the FLIR Tau 2 camera.  For instance, if 500 trigger 
events took place during a flight, the MicaSense would collect 500 images with GPS 
coordinates.  If 5 FFC events occurred during this flight, this would likely results in 5 
thermal images being dropped or skipped, and the FLIR Tau 2 would collect a total of 
495 images.  In order to match the GPS data collected by the MicaSense camera or 
onboard autonomous flight controller, the individual thermal images had to be compared 
to MicaSense images to find which thermal images were dropped.  Once the dropped 
thermal images were identified, a GPS coordinate file could be constructed with the 
appropriate coordinates for each thermal image.   
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4.5 Summary and Conclusion 
 During the course of the 2016 and 2017 UAS remote sensing seasons, there were 
several unforeseeable circumstances that inhibited collecting the desired data.  The 
obstacles that were present were likely linked to the fact that during this time period, 
UAS and UAS-related technology were new, and still are considered a relatively new 
technology.  Overall, the technology related to UAS—whether it be flying, integrating 
sensor, or collecting and processing images—is all relatively new, and there has not been 
extensive work to determine how to best collect and process data in order to obtain 
accurate and usable products.  While the work conducted over 2016 and 2017 was meant 
to supply this research with usable data products that could be implemented into 
modeling environments, a significant portion of this work was spent developing, 
troubleshooting, and fine-tuning the technology and procedures used to obtain the desired 
data products.  Even though the data collected over this two-year span may not have all 
been of the quality needed for subsequent analysis, there were significant strides made in 
understanding UAS remote sensing platforms and the data they are capable of providing.    
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4.6 Appendix C 
Table 4.1 UAS Flight Information for the 2016 and 2017 flying season. 
Year Month Day Location Multispectral 
Imagery 
Thermal 
Imagery 
DLS Altitude 
(m AGL) 
UAS 
Platform 
2016 May 19 VRI x x - 120 Tempest 
2016 May 26 VRI x x - 120 Tempest 
2016 June 1 VRI x x - 120 Tempest 
2016 June 8 VRI x x - 120 Tempest 
2016 June 17 VRI x x - 120 Tempest 
2016 June 24 VRI x x - 120 Tempest 
2016 June 30 VRI x x - 120 Tempest 
2016 July 1 CSP2 x x - 120 Tempest 
2016 August 4 VRI x x - 120 Tempest 
2016 August 11 VRI - x - 120 Tempest 
2016 August 12 VRI x x - 120 Tempest 
2016 August 15 CSP3 - x - 120 Tempest 
2016 Sept 1 VRI x x - 120 Tempest 
2016 Sept 1 CSP1 x x - 120 Tempest 
2016 Sept 1 CSP3 x x - 120 Tempest 
2016 Sept 2 CSP2 x x - 120 Tempest 
2016 Sept 8 VRI x x - 120 Tempest 
2016 Sept 19 CSP2 x x - 120 Tempest 
2016 Sept 19 VRI x x - 120 Tempest 
2016 Sept 28 VRI x x - 240 Tempest 
2017 May 25 CSP2 x x - 120 Tempest 
2017 May 30 CSP1 CSP2 x x - 240 Tempest 
2017 June 6 CSP1 CSP2 x x x 240 Tempest 
2017 June 15 CSP1 CSP2 - x - 240 Tempest 
2017 June 20 CSP1 x x x 120 FF6P 
2017 June 20 CSP2 x - x 120 FF6P 
2017 June 22 VRI x x x 120 FF6P 
2017 August 2 CSP1 CSP2 x - x 240 FF6P 
2017 August 2 VRI x - x 240 FF6P 
2017 August 8 CSP1 CSP2 x - x 240 FF6P 
2017 August 11 VRI x - x 240 FF6P 
2017 August 17 CSP1 x - x 240 FF6P 
2017 August 17 CSP2 x - x 240 FF6P 
2017 August 17 VRI x - x 240 FF6P 
2017 August 23 CSP1 CSP2 x - x 240 FF6P 
2017 August 23 CSP3 x - x 240 FF6P 
2017 August 23 VRI x - x 240 FF6P 
2017 August 31 CSP1 CSP2 x - x 240 FF6P 
2017 Sept 6 CSP3 x - x 240 FF6P 
2017 Sept 6 VRI x - x 240 FF6P 
2017 Sept 8 CSP1 CSP2 x - x 240 FF6P 
2017 Sept 20 CSP1 CSP2 x - x 240 FF6P 
2017 Sept 20 VRI x - x 240 FF6P 
2017 Sept 29 CSP1 CSP2 x - x 240 FF6P 
2017 Sept 29 VRI x - x 240 FF6P 
2017 Oct 17 CSP3 x - x 240 FF6P 
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CHAPTER 5. SUMMARY AND RECOMMENDATIONS 
5.1 Summary 
 Unmanned aerial systems (UAS) are an emerging technology that show potential 
to be a viable means for remote sensing in agricultural applications, as UAS are capable 
of collecting high spatial and temporal resolution multispectral and thermal infrared 
imagery that may be used in applications such as irrigation management.  With UAS 
being a relatively new technology, there are some uncertainties regarding the accuracy of 
data these systems are able to provide. 
 The work completed in Chapter 2 included the calibration of UAS acquired 
MicaSense RedEdge multispectral and FLIR Tau 2 thermal infrared imagery.  The 
multispectral imagery was calibrated using three different methods and compared to 
additional reflectance data sources including Landsat satellite reflectance and ground-
based reflectance tarps.  The MicaSense RedEdge downwelling light sensor (DLS) data 
was evaluated to determine how the DLS measured irradiance compared against 
reflectance panel calculated irradiance.  The DLS data was also evaluated to determine 
how aircraft attitude affected the measured irradiance values, and to what extent the DLS 
data affected the DLS calibration method and overall results of the generated UAS 
multispectral orthomosaics.  The thermal infrared imagery was calibrated for atmospheric 
effects and emissivity differences.  The calibrated thermal infrared orthomosaics were 
compared to ground-based infrared thermometers (IRT) from Apogee.  A comparison 
was also completed between the non-calibrated raw thermal images and non-calibrated 
IRTs to determine if an improved comparison could be obtained. 
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 The work completed in Chapter 3 included updating the modeled estimations of 
maize leaf area index (LAI), crop height, and fraction of vegetation cover using UAS 
2PR calibrated multispectral orthomosaic derived vegetation indices (VI).  The motive 
for updating these estimation relationships is due to the change in maize hybrids and 
planting densities over the last several years, and the differences in scale between the 
UAS multispectral imagery and the remote sensing data used in the previously proposed 
methods of estimating these biophysical parameters. The relationships for estimating LAI 
and crop height followed the method proposed by Anderson et al. (2004). The estimation 
of fraction of vegetation cover was not redefined for the UAS 2PR calibrated 
multispectral orthomosaics, as there was a lack of ground-based measurements for model 
calibration and validation.  Rather than redefining previously proposed methods of 
estimating fraction of vegetation cover using UAS reflectance data, the proposed methods 
of Choudhury et al. (1994), Brunsell and Gilles (2002), Anderson et al. (2005), and Li et 
al. (2005) were evaluated and compared against each other to determine if reasonable 
estimations of fraction of vegetative cover could be obtained with the UAS 2PR 
calibrated multispectral orthomosaic derived VIs.     
 Chapter 4 gave an overview of some of the challenges related to employing UAS 
remote sensing systems.  The various obstacles discussed included the flying of UAS for 
remote sensing purposes, integration of sensors, and processing of data. 
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5.1.1 Calibration of Unmanned Aerial System Multispectral and Thermal Infrared 
Imagery 
 The calibration of UAS multispectral imagery included an analysis of three 
different calibration methods that were compared to Landsat satellite reflectance products 
and ground-based reflectance tarps.  The first calibration method used a single reflectance 
panel image (PR method) taken before each flight.  The second calibration method used 
two reflectance panel images (2PR method) consisting of a preflight and post flight 
reflectance panel image.  The third calibration method used a DLS (DLS method), which 
was a MicaSense product that was integrated into the RedEdge camera and mounted to 
the top of the UAS.  The orthomosaics generated using the UAS multispectral imagery 
calibrated using the three methods were compared to Landsat satellite reflectance 
products.  Due to the differences in spatial resolution of the UAS multispectral 
orthomosaics and Landsat satellite reflectance images, the UAS multispectral 
orthomosaic had to be resampled and aggregated to the Landsat satellite reflectance 
product resolution.  The UAS calibrated multispectral orthomosaics were also compared 
against ground-based reflectance tarps that were part of the University of Nebraska 
Lincoln Center for Advanced Land Management Information Technologies (CALMIT) 
hyperspectral calibration system.   
 The DLS data collected during the flights was evaluated to determine the 
accuracy of the DLS measured irradiance.  An experiment was completed where 
MicaSense RedEdge imagery was collected over a reflectance panel along with DLS 
measured irradiance to compare the reflectance panel calculated irradiance to the DLS 
measured irradiance.  The DLS data was also evaluated to determine how aircraft attitude 
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observed during flights affected the DLS measured irradiance.  This analysis gave insight 
on how DLS data may affect the multispectral orthomosaics generated using the DLS 
calibration method. 
 The UAS thermal infrared imagery was calibrated for atmospheric effects and 
difference in emissivity.  The atmospheric parameters used for calibration were obtained 
from the online atmospheric correction parameter calculator from Barsi et al. (2003) and 
modeled using MODTRAN (Berk et al., 2014) and the spectral response of the FLIR Tau 
2 and Apogee IRT to obtain atmospheric correction parameters for both sensors.  The 
calibrated thermal infrared orthomosaics were compared to calibrated field-based IRTs.  
A second comparison of surface temperature measurements from UAS non-calibrated 
thermal imagery and non-calibrated IRTs were compared to determine if the atmospheric 
and emissivity correction along with the mosaicking process induced additional error. 
5.1.2 Unmanned Aerial System Reflectance Estimations of Crop Biophysical 
Parameters 
 Estimations of maize crop canopy LAI, crop height, and fraction of cover were 
redefined and evaluated based on the UAS 2PR calibrated multispectral orthomosaics.  
Relationships for estimating LAI and crop height were derived by redefining coefficients 
used in the method proposed by Anderson et al. (2004).  The VIs used to estimate LAI 
and crop height were derived from the UAS 2PR calibrated multispectral orthomosaics 
and were used in conjunction with ground-based measurements of LAI and crop height 
for calibration and validation of the newly defined models.  Estimation relationships were 
defined for three different VIs, including the Normalized Difference Vegetation Index 
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(NDVI), Soil Adjusted Vegetation Index (SAVI), and the Optimized Soil Adjusted 
Vegetation Index (OSAVI).  The validation of all newly generated relationship resulted 
in better estimations of both LAI and crop height compared to the previously proposed 
methods of Anderson at al. (2004).  
 Relationships for fraction of cover estimations were not updated due to the lack of 
calibration and validation data, as there were no ground-based measurements of fraction 
of cover collected.  A k-means clustering approach was used to separate vegetation from 
soil pixels in the UAS reflectance imagery as a method of obtaining calibration and 
validation data that could be used to evaluate and redefine previously proposed methods 
of estimating fraction of vegetation cover. However, the UAS reflectance image 
resolution inhibited from obtaining a confident k-means clustering fraction of vegetation 
cover value.  An evaluation was completed on the previous methods proposed by 
Choudhury et al. (1994), Brunsell and Gillies (2002), Anderson et al. (2005), and Li et al. 
(2005) to compare the differences obtained using the two mentioned methods.  By 
evaluating the previous proposed method, it was determined if prior methods were 
resulting in reasonable estimations of this parameter.   
5.1.3 Challenges related to Employing Unmanned Aerial System for Remote Sensing 
 Several challenges and obstacles related to using UASs for remote sensing in 
agricultural applications have been identified in this study.  As UAS are a relatively new 
technology, there has been a lack of extensive testing of these systems as remote sensing 
platforms, leaving a gap in the knowledge of how to properly collect and process UAS 
data.  The various issues related to using these systems involves the integration of sensors 
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into UAS platforms, deploying UAS for remote sensing flight missions, the accuracy of 
sensors themselves, and the processing of data.  While UAS and related technology 
continue to rapidly progress, the uncertainties present today mean that precautions should 
be taken to ensure that the data collected is accurate. 
5.2. Recommendations 
5.2.1 Unmanned Aerial System Multispectral and Thermal Infrared Image 
Calibration 
 The comparison between the UAS calibrated multispectral orthomosaics and 
Landsat satellite reflectance did not result in any overwhelming support of a single 
calibration method.  The comparison of UAS calibrated multispectral orthomosaics to the 
ground-based reflectance tarps had better comparisons with the PR and 2PR calibration 
methods than the DLS calibration method.  It was determined that the DLS measured 
irradiance was sensitive to aircraft attitude.  Due to the observed variations in DLS 
measured irradiance, the DLS calibration method could be argued to be less accurate than 
the PR and 2PR methods.  However, while the variation in DLS measured irradiance 
could be attributed to aircraft attitude, every aircraft performs differently.  The two 
aircrafts used in this work could potentially be considered less stable while flying, which 
would mean that the DLS variations observed in this work might not represent 
circumstances across other UAS platforms.  Out of the three calibration methods 
evaluated in Chapter 2, the 2PR calibration method is likely the best, taking into account 
the aircrafts used in this study.  The 2PR method offers the ability to encompass changes 
in global solar irradiance changes due to changing solar angles, which is not possible 
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with the PR method.  While the DLS method is also likely able to encompass changes in 
solar irradiance due to changing solar angles, the variability in DLS measured data due to 
aircraft attitude adds additional unwanted error that negatively affects the DLS 
calibration process.  The correct calibration method to be used for multispectral imagery 
depends on the overall confidence of the reflectance panel images collected before and 
after flight, as well as the DLS data collected during the flight.  Any future multispectral 
calibration work should first determine if DLS data is suitable for use in calibration, or 
corrections for aircraft attitude should be included in the calibration process. 
 The comparison of calibrated thermal infrared orthomosaics to IRTs resulted in a 
low estimation of surface temperature by the thermal imagery compared to the IRT 
measurements.  The lack of data could be a factor in the results obtained, as there were 
only two UAS images used in the comparison.  The UAS thermal infrared imagery was 
calibrated for atmospheric affects and emissivity difference, which resulted in an increase 
in average surface temperature compared to the non-calibrated thermal infrared 
orthomosaics.  Surface temperature measurements had a slightly better comparison 
between the non-calibrated thermal imagery and IRT measurements.  Thermal infrared 
cameras, like the FLIR Tau 2, have various uncertainties regarding the accuracy of data 
that is collected, with the FLIR Tau 2 having an overall accuracy of ± 5 degrees Celsius 
of 5% (FLIR, 2015).  This wide range in accuracy makes it difficult to compare to other 
thermal infrared measurement sensors like IRTs, especially when wanting to achieve an 
accurate temperature measurement within a degree Celsius.  There is still significant 
work that needs to be completed with UAS thermal infrared remote sensing.  There is 
also likely work to be done on the cameras themselves, in order to increase the overall 
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accuracy in measuring radiometric surface temperature.  Additional experiments should 
be conducted to better understand how to compensate for temperature drift within thermal 
images.  A more extensive comparison to IRTs or other sources of surface temperature 
measurements need to be completed to determine the overall accuracy of the thermal 
images and whether thermal images need to be scaled to achieve better comparison to 
sensors like the IRT.  
5.2.2 Unmanned Aerial System Reflectance Estimations of Crop Biophysical 
Parameters 
 The resulting estimation of LAI and crop height using the newly defined 
equations updated for UAS multispectral orthomosaic derived VIs and ground-based 
measurements improved the estimation of LAI and crop height compared to the 
previously proposed methods.   One negative aspect to the newly defined relationships is 
that data was not collected during the month of July due to problems with the UASs.  The 
month of July is a period of rapid growth for maize, and the lack of this data may have 
resulted in the newly defined relationships improperly modeling LAI and crop height 
during this period.  Any future work should include data that encompasses the entire 
growing season to better represent estimations of LAI and crop height during any period 
of growth. 
 The fraction of vegetative cover work did not involve the redefining of previously 
proposed relationships, as there was no ground-based fraction of vegetation cover 
measurements collected during the study.  However, due to changes in maize hybrids and 
planting densities, there is likely a need for a more in-depth study to determine if the 
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previously proposed methods are accurately estimating fraction of vegetation cover when 
using UAS multispectral imagery.  The k-means clustering approach could potentially 
supply the ground truth fraction of cover data necessary for redefined fraction of cover 
estimation relationships.  To complete this work, additional remote sensing data with the 
desired image resolution would need to be collected.  
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