Introduction
Turbulent boundary layer ows exhibit a wide range of excited length and time scales that increases with increasing Reynolds number. Therefore, Direct Numerical Simulations (DNS) are only achievable for relatively low Reynolds number ows and are, in the foreseeable future, not possible for higher Reynolds number ows which are of greatest engineering interest. This leaves Reynolds-averaged Navier-Stokes (RANS) calculations and Large-Eddy Simulation (LES) as the only realistic alternatives to DNS for the simulation of turbulence 1]. Traditional RANS methods, however, are limited to time-steady solutions, an assumption unsuitable for complex turbulent ows where unsteady large structures play a dominant role in the transfer of heat and momentum between di erent regions of the ow and in the production of turbulence. From a theoretical standpoint, LES has long been viewed as an ideal method for the time-dependent, spatially varying solution of complex turbulent ows. This idealization stems from the fact that for LES the larger spatial scales are resolved by the computations while the e ects of the small scales are modeled. Despite a vast body of work and the continuing e orts of many researchers, the promise of LES to provide reasonable solutions for larger Reynolds numbers remains largely unful lled. Many of the turbulence models developed for LES impose restrictions on geometry, and require equilibrium turbulence and statistical isotropy of the small scales, conditions generally not commensurate with complex ows and the typical grids used for practical computations.
In order to overcome the limitations of traditional RANS and LES, in collaboration with C. Speziale 1] , we have been developing a new \Flow Simulation Methodology" (FSM) that is based on employing a new type of turbulent stress model for time dependent turbulent ow computations in the general form of LES, i.e., the large scales are computed and the small scales are modeled. The main di erence, however, between our FSM and traditional LES is that the subgrid-scale stress model of LES is replaced by the product of a ramping function and a state-of-the-art Reynolds stress model. The ramping function is designed such that, when the FSM is integrated into the Navier-Stokes code, simulations approach an unsteady RANS calculation when the grid resolution is decreased (or the Reynolds number is increased). Conversely, simulations approach a DNS when grid resolution is increased (or the Reynolds number is decreased). In between these two limits, the ramping function produces a level of turbulence modeling that can be described as an \untraditional LES." The method is untraditional because the turbulent stress is not based on traditional LES subgrid-scale models, such as the Smagorinsky model which is known to have considerable limitations for complex ows 1]. The FSM is somewhat related the Detached Eddy Simulation (DES) method discussed in 2]. In contrast to DES, the FSM produces a smoother transition between the regions close to the wall and further away from the wall. In the FSM, a single modeling approach is employed throughout the entire computational domain. DES, on the other hand, is a two-layer approach employing an eddy-viscosity model near the wall for the boundary layer that is matched to an LES model for the freestream.
With the FSM, it is possible to simulate complex turbulent boundary layer ows to a greater degree of accuracy than with traditional RANS or LES methods. The ramping function is dependent on the ratio of the local computational grid size to the smallest scale of turbulent motion, the Kolmogorov length-scale. The local contribution of the turbulent stress, therefore, increases when the ratio is large and decreases when the ratio is small, thus providing the proper level of modeling to the governing equations. Traditional LES models su er because the level of modeling does not depend on the disparity between resolved and unresolved scales. In the FSM, near solid boundaries, the ramping function can adjust to approach unity if physical resolution (actual grid size relative to relevant length scale) is insu cient (as it is always for large Reynolds number wall-bounded ows). The use of a Reynolds stress model is highly bene cial since Reynolds stress models are better able to account for large scale anisotropy and non-equilibrium turbulent boundary layer development than typical LES models.
This research focuses on the development and testing of FSM for turbulent boundary layer ows. Towards this end, the following objectives are established.
i) Use of FSM in conjunction with numerical schemes of high (at least fourth) order accuracy for solving the Navier-Stokes equations, so that contamination by the truncation error is reduced. ii) Demonstrate the e ectiveness of FSM in the RANS limit for the case of a boundary layer with separation and reattachement where large structures are shed periodically into the turbulent boundary layer downstream of the reattachment location. iii) Demonstrate the e ectiveness of the model in the subgrid-scale (LES) range for the case of a zero-pressure gradient turbulent boundary layer where no large scale structures are shed into the turbulent boundary layer. iv) Apply the FSM in the LES range to simulate a turbulent boundary layer subjected to strong adverse pressure gradient, however, without causing separation.
2 Numerical Method
Governing equations
The governing equations are the incompressible, time-averaged and spatially-averaged NavierStokes equations in vorticity-velocity formulation. Regardless of which form of time averaging or spatial ltering is applied, the resulting equations take on the same appearance shown here, @! @t + r ! Ṽ ? r ~ = 1 Re r 2! :
The overbar on the velocity vectorṼ and on the vorticity vector! denotes the operation of averaging on the appropriate components of the corresponding vector. The quantity~ = ij ] is the turbulent stress tensor which must be modeled. Equation (1) is non-dimensionalized by the free-stream velocity U 1 , a reference length L, and a global Reynolds number de ned as Re=U 1 L= where is the kinematic viscosity.
In addition to the transport equations for the vorticities, the governing equations also include a set of Poisson equations for the velocities. From the de nition of vorticity and the fact that both the velocity and the vorticity elds are solenoidal, three equations for the velocity components are obtained (see 3] for more details). The transport equations for the vorticities and the Poisson equations for the velocities form a nearly complete system of governing equations. In order to obtain closure, a set of relations is needed for the turbulent stress tensor ij ]. These equations are provided in the form of model based on our new FSM (see section 2.2 for more details).
A new ow simulation methodology
As discussed by Speziale 1] , the turbulent stress tensor ij ] used in equation (1) In order to design a proper ramping function, we rst investigate the distribution of =L k for a turbulent boundary layer. This ratio =L k is an indication of the degree of \physical" grid resolution, as it is obtained by comparing the local computational grid size with the smallest local relevant scale, the Kolmogorov length scale. Figure 1 shows the behavior of and L k as well as =L k for a typical calculation of a turbulent boundary layer ( at plate, zero pressure gradient). For the chosen computational grid, the y-intervals are stretched in the wall-normal direction, see gure 1(a), in order to obtain maximum resolution near the wall where mean ow gradients are the largest. The Kolmogorov length scale versus the wall normal direction is shown in gure 1(b). As expected, L k is very small near the wall and increases in the wall-normal direction. The ratio =L k subsequently follows in gure 1(c).
Across the boundary layer, the value of =L k changes dramatically, rising to as high as 80 near the wall and dropping to less than 2 at the boundary layer edge. Consequently, the ramping function f( =L k ) should re ect this characteristic of =L k as shown in gure 1.
Outside the boundary layer, where =L k < 2, the calculation resolves practically all scales and therefore, f( =L k ) ! 0. As a consequence, a coarse DNS or LES type simulation should be recovered. Conversely, near the wall, where is greater than say, N Kolmogorov length scales, f( =L k ) ! 1 and the turbulent stress required for modeling should approach RANS like levels. In mathematical form, the proper form of f( =L k ) can be obtained by functions of the form: f( =L k ) = 1 ? exp(?5 max(0; ? 2L k )=NL k )] n ; (3) where N and n (in this study n = 1) are constants. It should be noted that equation (3) is somewhat di erent from Speziale's original formulation (see below). One of the goals of the present study is to develop and examine other ramping functions.
Pro les of f( =L k ) for varying values of the parameter N are shown in gure 2. When N = 10, a RANS calculation is recovered almost across the entire boundary layer. The ramping function originally proposed by Speziale 1] 
Regularization is performed on the function f( ; ) to remove the possibility of division by zero yielding, f( ; ) = 3 3 ? 2 2 + 6 2 3(1 + 2 ) 3 + 2 + 6 2 2 + 6 2 :
The terms and are the irrotational strain rate invariant and the rotational strain rate invariant respectively. They depend on S ij and W ij in the following way,
The values of coe cients appearing in equations (5) and (8) (1) and the Poisson equations for the velocities can be found in Meitz and Fasel 3] . In summary, the time dependent spatially varying ow eld is calculated using a spatial model of the computational domain. For time integration a fourth-order accurate explicit Runge-Kutta method is employed. Spatial derivatives in the streamwise direction are approximated by fourth-order compact di erences employing upwind biased and downwind biased switching. Wall-normal derivatives are computed with fourth-order compact di erences that allow for grid stretching. Pseudo-spectral decomposition is utilized in the spanwise direction, z, based on the assumption that ow eld is periodic in the spanwise sense. Lastly, a fast Poisson solver scheme is implemented for solving the velocity equations. The FSM requires simultaneous integration of the k; equations. Space and time dependent values for k; are required for the ramping function f( =L k ) (to determine L k ) and for R ij . The time dependent k and equations (9) and (10) are solved using an ADI method with second-order accuracy both in space and in time. The spatial derivatives of the turbulent stresses are computed using the same di erencing methods discussed previously for streamwise and wall-normal di erentiation.
Results

Computational Domain and Boundary conditions
The computational domain for two-dimensional adverse pressure gradient calculations (conducted near the RANS limit using FSM) is shown in gure 3. The experimental setup of Gaster 7] is also shown in gure 3 in relation in the computational domain as a reference. At the in ow boundary location x=x 0 , the mean ow may be either laminar or turbulent. In the case of a laminar in ow, a Blasius boundary layer pro le is speci ed. For a steady turbulent (time-averaged) in ow, the 1/7th law is used for the velocity pro le and an empirical distribution is imposed for the turbulence intensity. Figure 4 shows the computational domain for time-dependent, spatially varying, threedimensional turbulent boundary layer calculations. A steady, laminar boundary layer enters the domain from the left. Periodic disturbances which \trip" the boundary layer to turbulence are introduced via a blowing and suction slot located on the wall (shown in gure 4 as the shaded strip). The slot is positioned far enough downstream to avoid possible interactions between the in ow boundary and the disturbance slot.
For all computations, boundary conditions are imposed at the in ow, out ow, wall, and freestream boundaries of the computational domain. At the in ow of the domain, if the ow is laminar, a Blasius solution is speci ed; while if the ow is turbulent, Dirichlet conditions are imposed for u, v, w, ! x , ! y , ! z and ij ]. Near the out ow boundary, a bu er zone similar to that of Kloker et al 8] restores the ow to a steady state so that at the out ow boundary itself second derivatives of all ow quantities can be set to zero. In the wall-normal direction, the no slip condition and zero wall-normal velocity (except over the disturbance slot) are imposed at the wall. At the freestream, a boundary condition is used that allows for either the decay of weak disturbances or a pressure gradient is prescribed.
Validations of ASM and the ramping function
The FSM has been validated in the limits of traditional RANS calculations and LES for the test case of a zero pressure gradient at plate turbulent boundary layer. Calculations on the level of RANS are required to validate the Algebraic Stress Model (ASM) which serves as the \backbone" of the FSM. LES level calculations demonstrate how varying the magnitude of the ramping function and hence the level of turbulence modeling impacts the time dependent solution.
For the RANS limit, a two-dimensional calculation was carried out on a 257 128 grid for a boundary layer with a global Reynolds number of 1:2 10 6 . Wall-normal resolution was such that the rst grid point was located at about y + = 2 from the wall. (It should be noted that additional calculations were done for various levels of spatial resolution in order to de ne a test case for which results were independent of the computational grid.) Figure 5 shows the streamwise velocity pro les obtained using ASM. The results agree very well with the predicted log law pro le. Other boundary layer parameters, although not shown in this abstract, also agree well with experimental and analytical results.
For testing of FSM in the LES limit, two simulations were performed for a transitional and turbulent at plate boundary layer at a global Reynolds number of 1:0 10 5 . For these simulations, a laminar boundary layer is \tripped" to turbulence by a bypass mechanism initiated by the introduction of strong periodic, three dimensional disturbances via the blowing and suction slot. The computational grid in each calculation was the same, 701 80 15 with a rst wall-normal grid point at y + = 4. The di erence between the two simulations is the value of of the ramping function in Speziale's original form, see equation (4) . Figure 6 shows contours of instantaneous spanwise vorticity for both of these calculations designated as (a) for = 0:002 and (b) = 0:005] along with the results of a traditional LES designated as (c)] employing a constant coe cient Smagorinsky model. Direct comparison of the vorticity contours of cases (a) and (b) demonstrates the e ect of increasing the amount of turbulent energy which is modeled relative to that which is resolved. For case (a), small-scale structures are clearly apparent throughout the computational domain indicating that much of the turbulent spectrum is being resolved and that only a small portion of it is being modeled. This is consistent with the fact that this case produces turbulent stresses of the same order of those produced by a traditional LES. Cases (a) and (c) show a range of structures of similar sizes. When a large portion of the turbulent spectrum is being modeled, as for case (b), the small scales readily visible in case (a) seem to disappear. Even though it would be numerically possible to resolve the small scales seen in case (a) (calculations are carried out with the same resolution), the turbulence model in case (b) produces a large amount of dissipation (more of the turbulent energy is modeled, less is resolved) which e ectively removes all but the largest structures. This clearly demonstrates the key feature of the combined methodology in that it can successfully deliver meaningful results through a wide range of f( =L k ).
Calculation of a boundary layer separation using FSM
For the computation of an adverse pressure gradient boundary layer with separation and reattachment shown in gure 3], a grid of 641 128 points was used. The independence of the solution with respect to the spatial resolution was checked by using the characteristic parameters of the separation bubble (such as the length of the bubble and the separation location). In order to match the experiments of Gaster 7] , the Reynolds number based on the momentum thickness at the separation point was about 218 for an incoming laminar freestream velocity of 6:65m=s. A freestream pressure distribution was imposed to match that from the experiments which produced a long separation bubble. This case has been taken as a validation test for a 2D \DNS" 9], where relevant parameters of the separation bubble were found to be in an good agreement with experiments 7] as well as with the other simulations 10].
It was found in the experiments that a rapid transition occurred at the reattached point of the separation bubble 7] . Therefore, at the streamwise location of the mean reattached point, the turbulence model was ramped in spatially. The parameters of the ramping function, see equation (4), were set to n = 1 and N = 10, yielding a RANS calculation extending from the wall across much of the boundary layer. From the edge of the boundary layer on, traditional LES level turbulent stresses are produced.
Contours of the spanwise vorticity, streamlines, and velocity vectors are plotted in gures 7(a), (b) and (c), respectively. Vortical structures are clearly present in the turbulent boundary layer downstream of the mean reattachment location. These structures are gradually dissipated due to the strong turbulent dissipation in the boundary layer. However, they are still able to signi cantly reduce the streamwise velocity near the wall, as shown in gure 7(c). Upstream, the ow is laminar, with a long separation bubble starting at about x=L = 10:4. The instantaneous turbulence characteristics are shown in gure 8. It can be seen that the turbulence kinetic energy k, turbulence dissipation rate , Reynolds shear stress 12 ] R and \e ective eddy viscosity" distributions are clearly associated with the vortical structures in the ow eld.
Concluding Remarks and Future Work
In the present study, a new \Flow Simulation Methodology" (FSM) for the computation of complex turbulent ows was implemented and tested. With this methodology, simulations approach an unsteady RANS calculations when the grid resolution is decreased (and/or Reynolds number is increased) and consistently approach a Direct Numerical Simulation when the grid resolution is increased (and/or Reynolds number is decreased). The new model was implemented and tested for turbulent at plate boundary layer ows both with and without separation. The results are promising as they are very promising.
For the nal paper, we plan to perform additional calculations with this methodology to better understand its capabilities and limitations. New forms of ramping functions will be also explored. Speci cally, future calculations will focus on the simulations of turbulent boundary layers with strong adverse pressure gradient. These calculations will be conducted across the full range of the new methodology (from DNS to RANS). 
