The author studies the optimization of measurement for n copies of pure states. The asymptotic efficiency of the optimal measurement is calculated in the large deviation sense.
Introduction
Recently, relating to researches of optical communications, quantum optics and quantum computer, there has been more and more necessity of researches for statistical estimation of quantum states [1] - [3] . However, we have few mathematical rigorous formulations about a statistical estimation for quantum states. Helstrom developed a general local estimation theory for one-parameter families [4] [5] .
To the author's knowledge, there are only three models of multi-parameter family whose attainable Cramér-Rao type bound is explicitly derived; the quantum Gaussian model [5] [6], the spin 1/2 system three-parameter model [7] - [10] and the pure state model [10] [11] .
There exist many papers about quantum state reconstruction and quantum tomography [16] . In these papers, some consistent estimators (consistent measurements) are constructed. But, These papers don't describe the optimization of consistent estimators with respect to the asymptotic efficiency of estimation in the large deviation sense.
We have few asymptotic optimal estimation theories for quantum states. Nagaoka established a local asymptotic estimation theory for one-parameter families [12] . We need a global asymptotic estimation theory for quantum states families.
In this paper, the asymptotic optimal measurements and the minimal error are derived under the assumption that the object state is a pure state and that the dimension of the Hilbert space which corresponds to the physical system of interest is finite.
Let us explain briefly the contents of the present paper. In section 2, the quantum i.i.d. condition is introduced. This condition is important for the following discussions.
In section 3, Holevo's theory for covariant families and covariant measurements is summarized [5] [13] . Mackey established the covariant measurement theory with respect to an action of a group [15] . Holevo proved the quantum Hunt-Stein theorem [13] . These formulations are necessary for the following sections.
In section 4, the optimal measurement under the quantum i.i.d. condition is derived. The optimal measurement is independent of the choice of deviation measure satisfying the natural condition.
In section 5, the optimal deviations of the square of distances is calculated. In section 6, the global large deviation is evaluated.
In section 7, we evaluate the gap between the classical statistical estimation (the classical maximum likelihood estimation) based on n data of the optimal measurement on 1-particle system and the optimal measurement on n-particle system (n-i.i.d. model). Actually, the gap vanishes in the sense of large deviation on this model.
Pure state n-i.i.d. model
Let H := C k be a Hilbert space which corresponds to the physical system of interest, and let P(H), S(H) be the set of pure states on H, the set of density operators on H respectively. In this paper, we consider measurements whose measurable set is P(H).
The purpose of this paper is finding the optimal measurement to estimate a quantum pure state in a family.
For a pure state ρ ∈ P(H), a possible measurement is represented by an element of M(P(H), H), where M(Ω, H) denotes generalized measurements (positive operator valued measures i.e. POMs) whose measurable set is Ω on H. 
Bures's distance d b is defined in the usual way:
Let W (ρ,ρ) be a measure of deviation of the measured valueρ from the actual value ρ.
Lemma 2.1 For a measure of deviation, the following are equivalent.
• W (ρ,ρ) = W (gρg * , gρg * ) for g ∈ SU(k), ρ,ρ ∈ P(H).
• There exists a function
It is natural to assume that a deviation measure W (ρ,ρ) is monotone increasing with respect to Fubini-Study distance d f s . Let H 1 , . . . , H n be n Hilbert spaces which correspond to the physical systems. Then their composite system is represented by the tensor Hilbert space:
Thus, a state on the composite system is denoted by a density operator ρ on H (n) . In particular if n element systems {H i } of the composite system H (n) are independent of each other, there exists a density ρ i on H i such that
The condition:
corresponds to the independent and identically distributed condition (i.i.d. condition) in the classical case. In this paper, we consider under this condition (3) called the quantum
ρ is a pure state, H (n) and ρ (n) are simplified as follows. Letting ρ = |φ φ| ∈ P(H), we have
The vector φ (n) is included in n-th symmetric tensor space. The state family {ρ (n) |ρ ∈ P(H)} is regarded a state family on n-th symmetric tensor space. Denoting the nth symmetric tensor space on H by H s ) with respect to a deviation measure W (ρ,ρ), provided that the actual state is ρ, is equal to
In minimax approach the maximum possible error measure W (ρ,ρ)
is minimized.
Quantum Hunt-Stein theorem
In this section, the quantum Hunt-Stein theorem established by Holevo [5] [13] is summarized. Let G be a compact transitive Lie group of all transformations on a compact parametric set Θ, and {V g } a continuous unitary irreducible representation of G in a finite-dimensional Hilbert space H ′ := C k ′ , and µ a σ-finite invariant measure on group G such that µ(G) = 1.
for any g ∈ G and any Borel B ⊂ Θ, where
denotes the set of covariant measurements with respect to {V g }.
is defined as follows:
Let θ be a parameter specifying some aspects of the state preparation, so there is a family {S θ |θ ∈ Θ}.
Definition 3.2 The family is called covariant under the representation
Assuming that the object is prepared in one of the states {S θ } but the actual value of θ is unknown, then the problem is to estimate this value as close as possible from a measurement on the object. We shall treat this problem by methods of the quantum statistical decision theory. Let W (θ,θ) be a measure of deviation of the measured valueθ from the actual value θ. It is natural to assume that W (θ,θ) is invariant:
The mean error of the measurement Π ∈ M(Θ, H ′ ) with respect to a deviation measure W (θ,θ), provided that the actual state is S θ , is equal to
Following the classical statistical decision theory, we can form two functionals of D W θ giving a total measure of precision of the measurement Π.
In Bayes' approach we take the mean of D W θ with respect to a given prior distribution π( dθ). The measurement minimizing the resulting functional:
is called Bayesian. This quantity represents the mean error in the situation where θ is a random parameter with known distribution π( dθ). In particular, as Θ, G are compact and "nothing is known" about θ, it is natural to take for π( dθ) the "uniform" distribution, i.e. normalized invariant measure ν( dθ) defined as follows:
It is independent of the choice of θ ∈ Θ. This measure ν is equivalent to the measure defined by the volume bundle induced by Fubini-Study metric.
In minimax approach the maximum possible error with respect to a deviation measure
is minimized. The minimizing measurement is called minimax. Because G is compact, we shall show that in the covariant case the minima of Bayes and minimax criteria coincide and are achieved on a covariant measurement. We obtain the following quantum Hunt-Stein theorem [5] [13] . It is easy to prove the theorem. Theorem 3.2 For a covariant measurement Π ∈ M(Θ, V ), we obtain the following equations:
Introducing the "averaged" measurement
we have
Thus,
In this case, minimax approach and Bayes' approach with respect to ν( dθ) are equivalent. Therefore we minimize the following:
Thus, it is sufficient to consider the following minimization:
4 Optimal measurement in pure state n-i.i.d. model
In this section we apply the theory of §3 to the problem §2. We let as follows:
We let the action
be the tensor representation of the natural representation. In this case, 
For a proof see Appendix A. Thus, V ρ (ρ (n) ) is the optimal measurement with respect to a deviation measure W (ρ,ρ). The optimal measurement is independent of the choice of ρ and W since V ρ 0 (ρ
). This measurement is denoted by Π n . The optimal measurements are described as follows:
Under the following chart (4), the optimal measurements are denoted as:
where we defined as follows:
The invariant measures ν( dθ) is described in this chart as: (See pp.31 in [14] .)
For a proof, see Appendix B. 
Deviation measures by distances
Theorem 5.1 We obtain the following equation.
Specially in the case of γ = 2, we have
Proof Because of Lemma 5.2,
where the limit is induced by the following formula of Γ function:
Letting γ := 2, we obtain 
from Theorem 5.1, it is sufficient to prove that
From Lemma 5.1, the proof is complete. 
For a proof, see Appendix C.
Lemma 5.2
For any x, y, we have
Specially, in the case of x = 2k + 1, y = 2l + 1.
Proof Letting t := cos 2 θ, we get
where we use the following formula of B function:
6 Global large deviation evaluation
In this section, we will estimate the global large deviation evaluation by the optimal measurement given in §4.
Theorem 6.1 We obtain the following:
log Pr
where Pr
S M B denotes the probability of B with respect to the probability measure tr(M( dω)S) for a Borel B ⊂ Ω, a measurement M ∈ M(Ω, H ′ ), and a state S ∈ S(H ′ ).
Proof Because
Letting x := cos θ, we have
The preceding equation is evaluate as follows:
Πn {ρ ∈ P(H)|d f s (ρ,ρ) ≥ ǫ} = 2 log cos ǫ.
We obtain (6). Since lim ǫ→0 2 ǫ 2 log cos ǫ = −1, we obtain (7). 2 7 Fisher information on tr Π n ( dρ)ρ (n)
In this section, we calculate the Fisher information of n tensor model by standard optimum measurement. J ρ Πn denotes the Fisher information. We consider the tangent space T ρ P(H) at ρ := |φ(0) φ(0)|. If c(t) is a curve on P(H) such that c(0) = ρ,ċ denotes the element of T ρ P(H) defined by c(t). Fubini-Study metric g f s is defined as:
, from Lemma 7.1,we obtain the following Corollary, where d g denotes the geodesic distance with respect to a Riemannian metric g.
Corollary 7.1 Let a measurement T (n) be the maximum likelihood estimation of n data given by the measurement
. We obtain the following.
Lemma 7.1 Let {p θ |θ ∈ Θ} be a family of probability distributions. If T (n) is a consistent estimator, then we have
where J denotes the Fisher metric of {p θ |θ ∈ Θ}. The equality establishes if T (n) is the maximum likelihood estimation.
Proof of Theorem 7.1
Let c(t) := |φ t φ t |, φ t := φ(t, 0, . . . , 0). (See the equation (4).) Because g f s (ċ,ċ) = 1, it is sufficient to prove that
We have
Therefore, we obtain
8 Conclusion
In this paper, we have that the effect of the quantum i.i.d. expansion vanishes in the sense of large deviation. Since the family {tr Π 1 ( dρ)ρ|ρ ∈ P(H)} of probability distributions is symmetric under the action of SU(k), the process needed by the classical maximum likelihood estimation on n data is easier than the construction of the optimal measurement on n-i.i.d. model. This result depends on the effect of a pure state. If we consider the model which consists of mixed states, we have to note the gap between the classical statistical estimation based on n data of the optimal measurement on 1-particle system and the optimal measurement on n-particle system. is irreducible with respect to the action of SU(k),
We assume that W (ρ,ρ) = h(tr ρρ). As h is monotone decreasing, there exists a measure
. The function h β on [0, 1] and the deviation measure W β are defined as follows:
From Lemma A.1, for any measurement Π we have
From (9), it is sufficient to show the following for {φ i } ⊂ H in the case of W = W β .
From Lemma A.2 it is sufficient for (10) to prove the following:
Remark that | φ(θ)|φ(0) | 2 = cos 2 θ 1 . From Lemma A.3, we get
Therefore, it is sufficient for the equation (11) to show that for π/2 ≥ θ 1 > θ
It suffices to verify that for θ i ∈ [0,
Thus, it is sufficient to prove that the following is monotone decreasing about θ 1 for any θ 2 , . . . , θ k−1 :
Letting
we get
Letting x := tan θ 1 , Lemma A.4 induce that (12) is monotone decreasing about θ 1 . The proof is complete.
Proof For the probability measure π on P(H), we have
Substituting π( dρ) for tr(Π( dρ)ρ (n) ), then we obtain (13 • φ|A|φ φ|φ ≥ ψ|A|ψ ψ|ψ .
• φ|A|φ ψ| Id −A|ψ ≥ ψ|A|ψ φ| Id −A|φ .
ProofŴ β (ρ) is denoted as follows:
We obtain Proof The set K m n is defined as follows:
The number C(I) is defined for I ∈ K m n as sufficing the following condition:
Therefore,
Thus, The proof is complete.
C Proof of Lemma 5.1
From the assumption, for any ǫ > 0, there exists δ > 0 such that for any x ∈ [0, δ] g n (x)(1 − ǫ) ≤ f n (x) ≤ g n (x)(1 + ǫ).
By the assumption, there exists n 0 such that for any n ≥ n 0 ,
We obtain
Since ǫ is arbitrary, the proof is complete.
