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ABSTRACT
In this dissertation, a framework for planning and control of flying robots
with the account of human’s safety perception is presented. The framework
enables the flying robot to consider the human’s perceived safety in path
planning. First, a data-driven model of the human’s safety perception is es-
timated from human’s test data using a virtual reality environment. A hid-
den Markov model (HMM) is considered for estimation of latent variables,
as user’s attention, intention, and emotional state. Then, an optimal mo-
tion planner generates a trajectory, parameterized in Bernstein polynomials,
which minimizes the cost related to the mission objectives while satisfying
the constraints on the predicted human’s safety perception. Using Model
Predictive Path Integral (MPPI) framework, the algorithm is possible to ex-
ecute in real-time measuring the human’s spatial position and the changes
in the environment.
A HMM-based Q-learning is considered for computing the online optimal
policy. The HMM-based Q-learning estimates the hidden state of the human
in interactions with the robot. The state estimator in the HMM-based Q-
learning infers the hidden states of the human based on past observations and
actions. The convergence of the HMM-based Q-learning for a partially ob-
servable Markov decision process (POMDP) with finite state space is proved
using stochastic approximation technique.
As future research direction one can consider to use recurrent neural net-
works to estimate the hidden state in continuous state space. The analysis
of the convergence of the HMM-based Q-learning algorithm suggests that
the training of the recurrent neural network needs to consider both the state
estimation accuracy and the optimality principle.
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NOTATIONS, SYMBOLS, AND
ACRONYMS
Rn n-dimensional Euclidean space.
Rn×m Set of all n×m real matrices.
A⊤ Transpose of of matrix A.
I Identity matrix with an appropriate dimension.
| · | Standard Euclidean norm.
| · |1 1-norm for a vector.
|M| Induced 2-norm of matrix M .
‖·‖L∞ L∞ norm.
|S| Cardinality of the set for any finite set S.
E Expectation operator.
P Probability of an event.
1A Indicator function of the event set A.
N Gaussian distribution.
 End of proof for lemma.
 End of proof for proposition.
VR Virtual Reality.
GSR Galvanic Skin Response.
EDA Electrodermal Activity.
HMM Hidden Markov Model.
vi
MPC Model Predictive Control.
RL Reinforcement Learning.
MDP Markov Decision Process.
POMDP Partially Observable Markov Decision Process.
RNN Recurrent Neural Network.
Bold-face, lower-case letters refer to column vectors (e.g. v), while bold-
face, capital letters refer to matrices (e.g. M). [x]i is its i-th element for
any vector x; [P]i,j indicates its element in i-th row and j-th column for any
matrix P; subscript n denotes time steps, e.g. xn; a parametric mapping
with a parameter α is denoted as f(·;α); Similarly, a parametric probability
model with a parameter α is denoted as P[·;α].
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CHAPTER 1
INTRODUCTION
In the last decade, multi-rotor copters have seen immense growth in popu-
larity, not only as a research platform but also as a commercial and indus-
trial device. By 2020, the market for these devices is expected to attain a
value of $11.2 billion with an annual growth of over 30% [1]. The mechan-
ical simplicity, the ability to hover and the maneuverability of these flying
robots justify their use in civilian applications such as media production, in-
spection, and precision agriculture. The inclusion of these micro unmanned
aerial vehicles (UAVs) in our day-to-day lives brings immediate benefits to
society. As an example, by using fast and cheap UAVs, delivery from major
retailers like Amazon and Walmart can keep a reduced inventory resulting in
cost-effective warehouse management. Additionally, by exploring their small
and lightweight form factor and substantially leveraging their agility and re-
liability, applications in elderly care, medicine, transportation, and mobile
surveillance are being rapidly developed. In all these examples, it is impor-
tant to fly safely near people while navigating in densely populated areas.
Unlike current mobile robots that autonomously operate without consider-
ing humans, these flying collocated and cooperative robots (co-robots) are
intended to interact and cooperate with people in shared and constrained
environments.
It is a long tradition in robot control and motion planning to focus on
the robot’s actual safety, i.e., the ability to generate safe paths that avoid
collisions with obstacles. However, this is insufficient for robots operating in
human populated areas. Studies of human perception have shown that there
is a sharp distinction between human perceived safety and actual safety. This
thesis presents a path planning framework that takes into account the hu-
mans safety perception in the presence of a flying robot. Human’s safety
perception is predicted based on data collected from physiological experi-
ments in a virtual reality (VR) environment. In the VR experiment, the
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participants experience a robot flying in the proximity, and the physiological
signals and the position coordinates of the flying robot are recorded simul-
taneously. This thesis aims to obtain a data-driven model where the target
variable is the physiological arousal signal, and the feature variables are the
position and the velocity coordinates of the flying robot.
There are a number of unknown factors present in the data collected from
these experiments. Naively assuming the unknown factor to be an inde-
pendent identically distributed (i.i.d.) Gaussian noise model would not be
suitable for the data where only partial observation of the state of the system
is provided. However, the i.i.d. Gaussian noise assumption is popularly used
for regression tasks, since maximizing the likelihood for estimation task con-
veniently reduces to the mean squared error (MSE) minimization problem.
In [2], a recurrent neural network (RNN) is applied to predict music mood
(valence), where the coefficient of determination1 with a recurrent neural
network (RNN) is at most 50% [2]. The undesired goodness of fit despite
the highly complex models used in the previous papers suggests that other
factors not contained in the data may influence the outcome of the human
test.
This thesis uses a framework of hidden Markov model (HMM) and optimal
control to address the following problems:
1. Learning human’s safety perception model based on test data from
Virtual Reality experiments;
2. Trajectory generation for the flying robots based on the learned model;
3. Online learning and control framework which can adapt to the changes
in the environment.
The advantage of using HMM to address the problems are two-fold:
• The HMM assumes that observations (outputs of sensors) are incom-
plete. Hence, the different behaviors due to the unknown factors can
be evaluated in a proper statistical estimation framework. In contrast,
the standard error minimization methods under the Gaussian noise as-
sumption are suitable for the data where the target variable is slightly
1The coefficient of determination R2 is a performance metric used in regression task.
R2 = 1 −
∑
i
(yi−yˆi)
2
∑
i
(yi−y¯)2
, where y¯ denotes empirical mean, and yˆi denotes the prediction of
the target variable given a feature variable xi.
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perturbed from a function of the observation. However, the existence
of the unknown factors violates the Gaussian noise assumption.
• For optimal control task under partial observation, one needs to con-
sider a state observer. The HMM formulation of the optimal control
incorporates such state estimation in terms of distribution. The HMM
formulation of the optimal control task promotes to disambiguate the
state estimate, i.e., decrease the risks when making critical actions.
This thesis presents an off-line method to learn human’s safety perception
model from the data collected from humans experiencing flying robots in
virtual reality (VR). The data-driven safety perception model is used in an
off-line optimal trajectory generation. This thesis incorporates an HMM to
statistically disregard the samples irrelevant to the test variable during the
estimation of the safety perception model. For the optimal trajectory genera-
tion, this thesis uses Bernstein polynomial parametrization of trajectories [3]
that ensures collision avoidance apriori. The thesis extends the optimal tra-
jectory generation to a model predictive control (MPC) framework, which
can react to the time-varying position of the human while incorporating the
safety perception model as a constraint in the MPC framework in real-time.
This thesis also presents a method for reinforcement learning with par-
tially observable Markov decision process (POMDP). The convergence of the
optimal policy is analyzed. The analysis reveals that a state estimator be-
ing updated by the online system identification can be concurrently used to
determine optimal policy for partially observable systems. The estimation
algorithm has two objectives: (1) maximizing the likelihood of the system
identification, (2) finding the optimal policy for the partially observable sys-
tem using the state estimator. The thesis suggests that the two objectives can
be incorporated in training of deep reinforcement learning with incomplete
state observation.
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1.1 Literature review
Related results in human-robot interaction
Human’s perception of a flying robot dependent upon its spatial and tem-
poral variables (e.g. distance and speed) has been studied using the virtual
reality testbed, and as well using a real flying robot. A comfortable approach
distance for a flying robot was studied in [4], where the authors tested the
effects of the size of the robot on the comfort levels of the human using
behavioral, physiological and survey measures. Distancing with the robot
and the interaction preference between two differently behaving robots were
investigated for speed and repeating behavior (cyclicity) using VR experi-
ments, [5]. Comparison of comfort levels with a small UAV versus a ground
vehicle is studied through tests measuring comfort distance, [6].
On the other hand, various design approaches to the human-aerial-robot
system have been explored again for the purpose of ensuring comfort for
humans. Laban effort2 is employed to design flight paths for a flying robot
in [8, 9], and the effect on arousal and valence due to the design parameter
of the flight path is tested. Emotional encoding in a flight path of a robot
was investigated in [10], where the encoding is derived from characterizing
stereotypes of personality and motion parameters using interaction vocab-
ulary. In [11], the authors propose a flight path design approach, which
improves the ease of human’s perception of the robot’s motion, and the
proposed design is tested using survey measures. A signaling device that
resembles the turn signals of a car is proposed to communicate the robot’s
intent to humans, [12]. Using gestures to communicate the user’s intent to
the robot is investigated in [13].
Socially aware navigation for ground robots has been more extensively
studied in the last decade compared to UAVs (see [14] and [15] for review).
Socially aware or human aware navigation is a broad concept. However, most
results on this topic focus on improving the robot’s behavior in the aspects
defined as follows [15]:
• Comfort is the absence of annoyance and stress for humans in interac-
tion with robots;
2A method to interpret human motion used in choreography [7]
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• Naturalness is the similarity between robots and humans in low-level
behavior patterns;
• Sociability is the adherence to explicit high-level cultural conventions.
The thesis focuses on improving the comfort of the user that interacts with
flying robots. Human’s perception of safety is different from objective safety.
Even when a robot is designed to ensure safe operation, a human user may
still feel that the robot’s motion is not safe due to a lack of trust in the
technology. Proxemics theory [16] has been extensively accepted by roboti-
cists and led to various ways of modeling human space in the context of
socially aware robotics. In [17], using the Gaussian kernel as a spatial model
to consider personal space, the human-occupied space is probabilistically
constrained following the proxemics theory. In [18], the Gaussian mixture
model is used to consider the constraint space for groups of people where
each Gaussian kernel presents a person’s space. Furthermore, there are pa-
pers [19, 20] that use semantic labeling of the 3D maps or camera images in
accordance with the human space modeling theory. In [19], a human aware
motion planner regulates the distance between robots and humans by using
a social mapping that considers human’s states such as sitting, standing, etc.
In [20], the authors propose an algorithm which addresses social mapping as
density estimation. The estimated density indicates the constraint space for
robot navigation.
Conforming to the spatial constraints that follow social conventions might
not be enough to ensure the comfort of the humans. In [21], the experiment
shows that the human’s feeling of discomfort also depends on the speed of
the robots. Also, there are cultural differences which need to be considered in
social navigation [22]. Beyond the proxemics theory-based social navigation,
there exist learning based approaches [23, 24]. In [23], using surveillance
camera images for pedestrians, the authors estimate the pedestrian model to
be used with a motion planner. In [24], the authors propose to use inverse-
reinforcement learning to identify the social norm in human’s navigation in
terms of a cost to minimize in optimal control. In [25], reinforcement learning
is applied for navigation and control with a certain nonlinear cost function
that is a congruent of a social norm.
In the papers cited above, the focus is on either discovering a general model
in human-aerial-robot interaction based on the empirical data or devising a
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heuristic method to improve the acceptability of the robot for humans. Many
social navigation methods for ground robots aim to avoid the constraint
space which is determined based on proxemics theory. However, it is not
clear whether avoiding the intimate space around a human is the ultimately
desired behavior for the social robots. There are learning based approaches
for social navigation which do not rely on the proxemics theory. However,
the learning-based approaches in the cited papers focus on how to predict
the human’s motion instead of predicting how the human would feel when
the robot is navigating around them.
Reinforcement learning with partially observable Markov
decision processes.
Reinforcement learning (RL) is a machine learning method seeking optimal
sequential decision making, which is also applicable to the optimal decision
making for flying robots operating in the proximity of humans. Reinforce-
ment learning (RL) is getting significant attention due to the recent successful
demonstration of the ‘Go game’, where the RL agents outperform humans in
specific tasks (video game [26], playing Go [27]). Although the demos show
the enormous potential of the RL, those game environments are confined and
restrictive compared to what ordinary humans go through in their everyday
life. One of the significant differences between the game environment and
the real-life is the presence of unknown factors, i.e., the observation of the
state of the environment is incomplete.
Most RL algorithms are based on the assumption that complete state
observation is available, and the state transition depends on the current state
and the action (Markovian assumption). Markov decision process (MDP) is
a modeling framework for dynamic systems which assumes complete state
observation. Development and analysis of the standard RL algorithms are
based on MDP. Applying those RL algorithms with incomplete observation
may lead to poor performance. In [28], the authors showed that a standard
policy evaluation algorithm could result in an arbitrary error due to the
incomplete state observation. The RL agent in [26] shows poor performance
for the games, where inferring the hidden context is the key to winning.
Partially observable Markov decision process (POMDP) is a generalization
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of MDP that incorporates the incomplete state observation model. When the
model parameter of a POMDP is known, the optimal policy is determined
using dynamic programming on the belief state of MDP, which is transformed
from the POMDP [29]. The belief state of MDP has continuous state space,
even though the corresponding POMDP has finite state space. Hence, solving
a dynamic programming problem on the belief state of MDP is computation-
ally challenging. There exist many results to obtain approximate solutions
to the optimal policy, when the model is given, [30, 31]. When the model of
POMDP is not given (model-free), a choice is in the policy gradient approach
without relying on Bellman’s optimality. For example, Monte-Carlo policy
gradient approaches [32, 33] are known to be less vulnerable to the incom-
plete observation, since they do not require to learn the optimal action-value
function, which is defined using the state of the environment. However, the
Monte-Carlo policy gradient estimate has high variance so that convergence
to the optimal policy typically takes longer as compared to other RL al-
gorithms that use Bellman’s optimality principle with the complete state
observation.
A natural idea is to use a dynamic estimator of the hidden state and
apply the optimality principle to the estimated state. Due to its universal
approximation property, the recurrent neural networks (RNN) are used to
incorporate the estimation of the hidden state in reinforcement learning.
In [34], the authors use an RNN to approximate the optimal value state
function using the memory effect of the RNN. In [35], the authors propose
an actor-critic algorithm, where RNN is used for the critic that takes the
sequential data. However, the RNNs in [34,35] are trained only based on the
Bellman optimality principle but do not consider how accurately the RNNs
can estimate the state, which is essential for applying Bellman’s optimality
principle. Without reasonable state estimation, taking an optimal decision
even with given correct optimal action-value function is not possible. To the
best of the our knowledge, most RNNs used in reinforcement learning do not
consider how the RNN accurately infers the hidden state.
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1.2 Thesis overview
In the remainder of this thesis, we present solutions to the path planning and
control of flying robots with the account of human’s safety perception. The
dissertation is organized as follows.
• Chapter 2 presents the VR experiment design to obtain data for esti-
mating human’s safety perception of flying robots in their proximity.
The objective is to record time-stamped signals for test variables and
target variables for the regression task in Chapter 3. The experiment
was designed for hypothesis testing to study statistically significant
features of the flying robots that affect the human’s safety perception.
• Chapter 3 introduces the issue of the unknown factors present in the col-
lected data from the VR experiment. A Hidden Markov Model (HMM)
approach was proposed to consider the unknown factors. The HMM
model aims to distinguish data samples which are relevant to the fly-
ing robot from the data which are profoundly affected by the unknown
factors.
• Chapter 4 presents the optimal trajectory generation with the cost func-
tion considering the safety perception model. Using two parametriza-
tions of polynomial trajectories (Bernstein and Legendre polynomials),
the trajectory generation method can consider the human’s safety per-
ception model estimated in Chapter 3, while ensuring collision avoid-
ance. A sampling-based model predictive control (MPC) with the
safety perception model is also presented in Chapter 4. In contrast
to the off-line trajectory generation, the MPC can handle varying po-
sition of human in real-time.
• Chapter 5 presents a reinforcement learning (RL) algorithm that con-
siders Partially Observable Markov Decision Processes (POMDPs). For
a robot to operate in proximity of a human, it needs to observe the hu-
man’s state, which is not completely observable. Hence, the control
task in human-robot interaction (HRI) needs to consider incomplete
state observations. The estimation task in Chapter 3 was addressed by
using HMM, which is a tool for partially observable dynamic systems.
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However, the estimation method in Chapter 3 and trajectory genera-
tion in Chapter 4 are off-line methods, which are incapable of adapting
to changes in HRI. The RL method presented in Chapter 5 formulates
the RL with POMDP as an HMM estimation problem.
• Chapter 6 extends the result of HMM-based RL in Chapter 5. The RL
method in Chapter 5 determines the optimal control law as a function
of the state. However, this RL method does not promote actions for
decreasing uncertainties. Previous papers in RL literature with fully
known POMDP have shown that the policy needs to be a function of
the belief state space instead of the state space. Chapter 6 extends the
results from Chapter 5 to consider the belief state MDP to incorporate
the desired actions of the RL agent, which disambiguates the uncertain
state estimation.
• Concluding remarks are provided in Chapter 7. Also, Chapter 7 sug-
gests possible future directions of research:
– HMM-based RL methods for continuous state space using deep
neural networks.
– Safe reinforcement learning.
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CHAPTER 2
VR EXPERIMENT AND DATASET
Figure 2.1: Flying robot observed in the VR environment.
Virtual Reality offers a safe, low-cost and time efficient method to collect
data, [5]. For example, the precise coordinates of the human and robot can
easily be recorded in real-time, which is useful for studying spatial-temporal
variables in human behavior. To this end, we developed a VR test environ-
ment to explore human-aerial vehicle interactions in a variety of experimental
scenarios, [36, 37]. Concurrent psychophysiological reactions of participants
are recorded in terms of head motion kinematics and electrodermal activity
(EDA) and are time-aligned with attributes of the robot’s flight path, e.g.
velocity, altitude and audio profile. We developed a data acquisition system,
where the robot operating system (ROS) assigns time stamps to data packets
from the sensors as shown in Figure 2.2, [38].
During the experiment, participants were introduced to the virtual envi-
ronment (VE) and told that they would experience a simulation of an urban
scene lasting approximately ten minutes. Participants were seated at the
junction of a three-way intersection with unoccluded paths in the forward,
left and right direction. Three arbitrary trajectories conforming to the shape
of the intersection were chosen and reversed, for a total of six unique tra-
jectories (1.6 m altitude) (see Figure 2.3). The simulation started with a
90 second baseline period - without any flying robot - allowing time for the
10
Figure 2.2: Data Acquisition using ROS [38] and Unity [39].
Figure 2.3: Flight paths.
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Figure 2.4: Human-aerial robot interaction events. Test events and flight
paths.x, y, z denote position coordinates and d denotes the distance
between the robot and the human. Also, x˙, y˙, z˙ denote velocity
coordinates, and d˙ denotes the rate of change of the distance.
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EDA signal to plateau. The first robot then appeared and completed its tra-
jectory. After a brief pause, the next quadrotor flew passing the human, and
so on for all six trajectories. The entire experiment lasted approximately 30
minutes. Figure 2.4 shows the position and velocity profiles of all these flying
robots. We collected the data from 56 participants (20 males / 36 females)
recruited from our university.
The skin conductance signal is preprocessed by EDA analysis package,
Ledalab, to generate the phasic activation signal, [40]. The EDA toolbox
decomposes the skin conductance signals into phasic and tonic signals, as
shown in Figure 2.5. The phasic signal is then deconvolved to determine
phasic activation; phasic response represents changes in sympathetic arousal
due to event-related activation.
Figure 2.5: EDA analysis result (phasic/tonic decomposition and
deconvolution to determine phasic activation).
To the best of our knowledge, there has been no standard index of perceived
safety in the literature. Although physiological measurements of arousal (e.g.,
EDA) alone are not necessarily equivalent to people’s perceived safety, sev-
eral pieces of evidence suggest that the EDA measure of physiological arousal
in our study is closely related to people’s anxiety induced by the approach-
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ing drone. For example, in a follow-up experiment examining the effects of
path height on people’s EDA responses, we found that the EDA phasic re-
sponse was significantly stronger for a drone approaching at eye-height where
a potential collision was possible than when the drone was flying at a height
beyond the observer’s head where there is no danger of collision, with all other
characteristics of the drone movement being the same. These results suggest
that such arousal was most likely due to human’s anxiety in response to ap-
proaching danger rather than general excitement caused by watching flying
robots. Moreover, analysis of the simultaneous head motion showed that as
the EDA signal increased with the approaching drone, people made charac-
teristic collision-avoidance movements by jerking their heads away from the
drone. These findings again suggest that the physiological arousal signals
observed in our study are most likely a result of people’s anxiety to avoid
impending danger rather than general excitement. Thus, in the following
sections, we consider the EDA signal as an operational approximation of the
human’s perceived safety for the optimal path generation algorithm.
2.1 Virtual reality experiment implementation
We used the HTC Vive VR headset to display the virtual environment. The
system tracks 6 degrees of freedom head motion by fusing sensor data from
a pair of infrared laser emitters with onboard IMU and laser position sen-
sors embedded in the headset. The virtual environment is generated in the
Unity3D game engine and presented on a Window 10 computer (i7-5820K,
3.3 GHz CPU; 32 GB RAM; NVIDIA GeForce GTX 980 Ti graphics card)
at 90 frames per second. The UAV’s flight behavior is modeled using a
rigid body simulation package (Catmull-Rom spline interpolation) available
in Unity engine. Electrodermal activity (EDA) and Photoplethysmogram
(PPG) data are recorded using the Shimmer3 Wireless GSR unit. The de-
vice consists of a 16-bit (24 MHz) ultra-low-power microcontroller and Class
2 Bluetooth radio (10 m; 33 ft), capable of resolving skin conductance levels
from 0.2 µS to 100 µS for a frequency range at 15.9 Hz. For further details
on the V2 implementation, we refer to [36].
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CHAPTER 3
THE SAFETY PERCEPTION MODEL
We aim to develop a data-driven model that predicts the phasic activation
(arousal), given the robot’s position and velocity. Let yn ∈ R denote the
phasic activation, where n is the time index. The input (feature) variable
denoted by xn ∈ R8 is the vector that contains the distance to the robot,
the rate of change of the distance, the Cartesian position coordinates and
the velocity coordinates. The challenge to be considered in the model is the
uncertainty due to unknown factors. Despite the high-fidelity test environ-
ment, it is impossible to measure every stimulus on the subject, i.e. there are
unknown factors in the data. As an example, one of our collected datasets,
shown in Figure 3.1, illustrates the unknown factors present in the data. One
can notice an increase of the phasic activation in the shaded area, although
the flying robot is far away and virtually invisible to the subject.
Figure 3.1: Phasic activation signal induced by the flying robot. The
shaded box indicates the response when the robot is in far distance (greater
than 60 [m]).
To consider the unknown factors in the data, we would like to think that
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the unexpected spike of the phasic activation in Figure 3.1 is due to the
change of the participant’s focus of attention, i.e. the participant is dis-
tracted by some other stimulus. Inspired by the work in [41], we model the
sequential dependence of human’s focus of attention using a hidden Markov
model (HMM). The HMM has two states represented by a latent variable,
zn ∈ {1, 2}, which represents the human’s attention state, i.e.
zn :=
{
1, if the human is attentive to the robot,
2, otherwise.
Then zn is modeled by a homogeneous Markov chain with the following
probability transition equation:
πn+1 = πnA. (3.1)
The vector πk := [p(zn = 1), p(zn = 2)] is the stochastic row vector for
the distribution over the state zn, and A ∈ R2×2 denotes the transition
probability matrix of the Markov chain1. The initial distribution π1 and A
are the parameters of the Markov chain.
The attention state latent variable zn assigns one of the two output emis-
sion models fβ(xn) + ǫ or an independent random source δ as follows
yn = 1{zn=1}(fβ(xn) + ǫ) + 1{zn=2}δ, (3.2)
where 1A denotes the indicator function, and fβ : R
8 → R is a linear function
fβ(x) := β
⊤φ(x) with parameter β and basis2 φ(x), ǫ ∼ N (0, σ2), and δ
denotes the random source. As seen in (3.2), yn depends on xn when zn = 1;
however, yn = δ when zn = 2, i.e. it is modeled as an independent random
signal.
In (3.2), it can be seen that two regression functions of the model yn =
fβ(xn) and yn = δ compete with each other to be chosen as the describer
for the corresponding observation (xn, yn). Selecting a model for δ with ap-
propriate complexity is desired, otherwise only yn = fβ(xn) would be active
most of the time. We employ a mixture of Gaussians to model δ. The Gaus-
1In this chapter, we used p(·) for both probability and probability density; its distinction
easily follows from the context.
2The 3rd order polynomial basis functions were chosen for the φ(·).
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sian mixture model (GMM) allows a multi-modal and skewed distribution in
contrast to the Gaussian distribution. The density of the mixture model for
δ is defined by another latent variable wn ∈ {1, . . . , K} as follows:
p(δ|wn = k) = N (δ|µk, σ2k), p(wn = k) = ck, (3.3)
where ck are mixing coefficients such that
∑K
k=1 ck = 1, N (δ|µ, σ) denotes
a Gaussian density function of δ with the mean µ and the variance σ2. We
assume that wn is independent and identically distributed. Also, it is as-
sumed that wn and zn are independent, and furthermore, wn and zn are
conditionally independent, given the observation (xn, yn).
3.1 Parameter estimation
The model defined by (3.1) - (3.3) has a set of parameters denoted by
θ := {β, µ, σ, π1,A, {ci, µi, σi}Ki=1}. Given the dataset x := {x1, . . . , xN}
and y := {y1, . . . , yN}, the parameter of the model is estimated by the max-
imum likelihood estimation (MLE) through the following conditional likeli-
hood equation:
argmaxθ p(y|x, θ) = argmaxθ
∑
z
∑
w
p(y, z,w|x, θ), (3.4)
where the summation takes place over all possible sequences, z := {z1, . . . , zN}
and w := {w1, . . . , wN}. The number of terms for the summation is 2NKN ,
which makes the optimization intractable for a large number of samples. Due
to this challenge, Expectation-Maximization (EM) algorithm [42] is widely
used to obtain the MLE for HMM.
EM Algorithm: Let (x,y, z,w) denote the complete data. Using the in-
dependence assumption on wn, zn and the Markov chain property as defined
in (3.1), the conditional likelihood for the complete data is calculated as
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follows:
p(y, z,w|x, θ) =
p(z1|π1)
[
N∏
n=2
p(zn|zn−1,A)
]
N∏
n=1
p(wn|θ)p(yn|zn, wn, xn, θ),
(3.5)
where z := {z1, . . . , zN} and w := {w1, . . . , wN}. The EM algorithm itera-
tively maximizes the likelihood in (3.5) using only (x,y) as summarized in
Algorithm 1.
Algorithm 1 EM Algorithm for MLE of θ given the data (x,y)
1: Initialize the parameter, θold with θ0.
2: repeat
3: Determine the posterior, p(z,w|x,y, θold).
4: Calculate Q(θ, θold):
Q(θ, θold) :=
∑
z,w
p(z,w|x,y, θold) log p(y, z,w|x, θ),
which is the expectation of log p(y, z,w|x, θ) with respect to the pos-
terior.
5: Find the maximizer, θ∗
θ∗ = argmaxθQ(θ, θ
old).
6: Update θold with θ∗.
7: until a certain stopping criterion is satisfied.
3.1.1 EM algorithm for the proposed model
The following three subsequent steps calculate the EM algorithm for the
proposed model:
Step 1. Determine the posterior, p(z,w|x,y, θold)
Using the conditional independence assumption of the latent variables, the
posterior is factorized as
p(z,w|x,y, θold) = p(z|x,y, θold)p(w|x,y, θold). (3.6)
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First, we calculate p(z|x,y, θold) using the Forward-Backward Algorithm [43].
Define a(zn,i) and b(zn,i) as follows:
a(zn,i) := p(y1, . . . , yn, zn,i),
b(zn,i) := p(yn+1, . . . , yN |zn,i,x),
where zn,i denotes the event {zn = i}. To calculate the posterior, the follow-
ing recursive equations are used:
a(zn,i) = p(yn|zn,i,x, θold)
2∑
k=1
a(zn−1,k)p(zn|zn−1,k,Aold),
b(zn,i) =
2∑
k=1
b(zn+1,k)p(yn+1|zn+1,k,x, θold)p(zn+1,k|zn,i,Aold),
where p(yn|zn,i,x, θold) is calculated using (3.2) as
p(yn|zn,i,x, θ) =
{
N (yn − fβ(xn)|0, σ2), if i = 1∑K
k=1 φkN (yn|µk, σ2k), if i = 2.
The boundary values a(z1) and b(zN) are determined as a(z1) = p(z1|π1)p(y1|x, θold)
and b(zN) = 1. After calculating a(zn) recursively and b(zn), the posterior is
determined as follows:
p(zn|x,y, θold) = a(zn)b(zn)
p(y|x, θold) , (3.7)
p(zn−1,j, zn,k|x,y, θold) = a(zn−1,j)p(yn|zn,k, xn, θ
old)Ajkb(zn,k)
p(y|x, θold) , (3.8)
where the likelihood is calculated as
p(y|x, θold) =
2∑
k=1
a(zN,k). (3.9)
We calculate the posterior p(w|x,y, θold) independently from p(zn|x,y, θold)
due to the conditional independence assumption of wn and zn:
p(wn,i|xn, yn, θold) = φiN (yn|µi, σ
2
i )∑K
k=1 φkN (yn|µk, σ2k)
, (3.10)
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where wn,i denotes the event {wn = i}.
Step 2. Calculate Q(θ, θold)
Using the posterior calculated in (3.7) and (3.10) and the likelihood in (3.5),
Q(θ, θold), defined in Algorithm 1, is calculated by expanding the log term:
Q(θ, θold)
:=
∑
z,w
p(z,w|x,y, θold) log p(y, z,w|x, θ)
=
2∑
i=1
p(z1,i|x,y, θold) log π1,i
+
N∑
n=2
2∑
i=1
2∑
j=1
p(zn−1,i, zn,j|x,y, θold) logAi,j
+
N∑
n=1
2∑
i=1
K∑
k=1
p(zn,i, wn,k|x,y, θold) log p(wn|φk)p(yn|zn,i, wn,k, xn, θ),
(3.11)
where zn,i denotes the event {zn = i}, wn,k denotes the event {wn = k}, Ai,j
is the (i, j) element of the matrix A, and p(yn|zn,i, wn,k, xn, θ) is calculated
using the model equation (3.2) as follows
p(yn|zn,i, wn,k, xn, θ)
=
{
N (yn − fβ(xn)|µ, σ2), if i = 1
N (yn|µk, σ2k), if i = 2.
(3.12)
Step 3. Find the maximizer θ∗
As seen in (3.11), each term has a distinct set of parameters. Hence, we can
determine the maximizer for each term independently from the other terms.
Using the constraints3 of the probability distribution π1,i and the probability
matrix Ai,j, the KKT (Karush-Kuhn-Tucker) condition [44, pp. 315] deter-
3The sum of the probability distribution equals to one and the probability matrix’s
row-wise sums equal to one.
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mines the maximizer as follows:
π∗1,i =
p(z1,i|x,y, θold)∑2
j=1 p(z1,j|x,y, θold)
, (3.13)
A∗j,k =
∑N
n=2 p(zn−1,j, zn,k|x,y, θold)∑2
l=1
∑N
n=2 p(zn−1,j , zn,l|x,y, θold)
. (3.14)
The maximizer for the last term in (3.11) is calculated using the model
equation (3.2). Let L denote the last term in (3.11). Using (3.12), L is
written as follows:
L(β, σ, {φi, µi, σi}Ki=1)
=
N∑
n=1
2∑
i=1
K∑
k=1
p(zn,i, wn,k|x,y, θold) log p(wn|φk)p(yn|zn,i, wn,k, xn, θ)
=
N∑
n=1
K∑
k=1
p(wn,k|x,y, θold) log φk
+
N∑
n=1
p(zn,1|x,y, θold) log
(
1
σ
√
2π
exp
(
−(yn − fβ(xn))
2
2σ2
))
+
N∑
n=1
K∑
k=1
p(zn,2, wn,k|x,y, θold) log
(
1
σk
√
2π
exp
(
−(yn − µk)
2
2σ2k
))
.
The variable β∗ := argmaxβ Q(β, θ
old) is calculated as
β∗ := argminβ
N∑
n=1
p(zn,1|x,y, θold)(yn − fβ(xn))2. (3.15)
The φ∗i , µ
∗
i , σ
∗
i , and σ
∗ are determined using KKT (Karush-Kuhn-Tucker)
condition as follows:
φ∗i =
∑N
n=1 p(wn,i|x,y, θold)∑N
n=1
∑K
k=1 p(wn,k|x,y, θold)
,
µ∗i =
∑N
n=1 p(zn,2, wn,i|x,y, θold) yn∑N
n=1 p(zn,2, wn,i|x,y, θold)
,
σ∗i =
∑N
n=1 p(zn,2, wn,i|x,y, θold) (yn − µ∗i )2∑N
n=1 p(zn,2, wn,i|x,y, θold)
,
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σ∗ =
∑N
n=1 p(zn,1|x,y, θold) (yn − fβ∗(xn))2∑N
n=1 p(zn,1|x,y, θold)
.
Remark 1. In contrast to the mean squared error minimization, the latent
variable model (HMM) determines the parameter of fβ(x) as the weighted
least squared error solution with the weight of the posterior p(zn,1|x,y, θold)
as follows:
β∗ := argminβ
N∑
n=1
p(zn,1|x,y, θold)(yn − fβ(xn))2,
where p(zn,1|x,y, θold) denotes p(zn = 1|x,y, θold). Unlike the Gaussian noise
model, the proposed method puts greater weight on the samples, which are
more relevant to the input based on the posterior of the attention state.
3.2 Result
We choose the following initial parameter θ0:
1. β0 := argminβ
∑N
n=1(yn − fβ(xn))2, and σ0 = 0.5,
2. A0 :=
[
1/2 1/2
1/2 1/2
]
, and π01 := [1/2, 1/2],
3. c0k = 1/K, σ
0
k = 1, and µk are randomly chosen from the interval,[−1, 1],
where K is the number of the Gaussian basis of the GMM. For the linear
function fβ(x) := β
⊤φ(x), we choose the basis functions φ(x) as polynomials
with degree 3.
The Gaussian i.i.d. noise model (which minimizes MSE) is contained in
the proposed model structure as a special case, p(zn = 1) = 1, i.e. the
arousal is always better explained by fβ(x) than the random source δ. Since
HMM is non-identifiable in general, the likelihood ratio model comparison
test with the training dataset does not apply. To determine which model
is more suitable, we calculate the likelihood with test dataset by employing
the approach in [45]. We randomly partition the data from 56 subjects into
a training set with 38 subjects and a test set with the other 18 subjects.
Figure 3.2 shows the log-likelihood with test data set for the models: (i) the
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Figure 3.2: Log-Likelihood with Test Data. Deterministic model refers to
fβ(xn) + ǫ. K denotes the number of Gaussian basis in the equation (3.3).
Gaussian i.i.d. noise model, (ii) the proposed HMM model with a different
number basis K of GMM. The significant increase in likelihood using the
proposed model as compared to the Gaussian i.i.d. noise model suggests
that the proposed model is more suitable for the experimental data at hand
than the Gaussian i.i.d. noise model.
Remark 2. The improvement of the log-likelihood by using the proposed
model suggests that the null hypothesis4 is not true. By rejecting the null
hypothesis, we show that the proposed model is more suitable than the Gaus-
sian noise model. Consider the following log-likelihood ratio test (see 11.7.4
in [46]):
H0 : ϕ ∈ Θ0 versus H1 : ϕ ∈ Θ1,
where ϕ denotes the true parameter, Θ0 denotes the set of parameters for the
Gaussian noise model, and Θ1 denotes the set of parameters for the proposed
model. Note that the Gaussian noise model is a special case of the proposed
model, i.e. Θ0 ⊆ Θ1. The likelihood ratio statistics λ is calculated as
λ = 2 log
(
supθ∈Θ1 L(θ)
supθ∈Θ0 L(θ)
)
,
where L(θ) := p(y, z,w|x, θ) denotes the likelihood for θ in (3.5). Figure 3.2
shows that λ > 4000. The relative degree is r = 10, as the proposed model
has 10 more parameters than the Gaussian noise model. The likelihood ratio
4The null hypothesis assumes that the true parameter ϕ is in the set of parameters Θ0,
which corresponds to the Gaussian i.i.d. noise model.
23
test is: reject H0, when λ > χ
2
r,α. We reject H0 : ϕ ∈ Θ0 with p-value at
0.01.
We fix the proposed model withK = 2, since a greater number of basis does
not result in significant improvement in likelihood as shown in Figure 3.2.
The function fβ with the fixed model is used to predict the phasic activation
(arousal) as shown in Figure 3.3. Figure 3.4 shows that the MSE minimiza-
tion model has few signs of over-fitting (oscillation and spiky shape). In the
following section, optimal path planning with the two prediction models is
analyzed.
phasic activation
MSE minimization
the proposed
Figure 3.3: Prediction, yˆ = fβ(x).
24
the proposed
MSE minimization
Figure 3.4: Closer look of the prediction on an event.
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CHAPTER 4
OPTIMAL TRAJECTORY GENERATION
In this chapter, we formulate the optimal path planning as an optimal con-
trol problem. The assumptions on the vehicle’s dynamics, constraints on
acceleration and velocity are introduced. Subsequently, we present the col-
lision avoidance requirements and optimal control formulation. We assume
the co-robot navigates on the 2D plane. Therefore, the vehicle is assumed to
be a double integrator with dynamics:
d2
dt2
x(t) = u(t),
x(0) = xin, x˙(0) = vin,
(4.1)
where x(t) := [x(t), y(t)]⊤ is the planar position vector, xin denotes initial
value, and vin denotes initial value.
The proposed cost functional must account for the relative position and
velocities with respect to every human in the environment. The humans
are modeled as stationary objects. The associated cost function takes the
following form:
J =
∫ tf
0
L(x(t), x˙(t),h1, . . . ,hNh)dt, (4.2)
where hi and Nh denote the positions and the number of humans, respec-
tively, and tf is the total flight time.
Remark 3. In the previous section, we estimated a function that maps
robot’s position and velocity to the phasic activation of EDA in the form of
the parametric function fβ(·), which can be found in (3.2). We will consider
fβ(·) in the cost function L(x(t), x˙(t),h1, . . . ,hNh) as a constraint using the
penalty method as in (4.13) for the optimal path planning described in Sec-
tion 4.2.
The collision avoidance constraint is defined as a lower bound on the spatial
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separation from every human and can be written as:
|x(t)− hi| ≥ ds, ∀i ∈ [1, Nh], ∀t ∈ [0, tf ], (4.3)
where humans are modeled as disks with centers at hi, and ds is the safety
distance from the center of human to the robot. The safety distance is a
design parameter that depends on how close the robot is allowed to approach
the humans, regardless of the velocity.
As previously mentioned, our goal is not only to optimize for the per-
ceived safety of individuals but to generate trajectories that the co-robots
can follow. Therefore, these trajectories must not only satisfy the dynamics
in equation (4.1), but respect the physical limitations of the vehicles. This
implies defining the bound bv on the velocity and ba on the acceleration of
the flying robot:
‖x˙‖L∞ ≤ bv ‖y˙‖L∞ ≤ bv,
‖x¨‖L∞ ≤ ba ‖y¨‖L∞ ≤ ba.
(4.4)
When generating trajectories for autonomous vehicles we desire to achieve
a certain final position (with a chosen final velocity) that is predetermined
by a higher level task. Additionally, the maximum allowable time must be
prespecified to ensure that the task is executed in a realistic time frame.
These boundary conditions are:
x(tf ) = xterm, x˙(tf ) = vterm, tmin ≤ tf ≤ tmax, (4.5)
where xterm denotes the terminal position at the target, vterm denotes the
terminal velocity, and tmin, tmax are the bounds on the flight time.
Given the prior formulation, the proposed trajectory generation method
can be cast into a fixed-end-point optimal control problem, where the desired
trajectory is obtained by minimizing the cost J defined in (4.2) and satisfying
the constraints as follows:
min
u(t),tf
J(x(t),xi)
subject to collision avoidance constraint in (4.3),
dynamic constraints of the robot in (4.4),
boundary conditon in (4.5).
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4.1 Finite dimensional approximation of trajectories
This section introduces the concurrent parameterization of the trajectories
in a finite dimensional space. To leverage the advantages of algorithms for
specific polynomial structures, we introduce two different polynomial basis
that describe the same curve. This framework can account for a large class
of curves because a polynomial function can uniformly approximate any con-
tinuous function with an arbitrarily small error (Weierstrass approximation
theorem) [47]. The PS method relies on the discretization of the polynomial
to find the optimized trajectory. This results in a major drawback for safety-
critical systems because the constraints are only verified for the finite number
of discretized time nodes, as discussed in [48]. This phenomena is illustrated
in Figure 4.1, where none of the discretization points violate the constraints
from Equation (4.3). Clearly, the resulting trajectory violates the collision
avoidance objective. Furthermore, Figure 4.2 shows that by increasing the
number of nodes the PS method does not necessarily provide a collision-free
path. To overcome this issue, we propose Be´zier curves [49] as a second way
to represent the flight path.
(a) number of nodes: 7 (b) number of nodes: 20
Figure 4.1: Trajectories gernerated by PS method to minimize flight time
with different numbers of time nodes
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(a) number of nodes: 7 (b) number of nodes: 20
Figure 4.2: Distance from the centers of circles to the trajectories by PS
method
4.1.1 Two representations of a polynomial trajectory
From this moment forward we will always consider the co-robot’s trajectory
x(t) := [x(t), y(t)]⊤ as an nth order polynomial in x(t) and y(t). We present
a brief overview of both equivalent representations.
1. A degree n Be´zier curve is given by:
x(t) =
n∑
k=0
x¯kb
n
k(ζ(t)), ζ : [0, tf ]→ [0, 1], ζ(t) :=
t
tf
, (4.6)
where
bnk(ζ) :=
(
n
k
)
(1− ζ)n−kζk, ζ ∈ [0, 1]
are the Bernstein polynomial basis, and the coefficients x¯k are called
control points of the Be´zier curve.
2. The interpolation curve representation is given as:
x(t) =
n∑
k=0
xkℓk(η(t)), η : [0, tf ]→ [−1, 1], η(t) := 2t
tf
− 1, (4.7)
where
ℓk(η(t)) :=
∏
0≤i≤n,i 6=k
(
η(t)− η(ti)
η(tk)− η(ti)
)
are the Lagrange polynomial basis, and xk are interpolation points at
time nodes tk.
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4.1.2 Cost function calculation with Legendre-Gauss-Lobatto
(LGL) quadrature
We can use the interpolation curve representation with LGL nodes to cal-
culate the cost functional. First, the interpolation points are determined on
the nodes, and then LGL quadrature is applied. The procedure is written in
the following steps:
STEP 1. Determine the Interpolation Points
The LGL nodes are determined by finding the roots of the first derivative
of the nth order Legendre polynomial Pn(η), i.e. the set of LGL nodes {ηk}
is {−1, 1} ∪ {η | P ′n(η) = 0}. Using the inverse map η−1 : [−1, 1] → [0, tf ],
the set of LGL nodes ηk ∈ [−1, 1] is mapped to the time nodes tk ∈ [0, tf ].
Substituting the time nodes tk into the given trajectory x(t), the interpola-
tion points are determined as x(tk). Now the polynomial trajectory x(t) is
represented as an interpolation curve with LGL nodes.
STEP 2. LGL Quadrature [50]
Let f(t) denote the integrand of the cost functional in (4.2), i.e. f(t) :=
L(x(t), x˙(t),h1, . . . ,hNh) for fixed trajectory x(t) and parameters h1, . . . , hNh .
The LGL quadrature calculates the value of the cost functional J as follows:
J =
∫ tf
0
f(t)dt =
tf
2
[
2(f(1) + f(−1))
n(n+ 1)
+
n∑
k=2
wkf(tk) +Rn
]
, (4.8)
where the weight wk and the remainder are
wk =
2
n(n+ 1)Pn(ηk)
,
Rn =
−n3(n+ 1)22n+1[(n− 1)!]4
(2n+ 1)[2n!]3
f (2n)(η), for some η ∈ (−1, 1),
and f (2n)(·) denotes 2n-th derivative of the function f(·).
Remark 4. The remainder decays fast as n increases. For example, for
10th order polynomial trajectory, the LGL quadrature can calculate the cost
functional J with the error bound |R10| ≤ 1.5× 10−24 supη∈(−1,1) |f (2n)(η)|.
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4.1.3 Collision avoidance constraint with Be´zier curve
representation
The convex hull containment property of Be´zier curve is used to verify the
spatial constraints [48]. As illustrated in Figure 4.3, the convex hulls con-
tain the trajectories in the projected spaces of (x, y) and (t, x). Splitting the
(a) trajectory on (x,y) plane (b) trajectory on (t,x) plane
Figure 4.3: Containtment of trajectory in the convex hulls
Remark 5. Splitting the curve (blue) repeatedly into two halves using De
Casteljau’s algorithm [49, 51], the convex hulls (gray) covering the curve be-
come flatter, i.e. γ → 1. Note that the containment also holds for the time
and position coordinate plane.
Be´zier Curve with De Casteljau’s algorithm [49, 51], the convex hulls give
tighter containment of the trajectory. The flatness factor of Be´zier Curve
defined in (4.9) is used to determine when to stop splitting the curves. De-
creasing the flatness factor, the control points move towards the polynomial
path as illustrated in Figure 4.4:
γ({x¯(i,k)}) :=
∑n−1
k=0 |x¯(i,k) − x¯(i,k+1)|
|x¯(i,0) − x¯(i,n)| (4.9)
Remark 6. Flatness factor γ for the control points P0, P1, P2, P3 is calculated
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Figure 4.4: Flatness factor. The equilateral triangle of P0P
∗P3 has the
same perimeter as the convex hull with vertices P0, P1, P2, P3.
as in (4.9):
γ =
|P0P1|+ |P1P2|+ |P2P3|
|P0P3| ,
where |P0P1| denotes the distance between the control points P0 and P1.
Using elementary calculations, the maximum possible distance of the control
point given the flatness factor γ and the distance l from the starting point P0
and the terminal point P3 is calculated as
d =
l
2
(
1− γ2) .
So having γ close to 1 brings the control points P0, P1, P2, P3 to the line
connecting P0 and P3.
The distance between the convex hulls, denoted Ci, which contain the
trajectory and the obstacles, denoted Oj, is calculated by applying GJK
algorithm [52]. The procedure to determine a lower bound on the minimum
distance between the flight path and obstacles is written in Algorithm 2.
4.1.4 Dynamic constraints with Be´zier curve representation
Constraints on velocity and acceleration can be verified using the Be´zier curve
representation. Taking the time derivative on the trajectory x(t) in (4.6),
the velocity v(t) is written as a Be´zier curve with the velocity control points
v¯k as follows:
v(t) =
n−1∑
k=0
v¯kb
n−1
k (ζ(t)), v¯k :=
n(x¯k+1 − x¯k)
tf
.
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Algorithm 2 Lower bound of the minimum distance
Step 1. Given the set of control points, {x¯(0,k)}, of the trajectory x(t)
split the trajectory into {{x¯(0,k)}, {x¯(1,k)}} until each of the split curves is
flat enough.
repeat
for x¯(i,k) in {x¯(i,k)} do Calculate the flatness factor γ({x¯(i,k)}) according
to (4.9).
if γ ≥ threshold then
Split the Be´zier curve using De Casteljau algorithm.
end if
end for
until max{γ(x¯(0,k)), γ(x¯(1,k)), · · · , γ(x¯(N,k))} ≤ threshold
Step 2. From the split Be´zier curves with the set of control points,
{{x¯(0,k)}, · · · , {x¯(N,k)}}, in Step 1, determine the distances between each
convex hull of control points, {x¯(i,k)}, and each obstacle, Oj.
for a geometric obstacle, Oj doCalculate the distance, d(Ci,Oj),between
Ci and Oi with GJK algorithm.
end for
return the distance, d,
d(y) := min
i,j
d(Ci,Oj).
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Similarly, the acceleration a(t) is written with the acceleration control points
a¯k as follows:
a(t) =
n−2∑
k=0
a¯kb
n−2
k (ζ(t)), a¯k :=
n(n− 1)(x¯k+2 − 2x¯k+1 + x¯k)
t2f
.
Since v(t) and a(t) are also Be´zier curves, the convex hull of the control
points contains v(t) and a(t) respectively. With a similar procedure used to
calculate minimum distance bound between the trajectory and the obstacle in
Algorithm 2, upper bounds on the magnitude of v(t) and a(t) are calculated.
Remark 7. Once a tight containment of the velocity curves is attained, the
the maximum value of velocity control points for each coordinate is an upper
bound for the velocity. Using the same procedure, an upper bound for the ac-
celeration is calculated. These upper bounds are used to check the constraints
in (4.5).
4.1.5 Optimal trajectory generation as a nonlinear
programming
Discretizing the optimal control problem with finite order polynomial ap-
proximation, the trajectory generation is cast as the following optimization
problem. The decision variables y are the control points and flight time, i.e.
y = (x¯0, · · · , x¯n, tf ), for an nth order polynomial trajectory with the terminal
time tf .
Cost function
From the LGL quadrature in (4.8), ignoring the remainder term Rn, the cost
function is written as follows:
F (y) :=
tf
2
[
2(f(1) + f(−1))
n(n+ 1)
+
n−1∑
k=1
wkf(tk)
]
(4.10)
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Constraints
Using Algorithm 2, the collision avoidance constraint, dynamic constraint
and boundary condition can be put together as the following constraint in-
equalities:
gl ≤ G(y) ≤ gu, (4.11)
where
G(y) :=


d(y)
bv(y)
ba(y)
tf
‖x¯0 − xin‖2
‖v¯0 − vin‖2
‖x¯n − xterm‖2
‖v¯n − vterm‖2


, gl :=


dl
0
0
tmin
0
0
0
0


, gu :=


∞
bv
ba
tmax
0
0
0
0


,
dl denotes the lower bound on the separation distance from the obstacles,
bv, ba are the bounds on the velocity and acceleration, and tmin, tmax are
the bounds on the flight time. In the above constraint inequality (4.11),
the lower bound of separation distance from the obstacles for y denoted as
d(y) is calculated using Algorithm 2. The upper bounds on velocity and
acceleration for y, denoted as bv(y) and bv(y) respectively, are determined
as described in subsection 4.1.4.
The finite dimensional nonlinear optimization problem to generate the tra-
jectories is formulated as follows:
min
y
F (y), (4.12)
subject to
gl ≤ G(y) ≤ gu.
The solution to the optimization problem can be obtained by employing
standard optimization algorithms, as interior point optimizer (IPOPT) [53],
sequential quadratic programming (SQP) [44, pp. 431], to name a few. A
flight path that minimizes the flight time, while avoiding collisions, is pre-
sented as an example of the implementation of the optimal path planning in
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Figure 4.5.
Figure 4.5: An optimal flight path minimizing time while avoiding
obstacles.
4.2 Optimal path planning using the safety perception
model
Define x(t) in the same way we defined xn in (3.2), where x(t) ∈ R8 con-
tains the distance to the robot, the rate of change of the distance, the position
coordinates and the velocity coordinates at time t. Notice that with the poly-
nomial path p(t) and p˙(t) one can directly construct x(t). For this reason,
to simplify the notation we can use x(t) and (p(t), p˙(t)) interchangeability
as arguments of the functions fβ(·), J(·) and L(·).
In the optimal path planning, we only consider values of fβ larger than a
threshold ba, where ba ≥ 0 is essentially a tuning parameter. Intuitively, we
ignore arousal levels below the threshold. To make the optimization problem
tractable, instead of adding a strict constraint to the minimization problem,
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the constraint is incorporated in the running cost as a penalty function [54]:
L(p(t), p˙(t)) := 1 + γmax(0, fβ(x(t))− ba)2, (4.13)
where γ is the penalty coefficient. The corresponding cost function becomes
J(p¯0, . . . , p¯n, tf ) = tf + γ
∫ tf
0
max(0, fβ(x(t))− ba)2dt. (4.14)
Remark 8. Notice that this is fixed end-point calculus of variation problem,
where the total flight time tf is not fixed, yet x(tf ) is a fixed point, and we
want to minimize the cost-function concurrently with the penalty term.
The two arousal prediction functions are used in the optimal flight tra-
jectory generation, as shown in Figure 4.6a and Figure 4.6b. The smaller
value of ba results in a path that is more safety conscious, as intended by the
running cost function in (4.13). Flight paths generated with the proposed
model show the desirable behavior, as shown in Figure 4.6a (decreasing ba
results in greater distance from the human). However, the paths with the
Gaussian noise model have unconvincing shapes. This undesirable behavior
of the Gaussian noise model (MSE minimization) is due to over-fitting as we
have seen in Figure 3.4. It shows that the standard regression (MSE min-
imization) model does not generalize in the optimal path generation task.
4.3 Sample based model predictive control
The path planning methods presented in the previous section can only do
off-line trajectory generation due to the computationally-expensive nonlinear
optimization in the optimal control problem formulation, which is not suit-
able for dynamically varying environments. This section extends it for on-
line trajectory generation by invoking model predictive path-integral (MPPI)
control [55] for discrete time dynamic systems.
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(a) The proposed HMM model. (b) The Gaussian i.i.d. noise model.
Figure 4.6: Flight paths generated with the two perceived safety models.
The circle around the human represents personal space which the robot
needs to avoid.
4.3.1 Brief Introduction to MPPI
The MPPI control algorithm solves stochastic optimal control problem based
on the (stochastic) sampling of the system trajectories through parallel com-
putation [55–57]. Due to the sampling nature, the algorithm does not require
derivatives of either the dynamics or the cost function of the system, which
enables to handle nonlinear dynamics and non-smooth/non-differentiable
cost functions without approximations. With the help of GPUs for expe-
diting the parallel computation, the MPPI can be implemented in real time
even for relatively large dimensions of the state space (e.g. there are 48 state
variables for the 3-quadrotor control example in [55]). The computational
efficiency from paralleled stochastic sampling and the ability to directly han-
dle non-smooth cost functions (cf. equation (4.17)) make MPPI appealing
for the motion control problem in this chapter.
4.3.2 MPPI motion control with perceived safety
Note that MPPI control can handle complex and/or nonlinear dynamics.
However, to facilitate the comparison with the optimal trajectory generation
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Algorithm 3 Model Predictive Path Integral [56]
Given parameters:
F : Transition model given in (4.16);
S: Cost function given in (4.18);
T : Length of the finite horizon;
Choose tuning parameters:
K: Number of sample trajectories;
Σ: Co-variance of the noise ǫk;
λ: Temperature parameter of the Gibbs distribution in (4.15);
u¯ := (u1, . . . ,uT ): Initial control sequence;
unew: Value to initialize new control to;
repeat
0. Measure current state and save as xinit.
1. Sample K trajectories of noise,
ǫ¯(k) := (ǫ
(k)
1 , . . . , ǫ
(k)
T ), ǫ
(k)
t ∼ N (0,Σ).
2. Roll out K sample trajectories with ǫ¯(k), u¯, and x0 and calculate
the cost S(k).
x
(k)
t+1 = Ax
(k)
t +B
(
ut + ǫ
(k)
t
)
, x
(k)
1 = xinit.
3. Calculate estimated optimal control using the costs calculated from
the K trajectories, (S(1), S(2), . . . , S(K)), as in (4.18) and
ut ← ut +
K∑
k=1
ωkǫ
(k)
t , ∀t ∈ {1, 2, . . . , T},
where
ωk =
exp(−(S(k) − ρ)/λ)∑K
k=1 exp (−(S(k) − ρ)/λ)
, ρ := min
k
S(k). (4.15)
4. Send u1 to the actuator.
5. Update the control sequence u¯ as
u¯← (u2, . . . ,uT−1,unew).
until mission ends.
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in the previous section that uses a simple double integrator model for the
robot, in pure (i.e. not VR) simulation the double integrator model is used
again here. In the VR demonstration we use a different model, obtained from
system identification of the dynamics of the robot in the VR, as explained in
Section 4.3.3. The discrete-time double integrator model for the simplified
planner dynamics of the flying robot is defined as
xt+1 = Axt +B(ut + ǫt), (4.16)
A =


1 0 ∆t 0
0 1 0 ∆t
0 0 1 0
0 0 0 1

 , B =


0 0
0 0
∆t 0
0 ∆t

 ,
where xt ∈ R4 denotes the state vector consisting of planar position and
velocity coordinates, ut ∈ R2 denotes the control input which is planar ac-
celeration, ǫt ∈ R2 is independent and identically distributed (i.i.d.) noise
with normal distribution, i.e. ǫt ∼ N (0,Σ) with the co-variance matrix Σ,
and ∆t is the sampling interval, which is set to 0.1 second in this section.
We select the running cost as
c(x) = 1000(1C1(x)) + 1000(1C2(x)), (4.17)
where 1C : X → {0, 1} is the indicator function, and
C1 = {x| fβ(x) ≥ ba}, C2 = {x| collision with an obstacle}.
The first term in (4.17) is for penalizing the states that will make a human
feel unsafe, represented by the predicted phasic activation exceeding some
threshold ba, calculated with fβ(·) in (4.16). The second term is for avoiding
collisions with obstacles. The terminal cost is selected to encourage reaching
the goal with a minimum velocity, as
φ(x) = (x− xgoal)2 + (y − ygoal)2 + v2x + v2y ,
where x = [x, y, vx, vz]
⊤, and (xgoal, ygoal) is the target position. Given a
trajectory of state x¯ := (x1,x2, . . . ,xT ) and control u¯ := (u1,u2, . . . ,uT ),
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the cost of the trajectory, S(x¯, u¯), is defined as
S(x¯, u¯) = φ(xT ) +
T∑
t=1
(
c(xt) + λu
⊤
k Σ
−1ǫt
)
, (4.18)
where λ is the temperature parameter of the Gibbs distribution (or Softmax
function) used in (4.15). Algorithm 3 describes how the MPPI calculates
the control input at every time step [56]. In (4.15) of Algorithm 3, the costs
S(k) are shifted with ρ to avoid overflow in the exponential function due to
possible high cost values. Figure 4.7 shows the resultant flight paths based on
MPPI. Similar to the off-line trajectory generation in the previous section, the
threshold ba can be used as a tuning knob to adjust the allowable discomfort
level induced by the robot to a nearby human as shown in Figure 4.7.
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Figure 4.7: Flight paths for different threshold ba. The chosen MPPI
parameters are as follows: K = 2000,Σ = I, λ = 1, T = 50, and u¯ is set to
zero vectors.
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4.3.3 Virtual reality demonstration
In this section, we implement the MPPI based framework in a VR envi-
ronment to validate its use for the socially aware motion control of a fly-
ing robot. The Unity 3D [58], a game development editor, was used to
construct the VR environment, where the physics engine of the editor was
able to conveniently model the rigid-body dynamics of the flying robot. We
ran system identification to determine A and B as the MPPI control needs
the model parameters. The sampling frequency for implementing the MPPI
control was selected as 25 Hz. An illustration of the test environment is
shown in Figure 4.8 and a video demonstration of the results is available
at https://youtu.be/UtWrSTDAZsw. We compared the pure motion con-
trol with the collision avoidance using the MPPI framework (by removing
the perceived-safety-related term from the cost function (4.17)) with the
socially aware control incorporating the safety perception (with ba = 1.0).
The comparison results are included in the video, from which one can see
that the flight path resulting from the socially aware control design keeps a
larger distance from the human by following a smooth arc, as opposed to the
straight-line path yielded by the collision-avoidance motion control. Further-
more, as also demonstrated in the video, the robot was able to react to the
varying position of the human in the VR and re-plan its path, thanks to the
feedback nature of the MPPI framework.
Figure 4.8: A flying robot under the MPPI control in the VR environment.
The colored trailing line is to visualize the path.
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CHAPTER 5
HIDDEN MARKOV MODEL BASED
Q-MDP
The optimal trajectory generation described in the previous chapters lacks
adaptability because the algorithms for estimation and path planning are
off-line algorithms. For example, the pool of 56 subjects is probably not
enough to generalize the arousal prediction model to many different scenar-
ios. In contrast, an online algorithm can continue to update the parameter
of the prediction model using the current data. Also, the off-line trajectory
generation might not be suitable when the environment is dynamically chang-
ing. Reinforcement learning (RL) is a tool to determine the optimal policy
for uncertain systems. The majority of RL algorithms relies on Markov as-
sumption, i.e., full state observation is available. However, complete state
observation is rarely available in real applications. This chapter presents an
RL algorithm based on the recursive algorithm of the Hidden Markov Model
(HMM) estimation to consider the incomplete state observations.
The proposed estimation method relies on the fact that a partially observ-
able Markov decision process (POMDP) controlled by a fixed policy forms
an HMM. The result in [59] shares the same idea as the thesis, where we
use HMM estimator with a fixed behavior policy to disambiguate the hidden
state, learn the POMDP parameters, and find optimal policy. However, the
HMM estimation algorithm in [59] is an off-line algorithm which processes
all the collected data at once. Instead, we propose to use on-line HMM es-
timation algorithm for POMDP. On-line algorithms are advantageous since
they do not need to store lengthy data. Furthermore, processing lengthy
sequential data can incur numerical instability.
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5.1 POMDP estimation framework
We consider a partially observable Markov decision process (POMDP) on
finite state and action sets. A fixed behavior policy1 excites the POMDP
so that all pairs of state-action are realized infinitely often along the infinite
time horizon.
5.1.1 A collection of POMDPs with a Gaussian reward model
The collection of POMDPs (S,A, Ta(s, s′), R(s, a),O, O(o, s), γ) comprises:
a finite state space S := {1, . . . , |S|}, a finite action space A := {1, . . . , |A|},
a state transition probability Ta(s, s
′) = P[Sn+1 = s
′|Sn = s, An = a], for
s, s′ ∈ S and a ∈ A, a reward model is stochastic function such that R(s, a) =
r(s, a) + δ, where r : S × A → R and δ denotes independent identically
distributed (i.i.d.) Gaussian noise δ ∼ N (0, σ2), a finite observation space
O := {1, . . . , |O|}, an observation probability O(o, s) = P[On = o|Sn = s],
and the discount factor γ ∈ [0, 1). At each time step n, the agent first
observes on ∈ O from the environment at the state sn ∈ S, does action
an ∈ A on the environment and gets the reward rn ∈ R in accordance to
R(s, a).
5.1.2 Behavior policy and HMM
A behavior policy is used to estimate the model parameters. Similar to other
off-policy reinforcement learning (RL) algorithms, as e.g. Q-learning [60], a
behavior policy excites the POMDP, and the estimator uses the samples
generated from the controlled POMDP. The behavior policy’s purpose is
system identification (in other words, estimation of the POMDP parameter).
We denote the behavior policy by β, which is defined as below.
Definition 1 (Behavior policy). Behavior policy β is defined as a policy that
determines how the RL agent behaves in the environment. In RL algorithm,
the behavior policy is used to generate observations from the environment. In
1Behavior policy is the terminology used in reinforcement learning, and it is analogous
to excitation of a plant for system identification.
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this chapter, we use the stationary behavior policy
β(o, a) = P[An = a|On = o].
The behavior policy can be used in the estimation since we choose how
to excite the system. The POMDP with β(o, a) becomes a hidden Markov
model (HMM), as illustrated in Fig. 5.1.
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Figure 5.1: A POMDP Estimation Framework. MDP estimation refers to
the estimation of the state transition model, i.e. Pa for all a ∈ A.
The HMM comprises: state transition probability P[Sn+1 = s
′|Sn = s] =
P[Sn+1 = s
′|Sn = s, An = a; β,O] for all pairs of (s, s′) and the extended
observation probability P[o, a, r|s] that is determined by the POMDP model
parameters, including O(o, s), R(s, a) and the behavior policy β(o, a).
For ease of notation, we define matrices to represent the parameters of the
HMM and POMDP. Let P ∈ R|S|×|S| denote the state transition probability
of the HMM, i.e.
[P]ij = P[Sn+1 = j|Sn = j; β]
Let O ∈ R|S|×|O| denote the observation probability matrix, i.e.
[O]i,j = P[On = j|Sn = i].
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Let R ∈ R|S|×|A| denote the reward function on the finite set, i.e.
[R]i,j = r(s = i, a = j).
Let Ta ∈ R|S|×|S| denote state transition probability matrix for taking action
a ∈ A, i.e.
[Ta]i,j = P[Sn+1 = j|Sn = i, An = a].
Let T ∈ R|A|×|S|×|S| denote the tensor consisting of transition probability
matrices, i.e.
T = [T1,T2, . . . ,T|A|].
The HMM estimator in Fig. 5.1 learns the model parameters P,O,R, σ,
where σ is the variance of Gaussian noise in R(s, a), and also provides the
state estimate (or belief state) to the MDP and Q-function estimator. Given
the transition of the state estimates and the action, the MDP estimator
learns the transition model parameter T. Also, the optimal action-value
function Q∗(s, a) is recursively estimated based on the transition of the state
estimates, reward sample and the action taken.
5.2 HMM Q-MDP algorithm for POMDPs
The objective of this section is to present a new HMM model estimation-
based Q-learning algorithm, called HMM Q-MDP, for POMDPs, which is the
main outcome of this chapter. The pseudo code of the recursive algorithm
is in Algorithm 4. It recursively estimates the maximum likelihood estimate
of the POMDP parameter and Q-function using partial observation. The
recursive algorithm integrates (a) the HMM estimation, (b) MDP transition
model estimation, and (c) the Q-function estimation steps. Through the
remaining subsections, we prove the convergence of Algorithm 4. To this
end, we first make the following assumptions.
Assumption 1. The transition probability matrix P determined by the tran-
sition Ta, the observation O, and the behavior policy β(o, a) are aperiodic
and irreducible [61]. Furthermore, we assume that the state-action pair visit
probability is strictly positive under the behavior policy.
We additionally assume the following.
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Algorithm 4 HMM Q-MDP
1: Set n = 0.
2: Observe o0 from the environment.
3: Initialize: the parameter (ϕ0, Q0, T0), the states (u0, ω0), pˆ
(prev)
n ∈ P(S)
as uniform distribution, randomly choose a
(prev)
n ∈ A, and set r(prev)n = 0.
4: repeat
5: Act a with µ(on) = P(a|on), get reward r and the next observation o′
from the environment.
6: Use yn = (on, a, r) and (ϕn,un, ωn) to update the estimator as follows:
ϕn+1 = ΠH [ϕn + ǫnS (yn,un, ωn;ϕn)] ,
un+1 = f(yn,un;ϕn),
ω
(l)
n+1 = Φ(yn,un;ϕn)ω
(l)
n +
∂f(yn,un;ϕn)
∂ϕ(l)
,
where
f(yn,un;ϕn) ,
P⊤ϕnB(yn;ϕn)un
b⊤(yn;ϕn)un
,
S (yn,un, ωn;ϕn) =
∂ log
(
b⊤(yn;ϕn)un
)
∂ϕ
,
ΠH denotes the projection on the convex constraint set H ⊆ ϕ, ǫn ≥
0 denotes the step size, ωn ∈ RI×L denotes the Jacobian of the state
prediction vector un with respect to the parameter vector ϕn.
7: Calculate pˆn := [P(s = i|yn,un;ϕn)]i∈I as in (5.15).
8: Calculate pˆ(sn−1, sn) with pˆ
(prev)
n and pˆn as in (5.14).
9: Use rprevn , a
prev
n and pˆ(sn−1, sn) to update Qn according to (5.16).
10: Use pˆ(sn−1, sn) to update Tn according to (5.18).
11: (pˆ
(prev)
n , rprevn , a
prev
n )← (pˆn, r, a).
12: on ← o′.
13: n← n+ 1.
14: until a certain stopping criterion is satisfied.
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Assumption 2. All elements in the observation probability matrix O are
strictly positive, i.e. Oi,j > 0 for all i ∈ S and j ∈ O.
Under these assumptions, we will prove the following convergence result.
Proposition 1 (Main convergence result). Suppose that Assumption 1 and
Assumption 2 hold. Then the following statements are true:
(i) The iterate ϕn in Algorithm 4 converges almost surely to the stationary
point ϕ∗ of the conditional log-likelihood density function
l(ϕ) = lim
n→∞
1
n+ 1
logP[y0 ∈ dy, y1 ∈ dy, . . . , yn ∈ dy;ϕ],
based on the sequence of the extended observations {yi = (oi, ri, ai)}ni=0, i.e.,
the point ϕ is satisfying
E
[
∂ log
(
b⊤(yn;ϕ)un
)
∂ϕ
]
∈ NH(ϕ),
where NH(ϕ) is the normal cone [44, pp. 343] of the convex set H at ϕ ∈ H,
and the expectation E is taken with respect to the invariant distribution of yn
and un.
(ii) Define p¯(s, s′) := limn→∞ pˆ(sn−1, sn) in the almost sure convergence
sense. Then the iterate {Qn} in Algorithm 4 converges in distribution to the
optimal Q-function Qˆ∗, satisfying
Qˆ∗(s, a) =
∑
s′
p¯(s, s′)
(
r(s, a) + γmax
a′
Qˆ∗(s′, a′)
)
.
5.2.1 HMM estimation
We employ the recursive estimators of HMM from [62, 63] for our estima-
tion problem, where we estimate the true parameter ϕ∗ with the model
parameters (P,R,O, σ) being parametrized as continuously differentiable
functions of the vector of real numbers ϕ ∈ RL, such that ϕ∗ ∈ RL and
(Pϕ∗ ,Rϕ∗ ,Oϕ∗ , σϕ∗) = (P,R,O, σ). We denote the functions of the pa-
rameter as (Pϕ,Rϕ,Oϕ, σϕ) respectively. In this chapter, we consider the
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normalized exponential function (or softmax function)2 to parametrize the
probability matrices Pϕ, Oϕ. The reward matrix Rϕ is a matrix in R
|S|×|A|
and σϕ is a scalar.
The iterate ϕn of the recursive estimator converges to the set of the
stationary points, where the gradient of the likelihood density function is
zero [62, 63]. The log-likelihood density function based on the sequence of
the extended observations {yi = (oi, ri, ai)}ni=0 is
ln(ϕ) =
1
n+ 1
logP[y0 ∈ dy, y1 ∈ dy, . . . , yn ∈ dy;ϕ]. (5.1)
When the state transition and observation model parameters are available,
the state estimate
un = [un,1, un,2, . . . , un,I ]
⊤, (5.2)
where un,i = P[Sn = i|y0, y1, . . . , yn;ϕ], is calculated from the recursive state
predictor (Bayesian state belief filter) [43]. The state predictor is given as
follows:
un+1 =
P⊤ϕB(yn;ϕ)un
b⊤(yn;ϕ)un
, (5.3)
where
b(yn;ϕ) = [b1(yn;ϕ), b2(yn;ϕ), . . . , bI(yn;ϕ)]
⊤, (5.4)
bi(yn;ϕ) = P[yn ∈ dy|sn = i;ϕ]
= P[on|sn = i;ϕ]P[an|on]P[rn ∈ dr|sn = i, an;ϕ],
and B(yn;ϕ) is the diagonal matrix with b(yn;ϕ). Using Markov property
of the state transitions and the conditional independence of the observations
given the states, it is easy to show that the conditional likelihood density (5.1)
can be expressed with the state prediction un(ϕ) and the observation likeli-
hood b(yn;ϕ) as follows [62,63]:
ln(ϕ) =
1
n+ 1
n∑
k=0
log
(
b⊤(yn;ϕ)un
)
. (5.5)
Remark 1. Since the functional parameterization of (Pϕ,Rϕ,Oϕ, σϕ) uses
2Let {α1,1, . . . , αI,I} denote the parameters for the probability matrix Pϕ. Then the
(i, j)th element of Pϕ is
exp(αi,j)∑
I
j′=1
exp(αi,j′ )
.
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the non-convex soft-max functions, l(ϕ) is non-convex in general.
Roughly speaking, the recursive HMM estimation [62, 63] calculates the
online estimate of the gradient of ln(ϕn) based on the current output yn, the
state prediction un(ϕn), and the current parameter estimate ϕn and adds
the stochastic gradient to the current parameter estimate ϕn, i.e. it is a
stochastic gradient ascent algorithm to maximize the conditional likelihood.
We first introduce the HMM estimator [62,63] and then apply the conver-
gence result [62] to our estimation task. The recursive HMM estimation in
Algorithm 4 is given by:
ϕn+1 = ΠH [ϕn + ǫnS (yn,un, ωn;ϕn)] , (5.6)
S (yn,un, ωn;ϕn) =
∂ log
(
b⊤(yn;ϕn)un
)
∂ϕ
, (5.7)
where ΠH denotes the projection onto the convex constraint set H ⊆ RL,
ǫn ≥ 0 denotes the diminishing step-size such that ǫn → 0,
∑
n ǫn = ∞,
ωn ∈ RI×L denotes the Jacobian of the state prediction vector un with respect
to the parameter vector ϕn.
Remark 2. (i) The diminishing step-size used above is standard in the
stochastic approximation algorithms (see Chapter 5.1 in [64]). (ii) The algo-
rithm with a projection on to the constraint convex set H has advantages such
as guaranteed stability and convergence of the algorithm, preventing numeri-
cal instability (e.g. floating point underflow) and avoiding exploration in the
parameter space far away from the true one. The useful parameter values in a
properly parametrized practical problem are usually confined by constraints of
physics or economics to some compact set [64]. H can be usually determined
based on the solution analysis depending on the problem structure.
Using Calculus, the equation (5.7) is written in terms of un, ωn, b(yn;ϕn),
and its partial derivatives as follows:
S (yn,un, ωn;ϕn) =


S(1) (yn,un, ωn;ϕn)
S(2) (yn,un, ωn;ϕn)
...
S(L) (yn,un, ωn;ϕn)

 ,
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S(l) (yn,un, ωn;ϕn)
=
b⊤(yn;ϕn)ω
(l)
n
b⊤(yn;ϕn)un
+
(
(∂/∂ϕ(l))b⊤(yn;ϕn)
)
un
b⊤(yn;ϕn)un
,
(5.8)
where ω
(l)
n is the lth column of the ωn ∈ RI×L, un(ϕn) is recursively updated
using the state predictor in (5.3) as
un+1 =
P⊤ϕnB(yn;ϕn)un
b⊤(yn;ϕn)un
, f(yn,un;ϕn), (5.9)
with u0 being initialized as an arbitrary distribution on the finite state set,
Pϕn being the state transition probability matrix for the current iterate ϕn.
The state predictor (5.9) calculates the state estimate (or Bayesian belief)
on the sn+1 by normalizing the conditional likelihood p(yn|sn = i;ϕn)P (sn =
i|y0, . . . , yn) and then multiplying it with the state transition probability
P (sn+1 = j|sn = i;ϕn). The predicted state estimate is used recursively
to calculate the state prediction in the next step. Taking derivative on the
update law (5.9), the update law for ω
(l)
n is
ω
(l)
n+1 = Φ(yn,un;ϕn)ω
(l)
n +
∂f(yn,un;ϕn)
∂ϕ(l)
, (5.10)
where
Φ(yn,un;ϕn) =
P⊤ϕnB(yn;ϕn)
b⊤(yn;ϕn)un
(
I− unb
⊤(yn;ϕn)
b⊤(yn;ϕn)un
)
,
∂f(yn,un;ϕn)
∂ϕ(l)
= P⊤ϕn
(
I− B(yn;ϕn)une
⊤
b⊤(yn;ϕn)un
) (
∂B(yn;ϕn)/∂ϕ
(l)
)
un
b⊤(yn;ϕn)un
+
(
∂P⊤ϕn/∂ϕ
(l)
)
B(yn;ϕn)un
b⊤(yn;ϕn)un
,
ϕ(l) denotes the lth element of the parameter ϕn, I denotes the |S| × |S|
identity matrix, e = [1, . . . , 1]⊤, the initial ω
(l)
0 is arbitrarily chosen from
Σ = {ω(l) ∈ RI : e⊤ω(l) = 0}.
At each time step n, the HMM estimator defined by (5.6), (5.8), (5.9),
and (5.10) updates ϕn based on the current sample yn = (on, rn, an), while
keeping track of the state estimate un, and its partial derivative ωn.
Now we state the convergence of the estimator.
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Proposition 2. Suppose that Assumption 1 and Assumption 2 hold. Then,
the following statements hold:
(i) The extended Markov chain {Sn, Yn,un, ωn} is geometrically ergodic3.
(ii) For ϕ ∈ ϕ, the log-likelihood ln(ϕ) in (5.1) almost surely converges to
l(ϕ), given by
l(ϕ) =
∫
Y×P(S)
log[b⊤(y;ϕ)u] ν(dy, du), (5.11)
where Y := O×R×A, P(S) is the set of probability distribution on S, and
ν(dy, du) is the marginal distribution of ν, which is the invariant distribution
of the extended Markov chain.
(iii) The iterate {ϕn} converges almost surely to the invariant set (set of
equilibrium points) of the ODE
ϕ˙ = H(ϕ) + m˜ = ΠTH(ϕ)[H(ϕ)], ϕ(0) = ϕ0, (5.12)
where H(ϕ) = E[S(yn,un, ωn;ϕ)], the expectation E[·] is taken with respect
to ν, and m˜(·) is the projection term to keep in H, TH(ϕ) is the tangent cone
of H at ϕ [44, pp. 343].
Remark 3. The second equation in (5.12) is due to [65, Appendix E]. Using
the definitions of tangent and normal cones [44, pp. 343], we can readily
prove that the set of stationary points of (5.12) is {ϕ ∈ H : ΠTH(ϕ)(H(ϕ)) =
0} = {ϕ ∈ H : H(ϕ) ∈ NH(ϕ)}, where NH(ϕ) is the normal cone of H at
ϕ ∈ H. Note that the set of stationary points is identical to the set of KKT
points of the constrained nonlinear programming minϕ∈H l(ϕ).
Remark 4. Like other maximum likelihood estimation algorithms, further
assuming that l(ϕ) is concave, it is possible to show the ϕn converges to the
unique maximum likelihood estimate. However, the convexity of l(ϕ) is not
known in prior. Similarly, asymptotic stability of the ODE (5.12) is assumed
to show the desired convergence in [62]. We refer to [62] for the technical
details regarding the convergence set.
3A Markov chain with transition probability matrix P is geometrically ergodic, if for
finite constants cij and a β < 1
|[Pn]i,j − pij | ≤ cijβn,
where pi denotes the stationary distribution.
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Proof. We employed the convergence result in [62]. We prove that the HMM
estimation converges to the invariant set of ODE (5.12) by verifying the
assumptions in [62] for the POMDP with the behavior policy described in
Section 5.1. See Appendix A.1.1 for the details. 
5.2.2 Estimating Q-function with the HMM state predictor
In addition to estimation of the HMM parameters (P,R,O, σ), we aim to
recursively estimate the optimal action-value function Q∗(s, a) : S ×A → R
using partial state observation.
From Bellman’s optimality principle, Q∗(s, a) function is defined as
Q∗(s, a) =
∑
s′
P[s′|s, a]
(
r(s, a) + γmax
a′
Q∗(s′, a′)
)
, (5.13)
where P[s′|s, a] is the state transition probability, which corresponds to
Ta(s, s
′) in the POMDP model. The standard Q-learning from [60] estimates
Q∗(s, a) function using the recursive form:
Qn+1(sn, an)
= Qn(sn, an) + ǫn
(
rn + γmax
a′
Qn(sn+1, a
′)−Qn(sn, an)
)
.
Since the state sn is not directly observed in POMDP, the state estimate un
in (5.9) from the HMM estimator is used instead of sn. Define the estimated
state transition pˆ(sn−1, sn) as
pˆ(sn−1, sn)
= P[sn−1, sn|yn, yn−1,un,un−1;ϕn, ϕn−1]
= P[sn−1|yn−1,un−1;ϕn−1]P[sn|yn,un;ϕn],
(5.14)
where P[sn|yn,un;ϕn] is calculated using Bayes rule:
P[sn = i|yn,un;ϕn] = [b(yn;ϕn)]i[un]i
b⊤(yn;ϕn)un
. (5.15)
Using pˆ(i, j) as a surrogate for P[s′|s, a] in (5.13), a recursive estimator for
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Q∗(s, a) is proposed as follows:


qn+1(1, an)
qn+1(2, an)
...
qn+1(I, an)

 =


qn(1, an)
qn(2, an)
...
qn(I, an)

+
ǫn


∑I
j pˆn(1, j) (rn + γmaxa′ qn(j, a
′)− qn(1, an))∑I
j pˆn(2, j) (rn + γmaxa′ qn(j, a
′)− qn(2, an))
...∑I
j pˆn(I, j) (rn + γmaxa′ qn(j, a
′)− qn(I, an))

 ,
(5.16)
where qn(i, an) = Qn(s = i, a = an). In the following proposition we estab-
lish the convergence of (5.16).
Proposition 3. Suppose that Assumption 1 and Assumption 2 hold. Then
the following ODE has a unique globally asymptotically stable equilibrium
point:


q˙1,a
q˙2,a
...
q˙I,a

 =
1
u¯a


∑I
j p¯(1, j)(r¯ + γmaxa′ qj,a′ − q1,a)∑I
j p¯(2, j)(r¯ + γmaxa′ qj,a′ − q2,a)
...∑I
j p¯(I, j)(r¯ + γmaxa′ qj,a′ − qI,a)

 , a ∈ A,
where u¯a is determined by the expected frequency of the recurrence to the
action a (for the detail, see Appendix A.1.2), p¯(i, j) denotes the expectation
of pˆ(i, j), r¯ denotes the expectation of R(s, a) and the expectations are taken
with the invariant distribution ν. As a result, the iterate {Qn} of the recursive
estimation law in (5.16) converges in distribution to the unique equilibrium
point Qˆ∗ of the ODE, i.e., the unique solution of the Bellman equation
Qˆ(s, a) =
∑
s′
p¯(s, s′)
(
r¯(s, a) + γmax
a′
Qˆ(s′, a′)
)
.
Remark 5. Note that pˆn is a continuous function of the random variables
(yn,un, ϕn). Since the Markov chain (yn,un) is ergodic and the convergence
of ϕn was proved in Proposition 2, the sequence of the random variables
(yn,un, ϕn) converges. By continuous mapping theorem from [66], pˆn – as
a continuous function of the converging random variables – converges in the
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same sense.
Proof. The update of Qǫn is asynchronous, as we update the part of Qn(s, a)
for the current action taken. A result on stochastic approximation from [64]
is invoked to prove the convergence. The proof follows from the ergod-
icity of the underlying Markov chain and the contraction of the operator
HQ =
∑
s′ pˆ(s, s
′;ϕL) (r(s, a) + γmaxa′ Q(s
′, a′)). See Appendix A.1.2 for
the details. 
5.2.3 Learning state transition given action with the HMM
state predictor
When the full state observation is available, the transition model Ta(s, s
′) =
P (sn+1 = s
′|sn = s, an = a) can be estimated simply counting all the inci-
dents of each transition (s, a, s′), and the transition model estimation cor-
responds to the maximum likelihood estimate. Since the state is partially
observed, we use the state estimate instead of counting transitions.
We aim to estimate the expectation of the following indicator function
Ts,a,s′ = E[1{sn=s,an=j,sn+1=s′}], (5.17)
where the expectation E is taken with respect to the stationary distribution
corresponding to the true parameter ϕ∗. Thus, Ts,a,s′ is the expectation of
the counter of the transition s, a, s′ divided by the total number of transitions
(or the stationary distribution P[s, a, s′]).
Remark 6. Note that although pˆ(s, s′) in (5.14) is known, it represents only
the transition probability under the fixed behavior policy. Therefore, we still
need to estimate the state transition model Tsas′ for the state predictor in
(5.19).
The proposed recursive estimation of Ts,a,s′ is given by


Tn+1(1, an, 1)
Tn+1(1, an, 2)
...
Tn+1(I, an, I)

 =


Tn(1, an, 1)
Tn(1, an, 2)
...
Tn(I, an, I)

 + ǫn


pˆn(1, 1)(1− Tn(1, an, 1))
pˆn(1, 2)(1− Tn(1, an, 2))
...
pˆn(I, I)(1− Tn(I, an, I))

 . (5.18)
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The ODE corresponding to (5.18) is


T˙1,a,1
T˙1,a,2
...
T˙I,a,I

 =
1
u¯a


p¯(1, a, 1)(1− T1,a,1)
p¯(1, a, 2)(1− T1,a,2)
...
p¯(I, a, I)(1− TI,a,I)

 , a ∈ A.
Following the same procedure in the proof of Proposition 3, we can show
that tn(s, a, s
′) converges to p¯(s, a, s′), where p¯(s, a, s′) denotes the marginal
distribution of the transition from s to s′ after taking a with respect to the
invariant distribution of the entire process. Since we estimate the joint dis-
tribution, the conditional distribution Ta(s, s
′) can be calculated by dividing
the joint probabilities with marginal probabilities.
5.3 A numerical example
In this simulation, we implement the HMM Q-learning for a finite state
POMDP example, where 4 hidden states are observed through 2 observations
with the discount factor γ = 0.95 as specified below:
T =




.6 .2 .1 .1
.2 .1 .6 .1
.1 .1 .1 .7
.4 .1 .1 .4

 ,


.1 .2 .2 .5
.1 .6 .1 .2
.1 .2 .6 .1
.1 .1 .2 .6



 ,
O =


.95 .05
.95 .05
.05 .95
.05 .95

 , R =
[
0 0. −20. +20.
0 0. +20. −20.
]
, σ = 1.
The following behavior policy µ(o) is used to estimate the HMM, the tran-
sition model, and the Q-function
µ =
[
.6 .4
.3 .7
]
, µi,j = P[a = j|o = i].
The diminishing step size is chosen as ǫn = n
−0.4 for n ≥ 1.
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Figure 5.2: The mean of the sampled conditional likelihood logb⊤(yn;ϕn)un
increases as the estimated σ(ϕn) converges to the true σ = 1.
5.3.1 Estimation of the HMM and Q-function
Figure 5.2a shows that the mean of the sample conditional log-likelihood
density logb⊤(yn;ϕn)un increases. Figure 5.2b shows that σn converges to
the true parameter σ∗ = 1.0.
To validate the estimation of the Q-function in (5.16), we run three estima-
tions of Q-function in parallel: (i) Q-learning [60] with full state observation
s, (ii) Q-learning with partial observation o, (iii) HMMQ-learning. Figure 5.3
shows maxs,aQn(s, a) for all three algorithms.
After 200,000 steps, the iterates of Qfulln , Q
partial
n and Q
hmm
n at n = 2× 105
are as follows:
Qfulln =
[
107.4 103.4 99.3 133.8
114.7 107.6 102.4 98.0
]⊤
,
Qpartialn =
[
20.1 21.6
18.9 9.1
]⊤
,
Qhmmn =
[
133.0 106.0 105.9 99.1
98.1 111.2 111.7 105.4
]⊤
,
where the (i, j) elements of the Q matrices are the estimates of the Q-
function value, when a = i, s = j. Similar to the other HMM estimations
(from unsupervised learning task), the labels of the inferred hidden state
do not match the labels assigned to the true states. Permuting the state
indices {1, 2, 3, 4} to (2, 3, 4, 1) in order to have better matching between
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Figure 5.3: maxs,aQn(s, a) is greater with full observation than partial
observation. The proposed HMM Q-learning’s maxs,aQn(s, a) converges to
the fully observing Q-learning’s.
the estimated and true Q-function, we compare the estimated Q-function as
follows:
Qpermutedn =
[
106.0 105.9 99.1 133.0
111.2 111.7 105.4 98.1
]⊤
,
Qfulln =
[
107.4 103.4 99.3 133.8
114.7 107.6 102.4 98.0
]⊤
.
This permutation is consistent with the estimated observation O(ϕn) as
below:
O(ϕn) =


.066 .934
.943 .057
.947 .053
.052 .948

 , O(ϕ∗) =


.950 .050
.950 .050
.050 .950
.050 .950

 .
5.3.2 Dynamic policy with partial observations
When the model parameters of POMDP are given, the Bayesian state belief
filter can be used to make decisions based on the state belief. The use of
the Bayesian state belief filter has demonstrated improved performance as
compared to the performance of the standard RL algorithms with partial
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observation [30,67].
After a certain stopping criterion is satisfied, we fix the parameter. The
fixed POMDP parameters (Tϕl ,Oϕl ,Rϕl , σϕl) are used in the following Bayesian
state belief filter
un+1 =
T⊤ϕl(an)B(yn;ϕl)un
b⊤(yn;ϕl)un
, (5.19)
where un = [un,1, un,2, . . . , un,I ]
⊤, and un,i = P[sn = i|y0, y1, . . . , yn;ϕl].
The action a∗ is chosen based on the expectation of the Q-function on the
state belief distribution and the current observation on
a∗ = argmaxa
|S|∑
i
Qϕl(s = i, a)P[sn = i|on,un;ϕl], (5.20)
where
P[sn = i|on,un;ϕl] = P[on|sn = i;ϕl]un,i∑|S|
j P[on|sn = j;ϕl]un,j
.
Remark 7. Similar to output feedback control with state observer, the policy
in (5.20) uses a state predictor to choose an action.
We tested the dynamic policy consisting of (5.19) and (5.20) at every
thousand steps of the parameter estimation. Each test comprises 100 episodes
of running the POMDP with the policy. Each episode in the test takes 500
steps. Then the mean rewards of total 100 × 500 steps are marked and
compared with the policies of the Q-learning with full state observation and
partial state observation [60]. Figure 5.4 shows that the proposed HMM
Q-learning performs better than the Q-learning with partial observation.
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Figure 5.4: mean rewards from Q-learning with full observation, Q-learning
with partial observation, and the proposed HMM Q-learning.
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CHAPTER 6
HIDDEN MARKOV MODEL BASED
Q-LEARNING
In the previous chapter, HMM based Q-MDP was presented. The HMM
based Q-MDP was able to estimate the Q-function on the state. However,
the estimated Q-function on the state is useful only when the full state ob-
servation is available. An intelligent reinforcement learning agent should be
able to disambiguate the uncertainties of the state estimation, in order to
prevent making critical actions without precise awareness of the situation.
In this chapter, we present another RL algorithm based on the recursive
algorithm of HMM estimation. Compared to the algorithm in the previous
chapter, we modified the greedy policy in [30] which uses QMDP [30] with the
estimated Q function for the underlying MDP. In this work, we estimate the
Q-function for the belief MDP by invoking results of Q-learning with linear
function approximation [68]. The approximation [68] is based on a form
of discretization. Finite model approximation for POMDP was analyzed
in [69, Ch.5]. We employ the analysis in [69, Ch.5] to show near-optimality
of the resulting policy of our proposed algorithm under some assumptions
on the collection of POMDP that we consider. Compared to the Gaussian
noise reward model in the previous chapter, in this chapter we consider a
collection of POMDP with standard tabular reward model.
6.1 Belief state MDP
6.1.1 POMDPs on finite state, action, and reward set
Consider a partially observable Markov decision process (POMDP) on finite
state, action, and reward set. The POMDP, (Sn, An, On, Rn)
∞
n=0, is charac-
terized by the tuple (S,A, T,R, R,O, O, γ), where S = {1, . . . , |S|} is the
finite state space, A = {1, . . . , |A|} is the finite action space, T (s′|s, a) =
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P[Sn+1 = s
′|Sn = s, An = a] is the state transition probability from state
s ∈ S to s′ ∈ S given action a ∈ A, R = {c1, . . . , c|R|}, R(r|s, a) = P[Rn =
r|Sn = s, An = a] is the probability of receiving reward r ∈ R when action
a ∈ A is taken at the state s ∈ S, O = {1, . . . , |O|} is the finite observation
space, O(o|s) = P[On = o|Sn = s] is the probability of observing o ∈ O when
a ∈ A is taken at the state s ∈ S, and γ ∈ (0, 1) is the discount factor. In
the POMDP, we assume that the reward set R is known.
The matrix notation in Section 5.1.2 is used in the chapter for ease of
notation. Let Ta ∈ R|S|×|S| denote state transition probability matrix for
taking action a ∈ A, and O ∈ R|S|×|O| denote observation probability matrix.
For the finite reward set model, letRa ∈ R|S|×|R| denote reward probability
matrix for taking action a ∈ A, i.e.
[Ra]i,j = P[Rn = cj|Sn = i, An = a].
Define the expected reward function as r(s, a), i.e.
r(s, a) = E[R|S = s, A = a] =
|R|∑
j
cj[Ra]s,j (6.1)
for taking action a ∈ A at the state s ∈ S.
In reinforcement learning (RL), an agent is defined as a policy π that ob-
serves on from the POMDP environment, executes an action an, and receives
a reward rn as a consequence for the action. The main goal of RL is to max-
imize the accumulated rewards over the time horizon. In MDPs, the agent
directly observes the full state of the environment with sn.
Hence, the agent can choose optimal actions regardless of previous state
observations due to the Markov assumption. In contrast, POMDPs only
provide incomplete state observation. Therefore, we are interested in policies
that can disambiguate the incomplete state observation using the previous
observations.
Definition 2 (Policy). Policy is a sequence of mappings π = {π0, π1, . . . },
where each πn is a mapping from the previous observations
hn = {o0, a0, r0, . . . , on−1, an−1, rn−1}
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to a probability distribution over the action space A. The policy is stationary,
when π0 = π1 = · · · = πn for all n.
The previous observation can be used to estimate the hidden state using
the conditional probability on the past observations.
Definition 3 (Belief state). Define ∆ ⊆ R|S| as the set of probability distri-
butions on S. The belief state, un ∈ ∆, is defined as the state distribution at
time n, i.e., it is a vector with the elements
[un]i = P[Sn = i|Fn−1],
where Fn−1 denotes σ-algebra generated by the observations until n− 1.
Furthermore, it is well known that the state estimate is based on suffi-
cient statistics of the previous observations for the POMDP [70]. Hence, the
previous observation hn to determine the action by the policy π defined in
Definition 2 is equivalently replaced by the state estimate un ∈ ∆.
We define the value function associated with any given π and initial state
estimate µ ∈ ∆ as
Jπ(µ) = E
[
∞∑
k=0
γkRn
∣∣∣∣∣S0 ∼ µ,Ak ∼ π
]
, (6.2)
where the expectation is taken with respect to the state-action trajectory
{S0, A0, S1, A1, . . .}.
The optimal control design problem is formally stated as follows.
Problem 1 (Partially observed Markov decision problem). Find π∗ such that
π∗ = arg sup
π∈Π
Jπ(µ), (6.3)
for all initial state estimates µ ∈ ∆, where Π is the set of all admissible
control policies.
When the model parameters of the POMDP are known, the optimal policy
π∗ in Problem 1 consists of a state estimator and a function mapping state
estimates to actions [70].
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The state estimator predicts un+1 given the state estimate un and output
yn = (on, rn, an), using Bayes rule and Markov property as following Baum
equation [43]:
un+1 =
P⊤anB(yn)un
b⊤(yn)un
, (6.4)
where B(yn) is the diagonal matrix having b(yn) on its diagonal and each
element of b(yn) is defined as
[b(yn)]i = P[Yn = yn|Sn = i].
The other component of π∗, the function which maps the current state esti-
mate un into an action an, can be obtained by solving the optimal policy of
the belief MDP corresponding to the POMDP [70,71].
The belief MDP is defined by the tuple (∆,A, τ, ρ, γ), where ∆ is the set
of distributions of the state, A is the action set defined with the POMDP,
the belief state transition kernel τ(u, a,u′) is defined as
τ(u′|u, a) = P[u′|a,u]
=
∑
(o,r)∈O×R
P[u′|a,u, o, r]P[o, r|a,u], (6.5)
where
P[u′|a,u, o, r] =
{
1, if f(u, o, r, a) = u′,
0, otherwise,
P[o, r|a,u] =
∑
s′∈S
P[o, r|s′, a]
∑
s∈S
P[s′|s, a][u]s,
the expected reward function is defined as
ρ(u, a) =
∑
s∈S
[u]sr(s, a), (6.6)
and γ is the same discount factor as in the POMDP.
In [70,71], the authors assume that the POMDP model is explicitly given
in order to determine the optimal solution. However, the explicit models
of POMDPs are not usually available in practice. But we might have a
simulation or test environment of a real system. In this thesis, we assume that
such simulation environments of the POMDPs are available. We estimate
the model parameters and optimal policies online using the simulation. We
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invoke results in on-line HMM estimation [63,72] in the following subsections
in order to identify the parameters of the POMDP.
6.2 HMM based Q-learning
In this section, we present a new HMM model estimation-based Q-learning
algorithm, called HMM Q-learning, for POMDPs and establish its conver-
gence properties.
6.2.1 Estimations for the POMDP (belief state MDP)
Our proposed on-line algorithm for RL with POMDP aims to estimate the
true parameters for the state estimator defined in (6.4) and an approximate
Q-function for the belief MDP (∆,A, τ, ρ, γ) defined in Section 6.1.1, in order
to obtain the optimal policy for Problem 1. The optimal policy for the
POMDP consists of the state estimator and the optimal policy of the belief
MDP as explained in Section 6.1.1.
As we have seen in Section 5.1.2, the POMDPs becomes HMMs after we
fix the policy of the agent as a stationary policy which chooses actions based
on a stationary conditional probability of choosing action a when it observes
o, i.e. P[An = a|On = o] is time-invariant. The proposed algorithm has the
following on-line estimations:
1. HMM estimation for the POMDP controlled by the behavior policy β;
2. Q-function estimation for the belief MDP corresponding to the POMDP;
3. State transition model parameter Ta estimation for the state estimator.
Previously, in Chapter 5, Proposition 2 showed weak convergence of the
iterate ϕn to the tangent cone TH(ϕ) determined by the likelihood and the
constraint due to the projection. In this chapter, we prove the convergence
in almost sure sense without the projection. Furthermore, the reward model
is changed to finite set reward model such that R(r|s, a) = P[Rn = r|Sn =
s, An = a] from the Gaussian noise reward defined in Section 5.1.1. Similar to
the previous chapter, ϕn denotes the parameter iterate for HMM estimation
for the POMDP controlled by the behavior policy β.
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In the HMM, observation, reward, action depend on the state. We define
the output of the HMM as y := (o, r, a) and the set of output as Y :=
O × R×A. The output probability given state of the HMM s is written as
P[Yn = y|Sn = s] = P[o, r, a|s]
= P[a|o]P[o|s]P[r|s, a]
= β(o, a)[O]s,o[Ra]s,r.
(6.7)
We formulate the HMM estimation problem as follows:
Problem 2 (On-line HMM Estimation). Using the current output yn and
state estimate un, recursively estimate the maximum likelihood estimate (MLE)
of ϕ ∈ ϕ for the HMM {Yn, Sn}∞k=1, where the log-likelihood l(ϕ) is defined
as
l(ϕ) = lim
n→∞
ln(ϕ), (6.8)
where
ln(ϕ) =
1
n+ 1
logP[y0, y1, . . . , yn;ϕ]
=
1
n+ 1
n∑
k=0
log
(
b⊤(yk;ϕ)uk
)
.
(6.9)
Here, the vector b(y;ϕ) is defined as
b(y;ϕ) = [P[Y = y|S = 1;ϕ], . . . ,P[Y = y|S = |S|;ϕ] ]⊤, (6.10)
where the conditional likelihood P[Y = y|S = i;ϕ] is calculated using the
output model in (6.7) with the parameter ϕ, and the state estimate un of the
HMM with the parameter ϕ is defined as
un := [P[Sn = 1|Fn−1;ϕ], . . . ,P[Sn = |S| |Fn−1;ϕ] ]⊤,
where Fn−1 = σ(y1, . . . , yn−1) denotes the σ-algebra generated by the output
observations. The un are recursively updated based on Bayes rule similar
to (6.4) as
un+1 =
P⊤ϕBϕ(yn)un
b⊤(yn;ϕ)un
, f(yn,un;ϕ), (6.11)
where B(yn;ϕ) is the diagonal matrix having b(yn;ϕ) on its diagonal.
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Problem 2 is addressed by the recursive HMM estimation given by:
ϕn+1 = ϕn + ǫnS (yn,un, ωn;ϕn) , (6.12)
S (yn,un, ωn;ϕn) =
∂ log
(
b⊤(yn;ϕn)un
)
∂ϕ
, (6.13)
where S(·) denotes the score function1, ǫn denotes the step size, ωn ∈ R|S|×L
denotes the Jacobian of the state prediction vector un with respect to the
parameter vector ϕn.
The vector-valued function S (yn,un, ωn;ϕn) in equation (6.13) is written
in terms of un, ωn, b(yn;ϕn), and its partial derivatives as follows:
[S (yn,un, ωn;ϕn)]l
=
b⊤(yn;ϕn)ω
(l)
n
b⊤(yn;ϕn)un
+
(
(∂/∂ϕ(l))b⊤(yn;ϕn)
)
un
b⊤(yn;ϕn)un
,
(6.14)
where ω
(l)
n is the lth column of the ωn ∈ R|S|×L, (∂/∂ϕ(l))(·) denotes partial
derivative respect to the lth element of ϕ, and un(ϕn) is recursively updated
using the state estimator in (6.11) as
un+1 = f(yn,un;ϕn), (6.15)
with u0 being initialized as an arbitrary distribution on the finite state set
S. Taking derivative on the update law (6.15), the update law for ω(l)n is
ω
(l)
n+1 = Φ(yn,un;ϕn)ω
(l)
n +
∂f(yn,un;ϕn)
∂ϕ(l)
, (6.16)
where
Φ(yn,un;ϕn) =
P⊤ϕnB(yn;ϕn)
b⊤(yn;ϕn)un
(
I− unb
⊤(yn;ϕn)
b⊤(yn;ϕn)un
)
,
∂f(yn,un;ϕn)
∂ϕ(l)
= P⊤ϕn
(
I− B(yn;ϕn)une
⊤
b⊤(yn;ϕn)un
) (
∂B(yn;ϕn)/∂ϕ
(l)
)
un
b⊤(yn;ϕn)un
+
(
∂P⊤ϕn/∂ϕ
(l)
)
B(yn;ϕn)un
b⊤(yn;ϕn)un
,
ϕ(l) denotes the lth element of the parameter ϕn, e = [1, . . . , 1]
⊤ with appro-
1The score is the gradient, with respect to ϕ, of the logarithm of the likelihood func-
tion [46].
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priate dimension, the initial ω
(l)
0 is arbitrarily chosen from Σ = {ω(l) ∈ RI :
e⊤ω(l) = 0}. For the ease of notation, denote the update law of ωn in (6.16)
as
ωn+1 = f˜(yn,un, ωn;ϕn). (6.17)
Problem 3 (Optimal Q-Function Estimation). Using the state estimate un
of the HMM estimator, estimate the optimal Q-function for the belief MDP
(∆,A, τ, ρ, γ), which satisfies the Bellman equation
Q(u, a) = (H¯Q)(u, a), (6.18)
where H¯ denotes the Bellman operator defined by
H¯Q(u, a) =
∫
∆
[
ρ¯(u, a) + γmax
a′
Q(x, a′)
]
τ¯(u, a, dx). (6.19)
Here, ρ¯(u, a) =
∑
s∈S [u]sr(s, a; ϕ¯) is an estimation of the expected reward,
and the state transition kernel τ¯(u, a, ·; ϕ¯) is calculated in the same way as
the equation (6.5), but with the parameter ϕ¯ as follows:
τ¯(u, a,u′) = P[u′|a,u]
=
∑
(o,r)∈O×R
P[u′|u, y; ϕ¯]P[o, r|a,u],
where
P[u′|u, y; ϕ¯] =
{
1, if f(u, y; ϕ¯) = u′,
0, otherwise,
P[o, r|a,u] =
∑
s′∈S
P[o, r|s′, a]
∑
s∈S
P[s′|s, a][u]s.
We address Problem 3 by linear approximate Q-learning [68]. Since the
belief-MDP’s state space is continuous, we consider linear approximation to
estimate Q(u, a) in (6.18), invoking the Q-learning with linear function ap-
proximation from [68]. We consider a set of functions Q = {qϑ} parametrized
by a finite-dimensional parameter vector ϑ ∈ RM such that Q is the linear
span of a set of M linearly independent functions ξi : ∆ × A → R. Each
qϑ ∈ Q is written as
qϑ(u, a) = ξ
⊤(u, a)ϑ , for all (u, a) ∈ ∆×A, (6.20)
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where ξ(u, a) := [ξ1(u, a), . . . , ξM(u, a)].
True Q-function defined in (6.18) is estimated with the set of functions in
Q by minimizing the temporal difference (TD) error:
δ = ρ(u, a) + γmax
a′∈A
qϑ(u
′, a′)− qϑ(u, a),
where ρ(u, a) =
∑
s∈S [u]sr(s, a) is defined with the belief MDP, u denotes
the state estimate, a denotes the action, r denotes the reward at certain time
step, and u′ denotes the state estimate at the next time step. Note that we
need the true model parameter r(s, a) to calculate ρ, and u is determined
by the HMM estimator, as shown in Figure 5.1. Since the algorithm in [68]
was applied to standard MDPs where the ergodicity of the Markov chain is
known apriori, we need to re-establish the convergence result.
Applying stochastic iteration to minimize the squared TD error, we get
the following recursive algorithm for Q-learning. For given (an−1,un−1,un)
and ϕn, we update ϑn as
ϑn+1 = ϑn + ǫn∇ϑqϑ(un, an)(ρn
+ γmax
a′∈A
qϑn(un+1, a
′)− qϑn(un, an)),
(6.21)
where ρn :=
∑
s∈S [un]sr(s, an;ϕn) and ∇ϑqϑ(un, an) = ξ(un, an) due to the
linear approximation in (6.20).
Problem 4 (Ta Estimation). Using the state estimate un of the HMM esti-
mator, estimate the state transition model parameter Ta of the POMDP.
We solve Problem 4 using stochastic iteration techniques [64, 73]. Let us
define the parameter tensor T as
T := [T1, . . . ,T|A|] ∈ R|A|×|S|×|S|,
and T∗ = [T∗1, . . . ,T
∗
|A|] denotes the true state transition model parameter
of the POMDP.
Instead of directly estimating T∗, we estimate the following expectation
[T˜]i,j,k = EΓϕ
[
1{S=i,A=j,S′=k}
]
= PΓϕ [S = i, A = j, S
′ = k],
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where EΓϕ denotes the expectation with respect to the invariant distribution
Γϕ of the extended Markov chain, which will be defined later, and 1{·} denotes
the indicator function of an event. From the joint probability distribution
estimated in T˜, we can calculate the desired conditional probability Ta.
The proposed recursive estimation of T˜ is given as follows. For given
(an−1,un−1,un), we update all elements of [T˜n]an−1 as
[
T˜n+1
]
an−1,i,j
=
[
T˜n
]
an−1,i,j
+ ǫn
(
pˆn(i, j)
(
1−
[
T˜n
]
an−1,i,j
))
, (6.22)
where pˆn(i, j) is the estimated probability of the state transition from i to j
at time step k, and pˆn(i, j) is defined as
pˆn(i, j) = P[sn−1 = i, sn = j|yn, yn−1,un,un−1;ϕn]
= P[sn−1 = i|yn−1,un−1;ϕn]P[sn = j|yn,un;ϕn],
where P[sn = i|yn,un;ϕn] is calculated using Bayes rule:
P[sn = i|yn,un;ϕn] =
[
B(yn;ϕn)un
b⊤(yn;ϕn)un
]
i
,
where b⊤(·;ϕ) is defined in (6.10) and B(·;ϕ) is the diagonal with b(·;ϕ).
HMM Q-learning integrates estimations for Problem 2-4 as the pseudo code
in Algorithm 5.
6.2.2 Convergence of the estimators
Here, we present the main result of this chapter, which establishes conver-
gence and characterizes the limit of convergence of HMM Q-learning. We
begin by stating the required assumptions.
Assumption 3. The steps ǫn, n = 1, 2, ... are positive, non-increasing, and
predetermined, and
∞∑
n=0
ǫn =∞,
∞∑
n=0
ǫ2n <∞.
Assumption 4 (convergence condition). For all ϕ ∈ Φ, i, j ∈ S, y ∈ Y, the
following hold with the HMM, which is the POMDP controlled by β(·):
1. Pβ is positive, i.e. [Pβ]i,j > 0;
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Algorithm 5 HMM Q-Learning
1: Set n = 0.
2: Initialize: the parameter (ϕ0, ϑ0,T0), state estimate u0 and its gradient
ω0.
3: repeat
4: Observe o from the environment.
5: Act a ∼ β(o, ·) and get reward r and the next observation o′ from the
environment.
6: Use yn = (o, a, r) and (un, ωn) to update the HMM estimator as
follows:
ϕn+1 ← ϕn + ǫnS (yn,un, ωn;ϕn) ,
un+1 ← f(yn,un;ϕn),
ω
(l)
n+1 ← Φ(yn,un;ϕn)ω(l)n +
∂f(yn,un;ϕn)
∂ϕ(l)
,
for alll ∈ {1, . . . , L}
7: Use (un−1, an−1,un) to update Q-function estimator as:
ϑn+1 = ϑn + ǫn∇ϑqϑ(un−1, an−1)(ρn−1
+ γmax
a′∈A
qϑn(un, a
′)− qϑn(un−1, an−1)),
where ρn−1 :=
∑
s∈S [un−1]sr(s, an−1;ϕn).
8: Use pˆn(i, j) to update the state transition model estimator as:
[Tn+1]an−1,i,j = [Tn]an−1,i,j + ǫn
(
pˆn(i, j)(1− [Tn]an−1,i,j)
)
,
where pˆn(i, j) is calculated as in (6.2.1).
9: Save (yn,un, an) for the next iteration.
10: n← n+ 1
11: until a certain stopping criterion is satisfied.
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2. b(y;ϕ) is positive, i.e. [b(y;ϕ)]i > 0
Assumption 5 (identifiability condition). The Hessian of the likelihood is
negative definite, i.e.
∂
∂ϕ
h1(ϕ) < 0,
where
h1(ϕ) = lim
n→∞
E
[
∂
∂ϕ
logP[yn|yn−1, . . . , y0;ϕ]
]
.
Assumption 6 (persistent excitation). The state-action pair visit proba-
bility is positive under the behavior policy β(·), i.e. P[A = a|S = s] >
0, for all (a, s) ∈ A× S.
Assumption 7 (bounded basis functions). 1. The basis functions {ξi|i =
1, . . . , N} for the Q-function approximation defined in (6.20) are lin-
early independent.
2. For all (u, a) ∈ ∆×A, we have
N∑
i=1
|ξi(u, a)| ≤ 1.
We use the result on almost sure convergence for the stochastic approxi-
mation algorithm in [73]. We refer to the stochastic approximation algorithm
as BMP algorithm.
We start by defining the extended Markov chain as
zn+1 = (sn, yn,un, sn+1, yn+1,un+1, ωn+1).
For the ease of notation, we collect all the variables from finite sets in zn:
S,A,R and denote en, i.e. en+1 = (sn, yn, sn+1, yn+1) ∈ E, where E is a finite
set. On the other hand, we collect continuous variables in zn and denote xn,
i.e. xn+1 = (un, ωn+1,un+1) ∈ Rk = ∆× Σ×∆. The following analysis uses
the notation
zn = (xn, en) ∈ Rk × E.
We concatenate the parameters and denote θn, i.e.
θn = (ϕn, ϑn, vec(Tn)) ∈ Rd,
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where ϕn is for HMM estimation, ϑn is for Q-learning, and Tn is for the state
transition model.
The update equations (6.12), (6.21), and (6.22) are stacked together into
a stochastic approximation form as
θn+1 = θn + ǫnH(θn, zn+1). (6.23)
The convergence of the stochastic approximation is proved by verifying the
conditions of BMP algorithm [73] as stated in the following Proposition 4.
Proposition 4. Under Assumption 3, 4, 5, 6, and 7, the estimator in Algo-
rithm 5 converges as follows:
ϕn → ϕ∗, ϑn → ϑ∗ almost surely on Ω˜(Q, Y ),
Tn → T∗ in distribution,
where the set Ω˜(Q, Y ) is defined in Theorem 4.
Proof. Almost sure convergence of ϕn and ϑn is due to Theorem 4 in
Appendix A.2. In Appendix A.2, Lemmas 3, 4, 5, 6, 7, and 8 verify the
conditions for the convergence of BMP algorithm [73]. However, the weak
convergence of Tn is due to [64, Ch.12], since the update of [Tn]a is asyn-
chronous depending on the random action. The required assumptions for the
weak convergence result are satisfied by the stronger assumptions for BMP
algorithm [73] and Assumption 6 that ensures that all state-action pairs are
visited infinitely often. See [64, Ch.12] for the detailed description of the
weak convergence result. 
We have verified that the HMM estimator converges to true parameter
ϕ∗, and the Q-learning converges to a fixed point h2(ϑ
∗, ϕ∗) = 0. Since the
Q-learning approximates the continuous belief state with linear approximate,
we will analyze the error in the following subsection.
6.2.3 Approximation of the belief state MDP
In this chapter, the Q-learning on the continuous belief state space uses linear
approximate with basis functions. Intuitively, we think that the approximate
converges to the true function as we increase the number of the basis. In-
deed, it is shown that a linear basis approximate (grid functions) converges
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to the true optimal value function as the number of the basis increases in
approximations for POMDPs [69, Ch.5]. We introduce the result [69, Ch.5]
briefly.
The following quantization of the belief state space ∆ is from [69, Sec.5.3].
For each N ≥ 1 the set of grid points is defined as
∆N =

(p1, . . . , p|S|) ∈ QN : pi = kiN ,
|S|∑
i=1
ki = N

 .
Next, we assign (a,u) ∈ A×∆N to each basis without repetition and denote
u(ξi,j) as the u assigned to the basis function ξi,j . Then, we define the
quantization functions that are the basis functions as
ξi,j(u, a) =
{
1, if u(ξi,j) = argminu′∈∆N |u′ − u| and a = j,
0, otherwise.
The above basis functions associated with the quantization satisfy Assump-
tion 7 so that the convergence results in the previous subsection are still valid
with the approximate belief state MDP using the quantization.
We state the approximation result [69, Ch.5].
C 1. The belief MDP (∆,A, τ, ρ, γ) satisfies the following:
1. The reward function ρ(·) is bounded and continuous;
2. The transition kernel τ is weakly continuous;
3. A and ∆ are compact.
Theorem 1 (Thm 5.7 in [69]). Suppose the conditions in C 1 for the belief
state MDP hold. Then we have
lim
N→∞
|J˜∗(N,u)− J∗(u)| = 0,
where J˜∗ denotes the optimal value function for the quantized belief state
MDP and J∗ denotes the true value function.
Remark 8. C 1 is verified since the reward function defined in (6.6) is
continuous with respect to (u, a), the transition kernel τ is composition of
continuous functions, ∆, which is the set of probability distribution on finite
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set, is compact by definition, and A is a finite set. The consequence of
Theorem 1 supports the use of discretization of the belief state space in the
proposed stochastic iteration in Algorithm 5.
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CHAPTER 7
CONCLUSION
In this thesis, a path planning framework that takes into account the human’s
safety perception in the presence of a flying robot has been presented. A ma-
chine learning method to estimate the uncertain parameters of the proposed
safety perception model based on test data collected using Virtual Reality
(VR) testbed is proposed. Also, an oﬄine optimal control computation us-
ing the estimated safety perception model is presented. Due to the unknown
factors in the human tests data, it is not suitable to use standard regression
techniques that minimize the mean squared error (MSE). The thesis proposes
to use a Hidden Markov model (HMM) approach where human’s attention
is considered as a hidden state to infer whether the data samples are rele-
vant to learn the safety perception model. The HMM approach improved
log-likelihood over the standard least squares solution. For path planning,
Bernstein polynomials (Be´zier curve) are used for discretization, as the re-
sulting path remains within the convex hull of the control points, providing
guarantees for deconfliction with obstacles at a low computational cost. An
example of an optimal trajectory generation using the learned human model
is presented. The optimal trajectory generated using the proposed model
results in reasonable safety distance from the human. In contrast, the paths
generated using the standard regression model have undesirable shapes due
to overfitting. The example demonstrates that the HMM approach has ro-
bustness to the unknown factors compared to the standard MSE model.
To overcome the limitation of the oﬄine methods in the safety percep-
tion model estimation and optimal path planning, a model-based approach
for reinforcement learning (RL) with incomplete state observation is pre-
sented. The presented approach aligns with the use of HMM to estimate the
human’s safety perception model since both consider the incomplete state
observation. Since the controlled environment with hidden states forms an
HMM, the estimation for the RL problem is addressed by invoking results on
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the recursive HMM estimation [62, 63, 72]. Based on the convergence of the
HMM estimator, the optimal action-value function Q∗(s, a) is learned despite
the hidden states. The proposed algorithm is recursive, i.e. only the current
sample is used so that there is no need for replay buffer, in contrast to the
other algorithms for POMDP [34, 35]. The convergence of the proposed RL
estimation algorithm is proved using the ergodicity of the underlying Markov
chain for the HMM estimation. A numerical example is presented to show
the convergent behavior of the recursive RL estimator.
7.1 Future directions
The research developments carried out in this thesis hold promise for the use
of socially aware navigation for flying robots in the proximity of humans.
Nevertheless, there is ample room for improvement, and intensive research
efforts are warranted in a number of topics. A few representative examples
are outlined below.
7.1.1 HMM-based RL methods for continuous state space
using deep neural network
The HMM-based RL methods in Chapter 5 and 6 consider finite state space
models, and the convergence of the algorithms was proved relying on the
finite state space assumptions. For the continuous state space, deep neural
networks are popularly used for reinforcement learning tasks with continuous
state space, despite the lack of convergence proof [26, 74]. The RL methods
in [26,74] minimized the Bellman error according to the Markovian assump-
tion. So the RL methods are suitable for POMDP. Similar to the use of
the state estimator in the HMM-based RL methods presented in this thesis,
nonlinear dynamic filter in the form of recurrent neural network (RNN) has
been used hoping that the RNN disambiguate the uncertain state observa-
tion [34,35].
However, [34, 35] only consider the Bellman error which is not sufficient
for the correct state estimation. The HMM-based RL methods in this thesis
suggest what type of loss functions need to be used for the deep reinforcement
learning with POMDP. First, the training needs to minimize the prediction
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Figure 7.1: A dynamic model (auto encoder and recurrent neural network)
based RL framework for POMDP.
error which corresponds to the maximum likelihood estimate of the HMM.
Secondly, the optimality needs to be considered, which was considered in
the form of Bellman optimality. When we have the correct state estimator,
the state estimate and current observation have sufficient statistics [70]. So
the Bellman optimality can be used on the belief state. The recent results
in [75, 76] consider the prediction error and train the policy upon the state
estimator constructed in the form of RNN. However, the results [75, 76] use
oﬄine algorithms with multiple phases: (1) system identification, (2) policy
optimization. As a future direction, we propose to use an online algorithm
that considers the likelihood maximization and Bellman optimality. The idea
of the future direction is illustrated in Figure 7.1.
7.1.2 Safe reinforcement learning
Lack of transient quantification of the RL method is the critical limitation
towards applying RL in safety-critical applications. Especially, the random
exploration in RL can lead to catastrophic failure state, which cannot be
recovered from. There are mainly two approaches for safe reinforcement
learning [77]. The first is to modify the optimization objective: for example,
the optimization aims not only to maximize the reward but also to decrease
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Figure 7.2: Reinforcement learning with safe environment.
the variance of the reward. The second is to modify the exploration strategy
through the incorporation of external knowledge or the guidance of a risk
metric. Modifying the exploration strategy based on some heuristic (or ex-
ternal knowledge) would impose some constraints to prevent safety-critical
situations. There is an analogy between the second approach and the stabi-
lizing controller for the uncertain system. In control engineering, to stabilize
uncertain systems the controller is designed based on some knowledge of the
system such as bounds on the uncertain parameters, the degree of the free-
dom of the system, and the desired set in the state space. The exploration
activities by the RL agent can be considered as a disturbance to the stabi-
lizing controller. Since, the agent’s exploration action policy is known to the
stabilizing controller, designing the stabilizing controller can use the infor-
mation on the agent exploration policy to parametrize the disturbance. As
future direction we will focus on analyzing an integrated approach consisting
of a stabilizing controller and online performance optimization. The idea of
the future direction is illustrated in Figure 7.2.
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APPENDIX A
PROOFS AND DERIVATIONS
A.1 Proofs for Chapter 5
A.1.1 Convergence of the HMM estimation
The convergence result in [62] is briefly stated first. Then we verify that the
assumptions (C 1, C 2, C 3, C 4) from [62] are satisfied for the HMM, which
is the POMDP on finite state-action set excited by the behavior policy.
The assumptions for the convergence of the HMM estimator are given as
follows:
C 1. The transition matrix Pϕ∗ of the true parameter ϕ
∗ is aperiodic and
irreducible.
C 2. The mapping for the transition matrix ϕ → Pϕ is twice differentiable
with bounded first and second derivatives and Lipschitz continuous second
derivative. Furthermore, for any yn, the mapping θ → b(yn;ϕ) is three times
differentiable; b(yn;ϕ) is continuous on Y := O × R×A for each ϕ ∈ H.
C 3. Under the probability measure corresponding to the true parameter ϕ∗,
the extended Markov chain1
{sn, yn,un, ωn}
associated with ϕ ∈ H is geometrically ergodic.
The ordinary differential equation (ODE) approach [64] for the stochastic
approximation is used to prove the convergence. Rewrite (5.6) as
ϕn+1 = ϕn + ǫnS (yn,un, ωn;ϕn) + ǫnMn, (A.1)
1The update laws in (5.9), (5.10) determine the next un+1 and ωn+1 only using the
current un and ωn, so the extended chain is still Markov.
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where Mn is the projection term, i.e. it is the vector of shortest Euclidean
length needed to bring ϕn+ ǫnS(yn,un, ωn;ϕn) back to the constraint set H,
if it escapes from H. The ODE approach shows that the piecewise constant
interpolation over continuous time converges to the ODE, which has an in-
variant set with desirable property. In our problem, the set with maximum
likelihood is desired. For technical details on the ODE approaches, we refer
to [64].
Define a piece-wise constant interpolation of ϕn as follows:
tn =
n−1∑
i=0
ǫi, t0 = 0,
m(t) =

n; tn ≤ t < tn+1 for t ≥ 00 for t < 0.
Define the piece-wise constant process ϕ0(t) as:
ϕ0(t) =

ϕ0, for t ≤ 0ϕn, for tn ≤ t < tn+1, for t ≥ 0.
Define the shifted sequence ϕn(·) to analyze the asymptotic behavior:
ϕn(t) = ϕ0(tn + t), for t ∈ (−∞,∞).
Similarly, define M0(·) and Mn(·) by
M0(t) =


∑m(t)−1
i=0 ǫiMi, for t ≥ 0
0, for t < 0,
and
Mn(t) =

M
0(tn + t)−M0(t), for t ≥ 0
−∑n−1i=m(tn+t) ǫiMi, for t < 0.
The ODE approach aims to show the convergence of the piece-wise constant
interpolation to the following projected ODE:
ϕ˙ = H(ϕ) + m˜, ϕ(0) = ϕ0, (A.2)
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where H(ϕ) = ES(yn,un, ωn;ϕ), and m˜(·) is the projection term to keep
θ in H. Here, the expectation E is taken with respect to the stationary
distribution corresponding to the true parameter ϕ∗. Define the following
set of points along the trajectories:
LH = {ϕ; ϕ be a limit point of (A.2), ϕ0 ∈ H},
LˆH = {ϕ ∈ G1; H(ϕ) + m˜ = 0},
LML = {argmax l(ϕ)},
where l(ϕ) is the likelihood calculated with respect to the stationary distri-
bution corresponding to the true parameter ϕ∗.
C 4 (see A2 in [62]). For each ϕ ∈ H, {S(yn,un, ωn;ϕ)} is uniformly inte-
grable, E[S(yn,un, ωn;ϕ)] = H(ϕ), H(·) is continuous, and S(yn,un, ωn;ϕ)
is continuous for each (yn,un, ωn). There exist nonnegative measurable func-
tions ρ˜(·) and ρˆ(·), such that ρ˜(·) is bounded on bounded ϕ set, and
|S(yn,un, ωn;ϕ)− S(yn,un, ωn;φ)| ≥ ρ˜(ϕ− φ)ρˆ(yn,un, ωn),
such that ρ˜(ϕ)→ 0 as φ→ 0, and
P

lim sup
n
m(tn+s)∑
i=n
ǫiρˆ(yi,ui, ωi) <∞

 = 1, for some s > 0.
Theorem 2 (see Theorem 3.4 in [62]). Assume C 1, C 2, C 3, and C 4 hold.
There is a null set N˜ , such that for all ω /∈ N˜ , {ϕn(ω, ·),Mn(ω, ·)} is equicon-
tinuous (in the extended sense as in [64, p. 102]). Let (ϕ(ω, ·),M(ω, ·)) de-
note the limit of some convergent subsequence. Then the pair satisfies the
projected ODE (A.2), and ϕn converges to an invariant set of the ODE in
H.
We verify that the assumptions in Theorem 2 are satisfied with the HMM.
First, we make an assumption on the behavior policy.
Assumption 1 is sufficient for C 1.
We verify C 2 as follows. The first part of the assumption depends on
the parametrization of the transition Pϕ. The exponential parametrization
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(or called Softmax function) for Pϕ is a smooth function of the parameter
ϕ. So, Pϕ is twice differentiable with bounded first and second derivatives
and Lipschitz continuous second derivative. For the HMM model in this
paper, b(yn;ϕ) defined in (5.4) is a vector of density functions of normal
distribution multiplied by conditional probabilities, i.e. bi(yn) = P (on|sn =
i;ϕ)P (an|sn = i;ϕ)p(rn, |sn = i, an;ϕ). Since the density model is given by
normal distribution, it is easy to see that b(yn;ϕ) is three times differentiable,
and the b(yn;ϕ) is continuous on O × R×A with Euclidean metric.
C 3 states the geometric ergodicity of the extended Markov chain {sn, yn, pˆn, ωn}.
A sufficient condition for the ergodicity of the extended Markov chain is that
C 1 holds, and the following ∆
(0)
2 ,∆
(0)
4 are finite (see Remark 2.6 in [62]):
δ(s)(y) = sup
ϕ∈H
max
k1,...,ks∈{1,...,L}
maxi∈S |∂sk1,...,ksbi(y;ϕ)|
minj∈S bj(y;ϕ)
,
∆(s)ι = sup
ϕ∈H
max
i∈S
∫
Y
[
δ(s)(y)
]ι
bi(y;ϕ)dy,
Γι = sup
ϕ∈H
max
i∈S
∫
Y
[
max
j∈S
| log bj(y;ϕ)|
]ι
bi(y;ϕ
∗)dy,
Y¯ι = sup
ϕ∈H
max
i∈S
∫
Y
|r|ιbi(y;ϕ)dy.
(A.3)
To this end, we compute the bound on ∆
(0)
2 ,∆
(0)
4 in the following lemma.
Lemma 1. ∆
(0)
2 and ∆
(0)
4 are finite.
Proof. We need to show that the following expressions are bounded:
δ(0)(y) = sup
ϕ∈H
maxi∈S bi(y;ϕ)
minj∈S bj(y;ϕ)
,
∆
(0)
2 = sup
ϕ∈H
max
i∈S
∫
Y
[
δ(s)(y)
]2
bi(y;ϕ)dy,
∆
(0)
4 = sup
ϕ∈H
max
i∈S
∫
Y
[
δ(s)(y)
]4
bi(y;ϕ)dy,
(A.4)
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for the bi(y;ϕ) given by
bi(y;ϕ) = P[y ∈ dy|s = i;ϕ]
= P[o|s = i;ϕ]P[a|s = i;ϕ]P[r ∈ dr|s = i, a;ϕ]
= Oi,o µ(o)
1√
2πσ2ϕ
exp
(
−(r −Ra,i)
2
2σ2ϕ
)
,
where Oi,o :=
exp(oi,o)
∑J
j′=1 exp(oi,j′ )
, oi,j is the (i, j)
th element of Oϕ, and Ra,i is the
(a, i)th element of Rϕ.
The following bounds hold for some γ0, γ1, γ2 > 0, since the elements in
the probability matrix Oϕ are strictly positive, and the values of Rϕ verify
bi(y;ϕ)
bj(y;ϕ)
=
Oi,o
Oj,o
exp
(−(r −Ra,i)2 + (r −Ra,j)2
2σ2ϕ
)
≤ 1
minj′Oj′,o
exp
(
maxi,j |Ra,i −Ra,j| (|r|+maxi′Ra,i′)
2σ2ϕ
)
≤ γ0 exp(γ1|r|+ γ2).
Hence, δ(0)(y) <∞ for a fixed y = (o, r, a).
Calculating ∆
(0)
ι for ι ≥ 1, we have
∆(0)ι = sup
ϕ∈H
max
i∈S
∫
Y
[
δ(s)(y)
]ι
bi(y;ϕ)dy
≤ sup
ϕ∈H
max
i,a
∫
R
γι0 exp(ιγ1|r|+ ιγ2)

exp
(
− (r−Ra,i)2
2σ2ϕ
)
√
2πσ2ϕ

 dr
≤ sup
ϕ∈H
max
i,a
∫ 0
−∞
γ3 exp(−γ4(r − λi,a)2)dr
+ sup
ϕ′∈H
max
i′,a′
∫ +∞
0
γ3 exp(−γ5(r − λi′,a′)2)dr,
where γ3, γ4, γ5 > 0 and λi,a are calculated by simplifying the terms. For all
ϕ ∈ H, (i, a) ∈ S ×A, we have
∫
R
γ3 exp(−γ4(r − λi,a)2)dr <∞,
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since the integrand is given in the form of normal distribution. Hence ∆
(0)
ι <
∞ for ι ≥ 1.
To verify uniform integrability and Lipschitz continuity in C 4, a sufficient
condition is that ∆
(1)
ι , Γ2, and Y¯2 are finite for all ι ≥ 0 (see Remark 3.1
in [62]). Next lemma proves that result.
Lemma 2. ∆
(1)
2 , Γ2, and Y¯2 are finite.
Proof. First, we need to show that ∆
(1)
2 , given by
∆
(1)
2 = sup
ϕ∈H
max
i∈S
∫
Y
[
δ(1)(y)
]2
bi(y;ϕ)dy,
where
δ(1)(y) = sup
ϕ∈H
max
l∈{1,...,L}
maxi∈S |∂ϕ(l)bi(y;ϕ)|
minj∈S bj(y;ϕ)
,
is bounded. Calculating
|∂
ϕ(l)
bi(y;ϕ)|
bj(y;ϕ)
for each ϕ(l) ∈ {oi,j ,Ra,i, σϕ}, we have:
|∂oi,jbi(y;ϕ)|
bj(y;ϕ)
=

(1−Oi,j)
|bi(y;ϕ)|
bj(y;ϕ)
, for j = o
Oi,j
|bi(y;ϕ)|
bj(y;ϕ)
, for j 6= o,
|∂Ra,ibi(y;ϕ)|
bj(y;ϕ)
=
(r −Ra,i)
σ2ϕ
|bi(y;ϕ)|
bj(y;ϕ)
,
|∂σϕbi(y;ϕ)|
bj(y;ϕ)
= −
(
2(r −Ra,i)2 + σ2ϕ
σ3ϕ
) |bi(y;ϕ)|
bj(y;ϕ)
.
In the proof of Lemma 1, we showed that |bi(y;ϕ)|
bj(y;ϕ)
≤ γ0 exp(γ1|r| + γ2).
Using integration by parts, it is easy to verify that
∫
R
rι exp(−r2)dr <∞ for
ι ∈ {1, 2, . . . }. Using the calculated bounds, it is straightforward to show
that ∆
(1)
2 <∞.
Secondly, we need to show that Γ2, given by
Γ2 = sup
ϕ∈H
max
i∈S
∫
Y
[
max
j∈S
| log bj(y;ϕ)|
]2
bi(y;ϕ
∗)dy,
is bounded. Indeed, its boundedness follows from the fact that
| log bj(y;ϕ)| ≤ (r −Ra,i)2 + γ
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holds for some constant γ > 0, and
∫
R
rι exp(−r2)dr <∞ for ι ∈ {1, 2, . . . },
Γ2 <∞.
Lastly, Y¯2, given by
Y¯2 = sup
ϕ∈H
max
i∈S
∫
Y
|r|2bi(y;ϕ)dy
is bounded, since
∫
R
rι exp(−r2)dr <∞ for ι ∈ {1, 2, . . . }.
Now, we have verified C 1, C 2, C 3, and C 4 for Theorem 2, which
states the convergence of ϕn to an invariant set. 
A.1.2 Convergence of the Q-function Estimation with the
HMM State Predictor
We invoke the convergence result for asynchronous update stochastic approx-
imation algorithm from [64].
Preliminaries
Here, θǫ denotes the general iterate of the asynchronous update stochastic
approximation algorithm.
For α = 1, . . . , r, let
θǫn+1,α = Π[aα,bα]
[
θǫn,α + ǫY
ǫ
n,α
]
= θǫn,α + ǫY
ǫ
n,α + ǫZ
ǫ
n,α
define the scaled interpolated real-time τ ǫn,α as follows:
τ ǫn,α = ǫ
n−1∑
i=0
δτ ǫi,α,
where δτ ǫn,α denotes the real-time between the n
th and the (n+1)th update of
the αth component of θ. Let θǫα(·) denote the interpolation of {θǫn,α, n <∞}
on [0,∞), defined by
θǫα = θ
ǫ
n,α on [nǫ, nǫ+ ǫ),
τ ǫα = τ
ǫ
n,α on [nǫ, nǫ+ ǫ).
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Define the real-time interpolation θˆα(t) by
θˆǫα(t) = θ
ǫ
n,α, t ∈ [τ ǫα, τ ǫn+1,α).
A 1. {Y ǫn,α, δτ ǫn,α; ǫ, α, n} is uniformly integrable.
A 2. There are real-valued functions gǫn,α(·) that are continuous, uniformly
in n, ǫ and random variables βǫn,α, such that
Eǫn,αY
ǫ
n,α = g
ǫ
n,α(θˆ
ǫ(τ ǫ,−n+1,α), ξ
ǫ
n,α) + β
ǫ
n,α, (A.5)
where
{βǫn,α;n, ǫ, α} is uniformly integrable.
A 3. limm,n,ǫ
1
m
∑n+m−1
i=n E
ǫ
n,αβ
ǫ
i,α = 0 in mean.
A 4. There are strictly positive measurable functions uǫn,α(·), such that
Eǫ,+n,αδτ
ǫ
n+1,α = u
ǫ
n+1,α(θˆ
ǫ(τ ǫn,α), ψ
ǫ
n+1,α). (A.6)
A 5. gǫn,α(·, ξ) is continuous in θ, uniformly in n, ǫ and in ξ ∈ A.
A 6. uǫn,α(·, ψ) is continuous in θ, uniformly in n, ǫ and in ψ ∈ A+.
A 7. The set {ξǫn,α, ψǫn,α;n, α, ǫ} is tight.
A 8. For each θ
{gǫn,α(θ, ξn,α), uǫn,α(θ, ψǫn,α); ǫ, n} (A.7)
is uniformly integrable.
A 9. There exists a continuous function g¯α(·), such that for each θ ∈ H, we
have
lim
m,n,ǫ
1
m
n+m+1∑
i=n
Eǫn,α[g
ǫ
i,α(θ, ξ
ǫ
i,α)− g¯α(θ)]I{ξǫn∈A} = 0
in probability, as n and m go to infinity and ǫ→ 0.
A 10. There are continuous, real-valued, and positive functions u¯α(·), such
that for each θ ∈ H:
lim
m,n,ǫ
1
m
n+m+1∑
i=n
Eǫ,+n,α[u
ǫ
i+1,α(θ, ψ
ǫ
i+1,α)− u¯α(θ)]I{ψǫn∈A+} = 0
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in probability, as n and m go to infinity and ǫ→ 0.
Theorem 3 (see Theorem 3.3 and 3.5 of Ch. 12 in [64]). Assume A 1 -
A 10 hold. Then
{θǫα(·), τ ǫα(·), θˆǫα(·), N ǫα(·), α ≤ r}
is tight in D4r[0,∞). Let ǫ index a weakly convergent subsequence, whose
weak sense limit we denote by
(θǫα(·), τ ǫα(·), θˆǫα(·), N ǫα(·), α ≤ r).
Then the limits are Lipschitz continuous with probability 1 and
θα(t) = θˆα(τα(t)), θˆα(Nα(t)), (A.8)
Nα(τα(t)) = t. (A.9)
Moreover,
τα(t) =
∫ t
0
u¯α(θˆ(τα(s))ds,
θ˙α(t) = g¯α(θˆ(τα(t))) + zα(t),
˙ˆ
θα =
g¯α(θˆ)
u¯α(θˆ)
+ zˆα, α = 1, . . . , r, (A.10)
where zα and zˆα serve the purpose of keeping the paths in the interval [aα, bα].
On large intervals [0, T ], and after a transient period, θˆǫ(·) spends nearly all
of its time (the fraction going to 1 as ǫ→ 0) in a small neighborhood of LH .
Remark 9. For decreasing step size, e.g. ǫn = 1/n
a, a ∈ (0, 1], Theorem
4.1 of Ch. 12 in [64] states that the same result in Theorem 3.5 of Ch. 12
in [64] holds under the same assumptions (see the comment on the step-size
sequence in [64, p.426]).
Convergence of the Q estimation using stochastic approximation
Next we state the main result of this thesis: the convergence of the Q estima-
tion using the state prediction. The recursive estimator of Q∗(s, a), defined
in the previous section, is written in the following stochastic approximation
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form [64]:
Qn+1,α = ΠBQ [Qn,α + ǫnYn,α] , (A.11)
where α denotes indices of the parameters of Q, to be updated, and depends
on the current action an:
Yn,α = Gα(Qn, ξn) =

∑I
j pˆn(1, j) (rn + γmaxa′ qn(j, a
′)− qn(1, an))∑I
j pˆn(2, j) (rn + γmaxa′ qn(j, a
′)− qn(2, an))
...∑I
j pˆn(I, j) (rn + γmaxa′ qn(j, a
′)− qn(I, an))

 ,
(A.12)
while ξn denotes the estimated state transitions pˆ(i, j) for all i, j ∈ S cal-
culated in (5.14). Now we verify A 1 - A 10 for the Q-function estimator
in (5.16).
For A 1, we need to show that Y ǫn,α = Gα(qn, ξn) in (A.12) is uniformly
integrable. Most terms in Gα(·) are bounded, pˆ(i, j) ∈ [0, 1], qn(s, a) is
bounded due to the projection ΠBQ , rn is the sample ofR(sn, an) = r(sn, an)+
δ, where δ is i.i.d. normal distributed random variable as defined in the
POMDP model. Due to the normal distribution and the bounded qn(·) &
pˆ(·), we know that P |Yn| <∞ = 1. Hence, Yn is uniformly integrable, i.e.
limK→∞ supnE|Yn|I{|Yn|≥K} = 0. The we need to show that δτ ǫn,α is uni-
formly integrable. According to Assumption 1, the probability of not choos-
ing an action for infinitely long is zero. So δτ ǫn,α is uniformly integrable, i.e.
limK→∞ supnE|δτ ǫn,α|I{|δτǫn,α|≥K} = 0. Hence, A1 holds.
For A 2, write Eǫn,αY
ǫ
n,α = g
ǫ
n,α(θˆ
ǫ(τ ǫ,−n+1,α), ξ
ǫ
n,α) + β
ǫ
n,α with the Q-function
estimator in (A.11) as
Eǫn,αY
ǫ
n,α
=


∑I
j pˆn(1, j) (rn + γmaxa′ qn(j, a
′)− qn(1, an))
...∑I
j pˆn(I, j) (rn + γmaxa′ qn(j, a
′)− qn(I, an))


= gǫn,α(θˆ
ǫ(τ ǫ,−n+1,α), ξ
ǫ
n,α) + 0,
(A.13)
where ξǫn,α = (rn, an, (pˆn(i, j))) and θ
ǫ corresponds to q(i, a). From the above
equation, it is easy to see that gǫn,α(·) is real valued continuous function, and
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βǫn,α = 0, so it is trivially uniformly integrable.
A 3 is trivially satisfied, since βǫn,α = 0.
For A 4, we verify it using Assumption 1 on the behavioral policy. We
use the same argument from [62, p.440]. Let {ψǫn} denote the sequence of
observation, which is used to generate actions by the behavior policy in As-
sumption 1. According to the assumption, the probability that an arbitrary
chosen action can be strictly positive can be verified as follows. Suppose that
there are n0 <∞ and δ0 > 0, such that for each state pair i, j we have:
inf P{ψǫn+k = j, for some k ≤ n0|ψǫn = i} ≥ δ0. (A.14)
Define uǫn+1,α by
Eǫ,+n,αδτ
ǫ
n+1,α = u
ǫ
n+1,α,
and recall that δτ ǫn,α denotes the time interval between the n
th and (n+ 1)th
occurrences of the action index α. Then (A.14) implies that {δτn,α} are
uniformly bounded (but greater than 1), i.e. the expected recurrence time
of each action index is finite.
Verifying A 5 easily follows from (A.13). The function in (A.13) consists
of basic operations such as addition, multiplication and max operator, which
guarantee continuity of the function.
Verification of A 6 also follows trivially due to the fact that the behavior
policy and the state transition do not depend on θ, which is q(s, a), since it
is off-policy learning.
For A 7, we state the definition of tightness.
Definition 4 (tightness of a set of random variables). Let B be a metric
space. Let B denote the minimal σ-algebra induced on B by the topology gen-
erated by the metric. Let {An, n <∞} and A be B-valued random variables
defined on a probability space (Ω, P,F). A set {An} of random variables with
values in B is said to be tight, if for each δ > 0 there is a compact set Bδ ⊂ B,
such that
sup
n
P{An /∈ Bδ} ≤ δ. (A.15)
Notice that
ξǫn,α = ξ
ǫ
n = (rn, an, (pˆn(i, j))),
ψǫn,α = ψ
ǫ
n = on,
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where an, on, pˆn(·) are bounded, and rn is the sum of bounded r(s, a) and
i.i.d. Gaussian noise. Hence, the tightness (boundedness in probability) of
{ξǫn,α, ψǫn,α;n, α, ǫ} is straightforwardly verified.
We have checked the boundedness of {gǫn,α(·)}, {uǫn,α(·)}, when we verified
A 5 and A 6 above. So uniform integrability in A 8 is verified.
When we verified C 3, the geometric ergodicity of the extended Markov
chain {sn, yn, pˆn, ωn} was proven. Due to the ergodicity, both ξǫn,α and ψǫn,α
converge to the stationary distribution. Hence, A 9 and A 10 hold.
Now, we have verified A 1 - A 10 in Theorem 3. Accordingly, the iterate
of the estimator converges to the set of the limit points of the ODE in (A.10),
and qn(s, a) converges to the solution of the following ODE:


q˙1,a
q˙2,a
...
q˙I,a

 =
1
u¯a


∑I
j p¯(1, j)(r¯ + γmaxa′ qj,a′ − q1,a)∑I
j p¯(2, j)(r¯ + γmaxa′ qj,a′ − q2,a)
...∑I
j p¯(I, j)(r¯ + γmaxa′ qj,a′ − qI,a)

+ zˆa.
We first ignore zˆa and define the operator F (Q) = [Fi,a(Q)]i,a with
Fi,a(Q) =
I∑
j
p¯(i, j)∑I
k p¯(i, k)
(r¯ + γmax
a′
(qj,a′)),
where Q = [qi,a]i,a =


. . .
qi,a
. . .

, and
Θi,a :=
∑N
k p¯(i, k)
u¯a
.
Then, the ODE is expressed as Q˙ = Θ◦(F (Q)−Q), where ◦ is the Hadamard
product. Using the standard proof for the Q-learning convergence [78], we
can easily prove that F is a contraction in the max-norm ‖ · ‖∞. If we
consider the ODE Q˙ = F (Q) − Q, the global asymptotic stability of the
unique equilibrium point is guaranteed by the results in [79]. Returning to
the original ODE Q˙ = Θ◦(F (Q)−Q), we can analyze its stability in a similar
way. Define the weighted max-norm ‖A‖Θ−1,∞ := maxi,j Θ−1ij Aij for a matrix
A. Then, Θ ◦ F is a contraction with respect to the norm ‖A‖Θ−1,∞. Using
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this property, we can follow similar arguments of the proof of [79, Theorem
3.1] to prove that the unique fixed point Q∗ of F (Q∗) = Q∗ is a globally
asymptotically stable equilibrium point of the ODE Q˙ = Θ ◦ (F (Q)−Q). 
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A.2 Proofs for Chapter 6
We introduce the assumptions for the convergence of BMP algorithm, in
addition to the step-size assumption in Assumption 3.
A 1 (Markov chain). There exists a family {Πθ : θ ∈ Rd} of transition
probabilities Πθ(z, A) on R
k×E such that, for any Borel subset A of E×Rk,
we have
P[Zn+1 ∈ A|Fn] = Πθn(Zn, A).
A 2. For any compact subset Q of an open subset D ⊆ Rd, there exist
constants C1, q1 (depending on Q), such that for all θ ∈ Q, and all n we have
|H(θ, z)| ≤ C1(1 + |x|q1).
A 3 (Poisson equation). There exists a function h on the open set D ⊆ Rd,
and for each θ ∈ D a function νθ(·) on Rk × E such that
1. h is locally Lipschitz on D;
2. (I − Πθ)νθ = Hθ − h(θ) for all θ ∈ D;
3. for all compact subsets Q of D, there exist constants C3, C4, q3, q4, λ ∈
[1
2
, 1], such that for all θ, θ′ ∈ Q
|νθ(e, x)| ≤ C3(1 + |x|q3)
|Πθνθ(e, x)− Πθ′νθ′(e, x)| ≤ C4|θ − θ′|λ(1 + |x|q4)
Define the following constants for a function g(·) to introduce the next
assumptions. Given a function g on Rk × E, for p ≥ 0 we define
‖g‖∞ = sup
x,e
|g(x, e)|
1 + |x|p (A.16)
[g]p = sup
x1 6=x2,e∈E
|g(x1, e)− g(x2, e)|
|x1 − x2|(1 + |x1|p + |x2|p) (A.17)
Li(p) = {g; [g]p <∞} (A.18)
Np(g) = sup{‖g‖∞,p+1, [g]p} (A.19)
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A 4 (Markov chain stability). For all q ≥ 1 and for any compact subset Q
of D, there exist r ∈ N and constants α¯ < 1, β, M1, K1, K2, such that
sup
θ∈Q
∫
Πrθ(x, dx1)|x1|q ≤ α¯|x|q + β
sup
θ∈Q
∫
Πθ(x, dx1)|x1|q ≤M1|x|q + β
For any Borel function g on Rk × E such that [g]p <∞, we have
sup
θ∈Q
|Πθg(x1)− Πθg(x2)| ≤ K1[g]q|x1 − x2|(1 + |x1|q + |x2|q)
For all θ, θ′ ∈ Q and for any Borel function g with [g]p <∞, we have
|Πθg(x)− Πθ′g(x)| ≤ K2[g]q|θ − θ′|(1 + |x|q+1)
A 5 (ODE stability). There exists a positive function (Lyapunov function)
V of class C2 on D such that V (θ) → C ≤ ∞, if θ → ∂D, or |θ| → ∞ and
U(θ) < C for θ ∈ D satisfying:
∇V (θ) · h(θ) ≤ 0 for all θ ∈ D.
Theorem 4 (convergence of BMP algorithm [73]). Let Assumptions 3, (A 1),
(A 2), (A 3), (A 4) and (A 5) hold. Suppose F is a compact set satisfying
F = {θ : V (θ) ≤ c0} ⊃ {θ : ∇V (θ) · h(θ) = 0}
for some c0 < C. Define Ω˜(Q, Y ) as
{ω; for infinitely many n, θn(ω) ∈ Q and |Xn(ω)| ≤ Y },
where Y is a positive random variable. Then θn converges almost surely to
F on Ω˜(Q, Y ).
Applying Theorem 4 to show convergence of the HMM Q-learning requires
to prove stability properties (A 3 and A 4). Note that the Markov chain zn
depends on θ since the update of un and ωn depends on θn, i.e. the Markov
chain is time- inhomogeneous. We establish the desired stability properties
by invoking the results in [72], as stated in the following lemmas.
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Lemma 3. Suppose Assumption 4 holds. Then, given p1 ≥ 0, p2 ≥ 0, there
exist positive constants K1, K2, K3, q1, q2, ρ < 1 such that:
(1) for all g ∈ Li(p1), θ ∈ Q, n ≥ 0, z1, z2, we have
|Πnθ g(z1)− Πnθ g(z2)| ≤ K1ρnNp1(g)(1 + |x1|q1 + |x2|q2)
(2) for all θ ∈ Q, n ≥ 0, z and all m ≤ q1 ∨ q2, we have
sup
e
∫
Πnθ (x, e; dx1, de1)(1 + |x1|m) ≤ K2(1 + |x|m)
(3) for all g ∈ Li(p1), θ, θ′ ∈ Q, n ≥ 0, z, we have
|Πnθ g(z)− Πnθ′g(z)| ≤ K3Np1(g)|θ − θ′|(1 + |x|q2)
Remark 10. Lemma 3 implies that A 3 (Poisson equation) is satisfied
by invoking the result in [73, Theorem 5 in Sec. 2.2 ].
Proof. We first show that the recursive update of un and ωn determined by
f(·) in (6.15) and f˜(·) in (6.17) are contracting for all observations for all
parameter updates and output trajectories, invoking result in [72].
For n ≥ m ≥ 0, y = {yn}n≥1, θ = {θn}n≥0, let fm:mθ,y (u) = u, f˜m:mθ,y (u, ω) =
ω and
fm:n+1θ,y (u) = f(f
m:n
θ,y (u), yn+1; θn+1)
f˜m:n+1θ,y (u, ω) = f˜(f
m:n
θ,y (u), f˜
m:n
θ,y (u, ω), yn+1; θn+1)
Let Assumption 4 hold. Then, for any Q, there exist real number ρ1,Q ∈
(0, 1), CQ ∈ [0,∞), LQ ∈ [1,∞) such that the following bounds hold [72,
Lemma 2, Lemma 18]:
|fm:nθ,y (u)− fm:nθ,y (u′)| ≤ CQρn−m1,Q |u− u′| (A.20)
|f˜m:nθ,y (u, ω)| ≤ CQρn−m1,Q (1 + |ω|) (A.21)
|f 0:nθ,y (u)− f 0:nθ′,y(u)| ≤ LQ|θ − θ′| (A.22)
|f˜ 0:nθ,y (u, ω)− f˜ 0:nθ′,y(u, ω)| ≤ LQ|θ − θ′|(1 + |ω|) (A.23)
for all θ, θ′ ∈ Q, u,u′ ∈ ∆, ω ∈ Σ and any sequences y = {yn}n≥1, θ =
{θn}n≥0.
Let us use 1-norm to verify the desired inequalities in Lemma 3. Let
us denote the components of the continuous variable x ∈ ∆ × Σ × ∆ as
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x = (v, ω,u) where v, denotes the previous state estimate.
For x, x1, x2 ∈ ∆× Σ×∆, we have
|x1 − x2| = |v1 − v2|+ |ω1 − ω2|+ |u1 − u2|
|x| = |v|+ |ω|+ |u| = 2 + |ω|,
(A.24)
where the last equality follows from |u| = |v| = 1, since u,v ∈ ∆.
By the definition of Np(g) in (A.19)
|Πnθ g(z1)− Πnθ g(z2)|
≤ Np(g)|Πnθx1 − Πnθx2|(1 + |Πnθx1|p + |Πnθx2|p).
(A.25)
Since the bounds in (A.20) and (A.21) hold for all y and θ, there exist
constants C1, C2 and C3 such that for all x, x1, x2 ∈ ∆× Σ×∆, we have
|Πnθx1 − Πnθx2|
= |Πnθv1 − Πnθv2|+ |Πnθω1 − Πnθω2|+ |Πnθu1 − Πnθu2|
≤ C1ρn1,Q(1 + |v1|+ |u1|+ |ω1|+ |v2|+ |u2|+ |ω2|)
= C1ρ
n
1,Q(1 + |x1|+ |x2|),
(A.26)
|Πnθx|p ≤ C2(1 + Πnθ |ω|p)
≤ C2(1 + CQρn1,Q(1 + |ω|)p)
≤ C3(1 + |ω|p) ≤ C3(1 + |x|p).
(A.27)
The first desired bound in Lemma 3 follows from (A.25), (A.26), and (A.27).
Also, the second bound in Lemma 3 follows from (A.27).
By the definition of Np(g) in (A.19), we have
|Πnθ g(z)− Πnθ′g(z)|
≤ Np(g)|Πnθx− Πnθ′x|(1 + |Πnθx|p + |Πnθ′x|p).
(A.28)
Since the bounds in (A.22) and (A.23) hold for all y and θ, the following
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bound holds for all x ∈ ∆× Σ×∆
|Πnθx1 − Πnθ′x2|
= |Πnθv1 − Πnθv2|+ |Πnθω1 − Πnθω2|+ |Πnθu1 − Πnθu2|
≤ LQ|θ − θ′|(3 + |ω|)
≤ 3LQ|θ − θ′|(1 + |x|).
(A.29)
The last desired bound in Lemma 3 follows from (A.27), (A.28), and (A.29).

Lemma 4. Assumption 4 implies that A 4 (Poisson equation) is satisfied.
Proof. By the second inequality in A.27, for all n, p ≥ 0, we have
|Πnθx|p ≤ C2 + CQρn1,Q(1 + |ω|)p)
≤ C2 + CQ + CQρn1,Q(|x|p).
Hence, the first and second desired bounds in A 4 are verified. The other
desired bounds in A 4 are verified in (A.27) and (A.29).

Lemma 5. Assumption 4 implies that A 2 is satisfied.
Proof. We can verify the desired bound
|H(θ, z)| ≤ C1(1 + |x|q1),
by checking the boundedness of the update functions in (6.14), (6.21), and (6.22).
In (6.14), the likelihood vector b(yn; θn) is bounded by definition, and [b(y; θ)]i >
δ for some δ > 0 for all i ∈ S by Assumption 4. Furthermore, (∂/∂θ(l))b⊤(y; θ) <
∞ for all y ∈ Y and θ(l), since the partial derivative is calculated from the
the finite elements in probability matrices of the POMDP. From (6.14), the
update function for HMM estimation is bounded for all θ as
|[S (y,u, ω; θ)]l|
≤ 1
δ
(|b⊤(y; θ)||ω(l)|+ |((∂/∂θ(l))b⊤(y; θ))|u|) .
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From (6.21), the update function for Q-learning is bounded as
∣∣∣∣ξ(u, a)(ρ(u, a; θ) + γmaxa′∈A qϑn(un+1, a′)− qϑn(un, an))
∣∣∣∣ <∞,
where the boundedness follows from Assumption 7 such that |ξ(u, a)| ≤ 1,
ρ(u, a; θ) =
∑
s∈S [u]sr(s, a; θ), and |r(s, a)| < ∞, since the reward is in a
finite set R. From (6.22), the update function is bounded for all (i, j) as
∣∣∣pˆn(i, j)(1− [Tn]an−1,i,j)
∣∣∣ <∞,
where pˆn is a probability distribution, and [T]a is a stochastic matrix. The
desired bound follows from the three bounds above. 
Lemma 3, 4, and 5 verify A 2, 3, 4. Also, the underlying Markov chain (zn)
satisfies A 1 by definition. According to the theory of stochastic iteration
with underlying Markov chain, the step-size assumption in Assumption 3 and
A 1, 2, 3, and 4 implies that the stochastic iteration algorithm converges to
an ordinary differential equation [73] as
θ˙(t) = h(θ(t)), θ(0) = θ0,
where the initial value of the ODE equals to the initial iterate θ0 of the
stochastic iteration.
As the consequence of A 3, the ODE is determined with the solution of
the Poisson equation in A 3 as,
h(θ) =
∫
H(θ, z)Γθ(dz),
= EΓθ [H(θ, z)],
where Γθ denotes the invariant probability of the Markov chain (Zn), and
EΓθ denotes the expectation under the invariant probability.
The function H(θ, z) updates the iterates: θn, ϑn, Tn. Each iterate con-
verges to an invariant set of the corresponding ODE contained in θ˙t = h(θt).
We analyze the stability and the invariant set of the ODEs for the iterates
in the following lemmas.
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Lemma 6. Define the ODE for HMM estimation as:
θ˙(t) = h1(θ(t)), h1(θ) =
∂
∂θ
l(θ), (A.30)
where l(θ) is the likelihood function defined in (6.8). Under a sufficient condi-
tion for identifiable HMM in Assumption 5, the ODE is asymptotically stable
with a unique equilibrium, which is the MLE of the HMM parameter.
Proof. Previous lemmas proved the ergodicity of the underlying Markov
chain. Convergence of the score function in (6.13) for ergodic Markov chain
was proved in [62,63,80] as stated below
∂
∂θ
E
[
log
(
b⊤(yn; θn)un
)]
→ EΓθ
[
∂
∂θ
log
(
b⊤(y; θ)u
)]
=
∂
∂θ
l(θ).
The HMM estimation is a stochastic gradient descent algroithm. Define the
loss function to minimize as
K(θ) = l(θ∗)− l(θ).
Assumption 5 ensures the convexity of K(θ) which implies
inf
|θ−θ∗|>ǫ
(θ − θ∗)⊤∇K(θ) > 0, ∀ǫ > 0. (A.31)
Define Lyapunov function V (t) = (θ(t) − θ∗)⊤(θ(t) − θ∗); then V˙ (t) < 0 for
all θ ∈ Φ \ {θ∗} as
V˙ (t) = 2(θ(t)− θ∗)⊤θ˙(t)
= −2(θ − θ∗)⊤∇K(θ) < 0,
(A.32)
where the second equality follows from the ODE as
θ˙ =
∂
∂θ
l(θ) = −∇K(θ),
and the last inequality follows from the convexity in (A.31). The desired con-
clusion in the lemma follows from from (A.32) using the standard Lyapunov
stability theory [81]. 
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Lemma 7 (Proposition 1.1 in [68]). Define the ODE for Q-learning as
ϑ˙(t) = h2(ϑ(t), θ
∗), (A.33)
with
h2(ϑ) = EΓθ [ξ(u, a)(ρ(u, a; θ
∗) + γmax
a′∈A
qϑ(u
′, a′)− qϑ(u, a))].
Under Assumption 7, the ODE has a globally asymptotically stable equilib-
rium ϑ∗ defined as
ϑ∗ = PHQ(ϑ∗),
where P denotes a projection operator defined as
Pq = Σ−1 EΓθ [ξ(u, a)q(u, a)], Σ = EΓθ [ξ(u, a)ξ⊤(u, a)],
and H denotes a Bellman operator by
H¯q(u, a) =
∫
∆
[
ρ¯(u, a) + γmax
a′
q(x, a′)
]
τΓθ(u, a, dx), (A.34)
where τΓθ denotes the belief state transtion kernel for the invariant distribu-
tion Γθ.
Proof. Under the discount factor γ ∈ (0, 1) and Assumption 7, the global
asymptotic stability of the ODE was proved in [68] in the following form:
d
dt
‖ϑ(t)− ϑ∗‖∞ ≤ e−λt‖ϑ0 − ϑ∗‖∞,
where ‖ · ‖∞ denotes the infinity vector norm. For detailed proof, see [68]. 
Lemma 8. Define the ODE for learning the state transition model T for
each a ∈ A as
[T˙]a(t) = h
a
3([T]a(t)), (A.35)
with
ha3([T]a) = EΓθ
[
pˆ(i, j)(1− [T]A,i,j)|A = a
]
.
The ODE for each a ∈ A has a globally asymptotically stable equilibrium
[T∗]a.
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Proof. First, we show that ha3(·) is a contraction mapping as follows:
ha3([T1]a)− ha3([T2]a)
= EΓθ [pˆ(i, j) ([T2]A,i,j − [T1]A,i,j) |A = a]
Since pˆ(i, j) is the state transition of invariant distribution of the irreducible
and aperiodic Markov chain, EΓθ ‖pˆ(i, j)‖∞ < 1, so that there exists γ1 ∈
(0, 1) such that
‖ha3([T1]a)− ha3([T2]a)‖∞ ≤ γ1‖[T1]a − [T2]a‖∞.
From the above inequality, the global asymptotic stability of the ODE follows
using Grnwall-Bellman inequality as
d
dt
‖[T]a(t)− [T∗]a‖∞ ≤ e−(1−γ1)t‖[T0]a − [T∗]a‖∞.

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