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Abstract
A nonlocal viscous model of phase separation is presented. It is derived from a
minimization of free energy containing a nonlocal part due to particle interaction.
In contrast to the classical Cahn-Hilliard theory with higher order terms this leads
to an evolution system of second order parabolic equations for the particle densities,
coupled by nonlocal drift and viscosity terms, which allow reasonable bounds for the
concentrations. Applying fixed-point arguments and compactness results we prove
the existence of variational solutions in standard Hilbert spaces for evolution systems.
Using the free energy as Lyapunov functional the asymptotic state of the system is
investigated and characterized by a variational principle.
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1 Introduction
Phase separation phenomena in material sciences are modeled usually by Cahn-Hillard
equation, see [5] and references therein, which is derived from a free energy functional.
Often the classical Ginzburg-Landau free energy which contains gradient terms is used
as the free energy functional. These models have been extensively analyzed, see [21] and
references therein. But inspecting Van der Waals early works, see [20], and later Cahn and
Hillard paper [4] it seems to be reasonable and even more adequate, see [10], to choose an
alternative expression for the free energy functional like
FNL(u) =
∫
Ω
F (u)dx, (1.1)
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where u denotes the local concentration of a component occupying a spatial domain Ω and
F (u) = f(u) + 1
2
uw. Here f(u) is a convex function and
w(x) :=
∫
K(|x− y|)(1− 2u(y))dy. (1.2)
The kernel K of the integral term (1.2) describes nonlocal or long-range interactions [5,
11, 12, 14]. Hence, the difference between local and nonlocal models consists in a different
choice of the particle interaction potential in the free energy functional. Moreover the
local free energy can be obtained as a formal limit from the nonlocal one, see [17]. In [10]
the above nonlocal free energy functional has been used to derive a nonlocal Cahn-Hillard
equation
ut −∇ · (µ∇(f ′(u) + w)) = 0,
where f is the convex (Information) entropy function
f(u) = u log(u) + (1− u) log(1− u).
Consequently
f ′(u) = log
(
u
1− u
)
and u = f ′−1(v − w) = 1
1 + exp(v − w) ,
where f ′−1 is the Fermi-function, whose image is the interval [0, 1]. Thus, the nonlocal
model naturally satisfies the physical requirement
0 ≤ u(x) ≤ 1, ∀t ≥ 0.
and the maximum principle is available, which is not true for fourth order equations like
in the case of the local Cahn-Hillard equations.
1.1 Nonlocal viscous model
Following [10] our aim is to formulate a general nonlocal model, which also takes into
accout viscosity effects, see [19]. In the local theory this was done by adding a rate term to
the chemical potential. Now we are going to formulate this additional term in the nonlocal
philosophy, so we not only want to get nonlocality in space (1.2) but also nonlocality in
time. Hence, the chemical potential in our case is given by
v :=
δF (u)
δu
+ ψ, (1.3)
We propose two models:
Model I:
−γ∆ψt + ψ = ut, γ > 0. (1.4)
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Model II:
−γ∆ψ + ψ = ut, γ > 0.
In both cases γ is a model parameter, which is positive and guarantees the nonlocal struc-
ture of the additional term ψ in the chemical potential (1.3). This means in Gurtin’s
language that the influence of microforces is nonlocal, but we are not able to postulate
a generalized nonlocal balance law for nonlocal microforces similar to the balance law in
Gurtin [16]. Setting γ = 0 we recover the local viscous model, see [19]. Hence, our model is
a real expansion of previous existing models. From mathematical point of view the terms
−γ∆ψt respectively −γ∆ψ have regularizing effects. Model I will be analysed in this pa-
per. The Anlayis of Model II are left to a forthcoming paper, see [8]. Taking into account
(1.3) and (1.4) we end up with the nonlocal viscous Cahn-Hillard equation:
ut −∇ · µ∇v = 0, v = f ′(u) + w + ψ,
w(x) =
∫
Ω
K(|x− y|)(1− 2u(y))dy,
−γ∆ψt + ψ = ut, γ > 0,
(1.5)
which is complementedby suitable initial and boundary conditions.
In Section 2 we formulate the problem, general assumptions and the main theorems. The
rest of the Sections are devoted to the proof of the corresponding theorems.
2 Assumptions and main results
2.1 Statement of the problems and assumptions
Let be Ω ⊂ R3 an open, bounded and smooth domain with boundary Γ = ∂Ω and ν the
outer unit normal on Γ. In the sequel, |Ω| denotes the Lebesgue measure of Ω. We denote
by Lp(Ω),W k,p(Ω) for 1 ≤ p ≤ ∞ the Lesbegue spaces and Sobolev spaces of functions on
Ω with the usual norms ‖ · ‖Lp(Ω), ‖ · ‖Wk,p(Ω), and we write Hk(Ω) = W k,2(Ω), see [7]. For
a Banach space X we denote its dual by X∗, the dual pairing between f ∈ X∗, g ∈ X will
be denoted by 〈f, g〉. If X is a Banach space with the norm ‖ · ‖X , we denote for T > 0
by Lp(0, T ;X) (1 ≤ p ≤ ∞) the Banach space of all (equivalence classes of) Bochner
measurable functions u : (0, T ) −→ X such that ‖u(·)‖X ∈ Lp(0, T ). We set R1+ = (0,∞)
and, as already mentioned, QT = (0, T )×Ω, ΓT = (0, T )×Γ. ”Generic” positive constants
are denoted by C and for u ∈ L1(Ω) we put
u =
1
|Ω|
∫
Ω
u(x)dx.
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Furthermore we define following time dependent Sobolev spaces by
V1,∞(0, T ) := {f ∈ L∞(QT ) | ∇f ∈ L∞(QT )},
V2,∞(0, T ) := {f ∈ L∞(QT ) | ∇f ∈ L∞(QT ),∆f ∈ L∞(QT )}.
So the initial-boundary value problem we want to discuss takes the form:
ut −∇ ·
=µ∇v︷ ︸︸ ︷
(∇u+ µ∇(w + ψ)) = 0 in QT , (2.1)
− γ∆ψt + ψ = ut, w = P (1− 2u) in QT , (2.2)
µν · ∇v = ν · ∇ψ = 0 on ΓT , (2.3)
ν · ∇ψ0 = 0, u(0, x) = u0(x), ψ(0, x) = ψ0(x) x ∈ Ω. (2.4)
We make the following general assumptions.
(A1) f(u) = u log u+ (1− u) log(1− u).
(A2) The potential operator P defined by
ρ 7→ Pρ =
∫
Ω
K(|x− y|)ρ(y)dy
satisfies
‖Pρ‖Y ≤ rp‖ρ‖Lp , 1 ≤ p ≤ ∞,
where the kernel K ∈ (R1+ 7→ R1) is such that∫
Ω
∫
Ω
|K(|x− y|)|dxdy = m0 <∞, sup
x∈Ω
∫
Ω
|K(|x− y|)|dy = m1 <∞.
(A3) The mobility µ has the form
µ(u) =
1
f ′′(u)
= u(1− u). (2.5)
(A4) u0(x) ∈ [0, 1] a.e. in Ω and u0 ∈ (0, 1).
The next assumptions concern different regularity assumptions on the data.
(B1) u0 ∈ L∞(Ω) or (B1’) u0 ∈ L∞(Ω) ∩H1(Ω),
(B2) ψ0 ∈ H2(Ω) or (B2’) ψ0 ∈ H3(Ω),
(B3) Y := W 1,p(Ω) or (B3’) Y := W 2,p(Ω).
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Remark 1. The kernel K is chosen to be symmetric. Hence, the potential operator P
is symmetric, too. Examples for kernels K satisfying (A2) are Newton potentials, Gauss
functions and usual mollifiers, see [10].
Remark 2. A concentration-dependent mobility appeared in the original derivation of the
Cahn-Hillard equation, see [4], and a natural and thermodynamically reasonable choice is
of the form (2.5) and were considered in [6].
2.2 Main results
Due to different regularity assumptions on the initial data we formulate two different
Theorems, which will be proven separately in the next two chapters.
Theorem 1. Suppose that the assumptions (A1)-(A4) and (B1)-(B3) hold. Then there
exists a unique triple of functions (u,w, ψ) such that u(0) = u0, ψ(0) = ψ0 and
1. u ∈ L2(0, T ;H1(Ω)), 0 ≤ u(t, x) ≤ 1 a.e. in QT ,
2. ut ∈ L2(0, T ;H1(Ω)∗),
3. w ∈ V1,∞(0, T ),
4. ψ ∈ L2(0, T ;L2(Ω)),
5. ∇ψ ∈ L∞(0, T ;H1(Ω)),
6. ∇ψt ∈ L2(0, T ;H1(Ω)∗),
which satify (2.1)-(2.4) in the following sense:
T∫
0
〈ut, ϕ〉 dt+
T∫
0
∫
Ω
(∇u+ µ∇(w + ψ))∇ϕdxdt = 0, ∀ϕ ∈ L2(0, T ;H1(Ω)), (2.6)
γ
T∫
0
〈∇ψt,∇φ〉 dt+
T∫
0
∫
Ω
ψφdxdt =
T∫
0
〈ut, φ〉 dt, ∀φ ∈ L2(0, T ;H1(Ω)), (2.7)
w = P (1− 2u) a.e. in QT . (2.8)
Theorem 2. Suppose that the assumptions (A1)-(A4) and (B1’)-(B3’) hold. Then there
exists a unique triple of functions (u,w, ψ) such that u(0) = u0, ψ(0) = ψ0 and
1. u ∈ L2(0, T ;H2(Ω)), 0 ≤ u(t, x) ≤ 1 a.e. in QT ,
2. ut ∈ L2(0, T ;L2(Ω)),
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3. w ∈ V2,∞(0, T ),
4. ψ ∈ L2(0, T ;L2(Ω)),
5. ∇ψ ∈ L∞(0, T ;H2(Ω)),
6. ∇ψt ∈ L2(0, T ;L2(Ω)),
which satisfy (2.1)-(2.4) in the following sense:
T∫
0
∫
Ω
utϕdxdt+
T∫
0
∫
Ω
(∇u+ µ∇(w + ψ))∇ϕdxdt = 0, ∀ϕ ∈ L2(0, T ;H1(Ω)), (2.9)
γ
T∫
0
∫
Ω
∇ψt · ∇φdt+
T∫
0
∫
Ω
ψφdxdt =
T∫
0
∫
Ω
utφdxdt, , ∀φ ∈ L2(0, T ;H1(Ω)), (2.10)
w = P (1− 2u) a.e. in QT . (2.11)
Remark 3. Note that using the testfunctions ϕ = 1 and φ = 1 in (2.6)-(2.7) we get
u(t, x) = u0 a.e. in [0, T ],
T∫
0
∫
Ω
ψ(t, x)dxdt = 0. (2.12)
Under the assumptions of Theorem 2 we can state the following
Theorem 3. Suppose f ′(u0) ∈ L∞(Ω). Then f ′(u) ∈ L∞(QT ).
Remark 4. We get from Theorem 3 that 0 < u(t, x) < 1 a.e. in QT , provided 0 < u0(x) <
1 a.e. in Ω.
The main tool for studing the global behaviour of the solution (2.9)-(2.11) for T → ∞ is
the energy estimate. Because of Theorem 3 and (A2) the function f ′(u) +w+ψ =: v is in
L∞(QT ) and an admissible testfunction in (2.9) and gives the global energy estimate
γ
2
sup
t≥0
∫
Ω
|∇ψ(t)|2dx+
∞∫
0
∫
Ω
|ψ|2dxdt+
∞∫
0
∫
Ω
µ(u)|∇v|2dxdt ≤ C55 <∞. (2.13)
Thus we can state the following Theorem which can be proven exploiting (2.13), see [9].
Theorem 4. Let (u,w, ψ) be a solution of (2.9)-(2.11). Then there exist a sequence {tk :
k = 1, 2, · · · } with tk →∞ for k →∞ and a triplet (u∗, w∗, ψ∗) such that uk = u(tk), wk =
w(tk), ψk = ψ(tk) satisfy
uk → u∗ strongly in L2 and weakly in H1,
wk → w∗ strongly in H1,
ψk → 0 strongly in L2,
∇ψk → ∇ψ∗ strongly in L2,
(2.14)
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and
arctan(e−vk/2)→ arctan(e−v∗/2) strongly in H1, v∗ = const. . (2.15)
Moreover, the following relations hold:
w∗ =
∫
Ω
K(|x− y|)(1− 2u∗(y))dy, u∗ = u0, (2.16)
u∗ =
1
1 + exp(w∗ − v∗) , v
∗ = const. (2.17)
3 Proof of Theorem 1
3.1 Existence
The idea of existence proof is as follows: we construct regularized problems with non-
degenerate mobility functions. These regularized problems then are approximated by semi-
discrete problems, which we solve by applying the Schauder’s fixed-point principle. After
constructing suitable a priori estimates and compactness we can converge from the semi-
discrete approximation to the regularized problem. The similar procedure we repeat for
regularized problem to get uniform a priori estimates and compactness results, which finaly
give convergence to the original problem. We devide our existence proof into a sequence
of steps.
3.1.1 Regularized problems
At first we modify the moblity. We introduce a non-degenerate positive mobility µε as
µε(u) :=

µ(ε) for u ≤ ε,
µ(u) for ε < u ≤ 1− ε,
µ(1− ε) for u > 1− ε.
(3.1)
This means that we symmetrically cut the mobility and constantly extend it to whole R.
Simillarly we regularize f ′′(u) and f ′(u), see [9]. Furthermore we introduce the truncation
Πu :=

1 for u ≥ 1,
u for 0 < u < 1,
0 for u ≤ 0,
(3.2)
which is necessary to be able to apply the Schauder’s fixed-point principle. Hence, we get
the truncated regularized system:
T∫
0
〈ut, ϕ〉 dt+
T∫
0
∫
Ω
(∇u+ µε∇(w + ψ)) · ∇ϕdxdt = 0, ∀ϕ ∈ L2(0, T ;H1(Ω)), (3.3)
γ
T∫
0
〈∇ψt,∇φ〉 dt+
T∫
0
∫
Ω
ψφdxdt =
T∫
0
〈ut, φ〉 dt, ∀φ ∈ L2(0, T ;H1(Ω)), (3.4)
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w = P (1− 2Πu) a.e. in QT . (3.5)
Remark 5. We have by (A2) and (A4)
‖w‖2H1(Ω) ≤ r22‖1− 2Πu‖L2(Ω) ≤ r22|Ω|. (3.6)
Remark 6. ∃ε0 := ε0(w) so that ∀ε ∈ (0, ε0]
FNL,ε(u) :=
∫
Ω
(
fε(u) +
1
2
uw
)
dx ≥ −CF ,
where CF > 0.
Proof. Using (A1), (3.1) and (3.5) we see that it depends on the choice of ε to ensure
that fε(u) dominates 12uw. Thus, there exists an ε0 = ε0(w) so that ∀ε ∈ (0, ε0] this is
true. 2
Existence result for the regularized problems We will denote the solution to the regularized
system (3.3)-(3.5) by (uε, wε, ψε). Let ∀ε ∈ (0, ε0] be fixed but arbitrary. The strategy of
constructing solutions to (3.3)-(3.5) is to employ a semi-discrete approximation. To this
end, letM ∈ N be given and h := T/M . In the sequel, we will denote by Ci, i ∈ N, positive
constants that may depend on Ω, T and the initial data, but not on M or m ∈ {1, . . . ,M}.
For 1 ≤ m ≤ M , we consider the semi-discrete problem on the time level t := mh for the
unknown functions um, wm, ψm : Ω→ R given by
1
h
∫
Ω
(um − um−1)ϕdx+
+
∫
Ω
[
∇um + µε(um)∇
(
wm + wm−1
2
+ ψm
)]
· ∇ϕdx = 0, ∀ϕ ∈ H1(Ω), (3.7)
γ
h
∫
Ω
∇(ψm − ψm−1) · ∇φdx+
∫
Ω
ψmφdx =
1
h
∫
Ω
(um − um−1)φdx, ∀φ ∈ H1(Ω), (3.8)
wm = P (1− 2Πum) a.e. in Ω. (3.9)
For 1 ≤ m ≤ M the system (3.7)-(3.9) is a nonlinear elliptic system. Note that u0 =
u0, ψ
0 = ψ0.
Remark 7. For ϕ = 1 and φ = 1 we get from (3.7)-(3.9)
um = u0 and
∫
Ω
ψm = 0, ∀m ∈ {1, . . . ,M}.
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We prove existence of approximate solutions step by step via Schauder’s fixed-point prin-
ciple.
Lemma 1. Suppose that the assumptions (A1)-(A4) and (B1)-(B3) hold. Then for every
m ∈ {1, ...,M} there exists a triple of functions (um, wm, ψm) ∈ H1(Ω)×H1(Ω)×H2(Ω)
satifying (3.7)-(3.9).
Proof. 1. Our proof is based on the application of Schauder’s fixed-point principle. Let
m ∈ {1, ...,M} be fixed but arbitrary, and assume that the data (um−1, ψm−1) are known
and given. Now for a given um ∈ L2 we consider the auxiliary linear problems∫
Ω
∇(Tmum) · ∇ϕdx+ 1
h
∫
Ω
Tmumϕdx =
∫
Ω
g2ϕdx, ∀ϕ ∈ H1(Ω), (3.10)∫
Ω
∇ψm · ∇φdx+ h
γ
∫
Ω
ψmφdx =
∫
Ω
g1φdx, ∀φ ∈ H1(Ω), (3.11)
where∫
Ω
g1φdx :=
1
γ
∫
Ω
(um − um−1)φdx+
∫
Ω
∇ψm−1 · ∇φdx, ∀φ ∈ H1(Ω), (3.12)
∫
Ω
g2ϕdx :=
∫
Ω
µε(u
m)∇
(
wm + wm−1
2
+ ψm
)
· ∇ϕdx+ 1
h
∫
Ω
Tm−1um−1ϕdx,∀ϕ ∈ H1(Ω). (3.13)
The existence and uniqueness theory of (3.10)-(3.11) is standard and can be found in
[7]. The strategy is to convert the integral expression in (3.10)-(3.13) into linear- and
bilinearforms and use the Lax-Milgram Theorem. From [15], Corollary 2.2.2.4, respectively,
we find that for a given um ∈ L2 and consequently a given g1 ∈ L2(Ω) in (3.12) the linear
equation (3.11) admits a unique solution ψm ∈ H2(Ω). Setting wm = P (1 − 2Πum) ∈
H1(Ω), we find (3.9). Finally again from [15], Corollary 2.2.2.4, respectively, we conclude
that for a given g2 ∈ L2(Ω) (3.10) admits a unique solution Tmum ∈ H1(Ω).
2. Thus, we have properly defined a fixed-point operator Tm : L2(Ω) −→ L2(Ω). We
can apply Schauder’s theorem, if we are able to prove, that Tm : L2(Ω) −→ L2(Ω) is
completely continuous and Tm[B] ⊂ B hold true for a closed ball B ⊂ L2(Ω) with a radius
depending only on the data of the problem.
3. Let ψm ∈ H2(Ω) be a solution of (3.11). We obtain using ψm as a testfunction in
(3.11) ∫
Ω
|∇ψm|2dx+ h
γ
∫
Ω
|ψm|2dx ≤ 1
γ
∫
Ω
(um − um−1)ψmdx+
∫
Ω
∇ψm−1 · ∇ψmdx.
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Applying Young’s inequality in the form
1
γ
∫
Ω
(um − um−1)ψmdx ≤ 
2γ
∫
Ω
|um − um−1|2dx+ 1
2γ
∫
Ω
|ψm|2dx, (3.14)
and using the Poincaré inequality for the last term in (3.14) by choosing  = 2cp/γ, where
cp is the Poincaré constant, we finally conclude∫
Ω
|∇ψm|2dx+ 4h
γ
∫
Ω
|ψm|2dx ≤ 4cp
γ2
∫
Ω
|um − um−1|2dx+ 2
∫
Ω
|∇ψm−1|2dx. (3.15)
4. Let Tmum ∈ H1(Ω) be a solution of (3.10). Applying the admissible test function
ϕ = Tmum ∈ H1(Ω) in (3.10) and Young’s inequality we get
1
2h
∫
Ω
|Tmum|2dx ≤ 1
4
∫
Ω
∣∣∣∣µε(um)∇(wm + wm−12 + ψm
)∣∣∣∣2 dx+ 12h
∫
Ω
|Tm−1um−1|2dx
≤ 2
43
∫
Ω
∣∣∣∣∇(wm + wm−12
)∣∣∣∣2 dx+ 243
∫
Ω
|∇ψm|2 dx
+
1
2h
∫
Ω
|Tm−1um−1|2dx. (3.16)
Using (3.6) we obtain by the estimates (3.15), (3.16)
‖Tmum‖2L2(Ω) ≤
hr22|Ω|
42
+
2h
42
‖∇ψm−1‖2L2(Ω) + ‖Tm−1um−1‖2L2(Ω)
+
2h
42
‖um−1‖2L2(Ω) +
2h
42
‖um‖2L2(Ω).
That means, we have ‖Tmum‖2L2(Ω) ≤ λ2 for all um ∈ L2(Ω), if we choose h so that
1− h/8 =: 1/β > 0 and fix radius λ > 0 by
λ2 ≡hβr
2
2|Ω|
42
+
2hβ
42
‖∇ψm−1‖2L2(Ω) + β‖Tm−1um−1‖2L2(Ω) +
2hβ
42
‖um−1‖2L2(Ω).
Hence, we get Tm[B] ⊂ B for a closed ball B := {um ∈ L2(Ω) : ‖um‖L2(Ω) ≤ λ}.
5. To show the continuity of Tm, let {umi }i∈N ⊂ L2(Ω) be a sequence such that
limi→∞ ‖umi − um‖L2(Ω) = 0. For every i ∈ N there exists a uniquely determined solu-
tion Tmumi ∈ H1(Ω) of the problem (3.10)-(3.13). Because Tmum ∈ H1(Ω) is a solution of
3 PROOF OF THEOREM 1 11
the problem (3.10), for every i ∈ N it follows∫
Ω
∇(Tmumi − Tmum) · ∇ϕdx+
+
1
h
∫
Ω
(Tmumi − Tmum)ϕdx =
∫
Ω
(gi,2 − g2)ϕdx, ∀ϕ ∈ H1(Ω), (3.17)∫
Ω
∇(ψmi − ψm) · ∇φdx+
h
γ
∫
Ω
(ψmi − ψm)φdx =
∫
Ω
(g1,i − g1)φdx, ∀φ ∈ H1(Ω), (3.18)
where ∫
Ω
(gi,1 − g1)φdx := 1
γ
∫
Ω
(umi − um)φdx−
1
γ
∫
Ω
(um−1i − um−1)φdx
+
∫
Ω
∇(ψm−1i − ψm−1) · ∇φdx, ∀ϕ ∈ H1(Ω), (3.19)
and ∫
Ω
(gi,2 − g2)ϕdx :=
∫
Ω
(µε(u
m)− µε(umi ))∇
(
wm + wm−1
2
+ ψm
)
· ∇ϕdx
+
∫
Ω
µε(u
m
i )∇(wmi − wm) · ∇ϕdx
+
∫
Ω
µε(u
m
i )∇(wm−1i − wm−1) · ∇ϕdx
+
∫
Ω
µε(u
m
i )∇(ψmi − ψm) · ∇ϕdx
+
1
h
∫
Ω
(Tm−1um−1i − Tm−1um−1)ϕdx, ∀ϕ ∈ H1(Ω). (3.20)
Using in (3.18) the testfunction φ = (ψmi − ψm) ∈ H2(Ω) we find that∫
Ω
|∇(ψmi − ψm)|2dx+
h
γ
∫
Ω
|ψmi − ψm|2dx =
∫
Ω
(gi,1 − g1)(ψmi − ψm)dx.
Similar calculations like in (3.15) give
‖∇(ψmi − ψm)‖2L2(Ω) ≤
8cp
γ2
‖umi − um‖2L2(Ω) +
8cp
γ2
‖um−1i − um−1‖2L2(Ω) (3.21)
+ 2‖∇(ψm−1i − ψm−1)‖2L2(Ω). (3.22)
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where cp is the Poincaré constant.
Applying ϕ = Tmumi − Tmum ∈ H1(Ω) as a testfunction in (3.17) we get∫
Ω
|∇(Tmumi − Tmum)|2dx+
1
h
∫
Ω
|Tmumi − Tmum|2dx
=
∫
Ω
(gi,2 − g2)(Tmumi − Tmum)dx.
Young’s inequality gives
1
h
∫
Ω
|Tmumi − Tmum|2dx ≤4
∫
Ω
∣∣∣∣(µε(um)− µε(umi ))∇(wm + wm−12 + ψm
)∣∣∣∣2 dx
+ 8
∫
Ω
|µε(umi )∇(wmi − wm)|2dx
+ 42
∫
Ω
|µε(umi )∇(wm−1i − wm−1)|2dx
+ 42
∫
Ω
|µε(umi )∇(ψmi − ψm)|2dx
=: I1 + I2 + I3 + I4.
Each summand will be analyzed separately: Because of the continuity of Π we get
I2 ≤ 8‖wmi − wm‖2H1(Ω) ≤ 2‖P (Πumi − Πum)‖2H1(Ω) ≤ 2Cr22‖umi − um‖2L2(Ω).
The summand I3 can be trated in a similar way like I2. For I4 we use the estimate (3.22). In
the limit process i −→∞ the expression (µε(um)−µε(umi )) tends pointwise to zero, because
of the Lipschitz continuity of um 7→ µε(um) and the convergence limi→∞ ‖umi −um‖L2(Ω) = 0.
Hence applying Lebesgue’s theorem I1 tends to zero. The convergence of I2-I4 follows from
the boundedness of µε(umi ) and the convergence limi→∞ ‖umi − um‖L2(Ω) = 0.
6. Bacause of Tm[L2(Ω)] ∈ H1(Ω) and the completely continuous embedding of H1(Ω)
into L2(Ω), the fixed-point map Tm : L2(Ω) −→ L2(Ω) is completely continuous. Having
in mind the first step of the proof, Schauder’s fixed-point theorem yields a solution um ∈
H1(Ω)∩B of the equation T um = um. Setting wm = P (1−Πum) ∈ H1(Ω), we have found
a solution (um, wm, ψm) ∈ H1(Ω)×H1(Ω)×H2(Ω) of the problem (3.7)-(3.9). 2
In order to prove convergence of the semi-discrete problem (3.7)-(3.9) to the regularized
problems (3.3)-(3.5) we need to derive (uniformly inm) a priori estimates. The key estimate
is the following energy estimate in its discrete form
Lemma 2. (Discrete energy estimate) Let (um, wm, ψm) be solution of (3.7)-(3.9) for every
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m ∈ {1, ...,M}. Then
γ
2
M∑
m=1
‖∇(ψm − ψm−1)‖2L2(Ω) +
γ
2
max
1≤k≤M
‖∇ψk‖2L2(Ω) +
M∑
m=1
h‖ψm‖2L2(Ω) (3.23)
+
M∑
m=1
h
∫
Ω
µε(u
m)|∇vm|2dx ≤ C1 (3.24)
and
M∑
m=1
h
∫
Ω
|∇um|2dx ≤ C2(T ). (3.25)
Proof. 1. Because of Lemma 1 the testfunction ϕ = vm = f ′ε(um)+
wm+wm−1
2
+ψm ∈ H1(Ω)
is admissible in (3.7) and we find
1
h
∫
Ω
(um − um−1)
(
f ′ε(u
m) +
wm + wm−1
2
+ ψm
)
dx+
∫
Ω
µε(u
m)|∇vm|2dx = 0.
We will estimate the first summand term by term.
2. The first term can be estimated as follows
1
h
∫
Ω
(um − um−1)f ′ε(um)dx ≥
1
h
∫
Ω
fε(u
m)− fε(um−1)dx,
where we have used the convexity of fε(u), see (A1).
3. In order to estimate the second term we use the symmetry of P, see Remark 1.
1
h
∫
Ω
(um − um−1)
(
wm + wm−1
2
)
dx =
1
h
∫
Ω
1
4
{(um + um−1)(wm − wm−1)
+ (um − um−1)(wm + wm−1)}dx = 1
h
∫
Ω
1
2
{umwm − um−1wm−1}dx.
4. For the third term we use the testfunction φ = ψm ∈ H2(Ω) in (3.8) to get
1
h
∫
Ω
(um − um−1)ψmdx = γ
h
∫
Ω
∇(ψm − ψm−1) · ∇ψmdx+
∫
Ω
|ψm|2dx.
The above estimates give
γ
2h
‖∇(ψm − ψm−1)‖2L2(Ω) +
γ
2h
‖∇ψm‖2L2(Ω) −
γ
2h
‖∇ψm−1‖2L2(Ω) + ‖ψm‖2L2(Ω)
+
∫
Ω
µε(u
m)|∇vm|2dx+ 1
h
[
FNL,ε(u
m)− FNL,ε(um−1)
] ≤ 0. (3.26)
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We multiply (3.26) by h and sum both sides from m = 1 to m = k, where 1 ≤ k ≤ M .
Using Remark 6 we conclude
γ
2
M∑
m=1
‖∇(ψm − ψm−1)‖2L2(Ω) +
γ
2
max
1≤k≤M
‖∇ψk‖2L2(Ω) +
M∑
m=1
h‖ψm‖2L2(Ω)
+
M∑
m=1
h
∫
Ω
µε(u
m)|∇vm|2dx ≤ C1,
where C1 := FNL(u0)− FNL,ε(uM) + γ2‖∇ψ0‖2L2(Ω).
Defining w˜m := wm+wm−1
2
+ ψm we have the following estimate∫
Ω
µε(u
m)|∇(f ′ε(um) + w˜m)|2dx =
∫
Ω
(
f ′′ε (u
m)|∇um|2 + 2∇um · ∇w˜m + |∇w˜
m|2
f ′′ε (um)
)
dx
≥
∫
Ω
(
f ′′ε (u
m)
2
|∇um|2 − |∇w˜
m|2
f ′′ε (um)
)
dx
≥
∫
Ω
(
2|∇um|2 − 1
4
|∇w˜m|2
)
dx,
(3.27)
where we have used Young’s inequality and the fact that f ′′ε (um) ≥ 4. We multiply (3.27)
by h and sum both sides from m = 1 to m = k, where 1 ≤ k ≤M , to get
C1 ≥
k∑
m=1
h
∫
Ω
(
2|∇um|2 − 1
4
|∇w˜m|2
)
dx,
where C1 is the constant in (3.23). The definition of w˜m, (A2), (B4) and (3.23), (3.6) give
M∑
m=1
h
∫
Ω
|∇um|2dx ≤ C2(T ),
where C2(T ) := T
{
r22|Ω|+ 4r22 + 14 max1≤k≤M ‖∇ψ
k‖2L2(Ω)
}
+ C1
2
. 2
Lemma 3. Let (um, wm, ψm) be solution of (3.7)-(3.9) for every m ∈ {1, ...,M}. Then
max
1≤k≤M
‖∆ψk‖2L2(Ω) ≤ C3. (3.28)
Proof. 1. Because of Lemma 1 ∆ψm ∈ L2(Ω), thus an admissible testfunction in (3.8)
γ
h
∫
Ω
∆(ψm − ψm−1)∆ψmdx+
∫
Ω
|∇ψm|2dx+ 1
h
∫
Ω
(um − um−1)∆ψmdx = 0.
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2. Applying the testfunction −um/γ in (3.8) we have
1
h
∫
Ω
∆(ψm − ψm−1)umdx− 1
γ
∫
Ω
ψmumdx+
1
γh
∫
Ω
(um − um−1)umdx = 0.
3. We use the identity∫
Ω
(
(um − um−1)∆ψm + (∆ψm −∆ψm−1)um) dx
=
∫
Ω
um∆ψmdx−
∫
Ω
um−1∆ψm−1dx+
∫
Ω
(
(um − um−1)(∆ψm −∆ψm−1)) dx,
and Young’s inequality in the following way
2
γ
∫
Ω
(um − um−1)(∆ψm −∆ψm−1)dx ≤ 1
γ2
‖um − um−1‖2L2(Ω) + ‖∆ψm −∆ψm−1‖2L2(Ω),
2
γ
∫
Ω
um∆ψmdx ≤ 2
γ2
‖um‖2L2(Ω) +
1
2
‖∆ψm‖2L2(Ω),
and get
‖∆ψk‖2L2(Ω) +
4
γ
k∑
m=1
h‖∇ψm‖2L2(Ω) =3‖∆ψ0‖2L2(Ω) +
6
γ2
‖u0‖2L2(Ω) +
2
γ2
‖uk‖2L2(Ω)
+
1
γ3
k∑
m=1
h‖∇um‖2L2(Ω) +
2
γ2
k∑
m=1
h‖ψm‖2L2(Ω)
+
2
γ2
k∑
m=1
h‖um‖2L2(Ω).
where we have summed both sides from m = 1 to m = k, (1 ≤ k ≤ M). The energy
estimate (3.23) and (3.25) give (3.28). 2
To indicate the dependence onM , we denote for anyM ∈ N the solutions of (3.7)-(3.9)
by (umM , wmM , ψmM). We define the piecewise linear
uˆM(x, t) = u
m +
t−mh
h
(um − um−1) for t ∈ [(m− 1)h,mh], (3.29)
ψˆM(x, t) = ψ
m +
t−mh
h
(ψm − ψm−1) for t ∈ [(m− 1)h,mh], (3.30)
as well as the constant interpolates
uˇM(x, t) = u
m for t ∈ [(m− 1)h,mh], (3.31)
wˇM(x, t) =
wm + wm−1
2
for t ∈ [(m− 1)h,mh], (3.32)
ψˇM(x, t) = ψ
m for t ∈ [(m− 1)h,mh], (3.33)
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for 1 ≤ m ≤M . With these notations we obtain
T∫
0
∫
Ω
uˆM,tϕdxdt+
+
T∫
0
∫
Ω
(∇uˇM + µε(uˇM)∇(wˇM + ψˇM)) · ∇ϕdxdt = 0, ∀ϕ ∈ L2(0, T ;H1(Ω))
γ
T∫
0
∫
Ω
∇ψˆM,t · ∇φdx dt+
T∫
0
∫
Ω
ψˇMφ dxdt =
T∫
0
∫
Ω
uˆM,tφdxdt, ∀φ ∈ L2(0, T ;H1(Ω)).
(3.34)
We again get like in Remark 3 using ϕ = 1 and φ = 1 in (3.34)
uˇ(t) = u0,
T∫
0
∫
Ω
ψˇ(x)dxdt = 0. (3.35)
By virtue of the energy estimate (3.23),
γ
2
M∑
m=1
‖∇(ψm − ψm−1)‖2L2(Ω) +
γ
2
sup
0≤t≤T
‖∇ψˇM(t)‖2L2(Ω) +
T∫
0
∫
Ω
|ψˇM |2dxdt
+
T∫
0
∫
Ω
µε(uˇM)|∇vˇM |2 dxdt ≤ C1,
(3.36)
where vˇM := f ′ε(uˇM) + wˇM + ψˇM . Using (3.35) and the generalized Poincaré inequality we
find from (3.25) that
‖uˇM‖L2(0,T ;H1(Ω)) ≤ C4(
√
T ).
Moreover we find from (3.34) and (3.36)∣∣∣∣∣∣
T∫
0
∫
Ω
uˆM,tϕdxdt
∣∣∣∣∣∣ ≤
∣∣∣∣∣∣
T∫
0
∫
Ω
µε(uˇM)∇vˇM · ∇ϕdxdt
∣∣∣∣∣∣
≤ 1
2
 T∫
0
∫
Ω
µε(uˇM) |∇vˇM |2 dxdt
1/2  T∫
0
∫
Ω
|∇ϕ|2dxdt
1/2
≤ C1
2
 T∫
0
∫
Ω
|∇ϕ|2dxdt
1/2
(3.37)
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for all ϕ ∈ L2(0, T ;H1(Ω)). We get
‖uˆM,t‖L2(0,T ;H1(Ω)∗) = sup
ϕ∈L2(0,T ;H1(Ω))
| ∫ T
0
∫
Ω
uˆM,t(x, t)ϕdxdt|
‖ϕ‖L2(0,T ;H1(Ω)) ≤ C5.
Thus, we find∣∣∣∣∣∣
T∫
0
∫
Ω
∇ψˆM,t · ∇φdxdt
∣∣∣∣∣∣ ≤
∣∣∣∣∣∣
T∫
0
∫
Ω
uˆM,tφdxdt
∣∣∣∣∣∣
+
 T∫
0
∫
Ω
|ψˇM |2dxdt
1/2 T∫
0
∫
Ω
|φ|2dxdt
1/2
≤C6‖φ‖2L2(0,T ;H1(Ω)),
(3.38)
and we find
‖∇ψˆM,t‖L2(0,T ;H1(Ω)∗) ≤ C6, sup
0≤t≤T
‖∆ψˇM(t)‖2L2(Ω) ≤ C3(T ).
In addition, (3.25), (3.29) and (3.31) imply that
‖∇uˇM −∇uˆM‖2L2(0,T ;L2(Ω)) =
T
3M
M∑
m=1
‖∇umM −∇um−1M ‖2L2(Ω) → 0 as M →∞.
We also get from (3.29), (3.31) and Remark 7 that
‖uˇM − uˆM‖2L2(0,T ;L2(Ω)) =
T
3M
M∑
m=1
‖umM − um−1M ‖2L2(Ω) → 0 as M →∞.
We obtain using the generalized Poincaré inequality the following convergence
‖uˇM − uˆM‖L2(0,T ;H1(Ω)) → 0 as M →∞. (3.39)
Moreover we have with Remark 7
‖ψˇM − ψˆM‖2L2(0,T ;L2(Ω)) =
T
3M
M∑
m=1
‖ψmM − ψm−1M ‖2L2(Ω) = 0,
and by (3.30), (3.33) and (3.23), as M →∞
‖∇ψˇM −∇ψˆM‖L∞(0,T ;L2(Ω)) = max
0≤t≤T
‖∇ψmM −∇ψm−1M ‖L2(Ω) → 0. (3.40)
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In conclusion, there are functions uˇ, uˆt, ψˇ, ψˆt, such that forM →∞, possibly after selecting
subsequences,
uˇM −→ uˇ weakly in L2(0, T ;H1(Ω)),
uˆM,t −→ uˆt weakly in L2(0, T ;H1(Ω)∗),
ψˇM −→ ψˇ weakly in L2(0, T ;L2(Ω)),
∇ψˇM −→ ∇ψˇ weakly-star in L∞(0, T ;H1(Ω)),
∇ψˆM,t −→ ∇ψˆt weakly in L2(0, T ;H1(Ω)∗).
(3.41)
Taking (3.39) and (3.40) into account, we see that uˇ = uˆ and ψˇ = ψˆ. It follows from (3.41)
that we may pass to the limit as M → ∞ in (3.34). The convergence of the linear terms
in (3.34) are standard. We take a closer look on the convergence of the nonlinear term
T∫
0
∫
Ω
(µε(u)∇(w + ψ)−µε(uM)∇(wM + ψM)) · ∇ϕdxdt
=
T∫
0
∫
Ω
(µε(u)− µε(uM))∇(w + ψ) · ∇ϕdxdt
+
T∫
0
∫
Ω
µε(uM)∇ [(w − wM) + (ψ − ψM)] · ∇ϕdxdt.
(3.42)
Because of the Lipschitz continuity of µε and the compactness results in (3.41) the first
term on the right hand side converges to zero. The second term converges to zero again by
taking into account (3.41). Now we have proved the existence of solutions to the regularized
problems (3.3)-(3.5).
3.1.2 Existence result for the original problem
Our aim is now to show the existence for the original problem (2.6)-(2.8) by showing the
convergence of ε→ 0. To do this we need a priori estimates uniformly in the regularization
parameter ε. Our starting point will again be the energy estimate.
We denote the solutions of the regularized problem by (uε, wε, ψε).
Lemma 4. (energy estimate) There exists an ε0, see Remark 6, such that for all 0 < ε ≤ ε0
the following estimate holds with constants C7, C8 independent of ε:
γ
2
max
0≤t≤T
∫
Ω
|∇ψε(t)|2dx+
T∫
0
∫
Ω
|ψε|2dxdt+
T∫
0
∫
Ω
µε(uε)|∇vε|2dxdt ≤ C7, (3.43)
T∫
0
∫
Ω
|∇uε|2dxdt ≤ C8. (3.44)
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Proof. 1. The function vε = f ′ε(uε) + wε + ψε ∈ L2(0, T ;H1(Ω)) is a valid testfunction in
(3.3). Therefore we obtain
t∫
0
〈∂tuε, f ′ε(uε) + wε + ψε〉dt = −
t∫
0
∫
Ω
µε(uε)|∇vε|2dxdt (3.45)
for almost all t ∈ [0, T ]. To prove this we define steklov averaged functions
uεh(t, x) :=
1
h
t∫
t−h
uε(τ, x)dτ, (3.46)
where we set uε(t, x) = u0(x) when t ≤ 0. From [18] it follows that uεh converge strongly
to uε in L2(0, T ;H1(Ω)). Because of (A2), (B3) and the continuity of f ′ε it is easily proven
that
wεh −→ wε strongly in L2(0, T ;H1(Ω)),
f ′εh(uεh) −→ f ′ε(uε) strongly in L2(0, T ;H1(Ω)). (3.47)
We define gεh := f ′εh(uεh) + wεh, and vεh := gεh + ψεh. By Lemma 5 we have
∇ψεh −→ ∇ψε strongly in L2(0, T ;L2(Ω)). (3.48)
Furthermore, we can show ∂tuεh −→ ∂tuε strongly in L2(0, T ;H1(Ω)∗). For any ϕ ∈
L2(0, T ;H1(Ω)) we have
|〈∂tuεh − ∂tuε, ϕ〉| = 1
h
∣∣∣∣∣∣
T∫
0
〈 t∫
t−h
(∂tuε(τ)− ∂tuε(t))dτ, ϕ
〉
dt
∣∣∣∣∣∣
=
1
h
∣∣∣∣∣∣
T∫
0
〈 0∫
−h
(∂tuε(t+ s)− ∂tuε(t))ds, ϕ
〉
dt
∣∣∣∣∣∣
≤ 1
h
0∫
−h
∣∣∣∣∣∣
T∫
0
∫
Ω
(µε(uε(t+ s))∇vε − µε(uε(t))∇vε)∇ϕdxdt
∣∣∣∣∣∣ ds
≤ max
−h≤s≤0
‖(µε(uε(t+ s))∇vε(t+ s)− µε(uε(t))∇vε(t)‖L2(QT ) ‖∇ϕ‖L2(QT ).
We have
max
−h≤s≤0
‖µε(uε(t+ s))∇vε(t+ s)− µε(uε(t))∇vε(t)‖L2(QT )
≤ max
−h≤s≤0
‖[µε(uε(t+ s))− µε(uε(t))]∇vε(t+ s)‖L2(QT )
+ C max
−h≤s≤0
‖gε(t+ s)− gε(t)‖L2(0,T ;H1(Ω))
+ C max
−h≤s≤0
‖∇ψε(t+ s)−∇ψε(t)‖L2(0,T ;L2(Ω)).
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The first part of the right hand side tends as h → 0 pointwise to zero, because of the
Lipschitz continuity of uε 7→ µε(uε) and the convergence
max
−h≤s≤0
‖uε(t+ s)− uε(t)‖L2(QT ) → 0 as h→ 0.
The second and the third part follow from (3.47) and (3.48). It follows that
∂tuεh −→ ∂tuε strongly in L2(0, T ;H1(Ω)∗).
Using ∂tuεh ∈ L2(0, T ;L2(Ω)), we have for almost all t ∈ [0, T ]
t∫
0
〈∂tuεh, f ′ε(uεh) + wεh + ψεh〉dt =
t∫
0
∫
Ω
∂tuεh(f
′
ε(uεh) + wεh + ψεh)dxdt
= ∂t
t∫
0
∫
Ω
(
fε(uεh) +
1
2
uεhwεh +
1
2
|∇ψεh|2
)
dxdt
+
t∫
0
∫
Ω
|ψεh|2dxdt
=
∫
Ω
(
fε(uεh(t)) +
1
2
uεh(t)wεh(t) +
1
2
|∇ψεh(t)|2
)
dxdt
+
∫
Ω
(
fε(u0) +
1
2
u0w0 +
1
2
|∇ψ0|2
)
dxdt+
t∫
0
∫
Ω
|ψεh|2dxdt.
Passing to the limit (h ↘ 0) in this equation, where we apply the convergence properties
of uεh proved above, and using Remark 6, (3.45) we obtain for almost all t∫
Ω
1
2
|∇ψεh(t)|2 +
t∫
0
∫
Ω
|ψεh|2dxdt+
t∫
0
∫
Ω
µε(uε)|∇vε|2dxdt
≤ FNL,ε(u0) +
∫
Ω
1
2
|∇ψ0|2dxdt ≤ C7.
The proof of (3.44) is similar to the proof in the discrete case (3.25). 2
We get further a priori estimates for ∂tuε and ∇∂tψε in a similar way to the discrete
case (3.37) and (3.38). Moreover we have
Lemma 5. There exists an ε0, see Remark 6, such that for all 0 < ε ≤ ε0 the following
estimate holds with a constant C11 independent of ε:
max
0≤t≤T
‖∆ψε‖2L2(Ω) ≤ C11. (3.49)
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Proof. 1. We again make use of (3.46). We apply the admissible testfunction −∆ψεh ∈
L2(Ω) in (3.4) and get
γ
t∫
0
1
2
d
dt
∫
Ω
|∆ψεh|2dxdt+
t∫
0
∫
Ω
|∇ψεh|2dxdt+
t∫
0
∫
Ω
∂tuεh∆ψεhdxdt = 0,
for almost all t ∈ [0, T ].
2. We obtain by using −uεh/γ as a testfunction in (3.4)
−
t∫
0
∫
Ω
∂t∇ψεh · ∇uεhdxdt− 1
γ
t∫
0
∫
Ω
ψεhuεhdxdt+
1
γ
t∫
0
1
2
d
dt
∫
Ω
|uεh|2dxdt = 0
for almost all t ∈ [0, T ]. We find after standard calculations similar to the discrete case by
passing to the limit (h↘ 0)
max
0≤t≤T
‖∆ψε(t)‖2L2(Ω) +
4
γ
T∫
0
‖∇ψε‖2L2(Ω)dt =3‖∆ψε(0)‖2L2(Ω) +
8
γ2
‖uε(0)‖2L2(Ω)
+
2
γ2
T∫
0
‖ψε‖2L2(Ω)dt+
2cp
γ2
T∫
0
‖∇uε‖2L2(Ω)dt.
By (3.43) and (3.44) we obtain (3.49). Thus we have as ε→ 0
uε −→ u weakly in L2(0, T ;H1(Ω)),
∂tuε −→ ∂tu weakly in L2(0, T ;H1(Ω)∗),
ψε −→ ψ weakly in L2(0, T ;L2(Ω)),
∇ψε −→ ∇ψ weakly-star in L∞(0, T ;H1(Ω)),
∇∂tψε −→ ∇ψt weakly in L2(0, T ;H1(Ω)∗),
(3.50)
and by (A2) wε −→ w in L2(0, T ;H1(Ω)), so that as ε −→ 0 we may pass to the limit
in (3.3)-(3.5). The convergence of the linear terms in (3.3)-(3.5) are standard. We take a
closer look on the convergence of the nonlinear term
T∫
0
∫
Ω
(µ(u)∇(w + ψ)− µε(uε)∇(wε + ψε)) · ∇ϕdxdt
=
T∫
0
∫
Ω
(µ(u)− µε(uε))∇(w + ψ) · ∇ϕdxdt
+
T∫
0
∫
Ω
µε(uε)∇ [(w − wε) + (ψ − ψε)] · ∇ϕdxdt.
(3.51)
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Using the fact that for all z ∈ R
|µ(z)− µε(z)| ≤ sup
0≤z≤ε
1−ε≤z≤1
|µ(z)| −→ 0, as ε −→ 0,
it follows that µε −→ µ uniformly and the first term on the right hand side tends to zero.
The convergence of the second term is a standard consequence of the compactness result
(3.50). 2
Now we have shown that the problem (2.6), (2.7) and (3.5) has a solution. The next step
is to overcome the truncation in (3.5) and to show that that the solution to the truncated
problem is also a solution to thze original problem. The rest of the proof is formulated as
Proposition 1. Let (u,w, ψ) be solution of the problem (2.6)-(2.8) then
0 ≤ u(t, x) ≤ 1, a.e. in QT . (3.52)
Proof. Using in (2.6) the admissible testfunctions u• := min(u, 0) and u := min(1− u, 0)
we get
1
2
∫
Ω
|u◦(t)|2dx+
T∫
0
∫
Ω
|∇u◦|2dxdt+
T∫
0
∫
Ω
µ(u)∇(w + ψ) · ∇u◦dxdt = 0.
where ◦ ∈ {•, }. Because of µ(u)∇u◦ = 0 for ◦ ∈ {•, } the last term vanishes and we get
0 =
1
2
∫
Ω
|u◦(t)|2dx+
T∫
0
∫
Ω
|∇u◦|2dxdt ≥ 1
2
∫
Ω
|u◦(t)|2dx,
that means u◦(t, x) = 0 a.e. in QT , hence 1 ≥ u(t, x) ≥ 0 a.e. in QT . 2
Hence, by Proposition 1 we have u ∈ L∞(QT ) and (A2) provides w ∈ V1,∞(0, T ).
3.2 Uniqueness
Let (ui, wi, ψi), i ∈ {1, 2} be solutions to (2.6)-(2.8). We define u := u1 − u2, w :=
w1 − w2 and ψ := ψ1 − ψ2. Our aim is to derive a Gronwall type inequality for u,w
and ψ to prove for the uniqueness. Now (u,w, ψ) fulfill
T∫
0
〈ut, ϕ〉 dt+
T∫
0
∫
Ω
∇u · ∇ϕdxdt (3.53)
+
T∫
0
∫
Ω
(µ(u1)∇(w1 + ψ1)− µ(u2)∇(w2 + ψ2)) · ∇ϕdxdt = 0,∀ϕ ∈ L2(0, T ;H1(Ω)),
γ
T∫
0
〈∇ψt,∇φ〉 dt+
T∫
0
∫
Ω
ψφdxdt =
T∫
0
〈ut, φ〉 dt, ∀φ ∈ L2(0, T ;H1(Ω)), (3.54)
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w = P (−2u) a.e. in QT . (3.55)
Testing (3.53) by u and ψ and (3.54) by ψ we find
1
2
‖u(t)‖2L2(Ω) +
t∫
0
‖∇u‖2L2(Ω)dt = −
t∫
0
∫
Ω
(µ(u1)− µ(u2))∇(w1 + ψ1) · ∇u dxdt
−
t∫
0
∫
Ω
µ(u2)∇w · ∇u dx−
t∫
0
∫
Ω
µ(u2)∇ψ · ∇u dxdt
=:
t∫
0
I5dt+
t∫
0
I6dt+
t∫
0
I7dt.
and
γ
2
‖∇ψ(t)‖2L2(Ω) +
t∫
0
‖ψ‖2L2(Ω)dt+
t∫
0
∫
Ω
µ(u2)|∇ψ|2dxdt
= −
t∫
0
∫
Ω
(µ(u1)− µ(u2))∇(w1 + ψ1) · ∇ψ dx
−
t∫
0
∫
Ω
∇u · ∇ψ dx−
t∫
0
∫
Ω
µ(u2)∇w · ∇ψ dx
=:
t∫
0
I8dt+
t∫
0
I9dt+
t∫
0
I10dt.
We will estimate the Ii, i ∈ {1, ..., 6} separately. Because of the Lipschitz continuity of µ
we get by using Hölder’s inequality
|I5| ≤ C12
∫
Ω
|u| |∇w1| |∇u| dx+ C12
∫
Ω
|u| |∇ψ1| |∇u| dx
≤ C12‖u‖L2(Ω) ‖∇w1‖L∞(Ω) ‖∇u‖L2(Ω) + C12‖u‖L3(Ω) ‖∇ψ1‖L6(Ω) ‖∇u‖L2(Ω), (3.56)
where C12 is the Lipschitz constant. For the first term on the right hand side we get using
(A2) and (B3)
C12‖u‖L2(Ω) ‖∇w1‖L∞(Ω) ‖∇u‖L2(Ω) ≤ C13‖u‖L2(Ω) ‖∇u‖L2(Ω)
≤ C13
21
‖u‖2L2(Ω) +
C131
2
‖∇u‖2L2(Ω),
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where we have used for the last operation Young’s inequality. The Gagliardo-Nirenberg
inequality for dim(Ω) = 3 and Sobolev embedding theorem give for the second term in
(3.56)
C12‖u‖L3(Ω) ‖∇ψ1‖L6(Ω) ‖∇u‖2 ≤ C14‖u‖1/2L2(Ω) ‖∇ψ1‖H2(Ω) ‖∇u‖3/2L2(Ω)
≤ C15
42
‖u‖2L2(Ω) +
3C152
4
‖∇u‖2L2(Ω),
where we have used Young’s inequality for the last row. Finally we find
|I5| ≤
(
C13
21
+
C15
42
)
‖u‖2L2(Ω) +
(
C13
2
1 +
3C152
4
)
‖∇u‖2L2(Ω).
Young’s inequality and (3.55) together with (A2) and (B3) give
|I6| ≤ r22‖u‖2L2(Ω) +
1
42
‖∇u‖2L2(Ω),
|I7| ≤ ‖∇ψ‖2L2(Ω) +
1
82
‖∇u‖2L2(Ω).
Furthermore we get
|I8| ≤ C16
∫
Ω
|u| |∇w1| |∇ψ| dx+ C16
∫
Ω
|u| |∇ψ1| |∇ψ| dx
≤ C16‖u‖L2(Ω)‖∇w1‖L∞(Ω)‖∇ψ‖L2(Ω) + C16‖u‖L3(Ω)‖∇ψ1‖L6(Ω)‖∇ψ‖L2(Ω).
where C16 is the Lipschitz constant. For the first term we get by using (A2), (B3) and
Young’s inequality
C16‖u‖2‖∇w1‖L∞(Ω) ‖∇ψ‖L2(Ω) ≤ C17
2
‖u‖2L2(Ω) +
C17
2
‖∇ψ‖2L2(Ω).
The Gagliardo-Nirenberg inequality for dim(Ω) = 3 and Sobolev embedding theorem give
for the second term
C16‖u‖L3(Ω) ‖∇ψ1‖L6(Ω) ‖∇ψ‖L2(Ω) ≤ C18‖u‖1/2L2(Ω) ‖∇u‖1/2L2(Ω) ‖∇ψ‖L2(Ω)
≤ C18
43
‖u‖2L2(Ω) +
C183
4
‖∇u‖2L2(Ω) +
C18
2
‖∇ψ‖2L2(Ω),
where we have applied Young’s inequality for the last estimates. Thus, we get
|I8| ≤
(
C17
2
+
C18
43
)
‖u‖2L2(Ω) +
C183
4
‖∇u‖2L2(Ω) +
(
C17
2
+
C18
2
)
‖∇ψ‖2L2(Ω). (3.57)
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Using Hölder’s inequality and (A2) and (B3) we get
|I9| ≤ 2‖∇ψ‖2L2(Ω) +
1
8
‖∇u‖2L2(Ω),
|I10| ≤ r
2
2
2
‖u‖2L2(Ω) +
1
8
‖∇ψ‖2L2(Ω),
Finally we conclude
1
2
[
‖u(t)‖2L2(Ω) + γ‖∇ψ(t)‖2L2(Ω)
]
+ ν(1, 2, 3)
t∫
0
‖∇u‖2L2(Ω)dt+
t∫
0
‖ψ‖2L2(Ω)dt
+ ‖ψ‖2L2(Ω) +
t∫
0
∫
Ω
µ(u2)|∇ψ|2dxdt ≤ C19(1, 2, 3)
t∫
0
‖u‖2L2(Ω)dt+ C20(1, 2, 3)
t∫
0
‖∇ψ‖2L2(Ω)dt,
where ν(1, 2, 3) := 1 − C131/2 − 3C152/4 − C183/4 − 13/43. Choose i, i = 1, 2, 3, so
that ν > 0 Gronwall’s Lemma gives the uniqueness.
4 Proof of Theorem 2
4.1 Existence
Unlike the proof of Theorem 1 we here will not only apply the regularization and truncation
(3.1) and (3.2), but also we will use a biharmonic regularization of the ψ-equation.
4.1.1 Regularized problems
For the system (2.9)-(2.11) we consider for (ε, δ > 0) the regularized system
T∫
0
∫
Ω
utϕdxdt+
T∫
0
∫
Ω
(∇u+ µε∇(w + ψ)) · ∇ϕdxdt = 0, ∀ϕ ∈ L2(0, T ;H1(Ω)), (4.1)
δ
T∫
0
∫
Ω
∆ψ∆φdxdt+ γ
T∫
0
∫
Ω
∇ψt · ∇φdt+
T∫
0
∫
Ω
ψφdxdt =
=
T∫
0
∫
Ω
utφdxdt ∀φ ∈ L2(0, T ;H2• (Ω)), (4.2)
w = P (1− 2Πu) a.e. in QT . (4.3)
where H2• (Ω) := {φ ∈ H2(Ω)| ν · ∇φ = 0 on ∂Ω} a dense subset of H1(Ω), so that the
choice of the testfunction space is consistent if we take δ ↘ 0.
By analogous arguments similar to the previous section we can prove following
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Lemma 6. (existence) There exists an ε0, see Remark 6, such that for all 0 < ε ≤ ε0 and
for all δ > 0 there exist
1) uδ,ε ∈ L2(0, T ;H2(Ω)) 2) ∂tuδ,ε ∈ L2(0, T ;L2(Ω)),
3) wδ,ε ∈ L2(0, T ;H2(Ω)) 4) ψδ,ε ∈ L2(0, T ;L2(Ω)),
5) ∇ψδ,ε ∈ L∞(0, T ;H2(Ω)) 6) δt∇ψδ,ε ∈ L2(0, T ;L2(Ω)),
which satisfy (4.1)-(4.3)
For Proof, see [9].
4.1.2 Existence result of the original problem
To get rid of the regularizations we need a priori estimates, which will be proven as the
next step.
Lemma 7. (energy estimate) There exists an ε0, see Remark 6, such that for all 0 < ε ≤ ε0
and for all δ > 0 the following estimates hold with constants C38, C39 independent of ε and
δ:
δ
T∫
0
‖∆ψδ,ε‖2L2(Ω)dt+
γ
2
max
0≤t≤T
‖∇ψδ,ε(t)‖2L2(Ω) +
T∫
0
‖ψδ,ε‖2L2(Ω)dt
+
T∫
0
∫
Ω
µε(uδ,ε)|∇vδ,ε|2dxdt ≤ C38,
(4.4)
and
T∫
0
∫
Ω
|∇uε|2dxdt ≤ C39, (4.5)
where vδ,ε := f ′ε(uδ,ε) + wδ,ε + ψδ,ε.
Proof. The proof is similar to the proof of Lemma 4. Because of sufficient regularity of
the function vδ,ε ∈ L2(0, T ;H2(Ω)) we here don’t make use of steklov averaging.
Lemma 8. (A priori estimates) There exists an ε0, see Remark 6, such that for all 0 < ε ≤
ε0 and for all δ > 0 the following estimate holds with positive constant C40, C46, C51, C52, C53
independent of ε and δ:
a) max
0≤t≤T
‖∆ψδ,ε‖2L2(Ω) ≤ C40 b)
T∫
0
‖∆uδ,ε‖2L2(Ω)dt ≤ C46,
c)
T∫
0
‖∂tuδ,ε‖2L2(Ω)dt ≤ C51 d)
T∫
0
‖∇∂tψδ,ε‖2dt ≤ C52,
e) max
0≤t≤T
‖∇∆ψδ,ε‖2L2(Ω) ≤ C53,
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Proof. of a) Similar to the proof of Lemma 5 without steklov averaging.
Proof. of b) 1. Because of Lemma (6) −∆uε is an admissible testfunction in (4.1). Using
the chain rule we get after partial integration in (4.1)
‖∇uδ,ε(t)‖2L2(Ω)−‖∇uδ,ε(0)‖2L2(Ω) +
T∫
0
‖∆uδ,ε‖2L2(Ω)dt
=−
T∫
0
∫
Ω
µ′ε(uδ,ε)∇uδ,ε∇(wδ,ε + ψδ,ε)∆uδ,εdxdt
−
T∫
0
∫
Ω
µε(uδ,ε)∆(wδ,ε + ψδ,ε)∆uδ,εdxdt
≡I15 + I16.
(4.6)
2. Using Hölder’s inequality we get
I15 ≤
T∫
0
‖∇uδ,ε‖L3(Ω) ‖∇(wδ,ε + ψδ,ε)‖L6(Ω) ‖∆uδ,ε‖L2(Ω)dt
≤ C41
T∫
0
‖∇uδ,ε‖L3(Ω) ‖wδ,ε + ψδ,ε‖H2(Ω) ‖∆uδ,ε‖L2(Ω)dt,
where we have used the embedding H2(Ω) ⊆ H1,6(Ω) in the last step. The Gagliardo-
Nirenberg inequality for dim(Ω) = 3
‖∇uδ,ε‖L3(Ω) ≤ Cg‖∇uδ,ε‖1/2L2(Ω) ‖∆uδ,ε‖1/2L2(Ω)
gives
I15 ≤ C42
T∫
0
‖∇uδ,ε‖1/2L2(Ω) ‖wδ,ε + ψδ,ε‖H2(Ω) ‖∆uδ,ε‖3/2L2(Ω)dt.
We obtain using (A2), (B3’) and a)
I15 ≤ C43
T∫
0
‖∇uδ,ε‖1/2L2(Ω) ‖∆uδ,ε‖3/2L2(Ω)dt.
Young’s inequality together with (4.5) gives
I15 ≤ C44 + 1
4
T∫
0
‖∆uδ,ε‖22 dt.
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3. For the second term in (4.6) we get
I16 ≤ 1
8
T∫
0
‖∆(wδ,ε + ψδ,ε)‖2L2(Ω) +
1
8
T∫
0
‖∆uδ,ε‖2L2(Ω)dt
≤ C45 + 1
8
‖∆uδ,ε‖2L2(Ω),
where we have used (A2), (B3’) and a).
Proof. of c) 1. Because of Lemma (6) ∂tuδ,ε ∈ L2(0, T ;L2(Ω)), thus an admissible testfuc-
tion in (4.1). Again using the chain rule we get after partial integration
T∫
0
‖∂tuδ,ε‖2L2(Ω)dt+‖∇uδ,ε(t)‖2L2(Ω) − ‖∇uδ,ε(0)‖2L2(Ω)
=
T∫
0
∫
Ω
µ′ε(uδ,ε)∇uδ,ε∇(wδ,ε + ψδ,ε)∂tuδ,εdxdt
+
T∫
0
∫
Ω
µε(uδ,ε)∆(wδ,ε + ψδ,ε)∂tuδ,εdxdt
≡I17 + I18.
(4.7)
2. Using Hölder’s inequality and again the embedding H2(Ω) ⊆ H1,p(Ω), p ∈ [1, 6], we get
I17 ≤
T∫
0
‖∇uδ,ε‖L3(Ω) ‖∇(wδ,ε + ψδ,ε)‖L6(Ω) ‖∂tuδ,ε‖L2(Ω)dt
C47
T∫
0
‖uδ,ε‖H2(Ω) ‖wδ,ε + ψδ,ε‖H2(Ω) ‖∂tuδ,ε‖L2(Ω)dt.
Assumption (A2), (B3’) and (4.6) gives
I17 ≤ C48
T∫
0
‖uδ,ε‖H2(Ω) ‖∂tuδ,ε‖L2(Ω) dt.
Applying Young’s inequality together with b) we find that
I17 ≤ C49 + 1
4
T∫
0
‖∂tuδ,ε‖2L2(Ω)dt.
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3. Young’s inequality gives for the second right term of (4.7)
I18 ≤
T∫
0
‖(wδ,ε + ψδ,ε)‖2H2(Ω)dt+
1
4
T∫
0
‖∂tuδ,ε‖2L2(Ω)dt
By (A2), (B3’) and a) we get
I18 ≤ C50 + 1
4
T∫
0
‖∂tuδ,ε‖2L2(Ω)dt.
Proof. of d) 1. Testing (4.2) by the admissible testfunction ∂tψδ,ε we find
δ
2
‖∆ψδ,ε(t)‖2L2(Ω)−
δ
2
‖∆ψδ,ε(0)‖2L2(Ω) + γ
T∫
0
‖∇∂tψδ,ε‖2L2(Ω)dt
+
1
2
‖ψδ,ε(t)‖2L2(Ω) −
1
2
‖ψδ,ε(0)‖2L2(Ω) =
T∫
0
∫
Ω
∂tuδ,ε∂tψδ,εdxdt.
(4.8)
2. Using Young’s inequality together with Poincaré inequality for the right hand side of
(4.8) we get
δ
2
‖∆ψδ,ε(t)‖2L2(Ω) −
δ
2
‖∆ψδ,ε(0)‖2L2(Ω) +
γ
2
T∫
0
‖∇∂tψδ,ε‖2L2(Ω)dt
+
1
2
‖ψδ,ε(t)‖2L2(Ω) −
1
2
‖ψδ,ε(0)‖2L2(Ω) ≤
1
2
T∫
0
‖∂tuδ,ε‖2L2(Ω)dt.
Using c) we get d)
Proof. of e) 1. To prove this we use again the steklov averaging technique (3.46). We use
the admissible testfunction −∆2ψδ,εh in (4.2) and get after partial integration:
δ
t∫
0
‖∆2ψδ,εh‖2L2(Ω)dt+
γ
2
‖∇∆ψδ,εh(t)‖2L2(Ω) +
t∫
0
‖∆ψδ,εh‖2L2(Ω)dt
=
t∫
0
∫
Ω
∂tuδ,εh∆
2ψδ,εhdxdt+
γ
2
‖∇∆ψδ,εh(0)‖2L2(Ω),
(4.9)
for almost all t ∈ [0, T ].
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2. We obtain applying the testfunction ∆uδ,εh/γ in (4.2)
δ
γ
t∫
0
∫
Ω
∆2ψδ,εh∆uδ,εhdxdt−
t∫
0
∫
Ω
∆∂tψδ,εh∆uδ,εhdxdt+
1
γ
t∫
0
∫
Ω
ψδ,εh∆uδ,εhdxdt
=
t∫
0
∫
Ω
∂tuδ,εh∆uδ,εhdxdt,
(4.10)
for almost all t ∈ [0, T ].
3. Because of the steklov averaging ∆2∂tψδ,εh ∈ L2(0, T ;L2(Ω)) and by partial integration
we get for (4.10)
δ
γ
t∫
0
∫
Ω
∆2ψδ,εh∆uδ,εhdxdt−
t∫
0
∫
Ω
∆2∂tψδ,εhuδ,εhdxdt+
1
γ
t∫
0
∫
Ω
∇ψδ,εh · ∇uδ,εhdxdt
=
t∫
0
∫
Ω
∂tuδ,εh∆uδ,εhdxdt,
(4.11)
for almost all t ∈ [0, T ]. Using the formula for partial integration in time
∫
Ω
∆2ψδ,εh(t)uδ,εh(t)dx−
∫
Ω
∆2ψδ,εh(0)uδ,εh(0)dx =
t∫
0
∫
Ω
∆2∂tψδ,εhuδ,εhdxdt
+
t∫
0
∫
Ω
∆2ψδ,εh∂tuδ,εhdxdt,
for almost all t ∈ [0, T ], we find
δ
t∫
0
‖∆2ψδ,εh‖2L2(Ω)dt+
γ
2
‖∇∆ψδ,εh(t)‖2L2(Ω) +
t∫
0
‖∆ψδ,εh‖2L2(Ω)dt+
1
γ
‖∇uδ,εh(t)‖2L2(Ω)
= +
γ
2
‖∇∆ψδ,εh(0)‖2L2(Ω) +
1
γ
‖∇uδ,εh(0)‖2L2(Ω) −
∫
Ω
∇∆ψδ,εh(t) · ∇uδ,εh(t)dx
+
∫
Ω
∇∆ψδ,εh(0) · ∇uδ,εh(0)dx− δ
γ
t∫
0
∫
Ω
∆2ψδ,εh∆uδ,εhdxdt+
1
γ
t∫
0
∫
Ω
∇ψδ,εh · ∇uδ,εhdxdt,
(4.12)
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for almost all t ∈ [0, T ]. Using Young’s inequality in the form
δ
γ
t∫
0
∫
Ω
∆2ψδ,εh∆uδ,εhdxdt ≤ δ
t∫
0
‖∆2ψδ,εh‖2L2(Ω)dt+
δ
γ2
t∫
0
‖∆uδ,εh‖2L2(Ω)dt,∫
Ω
∇∆ψδ,εh(t) · ∇uδ,εh(t)dx ≤ γ
4
‖∇∆ψδ,εh(t)‖2L2(Ω) +
1
γ
‖∇uδ,εh(t)‖2L2(Ω),
1
γ
t∫
0
∫
Ω
∇ψδ,εh · ∇uδ,εhdxdt ≤ 1
2γ
t∫
0
‖∇ψδ,εh‖2L2(Ω) +
1
2γ
t∫
0
‖∇uδ,εh‖2L2(Ω),
for almost all t ∈ [0, T ], we get from (4.12)
‖∇∆ψδ,εh‖2L2(Ω) +
4
γ
t∫
0
‖∆ψδ,εh‖2L2(Ω)dt =3‖∇∆ψδ,εh(0)‖2L2(Ω) +
1
γ2
‖∇uδ,εh(0)‖2L2(Ω)
+
4δ
γ3
t∫
0
‖∆uδ,εh‖2L2(Ω)dt
+
2
γ2
t∫
0
‖∇ψδ,εh‖2L2(Ω)dt+
2
γ2
t∫
0
‖∇uδ,εh‖2L2(Ω)dt,
for almost all t ∈ [0, T ]. Passing to the limit (h↘ 0) we obtain
‖∇∆ψδ,ε‖2L2(Ω) +
4
γ
t∫
0
‖∆ψδ,ε‖2L2(Ω)dt =3‖∇∆ψδ,ε(0)‖2L2(Ω) +
1
γ2
‖∇uδ,ε(0)‖2L2(Ω)
+
4δ
γ3
t∫
0
‖∆uδ,ε‖2L2(Ω)dt
+
2
γ2
t∫
0
‖∇ψδ,ε‖2L2(Ω)dt+
2
γ2
t∫
0
‖∇uδ,ε‖2L2(Ω)dt,
for almost all t ∈ [0, T ]. The estimates (4.4), (4.5) and a) give e).
Remark 8. Because of Lemma 8 we have
max
0≤t≤T
‖∇ψδ,ε‖2H2(Ω) ≤ C53.
and by the Sobolev embedding Theorem for dim(Ω) = 3 we get
max
0≤t≤T
‖∇ψδ,ε‖L∞(Ω) ≤ C˜53. (4.13)
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By Lemma 8 We have as δ, ε −→ 0
uδ,ε −→ u weakly in L2(0, T ;H2(Ω)),
∂tuδ,ε −→ ∂tu weakly in L2(0, T ;L2(Ω)),
ψδ,ε −→ ψ weakly in L2(0, T ;L2(Ω)),
∇ψδ,ε −→ ∇ψ weakly-star in L∞(0, T ;H2(Ω)),
∇∂tψδ,ε −→ ∇ψt weakly in L2(0, T ;L2(Ω)),
(4.14)
and by (A2) wδ,ε −→ w in L2(0, T ;H2(Ω)), so that as δ, ε −→ 0 we may pass to the limit
in (4.1)-(4.3). The convergence of the linear terms in (4.1)-(4.3) are standard. We take a
closer look on the convergence of the nonlinear term. First we prove as δ −→ 0 the passage
to the limit of the nonlinear term
T∫
0
∫
Ω
(µε(uε)∇(wε + ψε)− µε(uδ,ε)∇(wδ,ε + ψδ,ε)) · ∇ϕdxdt
=
T∫
0
∫
Ω
(µε(uε)− µε(uδ,ε))∇(wε + ψε) · ∇ϕdxdt
+
T∫
0
∫
Ω
µε(uδ,ε)∇ [(wε − wδ,ε) + (ψε − ψδ,ε)] · ∇ϕdxdt.
We follow the same argument as in (3.42) and skip here the details of the proof. Now we
are able to prove the passage to the limit as ε→ 0
T∫
0
∫
Ω
(µε(uε)∇(wε + ψε)− µε(uδ,ε)∇(wδ,ε + ψδ,ε)) · ∇ϕdxdt
=
T∫
0
∫
Ω
(µε(uε)− µε(uδ,ε))∇(wε + ψε) · ∇ϕdxdt
+
T∫
0
∫
Ω
µε(uδ,ε)∇ [(wε − wδ,ε) + (ψε − ψδ,ε)] · ∇ϕdxdt.
Here we use arguments as in (3.51) to justify this passage. Furthermore we get by Propo-
sition 1 that u ∈ L∞(QT ) and from (A2) we end up with w ∈ V2,∞(0, T ). We also skip
here the proof of the uniqueness, which is similar to the corresponding proof in Chapter 3.
5 Proof of Theorem 3
In this chapter we will prove a separation result for u in Theorem 2. For this we will use
the Moser iteration technique in the form of Alikakos [1] to establish the separation result.
The key point is a proper choice of testfunctions.
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Proof. We use here ideas close to [1] and [10]. Denote by
z := f ′(u) = v − (w + ψ).
We introduce
σ(z) := u =
1
1 + exp(−z) ,
and have
σ′(z) = u(1− u) = exp(−z)
1 + exp(−z))2 =
1
f ′′(u)
,
σ′′(z) =
(exp(−z)− 1) exp(−z)
(1 + exp(−z))3 .
Becauce of (A2), (B3’) we have
σ′′(z) ≤ 0 if z ≥ 0 (5.1)
σ′′(z) ≥ 0 if z ≤ 0 (5.2)
Using (5.1) and testing (2.9) with (see [10])
ϕ =
z2
k−1
+
σ′(z)
, k ≥ 1, z+ = max(0, z),
and taking into account
∇ϕ = (2
k − 1)z2k+ ∇z
σ′
− σ
′′
σ′ 2
∇zzr+ =
1
σ′
{
(2k − 1)z2k−2+ ∇z − σ′′ϕ∇z
}
,
∂σ(z)
∂t
ϕ = ztz
2k−1
+ =
1
2k
d
dt
z2
k
+ ,
we get
1
2k
d
dt
∫
{z≥0}
z2
k
+ dx+
∫
{z≥0}
∇v · {(2k − 1)z2k−2+ ∇z − σ′′ϕ∇z}dx = 0. (5.3)
We expand the integrand of the second integral in the form
S =[∇z +∇(w + ψ)] ·
{
(2k − 1)z2k−2+ ∇z − σ′′ϕ∇z
}
=(2k − 1)z2k−2+
{|∇z|2 +∇(w + ψ) · ∇z}− σ′′(z)ϕ{|∇z|2 +∇(w + ψ) · ∇z} .
Because of (5.1) we can estimate using Young’s inequality
S ≥(2k − 1)z2k−2+
{
|∇z|2 − 1
2
(|∇(w + ψ)|2 + |∇z|2)
}
− σ′′(z)ϕ
{
|∇z|2 − 1
2
(k|∇(w + ψ)|2 + 1
k
|∇z|2)
}
.
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We find with the choise k = 1/2
S ≥1
2
(2k − 1)z2k−2+ |∇z|2 −
1
2
(2k − 1)z2k−2+ |∇(w + ψ)|2
+
1
4
σ′′(z)
σ′(z)
z2
k−1
+ |∇(w + ψ)|2.
Because of
−1 ≤ σ
′′(z)
σ′(z)
≤ 1,
we obtain
S ≥1
2
(2k − 1)z2k−2+ |∇z|2 −
1
2
(2k − 1)z2k−2+ |∇(w + ψ)|2
− 1
4
z2
k−1
+ |∇(w + ψ)|2.
Because of assumption (A2), (B3’) and (4.13) we obtain
S ≥ 1
2
(2k − 1)z2k−2+ |∇z|2 −
C54
2
(2k − 1)z2k−2+ −
C54
4
z2
k−1
+ .
Taking into account
z2
k−2
+ |∇z+|2 =
4|∇(z2k−1+ )|2
(2k)2
,
we finally get from the identity (5.3)
1
2k
d
dt
∫
Ω
z2
k
+ dx ≤−
2(2k − 1)
(2k)2
∫
Ω
|∇(z2k−1+ )|2dx
C54
4
∫
Ω
{2(2k − 1)z2k−2+ + z2
k−1
+ }dx.
(5.4)
For k = 1 we obtain from (5.4), the embedding L2 ⊂ L1 and by integration with respect
to t
1
2
∫
Ω
z+(t)
2dx+
1
2
∫
Ω
|∇z+(t)|2dx ≤ 1
2
∫
Ω
z+(0)
2dx+
C54
4
2|Qt|+
t∫
0
∫
Ω
z2+dx
 .
Recalling that z+(0) = max(0, f ′(u0)) ∈ L∞(Ω) we conclude from Gronwall’s Lemma
‖z+‖L∞(0,T ;L2) ≤ K,
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where K is a positive constant, which depends on T . Consequently we find
‖z+‖L∞(0,T ;L1) ≤ K. (5.5)
Applying now the Thorem 3.1 in [1] we obtain the L∞ estimate for z+. Analogously, from
(5.2) we get an L∞ estimate for z− by using the testfunction
ϕ =
z2
k−1
−
σ′(z)
, k ≥ 1, z− = −min(0, z).
2
Acknowledgment. The author wishes to thank Herbert Gajewski for many fruiteful
discussions.
References
[1] N. Alikakos, An application of the invariance principle to reaction-diffusion equa-
tions, J. Differential Equations 33 (1979) 201-225.
[2] N. Alikakos, Lp bounds of solutions of reaction-diffusion equations, Comm.Partial
Differential Equations 4 (1979) 827-868.
[3] M. Brokate and J. Sprekels, Hysteresis and Phase Transitions, Springer, 1996.
[4] J.W. Cahn and J.E. Hillard, Free energy of a Nonuniform System. I.Interfacial
Free Energy, J.Chem. Phys. 28 (1958) 258-267.
[5] C.K. Chen and P.C. Fife, Nonlocal models of phase transitions in solids, Adv.
Math. Sci. Appl. 10 (2000) 821-849.
[6] C.M. Elliot and H. Garcke, On the Cahn-Hillard equation with degenerate mo-
bility, SIAM J.Math.Anal. 27 (1996) 404-423.
[7] L.C. Evans, Partial Differetial Equations, Graduate Texts in Mathematics 19,Amer-
ican Mathematical Society, 1998.
[8] M.H. Farshbaf-Shaker, On the solvability of a nonlocal viscous phase separation
model, to appear.
[9] M.H. Farshbaf-Shaker, On a nonlocal viscous phase separation model , Disserta-
tion Freie Universität Berlin 2007.
[10] H. Gajewski and K. Zacharias, On a nonlocal phase separation model, Preprint
No.656, WIAS(2001), Jnl.Math.Anal.Appl.286 (2003) 11-31.
REFERENCES 36
[11] G. Giacomin and J.L. Lebowitz, Phase segregation dynamics in particle systems
with long range interactions I. Macroscopic limits, J. Statist. Phys. 87 (1997) 37-61.
[12] G. Giacomin and Lebowitz,J.L., Phase segregation dynamics in particle systems
with long range interactions II. Interface motion, SIAM J.Appl.Math. 58 (1998) 1707-
1729.
[13] D. Gilbarg and N. Trudinger, Elliptic Partial Differential Equations of Second
Order, (2nd ed.) Springer, 1983.
[14] J.A. Griepentrog, On the unique Solvability of a nonlocal Phase separation problem
for multicomponent systems, Banach center publications 66(2004) 153-164.
[15] P. Grisvard, Elliptic problems in nonsmooth domains, Monographs and Studies in
Mathematics 24, Pitman, 1985.
[16] M.E. Gurtin, Generalized Ginzburg-Landau and Cahn-Hillard equations based on a
microforce balance, Physica D 92 (1996) 178-192.
[17] M.E. P. Krejci, E. Rocca and J. Sprekels, A nonlocal phase-field model with
nonconstant specific heat, Interfaces and Free Boundaries, Volume 9, Issue 2, 2007,
pp. 285-306.
[18] O.A. Ladyzenskaja, V.A. Solonikov and N.N. Ural’ceva, Linear and Quasi-
linear Equations of Parabolic Type, Translations of Mathematical Monographs 23.
[19] A. Novick-Cohen, On the viscous Cahn-Hillard equation, Material Instabilities in
Continuum Mechanics, Clarendon Press.Oxford.1988.
[20] J.D. van der Waals, The thermodynamic theory of capillarity flow under the hypoth-
esis of a continous variation in density, Verhandelingen der Kroninklije Nederlansche
Akademie van Wetenshappen te Amsterdam, 1 (1893), 1-56.
[21] A. Miranville and S. Zelik, Robust exponential attractors for Cahn-Hillard type
equations with singular potentials, Math. Meth. Appl. Sci. 27 (2004) 545-582.
