In this paper, the survival function has been estimated for the patients with lung cancer using different parametric estimation methods depending on sample for completing real data which explain the period of survival for patients who were ill with the lung cancer based on the diagnosis of disease or the entire of patients in a hospital for a time of two years (starting with 2012 to the end of 2013). Comparisons between the mentioned estimation methods has been performed using statistical indicator mean squares error, concluding that the estimation of the survival function for the lung cancer by using pre-test singles stage shrinkage estimator method was the best .
Introduction
"Survival study is one of the broadly used technique in health check statistics; its importance also arises in various fields such as medicine, engineering, epidemiology, biology, economics, physics, public health and or event history analysis in sociology. Survival analysis involves the modelling of time to event data; in this context, death or failure is considered an "event" in the survival analysis literature -traditionally only a single event occurs for each subject, after which the organism or device is lifeless or broken down. Recurring event or repeated event models relax that assumption. The study of recurring events is applicable in systems reliability, and in many areas of social science and medical research. In a clearer way, the analyses of survival function include modelling time. This is to say that the study of patient case since the case diagnosis up to the event started. The events correspond to the death in the literature of survival analyses in the medical experiments", [9] . "Cancer is a category of diseases when a cell or group of cells display uncontrolled growth, invasion and sometimes spread to other locations in the body via lymph or blood (metastasis). It causes about 13% of all human deaths in 2007 with a total of 7.6 million affecting people at all ages. Although there are many causes of cancer, 90-95% of cancer caused due to lifestyle and environmental factors and 5-10% are due to genetics", [3] . "Lung cancer is the most common cancers in the world and the cause of cigarette smoking in most types of lung cancer, the more the number of cigarettes smoked per day more and more beginning was in the habit of smoking at the age of the youngest whenever the risk of lung cancer is the biggest, as well as the high levels of air pollution and exposure radiation and asbestos may also increase the risk of lung cancer"; [14] .
The aim of this paper is concerned with finding and estimating the survival function using some parametric methods after the survival time of the patients suffer from Lung Cancer diseases in Kadhimia Hospital ( Jawadain Center of Cancerous Diseases) in Baghdad, Iraq, to show and study how long the patients remain alive for this diseases. The lifetime data for the parametric method under the influence distributed as three parameters Weibull distribution based on complete data which needs to make estimation for the three parameters of the Weibull distribution by using three methods which are Maximum Likelihood Estimator method (MLE), Shrinkage Estimator method (SHE) and Pre-Test single stage shrinkage estimator method (PRE). And then estimate the survival function. Finally, comparisons of the above estimation methods were made using statistical indicators (mean squared error MSE and mean absolute percentage error MAPE) in the sense of real survival function. Many authors studied the survival function depending on three -parameters Weibull model like, Heo J. H. et al. [7] , Al-Helaly F.S.A. [4] , Denial I. and Somani K. [6] , Ahamd M.R., Ali A.S. and Assad A.M. [2] ,Surucu B. and Sazak H.S. [17] , Jasim, Sh. A. [8] and Majeed. D.F. [12] . The survival function is the probability that the patient will stay alive till time t. S(t) = Pr(T > t) , T refers to the time of death Survival probability is frequently assumed to approach zero as age increases. Another characteristic of survival data is that the survival time cannot be negative [14] . See Figure (1) , which includes the curve of the survival function.
S(t)
Figure ( Here; , , refer to the shape parameter, location parameter , scale parameter respectively , and the parameter space is:
And the survival function of the three -parameters Weibull distribution will be: 
Estimation Methods

Maximum Likelihood Estimation Method (ML)
The maximum likelihood estimation (MLE) is one of the most well-liked and dependable methods to obtain a point estimator of parameters in any distribution [1, 4, 5 and 11] The likelihood function of Weibull distribution with three parameters is:
The logarithm for L will be:
Take the partial derivatives for Ln L w.r.t the parameters , and we obtained By equality the above partial derivative to zero, we obtain: 1,2,3
Where,
And ,the Jacobean matrix is : 
Thompson-Type Shrinkage Estimation Method (SH)
"The shrinkage estimation method is one of the Bayesian approach depending on prior information concerning the value of the specific parameter from past experiences or previous studies. However, in certain situations, prior information is available only from of an initial guess value (natural origin) ° of . In such a situation, it is natural to start with an estimator (e.g., MLE) of and modify it by moving it closer to °. Thompson in 1968 has suggested the problem of shrinking the usual estimator of the parameter toward prior information (a natural origin) °b y single stage shrinkage estimator 1 ° , 0 1, which is more efficient than if ° is close to and less efficient than otherwise"; [18] . Thompson noting that the shrinkage weight factor may be a function of or may be constant and the chosen of the shrinkage weight factor is( ad hoc basis). Also, the shrinkage weight function ψ θ can be founded by minimizing the mean square error of θ .
In this paper, we take a constant shrinkage weight factor as below: 
3 Pre-Test Singles Stage Shrinkage Estimator Method (PR)
As Thompson recommended shrinking the natural estimator θ of  towards the prior guess point 0 ,the pre-test shrinkage estimator defined as:
Where , R refers to the pre-test region for acceptance the null hypothesis H0: = 0 beside H1:   0, θ is the usual estimator of ,
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K is a shrinkage weight factor such that 2 0 1 K   which may be a function of or may be a constant; [13] , [15] and [18] .
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3. As a consequence, the computations of mentioned statistical indicators which are shown in the Table ( 2), above leads to the result that the mean squares error (MSE) and mean absolute percentage (MAPE) for pretest shrinkage estimator (PR) method are less than those of the ML and SH methods, so the pretest single stage shrinkage method is the best estimation method and then SH and MLE. 4. By observing figure (2) below, one can note the matching of the used estimation methods in this paper and the extent of convergence resulting accuracy of these methods, especially to real survival function methods S (t). 
Conclusions
It can be distinguished that when the prior estimator is very close to the true value of the parameter, the shrinkage estimator is accomplished better than MLE. If one has no assurance of prior estimate, then the pretest single stage shrinkage estimators (PR) will be recommended. We can carefully use the shrinkage estimator for small n at standard pretest region R and reasonable shrinkage weight factor. 
