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Abstract
As soon as the LHC at CERN start its operation by the end of 2009, the four main
experiments will be ready for data-taking. With a center ofmass energy of 14 TeV, ATLAS,
one of the multi purpose LHC detectors will be able to detect a lot of new particles and
interactions. To evaluate the potential discovery of new physics, the production cross
sections of such interactions should be known with high precision, requiring an accurate
determination of the luminosity. To achieve this goal, ATLAS includes three detector
systems in the forward region. In this thesis one of the ATLAS forward detectors, ALFA,
which will be only one capable of providing an absolute luminosity measurement, will be
described. To reach high precision in the luminosity determination, stringent conditions
on the performance of the ALFA detector are imposed. The ALFA detector is still in the
construction phase. Last year a full detector prototype was tested in a proton test beam at
CERN to evaluate its performance and ensure it accomplishes the design characteristics.
In this thesis, the results obtained from thementioned testwill be presented anddiscussed.
Keywords: ATLAS, ALFA, luminosity, prototype, performance.
Quando o LHC/CERN entrar em funcionamento pelo final de 2009, as suas quatro
experieˆncias principais estara˜o prontas para a aquisic¸a˜o de dados. Uma das experieˆncias
do LHC e´ ATLAS, e com uma energia no centro de massa de 14 TeV, este sera´ capaz de
detectar um conjunto grande de novas partı´culas e interacc¸o˜es. A descoberta potencial
de nova fı´sica deve ser tida em conta, sendo que, para este propo´sito, as secc¸o˜es eficazes
de produc¸a˜o destas interacc¸o˜es devem ser conhecidas com elevada precisa˜o, requerendo
uma determinac¸a˜o rigorosa da luminosidade. Para este efeito, a experieˆncia ATLAS
inclui treˆs detectores na regia˜o forward. Nesta tese, um desses detectores, ALFA, que sera´
o u´nico capaz de medir a luminosidade absoluta do LHC, sera´ descrito. Para se alcanc¸ar
elevada precisa˜o na determinac¸a˜o da luminosidade, condic¸o˜es rigorosas no desempenho
do detector sa˜o requeridas. O detector continua em fase de construc¸a˜o. No ano passado,
um proto´tipo completo foi ensaiado no CERN com um feixe de proto˜es, de modo a se
poder avaliar o seu desempenho e as caracteristicas com que foi desenhado. Nesta tese,
os resultados obtidos do referido ensaio sera˜o apresentados e discutidos.
Palavras chave: ATLAS, ALFA, luminosidade, proto´tipo, desempenho.
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Resumo
Quando emfinais de 2009, o colisor deHadro˜es doCERN,LHC, entrar em funcionamento,
as suas quatro experieˆncias principais estara˜o prontas para o inı´cio da aquisic¸a˜o de dados.
Uma das experieˆncias do LHC e´ ATLAS, e com uma energia de centro de massa de 14
TeV, esta sera´ capaz de detectar um conjunto grande de novas partı´culas e interacc¸o˜es. A
descoberta potencial de nova fı´sica deve ser tida em conta, sendo que, para este propo´sito,
as secc¸o˜es eficazes de produc¸a˜o dessas interacc¸o˜es devem ser conhecidas com elevada
precisa˜o, requerendo uma determinac¸a˜o rigorosa da luminosidade. Para este efeito, a
experieˆncia ATLAS inclui treˆs detectores na regia˜o forward, ou por outras palavras, na
regia˜o de baixos momentos transversos. De entre esses detectores destaca-se o detector
ALFA, sendo que o seu principal objectivo e´ a medida da luminosidade absoluta do LHC
no ponto de intercc¸a˜o do detector ATLAS. Estando aı´nda em fase de construc¸a˜o, um
proto´tipo do detector ALFA foi submetido a um ensaio com um feixe de proto˜es de alta
energia no CERN, no vera˜o de 2008. E´ neste contexto que esta tese se insere e onde os
resultados obtidos no referido ensaio com feixe sera˜o apresentados e discutidos.
Comec¸aremos no primeiro capı´tulo por referir que a luminosidade de um colisor e´ uma
medida da intensidade dos feixes de partı´culas que colidem, dando-nos uma indicac¸a˜o
da taxa de interacc¸o˜es por unidade de secc¸a˜o eficaz. Falaremos tambe´m de forma breve
dos treˆs detectores forward de ALTAS, nomeadamente ZDC, LUCID e ALFA .
Num segundo capı´tulo introduziremos o CERN, o LHC e as suas quatro experieˆncias
principais, ALICE,LHCb, CMSeATLAS, ondeosprincipais objectivosdestas experieˆncias
sera˜o apresentados. Sera´ tambe´m neste capı´tulo apresentada a fı´sica ao alcance do LHC.
Com a referida energia no centro de massa de 14 TeV, o LHC tem um forte potencial
para cobrir um conjunto de to´picos de fı´sica muito interessantes. De entre esses to´picos
destaca-se a potencial descoberta do bosa˜o de Higgs, bem como a descoberta de fı´sica
para la´ do modelo padra˜o, como por exemplo supersimetria.
No terceiro capı´tulo, o detector ATLAS sera´ introduzido com maior detalhe, onde as
suas componentes sera˜o descritas separadamente. Este e´ um detector desenhado para a
observac¸a˜o de coliso˜es prota˜o-prota˜o, contudo, parte do seu planeamento anual tambe´m
contlempa a observac¸a˜o de coliso˜es entre io˜es pesados.
iii
O detector interno, iner detector, esta´ colocado dentro de um solenoide supercondutor
central e que produz um campo magne´tico de 2T. Este e´ o subdetector de ATLAS que se
encontra mais pro´ximo do ponto de interacc¸a˜o, tendo sido concebido para a medic¸a˜o do
momento de partı´culas carregadas e para a determinac¸a˜o dos ve´rtices das interacc¸o˜es.
Localizados do lado de fora do solenoide que rodeia o detector interno encontram-
se os calorı´metros de ATLAS. Estes sa˜o o calorı´metro electromagne´tico e o calorı´metro
hadro´nico. O primeiro foi construı´do para a identificac¸a˜o de partı´culas electromagne´ticas
como foto˜es e electro˜es, sendo que o segundo e´ dedicado a` detecc¸a˜o de jactos hadro´nicos.
Ambos os calorı´metros ira˜o determinar a energia transversa em falta, energia essa que e´
essencial para estudos de fisica nova.
O maior dos subdetectores de ATLAS e´ o espectro´metro de muo˜es. Os muo˜es podem
atravessar o detector interno e os calorı´metros com pouca perda de energia, sendo que e
o momento destas partı´culas e´ medido neste detector. Um sistema de magnetes confere
um campo magne´tico de 4.1T ao espectro´metro de muo˜es.
O capı´tulo quatro sera´ dedicado a` medida da luminosidade. Diferentes me´todos de
determinar a luminosidade absoluta sera˜o apresentados.
Uma das formas de medir a luminosidade e´ a partir dos paraˆmetros do LHC, sendo
que com este me´todo a incerteza namedida da luminosidade podera´ atingir os 5%. Outra
forma e´ a partir de processos fı´sicos bem conhecidos. Umdos processosmais promissores
e´ a conhecida troca de foto˜es na disperssa˜o de proto˜es, conduzindo a` produc¸a˜o de pares de
muo˜es. Este me´todo podera´ conduzir a uma incerteza na ordem de 1% a 2%. A produc¸a˜o
de boso˜es W e Z sera´ tambe´m discutida. O conhecimento das suas secc¸o˜es eficazes
podera´ ser utilizado como me´todo para determinar a luminosidade absoluta, contudo,
a incerteza associada sera´ de 5% a 10%, o que esta´ longe do requerido. A medida a
partir da disperssa˜o ela´stica para aˆngulos pequenos sera´ tambe´m apresentada, sendo
que nesta regia˜o, se torna possı´vel alcanc¸ar a regia˜o de interfereˆncia entre a disperssa˜o
de Coulomb e nuclear. E´ precisamente na zona onde a interfereˆncia Coulomb/nuclear e´
ma´xima, que o detector ALFA ira´ aplicar o seu me´todo, esperando-se que com o tempo
se possam atingir incertezas na luminosidade da ordem dos 2%. Sera´ tambe´m discutida a
importaˆncia de uma boa determinac¸a˜o de luminosidade para estudos de fı´sica. De facto,
a precisa˜o com que e´ medida uma secc¸a˜o eficaz, depende em grande parte na precisa˜o
com que e´ conhecida a luminosidade, pelo que, uma boa determinac¸a˜o desta se torna
muito importante.
O detector ALFA sera´ apresentado em maior detalhe no capı´tulo cinco. Este e´ um
detector de trac¸os que sera´ instalado no tunel do LHC na direcc¸a˜o do feixe de proto˜es.
De forma a detectar proto˜es difundidos a pequenos aˆngulos, os detectores devem
aproximar-se ate´ cerca de 1 mm do feixe. Para este objectivo, os mesmos sera˜o montados
em potes romanos. Quatro unidades com dois potes cada sera˜o instaladas a 240 m para
cada um dos lados do ponto de interacc¸a˜o de ATLAS. O sistema de identificac¸a˜o de trac¸os
destes detectores e´ constituı´do por fibras opticas sintilantes de secc¸a˜o quadrada,montadas
segundo uma geometria ortogonal conhecida como geometria UV. Ao todo, cada detector
tem dez planos de fibras U e dez planos de fibras V. Os aspectos fundamentais da
electro´nica e do sistema de aquisic¸a˜o de dados sera˜o tambe´m eles descritos.
O capı´tulo seis e´ finalmente dedicado a` apresentac¸a˜o e a` discussa˜o dos resultados
obtidos durante o ensaio ao detector efectuado no CERN.
O objectivo principal do teste com feixe foi a caracterizac¸a˜o do detector completo num
pote romano, tal como foi desenhado. A montagem experimental sera´ descrita, onde um
telesco´pio de Silı´cio de elevada resoluc¸a˜o para a identificac¸a˜o de trac¸os de partı´culas sera´
apresentado. Durante os testes, alguns problemas te´cnicos surgiram, tendo limitado o
trabalho palaneado. O deficiente funcionamento de algumas componentes de electro´nica,
ditaram que apenas metade dos planos UV estavam operacionais em grande parte do
tempo em que decorreram os ensaios. O trabalho apresentado sera´ essencialmente focado
na ana´lise dos dados adquiridos com cinco camadas U e cinco camadas V ligadas ao
sistema de aquisic¸a˜o (configurac¸a˜o 5U/5V).
A qualidade da reconstruc¸a˜o de trac¸os no telesco´pio de Silı´cio sera´ analisada de forma
a seleccionar os dados relativos a uma boa identificac¸a˜o espacial de trac¸os e proceder a
estudos de desmpenhodoproto´tipo-2 dodetectorALFA. Para este objectivo, a ana´lise sera´
focada em primeiro lugar na multiplicidade de eventos em cada plano activo. Os passos
seguintes sera˜o dedicados ao estudo da resoluc¸a˜o do detector para trac¸os de partı´culas
carregadas, a` eficieˆncia de cada camada activa e a` eficieˆncia da reconstruc¸a˜o de trac¸os.
Sera˜o tambe´m analisadas, para cada um destes passos, as dependeˆncias na alta tensa˜o
aplicada, HV, e no limiar mı´nimo de energia para aceitar um evento, DAC.
A resoluc¸a˜o espacial esperada para o detector ALFA e´ de 30 µm. Foi verificado que
para uma configurac¸a˜o 5U/5V, a resoluc¸a˜o obtida e´ da ordem dos 50 µm. Este valor estara´
de acordo com o esperado para um detector completo, pois, por extrapolac¸a˜o, obtem-se
uma resoluc¸a˜o de 34 µm, que esta´ pro´xima do referido valor pretendido de 30 µm para
um detector completo 10U/10V. Quanto a`s eficiencias de camada e de reconstruc¸a˜o de
trac¸os, os valores requeridos eram de 90% e 95% respectivamente. A eficieˆncia me´dia de
camada obtida e´ da ordem 90%, o que esta´ dentro do requerido. Por seu lado, a eficieˆncia
da reconstruc¸a˜o de trac¸os e´ da ordem de 87%, impondo pelo menos oito eventos nas dez
camadas activas. Foi tambe´m verificado que o desempenho do detector era optimizada
para os valores da DAC e da HV de 2000 e 900V ou 950V respectivamente. Contudo,
e´ importante referir que a desmpenho do detector tera´ que ser melhorada num futuro
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1 Introduction
The Large Hadron Collider, LHC, will start operations in the end of 2009. It is one of the
most expected projects by particle physicists around the world. The LHCwill replace and
upgrade the existing particle colliders both in terms of its center of mass energy, 14 TeV,
as well as in luminosity.
One of the experiments at the LHC is the ATLAS, A Toroidal LHC AparatuS,
experiment, situated at the interaction point 1 (IP1) close to the main site of CERN.
The luminosity of a collider is by definition a measure of the intensity of an
accelerator’s colliding beams and indicates the interaction rate per unit cross section. The
luminosity can be specified as either an instantaneous or integrated measurement both of
which are important to all physics studies and results, as well as the overall accelerator
performance. To obtain the experimental cross sections for the observed physics processes
an absolute luminosity measure is needed. Relative luminosity monitoring is also
necessary in order to determine the partial luminosity for each physics run, once a
correspondence to an absolute luminosity for each run canbedetermined. This is precisely
one of the roles of the ATLAS forward detectors. This system consists of three detectors:
• The LUCID, LUminosity measurement using Cherenkov Integrating Detector, at
±17 m. This detector is the only forward detector that will measure the the relative
luminosity for ATLAS and it will be done by conting the average number of charged
particles per bunch crossing.
• The ZDC, ZeroDegree Calorimeter, at ±140 m, which will contribute to the physics
studies of the central and forward ATLAS detectors, particularly for diffractive
processes such as forward neutrons with rapidities of 8.3 and higher.
• TheALFAdetector,AbsoluteLuminosity ForATLAS, at± 240m from the IP1, which
will measure elastic scattering at small angles to determine the absolute luminosity
in the Coulomb region. It’s also important to note that the ALFA detector will only
operate in special low luminosity (1027cm−2s−1) runs. During the high luminosity
runs, i.e. 1034cm−2s−1, the LUCID detector will measure the relative luminosity;
ALFA will then provide an absolute calibration for LUCID so that it can furnish
precise absolute luminosity results during ATLAS data-taking.
1
1 Introduction
InAugust 2008, for thefirst time, a fullALFAprototypewas testedwith ahigh energy
proton beam. The main objective of this thesis is to study the prototype performance,
where we will focus on the track resolution, track efficiency and to asses its profile, on the
layer efficiency. In order to describe the context where the ALFA detector is inserted, we
will start in chapter 2 by a short description of the LHC experiments and its main physics
goals. Since the ALFA detector is inserted in the ATLAS experiment, a more detailed
description of the ATLAS detector will be done in chapter 3. While in chapter 4 different
methods for luminosity measurement including the ALFA method will be presented,
chapter 5 is dedicated to a description of the ALFA detector. Finally, in chapter 6, the
results of the mentioned test with a proton beam will be presented and discussed.
2
2 CERN, the LHC and its experiments
2.1 CERN
CERN, the European Organization for Nuclear Research, was founded 1954 in Geneva
and is located on the Swiss-French border. At the time of its founding it was supposed
to be a new collaborative research laboratory to unite all European nuclear and particle
physics efforts. Nowadays, CERN is the world largest particle physics facility with 20
member states and 3000 local employees. In addition, 6500 visiting scientist from over
500 universities and 80 countries work at CERN to do their research.
CERN’smain function is to provide the particle accelerators and other infrastructure
needed for high-energy physics research. Numerous experiments have been constructed
at CERN by international collaborations to make use of them. It is also noted for being
the birthplace of the World Wide Web. The main site at Meyrin also has a large computer
centre containing very powerful data processing facilities primarily for experimental data
analysis, and because of the need to make them available to researchers elsewhere, has
historically been (and continues to be) a major wide area networking hub.
2.2 The Large Hadron Collider
The LargeHadronCollider (LHC) is a proton-proton collider currently being completed at
CERN. When taken into operation in 2009, it will be the world largest particle accelerator
with the highest collision energy. The planning for the LHC started in the mid-80s, before
its predecessor, LEP, was even operational. In 1994 the construction of CERN Large
Hadron Collider was officially approved. The LHC is being installed into the existing 27
km LEP tunnel [1].
2.2.1 Layout
The LHC will accelerate two proton beams moving in opposite directions. In order to
keep the beams in their orbits each beam pipe has its own set of bending magnets. These
magnets have to be operated at a magnetic field up to 8.4T for the LHC to reach a center-
of-mass energy of 14TeV. The only practical way to produce such a high magnetic field is
3
2 CERN, the LHC and its experiments
by using superconducting magnets. Almost 1300 of these are installed in the LHC tunnel
andwill be operated at∼ 1.9K using superfluid helium. The two separated beampipes are
integrated into a so-called two-in-one design where the coils of both pipes are integrated
into one cryostat.
Figure 2.1: The LHC and its experiments.
2.3 Experiments at the LHC
There are four experiments forseen at the LHC: Alice, LHCb, CMS and ATLAS. Each one
of these is introduced in the following paragraphs.
1. ALICE: Alice is a dedicated heavy-ion detector. It will be able to identify and
measure most of the particles produced in pp and especially Pb-Pb collisions. At
the high energy densities available at LHC, one hopes to find the formation of a
quark-gluon-plasma.
2. LHCb: LHCb will study B-physics such as rare phenomena in B-meson decays and
precise measurements of CP-Violation.
3. CMS: CMS is one of the two general purpose detectors operated at LHC. Using
highest energy pp-collisions it will be sensitive to physics beyond the Standard
Model, such as supersymmetry. But also heavy ion collisions are studied and
4
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Standard Model Higgs bosons are searched for with CMS. Although the CMS
detector is smaller than ATLAS it weighs almost twice as much, namely 12500
t. That is because the detector itself was built around a 13 m long superconducting
solenoid which is 5.9m in diameter and reaches a magnetic field of 4 T. The layout
of CMS is therefore rather compact in comparison to ATLAS giving it the name
Compact Muon Solenoid.
4. ATLAS: Multipurpose detector which will study physics within and beyond the
Standard Model. The ATLAS detector will be discussed in the next chapter.
2.4 Physics at the LHC
With a total energy of
√
s = 14 TeV, the LHC has a great potential for a number of very
interesting physics topics. Among these are the possible discovery of the Higgs boson
and physics beyond the Standard Model (SM), such as Supersymmetry (SUSY). In the
next sections we will explain the main goals of the SM and SUSY physics at LHC in more
detail.
2.4.1 The Standard Model of Particle Physics




fermions. The fermions of the Standard Model are categorized into quarks and leptons,
and come in three families. Leptons can interact via the electroweak interaction but not
the strong interaction. Quarks can interact via the electroweak and strong interactions.
Although experiments have verified the accuracy of the Standard Model to high
precision, it is still unable to answer some fundamental questions in a number of areas.
For example, the fundamental question of why there are only three families of quarks
and leptons is unanswered. Also, the other fundamental force, gravity, has yet to be
incorporated within the Standard Model. Finally, the mechanism by which mass is
generated, the Higgs mechanism, has yet to be experimentally verified.
The StandardModel although accurate, has 19 free parameters comprised of 3 gauge
coupling constants (ge, gw, gs), 2 parameters of the Higgs potential (mH,mW), 9 fermion
masses (mu;md;mc;ms;mb;mt;me;mµ;mτ), 3 mixing angles (θ12;θ23;θ13) and 1 phase angle
δ in the Cabibbo-Kobayashi-Maskawa matrix, and 1 vacuum parameter of QCD (θCP).
The fundamental fermions and bosons of the Standard Model are listed in Tables (2.1)
and (2.2), respectively.
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Fundamental Fermions (Spin s = 1/2)
Quarks Leptons
Flavour Charge Mass (MeV/c2) Flavour Charge Mass (MeV/c2)
Up (u) +2/3 1.5 to 4.5 Electron neutrino (νe) 0 < 1.5×10−6
Down (d) −1/3 5 to 8.5 Electron (e−) −1 0.511
Charm (c) +2/3 5 to 8.5×103 Muon neutrino (νµ) 0 < 1.9×10−4
Strange (s) −1/3 80 to 155 Muon (µ−) −1 105.7
Top (t) +2/3 170 to 179×103 Tau neutrino (ντ) 0 < 18.2
Bottom (b) −1/3 4.1 to 4.4×103 Tau (τ−) −1 < 1777.1
Table 2.1: Fundamental Fermions of the Standard Model.
Fundamental Bosons (Spin s = 1)
Interaction Boson Gauge Group Charge Mass (MeV/c2)
Electromagnetic Photon (γ) U(1) 0 0
Weak W boson (W) SU(2) 1 80.4×103
Weak Z boson (Z) SU(2) 0 91.2×103
Strong Gluon (g) SU(3) 0 0
Table 2.2: Fundamental Bosons of the Standard Model.
The foundations of the Standard Model are based upon the theories of Quantum
Electrodynamics (QED), the Electro-weak interactions from theGlashow-Weinberg-Salam
model and the description of the weak force via the exhange of massive vector bosons,
and Quantum Chromodynamics, which describes the strong colour field interactions of
the quarks. More details can be found in [2], [3], [4] and [5]. BothQED andQCDare gauge
theories. The Standard Model gauge group is the product group SUC(3)×SUL(2)×UY(1)
associated with the colour (c), weak and hypercharge (Y) symmetries. The subscript
L indicates that the charged weak interaction involves couplings only to the chiral-left
handed component of the fermion. Within the StandardModel one ormore gauge bosons
mediate each of the forces. The SUC(3) strong force mediated by 8 massless gluons, while
the SUL(2) weak force is mediated by the three massive bosons W
+, W− and Z0. Finally
the UY(1) electromagnetic force is mediated by the massless photon. However the gauge
bosons must be massless in gauge theories.
Therefore the question arises as how can the W and Z acquire mass while still
satisfying the requirement of local gauge invariance. The Higgs mechanism requires
the spontaneous symmetry breaking of the local SUL(2)×UY(1) gauge symmetry, and is
the spontaneous symmetry breaking process which will be behind the mass generation
mechanism for the weak gauge bosons and the massive quarks and leptons. The
mechanism postulates the existence of a massive scalar particle known as the Higgs
boson which has yet to be discovered. The discovery of the Higgs is the principle goal of
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the Large Hadron Collider (LHC) at CERN.
2.4.2 Supersymetry
As stated above, the gauge symmetry group of the Standard Model is SUC(3)×SUL(2)×
UY(1) , where SUC(3) is the symmetry of the strong interaction and SUL(2)×UY(1) is the
symmetry of the electroweak interaction. While SU(3) seems unbroken, the electroweak
symmetry is broken by the Higgs mechanism, spontaneously giving mass to W± and
Z0 bosons. Although the SM has been tested and measured precisely, this symmetry
breaking mechanism has not. Moreover, there are still several unsolved questions with
theHiggs scalar of this theory. ThisHiggs particle, still undetected, is responsible formost
of the free parameters of the SM (i.e. gauge couplings, number of chiral families, Higgs
parameter, Yukawa coupling andweak scale). Furthermore, quantum physics shows that
radiative corrections to a fundamental scalar mass δmH produce a quadratic divergence
in that mass. This divergence is unphysical as the theory is not applicable for infinite
momentum and will break down for momenta approaching a so-called ”cut-off” scale
where new physics come into play. The so-called ”fine-tuning” problem arises as the
quadratically divergent corrections try to push the Higgs mass to the Planck scale:
m2H = −m20+ g2Λ2 (2.1)
wherem0 is the bare Higgs mass parameter and g is a dimensionless coupling parameter.
The value of mH is known to be of the order of the electroweak scale (≈ 102GeV). Thus,
the above equation then states, that if Λ is as large as the Planck scale and g is of order
unity, then m0 must be tuned to incredible precision in order to keep mH in the above
order of magnitude. Although this is not impossible, it is seen as an unpleasant feature of
the SM. Therefore, a new symmetry was introduced that cancels the divergences arising
from radiative corrections without any fine-tuning.
This new symmetry is called supersymmetry (SUSY) [6]. The basic principle of SUSY
is a connection between bosons and fermions. For each boson a fermionic counterpart is
introduced (and vice-versa) that is identical in all quantum numbers (called ”sparticle”).
This is only possible because SUSY is not an internal symmetry like all the other known
symmetries in particle physics. If SUSY was an unbroken symmetry, each fermionic term
in radiative correction calculations would be exactly cancelled by its supersymmetric
bosonic counterpart, whose term is of opposite sign. Thus, no fine-tuning is needed.
Nevertheless, SUSY cannot be unbroken as a bosonic superpartner to the electron with
the exact same mass would have been detected long ago. SUSY, if present in nature, must
therefore be a broken symmetry with sparticle masses in the range of 100 GeV in order
to avoid fine-tuning problems again. If detected at the LHC experiments, these sparticles
7
2 CERN, the LHC and its experiments
would be a clear sign for supersymmetry in nature.
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ATLAS is a multi-purpose detector designed for the observation of proton-proton
collisions at the LHC. Heavy ion collisions will also form a portion of the annual running
for the LHC facility, and therefore is a further component of the ATLAS physics program.
It is 44 m long, 22 m high and weighs about 7000 tons. There are over 200 collaborating
institutes contributing to ATLAS with over 2000 physicists, scientists and engineers as
ATLASmembers. The ATLAS detector can be divided into 4 parts: The inner detector, the
calorimeters, the muon spectrometer and the magnet system. Each of these is discussed
briefly in this chapter. Figure (3.1) shows a schematic view of the ATLAS detector. For
more details see the ATLAS Technical Design Report (TDR) [16].
Figure 3.1: Schematic view of the ATLAS detector.
3.1 The Inner detector
The detector placed inside the superconducting central solenoid with a magnetic field
of 2T is called the inner detector. It is closest to the interaction point (IP) and it will
measure the momenta and tracks of charged particles in the pseudorapidity1 range of
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−2.5 < η < 2.5, and it will also determine the interaction vertices. A schematic view of the
ATLAS inner detector is shown in Figure (3.2). The inner detector is 6.2 m long and has
a diameter of 2.1 m. It consists of 3 components, the pixel detector, the semiconductor
tracker (SCT) and the transition radiation tracker (TRT). The innermost part is made up of
the pixel detector. It contains 3 layers of high-resolution silicon sensors with roughly 80
million read-out channels. It allows three position measurements of charged tracks and
determines the track impact parameters. The silicon sensors are structured in rectangular
pixels of 50 µm×400 µm. The main unit of the pixel detector is constructed from 16 pixel
chips containing 320 pixels each. In addition to the three barrel-shaped silicon-layers at
average radii of 4 cm, 10 cm and 13 cm, there are 4 discs of silicon at each end of the pixel
detector corresponding to the following |z|-positions: 47.3 cm, 63.5 cm, 77.8 cm, and 107.2
cm. With a total of 1.4× 108 channels a resolution of 60 µm along the z-axis (beam-axis)
and 12 µm in φ is reached.
The semiconductor tracker is the middle component of the inner detector. It consists
of 4 barrel-shaped layers of double-sided narrow silicon strips plus 9 axial wheels also
made-up of strips. In total, there are 6.2×106 strips with a width of 80 µm on 61m2. The
SCT provides eight position measurements per track, contributing to the measurement of
momentum, impact parameter and vertex position. In φ, a spatial resolution of 16 µm is
reached, whereas the z-coordinate can be determined to an accuracy of 580 µm.
The outermost part of the inner detector consists of the transition radiation tracker.
It is a combination of a straw tube tracker and a transition radiation tracker. Transition
radiation is induced by relativistic particles crossing the interface of two media with
different dielectric constants. The straws of the detector are each 4 millimeter in diameter
and filled with a non-flammable mixture of 70%Xe, 20%CO2 and 10%CF4. Each straw
is equipped with a gold-plated tungsten wire of 30 µm diameter. In between the straws
there are different radiator materials providing further transition radiation signals in
the straws. The TRT has about 351000 straws in total and provides several pieces of
information: the distance of closest approach of the particle tracks to the anode wire
(via drift-time measurements) and the energy deposited in the straw. This energy is
the sum of ionisation losses of the charged particle crossing the straw and the energy
depositions due to transition-radiation photon absorption. This technique yields robust
pattern recognition and position measurement in η and z coordinates to high precision.




Figure 3.2: Schematic view of the ATLAS inner detector.
3.2 Calorimeters
The calorimeters are located outside the central solenoid magnet that surrounds the inner
detector. They are used to identify photons, electrons and jets with energies from 10
GeV to 1TeV, and they will determine the missing transverse energy. All calorimeters
used in ATLAS are sampling calorimeters. In sampling calorimeters the functions of
particle absorption and active signal readout are separated. The calorimeter system of
ATLAS can be divided into 4 parts: The electromagnetic calorimeter (ECAL) covering
the region |η| < 3.2, surrounded by the hadronic barrel calorimeter in the region |η| < 1.7,
the hadronic end-cap calorimeters covering 1.5 < |η| < 3.2 and the forward calorimeters
covering the pseudorapidity range 3.1 < |η| < 4.9. The electromagnetic calorimeters in
ATLAS are constructed from lead absorbers interleaved with layers of liquid argon as
active material. Together with the results from the inner detector, the ECAL is used to
detect and measure electromagnetic particles such as electrons and photons. The fine
segmentation of electrodes in the ECAL allows to measure the shape of particle-showers
very precisely. The energy resolution is
10%√
E
⊕0.5% (E in GeV) for electrons. The liquid
argon technology is also used in the hadronic end-cap calorimeters, where the absorbers
are flat parallel copper plates. The hadronic barrel calorimeter (HCAL) is built around
the ECAL with radii from 2.28m to 4.23m. It uses large steel absorbers equipped with
scintillating tiles as active material and for readout. In the HCAL, the energy of hadrons
can be measured with an accuracy of
50%√
E
⊕ 3%(E in GeV). The range 3.1 < |η| < 4.9 is
covered by the highdensity forward calorimeter (FCAL)made-up of copper and tungsten.
Figure (3.3) shows a schematic view of the ATLAS calorimeter system. More details about
ATLAS calorimeters can be found in [7] and [8].
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Figure 3.3: Schematic view of the ATLAS calorimeter system.
3.3 The muon spectrometer
Muons can traverse the inner detector and calorimeters without much energy-loss.
Therefore, the muon spectrometer marks the outermost and biggest part of the ATLAS
detector. It has a diameter of 25 m and is 44 m long. Figure (3.4) provides a three
dimensional view of the ATLAS Muon Spectrometer system [9]. Four different chambers
are utilized within the ATLAS Muon Spectrometer system. They are arranged such that
particles coming from the interaction point traverse at least three stations of chambers,
and the position of the chambers are optimised to provide full coverage and momentum
resolution.
In the barrel region the chambers are arranged into three concentric cylinders centred
around the beam axis at radii of 5, 7.5 and 10 m and provide coverage over the range of
|η| < 1. A small opening is present in the central plane at η = 0 to allow for the passage
of cables for the Inner Detector, central solenoid and calorimeters. The inner, middle and
outer stations of chambers are arranged into projective towers. Within a given projective
tower the chambers are optically connected by alignment rays so as to monitor their
relative positions. The endcap chambers provide coverage over the region of 1 < |η| < 2.7
and are arranged into four disks in each endcap at distances of 7, 10, 14 and 21-23 m from
the interaction point. For both the barrel and endcaps the chambers are arranged into
a 16-fold azimuthal segmentation, matching the eight-fold azimuthal symmetry of the
ATLAS magnet structure. Large chamber sectors provide coverage between the barrel




The Muon Spectrometer trigger is provided by three RPC (Resistive Plate Chamber)
stations in the barrel, and three stations of TGCs (Thin Gap Chambers) in the end-
cap regions. Precision measurement of the muon tracks through the Spectrometer
are provided by the CSC (Cathode Strip Chambers) and MDT (Monitored Drift Tube)
chambers.
The MDT chambers consist of aluminium tubes of 30 mm diameter and 400 µm
thickness with a 50 µm diameter central wire. The length of the aluminium tubes varies
from 70 to 630 cm. The gas mixture of 93%Ar and 7% CO2 at an absolute pressure of 3 bar
provide for a maximum drift time of approximately 700 ns and a single-wire resolution
of 80 µm. The CSC are multi-wire proportional chambers with a segmented cathode strip
readout providing position measurements with a resolution better than 60 µm from the
avalanche formed on the anode wire.
The RPC is a gaseous detector constructed without wires from two detector layers
and four readout strip panels. Both η and φ strips parallel and perpendicular to the MDT
chamber wires provide two coordinate measurements, and typically provide space and
time resolutions of 1 cm and 1 ns, respectively. The narrow gas gap is is formed by two
parallel resistive bakelite places separated by 2 mm thick insulating spacers. Operating
with a gas mixture of C2H2F4 the ionization electrons are multiplied into avalanche mode
by a uniform electric field of 4.5 kV/mm.
Finally, the TGCs are similar in design to multiwire proportional chambers except
that the anode wire pitch is larger than the anode-cathode separation. The anode wires
and readout strips are arranged parallel and orthogonal, respectively, to the MDT wires
and provide both spatial and trigger information. The TGCs are operated with a mixture
of 55%CO2 and 45%n-pentane in saturationmode enabling the detector to be only slightly
sensitive to mechanical deformations while providing short electron drift times and good
time resolution.
3.4 Magnet system
The ATLAS superconducting magnet system consists of two parts: A central solenoid
provides a magnetic field of 2T for the inner detector to bend the tracks of the shortlived
particles. The second part consists of three large air-core toroids generating a large
magnetic field of up to 4.1T for the muon spectrometer. Both systems are indirectly
cooled by helium at 4.5K which is provided by a central refrigerating plant located in a
side cavern. As the central solenoid is positioned in front of the calorimeter systems it
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Figure 3.4: Schematic view of the ATLAS muon system.
needs to be as thin as possible in order not to influence calorimeter measurements. It is
therefore integrated in the vacuum vessel of the liquid argon calorimeter, eliminating two
additional vacuum walls. The three air-core toroids are divided into one barrel toroid
and two end-cap toroids. The barrel toroid has a length of 25m and an outer diameter of
20m. It utilizes 8 toroid coils which are integrated in individual cryostats. The end-cap




With a planed centre of mass energy of 14 TeV, the colliding beams of the LHC will be
able to produce a lot of different particles and interactions, where the potential discovery
of new physics should be considered. To achieve this, the production cross sections σint
of such interactions should be high enough, so that we can study them. The quantity
which measures the ability of the particle accelerator to produce the required number of
useful interactions, events, is called luminosity and is usually represented by the letter
L . It is defined as the proportionality factor between event rate or number of events N
per second in a collider and the cross section σint.
N˙ =L ·σint. (4.1)
The luminosity will then be expressed in units of cm−2s−1.
Some of the most important methods of luminosity measurement will be discussed
in this chpater as well as the required beam optics in order to achieve precise estimations
on the absolute luminosity at the ATLAS Interaction Point. More details about this can
be found in [10].
4.1 Methods of absolute luminosity determination
4.1.1 Measurement from machine parameters
Lets consider two proton bunches containing n1 and n2 particles which collide with the





where σx and σy characterize the Gaussian transverse beam profiles in the horizontal and
vertical directions. In the expression (4.2), it is assumed that the bunches are identical in
the transverse profile, the profiles are independent of the position along the bunch and
the particle distributions are not changed during a collision. Whatever the distribution
at the source, by the time the beam reaches high intensity, the Gaussian form is a good
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approximation thanks to the central limit theorem of probability1 and the diminished
importance of space charge effects.
The beam size can be expressed in terms of two quantities, one termed the transverse
emittance, ǫ, and the other , the amplitude function, β. The transverse emittance is a beam
quality concept reflecting the process of bunch preparation, extending all the way back
to the source of hadrons and, in the case of electrons, mostly dependent on synchrotron
radiation. The amplitude function is a beam optics quantity and is determined by the






Of particular significance is the value of the amplitude function at the interaction point,
β∗. Clearly one wants β∗ to be as small as possible; how small depends on the capability
of the hardware to make a near-focus at the interaction point.
Considering the emittance and the amplitude function in the horizontal and vertical







Thus, to achieve high luminosity, what we have to do is make high population bunches
of low emittance to collide at high frequency at locations where the beam optics provides
as low values of the amplitude functions as possible [12].
For the case of circular beam profiles, we have σx = σy = σr and the luminosity can





The revolution frequency in a collider is accurately known. The number of particles
circulating will be continuously measured with beam current transformers to roughly a
10−2 accuracy. However, we also have to make sure that there is no significant unknown
component of particles outside the nominal bunches and thus the determination of
number of particles contributing to the luminosity is non trivial. Still the dominant
1In probability theory, the central limit theorem (CLT) states conditions underwhich the sumof a sufficiently
large number of independent randomvariables, eachwith finitemean andvariance, will be approximately
normally distributed. Since real-world quantities are often the balanced sum of many unobserved
random events, this theorem provides a partial explanation for the prevalence of the normal probability
distribution. The CLT also justifies the approximation of large-sample statistics to the normal distribution
in controlled experiments.
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uncertainty in the prediction of the absolute luminosity from machine parameters is
expected to come from the knowledge of the effective beam sizes [13].
During the startup phase of LHC operation, the resulting error from this method on
luminosity will be around
∆L
L
≈ 0.25, although this error might be reduced to 5% after
some time due to studies on systematic errors.
4.1.2 Measurement from well-calculable physics processes
Themost promissing example of a QED process for hadron colliders is the production of a
muon pair by double photon exchange. In the figure (4.1) such a double photon exchange
is schematized. The production of di-muon pairs from the collision of two photons at the
Figure 4.1: Production of di-muon pairs by double photon exchange.
LHC is typically centrally produced with low transverse momentum and small invariant
mass. This process is experimentally clean, but due to the high pT threshold of LHC
experiments (pT(µ+µ−) > 1GeV), the cross section of pp→ pp+µ+µ− is small (1 to 15 pb)
and this process can not be used for the luminosity monitoring. Nevertheless, it provides
for the absolute calibration of any stable high-rate monitor the statistical accuracy of 1%
to 2% after few months of operation [14].
Another process that has been proposed, and has been studied in some detail by
ATLAS, is the QCD production of the W± and Z0 gauge bosons, and the measurement
of their production rate times leptonic branching fraction. With this process it’s possible
to measure the parton luminosity directly, which may serve to normalize the parton
luminosity in many other production processes of interest. Alternatively, W±/Z0 boson
production is one of the best known QCD processes, and has been the subject of much
recent intense theoretical work. At the required level of precision, the Electroweak
corrections also need to be considered as well. Although the rate forW± or Z0 production
17
4 Luminosity measurement
processes is rather high at LHC, the uncertainties in the cross-section calculations are in
the range of 5% to 10% at the moment, which is rather poor. The aim is mastering the
uncertainty in the calculation of the experimental acceptance at the percent level, so that
themeasurement is dominated by the theoretical uncertainty on the absolute cross-section
value [10].
4.1.3 Measurement from elastic scattering at small angles
The rate of elastic scattering events is linked to the total interaction rate through the
optical theorem, which states that the total cross section σtot is directly proportional to
the imaginary part of the forward elastic scattering amplitude, fel(t), extrapolated to zero
momentum transfer, t→ 0.
σtot = 4πIm[ fel(t→ 0)] (4.6)
Remember that t is theMandelstan variablewhich represents the square of themomentum
transfer q and for small θ can be defined as
− t = (pθ)2 (4.7)
where p is the beam momentum and θ the forward scattering angle. The equation (4.7)
is a valid approximation for the forward region, where θ is small. A precision in the
luminosity measurement of 1% to 2% can be achieved by the use of a method which
applies the optical theorem.






the forward direction simultaneously. Using the optical theorem (4.6) and (4.1), one can




















where the ρparameter is defined as the ratio of the real and imaginary parts of the forward
amplitude,





and it is sufficiently well known not to contribute significantly to the systematic error.
At the LHC it means that the detector has to be able to reach values of −t, the square
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momentum transfer, as lowas−t≈ 0.01GeV2which, at the energies of theLHC, correspond
to angles as low as 14µrad. The TOTEM2 experiment will make use of this to measure the
total cross-section without knowledge of the luminosity. It’s also important to note that
this method requires a precise measurement of the inelastic rate with good coverage in
pseudo-rapidity η. In this sense, the accuracy of the luminosity determination would be
dominated by the uncertainty of the inelastic rate at high η values.













where an independent measurement of the total cross section give us the luminosity.
ATLAS could use the total cross section as determined by TOTEM and thus determine
the luminosity at the ATLAS Interaction Point.
4.1.4 Measurement from Coulomb scattering
If smaller angles of elastic scattering are reached, then the measurement of pp Coulomb
scattering becomes possible. Luminosity and pp total cross section, σ
pp
tot, may then
be obtained without the need of any inelastic detector. The technique relies in the
measurement of elastic scattering in the regionwhere the interference between the nuclear
fN and Coulomb fC scattering amplitudes is maximum, figure (4.2). From the expression























where α is the electromagnetic coupling constant and b is the nuclear slope, which is valid
at momentum transfer of −t0 ≃ 8πα/σtot. At the LCH energy of
√
s = 14TeV, where σtot is





are of the order of 3 µrad. This is indeed very challenging, because these angles are smaller
than the intrinsic angular divergence of the beam at hight luminosity operation, which is
∆θ =
√
ǫ/β∗ ≥ 35 µrad.
2TOTal Elastic and diffractive cross section Measurements.
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In practice, what is done, is a fit of the expression (4.13) to the measured data given
the t-spectra as shown in the figure (4.2). The fit in the Coulomb-Nuclear interference
region give us the ρ parameter, the total cross section, σtot, the nuclear slope parameter, b,
and the luminosity L . To better understand should we use this method, it is important
to remember that the nuclear amplitude fN is theoretically difficult to calculate. Contrary,
the Coulomb scattering amplitude is theoretically well known and then easy to calculate.
In an experiment, we always have a Nuclear and an Electromagnetic contribution, but in




accurately and fit the experimental data in order to extract the Luminosity
with a low uncertainty. The aim of the ALFA experiment is the determination of the
absolute luminosity using this method. It is also important to note that in the figure (4.2),
the data have been plotted for ρ = 0 and ρ = 0.15 to ilustrate the Coulomb interference
region, and the strong interaction contribution for α = 0.
Figure 4.2: t-spectra: Cross-section as a function of the square of momentum transfer.
Nevertheless, the need to reach such small scattering angles, imposes very stringent
requirements on the beam optics and the beam conditions, as well as on the detectors
themselves. To reach the Coulomb interference region it is necessary to measure very
small scattering angles in the order of 3 µrad. This in turn requires both a small emitance
and a special beam optics. An optics solution fulfilling the needed requirements can be
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used in combination with rather few bunches of low intensity as compared to nominal
LHC to produce instantaneous luminosities in the range of 1027cm−2s−1 to 1028cm−2s−1.
As a matter of fact, the ALFA detectors are sensitive to the radiation, and high luminosity
runs can also damage them. For these reasons, the ALFA detectors will operate only in
dedicated special-optics low β∗ runs. Further details about beam optics can be found in
the ALFA TDR [10].
4.2 Impact of luminosity accuracy
In order to determine the experimental cross sections for the observed physics processes,
an estimation of the absolute luminosity is needed. In fact a careful study of ”well known”
processes will be one of the first steps of the LHC experiments as it can provide possible
signatures of new physics which consist in deviations with respect to the StandardModel
(SM) predictions [15].
One of the most important potential discoveries of the LHC experiments is the
Higgs boson. Assuming that it will be discovered, its properties such as its mass, width,
production rates and branching ratios, should be preciselymeasured and understood. An
accurate knowledge of its properties should give us further insights into the electroweak
symmetry-breaking mechanism and into the way the Higgs couples to fermions and
bosons. Unexpected results can also be the sign of deviations from the SM predictions.
The luminosity accuracy is expected to represent themain source of systematic errors
for the determination of the Higgs branching ratios at an integrated luminosity of 300 f b−1
[16]. The relative precision on the measurement of the Higgs-boson rates for various
channels as a function of mH for two different values of the luminosity uncertainty, 5%
and 10%, is represented in the figure (4.3). It is clearly visible that the luminosity accuracy
is the dominatinguncertainty and aprecise determination of the luminosity to 5%or better
would improve the knowledge of the Higgs boson properties. As it can be observed, for
a Higgs mass of 200 GeV, the uncertainty in the determination of the branching ratio of
the decay into ZZ is about 12% for a luminosity uncertainty of 10%. If the luminosity is
known with an uncertainty of 5%, then the uncertainty in the branching ratio turns out to
be 7%.
Another important goal of theLHCexperiments is thepotential discovery/measurement
of SUperSYmetric (SUSY) parameters. In some of the SUSY models, the reconstruction
of supersymetric particle masses is being used in order to make determinations on its
parameters. Since the theory behind suchSUSYmodels, likeMSSM,mSUGRAandGMSB,
might havemore than 120 free parameters, then thesemeasurementswill not be enough to
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fully constrain the underlying theory. Moreover, large rates of SUSY events are expected
and then, precise cross-section measurements will be included as statistical uncertainties
will be rather small. Since the precision of cross-section measurements largely depends
on the luminosity accuracy, the importance on its determination is crucial [1].
Figure 4.3: Expected precision on the value of σ ·BR as a function of the mass of the
Standard Model Higgs boson for various decay modes and two assumptions
on the luminosity accuracy.
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Themaingoal of theALFAdetector (AbsoluteLuminosityForATLAS) is themeasurement
of the absolute luminosity of the LHC (Large Hadron Colider) at the ALTAS Interaction
Point (IP), by the detection of the scattered protons at small angles. The ALFA detector is
a tracking device which will be installed in the direction of the LHC proton beam, usually
defined as the z direction. In order to measure the scattered proton at angles of ≈ 3 µrad,
the alfa detectors have to approach the circulating beam at about 1 mm from the beam
center, so, the detectors have to be placed inside a Roman Pot1. Four units of two pots each
will be assembled at the LHC tunnel. The units on each side are separated by 4 m and
almost 240m away from the IP. In the figure (5.1) a schematic view of an elastic scattering
event at the ATLAS IP detected by the ALFA Roman Pots is represented as well as the
localization of the ”Roman Pot Units”. A more detailed description of the layout and
purpose of ALFA can be found in the TDR [10].
The ALFA tracking detectors are made of 0.5 mm square scintillating optical fibers
glued on Titanium plates. Each plate contains two times 64 fibers under angles of ±45◦
relatively to a vertical axes transverse to the beam direction. It means that each group
of 64 fibers is organised in an orthogonal UV geometry, where each coordinate is also
perpendicular to the beam. An ALFA tracking system is made of 10 such Ti-plates, which
means that a complete detector is made of 20 UV layers or 10 U and 10 V layers. In the
figure (5.2) you can find a schematic representation of 4 planes for both the upper and
lower detectors that will be installed in the LHC tunnel.
5.1 The Roman Pots
5.1.1 General considerations
The technique of Roman Pots was successfully used in the past in diverse accelerator
experiments. The same technique started to be used at the LHC in the TOTEMexperiment,
where the detectors were adapted to the LHCparameters. For the ATLAS experiment, the
ALFA Roman Pots were designed in order to not disturb the LHC beam or even destroy
1The name originates from the CERN-Rome group that in the early 70th invented this technique to study
elastic scattering at the ISR.
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Figure 5.1: Schematic view of the ALFA detector at the LHC tunnel: There are
two stations placed at 240 m on each side of the IP. Each station consists in
two units separated by 4 m.
Figure 5.2: UV Geometry: On the left side, 4 planes or 8 UV layers for both the upper
and lower detectors are represented. On the right side, a single plane or a U
layer and a V layer are represented. The active detector is the region where
the U and V layers overlap.
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the detector itself while operating so close to the beam.
The Roman Pot concept consists of a movable part which houses the electronics and
tracker components, and have the capability of approaching and retracting from the beam
as it is required. As it was mentioned in the last chapter, only in special high β∗ beam
conditions the pots are moved into the working position. In order to not be damaged
by radiation, during high luminosity runs or when the beam is unstable, the detectors
are retracted. In the figure (5.3) the working and retracted position are schematized. A
”Roman Pot Unit” is a pair of two pots, one from the top and one from the bottom, and
in the figure (5.4) one of the two Roman Pot stations consistting of two units is shown.
Figure 5.3: The Roman Pot concept: on the left the pot is in the retracted position,
placed out of the beam. On the right the pot is in the working position,
approaching the beam up to 10σ of the beam spot size.
Figure 5.4: 3D view of the ALFA Roman Pot station at about 240 m of the ATLAS IP.
The Roman Pot unit will allow independent movements of its top and bottom pots.
The nominal position is reached via a high precision roller screw moved by a step motor.
The pots are mounted on bellows that allow an excursion of 58 mm for the positioning
around the coasting-beam. The two bellows are part of the main vacuum chamber that
is directly connected to one of the two LHC vacuum beam pipes. The tracking detector
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components are then inside the LHC beam pipe and should be separated from the LHC
primary vacuum.
5.1.2 The scintillating optical fibres
The ALFA tracking system is based in a scintillating optical fibres technology. The
scintillating fibre detector makes use of the fact that charged particles passing through
the active material will cause light to be emitted. This kind of detectors does not require
cooling, are simple in construction and operation, and can work at very high flux of
particles. The optical fibres have a square cross section of 0.5×0.5 mm2 and are arranged
in a so called UV or stereo geometry, as represented in the figure (5.2).
One of the most important requirements of the tracking system is the spatial
resolution. A resolution of 30 µm is required, and it is also sufficient to measure the
direction of protons at the detector in order to be able to remove background from beam-
gas interactions and beam wall interactions.
The emission spectrum varies between the wavelengths of λ ≈ 415 nm to values
higher than λ ≈ 550 nm, with a maximum in the region of the 450 nm (for short lengths
fibres). In order to minimize the optical cross-talk between neighbouring fibres, their
surface and, some of them in the end, is coated with an Al film of about 100 nm thickness,
which also acts as high quality mirror with a reflectivity of R ≈ 0.8. This work was
developed by the ATLAS Lisbon group and more details can be found here [11].
5.1.3 The trigger and the electronics
In the figure (5.5), a transversal cut of a Roman Pot is represented, where, for the upper
detector, we can see the UV fibers and its active area. The fibers of all main detectors are
routed inside the roman pot to connectors which are coupled to 64-channelMulti-Anode
PhotoMultiplier Tubes, MAPMTs, where the light collected from the fibers produced by
a traversing particle will be converted into a digital signal. Altogether, the 23 MAPMT’s
readout the 20 layers of the main detector. Mounted directly on the back of the MAPMT’s
is the compact Photo-Multiplier Front-end electronics (PMF). Each PMF is equipped with
a MAROC-2 and FPGA chips for signal amplification and discrimination. The resulting
digital signal are sent by 5 flat Kapton cables to the motherboard and from there to the
data acquisition and storing. A scheme of a PMF can be found in the figure (5.6) (right).
A simple scheme illustrating how the trigger works is represented also in the figure
(5.6) (left). A light guide connected to the active area of the detector sends a signal to a
PMT where it will be processed in order to indicate to the system that it is ready to start
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with the data acquisition. The trigger activation can be done by a LED sign, a radioactive
source, or also by a particle which hits the fibers leaving a light sign.
Figure 5.5: Roman Pot electronics.
Figure 5.6: On the left side, the trigger system is represented. On the right a PMF and
its components are schematized.
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5.1.4 The overlap detectors
The exact position of the LHCbeam spot at the location of theALFA tracking detectors can
vary from fill to fill by a couple of mm, and then, it is necessary to position the upper and
lower ALFA detectors symmetrically to the actual beam before the start of any important
measurement. A Beam Position Monitor will be used in order to determine a first rough
positioning. The precision with which the distance between the two detector halves is
known has a direct consequence on the uncertainty of the luminosity. If the upper and
lower detectors approach the beam to a distance of 1.5mm, a systematic shift of∆y= 15µm
represents a positioning error ∆y/y of 1% and a an angular error ∆θ/θ of 1% also. This
implies a 2% error in the luminosity determination, and therefore the vertical distance
between the two ALFA half detectors should be known with a precision of about 10 µm.
The vertical distance between the two detectorswill be determinedwith the so called
overlap detectors (ODs). These detectors also consist of scintillating fibres and detect
particles in the beam halo2 region when the two detector halves begin to approach each
other. In the figure (5.7), a front view of the full detector assembly with the OD detectors
is schematized. The overlap detectors consist of horizontally mounted scintillating fibres
Figure 5.7: Overlap detectors: Front view of the full detector assembly with the overlap
detectors. The spot and the circle in the centre represent the beam axis and
the beam tube of 50 mm diameter.
of the same type and size as the main detector. An OD comprises 3 planes of 30 fibres.
The three planes are vertically staggered by 166 and 333 µm, respectively. The horizontal
fibres are bent by 90◦ and routed upwards to the MAPMTs. In order to maximize the
bending radii of the fibres, the 30 fibres are split into two layers of 15 fibres each which
are mounted on the front and the back side, respectively, of a ceramic support plate. The
2The beam halo region reaches up to 8σ from the beam centre and mainly consists of low pT muons.
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two ODs are mounted symmetrically on both sides of the main detector and are housed
in two special extrusions of the Roman Pot envelope. In the horizontal plane the distance
between OD edge and the beam axis is 19 mm which means that about 2/3 of the active
surface is inside the beam tube radius of 25 mm. The longitudinal distance between the
two OD sets is 43 mm. The ODs start to overlap when the two pots have a distance of
8.5 mm from the beam axis and the maximum vertical overlap is 15 mm.
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During the month of August 2008, at CERN, the prototype-2 of the ALFA detector was
tested using a beam from the SPS 1 accelerator.
6.1 Motivation
In order to achieve a good quality in the Luminosity measurements, a precise spacial
resolution around 30 µm with the highest tracking efficiency achievable is required. In
this sense, an accurate knowledge of the full scale detector and its performance is required.
Therefore, the goal of the test beam measurements in 2008 was the characterisation of the
full detector in a complete ”Roman Pot” as it was designed.
In particular, the idea was to test the performance of the electronics in general, the
trigger,mechanics, optics and scintillating fibbers, adapting for this purpose some existing
software for data tacking and online analysis. In previous tests, like DESY in 2005 [17] and
CERN in 2006 [18], only separate components of the detector and preliminary readout
electronics had been tested. In general, and contrary towhat happened in 2008, successfull
results were achieved both in 2005 and 2006. It showed us the difficulties of putting a
complete set working together. One of the most serious problems was related with the
latency time of the Lund motherboard. While this problem was being fixed, two Orsay
test boards were used. Nevertheless, with the two test boards it was not possible to
readout all the channels and the active area of the detector was then reduced. This will
be further discussed later in section 6.3. However, the emergence of these problems was
extremely useful to be able to better understand the system which we are dealing with
and, above all, know where to make changes and improvements, in order to develop a
third prototype.
The test beam was divided into two stages. The first one was dedicated to the
preparation of the software for the analysis and the readout electronics. The electronics
tests took place in the laboratory 251 of the Meyrin site. The second stage was dedicated
to the data taking and online analysis and it took place in the SPS test beam line H8 in the
Prevesin site.
1SPS: Super Proton Synchrotron
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6.2 The Test Beam set-up
The SPS beam is composed by bunches of 400 GeV protons, p+. To reach the H8 area,
the proton beam is deviated through a system of magnets, collimators and targets. A
Beryllium, Be, target is inserted in the beam line 500 meters from place where the detector
would be installed, producing 180 GeV pions, π+. In the test area, the beam was in
average composed of 70% p+, 30% π+ and an halo of few positive muons, µ+ which are
the products of the pion decay ”in flight”.
In the experimental area, an ALFA Roman Pot station equipped with a full detector
was installed in amovable table, together with a Silicon (Si) telescope in front of the ALFA
station. The movable table played an important role in order to adjust the active area of
the prototype to the beam. A schematic representation of the experimental assembly is
shown in the figure (6.1).
Figure 6.1: Schematic view of the Test Beam setup.
The Si telescope provides an external track reference in order to investigate the
performance of the ALFA fiber detector. In order to trigger a track, a system composed
of three scintillators was used in the experimental assembly. The trigger was activated
by a coincidence in the scintillators S1 and S2 placed upstreams of the Si telescope, and
anti-coincidence in S3, placed after the telescope and just in front of the ALFA station,
S4 = S1×S2× S¯3 (6.1). It means that only charged particles which pass through the first
and second scintillators and through the hole in the third one were considered as tracks
particles. The hole in the scintillator S3 could have a diameter of d = 30 mm or d = 15 mm.
In this way, it was possible to choose a wider or narrower beam region. During the tests,
in the main runs, the 30 mm hole was used.
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The spacial position of each triggered track was identified by a system composed
of four (x, y) Si strip planes. Each plane has 320 x and 320 y orthogonal strips with a
pitch of 50 µm. Whenever a x and a y strip are hit, their intersection give us the (x, y)
coordinates of the track in the correspondent plane position. The four planes were placed
over a distance of about 50 cm and the last one was placed about a distance of 20 cm in
front of the ALFA prototype. The Si-telescope and the ALFA detector were read out by
independent data acquisition programs synchronized by a common trigger signal.
6.3 Technical issues
After the installation of the ALFA and the Si-telescope in the H8 beam line area, we
met the necessary conditions to start with the test beam. Nevertheless, some undesired
setbacks conditioned the tests. Firstly, a problem in the SPS accelerator didn’t allow us to
have beam in the first days, delaying the beginning of data taking. When we finally got
started, a problem with the ALFA motherboard ( called the Lund board) appear to create
additional difficulties. While the electronics teamwas trying to fix the Lundmotherboard
problems, two LAL2 Orsay test boards were used. As mentioned in chapter 5, the Lund
motherboard was designed to read out all 23 PMF’s including the three overlap detectors.
With the Orsay test boards that was no longer possible. Each LAL board is able to read
only a row of 5 PMF’s, whichmeans that the the full tracking system could not be covered
by the two test boards. Only on the last two days of data taking, the Lund motherboard
was assembled in the detector.
About 1 million of events were recorded with the two different readout boards
(Orsay and Lund). For the test boards, different combinations of pairs of PMF rows were
tested as shown in the figure (6.2). Even layer numbers in the figure are related to U
layers and odd numbers are associated with V layers. The three OD PMF’s are related
with the overlap detectors. Taking this into account, it is possible to verify that connecting
the two boards to the fourth and fifth rows (Kaptons 4 and 5), the readout system covers
half of the main detector, 5 U layers (8,10,2,4 and 6) and 5 V layers (7,9,1,3 and 5). Other
configurations were tested, but the 5U/5V is the one that will be studied in more detail
in this text. As a matter of fact, with this configuration we cover the largest possible area
of active detector (half detector), which is an advantage to obtain a good resolution and
tracking efficiency. This topics will be studied with more detail latter in this chapter.
Due to all these shortcomings, it was not possible to record high statistic samples.
In particular, the so called overlap detectors, which link the upper and lower pot to a
2Laboratoire de l’accele´rateur line´aire.
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common beam coordinate system, were poorly investigated.
Figure 6.2: Schematic view of the different configurations used with the Orsay
test boards: Top: tested configurations of the data samples. Bottom:
mapping of the PMF related with the U and V layers. The even numbers are
U layers, the odd are V layers and the OD are the overlap detectors.
In the next section, a more detailed description of the data samples collected will be
done.
6.4 Data Samples
During the data taking, some parameters were changed in order to test and debug PMF’s
and also perform ALFA fiber studies. Those settings were mainly the threshold cut to
generate digital signals (DAC) and the High Voltage (HV).
It is important to emphasize that DAC is different from DAQ. While the first one is
related with the minimum energy to accept an event, i.e., DAC is a threshold of energy,
the second one is the symbol used to describe data acquisition system. The value DAC =
2500 corresponds to the mean charge related to one photo-electron.
In this thesis, we will concentrate our analysis in the study of the the resolution and
efficiency of the ALFA scintillating optical fibers. Therefore, only the description of the
runs taken with the Orsay test boards will be done. The influence of the DAC and the HV
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will also be analysed.
With the Orsay boards, about 650000 events were recorded. As stated in the
previous section, connecting the boards to different combinations of Kapton cables,
distinct configurations of active detector layers were tested. The achievable ALFA
resolution depends on these configurations, however, other performance parameters like
hit multiplicities and layer efficiency are not influenced. Concerning HV and DAC, the
stored data was taken with Hight Voltage values HV ∈ {800V,850V,900V,950V} and DAC
values DAC ∈ {1000,1500,2000,2500,3000}.
In the table (6.1), for the Orsay boards, the number of events, configurations, DAC
and HV values can be found for all the runs used in this study The oﬄine analysis was
performed with the data contained in the table and in the following sections the results
will be presented and discussed.
6.5 Silicon reconstruction and data quality control
The Si-telescope is a detector used for the identification of tracks. It reconstructs a track
with a high precisionwhen comparedwith the prototype-2. Its resolution is of the order of
σSi ≈ 10 µm and allows us to use it as a reference for ALFA performance studies. However,
in order to evaluate how well the tracks were identified, a quality analysis to each data
sample should be made.
We will start this section explaining in a general way how a track is reconstructed
and then presenting some results in order to evaluate its quality.
6.5.1 Track identification
The tracking system of the telescope is made of four (x, y) Silicon strips planes.
Nevertheless, during the data taking, the second plane was not working and the tracking
was performed with the remaining three planes. As stated above, each module (plane)
has 320 x strips and 320 y strips, and when a particle hits both a x and a y strip, their
intersection together with the z position of the module, give us the spacial position of
the hit. It is also important to note that in order to achieve a reasonable (x, y) position,
the Silicon telescope should be aligned. In few words, the alignment strategy consits
in two main steps. Firstly, choosing a module as a reference and as soon as we have
selected both a x and a y strip per plane, we calculate the residuals ∆xi j = xi − x j and
∆yi j = yi− y j where i, j = {1,2,3} is the module number. The mean value obtained for each
∆xi j and ∆yi j distributions give us the displacement to apply to each module. The second
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step of the alignment process is to perform a rotation to each plane. When a module is
rotated, the remaining two are fixed. The best rotation angle, θ, is determined when the
mean value of the distributions x1−xi(θ) and y1− yi(θ) is minimized, where (x1, y1) is the
reference module located at z = 0. This work was developed by Matthieu Heller, and a
more detailed explanation of the alignment process can be found in [19].
In the figure (6.3), a schematic view of the hits are represented by blue dots in the
three active modules. One important aspect to note, is the relative distance between the
modules. The first one is on the origin of our reference system z1 = 0mm, the second one is
in the position z2 = 476mm and the third one z3 = 516mm. We clearly see that the distance
between the last twomodules (∆z23 = 172mm) is much smaller than the distances between
the first and each one of the remaining two planes (∆z12 = 476mm and∆z13 = 516mm). This
fact will have some influence in the study of the residuals which will be better explained
in the next section.
Lets now consider a spacial track that leaves a signal in the three aligned modules.
We can project this track in both xz and yz planes and obtain the following equations.
xrec(z) =mxz+bx (6.1a)
yrec(z) =myz+by (6.1b)
The mx and my parameters are the slopes in the xz and yz planes respectively, and
the bx and by parameters are the intersection points with the z axes. These parameters are
obtained from a polynomial fit of first order to the hits in the telescope. With the equations
(6.1), we can extrapolate the position of the Si-track to the entrance of the ALFA detector,
calling it (xSi, ySi) = (xrec(z4), yrec(z4)). In other words, this is the position of the Si-track
extrapolated to the first layer of the ALFA detector, where the distance to the origin of the
Si reference system is z4 = 688mm.
6.5.2 Data quality control
In order to evaluate the track reconstruction, a data quality analysis should be done. The
strategy consists in the calculation of the residuals for each one of the three modules. To
do this, lets start considering a reconstructed track: it is also possible to extrapolate the
position of the track to each module, (xrec(zi), yrec(zi)). We call residual to the difference
between the mentioned extrapolated positions in each plane and the real position of each
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Figure 6.3: Schematic view of a track in the telescope: The Si-telescope identifies
a track whenever we have hits in the three active planes. The analytical
expressions and track parameters are obtained from a polynomial fit of first
order to the hits (blue dots in the modules). The second plane was not working
during the data taking.
hit (xhit(zi), yhit(zi)) in the telescope. Following this idea we can write:
xresiduals(zi) = xrec(zi)−xhit(zi) (6.2a)
yresiduals(zi) = yrec(zi)− yhit(zi) (6.2b)
This calculation was performed for all the runs in the table (6.1) after the alignment of the
Si detectors.
(a) (b)
Figure 6.4: x (a) and y (b) residuals for the first module of the Si telescope for run 13.
The figures (6.4), (6.5), (6.6) and (6.7), show some representative results of the
residuals and the track slopes. Comparing the results obtained for the modules 2 and
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(a) (b)
Figure 6.5: x (a) and y (b) residuals for the second module of the Si telescope for run 13.
(a) (b)
Figure 6.6: x (a) and y (b) residuals for the third module of the Si telescope for run 13.
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3 and those obtained for the first one, a different behaviour can be easily observed. In
the first plane, figures (6.4(a)) and (6.4(b)), the reconstructed position in the module and
the real position of the hit is coincident for both the x and y projections. This fact is a
consequence of the mentioned distance between the Si detectors which can be seen in
the figure (6.3). By definition, a linear fit is a construction of a straight line for which the
orthogonal distances from the fitted points to the line is minimised. If wewant to perform
a fit to three points p1, p2 and p3 such that the distances d12 >> d23 and d13 >> d23, then
the fit will treat the points p2 and p3 as a single point p4. In a linear fit to two points, lets
say p1 and p4, the line pass through both of them. Since p4 is an average position between
p2 and p3, the minimum distances (residuals) from the line to p2 and p3 will be different
from zero. Each reconstructed track is associated with a fitted line, and the residuals for
the second and third planes, for a high statistics sample, will have gaussian fluctuations
instead of a narrow distribution around zero. The shape that can be observed in the plots
of the figures (6.5) and (6.6) clearly reveals the mentioned behaviour and the gaussian fit
is justified.
(a) (b)
Figure 6.7: xz projection (a) and yz projection (b) for the slopes of the reconstructed tracks.
In the figure (6.7), the track slopes are presented for the same representative run.
Since the beam is colimated in the z direction, these results reveal, as expected, that for
this specific run, the slopes of the reconstructed tracks for both the xz and yz projections
are very small (−10−3 < slopes < 10−3). A different shape between each projection is also
observed. This difference can be related with the geometry of the beam in the xz and yz
projective planes, since it has an elliptical shapewith themajor semi-axis in the ydirection.
This analysis was performed for all the runs in the table (6.1) with the help of an
automated program, which reads for each data sample the corresponding values of the
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residuals. In the figures (6.8), (6.9) the mean x and y values of the residuals in the second
and third modules are plotted for all those runs. The mean value of the residuals is flat
within a 10% shift for both the second and third modules. However, some outliers in
the yz projection and confirmed by the the x and y slopes in figure (6.10), are evident in
runs such as 21, 22, 25, 26, 27, 28 and 29 with deviations up to 7 µm with respect to the
average. This could mean that the track reconstruction was not so well succeeded in this
set of runs. A possible reason for this behaviour could be related with the handling of
experimental components. The alignement of the telescope can also have some influence,
nevertheless, this might affect all the runs. It can also be observed that the mean values
obtained from the gaussian fits and the mean values of the corresponding distributions
are coincident for all the runs, as expected.
(a) (b)
Figure 6.8: x residuals (a) and y residuals (b) for module 2.
With the observations reported in this section, it is possible to say that the track
identification in the Si-telescope was not so good as expected. In some data samples, such
as 21, 22, 25, 26, 27, 28 and 29, the reconstruction wasn not so well succeeded as in the
remaining runs. In order to study the performance of the Scintillating Optical Fibers of
the ALFA detector, we need to know the spacial position of the tracks with the highest
possible accuracy. For this reason, in the following analysis, these set of runs with large
average residuals will be excluded.
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(a) (b)
Figure 6.9: x residuals (a) and y residuals (b) for module 3.
Figure 6.10: Track slopes for both x and y projections.
6.6 ALFA performance studies
In this section, we will focus on the study of the ALFA detector performance. After a
short description of the reconstruction algorithm, we will start our analysis studying the
hit multiplicity per layer. Then, we will proceed evaluating the ALFA track resolution for
different configurations, DAC and HV, that will indicate us what is the best configuration
of the Orsay test boards to achieve the best track resolution possible. The spacial
resolution is a parameter which is strongly correlated with the track reconstruction,
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so, the results obtained for the resolution as a function of the number of track hits3 in
the active detector will be also disscussed. Using the samples with the configuration
which optimizes the resolution, our analysis will concentrate on the study of the layer
efficiency and its dependencies of the DAC and HV. After that, we will evaluate the
tracking efficiency, which is one of the most relevant criteria for any tracking detector.
Again, the dependencies on the DAC and HV will be analysed. To complete the most
important aspects of the ALFA performance, in the last section, and following part of
the work done by Matthieu Heller, a very brief description of the cross talk and its most
relevant sources will be discussed.
6.6.1 The reconstruction algorithm
The tracking algorithm used to identify tracks in the prototype-2 is based on independent
reconstruction ofU andV projections. Themethod used is known as overlap algorithm, and
it consists in two fundamental steps. In the first one, all fiberswith hits are projected in the
UV plane in order to determine their overlap region. The centres of each overlap region
for all the selected fibers are the best estimates of the reconstructed track. In a second and
final step, the positions estimated in the first iteration, enables the reconstruction of the
final overlap region for bothU andV sides. Figure (6.11) shows an example for a particular
event. The intersection of the final projections and the knowledge of the metrology of
the detector, which describes each fiber as a straight line in the x, y reference system,
determines the (x, y) position of the particle which crosses the detector, (xALFA, yALFA).
Furthermore, the width of the overlap region is associated with the uncertainty of the
track reconstruction. A schematic view of both steps is represented in the figure (6.12),
where the lines parallel to the U and V axes are the referred overlap regions.
6.6.2 Hit multiplicity
The hit multiplicity is a simple and useful parameter in order to evaluate the data quality.
For a single particle which crosses the ALFA detector we should expect in an ideal case
one hit per layer. Nevertheless, some noise contribution should be considered and in this
case, for well reconstructed data, the expected hit multiplicity per layer should be close to
one. In this section we will study the dependencies of the hit multiplicity with the DAC
and the HV.
In the first place we fixed HV=950V and investigated the dependency of the hit
multiplicity with the DAC value. The multiplicity per layer can be found in figure (6.13)
for all the DAC values used at the Test Beam. As it can be observed, when we consider
3In this thesis, a track hit should be understood as a hit/event accepted in a single layer in the active detector.
If we only have ten active layers, then, the maximum number of track hits is precisely ten.
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Figure 6.11: Position of the hit fibers in one particular for the V projection (left) and for
the U projection (right).
Figure 6.12: Scheme of the track reconstruction with the overlap algorithm.
all the possible hits, the multiplicity is much higher than the expected, mainly for lower
DAC values. One possible explanation for high multiplicities could be related with the
particle showers. When a particle interacts with the heavy steel material of the ALFA
station surrounding the fiber detectors, a shower of secondary particles can be generated,
leaving its mark in the active area of the detector. This is demonstrated in figure (6.14),
where the long tails disappear completely if a track in the Si telescope is required. More
details about it can be found here [23]. When we applied this selection condition, more
reasonable results were achieved, with a mean value of ≈ 1.5 hits per layer. This value is
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(a) DAC = 1000 (b) DAC = 1500
(c) DAC = 2000 (d) DAC = 2500
Figure 6.13: Mean hit multiplicity per layer for constant HV=950V and different DAC
values, for the 5U/5V configuration.
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Figure 6.14: Hit multiplicity distribution before and after the selection using the Si track.
closer towhatwe ideallywould expect, of about 1 hit per layer. For lowerDACvalues, as it
can be seen in figures (6.13(a)) and (6.13(b)), the average hitmultiplicity becomes close to 3
and 2 hits per layer respectively. As amatter of fact, a low threshold cut to generate digital
signals, means that some low energetic noisy hits are accepted, increasing themultiplicity.
In figure (6.15) the hit multiplicities per layer obtained for a constant DAC=2000
and different HV values are presented. What we can easily observe is a tendency for
an increase in the multiplicity for higher HV values. Considering only events with a
well reconstructed track in the Si telescope, the multiplicity achieved is quite satisfactory,
reaching values between 1 and 2 hits per layer as expected. All this observations are
summarized in the plots of the figure (6.16). In general, we verify that the hit multiplicity
decreases with increasing DAC and increases with increasing HV. As a matter of fact, a
high DAC threshold cut eliminates some noise and sometimes some signal, and a high
HV can introduce some fake hits. The same tendency is observed when we accept only
events with a track in the telescope, however, this variation is softer.
6.6.3 Resolution
We can evaluate the ALFA track resolution using the information of the Si-telescope, by
comparing the track position in ALFA given by the telescope, (xSi, ySi), and the position
obtainedwith the ALFA tracking system, (xALFA, yALFA), also extrapolated in the first layer
of the detector (z = 688 mm). The equations (6.3) represent the quantities to plot.
xresolution = xSi−xALFA (6.3a)
yresolution = ySi− yALFA (6.3b)
In the figure (6.17), the quantity xresolution concerning the difference between the
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(a) HV = 800V (b) HV = 850V
(c) HV = 900V (d) HV = 950V
Figure 6.15: Mean hit multiplicity per layer for constant DAC=2000 and different HV.
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(a) HV=950V
(b) DAC=2000
Figure 6.16: Mean hit multiplicity per layer for fixed HV and different DAC values (top)
and for fixed DAC and different HV values (bottom).
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(a) Run 14, σ = 48,31µm (b) Run 19, σ = 60,94µm
(c) Run 2, σ = 83,35µm (d) Run 17, σ = 99,03µm
Figure 6.17: Difference between the x positions of the track measured by the ALFA and
the Si telescope, for four different layer configurations in the xz projection.
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track position given by the telescope and given by the ALFA tracking system is plotted.
Although only the xz projection is presented, the results obtained in the yz projection are
similar, since the telescope and the ALFA detector are symmetric in x, y. The distributions
were fit with a gaussian. A measure of the resolution of the prototype for each particular
case can be obtained directly from the width of the resulting gauss curve. This argument
is valid because of the high resolution of the telescope, σSi ≈ 10 µm. In other words, if we
want to be rigorous, we should define the resolution of the fit in the following way:













if σSi ≪ σ f it, then, from (6.4) we can say that:
σALFA ≈ σ f it (6.5)
The best resolution is achieved in the case of the run 14 with a value of σ5U5V =
48,31µm. With the results obtained above, we can see that the best resolution achieved
was with the layer configuration 5U/5V. As a matter of fact, with this configuration
we can guaranty that there is always a double (U,V) hit, i.e., we have both the x and y
coordinates for each pair of active layers. We will confirm later in this section that the
5U/5V configuration effectively optimizes the track resolution.
Lets fix now twodifferent values ofHV, lets say, 900V and 950V, andplot the values of
the resolution for different DAC and layer configurations. This choice allows us to cover
all the configurations and also investigate which DAC values optimize the resolution.
In the figure (6.18), the results obtained for HV = 900V are shown for both the xz and
yz projections. Observing the plots we can clearly see that the resolution is much better
for the 4U/6V configuration, 60 µm / σ4U6V / 70 µm, than for the 4U/5V configuration,
σ4U5V ≈ 100 µm. In this two cases, and since we have more V layers actives thanU layers,
not all the hits are double (U,V) hits, nevertheless, we see that the track resolution is
better when more detector layers are active. In the figure (6.19), we fixed HV = 950V
and again we can see that the 4U/5V configuration is the worst one with σ4U5V ≈ 100 µm.
For the 3U/3V configuration, we got values around σ3U3V ≈ 84 µm and for the 5U/5V
configuration values of the order of σ5U5V ≈ 50 µm for DAC values below 2000. We again
see that the larger number of detector layers are covered, the better the resolution. A
dependency on the DAC is also evident in the plots, nevertheless, as it can be observed,
the layer configuration has a much greater influence on the track resolution. The results
obtained are quite similar for both projections, andwe clearly can conclude that the higher
number of active layers, the better the track resolution. The layer configuration which
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(a) (b)
Figure 6.18: Tracking resolution in the xz (a) and yz (b) projections of theALFAprototype-
2 for different layer configurations and HV = 900V.
(a) (b)
Figure 6.19: Tracking resolution in the xz (a) and yz (b) projections of theALFAprototype-
2 for different layer configurations and HV = 950V.
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optimizes the resolution is the 5U/5V. Since wewant to achieve the best track resolution
possible, from now on, our studies of the detector performance will be done with the data
samples with this configuration (runs 5 to 14 in the table 6.1). It is also important to note
that the 5U5V configuration covers precisely half detector with the same number of U
and V projections. In other words, with this configuration, our active detector consists of
five consecutive planes. The 4U/6V configuration also covers half detector but the active
layers are not organized in such a way which allow us to have five consecutive active
planes. Moreover, some of these planes only have one of the projections connected to the
DAQ system.
To finish this sectionwewill studywithmore detail the track resolution dependency
on the DAC and on the HV values. For this purpose lets start studying the influence of
the DAC by fixingHV = 950V and analyse the results for all the samples with this value of
HV and 5U/5V configuration. The results for both projections can be found in the figure
(6.19).
Observing the figure, we can say that for DAC=1000, 1500 and 2000 the resolution
of the prototype-2 reaches the best values, σx,y < 50 µm. For DAC=2500 we find the worst
resolution, σx ≈ 66 µm and σy ≈ 64 µm. As it was written in the section 6.3, the DAC value
is a threshold of energy to accept an event. For higher DAC some of the signals are cut
and some of the well reconstructed tracks will be rejected, i.e., we loose signal hits and
consequently resolution. To study the influence of the HV on the resolution, we fixed
DAC=2000 and variedHV as shown in figure (6.20). It is possible to see that the resolution
is optimized for the high voltage values of HV=900V and HV=950V with σx,y < 50 µm,
and it tends to worsen for lower HV values.
Concerning the plots of the figures (6.19) and (6.20), we can say that the resolution is
optimized for DAC=2000 and HV=900V or 950V. We also achieve a good resolution with
DAC=1000 and 1500, nevertheless, these configurations are more noisy as we saw in the
hit multiplicy studies.
It is also important to note that the optimal resolution achieved for an incomplete
5U/5V detector is of the order of σ ≈ 50 µm. We can extrapolate this value to the case of a
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(a) (b)
Figure 6.20: Dependency on the HV of the track resolution. (a) xz projection, (b) yz
projection.






−102 = 34 µm
This value is in good agreement with the expected value of σALFA = 30 µm, however, it
is only an extrapolation, and to achieve the ALFA resolution it should be measured with
the complete 10/10V detector.
6.6.4 Layer efficiency
The layer efficiency is a parameter which reflects the capability to detect a particle in each
layer. Other signal losses can be associated with this parameter and our purpose in this
section is to study the impact of DAC and HV settings on the layer efficiency.
To understand what we mean by layer efficiency, lets consider a a sigle fiber with
a pitch of 0.50 mm as represented in figure (6.21). The position of the fiber centre is
given by the detector metrology. p1 and p2 are two possible track positions given by the
Si-telescope. If the transverse distance from the track to the fiber centre is lower than half
fiber pitch, d2, then the fiber is set as efficient, otherwise, if the distance from the track to




Ne f f +Nine f f
, (6.7)
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Figure 6.21: Efficient, p2 and inefficient, p1 events.
whereNe f f is the number of efficient fibers, andNine f f the number of inefficient fibers. To
calculate the transverse distance from all the hit fibers to the particle trajectory given by
the telescope, lets establish first an expression which give us the transverse distance ∆R
from the position of the Si-track in the respective fiber layer (x f ib, y f ib), to the centre of the
hit fiber. In the figure (6.22), a scheme of the geometry of this situation is represented.
Figure 6.22: Transverse distance from the Si-track to the fiber centre: ∆R
represents the transverse distance from the Si-track (x f ib, y f ib) to the fiber
centre and~r represents a vector which points from the Si-track to an arbitrary
point (x, y) in the fiber centre.
The detector metrology describes each fiber by the equations
yi = aixi+bi (6.8)
where the ai and bi parameters are tabulated and the index i is referred to each one of the
fibers in the detector (64 fibers per layer).
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The general form of a straight line in two dimensions is given by
αx+βy+γ = 0. (6.9)
If we want to write it in the form of the equations (6.8), we have:





where a = −α
β
and b = −γ
β
. We didn’t include here the index i, but we should remember
that these parameters have its own values for each fiber.






































. To find the value of ∆R, we first need to write
the generic vector ~r defined by the Si-track (x f ib, y f ib) and an arbitrary point (x, y) in the
fiber centre. Then, projecting it in the ∆R direction and calculating its modulus, give us
the needed transverse distance from the Si-track to the fiber centre. To achieve this goal,
we start by defining a vector ~u parallel to ∆R direction, i.e., orthogonal to the fiber and






now, defining the vector ~r as
~r =
x−x f iby− y f ib
 (6.14)
projecting it into ~u, calculating the modulus of the projection P~u(~r) and using the a and b
parameters given by the equation (6.10) and the γ parameter given by (6.9), we find the
transverse distance:
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∣∣∣−ax f ib+ y f ib−b∣∣∣√
a2+1
If we want to know if the Si-track is on the left side or on the right side of the fiber, we
should write the final expression for the transverse distance as:
∆R =
−ax f ib+ y f ib−b√
a2+1
(6.15)
Using the expression (6.15), we calculated the transverse distance between the Si
track and the fiber center, for all the events with a hit multiplicity per layer lower than
five. In the figure (6.23), the transverse distance for the first layer is shown. In the
appendix, all the thransverse distances from the Si track to the fiber center are plotted.
The fiber pitch is 0,50 mm, which means that most of the events should be in the region
±0,25 mm, as indeed happens. At larger distances, a small contribution of noise hits can
be observed.
Figure 6.23: Fiber to Si track transverse distance (mm) for layer 1.
Using the expression (6.7), and averaging the efficiency for all the events with
55
6 The 2008 Test Beam
DAC=2000 and HV=900 V, we finally obtain the layer efficiency shown in figure (6.24).
Due to the 2% cladding material around the core of the scintillating fibers the maximum
Figure 6.24: Layer efficiency for 5U/5V samples withDAC=2000 andHV=900 V.
theoretical achievable value for the layer efficiency is 96% [23], nevertheless, analysis cuts
and experimental constrains should reduce it. It is then expectable to achieve a layer
efficiency of the order of 90%. The results obtained, show us that all the ten layers reach
efficiencies larger than 88% with an average efficiency of 90% as expected.
To end this section, the dependencies of the layer efficiency on the DAC and on
the HV are analysed. The results obtained for the mean layer efficiency are presented in
figure (6.25). The error bars in the plots represent the binomial error calculation based on
the knowledge that the application of selection conditions can be considered a binomial
process with probability of success, i.e. true efficiency, ε0. Given the true efficiency ε0
and the sample size N, the expectation value for the number of events passing the cut
is given by < k >= ε0N, and the standard deviation of the distribution of the number of




ε0(1−ε0)N. Since we don’t know the true efficiency,
what is often done is to put our estimate ε into this equation in its place and then to divide











More details about this calculation can be found here [24].
Looking at the plot (6.25(b)) where we fixed DAC=2000, we can see that the layer
efficiency for any of the HV values considered here, varies between 90% and 91%. The
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(a)
(b)
Figure 6.25: (a) Mean layer efficiency as a function of the DAC value for a constant HV.
(b) Mean layer efficiency as a function of the HV for a fixed DAC.
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uncertainties of the efficiency calculation are of the order of 1%, so, within the erros, we can
say that the layer efficiency has a flat behaviour. Fixing HV=950V and varying the DAC
threshold, figure (6.25(a)), the efficiency is again flat within the errors andwith an average
value of 90%. Although it is not significant within the errors, a DAC threshold of 1000
introduces some noisy events, as seen in the multiplicity plot (6.16(a)), and consequently,
it can have some effect in the layer efficiency.
With this results, and since we want a detector with the highest layer efficiency
greater than 90% in order to be sensible and detect accurately incoming charged particles,
we achieved quite good results for any DAC and HV. Taking into account also the
resolution and the hit multiplicities, we can say that the best detector performance is
achieved for DAC=2000 and HV=900V or 950V.
6.6.5 Tracking efficiency
In order to measure with the lowest uncertainty possible (≈ 2%) the Luminosity of the
LHC, in the region where the Coulomb-Nuclear interference is maximum (Chapter 4), the
trajectory of a proton which traverses the ALFA detectors should be determined with the
highest precision possible. For this reason, a high tracking efficiency of the order of 95%
and a high spacial resolution (≈ 30 µm) is required for a full detector. Some preceding
studies on tracking efficiency can be found here [25] and also on the ALFA TDR [10].
To determine the tracking efficiency, we count the Si-tracks, NSi, and the number
of ALFA reconstructed tracks with at least k hits in the ALFA detector, Nk. Then, the
efficiency is defined by the quotient εk =
Nk
NSi
. k can vary between 1 and 10 for the 5U/5V
prototype. Nevertheless, and since the the spacial resolution would be very low, it is
not acceptable to identify a track with a few number of hits in ALFA (track hits). In the
figure (6.26), a plot of the tracking efficiency as a function of the minimum number of
track hits for all 5U/5V runs is shown. As expected, the tracking efficiency reaches its
maximum (quite near 100%) if we accept an event in ALFA with at least one track hit,
reducing gradually to values around 20% ifwe require all the active layers to have a signal.
As it was mentioned, the spacial resolution is also a crucial parameter to study
the performance of the prototype-2. Before discussing the dependencies of the tracking
efficiency on the DAC and on theHV, it is important to look at the behaviour of the spacial
resolution with the number of track hits of the active detector. The results obtained are
shown in (6.27), where we clearly see, as expected, that the resolution improves with the
minimum number of hits per track. Although the best resolution was achieved for 9 and
10 track-hits, the efficiency is very low as it can be verified in the plot (6.26). In order to
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Figure 6.26: Tracking efficiency as a function of the minimum number of track
hits for all 5U/5V runs
have a resolution of ≈ 30 µm with a 10U/10V detector, we need a resolution ≈ 50 µm in
the 5U/5V detector. It means that we need at least 8 hits which corresponds to a tracking
efficiency of 80%.
Figure 6.27: Spacial resolution as a function of the number of hits per track
The dependency of the tracking efficiency on the DAC and on the HV is shown in
figure (6.28) for aminimum of 5, 6, 7 and 8 hits per track. Observing the plots, the tracking
efficiency for 5 ALFA hits is almost flat for any DAC and HV, however, the correspondent
spacial resolution is of the order of 85 µm. In other words, we easily identify a track, but
its spacial position is not so well determined. For the remaining cases, we can constact
again that the best results are obtained for DAC=2000 and HV=900V or 950V. It is also
important to emphasise that the dependencies o the DAC and on the HV become more
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(a)
(b)
Figure 6.28: (a)Mean tracking efficiency as a function of theDAC for constantHV=950V.
(b)Mean tracking efficiency as a function of theHV for constantDAC=2000.
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visible as we increase the minimum number of hits per track.
There is an unexpected increase of the tracking efficiency between DAC=1000 and
DAC=1500. A possible explanation can be relatedwith the amount of noisewhenwe have
a lowDAC threshold cut according towhatwas already disscussed for the hitmultiplicity.
As a matter of fact, with noisy hits, a track is not well reconstructed and consequently it
could not be identified by the detector, leading to a lower efficiency.
With the results analysed in this section, in order to optimize the track identification
of a particle which traverses the active area of the detector, we should take into account
the spacial resolution and the tracking efficiency. Then, the best working parameters
were achieved if we accept a track with a minimum of 8 ALFA hits, for a DAC=2000 and
HV=900V or 950V. Our resolution will be of the order of 54 µm for a tracking efficiency
approximately 87%.
This is a good estimation for a 5U/5V detector, nevertheless, it should be verified by
a complete 10U/10V detector in a future test beam.
6.6.6 Cross talk
In order to achieve the best detector performance, the induced signal in a channel adjacent
to the original signal channel should be understood. This induced signal is usually called
as cross talk, and the neighbouring fake hits which result from this induced information
can be misinterpreted as track hits.
In this section, following the work done by Matthieu Heller during the test beam
analysis, [22], [?], [?] and [23], a brief description about the sources of the different types
of cross talk will be discussed. It is important to remark that we will not study the
dependencies of the cross talk on the DAC, configuration and HV. We just intend to
show that a good knowledge of the cross talk is an important tool in order to distinguish
between real and fake hits.
For the test beam setup, we can distinguish and identify four types of cross talk:
• the cross talk between neighbouring fibers due to physical processes;
• the optical cross talk in neighbouring MAPMT channels;
• the cross talk in neighbouring black connector pins;
• the cross talk in neighbouring electronic channels (MAROC chip).
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To better understand the influence of the cross talk lets consider a single event
in ALFA as it is represented in the figure (6.29). As it can be observed, this event is
Figure 6.29: Hit map of an event in ALFA.
accompanied with some noise. There is a central region near fiber number 30 where we
can identify the shape of a track surrounded by some noise hits. It is expectable that some
of these noise hits can be related with the cross talk. In the figure (6.30) we can see the
cross talk contributions for this specific event.
First of all, in the plot (6.30(a)), we can see the track identified by the reconstruction
algorithm. The hits predicted by the telescope are shown in figure (6.30(b)). Comparing
them we find a reasonable agreement but with shifts of the order of ±1 fiber. If we
look for the results concerning the plot (6.30(c)), we found that a considerable amount
of the noise which is near the reconstructed track is a consequence of the cross talk on
neighbouring fibers. This observation can justify the differences between the telescope
prediction and the reconstructed track. The influence of the cross talk on the MAPMT
also plays a significant role in the distribution of the noisy hits as it can be seen in the plot
(6.30(d)). The contributions of the cross talk on the black connectors and on the MAROC
chip is not so intense as in the previous cases, nevertheless it’s also responsible for some
of the fake hits.
In general, we see that almost all the hits outside the reconstructed track are due to the
influence of the different types of cross talk.
Globally, the results obtained for all the data samples are shown in the figure (6.31)
[23]. The quoted valueswere averaged over all next neighbouring channels. TheMAPMT
is the major source of cross talk, with an average value of 12% after summation over all
neighbouring channels. The cross talk between neighbouring fibers is about 4%, (2% for
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(a) Fibers selected by the track reconstruction
algorithm.
(b) Predicted hits with telescope.
(c) Cross talk on fibers. (d) Cross talk on MAPMT.
(e) Cross talk on Black connectors. (f) Cross talk on MAROC chip.
Figure 6.30: Hit map cross talk studies.
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Figure 6.31: Amount of different cross talk contributions averaged over all next
neighbouring channels.
each of the next neighbouring fiber), playing a dangerous role in the track identification
as it was observed in the discrepancies between the reconstructed track and the telescope
prediction, figure (6.30(b)). The cross talk on the black connectors and on the MAROC2
chip is about 5% and 2% respectively.
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1 10000 3U/3V 2000 950
2 10000 3U/3V 1500 950
3 10000 3U/3V 3000 950
4 10000 3U/3V 2000 950
5 10000 5U/5V 2000 950
6 10000 5U/5V 1000 950
7 10000 5U/5V 1500 950
8 10000 5U/5V 2500 950
9 10000 5U/5V 2000 900
10 10000 5U/5V 2000 850
11 10000 5U/5V 2000 800
12 10000 5U/5V 2000 950
13 10000 5U/5V 2000 950
14 10000 5U/5V 2000 950
15 10000 4U/5V 2000 950
16 50000 4U/5V 2000 900
17 50000 4U/5V 1500 900
18 25000 4U/6V 2000 900
19 25000 4U/6V 1500 900
20 25000 4U/6V 2000 900
21 10000 4U/6V 2000 900
22 10000 4U/6V 1500 900
23 10000 4U/6V 1500 900
24 20000 4U/6V 1500 900
25 10000 4U/6V 1500 900
26 20000 4U/6V 1500 900
27 10000 3U/3V 1500 900
28 20000 3U/3V 1500 900
29 20000 3U/3V 1500 900
Table 6.1: Data samples
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During the summer 2008, a test beam campain took place at CERN and the first
measurements of a complete ALFAdetector, prototype-2, with the customdesigned front-
end electronics have been performed. One of the most important lessons taken from the
test beam was the practical experience of the handling of the detector mechanics. The
motherboard originally designed for the readout system was not working as expected.
To solve this problem, two test boards capable to readout just 5 MAPMT’s each were
assembled in the detector while the motherboard was patched and debugged. In this
thesis, only those runs taken with the test boards were investigated. A quality analysis of
the reconstructed tracks in the Si telescope and the hitmultiplicities in the active layerswas
done. Performance studies of the prototype-2 were mainly focused on layer and tracking
efficiencies and on the tracking resolution. It was also analysed how layer configuration,
DAC and HV values affect the detector performance.
Aquality analysis to the track reconstructionwith the Silicon telescopewasdone. For
some of the runs the track identification was not well succeeded. It is possible to observe
some residual in the order of ≈ 10 µm, namely in the y projection, when a value close
to zero was expected. For ALFA performance studies, those runs with higher residual
values were excluded. The runs analysed had residuals in the order of 1 µm, what is
closer to the designed value.
Due to the interaction of particles with the steel material of the ALFA station
surrounding the fiber detectors, a shower of secondary particles can be generated, leaving
their sign in the active area of the detector. In order to exclude as much as possible those
spurious signals, only events with a Si-telescope track pointing to the active detector area
are accepted. Hit multiplicities of about 1.5 hits per layer were obtained for events with a
reference track in the telescope. If we ideally consider that a particle track leaves one hit
per layer, the corresponding noise of 0.5 hits per layer is in an acceptable range. It was
also verified that the hit multiplicity increases for lower DAC values. As a matter of fact,
for a lower DAC threshold cut, some low energy noise events are accepted.
One of the ALFA requirements is a spatial track resolution of 30 µm. It was verified
that for a 5U/5V configuration, the resolution achievedwas of th order of 50µm. Although
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good resolutions of the order of σ < 50 µm have also been obtained for the DAC energy
threshold cut values of 1000 and 1500, they introduce noise events as it can be seen in the
hit multiplicity plots. The best DAC and HV settings are DAC=2000 and HV=900V or
950V, with track resolution values of about 50µm. This resolution value extrapolated for
the case of a complete 10U/10V detector, is about 34 µm, which is in good agreement with
the required mentioned resolution of 30 µm.
The capability of the ALFA prototype-2 to detect a particle in each layer is given
by the layer efficiency and the detector requirement is at least 90%. An average value
of about 90% to 91% was achieved, which is in good agreement to the expected value.
Within a statistical error of 1%, the behaviour of the mean layer efficiency is flat for all
DAC and HV values.
The tracking efficiency describes the probability to reconstruct the particle trajectory
in the detector. The detector requirement is 95%. For at least 8 track hits in the 10 active
layers, the tracking efficiency achieved for a DAC value 2000 and Hight Voltage values of
900V or 950V, is 87%. Taking into account the mentioned limitations in the prototype-2,
this is a satisfactory result, nevertheless, this value should be improved in a future test
beam for a complete 10U/10V prototype.
Taking into account the results obtained, we conclude that the best working
parameters for the runs taken with the test boards were achieved for the 5U/5V
configuration, DAC=2000 and HV=900V or 950V, i.e., track resolution of 50 µm, layer











Figure 8.1: Fiber to Si track transverse distance (mm) for all 10 layers
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