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Abstract: We discuss a numerical method for solving a perturbed nonlinear system with turning points that consists in 
replacing the continuous problem with a sequence of constant coefficient problems on abutting intervals. Asymptotic 
analysis is then used to show that, for a fixed stepsize, the solutions of the approximate problems accurately represent 
the true solution as the perturbation parameter tends to zero. 
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1. Introduction 
We present in this paper a numerical method for solving the coupled second-order system on 
(09 1) 
I, 
2.4 > =u u(0, c)=o, u(l, c)=o, (1.1) 
cu” +f( 24, 24’) u’ = 0, u(0, c) = A, u(1, 6) = B, 
as E + O+, for a fixed stepsize, that is based upon the asymptotic properties of solutions of the 
sequence of approximate problems on (x, _ , , x, + 1) 
I, 
u =U n, 4x,-1, c) = u,-1, +,+I? 6) = U,+1, (1.2) 
d’+f(z4,, zQu’= 0, U(X,_I, E) = q-1, u(x,+1, 6) = u,+1, 
in the two special (but important) cases that f := u and f := u’. The idea of replacing a 
continuous problem like (1.1) with a sequence of constant coefficient problems like (1.2) on 
abutting mesh intervals goes back to Barrett [1,2] who applied this technique to the perturbed 
scalar boundary value problem my” +p( x)y’ + q(x)y = 0, ~(0, c), ~(1, E) prescribed. Barrett’s 
results are quite striking in their simplicity and accuracy, when compared, for example, to the 
earlier work of Pearson [ll] and Dorr [5,7], who applied more traditional numerical methods to 
this scalar problem. As an illustration, Barrett [l] was able to deduce the correct limiting value of 
the solution y(x, C) (as E + O+) in the case when p has a simple zero (turning point) in (0, 1) 
and q = 0, using only two internal mesh points. On the other hand, Pearson and Dorr 
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encountered a certain amount of difficulty in treating this and other turning point problems. 
Thus it seems to us that Barrett’s approach might be of value in studying more complicated 
systems such as (1.1) (and higher-dimensional versions as well), given that the discussion of (1.1) 
by Dorr [5] indicates a number of pitfalls associated with a numerical treatment of this problem 
using standard finite-difference techniques. We also hope to show the reader how a judicious 
combination of asymptotic and numerical analysis can sometimes simplify dramatically the 
solution of a problem with a small parameter by exposing the underlying asymptotic nature of 
the discrete approximations and the true solution. 
The outline of the paper is as follows. In the next section we give a quick review of the basic 
results from asymptotic analysis that are used in the rest of the paper. Section 3 contains an 
equally quick review of Barrett’s method as applied to simple turning point problems. Next in 
Section 4 we treat the nonlinear system (1.1) using the approximate problem (1.2). Finally the 
last section offers some suggestions on further applications of the ideas of the paper. 
2. Elementary results from asymptotic analysis 
For the convenience of the reader we outline in this section some elementary results from the 
theory of singularly perturbed boundary value problems that form the basis of our approach. 
Let us consider the model linear problem on (0, 1) 
ew” + g(x) w’ = 0, ~(0, E) =A, ~(1, e) = B, (2-1) 
where g is a continuous function in [0, 11. On any closed subinterval of (0, 1) the limit of the 
solution w(x, 6) of (2.1) as 6 + O+ is a constant whose value depends upon g and the boundary 
values A, B, since the “reduced” equation w ’ = 0 has only constant solutions. The simplest 
situation occurs when g is bounded away from zero in [0, 11. To be specific, if there is a positive 
constant k such that ] g(x) ( > k > 0 in [0, 11, then the solution of (2.1) satisfies 
W(X, E)=B+O if g>O, 
or 
w(x,E)=A+U if g<O, 
(2.2) 
(2.3) 
for x in [0, 11. We say that the solution of (2.1) in this case exhibits boundary layer behavior at 
x = 0 or x = 1, depending upon the sign of g; cf., for example, [lo, Chap. 31, [4, Chap. 41 or 
simply integrate the constant coefficient equations EW” + kw’ = 0. The estimates in (2.2) and 
(2.3) also imply that if g(x) < 0 near x = 0, then there can be no boundary layer at x = 0, and if 
g(x) > 0 near x = 1, there is likewise no boundary layer at x = 1. This “negative” observation 
will aid us in analyzing the system (1.2) in Section 4. 
A more interesting (and difficult) situation arises when g has one or more zeros in [0, 11. 
Suppose for simplicity that g has a single zero in [0, 11. If g(x) > 0 in (0, l] and g(0) = 0, then a 
relation like (2.2) obtains, that is, lim, _ 0 +w(x, c) = B in [6, l] (for 6 > 0 a small constant), only 
with the exponential term replaced by a more complicated function. Similarly, if g(x) < 0 in 
[0, 1) and g(1) = 0, then there is a boundary layer at x = 1 more complicated than the one 
described by (2.3), but we still have that lim, ~ 0 + w( x, E) = A in [0, 1 - 61. These results can be 
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found in [lo, Chap. 81, [4, Chap. 41 or simply integrate equations like EW” + x”w’= 0 and 
ew” + (1 - x)“w’ = 0, for n a natural number. The widths of the boundary layers in the 
solutions of these last two equations are seen to be of order 0(~‘/(“+‘)), and so they are 
“thicker” as c + Ot than the layers described by (2.2) and (2.3). 
Suppose now that g has a single interior zero (turning point), say g( 6) = 0, 0 < LJ < 1, with 
g’( <) f 0. Then there are two cases depending upon whether g’( 5) < 0 or g’( 6) > 0. The first 
case is illustrated by setting g(x) = 6 - x, that is, g(x) > 0 for 0 d x < .$ and g(x) < 0 for 
< < x G 1. Thus the sign of g is compatible with the occurrence of boundary layers at both 
endpoints. Assume now that A < 0 < B. Then the solution of (2.1) is monotonically increasing in 
[0, 11 (for w’(x, 6) = const . exp[(x2 - 2x<)/(26)] > 0), and so we can rewrite the differential 
equation as EW”/W’ = x - 5 or e(ln w’( x, c))’ = x - 5, that is, 
E In W’K 4 
i 1 w’(0, c) = +- E (2.4) 
There are now three subcases to consider. If 0 < ,$ < 4, then (2.4) implies that ~‘(1, E) > ~‘(0, c), 
and it follows that the solution of (2.1) has a boundary layer at x = 1 as c + O+, described by 
(2.3) with k := 1 - 6. If i < 6 < 1, then (2.4) implies that ~‘(1, 6) < ~‘(0, e), and so the solution 
of (2.1) has a boundary layer at x = 0 as e -+ O+, described by (2.2) with k := 5. Finally, if E = i, 
then (2.4) tells us that ~‘(0, 6) = ~‘(1, e). In order to see how w behaves in this case, let us 
tentatively set 
4% 6) - c+(A-c)exp z +(B-c)exp 
[ 1 (2-5) 
where the constant limiting value c is to be determined. It follows from (2.5) that ~‘(0, 6) = 
~‘(1, 6) as E + O+ if and only if -(A - c)/(2~) = (B - c)/(~E), that is, c must be equal to 
i( A + B), the average of the boundary values. See [6] for a more formal derivation of these 
results and the one that follows. 
In order to illustrate the remaining case g’(t) > 0 we set g(x) = x - t, that is, g(x) < 0 for 
0 G x < 6 and g(x) > 0 for 5 < x G 1. Note first of all that the sign of g precludes the occurrence 
of boundary layers at either endpoint, since g(x) < 0 near x = 0 and g(x) > 0 near x = 1 (cf. our 
remarks immediately following (2.3)). Thus the only asymptotic behavior available to the 
solution of (2.1) as E + O+ is interior (shock) layer behavior of the form 
(2.6) 
The interior layer can be regarded as a “two-sided” boundary layer centered at x = .$ across 
which there is a change in the convexity of w. Note also that the sign of g on either side of [ is 
compatible with such a layer since g(x) < 0 for x < E (cf. (2.3)) and g(x) > 0 for x > E (cf. (2.2)). 
3. Numerical analysis of the model linear problem 
We turn now to a summary of a numerical procedure for solving the model linear problem 
(2.1) which is due to Barrett [l]. Barrett’s idea was to replace the continuous problem on (0, 1) 
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with a sequence of constant coefficient problems on abutting mesh intervals; namely, 
U/‘+g(x,)w’=O, x,-i <X<X,+i, 
++,-I, E) = w,-1, +,+I, e> = w,+1, 
(3 .l) 
where x, := nh, for 0 < n G N + 1 and h := l/( N + l), is a partition of [0, l] into (N + 1) 
intervals of constant length (stepsize) h. The exact solution w = w(x, C) of (3.1) on [x,-i, x,+,1 
is found and then w, := w( x,, 6) is taken as a local approximation to the solution of the 
continuous problem (2.1) at the gridpoint x,. Values of the w,‘s are determined easily from the 
recurrence relation 
YnWn-I- (1 + Y,)% + w,+1= 0, (3.2) 
with y,, := exp[ -a,h], for CX,, := g(x,)/e. Note that in the case when g(x,) = 0, (3.2) reduces to 
W n-i - 2w, + w,+i = 0, (3.3) 
the usual central difference approximation to w” at x = x,. We also note that in his paper 
Barrett allows a variable stepsize h, := x, - x,_ I, which results in a more complicated form for 
the coefficients y,, and the relation (3.3). 
Owing to the simple form of (3.2) Barrett is able to write down an explicit solution for w,, 
using a result of Dorr [5], which in the case of a uniform mesh is 
n-l 
1+ CA, 
w, = wo + b?v+1- wo) 
i=l 
1-r ;A,’ 
(3.4) 
i=l 
for Ai := exp[ - hC;= Ia,], w. := ~(0, c) = A and wN+, := ~(1, E) = B. He then goes on to discuss 
various properties of the tridiagonal matrix associated with the recurrence relation (3.2) and ways 
of preconditioning this matrix, since exponentially large eigenvalues can occur, depending upon 
the sign of g(x,). 
In order to illustrate his technique Barrett discusses three examples. For the first example he 
takes g(x) := 4 - x and two mesh points, that is, N = 2 and h := f _ Then A, := exp[ - 1/(18~)] 
and A, := 1, and so it follows from (3.4) that as E -+ Ot 
B-A 
wl=A+ 2+exp[-1/(1&)] -t(A+B) 
and 
W 2=A+(B-A) 1 + =P[ -L’(1841 _ +(A + B) 
2 + exp[ -l/(186)] 
7 
since lim t _ o+ exp[ - l/(186)] = 0. Thus by using only two internal mesh points Barrett is able to 
capture the correct asymptotic behavior of the solution of (2.1) as c + O+ when g(x) = i - x; cf. 
(2.5). In his second example Barrett sets g(x) := : + 77 - x, where n is an arbitrary small nonzero 
constant. The asymptotic theory (cf. remarks immediately preceding (2.5)) tells us that the 
solution of (2.1) for this choice of g satisfies 
lim w(x, E) =A 
r+o+ 
in [0, 1 -Ii] if ?I -C 0 
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or 
lim w(x, <)=B in [6, l] if n>O. 
r-0+ 
Again Barrett’s scheme is able to reproduce this behavior with only two internal mesh points; to 
wit, 17+i 
A, := exp - 7 , [ 1 A,:=exp 2 , [ 1 
andsoasc+O’ 
B-A 
w’ = A + 1 + exp[ -n/(3c)] 
{l+exp[-l/(186)]} - 1,” ii zni’ 
> 
and 
W z=A+(B-A) 
1 + exp[ - (9 + i)/(34] 
1 + exd -17/(3~)1 
{l+exp[-1/(18~)]}-{z ~~~~~’ 
As his third example Barrett takes g(x) := x - i, which we know (cf. (2.6)) implies that the 
solution of (2.1) has a shock layer at x = $ that connects the constant states A (for x < i) and B 
(for x > i). With N = 2 Barrett finds that A, := exp[l/(l8E)] and A, := 1; consequently, as 
c-+0+ 
B-A 
w’ = A + 1 + exp[l/(l8c)] - A 
and 
w,=A+(B-A) ’ + exd1/(18’)l _ B 
2 + exp[l/(l86)] ’ 
since lim r_,,+ exp[l/(l8e)] = co. 
Barrett’s analysis is seen therefore to be quite successful in uncovering the correct asymptotic 
behavior of solutions of reasonably delicate turning point problems. Unfortunately he is not able 
to resolve the solution inside of boundary or internal layers; however, this is not a serious 
shortcoming, since in many singularly perturbed problems it is the location of any such layers 
that is of prime importance. This is especially the case in nonlinear problems, as we will see 
below. Once a layer has been located one can perform a local analysis to uncover its structure 
and thickness, for example. Another limitation of Barrett’s analysis, which is of direct concern 
for us, is that it depends upon the availability of the exact solution (3.4) of the recurrence 
relation. In the corresponding treatment of a nonlinear problem such an exact solution would 
not be available, in general. We propose therefore to illustrate how the use of elementary 
asymptotic analysis, as described in Section 2, obviates the need for an exact solution of the 
recurrence relation (3.2). This type of analysis forms the basis for our discussion of the system 
(1.2) in the next section. 
Our starting point is the approximate problem 
fW”+g(x,)w’=o, X,-l <X<X,,l, 
+,-I, 6) = w,-1, W(Xn+b 4 = Wntl. 
(3.1) 
We know from Section 2 that if g(x,) > 0, then the solution of (3.1) has a boundary layer at 
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x = X,-l, that is, as e--,0+ 
for x in [x,-i, x n+l]; cf. (2.2). It follows that w, := w(x,, e) - w,+r + (w,_r - wn+r)y, or (to 
asymptotically small terms) 
YnWn-1 - w, + (I- Ynb%+l= 0, a, ’ 0, (3.6) 
where we recall that y,, := exp[ -(Y, h], for LX,, := g( x,,)/e. Similarly, if g( x,,) < 0, then the solution 
of (3.1) has a boundary layer at x = x,,+r, that is, as e + O+ 
4% 4 - w,-1 + (w,+~ - WA exp d-4 xn+l- “1 [ P-7) 
for x in [x,-r, x,,+r]; cf. (2.3). Consequently w, - w,_r + (w,+r - wn_r)y;i, which we rewrite 
(again to asymptotically small terms) as 
(l-Yn)Wn-l+YnWn-Wn+,=O, a,<o. (3.8) 
The recurrence relations (3.6) and (3.8) can be regarded as asymptotic forms of the exact relation 
(3.2). Now (3.6) can be simplified further to the two-term relation 
w, = Wntl as e + Of, ff, > 0, (3.9) 
since y, := exp[ -g(x,)/e] - 0 as 6 + O+, for g(x,) > 0, while (3.8) can be simplified to 
w, = w,-1 as E --) 0+, (Y, < 0, (3.10) 
since y, + cc as 6 -+ O+, for g( x,,) < 0. Using the above asymptotic relations we can reproduce 
Barrett’s results for the three model problems using just two internal mesh points. 
Consider first the shock layer case, that is, g(x) := x - $, for N = 2 and h := :. Then at 
x = +g(:) < 0, and so (3.10) implies that 
Wl -w,=A as c+O+; 
while at x = 3 g(5) > 0, and so (3.9) implies that 
w2 -w,=B ase+O+. 
These results agree with Barrett’s and with those of Section 2 for the continuous problem (2.1). 
Consider next the boundary layer case, g(x) := a + 9 - x, for 71 a small constant. Again with 
two internal mesh points we have that g(i) = i + 77 > 0 (since 117 1 is assumed small), and so 
WI - w2 as e -+ O+, 
by virtue of (3.9), while g({) = - i + 77 < 0, and so 
w2-w1 as z -+ O+, 
by virtue of (3.10). These two relations tell us that wl and w2 are asymptotic to the same 
constant u. It remains to determine the value of this constant. Suppose first that 17 = 0. Then for 
x in [0, 31 
+, 4 - a+(A-a)exp 2 , 
[ I 
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and for x in [i, 11 
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46 e> - 1-x a+(B-0)exp -7 
i 1 
as c+O+; cf. (3.5) and (3.7). In the interval [$, 51 both representations are valid, and in 
particular, the derivatives must agree at x = i, the turning point, that is, 
-$(A -u) exp[$] = &B--o) exp[++]. 
This equation gives us the desired information that 
u := $(A + B), 
in agreement with Barrett’s result and the analysis of Section 2. Finally, if 77 # 0 we have that 
w(x, E) -u+(A-o)exp[--(~+i):] in[O,$] 
and 
w(x, E) - u + (B - u) exp (77 - a)+ 
i 1 in [+, I]. 
Let us look at the derivatives at x = $ + 7, the turning point; to wit, 
w’(: +q, E) - -(q + i)q exp 
[ 
77+: 
+I+ i),- 1 
and 
W’(+ + 17, E) - (i - q)F exp -(q _ +)K$i _ [ 1 
(3.11) 
(3.12) 
Expanding the arguments of the exponential terms we see that 
ew [ -(v+ i) 
+] =exp[_!f_$&] exp[ -zV] 
in (3.11) and 
exp -(s- i) [ 
+] =exp[ _i!f_$&] exp[$] 
in (3.12). Thus if -r~ > 0 we must set u := B; otherwise, (3.12) would contain the exponentially 
large term exp[217/(3r)]. Similarly, if 17 < 0 we must set u := A, so as to remove the exponentially 
large term exp[ - 2~/(3e)] from (3.11). These choices for the constant interior term agree with 
Barrett’s, and so we have reproduced his results without the aid of the exact solution of the 
recurrence relation. 
We turn now to the system (1.1). 
4. Numerical analysis of the model system 
We turn finally to an analysis of the system 
I? 
u 7 =U u(0, c)=O, U(1, c)=o, 
CU”+f(U, u’)u’=o, u(0, l ) =A, 
on (0, 1) 
~(1, C) = B, (4.1) 
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in the two special cases that f:= U’ and f := u. More generally, if f is any continuous function of 
its arguments, it is known (cf. [8,9]) that (4.1) has a unique solution (u, u) = (u( x, E), u( x, E)) 
for all .Z > 0 that satisfies the a priori estimate in [0, 11 
#(X2 -X) < U(X, c) < &r(x2 -x) 
m < u(x, E) GM, 
(4.2) 
for M := max{ A, B} and m := min{ A, B}. The estimate for u follows directly from the 
maximum principle (cf. [12, Chap. l]), while the estimate for u follows from the inequalities 
rn<u”< M. 
Let us consider first the problem 
I, 
Ll > =U u(0, E) = 0, U(1, c) = 0, 
cu” + uu’ = 0, ~(0, e) =A, ~(1, E) = B. 
(4.3) 
We replace it with the sequence of approximate problems on (x,] _ , , x, + 1 ) 
u” = u,, , 4x,-,, 4 = u,-1, +,+I, 6) = u,+1, 
cu” + u,p’ = 0, 4x,-*, 4 = q-11 4x,+,, e> = u,+1, 
(4.4) 
where, as before, x, := nh, n = 0,. . . , N + 1, and h := l/( N + 1) is the (uniform) stepsize. A 
short calculation shows that for given values of CJ,, the solution u, := u(x,, E) of the problem for 
u satisfies the recurrence relation 
U,-1 -2u,+u,+i=h2u,,, l<n<N, (4.5) 
and the boundary conditions u0 = 0, uN+, = 0, that is, we have replaced u” by the central 
difference (u,_i - 2u, + u,+i )/h2. In general, (4.5) is a difficult problem to solve since the 
nonhomogeneous term h2u, is coupled to the second problem in (4.4). However we can effect a 
dramatic simplification by noting that asymptotically (as c + 0’) u, is piecewise constant. 
Intuitively this is so because the reduced (e = 0) form of the u-equation in (4.4) is simply u’ = 0 
or u = constant. Therefore we can replace the problem (4.5) with the asymptotic form 
U,-1 -2u,,+u,+i=h2r, l<n<N, u,=u,+,=O, 
under the assumption that u,, - Y as e + O+. The solution of (4.6) is found easily as 
u,,=:Y(x;-xx,), O<n<N+l, 
(4.6) 
which means that we have, in effect, reduced the task of solving the coupled system (4.4) to the 
task of solving the single scalar problem 
cu” + +r xz [ ( - XJ] u’ = 0, 
u(x,_,, c> = Q-1, u(%+,, 4 =un+1. 
(4.7) 
Note that the solution u, obtained from (4.7) must be consistent with the ansatz that u, - r as 
c+O+for n=l,..., N. 
This analysis of the problem (4.3) can be carried over, with little difficulty, to the second 
problem considered in this section; namely, 
I, 24 = u, u(0, E) =o, u(l, E) =o, 
EU” + u’u’ = 0, ~(0, E) =A, ~(1, E) = B. 
(4.8) 
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This problem is replaced first with the approximate problems 
I, 24 =U n, U($-l, E) = u,-i, +,+I, c> = U,+ir 
fU” + z+’ = 0, +,-I, e) = un-1, +,+I, E) = un+l. 
(4.9) 
Next an expression for u,!, is obtained by noting that, for a given value of u,, the solution of the 
problem for u in (4.9) is 
u(x) = 
G -ii,_, n+l x a 
2h 
x+ n+lU,-1 
-X,-lfin+l 
2h 
+ &x2, 
where Gnfl := u,+~ - ~u,,x~+, and ii,_, := u,_~ - :u,,x,!_,. Consequently, u’(x) = (fin+, - 
fi,_,)/(2h) + unx, and so 
,. 
u:, := u’(x,,) = ; n+l--hun-l u +u,x,= n+l - un-1 
2h ’ 
that is, the term u’ in the second equation of (4.8) is replaced with a central difference in 
problem (4.9). Under the ansatz that u,, - Y as E + O+ for 1 G n G N we can replace the coupled 
system (4.9) with the single scalar problem 
6U” + [$-(2x, - l)] u’ = 0, 
+,-I, 6) = up,, 4%?+1, 4 = un+1. 
(4.10) 
Let us assume now that the boundary values A and B have the same sign. (This is the case 
considered by Dorr [5].) This restriction on A and B enables us to make good use of the a priori 
estimates (4.2). Suppose first that A > 0 and B > 0; then (4.2) imply that u( x, 6) < 0 in (0, 1) 
and u(x, c) > 0 in [0, 11. Consider first the problem (4.4). If we assume that u,, - Y as E + O+, 
then r>O and un:= ir(xi - x,) < 0, for 1 G n G N, in agreement with the result for the 
continuous problem (4.3). Since the coefficient u, of u’ in (4.7) is negative we know (cf. (3.10)) 
that the solution u,, := u( x,, 6) of (4.7) satisfies u,, = u,_ , ase+O+forl<n<N,thatis, 
u -u n 0 :=A asc-+O+ forn=O,...,N. 
We conclude that for A > 0 and B > 0 the solution of the continuous problem (4.3) satisfies 
lim u(x, E) =A for x in [O,l-61, 
c--to + 
which agrees with Dorr’s result in [5]. If the boundary values are both negative, then the changes 
of variable x + 1 - x, u(x, E) + -u(l - x, 6) and u(x, E) -+ - ~(1 - x, E) convert this case into 
the previous one, and so we conclude that 
lim u(x, c) = B 
6-O+ 
for x in [a, 11, 
and there is a boundary layer at x = 0. 
Consider next the problem (4.9) in the case when A > 0 and B > 0. In this case the estimates 
(4.2) imply again that u(x, r) < 0 in (0, 1) and u(x, E) > 0 in [0, 11. We begin by assuming that 
u -Yasc+O+, for n = 1,. . . , N. Then Y must be positive, and so the coefficient ir(2x, - 1) of 
u’ in (4.10) changes sign from negative to positive at x, = i (which may or may not be a mesh 
point). It follows from (3.9) and (3.10) that there exists an no between 1 and N such that the 
solution un of (4.10) satisfies u, = u~_~ as e-+O+for n=O,...,n,-1, and u~=u~+~ as E+O+ 
for n=n,+l,..., N + 1. In other words, as c + Ot 
u -u n 0 :=A forO<ndn,-1, 
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and 
v -vN+l n :=B forn,+l<n<N+l, 
that is, there is a shock layer in a neighborhood of n, (cf. (2.6)). We conclude that the solution of 
the continuous problem (4.8) satisfies 
(4.11) 
It remains to determine the location 5 of the layer, and so we return to the continuous problem 
for U: u” = v, ~(0, 6) = 0, ~(1, E) = 0. If U(X, C) - U(x) as E + O+ for x # <, then U must 
satisfy the following (four) conditions: U(0) = 0, U(1) = 0, U’(< + ) = U’(t - ) and U(< + ) = 
U(t - ). Now (4.11) implies that U” = A for x c 5 and U” = B for x > 6; consequently, 
u(x) = 
i 
+Ax* + c,x + c2, o<x<t, 
+Bx2+d,x+d2, .$<x<l. 
The first four conditions allow determination of the constants ci, c2, d, and d,; to wit, 
u(x) = 
+Ax* - Atx, o<x<t, 
$Bx*-B~x+B(x~- i), t<x<l. 
Finally, the continuity condition U( 5 + ) = U( 6 - ) implies that At2 = B( 1 - ,$) *, that is, 
1 
1 + (A/B); ’ 
in agreement with Dorr’s result in [5]. 
If we now consider (4.8) with A c 0 and B -c 0, then we first find that, in contrast to the 
problem (4.3), there is no change of variable that reduces this case to the case of positive 
boundary values. However, the estimates (4.2) do imply that u(x, E) > 0 in (0, 1) and u(x, C) < 0 
in [0, 11, Thus if we assume that the solution u, of (4.9) satisfies v,, - r as E + Of for 1 < n < N, 
then r must be negative, and the coefficient ir(2x, - 1) of u’ in (4.10) changes sign from 
positive to negative at x, = t. (This sign change is just the opposite of the sign change occurring 
in the case of positive boundary values, and it accounts for the striking difference in the 
asymptotic behavior of the solutions of the two cases; cf. Section 2.) Applying (3.9) and (3.10) we 
findthatas~-,O+u,isindeedconstant(=r)forn=l,...,N,sinceu,=v,+, forn=l,...,n, 
andu,,=v,_, forn=n,+l,..., N with 1 n, - $1 small. It follows that in order to determine the 
value of r we can now regard the asymptotically approximate problems (4.10) as discrete 
versions of the continuous problem on (0, 1) 
CU” + [$(2x - 1)] v’ = 0, 
~(0, c) = A, ujl, E) =B, 
(4.12) 
since u” = Y, 0 <x < 1, ~(0, C) = ~(1, C) = 0 has the solution U(X, C) = :Y(x* - x), u’(x, C) 
= +r(2x - 1). We conclude immediately from Section 2 (cf. (2.5)) that the solution of (4.12) 
satisfies 
~~o+v(~,~)=r:=f(A+B) in[6,1-61, 
which is the limit found by Dorr in [5]. 
(4.13) 
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The preceding analysis of problems (4.3) and (4.8) was made possible, to a large extent, by the 
a priori estimate that u(x, E) was of one sign in [0, 11. Suppose we consider now each of these 
problems when the boundary values have opposite signs. Let us begin with the problem 
I, 
I.4 = u, u(0, E) = 0, u(l, 6) = 0, 
60” + u’v’ = 0, u(0, c)=A (0, u(1, r)=B>O. (4.8) 
(The other case, A > 0 and B =c 0, reduces to this one via the changes of variable x + 1 - x, u + 
U, u -+ u.) In the absence of a useful a priori estimate on U(X, r) the analysis of (4.8) must rely 
more on the asymptotic theory of Section 2. If we make the ansatz that the solution of the 
approximate problem (4.9) satisfies u,, - Y as E -+ O+, then the problem (4.10) applies in this limit. 
First of all, (4.10) tells us that u, cannot have an interior layer of the type described by (4.11). 
The reason is simply that the coefficient K, := $r(2x,, - 1) of u’ in (4.10) has the wrong sign for 
such a layer. For suppose that u,,-A<0 for n=O,...,n,-1 and u,-B>O for n=n,+ 
1,. . . , N + 1. Then K, is positive on either side of n 0, and so a shock layer is impossible. Thus v,, 
is asymptotic to a single constant r for n = 1,. . . , N, as E + O+. We now show that Y > 0 is 
impossible. If we assume r > 0, then there must be a boundary layer at x = 0, since A is negative, 
but K, is then negative, which precludes the occurrence of a boundary layer there. Consequently 
Y must be nonpositive. The discussion now divides into three subcases. Suppose first that 
A + B > 0. We will show that Y must be zero. For if r < 0, then K, = - :r > 0 and KN+i = ir < 0 
and the theory of Section 2 (cf. (2.5) and (4.13)) implies that r must be +(A + B) > 0, the 
average of the boundary values! This contradiction shows that if A + B > 0, then 
!?a+ u(x, c) = 0 in [a, 1 - 61, (4.14) 
in agreement with an analytic result of Dorr, Parter and Shampine [9]. Next, if A + B < 0, then 
the possibility that u, - r := +(A + B) < 0 is compatible with the restriction that Y must be 
nonpositive. It turns out that for A + B < 0 this is the correct limit for u, and u as E + O+, that 
is, the relation (4.13) obtains; cf. [9]. The only other possible limit, r = 0, can be excluded by 
means of a convexity argument involving the continuous problem (4.8). Lastly, if A + B = 0, 
then it is not difficult to see that (4.14) obtains; cf. [9]. 
We turn finally to the problem 
I, Ll = u, U(0, e) = 0, U(1, 6) = 0, 
EV?’ + uv’ = 0, ~(0, <) =A, ~(1, E) =_B, (4.3) 
when the boundary values are of opposite sign, by means of the approximate problems 
EU” + L,d = 0, 
u(x,-,, 4 = un-I, +,+l~ 4 = Un+l. (4.7) 
Here L, := ir(xf-xx,) (:= u(x,, c)), for Y the putative (constant) limiting value of u,( := 
u(x,, E)) as E + O+. Suppose first that A < 0 and B > 0. The above analysis of (4.8) suggests that 
one way to analyze (4.3) and (4.7) is to eliminate as many types of limiting behavior as possible 
by means of the theory of Section 2. We begin by noting that shock layer behavior is impossible, 
that is, there is no integer no between 1 and N such that v,, - A as E --) O+ for n < n, and U, - B 
as e + O+ for n > n,. This follows because L, := iA(x,f - xn) > 0 for n < no and L, := :B(xz - 
x,) < 0 for n > n, have signs that are incompatible with shock layer behavior near n,. We 
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conclude that as e-O+ u -r for n=l,..., N, where r is a single constant with a value in 
[A, B], by virtue of the e&mates (4.2). It only remains to determine the value of r. There are 
four possibilities: (i) r is in (A, B)\(O); (ii) r = A; (iii) r = B and (iv) r = 0. If case (i) obtains, 
then there must be boundary layers at both endpoints, since r # A, B; however, if r > 0, then 
L, := ir(xf - x1) < 0 and so there is no layer at x = 0. If r < 0, then L, := it-(x; - xN) > 0, 
which precludes the occurrence of a layer at x = 1. Thus case (i) cannot obtain. This argument 
also shows that cases (ii) and (iii) cannot obtain either, for if u,, - A < 0, then there must be a 
boundary layer at x = 1, but L, := :A(x; - xN) > 0 has the wrong sign. While if u,, - B > 0, 
there must be a layer at x = 0, a conclusion that is incompatible with the fact that L, := + B( xf 
- x1) < 0. Thus case (iv) must obtain, that is, 
lim u(x, E)=O in [6,1-61, 
C-O+ 
which is a new result, since Dorr et al. only considered (4.3) when the boundary values were of 
the same sign. 
In the remaining case of A > 0 and B < 0 we can first of all exclude the limit u, - r as e -+ O+ 
for r a constant in (A, B) \ { 0} by arguing as in case (i) above. We can also rule out that u, - A 
or u, -Bas~-+O+forn=l,..., N. To see this, we rewrite L, := ir(xi - xn) as L, - (- ir)x, 
for n near 0 and L, - - $r(l - xn) for n near N + 1, from which it follows that ~‘(0, 6) - ~‘(1, C) 
as e--+0+. Therefore, if the solution displays boundary layer behavior, it must do so at both 
endpoints. This leaves us with two possible types of limiting behavior: either u,, - 0 for 
n=l ,...,Nor u,, -A for n < no and u,, - B for n > no. In order to proceed further we return to 
the discrete approximation of (4.3) 
MI’ = u, ) 4x,-1, 4 = u,-1, 4x,+1, 4 = u,+1, 
EU” + u,u’ = 0, u(x,-1, 4 = u,-1, 4x,+1, 4 = un+l. 
(4.4 
If, indeed, u, - 0 as E + O+, then there are boundary layers at x = 0 and x = 1. In regard to the 
layer at x = 0 let us look at (4.4) on the interval (0, x2), namely 
uf’ = ui, u(0, C) = 0, u(xz, e) = u2, 
CU” + 24iU’ = 0, ~(0, 6) = A, u(xz, c) = u2. 
Under the assumption that u, - r as c += O+, we set u2( := u(xZ, E)) = :r(xz - x2) and u2 = r. 
Then solving the problem for u gives us u1 := u( xi, 6) = i( u,x,’ + (r - ul)xlxz - rxl) as the 
value of the coefficient of u’. Now if r = 0, then u1 = - $u,x,h is negative, since A > 0 and u1 is 
close to A. Thus the sign of u1 does not permit a-boundary layer at x = 0 if r = 0. We conclude 
that the correct limiting behavior for these values of A and B is shock layer behavior; cf. (4.11). 
It remains to determine the location 5 of the layer. To this end, let us note that the solution u of 
the continuous problem has a negative derivative in [0, 11, since ~(0, 6) = A > 0 and ~(1, C) = B 
< 0. Therefore we can rewrite the equation EU” + uu’ = 0 as CU”/U’ = - u and deduce that 
But 1 ~'(0, 6) 1 and Iu’(1, 6) 1 are of the same size as E + Of, since there are no boundary layers; 
consequently, this relation implies that 
/ 
1 
lim 
c-o+ 0 
u(s, 6) ds = 0. 
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Now u - A in [0, <) and u - B in (5, 11 as E -+ O+; whence, u(x, 6) - iAx(x - E) in [0, t) and 
4x, c> - - +B(l -x)(x - 5) in (E, 11. It follows then from the Dominated Convergence Theo- 
rem that 
:A 
/ 
‘s(s-5) dx+ 
0 
that is, At3 = - B(1 - <)3 or 
:B 
J 
t’(s - l)(s - [) ds = 0, 
&= (-BY 
A:+(-B)’ 
is the location of the shock layers. This too is a new result. 
5. Some extensions 
In his paper [5] Dorr considered the following generalization of problem (l.l), 
u ‘I=h(x, 24, u), u(0, c) = 0, U(1, ;) = 0, 
d’+f(x, u, u’)u’-g(x, u, u’)u=O, ~(0, 6) =A, ~(1, E) = B, 
(5 4 
where f, g and h are smooth functions of their arguments and g >, 0 in the region of interest. 
This condition on g permits the use of the maximum principle (cf. [12, Chap. l]), and so one has 
available a priori estimates on the solution (u(x, E), u(x, e)) as < + O+. The numerical method 
presented in Section 4 carries over to (5.1) with only slight modifications, for we can calculate 
solutions of (5.1) by solving the approximate problems 
U “=wh u,, u,), 454 
~U”+f(X,, u,, u:,)u’-_g(x,, 
Ubn+l, 4 = %+1r 
with the aid of the asymptotic theory of 
4 = u,-1, 4x,+1, 4 = u,+1, 
u n, IL;> u, = 0, u(x,-I,4 = u,-1, 
Section 2; cf. [2]. 
It is also of interest to consider perturbed higher-dimensional systems with turning points, 
such as the system of equations for the streamfunction 4 and vorticity w 
(5.2) 
which governs the two-dimensional, steady-state distribution of vorticity, in the limit of large 
Reynolds number Re (=: l/e); cf. for example [3, Chap. 51, [13, Chap. 71. In this context a 
turning point is a stagnation point, that is, a point in the flow field where the x- and 
y-components of the velocity both vanish, and an understanding of the fluid behavior near a 
stagnation point is often crucial to an understanding of the entire flow field. The problem (5.2) 
appears to have motivated Dorr’s original study in [5] of the system (l.l), since (1.1) [with 
f := u’] can be regarded as a plausible one-dimensional model of (5.2). Intuitively, then, the 
method of Barrett seems amenable to extension to higher-dimensional problems like (5.2), in 
which an understanding of the underlying asymptotic nature of the solution is critical to the 
success of any numerical method that attempts to resolve it. 
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