Abstract-Software reliability is one of the important factors of software quality. Many mathematical models are proposed in literature to predict the software quality and related reliability. Generally during testing many factors are considered like effort, time and resources. Testing effort can be better described by time, person hours and number of test cases. During testing many resources are being consumed. In this paper an analysis is done based on incorporating the Bass diffusion testing-effort function in to NHPP Software reliability growth model and also observed its release policy. Experiments are performed on the real datasets. Parameters are calculated and observed that our model is best fitted for the datasets. 
I. INTRODUCTION
Software becomes crucial in daily life. Computers, communication devices and electronics equipments every place we find software. The goal of every software industries is develop software which is error and fault free. Every industry is adopting a new testing technique to capture the errors during the testing phase. But even though some of the faults were undetected. These faults create the problems in future. Reliability is defined as the working condition of the software over certain time period of time in a given environmental conditions. Large numbers of papers are presented in this context. Testing effort is defined as effort needed to detect and correct the errors during the testing. Testing-effort can be calculated as person/ month, CPU hours and number of test cases and so on. Generally the software testing consumes a testing-effort during the testing phase [20, 21] .SRGM proposed by several papers incorporated traditional effort curves like Exponential, Rayleigh, and Weibull. The TEF which gives the effort required in testing and CPU time the software for better error tracking. Many papers are published based on TEF in SRGM with NHPP models [4, 5, 8, 11, 120, 12, 20, 21] . All of them describe the tracking phenomenon with test expenditure. It is found that effort consumption rate is varied from time to time and no effort function fully describes effort consumed during the software development. For that we proposed a new effort function which is a combination of several effort-functions, better describes the effort expenditure. This paper we used Bass diffusion testing-effort curve and incorporated in the SRGM. Result shows that the SRGM with Bass diffusion testing-effort function gives better results.
This paper is organized in to six sections. Section 2 briefly describes the testing effort functions. Section 3 proposed the new software reliability growth model. Section 4 shows the model evaluation criteria. Section 5 & 6 describes the software release time based on software cost and reliability.
II. SOFTWARE TESTING EFFORT FUNCTIONS
Several software testing-effort functions are defined in literature. w(t) is defined as the current testing effort and W(t) describes the cumulative testing effort. Theory and Engineering, Vol. 3, No. 5, October 2011 equation shows the relation between the w(t) and W(t)
The following are some of them 1) Exponential Testing effort function
The cumulative testing effort consumed in the time (0,t] is [20] 
2) Rayleigh Testing effort curve:
The cumulative testing effort consumed in the time (0,t] is [12, 20] 
The Rayleigh curve increases to the peak and descends gradually with decelerating rate 3) Weibull Curve: the cumulative testing consumed is
A Weibull type curve can well fit the data often used in the field of software reliability modeling, it displays a peak phenomenon when the shape parameter is m>3. 4) Logistic Curve: the logistic testing-effort function was originally proposed by F.N Parr. It behaves in similarly as Rayleigh Curve, expect during early part of the project. The cumulative testing effort is given by 
The testing effort function reaches its maximum value at ) ( ) / ln( • The first special case occurs when q=0, when the model reduces to the Exponential distribution.
• The second special case reduces to the logistic distribution, when p=0.
The Bass model is a special case of the Gamma/shifted Gompertz distribution (G/SG).
III. SOFTWARE RELIABILITY GROWTH MODELS

A. Software reliability growth model with Bass diffusion TEF
The following assumptions are made for software reliability growth modeling [1, 8, 11, 20, 21, 22] 1) The fault removal process follows the Non-Homogeneous Poisson process (NHPP)
2) The software system is subjected to failure at random time caused by faults remaining in the system. 3) The mean time number of faults detected in the time interval (t, t+Δt) by the current test effort is proportional for the mean number of remaining faults in the system. 4) The proportionality is constant over the time. 5) Consumption curve of testing effort is modeled by a Bass diffusion TEF. 6) Each time a failure occurs, the fault that caused it is immediately removed and no new faults are introduced. 7) We can describe the mathematical expression of a testing-effort based on following
Substituting W(t) into Eq. (9) 
This is an NHPP model with mean value function with the Bass diffusion testing-effort expenditure. Now failure intensity is given by (11) 
The expected number of errors detected eventually is (13)
B. Yamada Delayed S-shaped model with Bass diffusion testing-effort function
The delayed 'S' shaped model originally proposed by Yamada [24] and it is different from NHPP by considering that software testing is not only for error detection but error isolation. And the cumulative error detected follows the S-shaped curve. This behavior is indeed initial phase testers are familiar with type of errors and residual faults become more difficult to uncover [1, 6, 15, and 16] .
From the above steps described section 3.1, we will get a relationship between m(t) and w(t). For extended Yamada S-shaped software reliability model. The extended S-shaped model [24] is modeled by (14) And (15) We assume r2≠r1 by solving 2 and 3 boundary conditions md(t)=0 , we have and (16) At this stage we assume r2≈ r1≈r , then using 'L' Hospitals rule the Delayed S-shaped model with TEF is given by (17) The failure intensity function for Delayed S-shaped model with TEF is given by (18) IV. EVALUATION CRITERIA The goodness of fit technique Here we used MSE [5, 11, 17, 23] which gives real measure of the difference between actual and predicted values. The MSE defined as (19) A smaller MSE indicate a smaller fitting error and better performance.
b) Coefficient of multiple determinations (R2) which measures the percentage of total variation about mean accounted for the fitted model and tells us how well a curve fits the data. It is frequently employed to compare model and access which model provides the best fit to the data. The best model is that which proves higher R2. That is closer to 1.
The predictive Validity Criterion
The capability of the model to predict failure behavior from present & past failure behavior is called predictive validity. This approach, which was proposed by [26] , can be represented by computing RE for a data set (20) SSE criteria: SSE can be calculated as : [17] ( 21) where yi is total number of failures observed at a time t i according to the actual data and m(t i ) is the estimated cumulative number of failures at a time t i for i=1,2,…..,n. All parameters of other distribution are estimated through non linear least square estimation. The unknown parameters of Bass diffusion TEF are α=91.58(CPU hours), p=0.02164 and q=0.06848 correspondingly the estimated parameters of Logistic TEF N=54.84, A=13.03 and β=0.2263 and Rayleigh TEF N=49.32 and b=0.00684/week. Fig.1 Fig .4 shows the RE curves for the different selected models. figure 5 we can observe the Bass diffusion curve covers the maximum points like other TEFs. Now from the table V we can conclude that our TEF is better fit than other. Their 95% confidence bounds are given in the table VI. From the above we can see that SRGM with Bass diffusion TEF have less MSE than other models. 3) DS-3: the system T1 data of the Rome Air Development center (RADC) projets and cited from Musa et.al (1987) . The number if object instructions for the system T1 which is used for a real time command and control. In this case size of the software is approximately 21,700 object instructions. The software tested for the 21 week. During the testing phase about 25.3 CPU hours were used and 136 faults were discovered. 
VI. OPTIMAL SOFTWARE RELEASE POLICY
A. Software Release-Time Based on Reliability Criteria
Generally software release problem associated with the reliability of a software system. Here in this first we discuss the optimal time based on reliability criterion. If we know software has reached its maximum reliability for a particular time. By that we can decide right time for the software to be delivered out. Goel and Okumoto [1] first dealed with the software release problem considering the software cost-benefit. The conditional reliability function after the last failure occurs at time t is obtained by
Taking the logarithm on both sides of the above equation and rearrange the above equation we obtain (27) Thus (28) By solving the Eq.26 we can reach the desired reliability level. For DS1 Δt=0.1 R=0.91 at T=25.1weeks
B. Optimal release time based on cost-reliability criterion
This section deals with the release policy based on the cost-reliability criterion. Using the total software cost evaluated by cost criterion, the cost of testing-effort expenditures during software testing/development phase and the cost of fixing errors before and after release are: [9, 13, and 25] (29)
Where C1 the cost of correcting an error during testing, C2 is the cost of correcting an error during the operation, C2 > C1, C3 is the cost of testing per unit testing effort expenditure and TLC is the software life-cycle length.
From reliability criteria, we can obtain the required testing time needed to reach the reliability objective R0. Our aim is to determine the optimal software release time that minimizes the total software cost to achieve the desired software reliability. Therefore, the optimal software release policy for the proposed software reliability can be formulated as Minimize C(T) subjected to R(t+Δt/t)≥ R0 for C2 > C1, C3 >0, Δt>0, 0 < R0 <1.
Differentiate the equation (30) with respect to T and setting it to zero, we obtain for 0<T<TLC it can be obtained at dC(T)/dT>0 for 0<T<TLC and the minimal value can found at C(T) can be found at T=0. there can be found a finite and unique real number (33) because dC(T)/dT<0 for 0<T<T0 and dC(T)/dT>0 for T> T0 , the minimum of C(T) is at T=T0 for T0 ≤ T. we can easily get the required testing time needed to reach the reliability objective R0 . Here our goal is to minimize the total software cost under desired software reliability and then the optimal software release time is obtained. That is can minimize the C(T) subjected to R(t+Δt/t)≥ R0 where 0< R0 <1 [9, 25] T* =optimal software release time or total testing time =max {T0, T1}.Where T0 =finite and unique solution T satisfying Eq.(31) T1 =finite and unique T satisfying R(t+Δt/t)=R0 By combining the above analysis and combining the cost and reliability requirements we have the following theorem. Theorem 1:Assume C2 <C1<0, C3<0, Δt>0, and 0<R0 <1. Let T*be the optimal software release time 
VII. CONCLUSIONS
In this paper, we proposed a SRGM incorporating the Exponentiated Weibull testing-effort function that is completely different from the Weibull type Curve. We observed that most of software failure is time dependent. By incorporating testing-effort into SRGM we can make realistic assumptions about the software failure. The experimental results indicate that our proposed model fits fairly well. Using the estimated parameters α, λ and k above, we estimate the reliability growth parameters a and r in Eq (8) . Suppose that the data on the cumulative number of detected errors y k in a given time interval (0, t k ] (k = 1, 2... n) are observed. Then, the joint probability mass function, i.e. the likelihood function for the observed data, is given by 
