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Abstract 
The intentional and non-intentional use of social 
media platforms resulting in digital wildfires of misin-
formation has increased significantly over the last few 
years. However, the factors that influence this rapid 
spread in the online space remain largely unknown. 
We study how believability and intention to share in-
formation are influenced by multiple factors in addi-
tion to confirmation bias. We conducted an experiment 
where a mix of true and false articles were evaluated 
by study participants. Using hierarchical linear mod-
elling to analyze our data, we found that in addition to 
confirmation bias, believability is influenced by source 
endorser credibility and argument quality, both of 
which are moderated by the type of information – true 
or false. Source likeability also had a positive main 
effect on believability. After controlling for belief and 
confirmation bias, intention to share information was 
affected by source endorser credibility and infor-
mation source likeability.  
1 Introduction  
The purpose of information is to empower consum-
ers and help them make choices that have small or 
large impacts, such as selecting which television to 
buy or choosing the next government for their country. 
However, information varies in both quality and im-
pact. In recent years, both intentional and non-
intentional impacts of using social media platforms to 
spread misinformation have increased [1]. While news 
is defined as an account of current, real, and important 
events [2] that affect people [3], fake news is defined 
as an entire ecosystem of misinformation that includes 
sharing or spreading false information and the creating 
and sharing of disinformation [4]. Fake news has been 
used to refer to misinformed and disinformed news 
articles, hoaxes, rumors, parodies, incorrect editorials, 
incorrect facts, etc. This variety in purpose, channels, 
sources, and motivations makes it more difficult to 
understand its online spread [5]. Although yellow 
journalism in the print media and disinformation in the 
online domain has been around for years, political fake 
news made headlines during the 2016 US Presidential 
election and became a worldwide discussion after al-
legations of intervention by foreign actors were made. 
The office of the director of US national intelligence 
released a declassified report [6] about foreign interven-
tion in the elections. With several more elections now 
lined up across the world, and the two largest democra-
cies going into elections in 2019 and 2020 respectively, 
fake news is likely to increase its influence and impact on 
how over one billion voters exercise enfranchisement in 
these two countries alone. Media studies have also shown 
that three months before an election, the top 20 fake in-
formation articles exceeded the top 20 stories from main-
stream media outlets in terms of users sharing, reacting, 
and commenting on the articles [7]. All this motivates us 
to investigate this issue further. 
2 Prior Theory and Research 
As fake news has broad definitions and purposes, un-
derstanding it is emerging as a significant research chal-
lenge. Technical and behavioral scientists are looking at 
this problem from multiple perspectives. Behavioral sci-
entists have made significant progress in understanding 
how readability, placement of titles, etc. affect belief. 
However, a key aspect of fake news is its ability to per-
suade readers that it is true. The Elaboration Likelihood 
Model (ELM) is a key theory for understanding persua-
sive communication better. The two key routes of ELM, 
the central and the peripheral routes, explain how persua-
sive communication affects both individual belief and 
intention to share.  
2.1 Fake News 
As mentioned, fake news has been used broadly and 
refers to a range of items, which makes it a difficult issue 
to address [5]. Identifying the purpose, channel, source, 
and propagators can help us better grasp its dimensions. 
 Key purposes for spreading fake news include but are 
not limited to satire or parody/humor [8], financial gain 
from promoting fake ‘sponsored’ news stories supporting 
products [9], bloggers looking for large audience to gain 
views and advertising revenue [10], and election manipu-
lation [11]. Fake news has been used to manipulate public 
sentiment and cause public unrest [12] through internal 
[13] and foreign intervention [6]. In some cases, fake 
news is created to garner support or drive opposition to-
wards controversial topics (e.g., welfare, abortion, gun 
control) [14]. 
There are two broad areas of research on Fake news: 
technical and behavioral. Technical focuses on detecting 
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 fake news automatically using models and linguistic 
cues [15] while behavioral research focuses on human 
aspects like belief, attitude, intentions, etc. Given our 
focus is on belief and intention to share, we anchor on 
behavioral research.  
In the behavioral domain, recent studies rooted in 
different theories are looking at the issue of fake news 
from multiple angles. The Theory of Engagement 
demonstrated readability improved source credibility, 
but source credibility had no impact on active or pas-
sive propagation [17]. In [17], participants collected 
and shared cyber news on a social engagement plat-
form (Slack.com). However, the study used ‘source’ to 
refer to both a person or an organization, which can 
lead to reader confusion between the person sharing 
the item versus the portal sharing it.  
Reputation theory has shown most readers of fake 
news are affected by confirmation bias [18]. In their 
experiment, Kim and Dennis [18] evaluated the effects 
of story format, source ratings, and source reliability 
on believability by using headlines. They found that 
headlines in story format were less believable than 
headlines in news format. They also found source rat-
ings had a significant positive effect on believability. 
Another key finding was the significant positive effect 
of confirmation bias on believability, and believability 
had a further positive effect on activities like reading, 
commenting, and sharing. 
However, the fake news ecosystem produces a lot 
of textual content and uses additional techniques to 
persuade the reader, raising the need to understand the 
role of persuasive communication believability in in-
formation. Based on the epistemology of testimony, 
the relationship between an individual’s news verifica-
tion behaviors and intention to share was explained 
[19]. In this study, it was found that intention to share 
led to higher verification behaviors.  
However, we need to understand what leads to in-
tention to share in the first place. Using ELM as a 
base, business fake news was found to have low vari-
ance in content and high negativity, taking a peripheral 
route [20]. They calculated the entropy of content in 
80 comparable business news articles, finding true 
news contains more information than fake news. How-
ever, the impact on readers is still not understood.  
2.2 Elaboration Likelihood Model (ELM) 
ELM is a generic framework for arranging, classi-
fying, and understanding the latent success of persua-
sive communications and consequently communica-
tion driven changes in individual attitude [21][22]. 
Based on the personal relevance of a message to the 
user, ELM defines two routes taken by the persuasive 
message to induce attitude change in an individual 
[22]. When personal relevance is high, the route indi-
viduals prefer is the central route. Using this route, a per-
son carefully and thoughtfully considers the true merits in 
support or contradiction of an opinion the message pre-
sented, focusing on argument clarity [22]. Argument clar-
ity can be defined as cogent versus weak arguments re-
garding a topic.  
Personal relevance in the context of fake news refers to 
topics users care about such as gun rights, pro-life/pro-
choice, immigration, vaccination, etc. irrespective of their 
stance on the issues. Some studies that have focused on 
linguistic content of fake news have shown they contain 
more repetitive content and rely on other peripheral tech-
niques [16], while having lower variance in content [20] 
indicating their greater reliance on peripheral cues rela-
tive to true news. When personal relevance to the mes-
sage is low, individuals take the alternative peripheral 
route. Using this route, a person does not scrutinize the 
true merits of the message and instead uses external cues 
like looks, quantity, etc. [22] to judge the information. 
External cues can be further divided into two categories: 
message cues and source cues. Peripheral message cues 
include features like number of arguments in a message, 
i.e., length of the message, choosing between music over 
attributes of the product in an advertisement [23], or visu-
al salience of the message or advertisement [24]. These 
can also be treated as peripheral message cues in the ELM 
and therefore influence a person’s opinion. Peripheral 
source cues include users' trust and likeability for the 
source, either a person endorsing the message or the or-
ganization presenting it. The effects of persuasion through 
the two routes of ELM is an understudied phenomenon in 
the context of fake news. 
2.3 Confirmation Bias and Belief 
The human nature of overlooking evidence against a 
belief of uncertain truth while still supporting the belief is 
confirmation bias [25]. Motivation and cognitive factors 
are both responsible for confirmation bias and mediate the 
effects of one another [25]. In Wason’s 2-4-6 triplet num-
bers hypothesis task [26] when hypothesized that the se-
ries was ascending numbers, users failed to put forth al-
ternatives that might disprove this hypothesis. This result 
confirmed people’s bias towards choosing evidence that 
would support their own hypothesis by looking for con-
firmatory evidence or ignoring falsifiability of a hypothe-
sis completely. Confirmation bias can affect individuals 
interacting with information in several ways. In their 
study to understand a computer-mediated counter argu-
ment system, Huang et al. [27] measured confidence level 
in individuals with confirmation bias, before and after an 
interruption by the system. In the fake news domain, Kim 
and Dennis [18] measure perceived believability of indi-
viduals with confirmation bias in a news article. They 
found confirmation bias towards a headline in an online 
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 poster had a significant positive effect on belief in the 
poster’s topic.  
2.4 Sharing information on social media 
Social media platforms have provided users with 
several features such as Likes, Shares, Retweets, For-
warding, etc. that enable sharing or spreading of in-
formation. A recent survey by Pew Research [28] 
showed 67% percent of Americans receive some form 
of news from social media and 71% have seen some 
made up news either sometimes or often. Active users 
on social media have been classified as ‘Produsers’- 
individuals who do not simply produce or use the in-
formation on social media but play a dual role where 
they share information created by others as their own 
[29][30]. Presenting oneself as a source of information 
serves individuals psychologically and enables them to 
act as gatekeepers of information [31]. In their work, 
Oeldorf-Hirsch and Sundar [30] suggest that, on social 
media, individuals value the involvement of their net-
work members, seeking to keep their audience inter-
ested and having a sense of influence, hence driving 
more engagement. Therefore, people may tend to 
share information on social media and more so when it 
comes from the sources they follow or the groups of 
which they are members. 
2.5 Literature Review Summary 
In summary, prior work provides a foundation on 
which to build, yet several questions remain.  
Behavioral models aim to explain individual behav-
iors to better understand the spread of fake news based 
on deep-rooted theories. However, there are gaps in 
the literature. First, most studies relied on news snip-
pets and not complete (real-looking) news articles. An 
actual news article (True or Fake) may help us better 
understand what makes news believable beyond the 
headline. Second, the roles of sources and endorsers 
were not strongly distinct in these studies. This can 
cause confusion if the user dislikes the news source 
but likes the actual endorser, or vice versa. Third, sev-
eral studies showed what believability leads to and/or 
impacts but not what led to the believability. Fourth, 
there is a need to mitigate partisan biases in these stud-
ies. We aim to build on these studies by addressing 
these gaps. 
3 Theory Development and Model Con-
ceptualization 
3.1 What makes information believable? 
Belief and confirmation bias are strongly tied to-
gether [26]. Several studies have shown the significant 
effect of confirmation bias on believability [18]. We 
control for confirmation bias in the proposed hypotheses 
from 1A to 1F. 
Confirmation bias is driven by an individual’s stance 
on and affinity for a topic, but beyond confirmation bias 
there are several other underlying factors that convince 
consumers of the veracity of online information. ELM 
defines central and peripheral routes taken by a persua-
sive message to induce attitude change [21]. Peripheral 
source cues tell us the attributes of the source from whom 
the message is coming. When information is shared 
online, there are two important sources that individuals 
can look at explicitly, the person or organization shar-
ing/endorsing the information and the entity host-
ing/producing the information. In the context of socio-
political information individuals sharing or endorsing 
information can be important politicians and opinion 
makers such as Hillary Clinton, Donald Trump, or organ-
izations like the National Rifle Association (NRA) or 
Planned Parenthood.  
Since many of these endorsers do not create the con-
tent they selectively share or endorse, the information that 
they endorse is often produced by another entity. Content 
producers are typically either mainstream media like 
CNN, Fox, CNBC, or non-mainstream media outlets such 
as Breitbart. The degree of belief in information is influ-
enced by the reputation or credibility of the source [32]. 
We argue that beyond confirmation bias, information 
endorsed by key individuals or influencers and/or created 
by news outlets whom the users perceive to have great 
credibility will be more believable. Consumers will also 
find information less believable if they don’t find the 
sources and endorsers credible. Therefore, we propose: 
Hypothesis 1A: Source-Endorser credibility will be 
positively associated with belief. 
Fishbein and Ajzen [33] define belief as the internal-
ized likelihood of a bond between the social object of 
belief and another attribute or social object. In persuasion 
literature, source likeability refers to the ability of the 
source to create a pleasant and hedonistic perception of 
the source [34][35]. It has been compared to source at-
tractiveness in existing literature [36]. Source likeability 
is a visual cue and plays a significant role in the peripher-
al route. We believe that if a source is attractive i.e., it 
presents the news in an attractive way, then the reader 
will be positively influenced regarding the information 
presented in the article. Therefore, like source endorser 
credibility, the look and feel of an online site measured as 
source likeability can influence an individual’s belief. 
Therefore, we propose: 
Hypothesis 1B: Source likeability will be positively 
associated with belief. 
Argument quality refers to perceived logicalness of an 
article and is part of the central route of the ELM. It fo-
cuses on whether the article’s arguments were perceived 
as logical. It aims to make sure that beyond look and feel, 
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 and the source and endorser, the quality of the argu-
ments presented in the article played a role in convinc-
ing the reader. Overall, if argument quality is good, 
people will be positively influenced to believe the in-
formation presented. Well written arguments in any 
article make it difficult to discern fake information 
from true information. Therefore, we propose:  
Hypothesis 1C: Argument quality will be positive-
ly associated with belief. 
Source endorser credibility and source likeability 
are a part of the peripheral route. Fake information 
peddlers prefer the peripheral route as it is easier to 
convince consumers of information when they are not 
paying attention to the actual argument quality of the 
information. Therefore, we hypothesize that source 
endorser credibility and source likeability (peripheral 
route) affect believability more for fake news than true 
news. Hence, we propose the following hypotheses 
where the type of news acts as a moderator. Therefore, 
we propose: 
Hypothesis 1D: News type will moderate the rela-
tionship between the source-endorsers' credibility and 
belief such that true news will increase the strength of 
the relationship between source-endorser credibility 
and belief in the information presented to the consum-
er of news. 
Hypothesis 1E: News type will moderate the rela-
tionship between the source likeability and belief such 
that true news will increase the strength of the rela-
tionship between source likeability and belief in the 
information presented to the consumer of news. 
Unlike the peripheral route, the central route is 
strongly message driven. A key message cue used for 
assessing information while taking the central route is 
quality of the information presented. A high perceived 
argument quality can deceive consumers of infor-
mation more than peripheral factors like credibility or 
likeability. However, existing studies have shown that 
fake news generally does not contain high argument 
quality. Therefore, we propose: 
Hypothesis 1F: News type will moderate the rela-
tionship between the argument quality and belief such 
that true news will increase the strength of the rela-
tionship between argument quality and belief in the 
information presented to the consumer of news. 
3.2  What drives intention to share infor-
mation?  
Confirmation bias affects individuals when they be-
lieve in information put forth to them on social media 
platforms. Previous studies have shown that having 
high prior beliefs on ideological issues also leads to 
confirmation bias [37]. Ideological strength can be 
explained as how strongly one identifies with a politi-
cal ideology [38]. Combining ideological strength with 
importance and stance, a true indicator of confirmation 
bias can be measured. Drawing on the Theory of Planned 
Behavior (TPB) [39] and knowledge sharing motivation 
model [40] we believe the importance assigned to an is-
sue, stance, and ideological strength measured as confir-
mation bias is a key indicator of a person’s intention to 
share information. Therefore, we hypothesize: 
Hypothesis 2A: Confirmation bias is positively asso-
ciated with individuals’ intention to share information 
online. 
Intention can be defined as an individual's locus on a 
subjective probability dimension which involves a rela-
tion between that individual and a given action [33]. Be-
havioral intention specifically refers to the probability an 
individual will perform some behavior [33]. Belief in a 
social object sets the foundation for the formation of atti-
tude towards the social object [33]. It has been argued in 
the literature that the more favorable stand a person has 
towards some social object, in our case higher belief to-
wards the news article, the more the individual will intend 
to perform positive behavior [33], which in our study is to 
have an intention to share and spread the article. There-
fore, we propose: 
Hypothesis 2B: Controlling for confirmation bias, be-
lief is positively associated with individuals’ intention to 
share information online. 
When information comes from a source you follow 
unidirectionally, intention to share is higher [41]. In a 
unidirectional relationship on social media i.e. a person 
following an influencer, the likelihood to share infor-
mation is higher. The percentage of bidirectional relation-
ships is low on social media platforms. The top accounts 
on social media platforms are the individuals or entities 
we consider as endorsers in our study. Based on Wikipe-
dia’s list of 10 top followed accounts on twitter, we calcu-
lated that these accounts had 860 million followers cumu-
latively while they followed only 0.77 million accounts 
showing a high discrepancy between unidirectional and 
bidirectional relationships. This implies intention to share 
will be high for many individuals. Thus, we propose: 
Hypothesis 2C: Controlling for confirmation bias and 
belief, source endorser credibility is positively associated 
with individuals’ intention to share information online. 
Source likeability is also a cue [21] of the peripheral 
route which refers to the source’s ability to create a likea-
ble perception [34]. We refer to source likeability as how 
likeable, professional, and reliable the site hosting the 
information is. Past studies in advertisement literature 
have indicated that a likeable source increases the view-
er's attention towards the ad and generates positive feel-
ings towards brands, leading to increased purchasing in-
tention and likelihood [35][47]. We believe, similarly, 
source likeability is critical in determining if information 
from the web page will be shared further. Therefore, we 
propose: 
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 Hypothesis 2D: Controlling for confirmation bias 
and belief, source likeability is positively associated 
with individuals’ intention to share information online. 
When using the central route, consumers of infor-
mation evaluate the merits of information presented to 
them. Argument quality is a message cue and forms a 
part of the central route of the ELM [21]. Produsers 
are looking for content with strong defensible argu-
ments to share on social media [29][30]. Therefore, 
selecting information articles with perceived strong 
argument quality is an important factor while sharing 
information. Stronger argument quality beyond belief 
and confirmation bias will lead to higher intention to 
share information. Therefore, we hypothesize: 
Hypothesis 2E: Controlling for confirmation bias 
and belief, argument quality is positively associated 
with individuals’ intention to share information online. 
Individuals believe in fake news due to several fac-
tors like confirmation bias, source cues, message cues, 
etc. as hypothesized earlier. Therefore, when com-
pared to true news, there is a greater likelihood of re-
tweeting or sharing fake news by individuals [5]. Indi-
viduals overlook network and individual factors which 
favor truth [5]. This indicates that individuals may be 
unable to overcome confirmation bias and their be-
liefs, sharing more fake news than true news. We hy-
pothesize, that there is a significant difference between 
the intentions to share fake or true information and this 
relation is more positive for fake news than news. 
Therefore, we hypothesize: 
Hypothesis 2F: Controlling for confirmation bias 
and belief, individuals will have greater intention to 
share fake news.  
4 Research Methodology 
4.1 Scale Development 
We conducted an extensive literature review to de-
velop the measurement scales for the constructs in the 
study. To understand social, political, and technologi-
cal backgrounds of the participants, the survey instru-
ment began with questions regarding participant de-
mographics. 
We captured social indicators such as age groups, 
gender, and political preferences. Using a list of politi-
cal parties that participated in the 2016 Presidential 
election [42] we selected parties whose candidates 
won at least 0.5% of the popular votes in total. We had 
5 political choices – democrat, green, independent, 
libertarian, and republican – representing 99.16% of 
the presidential popular vote. An additional item indi-
cating no political preference was added. We meas-
ured political preferences such as political party 
alignment and alignment strength. The first two ques-
tions asked participants to indicate which ideology 
they aligned with most, followed by how strongly they 
identified with the political party they selected. Following 
this section, we measured social media and technology 
usage behaviors.  
4.2 Participants 
For the primary study, we developed and administered 
a web-based survey to students in a large southwestern 
research university. A total of 327 participants completed 
the survey. We applied strict filtering criteria for data 
cleanup. As identified in the pilot test, a minimum cutoff 
of 16.67 minutes was applied for filtering and removing 
incomplete responses and participants paying inadequate 
attention. We measured the amount of time each partici-
pant spent between opening a news article and answering 
questions. We retained 8 records that were more than 80 
percent complete but not 100 percent complete for under-
standing the demographics better. In total, 250 records 
were selected. We removed outliers where the same op-
tion was marked continuously for all the answers. We 
also used attention check questions for each article, and 
all retained participants answered these correctly. The 
attention check questions appeared in a random order for 
article that was displayed. The final responses in the study 
varied by gender, partisan choices, and other demograph-
ic indicators. The participant population was composed 
primarily of millennials. As the highest age group users of 
social media [43], millennials represent a considerable 
sample of the general population.  
4.3 Scenario Design  
We asked participants to read four articles and meas-
ured independent and dependent variables. Belief and 
intention to share were the dependent variables. Central 
route, peripheral route, confirmation bias, and individual 
characteristics were the independent variables. Each sce-
nario consisted of four news articles. All news articles, 
both true and fake, were checked for veracity using news 
checking websites like snopes.com and politifact.com. In 
some cases, fake news stories were generated from true 
news stories by news outlets such as cnn.com, cnbc.com, 
fox.com, etc. through manipulation of the headlines, 
dates, and content to make them look as close as possible 
to true news. These were vetted by a panel of judges for 
correctness. Creating look-alike and modified web pages 
is a common tactic often employed by fake news peddlers 
[15]. The individual or group endorsing the information 
has a significant influence on how information is received 
by people [44]; hence, we added a known endorser of 
conservative or liberal ideology to each article. 
4.4 Procedure 
The participants were presented a link directing them 
to a web site created for this study. Each participant was 
shown four articles, fake and true, conservative and liber-
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 al, from a pool of 16. After each article was presented, 
measurements were captured. To ensure that the par-
ticipants were not influenced by prior knowledge of 
the article, we asked if they had read this story before. 
If the user had read the article, they were presented a 
different one. We adapted the source credibility con-
struct [45][46] for measuring source-endorser credibil-
ity of individuals or groups, and the Websites or News 
portals hosting the news. Next, we measured confir-
mation bias by adding a political ideological strength 
item. We then measured the central and peripheral 
route constructs of the ELM. As a part of our experi-
ment design, we selected issues that would have high 
personal relevance to readers of pro-left, center, or 
pro-right political alignments. Each of these issues had 
both a random fake news and true news article associ-
ated with it. So any user would get two issues that 
would be relevant to a pro-left reader or a pro-right 
reader. The participants were asked to report belief in 
the information presented to them. Belief was meas-
ured using a two-item Likert scale. We measured our 
second dependent variable, intention to share, using a 
two item 7- point Likert scale adopted and modified 
from intention to share knowledge [47] and repurchase 
intention [48] surveys. All scales, definitions and de-
mographics summary have been reported in Appendix 
(section 7) 
5 Instrument Validation 
5.1 Reliability and Validity Checks  
First, we analyzed the measurement properties of 
our model's constructs: Source-Endorser credibility, 
argument quality, source likeability, belief, and inten-
tion to share by following standard procedures. Table 
1 shows the internal reliability checks. We examined 
each individual item by loading and average variance 
extracted (AVE) for each construct to ensure reliabil-
ity and convergent validity. AVE values for the con-
structs were higher than the recommended cutoff value 
of 0.50 [49]. Cronbach’s alpha value greater than 0.7 
has been recommended in the literature for established 
studies and greater than 0.6 for exploratory studies 
[50][51]. Cronbach’s alpha values were higher than 
0.7 for all the constructs. The composite factor relia-
bility values were greater than the recommended 
threshold of 0.7 for all constructs. Thus, reliability is 
established. Table 2 shows correlations and square 
root for each construct across the diagonal, the square 
root of AVE (diagonal values) was greater than the 
correlation values with other constructs in the model. 
Discriminant validity [50] was supported by these re-
sults. All item loadings were greater than 0.60 meeting 
recommended levels for exploratory studies [52]. The 
model's fit indices were satisfactory, the SRMR 
(.06<=.09), RMSEA (.08<=.08) and CFI (95.9>=95%) 
were at acceptable levels [52]. To check for common 
method bias, we carried out the marker-variable analysis 
[53]. To adjust correlations between the main variables of 
our study, we utilized "Public self-awareness" [54][55] as 
a theoretically unrelated variable measured by the ques-
tion- "I have been concerned about the way I’ve respond-
ed and presented myself to my online social network".  
 
Var. AVE CA CR 
SEC 0.77 0.90 0.90 
SL 0.66 0.83 0.85 
AQ 0.63 0.75 0.76 
BE 0.63 0.71 0.76 
IS 0.87 0.93 0.93 
Table 1. Internal Reliability Checks 
 
 SEC SL AQ BE IS 
SEC 0.88     
SL 0.60 0.81    
AQ 0.74 0.52 0.80   
BE 0.72 0.50 0.73 0.80  
IS 0.40 0.34 0.40 0.43 0.84 
Table 2. Correlations between Factors 
5.2 Hierarchical Linear Modelling (HLM) 
As the variables were measured repeatedly within and 
between students, we analyzed our data using HLM. 
HLM also accounts for the non-independence (within 
students in our case) between observed data. We calculat-
ed the interclass correlation coefficient (ICC) scores for 
the null models and the random effects model using par-
ticipant as the random effect.  
5.3 HLM Model Testing  
The factor scores from the survey were used to analyze 
the level-1 (within participants) and level-2 (between par-
ticipants) effects. All the predictors were group mean 
centered to avoid any multicollinearity issues, and model 
estimation was performed using restricted maximum like-
lihood method. The main model contained the main, con-
trol, and interaction variables for testing the hypotheses.  
5.3.1 Results 
We found support for most of our hypotheses and 
some surprising counterintuitive results as well. Figure 1 
shows the results. 
Hypotheses 1A, 1B, 1C, and 1F were supported in our 
study while Hypothesis 1D was statistically significant 
but in the opposite direction and thus not supported, and 
1E was neither significant nor supported. Next, we tested 
our hypotheses for intention to share. Hypotheses 2A, 2B, 
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 2C, 2D were supported in our study while 2E and 2F 
were not significant statistically and thus not support-
ed.  
 
H1B
β =0.12
*
H1F
β =0.20
*
H1C
β =0.18
**
Central Route
Argument Quality
Source Endorser CredibilitySource Likeability
Consistency Completeness
Trustworthiness CredibleLikeable Professional
Belief in 
Information
Confirmation Bias
ImportanceStance
Relatable
H1E 
NS
Ideological 
Strength
Intention to 
Share
H2B 
β =0.24
***
H2A 
β =0.023
*
H2E
NS
H2F
NS
H2C 
β =0.10
*
Notes: 
1. The interactions in H1D and H1F were significant. The main effects significance has been shown just for reference.
2. Information type is same. Positioned in two places to make the lines less clustered
H1D
β =-0.19
*
Information 
Type
True / Fake
Peripheral Route
H2D 
β =0.08
*
Information 
Type
True / Fake
H1A
β =0.35
***
Figure 1. Model Result 
5.4 Discussion and conclusion 
This work makes several contributions in under-
standing both belief and intention to share information 
online. Keys to understanding the spread of infor-
mation online included the type of news, source-
endorser credibility, source likeability, confirmation 
bias, and argument quality.  
After controlling for confirmation bias, we found 
source-endorser credibility affected belief positively 
(H1A) indicating that beyond confirmation bias, the 
credibility of the source along with the endorser 
played a significant role in predicting belief in infor-
mation. When participants believed that the source 
and/or the endorser had high credibility, they were 
more likely to believe the information presented.  
Testing for the effect of source likeability after con-
trolling for confirmation bias, we found that the look 
and feel of the web page that was displaying the in-
formation positively affected belief (H1B).  
Argument quality, after controlling for confirmation 
bias, positively affected belief (H1C). If individuals 
perceived the argument quality to be high, they were 
more likely to believe the information they were con-
suming.  
The two-way interaction between News Type (true 
or false) and source-endorser credibility (peripheral 
route of the ELM) was significant (H1D). This indi-
cated that true information with an average source 
endorser credibility score will have 0.19 units less 
belief than all fake news in our study. For the same 
level of source endorser credibility, people were more 
likely to believe a fake news story than a true news 
story. This result is critical as it indicates that the periph-
eral route contributes to belief in fake information. This 
finding also supports the argument that the peripheral 
route helps in the spread of fake information. It is easier 
for popular sources and endorsers to make individuals 
believe in a false story compared to truth.  
There was no two-way interaction between news type 
(true or false) and source likeability (H1E).  
The significant two-way interaction between news type 
(true or false) and argument quality (H1F) indicates that 
true information with an average argument quality score 
will have 0.20 units higher belief than fake news with an 
equivalent argument quality score. So, for the same level 
of argument quality, people are more likely to believe in 
true news than fake news. True news finds it easier to 
convince a person compared to fake news for the same 
level of argument quality.  
The results for intention to share provide important in-
sights into understanding the spread of information 
online. Confirmation bias positively affected intention to 
share (H2A), if people agree with the stance of the article 
and find the issue important enough, they have a higher 
intention to share. After controlling for confirmation bias, 
we found support for our hypothesis (H2B) that belief 
positively affected intention to share. Next, after control-
ling for confirmation bias and belief, we found source-
endorser credibility positively affected intention to share 
(H2C). We also found that after controlling for confirma-
tion bias and belief, source likeability affected intention 
to share positively (H2D). Articles from professional 
looking websites or news portals have a higher likelihood 
for being shared.  
We found that after controlling for confirmation bias 
and belief, the effect of argument quality was not statisti-
cally significant (p=0.38) on intention to share (H2E)  
This result is important and indicates that although be-
lievability of the article goes up as the argument quality 
increases, readers may still not be inclined to share it. 
After controlling for confirmation bias and belief, the 
type of information (true or fake) did not have a statisti-
cally significant effect on intention to share. Although 
participants believed more in true news than fake news, 
their intention to share was not completely driven by the 
news being true or fake. This also explains that belief and 
confirmation bias predict intention to share and do not 
really depend on the nature of the news itself.  
5.5 Limitations  
First, this was not an exhaustive sample representing 
the entire population that votes or uses social media. We 
had several participants who were first-time voters or who 
had never voted at all. Second, we acknowledge that these 
are not the only factors that affect believability and inten-
tion to share. Several more behavioral factors related to 
persuasion [5] need to be investigated in the future. We 
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 also aim to conduct a mixed methods study [57] using 
the qualitative data that we have collected from partic-
ipants of our study to better understand how they 
reached their conclusions. More work is needed to 
understand how individuals take the central or periph-
eral route of persuasion depending on the news type 
when they are not aware if the news is true or false. 
5.6 Implications  
5.6.1 Theoretical Implications 
Our study makes several theoretical contributions. 
Using the theory of persuasion, we explain factors 
affecting believability and intention to share. Both are 
required for understanding how information spreads 
online. We show that stopping at confirmation bias is 
insufficient to explain the spread of fake news. Several 
other behavioral components play a role. In our study, 
measurement for confirmation bias itself was extended 
to include ideological strength, and after controlling 
which, we found several factors of the ELM to signifi-
cantly affect belief and intention to share.  
Beyond this, extending confirmation bias to include 
ideological strength can enhance our understanding of 
digital tribalism [58]. Second, although attention has 
been paid to intention to share, it is important to un-
derstand belief in order to fully understand intention. 
We show belief positively influences intention. It is 
important to consider belief as a predictor of intention 
to share for related future work. The key theoretical 
implications can be understood from the way the two 
components of central and peripheral routes interacted 
with news type to predict belief. Central route plays a 
role in high relevance situations.  
Third, to the best of our knowledge, we are the first 
to explain intention to share fake and true information 
using ELM based on persuasion theory. We show that 
confirmation bias and belief affect intention, however, 
after controlling for these two factors, the central route 
did not have a significant effect, only the peripheral 
route affected intention to share significantly. Previous 
studies have shown peripheral cues like source likea-
bility affecting intention to share private information 
[59]. We extend those findings to show that peripheral 
cues generally impact intention to share information.  
5.6.2 Practical Implications 
Our findings have implications beyond belief and 
intention to share. We believe it is important to edu-
cate people about the implications of sharing fake 
news. Like several other cyber threat mitigation strate-
gies, we recommend training individuals to identify 
true or fake information. Helping individuals identify 
reliable endorsers may also help, while developing a 
good reputation may be an incentive for endorsers as 
well. Further, these findings can be applied to various 
types of persuasive communications in organizations, on 
dark web, etc. to understand what leads to belief and trust 
in information there. We can use the results from this 
study to answer research questions such as, does source 
likeability affect belief in the content on such web sites? 
6 Conclusion 
Fake news is a huge challenge. Content on the internet 
quickly reaches people at scale, allowing online events to 
reach a wider audience with a great impact. Studies have 
found humans are directly behind the spread of fake 
news. In this study, we conducted an experiment to un-
derstand what factors of persuasive communication affect 
humans’ belief in and intention to share information 
online. We found several factors including source and 
endorser credibility, source likeability, argument quality, 
etc. to be significantly affecting belief. Argument quality 
had no significant effect on intention to share indicating 
true or fake news were equally likely or unlikely to be 
shared. The silver lining is that we found consumers were 
no more likely to share fake news than true news. 
7 Appendix 
Indicator Statistics (%) 
 
Gender 
Male 59.60 
Female 40.0 
Wish not to identify 0.40 
 
 
Partisanship 
Democrat 19.20 
Green 0.0 
Independent 18.40 
Libertarian 6.0 
Republican 34.80 
No preference 21.60 
Hours spend 
reading news 
Less than 1 hour 29.20 
1-3 Hours 44.40 
3-5 Hours 16.0 
More than 5 Hours 8.40 
I don't read news online 2.0 
 
Top Pre-
ferred News 
medium 
Newspaper 7.20 
Television 75.60 
Online/Computer 17.20 
Table 3. Summary of Demographics 
Name Definition 
Source-
endorser 
credibility 
SEC consists of combined expertise and 
trustworthiness of the news portal (source) 
and endorser (celebrity or organization) 
[50][51] 
Source like-
ability 
Likeability of overall content and a web-
site’s look and feel [60] 
Argument 
Quality 
Perceived completeness and consistency 
[50][51] 
Confirma-
tion bias 
Self-reported affinity value that any indi-
vidual had towards the news article [18] 
Belief Perceived believability of the news article 
[18] 
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 Intention to 
share 
Adapted from intention to share 
knowledge and repurchase intention 
[52][53] 
ID Definition 
CB1 I find the information in this article to be 
important 
CB2 I agree with the overall stance of this arti-
cle -3 to 3 
CB3 how strongly do you identify with the 
statement – I am a “Democrat”, etc. (1-7) 
AQ1 The information provided in the article 
feels complete 
AQ2 The information provided in the article is 
consistent 
SEC1 The Web site publishing the article is cred-
ible 
SEC2 The individual sharing the information the 
article is trustworthy 
SEC3 The individual sharing the information the 
article is credible 
SL1 This news Web page looks professional 
and neat 
SL2 This news Web page provides content I 
like / enjoy reading 
SL3 This news Web page provides me with all 
the information I need related to the topic 
IS1 I will share this article online from my 
social media account 
IS2 I will continue to share similar articles 
online in the future 
BE1 How believable do you find this article? 
BE2 Overall, I find this article highly improba-
ble. (RC) 
Table 4. Construct definition and measures 
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