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Die Flachwassergleichungen dienen als Fallbeispiel fÃ¼ die Entwicklung, Implementierung und Paralle- 
lisierung der neuen adaptiven Semi-Lagrange-Finite-Elemente-Methode (ASLM). In drei Teilen werden 
Datenstrukturen, Algorithmen und Verfahren fÃ¼ die Implementierung der parallelen ASLM entwickelt. 
Der erste Teil ist der Finite-Elemente-Methode (FEM) gewidmet. Eine EinfÃ¼hrun wird gegeben, die 
wichtigsten Techniken fÃ¼ die Implementierung vorgestellt, neue Datenstrukturen fÃ¼ die adaptive Git- 
tergenerierung entwickelt, die Parallelisierung der verschiedenen Programmsegmente vorgenommen und 
experimentelle Ergebnisse vorgestellt. Zwei neue Parallelisierungsstrategien fÃ¼ die Aufstellung der Diskre- 
tisierungsmatrix, die tabellierte Farbzndizzerung und die Index-Array-Methode, erweisen sich als effizient 
und skalierbar. Die Index-Array-Methode wird in allen spÃ¤tere ParallelisierungsansÃ¤tze in jeweils an- 
gepaÃŸte Form wiederverwendet. PrÃ¤konditioniert CG-Ã¤hnlich iterative Verfahren werden als Loser fÃ¼ 
die Gleichungssysteme eingesetzt. 
Im zweiten Teil wird die Semi-Lagrange-Methode (SLM) fÃ¼ die passive Advektionsgleichung auf einem 
adaptiven Gitter eingefÃ¼hrt Besondere Sorgfalt muÃ bei der Implementierung der Interpolation und des 
adaptiven Algorithmus aufgewendet werden. Die Parallelisierung der SLM ist mÃ¶glich weil alle Opera- 
tionen, die Gitterpunkten zugeordnet sind, unabhÃ¤ngi voneinander vorgenommen werden kÃ¶nnen Alle 
SLM-Teile des Verfahrens lassen sich sehr effizient parallelisieren. Die numerischen Ergebnisse der bi- 
kubischen Spline-Interpolation auf Dreieckselementen entsprechen anderen in der Literatur genannten 
Ergebnissen auf regulÃ¤re ~eihtecksgittern. 
Die Methoden aus den Teilen I und I1 werden im dritten Teil zur ASLM fÃ¼ die Flachwassergleichungen 
- 
zusammengefÃ¼g und erweitert. Das gekoppelte System von Differentialgleichungen wird zunÃ¤chs in 
dimensionslose Form Ã¼berfÃ¼hr Eine semi-implizite mit Hilfe der SLM diskretisierte Form der Gleichungen 
wird dann auf einem adaptiven Gitter unter Verwendung des elliptischen FEM Losers aus dem ersten Teil 
implementiert. Die Parallelisierung erfolgt mit den zuvor entwickelten Strategien. Ein speziell angepaÃŸte 
FehlerschÃ¤tze wird zur Steuerung der AdaptivitÃ¤ eingesetzt. 
Die Testrechnungen werden mit den Ergebnissen eines Referenzmodells, das auf einer Finite-Differenzen- 
Diskretisierung basiert, verglichen. Die GÃ¼t der Ergebnisse ist Ã¼berzeugend Durch Parallelisierung er- 
reicht die ASLM schon fÃ¼ das glatte und regulÃ¤ berandete Modellproblem der Flachwassergleichungen 
die gleiche zeitliche Ordnung wie das numerisch einfache Referenzmodell. Anhand des Modellproblems 
kann der Nachweis erbracht werden, daÂ die Kombination von Semi-Lagrange-Zeitdiskretisierung und 
adaptiver Finite-Elemente-Methode ein effizientes, flexibles und genaues Verfahren zur LÃ¶sun von geo- 
physikalischen StrÃ¶mungsprobleme ergibt. 
Abstract 
Shallow-water-equations are used as an example for the development, implementation and parallelization 
of the new adaptive semi-Lagrangian finite element method (ASLM). Within three parts of this thesis 
datastructures, algorithms and methods for implementing the parallel ASLM are described. 
The first part is devoted to the finite element method (FEM). An introduction is given, the most important 
techniques for the implementation are introduced, new datastructures for adaptive grid generation are 
developed, parallelization of the different program Segments is performed, and experimental results are 
shown. Two new parallelization strategies for assembling the discretization matrix, the color-indexing 
method based on color-tables, and the Index-array method prove to be efficient and scalable. The index- 
array method is reused and adopted in the sequel in all parallelizations. Preconditioned CG-like iterative 
methods are used as solvers for the linear Systems of equations. 
In the second part the semi-Lagrangian method (SLM) for the passive advection equation on an adaptive 
grid is introduced. Special care has to be taken when implementing the interpolation within an adaptive 
algorithm. Parallelization of the SLM is easily possible, because all operations corresponding t o  grid- 
points are independent. The routines, representing the SLM, are parallelized efficiently. Numerical results 
of a bi-cubic spline interpolation on triangular elements correspond to results for regular and rectangular 
grids, published elsewhere. 
The methods derived in parts I and I1 are merged and enhanced in the third part to  obtain the ASLM 
for the shallow-water-equations. The coupled system of differential equations is transformed into a di- 
mensionless form. A semi-implicit sdmi-Lagrangian discrete form of the equations is then implemented, 
using the elliptic solver from part I. Parallelization is achieved by the use of the strategies derived before. 
A specially trimmed a posteriori error estimator controls adaptivity of the algorithm. 
Test calculations are compared with results from a reference model, which is based on a finite-difference 
discretization. The qualitiy of these results is convincing. By parallelization the ASLM features the Same 
order of time-complexity as the much simpler reference model, even with a smooth and regularly bounded 
model problem of the shallow-water-equations. The model problem shows that  the combination of semi- 
Lagrangian time-discretization with adaptive finite-element space-discretization yields an efficient, flexible 
and accurate method for solving geophysical fluid dynamics problems. 
Einer der Arbeitsschwerpunkte des Alfred- Wegener-Instituts fÃ¼ Polar- und Meeresforschung 
(AWI) in Bremerhaven, an dem diese Arbeit erstellt wurde, ist die numerische Simulation der 
Zirkulation des SÃ¼dliche Ozeans. Ozean~nodellierung ist eine der sogenannten ,,grand challen- 
;es1', der groÃŸe Herausforderungen des wissenschaftlichen Rechnens. Zu den ,,grand challenges" 
gehÃ¶re Probleme aus der MolekÃ¼ldynamik der StrÃ¶mungsdynami und Konstruktion, die mit 
der verfÃ¼gbare Hardware und Numerik der neunziger Jahre noch nicht befriedigend gelÃ¶s 
werden kÃ¶nne [123]. 
Um den groÃŸe Anforderungen an Modellierungssoftware begegnen zu kÃ¶nnen existiert am AWI 
eine Arbeitsgruppe ,,Parallelisierung von Ozeanmodellen". Die Gruppe hat zwei Arbeitsschwer- 
punkte: Die Parallelisierung vorhandener Modellierungssoftware und die Entwicklung neuer par- 
alleler numerischer Methoden zur Verwendung in Ozeanmodellen [23, 71, 1161. Das Ziel der vor- 
liegenden Arbeit ist die Entwicklung, Implementierung und Parallelisierung neuer numerischer 
Methoden fÃ¼ die Ozeanmodellierung. 
Die Simulation von ozeanischen oder atmosphÃ¤rische Zirkulationen ist eine junge Wissen- 
schaftsdisziplin. Die frÃ¼he AnsÃ¤tz zur Modellierung atmosphÃ¤rische Prozesse waren von 
dem Bestreben motiviert, das Wetter vorherzusagen. Einer der ersten Artikel, die sich mit der 
mathematischen Formulierung der atmosphÃ¤rische Bewegungsgleichungen beschÃ¤ftigen wur- 
de von Bjerknes Anfang dieses Jahrhunderts verÃ¶ffentlich [26]. Das in der Arbeit von 1904 
vorgeschlagene graphische LÃ¶sungsverfahre fÃ¼ die analytisch nicht lÃ¶sbare partiellen Diffe- 
rentialgleichungen erwies sich als ungeeignet. 
Ein erster Ansatz zur numerischen LÃ¶sun von atmosphÃ¤rische Bewegungsgleichungen mit 
Hilfe von finiten Differenzen stammt von Richardson 1922 [ l l l ] .  Aufgrund der Verletzung eines 
StabilitÃ¤tskriteriums das erst 1928 von Courant, Friedrichs und Lewy [36] entdeckt wurde, 
waren die Berechnungen aber so weit von den gemessenen Werten entfernt, daÂ die numerische 
Wettervorhersage vorerst wieder verworfen wurde. 
Die erfolgreiche Modellierung von Ozean und AtmosphÃ¤r setzte die Entwicklung speicherpro- 
grammierbarer Computer voraus. Das erste echte Wetterrnodell wurde folgerichtig im Umfeld 
John von Neumanns, einem der ,,VÃ¤te des Computers", entwickelt [31]. Das von Charney et al. 
1950 auf dem ,,Electronic Numcrical Integrator and Computer'" (ENIAC) implementierte Modell 
lÃ¶s die barotrope Vorticitygleichung in einem begrenzten Rechengebiet. Ein globales Zirkulati- 
onsmodell (GZM), dem die quasi-geostrophischen Gleichungen zugrunde liegen und das in zwei 
Schichten rechnet, wurde von Phillips in der zweiten HÃ¤lft der fÃ¼nfzige Jahre vorgeschlagen 
[103]. 
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Smagorinsky et al. implementierten 1965 das erste globale AtmosphÃ¤renmodell dem die ,,Primi- 
tiven Gleichungen" (PG) zugrunde liegen [124]. Wesentliche numerische Verbesserungen wurden 
durch die Entwicklung der schnellen Fourier-Transformation (FFT) zur LÃ¶sun der auftreten- 
den elliptischen Probleme und der spektralen Transformationsmethode zur Entkopplung des 
Gleichungssystems Ende der sechziger Jahre eingefÃ¼hr [34, 1001. In den siebziger und achzi- 
ger Jahren wurden die Modelle vor allem bezÃ¼glic der physikalischen Darstellung bestimmter 
Prozesse verbessert [140, 1361. 
Ahnlich wie die Entwicklung von numerischen AtmosphÃ¤renmodelle hat sich - mit leichter 
zeitlicher VerzÃ¶gerun - auch die der Ozeanmodelle vollzogen. Erste Ozeanmodelle wurden An- 
fang der sechziger Jahre vorgestellt [28, 1151. Das erste globale dreidimensionale PG-Modell des 
Ozeans wurde von Bryan und Cox 1967 entwickelt [29]. Es gibt eine ganze Familie verschiedener 
Weiterentwicklungen dieses Modells. Semtner und Cox haben wesentliche Erweiterungen in den 
siebziger und achtziger Jahren zugefÃ¼gt die sich auf die Darstellung der Topographie und der 
physikalischen Prozesse beziehen [37, 1201. 
Von Holland et al. stammt ein Ozeanmodell, dessen Implementierung auf den quasi-geostro- 
phischen (QG) Gleichungen beruht [64]. Auch von diesem Modell gibt es einige Derivate, unter 
anderem stammt das am AWI verwendete Modell des SÃ¼dliche Ozeans [75] von Hollands Modell 
ab. Eine neue Implementierung der QG-Gleichungen wurde von Wolff vorgenommen [144]. 
Eine Ãœbersich Ã¼be die zur Zeit aktuellen globalen Zirkulationsmodelle zu geben, ist a n  dieser 
Stelle nicht mÃ¶glich Jedes Institut erweitert vorhandene Software nach den eigenen BedÃ¼rfnis 
sen, so daÂ die Taxonomie erheblich erschwert wird. Wesentlichen EinfluB auf die Gemeinde der 
Modelliererinnen haben zur Zeit die folgenden Modelle: 
e MOM (Modular Ocean Model) von Pacanowski et al. am Geophysical Fluid Dynamics 
Laboratory (GFDL) in Princeton [101]. 
* SPEM (~emi-sp;ctral Primitive Equation Model) von Haidvogel et al., Johns Hopkins 
UniversitÃ¤ in Baltimore [56]. 
a P O P  (Parallel Ocean Program), eine parallele und umformulierte Version des Bryan-Cox- 
Modells vom Los Alamos National Laboratory (LANL) [125]. 
FRAM (Fine Resolution Antarctic Model); bei FRAM handelt es sich eher um ein Projekt, 
das verwendete Modell basiert auf MOM, hat aber eine freie OberflÃ¤ch [72, 1331. 
Finite-Elemente-Methoden (FEM) sind in den globalen Zirkulationsmodellen des Ozeans bisher 
kaum vertreten. Erste Versuche, die FlexibilitÃ¤ der Methode fÃ¼ dieses Anwendungsfeld zu er- 
schlieoen, wurden zwar schon Mitte der siebziger Jahre von Fix unternommen [42] und weitere 
Untersuchungen stammen von le Provost [79]. Aufgrund des relativ hohen numerischen Aufwan- 
des konnten sich diese AnsÃ¤tz jedoch nicht in globalen Modellen durchsetzen. Die vorliegende 
Arbeit zielt darauf ab, mit Hilfe neuer numerischer Verfahren und unter Ausnutzung paralleler 
Hochleistungscomputer die Grenzen, die der FEM durch den numerischen Aufwand gesetzt sind, 
zu erweitern. 
Viele der genannten Ozeanmodelle enthalten numerische Verfahren der sechziger und siebziger 
Jahre. Es handelt sich dabei um Finite-Differenzen-Verfahren oder Spektral-Methoden, die auf 
regulÃ¤re rechteckigen Gittern arbeiten [101]. Lange Zeit wurde vor allem Arbeit in bessere 
Parametrisierungen der physikalischen Prozesse investiert. Numerische Verbesserungen wurden 
erst in den letzten Jahren begonnen [41, 1251. 
Um zukÃ¼nftige Aufgaben der Ozeanmodellierung gewachsen zu sein, muÂ flexible und moderne 
Modellierungssoftware zur VerfÃ¼gun gestellt werden. Einige Methoden zur Berechnung ozeani- 
scher Zirkulation werden in dieser Arbeit neu entwickelt oder kombiniert. Dabei stehen mehrere 
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Jeder der drei Teile ist in gleicher Weise in vier Kapitel untergliedert. Im ersten Kapitel wird eine 
EinfÃ¼hrun in das Thema gegeben und die Methode wird vorgestellt. Auf Einzelheiten bei der 
Implementierung des jeweiligen numerischen Verfahrens wird im zweiten Kapitel eingegangen. 
Das dritte Kapitel behandelt die Parallelisierung des Verfahrens. Im letzten Kapitel jedes Teils 
werden Ergebnisse aus Testrechnungen prÃ¤sentiert 
Die einfÃ¼hrende Kapitel erklÃ¤re die jeweilige Methode, nennen Modellprobleme, zÃ¤hle ver- 
schiedene Verfahrensvarianten auf und legen theoretische Grundlagen. 
In den Kapiteln zur Implementierung wird auf die fÃ¼ die Programmierung wichtigen Details 
der Verfahren eingegangen. Neben eigenen LÃ¶sungsansÃ¤tz werden einige selten verÃ¶ffentlicht 
Techniken vorgestellt, die die Datenstruktur oder die Berechnung einiger hÃ¤ufi gebrauchter 
GrÃ–Be (die DreiecksflÃ¤ch oder die ersten partiellen Ableitungen) betreffen. 
In den jeweils dritten Kapiteln werden die AnsÃ¤tz zur Parallelisierung der Methode und die 
parallele Implementierung dargestellt. Zum Teil beschrÃ¤nke sich die AnsÃ¤tz darauf, eine effi- 
ziente Aufteilung der Daten zu erreichen, zum Teil werden aber auch Algorithmen modifiziert, 
so daÂ sie sich besser fÃ¼ die Parallelisierung eignen. 
Ergebnisse werden jeweils im vierten Kapitel jedes Teils vorgestellt. Diverse Fragestellungen, 
die jeweils in der Ãœbersich erlÃ¤uter sind, werden anhand von Testrechnungen behandelt. Dazu 
gehÃ¶re die numerische Genauigkeit oder die parallele Effizienz der Verfahren. 
Jedes Kapitel beginnt mit einem Abschnitt, der einen Ãœberblic Ã¼be die Motivation gibt, mit 
der die jeweiligen Themen gewÃ¤hl wurden, der in die Themen einfÃ¼hrt und kurz die grundsÃ¤tz 
lichen AnsÃ¤tz und LÃ¶sunge darstellt. Diese Ãœbersich genannten Abschnitte erleichtern den 
verschiedenen Leserkreisen das VerstÃ¤ndni der Arbeit. Ozeanographinnen kÃ¶nne im Teil Ã¼be 
finite Elemente leicht einen einfÃ¼hrende Zugang zur Methode gewinnen, wenn sie lediglich die 
Ãœbersichte lesen. Umgekehrt wird es Mathematikerinnen erleichtert, in die Grundbegriffe der 
Ozeanmodellierung einzusteigen, wenn sie die Ãœbersichte der beiden letzten Teile lesen. 
Die Kapitel Ã¼be Parallelisierung setzen einige Begriffe aus der Theorie paralleler Systeme vor- 
aus. Die entsprechenden Notationen und Definitionen sind im Anhang zusammengefai3t. Da- 
bei kann selbstverstÃ¤ndlic keine umfassende EinfÃ¼hrun in parallele Systeme gegeben werden. 
Grundlegend unterschiedliche Architekturen und deren Eigenschaften werden vorgestellt, einige 
Programmiermodelle eingefÃ¼hr und Parametrisierungen definiert. 
Danksagungen 
Besonders danken mÃ¶cht ich Andrew Staniforth (Recherche en privision numirique, Environ- 
nement Canada, Quibec), der mir den Weg zur Entwicklung von Semi-Lagrange-Verfahren zeigte 
und mir immer wieder hilfreiche Hinweise zur Fehlersuche gab. Andreas Hense (Meteorologisches 
Institut der UniversitÃ¤ Bonn)  gab mir wichtige RatschlÃ¤ge wenn es um die physikalische In- 
terpretation der Ergebnisse ging. Wolfgang Hiller (Alfred- Wegener-Institut) danke ich fÃ¼ die 
Chancen, die er mir gab. Den Mitarbeiterinnen am Alfred-Wegener-Institut danke ich fÃ¼ zahl- 
lose GesprÃ¤ch und Diskussionen, die mir die Physik des Ozeans und der AtmosphÃ¤r nÃ¤he 
brachten. 
Teil I 
Die Finite- Elemente-Methode (FEM) fÃ¼ elliptische Probleme 

Kapitel 
EinfÃ¼hrun in die 
Finite- Elemente- Methode 
1.1 U bersicht 
Viele physikalische Probleme lassen sich in Form von (partiellen) Differentialgleichungen aus- 
drÃ¼cken Um diese Gleichungen mit Hilfe eines Computers lÃ¶se zu kÃ¶nnen mÃ¼sse sie diskreti- 
siert werden, das heiÂ§ die kontinuierliche Gleichung mit unendlich vielen Freiheitsgraden wird 
in eine diskrete Gleichung mit endlich vielen Freiheitsgraden Ã¼berfuhrt 
Die gebrÃ¤uchlichst Methode der Diskretisierung von Differentialgleichungen ist die Finite- 
Differenzen-Methode (FDM). Dabei werden Ableitungen durch Differenzenquotienten ersetzt 
[87]. Eine andere Methode ist die Finite-Elemente-Methode (FEM). Sie soll im folgenden vorge- 
stellt werden. Die FEM bietet gegenÃ¼be der FDM einige wesentliche Vorteile, die sich vor allem 
auf die Behandlung der RÃ¤nde beziehen, und die diese Methode gerade fÃ¼ die Simulation von 
OzeanstrÃ¶munge geeignet erscheinen lassen. 
Um eine Differentialgleichung 
D u =  f inG (1.1) 
mit einem Differentialoperator D und geeigneten Randbedingungen mit Hilfe der FEM zu dis- 
kretisieren, formuliert man zunÃ¤chs eine schwache Formulierung der Gleichung: 
Finde U E V,  so daÂ a(u, V) = f (U) Vv E V. (1.2) 
Dabei ist V ein Funktionenraum, a(., -) eine Bilinearform a : V X V Ã‘ Ti,  f eine Linearform 
f : V -+ Ti. Im Falle elliptischer Gleichungen ist die Variationsformulieruug (1.2) Ã¤quivalen zu 
einem Minimierungsproblem. 
Finde U ? V, so daÂ F ( u )  < ^ ( V )  Vv E V,  (1.3) 
wobei F : V Ã‘ R ein Funktional ist (siehe z.B. [117]). Prinzipiell wird die schwache Formulierung 
mit Hilfe von Testfunktionen und einem Skalarprodukt hergeleitet. Die Herleitung der schwachen 
Formulierung fÃ¼ ein Modellproblem ist im Abschnitt 1.2 angegeben. 
Die theoretischen Grundlagen der FEM (Sobolev-RÃ¤ume Variationsrechnung) wurden schon 
gegen Ende des letzten Jahrhunderts gelegt. Die Methode selbst wurde zu Anfang der 60er 
Jahre von Ingenieuren fÃ¼ die Berechnung von strukturmechanischen Problemen entwickelt [45]. 
In den 70er Jahren dieses Jahrhunderts wurden die Verfahren verfeinert und erweitert [32]. Heute 
findet die FEM in vielen weiteren Bereichen wie der StrÃ¶mungsdynami oder der Modellierung 
von plasto-elastischen Verformungen Anwendung [151]. 
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Der Differentialoperator und die Randbedingungen von (1.4) werden in diesem Abschnitt in 
verschiedenen Varianten vorgestellt. Die Potentialgleichung mit nichthomogener rechter Seite 
heiÃŸ Poissongleichung. FÃ¼ die Poissongleichung wird die Herleitung der Variationsformulierung 
prinzipiell nachvollzogen. FÃ¼ die theoretischen Grundlagen wird auf die Literatur verwiesen 
Z . B .  [32, 67, 117, 1391). Die Variationsformulierungen der anderen Modellprobleme werden 
meist nur angegeben. 
1.2.1 Die Poissongleichung und einige ihrer Eigenschaften 
Die Poissongleichung mit homogenen Dirichlet-Randbedingungen ist gegeben durch: 
Zur Vereinfachung sei Q G K" 
Ein physikalisches Problem, das von (1.6) beschrieben wird, ist die Auslenkung U einer elastischen 
Membran, die am Rand fest eingespannt ist und auf die eine Kraft f wirkt. Andere mÃ¶glich 
Interpretationen fÃ¼ U sind das elektro-magnetische Potential, wobei f die Ladungsdichte ist, 
oder die Temperatur mit einer Energiedichte f .  
Aus (1.6) soll nun die Variationsformulierung hergeleitet werden. Dazu sei U ? V = c2(G) n 
H; ( G )  klassische LÃ¶sun von (1.6). Dabei bezeichne C2(O} die zweimal stetig differenzierbaren 
Funktionen auf G und H^, (Q)  den Sobolev-Raum der Lebesgue-meÃŸbare Funktionen v E L2(G) 
deren erste schwache Ableitungen ebenfalls in L2(G) liegen und deren TrÃ¤ge kompakt in Q 
enthalten sind. V ist mit dem Skalarprodukt 
ein Hilbert-Raum. WÃ¤hl eine beliebige Testfunktion v ? C r ( Q )  bzw. v E V und skalarmultipli- 
ziere (1.6) auf beiden Seiten: 
( - A u , v ) = L  - A u v d G = y  f v d G = ( f , v ) .  
Es gilt (partielle Integration bzw. Greensche Formel): 
wobei die Normalenableitung von v ist. Unter BerÃ¼cksichtigun der Randwerte U = 0 auf F 
folgt aus (1.8): ( vu - vv d~ = - A u  v dQ. fs 
Da u ? V beliebig gewÃ¤hl und mit der Notation aus (1.7) folgt: 
(Vu, V Å ¸  = ( f ,  V )  Vv  E V .  (1.9) 
Das heiÃŸt wenn u eine LÃ¶sun von (1.6) ist, dann ist U auch eine LÃ¶sun von (1.2) mit den 
Notationen 
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Die umgekehrte Folgerung ist - unter gewissen Annahmen an die RegularitÃ¤ der Funktion U - 
analog mÃ¶glich 
Damit lÃ¤Â sich zusammenfassen: 
Bemerkung 1.1 (Poissonproblem mit homogenen Dirichlet-Randbedingungen) 
Sei die Poissongleichung (1.6) gegeben. Dann lautet die zugehÃ¶rig Variationsformulierung. 
Finde U E H^(G), so daÂ a(u, V )  = Â £ ( V  v E ~ a ) ,  
mit 
Es bleibt noch nachzutragen, wie das Minimierungsproblem (1.3) aus der Variationsformulierung 
(1.2) folgt. Dazu wird zunÃ¤chs die Form T mit der Notation aus (1.10) definiert als: 
Sei U (z V LÃ¶sun des Variationsproblems (1.2).  Sei weiter V E V und setze w = V - U ,  so daÂ 
w E V. Dann folgt: 
da  wegen (1.9) a (u ,  W )  - f ( w )  = 0 und a(w,  W )  2 0. Umgekehrt sei U eine LÃ¶sun von (1.3). 
Dann gilt fÃ¼ jedes V E V und jede reelle Zahl e: 
Definiere die differenzierbare Funktion 
g(e)  := T ( u  + ev) 
1 e2 
= 
- a(u ,  U )  + ea(u, V )  + - a(v,  V )  - f ( U )  - ef ( V ) .  2 2 
g hat ein Minimum in e = 0 ,  d.h. g"(0) = 0. Da 
folgt, daÂ U LÃ¶sun von (1.2) ist. 
In den weiteren Abschnitten wird nur noch die Variationsformulierung (1.2) verwendet. Das 
Minimierungsproblem sollte aber ebenfalls beschrieben werden, weil es in manchen FÃ¤lle die 
adÃ¤quater Formulierung ist. 
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1.2.2 Verschiedene Randbedingungen 
Eine StÃ¤rk der PEM ist die elegante Behandlung der Randbedingungen. Diese Eigenschaft be- 
ruht auf der Wahl der Testfunktionen bzw. auf den Eigenschaften der Variationsformulierung. 
Folgende Randbedingungen zur Poissongleichung (1.6) und deren Formulierung als Variations- 
problem sollen beschrieben werden: 
1. Inhomogene Dirichlet-Randbedingungen: U = g auf F .  
2. Neumann-Randbedingungen: 2 = q auf F. 
3. Gemischte Randbedingungen: U = g auf 7 C F und 2 = q auf F\-y. 
Die inhomogene Dirichlet-Randbedingung aus 1. lÃ¤Â sich abbilden, indem die LÃ¶sun u jetzt 
im Raum V = H1(Q) mit v 6 V so, daÂ v\ r  = g gesucht wird. ZusammengefaÂ§t 
B e m e r k u n g  1.2 (Poissonproblem m i t  inhomogenen Dirichlet-Randbedingungen) 
Sei die Poissongleichunq mi t  inhomogenen Dirichlet-Randbedingungen gegeben: 
-Au = f i n  Q, 
U = g auf F .  
Dann lautet das zugehÃ¶rig Variationsproblem: 
F i n d e n  E H ~ ( Q ) ,  u\r = g ,  so daj3 a(u, V) = f (V) Vv E -ff l (Q),  
mit  
Falls es ein UQ E H1(Q) gi5t mit uoIr = g, dann lÃ¤Â sich die LÃ¶sun u = W +uo, wlr = 0 des Va- 
riationsproblems auch durch das folgende Problem mit homogenen Dirichlet-Randbedingungen 
charakterisieren: 
a(w,v) = f'(v) =: Â£(V - a(uo,v) ,w,v E (1.12) 
Neumann-Randbedingungen werden in die Variationsformulierung in folgender Weise integriert: 
In der Linearform f(v) tritt ein weiteres (Rand-)Integral auf: 
Eine homogene Neumann-Randbedingung & = q = 0 auf F Ã¤nder also die Variationsformu- 
lierung aus (1.1) nicht. Lediglich der Raum V ist jetzt H ~ ( G } .  Zusammenfassend gilt also fÃ¼ 
Neumann-Randbedingungen: 
B e m e r k u n g  1.3 (Poissonproblem m i t  Neumann-Randbedingungen) 
Sei das Poissonproblem mi t  Neumann-Randbedingungen 
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wobei q 0 zugelassen ist, gegeben. Dann ist eine klassische LÃ¶sun dieser Gleichung auch 
LÃ¶sun des Variationsproblems 
Finden.  E H1(G), so duj3a(u,v) = f (v )  VÅ H1(G), 
mit 
und umgekehrt. 
Gemischte Randbedingungen wie in 3. sind mit den Ergebnissen in Bemerkungen 1.2 und 1.3 
leicht zu behandeln. Der Raum der mÃ¶gliche LÃ¶sungsfunktione muÂ modifiziert werden. Ge- 
sucht ist also ein u Â H}](Q) mit 
AuÂ§erde Ã¤nder sich die Linearform f (V)  zu 
Zusammenfassend kann festgehalten werden, daÂ Randbedingungen in der Variationsformulie- 
rung durch einfache Integraldarstellungen abgebildet werden. MÃ¶glich LÃ¶sungsverfahre blei- 
ben davon unberÃ¼hrt Das steht im Gegensatz zur FDM, wo die Randbedingungen (insbesondere 
Neumann-Randbedingungen) explizit diskretisiert werden mÃ¼ssen 
1.2.3 Ein allgemeinerer Differentialoperator 
Im Teil I11 wird bei der Diskretisierung der Flachwassergleichungen ein allgemeinerer Differen- 
tialoperator auftreten. Daher soll hier die Variationsformulierung fÃ¼ einen elliptischen Differen- 
tialoperator 
angegeben werden. 
Damit D elliptisch ist, muÂ fÃ¼ die ak,[  gelten: 
Zur Vereinfachung der Darstellung seien homogene Dirichlet-Randbedingungen gegeben. Dann 
lautet die Variationsformulierung zum Differentialoperator (1.14): 
Finde u E H^(Q), so daÂ a(u, V) = f (V) VÅ E H ~ G ) ,  
mit f (V) wie in (1.10) und 
In (1.15) ist besonders zu beachten, daÂ die Koeffizienten wegen der partiellen Integration 
nicht mehr in der differenzierten Form auftreten. 
1.3. Diskretisierung 
1.3 Diskretisierung 
Die im Abschnitt 1.2 angegebenen Variationsformulierungen sollen mit Hilfe eines Computers 
gelÃ¶s werden. Dazu mÃ¼sse sie diskretisiert werden. Der erste Schritt der Diskretisierung fÃ¼hr 
zum sogenannten Ritz-Galerkin- Verfahren. Die Idee besteht darin, die FunktionenrÃ¤um V = 
HZG),  U = 0, [T], [ 1, durch endlichdimensionale RÃ¤um V^  zu approximieren. 
Die LÃ¶sun des Variationsproblems muÂ dann wegen der endlich vielen Basen von Vh nur noch 
in endlich vielen Variationen gesucht werden. Mit Hilfe der Finite-Elemente-Methode werden 
die Basisfunktionen so gewÃ¤hlt daÂ die LÃ¶sun effizient mit Hilfe eines numerischen Verfahrens 
gefunden werden kann. 
1.3.1 Das Ritz-Galerkin-Verfahren 
Gegeben sei nun ein Funktionenraum V (Banach-Raum mit einer Norm 11 . eine elliptische 
Bilinearform a(., .) und eine Linearform f (-) auf V sowie ein Variationsproblem: 
Finde U E V, so daÂ a(u, U)  = f (V) Vu E V. (1.16) 
Dabei ist V insbesondere einer der RÃ¤um H ~ ( G )  oder H'((?) aus dem Abschnitt 1.2. Es  gilt: 
Die Ritz-Galerkin-Methode besteht darin, einen Raum Vh mit den Eigenschaften 
zu wÃ¤hlen Vh wird mit der Norm 11 / I v  aus V ausgestattet und ist damit wieder ein Banach- 
Raum. Die Bilinearform a(-, .) und die Linearform f ( - )  sind auch auf Vh definiert, da Vh C V. 
Damit lÃ¤Â sich nun das diskretisierte Variationsproblem stellen: 
Finde U/; E Vh, so daÂ a(uh, V) = f (V) Vv E Vh. (1.17) 
Man kann zeigen, daÂ (1.17) eine eindeutige LÃ¶sung die Ritz-Galerkin-LÃ¶sung besitzt und daÂ 
diese LÃ¶sun die kontinuierliche LÃ¶sun aus (1.16) approximiert. 
Da Vh endlichdimensional ist, gibt es eine endliche Basis b = {bl,. . . , bw}, die Vfi aufspannt: 
Jedes V E Vh kann mit Hilfe eines Koeffizientenvektors V = { v i , . .  . ,uN} und der Basis als 
Linearkombination eindeutig dargestellt werden: 
Mit dieser Darstellung kann das diskretisierte Variationsproblem (1.17) umformuliert werden: 
Finde uh E VIÃ so daÂ a(uh,  bi) = f (bi) Vi = 1, . . . , N. (1.19) 
Die Linearkombination (1.18) definiert eine isomorphe Abbildung des I?.'^ (Koeffizientenvekto- 
ren) in den Raum V& 
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FÃ¼ Z L , ~  aus (1.19) wird nun analog zu (1.18) der Ansatz 
genommen und in a(-,  .) eingesetzt. Dann folgt: 
Mit A := (Aij), Aij := a(bi, bj), f := (4) und f ,  := f(bi) wird ein lineares Gleichungssystem 
definiert, das mit dem Variationsproblem (1.19) Ã¤quivalen ist. Das heiÃŸt ~ f i  ist eine LÃ¶sun von 
(1.19) genau dann, wenn der Koeffizientenvektor u/i = P 1 ( u / ; )  eine LÃ¶sun des Systems (1.20) 
ist. 
Damit ist das Variationsproblem (1.16) diskretisiert. Die Aufgabe ist nun, ein lineares Glei- 
chungssystem zu lÃ¶sen dessen Matrixelemente sowie rechte Seite aus Integralen Ã¼be Produkten 
von Basisfunktionen (bzw. deren Ableitungen) besteht. Leider eignet sich diese Matrix im allge- 
meinen nicht besonders gut fÃ¼ die numerische Berechnung der LÃ¶sung weil sie voll besetzt ist. 
Die im nÃ¤chste Abschnitt beschriebene Kunst besteht nun darin, besondere Basisfunktionen 
zu finden, so daÂ die Matrix schwach besetzt ist. 
Als Einschub soll an dieser Stelle erklÃ¤r werden, in welchem Sinne V durch Vh angenÃ¤her wird. 
ZunÃ¤chs gilt folgende FehlerabschÃ¤tzun (siehe z.B. [55]): 
S a t z  1.4 (FehlerabschÃ¤tzung Sei u V eine LÃ¶sun des (kontinuierlichen) Variationspro- 
blems (1.16) und uh  e? Vh eine Ritz-Galerkin-LÃ¶sun des Problems (1.17). Dann gilt fÃ¼ den 
Diskretisierungsfehler die folgende Abschatzung: 
Bezeichne d den Abstand der Funktion u von Vc  
d ( u ,  Vh) := inf llu - w[lv  
wevh 
Der Diskretisierungsfehler wird klein (d.h. Vh approximiert V), wenn es eine Folge von Un- 
terrÃ¤ume V; C V gibt, die in folgendem Sinne gegen V strebt: 
S a t z  1.5 (Approximat ion  d u r c h  d i skre te  U n t e r r Ã ¤ u m e  Sei Vl C V eine Folge von Unter- 
raumen mi t  dimV; = N1 < m, l â JV' und 
lim d ( u ,  V;) = 0 V u  E V. 
Falls die diskreten Probleme (1.17) mi t  Vl eine LÃ¶sun ul besitzen und a(. , , )  stetig und be- 
schrankt ist, dann besitzt auch das Problem (1.16) eine LÃ¶sun und die Ritz-Galerkin-LÃ¶sunge 
ul konvergieren gegen U :  
u - u L l l v Ã ‘ >  f Ã ¼ d Â ¥  
B e m e r k u n g  1.6 Eine Folge von UnterrÃ¤umen die die Bedingungen des Satzes erfÃ¼llt ist ge- 
geben durch die Reihe: 
00 
V1 C V2 C . , C V, l) V; dicht i n  V. 
1-1 
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1.3.2 Die Finite-Elemente-Methode 
Die erste Frage, die in diesem Abschnitt beantwortet werden soll, lautet: Wie kann eine Basis 
gewÃ¤hl werden, so daÂ die Matrix A aus (1.20) schwach besetzt ist. Dazu werden zunÃ¤chs die 
Matrixelemente betrachtet: 
Die Matrix A ist schwach besetzt, wenn mÃ¶glichs viele der Integrale verschwinden. Die Idee der 
FEM besteht darin, Basisfunktionen 6; mit mÃ¶glichs kleinem TrÃ¤ge Tr(bt )  zu wÃ¤hlen Es gilt 
nÃ¤mlich / Vb; V b j  dG = Vbi . Vb, dQ. 
^Tr(tii)"Tr(b,) 
Falls Tr(bt )  n Tr(bÃ£ = 0, dann ist Ly = 0 
Um eine Finite-Elemente-Diskretisierung durchzufÃ¼hren sind mehrere Schritte in der folgenden 
Reihenfolge erforderlich: 
1. WÃ¤hl eine Unterteilung des Gebiets Q in Teilgebiete, deren Inneres disjunkt ist. 
2. Definiere Basisfunktionen auf den Teilgebieten, deren TrÃ¤ge nur eine kleine Anzahl Teil- 
gebiete umfaÂ§ und die dem gegebenen Problem mÃ¶glichs gut angepaÂ§ sind. 
3. Stelle das lineare Gleichungssystem (1.20) auf und lÃ¶s es. 
Die Teilgebiete im ersten Schritt heiÂ§e auch finite Elemente und geben damit der Methode den 
Namen. Die Unterteilung des Gebietes in Teilgebiete heiÂ§ auch Triangulierung. 
Definition 1.7 (Triangulierung) T = { T ~ ,  . . . , T M }  he@t zulÃ¤ssig Triangulierung des (durch 
einen Polygonzug begrenzten) Gebietes Q falls gilt: 
I .  Die finiten Elemente T; (i = 1 , .  . . , M )  sind offene, disjunkte polygonale Teilmengen von 
G, die Q Ã¼berdecken 
M 
~ ; n ~ j = 9 f i i r i ^ j ,  U%=G. 
1=1 
2. FÃ¼ i # j ist entweder leer, oder eine gemeinsame Seite oder eine gemeinsame Ecke. 
B e m e r k u n g  1.8 Die EinschrÃ¤nkun auf Polyyongebiete erfolgt hier nur zur Vereinfachung. Es 
kÃ¶nne auch krummlinig berandete Gebiete Q zugelassen werden. Dann mÃ¼sse jedoch auch 
krummlinig berandete Elemente zugelassen werden (siehe [117]). 
Zur EinfÃ¼hrun der FEM-Basisfunktionen werden zunÃ¤chs die (einfachen) linearen Elemente 
betrachtet. Sei also eine Triangulierung T von Q gegeben. Auf den Elementen T; werden linea- 
re Funktionen definiert, die in einem der Knoten (d.h. der Ecken) des Elementes den Wert 1 
annehmen und in den anderen Knoten Null sind. 
Definition 1.9 (Lineare FEM-Bas is funkt ion)  Die Basisfunktion bi(x, y) zum Knoten n; 
mit den Koordinaten X, = (xi, Y;) ist auf dem Element r-, mit den Knotennummern nfi, nj^, ni 
durch 
(x-xji)(yjz - ~ n )  - (xj2 - ~ A ) ( Y  - ~ j l )  bi(x,y)  = (1.22) 
x i  - x j ~  ) (Yh - ~n ) - (xj2 - (yi - Y ~ I  ) 
gegeben. 
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Abbildung 1.1: Lineare FEM-Basisfunktion bi zum Knoten nil der TrÃ¤ge T r ( b i )  ist schraffiert 
Bemerkung 1.10 Aus  (132) folgt fÃ¼ die Knoten n-, mi t  Koordinaten X,: 
1, falls i = j ,  
&,(X,) = 0, V j  # i .  
Definition 1-11 (Raum V p )  Der Raum der stetigen, stÃ¼ckweis linearen Funktionen, V p ,  
wird definiert: 
VP := {V : v ist linear a u f q  6 T , V i  = 1 , .  . . , M ,  v ist stetig aufQ}. (1.23) 
FÃ¼ Q E T?.' haben die linearen FEM-Basisfunktionen die Form der sogenannten ,,HÃ¼tchen 
funktionen" (siehe Abb. 1.1). Die den Knoten n, enthaltenden Elemente bilden den TrÃ¤ge der 
Basisfunktion bi. 
Mit den in (1.22) definierten Basisfunktionen kann jedes v E V p  eindeutig dargestellt werden: 
Dabei ist N die Anzahl der Knoten der Triangulierung T, bi sind die Basisfunktionen und 
vi sind die Funktionswerte v ( x i ,  y,) an den Knotenpunkten. v ist in V? eindeutig durch die 
Funktionswerte an den Knotenpunkten definiert, weil die Basisfunktionen gerade so gewÃ¤hl 
sind, daÂ sie a n  den Knoten den Wert 1 annehmen. 
Mit den so gewÃ¤hlte Elementen und Basisfunktionen lÃ¤Â sich das lineare Gleichungssystem 
Au = f aufstellen. Die Integrale, welche die MatrixeintrÃ¤g AiJ bilden, verschwinden, falls i 
und j in verschiedenen Elementen liegen. Die Berechnung der Integrale ist wegen der linearen 
Basisfunktionen reduziert auf die Berechnung des Volumens des Elementes, da  die Gradienten 
der Basisfunktionen konstant sind. Auch die Integrale auf der rechten Seite sind mit Hilfe einer 
Quadraturformel leicht zu berechnen. Der LÃ¶sungsvekto u besteht aus den Funktionswerten 
der gesuchten Funktion an den Knotenpunkten. 
Es gibt eine Vielzahl weiterer Elemente und Basisfunktionen. Laufend werden neue finite Ele- 
mente vorgestellt, die speziellen Anforderungen genÃ¼gen An dieser Stelle sollen lediglich qua- 
dratische Elemente kurz dargestellt werden, weil sie bei der Implementierung des FehlerschÃ¤tzer 
im Abschnitt 10.5 Verwendung finden. 
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FÃ¼ die Definition der Basisfunktionen auf einem Dreieckselement werden sechs Koeffizienten 
CD,. . . , c5 fÃ¼ die eindeutige Definition der quadratischen Funktion 
benÃ¶tigt Eine MÃ¶glichkeit diese Funktion zu bestimmen, ist die Wahl der Funktionswerte an 
den Knoten und den Seitenmittelpunkten. 
Als lokale Basisfunktionen werden dann Kombinationen der linearen Basisfunktionen aus (1.22) 
definiert: 
Dabei ist j = 1 ,2 ,3  der lokale Index der Knoten, 6, die zum Knoten j gehÃ¶rig lineare Basis- 
funktion, 1) = (i, j) = (1,2),  (2 ,3) ,  ( 3 , l )  sind die Seitenmittelpunkte. Eine Funktion v lÃ¤Â sich 
damit auf jedem Element darstellen als Linearkombination 
Diese Darstellung ist besonders attraktiv, weil die linearen Basisfunktionen b; verwendet werden, 
welche einfach zu berechnen sind. Falls die quadratischen Basisfunktionen im FehlerschÃ¤tze fÃ¼ 
eine stÃ¼ckweis lineare Finite-Elemente-Funktion benÃ¶tig werden, stehen die linearen Basis- 





Eine wirklich umfassende EinfÃ¼hrun in die Implementierungstechniken der FEM zu geben, 
ist an dieser Stelle nicht mÃ¶glich Allein zwei der Hauptkomponenten eines Finite-Elemente- 
Programmes, der Gittergenerator und der GleichungslÃ¶ser sind weite eigenstÃ¤ndig Forschungs- 
felder. In [4] wird die Implementierung eines FEM-Programmes genauer vorgestellt. Dort sind 
einige der gÃ¤ngige Datenstrukturen fÃ¼ FEM-Implementierungen zu finden. 
UnabhÃ¤ngi von der speziellen Implementierung besteht ein FEM-Programm aus Komponenten 
fÃ¼ die folgenden Aufgaben: 
1. Gittergenerierung. 
2. Aufstellung des linearen Gleichungssystems. 
3. LÃ¶sun des linearen Gleichungssystems. 
4. Postprocessing (LÃ¶sungsdarstellung etc.). 
Dabei ist vorausgesetzt, daÂ das Variationsproblem, insbesondere die Bilinearform a(- ,  Â ¥  und die 
Linearform f( ' ) ,  gegeben ist. 
Die Gittergenerierung umfaÂ§ sowohl die Erzeugung eines Anfangsgitters auf einem gegebenen 
Rechengebiet G ,  als auch die lokalen Verfeinerungsstrategien bei adaptiven Verfahren. Dabei 
wird das Gitter dort lokal verfeinert, wo der geschÃ¤tzt Diskretisierungsfehler groÂ ist. An den 
Gittergenerator werden verschiedene Anforderungen gestellt. Das Gitter soll keine hÃ¤ngende 
Knoten enthalten, die Gitterelemente sollen nicht zu spitzwinklig werden und der Abstand der 
Gitterpunkte soll sich nicht zu schnell Ã¤ndern Den Datenstrukturen ist besondere Aufmerksam- 
keit zu widmen, weil lokale Verfeinerung sehr irregulÃ¤r Strukturen hervorbringt. 
Bei der Aufstellung der Matrix des linearen Gleichungssystems geht es in erster Linie um die 
numerische Approximation der Integrale aus der Bilinearform. Aber auch die geschickte Bear- 
beitungsreihcnfolgc bei der Berechnung der Matrixkoeffizienten spielt eine Rolle, insbesondere 
dann, wenn das Programm auf Parallelrechnern implementiert wird. Wenn die Implementierung 
fÃ¼ kleine HauptspeicherkapazitÃ¤te optimiert werden soll, kann auf die explizite Aufstellung der 
Matrix ganz verzichtet werden. In diesem Fall werden die Matrixkoeffizienten jeweils neu berech- 
net, wenn sie gebraucht werden. Falls die Matrix aufgestellt wird, ist auf die Datenstrukturen 
zu achten. FÅ¸ ihre Speicherung kÃ¶nne spezielle Datenformate fÃ¼ schwach besetzte Matrizen 
verwendet werden. 
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GroÂ§ Gleichungssysteme, wie sie bei FEM-Verfahren auftreten, kÃ¶nne in der Regel aufgrund 
der Speicherplatzbegrenzung und der ~pe~at ionel len Ordnung der Algorithmen nur mit iterati- 
ven Verfahren gelÃ¶s werden. Daher ist die Wahl eines optimalen Verfahrens von grundlegender 
Bedeutung fÃ¼ die numerische Effizienz des FEM-Programmes. Zwei Verfahren werden im fol- 
genden vorgestellt: Das prÃ¤konditioniert CG-Verfahren fÃ¼ symmetrische und das Verfahren 
BiCGSTAB fÃ¼ unsymmetrische Matrizen. 
Kommerzielle FEM-Programmpakete legen grofien Wert auf das Postprocessing, vor allem auf 
die gute und ergonomische Darstellung der LÃ¶sungen Dieser Teil soll in dieser Arbeit nicht weiter 
behandelt werden. FÃ¼ die hier vorgestellte Implementierung steht eine rudimentÃ¤r Graphikaus- 
gabe der Ergebnisse zur VerfÃ¼gung die auf der IBM-Implementierung der GL-Graphikbibliothek 
basiert. 
Grundlage fÃ¼ die Beschreibung der Implementierung ist zunÃ¤chs immer die Poissongleichung 
mit homogenen Dirichlet-Randbedingungen (1.6), die hier zusammen mit dem zugehÃ¶rige Va- 
riationsproblem zusammengefai3t ist: 
Finde uh E Vh  : a(uh, b j )  = f ( b j ) , V j  = 1,. . . , N 
Den hier vorgestellten Techniken liegt ein sehr einfaches Verfahren zugrunde. Die Probleme mit 
entsprechenden Randbedingungen aus dem Kapitel 1 werden mit linearen finiten Elementen auf 
einem Dreiecksgitter implementiert. Die Implementierung wird in den folgenden Teilen I1 und 111 
weiterverwendet, um adaptive Semi-Lagrange-Verfahren fÃ¼ StrÃ¶mungsproblem zu entwickeln. 
Dabei wird die Parallelisierbarkeit jeweils besonders beachtet. 
2.2 Gittergenerierung und Datenstrukturen 
Die Erzeugung von Gittern auf (mÃ¶glicherweis beliebig) gegebenen Rechengebieten ist eine 
nichttriviale Aufgabe, die immer noch intensiv erforscht wird. Der Anspruch dieses Abschnittes 
kann daher nicht sein, Gittergenerierung umfassend zu beschreiben. Vielmehr werden einige 
AnsÃ¤tz zur Gittergenerierung aus der Literatur dargestellt (fÃ¼ numerische Gittergenerierung 
siehe z.B. [135]). 
Die Triangulierung eines Rechengebietes wird hÃ¤ufi in zwei Schritten vollzogen: 
1. Erzeugung eines Anfangsgitters; 
2. Verfeinerung des Anfangsgitters. 
Das im Unterabschnitt 2.2.3 beschriebene Verfahren zur Triangulierung des Rechengebietes ar- 
beitet halbautomatisch. Die Anfangsverfeinerung muÂ von Hand vorgegeben werden. Der Git- 
tergenerator verfeinert das vorgegebene Gitter dann bis zur gewÃ¼nschte AuflÃ¶sung 
Die Definition einer zulÃ¤ssige Triangulierung (1.7) verbietet sogenannte hÃ¤ngend Knoten. Da- 
bei handelt es sich um Knoten, die auf einer unverfeinerten Kante des Nachbarn liegen (siehe 
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Abbildung 2.1: HÃ¤ngend Knoten in einer Triangulierung 
Abb. 2.1). Die Vermeidung hÃ¤ngende Knoten ist eine der groiiten Schwierigkeiten bei der Ent- 
wicklung von Algorithmen zur Gittergenerierung. 
In diesem Abschnitt werden einige AnsÃ¤tz zur automatischen Erzeugung von Dreiecksgittern 
kurz vorgestellt. Der darauf folgende Unterabschnitt beschreibt die Methoden zur lokalen Ver- 
feinerung von gegebenen Anfangsgittern, wobei der Schwerpunkt auf der regulÃ¤re Verfeine- 
rung liegt, deren Implementierung angegeben wird. Die zugehÃ¶rige Datenstrukturen werden 
ausfÃ¼hrlic behandelt, weil diese Darstellung in vielen Publikationen fehlt. Zuvor werden noch 
Notationen angegeben, die fÃ¼ den Umgang mit Triangulierungen notwendig sind. 
2.2.1 Notationen 
Die folgenden Notationen werden vereinbart, um die Beschreibung lokal verfeinerter Gitter zu 
ermÃ¶glichen 
a T bezeichne eine Triangulierung, T = { T ~ ,  . . . , T ~ } ,  M ist die Anzahl der Elemente. 
Seien Tl = {-rl1,. . .  TM,,^} und T2 =   TI,^, . . .   TM,,^} Triangulierungen. Wenn T2 durch 
Verfeinerung aus Ti hervorgeht, so schreibe: Tl -< T2 
e Als Parameter h fÃ¼ die Gittergrooe kann eine der folgenden Zahlen gewÃ¤hl werden: 
A = min{AT LÃ¤ng der lÃ¤ngste Seite in T }  
~ t - T  
ha = min{h.B,T AuÂ§enkreisdurchmesse von T }  
76T 
hi, = min{h;),T Innenkreisdurchmesser von T }  
Tâ‚ 
9 Der kleinste innere Winkel der Triangulierung T ist gegeben durch: 
kleinster Winkel 
e Die Triangulierung heiÂ§ regulÃ¤r falls 0 << 15 << T .  Diese Forderung ist Ã¤quivalen zu: 
0 << ^ < 1. 
9 Die FlÃ¤ch eines Elements T T wird durch F) bezeichnet 
Bemerkung 2.1 Die Triangulierung Tz gehe aus Tl durch Verfeinerung hervor, d.h. Tl -; Tz. 
Dann gilt fÃ¼ die zugehÃ¶rige Elementzahlen MI  und My.: M l  < Mg.  Andererseits gilt fÃ¼ die 
Gitterparameter hi  und h2: h2 < h\. 
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Abbildung 2.2: Triangulierung eines Gebietes mit Hilfe eines Mustergitters aus Dreiecken 
2.2.2 AnsÃ¤tz zur Gittergenerierung 
Die Aufgabe eines Gittergenerators bestellt darin, ein gegebenes Rechengebiet Q @, d = 
1,2,3,  mit einem Gitternetz zu Ã¼berdecken Dabei werden in der Regel noch einige Anforde- 
rungen a n  die QualitÃ¤ des Gitters gestellt. Beispielsweise wird die Form der Gitterelemente 
(rechteckig, dreieckig, etc.) verlangt, die Elemente sollen meist nicht zu schmal oder zu spitz 
sein, die GrÃ¶Â der Elemente soll entweder uniform oder dem zugrundeliegenden physikalischen 
Problem angepaÂ§ sein, oder die RÃ¤nde des Rechengebietes sollen so genau wie mÃ¶glic nach- 
gebildet werden. Im folgenden werden nur noch Dreiecksgitter betrachtet. 
Neben der manuellen Angabe der Gitterdaten - beispielsweise mit Hilfe von CAD basierten 
Werkzeugen - gibt es gÃ¤ngig Methoden zu automatischen Triangulierung von Polygongebieten. 
In [60] wird eine Klassifizierung der verschiedenen Methoden zur automatischen Gittergenerie- 
rung vorgenommen. Danach werden vier Hauptgruppen unterschieden: 
e Methoden, die erst die Gittertopologie definieren. 
0 Methoden, die erst die Knoten definieren. 
0 Methoden, die Mustergitter verwenden. 
0 Methoden, die simultan Topologie und Knoten definieren. 
Innerhalb der Hauptgruppen gibt es zum Teil mehrere Untergruppen. Eine hÃ¤ufi verwendete 
Methode zur Triangulierung eines Rechengebietes ist in der Hauptgruppe der Methoden, die 
zuerst Knoten definieren, enthalten: die Delaunay-Triangulierung. Dabei werden die Knoten 
so verbunden, daÂ die Summe der inneren Winkel der entstehenden Elemente maximiert wird 
[30, 771. 
Methoden, die Mustergitter verwenden, lassen sich in Methoden untergliedern, die ein Referenz- 
gitter auf die gegebene Geometrie abbilden, oder die Geometrie mit einem Gitter Ã¼berdecken 
das am Rand modifiziert wird (siehe Abbildung 2.2). Die letzte Hauptgruppe umfaÂ§ Methoden, 
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Abbildung 2.3: Triangulierung eines Gebietes mit Hilfe von Strahlen zum Rand 
die das gegebene Gebiet schrittweise unterteilen. Zwei dieser Methoden fÃ¼ Gebiete Q E K" 
werden prinzipiell erklÃ¤rt 
Die Triangulierung konvexer Gebiete lÃ¤Â sich mit Hilfe von Strahlen aus dem Schwerpunkt 
triangulieren. Dabei wird der Schwerpunkt des Gebietes als erster Knoten der Triangulierung 
gewÃ¤hl (im Prinzip lÃ¤Â sich jeder innere Punkt wÃ¤hlen der Schwerpunkt ist aber eine gu- 
te NÃ¤herung wenn die Triangulierung auch noch RegularitÃ¤tsbedingunge erfÃ¼lle soll). Vom 
Schwerpunkt ausgehend werden Strahlen in alle Richtungen gerichtet. Die Schnittpunkte dieser 
Strahlen mit dem Rand ergeben dann die weiteren Knoten der Triangulierung. Damit die Tri- 
angulierung regulÃ¤ ist, dÃ¼rfe die Winkel zwischen den Strahen am Schwerpunkt nicht zu klein 
oder zu groÂ sein (siehe [146]). 
Ein konkaves Gebiet lÃ¤Â sich mit dieser Methode triangulieren, indem es in mehrere Konvex- 
gebiete zerlegt wird, in denen dann jeweils die oben beschriebene Methode angewendet wird (s. 
Abb. 2.3). ZusammengefaBt lautet die Methode: 






Triangulierung mit polygonalem Rand approximiert wird. Dann fÃ¼hr folgende Schritte aus: 
Falls das Gebiet konkav ist, unterteile es in konvexe Teilgebiete. 
In jedem konvexen (Teil-) Gebiet wÃ¤hl den Schwerpunkt als ersten Knotenpunkt. 
Werfe Strahlen vom ersten Knoten kreisfÃ¶rmi und wÃ¤hl die Schnittpunkte der Strahlen 
mit dem Rand von G als weitere Knoten. 
Bei zusammengesetzten Gebieten mÃ¼sse die Knoten zweier benachbarter Gebiete Ã¼berein 
stimmen. 
Eine zweite grundsÃ¤tzlich Vorgehensweise trianguliert das gegebene Gebiet vom Rand ausge- 
hend in Schichten [84, 601. Dabei werden zunÃ¤chs Randknoten in gleichma8igen AbstÃ¤nde 
verteilt. Von diesen Randknoten ausgehend werden Dreiecke definiert, die jeweils einen zusÃ¤tzli 
chen neuen Knoten im Innern des Gebietes benÃ¶tigen Wenn die inneren Knoten jeweils wieder 
so verbunden werden, daÂ zwei innere Knoten und ein Randknoten ein Element bilden, erhÃ¤l 
man eine Schicht des Gebietes, die trianguliert ist. Es bleibt dann ein inneres noch nicht tri- 
anguliertes Teilgebiet Ã¼brig mit dem dann genauso verfahren werden kann wie mit der ersten 
Schicht (siehe Abb. 2.4). 
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Abbildung 2.4: Erste Schicht der schichtweisen Triangulierung eines Gebietes 
M e t h o d e  2.2 (Schichtweise Triangulierung) Es sei wieder ein Gebiet G T?.' gegeben. 
ZunÃ¤chs werden auf dem Rand Randknoten verteilt. Solange noch ein inneres Teilgebiet nicht 





Definiere zu jeweils zwei Randknoten einen inneren Knoten, so daÂ ein Element entsteht, 
das den gegebenen RegularitÃ¤tsbedingunge genÃ¼gt 
Verbinde jeweils benachbarte innere Knoten, so daÂ ein neuer Rand zum noch nicht trian- 
gulierten Inneren des Gebietes entsteht. 
Bilde die nÃ¤chst Schicht mit  den gleichen Schritten. 
Verfahren endet, wenn ein kleines konvexes inneres Gebiet Ã¼bri ist (mÃ¶,glicherweis auch 
mehrere konvexe Gebiete). In  diesem Gebiet wird dann ein neuer Knoten definiert und mit allen 
Knoten der letzten Schicht verbunden. 
2.2.3 Gitterverfeinerung 
Ausgehend von einem gegebenen globalen Gitter aus Dreieckselementen soll nun lokal verfeinert 
werden. Dazu stehen verschiedene Strategien zur VerfÃ¼gung die im folgenden kurz vorgestellt 
werden. 
Zwei Typen der Dreiecksverfeinerung lassen sich unterscheiden (siehe Abb. 2.5): 
1. RegulÃ¤r Teilung in vier Tochterdreiecke (rote Verfeinerung). 
2. IrregulÃ¤r Teilung in zwei Tochterdreiecke (grÃ¼n Verfeinerung). 
An eine Verfeinerungsstrategie werden weitere Anforderungen gestellt. Sie muÂ (mÃ¶glicherweis 
nach einigen Iterationen) zu einer zulÃ¤ssige Triangulierung fÃ¼hren Die Dreiecke sollen aus 
numerischen GrÃ¼nde nicht zu spitz oder schmal werden, d.h. die inneren Winkel sollen nicht zu 
klein werden. Die DreiecksgrÃ¶fi soll sich in lokal verfeinerten Gittern nicht zu schnell Ã¤ndern 
Diese Annahmen lassen sich zusammenfassen: 
F o r d e r u n g  2.2 (Eigenschaften d e s  lokal verfeinerten G i t t e r s )  
Eine Verfeinerungsstrategie soll eine Triangulierung T mit den folgenden Eigenschaften erzeu- 
gen: 
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Abbildung 2.5: Verfeinerungsstrategien: a. rote Verfeinerung in vier Tochterdreiecke, b. grÃ¼n 
Verfeinerung, C. blaue Verfeinerung 
1. ZulÃ¤ssigkeit Die Triangulierung T soll zulÃ¤ssi sein, d.h. keine hangenden Knoten enthal- 
ten. 
2. Regula r i tÃ¤t  Die Triangulierung T soll regulÃ¤ sein. 
3. Quasi-UniformitÃ¤t  FÃ¼ zwei Elemente ~ 1 . ~ 2  E T mit einem gemeinsamen Knoten oder 
einer gemeinsamen Kante soll gelten: F^  = &, wobei 0 <$: p < 1. 
Die erste Methode zur Verfeinerung einer gegebenen Triangulierung verwendet nur grÃ¼n Ver- 
feinerungen. Sie fÃ¼hr zu einem irregulÃ¤ verfeinerten Gitter. 
M e t h o d e  2.3 (Bisekt ion d e r  lÃ¤ngs te  Sei te)  
Die Verfeinerung durch Teilung der langsten Seite wird durch die folgenden zwei Schritte be- 
schrieben: 
Dreiecke werden geteilt, indem der Mittelpunkt der lÃ¤ngste Seite mit dem gegenÃ¼berlie 
genden Knotenpunkt durch eine neue Kante verbunden wird. 
Falls die Triangulierung hÃ¤ngend Knoten enthalt, dann teile diejenigen Dreiecke mit 
hÃ¤ngende Knoten erneut durch Teilung der lÃ¤ngste Seite. Dieser Schritt mufl gegebe- 
nenfalls mehrmals durchgefÃ¼hr werden. 
Es kann gezeigt werden, daÂ die mit Methode 2.3 erzeugte Triangulierung zuliissig, quasi-uniform 
und regulÃ¤ ist [86]. Der kleinste innere Winkel aller Verfeinerungen ist mindestens halb so groÂ 
wie der der Ausgangstriangulierung. 
Der Schritt 2. aus Methode 2.3 kann durch folgende Alternativen ergÃ¤nz werden: 
2a. Dreiecke mit zwei hÃ¤ngende Knoten werden rot verfeinert. 
2b. Dreiecke mit einem hÃ¤ngende Knoten, der nicht auf der langsten Seite liegt, werden blau 
verfeinert (d.h. zuerst wird die lÃ¤ngst Seite geteilt und dann die Seite mit dem hÃ¤ngende 
Knoten). 
Eine Variante der Methode 2.3, bei der die teilbare Seite der Dreiecke nicht natÃ¼rlic durch die 
LÃ¤ng ausgezeichnet ist, sondern kÃ¼nstlic markiert wird, lautet: 
M e t h o d e  2.4 (Bisekt ion e iner  m a r k i e r t e n  Sei te)  
Verfeinerung durch Teilung einer markierten Seite lÃ¤fl sich durch folgende Schritte charakteri- 
sieren (siehe Abb. 2.6): 
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Abbildung 2.6: Bisektion der markierten Seite: Nach der Teilung werden die beiden unmarkierten 
Seiten markiert 
1. Jedes Dreieck besitzt genau eine markierte Seite. 
2. E i n  Dreieck wird an  der markierten Seite grÃ¼ geteilt. Nach der Teilung werden die zuvor 
unmarkierten Seiten der beiden Tochterdreiecke markiert. 
3. E i n  Dreieck darf nur  geteilt werden, wenn seine markierte Seite auch markierte Se i te  des 
zugehÃ¶rige Nachbardreiecks ist. 
BÃ¤nsc zeigt, daÂ Methode 2.4 eine zulÃ¤.ssig und regulÃ¤r Triangulierung erzeugt [12]. Wie in 
Methode 2.3 sind die inneren Winkel nach unten beschrÃ¤nkt 
Die Teilung an der markierten Seite lÃ¤Â sich relativ leicht implementieren. Die erzeugten Tri- 
angulierungen sind quasi-uniform. Es handelt sich um eine schlanke und elegante Methode. 
In der folgenden Methode ist die Standardteilung der Elemente regulÃ¤ (rot). Zur Vermeidung 
von hÃ¤ngende Knoten mÃ¼sse aber auch hier grÃ¼n Verfeinerungen eingefÃ¼g werden. 
Methode 2.5 (RegulÃ¤r Verfeinerung) 
Folgende Schritte beschreiben die regulÃ¤r Verfeinerung einer Triangulierung: 
1. Dreiecke werden rot verfeinert. 
2. Dreiecke m i t  zwei hÃ¤ngende Knoten  werden rot verfeinert. 
3. Dreiecke m i t  einem hÃ¤ngende Knoten  werden grun verfeinert (d.h. der hÃ¤ngend Knoten  
wird mi t  dem gegenÃ¼berliegende Knoten  verbunden). 
4.  Dreiecke m i t  einem hÃ¤ngende Knoten  an  einer Kante,  die zuvor grÃ¼ geteilt wurde, 
mÃ¼sse  rot verfeinert werden (siehe Abbildung 2.7). 
Zum Schritt 4. in Methode 2.5 gibt es zwei Alternativen: 
4a. Dreiecke m i t  e inem hÃ¤ngende Knoten  an  einer Kante,  die zuvor grun geteilt wurde, werden 
blau verfeinert. 
46. Dreiecke m i t  e inem hÃ¤ngende Kno ten  an  einer Kante,  die zuvor grun geteilt wurde, werden 
zunÃ¤chs wieder vergrÃ¶bert dann rot verfeinert. Schliefllich wird das Dreieck mit einem 
hÃ¤ngende Knoten  grun verfeinert (siehe Abb. 2.8). 
Man kann zeigen, daÂ mit Methode 2.5 eine Triangulierung erzeugt wird, die zulÃ¤ssig regulÃ¤ 
und quasi-uniform ist [10]. 
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Ein Vorteil der regulÃ¤re Verfeinerung ist, daÂ die TÃ¶chte ihrem Mutterdreieck Ã¤hnlic sind 
(d.h. sie besitzen dieselben inneren Winkel). Ein weiterer Vorteil ist durch die bessere VergrÃ¶be 
rungsmÃ¶glichkei gegeben. FÃ¼ mit Bisektion verfeinerte Gitter gibt es Situationen, in denen 
die Verfeinerung keine ,,inverse" Operation besitzt. RegulÃ¤ verfeinerte Gitter kÃ¶nne jedoch so 
vergrÃ¶ber werden, daÂ der Anfangzustand wieder hergestellt wird. 
Andererseits mÃ¼sse durch die grÃ¼ne Verfeinerungen fÃ¼ hÃ¤ngend Knoten viele FÃ¤ll berÃ¼ck 
sichtigt werden. Die Implementierung wird dadurch aufwendig und unÃ¼bersichtlich F Ã ¼  die 
Implementierung der FEM wird wegen der Parallelisierungsstrategie mit der im Kapitel 3 be- 
schriebenen Farbindizierung trotzdem die regulÃ¤r Verfeinerung gewÃ¤hlt 
Das FEM-Programm implementiert die Gitterverfeinerung neu. Der Schritt 4. in Methode 2.5 
wird durch die Alternative 4b. ersetzt. Das wesentliche neue Element der Implementierung ist die 
Erstellung des Gitters in drei Schritten. Im ersten Schritt wird ein ,,gesÃ¤ubertesf Ausgangsgitter 
erzeugt. GrÃ¼n Verfeinerungen werden aufgehoben und rote Verfeinerungen dort eingefÃ¼gt wo 
die Situation aus 4b. auftritt. Im zweiten Schritt werden die neuen Verfeinerungen zunÃ¤chs 
nur virtuell (Ã¼be Flaggen, Datenstrukturen, die den Zustand des Dreiecks beschreiben) durch- 
gefÃ¼hrt Die virtuelle Verfeinerung wird auf ihre ZulÃ¤sigkei geprÃ¼f und gegebenenfalls (vir- 
tuell) modifiziert. Erst wenn eine zulÃ¤ssig virtuelle Verfeinerung fertiggestellt ist, werden die 
Verfeinerungen im dritten Schritt auch real ausgefÃ¼hrt 
Diese Vorgehensweise bietet zwei Vorteile. ZunÃ¤chs dient sie der Ãœbersichtlichkei des Pro- 
grammcodes. Die vielen Fallunterscheidungen, vor allem in bezug auf die Informationen Ã¼be 
Nachbarelemente, kÃ¶nne entfallen. Erst wenn am Ende klar ist, ob ein Element rot oder grÃ¼ 
verfeinert wird, werden auch die Nachbarn Ã¼be die ~ n d e r u n ~ e n  informiert. 
Der zweite Vorteil, der hier indes noch nicht genutzt wird, liegt in der potentiell besseren Paral- 
lelisierbarkeit. Alle virtuellen Anderungen am Gitter kÃ¶nne parallel durchgefÃ¼hr werden. Die 
ÃœberprÃ¼fu der ZulÃ¤ssigkei muÂ natÃ¼rlic synchronisiert werden, aber die Modifikationen sind 
immer lokal unabhÃ¤ngi (und damit parallelisierbar). Der Schritt der realen Gitterverfeinerung 
bleibt als serieller Teil erhalten, ist aber wegen der nicht mehr notwendigen Zul&sigkeitsprÃ¼fun 
nicht aufwendig. 
Die Implementierung fÃ¼ die Verfeinerung wird im folgenden Algorithmus zusammengefaÂ§t 
Algorithmus 2.1 (lokale Verfeinerung) 
Sei T. = { T ~ } ~ = ~ . . , M , ,  eine gegebene Triangulierung, in der einige TI zur Verfeinerung markiert 
sind. Dann erhalte eine verfeinerte Triangulierung Ti durch: 
regulÃ¤r (rote) Verfeinerung grÃ¼n Verfeinerung 
Abbildung 2.7: ReguÃ¤r Verfeinerungsstrategie: a.  rote Verfeinerung eines Elements, b. hÃ¤ngend 
Knoten, C. grÃ¼n Verfeinerung 
2.2. Gittergenerierung und Datenstrukturen 
Abbildung 2.8: Ein hÃ¤ngende Knoten ( 0 )  wird verhindert durch rote Verfeinerung und anschlie- 
Â§end grÃ¼n Teilung 
Tabelle 2.1: Elementdaten fÃ¼ die Gittergenerierung 
Name GrÃ¶Â TVD Funktion 
n t  n o d e  3 xntmax int Globale Knotennummern 
n t n e i g  3 xntmax int Nachbar-Indizes 
n t -co l r  ntmax int Farbe (f. Parallelisierung) 
nt-type ntmax int Elementtyp (f. Parallelisierung) 
n t - c h i l  ntmax int Erstes Tochterelement 
n t d i a g  ntmax int Verfeinerungszustand 
n t - l e v l  ntmax int Verfeinerungsstufe 
nt-prnt  ntmax int Mutterelement 
Bilde eine Liste L i  aller ri ? Tb mit: a. ri ist grÃ¼ geteilt, b. 7-1 ist grÃ¼ geteilt und zur 
Verfeinerung markiert, C. fÃ¼ T; tritt die Situation aus Å¸) i n  Methode 2.5 ein. 
FÃ¼ alle T; ? L i :  hebe die grÃ¼n Teilung auf und verfeinere ggjs. rot. Erhalte eine Ausgangs- 
triangulierung ohne grÃ¼n Teilung (mÃ¶glicherweis mit hÃ¤ngende Knoten). 
Bilde eine Liste L2 aller T, ? Tn mit: a. T, ist zur Verfeinerung markiert, b. T, mujl zur 
Vermeidung hÃ¤ngende Knoten grÃ¼ verfeinert werden. 
FÅ¸ alle T; ? Â £ 2  PrÃ¼fe ob T; verfeinert werden kann, modifiziere L2 zu L;. 
FÃ¼ alle T; ? L i :  Verfeinere virtuell. 
PrÃ¼f das virtuelle Gitter auf ZulÃ¤ssigkeit Falls das Gitter nicht zulÃ¤ssi ist, gehe zu 1.  
Bilde eine Liste Lr aller T, E T. mit: T, ist virtuell rot verfeinert. 
Bilde eine Liste LÃ aller T; E T. mit: T; ist virtuell grÃ¼ verfeinert. 
FÃ¼ alle T; E Lr:  Verfeinere T, real rot. 
FÃ¼ alle T, ? Lg: Verfeinere T; real grÃ¼n 
Modifiziere globale Gitterinformationen und ,,sÃ¤ubere die Datenstrukturen. 
Der VergrÃ¶berungsalgorithmu ist etwas einfacher. Insbesondere die Erstellung eines Ausgangs- 
gitters ohne grÃ¼n Teilungen entfÃ¤ll hier, weil grÃ¼n Teilungen einfach aufgehoben werden, falls 
sie entweder zur VergrÃ¶berun markiert sind oder falls sie Ã¼berflÃ¼ss werden, weil sie keinen 
hÃ¤ngende Knoten mehr eliminieren. 
Algorithmus 2.2 (lokale VergrÃ¶berung 
Sei Tl = {T;}~=~, . . . ,M~ eine gegebene Triangulierung, in  der einige r, zur VergrÃ¶berun markiert 
sind. Dann erhalte eine vergrÃ¶bert Triangulierung Tn durch: 
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Tabelle 2.2: Knotendaten fÃ¼ die Gittergenerierung 
Name GrÃ¶Â Typ Funktion 
- 
nn-boun nnmax int Randbedingung 
xv 2xnnmax real Knotcnkoordinatcn 
I .  FÃ¼ alle Verfeinerungsstufen 1 = Lmaxi. . . 1: 
2. Bilde eine Liste Lc aller T; Ti mit: T, ist Mutterelement das vergrÃ¶ber werden soll (d.h. 
r; enthÃ¤l mindestens drei TÃ¶chter die aufgelÃ¶s werden sollen). 
3. FÅ¸ alle T; E Lc: vergrÃ¶ber virtuell. 
4.  PrÃ¼f ZulÃ¤ssigkei auf der Gitterstufe 1. Bilde eine neue Liste Lc der nicht zulÃ¤ssige T,. 
Falls Lc # 0, gehe zu 3. 
5. Ende der Schleife Ã¼be 1. 
6. Bilde eine Liste L,, aller T; ?: TI mit: T, ist virtuell vergrÃ¶berte rotes Element. 
7. FÃ¼ alle T; E L ^ :  vergrÃ¶ber real. 
8. Bilde eine Liste L g  aller r, E Ti mit: T; ist virtuell vergrÃ¶berte grÃ¼ne Element. 
9. FÃ¼ alle ~i E L g :  vergrÃ¶ber real. 
10. Modifiziere globale Gitterinformationen und ,,sÃ¤ubere die Datenstrukturen. 
Die Schritte ,,virtuelle Verfeinerung/VergrÃ¶berung und Ã£PrÃ¼fu der ZulÃ¤ssigkeit bestehen 
aus einer groÂ§e Zahl von Fallunterscheidungen. Die virtuelle Verfeinerung muÂ beispielsweise 
berÃ¼cksichtigen in welchem Zustand die Nachbarelemente sind: Gibt es hÃ¤ngend Knoten und 
an welchen Seiten? Ist die Seite schon grÃ¼ geteilt, mÃ¶glicherweis auch im Nachbarn? Die 
ZulÃ¤ssigkei der Triangulierung muÂ ebenfalls eine Vielzahl von Kombinationen berÃ¼cksichtigen 
Diese FÃ¤ll im einzelnen aufzufÃ¼hren soll hier vermieden werden. 
Festzuhalten bleibt lediglich, daÂ das implementierte Verfahren stabil ist und sowohl Verfeine- 
rung als auch VergrÃ¶berun in adaptiven zeitabhÃ¤ngige Berechnungen sicher beherrscht. 
2. Datenstrukturen 
Datenstrukturen fÃ¼ die Gittergenerierung und adaptive Mechanismen der Gitteranpassung sind 
in der Literatur nicht sehr oft zu finden. Die im letzten Abschnitt vorgestellte Implementierung 
eines Gitterverfeinerungsalgorith~nus verwendet einige spezielle Datenstrukturen. 
GrundsÃ¤tzlic ist bei der Implementierung von Gitteralgorithmen zwischen Elementdaten und 
Gitterpunktdaten zu unterscheiden. Elementdaten werden fÃ¼ jedes Element gehalten. Dazu 
gehÃ¶re Informationen Ã¼be die Knoten des Elementes, Ã¼be die Nachbarn des Elements und den 
Zustand (rotlgrÃ¼ verfeinert, unverfeinert, etc.). Gitterpunktdaten werden den Knotenpunkten 
einer Triangulierung zugeordnet. Dazu gehÃ¶re beispielsweise die Koordinaten des Knotens. 
Die Datenstrukturen der Implementierung sind in den Tabellen 2.1, 2.2 und 2.3 aufgelistet. 
Dabei bezeichnen ntmax, nnmax und nrmax die Anzahl der Elemente, die Anzahl der Knoten 
bzw. die Anzahl der Verfeinerungsstufen. 
Die Felder n t n o d e  und n t n e i g  speichern zu jedem Dreieck die globalen Knotennummern der 
drei lokalen Knoten und die Nachbarn an den drei Seiten. Dazu sind die lokalen Knoten entgegen 
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Abbildung 2.9: Nummerierung der lokalen Knoten und Seiten eines Dreiecks 
dem Uhrzeigersinn numeriert, die Seiten tragen die Nummern der gegenÃ¼berliegende Knoten 
(siehe Abb. 2.9). 
n t n o d e  kann damit die Elementnummern auf die globalen Knotenindizes ,,abbildenu. Diese 
Datenstruktur ist bei der Berechnung der Steifigkeitsmatrix wichtig, wie im folgenden Abschnitt 
beschrieben wird. Die Nachbarelemente mÃ¼sse vor allem zur ÃœberprÃ¼fu der ZulÃ¤ssigkei der 
Triangulierung bekannt sein. 
Informationen Ã¼be den Zustand und den geplanten Zustand eines Elementes werden im Feld 
nt-f l a g  gespeichert. Durch geschickte Kodierung des Eintrages kann hier viel Information in 
nur einer natÃ¼rliche Zahl ausgedrÃ¼ck werden. Einige Beispiele fÃ¼ diese Kodierung sind in der 
Tabelle 2.4 angegeben. 
Die beiden Felder n t - c h i l  und n t -prn t  sind fÃ¼ die adaptive Gitterverfeinerung notwendig. 
Zur VergrÃ¶berun eines Dreiecks muÂ die Information Ã¼be das Mutterdreieck vorhanden sein. 
Die Entscheidung Ã¼be Vergroberung setzt Information Ã¼be die Tochterelemente voraus. Das 
VergrÃ¶berungskriteriu (siehe Algorithmus 2.2) verlangt. daÂ mindestens drei der vier TÃ¶chte 
eines Dreiecks aufgehoben werden mÃ¼ssen Auch fÃ¼ die ÃœberprÃ¼fu der ZulÃ¤ssigkei ist die 
Information Ã¼be Tochterelemente notwendig. 
Bei den Knotendaten kommt dem Feld nn-boun besondere Bedeutung zu. Es enthÃ¤l fÃ¼ jeden 
Knoten Information Ã¼be die Randbedingungen (bzw. darÃ¼be ob der Knoten im Innern des 
Gebietes liegt). FÃ¼ periodische RÃ¤nde ist in diesem Feld der jeweils identische Knotenindex 
abgelegt. Im einzelnen sind die Informationen in der in Tabelle 2.5 angegebenen Weise kodiert. 
Die Felder mit globalen Informationen halten vor allem die Baumstruktur des verfeinerten Git- 
ters. Dabei enthalten die Felder nx- t ree  und n t - t r e e  zu jeder Gitterstufe jeweils den Index des 
ersten Knotens bzw. Elementes der Stufe. 
Tabelle 2.3: Globale Daten fÃ¼ die Gittergenerierung 
Name Grafie Typ Funktion 
nx-tree nrmax int Anzahl der Knoten fÃ¼ jede Stufe 
n t - t r e e  nrmax int Anzahl der Elemente fÃ¼ jede Stufe 
i_Eine ntmax int Indizes der Elemente der feinsten Stufe 
nx-cur 1 int Gesamtzahl der Knoten 
nt-cur 1 int Gesamtzahl der Elemente 
nr-cur  1 int Gesamtzahl der Stufen 
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Tabelle 2.4: ~ustandsinformationen fÃ¼ Dreiecke 
0 nicht verfeinert 1 bitte verfeinern , -1 bitte vergrÃ¶ber 
21 Seite 1 grÃ¼ verfeinert 22 Seite 2 grÃ¼ verfeinert 23 Seite 3 grÃ¼ verfeinert 
10 rot verfeinert 9 virtuell rot verfeinert -9 virtuell rot vergrÃ¶ber 
3 bitte Seite 1 grÃ¼ verf. 4 bitte Seite 2 grÃ¼ verf. 5 bitte Seite 3 grÃ¼ verf. 
-3 bitte Seite 1 vergrÃ¶ber -4 bitte Seite 2 vergrÃ¶ber -5 bitte Seite 3 vergrÃ¶ber 
Tabelle 2.5: Kodierung der Randbedingungen fÃ¼ jeden Knoten 
0 innerer Knoten 
-1 Dirichlet-Randbedingung 
-2 Neumann-Randbedingung 
i Index fÃ¼ identischen Punkt bei periodischem Rand 
Wegen der adaptiven Gittergenerierung sind die Elementindizes der feinsten Triangulierung 
nicht notwendigerweise konsekutiv geordnet. Daher enthÃ¤l das Feld i d i n e  die Nummern aller 
Elemente des feinsten Gitters. Diese Indexliste wird fÃ¼ Operationen benÃ¶tigt die nur auf den 
Elementen des feinsten Gitters ausgefÃ¼hr werden (beispielsweise die Berechnung der Element- 
steifigkeitsmatrizen). 
Mit den vorgestellten Datenstrukturen lÃ¤Â sich ein adaptiver Gittergenerator implementieren. 
In den weiteren Abschnitten werden noch einige Felder zur Parallelisierung oder fÃ¼ andere 
Aufgaben hinzukommen. Die entsprechenden Datenstrukturen werden an der jeweiligen Stel- 
le eingefÃ¼hrt Datenstrukturen fÃ¼ die sparsame Speicherung von spÃ¤rlic besetzten Matrizen 
werden im nÃ¤chste Abschnitt behandelt. 
2.3 Aufstellung der Steifigkeitsmatrix 
Die Steifigkeitsmatrix wird bei adaptiven Verfahren immer wieder neu aufgestellt, weil sie sich 
mit der Modifikation des Gitters verÃ¤ndert Daher muÂ die Implementierung mÃ¶glichs effiziente 
Techniken verwenden. 
Die EintrÃ¤g der Steifigkeitsmatrix sind durch den folgenden Ausdruck gegeben: 
Dieses Integral lÃ¤Â sich auch schreiben als die Summe der Integrale Ã¼be den Elementen T ? T 
der Triangulierung, die den TrÃ¤ge Tr(b,} H Tr(bj) bilden: 
In der Regel werden die Integrale zunÃ¤chs fÃ¼ alle T ? T berechnet. Das ist vor allem in Hinblick 
auf die Parallelisierung vorteilhaft, weil diese Berechnungen unabhÃ¤ngi und ohne Kommuni- 
kation durchgefÃ¼hr werden kÃ¶nnen Die numerische Integration geschieht meist mit Hilfe von 
Quadraturformeln, dargestellt im ersten Unterabschnitt. 
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Dann mÃ¼sse die BeitrÃ¤g aus den einzelnen Elementen den jeweiligen MatrixeintrÃ¤ge zuge- 
ordnet werden. Das lÃ¤Â sich in unterschiedlicher Reihenfolge durchfÃ¼hren Die entsprechenden 
Verfahren mit ihren Vor- und Nachteilen werden im zweiten Unterabschnitt behandelt. 
Die spÃ¤rlic besetzte Steifigkeitsmatrix soll dann mÃ¶glichs platzsparend gespeichert werden. Die 
gÃ¤ngige Verfahren und zugehÃ¶rige Datenstrukturen werden in einem weiteren Unterabschnitt 
vorgestellt. 
2.3.1 Berechnung der Elementsteifigkeitsmatrizen 
Als Elementsteifigkeitsmatrizen bezeichnet man die Matrizen E'" = , T â ‚  mit v 
1,~=1, . . . ,1 ,  
der Anzahl der Basisfunktionen in jedem Element, die definiert sind durch: 
Dabei seien die bi, bj jeweils die lokal definierten Basisfunktionen aus (1.22). 
Das Integral in (2.4) lÃ¤Â sich im allgemeinen nicht analytisch lÃ¶sen sondern muÂ numerisch 
berechnet werden. Das geschieht mit Hilfe einer Quadraturformel: 
wobei wk mit k = 1,. . . , L  Gewichte sind und ft. bestimmte Punkte (StÃ¼tzstellen im Element 
T .  Die GÃ¼t der Quadraturformel lÃ¤Â sich mit Hilfe der Polynomordnung von g ausdrÃ¼cken 
fÃ¼ welche in (2.5) Gleichheit gilt. Die GÃ¼t hangt von der Anzahl der StÃ¼tzstelle und von der 
Wahl der Gewichte ab. 
FÃ¼ quadratische Polynome ist die folgende Quadraturformel exakt: 
Dabei sind (Â¥1 die Seitenmittelpunkte. In der Implementierung wird diese Quadraturformel mit 
f k  den Knotenpunkten verwendet. Das entspricht der folgenden fÃ¼ lineare Polynome exakten 
Formel mit (-k dem Gewichtsmittelpunkt von T: 
Es werden alle Elementsteifigkeitsmatrizen des feinsten Gitters berechnet. Sie werden in einem 
reellen Array ema t  der GrÃ¶Â 3x3  xntmax gespeichert. Es lÃ¤Â sich noch Speicherplatz einsparen, 
falls die Elementsteifigkeitsmatrizen symmetrisch sind; dann reicht es, die GrÃ¶Â auf Gxntmax 
festzusetzen. Diese Angaben gelten fÃ¼ lineare Elemente, die nur drei Knotenpunkte enthalten. 
Eine MÃ¶glichkeit die Berechnung der Elementsteifigkeitsmatrizen zu umgehen, ist die Abbil- 
dung aller Elemente auf ein Referenzelement (bei Dreieckselementen beispielsweise auf das Ein- 
heitsdreieck). Dann muÂ fÃ¼ jedes Dreieck die Determinante der zugehÃ¶rige affinen Abbildung 
berechnet und gespeichert werden (siehe [117]). 
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f o r a l l  T â T do 
( c a l l  Berechne Elementmatrix e m a t  ) 
f o r a l l  j = l , 2 , 3  do 
node_j= n t n o d e ( j  , T )  
f o r a l l  i = l , 2 , 3  do 
node_i= n t n o d e ( i , r )  




Abbildung 2.10: Pseudocode fÃ¼ die Matrixassemblierung in EBE-Ordnung 
Assemblierung der Steifigkeitsmatrix 
Die Assemblierung der Steifigkeitsmatrix besteht aus der Addition der BeitrÃ¤g aus den Element- 
steifigkeitsmatrizen auf die entsprechenden EintrÃ¤g der (globalen) Steifigkeitsmatrix. ZusÃ¤tzlic 
werden gegebenenfalls einige MatrixeintrÃ¤g aufgrund der Randbedingungen modifiziert. 
Bei der Aufstellung der Matrix sind zwei Reihenfolgen der Bearbeitung gelÃ¤ufig 
1. Elementweise (element-by-element, EBE) 
2. Punktweise 
Die Wahl der Bearbeitungsreihenfolge ist vor allem bei der Parallelisierung von Bedeutung und 
hÃ¤ng von der Organisation des LÃ¶sungsverfahren ab. 
Die elementweise Bearbeitung orientiert sich an der Form in (2.3). Dabei werden in einer Schlei- 
fe Ã¼be die Elemente des feinsten Gitters die Matrixindizes gesucht und der Eintrag aus der 
entsprechenden Elementsteifigkeitsmatrix addiert. Ein groÂ§e Vorteil dieser Ordnung ist, daÂ 
die Elementsteifigkeitsmatrizen nicht explizit aufgestellt (und gespeichert!) werden mÃ¼ssen Sie 
kÃ¶nne innerhalb der Schleife berechnet und sofort verwendet werden. Einige parallele FEM- 
Implementierungen verwenden auch eine EBE-Ordnung im iterativen LÃ¶sungsverfahren Das 
gesamte FEM-Programm kann dann in der gleichen Ordnung bearbeitet werden, die Werte der 
einzelnen den Elementen zugeordneten Grofien bleiben im lokalen Speicher jedes Prozessors 
(siehe z.B. [85]). Ein Segment des zugehÃ¶rige Pseudocodes ist in Abb. 2.10 angegeben. 
Ein weiterer Vorteil dieser Ordnung ist fÃ¼ Computerarchitekturen mit Speicherhierarchien gege- 
ben: Die Elementsteifigkeitsmatrix wird jeweils nur einmal geladen, dann werden alle Operatio- 
nen auf den Daten ausgefÃ¼hrt Die Elementsteifigkeitsmatrix bleibt wÃ¤hren dieser Operationen 
im schnellsten Speicher. 
Der wesentliche Nachteil dieser Bearbeitungsreihenfolge ist der nichtkonsekutive Zugriff auf die 
SpeicherplÃ¤tz der globalen Steifigkeitsmatrix. Da die globalen Knotennummern node-i und 
node-j mÃ¶glicherweis weit auseinander liegen, kÃ¶nne die Schreibzugriffe auf a m a t  nicht einfach 
determiniert werden. Auch fÃ¼ die Parallelisierung ergibt sich hier eine Schwierigkeit. Im Kapitel 
3 wird fÃ¼ diesen Fall eine Parallelisierungsstrategie entwickelt. 
Deterministisch und damit einfacher zu optimieren ist der Datenzugriff, wenn die Beaabeitungs- 
reihenfolge in der Matrixassemblierung auf punktweise Ordnung umgestellt wird. Diese Ordnung 
ist aber nicht ganz einfach zu erreichen. Insbesondere ist dazu eine Umkehrung der Abbildung, 
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f o r a l l  node_j=l , . . . , N do 
f o r a l l  T G nn-ind(node-j) do 
j= lokale Nummer von node-j 
f o r a l l  i = l , 2 , 3  do 
node-i= n t n o d e d  , T )  




Abbildung 2.11: Pseudocode fÃ¼ die Matrixasscmblierung in punktweiser Ordnung 
wie sie mit dem Feld n t n o d e  erreichbar ist, notwendig. Zu gegebenem Knotenpunkt mÃ¼sse 
also die angrenzenden Elemente ermittelt werden kÃ¶nnen Mit den vorhandenen Datenstruk- 
turen ist das nicht ohne weiteres mÃ¶glich daher wird ein zusÃ¤tzliche Feld, M-ind der GrÃ¶Â 
nbmaxxnnmax (nbmax die maximale Anzahl Elemente, die einen Knoten enthalten), eingefÃ¼hrt 
in dem zu jedem Knoten die angrenzenden Elementindizes gespeichert werden. 
Nun lÃ¤Â sich die Bearbeitungsreihenfolge Ã¤ndern ZusÃ¤tzlic zeichnet sich diese Ordnung durch 
einfache Parallelisierbarkeit aus, weil die Schreibzugriffe jetzt konsekutiv und deterministisch 
vorgenommen werden. Ein Pscudocodc-Segment ist in Abb. 2.11 zu finden 
Zusammenfassend lÃ¤Â sich festhalten: Die EBE-Ordnung bietet Vorteile bei der Speicheropti- 
mierung des Algorithmus und benÃ¶tig weniger Speicher als die punktweise Ordnung. Ande- 
rerseits ist der Schreibzugriff bei der EBE-Ordnung nicht determiniert und daher nicht einfach 
optimierbar. 
2.3.3 Sparsame Speicherung spÃ¤rlic besetzter Matrizen 
Einer der GrÃ¼nd fÃ¼ die Einfiihrung der FEM ist der Wunsch nach sparsam besetzten Matri- 
zen. Die FEM-Matrix fÃ¼ ein uniform regulÃ¤ verfeinertes Gitter mit linearen Elementen hat 
beispielsweise eine Bandbreite (d.h. die Anzahl der EintrÃ¤g ungleich Null pro Zeile) von 7. Bei 
groÂ§e Matrizen muÂ daher ein spezielles Verfahren zur sparsamen Speicherung dieser Matrizen 
angewendet werden. 
Es stehen verschiedene Speicherformate zur VerfÃ¼gung Hier sollen nur die grundsÃ¤tzliche Ty- 
pen fÃ¼ beliebige sparsam besetzte Matrizen vorgestellt werden. Es gibt eine Vielzahl von weite- 
ren Speicherformaten fÃ¼ spezielle Matrixformen und eine Vielzahl vom Modifikationen zu den 
einzelnen Formaten (siehe z.B. [91]). 
Zur Veranschaulichung der verschiedenen Formate sei die folgende FEM-Steifigkeitsmatrix A 
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gegeben: 
A = 
Abbildung 2.12: Triangulierung und Numerierung der Knoten 
Sie entspricht der Triangulierung in Abb. 2.12, wobei fÃ¼ die Randknoten Dirichlet-Randbe- 
dingungen angenommen wurden. Die Matrix hat die GrÃ¶i3 N  X N  ( N  = 13) und N Z N  Eintrage 
ungleich Null ( N Z N  = 29). Die Bandbreite der Matrix ist v = 5. Das entspricht bei vollstÃ¤ndige 
Speicherung 169 EintrÃ¤gen fÃ¼ die 676 Byte Speicherplatz (ein real-Wort benÃ¶tig 4 Byte) 
verbraucht werden. 
Die einfachste MÃ¶glichkeit die Matrix in sparsamer Weise zu speichern, besteht darin, die Ein- 
trage in einem Vektor der LÃ¤ng N Z N  zu halten und dazu zwei Indexvektoren fÃ¼ die Zeilen- 
und Spaltenposition anzulegen. 
M e t h o d e  2.6 ( K o o r d i n a t e n  Speicherformat)  
Die EintrÃ¤g der Matrix werden in  drei Arrays gespeichert: 
1. Werte-Array W fÅ¸ die Werte der EintrÃ¤ge 
2. Index-Array I fÃ¼ die Zeilenposition der EintrÃ¤ge 
3. Index-Array J fÃ¼ die Spaltenposition der EintrÃ¤ge. 
Speichere die EintrÃ¤g i n  einer beliebigen Reihenfolge in  W ,  speichere an den gleichen Arraypo- 
sitionen i n  I den Zeilenindex und i n  J den Spaltenindex des Eintrages (siehe Abb. 2.13). 
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Abbildung 2.13: Koordinaten Speicherformat 
Mit dieser Methode werden NZN reelle Werte und 2 . NZN Indizes gehalten. In diesem Fall 
werden also 232 Byte Speicherplatz benÃ¶tig (integer-Werte benÃ¶tige 2 Byte). 
Noch etwas sparsamer geht die folgende Methode mit dem vorhandenen Speicherplatz um. Der 
Indexvektor fÃ¼ die Zeilen wird hierbei eingespart. Hinzu kommt jedoch ein Indexvektor, in dem 
jeweils der Anfang der nÃ¤chste Zeile gespeichert wird. 
Methode 2.7 (Kompaktes Zeilenweises Speicherformat) 
Die EintrÃ¤g ungleich Null der spÃ¤rlic besetzten Matrix werden zeilenweise gespeichert. Dazu 
werden folgende Arrays benÃ¶tigt 
1. Werte-Array W fÃ¼ die Werte der EintrÃ¤ge 
2. Index-Array J fÃ¼ die Spaltenposition des Eintrages in  der Matrix. 
3. Pointerarray K fÃ¼ den Anfang (das Ende) der jeweiligen Spalte in  der Liste. 
Initialisiere 1 mit Null. Gehe zeilenweise (Index i )  durch die Matrix A: ErhÃ¶h 1 fÃ¼ jeden Eintrag 
u m  1, trage i m  i-ten Element von K die Anzahl der schon besetzten EintrÃ¤g (1) ein, trage an 
der 1-ten Position i n  J die Spalte ( j )  und an der 1-ten Position in  W den Wert von a;,., e in  (siehe 
~ b b .  2.14). 
Mit dieser Form der Speicherung werden NZN reelle Werte gespeichert, NZN natÃ¼rlich Zahlen 
fÃ¼ die Spaltenindizes und N + 1 natÃ¼rlich Zahlen fÃ¼ die Pointer. Insgesamt entspricht dies 
202 Byte Speicherplatz. 
Die EinfÃ¼gun neuer Matrixelemente (bei adaptiver Gitterverfeinerung) ist in dieser Speicher- 
methode nicht mÃ¶glich Diesen Nachteil kann man umgehen, indem man in verketteten Listen 
speichert (siehe [130]). Diese Methode ist jedoch recht aufwendig und soll hier nicht genauer 
beschrieben werden. 
FÃ¼ symmetrische Matrizen lÃ¤Â sich noch mehr Platz sparen. Beispielsweise reicht es, nur die 
untere Diagonalmatrix mit der Diagonalen zu speichern. Beim Pointerarray lÃ¤Â sich eine Stelle 
einsparen, indem nur die Endpositionen der Zeilen gehalten werden, weil klar ist, daÂ das Array 
an der Position l beginnt. Zusarnmengefafit: 
Abbildung 2.14: Kompaktes zeilenweises Speicherformat 
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Abbildung 2.15: Symmetrisches kompaktes zeilenweises Speicherformat 
Methode 2.8 (Symmetrisches Kompaktes Zeilenweises Speicherformat) 
Die verschiedenen Ein,trÃ¤g ungleich Null der symmetrischen, spÃ¤rlic besetzten Matrix werden 
zeilenweise gespeichert. Dazu werden folgende Arrays benÃ¶tigt 
I .  Werte-Array W fÃ¼ die Werte der EintrÃ¤ge 
2. Index-Array J fÃ¼ die Spaltenposition des Eintrages in  der Matrix. 
3. Pointerarray K fÅ¸ den Anfang (das Ende) der jeweiligen Spalte i n  der Liste. 
Initialisiere 1 mit  Null. Gehe zeilenweise (Index i )  durch die Matrix A: ErhÃ¶h 1 fÃ¼ jeden 
Eintrag u m  1, trage an der 1-ten Position in  J die Spalte ( j )  und an der 1-ten Position i n  W den 
Wert von a,,, ein, wobei j < i (Symmetrie), trage i m  i - ten Element von K die Anzahl der schon 
besetzten EintrÃ¤g (1) ein, (siehe Abb. 2.15). 
Mit der Methode 2.8 erreicht man mit 21 EintrÃ¤ge insgesamt einen Speicherbedarf von 154 
Byte fÃ¼ die Matrix aus (2.6). 
Eine einfache Methode zur Speicherung einer Matrix mit (vorhersagbarer) schmaler Bandbrei- 
te v besteht darin, sie in eine Matrix der GrÃ–i3 N X v zu komprimieren und zusÃ¤tzlic die 
Spaltenindizes in einer Indexmatrix derselben GrÃ¶Â abzulegen: 
Methode 2.9 (Ellpack-Itpack Format) 
Die Zeilen der spÃ¤rlic besetzten N X N-Matrix A mit Bandbreite v werden in  folgenden Da- 
tenstrukturen gespeichert: 
1. Reelle Matrix W der GrÃ–D N X v fÃ¼ die EintrÃ¤ge 
Abbildung 2.16: Ellpack-Itpack Format 
2.4. LÃ¶sungsverfahre fÃ¼ das lineare Gleichungssystem 
2. Matrix J der GrÃ¶j3 N X v fÃ¼ die Spaltenindizes. 
Jede Zeile der Matrix W enth,Ã¤l die Werte der EintrÃ¤g der Zeile von A, in  J steht der zugehÃ¶rig 
Spaltenindex des Wertes (siehe Abb. 2.16). 
Mit Hilfe der Methode 2.9 kann die Einsparung von Speicherplatz nicht ganz so hoch ausfallen 
wie mit den beiden zuvor genannten Methoden. Immerhin werden fÃ¼ die beiden Felder nun 546 
Byte Speicherplatz benÃ¶tigt Vor allem bei grÃ¶Â§er Matrizen mit vielen inneren Punkten (an 
denen die Zeilen dann die ganze Bandbreite der Matrix einnehmen) ist diese Methode annÃ¤hern 
so speichereffizient wie die Methoden 2.7 und 2.8 und wegen ihrer Einfachheit vorzuziehen. 
NachtrÃ¤gliche EinfÃ¼ge von Zeilen ist bei dieser Speichermethode ebenso unmÃ¶glic wie bei 
den anderen vorgestellten Methoden. In [20] wird eine Erweiterung der Methode vorgeschlagen, 
um das Einfiigen von Zeilen zu ermÃ¶glichen In der Implementierung wird die Steifigkeitsmatrix 
nach jeder GitterÃ¤nderun neu aufgestellt. daher wird keine solche Erweiterung benÃ¶tigt 
2.4 LÃ¶sungsverfahre fÃ¼ das lineare Gleichungssystem 
In diesem Abschnitt werden im wesentlichen zwei iterative LÃ¶sungsverfahre fÃ¼ groÂ§ linea- 
re Gleichungssysteme vorgestellt. Diese Wahl hÃ¤ng mit der Historie der Implementierung zu- 
sammen. Traditionell werden CG-Verfahren [57] zur LÃ¶sun von linearen Systemen aus FEM- 
Diskretisierungen verwendet, weil sie gut fÃ¼ die diinn besetzte Struktur der Matrizen geeignet 
sind. Die notwendige Struktur der Diskretisierungsmatrix (symmetrisch positiv definit) ist fÃ¼ 
einfache Differentialoperatoren und Dirichlet-Randbedingungen gegeben. 
Ein wesentlicher Teil der Parallelisierung und Implementierung wurde mit einem CG-Programm 
durchgefÃ¼hr in der Annahme, daÂ das im Flachwassermodell auftretende System symmetrisch 
sei. Als sich bei der Implementierung des Flachwassermodells herausstellte, daÂ wegen des 
Coriolisparameters und wegen der periodischen Randbedingungen keine Symmetrie erreicht wer- 
den kann, mufite auf ein weiteres LÃ¶sungsverfahre fÃ¼ unsymmetrische Matrizen eingegangen 
werden. Dabei stellte sich nach einigen Versuchen das Verfahren BiCGSTAB (siehe [l37]) als 
geeignet heraus. 
Die Beschreibung und Funktionsweise der Verfahren kÃ¶nne zum Beispiel in [15] oder [I041 
gefunden werden. Es soll daher an dieser Stelle lediglich auf die Implementierungen und einige 
Besonderheiten eingegangen werden. 
Das implementierte CG-Verfahren ist in Abb. 2.17 als Pseudocode angegeben. Die PrÃ¤kondi 
tionierung (siehe Abschnitt 2.5) ist in der Matrixmultiplikation ,,verstecktu. Die auftretenden 
Vektoroperationen lassen sich leicht mit BLAS-Routinen [78] implementieren. Das ist sinnvoll, 
falls diese Bibliotheken optimiert sind, was fÃ¼ die Vektoroperationen (BLAS level 1) in der Regel 
jedoch nicht gilt. Daher ist in der Implementierung auf die Verwendung der Programmbibliothek 
verzichtet worden. 
Die Implementierung von BiCGSTAB stammt aus der Programmsammlung zu [15]. Der Pseu- 
docode ist in Abb. 2.18 angegeben. 
2.5 PrÃ¤konditionierun fÃ¼ iterative Verfahren 
Jede iterative Methode konyergiert in nur einem Schritt, falls die Matrix A des linearen Systems 
A x = b  (2.7) 
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ho = Ax0 
ro = b - ho 
PO = ro 
ÃŸ = rJ . ro 
f o r  k = l , 2 ,  . . . bis Konvergenz erreicht do 
hk-1 = Apk-1 (Matr ixmult ipl ikat ion)  
T 
7 k - I  = Pk-1 ' hk-I (1. S c h l e i f e )  
akPl = &=L 
7k-1  
xk = xk-1 + ffk-lpk-1 ( 2 .  S c h l e i f e )  
rk = rk-1 - cq-lhk-1 ( 3 .  S c h l e i f e )  
ÃŸ = r l  - rk ( 4 .  S c h l e i f e )  
Pk = rk + &pk-1 ( 5 .  S c h l e i f e )  
enddo 
Abbildung 2.17: Pseudocode fÃ¼ das implementierte CG-Verfahren 
die Einheitsmatrix I ist. Das Ziel von PrÃ¤konditionierungsmethode ist daher, eine leicht zu 
invertierende Matrix Q zu finden, so daÂ A := A Q 1  ?a I gilt. Mit der prÃ¤konditionierte 
Matrix Ã wird dann das Iterationsverfahren auf ein modifiziertes System 
angewendet. Dabei ist in diesem Falle % = Q x  und b = b. Da A von rechts mit Q 1  multipliziert 
wird, heiÂ§ diese Art der Prakonditionierung rechte PrÃ¤konditionierung Analog lÃ¤Â sich die 
linke PrÃ¤konditionierun durchfÃ¼hren dann ist Ã = Q I A ,  Si = X und b = Q 1 b .  Falls sich 
Q multiplikativ in Q = QlQ2  aufspalten lÃ¤Â§ kann beidseitige PrÃ¤konditionierun angewendet 
werden, wobei dann Ã = Q T A Q ~ ,  2 = Q a x  und b = Q T ~ .  
Im folgenden werden lediglich zwei Formen der PrÃ¤konditionierun kurz vorgestellt. Bei der 
sogenannten Jakobi- (oder auch diagonalen) PrÃ¤konditionierun ist Q gerade die Diagonale 
der Matrix A. Diese PrÃ¤konditionierun eignet sich bei diagonaldominanten Matrizen (d.h. 
A i  > 1 Ai, j \ ) .  Sie hat den Vorteil vollstÃ¤ndi parallelisierbar und numerisch sehr billig zu 
sein. Es lohnt sich manchmal, die relativ schlechte Konvergenzeigenschaft der Methode in Kauf 
zu nehmen, wenn dafÃ¼ die Parallelisierbarkeit erhalten bleibt und die reale AusfÃ¼hrungszei 
kÃ¼rze ist. 
Die PrÃ¤konditionierun mit Hilfe der hierarchischen Basen wird etwas ausfÃ¼hrliche dargestellt. 
Weitere Methoden zur PrÃ¤konditionierun sind beispielsweise in [I041 zu finden. 
2.5.1 Prakonditionierung mit hierarchischen Basen 
Die Beschreibung der Prakonditionierung mit hierarchischen Basen folgt der Darstellung in [147]. 
ZunÃ¤chs wird das theoretische Ergebnis vorgestellt, das die hierarchischen Basen so attraktiv 
macht: Die spektrale Konditionszahl der Diskretisieritogsmatrix bezÃ¼glic der hierarchischen 
Basen nimmt mit U ( j 2 )  zu, wÃ¤hren die Konditionszahl der nodalen Diskretisierungsmatrix mit 
~ ( 2 3 )  wÃ¤chst Dabei bezeichnet j die Verfeinerungsstufe. Im AnschluB wird ein einfacher Algo- 
rithmus vorgestellt, der die nodale Diskretisierungsmatrix in eine hierarchische Matrix Ã¼berfÃ¼h 
und umgekehrt und sich daher wie ein PrÃ¤konditionierungsverfahre darstellt. 
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ro = & - Aso 
WÃ¤hl ein fo z.B. fo = 7-0 
I f o r  k = 1.2 , .  . . bis Konvergenz erreicht do 
pk-1 = foT . rk-1 (1. S c h l e i f e )  
i f  ( p k - l  = 0)  : Verfahren bricht ab 
endif 
i f  ( k  = 1) :  
endif 
V k  = A P ~  (Matr ixmult ipl ikat ion)  
ak = -Pt-, 
T', 'Ut-1 
(4 .  S c h l e i f e )  
sk = rk-1 - ( 5 .  S c h l e i f e )  
i f  (llsfcll ,,kleinL1) : ( 6 .  S c h l e i f e )  
X k  = zk-1 + QkPk 
s t o p  
endif 
enddo 
Abbildung 2.18: Pseudocode fÃ¼ das Verfahren BiCGSTAB, die doppelte SchleifenzÃ¤hlun ergibt 
sich aus der Nutzung von BLAS Routinen 
EinfÃ¼hrun der hierarchischen Basis und theoretisches Ergebnis 
Sei Nk die Menge der ~ n o t e n  der Triangulierung X , ,  wobei hier k die Verfeinerungsstufe be- 
zeichnet. Eine Triangulierung Ti. geht aus einer Triangulierung Ti.-i durch Verfeinerung nach 
der oben beschriebenen Methode 2.5 hervor (d.h. 3 X k ) .  Sk  bezeichne die Finite-Elemente- 
Punktionen (stetige, stÃ¼ckweis lineare Funktionen) auf den Knoten Nk. 
Bemerkung 2.3 Es gilt: Nk C Nk+i und Sk 2 Sk+l. 
Die Interpolation Ik : C 1 ( ~ )  -f Si- definiert durch ( I ku ) (x )  = u ( x )  Vx E Nk bildet stetige 
Punktionen in den Raum der FEM-Punktionen Sk ab. 
Bemerkung 2.4 Sei U ? S7 FEM-Funktion. Dann besitzt U die Darstellung 
J 
= lau + E(lku - I ~ - ~ U ) .  
k=l 
Die Funktion Jk(u)  := Im - I M u  ist offensichtlich in Sk enthalten, aui3erdem gilt: 
( I k ~ - I k - l ~ ) ( ~ )  = ~ V X  ENk-l .  
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Abbildung 2.19: Hierarchische Basen, Basisfunktionen zu den RÃ¤ume V o ,  V i  und V2 
Die Jk induzieren eine Aufspaltung des Raumes S j  in eine direkte Summe von UnterrÃ¤ume V k .  
Dabei gilt V k  C S k ,  k = 1,. . . , j. Aufierdem gilt fÃ¼ Funktionen u G V k :  u ( x )  = 0 V x  E N k - i .  V A  
ist das Bild der Abbildung Jk .  Das heifit wegen (2.9) und mit V. = S o  ist 
Definition 2.5 (Hierarchische Basis) Eine Triangulierung T ,  mit  dem dazugehÃ¶rige FEM- 
Raum S j  und der Aufspaltung in  UnterrÃ¤um V k ,  k = 1 , .  . . , j sei gegeben. Die Hierachische 
Basis wird rekursiv definiert: 
1. FÃ¼ j = 0 ist die hierarchische Basis durch die (nodale) Basis des FEM-Raumes Si gegeben. 
2. FÃ¼ j > 1 ist die hierarchische Basis durch die Basis des Raumes Si_i und die Basis des 
Raumes V j  gegeben 
FÃ¼ eindimensionale Probleme ist eine hierarchische Basis in Abb. 2.19 angegeben. Die Basis- 
funktionen eines Raumes V k  spannen allein noch keinen FEM-Funktioncnraum auf, erst die 
Summe der V k  ergibt, eine solche vollstÃ¤ndig Basis. 
Mit Hilfe der Aufspaltung von S j  in UnterrÃ¤um und der Darstellung (2.9) kann eine gitter- 
abhÃ¤ngig Seminorm fÃ¼ u E S j  definiert werden: 
Bemerkung 2.6 Die Seminorm aus (2.10) hat eine einfache Interpretation. Sie beschreibt ge- 
rade die Euklidische Norm des Koefizientenvektors der Funktion U mi t  Ausnahme der Koeffizi- 
enten die der Anfangstriangulierung (To) entsprechen. 
Definition 2.7 Mit Hilfe von (2.10) wird die Norm 
11ul12 := l l ~ ~ u l I ~ l ( ~ )  + u I 2  
definiert. 
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Die in ( 2 . 1 1 )  definierte Norm ist nach Yserentant Ã¤quivalen zur Sobolevnorm von U [147]. Im 
Beweis werden lineare FEM-Basisfunktionen vorausgesetzt. 
Satz 2.8 Es gibt positive Konstanten C und C ,  so daÂ fÅ¸ alle Funktionen U fz S, gilt: 
Dabei hÃ¤nge C und C nicht von der Form des Gebietes Q und der Anzahl der Verfeinerungen 
j ab. 
Bemerkung 2.9 Da die Norm der Projektion von U auf den  Ausgangsraum S o  fest is t ,  besagt 
der Satz  2.8, daÂ sich die Euklidische Norm des Koeffizientenvektors von U i m  wesentlichen so 
verhalt, wie die Sobolevnorm. 
Sei nun das Randwertproblem ( 2 . 1 )  gegeben. Die Bilinearform a induziert die Energienorm 
Die Energienorm ist Ã¤quivalen zur Sobolevnorm, d.h. es gibt Konstanten und 5, so daÂ 
$ I I u I I ~ ~ ( ~ )  5 llulIE 5 ~ ~ ~ ~ ~ ~ H i ( g ) .  Mit Hife der diskreten Seminorm aus ( 2 . 1 0 )  und der Energie- 
norm aus ( 2 . 1 2 )  wird die diskrete Norm 
definiert. Aus Satz 2.8 folgt unmittelbar: 
Satz 2.10 Es  gibt positive Konstan,ten C und C ,  die unabhangig von der Anzahl der Verfeine- 
rungen j sind, so da$ gilt: 
IlulI; 5 IluIl$ 5 c ~ ~ u ~ ~ ~ .  ( 2 . 1 4 )  + 
Die Norm in ( 2 . 1 3 )  ist induziert durch ein inneres Produkt. Sei Ao die Gramsche Matrix, die 
durch dieses innere Produkt mit der hierarchischen Basis gebildet wird. Im wesentlichen ist 
AO die Diskretisierungsmatrix bezÃ¼glic der nodalen Basisfunktionen von So. Dies ist leicht 
einzusehen, weil die hierarchischen Basisfunktionen orthogonal sind. Sei andererseits Ah die 
Diskretisierungsmatrix des Problems ( 2 . 1 )  bezÃ¼glic der hierarchischen Basen. Dann besagt der 
Satz 2 .10 ,  daÂ fÃ¼ alle Koeffizientenvektoren X gilt: 
Dabei ist mit ( Â ¥  Â ¥  das Euklidische innere Produkt bezeichnet. Mit der Cholesky-Zerlegung der 
Matrix Ao = L L T  besagt ( 2 . 1 5 ) )  daÂ die Konditionszahl K, der Matrix L - ~ A ~ L - ~  begrenzt ist 
durch: 
C .  K , ( L ^ A ~ L - ~ )  5 - ( J  + I ) ~ .  (2 .16)  
Da die Konditionszahl der Matrix AQ unabhÃ¤ngi von der Anzahl der Verfeinerungen j fest 
gegeben ist, bedeutet ( 2 . 1 6 ) ,  daÂ die Konditionszahl der hierarchischen Diskretisierungsmatrix 
Ah selbst nur wie O ( j 2 )  zunimmt. Die Konditionszahl der nodalen Diskretisierungsmatrix An 
steigt dagegen exponentiell mit der Anzahl der Verfeinerungsstufen (bei regulÃ¤re Verfeinerung). 
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f o r  k =  1 ,2 ,  . . . , j  do 
f o r  i E Mk = {i : i Index e ines  Knotens i n  Nk \ Nk-1} do 
x ( i ) =  x ( i ) +  [ x ( n i ( i ) ) +  x ( n ~ ( i ) ) l *  0 .5  
enddo 
enddo 
f o r  k =  j , j Ã ‘ l  . . . ,  1 do 
f o r  i E Mi. do 
x ( n i ( i ) ) =  x ( n i ( i ) ) +  x ( i ) *  0 . 5  
x ( n 2 ( i ) ) =  x ( n 2 ( i ) ) +  x ( i ) *  0 . 5  
enddo 
enddo 
Abbildung 2.20: Pseudocode fÃ¼ die Operation der Transformationsmatrizen S T  und S der hier- 
archischen Basen PrÃ¤konditionierung nl( i )  und n2(i) sind die Indizes der (groben) Nachbar- 
knoten des Knotens i 
PrÃ¤konditionierungsalgorithmu 
Die Berechnung der hierarchischen Diskretisierungsmatrix Ah wird nicht explizit vorgenommen. 
Die numerisch vorteilhaften Eigenschaften der nodalen Matrix An (spÃ¤rlic besetzt, mÃ¶glicher 
weise symmetrisch und positiv definit) sollen nicht aufgegeben werden. 
Sei S die Matrix, die einen Koeffizientenvektor X bezÃ¼glic der hierarchischen Basen in einen 
Koeffizientenvektor X bezÃ¼glic der nodalen Basis Ã¼berfÃ¼hr FÃ¼ alle (hierarchischen) Koeffizi- 
entenvektoren gilt dann: 
Die hierarchische Diskretisierungsmatrix lÃ¤Â sich also darstellen: 
Sind nun Algorithmen fÃ¼ die Operation von S und ST bekannt, ist die iterative LÃ¶sun des dis- 
kreten Systems bezÃ¼glic hierarchischer Basen Ã¤quivalen zu einem beidseitig prÃ¤konditionierte 
System bezÃ¼glic der nodalen Basis. Dabei gilt in Analogie zur Darstellung in (2.8): Ql = S,  
Q 2  = S-l und sT = S-I. 
Die Algorithmen sind in [I471 angegeben. Sie wurden schon in einer Implementierung in [58] 
vorgestellt und sollen hier nur als Pseudocode angegeben werden (siehe Abb. 2.20). 
2.6 Randbedingungen 
Dieser Abschnitt stellt einige grundlegende Techniken zur Darstellung der verschiedenen Rand- 
Bedingungen vor. J e  nach Art der Randbedingung muÂ die FEM-Steifigkeitsmatrix oder die 
rechte Seite des Gleichungssystems modifiziert werden. 
Die verschiedenen Randbedingungen aus dem Unterabschnitt 1.2.2 werden hier aufgegriffen und 
deren Implementierung kurz erklÃ¤rt Homogene Dirichlet-Randbedingungen (Bemerkung 
1.1) sind am einfachsten zu implementieren. Die Steifigkeitsmatrix wird dabei so modifiziert, 
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daÂ die Spalten und Zeilen, die dem Index eines Randpunktes entsprechen, auf Null gesetzt 
werden bis auf das Diagonalelement, das auf Eins gesetzt wird. Gleichzeitig wird auf der rechten 
Seite das Vektorelement mit dem zugehÃ¶rige Index auf Null gesetzt. Wenn die Matrix zuvor 
symmetrisch war, so wird die Symmetrie nicht durch diese Modifikation zerstÃ¶rt 
Bei nichthomogenen Dirichlet-Randbedingungen (Bemerkung 1.2) muÃ der Eintrag auf 
der rechten Seite nicht auf Null, sondern auf den entsprechenden (vorgegebenen) Randwert 
gesetzt werden. AuÃŸerde dÃ¼rfe (im Unterschied zu homogenen Dirichlet-Randbedingungen) 
die Spalten nicht Null gesetzt werden. Dadurch erhÃ¤l die Matrix eine (leicht) unsymmetrische 
Struktur. 
Die Behandlung von Neumann Randbedingungen ist im Falle von homogenen RÃ¤nder 
trivial. Wie aus Bemerkung 1.3 ersichtlich ist, verkdern homogene Neumann Randbedingungen 
weder die Matrix, noch die rechte Seite, wenn man die Linearform und die Bilinearform auf allen 
(inneren und Rand-) Punkten berechnet. 
Etwas komplizierter wird die Einbeziehung nichthomogener Neumann Randbedingungen. 
Wie aus der Bemerkung 1.3 hervorgeht, muÃ bei der Berechnung der rechten Seite ein zusÃ¤tzliche 
Randintegral berechnet werden. Die Berechnung der EintrÃ¤g der rechten Seite erfolgt analog 
zur Aufstellung der Steifigkeitsmatrix in Abschnitt 2.3: FÃ¼ jedes Element mÃ¼sse die Integrale 
berechnet werden und die entsprechenden BeitrÃ¤g auf das zugehÃ¶rig Vektorelement der rechten 
Seite addiert werden. Wie bei der Aufstellung der Steifigkeitsmatrix kann elementweise (EBE) 
oder punktweise Bearbeitungsreiheufolge gewÃ¤hl werden. 
Bei der Einbeziehung der nichthomogenen Neumann Randbedingung muÃ in den Elementen, 
deren Kante mit dem Rand Ã¼bereinstimmt zusÃ¤tzlic das Linienintegral 
berechnet werden. Diese Berechnung geschieht mit Hilfe einer Quadraturformel. FÃ¼ lineare 
Basisfunktionen ist die folgende Quadraturformel exakt: 
Dabei seien xl und xz die beiden Knoten der Randkante. 
Die Implementierung periodischer RÃ¤nde ist hier in einer sehr einfachen und numerisch 
nicht unbedigt optimalen Form erfolgt. ZunÃ¤chs mÃ¼sse jedoch noch einige Vorbemerkungen 
zu periodischen RÃ¤nder erfolgen: Die Implementierung sieht periodische RÃ¤nde sowohl in nur 
einer Koordinatenrichtung vor, als auch doppelt periodische RÃ¤nder Jeder Punkt auf einem 
periodischen Rand tritt doppelt auf. Dabei sind die Koordinaten der Punkte verschieden, die 
Werte aber identisch. Daher wird ein Ã£Master und ein ,,Slave" definiert. Der Master wird in 
der Berechnung der Steifigkeitsmatrix und der rechten Seite wie ein innerer Punkt behandelt. 
Der Slave wird mit dem Master gleichgesetzt. 
Zur Behandlung von Periodischen Randbedingungen wird die Matrix modifiziert, um Master 
und Slave zu identifizieren. Das erfolgt Ã¼be die zugehÃ¶rig Zeile in der Steifigkeitsmatrix: Auf 
der Diagonalen wird eine 1 eingetragen, an der Spaltenposition des Masters eine -1, und die 
rechte Seite wird auf Null gesetzt. 
Diese Behandlung fÃ¼hr zu einer unsymmetrischen Matrixstruktur und zu kÃ¼nstliche Eigen- 
werten des Systems. Praktisch wirkt sich diese Art der R,andbehandlung aber nicht wesentlich 
auf die Leistung des LÃ¶sungsverfahren aus. 
Die LÃ¶sun groÂ§e Probleme mit Hilfe von FEM lÃ¤Â sich ohne die Nutzung von Parallelrechnern 
nicht mehr durchfÃ¼hren Selbst auf der Ebene von Hochleistungsworkstations sind inzwischen 
Mehrprozessorsysteme im Angebot, die zur Beschleunigung der Antwortzeiten parallele Pro- 
gramme akzeptieren. Da FEM-Programme in der Regel numerisch aufwendiger sind als FDM- 
Verfahren, ist die Notwendigkeit fÃ¼ Parallelisierung besonders evident. 
Die Parallelisierung von FEM lÃ¤Â sich in drei verschiedene Aufgaben unterteilen: 
1. Die Parallelisierung der Gittergenerierung 
2. Die Parallelisierung der Matrixaufstellung 
3. Die Parallelisierung des LÃ¶sungsverfahren 
Parallele Gittergenerierung wird in dieser Arbeit nicht behandelt werden. Einige AnsÃ¤tz dazu 
sind in [122, 95, 621 zu finden. 
Die Aufstellung der Diskretisierungsmatrix (und der rechten Seite) muÂ in adaptiven 
zeitabhÃ¤ngige Verfahren in jedem Zeitschrift neu erfolgen. Die Parallelisierung ist daher notwen- 
dig. AuBerdem wird die Rechenzeit fÃ¼ diese Aufgabe dominierend, sobald die LÃ¶sungsroutine 
effizient parallelisieren. 
Prinzipiell sind zwei Methoden zur Aufstellung der Matrix mÃ¶glich Die Element-by-element- 
Methode stellt die MatrixeintrÃ¤g elementweise zusammen. Die dabei auftretende Daten- 
abhÃ¤ngigkei kann mit Hilfe einer Farbindizierung entkoppelt werden. In [21] wird ein Ein- 
fÃ¤rbungsalgorithmu fÃ¼ globale Verfeinerungen vorgestellt, der auf Vererbungseigenschaften be- 
ruht. Die Ideen des Algorithmus werden in dieser Arbeit weiterentwickelt und modifiziert, so daÂ 
auch lokal verfeinerte Gitter eingefÃ¤rb werden kÃ¶nnen Andere MÃ¶glichkeite der EinfÃ¤rbun 
werden in [96, 681 angegeben. 
In der zweiten Methode wird die Diskretisierungsmatrix punktweise berechnet. Dabei entsteht 
keine DatenabhÃ¤ngigkeit aber die Verteilung der Daten muÂ beachtet werden. Die Index-Array- 
Methode wird eingefÃ¼hrt um effizienten Datenzugriff auch fÃ¼ Computer mit verteilter Spei- 
cherarchitektur zu gewÃ¤hrleisten Diese Strategie, ursprÃ¼nglic fÃ¼ die Parallelisierung der Ma- 
trixassemblierung entwickelt, lÃ¤Â sich auch auf andere Routinen Ã¼bertrage und fÃ¼hr dann zu 
einer Datenverteilung, die mit wenig Kommunikation auskommt. 
3.2. Parallelisierung der i terat iven LÃ¶sungsverfahre 
Abbildung 3.1: Pseudocode fÃ¼ das modifizierte CG-Verfahren 
Die Parallelisierung der Loser wird im folgenden nur einfÃ¼hren untersucht. Falls parallelisier- 
te BLAS (Basic Linear Algebra Subprograms, siehe [78]) Bibliotheksroutinen verfÃ¼gba sind, 
braucht keine Optimierung von Hand vorgenommen zu werden. FÃ¼ BLAS level 1 (Vektor-Vektor- 
Operationen) stehen jedoch auf den wenigsten Systemen optimierte Routinen zur VerfÃ¼gung 
Daher wird eine Methode vorgestellt, die Anzahl der Schleifen im CG-Verfahren zu minimieren. 
Damit kann der Overhead fÃ¼ den Start paralleler Prozesse minimiert werden. Die Anwendung 
der Index-Array-Strategie auf CG-Ã¤hnlich Verfahren wird beispielhaft vorgefiihrt. 
Weitere AnsÃ¤tz zur Parallelisierung von CG-Verfahren sind in [82, 125, 401 zu finden. Die 
Parallelisierung der FEM mit anderen Methoden wird in [53 ,  14, 150, 1211 behandelt. 
r iterativen 
Dieser Abschnitt wird zwei Aspekte der Parallelisierung von CG-Ã¤hnliche Verfahren beleuchten: 
Die Minimierung der Scl~leifenzahl in1 Algorithmus zur Reduktion des Overheads fÃ¼ das Starten 
paralleler Prozesse und die Anwendung der Index-Array-Strategie zur effizienten Datenverteilung. 
Die Zusammenfassung von Schleifen im Algorithmus aus Abb. 2.17 ist nur bei den Schleifen 2. 
und 3. mÃ¶glich Zur Berechnung der Schleife 5. muÂ das Skalarprodukt aus Schleife 4. vorliegen, 
zur Berechnung der Schleifen 2. I T ~  3. muÂ das Skalarprodukt aus Schleife 1. berechnet sein. 
Zur weiteren Minimierung der Schleifenzahl ist es notwendig, einen Trick anzuwenden1. Das 
Skalarprodukt aus Schleife 3. wird so dargestellt, daÂ nur ,,alte1' Werte verwendet werden. Dann 
kann die Berechnung von ÃŸ vorgezogen werden: 
D e r  Trick zur Minimierung der Schleifenzahl geht auf einen Hinweis von Stephen R. Breit von Kendall Square 
Research Corp. zurÃ¼c 
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Damit kÃ¶nne nun die Operationen im CG-Verfahren so zusammengefaÃŸ werden, daÂ nur  noch 
zwei Schleifen gestartet werden mÃ¼sse (siehe Abb. 3.1). 
Eine typische Zeile im Programmcode der zweiten Schleife hat die folgende Form (Pseudocode): 
f o r a l l  i ? {iKnoten der  Triangulierung} do 
xi . ( i )= xk-s ( i ) +  c q - i p k - W  
enddo 
Im Prinzip ist diese Schleife vollstÃ¤ndi parallelisierbar. Im Zusammenhang mit allen anderen 
Berechnungen des Programms ist jedoch insbesondere bei Computerarchitekturen mit verteiltem 
Speicher darauf zu achten, daÂ die Daten, die jeder Prozessor bearbeitet, auch lokal verfÃ¼gba 
sind und nicht erst von entfernten Speicherpositionen abgerufen werden mÃ¼ssen Um diese Daten- 
lokalitÃ¤ zu gewÃ¤hrleisten werden Index-Arrays eingefÃ¼hrt die jedem Prozessor ,,seineu Daten 
zuordnen. Verschiedene Zugriffsreihenfolgen kÃ¶nne in eigenen Index-Arrays abgebildet werden. 
Die modifizierte Schleife hat die Form: 
f o r a l l  p = 1,. . . ,#Prozessoren do p a r a l l e l  
f o r a l l  i ? Index-Array(p) do 
xk( . i )= ~ ~ - ~ ( i ) +  ak-ipk-1 ( i )  
enddo 
enddo p a r a l l e l  
In allen parallelen Schleifen des Programms wird nun Prozessor p ausschlieÂ§lic auf die Knoten- 
werte schreiben, deren Indizes i in Index-Array ( P )  gespeichert sind. 
In einigen Berechnungen werden Lesezugriffe von entfernten Prozessoren notwendig. Diese lassen 
sich aber asynchron ausfÃ¼hren das heiÃŸ sie lassen sich mit Rechenoperationen Ã¼berlappen so 
daÂ sie die Gesamtausf~hrun~szei t  nicht wesentlich beeintrÃ¤chtigen Schreibzugriffe auf entfernte 
Daten sind dagegen nur synchronisiert durchfÃ¼hrba und daher sehr zeitaufwendig. 
Um die Kommunikationsn~echanismen der KSR-1 zu nutzen, werden die Index-Arrays fÃ¼ diesen 
Rechner in einer bestimmten Form erstellt. Die Knotennummern stehen konsekutiv im Index- 
Array, wobei jedem Prozessor jeweils 16 aufeinander folgende Knotennummern zugeordnet wer- 
den. Diese Einteilung entspricht gerade der GrÃ¶Â einer Subpage auf der KSR-1 (siehe Anhang 
B). 
Auch fÃ¼ Berechnungen, die Werte von Nachbarknoten einbeziehen, ist diese (heuristische) Da- 
tenaufteilung vorteilhaft. Durch den Verfeinerungsalgorithmus liegen die Nachbarn eines Kno- 
tens in den meisten FÃ¤lle auf nur zwei verschiedenen Subpages. Die kleinste ubertragungsein- 
heit auf der KSR-1 ist eine Subpage. Wenn alle Daten zur Berechnung eines Knotenwertes auf 
zwei Subpages liegen, mÃ¼sse lediglich zwei Ko~nmunikationsoperationen durchgefÃ¼hr werden. 
Die zusÃ¤tzlich Kommunikation kann prinzipiell Ã¼berlapp mit den Berechnungen der Daten der 
ersten Subpage stattfinden. Sie kostet daher kaum Rechenzeit. 
arallelisierun Farbindizierung 
Um zu einem parallelen Verfahren zur Aufstellung der Steifigkeitsmatrix in der EBE Reihenfolge 
zu gelangen, muÂ zunÃ¤chs die dabei auftretende DatenabhÃ¤ngigkei untersucht werden. Bei der 
Aufstellung der Steifigkeitsmatrix (siehe Abb. 2.10) wird in einer Schleife Ã¼be alle Elemente der 
jeweilige Beitrag auf den zugehÃ¶rige Knoteneintrag in der Matrix addiert. Es liegt nahe, Ã¼be 
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Abbildung 3.2: Typische Situation in einem regulÃ¤ verfeinerten Gitter: die BeitrÃ¤g aus den 
Elementen A und B sollen auf den Matrixeintrag zum Knoten i addiert werden 
die Elementschleife zu parallelisieren. Wenn jedoch gleichzeitig von zwei Elementen auf einen 
Knotenwert i addiert werden soll, muÂ synchronisiert werden (siehe Abb. 3.2).  
Die Idee der Farbindizierung basiert darauf, die Elemente so einzufÃ¤rben daÂ alle einen Knoten 
umgebenden Elemente verschiedene Farben haben. Dann kann innerhalb einer Farbe paralleli- 
siert werden, ohne daÂ es zu gleichzeitigen Schreibzugriffen auf denselben Knotenwert kommen 
kann. Diese Idee wurde schon in [21] fÃ¼ regulÃ¤ und uniform verfeinerte Gitter entwickelt. Etwa 
zur gleichen Zeit ist das Verfahren mit einem anderen Mechanismus zum EinfÃ¤rbe der Elemente 
verÃ¶ffentlich worden [96].  Hier ist das Verfahren aus [21] fÃ¼ lokal verfeinerte adaptive Verfahren 
erweitert und modifiziert worden. 
WÃ¤hren in [21] die FÃ¤rbun der Elemente mit Hilfe eines Vererbungsmechanismus vorgenom- 
men wurde, wird hier eine etwas geÃ¤ndert Variante verwendet. Die Elemente, die durch Ver- 
feinerung aus einem gegebenen Element hervorgehen, werden nach einem tabellierten Schema 
eingefÃ¤rbt wobei die Wahl der Farben auch von der Art und Lage des Mutterelements abhÃ¤ngt 
Dazu mÃ¼sse einige Annahmen an die Triangulierung gemacht werden. 
Annahme 3.1 (Verfeinerungsstrategie) 
Die Trianyulieruny geht durch (lokal verfeinerte) regulÃ¤r Verfeinerung aus einer gegebenen 
Anfangstrianyulieruny hervon wie i n  Methode 2.5 beschrieben. FÅ¸ grÃ¼ verfeinerte Elemente 
wird dabei Alternative 4b. verwendet. 
Annahme 3.2 (Ausgangstriangulierung) 
FÃ¼ die Ausyangstrianyulieruny wird anyenomm,en: 
I .  Die Ausyanystrianyulierunq bestehe aus Dreieckselementen von nur  vier Typen m i t  den 
Typenindikatoren I^P  = { 1 ,  - l , 2 , - 2 } .  Ein Dreieck des Typs i ? ^w hat folgende Drei- 
eckstypen als Nachbarn (fÃ¼ die Seitennummern siehe Abb. 2.9): 
Seite 1: (-1Y s i g n ( i )  j 
Seite 2: (-1)' . s ign ( i )  . - j  
Seite 3: - i 
wobei j = lil mod  2 + 1. 
2. Nicht mehr  als zwei Dreiecke des selben Typs dÃ¼rfe sich in einem Knoten  treffen. 
Die vier Dreickstypen und die resultierenden Typen bei regulÃ¤re Verfeinerung sind in Abb. 3.3 
dargestellt. 
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Abbildung 3.3: Dreieckstypen in der Ausgangstriangulierung und nach Verfeinerung 
B e m e r k u n g  3.3 E i n  Dreieck des Typs i wird i n  vier Dreiecke verfeinert. Das mittlere Toch- 
terdreieck hat den  Typ - 2 ,  die Ã¤ujlere TÃ¶chte den Typ i ihrer Mutter. 
In den meisten zweidimensionalen Situationen kann durch Streckung oder Rotation eine Aus- 
gangstriangulierung mit diesen vier Typen erreicht werden. In einigen FÃ¤lle muÂ eine etwas 
eigenwillige Anfangstriangulierung gewÃ¤hl werden (siehe [22]). UnmÃ¶glic wird die Triangu- 
lierung mit dieser Methode, wenn die Orientierung der Dreiecke sich Ã¤nder (wie bei der Tri- 
angulierung der SphÃ¤renoberflÃ¤che Mit Hilfe der in den Tabellen 3.1 und 3.2 angegebenen 
Anweisungen zur FÃ¤rbun der Elemente kann nun folgender Satz formuliert werden: 
S a t z  3.4 (Einfgrbung  von  Elementen)  
Mit  den Annahmen  3.1 und 3.2 kann ein Farbmuster i n  einer Triangulierung erzeugt werden, 
so da8 jeder Kno ten  der Triangulierung von (paarweise) verschiedenen Elementen umgeben ist, 
falls gilt: 
1. Dreiecke aus regulÃ¤re Verfeinerung werden eingefÃ¤rb wie i n  Tabelle 3.1 angegeben. 
2. Dreiecke aus grÃ¼ne Verfeinerung werden wie i n  Tabelle 3.2 eingefÃ¤rbt 
3. Die EinfÃ¤rbun wird m i t  jedem Verfeinerungsschritt permutiert, wie i n  den Tabellen ange- 
geben. 
B e m e r k u n g  3.5 FÃ¼ die Dreiecke einer Farbe i n  einer nach Satz 3.4 eingefÃ¤rbte Triangulie- 
rung gilt: Jeder Knoten  der Triangu~ierung liegt i n  maximal e inem Element. 
Der Beweis des Satzes ist etwas umstÃ¤ndlic und soll hier nicht ausfÃ¼hrlic durchgefÃ¼hr werden 
(er ist in [22] zu finden). Einige Lemmata helfen bei der BeweisfÃ¼hrung ZunÃ¤chs wird gezeigt, 
daÂ der Satz fÃ¼ die Verfeinerung nur eines Elementes gilt: 
Tabelle 3.1: Farbtabelle fÃ¼ regulÃ¤r (rote) Verfeinerung (gerader Level/ ungerader Level) 
Typ Farbe des Tochterelements 
Mitte Links Rechts Oben 
+1 l /  9 2/ 10 3/ 11 41 12 
-1 5/ 13 61 14 71 15 8/ 16 
+2 31 11 4/ 12 5/ 13 6/ 14 
-2 7/ 15 8/ 16 I/ 9 2/ 10 
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Tabelle 3.2: Farbtabelle fÅ  ¸ grÃ¼n Verfeinerung (gerader Level/ ungerader Level) 
Farbe des Tochterelements 
Typ Seite 1 geteilt Seite 2 geteilt Seite 3 geteilt 
Links Rechts Links Rechts Links Rechts 
Lemma 3.6 Gegeben sei ein, Dreieckselement, das global (rot) i n  Ãœbereinstimmun mi t  Annah-  
m e  3.1 verfeinert ist und dessen Kindelemente nach den Bedingungen i n  Satz  3.4 eingefarbt 
sind. Die Elemente der so mts tehenden Triangulierung, die sich in einem Knoten  treffen, haben 
dann (paarweise) unterschiedliche Farben. 
Lemma 3.7 Gegeben, sei eine Triangulzerung, die aus der globalen und anschlie8enden lokalen 
Verfeinerung eines Dreieckselemen,ts hervorgeht (Annahme 3.1). Mit der EinfÃ¤rbun aus  Satz 
3.4 erhalt m a n  eine Triangulierung, i n  der sich keine gleichfarbigen Elemente berÃ¼hren 
Im AnschluÂ kann gezeigt werden, daÂ der Satz fÃ¼ eine global verfeinerte Anfangstriangulierung 
mit mehreren Elementen gilt: 
Lemma 3.8 Gegeben sei eine Ausgangstriangulzerung mi t  den Eigenschaften aus Annahme 3.2, 
die global i n  Ãœbereinstimmun mi t  Ann,ahme 3.1 verfeinert ist und deren Elemente eingefÃ¤rb 
sind wie oben beschrieben,. Dann sind alle Elemente, die einen Knoten  enthalten, paarweise 
verschieden gefarbt. 
Schliefllich kann mit Hilfe der Ergebnisse der Lemmata die Aussage des Satzes auch fÃ¼ lokal 
verfeinerte Triangulierungen gezeigt werden. 
Wenn eine Triangulierung erzeugt ist, deren Elemente so eingefÃ¤rb sind, daÂ keine gleichfarbigen 
Dreiecke sich berÃ¼hren dann kann innerhalb einer Farbe parallelisiert werden. Der Algorithmus 
aus Abb. 2.10 wird um eine Ã ¤ d e r  Schleife Ã¼be alle Farben erweitert. In der inneren Schleife 
wird Ã¼be alle Elemente der Farbe parallelisiert (siehe Abb. 3.4). 
3.4 Parallelisierung von Index-Arrays 
Die Parallelisierung mit Hilfe von Index-Arrays wurde fÃ¼ eine einzelne Schleife schon im Ab- 
schnitt 3.2 vorgestellt. Der in Abb. 2.11 angegebene Algorithmus fÃ¼ die Matrixassemblierung 
in punktweiser Reihenfolge lÃ¤Â sich analog zur einzelnen Schleife parallelisieren. 
Da jede Zeile der Steifigkeitsmatrix exklusiv von nur einem Prozessor (nÃ¤mlic dem Prozes- 
sor, dem die entsprechende Knotennummer zugeordnet ist) berechnet wird, braucht bei der 
Parallelisierung nicht gesondert synchronisiert zu werden. Kommunikation zu entfernten Spei- 
cherpositionen entstellt lediglich durch den Lesezugriff auf Elementsteifigkeitsmatrizen. 
FÃ¼ die KSR-1 lÃ¤Â sich jede Elementsteifigkeitsmatrix auf einer eigenen Subpage speichern, so 
daÂ nur eine Kommunikation pro Elementsteifigkeitsmatrix auftritt. Da jede Elementsteifigkeits- 
matrix mindestens achtmal benÃ¶tig wird, ist der Kommunikationsaufwand im Vergleich zum 
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f o r a l l  <^  â {<^ Farbe} do 
f o r a l l  T ? T@ = {T ha t  Farbe <^} do p a r a l l e l  
( c a l l  Berechne Elementmatrix emat  ) 
f o r a l l  j = l , 2 , 3  do 
node-j= n t n o d e ( j  , T )  
f o r a l l  i = l , 2 , 3  do 
node-i= n t n o d e ( i , r )  
a m a t  (node-i ,node-j ) =  amat(node-i  ,node_j)+ e m a t  ( i ,  j , T )  
enddo 
enddo 
enddo p a r a l l e l  
enddo 
Abbildung 3.4: Pseudocode fÃ¼ die parallelisierte Matrixassemblierung in EBE-Ordnung mit 
Farbindizierung 
arithmetischen Aufwand klein. Der Pseudocode der parallelisierten punktweisen Matrixaufstel- 
lung ist in Abb. 3.5 angegeben. 
In diesem Fall kann von einer doppelten Index-Array-Methode gesprochen werden. Das erste 
Index-Array hÃ¤l zu jedem Prozessor die Knotennummern, das zweite Index-Array speichert zu 
jedem Knoten die angrenzenden Elementindizes. Aufgrund der Kommunikationsmechanismen 
auf der KSR-1 und der entsprechenden Datenpartitionierung ergibt sich ein sehr effizientes 
paralleles Verfahren. 
3.5 Probleme und Bemerkungen 
Eine abschliefiende Bewertung der verschiedenen Parallelisierungstechniken kann nur schwer vor- 
genommen werden. Die EBE-Sortierung der Bearbeitung hat in einigen FÃ¤lle Vorteile. Wenn 
das gesamte Verfahren (also insbesondere die Matrixmultiplikation im iterativen Loser) auf die 
EBE-Ordnung umgestellt ist, kann auf die Aufstellung einer globalen Steifigkeitsmatrix verzich- 
tet werden. In Verbindung mit Gebietszerlegungstechniken fÃ¼ die Parallelisierung und PrÃ¤kondi 
f o r a l l  p = 1,. . . ,#Prozessoren do p a r a l l e l  
f o r a l l  node-j E Index-Array(p) do 
f o r a l l  T nn-ind(node-j ) do 
j =  lokale Nummer von node-j 
f o r a l l  i = l , 2 , 3  do 
node-i= n t n o d e  ( i  , T )  




enddo p a r a l l e l  
Abbildung 3.5: Pseudocode fÃ¼ die Matrixassemblierung in punktweiser Ordnung 
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tionierung lassen sich effiziente parallele Verfahren formulieren, die vor allem fÃ¼ Messagepassing 
Architekturen geeignet sind (siehe [85]). 
Auf der anderen Seite ist diese Ordnung bei reinen punktweisen Berechnungen ungeeignet und es 
entstehen mÃ¶glicherweis verschiedene Zugriffsmuster fÃ¼ die gleichen Daten. In diesem Fall ist 
die punktweise Parallelisierungstechnik vorzuziehen. Auch wenn mit einer explizit aufgestellten 
Diskretisierungsmatrix gerechnet wird, kann es bei der Assemblierung zu unstrukturiertem Zu- 
griff auf die Daten kommen, der wiederum fiir Messagepassing Architekturen besonders schwierig 
zu handhaben ist. Im folgenden werden einige Vor- und Nachteile der jeweiligen Parallelisierungs- 
art aufgezÃ¤hlt 
Eigenschaften der Farbindizierung 
@ Es wird keine globale Steifigkeitsmatrix benÃ¶tigt wenn die Matrixmultiplikation ebenfalls in 
(paralleler) EBE-Reihenfolge durchgefÃ¼hr wird. 
@ Blockung ist leicht durchzufÃ¼hren weil die Dateneinheiten meist die GrÃ¶Ã einer Element- 
steifigkeitsmalrix haben. 
@ Messagepassing ist einfacher, weil Daten eines Elements leicht zu strukturieren sind. 
@ Bei ausschlieÂ§lic punktweisen Berechnungen sind verschiedene Zugriffsmuster (und damit 
zusÃ¤tzlich Kommunikation) auf denselben Daten mÃ¶glich 
@ Bei expliziter Aufstellung der Steifigkeitsmatrix kÃ¶nne unstrukturierte Schreibzugriffe nicht 
effizient parallelisiert werden. 
Eigenschaften der Index-Arrays 
CB Auch bei verschiedenen Bearbeitungsreihenfolgen lassen sich die Daten lokal fixieren. 
Effizientes Loadbalancing ist mÃ¶glich 
@ Auch strikt punktweise Berechnungen in anderen Programmteilen sind so parallelisierbar, daÂ 
keine zusÃ¤tzlich Kommunikation auftritt. 
9 Messagepassing schwieriger, weil keine ,,natÃ¼rliche (elementweise) Strukturierung der Daten 
vorliegt. 
9 Blockung schwieriger, weil nicht in kleinen Dateneinheiten (Elementen) gerechnet wird. 
In den Verfahren der Teile I1 und I11 wird die Parallelisierungsmethode mit Index-Arrays ver- 
wendet, weil die zeitaufwendigsten Programmteile strikt punktweise organisiert sind. Bis auf die 
Berechnung der Elementsteifigkeitsmatrizen und die lokalen FehlerschÃ¤tze sind damit alle Be- 
rechnungen in der gleichen Weise organisiert. Die Knotendaten bleiben innerhalb einer Iteration 
also lokal, das minimiert den Kommunikationsaufwand. 
4.1 Ãœbersich 
Die FEM ist als numerische Methode zur LÃ¶sun elliptischer Probleme gut eingefÃ¼hr und abge- 
sichert. Daher werden in diesem Abschnitt keine umfassenden numerischen Tests oder Fehlerana- 
lysen durchgefÃ¼hrt FÃ¼ die Rechengenauigkeit der Implementierung sind einige Konvergenztests 
angegeben. Das Gebiet Q wird dabei mit verschiedenen Verfeinerungen trianguliert. Verschiede- 
ne Modellprobleme mit bekannten analytischen LÃ¶sunge werden dann numerisch gelÃ¶st Der 
Fehler, der bei der numerischen LÃ¶sun auftritt, muÂ fÃ¼ jedes Modellproblem proportional zur 
Gitterweite abnehmen. 
Der Schwerpunkt der Tests in diesem Kapitel liegt auf der Bewertung der parallelen Effizienz 
der Verfahren. Dazu werden Speedup, Scaleup und Effizienz der Parallelisierungsmethoden auf 
diversen Gittern mit unterschiedlichen Modellproblemen untersucht. FÃ¼ die Assemblierung der 
Steifigkeitsmatrix werden zwei Parallelisierungsstrategien untersucht, die Farbindizierung und 
die Index-Array-Methode, das CG-Verfahren wird mit Hilfe von drei Methoden parallelisiert 
und getestet und auch die parallele Leistung von BiCGSTAB wird untersucht. 
Die Parallelisierungstests werden auf einer KSR-1 mit 32 Prozessoren durchgefÃ¼hrt Das grÃ¶Â§ 
Prozessorset besteht aus 26 Prozessoren, die parallel verwendet werden kÃ¶nne (siehe Anhang 
B). FÃ¼ die Parallelisierungsmethode mit Farbindizierung wurden einige Zeitmessungen auf der 
Alliant FX/2800 durchgefÃ¼hrt die bis 1993 als Entwicklungsrechner fÃ¼ parallele Algorithmen 
am Alfred-Wegener-Institut verfÃ¼gba war. 
Die Ergebnisse der Parallelisierungstests fÃ¼ die Matrixassemblierung zeigen fÃ¼ beide Paralle- 
lisierungsstrategien gute Effizienz. Die KSR-1 erreicht mit der Index-Array-Methode Ã¼be 90% 
Effizienz. Die Messungen ergeben annÃ¤hern gleiche Ergebnisse fÃ¼ globale wie fÃ¼ lokale Ver- 
feinerungen. Die Farbindizierung schneidet bei Computerarchitekturen mit verteiltem Haupt- 
speicher jedoch eindeutig schlechter ab. Verschiedene Gitterkonfigurationen sind so gewÃ¤hlt 
daÂ global und lokal verfeinerte Gitter vorkommen und daÂ zur Bestimmung des Scaleups die 
Knotenzahl jeweils etwa verdoppelt wird. In den meisten Publikationen werden auschlieÂ§lic 
die Effizienz oder der Speedup des Verfahrens dargestellt. Neben der absoluten Leistung des 
Verfahrens ist aber im Zusammenhang mit ,,grand-challengeL'-Problemen der Scaleup eine viel 
wichtigere GrÃ¶Â§ Der Scaleup beschreibt das Verhalten der Methode wenn die ProblemgrÃ¶fl mit 
der Rechenleistung skaliert wird. Wenn der Scaleup bei eins liegt, dann kann davon ausgegangen 
werden, daÂ das entwickelte Verfahren fÃ¼ groÂ§ Probleme auf entsprechend vielen Prozessoren 
in der gleichen Zeit wie das zugrundeliegende Modellproblem gerechnet werden kann (fÃ¼ eine 
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Abbildung 4.1: Fluf3diagrainm des implementierten FEM-Programms; die grau unterlegten Pro- 
grammteile sind parallelisiert, alternative Methoden sind rechts neben jedem Programmteil an- 
gegeben 
ausfÃ¼hrlich Diskussion der Parametrisierung paralleler Programmleistung siehe [61]). 
Abbildung 4.1 zeigt ein Flufldiagramm des implementierten Programms. In  den folgenden Ab- 
schnitten werden verschiedene alternative Methoden fÃ¼ die einzelnen Programmsegmente be- 
sprochen. Die Alternativen sind jeweils rechts neben der Funktionseinheit angegeben. 
4.2 Modellprobleme und Konvergenztests 
FÃ¼ alle weiteren Tests werden die folgenden drei Modellprobleme verwendet: 
Problem 4.1 (Homogener Dirichlet-Rand) Die LÃ¶sun der Poissongleichung (1.6) mit ho- 
mogenen Dirichlet-Randbedingungen auf dem Gebiet Q = [O, l]' und folgender rechter Seite ist 
gesucht: 
f ( X ,  Y )  = 2 . ( X  + y - X' - Y')
Die analytische LÃ¶sun ist gegeben durch die Funktion: 
Bei den beiden anderen Modellproblemen handelt es sich um Eigenwertprobleme: 
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, --. .. 
Abbildung 4.2: Modellproblem mit homogenen Diriclilet-Randbedingungen 
. "U. - , .-- . 
Abbildung 4.3: Modellproblem mit inhomogenen Dirichlet-Randbedingungen 
Abbildung 4.4: Modellproblem mit periodischen Randbedingungen 
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Abbildung 4.5: L - ~ o r m  des Fehlers fÃ¼ Modellprobleme mit homogenen und inhomogenen Di- 
richlet-Randbedingungen mit den Verfahren BiCGSTAG und CG berechnet 
P r o b l e m  4.2 (Inhomogener  Dir ichlet-Rand) Gesucht wird die LÃ¶sun der Poissonglei- 
chung (1.6) mit  inhomgenen Dirichlet-Randbedingungen auf dem Gebiet G = [O, 112. Die rechte 
Seite f und die Randbedingungen g sind gegeben durch die Funktionen: 
Die analytische LÃ¶sun ist: 
u ( x ,  y) = sin(3x + y) 
P r o b l e m  4.3 (Doppel t  per iodischer  R a n d )  Gesucht wird die LÃ¶sun der Poissongleichung 
(1.6) auf dem Gebiet Q = [O, lI2, dessen RÃ¤nde in allen Richtungen periodisch fortgesetzt sind. 
Die rechte Seite ist durch die Funktion f gegeben: 
f (x, y) = 87r2 cos 27rx cos 27ry 
Die analytische LÃ¶sun lautet: 
u(x,  Y) = COS 27rx COS 27ry 
Die LÃ¶sunge der Modellprobleme sind in den Abbildungen 4.2, 4.3 und 4.4 dargestellt. 
FÃ¼ die Konvergenztests werden nun die drei Modellprobleme auf Gittern mit 4 bis 8 globalen 
Verfeinerungsstufen gelÃ¶st Die L 2 - ~ o r m  des Fehlers e = u - uh,  wobei u die exakte analytische 
LÃ¶sun und u/i die numerisch berechnete LÃ¶sun bezeichnet, wird in Abbildung 4.5 gegen die 
Verfeinerungsstufe aufgetragen. Die Kurve sollte bei logarithmischer Darstellung der L'-Norm 
eine Gerade bilden. Beispielhaft sind die beiden ersten Modellprobleme mit dem Verfahren BiCG- 
STAB und das erste Modellproblem mit dem CG-Verfahren dargestellt. 
4.3 Effizienz der parallelen Verfahren 
In diesem Abschnitt werden verschiedene Aspekte der parallelen Verfahren untersucht. ZunÃ¤chs 
ist die parallele Effizienz der Routinen zur Aufstellung der Steifigkeitsmatrix in den beiden Par- 
allelversionen zu untersuchen. Im zweiten Unterabschnitt wird die Parallelisierung des LÃ¶sungs 
verfahrens untersucht. Verschiedene Parallelisierungsmethoden fÃ¼ das CG-Verfahren werden 
gegenÃ¼bergestellt BiCGSTAB wird mit CG verglichen und verschiedene PrÃ¤konditionierunge 
werden gezeigt. Die Varianten sind in Abbildung 4.1 angegeben. FÃ¼ die Tests in diesem Ab- 
schnitt wird das Modellproblem mit homogenen Dirichlet-Randbedingungen verwendet. 
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Tabelle 4.1: Verschiedene Gitterkonfigurationen zur Messung der Skalierbarkeit, (g): global ver- 
feinert, (1): zusÃ¤tzlic lokal verfeinert 
Test Verfeinerungen Knoten Elemente (feinste Stufe) 
A 7 (g) 8 321 16 384 
B 7 (1) 16 261 32 152 
C 8 f e )  33 025 65 536 
4.3.1 Ergebnisse fÃ¼ die Matrixassemblierung 
Die parallele Effizienz der Matrixaufstellung in zwei verschiedenen Varianten wird in  diesem 
Unterabschnitt untersucht. Dazu werden Tests mit verschiedenen Gittern (zum Teil lokal ver- 
feinert) durchgefÃ¼hrt Um den Scaleup messen zu kÃ¶nnen werden die Gitter fÃ¼ die Tests in 
diesem Unterabschnitt so gewÃ¤hlt daÂ die Anzahl der Unbekannten (d.h. der Knoten) jeweils 
etwa verdoppelt wird. Die gewÃ¤hlte Gitterkonfigurationen sind in Tabelle 4.1 angegeben. Das 
verwendete lokal verfeinerte Gitter ist in Abb. 4.6 dargestellt. ZunÃ¤chs werden in den Ab- 
bildungen 4.7 und 4.8 die Ergebnisse der Matrixassemblierung fÃ¼ die KSR-1 betrachtet. Die 
Gitterkonfigurationen B und C werden dargestellt. Die Farbindizierung zur Entkopplung der 
DatenabhÃ¤ngigkei bei der Aufstellung der Diskretisierungsmatrix ist auf allen Gittern weniger 
leistungsfÃ¤hi als die Index-Array-Methode. Es ist auÂ§erde deutlich zu sehen, daÂ die Farbin- 
dizierungsmethode vom Gitter abhÃ¤ngi ist. Bei lokaler Verfeinerung ist die Effizienz schlechter 
als bei global verfeinertem Gitter. Dieses Verhalten erklÃ¤r sich mit der Zunahme der Synchroni- 
sationsschritte bei lokaler Verfeinerung. Mit lokal verfeinerten Gittern mÃ¼ssen wie in Abschnitt 
3.3 beschrieben, zusÃ¤tzlich Farben eingefÅ¸hr werden. 
Die mit Hilfe von Index-Arrays parallelisierte Assemblierung der Matrix zeigt bessere Leistun- 
gen als die mit Farbindizes parallelisierte Variante. Abgesehen von einigen Schwankungen, die 
sich durch wechselnde SystemaktivitÃ¤ erklÃ¤re lassen, erreicht die KSR-1 mit der Index-Array- 
Methode eine Effizienz von ca. 90% auf bis zu 26 Prozessoren. Das ist ein sehr guter Wert. 
Die Effizienzkurve verlÃ¤uf darÃ¼berhinau fast parallel zur x-Achse, so daÂ auch fÃ¼ grÃ¶Â§e 
Prozessorzahlen mit hoher Effizienz und Skalierbarkeit des Verfahrens gerechnet werden kann. 
Diese Aussage wird durch die Skalierungstests bestÃ¤tigt In Abbildung 4.8 ist der Scaleup der 
Matrixassemblierung fÃ¼ die beiden vorgestellten Parallelisierungsstrategien dargestellt. Beide 
Strategien skalieren gut. Die Index-Array-Methode ist wegen der Vorteile bei der absoluten 
AusfÃ¼hrungszei und der parallelen Effizienz jedoch vorzuziehen. 
Abbildung 4.6: Lokal verfeinertes Gitter, wie es in den Tests zur Parallelisierung verwendet wird 
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Abbildung 4.7: AusfÃ¼hrungszeit Speedup und Effizienz fÃ¼ die Assemblierung der Steifigkeits- 
matrix mit globaler und lokaler Gitterverfeinerung (FÃ¤ll B und C) und mit Farbindex- bzw. 
Index-Array-Parallelisierungsstrategie auf der KSR-1 
Abbildungen 4.9 und 4.10 stellen die Ergebnisse der Paralelisierung der Matrixaufstellung auf 
einem Rechner mit gemeinsamem Hauptspeicher dar. Die Farbindex-Parallelisierung wurde ur- 
sprÃ¼nglic fÃ¼ die Alliant FX/2800 entwickelt. Dieser Rechner besafi neben dem gemeinsamen 
Hauptspeicher einen schnellen Synchronisationsmechanismus. Damit konnten parallele Prozesse 
sehr schnell gestartet werden. Wegen der langsamen Datenkornmunikation war die Effizienz der 
Parallelverarbeitung jedoch meist nicht so hoch wie auf der KSR-1. 
Die Farbindizierung wurde auf bis zu vier Prozessoren getestet. AusfÃ¼hrungszeit Speedup und 
Effizienz der Matrixassemblierung sind in Abbildung 4.9 dargestellt. WÃ¤hren die Einzelprozes- 
sorleistung der Alliant hÃ¶he als die der KSR-1 ist, kann die KSR-1 mit deutlich besserer Effizienz 
insbesondere fÃ¼ die Index-Array-Methode aufwarten. Die parallele Leistung der Farbindizierung 
ist auf der Alliant nicht vom Gitter abhÃ¤ngig Die Anzahl der Synchronisationen, die mit lokaler 
Verfeinerung zunimmt, beeinflufit die Effizienz wegen des gemeinsamen Hauptspeichers und der 
speziellen Hardwaresynchronisation nicht. 
Die Skalierbarkeit der Matrixassemblierung ist auf der Alliant gut, wie Abbildung 4.10 veran- 
schaulicht'. Im Vergleich mit der KSR-1 skaliert die Methode auf der Alliant etwas schlechter, 
Skalierbarkeit auf bis zu vier Prozessoren zu messen, ist sicher nur unter Vorbehalt zulÃ¤ssig Die meisten 
Probleme mit Skalierbarkeit treten erst bei grÃ¶i3ere Prozessorzahlen auf. Der Scaleup ist zur Vergleichbarkeit 
trotzdem angegeben. 
Abbildung 4.8: Scaleup der Matrixassemblierung fÃ¼ die Farbindizierung und die Index-Array- 
Methode auf der KSR-1 
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Abbildung 4.9: Wie Abb. 4.7, jedoch lediglich Farbindizierung auf der Alliant FX/2800 
auf Computerarchitekturen mit gemeinsamem Speicher und schneller Synchronisation ist die 
Farbindizierung aber eine geeignete Parallelisierungsstrategie fÃ¼ die Matrixassemblierung. 
4.3.2 Ergebnisse fÃ¼ das LÃ¶sungsverfahre 
Parallelisierungsmethoden fÃ¼ das CG-Verfahren 
Eine weitere Reihe von Tests betrachtet die parallelen Eigenschaften der Loser. Das CG- 
Verfahren ist im Abschnitt 3.2 in einer modifizierten Version mit nur zwei Schleifen vorgestellt 
worden. Die Auswirkung dieser Optimierung wird in der Abbildung 4.11 dargestellt. Auch die 
Auswirkung verschiedener KSR-Direktiven ist gezeigt: Wenn automatisch mittels der tiling- 
Direktive parallelisiert und damit die Datenverteilung vom Compiler vorgenommen wird, so 
ist die AusfÃ¼hrungszei fÃ¼ kleine Prozessorzahlen kÃ¼rze als bei der manuellen Datenverteilung 
mit Hilfe von Index-Arrays. Bei zunehmender Prozessorzahl ist die Index-Array-Methode jedoch 
schneller als die automatische Parallelisierung. Vor allem die Effizienz und der Speedup sind fÃ¼ 
die Version mit tiling deutlich schlecher als fÃ¼ die handoptimierten Varianten. Die Version mit 
reduzierter Schleifenzahl verhÃ¤l sich wie die Index-Array-Version. Sie ist aber in allen FÃ¤lle 
etwas schneller als die Version mit Index-Arrays. Es ist zu beachten, daÂ in die Zeit fÃ¼ das 
parallele Iterationsverfahren auch die parallelisierte Matrix-Vektor-Multiplikation eingeht. 
Abbildung 4.10: Scaleup der Matrixassemblierung fÃ¼ die Farbindizierung auf der Alliant 
FX/2800 
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Abbildung 4.11: AusfÃ¼hrungszeit Speedup und Effizienz fÃ¼ das parallelisierte CG-Verfahren, 
Parallelisierung mit tiling, Index-Arrays und reduzierten Schleifen 
PrÃ¤kondi t ion ie run  m i t  hierarchischen Basen  u n d  Jakobi-PrÃ¤konditionierun 
Die Auswirkung der beiden im Abschnitt 2.5 vorgestellten Prakonditionierungen auf die par- 
allele Leistung und die AusfÃ¼hrungszei des CG-Verfahrens ist in Abbildung 4.12 dargestellt. 
Die Jakobi-Prakonditionierung ist fÃ¼ die getesteten Gittergroaen und Matrizen gegenÃ¼be der 
Methode mit hierarchischen Basen im Vorteil. Sie ist parallel effizienter und verbraucht wegen 
der geringen Operationszahl deutlich weniger Rechenzeit. Da die Matrix stark diagonaldominant 
und damit fÃ¼ Jakobi-Prakonditionierung geeignet ist, liegt sogar die Iterationszahl unter der 
mit hierarchischen Basen (Abb. 4.13). Es ist jedoch zu beobachten, daÂ die Iterationszahl fÃ¼ 
hierarchische Basen Prakonditionierung weniger schnell ansteigt. Theoretisch steigt die Kondi- 
tionszahl der Diskretisierungsmatrix bezÃ¼glic der hierarchischen Basen ledig mit quadratischer 
Ordnung, wÃ¤hren die Konditionszahl der nodalen Matrix exponentiell steigt. Damit ist die 
hierarchische Prakonditionierung fÃ¼ sehr groae Probleme geeignet. 
I t e ra t ive  LÃ¶sungsverfahre C G  u n d  B i C G S T A B  
Das Verfahren BiCGSTAB wurde gewÃ¤hlt weil im adaptiven Semi-Lagrange-Verfahren fÃ¼ die 
Flachwassergleichungen wegen des Coriolisparameters ein unsymmetrisches System zu lÃ¶se ist. 
FÃ¼ symmetrische Probleme ist das CG-Verfahren jedoch sehr viel effizienter. Dieses Verhalten 
Abbildung 4.12: AusfÃ¼hrungszeit Speedup und Effizienz fÃ¼ das parallelisierte CG-Verfahren 
mit Jakobi- bzw. hierarchischer Basen Prakonditionierung 
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Abbildung 4.13: Anzahl der Iterationen fÃ¼ das CG-Verfahren mit Jakobi- und hierarchischer 
Basen PrÃ¤konditionierun und fÅ  ¸ BiCGSTAB mit Jakobi-PrÃ¤konditionierun 
ist in Abbildung 4.14 erkennbar: Das CG-Verfahren benÃ¶tig weniger als halb soviel Zeit und es 
ist effizienter 
Der Rechenzeitgewinn ist wegen der geringeren Anzahl Operationen zu erwarten. BiCGSTAB 
benÃ¶tig zwei Matrixmultiplikationen und vier innere Produkte im Gegensatz zu einer Matrix- 
multiplikation und zwei inneren Produkten im CG-Verfahren. BiCGSTAB enthÃ¤l daher mehr 
Schleifen, deren Synchronisationsaufwand zur schlechteren parallelen Effizienz fÃ¼hrt Immerhin 
betrÃ¤g der Speedup des Verfahrens fÃ¼ unsymmetrische Systeme ohne weitreichende VerÃ¤nde 
rungen des Codes etwa 20 auf 26 Prozessoren, was einer Effizienz von knapp 80% entspricht. 
Zusammenfassung 
In diesem Teil wurde die Finite-Elemente-Methode anhand der Poissongleichung mit verschie- 
denen Randbedingungen eingefÃ¼hrt Einige wichtige Aspekte der Implementierung wurden vor- 
gestellt. Neue Datenstrukturen fÃ¼ lokal verfeinerte Gitter wurden definiert, ein Gittergenerator 
entwickelt, der in mehreren - zum Teil virtuellen - Schritten ein gegebenes Gitter verfeinert, 
weitere Gitterroutinen und speziell angepaÃŸt LÃ¶sungsverfahre wurden implementiert. 
Wesentliches Ziel war die Parallelisierung des Verfahrens. Die Parallelisierung der Aufstellung 
Abbildung 4.14: AusfÃ¼hrungszeit Speedup und Effizienz fÃ¼ das CG-Verfahren und fÃ¼ das 
Verfahren BiCGSTAB 
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der Steifigkeitsmatrix stellt dabei eine besondere Schwierigkeit dar. Zwei Strategien fÃ¼ die Paral- 
lelisierung der Matrixassemblierung wurden vorgestellt. Die Strategie mit Hilfe von Farbklassen 
bedient sich eines Algorithmus zur Einfarbung, der auf tabellierten Farbwerten basiert und wenig 
Rechenaufwand erfordert. Wegen der relat,iv hohen Anzahl von Farben, die bei dieser EinfÃ¤rbun 
entstehen, ist die parallelisierte Matrixaufstellung auf Systemen mit verteiltem Speicher nicht 
so effizient wie die zweite Strategie. 
Diese zweite Strategie verwendet Index-Arrays, um die Daten in den lokalen Speichern zu fixieren 
und in einer determinierten Weise auf die Daten zuzugreifen. Damit werden DatenabhÃ¤ngigkeite 
aufgelÃ¶s und DatenlokalitÃ¤ wird erhalt,en. Effizienz von bis zu 90% auf 26 Prozessoren der KSR- 
1 zeigt die uberlegenheit dieser Strategie. 
Die Methodik der Index-Arrays wird auf die Parallelisierung des LÃ¶sungsverfahren ebenfalls an- 
gewendet und fÃ¼hr zu geringem Kommunikationsaufwand innerhalb des gesamten Programms. 
Alle Operationen an Gitterpunkten werden auf den Prozessoren fixiert. Schreibzugriffe sind 
dann nicht mehr notwendig. Parallele Effizienz von 70% und mehr auf 26 Prozessoren sind so 
erreichbar, oline daÂ weitreichende Eingriffe in die Algorithmen vorgenommen werden mÃ¼ssen 
Verschiedene Prakonditionierungen wurden miteinander verglichen. Die einfache Jakobi-PrÃ¤kon 
ditionierung erweist sich fÃ¼ die getesteten Problemgrofien bei Parallelverarbeitung als effizient 
und schnell. 
Eine Variante des CG-Verfahrens mit nur zwei SchleifenblÃ¶cke wurde vorgestellt. Sie zeigt auf 
Computerarchitekt,uren mit verhÃ¤ltnisrnÃ¤Â langer Startupzeit fÃ¼ parallele Prozesse bessere 
Leistungen als der herkÃ¶mmlich Algorithmus. 
Das implementierte Programm, welches im Teil I11 zur Anwendung kommt, kann periodische, 
Dirichlet- und Neumann-Randbedingungen behandeln. Ausgehend von einen1 groben vordefi- 
nierten Gitter kann eine lokal verfeinerte hierarchische Triangulierung aus Dreieckselementen 
automatisch erzeugt werden. Ohne Graphikroutinen umfaflt die Implementierung etwa 8000 





Die Diskretisierung von zeitabhÃ¤ngige StrÃ¶mungsgleichunge wird hÃ¤ufi in zwei Schritten 
vorgenommen. ZunÃ¤chs wird die ZeitabhÃ¤ngigkei diskretisiert. Dabei wird die kontinuierliche 
Zeitachse in Intervalle (Zeztschritte) eingeteilt und ein geeigneter Differenzenquotient zur Ap- 
proximation des Differentials gebildet. Zu lÃ¶se bleibt dann in jedem Zeitschritt ein stationÃ¤re 
(d.h. zeitunabhÃ¤ngiges Teilproblein, welches wiederum mit einem geeigneten Verfahren (z.B. 
FEM) diskretisiert wird. 
StrÃ¶mungsgleichunge lassen sich in der Eulerschen oder der Lagrangeschen Darstellung formu- 
lieren. In der numerischen Behandlung von StrÃ¶mungsprobleme herrscht die Eulersche Betrach- 
tungsweise vor. Die StrÃ¶mungsgleichunge werden dabei aus der Sicht eines festen geographi- 
schen Punktes formuliert. Dabei wird das Verhalten von Ein- und AusstrÃ¶mun infinitesimaler 
Volumina einer FlÃ¼ssigkei beschrieben. Gleichungen der Eulerschen Form werden diskretisiert, 
indem die Volumina als diskretes Gitter in die FlÃ¼ssigkei gelegt werden und wiederum die Ein- 
und AusstrÃ¶mun jedes diskreten Volumens beschrieben wird [105]. 
Ein Vorteil dieser Formulierung ist, daÂ mit regulÃ¤re Gittern leicht eine diskrete Form der 
Gleichungen gefunden werden kann, die sich gut fÃ¼ die Berechnung mit Computern eignet. Die 
Vektorisierung bzw. Pardlelisierung von solchen Verfahren ist in der Regel einfach und effizient 
durchzufÃ¼hre [65]. Ein Nachteil der Methode ist, daÂ die StabilitÃ¤ der Diskretisierung vom 
VerhÃ¤ltni von StrÃ¶mungsgeschwindigkei und Zeitschritt zur Gitterweite abhÃ¤ngt Vereinfacht 
ausgedrÃ¼ck kann das Verfahren nur dann funi-Pionieren, wenn innerhalb eines Zeitschrittes die 
FlÃ¼ssigkei nicht mehr als eine Gitterweite zurÃ¼cklege kann. Diese AbhÃ¤ngigkei wird durch 
das Courant-Friedrichs-Levy-Kriterium (CFL) beschrieben. 
Als Konsequenz daraus muÂ die ZcitschrittlÃ¤ng insbesondere bei hoch aufgelÃ¶ste Modellen 
sehr viel kÃ¼rze gewÃ¤hl werden als es der zeitliche Abschneidefehler eigentlich erlauben wÃ¼rde 
um die StabilitÃ¤ des Verfahrens zu erhalten. Das fÃ¼hr zu unnÃ¶tige Rechenaufwand. 
Der Eulerschen Betrachtungsweise steht die Lagrangesche Formulierung gegenÃ¼ber Dabei wird 
die StrÃ¶mun einer FlÃ¼ssigkei durch die Wege der FlÅ¸ssigkeitspartike (die Trajektorien) be- 
schrieben [l7]. Mit unendlich vielen Partikeln und entsprechend vielen Trajektorien lÃ¤Â sich ein 
vollstÃ¤ndige Bild des Flusses ermitteln. Diskretisiert wird diese Formulierung, indem nur eine 
endliche Anzahl Trajektorien verfolgt wird. Wenn die zugehÃ¶rige Partikel gleichmÃ¤oi Ã¼be das 
Gebiet verteilt sind, lÃ¤o sich der FluÂ hinreichend vollstÃ¤ndi beschreiben. Es ist bei dieser 
Formulierung aber nicht sichergestellt, daÂ die Partikel Ã¼be lÃ¤nger Zeit hinweg gleichmÃ¤Â§ 
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verteilt bleiben. Daher kann die VollstÃ¤ndigkei der Beschreibung verloren gehen. 
Lagrangesche Verfahren sind unabhÃ¤ngi von der ZeitschrittlÃ¤ng stabil. NatÃ¼rlic verliert man 
bei sehr langen Zeitschriften Information, der zeitliche Diskretisierungsfehler wird grof3. Aber 
das Verfahren bleibt stabil. Problematisch fÃ¼ die Implementierung solcher Verfahren ist die 
mÃ¶glicherweis starke IrregularitÃ¤ der Daten [46]. 
Einen Mittelweg stellt die Semi-Lagrange-Methode (SLM) dar. Die Formulierung und Berech- 
nung der Gleichungen wird zwar in der Lagrangeschen Form vorgenommen, aber es werden in 
jedem Zeitschritt neue gleichmÃ¤Â§ verteilte Partikel gewÃ¤hlt Einerseits sind die Datenstruktu- 
ren dadurch regulÃ¤ und geeignet fÃ¼ die effiziente Benutzung auf Computern, andererseits ist 
die ZeitschrittlÃ¤ng unabhangig von der rÃ¤umliche AuflÃ¶sun [127]. 
Dazu wird ein Gitter definiert, das eine geeignete Verteilung der FlÃ¼ssigkeitspartike gewÃ¤hrlei 
stet. In jedem Zeitschritt werden Trajektorienstiicke berechnet, die an den Gitterpunkten enden. 
Die Advektion wird dann mit Hilfe einer Interpolation der stromaufwÃ¤rt gelegenen Werte des 
Flusses (die im allgemeinen zwischen Gitterpunkten ermittelt werden mÃ¼ssen berechnet. 
Es gibt neben der Semi-Lagrange-Methode noch andere numerische Verfahren, mit denen die 
Advektion einer FlÃ¼ssigkei berechnet werden kann und die zusÃ¤tzlic unabhangig von der Zeit- 
schrittlÃ¤ng stabil sind. Dazu gehÃ¶re das Taylor-Galerkin Verfahren [106] oder Verfahren mit 
flufikorregiertem Transport (FCT) [l48]. Die Semi-Lagrange-Methode erscheint aber nicht nur 
wegen ihrer gÃ¼nstige StabilitÃ¤tseigenschafte vorteilhaft, sondern auch wegen der guten Paral- 
lelisierbarkeit. 
In den folgenden Abschnitten wird zunÃ¤chs das einfache Problem der passiven Advektion be- 
schrieben, das als Beispielproblem zur EinfÃ¼hrun der Semi-Lagrange-Methode (SLM) dient. Die 
SLM wird dann in zwei Varianten, dem Drei-Schritt- Verfahren und dem Zwei-Schritt- Verfahren 
definiert. Zwei Komponenten der SLM, die Trajektorienberechnung und die Interpolation werden 
etwas ausfÃ¼hrliche diskutiert. 
5.2 Das Advektionsproblem 
Die SLM kann anhand der eindimensionalen Gleichung fÃ¼ passive Advektion veranschaulicht 
werden. Die Gleichung lautet: 
du 9u dx du  
- dt - - + - - = o  
9t  dt 9x ' (5.1) 
wobei 2 = a(x, t)  und eine Anfangsbedingung u(x, t = 0) = uÂ¡(x gegeben sei. Die Gleichung 
(5.1) drÃ¼ck aus, daÂ eine skalare GrÃ¶Â u entlang eines Stromes (bzw. einer Trajektorie) konstant 
ist. Die Form der Trajektorie wird dabei von der Funktion a (dem Wind) bestimmt. 
Anschaulich wird die Aussage, wenn man sich eine flieBende FlÃ¼ssigkei vorstellt, in die ein Trop- 
fen Tinte gegeben wird. Die Eigenschaft der skalaren GrÃ¶Â U ist nun die Farbe. Die Gleichung 
besagt, daÂ (unter VernachlÃ¤ssigun der Reibung) der Tintenklecks mit der StrÃ¶mun so trans- 
portiert wird, daÂ jeder Partikel, welcher mit Tinte behaftet ist, diese auch nicht mehr verliert 
(siehe [113]). 
FÃ¼ Dimensionen grÃ¶Â§ eins schreibt sich (5.1): 
Dabei sei wieder a(x, t)  gegeben, X = (xi ,  xy, . . .) ist der Ortsvektor, t die Zeit. 
Die Advektionsgleichung ist ein einfaches ,~Spielprobleml~, das jedoch schon einige wesentli- 
che Elemente fÃ¼ kompliziertere Probleme enthÃ¤lt Ein Semi-Lagrange-Verfahren, wie es in den 
5.3, Serni-Lagrange-Form der Advektionsgleichung 
Abbildung 5.1: Drei-Schritt-SLM fÃ¼ die eindimensionale passive Advektion 
nÃ¤chste Abschnitten vorgestellt wird, muÂ die wichtigsten Komponenten (Interpolation, Trajek- 
torienschÃ¤tzung enthalten. Da die Advektionsgleichung eine konstante skalare GrÃ¶Â beschreibt, 
lÃ¤Â sich die Rechengenauigkeit des Verfahrens gut Ã¼berprÃ¼fe 
5.3 Semi-Lagrange-Form der Advektionsgleichung 
5.3.1 Das Drei-Schritt-Verfahren 
Zur EinfÃ¼hrun der SLM wird nun die eindimensionale Advektionsgleichung (5.1) betrachtet. 
Es wird zunÃ¤chs die sogenannte Drei-Schritt-Methode vorgestellt. Die Darstellung lehnt sich an 
die Notationen in [I271 an. 
Abbildung 5.1 veranschaulicl~t die Situation: An Gitterpunkten zu den Zeitpunkten tn und 
tn - At  seien die Werte von U bekannt. Ziel ist die Berechnung der Gitterwerte von u zur 
Zeit tn + At.  Die durchgezogene Linie markiere die exakte Trajektorie eines Partikels, der zum 
Zeitpunkt tn + At den Punkt xm erreichen wird. Um nun den Wert von U am Punkt xm zur Zeit 
tn + At  zu berechnen, reicht es, den Wert von u am Punkt A zur Zeit tn - At  zu kennen, denn 
entlang der Trajektorie bleibt der Wert konstant. 
Im allgemeinen wird es nicht mÃ¶glic sein, den Punkt A exakt zu bestimmen. Daher wird 
die exakte Trajektorie durch eine angenÃ¤hert lineare Trajektorie approximiert (gestrichelte 
Linie). Berechnet man nun den Wert von u am Anfangspunkt der genÃ¤herte Trajektorie, A'= 
(xm - 2am, tn - At) ,  so kann dieser Wert als neuer Wert von U am Punkt xm zur Zeit tn + A t  
genommen werden. Die diskretisierte Form der Gleichung (5.1) lautet damit: 
u(zm, tn + At) - u(xm - l a d n  - At) 
2At 
= 0. (5.3) 
Um Punkt A' bestimmen zu kÃ¶nnen wird der Wert von am benÃ¶tigt Dazu betrachte (5.1): Der 
Wind CL ist gleich der inversen Steigung der Trajektorie 2. Diskretisiere dx mit Ax und dt mit 
At. Wenn Ax = - (xm - <^m) = am und At  = tn+l - tn gewÃ¤hl wird, erhÃ¤l man eine 
0(At)-NÃ¤herun 
am = At  a(xm, tn)  (5.4) 
In [I321 stellen Staniforth und Temperten fest, daÂ diese NÃ¤herun zwar theoretisch ausreichte, 
der zeitliche Abschneidefehler dann aber so groÂ wÃ¤re daÂ die erhÃ¶ht StabilitÃ¤ der SLM durch 
die groÂ§ Ungenauigkeit kompensiert wÃ¼rde 
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Daher wird eine O ( ~ t ~ ) - ~ Ã ¤ h e r u n  fÃ¼ die Berechnung der am verwendet. Dabei muÃ A x  = 
xm - (xm - 2am) = 2am und 2At = tn+i - tn-i gewÃ¤hl werden. Damit gilt: 
Diese Gleichung lÃ¤Â sich iterativ lÃ¶se mit Hilfe von 
= At  ^ xm am i tn) i 
wobei & ,  eine geeignete AnfangsnÃ¤herung vorgegeben wird; a muÃ dabei zwischen d e n  Git- 
terpunkten berechnet (d.h. interpoliert) werden kÃ¶nnen 
Mit den in (5.3) und (5.6) gegebenen Formeln lÃ¤Â sich das Semi-Lagrange-Verfahren fÃ¼ die 
Advektionsgleichung formulieren: 
Algor i thmus  5.1 (Drei-Schritt-Semi-Lagrange-Verfahren) 
I .  LÃ¶s (5.6) fÃ¼ alle am zu Gitterpunkten xm; 
2. Berechne u an den stromaufwÃ¤rt gelegenen Punkten xm - 2% zur Zeit tn - A t  mit Hilfe 
einer geeigneten Interpolation; 
3. Berechne u an den Gitterpunkten xm zur Zeit tn + At mit Hilfe von (5.3). 
Beim Algorithn~us 5.1 ist die wesentliche Schwierigkeit, eine genaue und billige Interpolation fÃ¼ 
die Werte zwischen Gitterpunkten zu finden. 
5.3.2 Das Zwei-Schritt-Verfahren 
Das Verfahren 5.1 aus dem letzten Abschnitt lÃ¤Ã sich weiter verbessern: Die Gleichungen (5.3) 
und (5.6) lassen sich vereinfacht schreiben: 
Dabei soll das hochgesetzte + die Zeit tn + At, das - die Zeit tn - At und die hochgesetzte 0 
die Zeit tn symbolisieren. 
Der wesentliche Nachteil dieser Methode besteht darin, daÂ der Zeitschritt relativ kurz gewÃ¤hl 
werden muÃŸ um den zeitlichen Abschneidefehler nicht zu groÂ werden zu lassen. Daher wird das 
Zwei-Schritt-Verfahren eingefÃ¼hrt das bei gleicher Ordnung des zeitlichen Fehlers die doppelte 
ZeitschrittlÃ¤ng erlaubt. 
Da a unabhÃ¤ngi von u gegeben ist, werden fÃ¼ die Berechnung von u+ nur Werte von u zur 
Zeit tn  - At  benÃ¶tig ( U ) .  FÃ¼ die Berechnung von u zur Zeit tn + 3At werden die Werte von 
u zur Zeit tn + At  benÃ¶tig und so fort. Es entstehen zwei ungekoppelte Integrationen fÃ¼ U ,  
die entweder nur von den geraden oder nur von den ungeraden Zeitschriften abhÃ¤ngen Eine 
der beiden Integrationsreihen ist daher Ã¼berflÃ¼ssi Lediglich die Berechnung von a wird a n  den 
jeweils dazwischenliegenden Zeitpunkten vorgenommen. 
Durch Umbenennung tn - At  Ã‘> tn und tn Ã‘) tn + 9 fÃ¼ die Berechnung von a wird das Zwei- 
Schritt-Verfahren definiert. Die ZeitschrittlÃ¤ng ist jetzt bei gleichem zeitlichen Abschneidefehler 
doppelt so lang wie beim Drei-Schritt-Verfahren. Der Algorithmus lautet: 
5.4. Berechnung der Trajektorien 
Algorithmus 5.2 (Zwei-Schritt-Semi-Lagrange-Verfahren) 
1. LÃ¶s (5.6) fiir alle zu Gitterpunkten zm, jedoch zur Zeit tn + 9; 
2. Berechne u an den stromaufwÃ¤rt gelegenen Punkten xm - 2am zur Zeit tn mit Hilfe einer 
geeigneten Interpolation; 
3. Berechne u an den Gitterpunkten xm zw Zeit &, + At in Analogie zu Formel (5.3). 
Im folgenden wird die zweidimensionale Form der Advektionsgleichung verwendet. Das Semi- 
Lagrange-Verfahren wird dabei analog formuliert: FÃ¼ die eindimensionalen GrÃ¶Â§ xm, a und 
am werden nun zweidimensionale Felder X ^ ,  a und am eingesetzt. 
5.4 Berechnung der Trajektorien 
Der erste Schritt in den Algorithmen 5.1 und 5.2 besteht jeweils aus der Berechnung der Tra- 
jektorien a. FÃ¼ die Advektionsgleichung 5.1 ist der Wind a gegeben und lÃ¤Â sich a n  jedem 
beliebigen Punkt zu jeder beliebigen Zeit unabhÃ¤ngi von u berechnen. 
Die Welt wÃ¤r langweilig, wenn sie einfach wÃ¤r und die Situation ist meist nicht so einfach, 
wie im letzten Abschnitt. In der Regel ist der Wind a nicht unabhÃ¤ngi von der GrÃ¶Â U ge- 
geben. Die Impulsgleichungen der StrÃ¶mungsdynamik und damit insbesondere die Gleichungen 
in StrÃ¶mungsmodelle fÃ¼ Ozean oder AtmosphÃ¤re enthalten einen Term u .  V u  (statt a . Vu) .  
Die Berechnung der am ist damit nicht so einfach wie im letzten Abschnitt angegeben. FÃ¼ 
das Drei-Schritt-Verfahren ist die Situation noch klar, weil u zum Zeitpunkt tn an der Stelle 
xm - ani mit Hilfe einer geeigneten Interpolation berechnet werden kann. Beim Zwei-Schritt- 
Verfahren hingegen wird die Kenntnis des Windes zur Zeit tn + 9 vorausgesetzt. Im Falle von 
Selbstadvektion ist u aber nur zum Zeitpunkt tÃ bekannt. 
In Anlehnung an (5 .6 )  lautet die Gleichung fÃ¼ die iterative Berechnung der Trajektorien aÃ£ 
Da u zur Zeit tn + f nicht bekannt ist, muÂ ein Extrapolationsschema gefunden werden, das 
die Trajektoriengleichung unter Verwendung bekannter Gitterwerte zu frÃ¼here Zeiten mit der 
Ordnung 0 ( A t 2 )  auflÃ¶st 
Ein mÃ¶gliche Zwei-Schritt-Extrapolationsschema, das Werte zu Zeiten t  und t - At einbezieht, 
ist gegeben durch: 
At 1 
u ( x , t  + -) = 5 [3u(x , t )  - u(x , t  - At)]. 2 (5.10) 
FÃ¼ die Berechnung von a nach der Formel (5.9) wird dann noch eine Interpolation zur Bewer- 
tung von U a n  Punkten X - Â¡1 benÃ¶tigt Es kann gezeigt werden, daÂ die Interpolationsordnung 
fÃ¼ die Berechnung der TrajektorienstÃ¼ck um eins kleiner sein kann, als die Ordnung fÃ¼ die In- 
terpolation der stromaufwÃ¤rt gelegenen Werte [90, 891. In der Praxis treten keine wesentlichen 
Unterschiede bei der Verwendung linearer oder kubischer Interpolation auf [127]. Eine weitere 
MÃ¶glichkei der Extrapolation ist das folgende Drei-Schritt-Schema: 
At 1 
u(x ,  t  + -) = - [ 1 5  U ( X ,  t )  - 10 u(x,  t - At) + 3 u(x, t - 2 At)]. 2 8 
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FÃ¼ die Berechnung der (extrapolierten) Werte von u zur Zeit t+$ werden also die Werte z u  Zei- 
ten t und t - At benÃ¶tigt Die EinfÃ¼hrun des Zwei-Schritt-Verfahrens hatte dagegen gerade den 
Effekt, daÂ die Ã¼berflÃ¼ss gewordene Zeit't - At entfiel. Der wesentliche Vorteil des Zwei-Schritt- 
Verfahrens, die Verdoppelung des Zeitschrittes bei Erhaltung des zeitlichen Abschneidefehlers, 
ist aber nach wie vor gÃ¼ltig Auch wenn in die Extrapolation wieder mehrere alte Zeitschrittwerte 
eingehen, bleibt die Diskretisierung der Advektionsgleichung ein Zwei-Schritt-Verfahren. 
5.5 Interpolation der stromaufwÃ¤rt gelegenen Werte 
Im zweiten Schritt in den Algorithmen des Abschnittes 5.3 werden die Werte von U jeweils 
an den stromaufwÃ¤rt gelegenen Punkten X - a bzw. X - 2a interpoliert. Dieser Interpolation 
kommt eine besondere Bedeutung zu. Die Wahl der Interpolation bestimmt die Genauigkeit und 
Effizienz des Verfahrens. 
5.5.1 Bedeutung der Interpolationsordnung 
Staniforth und C6t6 empfehlen in [127] wenigstens Interpolation vierter Ordnung zu verwenden. 
Kubische Spline Interpolation erscheint den Autoren als guter KompromiÂ zwischen Rechenauf- 
wand und Genauigkeit. 
Die DÃ¤mpfun dieser Interpolation ist gering, sie selektiert Skalen, das heiÂ§ sie dÃ¤mpf vor 
allem die hochfrequenten Anteile (kleine Skalen). DemgegenÃ¼be ist die DÃ¤mpfun von linearer 
Interpolation zu hoch. 
FÃ¼ die Interpolation zur Trajektorienberechnung (Schritt 1. in den Algorithmen 5.1 bzw. 5.2) 
spielt die Ordnung der Interpolation eine untergeordnete Rolle. Die oben genannten Autoren 
berichten von guten Ergebnissen bei linearer Interpolation. In [89] wird gezeigt, daÂ die Interpo- 
lationsordnung im eisten Schritt um eins kleiner sein sollte als im Schritt 2. In der Praxis reicht 
lineare Interpolation. Lineare Interpolation fÃ¼ die ersten Schritten und quadratische Interpola- 
tion beim letzten Iterationsschritt zu verwenden, scheint eine sinnvolle LÃ¶sun zu sein. 
Eine kubische Interpolation zwischen den Gitterpunkten ist auch im Kontext der F E M  mit 
linearen Basisfunktionen sinnvoll. Die Idee, die Interpolation zu sparen und stattdessen die 
Finite-Elemente-LÃ¶sun (die auch zwischen Gitterpunkten vorliegt) zu verwenden, hat sich als 
nicht sinnvoll erwiesen. Wegen der Superkonvergenzeigenschaft der FEM (siehe [139]), ist die 
Verwendung einer Interpolation hÃ¶here Ordnung sinnvoll, weil die Interpolation die Knoten- 
werte verwendet. An den Knotenwerten liegt die FEM-LÃ¶sun aber in hÃ¶here Genauigkeit vor 
als die Gesamtordnung der FEM besagt. Andererseits ist es nicht sinnvoll eine FEM hÃ¶here 
Ordnung zu verwenden (so daÂ die Zwischengitterwerte mit hÃ¶here Ordnung vorliegen), weil 
der numerische Aufwand nicht zu rechtfertigen ist. 
5.5.2 Quasi-monotone Interpolation 
Kubische Interpolation. wie sie im vorigen Absatz vorgeschlagen wurde, neigt in der NÃ¤h von 
Unstetigkeiten zum Uber- und Unterschwingen. Das bedeutet insbesondere, daÂ Monotonieei- 
genschaften der zu interpolierenden Funktion nicht erhalten werden. 
In Abbildung 5.2 ist ein Schnitt durch das im nÃ¤chste Kapitel genauer beschriebene Modell- 
problern des geschlitzten Zylinders dargestellt. Ein kreisfÃ¶rmige Wind treibt das skalare Feld 
u an, das die Form eines geschlitzten Zylinders aufweist. Nach fÃ¼n Umdrehungen ist das Ãœber 
und Unterschwingen der kubischen Interpolation an den Kanten des Zylinders gut auszumachen. 
5.5. Interpolation der stromaufwÃ¤rt gelegenen Werte 
Abbildung 5.2: Modellproblem ,,geschlitzter Zylinder" bei der Initialisierung und nach fÃ¼n Um- 
drehungen mit kubischer Spline Interpolation (Schnitt entlang der x-Achse) 
Die exakte LÃ¶sun sÃ¤h so aus wie die Initialisierung, weil weder Reibung noch andere Quellen 
oder Senken im Modell vorhanden sind und damit sowohl Form als auch Volumen des Zylinders 
exakt erhalten werden mÃ¼Â§te 
Dieses Ãœber oder Unterschwingen ist im allgemeinen nicht erwÃ¼nscht Zur Vermeidung dieses 
Verhaltens gibt es verschiedene Verfahren, bei denen die Interpolation so modifiziert wird, daÂ 
sie die Monotonie der Funktion erhÃ¤lt Zwei Methoden sollen hier vorgestellt werden: 
Das sogenannte clipping schneidet mÃ¶gliche Ãœberschwinge einfach ab. Sei (X, y) der zu Inter- 
polierende Punkt in zwei Dimensionen. Ein (dreieckiges) Element mit den Eckpunkten (xi, Y,), 
i = 1,. . . , 3  enthalte den Punkt (X, y). Die Werte des skalaren Feldes U sind an diesen Eckpunkten 
gegeben, gesucht ist der interpolierte Wert u(x, y). Die Berechnung erfolgt in zwei Schritten: 
Algorithmus 5.3 (Clipping) 
1. Berechne die kubische Spline Interpolation ukvb(x: y) von U an (X, y). 
Dabei ist umax = maxi=i, . . . , 3  (U (xi, yl)) und umin analog das Minimum. 
Die quasi-monotone Semi-Lagrange-Interpolation (QMSL) ist ausfÃ¼hrlic in [25] beschrieben. Die 
Idee ist einfach: Berechne eine Interpolation hoher Ordnung (die nicht monotonieerhaltend ist) 
und eine Interpolation niederer Ordnung (die monotonieerhaltend ist) und bilde ein gewichtetes 
Mittel der beiden Interpolationen, welches die Monotonie erhÃ¤l und mÃ¶glichs genau ist (d.h. der 
Anteil der Interpolation hoher Ordnung ist mÃ¶glichs hoch). Der int,erpolierte Wert u(x, y) wird 
dargestellt: 
wobei uloW die Interpolation niederer Ordnung reprÃ¤sentier und uhi@ die Interpolation hoher 
Ordnung; 0 5 c ~ , ~  < 1 ist ein Gewichtungsfaktor. 
Der QMSL-Algorithmus lÃ¤Â sich in vier Schritten angeben: 
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Algor i thmus  5.4 (QMSL) 
1. Berechne eine Interpolation qoW niederer Ordnung (2.B. lineare Interpolation). 
2. Berechne eine Interpolation u^gh hoher Ordnung (2.B. kubische Spline Interpolation). 
3. Berechne einen Wichtungsfaktor 0 <  ^ c Z y  <  ^ 1 mit Hilfe der folgenden Schritte: 
(U) Berechne hn und umax wie in Algorithmus 5.3 
(b) Setze: 
(C) Setze: 
4. Berechne u ( x ,  y )  wie in Gleichung (5.12). 
Ãœber oder Unterschwingen der Interpolation hoher Ordnung geschieht nur an Steilen hoher 
Rauhheit. Die GÃ¼t der Interpolation ist in jedem Fall durch den Grad der Glattheit der in- 
terpolierten Funktion begrenzt. An Stellen geringer Glattheit kann auch ein Verfahren hoher 
Ordnung keine besonders genauen Approximationen liefern. Es ist daher gerechtfertigt, gerade 
an diesen Unstetigkeiten eine (monotone) Interpolation niedriger Ordnung zu verwenden (siehe 
L251 1. 
5.5.3 Quasi-konservative Interpolation 
In Klimamodellen oder Ozeanmodellen sind die Zeiten, Ã¼be die ein Modellauf integriert wer- 
den muÂ§ sehr lang. Daher ist folgende Eigenschaft der Interpolation sehr wÃ¼nschenswert Die 
Erhaltung bestimmter physikalischer GrÃ¶fien 
In vielen heute genutzten Modellen fÃ¼ Ozeanzirkulationen oder Klimamodellierung ist ein erheb- 
licher mathematischer Aufwand in die Entwicklung masse- oder energieerhaltender Operatoren 
gesteckt worden. Bis vor kurzem war eine wesentliche Kritik an den Semi-Lagrange-Verfahren, 
daÂ sie keine nachgewiesene Erhaltungseigenschaften besaÂ§en In [I071 schlÃ¤g Priestley eine 
masseerhaltende Interpolation fÃ¼ eine SLM fÃ¼ die Advektionsgleichung vor. 
Ausgehend von den Gewichtungsfaktoren c , ; ,~  aus dem QMSL Verfahren 5.4 werden nun modi- 
fizierte Faktoren dZ,^ gewÃ¤hlt so daÂ das Integral des skalaren Feldes u Ã¼be dem Rechengebiet 
Q konstant bleibt (das entspricht der Formulierung der Masse- oder Energieerhaltung): 
Um also eine Interpolation mÃ¶glichs hoher Ordnung zu erhalten, die auÂ§erde noch monoto- 
nieerhaltend und masseerhaltend ist, stellt sich das folgende Problem: 
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Problem 5.1 (Wichtungsfaktoren fÃ¼ masseerhaltende Interpolation) 
Maximiere die so daÂ folgende Gleichung erfÃ¼ll ist: 
Priestley gibt einen Algorithmus fÃ¼ die diskreten Int,egrale an. Dabei wird das Integral an- 
genÃ¤her durch die Summe 
wobei die ( z i , y i )  die Knoten des Gitters sind und S Z Ã  FlÃ¤chenelement zu jedem Knoten 
bezeichnen, die zusammen ganz Q ausfÃ¼llen Die diskrete Form der Gleichung (5.16) lautet 
dann: 
-uiOw(i))si  = C- E u i o w ( i ) s i  = 6, (5.18) 
2 2 
wobei der Index i abkiirzend fÃ¼ den Knoten ( X ^ ,  yi) verwendet wurde. 
Um maximale d; zu finden, so daÂ (5.18) erfÃ¼ll ist, kann der folgende Algorithmus verwendet 
werden. Zuvor wird zur Vereinfachung der Schreibweise p; = u/ugh( i )  - uLow( i )  gesetzt. 
Algorithmus 5.5 (Masseerhaltung) 
1. FÅ¸hr e inen  Sc t~r i t t  des QMSL-Algorithmus 5.4 durch und erhalte Gewichte C,. Nimm an, 
cip? > C (falls dies nicht der Fall sein sollte, setze p% ~ i -  -pi und C + -C). 
2. FÅ¸ alle i setze 
c; , fal ls  pi <0 ( s e t z e  m a r k e ( i )  = l), d,. = 0 , sonst  ( s e t z e  m a r k e ( i )  = 0 ) .  
3. Definiere e inen  ~ b e r s c h u J :  
U=C- dkpk .  
marke(k)=l 
4.  Definiere e inen  mittleren Faktor 
5.  Falls d < ck fÃ¼ alle k m i t  m a r k e ( k )  = 0 ,  dann setze dk = d fÅ¸ diese k und berechne U ;  
nach (5.12); andernfalls setze dk = ck und m a r k e ( k )  = 1 fÅ¸ diejenigen k ,  fÃ¼ welche gilt: 
m a r k e ( k )  = 0 und d > ck 





Zwei Ziele stehen bei der Implementierung der SLM im Vordergrund: Die Methode soll i m  Kon- 
text der FEM mit den entsprechenden Datenstrukturen auf einem Dreiecksgitter implementiert 
werden und sie soll adaptiv sein. 
GrundsÃ¤tzlic besteht ein SLM-Programm aus den folgenden drei Komponenten, die die Schritte 
des SLM-Algorithmus 5.1 abbilden: 
1. Berechnung der TrajektorienstÃ¼ck zu jedem Gitterpunkt. 
2. Interpolation der stromaufwÃ¤rt gelegenen Werte. 
3.  Berechnung der neuen Gitterpunktwerte. 
AdaptivitÃ¤ kann auf verschiedenen Ebenen ansetzen. Adaptive FEM kÃ¶nne zur AuflÃ¶sun lo- 
kaler PhÃ¤nomen Gitterverfeinerungen vornehmen oder die Diskretisierungsordnung verbessern, 
indem die Polynomordnung der Basisfunktionen erhÃ¶h wird. Bei zeitabhÃ¤ngige Gleichungen 
kann darÃ¼be hinaus die ZeitschrittlÃ¤ng angepaÂ§ werden. Im Kontext der SLM soll adaptiv im 
Sinne einer Anpassung des Rechengitters an die Situation verstanden werden. 
Adaptive Verfahren zeichnen sich dadurch aus, daÂ sie automatisch auf lokale PhÃ¤nomen rea- 
gieren. Bei der Modellierung von Ozeanzirkulationen sind dies beispielsweise einzelne Wirbel, 
Fronten oder Grenzschichten. Wenn ein lokales PhÃ¤nome auftritt, kann es von einem adaptiven 
Verfahren lokalisiert und hoch aufgelÃ¶s werden. Wenn es verschwindet, kann das Gitter wieder 
vergrÃ¶ber werden, so daÂ Rechenzeit und Speicherplatz gespart werden. Das erste Ziel dieses 
Kapitels ist daher, einen adaptiven Algorithmus zu entwickeln und ein Verfahren zu finden, die 
lokalen PhÃ¤nomen zu lokalisieren. 
Wie im Kapitel 5 dargestellt, ist die Interpolation der aufwendigste Teil in der SLM. Wesentliches 
zweites Ziel dieses Kapitels ist die Implementierung der Interpolation auf lokal verfeinerten 
(d.h. irregulÃ¤ren Dreiecksgittern. Dabei wird im wesentlichen auf bekannte Bibliotheksroutinen 
zurÃ¼ckgegriffen die an die Datenstrukturen aus Kapitel 2 angepaBt sind. 
ZusÃ¤tzlic zu den im Teil I vorgestellten Methoden mÃ¼sse einige weitere Aufgabenstellungen 
bewÃ¤ltig werden. Dazu gehÃ¶r die Suche von Elementen zu gegebenen Koordinaten, die Berech- 
nung von Gradienten auf irregulÃ¤re Dreiecksgittern sowie die Berechnung von diagnostischen 
GrÃ¶Â§er 
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In den folgenden Abschnitten werden konkrete Implementierungen der Gitterroutinen, der In- 
terpolation, der Diagnoseroutinen und weiterer Programmteile beschrieben. Die Wahl der zu- 
gehÃ¶rige Algorithmen und Verfahren wird begrÃ¼ndet 
6.2 Algorithmus und adaptive Strategie 
Strategien zur automatischen Anpassung des Gitters zur Minimierung des Diskretisierungsfeh- 
lers werden unter anderem von BÃ¤nsc und VerfÃ¼rt beschrieben [13, 1381. Die grundlegende 
Idee sogenannter a posteriori Fehlerkontrolle besteht darin, die gegebenen Gleichungen in jedem 
Zeitschritt zunÃ¤chs zu lÃ¶sen dann den Fehler abzuschÃ¤tzen das Gitter so zu modifizieren, daÂ 
der abgeschÃ¤tzt Fehler minimiert wird, und dann erneut zu lÃ¶sen Dieser iterative Prozefi ist 
zuniichst aufwendiger als das herkÃ¶mmlich Verfahren, bei dem in jedem Zeitschritt lediglich 
einmal auf einem festen Gitter gelÃ¶s wird. Wird das Gitter so modifiziert, daÂ zwar der ab- 
geschÃ¤tzt Fehler minimiert wird, zugleich aber mÃ¶glichs wenige Gitterknoten erzeugt werden, 
dann kann durch die wesentlich geringere Anzahl an benÃ¶tigte Knoten eine Effizienzsteigerung 
erzielt werden. 
Sm folgenden Programm wird der Teil zur LÃ¶sun der Advektionsgleichung in drei Routinen 
implementiert, die die Algorithmen 5.1 bzw. 5.2 abbilden. ZunÃ¤chs werden die Positionen der 
stromaufwÃ¤rt gelegenen Punkte berechnet, dann werden die rechten Seiten berechnet (im we- 
sentlichen ist dies die Interpolation der Werte zwischen Gitterknoten), und schlieÂ§lic wird die 
Funktion zum neuen Zeitpunkt mit Hilfe der diskretisierten Semi-Lagrange-Form der Advekti- 
onsgleichung (5.3) ermittelt. 
Die Gittermodifikation wird jeweils in zwei Schritten fÃ¼ Verfeinerung bzw. VergrÃ¶berun vor- 
genommen: ZunÃ¤chs werden mit Hilfe eines FehlerschÃ¤tzer die Elemente des Gitters ermittelt, 
die verfeinert werden sollen. Im zweiten Schritt werden die Elemente auf Ihre Verfeinerbarkeit 
Ã¼berprÃ¼ und entsprechend verfeinert (analog wird bei der VergrÃ¶berun vorgegangen). 
Ein FehlerschÃ¤tze wird in Teil I11 genauer beschrieben. Hier wird lediglich der Gradient der 
Funktion als Indikator fÃ¼ den Fehler verwendet: Das Gitter wird verfeinert, wo der Gradient 
der Funktion groÂ ist: 
Methode 6.1 (Verfeinerungsindikator) Gegeben sei eine Toleranz 8 Dann markiere ein 
Dreieck r der feinsten Stufe der Triangulierung T zur Verfeinerung, wenn gilt: jVulr 2 Olein 
max.re~(IVul7). 
Analog wird die VergrÃ¶berun vorgenommen: 
Methode 6.2 (VergrÃ¶berungsindikator Gegeben sei eine Toleranz Ogrob .  Dann markiere 
ein Dreieck T der Triangulierung T zur VergrÃ¶berung wenn  es regulÃ¤ verfeinert ist und fÃ¼ 
wenigstens drei der vier Tochterelemente gilt: 1VuTkind < O g w b  ma.x-rk,ndg~(lVur,,ind). 
Die Triangulierung wird dann entsprechend der Methode 2.5 zur regulÃ¤re Gitterverfeinerung 
modifiziert. 
Meist wird im ersten Schritt der inneren Iteration (Algorithmus 6.1) eine grofie Anzahl Elemente 
der Triangulierung vergrÃ¶ber oder verfeinert. In den weiteren Iterationen werden nur noch 
wenige Gitterpunkte hinzugefÃ¼g bzw. gelÃ¶scht Daher wird eine Schranke fÃ¼ die minimale 
Anzahl der zu modifizierenden Elemente eingefÃ¼hrt a b  der das Gitter tatsÃ¤chlic verÃ¤nder 
wird. 
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M e t h o d e  6.3 (Pegel  f Ã ¼  Gitterrnodifikation) Gegeben sei ein Verfeinerungspegel fleh. 
Ermittle die Zahl m:"" der Elemente, die vom FehlerschÃ¤tze fÃ¼ Verfeinerung markiert sind. 
Falls die relative Anzahl der zu modifiziernenden Elemente grÃ¶jle als der Pegel i s t ,  d.h. 
mlean + 2 p f e in ,  dann verfeinere, sonst verwende weiter die alte Triangulierung. Analog wird 
fÃ¼ einen Pegel pPb fÃ¼ die VergrÃ¶berun verfahren. 
FÃ¼ die Berechnung der rechten Seiten, die sich aus den Werten der Funktion u zur Zeit t ergibt, 
ist die Zwischenspeicherung des alten Gitters notwendig, denn u zur Zeit t ist auf einem Gitter 
zur Zeit t gegeben. BÃ¤nsc schlÃ¤g fÃ¼ zeitlich variable Gitter eine Interpolation/Restriktion von 
Gitterwerten vor 1131. Diese Interpolation/Restriktion erscheint hier nicht sinnvoll, da nicht nur 
auf Gitterpunkten gerechnet wird, sondern zwischen Gitterpunkten interpoliert werden mufl. Es 
mÃ¼sse jedoch nicht alle Parameter des Gitters gespeichert werden, es reicht aus, die Geometrie 
(Koordinaten und Knotennumerierung), die KonnektivitÃ¤ (Nachbarbeziehung) und die hierar- 
chische Struktur (fÃ¼ den Suchalgorithmus bei der Dreieckssuche) zu speichern. Die vorgestellten 
Verfahren lassen sich zum folgenden adaptiven Algorithmus zusammenfassen: 
Algor i thmus  6.1 (Adapt ive  Semi-Lagrange-Methode)  
I .  Lese Daten ein, initialisiere die Felder, erzeuge Anfangstriangulierung, etc. 
2. Durchlaufe fÃ¼ alle Zeitschritte die folgenden Schritte: 
(U)  Benutze das Gitter des vorherigen (alten) Zeitschrittes t als Anfangsgitter fÅ¸ den 
neuen (jetzigen) Zeitschritt t + At. 
(b) FÃ¼hr einen Semi-Lagrange-Schritt auf dem jetzigen Gitter durch (d.h. Berechne die 
Trajektorien a ,  berechne die rechte Seite durch Interpolation der u(x - a, t ) ,  berechne 
die neuen Gitterwerte u(x,  t + A t ) ) .  
(C)  Verfeinere die Elemente T ,  die nach Methode 6.1 m,arkiert sind. 
(d) VergrÃ¶ber die Elemente T ,  die nach Methode 6.2 markiert sind. 
(e) Falls sich das Gitter geÃ¤nder hat (beachte den Pegel, Methode 6.3), gehe zum Schritt 
2b (innere Iteration), sonst: 
( f )  FÃ¼hr Diagnoseroutinen aus, erhÃ¶h den Zeitschritt und gehe zu 2a (Ã¤uger Iteration). 
3. Postprocessing: Sichere Aufsetzdaten, Graphik, etc 
Der erste Schritt des Programms, die Initialisierung, beinhaltet alle gÃ¤ngige Aufgaben fÃ¼ 
Modelle dieser Art: 
e Die Kommandozeile wird auf Eingaben Ã¼berprÃ¼ (hier kann insbesondere die Ausgabe der 
Ergebnisse beeinfluflt werden), 
0 die Eingabedaten werden gelesen (dazu gehÃ¶re die Zeitschrittsteuerung, physikalische Pa- 
rameter, Daten von vorherigen ModellÃ¤ufen etc.), 
die Ausgabe (z.B. graphische Darstellung der Funktion oder des Gitters) wird initialisiert, 
e Anfangswerte und Konstanten (z.B. fÃ¼ die Masseerhaltung) werden berechnet, 
0 das Anfangsgitter wird erstellt. 
Die Hauptschleife Ã¼be alle Zeitschritte enthÃ¤l eine innere Schleife zur adaptiven Verfeinerung 
des Gitters. Dazu mufl jeweils das Gitter des vorherigen Zeitschrittes zwischengespeichert wer- 
den. Die innere Schleife enthÃ¤l den SLM-Zyklus (Berechnung der Trajektorien, Berechnung der 
rechten Seiten, Berechnung der neuen Gitterwerte) und die Routinen zur Anpassung des Gitters. 
Das Postprocessing, die Nachbehandlung der Daten, beschrÃ¤nk sich hier auf das Speichern der 
Daten und die Berechnung neuer Eingabedaten, falls die Integration fortgesetzt werden soll. 
6.3. Gitterroutinen 
Unter dem Oberbegriff Gitterroutinen werden alle Programmteile zusammengefaÂ§t die zur Er- 
zeugung und Verwaltung des Gitters dienen. Insbesondere zÃ¤hle dazu die: 
e Gittergencrierung (Verfeinerung, VergrÃ¶berung) 
e Elementsuche fiir gegebene Koordinaten. 
Auf die Gittergencrierung ist im ersten Teil schon eingegangen worden (siehe Abschnitt 2.2). Sie 
soll daher hier nicht nÃ¤he behandelt werden. In diesem Abschnitt wird nur die Elementsuche 
im Dreiecksgit,ter behandelt. 
6.3.1 Elementsuche im Dreiecksgitter 
Die Datenstruktur der Triangulierung ist elementorientiert. Das heiÂ§t sÃ¤mtlich Informationen 
sind auf die Elementnummer bezogen: Die Knoten eines Elements kÃ¶nne diesem direkt zuge- 
ordnet werden, die Koordinaten zu den Knoten sind bekannt, die Nachbarelemente zu einem 
gegebenen Element sind bekannt, usw. 
Zu einem gegebenen Punkt dasjenige Element der Triangulierung zu finden, welches den Punkt 
enthÃ¤lt ist dagegen nicht einfach. Dieses Problem tritt jedoch relativ hÃ¤ufi auf. Insbesondere bei 
der Interpolation der stromaufwÃ¤rt gelegenen Punkte muÂ das zugehÃ¶rig Element bestimmt 
werden. Zwei Faktoren spielen bei der Suche eine zeitkritische Rolle: 
1. Das Kriterium (innerhalb - aufierhalb). 
2. Der Suchalgorithmus. 
Kriterium 
Das Kriterium, ob ein gegebener Punkt innerhalb oder aufierhalb eines Elementes liegt, soll 
verschiedenen AnsprÃ¼che genÃ¼gen 
0 Es soll effizient sein, d.ll. mÃ¶glichs wenige Operationen benÃ¶tigen 
e es soll genau sein, d.h. auch Punkte, die auf dem Rand des Elementes liegen, sollen mit 
hinreichender Genauigkeit dem Element zugeordnet werden kÃ¶nnen 
e es soll stabil sein, d.11. Punkte in der NÃ¤h der RÃ¤nde sollen nicht zu groÂ§e numerischen 
Fehlern fÃ¼hren 
Das Problem lÃ¤Â sich etwas al1~c;neiner formulieren: 
Problem 6.4 Gegeben sei ein Pu,nkt in  der FlÃ¤ch (X = ( x y )  R2) und ein geschlossener 
Polygonzug ( P  = {X; = (xi,yi) E R2 : i = 1,. . . ,n; XI = xn; xi Ecken}). Entscheide, ob (X, y )  
innerhalb oder aujlerhalb von P Hegt. 
Ã¼blich Methoden aus der graphischen Datenverarbeitung verwenden Strahlen, die ihren Ur- 
sprung im Punkt X haben und den Polygonzug schneiden. Ein Punkt X liegt beispielsweise 
innerhalb des Polygons, wenn eine beliebige Gerade durch X den Polygonzug einmal rechts von 
X und einmal links davon schneidet. Ein weiteres Kriterium besagt, daÂ die Summe der Winkel 
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aller Linien zwischen X und den Ecken xi 360' betrÃ¤gt wenn X im Polygon liegt. Diese Kriterien 
sind sehr allgemein, aber auch aufwendig zu berechnen. 
Eine einfachere Methode zur LÃ¶sun des Problems 6.4 stammt aus der Theorie der linearen 
Programmierung und lÃ¤Â sich allgemein formulieren: 
M e t h o d e  6.5 (Lineare Programmierung)  Ein Punkt X liegt innerhalb eines Polygons P ,  
wenn es fÃ¼ das folgende lineare Proqrammierungsproblem eine sinnvolle LÃ¶sun gibt: 
FÅ¸ das spezielle Problem, bei dem P ein Dreieck ist, lassen sich die erste und die zweite Zeile 
aus Gleichung (6.1) in einem Gleichungssystem zusammenfassen: 
X = (X, y) liegt dann im Dreieck { X I ,  x2, x3} = {(XI ,  yl),  (x2, yz), (x3,y3)}, wenn al, a2, a3 2 0. 
Diese Methode ist einfach zu implementieren. Sie ist allerdings nicht die effizienteste Methode, 
weil die LÃ¶sun eines 3 X 3-Gleichungssystems gesucht ist. Es zeigt sich weiterhin, daÂ in der 
NÃ¤h der GebietsrÃ¤nde numerische InstabilitÃ¤te auftreten, die auch mit einfacher Pivotsuche 
im GleichungslÃ¶se nicht zu beheben sind. 
Eine andere geometrisch motivierte Methode zur LÃ¶sun des Problems 6.4 verwendet die FlÃ¤ch 
des Polygons (in diesem Falle Dreiecks) und vergleicht sie mit den FlÃ¤che der Teildreiecke: 
M e t h o d e  6.6 (Geomet r ie )  Ein Punkt X liegt innerhalb eines Polygons P ,  wenn die S u m m e  
der (disjunkten) Teildreiecke aus je zwei Ecken und dem Punkt  X gleich der FlÃ¤ch des Polygons 
ist. 
FÃ¼ das oben genannte spezielle Problem mit Dreieckselementen mÃ¼sse also im wesentlichen 
vier FlÃ¤che berechnet werden. Die Heronische FlÃ¤chenforme ist eine elegante Methode, die 
FlÃ¤ch F^ eines Dreiecks zu bestimmen, weil sie lediglich die Kenntnis der drei Seitenlangen 
voraussetzt. Sie lautet: 
dabei sind h . h y ,  hs die drei Seitenlangen, h L  = hl+?+ha der halbe Umfang des Dreiecks. Die 
Seitenlangen werden mit der Euklidischen Norm berechnet. Dazu ist jedesmal eine Wurzel zu 
ziehen, pro FlÃ¤cl~enberechnun ergeben sich vier Wurzeloperationen. 
Eine etwas effizientere Methode ist die FlÃ¤chenberechnun mit Hilfe des Kreuzproduktes zweier 
Vektoren (Dreiecksseiten). Das Kreuzprodukt 
h1 X h2 = det l h ~  hzl = 1illhZ2 - h\Ã£h (6.4) 
beschreibt die FlÃ¤ch des von den Vektoren h i  = (hi._,hi2) und h2  = ( h z i ,  hZ2) aufgespannten 
Parallelogramn~s. Die DreiecksflÃ¤ch ergibt sich also aus der HÃ¤lft des Kreuzproduktes zweier 
Dreiecksseiten. Dazu wird keine Wurzeloperation benÃ¶tigt und die Anzahl der Ã¼brige arithme- 
tischen Operat,ionen ist kleiner als bei der Heronischen FlÃ¤chenberechnun (6.3). Die Rechenzeit 
wird dadurch um einen Faktor Å¸he 2 verbessert. 
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Suchalgorithmus 
Um das Element der Triangulierung zu finden, welches gegebene Koordinaten enthÃ¤lt kÃ¶nnt 
man alle Elemente der feinsten Verfeinerung mit dem Kriterium Ã¼berprÃ¼f und die Suche 
abbrechen, sobald man ein Dreieck gefunden hat. 
Bei regulÃ¤re und globaler Verfeinerung bis zur j-ten Stufe (siehe Abschnitt 2.2) besteht das 
feinste Gitter aus 0(4-') Elementen. Pro Punkt mÃ¼Â§t also im Durchschnitt 0 ( $ )  Elemente 
Ã¼berprÃ¼ werden, 
Eine wesentlich effizientere Suchmethode bietet sich bei hierarchisch strukturierten Gittern an. 
Da die jeweils hÃ¶her Stufe der Verfeinerung in der niedrigeren Stufe enthalten ist, kann die 
Suche bei der grÃ¶bste Verfeinerung beginnen. Wenn auf dieser Stufe ein Element gefunden 
wurde, werden dessen Kind-Elemente Ã¼berprÃ¼f Pro Stufe mÃ¼sse dann im Durchschnitt nur 
zwei Elemente Ã¼berprÃ¼ werden. Pro Punkt werden dann 0 ( 2 j )  Dreiecke mit dem Kriterium 
geprÃ¼ft 
6.4 Interpolation 
Im Abschnitt 5.5 wird kubische Interpolation als guter KompromiO zwischen R,echeneffizienz und 
Genauigkeit angegeben. Hier werden nun zwei verschiedene Verfahren beschrieben, die kubische 
Interpolation auf Dreiecksgittern realisieren. 
GrundsÃ¤tzlic werden im folgenden Spline-Interpolationsverfahren verwendet, die die Knoten- 
werte u(x;) und jeweils die beiden ersten partiellen Ableitungen %(X;) und %(X;) an den Knoten 
des Dreiecks benÃ¶tigen Neben dem eigentlichen Interpolationsverfahren wird also noch eine Be- 
rechnungsmethode fÃ¼ die ersten partiellen Ableitungen benÃ¶tigt Bei linearen FEM-Funktionen 
sind die ersten Ableitungen an den Knoten nicht unmittelbar bekannt (wie etwa bei kubischen 
Elementen). 
6.4.1 Berechnung der ersten partiellen Ableitungen 
Zwei alternative Verfahren zur Berechnung der partiellen Ableitungen werden in diesem Unter- 
abschnitt beschrieben. Die Methoden stammen von Klucewicz bzw. Akima. 
Die Methode von Klucewicz [73] basiert auf der Mittelung der Gradienten der DreiecksflÃ¤chen 
die den Knoten umgeben. Im Kontext der lokal verfeinerten Triangulierung aus Teil I wird die 
folgende modifizierte Methode formuliert: 
Methode 6.7 (Klucewicz modifiziert) Sei xi = (X%, yi) der Dreiecksknoten, an  dem die par- 
tiellen Ableitungen gesucht sind, sei weiter I, = { ( j ,  k) : j # k # i ,  (X,, X,, xk) bilden ein Dreieck 
der Triangulierung} eine Indexmenge. Eine Ebene durch die Knoten  (X;, X,, X^;) ist gegeben durch 
wobei 
(a:) - 9fijk &j k 
- - C@) = -
Qx ' 'Jk <9y 
so gewÃ¤hl werden mÃ¼ssen da$ gilt: 
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Bilde die konvex kombinierte FlÃ¤ch 
m i t  W, = w i l k l  wijl: Gewichte. Die gesuchten partiellen Ableitungen sind dann: 
Die ursprÃ¼nglich Implementierung des Verfahrens stammt von Renka [110]. Die Modifizierungen 
betreffen vor allem die Datenstrukuren fÃ¼ die Gitterdarstellung. 
Ein anderes Verfahren fÃ¼ die SchÃ¤tzun der partiellen Ableitungen stammt von Akima [3]. In 
den Tests (siehe Kapitel 8) erzielt es etwas bessere Ergebnisse als das Verfahren aus Methode 
6.7. Es basiert auf der Berechnung von Vektorprodukten der Dreieckskanten um X;. 
Methode 6.8 (Akima modifiziert) Bilde die Vektorprodukte (Kreuzprodukte) der Vektoren 
xix,, XzXk, 
normiere, so daÂ die dritte Komponente nichtnegativ ist, summiere sie und erhalte einen gemit-  
telten Ergebnisuektor E = (Z1,T2,Z3) mit  T3 > 0. Dieser Vektor steht senkrecht zur FlÃ¤che die 
die mittlere Steigung i n  X; beschreibt und durch die Gleichung 
gegeben ist. Die gescl~Ã¤tzte Gradienten ergeben sich also. 
Die Originalroutine wurde von Akima implementiert [2]. Modifizierungen betreffen wieder die 
Datenstrukturen. Die Methode 6.8 ist numerisch etwas aufwendiger als die Methode 6.7, der 
Unterschied ist aber so gering, daÂ Akimas Methode wegen der besseren Ergebnisse vorgezogen 
wird. 
6.4.2 Berechnung der kubischen Spline-Interpolation 
Zwei verschiedene Routinen fÃ¼ kubische Spline Interpolation auf einem Dreieck werden ange- 
wendet. Das erste Verfahren basiert auf einem Algorithmus von Renka [110]. Die Interpolations- 
methode geht dabei auf Lawson [77] zuriick. 
Das Dreieck, welches den zu interpolierenden Punkt enthÃ¤lt wird in drei Teildreiecke unterteilt, 
die jeweils aus zwei Ecken und dem Schwerpunkt gebildet werden. Innerhalb jeden Teildreiecks 
ist die Interpolationsfunktion ein kubisches Polynom: 
q(x, y) = alx3 + a2x2y + a3xy2 + aziy3 + asx2 + aexy + a7y2 + aax + a9y + am (6.10) 
Die Interpolationsbedingungen sind durch die Werte und die beiden ersten partiellen Ableitungen 
in jedem Eckpunkt des Dreiecks gegeben. Es wird Cl-Stetigkeit Ã¼be die Ã¤uÂ§er und inneren 
Kanten angenommen. 
Das zweite Verfahren ist eine Modifikation der Routine von Montefusco und Casciola [94]. FÃ¼ 
die Interpolation innerhalb eines Dreiecks wird hier ein Verfahren von Nielson [98] angewendet. 
Dabei werden Interpolierende gesucht, die eine bestimmte Pseudonorm Ã¼be dem Dreieck mini- 
mieren. Man kann zeigen, daÂ die so gefundenen interpolierenden Funktionen die beste Appro- 
ximation an die urspriingliche Funktion darstellen. Nielson gibt ein 9-parametriges Cl-Element 
an, das in diesem Falle Verwendung findet. 
6.5. Diagnose 
6.4.3 Quasi-monotone und quasi-konservative Interpolation 
In den Abschnitten 5.5.2 und 5.5.3 sind Verfa,hren beschrieben worden, die weitere Eigenschaften 
wie Monotonie und Erhaltung~eigensch~ften zur kubischen Interpolation hinzufÃ¼gen Hier sollen 
nun einige irnplementierungsspezifische Details erÃ¶rter werden. 
In te rpo la t ion  niederer  O r d n u n g  
FÃ¼ die beiden in 5.4 und 5.5 gegebenen Algorithmen wird eine Interpolation niederer Ordnung 
benÃ¶tigt In diesem Falle liegt diese Interpolation in Form der FEM-Darstellung der Funktion 
auf linearen Elementen bereits vor. Mit Hilfe der stetigen, stÃ¼ckweis linearen Basisfunktionen 
zu einem Dreieck mit den Knoten ( X ; ,  X,, x ~ )  kann die lineare Interpolation leicht mit der fol- 
genden Formel berechnet werden: 
wobei X im Dreieck (X,, X,, X;;) liegt. 
F lÃ¤chenberechnun  i m  quasi-konservativen Schema 
In1 Abschnitt 5.5.3 wird eine Methode beschrieben, mit der das Integral der Funktion konstant 
gehalten wird. Zur diskreten Berechnung des Integrals werden FlÃ¤chenelement Sx,,v, benÃ¶tigt 
Die Interpolation der Funktion erfolgt in der Regel zwischen Gitterpunkten. Die zugehÃ¶rige 
FlÃ¤chenelcment werden jedoch an Gitterpunkten berechnet. Das Problem besteht also darin, 
ein Integral m berechnen, dessen Funktionswcrte mÃ¶glicherweis nicht innerhalb der zugehÃ¶rige 
FlÃ¤chenelement liegen. 
Dabei wird die Eigenschaft des Verfahrens fÃ¼ die Advektionsgleichung genutzt, daÂ zu jedem 
Gitterpunkt ein stromaufwÃ¤rt gelegener Punkt gehÃ¶rt dessen interpolierter Wert spÃ¤te den 
neuen Gitterwert ergibt. Das Integral der interpolierten Werte mit FlÃ¤chenelementen die sich 
auf die zugehÃ¶rige Gitterpunkte beziehen, ist also gleich dem Integral der Funktion zum neuen 
Zeitpunkt. Daher wird durch die Wahl der FlÃ¤chenelement an Gitterpunkten zu Werten an 
stromaufwÃ¤rt gelegenen Punkten keine kÃ¼nstlich Ungenauigkeit eingefÃ¼hrt 
Die FlÃ¤chenelement ergeben sich aus der folgenden Summe (siehe Abb. 6 . 1 ) :  
Dabei ist Ii die Indexmenge der Elemente T, die den Knoten ( x i ,  yi) umgeben. 
Um die GÃ¼t des Verfahrens Å¸berprÃ¼f zu kÃ¶nnen bedarf es einiger Parameter, die leicht Ã¼ber 
schaubar und zusammengefafit Rechenfehler und Effizienz darstellen. Ein Grund zur Wahl des 
einfachen Advektionsproblems ohne Reibung und Quellen ist die MÃ¶glichkei einer guten Fehler- 
analyse. Die Eigenschaften der Anfangsbedingungen mÃ¼sse erhalten bleiben, die Abweichungen 
sind daher einfach zu berechnen. 
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Abbildung 6.1: FlÃ¤chenelemen zu einem Gitterpunkt mit irregulÃ¤re Verfeinerung 
In Anlehnung an die Arbeiten von Bermejo und Staniforth [25] und Priestley [I071 werden 
die ersten und zweiten Momente ( R F M  bzw. R S M )  der Funktion Ã¼be dem Rechengebiet 
berechnet. Sie sind definiert: 
RSM = U !^ t ) d x  fg u2(x, 0 ) d x  ' 
wobei U die exakte LÃ¶sun reprÃ¤sentier und uh die berechnete NÃ¤herung 
Da die Z ^ - ~ o r m  des Fehlers in den beiden Arbeiten angegeben ist, wird sie auch hier zu Ver- 
gleichszwecken berechnet: 
Die Integralberechnungen in den Gleichungen (6 .13)  bis (6 .15)  werden mit der folgenden Qua- 
draturformel durchgefÃ¼hrt 
Dabei ist F: die FlÃ¤ch des Dreiecks T ,  T ist die Menge aller Dreiecke des feinsten Gitters der 
Triangulierung, x!~) sind die Knoten des Dreiecks T. Es wird also der Mittelwert der Funktion 
g auf jedem Dreieck gebildet und mit der FlÃ¤ch gewichtet. 
Als weitere diagnostische oder einfach nur informative GrÃ¶Â§ werden die Anzahl der Knoten, der 
Elemente insgesamt und der Elemente auf dem feinsten Gitter fÃ¼ jeden Zeitschritt ausgelesen, 
auBerdem das Maximum und das Minimum der Funktion, sowie die Maximumsnorm des Fehlers: 
wobei der Index i Ã¼be alle Knotennummern lÃ¤uft 
Alle diese Berechnungen sind in einer Routine zusammengefaflt, die in jedem Zeitschritt aufgeru- 
fen wird (siehe Algorithmus 6 .1) .  Der Aufruf der Diagnoseroutine kann aber auch ausgeschaltet 
werden. 
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1. die Berechnung des Anfangspunktes der Trajektorie, 
2. die Berechnung des (interpolierten) Wertes am Anfangspunkt der Trajektorie u(x - a,  t ) ,  
3. die Berechnung des neuen Wertes am Endpunkt (Gitterpunkt) der Trajektorie u(x, t+ At). 
Diese Berechnungen fÃ¼ eine Trajektorie lassen sich vÃ¶lli unabhÃ¤ngi von den Berechnungen 
einer anderen Trajektorie durchfÃ¼hren Es bietet sich daher an, Ã¼be die Anzahl der Trajektorien 
(das entspricht gerade der Anzahl der neuen Gitterpunkte) zu parallelisieren. 
Die drei Berechnungsschritte entlang einer Trajektorie lassen sich im einzelnen untersuchen. FÃ¼ 
die passive Advektion besteht der dritte Schritt lediglich aus dem Kopieren der im Schritt 2. 
ermittelten stromaufwÃ¤rt gelegenen Daten an die Gitterpunkte. Diese Operation ist trivialer- 
weise vollkommen parallelisierbar. Im Schritt 1. werden mit Hilfe der Funktion fÃ¼ den Wind, 
a(x, y) die Trajektorien a exact berechnet. Auch diese Operation laÂ§ sich ohne Schwierigkeiten 
parallelisieren. 
Datenzugriffe (zu mÃ¶glicherweis entfernten Speicherpositionen) sind lediglich im 2. Schritt not- 
wendig. Wenn die Ti'ajektorien so lang sind, daÂ sie in ein entfernt liegendes Element reichen, 
muÂ aus den Daten dieses Elements interpoliert werden. Die Elementdaten kÃ¶nne dann im 
Speicher eines anderen Prozessors liegen. 
Eine weitere MÃ¶glichkei des Zugriffs auf entfernte Daten ergibt sich bei der kubischen Spline- 
Interpolation: Dort werden als Eingabeparameter die Werte an den drei Ecken eines Dreiecks 
sowie die ersten partiellen Ableitungen benÃ¶tigt Bein1 SchÃ¤tze der Ableitungen werden die 
Normalenvektoren aus den Knotenwerten der umliegenden Dreiecke berechnet. Dabei kann Da- 
tenzugriff auf entfernte Speicherelemente auftreten. In beiden FÃ¤lle handelt es sich aber le- 
diglich um Lesezugriffe. Das Lesen entfernt liegender Daten ist fiir die Parallelisierbarkeit ohne 
Bedeutung. Wenn die Kommunikationskosten minimiert werden sollen, muÂ aber bei der Daten- 
partitionierung darauf geachtet werden, daÂ Lesezugriffe auf mÃ¶glichs wenige Speicherelemente 
notwendig wird. 
7.3 Datenpartitionierung 
Die KSR-1 ist ein Computer mit virtuellem gemeinsamem Hauptspeicher. Das entbindet den 
Programmierer von der Aufgabe, Daten explizit zu versenden und bestimmten Prozessoren 
bzw. Speichersegmenten zuzuordnen. Da die zugrundeliegende Hardware jedoch nur lokalen 
Speicher kennt und daher entsprechende Latenzzeiten aufweist, muÂ trotzdem auf eine effizi- 
ente Datenverteilung geachtet werden. 
Dabei kÃ¶nne einzelne Datenbewegungen vernachlÃ¤ssig werden. Das macht die Parallelisierung 
der SLM sehr angenehm. Wahrend Thomas und C6t6 mit Hilfe von explizitem Message Passing 
die Lange der Trajektorien (d.h. die Courantzahl der StrÃ¶mung beschrÃ¤nke mÃ¼sse [134], ist 
es auf der KSR-1 kein Problem, in einzelnen Fallen Ã¼be die Prozessorgrenze hinaus auf Daten 
zuzugreifen. Die BeschrÃ¤nkun der Courantzahl ist notwendig, um Speicherplatz zu sparen. Ware 
der lokale Speicher jedes Prozessors groÃ genug, das gesamte Datenfeld des alten Zeitschrittes als 
Kopie zu fassen, dann kÃ¶nnt zu Beginn jedes Zeitschrittes einmal eine globale Datenverteilung 
durchgefÃ¼hr und danach parallel ohne Datenkommunikation gerechnet werden. 
Massiv parallele Computer sind nicht nur fÃ¼ die Beschleunigung der Berechnung attraktiv, 
sondern auch wegen ihrer groÂ§e Hauptspeicher. So besitzt die KSR-1 mit 32 Prozessoren und 
32MB pro Prozessor 1GB an (preiswertem) Hauptspeicher. Die Daten des gesamten Problems in 
jeden lokalen Speicher zu kopieren, ist daher nicht sinnvoll. Vielmehr sollte jeder lokale Speicher 
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einen Teil der Daten enthalten, der vom zugehÃ¶rige Prozessor bearbeitet wird. Dazu ist eine 
Datenpartitionierung notwendig. 
Wie bei der Parallelisierung der FEM im ersten Teil werden auch hier Index-Arrays eingesetzt, 
um die Daten Å¸he verschiedene Teile des Programms hinweg im Speicher eines Prozessors zu 
fixieren. Damit werden die teuren Schreibzugriffe vermieden, weil Daten zwar von entfernten 
Prozessoren gelesen, aber ausschlieÂ§lic vom lokalen Prozessor geschrieben werden. Die Spei- 
cherposition bleibt, fÅ  ¸ alle Operationen innerhalb eines Zeitschrittes gleich. 
Die Partitionierung der Daten erfolgt in der Reihenfolge der Knotennummern. Dabei werden 
die Knoten in BlGcken der GrÃ¶Â einer KSR-Subpage auf die Prozessoren verteilt. Wegen der 
Verfeincrungsstrategie (bei regulÃ¤re Verfeinerung entstehen drei benachbarte Knoten mit auf- 
einander folgenden Knotennummern) liegen die Knoten einer Subpage meistens in rÃ¤umliche 
NÃ¤h zueinander. FÅ¸ den Lesezugriff aufeinanderfolgender Knotendaten braucht nur einmal 
kommuniziert zu werden. 
Wenn Berechnungen mit rÃ¤umlic benachbarten Knoten durchgefÅ¸hr werden, sind die zugehÃ¶ri 
gen Daten aufgrund dieser Eigenschaft hÃ¤ufi in der selben Subpage enthalten und liegen damit 
schon irn lokalen Speicher. Insbesondere auf feinen Gittern trifft diese Aussage zu, wÃ¤hren die 
Knoten des grÃ¶bste Gitters physikalisch weit auseinander liegen. FÃ¼ die Parallelisierung stellen 
die weit entfernten Knoten aber eine kleine Zahl dar, so daÂ das parallelisierte Verfahren gut 
skaliert . 
Nach jeder GitterÃ¤nderun wird eine Neuverteilung der Daten vorgenommen. Der parallele Al- 
gorithmus ist im folgenden angegeben (vergleiche mit Agorithmus 6.1). 
Algori thmus 7.1 (Paral le le  adap t ive  Semi-Lagrange-Methode)  
1. Lese Daten ein, initialisiere die Felder, erzeuge Anfangstriangulierung, etc. 
2. Durchlaufe fÃ¼ alle Zeitschritte die folgenden Schritte: 
(U)  Benutze das Gitter des vorherigen (alten) Zeitschrzttes t als Anfangsgitter fÃ¼ den 
neuen (jetzigen) Zeitschrift t + A t .  
(b) Vertei le  d i e  D a t e n  auf  d ie  Prozessoren u n d  spe ichere  d i e  Datenver te i lung  
in Index-Arrays.  
(C)  FÃ¼hr einen Semi-Lagrange-Schritt auf dem jetzigen Gitter parallel durch. 
( d )  Verfeinere oder vergrÃ¶ber das Gitter wie i m  Algorithmus 6.1. 
(e) Falls sich das Gitter geÃ¤nder hat. gehe zum Schritt 2b (innere Iteration), sonst: 
(f) FÃ¼hr Diagnoseroutinen aus, erhÃ¶h den Zeitschrift und gehe zu 2a (aujere Iteration). 
3. Postprocessing: Sichere Aufsetzdaten, Graphik, etc. 
7.4 Probleme bei der Parallelisierung 
Aus Abbildung 7.1 wird ersichtlich, wo das Problem bei der Parallelisierung der SLM fÃ¼ die 
passive Advektion liegt. Der Anteil des seriellen Programmteils zur Erzeugung des Gitters an 
der gesamten Rechenzeit betrÃ¤g etwa 30%. Dieser Anteil wird bei Parallelisierung der Routinen 
fur die Berechnung der Trajektorienoperationen dominant. 
Mit Hilfe von Amdahls Gesetz (A.1) lÃ¤Â sich theoretisch zeigen, daÂ kein adÃ¤quate Speedup zu 
erreichen ist. Mit einem parallelen Anteil von 60% an der Gesamtrechenzeit kann der Speedup 
theoretisch nicht Å¸be 2,5 hinausgehen. Dieser Sachverhalt ist in Abbildung 7.2 verdeutlicht. 
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Abbildung 7.1: Anteile der einzelnen Routinen an der gesamten Rechenzeit des Zeitschrittes (a: 
gemessen auf einer IBM RS/6000, b: gemessen auf einem Prozessor der KSR-1) 
Die Parallelisierung der Gitterroutinen wird in dieser Arbeit nicht weiter verfolgt, weil davon aus- 
gegangen wird, daÂ der Rechenzeitanteil der Gitterverfeinerung im Semi-Lagrange-Verfahren fÃ¼ 
die Flachwassergleichungen (dem eigentlichen Ziel der Arbeit) nicht mehr so stark ins Gewicht 
fÃ¤llt Die Ã¼brige Operationen sind dort wesentlich aufwendiger, so daÂ bis zu einer modera- 
ten Anzahl Prozessoren mit guter Skalierbarkeit des Gesamtverfahrens gerechnet werden kann 
(vergleiche Kapitel' 11). 
Abbildung 7.2: Amdahls Gesetz fÃ¼ 60% parallelen Programmteil, 16 Prozessoren und einer 
seriellen AusfÃ¼hrungszei von 1 (Links: Speedup, rechts: Effizienz) 
Kapitel 
Ergebnisse fÃ¼ die 
Semi-Lagrange-Methode 
8.1 Ãœbersich 
In diesem Kapitel werden die Eigenschaften der SLM anhand von experimentellen Ergebnissen 
beschrieben. ZunÃ¤chs ist es wichtig, die numerische Konsistenz des Verfahrens auch experimen- 
tell zu zeigen. Dazu wird ein Testbeispiel gerechnet, das auch in anderen Arbeiten (2.B. von 
Bermejo und Staniforth [25] und von Priestley [107]) verwendet wird. UrsprÃ¼nglic stammt das 
Beispiel des geschlitzten Zylinders von Zalesak [148]. 
Das Testbeispiel stellt hohe Anforderungen bezÃ¼glic der numerischen Reibung und der 
AuflÃ¶sun von scharfen Kanten an das Verfahren. Die Eigenschaften der adaptiven SLM im 
Hinblick auf die Genauigkeit werden im zweiten Abschnitt diskutiert. EinflÃ¼ss von Interpolati- 
onsroutine, Gradienten- und Trajektorienberechnung werden beschrieben. 
Eine der Neuerungen des hier vorgestellten Verfahrens ist die AdaptivitÃ¤ des Gitters. Verschie- 
dene Versuche mit und ohne lokale Gitterverfeinerung werden durchgefÃ¼hrt um den Einfluii der 
AdaptivitÃ¤ zu untersuchen. Im Abschnitt 8.3 werden Ergebnisse aus adaptiven Modellrechnun- 
gen denen aus global verfeinerten FÃ¤lle gegenÃ¼bergestellt 
Der Abschnitt 8.5 beschreibt die Ergebnisse der Parallelisierung. Die parallelen Teile des Verfah- 
rens sind gut skalierbar. Das Modellproblem mit global verfeinertem Gitter ist ebenfalls parallel 
effizient. Lediglich bei adaptiver (lokaler) Gitterverfeinerung werden die seriellen Gitterrouti- 
nen zum Flaschenhals fÃ¼ die Parallelisierung. Im letzten Abschnitt dieses Kapitels wird eine 
Zusammenfassung gegeben. 
Das Implementierte Verfahren ist als Flufidiagramm in Abbildung 8.1 dargestellt. Die Varianten 
der Trajektorienberechnung und die Interpolationsmethoden sind rechts neben den entsprechen- 
den Programmteilen angegeben. 
8.2 Numerische Eigenschaften der SLM 
Ein Standard-Modellproblem fÃ¼ Verfahren zur LÃ¶sun von Advektionsproblemen ist von Zalesak 
[148] eingefÃ¼hr worden. Es ist in Abbildung 8.2 dargestellt. 
Beispiel 8.1 (Geschlitzter Zylinder) Die passive Advektionsgleichung (5.1) wird m i t  den 
folgenden Bedingungen gelÃ¶st 
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Abbildung 8.1: Flufidiagramm des SLM-Verfahrens, angegeben sind implementierte alternative 
Methoden fÃ¼ die Trajektorienberechnung und die SLM-Interpolation, die grau unterlegten Teile 
sind parallelisiert 
8.2. Numerische Eigenschaften der SLM 
Abbildung 8.2: Anfangsbedingung fÃ¼ das Problem 8.1 des geschlitzten Zylinders (Schnitt ent- 
lang der r-Achse, Oberflachcnansicht) 
1. Das Rechengebiet sei Q = [-i, $1 X [-9, $1. 
2. Die Anfangsbedingung sei durch eine Funktion u(x,t  = 0) == uO(x) gegeben, die innerhalb 
eines geschlitzten Zylinders den Wer t  vier und auJ?erhalb den Wert  n,ull annimmt .  Der 
Zylinder habe den  Radius 0,15, das Zentrum i m  Punkt (-+,0), der SclilitÂ¥ habe die LÃ¤ng 
0,22 und die Breite 0,0& 
3. Der Wind a sei gegeben durch a = -U(-3, X) mi t  0; = 0.3636 X 1 0 .  
4.  Die ZeitschrittlÃ¤ng fÃ¼ den Referenzlauf ist At = 1800 s. 
ZunÃ¤chs werden einige Versuche mit unterschiedlichen Interpolations- und GradientenschÃ¤t 
zungsalgorithinen angegeben. DaÂ lineare Interpolation fÃ¼ die Berechnung der stromaufwÃ¤rt 
gelegenen Werte nicht ausreicht sieht man in der Abbildung 8.3. Bereits nach einer Umdrehung 
ist der geschlitzte Zylinder stark ,,erodiertu. 
Um die Genauigkeit des Verfahrens untersuchen und mit anderen Ergebnissen aus der Literatur 
vergleichen zu kÃ¶nnen werden diagnostische GrÃ¶Â§ berechnet und angegeben. Analog zur Ar- 
Abbildung 8.3; Geschlitzter Zylinder nach einer Umdrehung mit linearer Interpolation (Schnitt 
entlang der x-Achse, OberflÃ¤chenansicht 
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Abbildung 8.4: R F M ,  R S M  und ~ ~ - N o r r n  fÃ¼ zwei Umdrehungen und die vier Kombinationen 
von Interpolation und Gradientenschatzer 
beit von Bermejo und Staniforth [25 ]  werden die ersten beiden Momente, R F M  (erstes Moment) 
und R S M  (zweites Moment), aus (6.13) und (6.14) angegeben. Die L'-Norm ist die Summe des 
Dissipationsfehlers und des Dispersionsfehlers, die in der zitierten Arbeit angegeben werden. Ein 
Vergleich des gesamten numerischen Fehlers laÂ§ sich also anstellen. 
Die im Abschnitt 6.4 angegebenen verschiedenen Verfahren zur Berechnung von Interpolation 
und Gradient (siehe Abb. 8.1) wurden auf ihre Genauigkeit untersucht und miteinander vergli- 
chen. In Abbildung 8.4 sind die diagnostischen GrÃ¶Â§ R F M ,  R S M  und L2-Norm angegeben. 
FÃ¼ die ersten Momente zeigen die Verfahren mit GradientenschÃ¤tze von Akima deutliche Ãœber 
legenheit, vor allem in Kombination mit der Interpolation von Montefusco et al. Die Werte fÃ¼ 
die zweiten Momente und die L 2 - ~ o r m  liegen bei allen Routinen eng zusammen. Die Vorteile, 
die hier durch den Gradientenschatzer von Klucewicz erzielt werden sind so gering, daÂ fÃ¼ die 
weiteren Tests die Kombination Interpolation von Montefusco et al. und Gradienteschatzer von 
Akima verwendet wird. 
Die Genauigkeit des Verfahrens hÃ¤ng im wesentlichen von der Interpolation und weniger von 
der Extrapolation der TrajektorienstÃ¼ck ab. Die Abbildungen 8.5 bis 8.8 stellen jeweils die 
diagnostischen Werte mit exakten und mit iterativ berechneten TrajektorienstÃ¼cke dar. Der 
Vergleich von exakten mit iterativ berechneten am zeigt fÃ¼ die passive Advektion mit bekann- 
tem Wind kaum signifikante Unterschiede. Lediglich bei der reinen bikubischen Interpolation 
ohne Monotonie oder Masseerhaltung sind Unterschiede beim RFM-Wert feststellbar. 
Abbildung 8.5: R F M ,  R S M  und ~ ' - N o r m  fÃ¼ fÃ¼n Umdrehungen mit bikubischer Interpolation 
und exakt, bzw. iterativ berechneten TrajektorienstÃ¼cke 
8.2. Numerische Eigenschaften der SLM 
Abbildung 8.6: Wie Abbildung 8.5, jedoch mit bikubischer Interpolation und clipping 
Abbildung 8.7: Wie Abbildung 8.5, jedoch mit bikubischer QMSL-Interpolation 
Abbildung 8.8: Wie Abbildung 8.5, jedoch mit bikubischer, quasi masseerhaltender Interpolation 
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Abbildung 8.9: Wie Abbildung 8.2, jedoch nach fÃ¼n Umdrehungen fÃ¼ bikubische Interpolation, 
Interpolation mit Clipping, QMSL-Interpolation und masseerhaltende Interpolation (von links) 
8.3. Eigenschaften des adaptiven Gitters 
Abbildung 8.10: Elemente, die in die Berechnung des Gradienten an1 zentralen Knoten eingehen. 
A. bei globaler Verfeinerung, B. bei lokaler Verfeinerung in der NÃ¤h einer Kante der Funktion 
Die diagnostischen GrÃ¶Â§ der vier vorgestellten Varianten der bikubischen SLM-Interpolation 
(reine bikubische Spline-Interpolation, Interpolation mit clipping, quasi-monoton bzw. quasi- 
konservativ) werden gegenÃ¼bergestellt In Abbildung 8.9 sind auÂ§erde die advektierten Punk- 
tionen nach fÃ¼n Umdrehungen angegeben. Wird lediglich bikubische Spline-Interpolation ver- 
wendet, so kommt es an den Kanten des Zylinders zu massivem Ãœber und Unterschwingen 
(overshooting/ undershooting). Die in den Abschnitten 5.5.2 und 5.5.3 beschriebenen Verfahren 
zur monotonen und masseerhaltenden Interpolation ergeben sehr viel ansprechendere Ergeb- 
nisse. Die numerische Dissipation ist zwar geringfÃ¼gi htiher, aber Oszillationen verschwinden 
ganz. 
Dabei nimmt die Rechenzeit nicht wesentlich zu. Durch die AdaptivitÃ¤ des Verfahrens verkÃ¼rz 
sich die absolute Rechenzeit sogar, weil weniger Elemente verfeinert werden. Dieses Verhalten 
ergibt sich aus der Tatsache, daÂ die Oszillationen eine grÃ¶fier FlÃ¤ch des Rechengebietes Ã¼ber 
decken als der Zylinder selbst. 
8.3 Eigenschaften des adaptiven Gitters 
Im Abschnitt 8.2 wurde gezeigt, daÂ die Genauigkeit des Verfahrens fast ausschliefilich von der 
GÃ¼t der Interpolation abhÃ¤ngt Die Interpolation, insbesondere die Lokalisierung der zugrun- 
deliegenden Werte, hÃ¤ng aber wiederum wesentlich vom Gitter ab. 
Bei globaler Gitterverfeinerung hat man an allen Stellen des Rechengebietes eine gleichbleibende 
LokalitÃ¤ der Daten, die fÃ¼ die Interpolation herangezogen werden. Das ist bei lokal verfeinerten 
Gittern nicht unbedingt so. Das Kriterium fÃ¼ Gitterverfeinerung ist der Gradient der advek- 
tierten Funktion. Es wird also in der NÃ¤h steiler Kanten verfeinert. Bei der Interpolation eines 
Wertes in der NÃ¤h einer steilen Kante kÃ¶nne daher Unterschiede zwischen lokaler und globa- 
ler Verfeinerung auftreten, weil beim lokal verfeinerten Gitter die Knotenwerte mÃ¶glicherweis 
weiter vom interpolierten Punkt entfernt liegen. Abbildung 8.10 veranschaulicht dies. 
Experimente mit lokaler und globaler Verfeinerung - jeweils mit quasi-konservativer Interpola- 
tion - wurden durchgefÃ¼hrt Die Ergebnisse sind in Abbildung 8.11 gegenÃ¼bergestellt Es zeigt 
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Abbildung 8.11: RFM, RSM und L2-Norm fÃ¼ fÃ¼n Umdrehungen mit global und lokal verfei- 
nertem Gitter und quasi-konservativer Interpolation 
sich, daÂ die lokal verfeinerte Verfahrensvariante tatsÃ¤chlic nur minimal von der global verfei- 
nerten abweicht. Das Gitter wird in einem Umkreis um die steilen Kanten verfeinert, so daÂ die 
Abweichungen gering bleiben. 
Drei Zustande des lokal verfeinerten Gitters sind in Abbildung 8.12 abgebildet. Das Gitter folgt 
den Kanten des geschlitzten Zylinders, wobei die Flache mit Elementen der feinsten Verfei- 
nerungsstufe mit fortschreitender Integration zunimmt, weil die Zylinderkanten weniger scharf 
werden. 
8.3. Eigenschaften des adaptiven Gitters 
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Abbildung 8.12: Das lokal verfeinerte Gitter am Anfang, nach 118 und 114 Umdrehung 
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Abbildung 8.13: RFM, RSM und L2-Norm fÃ¼ zwei Umdrehungen mit quasi-konservativer 
Interpolation mit exakten Trajektorien. ZeitschrittlÃ¤ng 900/1800/3600 s 
Die Semi-Lagrange-Methode ist absolut, d.11. unabhÃ¤ngi von der ZeitschrittlÃ¤nge stabil. Da 
die passive Advektion mit einem bekannten Wind ein lineares Problem ist, kann mit exakt be- 
rechneten Trajektorien die ZeitschrittlÃ¤ng beliebig gewÃ¤hl werden. FÃ¼ die Experimente dieses 
Abschnitts wird der Zeitschrift 900,1800 bzw. 3600 Sekunden lang gewÃ¤hlt FÃ¼ eine Umdrehung 
werden also 192, 96 bzw. 48 Zeitschritte beniitigt. Da die Anzahl der Interpolationen im letzten 
Fall am geringsten ist, sind die Rechenergebnisse bei exakter Berechnung der Trajektorien am 
besten. 
Die Abbildungen 8.13 und 8.14 zeigen die Ergebnisse fÃ¼ erste und zweite Momente sowie fÃ¼ die 
L2-Norm mit den drei verschiedenen ZeitschrittlÃ¤ngen Dabei wird im einen Fall mit exakten und 
im anderen Falle mit den iterierten Trajektorien gerechnet. Wenn die Trajektorien mit Hilfe der 
Iteration (5.6) berechnet werden, dann darf die ZeitschrittlÃ¤ng nicht zu groÂ gewÃ¤hl werden. 
Die Berechnung der Anfangspunkte der TrajektorienstÃ¼ck wird sonst zu ungenau. FÃ¼ die 
kurzen Zeitschritte unterscheiden sich die Ergebnisse nicht, bei 3600 Sekunden ZeitschrittlÃ¤ng 
ist jedoch die T^-Norin des Tests mit iterierten Trajektorien deutlich schlechter als mit exakten 
Trajektorien. 
Abbildung 8.14: Wie Abbildung 8.13, jedoch mit iterierten Trajektorien 
8.5. Parallele Leistung der SLM 
Abbildung 8.15. Zeit f ~ r  einen Zeitschritt, paralleler Speedup und parallele Effizienz fÃ¼ das 
Advektionsvc~rfahren. globale und lokale Verfeinerung, SLM-Routinen und Gesamtprogramm 
Im Kapitel 7 wurde die MÃ¶glichkei der Parallelisierung von SLM beschrieben. Auch die Be- 
schrÃ¤nkun der Effizienz durch die serielle Gittergenerierung wurde erÃ¶rtert Die theoretischen 
Ãœberlegunge des Kapitels 7 werden hier mit experimentellen Daten untermauert. 
In Abbildung 8.15 sind die Zeit fÃ¼ einen Zeitschritt des Verfahrens (in Sekunden), der Speedup 
und die Effizienz fÃ¼ das Advektionsproblem dargestellt. Die Anzahl der Knoten betrÃ¤g fÃ¼ den 
global verfeinerten Fall 33025, die Anzahl der Elemente des feinsten Gitters betrÃ¤g 65536. FÃ¼ 
den lokal verfeinerten Fall sind 1858 Knotenpunkte und 3695 Elemente vorhanden. In der inneren 
(adaptiven) Schleife des lokal verfeinerten Verfahrens werden sieben Iterationen benÃ¶tigt um zu 
einem befriedigenden Gitter zu kommen. 
Wegen der geringen Knotenzahl ist die Zeit fiir den SLM-Teil des lokal verfeinerten Verfahrens 
auch bei sieben inneren Iterationen kleiner als im global verfeinerten Testlauf. Die SLM-Routinen 
sind im lokal verfeinerten Fall sehr effizient. Unterschiede zum global verfeinerten Lauf ergeben 
sich vor allem durch die Notwendigkeit der erneuten Datenverteilung, wenn sich das Gitter 
geÃ¤nder hat. 
Die parallele Leistung der SLM-Routinen ist sehr gut. Sowohl mit lokal verfeinertem Gitter 
als auch mit globaler Verfeinerung erreichen die parallelisierten SLM-Routinen hohe parallele 
Effizienz (80-90%). Die Leistung des gesamten Programms ist bei globaler Verfeinerung sehr gut. 
Eine parallele Effizienz von etwa 85% bei einer Prozessorzahl zwischen 6 und 26 wird erreicht. 
Das ist auch auf der relativ effizienten KSR,-1 ein sehr guter Wert. Die Effizienz ist dabei in 
diesem Bereich fast konstant. Es ist davon auszugehen, daÂ das Verfahren global verfeinert gut 
skaliert. Die angegebenen Zeiten beziehen sich auf den fÃ¼nfte Zeitschritt. Die Datenverteilung 
ist also schon vorgenommen worden, durch die Index-Arrays mÃ¼sse Daten nicht mehr bewegt 
werden. Der erste Schritt der Zeititeration benÃ¶tig aufgrund der notwendigen Datenverteilung 
etwa 10% mehr Zeit als die folgenden Schritte. 
In Abbildung 8.16 ist die Lastverteilung auf zehn KSR,-1 Prozessoren dargestellt. Jeder Balken 
m der Graphik veranschaulicht die Arbeitslast eines Prozessors, verschiedene Muster bezeichnen 
verschiedene Programmsegmente. Die meiste Zeit wird in der Interpolation verbraucht (lange, 
nach rechts unten schraffierte Balken). Vor der Interpolation ist (als kleines Trapez) die paralleli- 
sierte Trajektorienberechnung erkennbar. Nach der Interpolation werden die neuen Knotenwerte 
ebenfalls parallel berechnet. Gitterroutinen entfallen bei globaler Verfeinerung. Ohne die seri- 
elle Gittergenerierung in jedem Zeitschritt kann fast optimale Lastverteilung und ParallelitÃ¤ 
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erreicht werden. 
Die parallele Leistung des Gesamtverfahrens fÃ¼ den lokal verfeinerten Fall ist schlecht. Der 
Grund liegt in der Dominanz der seriellen Gitterverfeinerungsroutinen. Selbst theoretisch kann 
die Effizienz des Gesamtverfahrens bei einem seriellen Anteil von ca. 30% nicht Ã¼be 0,15 liegen 
(siehe Abschnitt 7.4). In Abbildung 8.17 ist die Lastverteilung und ParallelitÃ¤ des Program- 
mes fÃ¼ lokale Verfeinerung dargestellt. Es ist erkennbar, daÂ die SLM-Routinen (vor allem 
die Interpolation) gut parallelisiert sind und die Last gleich verteilt ist. Der serielle Anteil der 
Gitterroutinen auf Prozessor 0 ist jedoch stark dominierend. 
8.6 Zusammenfassung 
Eine Implementierung der Semi-Lagrange-Methode fÃ¼ die Advektionsgleichung liegt vor, mit 
deren Hilfe die Eigenschaften von Interpolation, Gradientenberechnung, Gitteranpassung, und 
Parallelisierungsstrategie untersucht werden kÃ¶nnen Das Modellproblem, der geschlitzte Zylin- 
der als Anfangsbedingung der passiven Advektionsgleichung in zwei Dimensionen, eignet sich 
fÃ¼ die Ermittlung des numerischen Dispersions- und Dissipationsfehlers, weil sie reibungsfrei 
und ohne Quellen die Form der Anfangsbedingung erhÃ¤lt 
Das Programm umfaÂ§ etwa 10500 Zeilen Fortran Code. Neben den wesentlichen Routinen des 
SLM-Algorithmus sind einige Diagnoseroutinen enthalten. Das Programm enthÃ¤l aui3erdem 
die wichtigsten Mechanismen zur DurchfÃ¼hrun komplexer Experimente. ModellzustÃ¤nd sind 
speicherbar, damit das Experiment an beliebigen Punkten neu aufgesetzt werden kann. Einige 
elementare Graphikroutinen stehen zur VerfÃ¼gung mit denen der Lauf des Programms Ã¼ber 
wacht werden kann, auÂ§erde lassen sich Graphikdaten fÃ¼ die weitere Verarbeitung mit Matlab 
oder gnuplot auslesen. 
Der neue adaptive Semi-Lagrange-Algorithmus erweist sich als geeignet lokal hohe AuflÃ¶sun 
- und damit Genauigkeit - des Verfahrens zu gewÃ¤hrleisten ohne die Grenzen beschrÃ¤nkte 
Hardwareressourcen zu Ã¼berschreiten 
Es kann der Nachweis erbracht werden, daÂ auch mit irregulÃ¤re Gittern genaue und effiziente In- 
terpolation und Trajektorienberechnung mÃ¶glic ist. Gute numerische Ergebnisse kÃ¶nne mit bi- 
kubischer Spline-Interpolation fÃ¼ die Berechnung stromaufwÃ¤rt gelegener Werte erzielt werden. 
Dabei werden Algorithmen verwendet, die in Programmbibliotheken ( n e t l i b )  zur VerfÃ¼gun 
stehen. 
Die SLM eignet sich besonders fÃ¼ die Parallelisierung, weil alle Berechnungen entlang der Tra- 
jektorien unabhÃ¤ngi voneinander sind. Die hervorragende Parallelisierbarkeit kann auch expe- 
rimentell gezeigt werden. Dabei ist die Strategie, Knoten mit Hilfe von Index-Arrays fest den 
Prozessoren zuzuweisen, sehr erfolgreich, weil der Kommunikationsaufwand minimiert wird. Im 
implementierten Verfahren fÃ¼hre lediglich die seriellen Gitterroutinen bei lokaler Gitterverfei- 
nerung auf vielen Prozessoren zu Ineffizienz. Die Parallelisierung der Gitterroutinen ist jedoch 
nicht Thema dieser Arbeit. DarÃ¼berhinau ist die serielle Dominanz dieses Programmteils im 
Semi-Lagrange-Verfahren fÃ¼ die Flachwassergleichungen (Teil 111) bei moderaten Prozessorzah- 












Abbildung 8.16: Darstellung der Lastverteilung und der ParallelitÃ¤ fÃ¼ einen Zeitschrift des 
Advektionsverfahrens bei globaler Verfeinerung mit einer inneren Iterationen auf 10 Prozessoren 
der KSR-1 
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Abbildung 8.17: Wie Abbildung 8.16, jedoch mit lokaler Verfeinerung und vier inneren Iteratio- 
nen 
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Die Ã¼bliche Gleichungen zur Beschreibung groÂ§skalige atmosphÃ¤rische oder ozeanischer Zir- 
kulation, die sogenannten Primitiven (Bewegungs-) Gleichungen, beschreiben sowohl die hori- 
zontalen, wie die vertikalen AbhÃ¤ngigkeite der ZustandsgrÃ¶Â§e Fiir diese Gleichungen gibt es 
verschiedene numerische LÃ¶sungsverfahren die in der Hauptsache auf finiten Differenzen und 
spektralen Methoden basieren. 
Die wesentlichen numerischen Schwierigkeiten bei der LÃ¶sun der Primitiven Gleichungen treten 
aber schon in einem einfacheren zweidimensionalen Zusammenhang, den sogenannten Flachwas- 
sergleichungen auf. Sie werden daher hÃ¤ufi als Testfall fÃ¼ neue numerische Verfahren verwendet 
[142]. 
Die Flachwassergleichungen (oder Primitiven Gleichungen in einer Schicht) beschreiben das 
Verhalten einer rotierenden, homogenen, inkompressiblen und hydrostatischen FlÃ¼ssigkei mit 
einer freien, endlichen OberflÃ¤chenhÃ¶ [48]. Sie entsprechen in ihrer mathematischen Form den 
barotropen Gleichungen, die bei den meisten LÃ¶sungsverfahre fÃ¼ die Primitiven Gleichungen 
auftreten. 
Sadourny beschreibt ein FDM-Modell fÃ¼ die Flachwassergleichungen [114]. Das Modell benutzt 
eine explizite leap-frog Zeitdiskretisierung und ein Ã¤quidistante uniformes Rechteckgitter fÃ¼ die 
rÃ¤umlich Diskretisierung. Es stellt die einfachste mÃ¶glich Diskretisierung der Flachwasserglei- 
chungen dar und ist daher unflexibel und nur mit sehr kurzen Zeitschriften zu betreiben. Der 
Anspruch dieses Modells ist jedoch nicht, als Modellierungssoftware zu dienen. Es ist vielmehr 
zu akademischen Zwecken erstellt worden. 
Ein weiteres bekanntes Modell fÃ¼ die Flachwassergleichungen, das in der Implementierung sehr 
viel kompletter und als Testmodell fÃ¼ neue numerische Methoden gedacht ist, wird von Hack 
und Jakob beschrieben [54]. Dieses Modell verwendet die spektrale Transformationsmethode 
zur LÃ¶sun der Gleichungen. Es ist numerisch effizient und prÃ¤sentier den aktuellen Stand der 
Technik in der Modellierungssoftware, die auch fÃ¼ Produktionsmodelle zur VerfÃ¼gun steht. 
Es gibt viele weitere AnsÃ¤tz zur numerischen Modellierung [145, 69, 76, 441. Alle Modelle weisen 
jedoch eine oder mehrere BeschrÃ¤nkunge auf. Dazu gehÃ¶rt daÂ sie die rÃ¤umlich AuflÃ¶sun 
nicht den physikalischen PhÃ¤nomene anpassen kÃ¶nnen daÂ sie bei der Berechnung der RÃ¤nde 
und Randbedingungen unflexibel sind und daÂ ihre ZeitschrittlÃ¤ng durch das CFL-Kriterium 
beschrÃ¤nk ist, so daÂ bei hÃ¶here rÃ¤umliche AuflÃ¶sun die Zeitschritte verkÃ¼rz werden mÃ¼ssen 
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Es  ist daher heute nur mit den grÃ¶Bte verfÃ¼gbare Computern Ã¼berhaup mÃ¶glich bis in 
Mesoskalenbereiche hinein aufzulÃ¶sen 
Die adaptive Semi-Lag~ange-Finite-Elemente-Methode (ASLM), die in diesem Teil neu eingefÃ¼hr 
wird, setzt an diesem Punkt an. Durch AdaptivitÃ¤ soll die rÃ¤umlich AuflÃ¶sun den tatsÃ¤chli 
chen physikalischen Prozessen besser angepaÂ§ werden. Durch die Verwendung von FEM fÃ¼ die 
rÃ¤umlich Diskretisierung soll die Behandlung von Randbedingungen und die Darstellung von ir- 
regulÃ¤re RÃ¤nder vereinfacht werden. Schliefllich soll durch die Verwendung der (bedingungslos 
stabilen) Semi-Lagrange-Methode zur Zeitdiskretisierung die BeschrÃ¤nkun der ZeitschrittlÃ¤ng 
gelockert werden. 
In den folgenden Abschnitten werden zunÃ¤chs die Flachwassergleichungen eingefÃ¼hrt Die Her- 
kunft der Gleichungsterme soll dabei kurz erlÃ¤uter werden. Die Diskretisierung mit Hilfe von 
FEM und Semi-Lagrange-Methode wird vorgestellt. Dabei wird von einem vereinfachten Problem 
in ebenen Koordinaten ausgegangen. Schliefilich wird das Modellproblem mit Anfangsbedingun- 
gen und ein Referenzmodell mit FDM-Diskretisierung vorgestellt. 
Die Flachwassergleichungen 
In diesem Teil sollen die Flachwassergleichungen eingefÃ¼hr werden. Ausgangspunkt fÃ¼ die Her- 
leitung sind die Bewegungsgleichungen (Impulsgleichungen) und die KontinuitÃ¤tsgleichun fÃ¼ 
eine FlÃ¼ssigkei auf der rotierenden Kugel. Dabei werden die Dichte p(x, t )  und die Geschwin- 
digkeit V ( x ,  t)  = (U(x, t ) ,  V(x,  t ) ,  W(x: t)) als beschreibende GrÃ¶Â§ verwendet (X = (X, y, z )  
Ortsvektor). Die KontinuitÃ¤tsgleichun lautet: 
Gleichung (9.1) beschreibt die Erhaltung der Masse (der FlÃ¼ssigkeit) Der erste Term stellt die 
zeitliche DichteÃ¤nderun dar, der zweite Term die VolumenÃ¤nderung 
Das zeitliche (totale) Differential lÃ¤Â sich auch in der folgenden Form schreiben (Eulersche 
Form) : 
Den ~ e w e ~ u n g s ~ l e i c h u f i ~ e n  l egt das Zweite Newtonsche Bewegungsgesetz (F = ma) zugrunde. 
Angewendet auf die relevanten KrÃ¤ft in Ozean oder AtmosphÃ¤r lauten sie (in Vektorform): 
Die Aussage der Gleichungen ist: Die zeitliche Anderung der Geschwindigkeit wird bestimmt 
durch die DruckÃ¤nderung die Corioliskraft, die Gravitationskraft und andere zusammengefaflte 
KrÃ¤ft (z.B. Reibungskraft). Dabei ist 0 die Winkelgeschwindigkeit der Erde, p der Druck und 
F die Summe weiterer Beschleunigungen (siehe [48, 93, 102, 1051). 
FÃ¼ die Herleitung der Flachwassergleichungen wird eine FlÃ¼ssigkei von konstanter und unifor- 
mer Dichte angenommen. Die HÃ¶h der FlÃ¼ssigkeitsschich Ã¼be einer angenommenen Nullinie 
z = 0 ist h(x, y, t). Die Bodentopographie wird durch hB(x, y) beschrieben. Es gebe eine cha- 
rakteristische GrÃ¶Â H fÃ¼ die HÃ¶henausdehnun (h - A B )  der FlÃ¼ssigkei (z.B. die gemittelte 
HÃ¶he) H charakterisiert auch die GrÃ¶Benordnun der vertikalen Geschwindigkeitskomponente. 
AuBerdem sei L eine charakteristische GrÃ¶Â fÃ¼ die horizontalen Geschwindigkeitskomponenten 
(siehe Abb. 9.1). 
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Mehrere Schritte sind fÃ¼ die Diskretisierung notwendig. ZunÃ¤chs wird die semi-implizite Semi- 
Lagrange-Formulierung der Gleichungen eingefÃ¼hrt Dabei werden die Ergebnisse des Abschnit- 
tes 5.3 verwendet, um die Gleichungen aufzustellen. 
Die diskreten Gleichungen werden so modifiziert, daÂ man eine elliptische Differentialgleichung 
fÃ¼ die geopotentielle HÃ¶h erhÃ¤lt Die LÃ¶sun des elliptischen Problems dient dann zur Berech- 
nung der Geschwindigkeitskomponenten. Das elliptische Problem wird mittels der FEM gelÃ¶st 
Dazu muÂ die schwache Formulierung gefunden werden. 
Die Flachwassergleichungen seien auf dem Rechteck G = [xmzn, xmaJ X [ymin, ymax] Ti2 gege- 
ben. Die Gleichungen lauten unter Verwendung des totalen Differentials (9.2): 
Dabei ist V = (U ,  V )  der Geschwindigkeitsvektor, f = 20s iny  der Coriolisparameter, ( X ,  y )  
LÃ¤nge bzw. Breite, 0 die Erdrotation, und @ die geopotentielle HÃ¶he X y  bezeichne die partielle 
Ableitung mit v = X, y, X = U, V,  @. 
Wenn zusÃ¤tzlich Terme in die Impulsgleichungen (9 .6) ,  (9.7) eingehen und die rechten Seiten 
inhomogen angenommen werden, kÃ¶nnt man die Gleichungen modifizieren zu: 
A = A ( x ,  y ,  t )  und B = B ( x ,  y ,  t )  seien unabhÃ¤ngi von U ,  V, CI, Rk = Rk[x ,  y,  t ) ,  k = 1,2,3.  
Die KontinuitÃ¤tsgleichun (9.8) ist Ã¤quivalen zu der folgenden Formulierung: 
Die Semi-Lagrange-Form der Flachwassergleichungen wird fÃ¼ die Gleichungen (9.9) bis (9.11) 
angegeben. Aus den Ergebnissen des Abschnitts 5.3 erhÃ¤l man die diskrete Form der Gleichun- 
gen: 
Dabei steht X ^  fÃ¼ den Wert der GrÃ¶Â am Gitterpunkt zur neuen Zeit X ( x ,  t + At) und X O  
fÃ¼ den Wert am stromaufwÃ¤rt gelegenen Punkt zur  alten Zeit X ( x  - a,  t ) .  Die Terme auf der 
linken Seite werden implizit behandelt. 
Die numerische Behandlung von (9.15) bereitet Schwierigkeiten, weil durch die implizite Behand- 
lung der geopotentiellen HÃ¶h @ in der unten hergeleiteten elliptischen Gleichung ein schwach 
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nichtlinearer Term auftritt. Daher wird hÃ¤ufi eine semi-implizite Formulierung der KontinuitÃ¤ts 
gleichung gewÃ¤hlt Zwei verschiedene semi-implizite Formen von (9.15) kÃ¶nne angegeben wer- 
den. Die erste Form berÃ¼cksichtig zwar die Divergenz in impliziter Form, die geopotentielle 
HÃ¶h wird aber explizit verwendet: 
In der zweiten Version wird @ in zwei Komponenten, einen konstanten mittleren Wert $ und 
eine zeitabhÃ¤ngig Abweichung @' = <^ '(X, y, t )  aufgespalten: 
@ ( z , y , t ) = Â ¥ S + @ ' ( x , y , t )  (9.17) 
Dabei wird angenommen, daÂ @' << 6.  Diese Darstellung hat auch Auswirkungen auf die Form 
der Flachwassergleichungen, weil die Ableitungen lediglich von @' abhÃ¤ngen 
Die semi-implizite Formulierung der KontinuitÃ¤tsgleichun wird gewonnen, indem @' explizit 
verwendet wird: 
Die zugehÃ¶rige diskretisierten Impulsgleichungen lauten: 
Um nun ein elliptisches Problem zu erhalten, ist folgende Vorgehensweise mÃ¶glich 
1. Setze die Impulsgleichungen (9.13) und (9.14) wechselseitig ein. 
2. Bilde die Divergenz der beiden Gleichungen und erhalte einen Ausdruck fÃ¼ (Uf + V:). 
3. Setze die so erhaltene rechte Seite in (9.16) oder (9.21) ein und erhalte ein elliptisches 
Problem fÃ¼ @+. 
Die Umformung von (9.13) und (9.14) ergibt: 
Dabei ist: 
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Die Divergenz ergibt: 
At uf + V,* = -T [ ( C ^ ? ) ,  - (^) Y - (P*?), + (P^?),] 
Einsetzen in (9.16) ergibt: 
Einsetzen in die zweite Gleichung (9.21) ergibt: 
Die Diskretisierung von (9.27) bzw. (9.28) mit Hilfe der FEM erfolgt, indem mit den FEM- 
Basisfunktionen skalar multipliziert wird (siehe Abschnitt 1.2). 
Das Problem (9.27) bzw. (9.28) sei in vereinfachter Form gegeben: 
( 4 ^ x ) ,  + (4^9 ) , ,  - (P^,),, + - X ^  = R (9.29) 
Multiplikation mit der Testfunktion b und Integration Ã¼be dem Rechengebiet G ergibt: 
Mit Hilfe der FEM-Darstellung der Funktion Q ,  
^(x,Y) = y^ ^ i b i ( ~ , ^ / ) ,  
wobei <i>, Koeffizienten, bi FEM-Basisfunktion zum Knoten i, und i = 1 , .  . . , N fÃ¼ die Knoten, 
sowie partieller Integration erhÃ¤l man ein lineares Gleichungssystem, 
wobei 
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und 
a(b,, bj) := f -$(Vbi . Vbj) + b(Vbi - 76,) - x(bibJ) d5,  
G 
Dabei seien die Operatoren V und V definiert: 
Der Ausdruck a(b,, bj) kann weiter vereinfacht werden. Das Integral Ã¼be das Gebiet Q lÃ¤fi sich 
in die Summe der Integrale Å¸be die Dreiecke T der Triangulierung T zerlegen: 
Da die Gradienten der Basisfunktionen b; lokal konstant sind, lÃ¤fl sich die Summe auch schrei- 
ben: 
a(bÃ by) = [-(vbi . Vbj) f 4 dT + (76, .  V&,) f <p dT - 
^T T T 1 
Das Gleichungssystem (9.32) kann mit einem geeigneten Loser (z.B. BiCGSTAB-Verfahren mit 
PrÃ¤konditionierung gelÃ¶s werden. 
9.4 Dimensionslose Gleichungen 
Die Gleichungen des letzten Abschnitts kÃ¶nne zu numerischen InstabilitÃ¤te fÃ¼hren weil die 
Terme in den Gleichungen sehr verschiedene GrÃ¶flenordnunge aufweisen. Eine MÃ¶glichkei diese 
Unausgewogenheit auszugleichen, besteht darin, charakteristische GrÃ¶fle einzufÃ¼hren und die 
Gleichungen damit so zu skalieren, daÂ die Unbekannten in der GrÃ¶flenordnun 0(1) liegen. 
Werden die charakteristischen Grofien mit Dimensionen behaftet und mit den Tennen skaliert, 
so lassen sich dimensionslose Gleichungen formulieren. 
ZunÃ¤chs werden die Dimensionen der einzelnen Terme der Geichungen (9.9)-(9.11) untersucht. 
FÃ¼ (9.9) gilt: 
Analoges gilt fÃ¼ (9.10); fÃ¼ (9.11) ergibt die Analyse der Dimensionen: 
Mit diesen Informationen kÃ¶nne nun charakteristische GrÃ¶Â§ fÃ¼ die verschiedenen Variablen 
angesetzt werden. Damit kann dann jede Variable mit Hilfe einer dimensionslosen Variable und 
der zugehÃ¶rige charakteristischen GrÃ¶fl dargestellt werden: 
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FÃ¼ die zusÃ¤tzliche Antriebsterme mÃ¼sse entsprechende charakteristische GrÃ¶Â§ gefunden 
werden, hier werden zunÃ¤chs folgende Parametrisierungen angenommen, die sich aus der  Ana- 
lyse der Dimensionen ergeben: 
Damit kÃ¶nne nun die Gleichungen (9.9)-(9.11) in der folgenden Form geschrieben werden: 
L *I&?- d u  [W?+ [ A L  [$IR*, (9.33) 
[ ,  [F] /^I5 = [^. (9.34) 
G H  d<S> L L [ I  X + [ ~ f f l * ( [ ~ ]  C'S+ [=I V Ã ˆ  = [$I &. (9.35) 
Nach Umformung der Faktoren zu ebenfalls dimensionslosen Zahlen ergibt sich das folgende 
dimensionslose Gleichungssystem: 
<+ [F] & t - [ F T ] / ? + j  = kl, (9.36) d t  
Die diskretisierte Form der Gleichungen (9.36)-(9.38) lautet analog zur Darstellung in (9.13)- 
(9.15): 
U + - Å ¸  $++$Â ( / v ) + + ( / ? ) ~  A + + A Â  -$U% + A- 2 +- - 2 (9.39) Ai 2 
Dabei seien 
,LL = [FT] .  
Entsprechend sind die semi-impliziten Formen zu modifizieren. Auch die Formulierung mit auf- 
gespaltetem @ lassen sich in analoger Weise schreiben. 
Das elliptische Problem gewinnt man wiederum analog zur Vorgehensweise im letzten Abschnitt. 
Die modifizierten Gleichungen, die aus der Umformung von (9.39) und (9.40) hervorgehen, lau- 
ten: 
9.5. Modellproblem und numerisches Referenzmodell 
wobei jetzt 
Das elliptische Problem (9.27) in der dimensionslosen Form lautet: 
(9.44) 
A t A  
2 - 4 $121, + 7 ( u ; + V ; ) - T - -  
A t A  ( A t ) 2 A  ^ > o A ~ A ~  
Wenn zusÃ¤tzlic ^ > aufgespalten wird, kÃ¶nne die dimensionslosen Gleichungen formuliert wer- 
den: 
(9.45) 
46'0 + 2; - + 46" ktffl (U; + V;) - 7 -  $ A A ~  Q A ( A ~ ) ~  
wobei in diesem Fall fÃ¼ F1 und F2 gilt: 
In den VorschlÃ¤ge von Williams et al. [54] ist ein Standardtest unter dem Namen Rossby- 
Haurwitz Wellen angegeben. Diese stehenden Wellen stellen eine analytische LÃ¶sun der nicht- 
linearen barotropen Vorticitygleichung auf der SphÃ¤r dar. Die Anfangsbedingung ist durch die 
folgende Stromfunktion und die zugehÃ¶rig geopotentielle HÃ¶h gegeben (in sphÃ¤rische Koor- 
dinaten ( 0 ,  A, T)): 
Q0 = -a2u sin 0 + a 2 K  cosR 8sin 8 sin RA. (9.48) 
= a 2 ~ ( 0 )  + a 2 ~ ( 0 )  cos RA + a2c(e ' j  cos 2RA + 6 (9.49) 
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Dabei ist a der Erdradius, U .  R und K sind Konstanten und A, B und C sind gegeben durch: 
Die Anfangswerte der Geschwindigkeitskomponenten kÃ¶nne mit Hilfe des Gradienten der 
Stromfunktion berechnet werden: 
Referenzergebnisse des Modellproblems sind in [66] angegeben. 
Sadourny beschreibt ein FDM-Modell mit Ã¤hnliche Anfangsbedingungen, die jedoch i n  ebe- 
nen karthesischen Koordinaten gegeben sind [114]. Diese Anfangsbedingungen werden als Mo- 
dellproblem fÃ¼ die numerischen Tests der adaptiven Semi-Lagrange-Finite-Elemente-Methode 
verwendet. Sie sind gegeben durch ( K l ,  K2 Konstanten): 
'Sn = K i s i n x s i n y  
Qo = 7r2 K2 (COS 2 s  + cos 2y) + & 
Das FDM-Modell dient dariiberhinaus als Referenzmodell fÃ¼ Vergleiche. Es handelt sich um 
eine explizite Zeitdiskretisierung, die mit Hilfe eines Filters stabil gemacht wird. Die Differen- 
zenoperatoren sind mit geeigneten Mittelungsoperatoren so kombiniert, daÂ das resultierende 
numerische Verfahren energieerhaltend (bzw. enstrophieerhaltend) ist. 
Die Idee der Semi-Lagrange-Methode und die EinfÃ¼hrun von adaptiven Strukturen i n  dieses 
Verfahren wurden schon in Teil I1 vorgestellt. Das nezie Programm implementiert die dimen- 
sionslosen Gleichungen (9.36)-(9.38) in ebenen Koordinaten, wobei die geopotentielle HÃ¶h in 
einen konstanten Term und die zeitabhÃ¤ngig Abweichung aufgespalten ist. 
Der Programmaufl~au unterscheidet sich nicht grundsÃ¤tzlic von der Struktur, die in Teil I1 vor- 
gestellt wurde. Bei der Implementierung des Verfahrens fiir die Flachwassergleicl~ungen ergeben 
sich jedoch einige bedeutende Unterschiede und ErgÃ¤nzunge zum linearen Advektionsproblem, 
die in diesem Kapitel beschrieben werden sollen. 
Die Trajektorienberechnung muÂ hier mit Hilfe eines Extrapolationsschemas erfolgen. In  (5.10) 
ist das verwendete Schema angegeben. Im Gegensatz zur Implementierung der linearen Advek- 
tionsgleichung ist dazu ein Interpolationsverfahren notwendig-. Die GÃ¼t der Interpolation ist 
hier allerdings nicht kritisch, wie etwa bei der Interpolation der stromaufwÃ¤rt gelegenen Werte. 
In der Berechnung (und Interpolation) der rechten Seite mÃ¼sse recht aufwendige Terme ausge- 
wertet werden. Die auftretenden Ableitungen werden numerisch berechnet. Dazu bedarf es sta- 
biler und genauer Verfahren. Numerische Differentiation ist ein interessantes Forschungsgebiet, 
das hier nicht ausfiihrlich behandet werden kann [74]. In diesem Kapitel werden naive AnsÃ¤tz 
zur Stabilisierung und zur Verbesserung der GÃ¼t der Ergebnisse angegeben. Die Reihenfolge 
der Berechnungen ist fÃ¼ die Stabilit&t und Genauigkeit der rechten Seite nach Staniforth und 
CÃ¶t ebenfalls von Bedeutung [127]. 
Das entstehende elliptische Problem ist durch den EinfluÂ des Coriolisparameters nicht symme- 
trisch. Es muÂ mit einem LÃ¶sungsverfahre fÃ¼ unsymmetrische Probleme - in diesem Fall das 
Verfahren BiCGSTAB - gelÃ¶st werden. Als gut parallelisierender und hinreichend beschleuni- 
gender Vorkonditionierer wird die Jacobi-Prskonditionierung gewÃ¤hlt 
Die Anpassung des Gitters durch lokale Verfeinerung kann hier nicht einfach durch ein Kriterium 
erfolgen, das lediglich auf den Gradienten der Funktion aufbaut. Es ist zwar prinzipiell denkbar 
(und in der Praxis wird dieser Weg auch beschritten), bestimmte physikalische GrÃ¶Â§ (beispiels- 
weise die Stromfunktion) zu betrachten und dort zu verfeinern, wo diese Funktionen rauh werden. 
Mathematisch befriedigender ist aber die Verwendung sogenannter a posteriori FehlerschÃ¤tzer 
Im folgenden wird ein solcher FehlerschÃ¤tze fiir das auftretende elliptische Problem vorgestellt. 
Um ein Flachwassermodell fÃ¼ Experimente nutzen zu kÃ¶nnen bedarf es einer kompletteren 
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f o r a l l  i = l ,  . . . ,  N do 
a ,  = 0 
f o r  j = l ,  . . . ,  i tmax  do 
xneu = X - &X1 
i f  (xneu $ G )  then :  
P r o j e z i e r e  xneu auf F 
endif  
a t  = AtV(xneu, t + 9) 
enddo 
a ( i )  = a ,  
enddo 
Abbildung 10.1: Pseudocode fÃ¼ die Trajektorienberechnung 
Implementierung. Ozeanographen oder Meteorologen sind daran interessiert, verschiedene abge- 
leitete GrÃ–J3e aus dem Modell zu gewinnen. Dazu gehÃ¶re die Vorticity oder die Stromfunktion. 
AuÂ§erde sollen sogenannte passive Tracer, Stoffe, die mit der FlÃ¼ssigkei transportiert werden, 
verfolgt werden. Dies dient beispielsweise der Vorhersage von Schadstoffausbreitung bei UnfÃ¤lle 
in Industrieanlagen oder von Staubverteilung nach VulkanausbrÃ¼chen 
10.2 Trajektorienberechnung 
Die Trajektorienberechnung im Kontext der Flachwassergleichungen besteht aus einer (inneren) 
Iteration, in der die TrajektorienstÃ¼ck a mit Hilfe von (5.9)  berechnet werden. Als Extrapola- 
tionsformel wird das Zwei-Schritt-Schema aus (5.10) verwendet. Der Pseudocode fÃ¼ die Trajek- 
torienberechnung ist in Abbildung 10.1 angegeben. 
Eine wesentliche Schwierigkeit ergibt sich aus der Verwendung adaptiver Methoden: F Ã ¼  jeden 
Zeitschritt, dessen Werte in die Extrapolation eingehen, muÂ neben den Werten auch das Gitter 
gespeichert werden. Das macht das Verfahren in Bezug auf den Speicherbedarf aufwendig. FÃ¼ 
diese Operationen werden jedoch nicht alle Felder benÃ¶tigt die das Gitter definieren. Lediglich 
die Arrays, die zur Auffindung eines Elementes zu gegebenen Koordinaten verwendet werden 
(siehe Abschnitt 6.3), mÃ¼sse zusÃ¤tzlic zu den Werten im Speicher gehalten werden. 
Die Interpolation der Werte V(xneu,  Â¥ muÂ fÃ¼ jeden Zeitpunkt getrennt vorgenommen werden, 
weil sich das Gitter mÃ¶glicherweis geÃ¤nder hat. Als Interpolationsroutine wird in der Implemen- 
tierung die bilineare Interpolation mit Hilfe der FEM-Basisfunktionen verwendet. Diese Wahl 
ist nach [128] begrÃ¼ndet weil die Interpolationsordnung in der Trajektorienberechnung keine 
wesentlichen Unterschiede ergibt. Numerisch ist die bilineare Interpolation weniger aufwendig. 
Die Berechnung des Wertes V(xneu, t + 9) ist im folgenden Algorithmus fÃ¼ das Zwei-Schritt- 
Extrapolationsschema beschrieben: 
Algor i thmus  10.1 (Ext rapola t ion  a u f  a d a p t i v e m  G i t t e r )  
Gegeben seien die Koordinaten xneu = X - i a ,  sowie die Gitter T t  und T ' ~ '  zu den Zeiten t 
und t - At. Dann durchlaufe folgende Schritte: 
1. Finde Element T( E T' ,  so daÂ xneu E rt. 
2. Finde Element ~ t - ~ t  ? T ~ ~ ~ ,  so daÂ xneu ? ~ t - ~ t  
10.3. Berechnung der rechten Seite des elliptischen Problems 
3. Interpoliere V(xneu, t )  an der Stelle xneu i n  T ( ,  erhalte Vf. 
4. Interpoliere V(xneu, t - At) an  der Stelle xneu in r t - ~ t ,  erhalte 
5. V(xneu, t + 9) = $4 - $&-At. 
10.3 Berechnung der rechten Seite des elliptischen 
Problems 
Die rechte Seite besteht aus einer Vielzahl von Termen, die zum Teil numerisch abgeleitet oder 
interpoliert werden mÃ¼ssen Die Abfolge der Operationen ist daher wichtig. Aus GrÃ¼nde der 
numerischen StabilitÃ¤ und des Rechenaufwandes werden die Terme weitestgehend zusammen- 
gefast, bevor interpoliert wird. Als Interpolationsroutinen kommen die Verfahren aus Abschnitt 
6.4 zum Tragen. Die rechte Seite R lautet: 
wobei d), @, T l ,  Tz wie in (9.46) und (9.47) gegeben sind. Die Berechnung erfolgt dann in folgender 
Weise (im folgenden sind zur Vereinfachung die ,,*" gelÃ¶sch worden): 
Algorithmus 10.2 (Rechte Seite) 
1. Berechne numerisch 
2. Berechne 
3. Interpoliere und r2Ix--. 
4 .  Berechne 
5. Berechne numerisch 2 und %. 
6. Summiere  R = R + & (2 + 2,B) 
7. Berechne 
u31z-az,y-ay,t 
x - a x , y - a y 3 t  
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8. Berechne numerisch % und %. 
9. Summiere R = R - (% + %). 
10. Berechne numerisch 
12. Interpoliere w & _ ~ _ ~ ~ , ~ .  
4 IS. Summiere R = R + wa - R3\ -ay, t + f - l Â ¥  
Damit sind alle Terme auf der rechten Seite berechnet. 
Die StabilitÃ¤ der numerischen Differentiation ist kritisch. Vor allem bei wechselnder Gitteraus- 
richtung werden hier SchwÃ¤che bei den Verfahren aus Abschnitt 6.4 deutlich. Eine Verbesserung 
kann aber dadurch erzielt werden, daÂ die Vektorprodukte zur Berechnung der DreiecksflÃ¤ch 
stabilisiert werden. 
Im Originalverfahren von Akima wird dieses Vektorprodukt fÃ¼ zwei beliebige Kanten gebildet. 
Je nach Ausrichtung des Elements kann die Wahl dieser Kanten zu unterschiedlich groÂ§e Run- 
dungsfehlern fÃ¼hren Daher wird in der verwendeten modifizierten Version fÃ¼ jedes Element 
das Mittel der Vektorprodukte gebildet, die durch alle drei verschiedenen Kombinationen von 
Kantenvektoren entstehen. Dieses Verfahren zeigt eine bessere StabilitÃ¤t 
10.4 Das elliptische Problem 
Das elliptische Problem (9.29) und die rechte Seite aus dem letzten Abschnitt seien gegeben. 
Zur LÃ¶sun des Problems mÃ¼sse mehrere Schritte durchgefÃ¼hr werden. Falls sich das Gitter 
nach Adaption geÃ¤nder hat, muÂ die Steifigkeitsmatrix neu aufgestellt werden. Die rechte Seite 
muÂ diskretisiert werden und mÃ¶glicherweis muÂ die PrÃ¤konditionierun initialisiert werden. 
Damit ergibt sich ein Algorithmus fÃ¼ die Aufstellung und LÃ¶sun des elliptischen Problems: 
Algorithmus 10.3 (Elliptisches Problem) 
1. Diskretisiere die rechte Seite: f = Jg R b dQ. 
2, Berechne die Elementsteifigkeitsmatrizen ET. 
3. Stelle die Ste$gkeitsmatrix A auf. 
4 .  Initialisiere die PrÃ¤konditionierun (speichere die inverse Dia,qonale von A). 
5. Initialisiere den LÃ¶sungsvekto $ mit einer AnfangsnÃ¤herunq 
6. LÃ¶s das System A$ = f mit Hilfe des Verfahrens BiCGSTAB. 
Es treten bei der LÃ¶sun des elliptischen Problems keine wesentlichen Anderungen im Vergleich 
mit den im Teil I vorgestellten Methoden auf. 
Die Berechnung der Elementsteifigkeitsmatrizen ET = (E:j) erfolgt mit Hilfe der Formel: 
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Die Gleichung (10.2) wird diskretisiert, indem die Ableitungen der Basisfunktionen (siehe (1.22)) 
berechnet werden: 
Die Integrale werden mit Hilfe einer Quadraturformel berechnet (siehe Unterabschnitt 2.3.1). 
In der Implementierung wird lediglich eine Jacobi-PrÃ¤konditionierun verwendet. Diese Form 
der PrÃ¤konditionierun erweist sich als (in diesem Fall) effizient und einfach zu parallelisieren. 
AuBerdem ist der numerische Aufwand gering. Da Divisionen auf RISC-Prozessoren in der Re- 
gel aufwendig sind, wird vor dem Aufruf des iterativen LÃ¶sungsverfahren die Matrixdiagonale 
invertiert und in einem Hilfsvektor abgespeichert. 
Das Verfahren BiCGSTAB wird zur iterativen LÃ¶sun des linearen Gleichungssystems verwendet 
(siehe Abschnitt 2.4). Als AnfangsnÃ¤herun des LÃ¶sungsvektor bietet sich die alte LÃ¶sun aus 
dem vorherigen Zeitschrift an. Beim BiCGSTAB-Verfahren ist diese AnfangsnÃ¤herun jedoch 
nicht optimal. Eine bessere AnfangsnÃ¤herun ist der Vektor mit Elementen konstant Null. 
FehlerschÃ¤tze und AdaptivitÃ¤ 
Um ein Kriterium fÃ¼ die lokale Verfeinerung oder VergrÃ¶berun des Gitters zu bekommen, soll 
ein a posteriori FehlerschÃ¤tze eingefÃ¼hr werden. Verschiedene Arten von Verfeinerungskrite- 
rien sind gebrÃ¤uchlich Die einfachsten Kriterien verwenden den Gradienten einer physikalisch 
relevanten GrÃ¶Â als Verfeinerungskriterium. Dieser Weg wird im Teil I1 beschritten, wo als 
Verfeinerungskriterium der Gradient der advektierten Funktion verwendet wird. Dort erscheint 
diese Wahl sinnvoll, weil kein elliptisches Problem zu lÃ¶se ist und weil die Interpolation die 
einzige Operation ist, die von lokaler Verfeinerung profitiert. Die Interpolation ist nÃ¤mlic an 
den Stellen fehlerbehaftet, an denen die Funktion rauh ist, d.h. an denen der Gradient groÂ ist. 
Bei der LÃ¶sun der Flachwassergleichungen tritt ein elliptisches Problem auf, das in  einem 
Fehlerkriterium berÃ¼cksichtig werden kann. Es gibt dariiberhinaus mehrere GrÃ¶Â§e die als 
physikalisch relevant angesehen werden und daher ebenfalls im Fehlerkriterium Eingang finden 
kÃ¶nnen Daher ist der Gradient einer Funktion nicht unbedingt eine geeignete Wahl fÃ¼ ein 
Fehlerkriterium. 
In diesem Abschnitt wird ein anderer Weg fÃ¼ die Wahl eines Verfeinerungskriteriums beschrit- 
ten. Diese Klasse von FehlerschÃ¤tzer wurde von Babuska und Rheinboldt [9] eingefÃ¼hrt Sie 
basiert auf der LÃ¶sun lokaler Probleme der gleichen Art wie das globale Problem. Damit kann 
der Diskretisierungsfehler bei der LÃ¶sun des elliptischen Problems mathematisch mit Hilfe des 
Residuums abgeschÃ¤tz werden. 
Das Konzept dieser FehlerschÃ¤tze soll zunÃ¤chs am abstrakten Beispiel erklÃ¤r werden. Sei ein 
elliptisches Randwertproblem 
D ( u )  = R auf G (10.3) 
gegeben, wobei u\r = g geeignet vorgegeben sei. Die zugehÃ¶rig Bilinearform a ( u , v )  und die 
Linearform f (V) = (R,  V )  seien ebenfalls gegeben. Dann wird der Fehler e = U - u h  gesucht, 
wobei U die (unbekannte) exakte LÃ¶sun und uh die berechnete NÃ¤herungslÃ¶su sei. In der 
Praxis wird ein Fehlerkriterium rj gesucht, das als Euklidische Norm von lokalen Fehlerkriterien 
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Dabei werden die + als die lokalen Fehler e = eIr in der Energienorm berechnet: 
Zwei Ziele werden mit der nun folgenden Vorgehensweise verfolgt. Es soll erstens eine lokale 
AbschÃ¤tzun des Fehlers vorgenommen werden und diese AbschÃ¤tzun soll zweitens numerisch 
mÃ¶glichs wenig Aufwand erfordern. Zu diesem Zweck werden nun lokale Hilfsprobleme definiert, 
die die gleiche Form wie das Problem (10.3) haben, aber nur auf einem Element definiert sind: 
D(w)  = R auf T .  (10.4) 
Dabei miissen die Randwerte so vorgegeben werden, daÂ tatsÃ¤chlic das ursprÃ¼nglich Problem 
approximiert wird. WÃ¤hl also wlgr = uIaT. KÃ¶nnt man w auf T exakt bestimmen, so gelte: 
a(w - V) = a(e,v) auf T .  
Damit kÃ¶nnt bestimmt werden und q wÃ¤r der exakte Fehler. 
Im allgemeinen wird die exakte Bestimmung von w auf T genauso wenig mÃ¶glic sein wie die 
LÃ¶sun des Problems (10.3). Daher wird eine NÃ¤herungslÃ¶su von (10.4) zur AbschÃ¤tzun von 
e berechnet, die mit einer hÃ¶here Diskretisierurigsordnung bestimmt wird. Dazu kann entweder 
ein feineres Gitter verwendet werden oder es werden Elemente mit Basisfunktionen einer hÃ¶here 
Polynomordnung gewÃ¤hlt 
In der vorliegenden Implementierung wird ein FehlerschÃ¤tze von Bank und Weiser verwendet 
[ l l ] .  Dabei werden die Randbedingungen und die Diskretisierung des Hilfsproblems so gewÃ¤hlt 
daÂ der Rechenaufwand minimiert wird. Letztlich muÃ bei diesem FehlerschÃ¤tze auf jedem 
Element nur noch ein (3 X 3)-Problem gelÃ¶s werden. Die Randbedingungen des lokalen Problems 
werden durch die SprÃ¼ng der Normalenableitungen an den Kanten des Elements festgelegt. Zu 
lÃ¶se ist dann in jedem (inneren) Element das Problem 
wobei ( f ,  V) = f g r  f V dr das Skalarprodukt auf dem Rand des Elementes T bezeichnet und a die 
Bilinearform aus (9.32) ist. Dabei werden aber nur die Kantenmittelpunkte jedes (quadratischen) 
Elements fÃ¼ die Aufstellung eines lokalen linearen Gleichungssystems 
verwendet (siehe fÃ¼ die Details [ll]). Der Algorithmus des implementierten FehlerschÃ¤tzer ist 
im folgenden angegeben. 
Algorithmus 10.4 (FehlerschÃ¤tzer FÃ¼ alle Elemente der Triangulierung T durchlaufe die 
folgenden Schritte: 
I .  Berechne die quadratische Elementsteijigkeitsmatrix mit den EintrÃ¤ge a(qi, qj) fÃ¼ die qi, q, 
die auf den Seitenmittelpunhten definiert sind. 
2. Berechne das Residuum ( R  - D ( u h ) ,  q,) fÃ¼ die Seitenmittelpunkte. 
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3. Berechne den Sprung der Normalenableitung der Funktion ufi, (2,~) Ã¼be die Kanten 
des Elementes hiniueg. 
4. FÃ¼g die rechte Seite des Systems zusammen: T J  = (R - D(%),%)  + (%,?.;) 
5. LÃ¶s das (3 X 3)-Problem [a(qi, q,)][ej] = [T,]. 
6. Berechne den lokalen FehlerschÃ¤tze = a(e ,e ) i  und Bestimme das Maximum qmaZ = 
m a x ~  VT . 
Mit dem so abgeschÃ¤tzte Fehler kann ein Verfeinerungskriterium definiert werden, wie es  schon 
im Abschnitt 6.2 eingefÃ¼hr wurde. Heuristische Untersuchungen legen nahe, daÂ ein annÃ¤hern 
optimales Gitter dann erreicht wird, wenn der Fehler Ã¼beral gleich groÂ ist. 
Das implementierte adaptive Schema verfeinert das Gitter fÃ¼ diejenigen Elemente T ,  fÃ¼ die 
gilt: 
rir > 9fetnÂ¥nmax 
Dabei ist 0 < O f e i n  :< 1 ein Faktor, der vorgegeben werden kann. Analog wird die Verfeinerung 
von r aufgehoben, falls fÃ¼ wenigstens drei der vier Tochtcrelemente gilt: 
wobei 0 < Ogrob < O f e i n  5 1 ein weiterer vorzugebender Faktor ist. Je  kleiner hin (und damit 
auch Ogrob)  gewÃ¤hl wird, desto eher wird das Gitter weiter verfeinert. 
10.6 Abgeleitete GrÃ¶ÃŸ 
Das Modell stellt einige abgeleitete Grafien und Rontinen zur Advektion von Trace~vwiablen 
zur VerfÃ¼gung Die Einbindung passiver Tracer in das Semi-Lagrange-Modell ist einfach. Nach- 
dem die Flachwassergleichungen gelÃ¶s sind, sind U, V, <& als GrÃ¶Â§ fÃ¼ die StrÃ¶mun und die 
Trajektorien a bekannt. Damit kann der Transport des Tracers als ein lineares Advektionspro- 
blem verstanden werden (siehe Teil 11). Die Gleichung fÅ  ¸ die Advektion eines passiven Tracers 
i9 lautet: 
Dabei wird der Wind V aus dem Flachwassermodell vorgegeben. Die Gleichung ist aus Teil 
I1 bekannt. Da die TrajektorienstÃ¼ck a bekannt sind, muÂ nur noch die Interpolation an den 
stromaufwÃ¤rt gelegenen Punkten erfolgen. 
Eine GrÃ¶Â§ die hÃ¤ufi von Interesse fÃ¼ Wissenschaftler ist, ist die Vorticity Sie lÃ¤Â sich 
leicht mit Hilfe von numerischer Differentiation berechnen: 
In vielen FÃ¤lle wird auch die Stromfunktion 'S betrachtet. Um die Stromfunktion zu berechnen 
muÂ allerdings ein Poissonproblem gelÃ¶s werden. 'S ist gegeben durch die Gleichung: 
Analog zu den diagnostischen GrÃ¶Â§ im Abschnitt 6.5 lassen sich auch hier die ersten und zwei- 
ten Momente der geopotentiellen HÃ¶h $ oder der Geschwindigkeit berechnen und analysieren. 
11.1 Ãœbersich 
Die Simulation ozeanischer oder atmosphÃ¤rische Zirkulation wird zu den ,,grand challengesu 
gerechnet, das sind Anwendungen, die grofle Herausforderungen bezÃ¼glic der Numerik und 
des Rechenbedarfs darstellen. Parallelisierung solcher Anwendungen ist daher unumgÃ¤nglich 
insbesondere dann, wenn hohe AuflÃ¶sunge fÃ¼ lokale PhÃ¤nomen erreicht werden sollen. 
Das vorgestellte adaptive Semi-Lagrangc-Verfahren fÃ¼ die Flachwassergleichungen ist numerisch 
recht aufwendig. In jedem Zeitschritt muÂ ein elliptisches Problem gelÃ¶s werden, die Berechnung 
der rechten Seite ist mit mehreren Interpolationsschritten und GradientenschÃ¤tzunge recht 
teuer und weitere Berechnungen benÃ¶tige ebenfalls einige Rechenzeit. Um diese aufwendigen 
Berechnungen auch in hoher rÃ¤umliche AuflÃ¶sun rechnen zu kÃ¶nne ist neben der AdaptivitÃ¤ 
die Parallelisierung der einzelnen Rechenschritte geboten. 
Das Semi-Lagrange-Verfahren bietet dafÃ¼ gute Voraussetzungen, weil alle Rechenschritte zu 
einem Gitterpunkt lokal und damit unabhÃ¤ngi von den Nachbarpunkten durchgefÃ¼hr werden. 
Die in den Teilen I und I1 entwickelten Methoden zur Parallelisierung werden hier ebenfalls 
angewendet. Es treten dabei gegenÃ¼be den ersten beiden Teilen keine neuen Schwierigkeiten auf. 
Die Datenpartitionierung muÂ nun fÃ¼ mehrere Zeitschritte erfolgen (und gespeichert werden), 
weil bei der Aufstellung der rechten Seite Berechnungen sowohl auf dem alten Gitter als auch 
auf dem aktuellen Gitter durchgefÃ¼hr werden. 
Das Verfahren zur LÃ¶sun des elliptischen Problems wird aus dem Teil I direkt Ã¼bernommen Neu 
ist in diesem Teil lediglich der FehlerschÃ¤tzer Da die Fehler aber lokal (elementweise) geschÃ¤tz 
werden, kÃ¶nne diese Berechnungen vollstÃ¤ndi parallelisiert werden. 
Im Gegensatz zur SLM fÃ¼ die Advektionsgleichung aus Teil I1 ist die Gittergenerierung aufgrund 
des hÃ¶here numerischen Aufwands der Methode fÃ¼ die Flachwassergleichungen nicht mehr 
dominant. Bis zu moderaten Prozessorzahlen kann daher effizient parallelisiert werden, ohne 
auch die Gitterverfeinerung zu parallelisieren. 
11.2 Parallelisierung des Semi-Lagrange-Teils 
Die Parallelisierung der Programmteile, die die Semi-Lagrange-Methode reprÃ¤sentiere ist analog 
zu den Methoden im Abschnitt 7.2 mÃ¶glich Dabei werden Schleifen, deren ZÃ¤hle bisher Ã¼be 
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alle Knoten zÃ¤hlten jetzt in eine Ã¤uÂ§e Schleife Ã¼be alle Prozessoren und eine innere Schleife 
Ã¼be die Knotennummern, auf die der jeweilige Prozessor exclusiv schreibt, geschachtelt. Eine 
allgemeine Form der ursprÃ¼ngliche Schleife lautet (Pseudocode): 
f o r a l l  i E {iKnoten der  Triangulierung} do 
[FÃ¼hr punktweise Berechnung am Knoten i durch] 
enddo 
Diese allgemeine Schleife wird modifiziert zu: 
f o r a l l  p = 1,. . . ,#Prozessoren do p a r a l l e l  
f o r a l l  i E Index-Array(p) do 
[FÃ¼hr punktweise Berechnung am Knoten i durch] 
enddo 
enddo p a r a l l e l  
Da diese abstrakte Schleife in verschiedenen Prozeduren des Programms auftaucht, ist es aus 
programmicrtechnischcn ErwÃ¤gunge heraus gÃ¼nstig die Schleifenstruktur in einer inc lude-  
Datei abzulegen und jeweils identisch in den Prozeduren aufzurufen. 
Die Berechnungen werden zum Teil auf verschiedenen Gittern durchgefÃ¼hr (altes Gitter, neues 
adaptiertes Gitter). FÃ¼ jedes Gitter werden daher die Knotennummern zu jedem Prozessor in 
einem eigenen Index-Array gespeichert. 
11.3 Parallelisierung des FehlerschÃ¤tzer 
Die Berechnungen des FehlerschÃ¤tzer sind strikt lokal, d.h. fiir jedes Element wird ein lokaler 
Fehler geschÃ¤tzt Dazu muÂ fÃ¼ jedes Element ein (3 X 3)-System aufgestellt und gelÃ¶s werden 
(siehe Abschnitt 10.5). Diese Berechnung erfolgt vollstÃ¤ndi unabhÃ¤ngi von den Berechnungen 
fÃ¼ andere Elemente. Daher kann ohne EinschrÃ¤nkunge parallelisiert werden. 
Zu beachten ist hier, daÂ die Schleife im FehlerschÃ¤tze Ã¼be alle Elemente der feinsten Tri- 
angulierungsstufe lÃ¤uft Die Zugriffsstrukur ist hier also nicht punktweise organisiert. FÃ¼ die 
Datenpartitionierung ergibt sich hier also ein Problem. Auf der KSR-1 lÃ¤Â sich diese Schlei- 
fe wegen der virtuellen Shared-Memory-Architektur aber immer noch effizient (automatisch) 
parallelisieren: 
f o r a l l  T Â { r  Element der  f e i n s t e n  Triangulierung} do p a r a l l e l  
[Berechne loka len  Fehle rschÃ¤tze  T,-] 
enddo p a r a l l e l  
Die Datenverteilung wird dabei der Allcache Engine Ãœberlassen Die Elemente werden 
gleichmÃ¤Â§ in BlÃ¶cke auf die Prozessoren verteilt. 
11.4 Parallelisierung des LÃ¶ser 
Die Parallelisierung des LÃ¶ser folgt der Verfahrensweise des Kapitels 3. Die Index-Array- 
Methode wird verwendet, um die Datenkommunikation zu minimieren. Die Organisation des 
Speicherzugriffs ist damit punkt- (bzw. knoten-) orientiert. Die Funktionswerte werden in den 
Semi-Lagrange-Routinen in derselben Reihenfolge zugegriffen wie im elliptischen Loser. 
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In der inneren Iteration werden Knotendaten daher nur einmal bewegt. Wenn sie verteilt sind, 
erfolgt allenfalls noch Lesezugriff auf Daten eines anderen Prozessors. Diese Lesezugriffe werden 
aber (automatisch) durch Rechenoperationen Ã¼berlappt weil dabei jeweils eine KSR-Subpage 
Ã¼bertrage wird, deren Dat,en fiir folgende Operationen lokal zur VerfÃ¼gun stehen. Sie be- 
eintrÃ¤chtige die parallele Leistung des Verfahrens daher nur wenig. Schreibzugriffe erfolgen 
ausschlieÂ§lic lokal. 
Insgesamt kommen im Programm nur zwei Typen von Schleifen vor: 
1. Schleife iiber die Knoten der Triangulicrung (Datenverteilung mit Hilfe von Index-Arrays). 
2. Schleife Å¸be die Elemente der feinsten Triangulierungsstufe (Datenverteilung automa- 
tisch). 
Der erste Schleifentyp dominiert nach Anzahl der Schleifen und der Anzahl der arithmetischen 
Operationen. In jedem Zyklus der inneren Iteration kommen nur zwei Schleifen des zweiten 
Typs vor. Die Berechnung der Eleme~~tsteifigkeitsmatrizen und der lokalen FehlerschÃ¤tze erfolgt 
jeweils in einer solchen Schleife. 
Ergebnisse fÃ¼ die adaptiv 
emi- Lagrange-Finite-Elemen 
12.1 Ãœbersich 
Bei der PrÃ¤sentatio der Ergebnisse der adaptiven Semi-Lagrange-Finite-Elemente-Methode 
fÃ¼ die Flachwassergleichungen sind verschiedene Aspekte zu berÃ¼cksichtigen Zuniichst geht 
es natÃ¼rlic um den Nachweis, daÂ die Methode numerisch stabil und genau ist. Da ein wesentli- 
cher Aspekt der Arbeit die Implementierung der Methode ist, kann dieser Nachweis nur anhand 
einer ReferenzlÃ¶sun erfolgen. Ein analytischer Konvergenz- und Konsistenzbeweis muÂ daher 
a n  dieser Stelle entfallen. 
Die numerischen Methoden, die in der Implementierung verwendet werden, sind bereits ein- 
gefÃ¼hr und erprobt. Die Kombination von Semi-Lagrange-Verfahren und adaptiver FEM ist 
neu, nicht die einzelnen Komponenten. Da nach MÃ¶glichkei auf die Erfahrungen anderer Ar- 
beiten bezÃ¼glic Interpolationsordnung, Diskretisierungsordnung, etc. geachtet wurde, erscheint 
es gerechtfertigt, den formalen Beweis schuldig zu bleiben. 
Die irn Abschnitt 9.5 angegebenen Anfangsbedingungen fÃ¼ das Flachwassermodell kÃ¶nne als 
,,annÃ¤hernd analytische LÃ¶sun angesehen werden. Die Form und HÃ¶h der durch die Gleichun- 
gen (9.50) und (9.51) gegebenen Anfangswerte fÃ¼ '& und 'I' werden erhalten, es kann also der 
numerische Fehler beobachtet werden. Die Anfangsbedingungen fÃ¼ die geopotentielle HÃ¶h '&, 
die Geschwindigkeitskomponenten U und V, die Geschwindigkeitsvektoren V = (U, V) und die 
Vorticity sind in den Abbildungen 12.1 bis 12.3 dargestellt. Auch das Dreiecksgitter ist dar- 
gestellt. Die Testrechnungen wurden jedoch auf einer hÃ¶here Verfeinerungsstufe durchgefÃ¼hrt 
die aus GrÃ¼nde der Darstellbarkeit nicht abgebildet ist. 
ReferenzlÃ¤uf mit einem Finite-Differenzen-Modell, das in [I141 beschrieben ist, werden mit den 
Ergebnissen der ASLM verglichen. Wichtige Vergleichszahlen sind dabei die ersten und zweiten 
Momente der relevanten physikalischen GrÃ¶Â§ (@, und (U, V)).  
Die parallele Leistung des Verfahrens ist von Interesse. Dazu werden die bekannten Leistungspa- 
rameter dargestellt. Das Verfahren ist parallel effizient. Durch Parallelisierung kann insbesondere 
erreicht werden, daÂ die Ordnung der Rechenzeit der ASLM gleich der Rechenzeitordnung des 
Referenzprogramms mit FDM-Diskretisierung ist. 
Ein FluBdiagramm des implementierten Verfahrens ist in Abbildung 12.4 dargestellt. Die un- 
terlegten Programmteile sind parallelisiert. Die Wahl der speziellen Algorithmen fÃ¼ einzelne 
Programmsegmente ist jeweils angegeben. 
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Abbildung 12.1: h4odellproblen~: Geopotentielle HÃ¶h $ und Vorticity C, 
Abbildung 12.2: Modellproblem: Geschwindigkeitskomponenten U und V 
Abbildung 12.3: Modellproblem: Geschwindigkeitsvektoren V = (U, V), Triangulierung des Ge- 
bietes 
12.1. Ãœbersich 
FÃ¼ alle Zeitschritte  
Speichere altes 
Trajektorien berechnen 
- - - - - - - . - - . - - . -  
Rechte Seite berechnen 
- . . - ---- . . - . -- .  
Rechte Seite diskretisieren 
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Abbildung 12.4: M d i a g r a m m  der ASLM, angegeben ist die Wahl der jeweils implementierten 
Methode, die grau unterlegten Teile sind parallelisiert 
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Abbildung 12.5: Erstes und zweites Moment ( R F M  bzw. R S M )  der geopotentiellen HÃ¶h fÃ¼ 
das Referenzmodell 
12.2 Numerische rgebnisse und ReferenzlÃ¤uf 
In diesem Abschnitt werden die numerischen Eigenschaften der ASLM untersucht und mit Re- 
ferenzergebnissen verglichen. Dazu werden zunÃ¤chs die Ergebnisse eines Referenzmodells be- 
schrieben. Das Referenzmodell ist in (1141 beschrieben und wurde von Paul N. Swarztrauber 
1984 am National Center for Atmospheric Research (NCAR) in Boulder, Colorado, implemen- 
tiert. Die Anfangsbedingungen aus Abschnitt 9.5 werden verwendet. FÃ¼ die Tests wird das 
Modell 500 Modellstunden vorwÃ¤rt integriert. Mit diesen Referenzergebnissen werden dann die 
Ergebnisse der ASLM verglichen. 
12.2.1 Ergebnisse des Referenzmodells 
Die ZeitschrittlÃ¤ng betrÃ¤g in1 Referenzmodell 20 Sekunden und kann wegen des expliziten 
Zeitschrittes nicht lÃ¤nge gewÃ¤hl werden. Insgesamt mÃ¼sse fÃ¼ 500 Modellstunden also 90000 
Zeitschritte gerechnet werden. Dabei werden die ersten und zweiten Momente der Geschwindig- 
Abbildung 12.6: Wie Abbildung 12.5, jedoch Betrag der Geschwindigkeit 
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Abbildung 12.7: Konturlinien der Differenz zwischen wahrer und berechneter LÃ¶sun nach 500 
Modellstunden fÃ¼ die geopotentielle HÃ¶h und die Geschwindigkeitskomponente U 
keit V = (U, V) und der geopotentiellen HÃ¶h <& aufgezeichnet. Am Ende der Integration wird die 
Differenz zwischen analytischer und berechneter LÃ¶sun fÃ¼ die Geschwindigkeitskomponenten 
und die geopotentielle HÃ¶h berechnet. 
In Abbildung 12.5 sind das erste und zweite Moment der geopotentiellen HÃ¶h dargestellt. Es 
sind deutliche Oszillationen erkennbar. Insgesamt gewinnt das Verfahren etwas Masse. Dieser 
Zugewinn liegt bei durchschnittlich etwa einem Prozent, die maximale Schwankung bei zwei 
Prozent. 
Der Zugewinn an Masse wird durch die guten Eigenschaften bezÃ¼glic der Geschwindigkeit 
(Energieerhaltung) kompensiert. Abbildung 12.6 zeigt erstes und zweites Moment des Betrages 
der Geschwindigkeit. Wegen des energieerhaltenden Verfahrens bleiben diese Werte (bis auf 
vernachlÃ¤ssigbar Oszillationen) konstant. 
Das Modellproblem kann gut zur Analyse des Rechenfehlers des numerischen Verfahrens ver- 
wendet werden, weil die Funktionen fÃ¼ Geschwindigkeit, HÃ¶h und Stromfunktion in der Zeit 
konstant sind. Am Ende des 500-Stundenlaufes wird daher die Differenz zwischen der analyti- 
schen und der numerischen LÃ¶sun gebildet. FÃ¼ die geopotentielle HÃ¶h und eine Geschwindig- 
keitskomponente sind diese Differenzen in den Konturdiagrammen in Abbildung 12.7 dargestellt. 
12.2.2 Ergebnisse der 
Analog zu den Ergebnissen des Referenzmodells werden hier die ersten und zweiten Momente 
der geopotentiellen HÃ¶h und der Geschwindigkeit angegeben. Es werden genau wie im Refe- 
renzbeispiel 500 Modellstunden gerechnet. Da die ASLM mit wesentlich lÃ¤ngere Zeitschriften 
gerechnet werden kann (in diesem Fall 1800 Sekunden), reichen 1000 Zeitschritte fÃ¼ den Testlauf 
aus. 
Die ASLM ist nicht masse-, energie- oder enstrophieerhaltend. Die von Gravel und Staniforth 
angegebene quasi-masseerhaltende Methode zur Modifikation der ASLM fÃ¼ die Flachwasser- 
gleichungen [51] ist nicht direkt auf die Formulierung der Gleichungen in dieser Arbeit Ã¼bert 
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Abbildung 12.8: Wie Abbildung 12.5 fÃ¼ die ASLM 
ragbar. Die Entwicklung und Implementierung eines masseerhaltenden Verfahrens konnte in 
der verfÃ¼gbare Zeit nicht durchgefÃ¼hr werden. Als SLM-Interpolation wird bikubische Spline- 
Interpolation verwendet. Daher kann kein konstanter Verlauf der R F M -  bzw. RSM-Kurven 
erwartet werden. Abbildungen 12.8 und 12.9 zeigen erste und zweite Momente fÃ¼ die geopoten- 
tielle HÃ¶h und den Betrag der Geschwindigkeit. 
FÃ¼ alle Werte, die sich aus der geopotentiellen HÃ¶h ableiten, lassen sich deutliche Oszillationen 
ausmachen. Diese sind auch in den Darstellungen zum Referenzmodell zu finden. In der ASLM 
werden die Schwingungen im Verlauf der Zeitintegration gedÃ¤mpft Dieses Verhalten lÃ¤Â sich 
mÃ¶glicherweis mit inkonsistenten Anfangsbedingungen fÃ¼ die Geschwindigkeiten und die geo- 
potentielle HÃ¶h erklÃ¤ren WÃ¤hren <& als analytische Funktion exakt berechnet wird, werden 
die Geschwindigkeitskomponenten numerisch aus einer Stromfunktion berechnet. Der numeri- 
sche Fehler bei der Berechnung von (U, V)  fÃ¼hr zu inkonsistenten Anfangsbedingungen. Eine 
andere Ursache kÃ¶nnt die Verwendung nicht-versetzter Gitter (non-staggered grid) sein. 
Die ASLM verliert sowohl Masse als auch Energie. Die Kurven fÃ¼ R F M  und R S M  fallen (unter 
VernachlÃ¤ssigun der Schwingungen) monoton. Dieser Verlust betrÃ¤g fÃ¼ die HÃ¶h aber etwa 
Abbildung 12.9: Wie Abbildung 12.8, jedoch Betrag der Geschwindigkeit 
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Abbildung 12.10: Wie Abbildung 12.7 fur die ASLM 
0.1% bei 1000 Zeitschritten, bei der Geschwindigkeit weit unter 0,1%, 
In Abbildung 12.10 sind die Differenzen zwischen wahrer LÃ¶sun und berechneter LÃ¶sun nach 
500 Modellstunden dargestellt. Die Werte fÃ¼ die Abweichungen der geopotentiellen HÃ¶h sind 
mit denen in Abbildung 12.7 nicht direkt vergleichbar. Wegen der verwendeten dimensionslosen 
Gleichungen, werden die Abweichungen fÅ  ¸<&' angegeben und nicht fÃ¼ <& = 6 + <&I. Aufierdem 
mÃ¼sse sowohl die Werte fÃ¼ die Abweichungen der Geschwindigkeitskomponente U als auch die 
Werte fÃ¼ <&I mit den entsprechenden Skalierungsfaktoren multipliziert werden, um die wahre 
Abweichung zu erhalten. Die Faktoren betragen fÃ¼ U 1 , O  und fÃ¼ (&I 9,869. 
Die berechnete Geschwindigkeit weicht also stÃ¤rke von der wahren LÃ¶sun ab, als im Referenz- 
modell. Dies ist in den Diagrammen fÃ¼ die ersten und zweiten Moment,e schon dokumentiert. 
Die Abweichungen bei der geopotentiellen HÃ¶h fallen dagegen deutlich niedriger aus, als im 
Referenzmodell. 
Werden die Konturlinien der geopotentiellen HÃ¶h von Referenzmodell und ASLM verglichen 
(Abb. 12.7 und 12.10), dann fÃ¤ll auf, daÂ die Abweichungen fÃ¼ die ASLM dort am grÃ¶i3te 
sind, wo die Funktionswerte am grÃ–Â§t sind, wÃ¤hren die Fehler des Referenzmodells an den 
Stellen groÂ sind, an denen der Betrag des Gradienten groÂ ist. Dieses Verhalten ist typisch fÃ¼ 
die jeweilige Methode. 
Da das Modellproblem sehr glatt ist, konnte der FehlerschÃ¤tze keine sinnvolle Stelle fÃ¼ lokale 
Verfeinerung ausmachen. Es wird im folgenden Abschnitt zwar auf den Einsatz und den Einflui3 
der seriellen Gitterroutinen eingegangen, das erzeugte Gitter bleibt aber in allen FÃ¤lle gleich. 
Als zusÃ¤tzlich diagnostische GrÃ¶Â wurde fÃ¼ die ASLM die L2-Norm des Fehlers bei der Be- 
rechnung der geopotentiellen HÃ¶h ausgegeben. Diese GrÃ–i3 ist in Abbildung 12.11 dargestellt. 
Die parallele Effizienz der implementierten ASLM wird wie in den Teilen I und I1 dargestellt 
(Abb. 12.12 und 12.13). Die Programmteile, die die SLM reprÃ¤sentiere sind sehr gut paralleli- 
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Abbildung 12.11: L 2 - ~ o r m  des Fehlers bei der Berechnung der geopotentiellen HÃ¶h 
sierbar. Sogar die Berechnung der rechten Seite des ellipischen Problems, die aufwendig und aus 
vielen Schleifen aufgebaut ist, skaliert fast perfekt. 
Wie im ersten Teil der Arbeit schon bemerkt, skaliert das LÃ¶sungsverfahre BiCGSTAB nicht 
ganz so gut, wie das CG-Verfahren oder die Semi-Lagrange-Routinen. Dieses Verhalten beein- 
flufit in der parallelen ASLM fÃ¼ die Flachwassergleichungen die Gesamtleistung. 
Die parallele Leistung des Programms wird mit und ohne die adaptiven (seriellen) Programmteile 
gemessen. Die AdaptivitÃ¤ wirkt zwar fÃ¼ bis zu 26 Prozessoren nicht mehr so dominierend wie 
im Teil 11, aber auch hier ist dieser serielle Programmteil fÃ¼ Leistungseinbuoen verantwortlich. 
Mit diesem erheblichen seriellen Programmanteil kann das Verfahren fÃ¼ groÂ§ Prozessorzahlen 
nicht skalieren. 
Abbildung 12.12 zeigt die Ergebnisse der Parallelisierungstests fÃ¼ das Programm mit eingeschal- 
teter AdaptivitÃ¤t Wenn das Programm adaptiv rechnet, so werden die Gitterroutinen minde- 
stens einmal durchlaufen, auch wenn - wie in diesem Fall - keine tatschliche lokale Verfeinerung 
bzw. VergrÃ¶berun vorgenommen wird. Das adaptive Gitter unterscheidet sich hier also nicht 
vom globalen Gitter. Die AdaptivitÃ¤ wird trotzdem eingeschaltet, damit der Einflufi der seriellen 
Gitterroutinen auf die Gesamtleistung des Verfahrens gemessen werden kann. 
Abbildung 12.12: Zeit fÃ¼ einen Zeitschritt, paralleler Speedup und parallele Effizienz fÃ¼ die 
ASLM mit adaptiven Routinen 
12.3. Parallele Effizienz 137 
Abbildung 12.13: Wie Abbildung 12.12, jedoch ohne adaptive Programmteile 
Es ist erkennbar, daÂ die seriellen Routinen, die mit der AdaptivitÃ¤ des Verfahrens verbunden 
sind, nicht skalieren. Trotzdem ist ihr Einflua nicht so groÂ§ denn das Gesamtprogramm erreicht 
eine Effizienz von etwa 50%. Die parallelisierten SLM-Routinen (Trajektorien, rechte Seite und 
Tracervariable berechnen) erreichen sehr gute parallele Effizienz (Ã¼be 90%). 
Das global verfeinerte Verfahren ohne adaptive Routinen (Abb. 12.13) erreicht auch insgesamt 
hohe parallele Effizienz. In diesem Fall wird der elliptische LÃ¶se zum begrenzenden Faktor fÃ¼ 
die Effizienz des Gesamtverfahrens. Auch in diesem Fall sind die SLM-Routinen mit teilweise 
Ã¼be 90% hÃ¶chs effizient. Der elliptische Loser erreicht 60% Effizienz auf 26 Prozessoren. Beim 
globalen Verfahren erlaubt das eine Gesamteffizienz von etwa 70%. 
Der Scaleup des Verfahrens ist in Abbildung 12.14 dargestellt. Die SLM-Routinen sind gut 
skalierbar mit Scaleupfaktoren um 80%, das Gesamtverfahren zeigt einen etwas schlechteren 
Wert (ca. 50%). FÃ¼ die komplette Implementierung ist dieses Ergebnis jedoch akzeptabel zumal 
in die Scaleupmessung eingeht, daÂ das iterative LÃ¶sungsverfahre auf den feineren Gittern mehr 
Iterationen benÃ¶tigt Daher ist die ProblemgrÃ¶fl eigentlich mehr als mit dem Scaleupfaktor 
skaliert . 
Die Lastverteilung auf 26 Prozessoren ist in Abbildung 12.15 dargestellt. Die Daten sind 
gleichmaflig auf die Prozessoren verteilt, so daÂ insbesondere in den SLM-Routinen optimale 
Parallelisierung erreicht wird. Die Balken im Diagramm stellen die Arbeitslast des jeweiligen 
- - pass Tracer 
Rechte Seite 
Abbildung 12.14: Scaleup fÃ¼ die parallelisierte ASLM auf der KSR-1 
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Abbildung 12.15: Lastverteilung und ParallelitÃ¤ fÃ¼ die ASLM, dargestellt ist ein Zeitschritt 
auf 26 Prozessoren der KSR-1 
Prozessors dar. Die Trajektorienberechnung ist viel aufwendiger als bei der ASLM im Teil I1 
(vergleiche Abb, 8.16). Hier muÂ eine Extrapolation vorgenommen werden, wahrend der Wind 
in Teil I1 gegeben war. Die Interpolation tritt  mehrmals auf, weil bei der Berechnung der rechten 
Seite mehrere Interpolationsschritte notwendig sind. Die Aufstellung des Gleichungssystems ist 
in der Darstellung bei genauer Betrachtung als schmale Spitze auf jedem Prozessor zu sehen. 
Der schwarze Balken ist zusammengesetzt aus vielen schmalen Spitzen fÃ¼ jede parallele Schleife 
innerhalb des iterativen Verfahrens. Deutlich ist der parallelisierte FehlerschÃ¤tze erkennbar. 
Nicht dargestellt sind die seriellen Programmteile. Sie fÃ¼lle die LÃ¼ck zwischen der parallelen 
FehlerschÃ¤tzun und der ebenfalls parallelen Berechnung der neuen Geschwindigkeitskomponen- 
ten sowie der Interpolation fÃ¼ die Tracerberechnung (erkennbar als Spitzen am rechten Rand 
der Graphik). Die parallelen Programmteile werden aufgrund der Index-Arrays sehr gleichmafiig 
auf die Prozessoren verteilt und optimal parallelisiert. 
Ein Verfahren fÃ¼ die LÃ¶sun der Flachwassergleichungen in karthesischen Koordinaten mit 
Hilfe einer adaptiven Semi-Lagrange-Methode ist implementiert. Die Implementierung (ca. 15500 
Zeilen Fortran Code und ca. 4000 Zeilen C Graphik Code) umfaÂ§ alle wesentlichen Teile, die 
fÃ¼ die DurchfÃ¼hrun von Experimenten notwendig sind. Dazu gehÃ¶ren 
m Einfache Graphikausgabe. 
m Parametersteuerung mit Hilfe interaktiver oder dateigesteuerter Dateneingabe. 
12.4. Zusammenfassung 
* Zwischenspeicherung von SystemzustÃ¤nde zum Aufsetzen neuer Experimente. 
* Diagnoseroutinen. 
* Semi-Lagrange-Verfahren zur Berechnung passiver Tracer. 
* Berechnung der Vorticity. 
* Dokumentation. 
Das Semi-Lagange-Verfahren ist semi-implizit und unbedingt stabil. Damit lassen sich relativ 
lange Zeitschritte wÃ¤hlen auch wenn die rÃ¤umlich AuflÃ¶sun des Problems (lokal) sehr hoch 
ist. Das auftretende elliptische Randwertproblem wird mit Hilfe einer Finite-Elemente-Methode 
gelÃ¶st 
Eine Anfangstriangulierung des Rechengebietes nluÃ von Hand programmiert werden, globale 
und lokale Gitterverfeinerung wird dann Ã¼be Parameter gesteuert automatisch vorgenommen. 
Das Rcchengebiet ist dabei nicht auf rechteckige Geometrien beschrÃ¤nkt auch wenn fÃ¼ das 
Modellproblen~ eine solche Geometrie gewÃ¤hl wurde. Es steht eine adaptive Gittersteuerung 
anhand eines mathematischen Fehlerkriteriums zur VerfÃ¼gung Damit kann das Gitter automa- 
tisch anhand des geschÃ¤tzte Diskretisieriingsfel~lers lokal verfeinert oder vergrÃ¶ber werden. 
Die Implemcnticrung ist auf verschiedenen Unix Workstations (LinuX auf Intel Pentium, AIX 
auf IBM RS/G000, SunOS auf Sun Spark-Workstation) und einer Parallelarchitektur (KSR-1) 
getestet. Die KSR-1 Implementierung verwendet optimierte Strategien zur Parallelverarbeitung. 
Die Index-Array-Methode wird dazu verwendet, alle Operationen an Knotenpunkten (bzw. ent- 
lang Trajektorien zu einem Knoten) auf den Prozessoren zu fixieren. Damit wird der Aufwand fÃ¼ 
die Kommunikation minimiert. Das parallelisierte Verfahren, insbesondeie die SLM-Routinen, 
sind effizient und skalierbar. 
Die numerischen Vergleiche mit einem auf der Finite-Differenzen-Methode basierenden Refe- 
renzmodell zeigen geringe Abweichungen von den Refere~~~lÃ¶sungen Einige charakteristische 
Unterschiede ergeben sich aus der Verwendung der FEM als LÃ¶sungsverfahre fÃ¼ das ellipti- 
sche Problem: WÃ¤hren das Referenzmodell die grooten Fehler an den Stellen aufweist, a n  denen 
der Gradient am grÃ¶ÃŸt ist, weicht die LÃ¶sun der ASLM dort am meisten von der tatsÃ¤chliche 
LÃ¶sun ab, wo die Funktion die grÃ¶fit Auslenkung hat. 
Die implementierte getestete ASLM ist nicht energie- oder masseerhaltend. Diese Zusatzeigen- 
schaft konnte in der verfÃ¼gbare Zeit nicht entwickelt werden, denn die Methode aus [51] lieÂ 
sich hier nicht einfach Ã¼bertragen Der Energie- bzw. Masseverlust ist mit unter einem Promille 
bei 1000 Zeitschritten gering. Das Verfahren ist lediglich fÃ¼ flache Koordinaten implementiert. 
Es eignet sich daher nicht fÅ  ¸ die Berechnung globaler Zirkulationen. 
WÃ¤hren das Referenzmodell auf einem Prozessor der KSR-1 fÃ¼ 500 Modellstunden Integrati- 
onszeit (entspricht 90000 Zeitschritten) etwa zwei CPU-Stunden benÃ¶tigt werden die 500 Mo- 
dellstunden der ASLM (1000 Zeitschritte) bei gleicher (globaler) rÃ¤umliche AuflÃ¶sun auf 26 
Prozessoren in ca. vier Stunden (elapsed) berechnet. Dabei ist die AdaptivitÃ¤ des Verfahrens 
noch gar nicht zum Tragen gekommen, weil das Modellproblem adaptive Gitterverfeinerung 
nicht sinnvoll zulÃ¤ÃŸ Die Angleichung der Zeitordnungen beider Methoden ist allein durch die 
Parallelisieruug erreicht worden. Mit Hilfe der parallelisierten ASLM ist es also erstmals mÃ¶glich 
die Vorteile der FEM bezÃ¼glic der Randbehandlung, der flexiblen Geometrie und der adaptiven 
Gitterverfeinerung zu nutzen, ohne die ZeitkomplexitÃ¤ der Experimente zu erhÃ¶hen 
Wenn physikalische Probleme mit lokalen PhÃ¤nomene (einzelne Wirbel, Fronten, etc.) gerechnet 
werden, dann kann erwartet werden, daÂ die AdaptivitÃ¤ des Verfahrens einen zusÃ¤tzliche 
Rechenzeitgewinn erbringt. Ahnlich wie bei der SLM fÃ¼ die passive Advektion aus Teil I1 kann 
dann lokal sehr hoch aufgelÃ¶s werden, wÃ¤hren global grob aufgelÃ¶s gerechnet wird. 
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Mit einer kompletteren Implementierung, die sowohl sphÃ¤risch Koordinaten, masseerhaltende 
Interpolation als auch ergonomischere Dateneingabe fÃ¼ die Anfangstriangulierung umfassen 
sollte, kÃ¶nnt also ein Werkzeug zur Modellierung barotroper Probleme mit lokalen PhÃ¤nomene 
in komplexen Geometrien geschaffen werden. 
Zum ersten Mal konnte anhand eines Modellproblems der Nachweis erbracht werden, daÂ ein 
adaptives FEM Verfahren auf Dreiecksgittern in Kombination mit der Semi-Lagrange-Methode 
auf parallelen Rechnerarchitekturen effizient genaue Ergebnisse liefert. 
Anhang A 
Grundbegriffe der Parallelisierung 
In diesem Kapitel werden Grundbegriffe der Parallelverarbeitung zusammengefaflt. Eine sehr 
gute Darstellung vieler Begrifflichkeiten der parallelen Datenverarbeitung ist bei Lemke zu finden 
[81]. Einige der folgenden Beschreibungen sind daraus entnommen. 
FÃ¼ die Bewertung der GÃ¼t von parallelen Programmen ist das VerstÃ¤ndni von Parallelsyste- 
men notwendig. Es gibt verschiedene Ebenen der Parallelisierung und die unterschiedlichsten 
Parametrisierungen der Leistung von parallelisierten Algorithmen. Die folgenden Abschnitte 
geben einen Ãœberblic Ã¼be die gÃ¤ngige Methoden und Parametrisierungen und fÃ¼hre die 
verwendeten Notationen ein, die in den Kapiteln iiber Parallelisierung verwendet werden. 
A.1 Begriffe der Parallelverarbeitung 
In diesem Abschnitt sollen hÃ¤ufi verwendete Begriffe eingefÃ¼hr werden. Die Liste der hier 
beschriebenen Begriffe ist bei weitem nicht vollstÃ¤ndig die Darstellung konzentriert sich auf die 
Definitionen, die irn Hauptteil der Arbeit Verwendung finden. 
E b e n e n  d e r  Paral le l is ierung 
Parallelverarbeitung kann auf verschiedenen Ebenen ansetzen. Viele der parallel ausgefÃ¼hrte 
Schritte in einem Programm sind fÃ¼ die Anwender transparent und werden automatisch vom 
Compiler oder der Hardware durchgefÃ¼hrt Es werden folgende Ebenen unterschieden: 
Bit-Ebene:  Parallelitat bei der Verarbeitung der Zahlendarstellung. 
Ins t ruk t ions-Ebene :  ParallelitÃ¤ bei der Verarbeitung von Instruktionen (z.B. Multiply und 
Add oder Daten laden und Arithmetik). 
P r o g r a m m - E b e n e :  ParallelitÃ¤ von Programmteilen (z.B. parallele Schleifen oder parallele 
Unterroutinen). 
Job-Ebene :  ParallelitÃ¤ verschiedener Jobs/Programme (Multitasking). 
Die Betrachtungen in dieser Arbeit betreffen vor allem die Parallelitat auf Programm-Ebene. 
Die feineren Ebenen werden von optimierenden Compilern recht gut abgedeckt, die Job-Ebene 
ist von intelligenten Betriebssystemen implementiert. 
G r a n u l a r i t Ã ¤  
Unter der GranularitÃ¤ paralleler Prozesse ist die Anzahl der Instruktionen in Relation zur 
Kommunikationszeit und zu Startup-Zeiten zu verstehen. Grobe GranularitÃ¤ liegt vor, wenn 
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das parallele Programm aus einer relativ geringen Anzahl paralleler Prozesse besteht, d ie  lange 
unabhÃ¤ngi voneinander parallel arbeiten kÃ¶nnen weil jeder ProzeÂ aus einer groÂ§e Anzahl 
Instruktionen und nur wenigen Kommunikationsanweisungen besteht. 
Effizienz 
Effizienz ist ein sehr unterschiedlich verwendeter Begriff in der Parallelverarbeitung. Unter der 
Effizienz eines parallelen Programms kann allgemein das Mai3 der Nutzung der Rechnerressour- 
cen verstanden werden. Ein Programm ist effizient, wenn die Kommunikation im Verhaltnis zur 
Operationszahl niedrig ist, alle Prozesse gleich viel Arbeit haben und der serielle Anteil klein 
ist. Bei der Definition der Leistungsparameter wird die Effizienz prÃ¤zis definiert, allgemein sei 
ein Programm effizient, wenn es auf p Prozessoren etwa p-mal so schnell ausgefÃ¼hr wird wie auf 
einem Prozessor. 
La~tve~tei lung 
Die Last der Operationen muÂ bei parallelen Programmen gleichmÃ¤fii auf alle Prozesse verteilt 
werden, weil die gesamte AusfÃ¼hrungszei so lang wie die AusfÃ¼hrungszei des lÃ¤ngste Teilpro- 
zesses ist. Lastverteilung ist einfach bei regulÃ¤re Problemen, weil die Operationen dann hÃ¤ufi 
statisch gleichmÃ¤fli verteilt werden kÃ¶nnen Bei irregulÃ¤re (z.B. adaptiven) Problemen muÂ 
die Lastverteilung dynamisch (wÃ¤hren der Laufzeit) erfolgen. 
Datenverteilung 
HÃ¤ufi ist die Datenverteilung mit der Lastverteilung gekoppelt (siehe datenparalleles Program- 
miermodell). Die Aufgabe der Datenverteilung besteht allgemein darin, Daten rechzeitig am 
richtigen Ort zu plazieren und das mit mÃ¶glichs wenig Kommunikation zu erreichen. HÃ¤ufi 
steht der Kommunikationsaufwand bei der Datenverteilung im umgekehrten VerhÃ¤ltni zum 
redundant benÃ¶tigte Speicherplatz. 
Skalierbarkeit 
Ein paralleler Computer heiÂ§ skalierbar, wenn mit dem Ausbau der Prozessorzahl die Kommuni- 
kationsbandbreite, der Speicherplatz und die mÃ¶glich Leistung im gleichen Verhaltnis zunimmt. 
Ein Algorithmus ist skalierbar, wenn die AusfÃ¼hrungszei rn gleichen VerhÃ¤ltni sinkt, wie die 
Prozessorzahl steigt. Skalierbarkeit ist vor allem bei der Entwicklung paralleler Algorithmen ein 
wichtiger Begriff. Meist stehen den Entwicklern keine voll ausgebauten Parallelcomputer zur 
VerfÃ¼gung Es muÂ daher sichergestellt werden, daÂ das entwickelte Verfahren auch in grÃ¶i3ere 
ZusammenhÃ¤nge effizient ist. 
Programmiermodelle 
Es gibt eine FÃ¼ll von Progra,mmiermodellen fÃ¼ die Parallelisierung. Ein Programmiermodell 
beschreibt die grundsÃ¤tzlich Vorgehensweise und das VerstÃ¤ndni der ParallelitÃ¤ in einem 
Programm. Einige der fÃ¼ die Programmierung auf der KSR-1 relevanten Programmiermodelle 
sollen hier kurz dargestellt werden. 
SPMD Programmiermodell: Das SPMD Programmiermodell (Single Program Multiple Da- 
ta)  geht von einem einzigen Programm in allen Prozessen aus, das in jedem ProzeÂ eigene 
Daten bearbeitet. Dieses Programmiermodell findet seine physikalische Entsprechung in 
der SIMD Computerarchitektur. 
MPMD Programrniermodell: Das MPMD Programmiermodell (Multiple Program Multiple 
Data) ist die Entsprechung zur MIMD Architektur. Jeder ProzeÂ fÃ¼hr ein eigenes (Teil-) 
Programm mit eigenen Daten aus. 
Datenparalleles Programrniermodell: Das 
datenparallele Programmiermodell setzt zunÃ¤chs ein SPMD Modell voraus. ParallelitÃ¤ 
wird durch Sprachkonstrukte erreicht, die die Daten gleichmaf3ig auf die Prozesse verteilen 
und parallel darauf arbeiten. 
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VSM Prograrnrnierrnodell: Das VSM Programmiermodell (Virtual Shared Memory) stellt 
einen gemeinsamen AdreÃŸrau fÃ¼ physikalisch verteilte Daten bereit. 
Message-Passing Programmiermodell: Beim Message-Passing Programmiermodell arbei- 
ten mehrere (mÃ¶glicherweis verschiedene) Prozesse parallel und kommunizieren Ã¼be Nach- 
richten (Messages) miteinander. Diese Nachrichten (z.B. Anfragen nach Daten in entfernten 
Speicherpositionen, Synchronisationen, etc.) mÃ¼sse explizit programmiert werden. 
Kommunikation 
Kommunikation ist ein entscheidender Einflufifaktor fÃ¼ die Leistung eines parallelen Pro- 
gramms. Immer dann, wenn zwei Prozesse Daten austauschen, wird kommuniziert. E s  kann 
sich dabei sowohl um Kommunikation fÃ¼ die Synchronisation des Programmablaufs handeln, 
als auch um Kommunikation zur Beschaffung von Rechendaten. 
FÃ¼ ein gutes Parallelsystern ist es wichtig, daÂ die Kommunikationsgeschwindigkeit der Re- 
chengeschwindigkeit angepaÂ§ ist. AuÃŸerde sollte die Kommunikationsgeschwindigkeit mit der 
Anzahl der Prozessoren skalieren. 
Synchronisation 
Parallele Programmteile mÃ¼sse immer dann synchronisiert werden, wenn ein Programmteil 
parallel ausgefÃ¼hr wird, fÃ¼ den folgenden Programmteil aber die Ergebnisse aller Prozesse 
vorliegen mÃ¼ssen Es gibt verschiedene Formen der Synchronisation. Globale Synchronisation 
wird mit Hilfe von Barrieren realisiert. Die Berechnung kann nur dann fortgesetzt werden, wenn 
alle Prozesse an der Barriere angekommen sind. Die lokale Synchronisation findet zwischen 
einzelnen Prozessen statt .  Beispielsweise muÃ der Schreibzugriff auf ein Datum von verschiedenen 
Prozessen synchronisiert werden, so daÂ nicht mehrere Prozesse gleichzeitig schreiben. 
Synchronisation bewirkt meistens eine Sequentialisierung des Programms. Daher sollte ein Pro- 
gramm so wenige Synchronisationen wie m~gl ich  enthalten. 
Overhead 
Als Overhead wird der Anteil an Rechenzeit bezeichnet, der zur Synchronisation, zur Kommu- 
nikation und zum Starten paralleler Prozesse zusÃ¤tzlic aufgewendet werden muÃŸ wenn das 
Programm parallelisiert wird. HÃ¤ufi wird der Overhead in der Anzahl verlorener Operationen 
gemessen. 
A.2 Leistungsbestimmung bei parallelen Algorithmen 
In diesem Abschnitt werden einige der GrÃ¶Â§ vorgestellt, die fÃ¼ die Leistungsmessung von par- 
allelen Programmen notwendig sind. Viele der hier verwendeten Notationen wurden ursprÃ¼nglic 
von Hockney und Jesshope entwickelt [61]. Sie sind hier zum Teil in vereinfachter Form wieder- 
gegeben. Parallelisierung dient in erster Linie der Beschleunigung der AusfÃ¼hrungszei eines 
Programms, daraus ergibt sich die folgende MeflgroÃŸe 
Definition A.1 (AusfÃ¼hrungszeit Die AusfÃ¼hrungszei t = t(p, N) eines Programms hÃ¤ng 
von der Anzahl der beteiligten Prozessoren p und der ProblemgrÃ¶jl N ab. t wird als die Zeit  ge- 
messen, die ein Programm (oder Programmteil) vom Start bis zum Ende benÃ¶tigt Ãœblicherweis 
wird t i n  Sekunden [s] gemessen. 
Bemerkung A.2 Bei  parallelen Programmteilen ist die AusfÃ¼hrungszei t die Zeit, die der lÃ¤ng 
ste Prozej? benÃ¶tigt 
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B e m e r k u n g  A.3 Die Ausfuhrungszeit t ist stark vom verwendeten Computersystem abhangig. 
W e n n  AusjÃ¼rungszeite verschiedener Systeme ( S y s l  und S y s l )  verwendet werden, d a n n  wird 
zusiitzlich die Indizierung t(-c'ysl) bzw. t ( s ~ s 2 )  eingefÃ¼hrt 
Eine weitere wichtige GrÃ¶Ã ist die Leistung eines Programmes als Anzahl der Operationen pro 
Zeiteinheit. Diese GrÃ¶ÃŸ insbesondere aber die asymptotische Maximalleistung eines Systems 
wird von Herstellern gerne als Werbemittel eingesetzt. Die Leistung ist stark von der Architektur 
des Computers, vom Compiler und von der Problemstellung abhÃ¤ngig 
Defini t ion A.4 (Leis tung,  asympto t i sche  Maximalleis tung)  Die Leistung r ist definiert 
als die Anzahl Operationen pro Zeiteinheit. Bei  numerischen Anwendungen ist die MaQeinheit 
[Mflop/s] (Millionen Fliejlkommaoperationen pro Sekunde). 
Die asyrnptotische Maximalleistung rm eines Systems ist die Leistung i n  [Mflop/s], die ein 
Computer theoretisch aujgrund der Taktzeit, der Operationen pro Takt und eventuell der Vektor- 
startupzeit erreichen kann. 
FÃ¼ die Messung der GÃ¼t der Parallelisierung sind drei GrÃ¶fie - Speedup, parallele Effizienz 
und Scaleup - sehr gebrÃ¤uchlich Der Speedup beschreibt die Beschleunigung des Programms 
auf p Prozessoren gegenÃ¼be einem Prozessor bei konstanter ProblemgrÃ¶l3e 
Defini t ion A.5 (Speedup)  Der Speedup s p  = s p ( N )  eines auf p Prozessoren parallelen Pro- 
gramms mi t  der ProblemgrÃ¶Q N wird definiert durch 
B e m e r k u n g  A.6 'Falls Parallelisierung nicht die Anzahl der Operationen andert, gilt fÃ¼ den 
Speedup: s p  5 p. 
Die parallele Effizienz eines Programms ist der Speedup skaliert mit der Anzahl der Prozessoren. 
Anders ausgedrÃ¼ck miÃŸ diese GrÃ¶Ã das VerhÃ¤ltni der AusfÃ¼hrungszei auf einem Prozessor 
zur theoretischen parallelen AusfÃ¼hrungszei auf einem Prozessor. 
Defini t ion A.7 (Paral le le  Effizienz) Die parallele Effizienz E p  = E p ( N )  wird definiert durch 
B e m e r k u n g  A.8 E p  miQt den  Anteil an  Overhead, der durch Parallelisierung entsteht. Theo- 
retisch gilt: E p  < 1. 
Die dritte wichtige GrÃ¶Â bei der Bestimmung der parallelen Leistung eines Programms ist der 
Scaleup. Diese GrÃ¶Â ist ein sehr viel realistischeres MaÃ fÃ¼ gute Parallelisierung. Sie beschreibt 
die MÃ¶glichkei eines Verfahrens mit steigender Prozessoranzahl und steigender ProblemgÃ¶Ã zu 
skalieren. Ein Programm sollte auf einem doppelt so grol3en System bei doppelter ProblerngroÃŸ 
die gleiche AusfÃ¼hrungszei haben. 
Defini t ion A.9 (Scaleup)  Der Scaleup S = S ( l , p ,  N )  eines Programms ist definiert durch 
s := t ( p ,  N )  
t(1 . p , l -  N ) '  
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Ein optimaler Scaleup (S = 1) wird erreicht, wenn Kommunikationskosten, Synchronisations- 
kosten und Overhead des parallelen Programms proportional zur ProblemgrÃ¶i3 wachsen. Dann 
werden die einzelnen Prozessoren bei Verdoppelung der ProblemgrÃ¶i3 und gleichzeitiger Ver- 
doppelung der Prozessorzahl dieselbe Arbeitslast haben. Vorraussetzung fÃ¼ optimalen Scaleup 
ist ein skalierbarer Algorithmus und eine skalierbare Rechnerarchitektur. 
Zwei weitere GrÃ¶iie sind fÃ¼ die Bestimmung des Overheads von Bedeutung, die Startupzeit 
und die Latenzzeit. Unter der Startupzeit wird die Zeit verstanden, die ein System zum Starten 
benÃ¶tigt Beispiele sind die Zeit, die eine Vektorpipeline benÃ¶tigt bis sie gefÃ¼ll ist und das erste 
Ergebnis produziert wird oder die Zeit, die benÃ¶tig wird, um p parallele Prozesse zu aktivieren. 
Die Latenzzeit ist die Zeit, die benÃ¶tig wird, Daten zwischen den Teilen des Computersystems 
zu kommunizieren. Je kleiner die Startupzeit und je kÃ¼rze die Latenzzeit, desto kleiner kÃ¶nne 
die Programmsegmente sein, die es sich lohnt, zu parallelisieren, d.h. desto feiner kann die 
GranularitÃ¤ der parallelen Programmteile sein. 
Definition A.10 (Startupzeit, Latenzzeit) Die Startupzeit ist die Zeit zwischen d e m  ersten 
Aktivieren eines parallelen Prozesses und dem ersten Ergebnis, das parallel produziert wird. 
Die Latenzzeit ist die Zeit zwischen der ersten Anfrage nach Daten und der tatsÃ¤chliche 
VerfÃ¼gbarkei der Daten. 
Die meisten Programme sind nicht vollstÃ¤ndi parallelisierbar. Daher kann im allgemeinen keine 
optimale Effizienz erreicht werden. Wenn der Anteil serieller Operationen in einem parallelisier- 
ten Programm bekannt ist, kann mit Amdahls Gesetz der theoretisch erreichbare Speedup des 
Verfahrens ermittelt werden. 
Satz A . l l  (Amdahls Gesetz) Sei U der serielle Anteil der Operationen eines Programms, t s  
und tÃ seien die AusfÃ¼hrungszeite fÃ¼ die seriellen bzw. parallelen Operationen. Dann ist die 
Gesamtzeit gegeben durch 
tges(v)  = vts + (1 - u)tp .  (A.1) 
Bemerkung A.12 Der effektive Speedup sÃ£ der bei einem seriellen Programmanteil U erreicht 
wird, ist 
wobei R = das VerhÃ¤ltni von serieller Zeit zu paralleler Zeit ist. 
t Ã  
In diesem Kapitel sollen einige Merkmale der Architektur von Parallelrechnern, insbesonde- 
re der KSR-1, vorgestellt werden. Dazu werden zunÃ¤chs einige einfÃ¼hrend Bemerkungen zu 
Computerarchitekturen gemacht. Die Besonderheiten der KSR-1 im Gegensatz zu anderen Ar- 
chitekturen und die Konsequenzen fÃ¼ Programmiermodelle auf diesem System sollen herausge- 
stellt werden. Einige Details, die fÃ¼ die Implementierung von Bedeutung sind, werden ebenfalls 
erlÃ¤utert Ein kurzer Abschnitt beschreibt die Architekturdetails der Alliant FX/2800, auf der 
wenige Parallelisierungstests im Teil I durchgefÃ¼hr werden. 
Die Entwicklung paralleler Architekturen reicht bis zu den AnfÃ¤nge der Computertechnik 
zurÃ¼c [61]. Schon der erste elektronische Digitalrechner, der ,,Electronic Numerical Integrator 
and Computer" (ENIAC, gebaut zwischen 1943 und 1946), wies viele parallele Merkmale auf. 
Die Vervielfachung von Recheneinheiten und die parallele Bearbeitung von Rechenoperationen 
fÃ¼hrt zu einer Beschleunigung der AusfÃ¼hrungszeit 
Die ersten Computer, die nach dem heutigen VerstÃ¤ndni Parallelrechner genannt werden 
kÃ¶nnen wurden in den 70er Jahren entwickelt. ZunÃ¤chs handelte es sich um Prozessorarrays, 
die aus einfachen vernetzten Prozessoren bestanden und mit einem Instruktionssatz betrieben 
wurden (ILLIAC IV). 
Eine Taxonomie der Rechnerarchitekturen vorzunehmen ist schwierig, weil sehr viele Architek- 
turmerkmale eine Rolle spielen. GÃ¤ngi ist aber folgende Grobeinteilung nach der Anzahl der 
Daten- und InstruktionsflÃ¼ss (nach Flynn [43]): 
SISD:  (Single instruction stream, single data stream) Ein Instruktionssatz steuert die Bearbei- 
tung eines Datensatzes. 
S I M D :  (Single instruction stream, multiple data stream) Ein Instruktionssatz steuert die Be- 
arbeitung vieler DatensÃ¤tze 
M I S D :  (Multiple instruction stream, single data stream) Mehrere InstruktionssÃ¤tz steuern die 
Bearbeitung eines Datensatzes. 
M I M D :  (Multiple instruction stream, multiple data stream) Mehrere InstruktionssÃ¤tz steuern 
die Bearbeitung vieler DatensÃ¤tze 
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Ring 
Hypercube 
Abbildung B.1: Verschiedene ausgewÃ¤hlt Computerarchitekturen schematisch 
SISD-Architekturen sind die herkÃ¶mmliche Von-Neumann-Rechner mit einem Prozessor und 
einer (sequentiellen) Datenleitung. Bei der oben erwÃ¤hnte ILLIAC IV handelte es sich um eine 
SIMD-Architektur. Die bekanntesten SIMD-Architekturen stammen von der Firma ,,Thinking 
Machines" (CM-Z), die erst kÃ¼rzlic vom Markt verschwunden ist. Auch klassische Vektor- 
rechner (die bekanntesten Systeme stammen von Cray) sind in diese Kategorie einzuordnen. 
MIMD-Architekturen sind sehr verbreitet. Diese Klasse umfaÂ§ sowohl Mehrprozessor-Server 
auf PC-Basis bis hin zu Cray C-90 Supercomputern. Echte MISD-Rechner sind dem Autor nicht 
bekannt, aber diese Technologie wird inzwischen in modernen RISC-Prozessoren eingesetzt, um 
,,branchingU Operationen zu optimieren. Die KSR-1 gehÃ¶r zur MIMD Klasse, die hier weiter 
spezifiziert werden soll [50]. 
Ein weiteres wichtiges Architekturmerkmal ist der Aufbau des Hauptspeichers. GrundsÃ¤tzlic 
lassen sich Parallelcon~puter mit verteiltem und gemeinsamem Hauptspeicher unterscheiden. Die 
KSR-1 hat zwar einen verteilten Speicher, aber diese Verteilung wird mittels einer Cache-Logik 
fÃ¼ die Anwender transparent (siehe nÃ¤chste Abschnitt). 
Die Verbindungstechnik ist ebenfalls ein wesentliches Merkmal der Computerarchitektur. Ver- 
schiedene Netzwerktopologien stehen dabei der Verbindung mit Kreuzverteilern (crossbar swit- 
ches) gegenÃ¼ber Die Verbindung der KSR-1-Prozessoren wird durch eine unidirektionale hier- 
archische Ringtopologie verwirklicht. 
Einige wichtige Architekturen sollen beispielhaft vorgestellt werden (siehe Abb. B.1). Die mei- 
sten Mehrprozessor-Vektorrechner sind mit gemeinsamem Hauptspeicher ausgestattet, wobei die 
Prozessoren beliebig miteinander verbunden sind (Cray Vektor-Systeme). Die Kommunikations- 
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Tabelle B.1: Ordnungen fÃ¼ globale Kommunikation in verschiedenen Computerarchitekturen 
Architektur Kommunikationszeit CO(-)) 
gern. Hauptspeicher 1 
2D- Array 2(P - 1) 
d-dirn. Hypcrcube d 
Ring P 
zeit (Latenzzeit) bei solchen Systemen ist sehr kurz, es gibt einen gemeinsamen Adrefiraum, 
und jede Adresse ist fÃ¼ jeden Prozessor in derselben Zeit erreichbar. Die Architektur ist jedoch 
nicht skalierbar, weil schneller Hauptspeicher nicht beliebig ausgebaut werden kann, Kreuzver- 
bindungen nur begrenzte Anzahlen AnschlÃ¼ss zulassen, etc. Diese Architekturen werden hÃ¤ufi 
mit dem Begriff ,,Multiprozcssoren" benannt. 
Zweidimensionale Netze von Prozessoren (2D-Arrays) sind leicht zu implementieren. Diese Netz- 
topologic ist vor allem bei Syst,emen verbreitet, die auf Transputer Chips basieren. Die Kommu- 
nikationszeit nimmt hier mit der Entfernung der Prozessoren zu. Die Architektur ist skalierbar, 
weil jeder Prozessor mit seinen Verbindungen lokal vervielfÃ¤ltig werden kann. FÃ¼ eine globale 
Kommunikation ist diese Architektur dann allerdings nicht skalierbar, weil die Entfernung zwi- 
schen Prozessoren zunimmt. Globale Kommunikationszeiten fÅ  ¸die verschiedenen Architekturen 
sind in Tabelle B.1 angegeben. 
Auch im Hypercube nimmt die Kommunikationszeit mit der Entfernung der Prozessoren zu. 
Die Latenzzeit fÃ¼ globale Kommunikation im d-dimensionalen Hypercube steigt lediglich mit 
der Ordnung der Dimensionen. DafÅ¸ ist eine unbegrenzte ErhÃ¶hun der Dimensionen nicht 
mÃ¶glich weil damit .auch die Anzahl der Verbindungen zunimmt. Unterhalb bestimmter Dimen- 
sionszahlen ist diese Architektur aber skalierbar, weil jeder Prozessor mit eigenem Hauptspeicher 
ausgestattet werden kann und die Verbindungen lokal sind. 
Im Ring ist die Kommunikation von Prozessor zu Prozessor unabhÃ¤ngi von der Entfernung 
(jedenfalls wenn dem Senden von Daten eine Anfrage vorhergeht). Die globale Kommunikation 
ist proportional zur Anzahl der Prozessoren im Ring. Ein unendlicher Ausbau des Ringes ist 
zwar mÃ¶glic aber wegen der Zunahme der Kommunikationszeit nicht sinnvoll. KSR hat zum 
massiven Ausbau der Ringtopologie eine Hierarchie von Ringen vorgesehen. Die Kommunikati- 
onszeit in entfernte Ringe steigt dann nicht mehr linear mit der Anzahl der Prozessoren, sondern 
logarithmisch. 
Die KSR-1 lÃ¤Â sich nun einordnen als MIMD-Rechner mit verteiltem Speicher und einer hierar- 
chischen Ringtopologie. Damit ist die Architektur skalierbar (in der RealitÃ¤ ist eine Ausbaustufe 
bis zu 1088 Prozessoren vorgesehen: ein Ring von 34 Ringen zu je 32 Prozessoren). 
mer Hauptspeicher 
FÃ¼ die Programmierung und Entwicklung von Algorithmen ist es wÃ¼nschenswert so wenig wie 
mÃ¶glic mit der Computerhardware in BerÃ¼hrun zu kommen. FÃ¼ die Datenverwaltung bedeu- 
tet das, einen globalen AdreÂ§rau zur VerfÃ¼gun zu haben (gemeinsamer Hauptspeicher). Leider 
ist eine Computerarchitektur mit globalem (gemeinsamem) Speicher durch technologische Be- 
grenzungen nicht beliebig skalierbar. Daher haben massiv parallele Rechner lokalen (verteilten) 
Speicher. 
Verteilter Speicher muÂ in der Regel explizit adressiert werden, das heiÃŸ der Programmierer muÂ 
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Tabelle B.2: Latenzzeiten fiir die Cache-Ebenen der KSR-1 
Cache Ebene Clockcycles Microsekunden 
,, Subcaclie" 2 (),I 
,,Local Cache" 20 1,0 
Cache im eigenen Ring 130 6.5 
Cache im entfernten Ring 570 28,s 
wissen, wo sich seine Daten physikalisch befinden. Diese (hÃ¤ufi nicht portierbare) Komplikation 
zu umgehen, ist das Ziel virtuellen globalen Spcicherinanagements (siehe z.B. [G]) .  
Ein LÃ¶sungsansat fÃ¼ das Problem, auf vert,eiltem Speicher einen globalen Adrefiraum zur 
VerfÃ¼gun zu stellen, ist von Kendall Square Research (KSR) unter dem Namen Allcache ent- 
wickelt worden [70]. Dabei wird der gesamte Speicher als eine Hierarchie von Cachespeichern 
verstanden. Daten fÃ¼ die Verarbeitung fordert jeder Prozessor aus dem nÃ¤chstgelegene Cache 
an. Falls sie dort nicht zu finden sind, geht die Anfrage in die nÃ¤chs hÃ¶hergelegen Ebene der 
Hierarchie. 
Die Anfragelogik und die Cache-Kohiirenz wird dabei von Hardwarekomponenten gesteuert. 
Dadurch wird eine relativ kurze Latenzzeit auch bei Zugriffen auf entfernte Cache-Komponenten 
erreicht. Ein Datenzugriff besteht dabei iniiner aus einer Anfrage und einer Antwort. Da die 
Ringe unidirektional ausgelegt sind, ist die Zeit fÃ¼ einen Datenzugriff determiniert und lediglich 
von der Anzahl der zu ÃœberbrÅ¸ckend Cache-Hicrarchiestufen bestimmt. 
Insgesamt gibt es vier Cache-Ebenen mit lÃ¤nge werdenden Latenzzeiten (siehe Tablelle B.2). Die 
Vorgehensweise ist damit analog zur Programmierung auf Workstations mit Cache-Hierarchien. 
Es muÂ darauf geachtet werden, daÂ Daten mÃ¶glichs lange im lokalen Cache gehalten werden, 
oder anders ausgedriickt, es miissen mÃ¶glichs viele Operationen auf den Daten im lokalen Cache 
durchgefÃ¼hr werden (siehe auch [27]). 
Details der K -1 Architektur 
In diesem Abschnitt werden die allgemein gehaltenen Beschreibungen der vorherigen beiden 
Abschnitte fÃ¼ die KSR-1 spezifiziert. Werte fÃ¼ Latenzzeit. Prozessorleistung und Hauptspei- 
chergrofie werden angegeben. Die Werte sind der einschlÃ¤gige KSR-Dokumentation entnommen 
Pol. 
Prozessoren 
Die Prozessoren der KSR-1 sind 64 Bit RISC-Prozessoren, die von KSR selbst entwickelt wur- 
den. Sie kÃ¶nne maximal zwei Instruktionen pro Taktzyklus durchfÃ¼hren Multiplikation und 
Addition kÃ¶nne parallel ausgefÃ¼hr werden, d.h. zwei FlieÂ§kommaoperatione pro Takt sind 
erreichbar. Die Taktgeschwindigkeit betrÃ¤g 20 Mhz (50 ns). Damit betrÃ¤g die theoretische 
Maximalleistung rm 40 Mflopls pro Prozessor. Bei AIatrixmultiplikationen werden real immer- 
hin 34 Mflopls erreicht. Bei maximal 1088 Prozessoren erreicht dieses System eine theoretische 
Maximalleistung von 43520 Mflop/s. 
Zu jeder Prozessoreinheit gehÃ¶re weitere logische Bausteine: Die Ce11 Interconnect Unit ver- 
bindet das Prozessorboard mit dem Ring, die Cache Controll Units ( 4  StÃ¼ck stellen die Cache- 
KohÃ¤ren sicher, der Cache Event Monitor erlaubt die Diagnose des Datentransfers, es gibt 
eine Integer Processing Unit fÃ¼ ganzzahlige Operationen und einige Boards haben extra 1/0 
Processors. 
150 Anhang B. Architekturrnerkmale 
Speicher  
Die Prozessoren sind mit relativ groÂ§zÃ¼gig 256 KB sogenanntem Subcache fÃ¼ Daten und eben- 
falls 256 KB Instruktionscache ausgestattet. Der Zugriff auf diesen Speicher erfolgt schnellstens 
alle zwei Taktzyklen. Der Subcache entspricht dem ,,on-chip cache" anderer Prozessoren. Zu je- 
dem Prozessormodul gehÃ¶r ein lokaler Speicher (local cache) von 32 MB GrÃ¶Â§ Die Zugriffszeit 
zum lokalen Speicher betrÃ¤g 20 Taktzyklen (siehe Tab. B.2). Bei maximal 1088 Prozessoren 
lÃ¤Â sich der Hauptspeicher auf 34 GB ausbauen. 
Netzwerk  
Bis zu 32 Prozessoren kÃ¶nne in einem Ring (Allcache Engine) zusammengefafit werden. Die 
Ãœbertragunsbandbreit jedes Ringes betrÃ¤g 450 MB/s. Bei 34 Ringen ergibt das eine Bandbreite 
von 15300 MB/s. Der Speicher der KSR-1 ist in Einheiten (Subpage) der GrÃ¶Â 128 Byte (16 
64-Bit-Worte) organisiert. Die kleinste Ã¼bertragen Datenmenge ist eine Subpagc. 
Das hat Auswirkungen auf die Programmierung. Wenn auf eine Subpage hÃ¤ufi von mehre- 
ren Prozessoren exklusiv zugegriffen wird, kommt es zu erheblichen LeistungseinbrÃ¼chen Diese 
Situation kann auftreten, wenn verschiedene Daten auf einer Subpage liegen, die jeweils auf 
verschiedenen Prozessoren benÃ¶tig werden. 
E i n g a b e l A u s g a b e  
In jedem Ring gibt es mindestens einen 110-Prozessor. FÃ¼ Ein-/Ausgabe-intensive Anwen- 
dungen kÃ¶nne mehrere 110-Prozessoren im Ring installiert werden, so daÂ die Leistung fÃ¼ 
Ein-/Ausgabe den Anforderungen angepaÂ§ werden kann. Jeder 110-Prozessor hat eine Ãœbert 
ragungsbandbreite von 30 MB/s. 
Konfigurat ion d e s  Entwicklungsrechners  
Der am Alfred-Wegener-Institut verfÃ¼gbar Entwicklungsrechner KSR-1 befindet sich in einer re- 
lativ kleinen Ausbaustufe. Es existiert ein Ring mit 32 Prozessoren, davon einem 110-Prozessor. 
Die Prozessoren sind in sogenannten Processorsets so konfiguriert, daÂ entweder sechs oder 26 
Prozessoren parallel fÃ¼ Anwendungen verwendbar sind. 
Das System verfÃ¼g Ã¼be 10 GB Plattenplatz auf einem eingebauten RAID-Array. Mit 32 MB 
Cache pro Prozessor sind insgesamt 1024 MB Hauptspeicher vorhanden. 
Das System erlaubt als eigenstÃ¤ndige Unix-Rechner interaktiven Zugang vom Workstation-Netz 
des Instituts. Da die KSR-1 liauptsÃ¤chlic als Entwicklungsrechner genutzt wird, werden die 
parallelen Leistungstests meist auf einer leeren Maschine durchgefÃ¼hrt Es handelt sich aber nicht 
um ein dediziertes System, in dem viele der Systemdienste zur Leistungssteigerung abgeschaltet 
sind, sondern um ein System im laufenden Betrieb. 
In den Tests zur Parallelisierung der FEM (Kapitel 4) werden Zahlen von der Alliant FXl2800 
genannt. Hier sollen einige Details der Architektur dieses Rechners angegeben werden [ 5 ] .  Die 
Alliant FX/2800 war bis 1993 als Entwicklungsrechner am Alfred-Wegener-Institut installiert. 
Prozessoren 
Alliant verwendet fÃ¼ die Prozessor-Module Intel i860 64 Bit RISC-Prozessoren, die mit 40 Mhz 
(25 ns) getaktet sind. Die Module bestehen aus je vier Prozessoren. Der i860 Prozessor kann 
gleichzeitig Addition und Multiplikation ausfÃ¼hren so daÂ eine theoretische Maximalleistung 
von 80 Mflopls erreicht wird. Dieser Wert wird aber aufgrund des kleinen Cache und schlecht 
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optimierter Compiler in der RealitÃ¤ nicht erreicht. Mit maximal 28 Prozessoren betrÃ¤g die 
theoretische Maximalleistung des Systems 2.240 Mflop/s. Da maximal die HÃ¤lft der Prozessoren 
in einem sogenannten Cluster zur Parallelverarbeitung zusammengefaflt werden kÃ¶nnen sollte 
die Maximallcistung jedoch mit 1.120 Mflop/s angegeben werden. 
Die Prozessor-Module verfÃ¼ge Ã¼be zwei concurrency control units (CCU), die zur parallelen 
Synchronisation verwendet werden. Jedes Modul ist Ã¼be zwei Ports mit dem Cache verbunden. 
Zu jedem System gehÃ¶r mindestens ein I/0-Modul. Es besteht aus einem i860 Prozessor und 
zwei KanÃ¤le zu Ein-/AusgabegerÃ¤ten Maximal kÃ¶nne sieben Prozessor-Module und ein 110- 
Modul in einem System konfiguriert werden. 
Speicher  
Die Alliant FX/2800 ist ein System mit gemeinsamem Hauptspeicher, der modular aufgebaut ist. 
Ein voll ausgebautes System besteht aus maximal 16 MB Cache in acht Modulen zu je 2 MB, und 
4 GB Hauptspeicher in 16 Modulen mit je 256 MB SpeicherkapazitÃ¤t Jeder Prozessor verfÃ¼g 
Ã¼be 8 KB ,,an-chip cache" fÃ¼ Daten und 4 KB fÃ¼ Instruktionen. DatenÃ¼bertragun zwischen 
Hauptspeicher und Cache benÃ¶tig 6 Clockcycles, es werden jeweils vier Worte Ã¼bertragen 
Jeder Prozessor kann alle vier Clockcycles auf den Cache zugreifen. Jedes Cache-Modul kann 
zwar alle zwei Clockcycles Daten liefern, aber es gibt doppelt soviele DatenkanÃ¤l zu den Pro- 
zessoren wie zu den Cache-Modulen. 
Netzwerk  
Die Prozessor-Module sind mit den Cache-Modulen Ã¼be inen Crossbar-Interconnect verbunden. 
Dieser Datenbus verbindet jeden Prozessor Port mit jedem Cache-Modul. Je  ein 64 Bit Wort 
kann gleichzeitig an jedem Cache-Modul mit 50 ns Taktzcit und an jedem Prozessorport mit 100 
ns Taktzeit Ã¼bertrage werden. Damit wird eine maximale Bandbreite von 1280 MB/s erreicht. 
Neben dem Crossbar-Interconnect zur DatenÃ¼bertragun gibt es den Concurrency Control Bus  
zur Synchronisation paralleler Prozesse. Dieser Bus verbindet die CCUs und sorgt fÃ¼ eine sehr 
schnelle Synchronisation. 
Konfigurat ion d e s  Entwicklungsrechners  
Die Alliant FX/2800, die bis 1993 am AWI zur VerfÃ¼gun stand, war mit acht Intel i860 Prozesso- 
ren ausgerÃ¼stet die auf den gemeinsamen Hauptspeicher von 256 MB und einen Cache von 2 MB 
Zugriff hatten. Vier Prozessoren konnten in einem Cluster fÃ¼ die parallele Verarbeitung eines 
Programms verwendet werden. Typischerweise wurden fÃ¼ Anwendungsprogramme hÃ¶chsten 5 
Mflopls pro Prozessor erreicht. Die Effizienz der Alliant bei parallelisierten Algorithmen lag im 
allgemeinen im Bereich von 70-80%. 
Bezeichnungen 
Einige Notationen sind so gewÃ¤hlt daÂ sie im gesamten Text unverÃ¤nder verwendet werden. 
Weitere Notationen werden jeweils im Kontext erklÃ¤rt 
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Diskretisierungsmatrix und Matrixkoeffizienten, prÃ¤konditioniert 
Matrix 
Bilinearform und Linearform im Variationsproblem 
Windfeld fÃ¼ die Advektion 
TrajektorienstÃ¼c ein- bzw. zweidimensional 
FEM-Basisfunktionen, lineare Basisfunktion und quadratische 
Basisfunktion zum Knoten i 
Raum der stetigen, k-mal stetig differenzierbaren und unendlich 
oft stetig differenzierbaren Funktionen mit kompaktem TrÃ¤ge 
Konstanten 
Differentialoperator 
Diskrete Gitterweite, Zeitschritt 
Elementsteifigkeitsmatrix, Matrixkoeffizienten zum Element r 
Diskretisierungsfehler 
Globaler und lokaler FehlerschÃ¤tze 
DreiecksflÃ¤che FlÃ¤ch des Elements T 
Kraft (unbestimmt) 
Diskrete rechte Seite des elliptischen Problems und Koeffizienten 
Rechte Seite, im Teil I11 Coriolisparameter 
Rechengebiet und Rand des Rechengebietes, Randstiick 
Funktionen (Randwerte), Polynome; g ist im Teil I11 auch die 
Gravitationskonstante 
Sobolevraum, mit Rand Null, mit gemischten Randwerten 
Anzahl der Verfeinerungsstufen 
Konditionszahl der Diskretisierungsmatrix 
Raum der k-integrierbaren Funktionen 
Laplace-Operator, Gradienten-Operatoren (6, $) und ($, -&) 
Anzahl der Knoten, Knoten der k-ten Stufe, Elemente 
Winkelgeschwindigkeit der Erde 
Geopotentielle HÃ¶he mittlerer Wert, Abweichung 
Erstes bzw. zweites Moment 
Rechte Seite im Teil 111 
Bezeichnungen 
Reelle Zahlen, natiirliche Zahlen 
Dichtefeld, Druckfeld 
diskreter Funktionenraurn bezÃ¼glic der hierarchischen Basis 
Paralleler Speednp, parallele Effizienz und Scaleup 
Triangulierung, Triangulierung der Stufe k ,  Element 
TrÃ¤ge der Funktion g 
Zeitkoordinate, diskreter Zeitpunkt 
Tracervariable, Vorticity, Stromfunktion 
Dimensionslose GrÃ¶Ã 
u zur Zeit t + At, t - At, t und t + 
Interpolation hoher bzw. niedriger Ordnung und mit kubischen Splines 
Funktionen (unbekannte), zugehÃ¶rig diskrete Funktionen 
Geschwindigkeitsvektor. Geschwindigkeitskomponenten 
Funktionenraum. diskreter (FEM-) Funktionenraum, stÃ¼ckweis 
lineare FEM-Funktionen 
Koeffizientenvektor der diskreten FEM-Funktion V/, 
Koordinatenvektor, Koordinaten 
Koordinatenvektor, Trajektorienstiick zum Gitterpunkt m 
Skalarprodukt auf R,aum V 
Norm auf Raum V, Energienorm 
Seminorm oder Betrag 
Abbil 
Lineare FEM-Basisfunktion bi zum Knoten ni. der TrÃ¤ge Tr(bi) ist schraffiert . 
. . . . . . . . . . . . . . . . . . . . . .  HÃ¤ngend Knoten in einer Triangulierung 
Triangulierung eines Gebietes mit Hilfe eines Mustergitters aus Dreiecken . . . .  
Triangulierung eines Gebietes mit Hilfe von Strahlen zum Rand . . . . . . . . . .  
Erste Schicht der schichtweisen Triangulierung eines Gebietes . . . . . . . . . . .  
Verfeinerungsstrategien: a . rote Verfeinerung in vier Tochterdreiecke. b . grÃ¼n 
. . . . . . . . . . . . . . . . . . . . . . . . . .  Verfeinerung. c . blaue Verfeinerung 
Bisektion der markierten Seite: Nach der Teilung werden die beiden unmarkierten 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  Seiten markiert 
ReguÃ¤r Verfeinerungsstrategie: a . rote Verfeinerung eines Elements. b . hÃ¤ngend 
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