Abstract-The sparse synthesis signal model has enjoyed much success and popularity in the recent decade. Much progress ranging from clear theoretical foundations to appealing applications has been made in this field. Alongside the synthesis approach, an analysis counterpart has been used over the years. Despite the similarity, markedly different nature of the two approaches has been observed. In a recent work, the analysis model was formally formulated and the nature of the model was discussed extensively. Furthermore, a new greedy algorithm (GAP) for recovering the signals satisfying the model was proposed and its effectiveness was demonstrated.
I. INTRODUCTION
In many tasks in image and signal processing, only limited-sometimes highly insufficient-data for the signals of interest are available. Even when sufficient amount of observations is available, the data can frequently be corrupted by noise. Adding on top of these the case where the data are both incomplete and corrupted by noise, one would be tempted to simply abandon any hope of performing reasonable work on those signals.
Fortunately, the signals that we are interested in are not just 'ordinary random signals.' They exhibit highly regular behavior among them. When we mathematically model these properties shared by the signals of interest, we arrive at sometimes spectacular results even for the problems with initial bleak outlooks described above. What is an example of enabling data models?
A. The Sparse Synthesis Model
The sparse synthesis signal model is one of the most celebrated data models. Many classes of signals, e.g., images, are observed to be very low-dimensional while their actual signal dimension can be quite high. This observation is modeled as follows: Any signal x ∈ R d of interest can be expressed as a linear combination of few columns of a fixed matrix D ∈ R d×n called a dictionary. Typically, n > d so that the model is rich enough to express interesting signals.
This model has been the focus of many papers, studying its core theoretical properties by exploring practical numerical algorithms for using it in practice (e.g. [1] - [3] ), evaluating theoretically these algorithms' performance guarantees, addressing ways to obtain the dictionary from a bulk of data, and beyond all these, attacking a long series of applications in signal and image processing with this model, demonstrating often state-of-the-art results.
B. The Cosparse Analysis Model
The synthesis model has a 'twin' model that takes the analysis view point. Before introducing this analysis model, let us step back and look at a typical way the sparse synthesis model is used in a signal processing application. As described at the beginning, one may have an incomplete and/or noisecontaminated observation y of a signal x. This means that there can be many-a lot of times, infinitely many-signals that could explain the observation y and hence it is difficult to recover x. However, if we know that x is sparse in D, then we can look for the coefficient vector z that is as sparse as possible while the resulting signal Dz is 'compatible' with y.
An interesting alternative has been used in practice successfully over the years; In this alternative, there is a fixed analysis operator Ω acting on the signal space, and one looks for the signal x that sparsifies the analysis representation Ωx the most while being compatible with the observation y, instead of searching for the sparsest synthesis representation z with x = Dz. Several works, e.g., [4] - [7] , have empirically demonstrated the effectiveness of the analysis-based approaches and have shown either implicitly or explicitly the distinctness of two approaches (synthesis vs. analysis). On the other hand, perhaps due to the strong resemblance between the two methods, it was only recent that the underlying distinct model, which was named cosparse analysis model, was explicitly described and studied in [8] .
In the cosparse analysis model, a signal x ∈ R d is said to be cosparse with respect to an analysis operator Ω ∈ R p×d if the analysis representation Ωx contains many zero entries. Further, the number of zeros = p − Ωx 0 is called the cosparsity of x and we say that x is -cosparse. The index set where Ωx is zero will be called the cosupport of x. We want to bring to the reader's attention that we are focused on the fact that Ωx has many zeros entries rather than few non-zero entries since there is generally a non-trivial lower limit on the number of non-zero entries [8] .
C. The Greedy Analysis Pursuit Algorithm
Given an incomplete observation y of a cosparse signal x, how to recover the original signal x?
For this task, a greedy algorithm in the spirit of Matching Pursuit algorithms for the sparse synthesis model was proposed in [8] for the cosparse signal recovery and was named Greedy Analysis Pursuit (GAP). Further details are left to Section II and [8] . Let us now elaborate on the cosparse signal recovery problem for which the GAP algorithm was applied.
Let x ∈ R d be a cosparse signal with respect to an analysis operator Ω ∈ R p×d . Suppose that the only information available for x, apart from that it is cosparse with respect to Ω, is given by
where M ∈ R m×d is a measurement matrix. We assume that m < d, so the relation is underdetermined. Then, the cosparse signal recovery problem is the triplet (y, M, Ω)-possibly the quartet (y, M, Ω, ), where is the coparsity of x. The goal in the cosparse signal recovery is to recover x.
The effectiveness of the GAP for the cosparse signal recovery was well-demonstrated in [8] . Surprsingly, the GAP was observed to outperform the analysis 1 -minimization algorithm.
D. Contribution
The type of cosparse recovery problem described above rarely occurs in practice. One issue is that the clean measurements/observations y = Mx of a cosparse signal x are unlikely to be available. For this reason, it is better to suppose that y = Mx + n where n is a noise term.
Another problem of practical nature comes from the inexactness of the model. That is, most signals x of interest are actually not exactly cosparse. This leads us to work with the following approximate cosparse signal model: A signal x is approximately cosparse with respect to Ω if there is an exact cosparse signal x * close to x, i.e.,
x ≈ x * and p − Ωx * 0
1.
Due to these practical issues, though it has delivered encouraging empirical results, the GAP algorithm has not been a viable tool to be used directly in applications. The contribution of this paper is to adapt the GAP and make it able to perform stable cosparse signal reconstruction when the observation is contaminated by noise. This is empirically demonstrated on toy MRI problems.
II. NOISELESS GAP ALGORITHM
The Greedy Analysis Pursuit (GAP) algorithm as appeared in [8] is presented in this section.
To begin, we fix some notations. For an index set I ⊂ 1, p , Ω I is the submatrix of Ω that is obtained by retaining the rows of Ω indexed by I. A vector x 0 ∈ R d is a cosparse signal with respect to Ω and will serve as the ground truth. The cosupport of x 0 is denoted by Λ.
The GAP attempts to solve the linear inverse problem (1) where y := Mx 0 . Its aim is to identify the cosupport Λ and hence to pin down the signal x 0 . An interesting twist is that it tries to remove rows of Ω in a greedy way to arrive at Ω Λ in the end. At the first step, the GAP takesΛ 0 = 1, p to be the initial estimate of the cosupport Λ and removes elements fromΛ 0 to obtain a new estimateΛ 1 . What would be a good way to choose the elements to be discarded? If we pretend that we know x 0 , then this would be an easy task: We will compute ΩΛ 0 x 0 and choose any index that corresponds to a non-zero entry. Of course, we do not have x 0 but only y. These arguments naturally suggest: First, obtain a 'good enough' estimatex 0 of x 0 using y. Then, compute ΩΛ 0x 0 and decide which elements to remove. For the first half of the task, we let
For the second half, note first that most likely all elements of ΩΛ 0x 0 are non-zero. Hence, some care must be taken in choosing elements to remove. Assuming thatx 0 is a good estimate of x 0 , a safe route would be to choose the entries of ΩΛ 0x 0 with the maximum magnitudes. We can see that this is a sensible approach once we view that ΩΛ 0x 0 is a 'small' perturbation of ΩΛ 0 x 0 . Thus, for the second part, we let
where ω j is the j-th row of Ω. The version of GAP alternates the two steps above until an appropriate stopping criterion is met.
III. NEW NOISE-AWARE GAP ALGORITHM
The new version of GAP attempts to solve the linear inverse problem with noise,
where y := Mx 0 + n is the noisy measurements/observations of x 0 . We assume the knowledge of the noise level ; to be precise, n 2 ≤ . Looking at how (1) is related to the estimate update step (2) of the original GAP, it is natural to consider the alternativê
in order to adapt the GAP for the problem (4). The same cosupport estimate update step (3) can then be used. This leads to the new noise-aware version of GAP, called GAPn. The description of the algorithm is given in Algorithm 1. a) Stopping Criteria: Various stopping criteria can be used to terminate the GAPn iterations. One criterion that proved to be useful was ΩΛ ix i ∞ < η coef where η coef is some prescribed (small) value. Another possibility is x i − x i−1 2 < η stable for some η stable > 0. One can also decide on a prescribed cosparsity as a stopping criterion: |Λ i | < stop . The first option was used in our experiment. for appropriate value λ > 0. In fact, the value of λ was varied untilx 0 satisfies the constraint y − Mx 2 ≤ . c) Super-greedy GAP Algorithms: Multiple rows of Ω can be removed at each cosupport update step. Two simple alternatives to (3) can be conceived. One way would be to discard the rows corresponding to r largest analysis coefficients at each iteration for some fixed r > 1. The second alternative is to perform
where α := ΩΛ ix i , for some fixed 0 < t < 1. The Noiseless GAP using this alternative was discussed in [8] .
IV. EXPERIMENTS
We show the experimental results obtained by applying the GAPn algorithm presented in Section III.
A. Synthetic Cosparse Signal Recovery
As a first demonstration, we conducted a synthetic experiment on cosparse signal recovery. In this experiment, we fixed the signal dimension d = 200 and the size of the analysis operator p = 240. Two values of measurement size were tried: m = 160 and m = 80. The cosparsity was also fixed at = 180 and = 195 respectively for the cases m = 160 and m = 80. Once d, p, m and are fixed, the noise intensity exp were varied. At each noise intensity, the experiment was repeated 50 times and the average relative error was computed.
The details of how the cosparse signal recovery problem (y, M, Ω, ) (noise intensity is added here.) was constructed are as follows: The entries of M ∈ R m×d are simply drawn independently from the normal distribution. Ω T ∈ R d×p was constructed to be a random tight frame with uniform column norm. Random elements of 1, p were selected to be a set Λ. A Gaussian random signal in the null space of Ω Λ was constructed to be x 0 . A noise term n with n 2 = exp was constructed and finally the observation y was computed by y = Mx 0 + n. The noise level := 1.01 exp was passed to the algorithms. The results for the first case is shown in Figure 1 . In addition to the GAPn, the analysis 1 which solveŝ
was tested. In the figure, the label L1 corresponds to the result when was taken to be 0 above and the label L1n corresponds to the one where was set at the value described above. GAP denotes the noiseless version. The figure shows that while the GAP performs worse than the analysis 1 , the noise-aware GAPn outperforms the noise-aware 1 in the considered SNR range. The GAPn was also observed to work better than the 
B. Shepp-Logan Phantom Reconstruction
As a more realistic test, we applied the GAPn for the Shepp Logan phantom reconstruction problem. In this experiment, the 256 × 256 phantom image was chosen and the measurements were made along 22 radial lines in the 2D Fourier domain. The observation was further corrupted by Gaussian noise; The noise level was exp = 0.05 Mx 0 2 and = 1.01 exp , using the notations of the previous subsection.
We have tested the following algorithms: tvdantzig logbarrier and tvqc logbarrier from l1magic-1.1 package, and the GAPn. For the GAPn, the analysis operator used was the one-step finite difference operator Ω DIF that consists of all the horizontal and vertical differences of neighboring pixels. Figure 2 demonstrates that the GAPn result captures the piece-wise constant nature of the original image better than tvdantzig or tvqc results.
C. MRI Image Reconstruction
The next experiment is related to the issue of approximate signal model. Namely, the signals we meet in practice are not exactly cosparse. For this experiment, we have chosen a (crop of) MRI image generated from the FSL MNI152 T1 0.5mm image data. 1 The setting of the problem is similar to the previous subsection, and the measurements of the image are obtained along 50 radial lines in the Fourier domain. However, no intentional noise was added. 
1) Cosparsity with One-step Finite Difference Operator:
The image is not seen to be truely cosparse with respect to Ω DIF . Given this, we can envision two possible ways to reconstruct the target image. One approach is to treat the inexactness of the signal to the model as noise. Here, we start with an implicit assumption that there is a signal x * which is cosparse with respect to Ω DIF and is nearby the target signal x. Then, we recognize the problem as solving (4) with noise term given by n = M(x − x * ), and try to recover x * . This requires the 'noise' intensity to be estimated.
The other strategy is to keep the constraint (1) since the observation y is thought to be clean and to apply the GAP with noise level 0 (or very small value). The algorithm stops when ΩΛ ix i ∞ is deemed to be relatively small. The resconstruction results showed that the total-variation minimization algorithms of l1magic-1.1 give better output than the GAP algorithm with analysis operator Ω DIF (result not displayed). Visually, all those results suffer from staircasing artifacts related to either 'TV-norm' or the one-step finite difference operator. The reconstruction from the GAP showed a bit more pronounced blockiness, which indicates that the GAP is enforcing the cosparse analysis model more strongly. The differences between the two approaches described above for handling the model mismatch were not significant.
2) Cosparsity with Second-order Differences: Interestingly, when the one-step difference operator was replaced by the operator Ω D2 consisting of second-order differences in the horizontal, vertical, diagonal, and anti-diagonal directions, the reconstruction result from the GAPn with = 10 −3 y 2 and η coef = 5 · 10 −4 was the best. Note that the signal x was normalized to take values in the interval [0, 1]. The improvement on SNR was from 21.0dB (Ω DIF ) to 29.6dB (Ω D2 ) which was also better than 28.4dB of the TV-based reconstruction. Perhaps more importantly, visual artifacts were significantly less pronounced. This shows the importance of using an appropriate analysis operator to fit the signals to the cosparse model. The original, and the reconstructed images using the TV-minimization and the GAPn with Ω D2 are shown in Figure 3. V. CONCLUSION In this work, we have extended the Greedy Analysis Pursuit algorithm of [8] so that it can be used for the reconstruction of cosparse signals when the noise term is present or for the reconstruction of signals that are approximately cosparse, in the context of linear inverse problems. The effectiveness of the proposed algorithm was demonstrated by experiments. The experimental results show that the GAPn algorithm outperforms the analysis 1 -minimization given the same knowledge on the noise intensity when the cosparse analysis model fits the signals of interest well. However, they also exposed the natural weakness of the algorithm when the model is not a good fit.
The weakness calls for the need to better design or learn analysis operators for signals of certain class. This need was confirmed by some improvements observed in our experimental results. The encouraging performance in this work prompts us to launch further studies: theoretical investigation of the behaviors related to the cosparse model and the algorithms; fine tuning the GAPn for the approximate cosparse model; and extensive comparisons with state-of-the-art sparse recovery algorithms (e.g., TVAL3 or ISD [9] ).
