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Abstract 
Huang, S.-H.S., H. Liu, V. Viswanathan, A sublinear parallel algorithm for some dynamic program- 
ming problems, Theoretical Computer Science 106 (1992) 361-371. 
This paper presents a sublinear parallel algorithm for dynamic programming problems such as 
computing an optimal order of matrix multiplications, an optimal binary search tree or an optimal 
triangulation of polygons. An algorithm was presented in Rytter (1988) which runs in O(log* n) time 
using 0(n6/logn) processors. An algorithm is presented in this paper which runs in 
O(&logn) time using 0(n3-5/log n) processors on a CREW PRAM. Amongst known sublinear 
algorithms, this is an improvement by a factor of O(n’logn) in terms of processor-time product. 
1. Introduction 
Dynamic programming is a powerful optimization methodology that is widely 
applicable to a large number of areas, including optimal control, industrial engineering, 
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and economics. However, its usefulness has been somewhat limited due to the large 
computational requirements. Advances in VLSI and multiprocessing have provided 
feasible means of implementation. A general method for parallelization of some 
dynamic programming algorithms on VLSI was presented in [4], and systolic pro- 
cessing for problems formulated as dynamic programming problems was given in [6]. 
A parallel algorithm which computes nearly optimal binary search trees can be found 
in [2]. Vitter and Simons [9] also presented classes of similar problems not in, or not 
shown to be in, NC. 
For many problems, such as computing an optimal order of matrix multiplications, 
finding an optimal binary search tree or an optimal triangulation of polygons, 
the dynamic programming approach gives recurrences having a similar formulation, 
i.e., 
i 
min {c(ik)+c(k,j)+f’(i, k,j)} O<i<j<n, i+ 1 <j, 
c(i,j)_ i<k<j (*) 
init j=i+ 1, O<i<n- 1, 
where the values off‘(i, k,j) and inn(i) are nonnegative. The values of init are known 
in advance and those off(i, k, j) can be computed easily. The value of ~(0, n) is to be 
found. The recurrences in (*) say that c(i, j), the cost for the problem with parameters 
(i, j), is the sum of the costs of the two subproblems with parameters (i, k) and (k, j), 
plus the additional cost of the decomposition, i.e., f‘(i, li,j). 
The basic parallel computation model considered in this paper is the concurrent 
read exclusive write parallel random access machine (CREW PRAM). The sequential 
algorithm for computing ~(0, n) needs 0(n3) time [l]. Optimal parallel algorithms can 
be designed which either (i) run in O(n*) time and use O(n) processors, or (ii) run in 
O(n) time and use O(n2) processors [lo]. A fast algorithm was given in [8] which runs 
in time O(log* n) and uses 0(n6/log n) processors. Although this result demonstrates 
that the problem is in NC, there is a large gap between the processor-time product of 
the algorithm in [S] (O(n’logn)) and the optimal 0(n3). In Section 2 we present 
an algorithm which runs in time O(J1 g ) n o n and uses 0(n5/logn) processors. In 
Section 3 we discuss a pebbling game on trees which facilitates the analysis of the 
algorithm, which is given in Section 4. In Section 5 we discuss the modifications which 
result in a reduction in the number of processors to O(n3,5/log n) and in Section 6 we 
give an average case analysis of this algorithm. Finally, in Section 7, we conclude with 
some open problems. 
2. The algorithm 
Solving the recurrence (*) for ~(0, n) can be viewed as the following parenthesization 
problem: Given a string of n objects a,, ,a,, find a minimum (in some sense) 
parenthesization for the string. The solution to this can be represented as a tree which 
realizes the optimal parenthesization. Some of the following notations and discussions 
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regarding the optimal tree are from [S] and are reproduced here for the sake of 
completeness. 
Let S denote the set of trees T with weighted nodes such that 
(i) the nodes of T are pairs (i,j), O<:i<j <n; 
(ii) if (i,j) is an internal node, then its sons are of the form (i, k), (k,j) for some 
i < k <j, and weight(i,j) =f(i, k,j); the weights are nonnegative numbers; 
(iii) the leaves of Tare of the form (i, if 1) for O<i<n, and weight(i, i+ l)=init(i). 
Define W(T) to be the sum of the weights of the nodes of tree T. Let 
w(i,j)=min{ W(T) I TES and the root of T is (i,j)}. 
It is easy to see that w(i,j) = c(i,j). Let S, = { T / TES, the root of T is (0, n)}, then the 
problem of finding ~(0, n) using (*) can be reformulated as: Find CI tree TESS with 
minimum weight. 
Definition 2.1. A partial tree is a tree T from the set S rooted at (i,j) with one of its 
nodes (p, q) treated as a leaf. This leaf (p, q) is termed the gap of T. 
Let PT(i,j,p, q) denote the set of all partial trees with root (i,j) and gap (p, q). 
Furthermore, let PW(T) denote the (partial) weight of a partial tree TEPT(i,j,p, q), 
which is the sum of the weights of all the nodes of T except the node (p, q). Define 
pw(i,j,p,q)=min{PW(T)lTEPT(i,j,P,q)}. 
Note that pw(i,j, i,j)=O. 
Let T be a tree rooted at (i,j) which has sons (i, k) and (k,j). Let T, be the subtree 
rooted at (k,j) and T’ be the partial tree rooted at (i,j) with gap (i, k). Then 
PW(T’)=f(i,k,j)+ W(T,). 
This yields the following equality: 
pw(i,j, i, k) =f(i, k,j) + w(k,j), (la) 
where (k,j) is the right son of (i,j) in the tree realizing c(i,j). Similarly, 
PW(U, W =f(i, kj) + w(i, k), (1’4 
where (i, k) is the left son of (i,j) in the tree realizing c(i,j). 
Let T be a partial tree with root (i, j) and gap (p, q) and let (I, q) be an intermediate 
node on the path from (i,j) to (p, q). If T1 is the partial tree with root (i,j) and gap (Y, q) 
and T2 is the partial tree with root (r,q) and gap (p,q), then 
PW(T)=PW(T,)+PW(T,). 
Note that if (p,q) is the right son of its father, then there is at least one intermediate 
node (r, q). If such a partial tree were optimal then 
pw(i,j, P, 4)= min { pw(i,j, r, 4) + pw(r, 4, P, 4)). 
iQi-<p 
(24 
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Similarly, if Tis a partial tree with root (i, j) and gap (p, q) and (p, s) is an intermediate 
node on the path from (i,j) to (p, c!), then let T be the partial tree rooted at (i,j) with 
gap (p, q), T, be the partial tree rooted at (i, j) with gap (p, s) and T2 the partial tree 
rooted at (p,s) with gap (p, q). Then 
PW(T)=PW(T,)+PW(T,). 
If this partial tree were optimal then 
p(i,j,p,q)= min (p~~~(i,j,p,s)+pw(p,s,p,q)~. G’b) 
qc.,<j 
Noting that on the path from a node (i,j) to a node (p, q) there has to be a node of the 
form (r,q) or (p.s), we can combine the above two equalities to get 
i 
min ( wW, r, Y) + Mr, 4, P, 4)), 
iQ+-<p 
pw(i, j, p, q) = min (2c) 
min jpw(i,j,p.s)+pw(p,s,p,q)}’ 
lJ<VSj 
Let T be a tree with root (i, j). Further, let T1 be a subtree of T with root (p, q), and 
T2 the partial tree with root (i, j) and gap (p, q). Then W(T) = W( T,) + P W( T2), which 
implies the following equality: 
w(i, j) = min (p~~(i,j,p,q)+w(p,q)). (3) 
iSp<qSj. (i.jlfCp.q) 
To describe our algorithm, we introduce the auxiliary arrays w’(i,j) and 
pw’(i, j, p, q). After the algorithm terminates, w’(i,j) will be equal to w(i, j). Initially, all 
entries of M” and pw’ are set to ‘x, except w’(i, i+ 1) (which is initialized to init( and 
pw’(i, j, i,j), which is initialized to 0. We also introduce the following three parallel 
operations corresponding to equations (l)-(3). 
a-actirate: 
for all 0 < i < k <j < n do in parallel 
pw’(i,j,i,k):=min{p,zl’(i,j, i, k),f(i, k,j)+w’(k,j)}; 
pw’(i,j, k,j):=minjp\v’(i,j, k,j),f(i, k,j)+w’(i, k)}; 
endfor; 
a-square: 
for all 0 f i f p < q <,j < n do in parallel 
i 
min ~p”l’(i,j,r,q)+pM!‘(r,q,p,q)}, 
p\v’(i, j, p, q):= min 
iQr<p 
min (p~~‘(i,j,p,s)+pw’(p,s,p,q)} 
q<sSj 
endfor: 
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a-pebble: 
for all 0 < i < j < n do in parallel 
w’(i,j):= min (pw’(i,j,p,q)+w’(p,q)}. 
i<p<qCj 
endfor; 
The algorithm can now be given as: 
Initialize w’(i, i + 1) = init( 0 <i < n; 
Initialize pw’(i, j, i, j) = 0, 0 < i <j < n; 
repeat 2& times begin 
a-activate; 
a-square; 
a-pebble; 
end. 
3. The pebbling game 
In this section we discuss a pebbling game which will be used to prove the 
correctness of the above algorithm. This is a slightly modified version of the pebbling 
game in [S]. The differences are discussed below. 
Definition 3.1. A full binary tree is a binary tree in which every internal node has two 
children. 
Definition 3.2. The size of an internal node x in a binary tree is the number of leaves in 
the subtree rooted at x and is denoted by size(x). 
The following pebbling game on a full binary tree will be used to prove that the 
algorithm, in the worst case, needs only O(A) iterations. 
Consider a full binary tree whose nodes can be pebbled (marked in some sense). In 
addition, each node x of the tree has a pointer cond(x) which points to either x or one 
of its descendants. Initially, only the leaves are pebbled and for every node x, 
cond(x) =x. The following sequence of three operations (termed a moue) is carried out 
until the root is pebbled. 
Activate: 
for all nodes x in parallel do 
if cond(x) is equal to x and at least one of the children of x is pebbled 
then cand(x) is made equal to the other (pebbled or unpebbled) child of x. 
Square: 
for all nodes x in parallel do 
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if cond(cond(x))#conll(x) then set cond(x) to the child of cond(x) which is an 
ancestor of cond(cond(x)) (Every node is considered to be an ancestor of itself). 
Pebble: 
for all nodes x in parallel do 
if x is not pebbled but cond(x) is pebbled then pebble x. 
The difference between this pebbling game and the one in [S] is in the square 
operation. The square operation given below is from [S]. 
Square: 
for all nodes x in parallel do 
set cond(x) to conlr(cond(x)). 
Lemma 3.3. The root qf any ,full binary tree with n leaves, all of which are initially 
pebbled, will be pebbled after 24 motes. 
Proof. The proof is by induction on the number of leaves in the full binary tree. From 
the initialization it is easy to see that after 2 iterations, roots of subtrees with a single 
node are pebbled. Assume that for all 1 <i, after 21 iterations, any node x such that 
size(x) d l2 is pebbled. Now consider a node x such that i2 < size(x) < (i + 1)2. The sizes 
of both the children of x cannot be > i2, as 2(i2 + l)>(i+ 1)’ for i> 1. Therefore, at 
most one child can have a size greater than i’. Using the same argument, if a child of 
x has a size greater than i2, then at most one of this child’s children can have a size 
greater than i2. Proceeding in this manner, we get a chain of nodes each of size greater 
than iz ending in the first node both of whose children are of size < i2 (Fig. 1). Let the 
number of nodes in the chain be k. We can label the nodes u1 =x, . . , ok. Let ‘tj, 
1 <j f k - 1, be the size of the child of cj which is not part of the chain. Let the sizes of 
the children of uk be nk and nk+l. Now n,+...+nk+,<(i+1)2 and nk+nk+1>i2. 
Therefore, n1 + ... +n,_,~2i.Letn,bemax,,j~,_,j j. PI} Sinceanynj(l<j<k-l)is 
at least 1, n,< 2i- k + 2. From the inductive hypothesis, all the nodes in the chain 
(except possibly uJ will be activated no later than 1+2dm iterations. 
Therefore, during every square after this, co&(x) moves down at least one level. In 
F = k - 1 + 2,/m iterations, cod(x) = uk. F is maximum when k = 2i + 1 and is 
equalto2i+2.Sincen,+...+n,_,d2iandeachofn,,...,n,_, isatleast l,k62ifl. 
Therefore, in 2i + 2 iterations cod(x) = I:~. In 2it 1 iterations vk has been activated. 
Thus, after the square step of the (2i + 2)nd move, cod(x) points to a pebbled node. 
After 2(i+ 1) iterations, x is pebbled. 0 
The fact that O(fi iterations are sufficient can also be proved using the following 
argument. After 2k moves, the following two invariants (parallel to the ones in [S]) 
hold for each node x of the tree: 
(a) If size(x) G k2, then .x is pebbled, 
(b) size(x)-size(cond(x))3 2k + 1, or (no son of cod(x) is pebbled), or (cod(x) is 
pebbled). 
A sublinear parallel algorithm 
_.. chain 
. . 
361 
n n 
k k+l 
Fig, 1. A binary tree and its chain. 
4. Correctness and analysis of the algorithm 
The correctness of the algorithm can be proved by adopting an approach similar to 
the one in [8]. Consider a combination of the parallel pebbling game on an optimal 
tree and the algorithm. Essentially, the two run independently but they can be 
considered to be synchronized after every activate, square and pebble operation. This 
is shown below. 
Initialize; 
repeat 2& times begin 
activate; a-activate; 
square; a-square; 
pebble; a-pebble; 
end. 
The correctness of a modified version of the algorithm which runs for a linear 
number of iterations is easy to see. Therefore, we need only prove that the optimal cost 
has been computed correctly after only 24 iterations. 
Initially, all the pw’(i,j, p, 4)‘s and w’(i,j)‘s except those of the form pw’(i,j, i,j) and 
w’(i, i + 1) are cc. The w’(i, i + 1)‘s are equal to init( which is equal to w(i, i + 1). Since 
every a-activate, a-square and a-pebble operation involves a minimum over various 
decompositions, the w’(i,j)‘s corresponding to (i,j)‘s which are part of an optimal tree 
368 S.-H.S. Huany 
reach their minima independent of other trees. Therefore, it is necessary to consider 
only the nodes (i,j) in any one optimal tree. We will assume that the pebbling game is 
played on this particular optimal tree. 
The essence of the proof of correctness is to show that 
(a) if, after the kth pebble operation, a node (i,j) has been pebbled then, after the 
next a-pebble operation, w’(i,j) is equal to w(i,j) and 
(b) if, after the kth square (or activate) cond((i, j))=(p,q) then, after the next 
a-square (or a-activate), pw’(i, j, p, q) = pw(i, j, p, q). 
This is definitely true before the first iteration (since only the leaves are pebbled, 
co&(x)=x for all x, w(i, i+ l)= init and pw(i,j, i,j)=O). Now if a node is activated 
in the kth activate step then one of its children was pebbled in the previous step. 
If we assume (a) and (b) were true for the previous iteration, the pw’ corresponding 
to the node has reached its minimum, i.e., pw. Similar arguments can be given 
for the square, a-square and pebble, a-pebble operations. This outlines a proof by 
induction. 
The initialization of the w(i, i+ 1)‘s and the pw(i,j, i,j)‘s can be carried out in 
constant time using O(n’) processors. Thef(i, k, j)‘s depend on the particular problem 
being solved. For optimal order of matrix multiplication and optimal triangulation of 
polygons they can be computed in O(I) time using 0(n2) processors [8]. For optimal 
binary search trees they can be computed in time O(log n) using 0(n3) processors. In 
general, the f(i,j, k)‘s do not form the timewise-expensive part of the computation. 
Every a-activate step can be carried out in constant time using O(n3) processors. 
The a-square step, the most expensive operation in terms of processors, can be carried 
out in O(log n) time using O(n’/log n) processors. For each (i, j, p, q), the minimum of 
n values needs to be taken. This can be done in O(log n) time for a fixed (i, j, p, q) using 
O(n/log n) processors or in the same time using 0(n5/logn) for all quadruples. 
Likewise, the a-pebble step needs 0(n4/logn) processors and can be carried out in 
O(log n) time. Each of these three operations are executed 2,,/% times, which results in 
a time complexity of O(,/% log n). From the discussions above, it can be easily seen 
that O(n’/log n) processors are sufficient. 
5. Reduction in the number of processors 
The worst-case complexity of the algorithm discussed in the previous section is 
O(& log n). In this section, we shall show that it is possible to reduce the number of 
processors to O(n3.5) without increasing the time complexity. From Lemma 3.3, we 
know that if after 21 iterations all nodes of size d l2 iterations are pebbled, only nodes 
x such that l2 <size(x) <(I + l)2 need to be pebbled during iterations 2l+ 1 and 21+ 2 
to ensure a worst case of 2& iterations. Therefore, during the pebble step of the 
(21- 1)st and (21)th iterations, we need to consider only w(i,j)‘s such that 
(I- 1)2<j-_<12. There are at most O(n1.5) such w(i,j)‘s. This implies that only 
0(n3.5) processors are needed for the pebbling step. 
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From the proof of Lemma 3.3, it can be seen that a tree T with root x such that 
i2 <size(x) < (i + 1)2 can be always decomposed into 
(i) a partial tree P with gap y such that size(x)-size(y)<2i and 
(ii) a subtree T’ with root y such that i2 <size(y) < (i + 1)2 and the sizes of both the 
children of y are <i2. 
Therefore, it is necessary to consider only partial weights pw(i,j,p, q) such that 
(j-i)-(q-p)<2&. Th ere are O(n”) such pw’s. In decomposing pw(i,j,p, q) into 
pw(i,j, r, q) and pw(r, q, p, q) (or the symmetric case), there are only O(&) choices for 
r. Therefore, O(n3,5) processors are sufficient for any square step. Using arguments 
similar to the ones in the previous section it can be seen that 0(n3.5/log n) processors 
are sufficient to find the minimum in O(logn) time. 
These modifications directly result in an O(n3.5/log n) processors O(&logn) time 
algorithm. 
6. Average case analysis 
Although the worst-case time complexity of the O(n5/log n) processor algorithm is 
O(&logn), in many cases the algorithm finds the optimum cost in O(log2 n) 
time. The worst-case example of an optimal tree which has a “zigzag” appearance (Fig. 
2a) is pathological. In fact, if an optimal tree is complete or skewed (Fig. 2b) the 
optimal cost can be found in O(log* n) time. Note that a skewed optimal tree can be 
constructed with skewed optimal subtrees (or partial trees). Among many decomposi- 
tions that make up the optimal tree, the fastest decomposition is the binary one. In 
other words, we can construct skewed optimal trees of heights 1,2,4, etc. Thus, it takes 
only (log n) iterations (instead of 4) to finish the computation on the optimal 
tree. 
Note that since the zigzag tree makes a turn on every level of the tree, we are forced 
to choose a particular decomposition. Thus, the “binary decomposition” technique 
does not work on the zigzag tree. 
In the rest of this section, we shall discuss the time required on an average to find 
the optimal cost. 
Let T,(n) denote the average number of moves to pebble the root of a tree with 
i leaves in the left subtree and n-i leaves in the right subtree. Let r(n) denote the 
average number of moves to pebble the root of a tree with n leaves. Assume that in 
recurrences (*) the optimal partition value k is equally likely to be any k such that 
i < k <j. Then we have 
II-1 
T(n)=& c Ti(n), 
r=1 
where 
Ti(n)=IllaX{ T(i), T(n-i)} + 1. 
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(a) A Zig-zag Binary Tree 
(b) 
Skewed binary tree 
Fig. 2. Zig-zag, complete and skewed binary trees 
Now, if id j then T(i)< T(j). Therefore, 
n-1 
T(n)=& 1 max{ T(i), T(n--i)}+ 1 
i=l 
2 
(n-l)/2 
<1+-- c n-1 i=l 
T(n - i). 
Using this recurrence, it can be shown that T(n) is O(logn), which means that on an 
average, the O(n5/logn) algorithm finds the cost of the optimal solution in 0(log2 n) 
time. 
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The sublinear parallel algorithm in this paper for solving dynamic programming 
recurrences of the form (*) achieves an improvement of O(n* log n) in terms of the 
processor-time product compared to the one in [S]. Since the best sequential algo- 
rithm for solving recurrences (*) is O(n3), the gap in the processor-time product 
between the previous sublinear parallel algorithms and the expected optimal parallel 
algorithm has been narrowed to O(n). This gives rise to the question: Is there an 
optimal algorithm which has a sublinear time complexity? If the answer is negative, 
then can we find a sublinear algorithm that has a processor-time product of 
O(n3 log’n) for some k? 
The average case analysis and our simulations indicate that in most cases the 
optimal solution can be obtained in much less than O(&logn). This poses another 
open problem, which is: When to terminate the iteration? One possible termination 
condition (suggested by our simulations) is -“Stop when all the w(i,j)‘s do not change 
during two consecutive iterations”. A sufficient condition is that the w’s and the pw’s 
do not change during two consecutive iterations. But, of course, this needs to be 
detected efficiently. 
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