We propose a cyclically-trained adversarial network to learn mappings from image space to a latent representation space and back such that the latent representation is invariant to a specified factor of variation (e.g., identity). The learned mappings also assure that the synthesized image is not only realistic, but has the same values for unspecified factors (e.g., pose and illumination) as the original image and a desired value of the specified factor. We encourage invariance to a specified factor, by applying adversarial training using a variational autoencoder in the image space as opposed to the latent space. We strengthen this invariance by introducing a cyclic training process (forward and backward pass). We also propose a new method to evaluate conditional generative networks. It compares how well different factors of variation can be predicted from the synthesized, as opposed to real, images. We demonstrate the effectiveness of our approach on factors such as identity, pose, illumination or style on three datasets and compare it with state-of-the-art methods. Our network produces good quality synthetic images and, interestingly, can be used to perform face morphing in latent space.
Introduction
The performance of machine learning algorithms is usually related to the quality of internal data representation (features). Thus, representation learning has been extensively studied in the fields of machine learning and artificial intelligence (AI). Among the criteria for a "good" data representation, invariance is an important property since it benefits the end-task (e.g., classification) by factoring out irrelevant information [4] . Invariant representation learning has been studied in different domains, such as fair decision making [13, 6, 37] , privacy-preserving visual analytics [9, 8, 7] , and domain adaptation [27, 21, 14] . It is also closely related to disentangled representation learning, as both attempt to separate factors of variation in the data. The major difference between them is that invariant representations eliminate unwanted factors in order to reduce sensi-
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Face morphing Final Figure 1 : Example application of the proposed model to face morphing. The latent representation is invariant to identity (specified factor) and allows synthesis of realistic images that preserve illumination (unspecified factor) for an "interpolated" identity. tivity in the direction of invariance, while disentangled representations try to preserve as much information about the data as possible [4] . In this work, we are interested in the problem of learning image representations that are invariant to certain specified factors of variation while preserving other unspecified factors using a generative model. Our approach enables us to explicitly set the value of the specified factor within a synthesized image. Generative models that are driven by an interpretable latent space, i.e., one where the data representations can be used to control certain characteristics of the outputs (e.g., create images from a particular class), are often preferable. Such models are useful in a variety of applications, e.g, automatic image editing [3, 7, 22, 24, 32] . Previous studies [7, 24, 35] combined the generative power of the Variational Auto-Encoder (VAE) [23] and the Generative Adversarial Network (GAN) [16] to learn an invariant latent space which enables controlling a specified factor of variation in the synthesized samples. However, they either require training labels for both specified and unspecified factors of interest [7, 35] or are limited to binary attributes [24] .
Our proposed framework also builds upon VAEs and GANs. Inspired by [25] , we combine the two by replacing the generator (G) in a conventional GAN with a VAE encoder-decoder pair (see Fig. 2a ). In order to improve the invariance of data representations and quality of synthesized images, we introduce a forward-backward cyclic training process. During a forward pass, the generator is given an input image x with a specified factor label y s . The encoder maps x to a latent representation z, and the decoder is trained to reconstruct x based on (z, y s ) as well as synthesize a realistic image based on (z, y s ), that can fool the discriminator into classifying it to class y s , where y s is a generated class code. This encourages the encoder to reduce information about the specified factor in the latent representation as the specified factor of a generated sample is determined by the class code. Meanwhile, the encoder is also encouraged to pass information about the unspecified factors to the latent space to allow an accurate reconstruction. However, a forward pass alone does not prevent a degenerate solution wherein information about the specified factor still leaks into the latent space, but the decoder learns to ignore that information. Therefore, in the backward pass, we impose a further constraint in the latent space by explicitly minimizing the distance between two latent representations one for a real training image x associated with label y s , and another for a synthesized sample generated based on (x, y s ), where y s = y s . This forces the encoder to only encode unspecified factors within the latent space. The generator is additionally trained to reconstruct the real image from its synthetic version with the appropriate class code, which could benefit the image synthesis task.
Once trained, our model becomes a conditional image generator that can synthesize novel images with the ability to change the specified factor value by tuning the class code. In order to measure the quality of our model, we follow previous studies [17, 18] and conduct a subjective visual evaluation. We also propose a quantitative method to evaluate conditional generative models by measuring how well different factors of variation can be predicted in the synthesized images via pretrained attribute estimators. This paper makes the following contributions: 1. We develop a conditional Variational Generative Adversarial Network for learning a representation that is invariant to a specified factor, while preserving other unspecified factors of variation. 2. We empirically verify the effectiveness of the proposed model in learning invariant representations via a forward-backward cyclic training process on a number of datasets and tasks. 3. We propose a new quantitative method to evaluate the quality of conditional generative models and show that our model consistently produces better quality images compared to two state-of-the-art methods.
Related Work
Invariant Representation Learning: Invariant representation learning has been extensively studied in various contexts and the related literature is vast. For instance, transformation-invariant feature learning has deep roots in computer vision; features are often designed for a specific case, e.g., rotation or scale invariance. Early examples include hand-crafted features such as HOG [12] and SIFT [29] . More recently, deep Convolutional Neural Networks (CNNs) appear to be exceptionally effective in learning transformation-invariant representations [10, 11, 31, 33] Another line of research aims at building fair, bias-free classifiers that also attempt to learn representations invariant to "nuisance variables", which could potentially induce bias or unfairness [28, 37, 13, 36] . Another study proposed to obtain fairness by imposing l 1 regularization between representation distributions for data with different nuisance factors of variation [28] . The Variational Fair Auto-Encoder [37] tackles the same task using a VAE with maximum mean discrepancy regularization. Particularly relevant to our work are the methods proposed in [13, 36] , which also incorporate adversarial training in a VAE framework. Our method differs in that we apply adversarial training in the image space instead of the latent space. this creates better quality images. In addition, we further improve the quality of invariance via a cyclic training process.
Our work is also related to two recent studies [7, 35] . Both studies develop a fully-supervised method with adversarial training in the image space to learn invariant representations by factoring out nuisance variables for a specific task, e.g., identity-invariant expression recognition. However, both methods require labels for both specified and unspecified factors of variation. No evidence is presented in [7, 35] suggesting how their approach can be used when only one set labels is available. Another drawback is that in those models a discriminator is trained for each of the factors of variation so the number of model parameters grows linearly with the number of factors. In contrast, our model uses a single discriminator which only requires labels of the specified factor of variation. Moreover, our model is designed to automatically capture all unspecified factors of the data into the representation with no need for corresponding labels. Disentangled Representation Learning: Invariant representation learning has a natural connection to disentangled representation learning, where the goal is to factorize different influencing factors of the data into different parts of its representation. In an early study, a bilinear model was proposed to separate content and style for face and text images [34] . Another method used an E-M algorithm to discover the independent factors of variation of the underlying data distribution [15] . VAE and its variants [20, 5] were proposed to automated discovery of interpretable factorised latent representations from raw image data in an unsupervised manner. A recent method combined auto-encoder with adversarial training to disentangle specified and unspecified factors of variation and map them onto separate latent spaces [17] . Indeed, the resulting unspecified representation is equivalent to an invariant representation that is disentangled from the specified factor. However, methods with sole pixel-wise reconstruction objective in the image space tend to produce blurry images. Another recent work [18] proposed a cycle-consistent VAE to disentangle the latent space into two complimentary subspaces by using weak supervision (pairwise similarity labels). It is related to our work in the sense that both methods constrain the latent space by adding a pair-wise distance between two latent representations (which are supposed to be close) into the cost function. The difference is that our method leverages adversarial training based on a single source of supervision, enabling training with a single image in each iteration instead of a pair of images. The adversarial loss in the image space also promotes generation of good quality images.
Methodology
Let X denote the image domain and Y = {y 1 , ..., y K } a set of possible factors of variation associated with data samples in X, where K is the number of factors. Given an image x ∈ X and one specified factor y s , where y s ∈ {1, ..., N s } and N s is the number of possible classes, our proposed approach has two objectives: 1) to learn a latent representation z which is invariant to the specified factor but preserves the other unspecified factors of variation, and 2) to synthesize a realistic samplex which has the same unspecified factors as x and a desired specified factor value which is determined by an input class code c(y s ), where y s ∈ {1, ..., N s } is generated from a distribution p(y s ) and c(·) is a one-hot encoding function. For simplicity, we consider here the case where y s is categorical, but our approach can be extended to continuous y s . Generator: We structure the generator in the proposed model similarly to a variational auto-encoder (Fig. 2) . The encoder (Enc) aims to create a low-dimensional data representation z = Enc(x) via a randomized mapping z ∼ p(z|x) parameterized by the weights of the encoder's neural network. On the other hand, the decoder (Dec) is responsible for learning a mapping functionx ∼ p(x|z, c(y s )) that can map the latent representation z in combination with with class code c(y s ) back to the image space. The latent space is regularized by imposing a prior distribution, in our experiments a normal distribution r(z) ∼ N (0, I). Discriminator: Different from the discriminators in conventional GANs, the discriminator D in our model is a multi-class classifier. The output of the discriminator D(x) ∈ R Ns+1 are the predicted probabilities of each class corresponding to N s different values of the specified factor and an additional "fake" class. Forward pass: First, we sample an image x from the train- ing set and pass it through the encoder to generate a latent representation z. The decoder is trained to produce a reconstruction of the inputx ∼ p(x|z, c(y s )) and also to synthesize a new data samplex ∼ p(x|z, c(y s )) that can fool the discriminator D into classifying it as the specified class y s . Specifically, the weights of the generator network are adjusted to minimize the following cost function:
where p(x, y s ) denotes the joint distribution of the real image and the specified factor in the training data, p(x) the corresponding marginal distribution of the real image, p(y s ) a distribution of the specified factor used to synthesize a "fake" image, D i is the predicted probability of the i-th class, and λ
are weighting factors. The discriminator aims to correctly classify a real training sample x to its ground-truth class value y s of the specified attribute but, when given a synthetic samplex from the generator, it attempts to classify it as fake. This is accomplished by adjusting the weights of the discriminator by maximizing the following cost function: (1)) encourages the encoder to pass as much information about the unspecified factors as possible to the latent representation. Since the class code c determines the specified factor value ofx , the encoder is also encouraged to eliminate information about the specified factor of x in the latent representation. The encoder may, however, fail to disentangle the specified and unspecified factors of variation and the decoder may still learn to synthesize images according to the class code c by ignoring any residual information about the specified factor that is contained within the representation. To avoid such a degenerate solution, we use a backward pass to further constrain the latent space. Backward pass: This pass requires a synthesized imagê x of class y s generated from a real image x of class y s . We intentionally choose y s = y s so thatx and x carry different specified factor values. Two latent representations z = Enc(x) and z = Enc(x ) can be computed by passing, respectively, x andx through the encoder. If the encoder fails to transmit information about unspecified factors from the input to its latent representation, or if it retains considerable information about the specified factor in the latent space, then the representations z and z will have a large pairwise distance. In addition, we would like to encourage the generator to reconstruct the input x from its synthetic versionx in combination with a class code c(y s ) that encodes the ground-truth label of the specified factor of x. These considerations motivate optimizing the generator in the backward pass by minimizing the following cost function: Essentially, the forward pass translates x to a synthetic imagex = G(x, c(y s )) followed by a backward transformx = G(x , c(y s )), such thatx x. This cyclic training process assists the model in generating good quality images and further encourages invariance to the specified factor in the latent space
Experimental Evaluation
We evaluate the performance of the proposed model on three image datasets: 3D Chairs [2] , YaleFace [26] and UPNA Synthetic [1] . We first conduct a quantitative evaluation of the degree of invariance in the latent space by training dedicated neural networks (one per factor) to predict the values of the specified and certain unspecified factors (that have ground-truth labels) from the latent representation. The factor prediction accuracies quantify how much information about each factor has been preserved in the latent representation. If the model succeeds in eliminating all information about the specified factor and preserving all information about unspecified factors, we should expect the prediction accuracy for the specified factor to be close to pure chance and the prediction accuracies for the unspecified factors to be nearly perfect. We also evaluate the quality of the image generation process. Unlike previous works [17, 18] , which only provide a qualitative evaluation through visual inspection of the synthesized images, we propose a new method to quantitatively asses the capability of a conditional generative model to synthesize realistic images while preserving unspecified factors. In Section 4.3, we present details of the proposed evaluation method and associated experimental results.
We compare our model with two state-of-the-art methods [17, 18] that learn to produce, for a given input image, two latent vectors (as opposed to just one in our method). One of the latent vectors captures information related to the unspecified factors of variation and is, in an ideal scenario, devoid of any information related to the specified factor of variation. This latent vector is the counterpart of the latent invariant representation in our method. For synthesizing an image with a desired value for the specified factor, the methods in [17, 18] require an additional surrogate image which has the desired value for the specified factor. They would then substitute the latent vector of the specified factor in the original image with that of the surrogate image and then decode the result. Our approach, in contrast, uses a class code (as opposed to a surrogate image) to explicitly set the value of the specified factor in the synthesized image. In our experiments, we compare the latent vectors for the unspecified factors from the competing methods and the latent representation from our method in terms of their ability to predict the specified and unspecified factors which indicates the quality of invariance. We used the publicly available source code to implement both benchmarks, but slightly modified their network architectures to ensure that all three competing models have similar numbers of parameters. We also did parameter tuning for each method for each of the three datasets.
Datasets
3D Chairs: This dataset includes 1,393 3D chair styles rendered on a white background from 62 different viewpoints that are indexed by two values of angle θ and 31 values of angle φ. Each image is annotated with the chair identity indicating its style as well as viewpoint (θ, φ). For each chair style, we randomly picked 50 images (out of 62) to populate the training set, and used the remaining 12 images in the testing phase. This gives, in total, 69,650 images in the training set, and 16,716 images in the test set. YaleFace: This consists of gray-scale frontal face images of 38 subjects under 64 illumination conditions. In our experiments, we randomly chose 54 images (out of 64) from each subject for training, and use the rest as the test set for performance evaluation. UPNA Synthetic: This is a synthetic human head pose database. It consists of 12 videos for each of 10 subjects; 120 videos in total with 38,800 frames. Ground-truth continuous head pose angles (yaw, pitch, roll) are provided for each frame. We randomly selected 85% of the frames from each video for each subject for the training and used the remaining 15% for testing.
For computational efficiency, in our experiments, we resized each RGB image to 64 × 64-pixel resolution for all three datasets Table. 1 summarizes the specified and unspecified factors of variation that we investigate across the three datasets. Table 1 : Specified and unspecified factor(s) of variation investigated in the three datasets.
Dataset
Specified factor Unspecified factor(s) 3D Chairs [2] Chair style View orientation (θ, φ) YaleFace [26] Identity Illumination Cond. UPNA Synthetic [1] Identity Head pose
Quality of invariance
We follow previous methodology [18, 17] and train dedicated neural network estimators to predict the specified and unspecified factors of variation based on the learned latent representations generated by each competing model. We use correct classification rate (CCR) and mean absolute error (MAE) to measure the performance of classification tasks and regression tasks, respectively.
In the 3D Chairs dataset, we regard chair style as the specified factor and the viewing orientation angles as the unspecified factors. Since both orientation angles are discrete, we treat viewing orientation estimation as a classification problem. As shown in Table 2 , all competing models manage to reduce the style information contained within the latent representation to a large extent (very low style prediction CCR values). However the proposed model (with backward pass) outperforms the benchmark models, in terms of ability to predict the viewing orientation angles, by a large margin (about 11-28% CCR improvement for φ and 9-13% CCR improvement for θ). We also observe that the backward pass significantly improves invariance, i.e., style prediction CCR decreases from 3.21% to 0.79%. Table 3 summarizes the performance of each model on the YaleFace dataset. In this case, subject identity is considered as the specified factor and illumination condition as • the unspecified factor of variation. We first observe that the identification performance of the benchmark models and our complete model is comparable and close to a random guess, which suggests the competing models perform equally well in creating representations that are invariant to identity. For the recognition of illumination condition, the classification CCR for our model is 85.50%, which again surpasses the two benchmark CCRs by about 8% and 53% in accuracy. Such large performance gaps suggest that the invariant representation learned by our model is better, than the competing alternatives, in preserving information about unspecified factors of variation. Lastly, we observe that the identification CCR of our complete model is about 5% less than that of using forward pass only, which verifies the effectiveness of backward pass. In the case of UPNA Synthetic dataset, the specified and unspecified factors of variation used in evaluation are subject identity and head pose, respectively. Head pose is defined as a three-dimensional angular value (yaw, pitch, roll) in continuous space. Thus, we train neural-network based regressors to estimate head pose and report the mean and standard deviation of the absolute errors for yaw, pitch and roll angles separately. Detailed evaluation results are shown in Table 4 . In terms of identification accuracy, the performance of the three methods is similar (no more than 3% difference in CCR or about 2-3 times that of a random guess). For our model, the incorporation of backward pass assists to greatly reduce identification CCR from 33.40% to 18.05%. As for head-pose estimation, we use "Median" estimate as a baseline, i.e., the median value of ground truth across the entire training set. We note that our model slightly, but consistently, outperforms the benchmarks, and significantly outperforms the median estimate. This once again confirms the effectiveness of our model in preserving information pertaining to the unspecified factors in the latent representation while discarding information related to the specified factor.
Quality of image generation
Many studies have proposed measures to evaluate generative models for image synthesis. Some of them attempt to quantitatively evaluate models while some others emphasize qualitative approaches, such as user studies (e.g., visual examination). However, such subjective assessment may be inconsistent and not robust as human operators may fail to distinguish subtle differences in color, texture, etc. In addition, such a measure may favor models that can merely memorize training samples. In terms of quantitative methods, some studies proposed to use measures from image quality assessment literature such as SSIM, MSE and PSNR. However, they require a corresponding reference real image for each synthesized one. Other widelyadopted reference-free quantitative measures like Inception Score [30] and Fréchet Inception Distance [19] are designed for generic GANs. Thus, they are not suitable for conditional models that aim to generate samples from a particular class. Several quantitative evaluation methods have been proposed for conditional generative models. For example, it was proposed to feed fake colorized images (of real grayscale images) to a classifier that was trained on real color images [38] . If the classifier performs well, this indicates that the colorization is accurate.
Inspired by the previous studies that use an off-the-shelf classifier to assess the realism of synthesized data, we propose a quantitative method that utilizes a number of attribute estimators to evaluate the quality of conditional generative models. The intuition is that a good generative model for learning an invariant/disentangled representation should have the capability to explicitly and accurately control the specified factor value when it generates a novel image. Furthermore, it should precisely transfer the other unspecified factors of variation from the source image to its synthetic version. Therefore, we can evaluate a model by measuring how well the different factors of variation in the synthesized images can be predicted via estimators that are pretrained on the real images.
Specifically, we train a number of attribute estimators F j , where j ∈ {1, ..., K}, on the original training sets of real images. For each (real) test image x having specified and unspecified factors of variation y j , j ∈ {1, . . . , K}, we synthesize a new versionx = G(x, c(y s )) using the generator, where y s is sampled at random, independently of x, y s , from a distribution p(y s ). The imagex thus synthesized is passed to the pretrained estimators to obtain a prediction for each attribute (whether specified or unspecified). If a factor of variation y j is categorical, then F j (x ) is a probability distribution over the set of all possible values that factor can take. In particular, F j yj (x ) = p(y j |x ). If y j is continuous, thenŷ j := F j (x ) is a numerical value which should be approximately equal to y j . In order to quantify performance, we introduce the following Generator Label Score (GLS) for both discrete and continuous factors of variation. For a categorical unspecified factor y j ,
whereas for a categorical specified factor y s ,
For a quantitative unspecified factor y j ,
whereas for a quantitative unspecified factor y s ,
For a good conditional generative model, the value of GLS should be high for every categorical factor of variation (whether specified or unspecified) and low for every quantitative factor. Although quantitative, GLS need not correlate well with the subjective quality of synthesized images as perceived by humans. It is also worth mentioning that GLS provides a vector of values for a given set of factors, but they can be converted to a single value if the relative importance of each attribute is known. In order to compute GLS, we use the three competing models to create, separately, synthetic versions of test images for each dataset. For the proposed model, the input image x and class code c provide the necessary information about unspecified and specified factors, respectively. Thus, we synthesize a new version for each test image by passing it through the generator in combination with a randomlygenerated class code. For the benchmark methods, we follow the procedure described in the respective papers to generate new images. In order to generate a new sample, we combine the unspecified latent representation of a test image and the specified latent representation of another image randomly picked from the same test set. Tables 5, 6 and 7 report the GLS for the three datasets. We first observe that the proposed model consistently achieves better scores compared to the benchmark models. In particular, GLS values for the specified factors (chair style and identity) for our model are nearly perfect suggesting that our model manages to accurately alter the specified factor value in the generated images. With respect to unspecified factors of variation, our model yields a high GLS value for the illumination condition (0.70) and a low value for head pose (e.g., 1.37 for roll angle). While the achieved scores on viewing orientation (θ, φ) for our model are slightly lower than expected, they are still better than those for the benchmarks. This is likely because our model occasionally fails to precisely construct chairlegs or arms (see Fig. 3a ), which provide important cues for recognizing the viewing orientation. It is worth mentioning that the performance differences are less significant on UPNA Synthetic dataset. One possible reason is that it has the maximum number of training samples per class among the three datasets which could benefit the training of the generator. In addition to quantitative results, we also show qualitative results of modifying a specified factor of variation within an image using the three competing models (see Figure 3) . One can see that our model can change a specified factor of variation in an input image, such as face identity or chair style, by adjusting class code c. Meanwhile, the other unspecified factors such as orientation, illumination condition or head pose of the input image are largely preserved in its synthetic version. Overall, images generated by our model are realistic although distortions may occur in image details, e.g, chair legs (see the fifth image in the second row of Fig. 3a) . In contrast, the benchmark methods can only combine the specified factors from one source image and the unspecified factors from another source image to generate a new image. Therefore, they have less flexibility to modify a specified factor of variation to a desired value. Images shown in Figures 3b and 3c are generated by feeding the specified representations from images in the first row, and the unspecified representations from images in the first column to the decoder. The visual quality of corresponding images is inferior to those from our model; blur and distortions are clearly visible. Furthermore, the benchmark methods are less effective in maintaining certain important factors of variation, e.g., color in the synthesized images (see the generated chair images in Figs. 3b and 3c) .
The remarkable consistency of the quantitative and qualitative results confirms the effectiveness of the proposed model in creating realistic images with a desired value for the specified factor and the same unspecified traits as the source images.
Interpolation of synthesis variables
In order to further evaluate the generative capacity of the proposed model, we conducted additional experiments wherein we linearly interpolate between latent representations and class codes of an initial and a final image in order to obtain a series of new image representations and class codes which are then combined and fed to a trained decoder to synthesize new images. Specifically, let z initial , z final and c initial , c final denote, respectively, the learned latent representations and class codes of the initial and a final images and c interp = (1 − α c )c initial + α c c final and z interp = (1 − α z )z initial + α z z final their interpolated values, where α c , α z ∈ [0, 1]. We synthesize new images by passing (c interp , z interp ) into the decoder. Surprisingly, when this is applied to a face dataset, our trained model can generate a sequence of face images that show a seamless transition from one identity into another, i.e., face morphing (rows of Figs. 1, 4) , a also a seamless transition from one value of an unspecified factor (e.g., illumination, pose) into another (columns of Fig. 4 ). This is despite the fact that the model can only see one-hot codes specifying discrete identities during training. In Fig. 4 , the class code is constant within each column while the representation is constant within each rows. We observe that when interpolating c, the unspecified factors such as illumination or head pose are consistent, while the specified factor (identity) changes gradually. In contrast, when interpolating z the specified factor remains unchanged but the unspecified factors transform continuously. (c) Image synthesis results for the model in [18] Figure 3: Image synthesis by altering the specified factor of variation in 3D Chairs [2] , YaleFace [26] and UPNA Synthetic [1] (from left to right). (a): The proposed model can modify a specified factor of variation (e.g, chair style) by adjusting the input class code c. 
Image synthesis without input image
Once trained, our model can also synthesize novel images without using an input image due to the constraint imposed over the latent space. To generate a new image, we first sample a latent vector from a prior distribution (in our experiments: z ∼ N (0, I)). Then we concatenate it with a class code and feed them into a trained decoder to synthesize a new image. As shown in Fig. 5 , the synthesized images are realistic. Although our model cannot control the unspecified factors without an input image, the synthesized images from randomly sampled latent vectors are still useful for applications, e.g., dataset augmentation.
Conclusion
This paper presents a conditional adversarial network for learning an image representation that is invariant to a specified factor of variation, while maintaining unspecified factors. The proposed model does not produce degenerate solutions due to a novel cyclic forward-backward training strategy. Quantitative results from a broad set of experiments show that our model performs better or equally well compared to two state-of-the-art methods in learning invari- ant image representations. Once trained, our model is also generative as it enables synthesis of a realistic image having a desired value for the specified factor. Both qualitative and quantitative evaluation results confirm that our model can produce better quality images than the competing models. Finally, our model facilitates image manipulation, such as face morphing.
