I. Introduction
MCNP6.1 is the new production version of MCNP [1] released in June 2013. An updated beta version, MCNP6.1.1, is targeted for release in summer 2014 to enable the use of several new features for homeland security and nonproliferation applications. The beta version does not include new capabilities for the criticality safety community, but does run significantly faster than the production version. From 2003 -2013, the production version was MCNP5, with MCNP5-1.60 the final release in 2010.
To verify that both MCNP6.1 and MCNP6.1.1 are performing correctly for criticality safety applications, several suites of verification/validation benchmark problems were run in early 2014. Results from these benchmark suites were compared with results from the 2013 verification of MCNP6.1 [2] . The goals of this verification testing were:
• Verify that MCNP6.1 and MCNP6.1.1 work correctly for nuclear criticality safety applications, producing the same results as for the previous verification performed in 2013.
• Verify MCNP6.1 and MCNP6.1.1 are as reliable and accurate as MCNP5-1.60 for criticality safety applications. That is, users can safely switch from MCNP5 to MCNP6.
• Document a number of changes incorporated into MCNP6.1.1 that improve the code performance for criticality safety applications.
• Document the results from 1076 criticality benchmark problems taken from the ICSBEP Handbook [3] . This collection of problems was developed as part of an upgrade to the criticality safety analysis capabilities at LANL.
The benchmark suites used for the MCNP6 verification are standard criticality suites in the MCNP code repository:
• VERIFICATION_KEFF -A suite of 75 criticality problems for which exact analytical results are available [4] . A representative set of 10 problems was chosen from this suite. While the problems use 1-group or few-group energy treatments and simple 1-D geometry, they verify that MCNP reproduces the exact analytical results. That is, they serve to verify the fundamental power iteration scheme used in MCNP that underlies all criticality calculations. (It should be noted that MCNP5-1.60 executables built with the Intel-10 and Intel-12 Fortran compilers give identical results for most problems, but sometimes exhibit roundoff differences due to the different Fortran compilers. That issue was fully examined in [2] and is not addressed in the current work. All comparisons in this work use only the Intel-12 Fortran compiler for both MCNP 5 and MCNP6.) This testing involved shortened versions of the 119 problems in the Expanded Criticality Validation Suite (using "kcode 1000 1.0 10 50", rather than "kcode 10000 1.0 100 600"). The purpose was simply to look for any apparent differences in shortened problems, since the shorter problems are not as sensitive to computer roundoff as longer, standard runs. Any absolute results should be discounted, since the problems were just run mechanically without regard to proper convergence.
For this shortened set of problems, all 3 codes yielded the same results for all 119 cases. During the multiyear effort to merge MCNP5 and MCNPX into the MCNP6 code, the principal focus was on code correctness for the combined sets of capabilities. The size of the source code grew from 100k lines of coding to over 500k lines; very many additional if-tests and conditionals were added to accommodate the expanded set of code options; a larger group of code developers with varying styles, experience, and coding expertise were focused on merging 2 complex Monte Carlo codes. While those efforts were successful in that MCNP6 was released and preserves the capabilities of the parent codes, little effort was applied to the efficiency and performance (i.e., speed) of MCNP6. The general engineering approach of "first make it right, then make it faster" was adopted.
During 2013, it was evident that MCNP6 was slower than MCNP5, typically by 20-30%, but sometimes by factors of 2-4x. Assessment of the code and comparison to previous and other Monte Carlo codes led to a proposal for improving the performance and structure of MCNP6. That proposal and work effort are called "MCNP 2020" [7] , with the stated goals of: (1) improve performance, with a 2x speedup within 2 years, (2) upgrade the core MCNP6 software, including code cleanup and reorganizing the data structures, and (3) prepare for future computers, with improved parallel coding and algorithms.
The initial focus of MCNP 2020 is to improve MCNP6 performance. After a few months of work, a number of performance improvement changes were incorporated into MCNP6.1.1. These changes included:
• Eliminate strided Fortran-90 vector operations.
• Inline the binary searches used for neutron cross-section routines.
• Use IF-statement guards, to avoid calling accessor functions.
• Inline selected coding in some heavily used portions of the transport coding.
• Make use of thread-private common blocks, instead of declaring individual variables as thread-private.
• Eliminate unnecessary clearing of certain scratch arrays.
• Implement a new hash-based algorithm for the lookup of energy in the cross-section data arrays.
• Some focused improvement of coding logic and structure.
• Experimentation with different levels of Fortran compiler optimization confirmed past experience: Higher compiler optimization levels yielded only small gains in performance (e.g., 0-5%) and lead to code errors for some problems. This confirmed that there was no quick fix.
Most of the initial performance improvements were targeted toward neutron problems, particularly criticality problems. Testing on a variety of problems demonstrated that the performance improvements were effective, yielding speedups by factors of 1.2x -4x compared to MCNP6.1, depending on the type of problem and portions of MCNP6 that were exercised. Additionally, MCNP6.1.1 is faster than MCNP5-1.60 for many problems by factors of up to 1.8x.
For some other problems, MCNP6.1.1 is still about 20% slower than MCNP5-1.60.
For the problems in this report, MCNP6.1.1 runs 50-70% faster than MCNP6.1 and even about 10-15% faster than MCNP5-1.60. While there is much more work planned for improving MCNP6 performance, the initial efforts have been very successful.
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VI. Validation Suite Development
To support an ongoing upgrade to the analytical and computational capabilities of the LANL Nuclear Criticality Safety Division (NCS), we have compiled a collection of over 1,000 criticality benchmark problems based on the ICSBEP Handbook specifications. Most of these problems had been previously used at LANL for related, but different, purposes: by the T-2 group for testing new and proposed revisions to the ENDF/B nuclear datasets; by the XCP-5 Nuclear Data Team for testing the ACE files prepared for MCNP; by the XCP-3 MCNP Team for MCNP verification; and by the previous NCS group for criticality safety validation and USL determination. The combined collection of problems is being consolidated, and will form a very extensive set of standard problems shared among the different LANL groups.
Appendix A provides the current list of benchmark problems, along with the experimental and MCNP6.1-calculated values of K eff . The problems and results in Appendix A are preliminary, and may change as the benchmark suite is expanded, quality-checked, etc. Table 4 provides a summary of the verification results for the recent testing of MCNP6.1 and MCNP6.1.1 for criticality safety applications. The general conclusions from this testing are:
VII. Summary and Conclusions
• Both MCNP6.1 and MCNP6.1.1 perform correctly for criticality safety applications.
• While small differences were noted for a few cases, these are strictly due to computer roundoff and are not a concern for verification/validation.
• MCNP6.1 runs roughly 20-30% slower than MCNP5-1.60.
• MCNP6. 
