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Abstract
This paper is a continuation of the papers [5, 6] and also of [3, 4]. In it we prove
some new Stone-type duality theorems for some subcategories of the category ZLC
of locally compact zero-dimensional Hausdorff spaces and continuous maps. These
theorems are new even in the compact case. They concern the cofull subcategories
SkeZLC, QPZLC, OZLC and OPZLC of the category ZLC determined, respec-
tively, by the skeletal maps, by the quasi-open perfect maps, by the open maps and
by the open perfect maps. In this way, the zero-dimensional analogues of Fedorchuk
Duality Theorem [8] and its generalization (presented in [4]) are obtained. Further,
we characterize the injective and surjective morphisms of the categoryHLC of locally
compact Hausdorff spaces and continuous maps, as well as of the category ZLC, and
of their subcategories discussed in [4, 5, 6], by means of some properties of their dual
morphisms. This generalizes some well-known results of M. Stone [18] and de Vries
[2]. An analogous problem is investigated for the homeomorphic embeddings, dense
embeddings, LCA-embeddings etc., and a generalization of a theorem of Fedorchuk
[8, Theorem 6] is obtained. Finally, in analogue to some well-known results of M.
Stone [18], the dual objects of the open, regular open, clopen, closed, regular closed
etc. subsets of a space X ∈ |HLC| or X ∈ |ZLC| are described by means of the dual
objects of X ; some of these results (e.g., for regular closed sets) are new even in the
compact case.
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1
Introduction
This paper is a continuation of the papers [5, 6] and also of [3, 4]. In the paper
[5] we extended de Vries Duality Theorem [2] to the category HLC of locally com-
pact Hausdorff spaces and continuous maps and denoted by DLC the obtained dual
category and by Λt : HLC −→ DLC and Λa : DLC −→ HLC the correspond-
ing duality functors. In the paper [6] we extended in two ways the Stone Duality
Theorem [18]: first, to the category ZLC of locally compact zero-dimensional Haus-
dorff spaces and continuous maps, and, second, to the cofull subcategory PZLC of
the category ZLC determined by the perfect maps (this means that the category
PZLC has the same objects as the category ZLC but the morphisms of the category
PZLC are the perfect maps). We denoted by ZLBA the obtained dual category of
the category ZLC, by Θt : ZLC −→ ZLBA and Θa : ZLBA −→ ZLC the corre-
sponding duality functors, and byGBPL the obtained dual category of the category
PZLC, and by Θtg : PZLC −→ GBPL and Θ
a
g : GBPL −→ PZLC the corre-
sponding duality functors. The objects of the category GBPL are the generalized
Boolean pseudolattices and the morphisms of this category are the 0-pseudolattice
homomorphisms satisfying an additional condition.
The first section of the paper contains some preliminary results.
In the second section of this paper, we prove some new Stone-type duality
theorems for some subcategories of the category ZLC. These theorems are new
even in the compact case (see Theorems 2.2, 2.4(b),(c), 2.6,2.8(b),2.11(b),2.14).
They concern the cofull subcategories SkeZLC, QPZLC, OZLC and OPZLC
of the category ZLC determined, respectively, by the skeletal maps (defined by
Mioduszewski and Rudolf in [14]), by the quasi-open (defined by S. Mardesˇic and
P. Papic in [12]) perfect maps, by the open maps, and by the open perfect maps.
Since the categories QPZLC and OPZLC are cofull subcategories simultaneously
of the categories ZLC and PZLC, we find their images by the both functors Θt and
Θtg (see Corollary 2.4(b), Theorem 2.6 and Corollary 2.14). For the compact case,
these theorems give the following results:
(a) The category QZHC of compact zero-dimensional Hausdorff spaces and
quasi-open maps is dually equivalent to the category BoolC of Boolean algebras
and complete Boolean homomorphisms (see Corollary 2.4(c)), and
(b) The category OZHC of compact zero-dimensional Hausdorff spaces and
open maps is dually equivalent to the category OBool of Boolean algebras and
Boolean homomorphisms ϕ having lower adjoint ψ (i.e. the pair (ψ, ϕ) forms a
Galois connection (see Corollary 2.12(b)).
Let us mention also the following result (see Theorem 2.6): The category
QPZLC is dually equivalent to the cofull subcategory QGBPL of the category
GBPL whose morphisms, in addition, preserve all meets that happen to exist.
From the mentioned above Corollary 2.4(c) and Fedorchuk Duality Theorem
[8], we obtain the following assertion which is a special case of a much more general
theorem of Monk [13]: a Boolean homomorphism can be extended to a complete
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homomorphism between the corresponding minimal completions iff it is a complete
homomorphism.
Note also that Theorem 2.2 and Corollary 2.4(b),(c) are zero-dimensional ana-
logues of Fedorchuk Duality Theorem [8] and its generalization presented in [4].
In the third section, we characterize the injective and surjective morphisms of
the categories ZLC and HLC and their subcategories discussed in [4, 5, 6, 3] by
means of some properties of their dual morphisms. If f ∈ HLC(X, Y ), then we
use its dual map Λt(f), and if f ∈ ZLC (resp., f ∈ PZLC), we use its dual Θt(f)
(resp., Θtg(f)). When f has some extra properties, e.g. if f is open or quasi-open,
the conditions on its dual map can be simplified and we do this. Such investigations
were done by M. Stone in [18] for mappings f ∈ ZLC(X, Y ) which are either closed
embeddings or surjective maps, and by de Vries [2] using his duality theorem. Here
we generalize these results. An analogous problem is investigated for the homeo-
morphic embeddings, dense embeddings, LCA-embeddings, closed embeddings. Our
Theorem 3.31, in which we characterize LCA-embeddings, generalizes a theorem of
Fedorchuk [8, Theorem 6].
Finally, in the fourth section, in analogue to some well-known results of M.
Stone [18], the dual objects of the open, regular open, clopen, closed, regular closed
etc. subsets of a space X ∈ |HLC| or X ∈ |ZLC| are described by means of the
dual objects Λt(X), Θt(X) or Θtg(X) of X . Some of these results (e.g., for regular
closed sets) are new even in the compact case. For example, we prove the following
(see Theorem 4.10): Let I and J be generalized Boolean pseudolattices, X = Θag(I)
and F = Θag(J); then F is homeomorphic to a regular closed subset of X iff there
exists a surjective 0-pseudolattice homomorphism ϕ : I −→ J which preserves all
meets that happen to exist in I. Hence, if A and B are Boolean algebras, X = Sa(A)
and F = Sa(B) then F is homeomorphic to a regular closed subset of X iff there
exists a complete epimorphism ϕ : A −→ B (here Sa : Bool −→ ZHC is the Stone
duality functor).
In this paper we use the notations introduced in [4, 5, 6, 3], as well as the
notions and the results from these papers. In the first section we recall many of
them. Let us mention some more notations. If (A,≤) is a poset and a ∈ A then ↓ a
is the set {b ∈ A | b ≤ a}. If f : X −→ Y is a function and M ⊆ X then f↾M is the
restriction of f having M as a domain and f(M) as a codomain.
1 Preliminaries
We will say that a subcategoryB of a category C is a cofull subcategory if |B| = |C|.
Definitions 1.1 ([5]) Let HLC be the category of all locally compact Hausdorff
spaces and all continuous maps between them.
Let DLC be the category whose objects are all complete LCAs and whose
morphisms are all functions ϕ : (A, ρ, IB) −→ (B, η, IB′) between the objects of
DLC satisfying conditions
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(DLC1) ϕ(0) = 0;
(DLC2) ϕ(a ∧ b) = ϕ(a) ∧ ϕ(b), for all a, b ∈ A;
(DLC3) If a ∈ IB, b ∈ A and a≪ρ b, then (ϕ(a
∗))∗ ≪η ϕ(b);
(DLC4) For every b ∈ IB′ there exists a ∈ IB such that b ≤ ϕ(a);
(DLC5) ϕ(a) =
∨
{ϕ(b) | b ∈ IB, b≪ρ a}, for every a ∈ A;
let the composition “⋄” of two morphisms ϕ1 : (A1, ρ1, IB1) −→ (A2, ρ2, IB2) and
ϕ2 : (A2, ρ2, IB2) −→ (A3, ρ3, IB3) of DLC be defined by the formula
ϕ2 ⋄ ϕ1 = (ϕ2 ◦ ϕ1)ˇ ,(1)
where, for every function ψ : (A, ρ, IB) −→ (B, η, IB′) between two objects of DLC,
ψˇ : (A, ρ, IB) −→ (B, η, IB′) is defined as follows:
ψ (ˇa) =
∨
{ψ(b) | b ∈ IB, b≪ρ a},(2)
for every a ∈ A.
Note that in [5] it was shown that condition (DLC3) in the definition of the
category DLC can be replaced with the following one:
(DLC3S) If a, b ∈ A and a≪ρ b, then (ϕ(a
∗))∗ ≪η ϕ(b).
In [5], the following duality theorem was proved:
Theorem 1.2 ([5]) The categories HLC and DLC are dually equivalent. In more
details, let
Λt : HLC −→ DLC and Λa : DLC −→ HLC
be the contravariant functors extending, respectively, the Roeper correspondences
Ψt : |HLC| −→ |DLC| and Ψa : |DLC| −→ |HLC| (see [4] for Ψt and Ψa) to the
morphisms of the categories HLC and DLC in the following way:
Λt(f)(G) = cl(f−1(int(G))),
for every f ∈ HLC(X, Y ) and every G ∈ RC(Y ), and
Λa(ϕ)(σ′) ∩ IB = {a ∈ IB | if b ∈ IB and a≪ρ b then ϕ(b) ∈ σ
′},
for every ϕ ∈ DLC((A, ρ, IB), (B, η, IB′)) and for every σ′ ∈ Λa(B, η, IB′); then
λg : IdDLC −→ Λ
t ◦ Λa, where λg(A, ρ, IB) = λgA
for every (A, ρ, IB) ∈ |DLC| (see ([4]) for the notation λgA), and
tl : IdHLC −→ Λ
a ◦ Λt, where tl(X) = tX
for every X ∈ |HLC| (see ([4]) for the notation tX), are natural isomorphisms.
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Definitions 1.3 ([3, 5]) Let PLC be the cofull subcategory of the category HLC
whose morphisms are perfect maps.
Let PDLC be the cofull subcategory of the category DLC whose morphisms
are all DLC-morphisms ϕ : (A, ρ, IB) −→ (B, η, IB′) satisfying the following condi-
tion:
(PAL5) If a ∈ IB then ϕ(a) ∈ IB′.
Theorem 1.4 ([3, 5]) The categories PLC and PDLC are dually equivalent. More
precisely, the restrictions Λtp : PLC −→ PDLC and Λ
a
p : PDLC −→ PLC of the
contravariant functors Λt and Λa defined in Theorem 1.2 are the desired duality
functors.
In [5], the following result was proved:
Proposition 1.5 The categories SkeLC and DSkeLC (see [4] for these notations)
are (non full) subcategories of, respectively, HLC and DLC. The restriction of
the contravariant functor Λa (respectively, Λt) to the subcategory DSkeLC (resp.,
SkeLC) coincides with the contravariant functor Ψa1 (resp., Ψ
t
1) (see [4] for these
notations).
Definition 1.6 ([6]) A pair (A, I), where A is a Boolean algebra and I is an ideal
of A (possibly non proper) which is dense in A (shortly, dense ideal), is called a local
Boolean algebra (abbreviated as LBA). Two LBAs (A, I) and (B, J) are said to be
isomorphic if there exists a Boolean isomorphism ϕ : A −→ B such that ϕ(I) = J .
Example 1.7 Let B be a Boolean algebra. Then there exist a smallest contact
relations on B defined by aρsb iff a ∧ b 6= 0. Note that, for a, b ∈ B, a ≪ρs b iff
a ≤ b; hence a≪ρs a, for any a ∈ B. Thus (B, ρs) is a normal contact algebra.
Lemma 1.8 ([6]) If (A, ρs, IB) is an LCA then (A, IB) is an LBA. Conversely, for
any LBA (A, I), the triple (A, ρs, I) is an LCA.
1.9 Since we follow Johnstone’s terminology from [10], we will use the term pseu-
dolattice for a poset having all finite non-empty meets and joins; the pseudolat-
tices with a bottom will be called {0}-pseudolattices. Recall that a distributive
{0}-pseudolattice A is called a generalized Boolean pseudolattice if it satisfies the
following condition:
(GBPL) for every a, b, c ∈ A such that b ≤ a ≤ c there exists x ∈ A with a ∧ x = b
and a ∨ x = c (i.e., x is the relative complement of a in the interval [b, c]).
Let A be a distributive {0}-pseudolattice and Idl(A) be the frame of all ideals
of A. If J ∈ Idl(A) then we will write ¬J for the pseudocomplement of J in Idl(A)
(i.e. ¬J =
∨
{I ∈ Idl(A) | I ∧ J = {0}}). Note that ¬J = {a ∈ A | (∀b ∈
J)(a ∧ b = 0)} (see Stone [18]). Recall that an ideal J of A is called simple (Stone
[18]) if J ∨¬J = A (i.e. J has a complement in Idl(A)). As it is proved in [18], the
set Si(A) of all simple ideals of A is a Boolean algebra with respect to the lattice
operations in Idl(A).
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Fact 1.10 ([6]) (a) A distributive {0}-pseudolattice A is a generalized Boolean pseu-
dolattice iff every principal ideal of A is simple.
(b) If A is a generalized Boolean pseudolattice then the correspondence eA : A −→
Si(A), a 7→↓ (a), is a dense {0}-pseudolattice embedding of A in the Boolean algebra
Si(A) and the pair (Si(A), eA(A)) is an LBA.
(c)(M. Stone [18]) An ideal of a Boolean algebra is simple iff it is principal.
Fact 1.11 ([6]) Let (A, I) be an LBA. Then I is a generalized Boolean pseudolattice.
Lemma 1.12 ([6]) Let (A, I) be an LBA and σ ⊆ A. Then σ is a bounded cluster
in (A, ρs, I) iff it is a bounded ultrafilter in A.
Notations 1.13 Let X be a topological space. We will denote by CO(X) the set
of all clopen subsets of X , and by CK(X) the set of all clopen compact subsets of
X . For every x ∈ X , we set
σCO(X)x = {F ∈ CO(X) | x ∈ F}.
When there is no ambiguity, we will write “σCx ” instead of “σ
CO(X)
x ”.
Definition 1.14 ([6]) An LBA (B, I) is called a ZLB-algebra (briefly, ZLBA) if, for
every J ∈ Si(I), the join
∨
B J(=
∨
B{a | a ∈ J}) exists.
Let ZLBA be the category whose objects are all ZLBAs and whose morphisms
are all functions ϕ : (B, I) −→ (B1, I1) between the objects of ZLBA such that
ϕ : B −→ B1 is a Boolean homomorphism satisfying the following condition:
(ZLBA) For every b ∈ I1 there exists a ∈ I such that b ≤ ϕ(a);
let the composition between the morphisms of ZLBA be the usual composition
between functions, and the ZLBA-identities be the identity functions.
The Stone’s result 1.10(c) leads to the following example:
Example 1.15 ([6]) Let B be a Boolean algebra. Then the pair (B,B) is a ZLBA.
Theorem 1.16 ([6]) The category ZLC of all locally compact zero-dimensional
Hausdorff spaces and all continuous maps between them is dually equivalent to the
category ZLBA. In more details, let Θa : ZLBA −→ ZLC and Θt : ZLC −→
ZLBA be two contravariant functors defined as follows: for every X ∈ |ZLC|,
Θt(X) = (CO(X), CK(X)), and for every f ∈ ZLC(X, Y ), Θt(f) : Θt(Y ) −→
Θt(X) is defined by the formula Θt(f)(G) = f−1(G), ∀G ∈ CO(Y ); further,
for every ZLBA (B, I), Θa(B, I) = Ψa(B, ρs, I) (see [5] for Ψ
a), and for every
ϕ ∈ ZLBA((B, I), (B1, J)), Θ
a(ϕ) : Θa(B1, J) −→ Θ
a(B, I) is given by the for-
mula Θa(ϕ)(u′) = ϕ−1(u′), ∀u′ ∈ Θa(B1, J); then t
C : IdZLC −→ Θ
a ◦ Θt, where,
∀X ∈ |ZLC|, tC(X) = tCX , and t
C
X(x) = σ
C
x for every x ∈ X, is a natural isomor-
phism; also, λC : IdZLBA −→ Θ
t ◦ Θa, where, ∀(B, I) ∈ |ZLBA|, λC(B, I) = λCB,
and λCB(a) = λ
g
B(a) for every a ∈ B (see [5] for λ
g
B), is a natural isomorphism.
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Corollary 1.17 ([6]) For every ZLBA (B, I), the map Σ(B,I) : Si(I) −→ B, where
Σ(B,I)(J) =
∨
B{a | a ∈ J} for every J ∈ Si(I), is a Boolean isomorphism.
The next assertion was proved in [6] although not stated explicitly there; it is
a part of the proof of [6, Theorem 1.14].
Proposition 1.18 ([6]) Let (B, I) be a ZLBA and X = Θa(B, I)(= Ψa(B, ρs, I)).
Then λgB(B) = CO(X) and λ
g
B(I) = CK(X).
Definition 1.19 ([6]) We will denote by PZLBA the cofull subcategory of the ca-
tegory ZLBA whose morphisms ϕ : (A, I) −→ (B, J) satisfy the following additional
condition:
(PZLBA) ϕ(I) ⊆ J .
Theorem 1.20 ([6]) The category PZLC of all locally compact zero-dimensional
Hausdorff spaces and all perfect maps between them is dually equivalent to the cat-
egory PZLBA. In more details, the restrictions Θtp : PZLC −→ PZLBA and
Θap : PZLBA −→ PZLC of the duality functors Θ
t and Θa defined in Theorem
1.16 are the desired duality functors.
Theorem 1.21 ([6]) The category PZLBA is equivalent to the category GBPL
whose objects are all generalized Boolean pseudolattices and whose morphisms are all
{0}-pseudolattice homomorphisms between its objects satisfying condition (ZLBA).
In more details, let Ea : PZLBA −→ GBPL and Eb : GBPL −→ PZLBA be
two functors defined as follows: for every I ∈ |GBPL|, Eb(I) = (Si(I), eI(I)) (see
1.9 and 1.10(b) for the last notations), and for every ϕ ∈ GBPL(I, J), Eb(ϕ) :
Eb(I) −→ Eb(J) is defined by the formula
Eb(ϕ)(I1) =
⋃
{↓ (ϕ(a)) | a ∈ I1}, ∀I1 ∈ Si(I);
for every PZLBA (B, I), Ea(B, I) = I, and for every ϕ ∈ PZLBA((B, I), (B1, J)),
Ea(ϕ) : Ea(B, I) −→ Ea(B1, J) is given by the formula E
a(ϕ)(a) = ϕ(a), ∀a ∈
Ea(B, I); then er : IdGBPL −→ E
a ◦ Eb, where er(I) = erI , ∀I ∈ |GBPL| and
erI : I −→ eI(I) is the restriction of the map eI defined in 1.10(b), is a natural
isomorphism; also, s : IdPZLBA −→ E
b ◦Ea, where s(B, I) = (Σ(B,I))
−1, ∀(B, I) ∈
|PZLBA| (see 1.17 for Σ(B,I)), is a natural isomorphism.
Hence, the categories PZLC and GBPL are dually equivalent and the duality
functors between them are Θag : GBPL −→ PZLC, Θ
t
g : PZLC −→ GBPL, where
Θag = Θ
a
p ◦ E
b and Θtg = E
a ◦Θtp.
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2 Some New Duality Theorems
Recall that a homomorphism ϕ between two Boolean algebras is called complete if
it preserves all joins (and, consequently, all meets) that happen to exist; this means
that if {ai} is a family of elements in the domain of ϕ with join a, then the family
{ϕ(ai)} has a join and that join is equal to ϕ(a).
Definition 2.1 We will denote by SkeZLC the category of all zero-dimensional
locally compact Hausdorff spaces and all skeletal maps between them (see [4] for the
definition of a skeletal map).
Let SkeZLBA be the cofull subcategory of the category ZLBA whose mor-
phisms are, in addition, complete homomorphisms.
Theorem 2.2 The categories SkeZLC and SkeZLBA are dually equivalent.
Proof. Having in mind Theorem 1.16, it is enough to prove that if f is a SkeZLC-
morphism then Θt(f) is complete, and if ϕ is a SkeZLBA-morphism then Θa(ϕ) is
a skeletal map.
So, let f ∈ SkeZLC(X, Y ) and ϕ = Θt(f). Then ϕ : (CO(Y ), CK(Y )) −→
(CO(X), CK(X)) and ϕ(G) = f−1(G), for all G ∈ CO(Y ). Let {Gγ | γ ∈ Γ} ⊆
CO(Y ) and let this family have a join G in CO(Y ). Set W =
⋃
{Gγ | γ ∈ Γ}. Since
Y is zero-dimensional, we get easily that G = cl(W ). Thus ϕ(G) ⊇ cl(
⋃
{ϕ(Gγ) | γ ∈
Γ}) = F . Let x ∈ f−1(G)(= ϕ(G)). Then f(x) ∈ G and there exists a neighborhood
U of x such that f(U) ⊆ G. Suppose that x 6∈ F . Then there exists a neighborhood
V of x such that V ⊆ U and V ∩ f−1(Gγ) = ∅ for all γ ∈ Γ. Thus f(V ) ∩W = ∅.
Then cl(f(V )) ∩ W = ∅. Since cl(f(V )) ⊆ cl(f(U)) ⊆ G = cl(W ), we get that
cl(f(V )) ⊆ cl(W )\W (= Fr(W )). This leads to a contradiction because f is skeletal
and thus int(cl(f(V ))) 6= ∅ (by [4, Lemma 2.4]). So, ϕ(G) = f−1(G) = F . Since
ϕ(G) is clopen, we get that ϕ(G) is the join of the family {ϕ(Gγ) | γ ∈ Γ} in CO(X).
Therefore, ϕ is complete.
Let now ϕ ∈ SkeZLBA((A, I), (B, J)) and f = Θa(ϕ). Set X = Θa(A, I)
and Y = Θa(B, J). Then f : Y −→ X . Since CK(Y ) is an open base of Y , for
proving that f is skeletal it is enough to show that for every G ∈ CK(Y ) \ {∅},
int(f(G)) 6= ∅. So, let G ∈ CK(Y ) \ {∅}. Then there exists b ∈ J \ {0} such that
G = λgB(b). Suppose that
∧
{c ∈ A | b ≤ ϕ(c)} = 0. Then, using the completeness
of ϕ, we get that 0 = ϕ(0) =
∧
{ϕ(c) | c ∈ A, b ≤ ϕ(c)} ≥ b. Since b 6= 0, we get
a contradiction. Hence there exists a ∈ A \ {0} such that a ≤ c for all c ∈ A for
which b ≤ ϕ(c). We will prove that λgA(a) ⊆ f(λ
g
B(b))(= f(G)). This will imply
that int(f(G)) 6= ∅. Let u ∈ λgA(a). Then a ∈ u. Suppose that there exists c ∈ u
such that b ∧ ϕ(c) = 0. Then b ≤ ϕ(c∗). Thus a ≤ c∗, i.e. a ∧ c = 0. Since a, c ∈ u,
we get a contradiction. Therefore, the set {b} ∪ ϕ(u) is a filter-base. Hence there
exists an ultrafilter v in B such that {b} ∪ ϕ(u) ⊆ v. Then b ∈ v and u ⊆ ϕ−1(v).
Thus u = ϕ−1(v), i.e. f(v) = u. So, u ∈ f(λgB(b)).
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Remarks 2.3 Note that in the definition of the category SkeZLBA the require-
ment that the morphisms ϕ : (A, I) −→ (B, J) are complete can be replaced by the
following condition:
(SkeZLBA) For every b ∈ J \ {0} there exists a ∈ I \ {0} such that (∀c ∈ A)[(b ≤
ϕ(c))→ (a ≤ c)].
Indeed, the proof of the above theorem shows the sufficiency of this condition and
its necessity can be established as follows. Let f ∈ SkeZLC(X, Y ) and ϕ = Θt(f).
Then ϕ : (CO(Y ), CK(Y )) −→ (CO(X), CK(X)) and ϕ(G) = f−1(G), for all
G ∈ CO(Y ). Let F ∈ CK(X) \ {∅}. Then int(f(F )) 6= ∅. Hence there exists
G ∈ CK(Y ) \ {∅} such that G ⊆ int(f(F )). Let H ∈ CO(Y ) and F ⊆ f−1(H).
Then G ⊆ int(f(F )) ⊆ f(F ) ⊆ H . So, condition (SkeZLBA) is satisfied.
Moreover, condition (SkeZLBA) can be replaced by the following one:
(CEP) For every b ∈ B \ {0} there exists a ∈ A \ {0} such that (∀c ∈ A)[(b ≤
ϕ(c))→ (a ≤ c)].
Indeed, if b ∈ B \ {0} then, by the density of J in B, there exists b1 ∈ I \ {0} such
that b1 ≤ b. Now, applying (SkeZLBA) for b1, we get an a ∈ I \ {0} which satisfies
also the requirements of (CEP) about b. Conversely, if b ∈ J \ {0} then, by (CEP),
there exists a ∈ A \ {0} such that (∀c ∈ A)[(b ≤ ϕ(c))→ (a ≤ c)]; but, by condition
(ZLBA) (see 1.14), there exists a1 ∈ I such that b ≤ ϕ(a1); thus a ≤ a1; since I is
an ideal, we get that a ∈ I; so, condition (SkeZLBA) is satisfied.
We denote by St : ZHC −→ Bool and Sa : Bool −→ ZHC the Stone duality
functors between the categories ZHC of compact zero-dimensional Hausdorff spaces
and continuous maps and Bool of Boolean algebras and Boolean homomorphisms.
The assertion (c) of the next corollary is a zero-dimensional analogue of the
Fedorchuk Duality Theorem [8].
Corollary 2.4 (a) Let f be a PZLC-morphism. Then f is a quasi-open map (see
[4] for this notion) iff Θt(f) is complete. In particular, if f is a ZHC-morphism
then f is a quasi-open map iff St(f) is complete.
(b) The cofull subcategory QPZLC of the category PZLC (see 1.20) whose mor-
phisms are, in addition, quasi-open maps, is dually equivalent to the cofull sub-
category QPZLBA of the category PZLBA whose morphisms are, in addition,
complete homomorphisms;
(c) The category QZHC of compact zero-dimensional Hausdorff spaces and quasi-
open maps is dually equivalent to the category BoolC of Boolean algebras and com-
plete Boolean homomorphisms.
Proof. The assertion (a) follows from the proof of Theorem 2.2 and [4, Corollary
2.5]. The assertions (b) and (c) follow from (a) and Theorem 2.2.
The last corollary together with Fedorchuk Duality Theorem [8] imply the
following assertion in which the equivalence (a) ⇐⇒ (b) is a special case of a much
more general theorem due to Monk [13].
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Corollary 2.5 Let ϕ ∈ Bool(A,B) and A′, B′ be minimal completions of A and
B respectively. We can suppose that A ⊆ A′ and B ⊆ B′. Then the following
conditions are equivalent:
(a) ϕ can be extended to a complete homomorphism ψ : A′ −→ B′;
(b) ϕ is a complete homomorphism;
(c) ϕ satisfies condition (CEP) (see 2.3 above).
Proof. (a)⇒(b) This is obvious.
(b)⇒(c) This was already established in the proof of Theorem 2.2 (see also 2.3).
(c)⇒(a) Obviously, ϕ ∈ ZLBA((A,A), (B,B)). Then, by 2.3 and Theorem 2.2,
condition (CEP) implies that f = Θa(ϕ)(= Sa(ϕ)) is a skeletal map. Since f
is closed, we get that f is a quasi-open map between Y = Θa(B,B)(= Sa(B))
and X = Θa(A,A)(= Sa(A)). Now, by Fedorchuk Duality Theorem [8], the map
ψ = Ψt(f) : RC(X) −→ RC(Y ) is a complete homomorphism. Since, for every
F ∈ RC(X), ψ(F ) = cl(f−1(int(F ))) and CO(X) is a subalgebra of the Boolean
algebra RC(X), we get that for every F ∈ CO(X), ψ(F ) = f−1(F ) = ϕ′(F )
(here ϕ′ = Θt(Θa(ϕ))). Then the existence of a natural isomorphism between the
composition Θt ◦Θa and the identity functor (see Theorem 1.16), and the fact that
RC(X) and RC(Y ) are minimal completions of, respectively, A and B, imply our
assertion.
Now, using Theorem 1.21, we will present in a simpler form the result estab-
lished in Corollary 2.4(b).
Theorem 2.6 The category QPZLC is dually equivalent to the cofull subcategory
QGBPL of the category GBPL whose morphisms, in addition, preserve all meets
that happen to exist.
Proof. Having in mind Theorem 1.21 and Corollary 2.4(b), it is enough to show
that the functor Ea (see 1.21) maps QPZLBA to QGBPL and the functor Eb
(see again 1.21) maps QGBPL to QPZLBA because with this we will obtain that
the categories QPZLBA and QGBPL are equivalent. Obviously, if ϕ′ : (A, I) −→
(B, J) is a QPZLBA-morphism then ϕ = Ea(ϕ′) = (ϕ′)|I : I −→ J preserves all
meets in I that happen to exist (indeed, since I is an ideal of A, every meet in I
of elements of I is also a meet in A). Conversely, let ϕ : I −→ J be a QGBPL-
morphism. We will show that ϕ satisfies the following condition:
(QGBPL) For every b ∈ J \ {0} there exists a ∈ I \ {0} such that (∀c ∈ I)[(b ≤
ϕ(c))→ (a ≤ c)].
Indeed, let b ∈ J \ {0}. Suppose that
∧
I{c ∈ I | b ≤ ϕ(c)} = 0. Then, using the
completeness of ϕ, we get that 0 = ϕ(0) =
∧
{ϕ(c) | c ∈ I, b ≤ ϕ(c)} ≥ b. Since
b 6= 0, we get a contradiction. Hence there exists a ∈ I \ {0} such that a ≤ c for all
c ∈ I for which b ≤ ϕ(c).
Let ϕ′ = Eb(ϕ). We will show that the map ϕ′ satisfies condition (SkeZLBA).
We have that ϕ′ : (SI(I), eI(I)) −→ (Si(J), eJ(J)). Let J1 ∈ eJ(J)\{0}. Then there
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exists b ∈ J \ {0} such that J1 =↓ (b). By (QGBPL), there exists a ∈ I \ {0} such
that (∀c ∈ I)[(b ≤ ϕ(c)) → (a ≤ c)]. Let I1 ∈ Si(I) and J1 ⊆ ϕ
′(I1). Then, by the
definition of the map ϕ′ (see Theorem 1.21), we have that ↓ (b) ⊆
⋃
{↓ (ϕ(c)) | c ∈
I1}. Thus there exists c ∈ I1 such that b ≤ ϕ(c). Since c ∈ I, we get that a ≤ c.
Therefore, ↓ (a) ⊆ I1. So, the map ϕ
′ satisfies condition (SkeZLBA). Now 2.3
implies that ϕ′ is a complete homomorphism. Thus ϕ′ is a QPZLBA-morphism.
Remark 2.7 The proof of Theorem 2.6 shows that in the definition of the category
QPZLBA the requirement that its morphisms ϕ : I −→ J preserve all meets that
happen to exist can be replaced by the condition (QGBPL) introduced above.
Theorem 2.8 (a) Let f ∈ ZLC(X, Y ), ϕ = Θt(f), (A, I) = Θt(X) and (B, J) =
Θt(Y ). Then the map f is open iff there exists a map ψ : I −→ J which satisfies
the following conditions:
(OZL1) For every b ∈ J and every a ∈ I, (a ∧ ϕ(b) = 0)→ (ψ(a) ∧ b = 0), and
(OZL2) For every a ∈ I, ϕ(ψ(a)) ≥ a
(such a map ψ will be called a lower P-preadjoint of ϕ).
(b) The cofull subcategory OZLC of the category ZLC whose morphisms are, in
addition, open maps is dually equivalent to the cofull subcategory OZLBA of the
category ZLBA whose morphisms have, in addition, lower P-preadjoints.
Proof. (a) Let f ∈ ZLC(X, Y ) be an open map. For every F ∈ CK(X)(= I) set
ψ(F ) = f(F ). Then, clearly, ψ(F ) ∈ CK(Y )(= J) and ϕ(ψ(F )) = f−1(f(F )) ⊇ F .
Hence, condition (OZL2) is satisfied. Let F ∈ CK(X), G ∈ CK(Y ) and F ∧ϕ(G) =
0. Then F∩f−1(G) = ∅. Thus f(F )∩G = ∅, i.e. ψ(F )∧G = 0. Therefore, condition
(OZL1) is satisfied as well.
Let now ϕ has a lower P-preadjoint. We will show that f ′ = Θa(ϕ) is an open
map. This will imply that f is open. Let X ′ = Θa(Θt(X)) and Y ′ = Θa(Θt(Y )).
Since λgA(I) is an open base of X
′, it is enough to show that f ′(λgA(a)) is an open
set, for every a ∈ I. So, let a ∈ I. We will prove that f ′(λgA(a)) = λ
g
B(ψ(a)). Let
u ∈ λgA(a). Then a ∈ u. Let v = f
′(u), i.e. v = ϕ−1(u). By (OZL2), ϕ(ψ(a)) ≥ a
and hence ϕ(ψ(a)) ∈ u. Thus ψ(a) ∈ ϕ−1(u) = v, i.e. f ′(u) ∈ λgB(ψ(a)). Therefore
f ′(λgA(a)) ⊆ λ
g
B(ψ(a)). Conversely, let v ∈ λ
g
B(ψ(a)). Then ψ(a) ∈ v. Suppose that
there exists b ∈ v such that a ∧ ϕ(b) = 0. Since v is a bounded ultrafilter, there
exists b0 ∈ v∩J . Then b1 = b∧b0 ∈ J ∩v and a∧ϕ(b1) = 0. Now, condition (OZL1)
implies that ψ(a) ∧ b1 = 0, which is a contradiction. Hence, the set {a} ∪ ϕ(v) is
a filter-base. Thus there exists an ultrafilter u ⊇ {a} ∪ ϕ(v). Then a ∈ u ∩ I and
v ⊆ ϕ−1(u). Therefore, v = ϕ−1(u) = f(u). This shows that f ′(λgA(a)) ⊇ λ
g
B(ψ(a)).
Hence, f ′ is an open map.
(b) It follows from (a) and Theorem 1.16.
11
Remarks 2.9 Note that condition (OZL2) implies condition (ZLBA). Indeed, in
the notations of Theorem 2.8, if a ∈ I then b = ψ(a) ∈ J and ϕ(b) ≥ a. Further,
condition (OZL1) implies that (again in the notations of Theorem 2.8) ψ(0) = 0.
Indeed, 0 ∧ ϕ(ψ(0)) = 0 implies that ψ(0) ∧ ψ(0) = 0, i.e. that ψ(0) = 0.
2.10 Let us recall the notion of lower adjoint for posets. Let ϕ : A −→ B be an
order-preserving map between posets. If ψ : B −→ A is an order-preserving map
satisfying the following condition
(Λ) for all a ∈ A and all b ∈ B, b ≤ ϕ(a) iff ψ(b) ≤ a
(i.e. the pair (ψ, ϕ) forms a Galois connection between posets B and A) then we will
say that ψ is a lower adjoint of ϕ. It is easy to see that condition (Λ) is equivalent
to the following condition:
(Λ′) ∀a ∈ A and ∀b ∈ B, ψ(ϕ(a)) ≤ a and ϕ(ψ(b)) ≥ b.
Theorem 2.11 (a) Let f ∈ PZLC(X, Y ), (A, I) = Θt(X), (B, J) = Θt(Y ) and
ϕ = Θt(f). Then the map f is open iff ϕ : B −→ A has a lower adjoint ψ : A −→ B.
(b) The cofull subcategory OPZLC of the category PZLC whose morphisms are, in
addition, open maps is dually equivalent to the cofull subcategory OPZLBA of the
category PZLBA whose morphisms have, in addition, lower adjoints.
Proof. (a) Let f ∈ PZLC(X, Y ) and f is open. Then set ψ(F ) = f(F ), for every
F ∈ CO(X)(= A). Then, since f is open and closed map, ψ : A −→ B(= CO(Y )).
Obviously, ϕ(ψ(F )) = f−1(f(F )) ⊇ F for every F ∈ CO(X) and ψ(ϕ(G)) =
f(f−1(G)) ⊆ G for every G ∈ CO(Y ). Hence ψ is a lower adjoint of ϕ. Conversely,
let ϕ has a lower adjoint ψ. Then ψ(I) ⊆ J . Indeed, let a ∈ I. Then, by condition
(ZLBA), there exists b ∈ J such that a ≤ ϕ(b). Then ψ(a) ≤ ψ(ϕ(b)) ≤ b ∈ J .
Thus, ψ(a) ∈ J . Further, condition (OZL2) is clearly fulfilled as well as condition
(OZL1) (see, e.g., [4, Fact 1.22(a)]). So, (ψ)|I is a lower P-preadjoint of ϕ. Then,
by Theorem 2.8(a), f : X −→ Y is an open map.
(b) It follows from (a) and Theorem 1.20.
Corollary 2.12 (a) Let f ∈ ZHC(X, Y ), ϕ = St(f), A = St(X) and B = St(Y ).
Then the map f is open iff ϕ : B −→ A has a lower adjoint ψ : A −→ B.
(b) The category OZHC of compact zero-dimensional Hausdorff spaces and open
maps is dually equivalent to the category OBool of Boolean algebras and Boolean
homomorphisms having lower adjoints.
Proof. It follows immediately from Theorem 2.11.
Definition 2.13 Let ϕ ∈ GBPL(J, I). If ψ : I −→ J is a map which satisfies
conditions (OZL1) and (OZL2) (see 2.8) then ψ is called a lower preadjoint of ϕ.
Let OGBPL be the cofull subcategory of the category GBPL whose mor-
phisms have, in addition, lower preadjoints.
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Corollary 2.14 The categories OPZLC and OGBPL are dually equivalent.
Proof. It follows from Theorems 1.21, 2.8 and 2.11. Indeed, it is enough to show
that the categories OGBPL and OPZLBA are equivalent. From the proof of
Theorem 2.11, it follows that if ϕ′ is an OPZLBA-morphism then ϕ = Ea(ϕ′) has
a lower preadjoint. Conversely, if ϕ is an OGBPL-morphism then ϕ′ = Eb(ϕ) can
be regarded as an extension of ϕ. This implies immediately that ϕ′ has a lower
P-preadjoint. Now, Theorem 2.8 implies that f = Θa(ϕ′) is an open map. Thus, by
Theorem 2.11, ϕ′ has a lower adjoint.
3 Surjective and Injective Maps. Embeddings
In this section we will investigate the following problem: characterize the injective
and surjective morphisms of the categories ZLC and HLC and their subcategories,
discussed in [4, 5, 6] and in the previous section here, by means of some proper-
ties of their dual morphisms. Such a problem was regarded by M. Stone in [18]
for the morphisms of the category ZLC (for surjective morphisms) and of the cat-
egory PZLC (for injective morphisms), and by de Vries in [2] for the morphisms
of the category HC of compact Hausdorff spaces and continuous maps. We will
generalize their results. An analogous problem will be investigated for the home-
omorphic embeddings, LCA-embeddings and the morphisms of the categories dual
to the mentioned above. Our result about LCA-embeddings (see Theorem 3.31)
generalizes a theorem of Fedorchuk [8, Theorem 6]. Obviously, in all categories re-
garded here the injective morphisms are monomorphisms and surjective morphisms
are epimorphisms. It is clear that surjectivity characterizes epimorphisms in the
categories HC and ZHC, and injectivity characterizes the monomorphisms in the
categories HLC, ZLC, PLC and PZLC. For the other categories regarded here I
have no characterization of the monomorphisms and epimorphisms. The things are
not simple as shows the following assertion:
Proposition 3.1 The closed irreducible maps are monomorphisms in the category
of all Hausdorff spaces and quasi-open maps between them.
Proof. Note first that every closed irreducible map is quasi-open (see [15]). Let
now X, Y, Z be Hausdorff spaces, f : Y −→ Z be a closed irreducible map and
h, k : X −→ Y be two quasi-open maps such that f ◦ h = f ◦ k. Suppose that
there exists x ∈ X such that h(x) 6= k(x). Then there exist disjoint open sets U
and V in Y such that h(x) ∈ U and k(x) ∈ V . Let W = h−1(U) ∩ k−1(V ). Then
x ∈ W , h(W ) ⊆ U and k(W ) ⊆ V . Set O = int(h(W )). Since h is quasi-open,
we get that O 6= ∅. Let F = Y \ O. Then F is a closed proper subset of Y . We
will show that f(F ) = Y which will be a contradiction. We have that f(O) =
f(int(h(W ))) ⊆ f(h(W )) = f(k(W )) ⊆ f(V ) ⊆ f(F ). Now, the surjectivity of f
implies that f(F ) = Y .
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We start with some simple observations.
Proposition 3.2 Let f ∈ HLC(X, Y ), (A, ρ, IB) = Λt(X), (B, η, IB′) = Λt(Y ) and
ϕ = Λt(f). Then ϕ is an injection ⇐⇒ ϕ|IB′ is an injection ⇐⇒ clY (f(X)) = Y .
Proof. We have that ϕ : RC(Y ) −→ RC(X).
Obviously, if ϕ is an injection then ϕ|IB′ is an injection.
Let ϕ|IB′ be an injection, G ∈ CR(Y ) and G 6= ∅. Then ϕ(G) 6= ∅, i.e.
f−1(int(G)) 6= ∅. This means that f(X) ∩ int(G) 6= ∅. Thus cl(f(X)) = Y .
Finally, let cl(f(X)) = Y , G,H ∈ RC(Y ), G 6= H and ϕ(G) = ϕ(H).
Then, by the continuity of f , clY (f(clX(f
−1(intY (G))))) = clY (f((f
−1(intY (G)))) =
clY (f(X) ∩ intY (G)) = G and, analogously, clY (f(clX(f
−1(intY (H))))) = H . Hence
G = H , a contradiction. So, ϕ is an injection.
A simplified version of the above proof shows that the following assertion takes
place:
Proposition 3.3 Let f ∈ ZLC(X, Y ), (A, I) = Θt(X), (B, J) = Θt(Y ) and ϕ =
Θt(f). Then ϕ is an injection ⇐⇒ ϕ|J is an injection ⇐⇒ clY (f(X)) = Y .
Proposition 3.4 Let f ∈ ZLC(X, Y ), ϕ = Θt(f), (A, I) = Θt(X), (B, J) = Θt(Y )
and ϕ(B) ⊇ I (or ϕ(J) ⊇ I). Then f is an injection.
Proof. Suppose that there exist x, y ∈ X such that x 6= y and f(x) = f(y). Then
there exists U ∈ CK(X) such that x ∈ U ⊆ X \ {y}. There exists V ∈ CO(Y )
with ϕ(V ) = U , i.e. f−1(V ) = U . Then f(U) = f(X) ∩ V and hence f−1(f(U)) =
X ∩ f−1(V ) = U . Since f(y) = f(x) ∈ f(U), we get that y ∈ U , a contradiction.
Thus, f is an injection.
We proceed with the investigation of the problem in the category ZLC and
its subcategories.
Theorem 3.5 Let f ∈ ZLC(X, Y ), ϕ = Θt(f), (A, I) = Θt(X) and (B, J) =
Θt(Y ). Then f is an injection iff ϕ : (B, J) −→ (A, I) satisfies the following
condition:
(InZLC) For any a, b ∈ I such that a ∧ b = 0 there exists a′, b′ ∈ J with a′ ∧ b′ = 0,
ϕ(a′) ≥ a and ϕ(b′) ≥ b.
Proof. Let f : X −→ Y be an injection. We have that (A, I) = (CO(X), CK(X)),
(B, J) = (CO(Y ), CK(Y )) and ϕ : CO(Y ) −→ CO(X), G 7→ f−1(G). Let F1, F2 ∈
CK(X) and F1 ∩ F2 = ∅. Since f is a continuous injection, we get that f(F1) and
f(F2) are disjoint compact subsets of Y . Using the fact that CK(Y ) is a base of
Y , we get that there exist disjoint G1, G2 ∈ CK(Y ) such that f(Fi) ⊆ Gi, i = 1, 2.
Then Fi ⊆ f
−1(Gi), i.e. Fi ⊆ ϕ(Gi), i = 1, 2. Hence, ϕ satisfies condition (InZLC).
Let now ϕ satisfies condition (InZLC). We will prove that f is an injection.
Let x, y ∈ X and x 6= y. Then there exist disjoint Fx, Fy ∈ CR(X) such that x ∈ Fx
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and y ∈ Fy. Now, by condition (InZLC), there exist Gx, Gy ∈ CR(Y ) such that
Gx ∩ Gy = ∅, f
−1(Gx) ⊇ Fx and f
−1(Gy) ⊇ Fy. Then f(x) ∈ Gx and f(y) ∈ Gy.
Thus f(x) 6= f(y).
Corollary 3.6 The cofull subcategory InZLC of the category ZLC whose mor-
phisms are, in addition, injective maps, is dually equivalent to the cofull subcategory
DInZLC of the category ZLBA whose morphism satisfy, in addition, condition
(InZLC).
Proof. It follows from Theorems 3.5 and 1.16.
In the sequel, we will not formulate corollaries like that because they follow
directly from the respective characterization of injectivity or surjectivity and the cor-
responding duality theorem.
Remark 3.7 Let us show how Theorem 3.5 implies Proposition 3.3. So, let ϕ(B) ⊇
I. Then ϕ(J) ⊇ I. Indeed, let a ∈ I; then, by condition (ZLBA), there exists
b1 ∈ J such that ϕ(b1) ≥ a; since there exists b2 ∈ B with ϕ(b2) = a, we get that
ϕ(b1∧b2) = a and b1∧b2 ∈ J . Hence, ϕ(J) ⊇ I. Let now a, b ∈ I and a∧b = 0. There
exist a1, b1 ∈ J such that ϕ(a1) = a and ϕ(b1) = b. Then ϕ(a1 ∧ b
∗
1) = a ∧ b
∗ = a,
a1 ∧ b
∗
1 ∈ J and (a1 ∧ b
∗
1) ∧ b1 = 0. Therefore, ϕ satisfies condition (InZLC).
In the next theorem we will assume that the ideals and prime ideals could be
non-proper.
Theorem 3.8 Let f ∈ ZLC(X, Y ), ϕ = Θt(f), (A, I) = Θt(X) and (B, J) =
Θt(Y ). Then the following conditions are equivalent:
(a) f is a surjection;
(b) ϕ : (B, J) −→ (A, I) is an injection and for every bounded ultrafilter v in (B, J)
there exists a ∈ I such that a ∧ ϕ(v) 6= 0 (i.e. a ∧ ϕ(b) 6= 0 for any b ∈ v);
(c) ϕ : (B, J) −→ (A, I) is an injection and for every prime ideal J1 of J , we have
that
∨
{Iϕ(b) | b ∈ J1} = I implies J1 = J (where Iϕ(b) = {a ∈ I | a ≤ ϕ(b)});
(d) ϕ : (B, J) −→ (A, I) is an injection and for every ideal J1 of J , [(
∨
{Iϕ(b) | b ∈
J1} = I)→ (J1 = J)].
Proof. (a)⇒(b) Let f(X) = Y . Then, for every G ∈ CO(Y ), f−1(G) = ∅ iff G = ∅.
This means that for every G ∈ CO(Y ), ϕ(G) = 0 iff G = 0. Hence, ϕ is an injection.
Further, the bounded ultrafilters in (B, J) = (CO(Y ), CK(Y )) are of the form σCy
(see 1.13 for this notation) and analogously for (A, I). So, let y ∈ Y . Then there
exists x ∈ X such that f(x) = y. This implies that ϕ(σCy ) ⊆ σ
C
x . There exists
F ∈ CK(X) ∩ σCx . Then F ∩ f
−1(G) 6= ∅, for every G ∈ σCy , i.e. F ∧ ϕ(σ
C
y ) 6= 0.
(b)⇒(c) Let J1 be a prime ideal of J . Let
∨
{Iϕ(b) | b ∈ J1} = I. Suppose that
J1 6= J . Then v1 = {b ∈ B | b ∧ (J \ J1) 6= 0} is a bounded ultrafilter in (B, J) and
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v1 ∩ J = J \ J1 (indeed, apply [5, Proposition 3.6] to the LCA (B, ρs, J)). By (b),
there exists a ∈ I such that a ∧ ϕ(v1) 6= 0. Since a ∈ I, there exist b1, . . . , bk ∈ J1
and a1, . . . , ak ∈ I (where k ∈ N
+) such that a =
∨
{ai | i = 1, . . . , k} and ai ≤ ϕ(bi),
i = 1, . . . , k. Set b =
∨
{bi | i = 1, . . . , k}. Then a ≤ ϕ(b) and b ∈ J1. Since ϕ is an
injection, we have that ϕ(v1∩J) = ϕ(J \ J1) = ϕ(J) \ϕ(J1). Thus ϕ(b) 6∈ ϕ(v1∩J)
(because b ∈ J1). Since a ≤ ϕ(b), we get that ϕ(b) ∧ ϕ(v1) 6= 0. The injectivity
of ϕ implies that b ∧ v1 6= 0. Thus b ∈ v1 ∩ J1. Therefore, ϕ(b) ∈ ϕ(v1 ∩ J1), a
contradiction. Hence, J1 = J .
(c)⇒(a) Suppose that f(X) 6= Y . Then there exists y ∈ Y \f(X). Set U = Y \{y}.
Thus f(X) ⊆ U . Set J1 = {G ∈ CK(Y ) | G ⊆ U}. Then J1 is a prime ideal of
J(= CK(Y )). (Indeed, if G1, G2 ∈ CK(Y ) and y 6∈ G1 ∩ G2 then either y 6∈ G1
or y ∈ G2; hence, G1 ∈ J1 or G2 ∈ J1.) Obviously, J1 6= J . We will prove
that
∨
{Iϕ(b) | b ∈ J1} = I, which, by (c), will lead to a contradiction. So, let
F ∈ CK(X). Then f(F ) ⊆ U . Since f(F ) is compact, there exists G ∈ CK(Y )
such that f(F ) ⊆ G ⊆ U . Then G ∈ J1 and F ⊆ f
−1(G) = ϕ(G). Thus F ∈ Iϕ(G).
Therefore,
∨
{Iϕ(b) | b ∈ J1} = I. So, f(X) = Y .
(a)⇒(d) Let f(X) = Y . Then, as we have already proved (see (a)⇒(b)), ϕ is
an injection. Let J1 be an ideal of J such that
∨
{Iϕ(b) | b ∈ J1} = I. Suppose
that J1 6= J . Set U =
⋃
{G | G ∈ J1}. Then U 6= Y . (Indeed, if U = Y then
every H ∈ CK(Y )(= J) will be covered by a finite number of elements of J1;
since J1 is an ideal, we will get that H ∈ J1.) Since f is a surjection, we get that
V = f−1(U) 6= X . Set IV = {F ∈ I | F ⊆ V }. Then, obviously, IV is a proper ideal
of I. Let G ∈ J1 and F ∈ Iϕ(G). Then F ⊆ ϕ(G) = f
−1(G) ⊆ f−1(U) = V . Thus∨
{Iϕ(b) | b ∈ J1} ⊆ IV . Since IV 6= I, we get a contradiction. Therefore, J1 = J .
(d)⇒(c) It is obvious.
Remark 3.9 In [18, Theorem 7] M. Stone proved a result which is equivalent to our
assertion that (a)⇔(d) in the previous theorem. More precisely, M. Stone proved the
following (in our notations): the map f is a surjection iff the map ψ = ϕ|J : J −→ A
is a 0-pseudolattice monomorphism and for every ideal J1 of J , [(
∨
{Iϕ(b) | b ∈ J1} =
I) ↔ (J1 = J)]. The Stone’s condition “(J1 = J) → (
∨
{Iϕ(b) | b ∈ J1} = I)”, i.e.
“
∨
{Iϕ(b) | b ∈ J} = I”, is equivalent (as it is easy to see) to our condition (ZLBA)
(see 1.14) which is automatically satisfied by the morphisms of the category ZLBA
and thus it appears in our Theorem 3.8 in another form. Further, when ϕ is an
injection then, obviously, ψ = ϕ|J is an injection; in the converse direction we have
the following: the map ψ can be extended to a homomorphism ϕ : B −→ A (by the
result proved below) and then ϕ is obliged to be an injection (indeed, if b ∈ B \ {0}
and ϕ(b) = 0 then the density of J in B implies that there exists c ∈ J\{0} such that
c ≤ b; then ψ(c) = ϕ(c) = 0, a contradiction). So, our condition (d) is equivalent to
the cited above Stone condition from [18, Theorem 7].
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Proposition 3.10 Let (A, I) and (B, J) be ZLBAs and ψ : J −→ A be a 0-
pseudolattice homomorphism satisfying condition (ZLBA). Then ψ can be extended
to a homomorphic map ϕ : B −→ A.
Proof. For every a ∈ A and every b ∈ B set Ia = {c ∈ I | c ≤ a} and Jb = {c ∈
J | c ≤ b}. It is easy to see that Ia and Jb are simple ideals of I and J respectively.
Note also that ¬Ia = Ia∗ and analogously for Jb.
Let b ∈ B. Since J is dense in B, we have that b =
∨
Jb. We will show
that I(b) =
∨
{Iψ(c) | c ∈ Jb} is a simple ideal of I. It is easy to see that I(b) =⋃
{Iψ(c) | c ∈ Jb}. Let now a ∈ I. Then, by condition (ZLBA), there exists c ∈ J
such that a ≤ ψ(c). We have that c = (c ∧ b) ∨ (c ∧ b∗), c1 = c ∧ b ∈ Jb, c2 =
c ∧ b∗ ∈ ¬Jb and c = c1 ∨ c2. Thus a ≤ ψ(c) = ψ(c1) ∨ ψ(c2). We obtain that
a = a1 ∨ a2, where a1 = a ∧ ψ(c1) and a2 = a ∧ ψ(c2). Obviously, a1 ∈ I(b). We
will show that a2 ∈ ¬I(b). Indeed, let a
′ ∈ I(b); then there exists d ∈ Jb such that
a′ ≤ ψ(d). Since c2 ∈ ¬Jb, we get that d ∧ c2 = 0. Thus ψ(d) ∧ ψ(c2) = 0. Hence
a′∧a2 ≤ ψ(d)∧a∧ψ(c2) = 0. Therefore, for every a
′ ∈ I(b) we have that a2∧a
′ = 0.
This means that a2 ∈ ¬I(b). Therefore, I(b) ∨ ¬I(b) = I, i.e. I(b) is a simple ideal.
Since (A, I) is a ZLBA, we get that
∨
I(b) exists in A. We set now ϕ(b) =
∨
I(b).
Obviously, ϕ(0) = 0. Further, ϕ(1) =
∨
I(1). We have that I(1) =
⋃
{Iψ(c) | c ∈ J}.
Applying condition (ZLBA), we get that I(1) = I. Now, using the density of I in
A, we obtain that ϕ(1) = 1. Finally, the fact that ϕ preserves finite meets and
joins can be easily proved. Hence ϕ : B −→ A is a Boolean homomorphism and the
definition of ϕ together with the density of I in A imply that ϕ extends ψ. .
Remark 3.11 Note that 3.9 and 3.10 imply that in Theorem 3.8 we can obtain
new conditions equivalent to the condition (a) by replacing in (b), (c) and (d) the
phrase “ϕ is an injection” by the phrase “ϕ|J is an injection”.
Theorem 3.12 Let f ∈ OZLC(X, Y ), ϕ = Θt(f), (A, I) = Θt(X) and (B, J) =
Θt(Y ). Then f is an injection ⇐⇒ ϕ(J) ⊇ I ⇐⇒ ϕ(B) ⊇ I.
Proof. Note that, by Remark 3.7, conditions “ϕ(J) ⊇ I” and “ϕ(B) ⊇ I” are
equivalent.
Let f be an injection and F ∈ CK(X). Then f(F ) ∈ CK(Y ) and f−1(f(F )) =
F . Hence, ϕ(J) ⊇ I. Conversely, let ϕ(J) ⊇ I. Then, by 3.4, we get that f is an
injection.
Theorem 3.13 Let f ∈ PZLC(X, Y ), ϕ = Θt(f), (A, I) = Θt(X) and (B, J) =
Θt(Y ). Then f is a surjection ⇐⇒ ϕ is an injection ⇐⇒ ϕ|J is an injection.
Proof. Clearly, Proposition 3.3 implies that if f is a surjection then ϕ is an injection.
Hence ϕ|J is an injection.
Let now ϕ|J be an injection. Then, by Proposition 3.3, cl(f(X)) = Y . Since
f is a closed map, we get that f is a surjection.
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Theorem 3.14 Let f ∈ PZLC(X, Y ), ϕ = Θt(f), (A, I) = Θt(X) and (B, J) =
Θt(Y ). Then f is an injection iff ϕ(J) = I.
Proof. Let f be an injection. Then f↾X : X −→ f(X) is a homeomorphism. Let
F ′ ∈ CK(X). Then F = f(F ′) is compact. Since F is open in f(X), there exists an
open set U in Y such that U ∩ f(X) = F . Then there exists G ∈ CK(Y ) such that
F ⊆ G ⊆ U . Then, clearly, f−1(G) = f−1(F ) = F ′. Hence ϕ(G) = F ′. Therefore,
ϕ(J) ⊇ I. Since f is perfect, we have that ϕ(J) ⊆ I. Thus ϕ(J) = I. Conversely,
let ϕ(J) = I. Then Proposition 3.4 implies that f is an injection.
Obviously, the last two theorems imply the well-known Stone’s results that a
ZHC-morphism f is an injection (resp., a surjection) iff ϕ = St(f) is a surjection
(resp., an injection).
Now we turn to the morphisms of the category HLC and its subcategories
discussed in [4, 5].
Theorem 3.15 Let f ∈ HLC(X, Y ), (A, ρ, IB) = Λt(X), (B, η, IB′) = Λt(Y ) and
ϕ = Λt(f). Then f is a surjection iff ϕ : (B, η, IB′) −→ (A, ρ, IB) satisfies the
following condition:
(SuHLC) For any bounded ultrafilter v in (B, η, IB′) there exists a bounded ultrafilter
u in (A, ρ, IB) such that ∀b ∈ IB′, (bηv)↔ ((∀b′ ∈ IB′)[(b≪η b
′)→ (ϕ(b′)ρu)]).
Proof. Let f be a surjection and v be a bounded ultrafilter in (B, η, IB′). Recall
that that (B, η, IB′) = (RC(Y ), ρY , CR(Y )). Obviously,
⋂
v is an one-point set. Let
{y} =
⋂
v. Since f is a surjection, there exists x ∈ X such that f(x) = y. Let
σx = {F ∈ RC(X) | x ∈ F} and νx = {F ∈ RC(X) | x ∈ int(F )}. There exists
an ultrafilter u in (A, ρ, IB) such that u ⊇ νx. Then it is easy to see that u ⊆ σx.
Hence
⋂
u = {x}. Let now G,H ∈ CR(Y ). Clearly, if y ∈ G then GρY v (i.e. Gηv).
Conversely, let GρY v. If y 6∈ G then, by [7, Corollary 3.1.5], there exists G
′ ∈ v such
that G ∩ G′ = ∅, a contradiction. Hence, GρY v iff y ∈ G. In an analogous way we
obtain that cl(f−1(int(H)))ρXu iff x ∈ cl(f
−1(int(H))). So, we have to show that
y ∈ G iff for all H ∈ CR(Y ), (G ⊆ int(H))→ (x ∈ cl(f−1(int(H)))). Let y ∈ G and
G ⊆ int(H) for some H ∈ CR(Y ). Then cl(f−1(int(H))) ⊇ f−1(G) ⊇ f−1(y) and
thus x ∈ cl(f−1(int(H))). Conversely, let x ∈ cl(f−1(int(H))) for every H ∈ CR(Y )
such that G ⊆ int(H). Suppose that y 6∈ G. Then there exists H ∈ CR(Y ) such
that G ⊆ int(H) ⊆ H ⊆ Y \ {y}. Then cl(f−1(int(H))) ⊆ f−1(H) ⊆ X \ f−1(y).
Thus x 6∈ cl(f−1(int(H))), a contradiction. So, ϕ satisfies condition (SuHLC).
Let now ϕ satisfies condition (SuHLC). We will show that f ′ = Λa(ϕ) is a
surjection. This will imply that f is a surjection. Let σ′ ∈ Y ′ = Λa(B, η, IB′).
Then there exists a bounded ultrafilter v in (B, η, IB′) such that σ′ = σv (see [4]).
By condition (SuHLC), there exists a bounded ultrafilter u in (A, ρ, IB) such that
∀b ∈ IB′, (bηv) ↔ ((∀b′ ∈ IB′)[(b ≪η b
′) → (ϕ(b′)ρu)]). Then it is easy to see
that f ′(σu) = σv (see Theorem 1.2 for the definition of the map f
′). Hence, f ′ is a
surjection.
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Theorem 3.16 Let f ∈ HLC(X, Y ), (A, ρ, IB) = Λt(X), (B, η, IB′) = Λt(Y ) and
ϕ = Λt(f). Then f is an injection iff ϕ : (B, η, IB′) −→ (A, ρ, IB) satisfies the
following condition:
(InHLC) For any a, b ∈ IB, a(−ρ)b implies that there exist c, d ∈ IB′ such that
c≪η d, a ≤ ϕ(c) and ϕ(d)(−ρ)b.
Proof. Let f be an injection. We will show that ϕ satisfies condition (InHLC). Let
F,G ∈ CR(X) and F ∩G = ∅. Since f is an injection, we get that f(F ) ∩ f(G) =
∅. Using the fact that f(F ) and f(G) are compact sets, we get that there exist
F ′, G′ ∈ CR(Y ) such that f(F ) ⊆ int(F ′) ⊆ F ′ ⊆ int(G′) ⊆ G′ ⊆ Y \ f(G). Then,
clearly, F ⊆ f−1(int(F ′)) ⊆ ϕ(F ′) and G∩ϕ(G′) = ∅ (because ϕ(G′) ⊆ f−1(G′) and
f−1(G′) ∩G = ∅). Therefore, ϕ satisfies condition (InHLC).
Let now ϕ satisfies condition (InHLC). We will prove that f is an injection.
Let x, y ∈ X and x 6= y. Then there exist disjoint Fx, Fy ∈ CR(X) such that
x ∈ Fx and y ∈ Fy. Now, by condition (InHLC), there exist Gx, Gy ∈ CR(Y ) such
that Gx ⊆ int(Gy), Fx ⊆ cl(f
−1(int(Gx))) and cl(f
−1(int(Gy))) ∩ Fy = ∅. Since
Fx ⊆ f
−1(Gx), we get that f(x) ∈ Gx. Further, we have that Fy ∩f
−1(int(Gy)) = ∅.
Thus f(Fy)∩ int(Gy) = ∅. Then f(Fy)∩Gx = ∅, and therefore, f(x) 6= f(y). Hence,
f is an injection.
The next theorem was proved in [3, Theorem 2.11] using a theorem of de Vries
[2]. We will give now a direct proof of it using only 3.2.
Theorem 3.17 Let f ∈ PLC(X, Y ) and ϕ = Λt(f). Then f is a surjection iff ϕ
is an injection.
Proof. If f is a surjection then Proposition 3.2 implies that ϕ is an injection. Let
now ϕ be an injection. Then, by Proposition 3.2, cl(f(X)) = Y . Since f is a closed
map, we get that f is a surjection.
Obviously, Theorem 3.16 implies the following result:
Theorem 3.18 Let f ∈ PLC(X, Y ), (A, ρ, IB) = Λt(X), (B, η, IB′) = Λt(Y ) and
ϕ = Λt(f). Then f is an injection iff ϕ satisfies condition (InHLC) (see Theorem
3.16).
Another characterization of the injective PLC-morphisms was given in [3,
Theorem 2.15]. It was derived from a theorem of de Vries [2]. It seems that the new
condition looks better. In this form the theorem is new even in the compact case.
Theorem 3.19 Let f ∈ PZLC(X, Y ), f be a skeletal map, ϕ = Λt(f) and f be an
injection. Then ϕ is a surjection.
Proof. Let ϕ′ = Θt(f). Then, by Theorem 3.14, ϕ′(CK(Y )) = CK(X). Since
f is a skeletal map, [4, Theorem 2.11] (see also 1.5) implies that ϕ is a complete
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homomorphism. Let F ∈ RC(X). Then, using the fact that CK(X) is a base of
X , we get that int(F ) =
⋃
{G ∈ CK(X) | G ⊆ int(F )}. Thus F =
∨
RC(X){G ∈
CK(X) | G ⊆ int(F )}. Further, for every G ∈ CK(X) there exists HG ∈ CK(Y )
such that G = ϕ′(HG) = ϕ(HG). Therefore F = ϕ(
∨
RC(Y ){HG | G ∈ CK(X), G ⊆
int(F )}). This shows that ϕ is a surjection.
Remark 3.20 It is well known that the following two assertions can be add in
Corollary 2.5: ϕ is an injection iff ψ is an injection, and also, if ϕ is a surjection
then ψ is a surjection (see, e.g., [9, Ch. 25, Ex. 12]). Note that the first assertion
follows immediately from Theorems 3.13 and 3.17; the second follows from Theorems
3.14 and 3.19.
Theorem 3.21 Let f ∈ SkeLC(X, Y ), (A, ρ, IB) = Λt(X)(= Ψt(X)), (B, η, IB′) =
Λt(Y )(= Ψt(Y )) and ϕ = Λt(f)(= Ψt(f)). Then f is a surjection if and only if
ϕ : (B, η, IB′) −→ (A, ρ, IB) satisfies the following condition:
(SuSkeLC) For every bounded ultrafilter v in (B, η, IB′) there exists a bounded ultra-
filter u in (A, ρ, IB) such that ϕ−1(u)ηv.
Proof. Let f : X −→ Y be a surjective continuous skeletal map between two
locally compact Hausdorff spaces and ϕ = Ψt(f). Then ϕ : RC(Y ) −→ RC(X) and
ϕΛ(F ) = cl(f(F )), for every F ∈ RC(X) (see the proof of [4, Theorem 2.11]). Let
v be a bounded ultrafilter in RC(Y ). Then there exists G0 ∈ CR(Y ) ∩ v. Hence
there exists y ∈
⋂
{G | G ∈ v}. Since f is a surjection, there exists x ∈ X such
that f(x) = y. Let u be an ultrafilter in RC(X) which contains νx (see [4, (3)]
for νx). Then, obviously, u is a bounded ultrafilter in (RC(X), ρX , CR(X)). By [4,
(51)], u ⊆ σx (see [4, (3)] for σx). Hence y ∈ ϕΛ(F ), for every F ∈ u. This means
that ϕΛ(u)ρY v. Since ϕΛ(u) is a filter-base of ϕ
−1(u) (see [4, (36)]), we get that
ϕ−1(u)ρY v. Therefore, ϕ satisfies condition (SuSkeLC).
Let ϕ satisfies condition (SuSkeLC). Set f ′ = Ψa(ϕ). Let X ′ = Ψa(A, ρ, IB),
Y ′ = Ψa(B, η, IB′) and σ ∈ Y ′. Then σ is a bounded cluster in (B, η, IB′). Hence
there exists a bounded ultrafilter v in (B, η, IB′) such that σ = σv. By (SuSkeLC),
there exists a bounded ultrafilter u in (A, ρ, IB) such that ϕ−1(u)ηv. Thus ϕ−1(u)Cηv.
Therefore, by [4, (35)], f ′(σu) = σϕΛ(u) = σv = σ. So, f
′ is a surjection. Then, by
[4, Theorem 2.11], f is also a surjection.
Obviously, in condition (SuSkeLC), “ϕ−1(u)ηv” can be replaced by “ϕΛ(u)ηv”.
Note that it is easy to see that condition (SuSkeLC) implies condition (SuHLC)
when ϕ is a DSkeLC-morphism. This provides with a new proof the sufficiency
part of Theorem 3.21.
Theorem 3.22 Let f ∈ SkeLC(X, Y ), (A, ρ, IB) = Λt(X)(= Ψt(X)), (B, η, IB′) =
Λt(Y )(= Ψt(Y )) and ϕ = Λt(f)(= Ψt(f)). Then f is an injection if and only if
ϕ : (B, η, IB′) −→ (A, ρ, IB) satisfies the following condition:
(InSkeLC) ∀a, b ∈ IB, ϕΛ(a)ηϕΛ(b) implies aρb (here ϕΛ is the left adjoint of ϕ).
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Proof. Let f : X −→ Y be an injective continuous skeletal map. The function
ϕΛ : RC(X) −→ RC(Y ) is defined by ϕΛ(F ) = cl(f(F )), for every F ∈ RC(X) (see
[4, (32) and (33)]). Hence, for F ∈ CR(X), ϕΛ(F ) = f(F ). Since f is an injection,
it becomes obvious that ϕ satisfies condition (InSkeLC).
Let ϕ satisfies condition (InSkeLC). We will show that f is an injection. Let
x, y ∈ X and x 6= y. Then there exist disjoint Fx, Fy ∈ CR(X) such that x ∈ Fx
and y ∈ Fy. If f(x) = f(y) then f(Fx)∩f(Fy) 6= ∅, i.e. ϕΛ(Fx)ηϕΛ(Fy), and, hence,
by (InSkeLC), Fx ∩ Fy 6= ∅, a contradiction. Thus, f(x) 6= f(y).
Again, it is easy to see that condition (InSkeLC) implies condition (InHLC)
when ϕ is a DSkeLC-morphism.
Theorem 3.23 Let f ∈ OpLC(X, Y ), (A, ρ, IB) = Λt(X)(= Ψt(X)), (B, η, IB′) =
Λt(Y )(= Ψt(Y )) and ϕ = Λt(f)(= Ψt(f)). Then f is an injection if and only if ϕ
is a surjection.
Proof. Let ϕ be a surjection. Let a, b ∈ IB and ϕΛ(a)ηϕΛ(b). Then, by condition
(LO) from [4], ϕ(ϕΛ(a))ρb. Since surjectivity of ϕ implies that ϕ(ϕΛ(a)) = a (see
[4, 1.21]), we get that aρb. Therefore, ϕ satisfies condition (InSkeLC). Hence, by
Theorem 3.22, f is an injection.
Let f : X −→ Y be an injective open map. Then ϕ(G) = f−1(G), for every
G ∈ RC(Y ) (see the proof of [4, Theorem 2.17]). For every F ∈ RC(X) we have, by
[4, Corollary 2.5] and [4, Lemma 2.6], that cl(f(F )) ∈ RC(Y ). Set G = cl(f(F )).
Then, by [7, 1.4.C], f−1(G) = cl(f−1(f(F ))) (because f is an open map), and the
injectivity of f implies that f−1(G) = F . Hence ϕ(G) = F . Therefore, ϕ is a
surjection.
Now we will be occupied with the homeomorphic embeddings. We will call
them shortly embeddings.
We will need a lemma from [1]:
Lemma 3.24 Let X be a dense subspace of a topological space Y . Then the func-
tions r : RC(Y ) −→ RC(X), F 7→ F ∩ X, and e : RC(X) −→ RC(Y ), G 7→
clY (G), are Boolean isomorphisms between Boolean algebras RC(X) and RC(Y ),
and e ◦ r = idRC(Y ), r ◦ e = idRC(X).
Theorem 3.25 Let f ∈ HLC(X, Y ), (A, ρ, IB) = Λt(X), (B, η, IB′) = Λt(Y ) and
ϕ = Λt(f). Then f is a dense embedding iff ϕ is a Boolean isomorphism satisfying
the following condition:
(LO’) ∀b ∈ B and ∀a ∈ IB, ϕ−1(a)ηb implies aρϕ(b).
Proof. Let f be a dense embedding of X in Y . Then f(X) is a locally compact
dense subspace of Y and hence it is open in Y . Thus f is an open injection.
Therefore, by [4, Theorem 2.17] and 1.5, ϕ is a complete homomorphism satisfying
condition (LO) from [4, Definition 2.16]. Put Z = f(X) and let i : Z −→ Y be
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the embedding of Z in Y . Then ψ = Λt(i) : RC(Y ) −→ RC(Z) is defined by
the formula ψ(F ) = clZ(Z ∩ intY (F )) = F ∩ Z, for every F ∈ RC(Y ). Hence, by
Lemma 3.24, ψ is a Boolean isomorphism. Since f = i ◦ f↾X , we obtain that ϕ is
a Boolean isomorphism as well. Then ϕΛ = ϕ
−1 and thus condition (LO) coincides
with condition (LO’) (because the only one difference between the two conditions
is that ϕ−1 in (LO’) is replaced with ϕΛ in (LO)). So, ϕ is a Boolean isomorphism
satisfying condition (LO’).
Conversely, let ϕ be a Boolean isomorphism satisfying condition (LO’). Then
ϕ is a complete homomorphism satisfying condition (LO). Obviously, condition
(DLC3S) (written here immediately after 1.1) implies condition (L1) from [4, Def-
inition 2.10]. If a ∈ IB then, by condition (DLC4) (see 1.1), there exists b ∈ IB′
such that a ≤ ϕ(b). Then ϕΛ(a) ≤ b. Thus ϕΛ(a) ∈ IB
′. Therefore, ϕ satisfies also
condition (L2) from [4, Definition 2.10]. Hence, ϕ is a DOpLC-morphism (see [4,
Definition 2.16]). Thus, by [4, Theorem 2.17], f is an open map. Since, by Theorem
3.23, f is an injection, we get that f is an embedding. Finally, by Proposition 3.2,
f(X) is dense in Y .
Remark 3.26 Note that, in the notations of Theorem 3.25, f is a closed embedding
iff ϕ satisfies conditions (PAL5) (see 1.3) and (InHLC) (see 3.16); this follows from
Theorems 1.4 and 3.16.
Proposition 3.27 Let f ∈ HLC(X, Y ), (A, ρ, IB) = Λt(X), (B, η, IB′) = Λt(Y )
and ϕ = Λt(f). Then f is an embedding iff there exists a complete LCA (A1, ρ1, IB1)
and DLC-morphisms ϕ1 : (A1, ρ1, IB1) −→ (A, ρ, IB) and ϕ2 : (B, η, IB
′) −→
(A1, ρ1, IB1) such that ϕ = ϕ1 ◦ ϕ2, ϕ1 is a Boolean isomorphism satisfying con-
dition (LO’) and ϕ2 satisfies conditions (PAL5) and (InHLC).
Proof. Obviously, f is an embedding iff f = i ◦ f1 where f1 is a dense embedding
and i is a closed embedding. (Indeed, when f is an embedding then let f1 : X −→
clY (f(X)) be the restriction of f and i : clY (f(X)) −→ Y be the inclusion map; the
converse is also clear.) Setting ϕ1 = Λ
t(f1) and ϕ2 = Λ
t(i), we get, by Theorem 1.2,
that ϕ = ϕ1 ◦ ϕ2. Now our assertion follows from 3.25 and 3.26.
Theorem 3.28 Let f ∈ ZLC(X, Y ), ϕ = Θt(f), (A, I) = Θt(X) and (B, J) =
Θt(Y ). Then f is a dense embedding iff ϕ is an injection and ϕ(J) ⊇ I.
Proof. Let f be a dense embedding. Then f(X) is open in Y and thus f is an open
injection. Now, Theorem 3.12 implies that ϕ(J) ⊇ I. Since cl(f(X)) = Y , we get,
by 3.3, that ϕ is an injection.
Conversely, let ϕ be an injection and ϕ(J) ⊇ I. Then, by 3.3, cl(f(X)) = Y .
We will show now that ϕ has a lower P-preadjoint. Indeed, for every a ∈ I there
exists a unique ba ∈ J such that ϕ(ba) = a. Let ψ : I −→ J be defined by ψ(a) = ba
for every a ∈ I. Then, obviously, ϕ(ψ(a)) = a, for every a ∈ I. Thus condition
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(OZL2) (see 2.8) is satisfied. Further, let a ∈ I, b ∈ J and a ∧ ϕ(b) = 0. Then
a = ϕ(ψ(a)). Hence ϕ(ψ(a)∧b) = 0. Since ϕ is an injection, we get that ψ(a)∧b = 0.
So, condition (OZL1) (see 2.8) is also satisfied. Therefore, ψ is a lower P-preadjoint
of ϕ. Hence, by Theorem 2.8, f is an open map. Now, using the condition ϕ(J) ⊇ I,
we get, by Theorem 3.12, that f is an injection. Hence, f is a dense embedding.
Theorem 3.29 (M. Stone [18]) Let f ∈ ZLC(X, Y ), ϕ = Θt(f), (A, I) = Θt(X)
and (B, J) = Θt(Y ). Then f is a closed embedding iff ϕ(J) = I.
Proof. Let f be a closed embedding. Then f is a perfect injection. Hence, by
Theorem 3.14, ϕ(J) = I.
Conversely, let ϕ(J) = I. Then, by Theorem 1.20, f is a perfect map. Using
Proposition 3.4, we get that f is an injection.
Proposition 3.30 Let f ∈ ZLC(X, Y ), ϕ = Θt(f), (A, I) = Θt(X) and (B, J) =
Θt(Y ). Then f is an embedding iff there exists a ZLBA (A1, I1) and two ZLBA-
morphisms ϕ1 : (A1, I1) −→ (A, I) and ϕ2 : (B, J) −→ (A1, I1) such that ϕ = ϕ1◦ϕ2,
ϕ1 is an injection, ϕ1(I1) ⊇ I and ϕ2(J) = I.
Proof. Arguing as in the proof of Proposition 3.27 and using Theorems 3.28 and
3.29, we get the desired result.
Now we will characterize LCA-embeddings for DSkeLC-morphisms. This will
imply a generalization of a theorem of Fedorchuk [8, Theorem 6].
Recall that a continuous mapping f : X −→ Y is said to be semi-open ([19])
if for every point y ∈ f(X) there exists a point x ∈ f−1(y) such that, for every
M ⊆ X , x ∈ intX(M) implies that y ∈ intf(X)(f(M)).
Theorem 3.31 Let f ∈ SkeLC(Y,X). Then ϕ = Λt(f)(= Ψt(f)) is an LCA-
embedding iff f is a semi-open perfect surjection.
Proof. Note that, by Theorem [4, Theorem 2.11], ϕ is a complete Boolean homo-
morphism. Recall also that when our map f is closed then it is quasi-open (see [4,
Corollary 2.5(b)]).
Let (A, ρ, IB) = Λt(X) and (B, η, IB′) = Λt(Y ). Then ϕ : (A, ρ, IB) −→
(B, η, IB′). Set C = Cρ and C
′ = Cη (see [4, 1.16] for the notations). Then,
by [4, 1.16], (A,C) and (B,C ′) are CNCA’s. By the proof of Theorem [4, 2.1],
Ψa(A,C) = αX = X ∪ {σA∞} and Ψ
a(B,C ′) = αY = Y ∪ {σB∞}.
Let ϕ be an LCA-embedding, i.e. ϕ : A −→ B is a Boolean embedding
such that, for any a, b ∈ A, aρb iff ϕ(a)ηϕ(b), and a ∈ IB iff ϕ(a) ∈ IB′; hence
ϕ satisfies condition (PAL5) (see 1.3). Then, by Theorems 3.17 and 1.4, f is a
perfect surjection. It remains to show that f is semi-open. Denote by ϕc the map
ϕ regarded as a function from (A,C) to (B,C ′). By [4, (55)], ϕc satisfies condition
(F1) from [4, 2.12]. We will show that ϕc is an NCA-embedding. Indeed, for any
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a, b ∈ A, we have that aCb iff aρb or a, b 6∈ IB; since ϕ is an LCA-embedding,
we obtain that aCb iff ϕc(a)C
′ϕc(b). So, ϕc is an NCA-embedding and a DSkeC-
morphism (see [4, Definition 2.12]). Then, by Theorem 6 of Fedorchuk’s paper [8],
fc = Ψ
a(ϕc) : αY −→ αX is a semi-open map. If 1A 6∈ IB and 1B 6∈ IB
′ then
f−1c (σ
A
∞) = {σ
B
∞} (see the proof of [4, Theorem 2.15]) and since f = (fc)|Y , we
obtain that f is semi-open. Further, if 1A ∈ IB and 1B ∈ IB
′ then the fact that f is
semi-open is obvious. Since only these two cases are possible in the given situation,
we have proved that f is a perfect quasi-open semi-open surjection.
Conversely, let f be a perfect semi-open surjection. Then, by Theorem 3.17,
ϕ is an injection. Hence ϕΛ ◦ ϕ = idA. Thus, if ϕ(a) ∈ IB
′ then, by (L2) (see
[4, Definition 2.10]) (which follows from (DLC4)), a = ϕΛ(ϕ(a)) ∈ IB. Since f
is perfect, Theorem 1.4 implies that ϕ satisfies condition (PLC5). Using it, we
obtain that a ∈ IB iff ϕ(a) ∈ IB′. Since (L1) takes place (see [4, 2.10 and 2.11]),
it remains only to prove that aρb implies ϕ(a)ηϕ(b), for all a, b ∈ A. Let F,G ∈
RC(X), F ∩ G 6= ∅ and x ∈ F ∩ G. Set U = int(F ) and V = int(G). Then
x ∈ cl(U) ∩ cl(V ). Since f is a semi-open surjection, there exists y ∈ f−1(x) such
that, for every M ⊆ Y , y ∈ intY (M) implies that x ∈ intX(f(M)). We will show
that y ∈ cl(f−1(U)) ∩ cl(f−1(V )). Indeed, suppose that y 6∈ cl(f−1(U)). Then
there exists an open neighborhood Oy of y such that Oy ∩ f−1(U) = ∅. Thus
f(Oy) ∩ U = ∅. Since x ∈ cl(U) and x ∈ int(f(Oy)), we obtain a contradiction.
Hence y ∈ cl(f−1(U)). Analogously we show that y ∈ cl(f−1(V )). Therefore,
y ∈ cl(f−1(U))∩ cl(f−1(V )) = ϕ(F )∩ϕ(G). So, we get that aρb implies ϕ(a)ηϕ(b).
Therefore, ϕ is an LCA-embedding.
4 Open sets. Regular closed sets
We will first recall some definitions and results from [5].
Definition 4.1 [5] Let (A, ρ, IB) be an LCA. An ideal I of A is called a δ-ideal if
I ⊆ IB and for any a ∈ I there exists b ∈ I such that a≪ρ b. If I1 and I2 are two δ-
ideals of (A, ρ, IB) then we put I1 ≤ I2 iff I1 ⊆ I2. We will denote by (I(A, ρ, IB),≤)
the poset of all δ-ideals of (A, ρ, IB).
Note that I is a δ-ideal of (A, ρs, IB) iff it is an ideal of IB (see 1.7 for ρs).
Fact 4.2 [5] Let (A, ρ, IB) be an LCA. Then, for every a ∈ A, the set {b ∈ IB | b≪ρ
a} is a δ-ideal.
The δ-ideals regarded in Fact 4.2 will be called A-principal δ-ideals or, when
a ∈ IB, principal δ-ideals. Note that the letter “A” coincides with the letter with
which is denoted the Boolean algebra in the LCA (A, ρ, IB); thus, if we start with
an LCA (B, ρ, IB), then this kind of δ-ideals will be called “B-principal δ-ideals”
instead of “A-principal δ-ideals”. In particular case, when ρ = ρs (see 1.7 for ρs),
we obtain the notion of A-principal ideal (see 4.1).
24
Recall that a frame is a complete lattice L satisfying the infinite distributive
law a ∧
∨
S =
∨
{a ∧ s | s ∈ S}, for every a ∈ L and every S ⊆ L.
Fact 4.3 [5] Let (A, ρ, IB) be an LCA. Then the poset (I(A, ρ, IB),≤) of all δ-ideals
of (A, ρ, IB) (see 4.1) is a frame.
Theorem 4.4 [5] Let (A, ρ, IB) be an LCA, X = Ψa(A, ρ, IB) and O(X) be the frame
of all open subsets of X. Then there exists a frame isomorphism
ι : (I(A, ρ, IB),≤) −→ (O(X),⊆),
where (I(A, ρ, IB),≤) is the frame of all δ-ideals of (A, ρ, IB). The isomorphism
ι sends the set PI(A, ρ, IB) of all A-principal δ-ideals of (A, ρ, IB) onto the set of
those regular open subsets of X whose complements are in λgA(A). In particular, if
(A, ρ, IB) is a CLCA, then ι(PI(A, ρ, IB)) = RO(X).
In analogy with Stone’s terminology from [17, 18], a δ-ideal J of an LCA
(A, ρ, IB) will be called a simple δ-ideal if it has a complement in the frame I(A, ρ, IB),
i.e. if J ∨¬J = IB (here ¬J is the pseudocomplement of J in the frame I(A, ρ, IB)).
(see 4.1 for the notations); also, the regular elements of the frame I(A, ρ, IB) (i.e.
those J ∈ I(A, ρ, IB) for which ¬¬J = J) will be called normal δ-ideals.
Corollary 4.5 Let (A, ρ, IB) be a CLCA, (X,O) = Λa(A, ρ, IB), J be a δ-ideal of
(A, ρ, IB) and U = ι(J) (see Theorem 4.4 for ι). Then:
(a) U is a clopen set iff J is a simple δ-ideal of (A, ρ, IB);
(b) U is a regular open set ⇐⇒ J is a normal δ-ideal of (A, ρ, IB) ⇐⇒ J is an
A-principal δ-ideal;
(c) U is a compact open set iff J is a principal ideal of IB.
Proof. Since the map ι is a frame isomorphism (see Theorem 4.4), it preserves and
reflects the regular elements and the elements which have a complement. Note also
that the pseudocomplement ¬U of U in the frame (O,⊆) is the set int(X \ U).
(a) Clearly, U is a clopen set iff it has a complement in the frame (O,⊆) iff J is a
simple δ-ideal.
(b) Obviously, U is a regular open set iff it is a regular element of the frame (O,⊆).
Thus our assertion follows from the second statement in Theorem 4.4.
(c) We have that U is a compact open set ⇐⇒ U = λgA(a) for some a ∈ IB such
that a≪ρ a ⇐⇒ U = λ
g
A(a) for some a ∈ IB such that the set {b ∈ IB | b ≤ a} is
a δ-ideal in (A, ρ, IB) ⇐⇒ J = {b ∈ IB | b ≤ a} for some a ∈ IB.
The well-known Stone’s result [18] that open sets correspond to the ideals is
contained in the next corollary.
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Corollary 4.6 Let (A, I) be a ZLBA, X = Θa(A, I)(= Θag(I)) and (O(X),⊆) be
the frame of all open subsets of X. Then there exists a frame isomorphism
ι : (Idl(I),≤) −→ (O(X),⊆).
The isomorphism ι sends the set PI(A, I) of all A-principal ideals of (A, I) onto
the set of those regular open subsets of X whose complements are in λgA(A). In
particular, if A is a complete Boolean algebra, then ι(PI(A, I)) = RO(X).
Proof. By Lemma 1.8, (A, ρs, I) is an LCA. As it is noted in 4.1, in this situation
the notions of “δ-ideal of (A, ρs, I)” and “ideal of I” coincide. Using also the remark
in 4.2 about A-principal ideals, we obtain that our assertion is a particular case of
Theorem 4.4. Thus the isomorphism ι from Theorem 4.4 is the required one.
Corollary 4.7 (M. Stone [18, Theorem 5]) Let (A, I) be a ZLBA, (X,O) = Θa(A, I)
(= Θag(I)), J be an ideal of I and U = ι(J) (see Corollary 4.6 or Theorem 4.4 for
ι). Then:
(a) U is a clopen set ⇐⇒ J is a simple ideal of I ⇐⇒ J is an A-principal ideal;
(b) U is a regular open set iff J is a normal ideal of I;
(c) U is a compact open set iff J is a principal ideal of I.
Proof. The proofs of the statements (b) and (c), as well as of the first part of (a),
are analogous to the proofs of the corresponding assertions in Corollary 4.5. So, we
need only to prove the second assertion in (a). By Proposition 1.18, we have that
λgA(A) = CO(X). Hence, according to Corollary 4.6, A-principal ideals correspond
to those regular open sets whose complements are in λgA(A), i.e. in CO(X). Thus,
J is an A-principal ideal iff U is a clopen set. This assertion has also an easy direct
proof.
We have seen that the open sets correspond to the δ-ideals. Now we are going
to describe explicitly the dual objects of the open subsets of a locally compact
Hausdorff space X using only the dual object of X and the corresponding δ-ideal.
Recall that if A is a Boolean algebra and a ∈ A then the set ↓ a endowed with
the same meets and joins as in A and with complements b′ defined by the formula
b′ = b∗ ∧ a, for every b ≤ a, is a Boolean algebra; it is denoted by A|a. If J =↓ (a∗)
then A|a is isomorphic to the factor algebra A/J ; the isomorphism h : A|a −→ A/J
is the following: h(b) = [b], for every b ≤ a (see, e.g., [16]).
Theorem 4.8 Let (A, ρ, IB) be a CLCA, X = Ψa(A, ρ, IB) and I be a δ-ideal of
(A, ρ, IB). Set aI =
∨
I and B = A|aI . For every a, b ∈ B, set aηb iff there exist
c, d ∈ I such that cρd, c ≤ a and d ≤ b. Then (B, η, I) is a CLCA. If ϕ : A −→ B is
the natural epimorphism (i.e. ϕ(a) = a∧ aI , for every a ∈ A) then ϕ is a DOpLC-
morphism. Set U = Λa(B, η, I) and f = Ψa(ϕ). Then f : U −→ X is an open
injection and f(U) = ι(I) (see 4.4 for ι). Hence, U is homeomorphic to ι(I) and,
thus, (B, η, I) is isomorphic to the dual object Ψt(ι(I)) of the open set ι(I).
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Proof. Obviously, B is a complete Boolean algebra and ϕ is a surjective complete
Boolean homomorphism.
Set V = ι(I) (i.e. V =
⋃
{λgA(b) | b ∈ I}). Then V is open in X (see 4.4) and
cl(V ) = λgA(aI). Since I is a δ-ideal, {int(λ
g
A(b)) | b ∈ I} is an open cover of V .
If I = {0} then V = ∅, aI = 0, B = {0} and U = ∅; hence, in this case the
assertion of the theorem is true. Thus, let us assume that I 6= {0}.
We will first check that (B, η, I) is a CLCA, i.e. that conditions (C1)-(C4)
and (BC1)-(BC3) from [4] are fulfilled. Note that, for every a, b ∈ B, aηb implies
that aρb; thus, if a≪ρ b then a(−ρ)b
∗ and hence a(−ρ)(b∗ ∧ aI), which implies that
a≪η b.
Let b ∈ B \ {0}. Then b =
∨
{c ∧ b | c ∈ I}. Thus there exists c ∈ I such that
c ∧ b 6= 0. We get that d = c ∧ b ∈ I, d ≤ b and dρd. Therefore bηb. So, the axiom
(C1) is fulfilled. Using the same notations, we get that there exists a ∈ IB\{0} such
that a≪ρ d. Then a ∈ I \ {0} and a≪η b. Therefore, the axiom (BC3) is checked
as well. Clearly, the axioms (C2), (C3) and (BC2) are satisfied. Let a, b1, b2 ∈ B
and aη(b1 ∨ b2). Then there exist c, d ∈ I such that c ≤ a, d ≤ b1 ∨ b2 and cρd.
Since d = (d∧ b1)∨ (d∧ b2), we get that either cρ(d∧ b1) or cρ(d∧ b2). Clearly, this
implies that either aηb1 or aηb2. The converse implication is obvious. So, we obtain
that the axiom (C4) is also fulfilled.
Let a ∈ I, b ∈ B and a ≪η b. Then a(−η)(b
∗ ∧ aI). Thus, for every c ∈ I
such that c ≤ b∗, we have that a(−ρ)c. Since a ∈ I and I is a δ-ideal, we get that
there exists c ∈ I such that a ≪ρ c ≪ρ aI . Then c ∧ b
∗ ≤ b∗ and c ∧ b∗ ∈ I. Thus
a(−ρ)(c ∧ b∗), i.e a≪ρ (c
∗ ∨ b). Combining this fact with the inequality a≪ρ c, we
get that a ≪ρ (c ∧ (c
∗ ∨ b)), i.e. a ≪ρ (b ∧ c). Then there exists d ∈ IB such that
a≪ρ d≪ρ (c∧ b). Since c∧ b ∈ I, we get that d ∈ I. Therefore, a≪ρ d≪ρ b. This
implies that a≪η d≪η b. Thus, the axiom (BC1) is checked.
So, we have proved that (B, η, IB′) is a CLCA.
We will show that ϕ is a DOpLC-morphism, i.e. that ϕ satisfies axioms (L1),
(L2) and (LO) from [4]. Note first that, for every a ∈ B,
ϕΛ(a) = a.(3)
This observation shows that ϕ satisfies conditions (L2) and (EL1) from [4] (note that
condition (EL1) is equivalent to the condition (L1)). Let us prove that the axiom
(LO) is fulfilled as well. Let a ∈ A, b ∈ I and ϕΛ(b)ρa. Then aρb. We have to show
that bηϕ(a), i.e. that bη(a∧ aI). Suppose that b(−η)(a∧ aI). Then, for every c ∈ I
such that c ≤ a, we have that b(−ρ)c. Since I is a δ-ideal, there exists d ∈ I such that
b ≪ρ d ≪ρ aI . Then d ∧ a ∈ I and d ≤ a. Hence b(−ρ)(d ∧ a), i.e. b ≪ρ (d
∗ ∨ a∗).
Since b ≪ρ d, we get that b ≪ρ (d ∧ (d
∗ ∨ a∗)). Thus b ≪ρ a
∗, i.e. b(−ρ)a, a
contradiction. Therefore, condition (LO) is checked. So, ϕ is a DOpLC-morphism.
Since ϕ is a surjection, Theorem 3.23 implies that f : U −→ X is an open injection
and hence f is a homeomorphism between U and f(U). Let us show that f(U) = V .
Recall that the function f is defined by the formula f(σu) = σϕ−1(u)(= σϕΛ(u)), where
u is a bounded ultrafilter in (B, η, I). We have also that V =
⋃
{λgA(a) | a ∈ I}.
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Now, if σu ∈ U then there exists a ∈ I ∩ u. Since ϕ(a) = a ∧ aI = a, we get that
a ∈ ϕ−1(u). Thus f(σu) ∈ λ
g
A(a) ⊆ V . Hence, f(U) ⊆ V . Conversely, if σ
′ ∈ V then
there exists a ∈ σ′ ∩ I. Thus, there exists an ultrafilter v in A such that a ∈ v and
σ′ = σv. Obviously, v∩ I is a filter-base of v (because a ∈ v∩ I and I is an ideal). It
is clear that u = v ∩ B is a bounded filter in (B, η, I). Moreover, u is an ultrafilter
in B. Indeed, let c ∈ B =↓A (aI). If c ∈ v then c ∈ u. If c
∗ ∈ v then a ∧ c∗ ∈ v ∩ B
and thus c∗ ∧ aI ∈ u, i.e. c
′ ∈ u. Hence, u is a bounded ultrafilter in (B, η, I).
Since ϕΛ(u) = u and u is a filter-base of v, we get that f(σu) = σϕΛ(u) = σv = σ
′.
Therefore, f(U) = V .
The analogous question for the dualities between the categories ZLC and
ZLBA, and between PZLC and GBPL, is much easier. Since the category PZLC
is a cofull subcategory of the category ZLC, it is enough to describe the dualGBPL-
objects of the objects of the category ZLC, as it is done by M. Stone in [18]. If
I is the dual object of some X ∈ |ZLC| then (Si(I), eI(I)) is its dual object in
ZLBA. Since for every X ∈ |ZLC| and every open subset U of X we have that
CK(U) = {F ∈ CK(X) | F ⊆ U} = IU = ι
−1(U) and IU is an ideal of CK(X),
we get that IU is not only the ideal of CK(X) corresponding to U but it is also
the dual object of U in the category GBPL, i.e. IU = Θ
t
g(U); thus the dual object
Θt(U) of U in ZLBA is (Si(IU), eIU (IU)). Conversely, if I is an ideal of CK(X)
then I = ι−1(ι(I)) and hence I = Θag(ι(I)).
We will now show how one can build the CLCAs corresponding to the regular
closed subsets of a locally compact Hausdorff space Y from the CLCA Ψt(Y ).
Theorem 4.9 Let (A, ρ, IB) be a CLCA, X = Ψa(A, ρ, IB), a0 ∈ A and F = λ
g
A(a0).
Set B = A|a0 and let ϕ : A −→ B be the natural epimorphism (i.e. ϕ(a) = a ∧ a0,
for every a ∈ A). Put IB′ = ϕ(IB) and let, for every a, b ∈ B, aηb iff aρb. Then
(B, η, IB′) is a CLCA. If G = Ψa(B, η, IB′) then G is homeomorphic to F and thus
Ψt(F ) is isomorphic to (B, η, IB′). If f = Ψa(ϕ) then f : G −→ X is a closed
quasi-open injection and f(G) = F .
Proof. We have that B is a complete Boolean algebra, ϕ is a complete Boolean
homomorphism and ϕΛ(a) = a, for every a ∈ B. Set ψ = λ
g
A ◦ ϕΛ. We will
show that ψ′ = ψ↾B is a Boolean isomorphism between B and RC(F ). Since F ∈
RC(X), we have, as it is well known, that RC(F ) ⊆ RC(X) and RC(F ) = {G ∧
F | G ∈ RC(X)}; moreover, RC(F ) = RC(X)|F . Hence ψ′ : B −→ RC(F ) is a
Boolean isomorphism. For any a, b ∈ B, we have that aηb ⇐⇒ ϕΛ(a)ρϕΛ(b) ⇐⇒
λgA(ϕΛ(a)) ∩ λ
g
A(ϕΛ(b)) 6= ∅ ⇐⇒ ψ(a)ρFψ(b). Finally, for any a ∈ B, we have
that a ∈ IB′ ⇐⇒ ϕΛ(a) ∈ IB ⇐⇒ λ
g
A(ϕΛ(a)) is compact ⇐⇒ ψ(a) ∈ CR(F ).
Therefore, (B, η, IB′) is a CLCA because (RC(F ), ρF , CR(F )) is such, and they
are isomorphic. For showing that f : G −→ X is a homeomorphic embedding
and f(G) = F , note that ϕ satisfies conditions (L1)-(L3) from [4] and condition
(InSkeLC), and hence, by Theorem 3.22, f is a quasi-open perfect injection, i.e.
f is a homeomorphic embedding. From [4, (45)] we get that, for every b ∈ IB′,
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f(λgB(b)) = λ
g
A(ϕΛ(b)) = λ
g
A(b) ⊆ F . Since G =
⋃
{λgB(b) | b ∈ IB
′}, we obtain that
f(G) ⊆ F . Let y ∈ intX(F ). Then there exists b ∈ IB such that y ∈ int(λ
g
A(b)) ⊆
λgA(b) ⊆ intX(F ). Hence b ∈ IB
′. Using again [4, (45)], we get that y ∈ f(λgB(b)),
i.e. y ∈ f(G). Thus intX(F ) ⊆ f(G). Since f(G) is closed in X , we conclude that
f(G) ⊇ F . Therefore, f(G) = F .
Now, for every X ∈ |ZLC|, we will describe the dual objects Θt(F ) and Θtg(F )
of the closed or regular closed subsets of X by means of the dual objects Θt(X) and
Θtg(X) of X . The obtained result for regular closed subsets of X seems to be new
even in the compact case.
Theorem 4.10 Let I, J ∈ |GBPL|, X = Θag(I) and F = Θ
a
g(J). Then:
(a)(M. Stone [18, Theorem 4(4)]) F is homeomorphic to a closed subset of X iff
there exists a 0-pseudolattice epimorphism ϕ : I −→ J (i.e. iff J is a quotient of I);
(b) F is homeomorphic to a regular closed subset of X if and only if there exists a
0-pseudolattice epimorphism ϕ : I −→ J which preserves all meets that happen to
exist in I.
Proof. (a) Let F be homeomorphic to a closed subset of X , i.e there exists a closed
embedding f : F −→ X . Then, by Theorem 3.29, ϕ′ = Θtg(f) : Θ
t
g(X) −→ Θ
t
g(F )
is a surjective 0-pseudolattice homomorphism. Thus, by the duality, there exists a
a surjective 0-pseudolattice homomorphism ϕ : I −→ J .
Conversely, if ϕ : I −→ J is a surjective 0-pseudolattice homomorphism then,
by Theorem 3.29, F is homeomorphic to a closed subset of X .
(b) Having in mind the assertion (a) above and Theorem 2.6, it is enough to show
that if f : F −→ X is a closed injection then f(F ) ∈ RC(X) iff f is a quasi-open
map. This can be easily proved, so that the proof of assertion (b) is complete.
We will finish with mentioning some assertions about isolated points. All these
statements have easy proofs which will be omitted.
Proposition 4.11 (a) Let (A, ρ, IB) be an LCA, X = Ψa(A, ρ, IB) and a ∈ A.
Then a is an atom of A iff λgA(a) is an isolated point of the space X. Also, for
every isolated point x of X there exists an a ∈ IB such that a is an atom of IB
(equivalently, of A) and {x} = λgA(a).
(b) Let (A, I) be a ZLBA, X = Θa(A, I) and a ∈ A. Then a is an atom of A iff
λgA(a) is an isolated point of the space X. Also, for every isolated point x of X there
exists an a ∈ I such that a is an atom of I (equivalently, of A) and {x} = λgA(a).
Proposition 4.12 (a) Let (A, ρ, IB) be an LCA and X = Ψa(A, ρ, IB). Then X is
a discrete space iff IB coincides with the set of all finite sums of the atoms of A.
(b) Let (A, I) be a ZLBA and X = Θa(A, I)(= Θag(I)). Then X is a discrete space
⇐⇒ I coincides with the set of all finite sums of the atoms of A ⇐⇒ the elements
of I are either atoms of I or finite sums of atoms of I.
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Proposition 4.13 (a) Let (A, ρ, IB) be a CLCA and X = Ψa(A, ρ, IB). Then X is
an extremally disconnected space iff a≪ρ a, for every a ∈ A.
(b)(M. Stone [18]) Let (A, I) be a ZLBA and X = Θa(A, I)(= Θag(I)). Then X is
an extremally disconnected space iff A is a complete Boolean algebra.
Proposition 4.14 (a) Let (A, ρ, IB) be an LCA and X = Ψa(A, ρ, IB). Then the
set of all isolated points of X is dense in X iff A is an atomic Boolean algebra iff
IB is an atomic 0-pseudolattice.
(b) Let (A, I) be a ZLBA and X = Θa(A, I)(= Θag(I)). Then the set of all isolated
points of X is dense in X iff A is an atomic Boolean algebra iff I is an atomic
0-pseudolattice.
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