One of the core tasks of psychological assessment is the prediction of human behavior. In turn, one of the core tasks of empirical research in psychological assessment is to assess the extent to which psychological test scores predict human behavior. This is also reflected in publications in our journal: A Google Scholar search indicates that 119 of 485 EJPA publications in the last 10 years included the word "prediction."
Regression analysis is the weapon of choice for evaluating the predictive power of psychological test scores. Meehl (1954) already argued that regression models optimally combine information for making predictions and consistently outperform humans in this task. Evidence in favor of this argument has been found in many studies since (e.g., AEgisdóttir et al., 2006; Dawes, Faust, & Meehl, 1989) .
Researchers in psychology tradionally prefer to use unbiased estimators for regression, like ordinary least squares (OLS) or maximum likelihood (ML). The unbiasedness of these estimators may sound like a favorable property, perhaps also due to the connotation of the word "bias" with prejudice or unreasoned judgment. In statistics, however, bias does not have this normative connotation and merely refers to a systematic deviation in the expected value of an estimate from the quantity it estimates (also referred to as the "true value"). In this editorial, we would like to focus on the question whether bias in regression estimates should indeed be avoided, or whether it may actually yield desirable consequences, especially in the context of psychological assessment and predicting human behavior.
We assume here that most prediction problems in psychological assessment share some similarities: They involve multiple potential predictor variables (i.e., psychological test scores) and one or more criterion variables. Furthermore, we assume that the main aim is to evaluate the extent to which the potential predictor variables contribute to predicting the criterion. The interest may be, for example, in estimating the optimal weights (regression coefficients) for predicting the criterion, or selecting only those psychological test scores that substantially contribute to prediction of the criterion. In this editorial, we focus on the specific case where there is a single continuous criterion variable, but our conclusions can be generalized to other types of responses within the generalized linear model (e. g., multivariate, categorical or count responses).
Through a simulation experiment, we will investigate the effects of bias in regression coefficients. The experiment can be replicated using the code provided in the Electronic Supplementary Material, ESM 1.
As noted above, researchers in psychology tend to employ unbiased regression estimators. However, biased regression estimators are also available, like for example lasso, ridge and elastic net penalized regression (e.g., Friedman, Hastie, & Tibshirani, 2009; Tibshirani, 1996) . Such methods have been available for some time, but up to date have rarelyif ever -been applied in submissions to EJPA. In contrast, penalized regression methods are already widely applied in fields like genetics, machine learning, or neuroimaging, partly because they allow for analyzing datasets where the number of variables (p) exceeds the number of observations (N). Such p > N datasets are more rarely encountered in the field of psychological assessment, but penalized regression may be beneficial for the analysis of N > p datasets as well.
An in-depth discussion of penalized regression is out of the scope of this editorial, but an introduction aimed at researchers in psychology can be found in Chapman, Weiss, and Duberstein (2016) . In short: In OLS estimation, regression coefficients are estimated so as to minimize the loss function -the residual sum of squares (RSS). In lasso regression, a penalty term, which is a function of the sum of the absolute values of the regression coefficients, is added to the loss function. The higher the absolute values of the regression coefficients, the higher the penalty term. Thus, whereas OLS minimizes only the RSS, lasso regression minimizes both the RSS and the sum of the absolute values of the regression coefficients. The latter yields estimated coefficients which are biased toward zero.
Simulation Experiment Method
Our experiment is partly inspired by a study from Aluja and Blanch (2004) , who assessed the extent to which socialized personality, scholastic aptitude, and study habits are predictive of academic achievement. They found scholastic aptitude to be the strongest predictor of academic achievement. We set up our simulation experiment in a similar vein: We generated three potential predictor variables (socialized personality, scholastic aptitude and study habits), each generated from a normal distribution with μ = 10 and σ = 1. We calculated the response (academic achievement) as the sum of scholastic aptitude and a random error term. The random error term was generated from a normal distribution with μ = 0 and σ = 1. Thus, there is one true predictor, scholastic aptitude, with a true regression coefficient of 1. The other two potential predictor variables, socialized personality and study habits, are noise variables, with true regression coefficients of 0. Furthermore, all predictor variables and the error term are independent.
We generated 1,000 samples with N = 150 observations each. Even though this sample size may seem not very large, note that we created a rather easy regression problem: All variables are normally distributed, there is no multicollinearity, the one true predictor has a strong effect (i.e., the true correlation between scholastic aptitude and academic achievement is 0.71) and the noise variables are pure noise. In the real world, prediction problems are likely less clear-cut, while sample sizes may be larger, and we can therefore expect the conclusions of our experiment to hold for many real-world studies.
In each of the samples generated thus, we fitted lasso and OLS regression models, each estimating the (linear) effect of the three potential predictors on academic achievement.
Results
Figure 1 depicts the distribution of the estimated coefficients for each of the estimators. We see that, with exception of a few outliers, all lasso estimates for the noise variables are equal to 0. All lasso estimates for the true predictor variable are substantially higher than 0, but systematically lower than the true value of 1. Thus, the lasso estimates are biased toward 0.
The OLS estimates appear unbiased: For the noise variables, the mean of the estimates is equal to the true value of zero. For the true predictor, the mean of the estimates is also equal to the true value of 1. However, we observe considerable variance of the OLS estimates for both predictor and noise variables. Although on average, the OLS estimates are equal to the true values, in individual samples the estimates can substantially deviate from the true value (Figure 1) .
To obtain effect sizes, we calculated standardized regression coefficients. For the noise variables (socialized personality and study habits), the standardized OLS coefficients show absolute values > .10 in 9.75% of the cases, while the standardized lasso coefficients show absolute values > .10 in 0% of the cases. Thus, unlike the lasso estimates, the OLS estimates may indicate a small effect, when in fact there is no effect.
These results reveal a beneficial effect of bias in regression estimates: The lasso coefficients perform well in estimating the coefficients of noise variables. If our aim is to select predictor variables, we may thus prefer lasso regression. If we want to obtain unbiased estimates of the regression coefficients, we may prefer OLS regression, but we should be aware that the unbiasedness comes at the cost of a substantial increase in variance of the estimates. With OLS we may approximate the "true" parameter on average, but estimates from any single sample may strongly deviate from the true values.
We will now look at the performance of the lasso and OLS estimated models in terms of predictive accuracy. We used the models estimated above to generate predictions for new observations (i.e., observations which were not part of the training samples), based on their predictor variable values. In the real world, we would not know the response variable values for these new observations, but here we generated the data from a known distribution, so we also know the response variable values for the new observations. This allows us to assess how well the fitted models can predict the criterion (academic achievement) on new observations. We quantify this by the proportion of variance explained, or R 2 , with higher values indicating higher predictive accuracy.
We applied the models fitted above to 1,000 samples of 1,000 new observations. Note that we generated a large number of test observations, so as to measure the association between predicted and true values as precisely as possible. Figure 2 depicts the resulting distribution of R 2 values.
We see that the lasso slightly outperforms the unbiased OLS in terms of predictive accuracy. The average correlation between predicted and true criterion values was 0.501 (SD = 0.022) for the lasso models and 0.494 (SD = 0.024) for the OLS models. The difference may seem small, but almost equals a third of the standard deviations of the two methods, indicating a medium effect size.
Of course, the correlation between true and predicted values of the response cannot reveal possible bias in the predictions. We therefore calculated the average of the true and predicted criterion values over all test datasets.
The mean of the true criterion variable values was 10, for the lasso predictions it was 10.003 and for the OLS predictions it was 10.003. Thus, the lasso predictions do not have more bias than the OLS predictions.
Discussion
If we take the cost of increased variance into account, the unbiasedness of estimators such as OLS may not be a favorable property. Biased regression models like the lasso may provide better predictions on new observations. For one of the core tasks of psychological assessment, the prediction of human behavior, biased regression estimates could therefore be advantageous. Furthermore, in psychological assessment, we may often want to predict outcomes using an as-small-as-possible set of predictors (e.g., psychological tests), as their assessment is often costly. Our experiment illustrates how lasso may outperform OLS regression in selecting the relevant predictor(s).
We would like to note that the topic of optimal coefficient estimation is not new within the field of psychological assessment. Some 50 years ago, authors in the field already argued that OLS estimated coefficients may too strongly adapt to the idiosyncrasies of the sample, yielding lower predictive accuracy when the fitted regression model is applied to new observations (e.g., Schmidt, 1971; Wainer, 1976) . These authors have advocated a unit-weighing scheme, where all predictors receive equal weight in the prediction equation. Recent and insightful discussions on this topic can be found in Grove (2003) and Waller (2008) . In the unit-weighing line of thinking, it could be argued that in the prediction of human behavior one of the most important task is the selection of relevant predictor variables; once we know the set of relevant predictors, assigning equal weights may yield almost equally accurate predictions. However, the results of our experiment indicate that lasso estimated coefficients perform better than those of OLS in terms of predictive accuracy on new observations, but one could also argue that the difference in predictive accuracies are small from a practical point of view. From the viewpoint of variable selection, however, the possible benefits of lasso seem more substantial.
In conclusion, with this editorial we have reminded ourselves and hopefully also our readers how psychological assessment often has a very practical aim: predicting human behavior in the real world. We aimed to illustrate how bias in regression estimates -which may theoretically sound undesirable -may be practically beneficial. When the aim is to predict human behavior, we may prefer an algorithm that aims to optimize predictive accuracy and variable selection instead of traditional unbiased methods, which aim to recover the "true" values of the parameters of a stochastic model that generated the data. For an insightful and engaging discussion of this issue, the difference between prediction and explanation, readers are referred to Breiman (2001) . For further reading on penalized regression methods, readers are referred to the introductions by Chapman et al. (2016) and James, Witten, Hastie, and Tibshirani (2013) , or to the more comprehensive and in-depth discussion by Friedman et al. (2009) .
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