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Abstract: This paper presents a numerical study in which several partitioned solution proce-
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Sche´mas de couplage pour le challenge FSI: e´tude
comparative et validation
Re´sume´ : Cet article pre´sente une e´tude nume´rique dans laquelle plusieurs algorithmes
partitionne´s pour l’interaction fluide–structure sont compare´s et valide´s avec des re´sultats expe´ri-
mentaux. Les me´thodes nume´riques discute´es couvrent les trois familles principales de sche´mas
de couplage: fortement couple´s, semi–implicites et faiblement couple´s. Un tre`s bon accord est
obtenu entre les re´sultats nume´riques et expe´rimentaux. Les comparaisons confirment que le
couplage fort peut eˆtre contourne´ efficacement, par l’interme´diaire de sche´mas semi–implicites
et faiblement couple´s, sans compromettre la stabilite´ et la pre´cision.
Mots-cle´s : interaction fluide–structure, fluide incompressible, e´lastodynamique nonline´aire,
coque Reissner–Mindlin, me´thode a` pas fractionnaire, sche´ma de couplage, algorithme parti-
tionne´, donne´es expe´rimentales.
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1 Introduction
Incompressible fluid–structure interaction (FSI), that is to say, the coupling of an incompressible
fluid with a deformable solid, is a multi-physic problem omnipresent in nature and in many
engineering fields (see, e.g., [54, 75, 27, 64, 66, 81, 45]). The structure is deformed under the
action of the fluid and the fluid flow is perturbed by the moving solid.
A fundamental difficulty that has to be faced when solving this coupled problem is related to
the extreme stiff nature of the kinematic–dynamic coupling (see, e.g., [50, 20, 38, 78]). In short,
the stability of naive fluid-solid splitting schemes is dictated by the amount of added–mass in the
system, rather than by the discretization parameters. In addition, the stiffness of the coupling
can also harm the efficiency of (partitioned) iterative solution procedures.
Since the beginning of this century, the development and analysis of numerical methods for
FSI overcoming these issues has been a very active research field and the subject of numerous
studies (see, e.g., [79, 29, 46, 24] for recent reviews).
A natural classification of FSI numerical methods can be made in terms of the underlying
coupling scheme, that is, the time–semidiscrete treatment of the kinematic–dynamic coupling.
Strongly coupled schemes treat these interface conditions in a fully implicit fashion (see, e.g.,
[73, 5, 74, 62, 52]). This guarantees stability and optimal accuracy, but with the outcome of
solving a computationally demanding heterogeneous system at each time–step. The solution
procedures for these coupled systems typically fall into one of the following two categories:
partitioned and monolithic. Partitioned algorithms capitalize on the heterogenous nature of
the system via separate solutions of the fluid and solid subsystems, with appropriate exchanges
on the interface (see, e.g., [33, 5, 25, 6, 79, 9, 63]). Monolithic methods, on the contrary,
solve the heterogeneous FSI problem as a single system of equations, which requires suitable
preconditioning (see, e.g., [7, 69, 40, 23, 61, 68]). The intrinsic modularity of a partitioned
solution procedure enables the reuse of independent fluid and solid solvers. This advantage comes
however at a price, superior efficiency with respect to a monolithic approach is not necessarily
guaranteed (see, e.g., [7, 40]).
Computational complexity can be significantly reduced via an explicit–implicit discretization
of the kinematic–dynamic interface coupling. These approaches, often referred to in the literature
as semi–implicit coupling schemes, use a fractional-step time–discretization in either the fluid
(see, e.g., [32, 67, 8, 2, 4]) or the solid (see, e.g., [44, 30, 16, 55, 17]) subsystems. The explicit part
of the coupling reduces computational complexity, whereas the implicit one guarantees stability.
Finally, loosely coupled schemes (also known as explicit coupling schemes) fully split the fluid
and solid time–steppings through specific explicit discretizations of the interface conditions (see,
e.g., [18, 19, 31, 35, 13, 36, 37]). The resulting solution procedures are naturally partitioned and,
a priori, the least computationally expensive. Numerical stability with these methods has been
for years an open problem (see [18]). Accuracy can also be an issue, particularly in the case of
the coupling with thick-walled solid models (see, e.g., [31, 34]).
Numerical methods for FSI are generally validated and compared between them using ref-
erence synthetic data, that is, generated via numerical experiments (see, e.g., [48, 77, 29, 24]).
Comparisons between numerical and experimental results are rare in the FSI literature, and often
limited to a single numerical method (see [65, 60, 59, 15]).
The main objective of this paper is to compare and validate some of the aforementioned
solution algorithms within the framework of the FSI experimental benchmark presented in [39].
We consider an archetypal sample of state-of-the-art numerical methods covering the above three
categories of coupling schemes. All the solution procedures discussed are partitioned and, from
the coupling algorithm standpoint, parameter free.
The paper is organized as follows. Section 2 presents the mathematical models and for-
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mulations considered in this work. The numerical algorithms used to simulate the benchmark
experiments are described in Section 3. In Section 4, the numerical results are discussed and
compared with the experimental data. Finally, a summary of the conclusions and some directions
of further investigation are drawn in Section 5.
2 Problem setting
This section presents the different mathematical models considered in this work. Full details on
the experimental setup are given in [39]. The fluid, an aqueous glycerol solution, is modeled by
the incompressible Navier-Stokes equations in ALE (arbitrary Lagrangian-Eulerian) formulation.
The solid filament, made of silicone, is described by a non-linear viscoelastic (3D or shell) model.
2.1 Geometry
As reference configuration for the coupled system, we consider the domain Ωf ∪ Ωs depicted in
Figure 1(left). For all t ∈ R+, the current configuration of the solid is denoted by Ωs(t), whereas
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Figure 1: Reference and current geometrical configurations. Lengths are given in millimetres.
the fluid is supposed to fill the moving control volume Ωf(t). We denote by Σ(t)
def
= ∂Ωf(t)∩∂Ωs(t)
the current configuration of the fluid-structure interface. Correspondingly, Σ
def
= ∂Ωf∩∂Ωs stands
for the reference fluid-structure interface. The remaining parts of the fluid and solid boundaries
∂Ωf\Σ and ∂Ωs\Σ are assumed to be independent of time and partitioned as
∂Ωf = Γtop ∪ Γbot ∪ Γout ∪ Γwall ∪ Σ, ∂Ωs = Γswall ∪ Σ,
respectively. In the succeeding text, n and ns refer to the outward normal vectors, on either the
current or reference configuration, of the fluid and solid boundaries respectively. Furthermore,
for a given vector field v defined on the surface Σ, the symbols v⊥
def
= (v ·n)n and v‖ def= v−v⊥
denote, respectively, the normal and tangential components of v.
The moving fluid domain Ωf(t) is parametrized as Ωf(t) = A(Ωf , t) where A : Ωf ×R+ → R3
stands for the ALE map (see Figure 1), given by the relation A = IΩf + df in terms of the fluid
domain displacement df : Ωf×R+ → R3. The symbol w def= ∂tA = ∂tdf denotes the fluid domain
velocity, F
def
= ∇A the gradient of deformation and J def= detF the Jacobian.
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Remark 2.1. Note that a physical field defined in the reference fluid domain Ωf , is evaluated in
the current fluid domain, Ωf(t), by composition with A−1(·, t). In order to ease the presentation,
this change of variable will be suppressed in the following.
2.2 The coupled fluid-structure problem
We will consider both cases in which the solid filament is modeled as a thick-walled (3D) solid
or as a thin–walled (shell) solid.
2.2.1 Coupling with 3D solid model
The resulting coupled problem reads as follows: find the fluid domain displacement df : Ωf×R+ →
Rd, the fluid velocity u : Ωf × R+ → Rd, the fluid pressure p : Ωf × R+ → R, the structure
displacement d : Ωs × R+ → Rd and the structure velocity d˙ : Ωs × R+ → Rd, such that for all
t > 0 
ρf∂tu|A + ρf(u−w) ·∇u− divσ(u, p) = ρfg in Ωf(t),
divu = 0 in Ωf(t),
u = 0 on Γwall,
u = utop on Γtop,
u = ubot on Γbot,
σ(u, p)n = −poutn on Γout,
(1)

ρs∂td˙− divΠ(d, d˙) = ρsg in Ωs,
d˙ = ∂td in Ω
s,
d = 0 on Γswall,
(2)

df = L (d|Σ) , w = ∂tdf , A = IΩf + df , Ωf(t) =A(Ωf , t),
u = d˙ on Σ,
Π(d, d˙)ns = −Jσ(u, p)F−Tn on Σ.
(3)
The relation (3)1 guarantees the geometrical compatibility between the fluid and solid domains.
The operator L represents a suitable lifting of d|Σ over Ωf , with homogeneous boundary condi-
tions on ∂Ωf\Σ (see Section 3.3). The remaining interface conditions (3)2,3 enforce, respectively,
the so-called interface kinematic and dynamic coupling.
The symbols ρf and ρs stand, respectively, for the fluid and solid densities, ∂t|A for the ALE
time derivative, g for the acceleration due to gravity and σ(u, p)
def
= −pI + 2µε(u) for the fluid
Cauchy stress tensor, with µ the fluid dynamic viscosity and ε(u)
def
= 12
(∇u+∇uT) the strain
rate tensor. The velocity profiles, utop and ubot, and the pressure field, pout, are given data on
Γtop, Γbot and Γout, respectively. The first Piola–Kirchhoff stress tensor of the structure Π(d, d˙)
is assumed to be given by the relation
Π(d, d˙)
def
= Λ(d) + η∂dΛ(0)d˙, (4)
where the first and second terms, respectively, describe the elastic and viscous behavior of the
solid. Here, the symbol ∂dΛ(0) denotes the Fre´chet derivative of Λ at 0 and η > 0 is the
damping coefficient.
RR n° RR-8824
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Finally, the coupled system (1)-(3) is complemented with the following initial conditions
u(0) = 0, d(0) = d0, d˙(0) = 0, (5)
where d0 denotes the displacement undergone by the solid in its hydrostatic equilibrium, viz.,
solution of (1)-(3) with utopin = u
bot
in = 0 (no flow conditions).
2.2.2 Coupling with thin–walled solid model
We consider a shell model of Reissner-Mindlin type with reference configuration given by the
mid–surface of Ωs (see Figure 2). We will identify this mid–surface with the fluid-structure
interface Σ and neglect shell thickness effects in the interface coupling. This is a widely used
⌃
 ⌃wall
Figure 2: Shell mid-surface and virtual volume of displaced fluid.
modeling simplification when a thin–walled solid is coupled with a 3D medium (see, e.g., [22]).
We denote by ΓΣwall the part of the boundary ∂Σ that lies in Γ
s
wall. The interface Σ is
assumed to be oriented by a unit surface normal vector field (pointing upwards) denoted by ns.
This defines a positive and a negative side in the fluid domain Ωf , with respective unit normals
n+
def
= ns and n− def= −ns on Σ. For a given continuous scalar or tensorial field f defined in
Ωf (possibly discontinuous across Σ), we define its sided–restrictions to Σ, denoted by f+ and
f−, as f+(x) def= limξ→0+ f(x+ ξn+) and f−(x)
def
= limξ→0+ f(x+ ξn−) for all x ∈ Σ. We also
define the following jumps across the interface Σ:
JfK def= f+ − f−, JfnK def= f+n+ + f−n−.
The shell kinematics are entirely characterized by the displacement field of the mid–surface d and
the field of director vectors in the deformed configuration a, i.e., the unit vectors that underlie
the material lines originally orthogonal to the midsurface in the undeformed configuration. We
recall that Reissner–Mindlin kinematics assume that such material lines, originally aligned with
n, remain straight and preserve their length in the deformation (see, e.g., [26, 21]).
In this framework, the resulting coupled fluid-structure problem reads as follows: find the
fluid domain displacement df : Ωf × R+ → Rd, the fluid velocity u : Ωf × R+ → Rd, the fluid
pressure p : Ωf ×R+ → R, the solid mid-surface displacement d : Σ×R+ → R3 and the director
Inria
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vector a : Σ× R+ → R3 of unit length |a| = 1, such that (1) and
ρs∂td˙+L
e
d(d,a) +L
vd˙ = f f + (ρs − ρf)g on Σ,
Lea(d,a) = 0 on Σ,
d˙ = ∂td, on Σ,
d = 0, a = ns on ΓΣwall,
(6)

df = L (d|Σ) , w = ∂tdf , A = IΩf + df , Ωf(t) =A(Ωf , t),
u = d˙ on Σ,
f f = −JJσ(u, p)(F )−TnK on Σ, (7)
hold for all t > 0. Here, the surface operators Led and L
e
a govern the elastic behaviour of the
shell, with Lea = 0 representing, in particular, the equilibrium of bending moments and shear
stresses. Physical damping is modeled through the linear term Lvd˙
def
= η∂dL
e(0,0)d˙, with
η > 0. Rotational inertia is neglected, and gravitational effects are taken into account through
the surface force ρsg. Note that, since the solid is geometrically assimilated to a surface, it
does not displace any fluid and, hence, no buoyancy force is undergone by the structure. This is
corrected by including the buoyancy force in an approximate static manner, namely, by adding
the Archimedes surface force term −ρfg.
Remark 2.2. The jump of the hydro–dynamic stress through the immersed solid results in
pressure and velocity solutions that are, respectively, strongly and weakly (gradient) discontinuous
along the moving fluid–structure interface. In the discrete ALE setting (i.e., with fitted fluid-
solid meshes), these discontinuities can be naturally included in the finite element approximation
spaces (see Section 3.2).
2.3 Fluid
Two different experimental phases, corresponding to a stationary or a pulsatile flow regime, are
considered (see [39]). In (1) we take g = −gey with g def= 9.80665 · 103 mm s−2. An hydrostatic
pressure profile of the form
pout(y) = p0 − ρfg (y − y0) ,
is prescribed on the outlet boundary Γout, where p0 = 1782.7 Pa is a given pressure value
measured at point (30.00,−26.38, 160.20) (the red point in Figure 1).
2.3.1 Phase I experiment
During this phase, the fluid is pumped in the domain with a constant flow rate. The z–
components of the inlet velocity profiles utop and ubot are parabolic with a peak velocity of
630 mm s−1 and 615 mm s−1, respectively. The other components are set to zero. The density
and dynamic viscosity of the fluid are given in Table 1. These values were measured with the
glycerol at a temperature of T = 23.6 ◦C (see [39]).
2.3.2 Phase II experiment
In the second phase of the experiment, the fluid is pumped with a pulsatile flow rate of frequency
RR n° RR-8824
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ρf µ
1.1633 · 10−3 g mm−3 12.5 · 10−3 g mm−1 s−1
Table 1: Fluid physical parameters (Phase I experiment).
1/6 s−1. The profiles of the x−, y− and z−components of utop are parabolic with peak values
over time given in Figure 3. The z− and x−components of the bottom inlet velocity ubot are
the same as in utop, but its y−component is set to zero. The density and dynamic viscosity of
the fluid are given in Table 2. In this case, the measurements were obtained for the glycerol at
T = 22 ◦C (see [39]).
 time (s)
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Figure 3: Measured peak values in the x−, y− and z−components of the inlet velocity utop.
ρf µ
1.164 · 10−3 g mm−3 13.37 · 10−3 g mm−1 s−1
Table 2: Fluid physical parameters (Phase II experiment).
2.4 Solid
The silicone filament is assumed to be homogeneous with density ρs = 1.063 · 10−3 g mm−3.
For the discussion of the elastic constitutive model, we classically introduce the gradient of
deformation F s
def
= I + ∇d, the Green-Lagrange strain tensor E def= 12
(
(F s)TF s − I) and the
second Piola–Kirchhoff stress tensor Σ
def
= (F s)−1Λ. The elastic properties of the solid are
described with a Saint Venant–Kirchhoff material, so that
Σ = L1
(
tr E
)
I + 2L2E.
Here, L1, L2 > 0 denote the first and second Lame´ coefficients of the material, respectively.
Owing to (4) and the above identities, we finally get that
Π(d, d˙) = F sΣ(d) + η∂dΣ(0)d˙.
Inria
Coupling schemes for the FSI forward prediction challenge 9
As usual, the elastic properties of the silicone are given in terms of its Young modulus E and
Poisson ratio ν. These quantities are related to the Lame´ coefficients through the relations
L1
def
=
Eν
(1− 2ν)(1 + ν) , L2
def
=
E
2(1 + ν)
.
2.4.1 Solid parameters estimation
Young’s modulus E and the Poisson ratio ν for the silicone were determined from the data ob-
tained in the uniaxial traction test (see [39]). For each loading step we computed the component
of the second Piola–Kirchhoff stress tensor in the traction direction, i.e., along the z–axis, the
corresponding component of the Green-Lagrange strain tensor, and the transverse component of
this same strain tensor. Retaining only the first 20 loading steps, linear regression was performed
to estimate Young’s modulus and the Poisson ratio, yielding the values given in Table 3. Figure 4
compares the regressions with the experimental points of the complete dataset. We can see that
the linear regression is quite accurate for extension rates of up to 25%, which justifies the use of
a linear stress-strain law – namely, the Saint Venant–Kirchhoff constitutive equation, also known
as generalized Hooke’s law – for representing the behaviour of this material in the stress-strain
ranges of practical interest in our study.
E ν
2.1626 · 105 Pa 0.3151
Table 3: Estimated constitutive parameters (Young’s modulus E and Poisson ratio ν) based on
uniaxial traction data from [39].
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Figure 4: Poisson ration and Young’s modulus regressions.
The damping coefficient η has been tuned in order to remove torsional oscillations in the solid
not observed during the experiments. The value considered in the numerical results of Section 4
is η = 2.5 · 10−4 s−1.
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3 Numerical methods
This section presents the numerical methods considered in this work for the approximation of
the coupled problems (1)–(3) and (1), (6)–(7). Section 3.1 is devoted to the discretization in time
and to the fluid-solid splitting schemes. Some ingredients of the spatial discretization are given
in Section 3.2. Finally, Section 3.3 presents the mesh update technique in the fluid, namely, the
discrete counterpart of the lifting operator L.
3.1 Time discretization: coupling schemes
In what follows, the symbol τ > 0 denotes the time–step length, tn
def
= nτ , for n ∈ N and
∂τx
n def=
(
xn−xn−1)/τ the first order backward difference in time. For the time discretization of
the fluid subsystem (1) we will consider either the following monolithic (semi-implicit) backward
Euler scheme:
ρf∂τu
n|A + ρf(un−1 −wn) ·∇un − divσ(un, pn) = ρfg, in Ωf,n,
divun = 0 in Ωf,n,
un = 0 on Γwall,
un = untop on Γtop,
un = unbot on Γbot,
σ(un, pn)n = −pnoutn on Γout;
(8)
or the following incremental pressure–correction scheme:
1. Fluid convective–viscous substep:
ρf
un − u˜n−1
τ
∣∣∣∣
A
+ ρf
(
un−1 −wn) ·∇un − divσ(un, pn−1) = 0 in Ωf,n,
un = 0 on Γwall,
un = untop on Γtop,
un = unbot on Γbot,
σ(un, pn−1)n = −pn−1out n on Γout,
(9)
2. Fluid projection substep:
− τ
ρf
∆φn = −divun in Ωf,n,
τ
ρf
∂φn
∂n
= 0 on Γtop ∪ Γbot,
φn = pnout − pn−1 on Γout,
(10)
and thereafter we set pn = φn + pn−1, u˜n = un − τ
ρf
∇φn in Ωf .
Note that a standard semi–implicit treatment of the convective term is employed in (8) and in (9),
which makes these problems linear. For the solid, we consider a backward Euler time–stepping
of the 3D solid subsystem (2),
ρs∂τ d˙
n − divΠn = ρsg in Ωs,
d˙n = ∂τd
n in Ωs,
dn = 0 on Γswall,
(11)
Inria
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with the notation Πn
def
= Λ(dn) + η∂dΛ(0)d˙
n. The shell subsystem (6) is also discretized as
ρs∂τ d˙
n +Led(d
n,an) +Lvd˙n = f f,n + (ρs − ρf)g on Σ,
Lea(d
n,an) = 0 on Σ,
d˙n = ∂τd
n on Σ,
dn = 0, an = ns on ΓΣwall.
(12)
In all the forthcoming solution procedures, we adopt an explicit treatment of the geometric
compatibility condition (3)1, namely,
df,n = L(dn−1|Σ), wn = ∂τdf,n, An def= IΩf + df,n, Ωf,n def= An
(
Ωf
)
(13)
and thereafter we set F n
def
= ∇An and Jn def= detF n. This approach significantly reduces
computational complexity without compromising stability and accuracy (see, e.g., [72, 32, 5, 74,
62]). The numerical methods presented in the next paragraphs mainly differ on the time–stepping
of the kinematic and dynamic interface conditions (3)2,3 or (7)2,3.
3.1.1 Strongly coupled schemes
The first class of numerical methods considered in this paper performs a fully implicit treatment
of the kinematic and dynamic coupling conditions (3)2,3 and (7)2,3. This yields the time-marching
schemes reported in Algorithms 1 and 2. Schemes for which (14) or (15) hold are often referred
to in the literature as strongly coupled. Basically, their main advantage lies in the fact that
they induce a correct discrete energy balance across the interface and, hence, guarantee energy
stability (see, e.g., [72, 5, 74, 62]).
Algorithm 1 Strongly coupled scheme (coupling with 3D solid).
For n ≥ 1:
1. Update fluid domain via (13);
2. Find un : Ωf → R3, pn : Ωf → R, dn : Ωs → R3 and d˙n : Ωs → R3 satisfying (8), (11) and{
un = d˙n on Σ,
Πnns = −Jnσ(un, pn)(F n)−Tn on Σ. (14)
The price to pay for this superior stability is the resolution of a fully-coupled nonlinear system
at each time–step (Step 2 of Algorithms 1 and 2), which can be computationally demanding in
practice. Owing to the semi-implicit time–stepping in (8), the non-linearity of this coupled
system is exclusively due to the non-linear nature of the solid. In this work, we consider the
partitioned solution strategy proposed in [33], which involves an interface Newton solver with
Dirichlet–Neumann GMRES iterations.
3.1.2 Projection based semi–implicit coupling schemes
These schemes avoid strong coupling without compromising stability and accuracy. The fun-
damental idea (see [32]) consists in combining the fractional–step time–marching in the fluid
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Algorithm 2 Strongly coupled scheme (coupling with thin–walled solid).
For n ≥ 1:
1. Update fluid domain via (13);
2. Find un : Ωf → R3, pn : Ωf → R, dn : Σ → R3, d˙n : Σ → R3 and an : Σ → R3 with
|an| = 1, satisfying (8), (12) and{
un = d˙n on Σ,
f f,n = −JJnσ(un, pn)(F n)−TnK on Σ. (15)
Algorithm 3 Semi–implicit coupling scheme (coupling with 3D solid).
For n ≥ 2:
1. Update the fluid domain via (13);
2. Explicit step: find un : Ωf → R3 satisfying (9) and
un = d˙n−1 on Σ.
3. Implicit step: find φn : Ωf → R, dn : Ωs → R3 and d˙n : Ωs → R3, satisfying (10), (11) and
τ
ρf
∂φn
∂n
=
(
un − d˙n) · n on Σ,
Πnns = −Jnσ(un, pn)(F n)−Tn on Σ.
(9)–(10) with a specific explicit–implicit treatment of the kinematic and dynamic coupling con-
ditions (3)2,3 and (7)2,3. The resulting solution procedures are detailed in Algorithms 3 and 4.
The fluid convective-viscous step (9) is explicitly coupled with the solid, this reduces com-
putational complexity without compromising stability. On the other hand, the solid projection
step (10) is implicitly coupled to the solid to avoid added-mass stability issues. Note that this
implicit part of the coupling (i.e., Step 3 of Algorithms 3 and 4) is less computationally onerous
than Step 2 of Algorithms 1 and 2. In this work, the resulting pressure-solid systems are solved
via interface Dirichlet-Neumann GMRES iterations (as for Algorithm 1).
3.1.3 Explicit coupling schemes
In this section, we focus on the case of the coupling with a thin–walled solid model, namely, the
coupled problem (1), (6)–(7). The methods presented below perform a complete splitting of the
fluid and solid time–steppings. The fundamental ingredient in the derivation of these methods
(see [31, 35, 37]) is the following interface Robin consistency
JJσ(u, p)F−TnK + ρs∂tu = −Led(d,a)−Lvd˙+ (ρs − ρf)g on Σ, (16)
which can be inferred from (6)1 and (7)2,3.
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Algorithm 4 Semi–implicit coupling scheme (coupling with thin–walled solid).
For n ≥ 2:
1. Update the fluid domain via (13);
2. Explicit step: find un : Ωf → R3 satisfying (9) and
un = d˙n−1 on Σ.
3. Implicit step: find φn : Ωf → R, dn : Σ→ R3, d˙n : Σ→ R3 and an : Σ→ R3 with |an| = 1,
satisfying (10), (12) and
τ
ρf
∂φn
∂n
=
(
un − d˙n) · n on Σ,
f f,n = −JJnσ(un, pn)(F n)−TnK on Σ.
The key idea is hence to perform the fluid–solid splitting by discretizing in time (16) instead
of (7)2. Then, owing to the dynamic coupling condition (7)3, the resulting interface fluid stresses
are transferred to the thin–walled solid through the ”Neumann”–like relation
f f,n = −JJnσ(un, pn)(F n)−TnK on Σ. (17)
Robin–Neumann explicit coupling scheme. Following [35], the consistent interface relation (16)
is discretized in time as
JJnσ(un, pn)(F n)−TnK + ρs
τ
un =
ρs
τ
d˙n−1
−Led(dn−1,an−1)−Lvd˙n−1 + (ρs − ρf)g on Σ, (18)
which provides an explicit Robin condition for the fluid sub-system (8). Note that the solid
inertia is implicitly coupled to the fluid, via the Robin term in the left–hand side of (18), while
the solid viscoelastic terms are treated explicitly in (18). The first guarantees (added-mass free)
stability whereas the second enables the splitting between the fluid and solid time–steppings.
Owing to (12) and (17), for n ≥ 2 the Robin condition (18) can be reformulated in a more
convenient fashion as follows
JJnσ(un, pn)(F n)−TnK + ρs
τ
un
=
ρs
τ
(
d˙n−1 + τ∂τ d˙n−1
)
+ JJn−1σ(un−1, pn−1)(F n−1)−TnK on Σ.
The complete explicit coupling scheme is reported in Algorithm 5.
Fully decoupled scheme. Using the arguments reported in [37], the above explicit Robin–Neumann
paradigm can also be effectively combined with the fractional-step fluid time–stepping (9)–(10).
The resulting method is presented in Algorithm 6. A salient feature of this solution procedure
is that it enables a fully decoupled sequential computation of the whole fluid-solid state: un, pn
and (dn,an).
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Algorithm 5 Robin–Neumann explicit coupled scheme.
For n ≥ 2:
1. Update the fluid domain via (13);
2. Fluid step: find un : Ωf → R3 and pn : Ωf → R satisfying (8) and
JJnσ(un, pn)(F n)−TnK + ρs
τ
un =
ρs
τ
(
d˙n−1 + τ∂τ d˙n−1
)
+ JJn−1σ(un−1, pn−1)(F n−1)−TnK on Σ.
3. Solid step: dn : Σ→ R3, d˙n : Σ→ R3 and an : Σ→ R3 with |an| = 1, satisfying (12) and
f f,n = −JJnσ(un, pn)(F n)−TnK on Σ.
Algorithm 6 Fully decoupled scheme.
For n ≥ 2:
1. Update the fluid domain via (13);
2. Fluid viscous substep: find un : Ωf → R3 satisfying (9) and
JJnσ(un, pn−1)(F n)−TnK + ρs
τ
un =
ρs
τ
(
d˙n−1 + τ∂τ d˙n−1‖
)
+ 2µ
(
Jε(u)F−Tn
)n−1
‖ on Σ.
3. Fluid projection substep: find φn : Ωf → R satisfying (10) and
τ
ρf
∂φn
∂n
+
τ
ρs
JφnK = τ
ρs
Jφn−1K + (un−1 − d˙n−1) · n on Σ.
4. Solid step: find dn : Σ→ R3, d˙n : Σ→ R3 and an : Σ→ R3 with |an| = 1, satisfying (12)
and
f f,n = −JJnσ(un, pn)(F n)−TnK on Σ.
3.2 Space discretization
In Phase I, we take advantage of the symmetry of the problem along the z−axis to reduce the
computational domain to half of the physical domain (see Figure 5). A symmetry boundary
condition is enforced on the symmetry plane Γsym
def
= {x = 0}:
u · n = 0, (σ(u, p)n)‖ = 0 on Γsym.
The entire physical domain is considered as computational domain in Phase II.
The fluid domain is discretized with a tetrahedral mesh Th (see Figures 5 and 6), whereas a
hexahedral Hh or quadrilateral mesh Qh is considered for the solid domain, depending on wether
it is a volume (Figures 5(a) and 6(a)) or a surface (Figures 5(b) and 6(b)). The meshes are built
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in such a way that the nodes lying on the interface are matching (see [43]). The current fluid
mesh T nh of Ωf,n is obtained by displacing the nodes of Th by df,nh (see Section 3.3).
(a) Th: 485331 tetrahedra, Hh: 4000 hexahedra. (b) Th: 476810 tetrahedra, Qh: 1000 quadrilater-
als.
Figure 5: Meshes for Phase I: (a) with 3D solid and (b) with shell solid.
(a) Th: 624440 tetrahedra, Hh: 3840 hexahedra. (b) Th: 609752 tetrahedra, Qh: 1280 quadrilater-
als.
Figure 6: Meshes for Phase II: (a) with 3D solid and (b) with shell solid.
The fluid equations are discretized in space using P1 finite elements. As usual, we use the
subscript h to denote the discrete approximations. For Algorithms 1, 2 and 5, we resort to the
SUPG/PSPG method to stabilize the velocity/pressure pair and the convective effects (see, e.g.,
[76]). Furthermore, a backflow stabilization method is used on the outlet boundary (see, e.g.,
[58, 14]). In summary, we add the following stabilization terms to the fully discrete fluid problem:∑
K∈T nh
∫
K
τK
(
ρf
(
un−1h · ∇
)
unh +∇pnh − ρfg
) · (ρf (un−1h · ∇)vh +∇qh)
+
ρf
2
∫
Γout
(unh · n)− unh · vh,
(19)
where vh and qh are the discrete velocity and pressure test functions, the symbol (u
n · n)−
denotes the negative part of un · n and τK is the SUPG/PSPG stabilization parameter. For
Algorithms 3, 4 and 6, we split the stabilization (19) in its velocity and pressure parts, adding
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the following SUPG contribution to the convective–viscous substep (9):∑
K∈T nh
∫
K
τK
(
ρf
(
un−1h · ∇
)
unh +∇pn−1h − ρfg
) · (ρf (un−1h · ∇)vh)+ ρf2
∫
Γout
(unh · n)− unh · vh,
and the following PSPG contribution to the projection step (4):∑
K∈T nh
∫
K
τK
(
ρf
(
un−1h · ∇
)
unh +∇pnh − ρfg
) · ∇qh.
In Algorithms 2 and 4–6, which involve the thin–walled solid model (6), discontinuous approx-
imations of the pressure are included by duplicating the interface pressure degrees of freedom.
The spatial discretization of the solid elastodynamics equations in Algorithms 1 and 3 is
performed with Q1 finite elements. The shell equation in Algorithms 2 and 4–6, is discretized in
space by quadrilateral MITC4 elements (see [21, Section 8.2.1]), with 5 degrees of freedom per
node in the increments.
Remark 3.1. In order to guarantee a correct energy balance of the fully discrete approximations
across the interface, all the interface fluid stresses involved in the dynamic coupling conditions
(3)3 and (7)3 are evaluated in a weak sense as varational residuals (see, e.g., [50, 57, 80]).
The sole exception are the projection based semi-implicit coupling schemes of Section 3.1.2, for
which pressure stresses on the interface are evaluated directly as face–wise integrals. This avoids
the computation of an intermediate fluid velocity, necessary for the evaluation of the residual.
Numerical evidence (see, e.g., [32]) indicates that this simplification does not compromise either
stability or accuracy.
3.3 Mesh update technique
We adopt a mesh moving technique which builds on the equations of linear elasticity. The
associated pseudo Lame´ coefficients are updated element-wise to stiffen the smallest elements (see
[71]), whose deformation can potentially make the mesh invalid. Moreover, in order to enhance
robustness, the lifted displacement is computed incrementally, using the previous configuration
of the mesh. More precisely, given dn−1h |Σ, we compute the lifted displacement df,nh = L
(
dn−1h |Σ
)
(a) Horizontal perspective. (b) Detail of the deformed mesh.
Figure 7: Initial condition for the meshes. Application of the operator L (·).
by the following procedure:
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1. Compute the solid displacement increment at the reference interface:
δdn−1h = d
n−1
h |Σ − dn−2h |Σ.
2. Compute the lifting δdf,nh of the increment δd
n−1
h solving the following linear elasticity
problem in the previous configuration Ωf,n−1:
δdf,nh |Σn−1 = δdn−1h ◦ (An−1h )−1, δdf,nh |Ωf,n−1/Σn−1 = 0,∑
K∈T n−1h
∫
K
(
L1,K div
(
δdf,nh
)
divwh + 2L2,K ε(δd
f,n
h ) : ε(wh)
)
= 0 ∀wh,
where the Lame´ parameters L1,K , L2,K are defined element-wise as
L1,K =
L˜1
VK
, L2,K =
L˜2
VK
,
with L˜1, L˜2 > 0 given constants and VK denotes the volume of the element K ∈ T n−1h .
3. Update the fluid displacement in the reference configuration:
df,nh = d
f,n−1
h + δd
f,n
h ◦An−1h
An example of a deformed mesh, involving large interface deflections, obtained through this
procedure is displayed in Figure 7.
4 Numerical results and comparison with experimental data
The numerical results presented below were generated with a partitioned master/slave imple-
mentation of Algorithms 1–6. Data exchanges across the fluid–solid interface are managed by
a master code (based on PVM [41]), with the slaves being the fluid and solid solvers (see, e.g.,
[42, 53]). Different parallel methods are used for the solid and the fluid. The parallel structural
solver uses Newton iterations at each time–step. The resulting tangent systems are solved with a
balancing domain decomposition method (see, e.g., [56, 51, 49]). The fluid solver FELiScE (see
[28]) is based on PETSc (see [10, 11, 12]) and uses an additive Schwarz algorithm (see, e.g., [70])
with local ILU preconditioning.
4.1 Initial configuration
According to (5), the Phase I and II experiments are initialized with the solid configuration in
its hydrostatic equilibrium d0. An approximation of this configuration is used to initialize d
0 in
Algorithms 1–6. This approximation can be obtained as the steady state solution provided by
Algorithms 1–6 with d0 = 0, untop = u
n
bot = 0. Figure 8 reports the solid hydrostatic equilibrium
obtained with the implicit schemes (Algorithms 1–2). Note that the thin–walled shell model
(Algorithm 2) provides slightly larger deflections in both phases. Similar results are obtained
with the rest of the methods.
It should be noted that these numerical approximations underestimate the maximal deflec-
tions measured in the experiment for Phases I and II at rest, which are 29.5 mm and 25.65 mm,
respectively. In particular, such a difference is not observed between the results for Phases I and
II in Figure 8, despite the modifications introduced in the fluid physical parameters (see Sections
2.3.1–2.3.2).
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Figure 8: Initial solid configuration (center line) for Phase I and Phase II obtained with Algo-
rithms 1–2. The axis labels indicate the y− and z−coordinates in the referential of Figure 1.
4.2 Phase I experiment
The solid filament is initially at the hydrostatic equilibrium computed in Section 4.1. The
constant flow rate described in Section 2.3.1 is imposed on the top and bottom inlet boundaries.
We have simulated 6000 time–steps of constant length τ = 2.5 · 10−3 s with Algorithms 1–6.
After a brief transition phase, the system reaches a steady state equilibrium with the filament
deflected and holding a stable position. Figure 9 shows the steady state velocity field magnitude
and the deformed solid configuration provided by Algorithm 1 (3D solid model) and Algorithm 2
(shell solid model). Similar results are obtained with the rest of methods, that are omitted here
for the sake of conciseness.
(a) 3D solid model (Algorithm 1). (b) Shell solid model (Algorithm 2).
velocity (mm/s)
0.0 155 310 465 620
Figure 9: Steady state velocity magnitude and deformed solid configuration in Phase I.
In Figure 10, we compare the measured final filament configuration and the approxima-
tions provided by Algorithms 1–6. In order to better highlight the differences, the range of the
y−coordinate has been rescaled with respect to Figure 8. We can clearly see that all the methods
considered provide numerical solutions that are very close to the experimental data. Moreover,
the results obtained with Algorithms 1 and 3 (3D solid model) are practically the same. Similar
behaviour is observed for Algorithms 2 and 4–6 (shell solid model). This is consistent with the
fact that, for steady state solutions, the choice of the coupling scheme has no impact on the
quality of the approximation, which is only driven by the solid modelling assumptions and the
approximation in space. Figure 10 indicates that the 3D solid model gives slightly better results
than the shell model, which tends to overestimate the deflection of the filament.
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Figure 10: Deformed solid configuration (center line) at steady state in Phase I. Comparison
of the experimental data with the predictions obtained with Algorithms 1–6. The axis labels
indicate the y− and z−coordinates in the referential of Figure 1.
Experimental measurements of the fluid velocity components are available at the cutting
planes z = 10 and z = 30. In Figure 11, we compare the experimental results with the numerical
approximations obtained with Algorithm 1 (monolithic fluid solver and 3D solid model) and
Algorithm 6 (incremental pressure–correction fluid solver and shell solid model). Note that the
numerical results are presented with the spatial resolution of the experimental data. As above,
very similar results are obtained with the rest of algorithms. Figure 11 shows a good agreement
between the simulations and the experimental data, irrespectively of the 3D or shell nature of
the solid model.
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(a) Experiment on z = 10.
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(b) Experiment on z = 30.
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(c) Algorithm 1 on z = 10.
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(d) Algorithm 1 on z = 30.
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(e) Algorithm 6 on z = 10.
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(f) Algorithm 6 on z = 30.
Figure 11: Fluid velocity components at steady state in Phase I. Comparison of the experimental
data with the predictions obtained with Algorithms 1 and 6. The numerical results are presented
with the same spatial resolution as the experimental data. Units are in mm/s.
In order to provide some insight into the computational performance of the different numerical
methods, we have reported in Table 4 a comparison of the elapsed CPU–times (dimensionless)
obtained with Algorithms 1–6 during the first 10 time–steps. The experiments were run in the
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same machine, with 16 and 8 processors allocated for the fluid and the solid solvers, respectively.
The semi-implicit schemes (Algorithms 3–4) are around 6 and 8 times faster than the strongly
coupled schemes (Algorithms 1–2). This CPU–time saving is due to the reduced computational
complexity of Step 3 in Algorithms 3–4 with respect to Step 2 of Algorithms 1–2. Note that
a slight speed-up is obtained when the shell model (Algorithms 2 and 4) is used instead of the
3D solid model (Algorithms 1 and 3). This is consistent with the fact that, for the considered
spatial discretizations, the shell model yields a discrete problem with a lower number of degrees
of freedom (see Section 3.2). The best computational performance is obtained with the explicit
Alg. 1 Alg. 2 Alg. 3 Alg. 4 Alg. 5 Alg. 6
18 17 3 2 2 1
Table 4: Elapsed CPU–time (dimensionless) for Algorithms 1–6 in Phase I.
coupling schemes, Algortihms 5–6, which invoke the fluid and solid solvers only once per time-
step. Note that the speed-up of Algorithm 6 with respect to Algortihms 5 is exclusively due to
the fractional–step time–marching in the fluid.
4.3 Phase II experiment
The solid filament is initially in its hydrostatic equilibrium (see Section 4.1). On the inlet
boundaries, we impose the pulsatile flow profile described in Section 2.3.2. We have simulated
6000 time–steps of constant length τ = 10−3 s with Algorithms 1–6, which corresponds to a full
cycle (6 s) of the pulsatile flow.
(a) t = 0.721 s (b) t = 1.153 s (c) t = 1.585 s
(d) t = 2.017 s (e) t = 2.449 s (f) t = 2.881 s
velocity (mm/s)
0.0 75 150 225 300
Figure 12: Snapshots of the fluid velocity magnitude and deformed solid configuration in Phase
II with Algorithm 1.
Figures 12 and 14 present some snapshots of the fluid velocity magnitude at different time
instants obtained with Algorithm 1 (3D solid model) and Algorithm 2 (shell solid model), re-
spectively. The fluid front hits the filament, and makes it to deflect. As soon as the fluid flow
diminishes, the filament returns to its original position. For illustration purposes, Figures 13 and
15, report some vortical structures obtained as iso–surfaces of the Q–criterion. The rest of the
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(a) t = 0.721 s (b) t = 1.153 s (c) t = 1.585 s
(d) t = 2.017 s (e) t = 2.449 s (f) t = 2.881 s
velocity (mm/s)
0.0 75 150 225 300
Figure 13: Isosurface Q = 12 of the Q–criterion colored by velocity. (Algorithm 1) in Phase II.
(a) t = 0.721 s (b) t = 1.153 s (c) t = 1.585 s
(d) t = 2.017 s (e) t = 2.449 s (f) t = 2.881 s
velocity (mm/s)
0.0 75 150 225 300
Figure 14: Snapshots of the fluid velocity magnitude and deformed solid configuration in Phase
II with Algorithm 2.
algorithms deliver very similar results. We can clearly see in these figures the initial deflection
of the structure due to the impact of the fluid jet.
Figure 16 presents a comparison of the measured deflections and the results obtained with
Algorithms 1–6 at different time–steps in [0, 3] (where the main transient phenomena occur).
Note that the experimentally measured deflection is truncated over x ∈ [0, 53.193], whereas the
whole results are displayed for the simulations. We can observe that all the numerical methods
are able to capture the main dynamics of the system. In order to provide further insight into this
comparison, Figure 17 displays the y–component of the point in the structure with coordinate
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(a) t = 0.721 s (b) t = 1.153 s (c) t = 1.585 s
(d) t = 2.017 s (e) t = 2.449 s (f) t = 2.881 s
velocity (mm/s)
0.0 75 150 225 300
Figure 15: Isosurface Q = 12 of the Q–criterion colored by velocity magnitude in Phase II with
Algorithm 2.
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(b) t = 1.153 s
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(c) t = 1.585 s
 z (mm)
0 10 20 30 40 50 60
 
y 
(m
m)
0
5
10
15
20
25
30
 Experiment
 Alg. 1
 Alg. 2
 Alg. 3
 Alg. 4
 Alg. 5
 Alg. 6
(d) t = 2.017 s
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(e) t = 2.449 s
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(f) t = 2.881 s
Figure 16: Deflection of the silicone filament in Phase II at different time instants during the
window [0, 3] s. Comparison of the experimental data with the predictions obtained with Algo-
rithms 1–6.
x = 53.193 for all t ∈ [0, 6]. We can see that the first impact of the fluid into the solid causes
the main deflection of the filament at t = 1.153 s. The instant in which the filament reaches this
maximum deflection is perfectly predicted by all the methods (see also Figure 16(b)). Afterwards,
the solid starts to go up due to the buoyancy force and hits again the fluid jet at t = 1.585 s.
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Then, a second, much more mitigated, bounce starts which is, however, captured with a delay in
all the simulations. Figure 17 shows also the general tendency of the shell model to overestimate
the deflection of the filament, especially during the second half of the cycle.
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Figure 17: Track of y–component of the point in the structure with coordinate x = 53.193 for
all t ∈ [0, 6] in Phase II.
Experimental measurements of the fluid velocity components at different time–steps were
obtained at the cutting planes z = 3.5, z = 13.5, z = 23.5 and z = 33.5. Figure 18 shows the
experimental results and the numerical approximations obtained, at two different time–steps,
with Algorithm 1 (monolithic fluid solver and 3D solid model) and Algorithm 6 (incremental
pressure–correction fluid solver and shell solid model) at z = 33.5 (the furthest from the inlet
boundary, which corresponds to the most difficult scenario). Note that the numerical results
are presented with the spatial resolution of the experimental data. Although slightly diffusive,
the simulations are in good agreement with the experimental data (irrespectively of the fluid–
solver/solid–model used). In particular, the main patterns of the flow are clearly captured.
Similar results, not reported here for the sake of conciseness, were obtained with the rest of
methods and for the rest of scanned planes.
Finally, in Table 5, we compare the performance of Algorithms 1–6 in terms of the elapsed
CPU–time during the first 10 time–steps. This is carried out in the same machine, with 16 and
8 processors allocated for the fluid and the solid solvers, respectively. As in the simulations of
Phase I, superior performance is obtained with the loosely coupled and semi–implicit methods.
Alg. 1 Alg. 2 Alg. 3 Alg. 4 Alg. 5 Alg. 6
20 18 2.5 2.5 2 1
Table 5: Elapsed CPU–time (dimensionless) for Algorithms 1–6 in Phase II.
It is worth noting that the elapsed CPU–times for Algorithms 1–4 depend on the type of
solvers and preconditioners used for the solution of the coupled problems involved in Step 2 of
Algorithms 1–2 and Step 3 of Algorithms 3–4. Here, as stated in Sections 3.1.1–3.1.2, these
coupled problems are solved with a (parameter free) partitioned solution procedure based on
interface Newton-GMRES Dirichlet–Neumann iterations. Nevertheless, the global ranking of
Tables 4–5 is independent of this choice, since the efficiency of the coupling schemes is dictated
by the computational complexity of the associated coupled problem.
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(f) Algorithm 6 at t = 2.449.
Figure 18: Fluid velocity components in Phase II. Comparison of the experimental data with
the predictions obtained with Algorithms 1 and 6 on the cutting plane z = 33.5. The numerical
results are presented with the same spatial resolution as the experimental data. Units are in
mm/s.
5 Conclusion
Different partitioned solution procedures have been compared and validated using the experimen-
tal results of the FSI benchmark presented in [39]. All the methods discussed are algorithmically
parameter free and represent an important sample of the state-of-the-art in coupling schemes for
FSI.
The comparisons in Section 4 showed, in general, a very good agreement between the numer-
ical and the experimental results, particularly, in Phase I where the matching is excellent. A
slight deviation is observed in the case of the coupling with the shell model, which can be related
to the approximation of the Archimedes force.
With regard to the computational efficiency, the comparisons indicate that the best perfor-
mance is obtained with the splitting schemes of Algorithms 3 and 6, respectively, in the case of
the coupling with a 3D and a shell solid model. It should be noted also that these results confirm
that strong coupling (Algorithms 1–2) can be avoided via semi–implicit or explicit coupling (Al-
gorithms 3–6) without compromising both stability and accuracy, and at significantly reduced
computational cost (see, e.g., Table 5).
Further investigations or improvements of the present work can explore various directions.
From the modeling point of view, we could consider the coupling with three-dimensional shell
models (see, e.g., [21]), which would bypass the introduction of an ad hoc Archimedes surface
force. From the numerical point of view, it would be worth investigating to what extend the
numerical results of Phase II can be improved by using further refined discretizations and/or
second-order time–discretizations. With regard to the latter point, preliminary results (not
reported here) show no significant differences with a second–order time–stepping in the solid.
Another interesting aspect, not addressed in the present work, is the inclusion in the comparisons
of alternative immersed FSI formulations based on unfitted meshes (see, e.g., [3, 47, 1]).
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