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Introduction
In 1981, Littlejohn (see [11] and [12] ) discovered the sixth-order Krall differential expression where [·] denotes the greatest integer function and Q(n, j) := 2 + (−1) j 2 (n 4 + (2A + 2B − 1)n 2 + 4AB + 2j(n 2 + n + A + B
The set {K n,A,B } ∞ n=0 is called the Krall polynomials, named after H. L. Krall (1907 Krall ( -1994 . For perspective, Krall [10] discovered a fourth-order differential expression in 1938 which was subsequently named the Legendre type expression and studied by his son A. M. Krall (1936 Krall ( -2008 in [9] . The Legendre type expression is given explicitly by Here dµ is the positive Borel measure generated from the monotonically non-decreasing function
Notice that, in (1.7), there are equal 'jumps' at the endpoints x = ±1. In 1979, H. L. Krall asked the questions: if there are unequal jumps at x = ±1, what are the underlying orthogonal polynomials and is there an accompanying differential equation that has these polynomials as eigenfunctions? The answers are the Krall polynomials (1.5) and the sixth-order Krall 
where κ is the positive Borel measure generated from the distribution function
The first systematic spectral analysis of (1.1) was accomplished by Susan Loveland in her Ph.D. thesis [14] (see also [5] ) where Loveland constructed the self-adjoint operator T A,B in L 2 κ [−1, 1], generated by ℓ K [·], having the Krall polynomials as eigenfunctions. The analysis was challenging; indeed, the classical Glazman-Krein-Naimark (GKN) theory (see [15, Chapter V]) is not immediately applicable so new techniques and analytic tools had to be developed. It is noteworthy that the Krall expression (1.1) is in the limit-5 case at both endpoints x = ±1 in L 2 (−1, 1). Consequently, four appropriate boundary conditions (separated and/or non-separated) are needed to describe each self-adjoint operator, generated by ℓ K [·], in L 2 (−1, 1). In this L 2 (−1, 1) setting, the GKN theory can be used. However, we wish to study ℓ K [·] in L 2 κ [−1, 1] (since this is where the Krall polynomial eigenfunctions are orthogonal) and, in this setting, the GKN theory fails to explicitly help. As it turns out, it is remarkable that only two boundary conditions are needed to describe the self-
as eigenfunctions.
The initial work of Everitt, Littlejohn and Loveland from 1990-1993 on the spectral analysis of the Krall expression did not address the question of finding all self-adjoint operators T in L 2 κ [−1, 1] generated by ℓ K [·]. Quite simply, at that time, the authors did not have the tools to answer this more general question. Now, however, due to a recent generalization of the GKN theory recently developed by Littlejohn and Wellman [13] , we have the tools to find all self-adjoint operators T in
The key to this generalization is a series of important papers by W. N. Everitt and L. Markus [6] , [7] , [8] who saw important connections between the von Neumann theory of self-adjoint extensions of symmetric operators and the theory of complex symplectic geometry.
The contents of this paper are as follows. In Section 2, we review properties of functions in the maximal domain ∆ K of the Krall expression ℓ K [·] in L 2 (−1, 1). In Section 3, we discuss a dense subset δ K ⊂ ∆ K that is the domain of the self-adjoint operator T A,B in L 2 κ [−1, 1] generated by ℓ K [·], having the Krall polynomials {K n,A,B } ∞ n=0 as eigenfunctions. We also briefly describe the Everitt-Littlejohn-Loveland method for constructing this self-adjoint operator. Section 4 gives a synopsis of the GKN-EM theory developed by Littlejohn and Wellman based on the work of Everitt and Markus. In this regard, it is important to note that L 2 κ [−1, 1] is isometrically isomorphic to L 2 (−1, 1) ⊕ C 2 . Lastly, in Section 5, we apply the GKN-EM theory to construct T A,B which is equivalent to the operator T A,B found by Loveland. As the reader will see, this approach is algorithmic in the sense that the GKN-EM Theorem (see Theorem 4.2) may be applied to find all self-adjoint operators T in L 2 κ [−1, 1] generated by ℓ K [·].
Properties of Functions in the Maximal Domain
The maximal domain ∆ κ (see [15, Chapter V]) for ℓ K [·] in H := L 2 (−1, 1) is defined to be ∆ K := {f : (−1, 1) → C |f (j) ∈ AC loc (−1, 1) (j = 0, 1, 2, 3, 4, 5);
This set ∆ K is the largest subspace of functions f in L 2 (−1, 1) for which ℓ K [f ] ∈ L 2 (−1, 1). In this setting, Green's formula reads as
where [·, ·] K is the symplectic (bilinear) form or bilinear concomitant defined by
Here, for simplicity, α := 3A + 3B + 6 and
We emphasize to the reader the subtle difference between the symplectic form [·, ·] H and the bilinear concomitant [·, ·] K .
The associated maximal operator T :
It is a densely defined operator with adjoint T * = T 0 : D(T 0 ) ⊂ L 2 (−1, 1) → L 2 (−1, 1), called the minimal operator. From the definition of ∆ K , and Hölder's inequality, we see that
exists and is finite for all f, g ∈ ∆ K . Moreover, 1 ∈ ∆ K and
As a result of Theorem 2.1 below, we will see that lim
exists and is finite and so Λ[f ] ∈ AC[−1, 1] for f ∈ ∆ K . As we will see in the next section, this linear operator Λ[·] plays a key role in our analytic study of ℓ K [·] in L 2 (−1, 1). Loveland [14, Theorem 7.2.2] (see also [5] ) established the following theorem that lists properties of functions in ∆ K .
Then h ± ∈ ∆ K ; moreover,
Remark 2.1. The importance of the functions h ± will be made clear in Section 5 (see Lemma 5.2).
We turn our attention to a brief study of the Frobenius solutions to
The endpoints x = ±1 are regular singular endpoints of ℓ K [·] in the sense of Frobenius. At either endpoint, the Frobenius indicial equation is given by
A careful analysis of the six linearly independent Frobenius solutions at x = 1 yields
The subscripts in the above solutions correspond to the indicial root. Each of these series converges
. A similar Frobenius analysis shows that ℓ K [·] is also in the limit-5 case at x = −1 in L 2 (−1, 1).Moreover, it is the case that ϕ ′′ 1 / ∈ L 2 (−1, 1) so the smoothness condition given in part (i) of Theorem 2.1 is best possible.
We seek to 'extract' from ∆ K a dense (in L 2 (−1, 1)) subset that is the domain of a self-adjoint operator, generated by ℓ K [·], having the Krall polynomials as eigenfunctions. To this end, we note that the Krall polynomials are natural generalizations of both the classical Legendre polynomials and the Legendre type polynomials. Moreover, the self-adjoint operators T L and T A generated, respectively, by the classical second-order Legendre differential expression
and the fourth-order Legendre type expression (1.6), having the Legendre polynomials and Legendre type polynomials, respectively, as eigenfunctions have the remarkable smoothness properties
It is natural to ask: does the self-adjoint operator T A,B in L 2 κ [−1, 1], generated by the Krall expression ℓ K [·] and having the Krall polynomials {K n,A,B } ∞ n=0 as eigenfunctions, have a similar property? More specifically, will it be the case that
The answer is yes. In the next section, we further restrict the maximal domain to a proper subset 1] which turns out to be the domain of T A,B , generated by ℓ K [·], having the Krall polynomials as eigenfunctions.
Properties of Functions in a Proper
For specific details of results in this section, we refer the reader to [5] and to the Loveland thesis [14] .
A key idea in these publications to finding δ K was to restrict the maximal domain ∆ K so that those Frobenius solutions ϕ of ℓ K [y] = 0 near x = ±1 satisfying ϕ ′′′ / ∈ L 2 (−1, 1) were eliminated. By taking an appropriate linear combination of the functions (1 − x 2 ) and (1 − x 2 ) 2 and appealing to Theorem 2.1 (iv) and (v), we were led to defining
It is straightforward to see that
With this result, we define
The next theorem, established in [5] and [14] , states properties of functions in δ K . The proof of this result is difficult and uses hard-analytic techniques together with an integral inequality due to Chisholm and Everitt [3] .
From Theorem 3.2, the authors in [5] and [14] define the operator T A,B : 
Here ψ ± are defined as in (3.1) and (3.2) while the functions 1 ± ∈ C 6 [−1, 1] ∩ ∆ K are given by
The set of functions {ψ ± , 1 ± } are linearly independent modulo the minimal domain D(T 0 ), and since the deficiency index of T 0 is 4, it follows from the GKN Theorem [15, Chapter V] that S A,B is self-adjoint.
Motivated by the Krall example and other higher-order differential equations having orthogonal polynomial eigenfunctions, Littlejohn and Wellman developed a generalized GKN theory [13] that directly handles these examples. Indeed, applying Theorem 4.2, given below, is systematic and algorithmic. In the next section, we describe this theory and, in Section 5, we apply this new theory to further discuss the Krall example.
A Brief Review of the GKN-EM Theory
In this section, we give a brief summary of the general GKN-EM theory developed recently by Littlejohn and Wellman in [13] based on important earlier work of W. N. Everitt and L. Markus in [6] , [7] and [8] . We remark that there are other approaches, generalizing the GKN theory, in constructing self-adjoint extensions of symmetric operators . One of these approaches is the general theory of boundary triples; we refer the reader to the recent monograph [2] for details.
Throughout this section, we assume that T 0 and T 1 are densely defined linear operators, with respective domains D(T 0 ) and D(T 1 ), in a Hilbert space (H, ·, · H ) satisfying the conditions:
(a) T 0 is a closed and symmetric operator; (b) The deficiency indices of T 0 are equal and finite and denoted by their common value def(T 0 );
(c) T 0 ⊆ T 1 with T * 0 = T 1 and T * 1 = T 0 . We call the Hilbert space (H, ·, · H ) the base space and we will refer to the operators T 0 and T 1 , respectively, as the minimal operator and maximal operators since these are the terms used in the GKN theory when both operators are generated by a Lagrangian symmetric ordinary differential expression. To be clear, however, it is not necessary in our situation that either of the operators T 0 and T 1 are differential operators. We define the symplectic form [·, ·] H :
Observe that (4.1) is a generalization of the classical Green's formula (see, for example, (2.2)). Let (W, ·, · W ) be a finite-dimensional complex Hilbert space with It is this Hilbert space H ⊕ W that we seek to extend the classical GKN theory (see [15] ).
As with the classic GKN theory presented in [15, Chapter V], we call a collection of vectors {t j | j = 1, . . . , def(T 0 )} ⊆ D(T 1 ) is called a GKN set for T 0 if (i) the set {t j | j = 1, . . . , def(T 0 )} is linearly independent modulo the minimal domain D(T 0 ); that is to say:
if def(T 0 ) j=1 α j t j ∈ D(T 0 ) then α j = 0 for j = 1, . . . , def(T 0 ); and (ii) the set {t j | j = 1, . . . , def(T 0 )} satisfies the symmetry conditions [t i , t j ] H = 0 (i, j = 1, . . . , def(T 0 )).
If G ⊆ D(T 1 ) is a GKN set for T 0 , then a non-empty, proper subset P ⊆ G is called a partial GKN set for T 0 . As we will see, partial GKN sets play an important role in our generalized GKN theory in H ⊕ W.
We now list several definitions necessary before we state the main result (Theorem 4.2) below.
(4) Ω : D(T 1 ) → W is given by
It is clear from the definition of D( T 1 ) why T 1 is called 'maximal'. Note that T 1 is dependent upon a partial GKN set and the choice of self-adjoint operator B in W. Consequently, there is a continuum of such maximal operators in H ⊕ W.
(see Theorem 4.2) below for the justification of the term 'minimal' for T 0 ) (7) [·, ·] H⊕W is the symplectic form defined by Ωy W , (((x, a) , (y, b)) ∈ D( T 1 )); From part (b) of this theorem, we see that the minimal operator T 0 (respectively, the maximal operator T 1 ) has self-adjoint extensions (respectively, self-adjoint restrictions) in H ⊕ W. The following theorem is a generalization of the classic Glazman-Krein-Naimark theorem for the setting H ⊕ W with one important difference: the operators T 0 and T 1 are not assumed to be differential operators. The authors in [13] refer to this generalization as the GKN-EM Theorem. a) , (x j , a j )] H⊕W = 0 (j, 1, . . . , def(T 0 ))}. In the next section, we use this theorem to construct the self-adjoint operator T A,B , generated by the Krall differential expression ℓ K [·], in L 2 κ [−1, 1] ≃ L 2 (−1, 1) ⊕ C 2 having the Krall polynomials as eigenfunctions.
Application of the GKN-EM Theorem to the Krall Differential Expression
Full details and proofs of results given below can be found in the recent Ph.D. thesis of Elliott [4] .
For the Krall example, the base space is H = L 2 (−1, 1) equipped with inner product −1, 1) ).
The maximal operator T 1 and the minimal operator T 0 in H associated with ℓ K [·] are defined, respectively, by
where ∆ K is given in (2.1), and
We remind the reader that, for f, g ∈ ∆ K , we have
where [·, ·] K is the symplectic form defined in (2.3). As is well known, T 0 is closed and symmetric in L 2 (−1, 1) with T * 0 = T 1 and T * 1 = T 0 . The deficiency indices of T 0 are equal and finite and, as the Frobenius analysis from Section 2 shows, (5.2) def(T 0 ) = 4.
For the Krall example, the extension space is W = C 2 with inner product
Define ξ 1 = ( √ A, 0) and ξ 2 = (0, √ B). Then {ξ 1 , ξ 2 } is an orthonormal basis for W . For the self-adjoint operator B : W → W, we choose B = 0 (see Remark (5.3) below for an explanation).
The inner product (4.4) in the extended space H ⊕ W is specifically given by
compare (5.4) to the inner product in (1.8) . For ease of eye, we adopt the notation (f, a, b) = (f, (a, b)) to represent a vector from H ⊕ W.
We leave it to the reader to prove the following lemma.
Lemma 5.1. P is a partial GKN set for T 0 .
In line with the notation and theory from Section 4, we define Φ 0 := D(T 0 ) + span{t 1 , t 2 }, and the operators, Ψ : Φ 0 → W by
and Ω : ∆ K → W by
We note, from (5.2) and Theorem 4.1, that T 0 is a closed symmetric operator in H ⊕ W with def( T 0 ) = 4. The associated maximal operator T 1 in H ⊕ W is defined by
The symplectic form [·, ·] H⊕W , defined in (4.4), is given by
for (f, a 1 , b 1 ), (g, a 2 , b 2 ) ∈ D( T 1 ). We now construct a GKN set for T 0 in H ⊕ W. Define the functions y 1 , y 2 , y 3 , y 4 ∈ C 6 [−1, 1] ∩ ∆ K by
Calculations, using Theorem 2.1, show that, for f ∈ ∆ K ,
The importance of these functions {y i } 4 i=0 lies in the following result.
Proof. It will first be shown that {y i , (0, 0))} 4 i=1 is linearly independent modulo D( T 0 ). Since [(y i , (0, 0)), (y j , (0, 0))] H⊕W = [y i , y j ] H for i, j = 1, 2, 3, 4, it is sufficient to show that {y i } 4 i=1 is linearly independent modulo D(T 0 ). To this end, let f ∈ ∆ K and arbitrarily choose c 1 , c 2 , c 3 , c 4 ∈ C. Then, from Theorem 2.1 (iv) and (v), we find that and since [y i , y j ] H = −[y j , y i ] H , we conclude that {(y i , (0, 0))} 4 i=1 is a GKN set for T 0 . It follows, from Theorem 4.2, that the operator T A,B : , (a, b) ), (y j , (0, 0))] H⊕W = 0 (j, 1, 2, 3, 4)} (5.15) is self-adjoint in L 2 (−1, 1) ⊕ C 2 . For the remainder of this section, we will prove this operator is equivalent to the self-adjoint operator found by Loveland et al in [5] and [14] and to show that the Krall polynomials {K n,A,B } ∞ n=0 are a complete set of eigenfunctions of T A,B . To prove this, we begin with the following fundamental theorem.
We now specifically choose various
and D( T A,B ) as given in (5.15), we have (5.16)
where δ K is defined in (3.4) . Moreover, for f ∈ D( T A,B ),
Proof. Suppose From (i) and (ii) above, we find that f (1) = b and f (−1) = a. Substituting these values into (iii) and (iv), we find that
From (3.3) and (3.4) , we see that f ∈ δ K . It follows that , (a, b) ), (y j , (0, 0))] H⊕W = 0 (j, 1, 2, 3, 4)} (5.22)
The reverse inclusion follows from the conditions given in (5.20) . As for the form of T A,B note that, from Theorem 4.2, the form of T A,B is given in (5.14) . Using (5.6) together with (3.5) and (3.6), we obtain the representation given in (5.17). where the eigenvalue λ n is given in (1.3). Moreover, we can see directly from the Krall expression in (1.1) that ℓ K [K n,A,B ](−1) = 24AK ′′ n,A,B (−1) − (24AB + 24A)K ′ n,A,B (−1) = λ n K n,A,B (−1) and ℓ K [K n,A,B ](1) = 24BK ′′ n,A,B (1) + (24AB + 24B)K ′ n,A,B (1) = λ n K n,A,B (1). Then, from (5.17), T A,B [(K n,A,B , K n,A,B (−1), K n,A,B (1))] = (ℓ K [K n,A,B ], 24AK ′′ n,A,B (−1) − 24A(B + 1)K ′ n,A,B (−1), 24BK ′′ n,A,B (1) + 24B(A + 1)K ′ n,A,B (1)) = (ℓ K [K n,A,B ], ℓ K [K n,A,B ](−1), ℓ K [K n,A,B ](1)) = λ n (K n,A,B , K n,A,B (−1), K n,A,B (1)) .
The completeness of {(K n,A,B , K n,A,B (−1), K n,A,B (1)} ∞ n=0 follows from the self-adjointness of T A,B and the discreteness of its spectrum σ( T A,B ) = {λ n | n ∈ N 0 }. Remark 5.3. We began our analysis of the Krall expression in this section by assuming the selfadjoint operator B in W = C 2 is the zero matrix. This is necessary for our T A,B to match up with Loveland's self-adjoint operator (3.7). In particular, the condition that B = 0 is necessary for the Krall polynomials to be eigenfunctions of the operator T A,B .
