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We compare three different notions of concurrence to measure the polarization entanglement of
two-photon states generated by the biexciton cascade in a quantum dot embedded in a microcavity.
The focus of the paper lies on the often-discussed situation of a dot with finite biexciton binding
energy in a cavity tuned to the two-photon resonance. Apart from the time-dependent concurrence,
which can be assigned to the two-photon density matrix at any point in time, we study single- and
double-time integrated concurrences commonly used in the literature that are based on different
quantum state reconstruction schemes. In terms of the photons detected in coincidence measure-
ments, we argue that the single-time integrated concurrence can be thought of as the concurrence
of photons simultaneously emitted from the cavity without resolving the common emission time,
while the more widely studied double-time integrated concurrence refers to photons that are neither
filtered with respect to the emission time of the first photon nor with respect to the delay time
between the two emitted photons. Analytic and numerical calculations reveal that the single-time
integrated concurrence indeed agrees well with the typical value of the time-dependent concurrence
at long times, even when the interaction between the quantum dot and longitudinal acoustic phonons
is accounted for. Thus, the more easily measurable single-time integrated concurrence gives access
to the physical information represented by the time-dependent concurrence. However, the double-
time integrated concurrence shows a different behavior with respect to changes in the exciton fine
structure splitting and even displays a completely different trend when the ratio between the cavity
loss rate and the fine structure splitting is varied while keeping their product constant. This implies
the non-equivalence of the physical information contained in the time-dependent and single-time
integrated concurrence on the one hand and the double-time integrated concurrence on the other
hand.
I. INTRODUCTION
Many applications in quantum communication require
the generation of entangled photon pairs1–6. One partic-
ularly promising way of producing such pairs consists of
using the biexciton cascade in quantum dots3,7–14, which
can be sketched roughly as follows: An initially prepared
biexciton state of a quantum dot decays to one of two
possible single exciton states while emitting a photon.
A second photon can be emitted while the quantum dot
relaxes to its ground state. Because of the optical selec-
tion rules, the two different paths lead to an emission of
either two horizontally or two vertically polarized pho-
tons. As the biexciton decay is a quantum mechanical
process the system will, in general, be in a superposi-
tion of states from both paths. If both paths are com-
pletely symmetric, one expects that there is a high prob-
ability to find the system in the fully entangled state
|ψ+〉 = 1√
2
(|HH〉+ |V V 〉), where |HH〉 (|V V 〉) denotes
the state where the quantum dot is in its ground state
and two horizontally (vertically) polarized photons have
been emitted.
However, the situation in real quantum dots often de-
viates from the ideal picture described above. First of
all, the exchange interaction typically introduces an en-
ergetic splitting between the two excitonic states on the
order of several tens to hundreds of µeV7,15,16. Thus,
the two paths become asymmetric, leading to a devia-
tion from the usually desired state |ψ+〉. Besides effects
related to the fine structure splitting another source for
deviations from the ideal situation are environment cou-
plings, in particular to phonons. These couplings lead to
decoherence and relaxation and are the reason why the
system has to be represented by a mixed rather than a
pure state. These detrimental effects can be suppressed
by engineering the quantum dot devices accordingly. For
example, the fine structure splitting between the exci-
tonic states can be reduced by applying electrical15,16 or
strain fields17 or by growing quantum dots within highly
symmetric structures such as nanowires18. Here, we con-
sider another approach to obtain more symmetric paths,
which is achieved by embedding the quantum dot in a
microcavity. Then, the coupling between the electronic
states in the dot and the cavity modes leads to an overall
faster dynamics, which reduces the time available for de-
phasing processes. Furthermore, tuning the cavity modes
to the two-photon resonance between the ground and the
biexciton state of the dot enhances two-photon processes
that are much less affected by the splitting of the exci-
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2tonic states than successive single-photon processes19,20.
The wide interest in entanglement is twofold: on the
one hand the occurrence of entanglement is one of the key
differences between classical and quantum physics and on
the other hand it has practical implications as it provides
new ways of control as needed, e.g., for establishing se-
cure quantum communication protocols21. The essence
of the control aspect is that by performing a measurement
on one part of the system one determines the outcome
of measurements on another part of the system which
otherwise would have been undetermined. If, e.g., the
system is in the maximally entangled (non-factorizable)
state |ψ+〉 and one detects the polarization of one of the
photons to be H, the state collapses into the factorized
state |HH〉 and a polarization measurement on the sec-
ond photon will necessarily yield H.
In order to compare two arbitrary states with respect
to the amount of control obtainable by performing mea-
surements as described above, one needs a measure of
entanglement. For a pure state |Ψ〉 in a bipartite system
with density matrix ρ and parts A and B with reduced
density matrices ρA = TrBρ and ρB = TrAρ, respec-
tively, it is common to define the entanglement E(|Ψ〉)
using the von-Neumann entropies of the subsystems22:
E(|Ψ〉) = −TrA
(
ρA log2 ρA
)
= −TrB
(
ρB log2 ρB
)
, (1)
where the second equality in Eq. (1) follows from the
Schmidt decomposition23. This entropy represents the
missing information about a subsystem because of its en-
tanglement with the other. Performing a measurement
on one of the subsystems that collapses the system state
into a factorizable state causes the subsystem entropy to
drop to zero such that the previously missing information
E(|Ψ〉) is recovered. Therefore, E(|Ψ〉) can also be con-
sidered to be a measure of the possible amount of control
over subsystem A by performing measurements on B.
For a mixed state missing information on a subsys-
tem can arise due to its entanglement with the remain-
ing part of the system as well as because of the en-
semble averaging. There are a number of proposals to
identify the corresponding contribution resulting from
entanglement22,24. Probably the most common proposal
is the entanglement of formation. For a decomposition
ρ =
∑
j
pj |Ψj〉〈Ψj | (2)
of a density matrix ρ with probabilities pj and not nec-
essarily orthogonal states |Ψj〉 one assigns the entangle-
ment:
E(ρ, {pj , |Ψj〉}) =
∑
j
pj E(|Ψj〉). (3)
Then the entanglement of formation is defined as:
Ef (ρ) = inf E(ρ, {pj , |Ψj〉}), (4)
where the infimum is taken over all possible decompo-
sitions in the form of Eq. (2). Thus, Ef (ρ) represents
the amount of pure-state entanglement that is at least
present in a mixed state described by a given density
matrix ρ. The entanglement of formation is particularly
attractive because, unlike most other proposed measures
of entanglement, it can be evaluated directly from the
elements of the density matrix. To this end usually the
concurrence C is introduced which is related to the en-
tanglement of formation by
Ef (ρ) = E
(
C(ρ)
)
, (5)
where E is monotonically increasing for 0 ≤ C ≤ 1
(cf. Ref. 24 for an explicit expression for E). Due to the
monotonicity of E the concurrence is a measure of the
entanglement of formation in its own right. Although
the concurrence is less intuitive than the entanglement
of formation and its physical interpretation derives only
from its relation to Ef (ρ), it is particularly attractive for
practical applications because, as shown by Wootters25,
it can be easily calculated from the elements of ρ with-
out having to perform a search for the infimum over all
possible decompositions of ρ.
In the case of the biexciton cascade where no direct
transitions between the two exciton states occur, the (un-
normalized) density matrix in the two-photon subspace
ρij,kl(t) = 〈a†i (t)a†j(t)ak(t)al(t)〉, (6)
with a†i (t) and al(t) being the cavity photon cre-
ation and annihilation operators with polarization di-
rections i, j, k, l ∈ {H,V } in the Heisenberg pic-
ture, has only four non-vanishing elements, namely
ρHH,HH , ρV V,V V , ρHH,V V , and ρV V,HH . Since we are
dealing with a system where the photon number is not
conserved, ρij,kl(t) has not unit trace for all times. The
non-vanishing elements of the normalized density matrix
can be represented accordingly by:
ρNj,l(t) =
ρjj,ll(t)
ρHH,HH(t) + ρV V,V V (t)
. (7)
The general expression for the concurrence25 then re-
duces to the normalized coherences between the states
|HH〉 and |V V 〉, which correspond to horizontal H or
vertical V polarization of the emitted photons, i.e.:
C(t) = 2|ρNH,V (t)|. (8)
Thereby, the concurrence relates two conceptually dis-
tinct properties of quantum systems: entanglement,
which specifies how much the measurement of one qubit
influences the measurement outcome of the second qubit,
and coherence, which determines, e.g., the visibility of
interference effects. A theoretical study where the time-
dependent concurrence, which is assigned to the density
matrix in the two-photon subspace at a given time, has
been used as a figure of merit for entanglement has been
3performed, e.g., in Ref. 26. However, in contrast to the
investigation here, in Ref. 26 the coupling of the dot to a
continuum of half-space photon modes has been consid-
ered.
Although the elements of the density matrix are in
principle all observable, it is often difficult to resolve their
full time dependence experimentally and thereby deter-
mine the time-dependent concurrence given by Eq. (8).
To reconstruct the two-photon density matrix from ex-
perimental data, one usually uses quantum state tomog-
raphy, a technique based on polarization-dependent pho-
ton coincidence measurements27,28. Because these co-
incidence measurements typically give only information
about the polarization degree of freedom and the time
delay τ between the two measured photons, but do not
resolve the time t of the first photon count with respect
to the preparation of the biexciton state (t = 0), in such
experiments one only has access to quantities integrated
over the time t. Therefore, studies of the photon pairs
generated via the biexciton cascade often define figures
of merit, which are then also called concurrence, but re-
place the density matrix in Eq. (8) by the respective ex-
pressions obtained from the quantum state reconstruc-
tion. The latter involve in general averages over t and
τ . Most often discussed is the limiting case of long aver-
aging intervals for both times13,20,29. However, also the
case where the averaging window for t is infinite, while
for τ the limit of a vanishing averaging interval is ap-
proached, is experimentally accessible11,12 and has been
studied theoretically30,31.
That these figures of merit may indeed differ substan-
tially because of the differences in time averaging can be
readily seen from the following argument due to Steven-
son et al.11. Consider a biexciton cascade where an ini-
tially prepared biexciton decays to an exciton while emit-
ting a single photon. A second photon is emitted af-
ter a delay time τ , during which the different exciton
states aquire a phase difference φ = τδ/h¯ due to the
fine structure splitting δ. Disregarding environment in-
fluences which lead to a mixed photon state and con-
centrating only on the free time evolution the resulting
two-photon state is |Ψ〉 = 1√
2
(|HH〉+eiτδ/h¯|V V 〉). Obvi-
ously, |Ψ〉 is a maximally entangled state at each point in
time for any given delay. If, however, measurements are
performed that do not discriminate between different de-
lay times τ of the emission, the effective time-integration
leads to significant cancellations of the phases eiτδ/h¯.
Stevenson et al.11 have performed experiments where
the probability for finding the maximally entangled state
|Ψ〉 = 1√
2
(|HH〉 + |V V 〉) in the two-photon state gen-
erated via the biexciton cascade has been determined as
a function of the integration window for the delay time
τ . Indeed, it was found that this probability significantly
drops the longer the τ sampling interval is taken. Thus,
filtering photon pairs with nearly equal emission times re-
veals a high degree of entanglement while measurements
involving long τ sampling times indicate a much lower
entanglement. A similar experimental analysis has been
recently performed by Bounouar et al.12 where it was
concluded that the main limit of entanglement fidelity is
the time resolution in the experiment.
The goal of this article is to compare the definitions
of concurrences commonly used in the literature involv-
ing either single- or double-time averages with the time-
dependent concurrence given by Eq. (8). To be specific,
we study the case of the biexciton cascade in a quan-
tum dot inside a microcavity. Concentrating at first on
a model without phonons, we derive analytic expressions
for the different concurrences for a quantum dot with
finite biexciton binding energy in a cavity tuned to the
two-photon resonance, a configuration which was already
found to be favorable for a high degree of polarization
entanglement20. The analytic results are valid also be-
yond the weak-coupling limit and agree qualitatively with
numerical calculations. We find that the concurrence
based on a single-time integrated two-photon density ma-
trix yields very similar results as the time-dependent con-
currence in Eq. (8). It is therefore possible to access the
information represented by the time-dependent concur-
rence, i.e., the entanglement of formation contained in
the so prepared state of the cavity photons, by recording
the more easily measurable single-time integrated concur-
rence. This remains true even when the interaction be-
tween the quantum dot states and longitudinal acoustic
phonons is taken into account in numerical calculations.
However, this information cannot be accessed by mea-
suring two-time integrated correlation functions since it
turns out that the latter exhibit quantitatively and quali-
tatively different dependencies on parameters like the fine
structure splitting. It is most striking that when compar-
ing single- and double-time integrated concurrences even
trends reverse, such as the dependence on the cavity loss
rate in the presence of phonons. Furthermore, already
without phonons, these two quantities show a completely
reversed trend when the ratio between the cavity loss rate
and the fine structure splitting is varied while their prod-
uct is kept constant. This leads to the conclusion that
the single-time integrated and the double-time integrated
concurrence are measures for different types of entangle-
ment.
II. SYSTEM
A. Hamiltonian
We consider a quantum dot in a microcavity as de-
picted in Fig. 1. We assume that the quantum dot is
initialized at time t = 0 in the biexciton state with an
empty cavity, e.g., by incoherent excitation from the wet-
ting layer or direct laser excitation. The biexciton is
coupled to two quantum states with an exciton in the
quantum dot and a photon in the cavity. The two ex-
citons are labeled by XH and XV corresponding to the
polarization of the cavity mode, horizontal (H) or ver-
tical (V ), to which the respective transition is coupled.
4FIG. 1. Sketch of the quantum dot states involved in the
biexciton cascade inside a microcavity. The quantum dot is
coupled to a microcavity with two orthogonally polarized cav-
ity modes (H: horizontal, V : vertical). Due to optical selec-
tion rules, the biexciton state (|B〉) can be deexcited to one of
two exciton states (|XH〉 and |XV 〉) under the emission of a H
or V polarized cavity photon. The exciton states can be fur-
ther deexcited to the ground state (|G〉) of the dot by emitting
a second photon. The reverse processes are also possible. The
red circular arrows indicate the dot-cavity coupling compat-
ible with the optical selection rules. Wavy arrows symbolize
the photon losses due to the imperfect cavity.
The excitonic states are also coupled to the ground state
of the dot with one more photon in the cavity. At the
same time, the cavity is subject to losses and the exci-
tons in the dot interact with longitudinal acoustic (LA)
phonons. Radiative decay is assumed to be negligible
compared with cavity losses, which is a typical case32.
The dot-cavity Hamiltonian is given by29
Hdc =
(
h¯ω¯X +
δ
2
)|XH〉〈XH |+ (h¯ω¯X − δ
2
)|XV 〉〈XV |
+
(
2h¯ω¯X − EB
)|B〉〈B|+ h¯ωHa†HaH + h¯ωV a†V aV
+ h¯g
[(|G〉〈XH |+ |XH〉〈B|)a†H
+
(|G〉〈XV | − |XV 〉〈B|)a†V
+
(|XH〉〈G|+ |B〉〈XH |)aH
+
(|XV 〉〈G| − |B〉〈XV |)aV ], (9)
where h¯ω¯X is the average exciton energy, δ is the fine
structure splitting and EB is the biexciton binding en-
ergy. The energies of the cavity modes are h¯ωH and h¯ωV ,
respectively, and g is the dot-cavity coupling constant.
Here, we assume that the cavity modes are in resonance
with the two-photon transition between the ground and
the biexciton state h¯ωH = h¯ωV =
2h¯ω¯X−EB
2 . |G〉 denotes
the ground state of the dot, |XH〉 and |XV 〉 are the ex-
citon states, and |B〉 is the biexciton state. Finally, a†i
(ai) is the creation (annihilation) operator for a photon
in the cavity mode i = {H,V }.
Cavity losses are taken into account via the Lindblad
term
Lcavity[ρ] = κ
2
∑
i=H,V
(
2aiρa
†
i − a†iaiρ− ρa†iai
)
, (10)
where κ is the cavity loss rate. The interaction between
the dot and the LA phonons is described by the Hamil-
tonian
Hˆph = h¯
∑
q
ωqb
†
qbq + h¯
∑
q
∑
ν
nXν
(
γXq b
†
q + γ
X∗
q bq
)|ν〉〈ν|,
(11)
where b†q and bq are the creation and annihilation oper-
ators for phonons with wave vectors q and energies h¯ωq.
nXν = {0, 1, 1, 2} is the number of excitons in the dot
state ν = {G,XH , XV , B} and γXq is the exciton-phonon
coupling constant.
B. Concurrences
The time-dependent concurrence which has been
shown by Wootters25 to be a measure for the entangle-
ment of formation is, for the two-photon state created in
the biexciton cascade, given by Eq. (8). Since the density
matrix in this equation is evaluated with cavity operators
[cf. Eq. (6)], it immediately follows that C(t) contains
information about the entanglement of formation of the
two-photon state inside the cavity at any given time t.
Experimentally, the reduced two-photon density matrix
is typically reconstructed via quantum state tomography,
where polarization-resolved two-photon coincidence rates
are measured which are proportional to the two-time cor-
relation functions
G
(2)
ij,kl(t, τ) = 〈a†i (t)a†j(t+ τ)ak(t+ τ)al(t)〉. (12)
Here, t is the time of the first click at a detector, τ is
the delay time until the second photon is detected and
i, j, k, l ∈ {H,V }. Since in experiments one measures
photons that have left the cavity, the cavity operators in
Eq. (12) should in fact be replaced by operators for the
field modes outside the cavity. However, considering the
outcoupling of light out of the cavity to be a Markovian
process, the quantities measured outside the cavity are
proportional to the ones inside33. Therefore, a measure-
ment of G
(2)
ij,kl(t, τ) outside the cavity can indeed be de-
scribed by Eq. (12). Finally, we note that in the present
analysis we have assumed the radiative decay to be negli-
gible compared with the cavity losses and, consequently,
we only consider the case that photons are emitted via
the cavity. For a direct emission of photons into modes
outside the cavity by radiative decay, two-time correla-
tion functions involving polarization operators instead of
photon operators would have to be considered28.
Typically, corresponding experiments record data
points over extended time intervals t0 ≤ t ≤ t0 + ∆t and
5τ0 ≤ τ ≤ τ0 + ∆τ . For the reconstruction of the unnor-
malized density matrix defined in Eq. (6) the delay line
between the two detectors measuring the coincidence is
adjusted such that the two intervals where the detectors
are sensitive start simultaneously, i.e. τ0 = 0. Setting
t0 = 0 the measured signals are then proportional to
G
(2)
ij,kl(∆t,∆τ) =
1
∆t∆τ
∫ ∆t
0
dt
∫ ∆τ
0
dτ 〈a†i (t)a†j(t+ τ)ak(t+ τ)al(t)〉.
(13)
Thus, the result of an experimental reconstruction of the
normalized two-photon density matrix is28
ρRj,l(∆t,∆τ) =
G
(2)
jj,ll(∆t,∆τ)
G
(2)
HH,HH(∆t,∆τ) +G
(2)
V V,V V (∆t,∆τ)
.
(14)
Associated with the reconstructed density matrix is the
concurrence
CR(∆t,∆τ) = 2|ρRH,V (∆t,∆τ)|. (15)
As low counting rates limit the experimental accuracy,
common measurements are performed using rather long
intervals for the data collection. These experiments of-
ten approach the limiting case ∆t → ∞ and ∆τ →
∞ such that in theory the corresponding concurrence
becomes20,29
C = lim
∆t→∞
∆τ→∞
CR(∆t,∆τ). (16)
Due to the double-time averaging, the information about
the time evolution of the system is completely lost such
that, in contrast to the time dependent concurrence C(t),
the double-time integrated concurrence C does not re-
flect properties of the cavity photons at any given time
but rather describes the properties of the reconstructed
density matrix in experiments.
While the case of extended measuring intervals for
both t and τ is probably the most often discussed sit-
uation, in the literature also another limiting case has
been considered30,31, where the concurrence is defined as
C = lim
∆t→∞
∆τ→0
CR(∆t,∆τ). (17)
Experimentally, the limit ∆τ → 0 can be performed
using time-windowing techniques11 which record signals
over different delay-time windows ∆τ and extrapolate to
∆τ = 0. More recently it has been shown experimentally
that using time bins with a width of 4 ps is sufficient to
resolve the full τ dependence of the signal if the exci-
ton fine-structure splitting is on a scale of a few tens of
µeV12. Henceforth, we refer to the concurrence C defined
in Eq. (17) as the single-time integrated concurrence. If
the photon pairs are emitted from a dot-cavity system in
the steady state, C is equivalent to C(t) since the two-
photon density matrix no longer depends on time in such
a case. However, when considering dynamical systems
that are, e. g., driven by laser pulses, this equivalence in
general no longer holds.
It should be noted that, as for the time-dependent con-
currence C(t), also for the single-time integrated concur-
rence C it is not necessary to evaluate the two-time cor-
relation function defined in Eq. (12) since in the limit
∆τ → 0 only the unnormalized density matrix given by
Eq. (6) enters the expression in Eq. (17). However, one
should be aware that C is not the time average of the
time-dependent concurrence C(t). Instead, the time av-
erage of the concurrence is given by
〈C〉T := 1
T
∫ T
0
dtC(t)
=
1
T
∫ T
0
dt
2|ρHH,V V (t)|
ρHH,HH(t) + ρV V,V V (t)
, (18)
where T corresponds to the averaging time.
In the following we shall compare the time-dependent
concurrence C(t), which measures the entanglement of
formation of the two-photon system inside the cavity at
a given point in time, with the double- and single-time in-
tegrated concurrences C and C, respectively, obtained as
a result of different quantum state reconstruction strate-
gies that involve data collection over extended time in-
tervals. Due to the one-to-one correspondence between
two-time correlation functions of photon operators inside
and outside the cavity shown in Ref. 33, the comparison
between C(t), C, and C can also be interpreted in terms
of the photons recorded in the two detectors used in coin-
cidence measurement. Since the photons outside the cav-
ity propagate with the speed of light they can be recorded
at a given time in one of the detectors only when they
have been emitted from the cavity at a retarded time
that matches the flight time between cavity and detec-
tor. Thus, recording the correlation function G
(2)
ij,kl(t, τ)
for given values of t and τ selects photons according to
their emission time from the cavity. Note that for the
photons inside the cavity there is no obvious relation be-
tween their emission times from the dot since standing
wave modes localized in the cavity are excited and thus
these excitations contribute to the two-time correlation
functions as long as the photons stay in the cavity.
The above analysis suggests that a density matrix con-
structed from the two-time correlation function for given
values of t and τ , i.e. ρj,l(t, τ) =
G
(2)
jj,ll(t,τ)
G
(2)
HH,HH(t,τ)+G
(2)
V V,V V (t,τ)
,
represents a measurement of photons in two detectors
where the photons are selected according to their respec-
tive emission times from the cavity. Then, C(t, τ) =
2|ρH,V (t, τ)| can be interpreted as a measure for the
entanglement of formation of the so selected photons.
The question now arises how to interpret the quantity
CR(∆t,∆τ) defined in Eq. (15), which is obtained by
6first taking a coherent superposition of signal contribu-
tions associated with different emission times and then
constructing the concurrence by taking twice the ab-
solute value of the off-diagonal element of the normal-
ized superposition. At this point it is helpful to dis-
cuss in more detail the emission process from the cav-
ity. If we were dealing with an ensemble of randomly
distributed emission events where each emission has a
sharply defined emission time te and where the uncer-
tainty concerning the emission time is described by a
classical probability distribution for te, then the concur-
rence of this ensemble would be obtained by first evaluat-
ing the concurrence separately for each ensemble mem-
ber, which would be C(t, τ) = 2|ρH,V (t, τ)|, and then
averaging over the emission times, i.e., t and τ . The
result would be an average concurrence similar to 〈C〉T
except that here the average would be taken over t and
τ . However, in a full quantum description, the uncer-
tainty concerning the emission times is not represented
by a classical ensemble of events with sharp emission
times. Instead, states where a photon has been emit-
ted are typically in a coherent superposition with states
where no photon has been emitted. Thus, the emission is
not point-like in time but is a process of finite duration,
so that G
(2)
ij,kl(∆t,∆τ) can be thought of as filtering out
the coherent superposition corresponding to those con-
tributions where the emission times are restricted to t
and τ intervals of lengths ∆t and ∆τ , respectively. This
means that CR(∆t,∆τ) represents the concurrence as-
sociated with a reconstructed two-photon density matrix
which is filtered with respect to emission times within
finite intervals. From this point of view, C(t) represents
the concurrence of photons recorded in two detectors that
are simultaneously (i.e. τ = ∆τ = 0) emitted from the
cavity at a given time t, while C also describes the con-
currence of simultaneously emitted photons but without
resolving their common emission time. Finally, C is the
concurrence associated with a two-photon density ma-
trix where one neither resolves the emission time of the
first recorded photon nor the delay time τ between the
photons.
III. TIME-DEPENDENT CONCURRENCE
In the following, we first present an approximate an-
alytic expression for the time-dependent concurrence of
the two-photon state generated by the biexciton cascade
in a dot-cavity system in the absence of dot-phonon in-
teraction. Subsequently, we compare the anayltic results
with numerical calculations of the time-dependent con-
currence as well as the single-time integrated concurrence
with and without dot-phonon interaction.
A. Analytic results
In order to discuss how the time-dependent concur-
rence C(t) depends on the parameters of the system, it
is instructive to look for an approximate analytic solution
of the dynamics in the absence dot-phonon interaction.
First, note that only few states contribute to the biex-
citon cascade: The general states of the system can be
described by |ν, nH , nV 〉, where ν ∈ {G,XH , XV , B} de-
notes the dot state and nH and nV are the numbers
of horizontally and vertically polarized cavity photons,
respectively. Without losses and under the assumption
that the system is initially prepared in the biexciton state
|B, 0, 0〉 and not driven externally, the number of total ex-
citations (number of excitons plus number of photons) in
the system is fixed to two for all times. When accounting
for losses via the Lindblad operator defined in Eq. (10),
also states with excitation numbers smaller than two be-
come occupied. However, these states need not be con-
sidered for the subsequent dynamics since first, they do
not contribute to the two-photon density matrix ρij,kl(t)
defined in Eq. (6) and second, states with lower excita-
tion numbers do not couple back to states with higher
excitation numbers. Since there are no direct transitions
between the different excitons XH and XV or between
horizontally and vertically polarized photons, only five
remaining states contribute, which we denote by
|GH〉 := |G, 2, 0〉, (19a)
|GV 〉 := |G, 0, 2〉, (19b)
|XH〉 := |XH , 1, 0〉, (19c)
|XV 〉 := |XV , 0, 1〉, (19d)
|B〉 := |B, 0, 0〉. (19e)
In this basis, the Hamiltonian in Eq. (9) takes the form
H =

0 0
√
2h¯g 0 0
0 0 0
√
2h¯g 0√
2h¯g 0 12 (EB + δ) 0 h¯g
0
√
2h¯g 0 12 (EB − δ) −h¯g
0 0 h¯g −h¯g 0
 ,
(20)
where the origin of the energy scale is shifted to the biex-
citon.
An analytic solution of the full five-level system is
complicated and has so far only been presented in the
weak coupling limit30 (g  κ), where only one-way
transitions along the paths |B〉 → |XH〉 → |GH〉 and
|B〉 → |XV 〉 → |GV 〉 can occur because the photon losses
are much faster than the time needed for the reexcita-
tion of higher-energetic dot states. However, to fully
benefit from the microcavity one is often interested in
strongly coupled dot-cavity systems34–36 where the con-
dition g  κ is not met and other approaches are re-
quired.
Here, we make use of the fact that in typical quan-
tum dots the biexciton binding energy EB ∼ 1− 6 meV
7FIG. 2. Sketch of the block diagonalization reducing the
dynamics in the five-level system described in Eqs. (19) to a
three-level system with states defined in Eqs. (22).
defines the largest energy scale. Strongly coupled dot-
cavity systems typically have couplings on the order of
h¯g ∼ 0.1 meV while typical values for the fine structure
splitting are in the range of δ ∼ 0.01− 0.1 meV, so that
a perturbative treatment in terms of the small parame-
ters λ := h¯g/( 12EB) and δ/EB is appropriate. For later
reference we also define λH/V := h¯g/[
1
2 (EB ± δ)].
In the case considered here, where the cavity modes are
in resonance with the two-photon transition to the biex-
citon state, the comparatively large binding energy sup-
presses the occupation of the exciton states. Thus, one
can perform a perturbative block-diagonalization37,38
(Schrieffer-Wolff transformation) and thereby remove the
high-energy states with one exciton and one photon from
the dynamics, as sketched in Fig. 2. To this end a uni-
tary transform e−SHeS is applied to the Hamiltonian
H, where S = S(1) + S(2) + . . . is expanded in orders
of the perturbing Hamiltonian H(1) consisting of the off-
diagonal elements of H in Eq. (20). The matrices S(i)
are then obtained by the condition that the matrix ele-
ments between high- and low-energy states in e−SHeS
vanish up to order O((H(1))i+1) (cf. Refs. 37 or 38
for explicit expressions for S(i)). This transformation
therefore perturbatively eliminates the couplings between
the low-energy ground- and biexciton-like states and the
high-energy exciton-like states. After decoupling the low-
energy and high-energy states, the latter are disregarded
as they are irrelevant for the dynamics.
Up to second order in λ, the block-diagonalization
yields the effective Hamiltonian
H ′ =
 δ˜ 0 h¯g˜H0 −δ˜ h¯g˜V
h¯g˜H h¯g˜V 0
 , (21)
with δ˜ = h¯g(λV − λH) ≈ λ2δ and g˜H/V = ∓
√
2λH/V g in
the basis
|G′H〉 :=
(
1− λ2H
)|GH〉 − √2λH |XH〉 − 1√
2
λ2H |B〉,
(22a)
|G′V 〉 :=
(
1− λ2V
)|GV 〉 − √2λV |XV 〉+ 1√
2
λ2V |B〉,
(22b)
|B′〉 :=− λ
2
H√
2
|GH〉+ λ
2
V√
2
|GV 〉 − λH |XH〉+ λV |XV 〉
+
(
1− 1
2
(λ2H + λ
2
V )
)|B〉. (22c)
Thus, perturbation theory in λ allows one to reduce the
five-level system of the biexciton cascade to an effective
three-level system, where the three levels have mostly the
character of the ground state of the dot with two hori-
zonally or vertically polarized photons and the biexciton
state.
In the three-level basis, the effective coupling g˜H/V is
reduced by a factor ∼ λ compared with the coupling g in
the five-level system. The effective splitting 2δ˜ between
the states |G′H〉 and |G′V 〉 is reduced even more compared
with the fine structure splitting δ of the excitonic states
in the original five-level system because it only appears
in second order in λ. When also the Lindblad terms are
written in the basis described in Eq. (22), the biexciton-
like state |B′〉 acquires the small loss rate (λ2H + λ2V )κ
and the loss rates for the states |G′H〉 and |G′V 〉 become
2(1− λ2H/V )κ, which are of the same order of magnitude
as the rates κ for the corresponding states |GH〉 and |GV 〉
in the five-level system.
The central insight gained by this transformation is
that, due to the renormalization of the coupling, the ef-
fective three-level system can be in the weak coupling
limit |g˜H/V |  κ even when the orignal five-level sys-
tem describing the biexciton cascade is not (g ∼ κ), as is
the case for typical parameters for dot-cavity systems20.
Due to the weak coupling, the dynamics in the effective
three-level system is easily understood: The initial oc-
cupations of the biexciton state |B′〉 are transferred to
the ground states |G′H〉 and |G′V 〉 and then decay due to
the losses before they can reexcite the biexciton state,
yielding an essentially incoherent dynamics. An explicit
calculation of the dynamics in the weakly coupled effec-
tive three-level system is presented in appendix A. It is
found that the occupation of the biexciton-like state |B′〉
decays exponentially with an effective rate
κB = (λ
2
H + λ
2
V )
(
4g2
κ
+ κ
)
, (23)
where the term propotional to 4g2/κ is due to the tran-
sitions to the states |G′H〉 and |G′V 〉 and the term pro-
portional to κ originates from the losses due to the ad-
mixture of states with a nonvanishing number of pho-
tons to the state |B′〉. The occupations and coherences
8ρG′iG′j = 〈
(|G′i〉〈G′j |)〉 between the states |G′H〉 and |G′V 〉
are found to be
ρG′iG′j =
g˜ig˜j
κ2
(
e−κBt − e[−(2−λ2i−λ2j )κ+i(δ˜i−δ˜j)/h¯]t
)
,
(24)
with δ˜H/V = ±δ˜.
The long-time dynamics of ρG′iG′j is determined by the
same loss rate κB as the biexciton-like state, whereas the
initial increase from zero is governed by a term decaying
with κ  κB . Because the renormalized splitting δ˜ is
very small compared with typical loss rates κ, possible
oscillations of ρG′HG′V are overdamped. Furthermore, the
second term in Eq. (24) disappears already after a short
time ∼ κ−1. Neglecting δ˜ in the second exponent in
Eq. (24) yields the following simple analytic expression
for the concurrence
Canalytic =
2|ρG′HG′V |
ρG′HG′H + ρG′V G′V
≈ 2|g˜H g˜V |
g˜2H + g˜
2
V
=
E2B − δ2
E2B + δ
2
.
(25)
First, we find that, although the density matrix elements
change in time, the analytic expression predicts that the
concurrence is constant in time. Furthermore, the con-
currence depends only on the biexciton binding energy
and the fine structure splitting and is indepedent of the
dot-cavity coupling g and the cavity loss rate κ.
Because all density matrix elements entering in the ex-
pression for the concurrence have virtually the same time
dependence, integrating the density matrix elements over
the time t yields the same result also for the single-time
integrated concurrence
Canalytic = Canalytic ≈ E
2
B − δ2
E2B + δ
2
. (26)
Thus, our analysis reveals that the single-time integrated
concurrence is the same as the concurrence at any point
in time and is therefore a measure of the entanglement
of formation for the two-photon state generated in the
cavity by the biexciton cascade.
B. Numerical results
To check the validity of the analytic results for the
concurrence, we now present numerical calculations of
the biexciton cascade described by the dot-cavity Hamil-
tonian in Eq. (9) and the loss term in Eq. (10) in the five-
level basis introduced in Eq. (19). Futhermore, we study
the effects of phonons due to the dot-phonon Hamiltonian
in Eq. (11), which have been neglected in the derivation
of the analytic results, using a numerically exact real-
time path-integral method39–42 described in detail in the
supplement of Ref. 42.
If not stated otherwise, we use the following parame-
ters: dot-cavity coupling constant h¯g = 0.1 meV, biex-
citon binding energy EB = 1.5 meV, cavity loss rate
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FIG. 3. Time-dependent concurrence C(t) and single-time
integrated concurrence C calculated numerically without dot-
phonon interaction and with phonons at a temperature T =
10 K compared with the analytically obtained result Canalytic
for the phonon-free case.
κ = 0.25 ps−1, and fine structure splitting δ = 0.1 meV.
Note that for these parameters (g/κ ≈ 0.6) the sys-
tem is clearly not in the weak-coupling limit, so that
conventional weak-coupling theories are not applicable.
For calculations involving the dot-phonon interaction, we
use parameters suitable for a 3 nm wide self-assembled
InGaAs quantum dot embedded in a GaAs matrix (cf.
Ref. 42). Furthermore, the phonons are assumed to be
initially in equilibrium at a temperature T = 10 K.
Figure 3 depicts the time evolution of the time-
dependent concurrence C(t) and the single-time inte-
grated concurrence C determined numerically as well as
its analytic value according to Eq. (26). In the absence of
dot-phonon interaction, the time-dependent concurrence
indeed agrees well with the constant analytic result as
well as the single-time integrated concurrence after an
initial phase of ∼ 40 ps duration, as expected from the
analytic results. If phonons are taken into account, C(t)
and C still agree well after this initial phase, but the
stationary value for long times is reduced.
The dependence of the time-averaged concurrence
〈C〉∞ and the single-time integrated concurrence C on
the fine structure splitting δ is shown in Fig. 4. Here,
we consider 〈C〉∞ since it condenses the information con-
tained in C(t) into a single number that can be compared
with C. The averaging time T = 1000 ps for 〈C〉∞ is cho-
sen such that it is much larger compared with all other
timescales in the system. For calculations not account-
ing for the dot-phonon interaction [Fig. 4(a)], the time-
averaged concurrence and the single-time integrated con-
currence are in good agreement with the analytic results
for the whole range of fine structure splittings. When
phonons are taken into account [Fig. 4(b)], both defini-
tions of the concurrence still coincide but yield, in gen-
eral, significantly lower values than the concurrence ob-
tained by neglecting the dot-phonon interaction. How-
ever, at vanishing fine structure splitting δ = 0, the con-
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FIG. 4. Dependence of the time-averaged concurrence 〈C〉∞,
and the single-time integrated concurrence C on the fine
structure splitting δ, calculated (a) without dot-phonon in-
teraction and (b) with phonons at a temperature T = 10 K.
For comparison the analytically obtained result Canalytic for
the phonon-free case is displayed in (a) and (b).
currence remains one even in the presence of phonons as
predicted in previous studies30. This is due to the fact
that both paths of the biexciton cascade are completely
symmetric in this case. The resulting absence of which-
way information makes it possible to get a completely
entangled state for all times.
It is worth noting that the value of the concurrence re-
mains close to one even for the relatively large fine struc-
ture splitting of δ = 0.1 meV. As will be discussed in
Sec. IV, the dependence of the double-time integrated
concurrence on δ turns out to be completely different.
The near independence on δ of the single-time integrated
concurrence is easily understood by the argument of
Stevenson et al.11 discussed in the introduction according
to which there is a high probability for finding the max-
imally entangled state |Ψ〉 = 1√
2
(|HH〉 + eiτδ/h¯|V V 〉).
Thus, the time-dependent as well as the single-time in-
tegrated concurrence have high values because even for
finite δ the system is at any point in time close to a
maximally entangled state. This high degree of entangle-
ment can, however, not be uncovered when the system
state is reconstructed by collecting data points over an
extended τ interval, as is done in the double-time inte-
grated concurrence, because of destructive interference.
The remaining observed weak decrease of the single-time
integrated concurrence with rising δ reflects the deviation
of the actual system state from the idealized pure state
|Ψ〉.
Finally, the dependence of 〈C〉∞ and the single-time
integrated concurrence C on the cavity loss rate κ is de-
picted in Fig. 5 for a fine structure splitting δ = 0.1 meV.
Again, in absence of dot-phonon interaction, the time-
averaged concurrence as well as the single-time integrated
concurrence coincide with the analytic result, which is
independent of κ. When the interaction between the
quantum dot and the phonons is accounted for, it is
found that the concurrence increases monotonically with
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FIG. 5. Dependence of the time-averaged concurrence 〈C〉∞
and the single-time integrated concurrence C with and with-
out dot-phonon interaction on the cavity loss rate κ using a
fine structure splitting δ = 0.1 meV. Also shown is the ana-
lytically obtained result Canalytic.
increasing loss rate. At κ = 0, the concurrence be-
comes zero (not shown) and for large loss rates, the con-
currence approaches the same value as obtained when
the dot-phonon interaction is disregarded. This can be
explained by the fact that the dot-phonon interaction
enables phonon-assisted processes. First of all, given
enough time, phonon emission and absorption leads to
a thermal occupation of energy eigenstates. Secondly,
transitions involving the exciton states |XH , 1, 0〉 and
|XV , 0, 1〉, which are otherwise off-resonant, are enabled
by the absorption of phonons with energies close to EB/2.
For typical biexciton binding energies in the range of a
few meV this energy is close to the maximum of typical
phonon spectral density43, so that the phonon-assisted
transitions through excitonic states are particularly ef-
ficient. In any case, the coherences between the states
|G, 2, 0〉 and |G, 0, 2〉 are strongly reduced by phonon ef-
fects, which in turn reduce the concurrence C(t).
However, the phonon-induced loss of coherence re-
quires a finite amount of time and therefore competes
with the cavity losses. Note that the latter leads to a
uniform decrease of the coherences as well as the occupa-
tions of the two-photon state, which appear in the numer-
ator and the denominator in the definition of the concur-
rence C(t) in Eq. (8), respectively. Therefore, the cavity
losses do not directly affect the concurrence C(t), which
is also the reason why the analytic expression Canalytic in
Eq. (25) does not depend on κ. In contrast, phonons only
marginally affect the occupations but they can strongly
reduce the coherences, which results in a reduced con-
currence C(t). Thus, if the cavity loss rate κ is small,
phonons can suppress the degree of entanglement mea-
sured by the concurrence C(t). For large κ, the occupa-
tions can decay faster than the time needed for phonon-
induced decoherence, so that for very large κ the phonon-
free situation is recovered.
To summarize, our numerical calculations of the con-
currence in the biexciton cascade in the absence of dot-
phonon interaction confirm the validity of the analytic
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expression for the concurrence in Eq. (25) for a large
range of fine structure splittings and cavity loss rates.
This supports the core idea of our analytic approach that
the biexciton cascade can be discussed in terms of an ef-
fective three-level system that, when the biexciton bind-
ing energy is large enough, is in the weak-coupling limit
(g˜  κ) even if the original system is not (g ∼ κ). As a
consequence of the weak coupling in the effective three-
level system, the dynamics of the relevant two-photon
density matrix elements is exponentially damped rather
than oscillatory, so that an integration over time does
not lead to a cancellation of coherences. For this reason,
the single-time integrated concurrence C agrees very well
with the typical value of the time-dependent concurrence
C(t) and its average value given by 〈C〉∞ and is there-
fore a measure for the entanglement of formation of the
two-photon state. Numerically exact path integral cal-
culations reveal that the relation C ≈ 〈C〉∞ still holds
when the dot-phonon interaction is accounted for.
However, the quantitative agreement between C and
the time-averaged concurrence 〈C〉∞ can also be brought
to its limits: For systems with small or vanishing biex-
citon binding energy, λ = h¯g/( 12EB) is no longer a
small parameter, which has consequences for the time-
dependent concurrence as can be seen in Fig. 6. For
a small biexciton binding energy, the concurrence C(t)
shows pronounced oscillations that persist for more than
100 ps if the influence of phonons is disregarded. When
accounting for the dot-phonon interaction the oscillations
are damped down much more quickly. These oscillations
can be traced back to a coherent Rabi dynamics between
the ground and the biexciton state which causes an oscil-
latory behavior for both the numerator and the denomi-
nator in the expression for C(t) given by Eq. (8). If one
compares in such a case the long-time limit of the time-
averaged concurrence 〈C〉∞, which coincides reasonably
well with C(t) for long times, with the single-time inte-
grated concurrence C, where numerator and denominator
are separately averaged over time, it is found that these
quantities noticeably deviate.
IV. DOUBLE-TIME INTEGRATED
CONCURRENCE
Having discussed the time-dependent and single-time
integrated concurrence, we now move on to the double-
time integrated concurrence. To this end, we derive an
analytic expression for the double-time integrated con-
currence for the biexciton cascade in absence of dot-
phonon interaction and subsequently compare it with nu-
merical results.
A. Analytic results
The calculation of the double-time integrated concur-
rence C as defined in Eq. (16) requires the knowledge of
the two-time correlation function G
(2)
ij,kl(t, τ), which can
be obtained in the Heisenberg picture by
G
(2)
ij,kl(t, τ) = Tr
[
a†i (t)a
†
j(t+ τ)ak(t+ τ)al(t)ρˆ(0)
]
, (27)
where ρˆ(0) is the initial density matrix. Introducing
the time evolution operator U(t) and rearranging terms
yields
G
(2)
ij,kl(t, τ) = Tr
[
a†jakU(τ)[alU(t)ρˆ(0)U(−t)a†i ]U(−τ)
]
.
(28)
To obtain the double-time integrated concurrence, we
first integrate over the time t and define
G
(2)
ij,kl(τ) =
∞∫
0
dtG
(2)
ij,kl(t, τ) = Tr
[
a†jakU(τ)ρ˜(0)U(−τ)
]
= Tr
[
a†j(τ)ak(τ)ρ˜(0)
]
= 〈a†jak(τ)〉ρ˜, (29a)
with
ρ˜(0) =
∞∫
0
dt alU(t)ρˆ(0)U(−t)a†i = al
[ ∞∫
0
dt ρˆ(t)
]
a†i .
(29b)
Thus, G
(2)
ij,kl(τ) can be calculated like the average of
the operator a†jak at time τ evaluated with a generalized
(possibly non-Hermitian) density matrix ρ˜. The initial
value of ρ˜ can be obtained from the dynamics of the den-
sity matrix elements that have been calculated analyti-
cally in the last section. The matrix elements have to
be integrated over the time t and the photon operators
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al and a
†
i have to be applied from the left and from the
right, respectively. Note that to derive Eqs. (29) we have
assumed a time evolution given by a unitary operator
U(t). In practice, we take into account a Lindblad term
in the equations of motion for the description of cavity
losses due to the coupling of the light modes within the
cavity with a continuum of light modes outside the cavity.
Such non-Hamitonian terms give rise to a dynamics that
is, in general, not described by a unitary time evolution.
However, when the light modes outside the cavity are in-
cluded in the description, the time evolution of the total
system can again be represented by a unitary time evo-
lution operator U(t). Calculating the trace in Eq. (29a)
over the field modes outside of the cavity and applying
the usual Markovian approximation for the derivation of
the Lindblad equations it is straightforward to show that
the abovementioned prescription for the calculation of
G
(2)
ij,kl(τ) identically transfers to systems with Lindblad
terms such as cavity losses.
As before, it is easy to see that in order to calculate
the concurrence, one only needs to account for matrix ele-
ments of ρˆ(t) involving the five states defined in Eqs. (19)
with exactly two excitations. The application of the op-
erators al and a
†
i reduces the number of photons and
thereby the number of excitations by one. Furthermore,
the biexciton state without photons |B, 0, 0〉 is removed
by the action of a photon destruction operator, leaving
only the four relevant states
G˜H =|G, 1, 0〉, (30a)
X˜H =|XH , 0, 0〉, (30b)
X˜V =|XV , 0, 0〉, (30c)
G˜V =|G, 0, 1〉 (30d)
that have to be accounted for in the calculation of ρ˜(τ).
Restricted to this basis, the dot-cavity Hamiltonian reads
H =

0 h¯g 0 0
h¯g 12 (EB + δ) 0 0
0 0 12 (EB − δ) h¯g
0 0 h¯g 0
 . (31)
This Hamiltonian represents a system of two decoupled
two-level systems, which is diagonalized by the eigen-
states
G˜′i = cos(λi)|G˜i〉 − sin(λi)|X˜i〉, (32a)
X˜ ′i = sin(λi)|G˜i〉+ cos(λi)|X˜i〉 (32b)
with i ∈ {H,V }. In order to get more transparent ex-
pressions, we again focus on terms up to second order in
λ and approximate cos(λH/V ) ≈ 1 − 12λ2H/V as well as
sin(λH/V ) ≈ λH/V . Then, the energy eigenvalues are
EG˜′i
=− λ2i
1
2
(EB + δi), (33a)
EX˜′i
=(1 + λ2i )
1
2
(EB + δi) (33b)
FIG. 7. Sketch of the four-level system for the descrip-
tion of the τ -dependence of the two-time correlation function
G
(2)
ij,kl(t, τ). The application of al from the left and a
†
i from
the right on the density matrix ρ with non-zero elements only
for the five states depicted in the top panel results in a gen-
eralized density matrix with non-zero elements only for the
four states in the middle panel. The resulting four-level sys-
tem can be decomposed into two decoupled two-level systems
and diagonalized analytically.
with δH/V = ±δ.
Transforming also the Lindblad term into the basis of
the states in Eqs. (32), we obtain the equations of motion
∂
∂τ
ρ˜G˜′iG˜′j
=
[ i
h¯
(EG˜′i
− EG˜′j )− κ
(
1− 1
2
(λ2i + λ
2
j )
)]
ρ˜G˜′iG˜′j
− 1
2
κ
(
λiρ˜X˜′iG˜′j
+ λj ρ˜G˜′iX˜′j
)
, (34a)
∂
∂τ
ρ˜G˜′iX˜′j
=
[ i
h¯
(EG˜′i
− EX˜′j )−
1
2
κ
(
1− λ2i + λ2j )
)]
ρ˜G˜′iX˜′j
− 1
2
κ
(
λiρ˜X˜′iX˜′j
+ λj ρ˜G˜′iG˜′j
)
, (34b)
∂
∂τ
ρ˜X˜′iX˜′j
=
[ i
h¯
(EX˜′i
− EX˜′j )−
1
2
κ
(
λ2i + λ
2
j )
)]
ρ˜X˜′iX˜′j
− 1
2
κ
(
λiρ˜G˜′iX˜′j
+ λj ρ˜X˜′iG˜′j
)
. (34c)
Note that the cross terms introduced by the losses are of
minor importance since the slowly changing occupations
ρ˜G˜′iG˜′j
and ρ˜X˜′iX˜′j
are off-resonantly driven by the fast
oscillating (with frequency ∼ 12EB/h¯) coherences ρ˜G˜′iX˜′j
and vice versa. This allows us to neglect these cross
terms in the following. Then, the solutions of Eqs. (34)
are damped oscillations.
Here, we are interested in the delay-time-integrated
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matrices
ρij =
∞∫
0
dτ ρ˜ij(τ), (35)
which can be expressed by
ρG˜′iG˜′j
=
1
κ
(
1− 12 (λ2i + λ2j )
)− ih¯(EG˜′i − EG˜′j) ρ˜G˜′iG˜′j (0),
(36a)
ρG˜′iX˜′j
=
1
1
2κ
(
1− λ2i + λ2j
)− ih¯(EG˜′i − EX˜′j) ρ˜G˜′iX˜′j (0),
(36b)
ρX˜′iX˜′j
=
1
1
2κ
(
λ2i + λ
2
j
)− ih¯(EX˜′i − EX˜′j) ρ˜X˜′iX˜′j (0). (36c)
The final steps to obtain the double-time integrated con-
currence are a number of basis transformations of the
initial values: First, we have to transform the analytic
result for the single-time averaged density matrix in the
effective three-level system [basis: G′i, B
′ in Eqs. (22)]
back into the original five-level system [basis: Gi, Xi, B
in Eqs. (19)], then we have to apply the photon anni-
hilation operators [new basis: G˜i, X˜i in Eqs. (30)] and
transform the result to the diagonal basis spanned by
the states G˜′i and X˜
′
i defined in Eqs. (32) to obtain the
initial values for the effective density matrix ρ˜ij(0). With
these initial values, Eqs. (36) are evaluated and the result
is transformed back to the basis spanned by G˜i and X˜i.
Keeping only second-order terms, we find the initial
values:
ρ˜G˜′iG˜′j
(0) ≈ρ˜G˜iG˜j (0) = 4(2δij − 1)
g2
κ2
λiλj
κB
, (37a)
ρ˜G˜′iX˜′j
(0) ≈ρ˜G˜iX˜j (0) = 2i(2δij − 1)
g
κ
λiλj
κB
, (37b)
ρ˜X˜′iX˜′j
(0) ≈ρ˜X˜iX˜j (0) = (2δij − 1)
λiλj
κB
. (37c)
The double-time integrated density matrix elements en-
tering the concurrence are
ρG˜iG˜j ≈
1− 12 (λ2i + λ2j )
κ
(
1− 12 (λ2i + λ2j )
) ρ˜G˜iG˜j (0)
+
λiλj
1
2κ(λ
2
i + λ
2
j )− ih¯ (EX˜′i − EX˜′j )
ρ˜X˜iX˜j (0) (38)
because the coherences ρ˜G˜′iX˜′j
lead to contributions of the
order of O(λ3). Thus, the double-time integrated density
matrix has two contributions, one from direct transitions
through the low-energy eigenstates G˜′i and one from tran-
sitions through the high-energy exciton-like eigenstates
X˜ ′i. On the one hand, the contributions from the occu-
pations ρ˜X˜′iX˜′j
are suppressed by a factor ∼ λ2 because
the projection of X˜ ′i on G˜i is ∼ λ. On the other hand, the
losses for the exciton-like states X˜ ′i are smaller by a factor
∼ λ2, so that the time integral yields a larger contribu-
tion. All in all, the relative strength of the contributions
from transitions through G˜′i and X˜
′
i are determined by
the factor 4g2/κ2.
It is also interesting that the occupations of the
exciton-like states X˜ ′i stem from the projection of the oc-
cupations of biexciton-like eigenstate B′ onto |XH , 1, 0〉
and |XV , 0, 1〉 at the time of the loss of the first pho-
ton, i.e., when the first photon annihilation operator
is applied. In contrast, the contributions through G˜′i
have their origin in the occupations of the ground-states
|G, 2, 0〉 and |G, 0, 2〉. This suggests that the latter can be
interpreted as a two-photon process in the sense that two
excitations are transferred from the quantum dot to the
cavity before the first photon is emitted from the cavity,
while the former corresponds to a one-photon process.
This interpretation is corroborated by the fact that the
factor 4g2/κ2 is identical to the ratio κ2P /κ1P between
cavity-assisted two- and one-photon emission processes
discussed in Ref. 19 in the context of the generation of
highly polarized (nonentangled) photon pairs.
Using the analytic expressions for the double-time inte-
grated density matrix ρ, the double-time integrated con-
currence is found to be
C =
2|ρGHGV |
ρGHGH + ρGV GV
=Canalytic
∣∣∣4 g2κ2 + Canalytic 11−ip ∣∣∣
4 g
2
κ2 + 1
(39)
with
p :=
EX˜′H
− EX˜′V
h¯κ 12 (λ
2
H + λ
2
V )
. (40)
Keeping only the lowest-order terms in λ and δEB in the
numerator and in the denominator, we can further sim-
plify this result to
p ≈ δ
h¯κλ2
=
δE2B
4h¯3κg2
. (41)
Note that the contribution of 11−ip to the concurrence
becomes insignificant for δ  h¯κλ2. Therefore, this term
only contributes for small splittings δ, for which the value
of the concurrence Canalytic is nearly one and the double-
time integrated concurrence is well described by
Canalytic =Canalytic
√(
4 g
2
κ2 +
1
1+p2
)2
+
(
p
1+p2
)2
4 g
2
κ2 + 1
(42)
with p from Eq. (41).
B. Numerical results
In Fig. 8, the numerically calculated double-time in-
tegrated concurrence C for the phonon-free case is de-
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FIG. 8. (a) Double-time integrated concurrence C as a func-
tion of the fine structure splitting δ for the phonon-free case
and with phonons for a temperature T = 10 K compared
with its analytic approximation Canalytic in the phonon-free
case and the corresponding asymptotic behavior Casymp. Also
shown is the analytic result Canalytic for the single-time inte-
grated concurrence without phonons. (b) shows a zoom of the
central peak where the red double arrow indicates a FWHM
of 2h¯κλ2 = 8h¯3κg2/E2B .
picted as a function of the fine structure splitting δ for
h¯g = 0.1 meV, κ = 0.25 ps−1, and EB = 1.5 meV
and compared with the analytic expressions for the time-
dependent and double-time integrated concurrence. The
analytic expression for the double-time integrated con-
currence reproduces the main features of the numerical
results quite well. For further comparison we also show
in Fig. 8 results for C accounting for phonons at a tem-
perature T = 10 K. The necessary evaluation of two-
time correlation functions in the presence of phonons has
been carried out by a numerically exact path integral ap-
proach, the details of which will be discussed elsewhere.
Let us first concentrate on the results for the phonon-
free case. In contrast to our analytic expression Canalytic,
which approximates well the time-dependent concurrence
C(t) as seen before and which remains close to one even
for large fine structure splittings, the double-time inte-
grated concurrence C typically has a narrow Lorentzian-
like peak at splittings close to zero with a width ∼ 10 µeV
and, for larger splittings, reaches a plateau. This qualita-
tive behavior of the double-time integrated concurrence
has been reported before in numerical studies20,29 and is
also in agreement with experimental results8–10. How-
ever, to the best of our knowledge, key quantities, such
as the width of the central peak and the height of the
plateau, have not yet been explained in terms of the mi-
croscopic parameters of the system. Here, the deriva-
tion of the analytic expression for the double-time inte-
grated concurrence allows us to identify these key quan-
tities. In particular, recall that the numerator in the
analytic expression for the double-time integrated con-
currence in Eq. (42) has two contributions: the terms
containing the parameter p originating from transitions
through exciton-like energy eigenstates X˜ ′i of the four-
level system in Eqs. (30), and another term from the
transitions through the lowest energy eigenstates G˜′i. Be-
cause p is proportional to the fine structure splitting δ
and the contribution through the exciton-like eigenstates
X˜ ′i decays for large values of p as
1
p , the double-time
integrated concurrence for large δ is determined by the
contribution through the eigenstates G˜′i. For p→∞, one
obtains from the analytic expression in Eq. (42)
Casymp = Canalytic
4g2
4g2 + κ2
=
E2B − δ2
E2B + δ
2
4g2
4g2 + κ2
, (43)
which is also plotted in Fig. 8.
As can be seen from the figure, the central peak can
be attributed to the transitions through the exciton-
like eigenstates X˜ ′i and its width is explained as fol-
lows: Due to the diagonalization of the four-level sys-
tem, the exciton-like states acquire a finite contribution
from states involving the ground state of the quantum
dot and one cavity photon. The admixture of these
states leads to a mean photon number n ≈ λ2H/V for
the states X˜ ′i. Thereby the exciton-like eigenstates ac-
quire a loss term with a rate γ ≈ κλ2. This loss
rate γ of an exciton-like eigenstate coincides with the
cavity-assisted single-photon emission rate κ1P from the
state |XH , 0, 0〉 to |GH , 0, 0〉 derived in Ref. 19. For a
Lorentzian resonance, the full width at half maximum
(FWHM) of the spectrum is related to the exponential
decay rate γ by FWHM=2h¯γ, which in our case yields
FWHM=2h¯κλ2 = 8h¯3κg2/E2B . This value is indicated in
the inset of Fig. 8 as a red double arrow and agrees well
with the FWHM of the central peak of the double-time
integrated concurrence. Finally, we note that at δ = 0
the double-time integrated concurrence reaches its max-
imum value C = 1 even when phonons are accounted for
and thus agrees in this case with C. However, introduc-
ing a phenomenological pure dephasing of the coherences
between electronic configurations has been reported20,29
to result in lower values of C at δ = 0.
Phonons have a noticeable impact on the double-time
integrated concurrence as can be seen, e.g., from the re-
sults (red crosses) shown in Fig. 8 for T = 10 K. In par-
ticular, phonons drastically reduce the concurrence for
larger splittings while for small δ <∼ 0.01 µeV there is
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almost no phonon influence. Overall, qualitative trends,
like the narrow peak of C as a function of δ as well as the
plateau obtained for larger splittings, remain similar to
results obtained without accounting for phonons. This is
in line with previous theoretical calculations in Ref. 29
on the basis of master equations in the polaron frame44.
In the literature13,31 also the impact of frequency fil-
tering of the emitted photons on the behavior of con-
currences evaluated for finite δ has been discussed. It is
worthwhile to note that there are cross-relations between
frequency filtering and selecting photons according to the
delay of their emission. This is best understood by noting
that the emission of the cavity tuned in resonance to the
two-photon transition from the ground to the biexciton
state typically exhibits emission lines at the energies of
the dipole-coupled dot transitions as well as at the two-
photon transition19,31. Emissions via dipole-coupled dot
transitions correspond to a cascaded decay where first a
single photon is emitted in a transition from the biex-
citon to one of the excitons and then, at a later time,
a second photon is generated in the decay of an exciton
to the ground state. In contrast, the two photons from
the direct biexciton-to-ground state transition are gener-
ated almost simultaneously with a much narrower spread
in the emission time than in cascaded emissions. Thus,
filtering the emitted signal at the frequency for the two-
photon transition one collects a subset of photons with
a low spread in τ similar to measuring the single-time
integrated concurrence. Indeed, for a weakly driven cav-
ity Ref. 31 reported in this case values near one inde-
pendent on δ for the single- as well as the double-time
integrated concurrences. On the other hand, filtering at
frequencies of the dipole-coupled transitions or between
the fine-structure split exciton lines results in low val-
ues for the double-time integrated concurrence13,31 while
the single-time integrated concurrence stays close to one.
Thus, using the already discussed argument of Stevenson
et al., according to which simultaneously emitted photon
pairs are expected to have higher degrees of entanglement
than photon pairs emitted with a delay, all tendencies
observed for different frequency filtered emissions can be
nicely explained.
Also the role of the cavity can to some extent be dis-
cussed from the perspective that a cavity provides a fre-
quency filter. However, it should be noted that a cav-
ity tuned to the ground-to-biexciton state transition in
general filters photons not only at the frequency of the
two-photon transition but also at frequencies correspond-
ing to photons emitted in a cascaded decay, as is evident
from the corresponding emission spectra19,31. The rela-
tive weights between two-photon and cascaded emissions
is governed by the ratio of the respective emission rates
κ2P /κ1P = 4g
2/κ2. Thus, for weakly coupled cavities
(g  κ) the cavity essentially filters only the cascaded
emission which should lead to low double-time integrated
concurrences. Indeed, we find from our analytic result
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FIG. 9. Double-time integrated concurrence C for a fine
structure splitting δ = 0.1 meV as a function of the cavity
loss rate κ without phonons and with phonons at temperature
T=10 K compared with the analytic result Canalytic for the
double-time integrated concurrence without phonons and its
asymptotic behavior Casymp. Also shown is the analytic result
Canalytic for the time-dependent concurrence in the phonon-
free case.
Eq. (42)
lim
g→0
Canalytic =
{
1, for δ = 0
0, otherwise
, (44)
i.e., a maximally sharp drop of the double-time integrated
concurrence as a function of δ. Reaching the limit g = 0,
however, is for a cavity without driving a highly singu-
lar case since, for vanishing g, there is no coupling be-
tween the dot levels and the system simply remains in
the biexciton state if radiative recombination is disre-
garded. The above discussion therefore applies for small
but finite g. In the opposite limit g  κ, the assumption
g  EB made in the derivation of our analytic result
may be violated so that, strictly speaking, Eq. (42) can
no longer be used. Nevertheless, the tendency expected
from our above discussion that, in this limit, the cavity
essentially filters only the simultaneous emission and thus
the double-time integrated concurrence should approach
high values is corroborated by formally taking the limit
g →∞ in Eq. (42), which yields
lim
g→∞Canalytic = Canalytic =
E2B − δ2
E2B + δ
2
. (45)
This is in accordance with our expectation as well as
the results in Ref. 31 for an emission filtered at the two-
photon transition.
Apart from the δ dependence also the impact of the
cavity loss rate κ on the different concurrences com-
pared in this paper is instructive. The dependence of the
double-time integrated concurrence C on κ is depicted
with and without phonons in Fig. 9 for the same fine
structure splitting δ = 0.1 meV as used in Fig. 5 for the
single-time integrated concurrence. While the analytic
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expression for the time-dependent concurrence Canayltic
predicts a value close to one and independent of the loss
rate, the double-time integrated concurrence in Fig. 9
significantly depends on κ already without phonons: it
decreases monotonically with increasing κ and follows the
asymptotic expression in Eq. (43) for the height of the
plateau. The latter is due to the fact that we are consid-
ering here a value of δ where in Fig. 8 already the plateau
is reached. While the unnormalized density matrix ele-
ments entering the numerator and the denominator in the
expression for the single-time integrated concurrence are
affected in the same way by a change of κ, this is not the
case for the double-time integrated concurrence. Here,
the unnormalized density matrix elements reflect, ac-
cording to Eq. (38), the competition between two-photon
and sequential single-photon processes. The cavity loss
rate enters the corresponding contributions in two ways:
First, the relative weight of two- and single-photon parts
is governed by the ratio of the corresponding emission
rates κ2P /κ1P = 4g
2/κ2 = ρ˜G˜iG˜j (0)/ρ˜X˜iX˜j (0). Second,
the two-photon parts decay as a function of τ without
oscillations while the sequential single-photon contribu-
tions exhibit oscillations reflecting the relative phase be-
tween the two involved exciton components. This trans-
lates after τ integration into prefactors ∼ 1/κ and ∼
1/[ 12κ(λ
2
i +λ
2
j )− ih¯ (EX˜′i −EX˜′j )]. Altogether, in the limit
of vanishing κ the two-photon contribution dominates ir-
respective of the other parameters due to the ∼ 1/κ3 sin-
gularity and Canalytic approaches Canalytic which is close
to one. For small enough κ and finite δ the concurrence
has reached the plateau with respect to its δ dependence
and is thus well described by Eq. (43), indicating a drop
with rising κ following a Lorentzian with a FWHM 4g.
We note in passing that when κ is further increased for
fixed other parameters the width of the peak in Fig. 8
grows ∼ κ such that according to Eq. (42) Canalytic recov-
ers again to the high value Canalytic in the limit κ→∞.
However, for the parameters used in Fig. 9 this recovery
occurs for much larger κ values than covered in the plot.
For C as well as C the interaction with phonons leads
to a reduction of the concurrence due to decoherence and
because phonons cause the system to be in a mixed state.
As discussed before, the phonon impact decreases with
increasing cavity loss rate because higher κ values limit
the time-window over which the phonon-induced deco-
herence can take place. For the double-time integrated
concurrence this is nicely seen in Fig. 9 where the re-
sults with and without phonons approach each other for
large κ. Altogether we find a diminishing phonon influ-
ence for rising κ on top of a nearly constant behavior
of the single-time integrated concurrence, while for the
double-time integrated concurrence this is superimposed
on a strong decay. The resulting total effect is a complete
trend reversal for finite δ in the presence of phonons: C
increases with rising κ while C decreases as long as δ is
large enough to be in the plateau in Fig. 8.
Interestingly, while the trend reversal as a function of
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FIG. 10. Single- and double-time integrated concurrences
for the phonon-free case plotted vs. h¯κ
δ
for fixed h¯κ δ =
0.01 meV2. Shown are the numerically obtained results to-
gether with the corresponding analytic approximations.
the cavity loss rate is attributed to the phonon influence,
the non-equivalence of C and C can already be demon-
strated in the phonon-free case. To this end, we plot
C and C as a function of h¯κδ for fixed h¯κ δ in Fig. 10.
While C is increasing monotonically with rising h¯κδ , C
is decreasing. The observation of opposite trends in the
single- and double-time integrated concurrences has im-
portant implications for the interpretation of the results.
When comparing different situations, e.g., cavities with
different values κ1 and κ2, it may turn out that accord-
ing to C the cavity with κ1 gives rise to the higher en-
tanglement while for C κ2 leads to the higher entangle-
ment or vice versa. This clearly demonstrates that C
and C cannot be equivalent measures for the same phys-
ical quantity, but instead measure two different types of
entanglement.
V. CONCLUSION
We have studied the two-photon state generated by
the biexciton cascade in a quantum dot embedded in a
microcavity. Our main focus is a comparison of depen-
dencies of three different practical definitions of concur-
rences prevalent in the literature on relevant parameters
such as the exciton fine structure splitting and the cavity
loss rate. In particular, we compare the time-dependent
concurrence C(t) associated with the state of the system
at a given time t, which by definition reflects the corre-
sponding entanglement of formation, with concurrences
derived from the results of different quantum state recon-
struction strategies. These strategies are based on pho-
ton coincidence measurements collecting data points ei-
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ther over extended real- and delay-time intervals (double-
time integrated concurrence C) or over an extended real-
time interval but a narrow delay-time window (single-
time integrated concurrence C). Considering the photons
recorded in the two detectors of the coincidence measure-
ments, these concurrences refer to photons with a simul-
taneous emission time t (C(t)), photons resulting from
simultaneous emission irrespective of the time t of the
emission (C), and photons resulting from emissions with-
out resolving the emission times of both photons (C).
For a quantum dot with finite biexciton binding energy
(EB  δ) in a cavity whose modes are tuned in resonance
with the two-photon transition between the ground and
the biexciton state, we have derived analytic expressions
for the time-dependent, the single-time integrated, and
the double-time integrated concurrence in the absence of
dot-phonon interaction. Our results are applicable also
beyond the weak-coupling limit of the dot-cavity system
and we have shown that they agree well with the results
obtained from numerical calculations.
The single-time integrated concurrence, which can be
accessed experimentally by time-windowing techniques11
or using vary narrow time bins for the delay time12, is
found to be close to the stationary value of the time-
dependent concurrence at long times. This remains true
when the dot-phonon interaction is fully taken into ac-
count. The reason for this agreement between C and C(t)
is that, due to the high energetic penalty involved in the
occupation of single-exciton states with one cavity pho-
ton, the dynamics of the biexciton cascade is essentially
incoherent and exponential, even when the coupling g
is comparable to the cavity loss rate κ. Because all os-
cillations between the states with two photons in either
the horizontally or the vertically polarized cavity mode
are overdamped, the time-integration does not lead to a
significant dephasing of coherences between those states.
Thus, in the dot-cavity configuration considered here, the
information contained in C(t) about the entanglement of
formation assigned to two-photon states in the cavity at
time t is accessible by the more easily measurable single-
time integrated concurrence C.
In contrast, the double-time integrated concurrence,
which in most experiments is the measured quantity since
measuring over extended real-time and delay-time in-
tervals provides the highest photon coincidence counts,
shows a completely different behavior than either C(t)
or C. First of all, disregarding phonons, C as a func-
tion of the fine structure splitting δ has a narrow peak
with a FWHM of approximately 10 µeV and then drops
to a plateau that only weakly depends on the value of
the splitting. We also obtain analytic expressions for the
height of the plateau as well as the FWHM of the central
peak and thereby explain the shape of the double-time
integrated concurrence as a function of δ. Numerical sim-
ulations reveal that phonons do not change this behavior
qualitatively and only lead to quantitative corrections,
which is in line with previous studies29. In contrast, nei-
ther with nor without phonons the time-dependent con-
currence exhibits a narrow peak as a function of the fine
structure splitting which evolves into a plateau for larger
splittings. In the phonon-free case it stays close to one
even for splittings as large as ∼ 0.1 meV, while phonons
lead to a reduction that follows a bell-shaped curve. This
different behavior upon variation of the fine structure
splitting can be attributed to the fact that, even in the
presence of a non-vanishing fine structure splitting, the
two emitted photons are strongly entangled at any given
time, which is reflected in the time-dependent and the
single-time integrated concurrence. However, the inte-
gration over the delay time in the double-time integrated
concurrence gives rise to destructive interference of the
two pathways.
Another qualitative difference between the time-
dependent concurrence and the double-time integrated
concurrence is the dependence on the cavity loss rate:
The analytic expression for C, which does not account
for the effects of phonons, is independent of the cavity
loss rate. Taking dot–LA-phonon interactions into ac-
count using a numerically exact real-time path-integral
method42 reveals that phonons can lead to a reduction
of the concurrence and that the concurrence increases
with the cavity loss rate. The reason for this is that the
losses limit the time available for dephasing processes,
so that for large κ the phonon-induced reduction of the
concurrence is suppressed. In contrast, for the consid-
ered situation C decreases with increasing loss rate in the
phonon-free case as well as when phonons are taken into
account. This κ dependence of C essentially reflects the
competition between two- and single-photon processes.
From these results it clearly follows that upon vari-
ation of the cavity loss rate opposite orderings are ob-
tained with respect to the two figures of merit provided
by C and C, respectively. In addition, already in the
phonon-free case it turns out that C and C exhibit op-
posite trends when varying the ratio between κ and δ
while keeping the product of these quantities constant.
Altogether, this implies that single- and double-time in-
tegrated concurrences cannot be equivalent measures for
the same physical quantity but instead reflect different
aspects of entanglement.
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Appendix A: Dynamics in the effective three-level
system
Here, we calculate the dynamics in the weakly coupled
three-level system spanned by the states |G′H〉, |G′V 〉 and
|B′〉 defined in Eqs. (22). To this end, we define the
density matrix elements
ρν′µ′ := 〈
(|ν′〉〈µ′|)〉, (A1)
with ν′, µ′ ∈ {G′H , G′V , B′}.
In the subspace spanned by the above states, the Lind-
blad losses induce transitions to states with lower excita-
tion numbers. However, these states can be disregarded
in the equation of motion for ρν′µ′ since they do not cou-
ple back to states with higher excitation numbers. Thus,
the trace of the density matrix ρ in the subspace spanned
by {G′H , G′V , B′} is no longer conserved and we find
∂
∂t
ρν′µ′ =
i
h¯
∑
ν¯
[H ′ν′ν¯ρν¯µ′ − ρν′ν¯H ′ν¯µ′ ]
− κ
2
∑
ν¯
(nν′ν¯ρν¯µ′ + ρν′ν¯nν¯µ′), (A2)
where nν′µ′ =
∑
i=H,V (a
†
iai)ν′µ′ is the photon number
operator. The equations of motion for the effective three-
level system are then
∂
∂t
ρB′B′ =− (λ2H + λ2V )κρB′B′ −
∑
i∈{H,V }
2g˜iIm(ρG′iB′),
(A3a)
∂
∂t
ρG′iB′ =
(
i
δ˜i
h¯
− κ
)
ρG′iB′ + ig˜iρB′B′ −
∑
j∈{H,V }
ig˜jρG′iG′j ,
(A3b)
∂
∂t
ρG′iG′j =
[
i
( δ˜i
h¯
− δ˜j
h¯
)
− 2
(
1− 1
2
(λ2i + λ
2
j )
)
κ
]
ρG′iG′j
+ ig˜iρB′G′j − ig˜jρG′iB′ , (A3c)
where we have defined δ˜H/V = ±δ˜. It is straightforward
to see that when the system is initially in the biexci-
ton state, ρG′iB′ = O(λ) and ρG′iG′j = O(λ2). Further-
more, we consider the weak-coupling regime in the effec-
tive three-level system where g˜i  κ. Therefore, ρG′iG′j
decays fast compared to ρB′B′ due to the losses and can
be neglected for the calculation of ρG′iB′ . Then, the co-
herences ρG′iB′ are given by
ρG′iB′(t) = ig˜i
t∫
0
dt′ e(−κ+iδ˜i/h¯)(t−t
′)ρB′B′(t
′). (A4)
Because ρB′B′ changes only on a much longer time scale
(all terms on the r.h.s. of Eq. (A3a) are of the order
O(λ2)) than ρG′iB′ , one can apply the Markov limit con-
sisting of evaluating ρB′B′(t
′) at t′ = t and setting the
lower limit of the intergral to −∞, so that
ρG′iB′(t) ≈ i
g˜i
κ− ih¯ δ˜i
ρB′B′(t). (A5)
Feeding this result back into the equation for ρB′B′ and
dropping terms higher than second order in λ, one finds
ρB′B′(t) ≈ e−κBt, (A6)
κB ≈ (λ2H + λ2V )
(4g2
κ
+ κ
)
. (A7)
Using again Eq. (A5) one obtains explicit expressions
for ρG′iB′ and its complex conjugate ρB′G′i = (ρG′iB′)
∗,
which are the source terms necessary for the calculation
of ρG′iG′j from Eq.(A3c):
ρG′iG′j (t) =
(
g˜ig˜j
κ+ ih¯ δ˜j
+
g˜ig˜j
κ− ih¯ δ˜i
)
×
t∫
0
dt′ e[−(2−λ
2
i−λ2j )κ+i(δ˜i−δ˜j)/h¯](t−t′)e−κBt
′
.
(A8)
Integrating over t′ and keeping only terms up to second
order in the prefactor yields
ρG′iG′j =
g˜ig˜j
κ2
(
e−κBt − e[−(2−λ2i−λ2j )κ+i(δ˜i−δ˜j)/h¯]t
)
.
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