A numerical technique and a computer program based on the met&d of orthogonal collocation on finite elements for solving steady state carrier-mediated transport problems is presented. The method is especially suitable in solving boundary layer type of problems as arise in carrier-mediated transport. The method uses an efficient LU decomposition of a blockdiagonal matrix. A residual criterion is used for the placement of elements which can be easily implemented using an interactive feature inthe computer program. Numerical results for three different systems; a system with simple kinetics and equal diffusivitiee for carrier and its complex, a system with simple kinetics and unequal diffusivities and a system with complex kinetics and equal diffusivities, indicate that the method is very versatile and has very good convergence properties. The method can be used very easily for all these systems by making minor modifications to the computer program.
Introduction
The phenomenon of carrier-mediated transport, which involves diffusional transport coupled with chemical reactions, has been known for a long time. The major impetus for the work in this area was provided by the Scholander's [l] study of oxygen transport in hemoglobin solutions. It has since become an important area of study for engineers due to its applicability to various biological and non-biological systems [ points [32] and a technique based on the Gale&in method [ 171. The semianalytical solutions are elegant and easy to apply provided their validity has been established, usually by some numerical solution. Their range of applicability is also 6ft.en not known beforehand, The numerical methods, on the other hand, can be used as general purpose tools for solving these problems.
In this paper, we describe a technique based on orthogonal collocation on finite elements introduced by Carey and Finlayson [18] and a computer program based on the technique. The method is particularly suitable for solving the boundary layer type of problems which usually arise in the analysis of carrier-mediated transport systems. The method uses a very efficient storage and computational scheme as is discussed later. The method can also be applied to a diverse class of carrier-mediated transport problems, some of which are the facilitated transport in composite membranes , facilitated transport with competing permeants [ 22, 191 , facilitated transport involving reversible as well as irreversible reaction [23] and the classical carrier-mediated transport problem [ll] . The use of the technique is demonstrated in this paper using three different carrier-mediated transport systems. Comparisons with other numerical techniques are also made. Applications of the technique to other situations will be discussed in a forthcoming paper.
Mathematical description of the carrier-mediated transport problem
We start by considering the situation in which a reversible chemical reaction takes place between a permeant, A, and a carrier, B, to form a carrierpermeate complex, AB. The carrier and its complex are constrained to stay within a membrane of thickness, L. The diffusion reaction equations describing the system can be written as: 
The numerical procedure developed in this paper is illustrated for the case of equal, as well as unequal diifusivities. For either case we have an algebraic relation between Ca and CAB, and eqn. (1) need be solved only for the components A and B, which for the case of equal diffusivities reduces to:
De-dimensionalization of eqns. (10) and (11) and T = C&,0.
P and S are the two DamkShler numbers for the system. The relations between the de-dimensionalized and the original variables are: 
The physical quantities of interest after solving these equations are the total flux of the permeating species, A, and the facilitation factor, F, defined as the ratio of the facilitated flux and the flux due to the simple physical diffusion alone. These can be obtained by subtracting eqns. (10) Consider a second order ordinary differential equation:
The boundary conditions for the differential equation are assumed to be known. The method of orthogonal collocation consists in representing the solution to the differential equation by a linear combination of orthogonal polynomials in the interior of the interval. A typical solution is,
where Pi_l(x)'s are the orthogonal polynomials of (i -1)th order defined over the interval of interest and the first two terms are added to account for the boundary conditiops, Shifted Legendre polynomials defined over the interval 0 Q x < 1 were chosen in this work. The Nth degree polynomial has N roots in the interval. Equation (,l8) contains ~+2cunknown constants and can alternatively be written as:
. ,- 
This equation can be used to derive the expressions for the first and second derivatives at the collocation points in terms of the solutions at the collocation points and the roots of the orthogonal polynomials. Successive differentiations of eqn. (19) and evaluations at x = x1 give:
Equations (20) and (21) 
The square matrices A and B are dependent solely on the roots of the orthogonal polynomials and hence can be calculated once and for all as soon as the orthogonal polynomials are selected. This is a direct consequence of choosing the roots of orthogonal polynomials as the collocation points. An arbitrary choice of collocation points would require reevaluation of A and B matrices for each problem. It is also seen in (ref. 25 ) that with this procedure, the solution converges very rapidly as the order of polynomial, N, is increased. This is another reason for choosing the roots as the collocation points.
If the integral of the solution vector Y is desired, it can be evaluated using the quadrature formula,
Equation ( A similar equation can be written for Cx. Equations (30)-(32) represent a blockdiagonal system of equations as is discussed in detail by Carey and Finlayson [18] . The solution to these equations represents the solution to the original problem for M number of elements. As one places additional elements in appropriate places according to the criterion discussed later, the true solution is approached fairly rapidly. The method of solution is discussed next.
The method of solution
An orthogonal collocation procedure with 3 interior collocation points in each element (solution being represented by a fourth order polynomial) was used in this-work. Before attempting the solution of the system of non-linear equations just discussed, the various unknowns CAf and Ca! must be arranged in a single solution vector. This can be done as illustrated in Fig. 1 for 2 equally spaced elements. The numerical values of the actual collocation points are also shown in the figure. We remark that the collocation points are not equally spaced in each element. The yi's in Fig. 1 Once the solution to eqn. (34) is obtained, the new solution can be calculated. The procedure is continued until the difference between the successive iterates (y'+l -Yk) becomes fairly small. This then represents the solution to the problem for M number of elements at the collocation and the continuation points. To obtain solution at other points one can interpolate for each element using the following equation, similar equation being valid for As mentioned earlier, the method of orthogonal collocation on finite elements with 3 interior collocation points in each element was used. A method with more interior points in each element would probably lead to a faster convergence requiring lesser number of elements for the final convergent solution but the consequent increase in the matrix size for individual blocks (10 X 10 for N = 3 to 14 X 14 for N = 5) increases the computational costs offsetting the advantage. The lower order method also has a lower round-off error, making it more desirable to use. A brief discussion of the computer program used in the solution is given next.
The computer program
The computer program, CARMED*, for the solution of the carrier-mediated transport problem consists of a set of thirteen routines, including the MAIN program. The arrangement of various subroutines is shown in Fig. 2 below. A downward sloping line indicates that a lower order subroutine is called by a higher order one. The functions of various subroutines are summarized below.
*A copy of the computer program and the users' manual is available from the authors. 
SOLVE
This routine solves the blockdiagonal system of equations using the L and U matrices calculated by BLDIAG. Backward and forward substitution algorithms are used for this purpose.
RES
This routine calculates the residuals at the continuation points using the solution vector calculated by SOLVE. Routine FUNC is called to calculate the reaction rates at the collocation points.
RINTRP
This routine sets up the equations to calculate the interpolating polynomials for all the elements and then calls BLDIAG and SOLVE (with M = 1) to solve them.
REORDR
This routine receives the location and the number of additional elements from MAIN program and using the interpolating polynomials from RINTRP, calculates the starting guesses in the Newton-Raphson procedure for the new set of equations.
KINET
This routine calculates the elements of the jacobian matrix, by calling routine PDERV, and the function values for the boundary conditions and the reaction rate terms, by calling routines FUNC & BNDRY.
PARAM
This routine calculates the dimensionless parameters of the differential equations using the physical constants supplied by the MAIN program.
FUNC
This routine calculates the values of the kinetic expressions (right hand side of the differential equations) for various components.
PDER V
This routine calculates the partial derivatives of the kinetic expressions.
BNDR Y
This routine is used to define the boundary concentrations of the permeant.
DIFCOR
This routine is used to make corrections when the diffusivities of the carrier and its complex are not same.
Routines PARAM, PDERV, BNDRY 8~ DIFCOR are the ones that need to be changed for problems with different kinetic schemes. The procedure to construct these routines is illustrated in the Appendix. The users' manual contains these routines and complete set of data for three examples discussed in this paper.
Results of the numerical calculations
The computer program was tested for three different physical systems. The numerical results for two of these systems are available in the literature. The calculations were done on Amdahl470 V/8 computer at the University of Michigan. The machine has a 16 digit accuracy in double precision. The major features of the present computational procedure are illustrated using the case of CO diffusion through hemoglobin solution. The other two systems (CO2 diffusion through bicarbonate solution and NO diffusion through ferrous chloride solution) are used to illustrate the additional features as well as the application to situations not covered for CO facilitation. The results of the numerical calculations are discussed next.
Carbon monoxide diffusion through membranes containing hemoglobin solution
This system was experimentally studied by Mochizuki and Forster [22] and Wittenberg [28] . Numerical [15, 32] as well as approximate analytical [ 11, 29, 30] equilibrium facilitation. The fact that we were able to solve the equations even for such thick films represents a considerable extension in our capability to handle such systems. The effort involved does not increase substantially as the film thickness changes from 10 pm (7 elements needed for the final convergent solutions) to 2.0 cm (26 elements needed for the final convergent solution). This is due to the ability of the present procedure to locate the elements where the solution is the most important. Recently a new numerical procedure for solving these problems has been introduced by Nedelman and Rubinow (32) . The procedure uses finite difference method with non-uniform grid points which allows the grid points to be concentrated in the boundary region. The procedure, however, does not incorporate any systematic way to adjust the location of grid points whereas in the finite element method the element locations can be systematically adjusted to get fast and accurate results. In the method of Nedelman and Rubinow, the two differential equations were combined in one by introducing two unknown parameters. These parameters have to be guessed at each stage of solution, resulting non-linear equations have to be solved iteratively and the new guesses for the parameters have to be found. The procedure is con- Table 2 we see that the solution was started at fairly small number of elements. One must follow this scheme to save on the computational costs. The reason for starting with small number of elements is that even though the lower order solutions are not very accurate (as is discussed later), they are important in guiding the solution in the right direction with considerable saving in computational effort. A starting solution such as cz = Cr/Ci and Z?* = 1.0, throughout the membrane for a small number of elements would converge for a fairly low computational cost. The converged solution would be a good guess for the next higher number of elements and would consequently reduce the number of iterations required for the higher order solutions where each iteration is more expensive due to larger system size. If a starting solution such as the one just mentioned was used for a large number of elements it would require large number of iterations (at a considerable computational cost) and may not converge at all. Each of the solutions listed in Table 1 required less than 2.0 set in CPU time and the NewtonRaphson procedure converged in 3-5 iterations in each case, following the procedure just outlined.
The procedure described above can also be used to study the effect of various parameters on the solution. To study the effect of various parameters one uses the final converged solution for one set of parameters as the startii solution for the new set of parameters. The solution thus obtained would then be the solution for the new set of parameters. This procedure would be satisfactory if changing the parameters does not alter the solution substantially, otherwise the improvements in the solution would have to be made using the residual criterion. Figure 3 illustrates how the error in the solution obtained by our method decreases as the number of elements increase. The results are plotted with membrane thickness as a parameter. The results indicate that initially the error does not decrease as rapidly but as additional elements are placed in appropriate locations, the error in the solution decreases very rapidly. This behaviour is obviously a desirable one. It also lends confidence to the lower order solutions. One can also observe another trend from Fig. 3 . As the membrane thickness is increased, higher and higher order solutions are needed to obtain results of similar accuracy. This is not unexpected because as the membrane thickness increases, boundary layer thickness becomes proportionately smaller and the problem becomes more difficult to solve.
The approximate solutions of Smith et al.
[ll] and Kruezer and Hoofd [29] match well the results of Kutchai et al. [15] , which are fairly close to rxlo' our results (Table 1) . However, as Kutchai et al. [15] pointed out that they were not able to explain the experimental results of Mochizuki & Forster [ 221 with the set of physical constants used by them. Kruezer and Hoofd [29] tried to explain the results of Mochizuki and Forster [22] using a new set of physical constants. Table 3 Ke8Uk8 of these calculation8 point out that an approximate method which work8 in one situation (compare result8 of Kruezer-Hoofd method with the numerical results of Kutchai et al.) may become fairly inaccurate in a seemingly similar situation. They also point out that even thougls~ an approx- imate solution may agree with the experimental results, it is not a sufficient condition for its validity. Why does the Kruezer-Hoofd method fail in this case while comparing favorably with the numerical results of Kutchai et al. for a similar case? We believe the explanation lies in the fact that the value of the forward rate constant used by Kruezer and Hoofd in this case is two orders of magnitude higher than the value used in the calculations of Kutchai et al. [15] with other parameters remaining nearly the same. This pushes the system towards the so called "near diffusion or low facilitation regime" where the Kruezer and Hoofd [ 291 method is no longer accurate. This explanation is also supported by the results in Table 3 where error in Kruezer-Hoofd method is seen to increase as the facilitation factor decreases or the upstream CO partial pressure increases. We expect that as upstream CO partial pressure is increased further, the KruezerHoofd method will become much worse because as we will see later the facilitation factor decreases very rapidly as upstream CO partial pressure is increased.
NO. OF ELEMENTS
This example obviously points out the importance of numerical methods. Unlike Kruezer-Hoofd's [ 291 method some approximate methods have their own criterion of validity [8, 11, 32] , but these criteria are so broad that except in extreme cases one does not know how good an approximate solution is going to be, and one has to use the numerical methods to obtain reliable solutions.
We next discuss the effect of high upstream partial pressures on facilitated CO transport using the parameters of Kruezer and Hoofd [ 291. The results are shown in Fig. 4 . We find that the facilitation factor decreases very rapidly as the upstream CO partial pressure increases. Similar results are reported by Nedelman and Rubinow [ 321 for a different set of parameters. This should We have also solved the equations for facilitated transport of oxygen by hemoglobin. The equations are identical to the ones for carbon monoxide. The physical constants of Kutchai et al. [15] were used for this case also. Comparisons of our results with Kutchai et al.'s results again indicated that as membrane thickness was increased the difference between the two results increased. A plot of fractional error in flux as a function of number of elements with layer thickness as a parameter had characteristics very similar to the same plot for CO (Fig. 3) .
The facilitation of carbon dioxide by bicarbonate solutions
This example is included here to illustrate the use of the numerical technique for a system with complex kinetics. The equations solved correspond to uncatalyzed kinetic scheme for facilitated CO2 transport as given by Suchdeo and Schultz [31] . Equation (26) 
The correspondences between various quantities in these equations and the ones in the original paper (using the nomenclature used therein) are given below: Table 4 . This table indicates that the computational effort is small even for very thick membranes. It can also be seen that equilibrium facilitation has not been achieved even for a membrane thickness of 20 cm. in all cases was found to decrease very rapidly as the number of elements were increased. This trend isvery similar to the case of CO facilitation. Suchdeo and Schultz reported that at high values of 0~~ (values greater than 20) convergence could not be obtained with their quasi-linearization procedure. However as Table 4 indicates that we were able to obtain solutions for much higher values of 0~~ without much difficulty. This again indicates the superiority of the present method. The results obtained using two methods, for the range they are available, are comparable in accuracy.
The facilitation of NO through ferrous chloride solutions
This case was first solved using the values of the physical constants used by Ward [ 171, who computed the results for various carrier concentrations. The results indicated that a fairly small number of elements (<8) were needed to solve equations for this case. Good agreement was found between numerical and experimental results. A plot of fractional error in flux vs. number of elements with carrier concentration as a parameter showed no obvious dependence of carrier concentration on the error in flux.
We next solved the equations for this system using a hypothetical set of physical constants. These constants were same as used by Ward [ 171 except for the diffusivity of FeNOZ'. Instead of assuming DFez+ = DFeNOz+ = 2 X lob6 cm2/sec, we used &z+ = 2 X low6 cm2/sec and DFeNOg+ = 1 X 10V6 cm2/sec. This case then falls under the category in which the diffusivities of the carrier and its complex are not same. The de-dimensionalized equations for this case are written below: The boundary conditions are given by eqn. (14) . The procedure to solve for the concentration profiles and the flux for this case involves obtaining a guess value of C* from eqn. (6) and Cn f CAB = Cr. The computational procedure is then started for a small number of elements. Once this solution converges, another value for C* is obtained using eqn. (8) . The value of C* to be used for next higher number of elements is found by comparing the calculated and assumed values of C*. This procedure is continued until the residuals at element end points are fairly small. The convergence in the values of C* would probably be obtained by then. If that is not the case, one has to iteratively vary the value of C* till the values converge. The equations for this system were solved for a carrier concentration of 0.1 M. Use was made of routine DIFCOR to make corrections for the differences in the diffusivities. Figure '7 shows the concentration profiles for various passes through the computer program. It is clear from this figure that the concentration profiles in this case also converge very rapidly. The numerical values of the results for this case are included in Table 5 . The results indicate that both the flux and the value of C* converge very rapidly. This example illustrates that the present computational procedure can handle the unequal diffusivities case as efficiently as the equal diffusivities case. None of the computational procedures in the literature have attempted the solution of carriermediated transport equations for the case of unequal diffusivities which is an important case for facilitation involving small molecules. The complete set of routines required for this case are also included in the users' manual. 
Conclusions
The versatility of the method of orthogonal collocation in solving the boundary layer type of problems involving carrier-mediated transport systems has been demonstrated. Comparison with other numerical methods indicates that the method is more efficient and has very good convergence properties. The efficiency in storage results from the blockdiagonal nature of the equations and efficient LU decomposition of blockdiagonal matrices leads to the efficiency in computations. The residual criterion enables the placement of the elements in appropriate places leading to a very fast convergence. The interactive nature of the computer program for the method allows a very easy implementation of the residual criterion and the solutions can be easily obtained without any prior knowledge. Applications to three different physical systems (CO transport through hemoglobin solutions, CO2 transport through bicarbonate solutions, and NO transport through ferrous-chloride solutions) shows that the calculations can be made for a wide variety of situations fairly easily. Unlike the semi-analytical solutions which are not always reliable, the present numerical method can be used with confidence for all situations. The computer program for the method can be used for systems with unequal diffusivities for carrier and its complex or for systems with different kinetics by making minor modifications and has a wider applicability in solving steady state problems involving diffusion and chemical reaction.
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Appendix
The construction of various user supplied routines needed for the computer program, CARMED, is illustrated in this Appendix. Equation (12)- (14) of the text are used for this purpose. A listing of various user supplied routines is included in Fig. 8 .
The routine PARAM calculates the dimensionless parameters of the system such as P, &, S and T in eqns. (12) and (13) . The values of the physical constants are passed to this routine via a COMMON block PCOM. This routine also calculates premultipliers, Z1 and & , which when multiplied by (pi -CL) and (c,' -ci) would give unfacilitated and facilitated fluxes respectively. COMMON block QCOM in this routine contains the dimensionless parameters.
The routine FUNC is used to define the kinetic expressions (right hand side of eqns. (12) and (13)). It uses the dimensionless parameters calculated by routine PARAM which are passed to it via COMMON block QCOM.
The routine PDERV is used to evaluate the partial derivatives of the kinetic functions FX(1) and FX(2) with respect to the concentrations CA and CB. We have DX(1,I) = aFX(I)/ZA and DX(2,I) = aFX(I)/aCB.
The routine BNDRY is used to define the boundary concentrations of CA. We have CABND (1) = CL/C: and CABND (2) = Cz/Ct .
The routine DIFCOR is used to calculate the integral in eqn. (8) of the text when DB # DAB. The complete version of this routine for example 3 is included in the users' manual. However, since for the present case DB = DAB, a dummy routine is substituted to satisfy the loader.
When a problem different than the one discussed here is to be solved, one has to rewrite routines PARAM, FUNC and PDERV as explained above. COMMON block PCOM has to be redefined in routine BNDRY and COMMON blocks PCOM and QCOM have to be re-defined in the MAIN program. Besides these the READ statements in the MAIN program have to be changed to read sll the physical constants of the system. This example illustrates how easily the computer program can.be used for different systems. 
