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In this paper we prove the following result. Suppose that s and t
are vertices of a 3-connected graph G such that G − s − t is not
bipartite and there is no cutset X of size three in G for which
some component U of G − X is disjoint from {s, t}. Then either
(1) G contains an induced path P from s to t such that G − V (P ) is
not bipartite or (2) G can be embedded in the plane so that every
odd face contains one of s or t. Furthermore, if (1) holds then we
can insist that G − V (P ) is connected, while if G is 5-connected
then (1) must hold and P can be chosen so that G − V (P ) is 2-
connected.
© 2008 Published by Elsevier Inc.
1. Introduction
Lovász [7] has conjectured that for every positive integer k there is some integer f (k) such that
for any two vertices s and t in an f (k)-connected graph, there is an s − t path P such that G − V (P )
is k-connected. This implies that for any edge e of an ( f (k) + 1)-connected graph, there is a cycle
through e whose deletion leaves the resulting graph k-connected.
The conjecture of Lovász has been proven for k = 1 with f (1) = 3 [10] and for k = 2 with
f (2) = 5 [1,6]. Kawarabayashi, Lee and Yu [5] proved that f (2) = 4 also works unless G is a double
wheel. Lovász’ conjecture remains open for k  3. Recently, Kawarabayashi, Lee, Reed and Wollan [4]
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is k-connected we require that G − E(P ) is k-connected.
In this paper we consider a variant of Lovász’ problem in which G − s − t is non-bipartite and we
want to choose our path P so that G − V (P ) is both highly connected and non-bipartite. We shall
prove:
Theorem 1.1. Suppose that s and t are vertices of a 3-connected graph G such that G − s − t is not bipartite
and there is no cutset X of size three in G for which some component U of G − X is disjoint from {s, t}. Then
precisely one of the following holds:
(1) G contains an induced path P from s to t such that G − V (P ) is not bipartite, or
(2) G can be embedded in the plane so that every odd face contains one of s or t.
Furthermore, if (1) holds then we can actually insist further that G − V (P ) is connected, while if G is 5-
connected then (1) holds and we can insist that G − V (P ) is 2-connected.
We propose the following analogue to Lovász’ conjecture.
Conjecture 1.1. For every positive integer k there is some integer f (k) such that for any two vertices in an
f (k)-connected graph such that G − s − t is not bipartite, there is an s to t path P such that G − V (P ) is
k-connected and non-bipartite.
Our main result shows that we can choose f (1) = 3 and f (2) = 5. The following example shows
we cannot choose f (1) = 2: let H be the graph obtained from K2,2 with bipartition ({s, t}, {x, y})
and a triangle T with vertex set {u, v, w} by adding the edges su and tv; clearly H is 2-connected
and H − s − t is not bipartite, but H does not contain the desired path. A double wheel is the graph
obtained from a cycle (the ring) by adding two new vertices s and t , both adjacent to every vertex in
the ring. A double wheel with a ring of odd length shows that we cannot choose f (2) = 4.
The conjecture remains open for k  3. We note that we actually prove that there is an induced
path satisfying Conjecture 1.1 for k = 1,2. So it might be possible to require the path to be induced
in the general case.
2. The tools
Let NG(v) denote the set of neighbours of a vertex v in a graph G . For a subset X of V (G) let
G − X denote the graph obtained from G by deleting the vertices in X . If C is a path or cycle in a
graph G , let G − C := G − V (C). For a subset X ⊆ V (G), let G[X] := G − (V \ X) denote the subgraph
induced by X . For a set of vertices X and a vertex x, let X + x denote the set X ∪ {x}.
To prove our result, we ﬁnd it convenient to work in the more general setting of signed
(multi)graphs. A signed graph consists of a pair (G, p) where G is a graph G in which each edge e
has a parity p(e) which can be even (p(e) = 0) or odd (p(e) = 1). In general, we refer to a signed
graph simply as a graph G leaving implicit the parities of the edges.
The parity of a path or cycle in a signed graph is the parity of the sum of the parities of the edges
in it. We say that a path or cycle is even (respectively odd) if its parity is even (respectively odd).
A signed graph is bipartite if every cycle is even. Note that in a bipartite signed graph G , for any pair
of vertices x and y, the parity of any path from x to y is well deﬁned, that is, every path from x
to y is either even or odd. In fact, this property characterizes bipartite signed graphs. Every bipartite
signed graph has a bipartition (A, B) of V (G) such that every even edge has both endpoints either
in A or in B , and every odd edge has one endpoint in A and the other in B .
Throughout the paper we use edge contractions. We need to deﬁne these operations in the context
of signed (multi)graphs. Let e = xy be an edge of a signed graph G and suppose there is no other edge
with the same endpoints. Suppose we contract it onto x. If xy is even, then we just contract xy to
a new vertex and we leave the parities of the edges unchanged. If xy is odd, then we switch the
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in the original graph, their parities are switched in the new graph.
We note that after a contraction of an edge e, the cycles and paths with endpoints distinct from
the new vertex ve in the new signed graph correspond to cycles and paths (with the same endpoints)
with the same parity in the original signed graph. A path in the new signed graph having ve as an
endpoint corresponds to a path with the same parity in the original signed graph having x as an
endpoint (this path goes through xy if the path in the new graph goes through an edge that had
parity switched).
We need the following lemma which is of some independent interest:
Lemma 2.1. If s is a vertex in a 3-connected signed graph G such that G − s is not bipartite, then there is an
induced odd cycle C in G − s such that G − C is connected.
Proof. Choose an odd cycle C in G − s that maximizes the size of the component containing s, and
subject to this, having minimum length. Clearly, C is induced. Suppose that G − C is not connected
and let U be the component of G − C containing s. Note that for any vertex v in G − U − C , we
can ﬁnd three paths in G − U from v to C which are internally disjoint from C . Clearly, the union of
these paths and C contains an odd cycle which does not contain all the vertices of C . Thus, by the
maximality of U , there is a vertex of C which has no neighbour in U . We consider a maximal path P
of C none of whose internal vertices have a neighbour on U . By hypothesis, there are three vertices
of C which have neighbours in U . So, C − P is non-empty, and the endpoints of P have neighbours
in U . Since the endpoints of P do not form a cutset in G , there is a path Q from the interior of P
to C − P which is internally disjoint from C . Clearly, this path is disjoint from U also. Furthermore,
there is an odd cycle of C ∪ Q which contains exactly one endpoint of P . But this contradicts our
choice of C . Hence G − C is connected. 
We shall use the following result of Seymour [8] and Thomassen [9], which extends a result of
Jung [3].
Lemma 2.2. Suppose s1, s2, t1, t2 are four vertices of a graph G such that there is no cutset X of G of size at
most three for which some component U of G − X contains none of these vertices. Then precisely one of the
following holds:
1. there are vertex disjoint paths P1 and P2 such that Pi links si to ti ,
2. the graph obtained from G by adding the edges s1s2, s2t1, t1t2, t2s1 and a vertex adjacent to all of vertices
in {s1, s2, t1, t2} is planar.
Wagner [11] proved that every 4-connected non-planar graph contains a K5 minor. We need the
following lemmas whose proofs are well known (see for instance Chapter X in [2]). The Wagner
graph W consists of a cycle of length eight plus all edges connecting pairs of antipodal vertices (at
distance four on the cycle).
Lemma 2.3. Suppose G is a 3-connected non-planar graph such that there is no cutset X of size three in G for
which G − X has at least three components. Then G contains a W or a K5 minor.
Lemma 2.4. Suppose G is a 3-connected non-planar graph which contains a W minor but not a K5 minor.
Then G is isomorphic to W .
We shall also need one more lemma whose easy proof we omit.
Lemma 2.5. Suppose G contains a Kl minor, X is a cutset of size less than l in G, and U is the unique component
of G − X which completely contains a node of the minor. Then the graph H obtained from G[X +U ] by adding
a clique on X also contains a Kl minor.
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We actually prove Theorem 1.1 for signed graphs. So all results we prove in this section concern
signed graphs.
First note that (1) and (2) in the statement of Theorem 1.1 are mutually exclusive. If there is an s
to t path P in G such that G − P is non-bipartite, then clearly (2) cannot hold. On the other hand,
suppose that G can be embedded on the plane so that every odd face contains s or t . Then for any s
to t path P , restricting our embedding to G − P , we obtain an embedding where every face is even,
except possibly the face which consists of the union of all the faces incident to the vertices of P .
Since every planar embedding of a (signed) graph has an even number of odd faces, this implies that
G − P is bipartite.
Proof of the ﬁrst assertion
Assume that Theorem 1.1 is false and consider a counterexample G with as few vertices as possible
and subject to this, with as few non-adjacent pairs of vertices as possible.
Claim 1. G is non-planar.
Proof. Assume for a contradiction that G is planar and ﬁx an embedding of it. Let P1, P2, P3 be three
internally disjoint s to t paths. Note that every face of G must be separated by the union of two of
the paths P1, P2, P3 from the interior of the third. Hence if G has an odd face containing neither s
nor t , then the boundary of this face is an odd cycle which is disjoint from an s to t path. This is
a contradiction since we assumed that G was a counterexample. So every odd face contains s or t ,
but this is not possible since G is a counterexample. Therefore G must be non-planar. 
Claim 2. G contains a K5 minor.
Proof. By Claim 1 G is non-planar. By our connectivity assumptions on G , there is no cutset X of
size three in G such that G − X has three components. Thus, by Lemma 2.3 G contains a W or a
K5 minor. Suppose by contradiction that G contains no K5 minor. Then by Lemma 2.4 the underlying
simple graph of G is isomorphic to W . We shall show that G cannot be a counterexample.
By assumption G − s − t contains an odd cycle. Thus, if s and t are adjacent in G , then clearly
alternative (1) in Theorem 1.1 holds. If G contains an odd cycle C of length two containing neither s
nor t , then G − C contains an s to t path contradicting the choice of G . So we may assume that G is
simple and isomorphic to W . Let v1, . . . , v8 denote the vertices on the cycle of length eight in W . By
symmetry we have only to consider two distinct cases depending on if s and t are at distance two or
three in this cycle:
• if s = v1 and t = v3 then let P = (v1, v2, v3), or
• if s = v1 and t = v4 then let P = (v1, v5, v4).
In both cases it is easy to see that G − P is non-bipartite. Hence G must contain a K5 minor. 
Claim 3. There is no vertex x in V (G) − {s, t} such that G − s − t − x is bipartite.
Proof. Suppose for a contradiction that there is a vertex x in G − s − t such that G − s − t − x is
bipartite. So if the desired path and odd cycle exist, then such an odd cycle must go through x.
By the connectivity hypothesis on G , the graph G − s− t − x is connected, so it has a unique bipar-
tition (A, B). We want to split x conveniently into new vertices x′ and x′′ obtaining a new graph G∗
and apply Lemma 2.2. The vertex set of G∗ is V (G) − x + x′ + x′′ . We deﬁne the edge set as fol-
lows. Let N0 (respectively N1) be the set of neighbours of x connected to it through an edge of even
(respectively odd) parity. The edge set of G∗ is
E(G − x) + {x′ y ∣∣ y ∈ (N0 ∩ A) + (N1 ∩ B) + s + t
}+ {x′′ y ∣∣ y ∈ (N0 ∩ B) + (N1 ∩ A)
}
.
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to N0 ∪ N1 has the same parity as the correspondent edge in G . Note that x′ and x′′ have degree at
least one in G∗ and if we identify them, we obtain the original graph G . Moreover, any x′ to x′′ path
in G∗ − s− t has odd parity and corresponds to an odd cycle in G by identifying both endpoints. Thus,
the desired path and odd cycle exist in G if and only if there are two disjoint paths in G∗ , one linking
s to t and the other linking x′ to x′′ . Now, G∗ contains no cutset X of size three such that there is a
component of G∗ − X which is disjoint from s, t, x′, x′′ , as such a cutset would correspond to a cutset
of G (by identifying x′ and x′′) contradicting our hypotheses. So, by Lemma 2.2, if the desired two
disjoint paths do not exist, then the supergraph of G∗ discussed in that lemma is planar. But since G
is a minor of this supergraph (as can be seen by contracting the edges from x′ and from x′′ to the
new vertex of the supergraph), this implies that G is planar, a contradiction. Hence G − s − t cannot
be made bipartite by the deletion of a vertex. 
Claim 4. If X is a cutset of size three in G then X = NG(s) or X = NG(t).
Proof. Suppose that X = {x, y, z} is a cutset in G . By assumption X cannot contain s or t , since
otherwise some component of G − X is disjoint from {s, t}. Thus G − X has exactly two components,
one containing s and the other t . We denote these sets as Us and Ut , respectively. By Claim 2 we
know that G contains a K5 minor. We choose X amongst all such cutsets so as to minimize the size
of the component containing a node of our K5 minor. Without loss of generality, we can assume that
this component is Us . We note that Us actually contains two nodes of the clique minor, since |X | = 3.
This implies that every vertex of X sees two vertices of Us , otherwise we can choose another cutset
that would contradict the minimality of Us . We consider two cases.
Case 1. G[Us + X − s] is non-bipartite. We shall prove that Ut = {t} and the result follows. Suppose
for a contradiction that Ut − t is non-empty. By our connectivity assumptions on G , there are two
paths in G[Ut + X] linking t, x to y, z. Without loss of generality we can assume that there are paths
P1 and P2 linking t to z and x to y. Similarly, there are two paths of G[Ut + X] linking t, z to x, y.
Without loss of generality we can assume that there are paths P3 and P4 linking t to y and x to z.
Consider the graph G∗ obtained from G by deleting Ut − t and adding edges from t to all vertices
in X (with arbitrary parities), an edge from x to y with the same parity as P2 and an edge from
x to z with the same parity as P4. Note that if we ﬁnd the desired path and cycle in G∗ , then
we obtain the same objects in G . Clearly, G∗ contains a K5 minor and three vertex disjoint s to t
paths. Furthermore, any cutset in G∗ not containing t is a cutset in G whose deletion yields the same
components, except that we add Ut − t to the component containing t . Now consider a cutset Y of
size three in G∗ containing t . Since Y is minimal, it must contain x and separate y from z. So without
loss of generality we can assume that the component R of G∗ − Y containing y does not contain s.
Since y has two neighbours in Us , R − y is non-empty. But then, Y − t + y is a cutset of G separating
R − y from {s, t} which is impossible. Thus, G∗ satisﬁes the same connectivity assumptions as G and
is smaller than G . Hence by the minimality of G we can ﬁnd the desired path and cycle in G∗ and
hence in G (recall that G∗ is non-planar). This is a contradiction, so Ut = {t} and hence, X is just the
set of three neighbours of t .
Case 2. G[Us + X − s] is bipartite. We shall prove that this is not possible. Note that since Us
contains two nodes of the K5 minor, we have Us − s = ∅. We claim that for each vertex v in X , there
are two disjoint paths in G − Ut , one linking s to v and the other linking the vertices of X − v . In
fact, observe that G −Ut satisﬁes the connectivity assumptions of Lemma 2.2. Moreover, the auxiliary
graph described in this lemma contains the one discussed in Lemma 2.5 as a minor and so it is not
planar. Thus the two disjoint paths exist.
Let G ′ be the graph obtained from G by deleting Us − s and adding a clique on X + s so that the
parities of the edges between vertices of X agrees with the parity of the paths between these vertices
in G[Us + X − s] (this is well deﬁned since we assumed that this graph is bipartite). So the desired
path and cycle exist provided they exist in the graph G ′ . Now, G ′ − s − t contains an odd cycle, and
G ′ − s is 3-connected by our connectivity hypotheses on G and the fact that X induces a clique in this
graph. So by Lemma 2.1 applied to G ′ − s and t , there is an induced odd cycle C in G ′ − s − t such
that G ′ − s− C is connected. Since C is induced, and the cycle of G ′ induced by X is even, C contains
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cycle in G ′ and hence in G . This is a contradiction and hence this case does not occur. 
Having analyzed the cutsets of size three of G , we return to the K5 minor which we know exists
in G . If both s and t are singleton nodes of this minor, then they are adjacent and so the edge st is
the desired path P . So we can assume, without loss of generality, that s is not a singleton node of
the minor. We can also assume that s is in some node of the minor, as we can grow a tree T out
of s, stopping when we ﬁrst touch a node of the minor and add all the vertices of T to this node. We
choose an edge sz of G which is in the node of the minor containing s and contract it onto s. We let
G ′ be the graph obtained and s′ be the new vertex in it. Note that if the desired path and odd cycle
exist for this new instance, then by uncontracting sz we get the corresponding objects in G . Since G
is a minimal counterexample, this is not possible. Thus, we shall study the graph G ′ hoping to obtain
further information about the structure of G and derive a contradiction. We note that in doing so, we
need not worry about the parity of the edges incident to s′ since they cannot be used in an odd cycle.
Claim 5. Let sz be any edge of G in a node of the K5 minor, let G ′ be obtained from G by contracting sz onto s
and let s′ be the new vertex. Then
• G ′ − s′ − t is non-bipartite,
• G ′ is 3-connected, and
• for every cutset X of size three in G ′ not containing s′ , there is no component in G − X disjoint from {s′, t}.
Proof. Note that if G ′ − s′ − t is bipartite then so is G − s − t − z, which is not possible by Claim 3.
Thus, G ′ − s′ − t is not bipartite. Note that any cutset of G ′ which does not use s′ is also a cutset
of G . Furthermore, if X is a cutset in G ′ containing s′ then X − s′ + z + s is also a cutset of G . Thus,
there is no cutset of size two in G ′ and no cutset of size three which does not contain s′ but has a
component which is disjoint from {s′, t}. 
Since G is a minimal counterexample, G ′ cannot satisfy the connectivity conditions. Therefore,
there must be a cutset of size three in G ′ containing s′ and so there is a cutset of size four in G
containing s and z.
Claim 6. For any neighbour z of s, there is no cutset X of size four in G containing s, t and z.
Proof. Suppose that there is a cut X = {s, t, v, z} in G . By hypothesis, every component of G − s− t −
v − z contains a neighbour of each vertex in X , and hence the interior of an s to t path. If for some
component U of G − s − t − v − z, the graph G[U + v + z] is non-bipartite then the desired path and
cycle exist, since we simply choose a path whose interior is in another component. It follows that
G − s − t − z is bipartite because every block of this graph is contained in G[U + v + z] for some
component U of G − s − t − v − z. But this is a contradiction by Claim 3. Thus, there is no cutset of
size four in G containing s, t and z. 
Thus by Claims 5 and 6 there must be a cutset Y = {s, x, y, z} for which some component Ut
of G − Y contains t . Otherwise, G ′ would not be a counterexample. We choose x and y so as to
minimize the size of Ut .
Claim 7. If Y = {s, x, y, z} is chosen as above then G − Ut − s is bipartite and Ut − t is non-empty. Moreover,
each one of x and y sees two vertices of Ut .
Proof. Note that by our connectivity hypotheses on G there must be an edge from every component
of G − Y distinct from Ut to s. These hypotheses also imply that there is an edge from Ut to every
vertex of Y − s. Suppose that there is no edge from Ut to s. Then {x, y, z} is a cutset separating
s from t in G . By Claim 4 this cutset is set of neighbours of either s or t . Since s has neighbours
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non-bipartite, contradicting our choice of G . Thus, we can assume that there is an edge from Ut to s.
Thus, there is an s to t path in G[Ut + s] and hence G − Ut − s must be bipartite. Moreover, since st
is not an edge of G it follows that Ut − t is non-empty.
For the second part, note that if x sees no vertex of Ut or sees only t , then {s, t, y, z} is a cutset
in G which is not possible by Claim 6. Further, if x sees only one vertex x′ of Ut and it is distinct
from t , then {s, z, x′, y} is a cutset in G which contradicts our choice of x and y. Thus, x, and sym-
metrically y, sees two vertices of Ut . 
Claim 8. The graph G − Ut is planar. Moreover, there is no node of the K5 minor contained in G − Ut − Y .
Proof. Suppose ﬁrst that every pairing of the vertices of Y can be linked by two disjoint paths in
G − Ut . We will show that this results in a contradiction. By Claim 7 we know that G − Ut − Y is
bipartite. Consider the graph G∗ obtained from G by deleting V (G) − Ut − Y and adding a clique
on Y , using edges of the appropriate parity. Now, G∗ − s − t is non-bipartite because G − s − t is
non-bipartite and G − Ut − Y is bipartite. Further, G∗ has a K5 minor (with nodes being the vertices
of Y and Ut ) and so is not planar. Moreover, G∗ satisﬁes the connectivity condition for our theorem
because G does and every cutset in G∗ is a cutset in G . So the desired path and odd cycle exist in G∗
(and hence in G) which is a contradiction.
Note that if G − Ut is non-planar, then by Lemma 2.2 and our connectivity hypotheses, every
pairing of the vertices of Y can be linked by two disjoint paths. Thus, we have shown the ﬁrst part
of the claim.
For the second part, assume that there is a node of the K5 minor contained in G −Ut − Y . We will
prove that the disjoint paths exist for any pairing of the vertices of Y which gives a contradiction.
Suppose without loss of generality that we want to ﬁnd two disjoint paths from s to x and from y
to z. Consider the graph obtained from G − Ut by adding the edges sy, yx, xz (recall that sz is an
edge of G). By Lemma 2.2 and our connectivity hypotheses, all we need to show is that this graph
is non-planar. To do so, we will show that the graph H obtained from this graph by contracting sz
contains a K5 minor, and hence the original graph cannot be planar. Let G ′ be the graph obtained
from G by contracting sz and let s′ be the new vertex. So Y ′ = {s′, x, y} is a cutset in G ′ . Moreover,
there is a K5 minor in G ′ such that G ′ − Ut − Y ′ contains a node of this minor. Thus, if we apply
Lemma 2.5 to G ′ and Y ′ , it follows that the auxiliary graph described there, which is exactly H except
possibly for multiple edges, has a K5 minor and hence it is non-planar. 
Claim 9. x is adjacent to y in G.
Proof. Suppose x is not adjacent to y in G . We note that there is a path Q of G − Ut from x to y
which does not intersect the edge sz. Let G∗ be the graph obtained from G by adding an edge xy
with the same parity as Q . Note that by Claim 7 this parity is well deﬁned. Clearly G∗ satisﬁes the
connectivity conditions for our theorem. Moreover, by Claim 8, G∗ is non-planar. Thus the desired
path and odd cycle exist in G∗ and hence in G . This is a contradiction for our choice of G , so x is
adjacent to y in G . 
Claim 10. V (G) − Ut − Y has exactly one vertex.
Proof. Assume for a contradiction that there are at least two vertices in V (G) − Ut − Y . Then our
connectivity assumptions on G imply that there are two vertex disjoint paths P1 and P2 in G − Ut
linking {s, z} to {x, y}. Without loss of generality, we can suppose that they link s to x and z to y. Let
G∗ be the graph obtained by deleting V (G) − Ut − Y and adding a new vertex v∗ to all vertices in Y
and adding edges sx and zy. The parities of sx and zy are the same as that of P1 and P2, respectively.
Note that the parity of P2 is well deﬁned since G −Ut − s is bipartite by Claim 7. It remains to deﬁne
the parities of the edges incident to v∗ . The parity of sv∗ can be chosen arbitrarily. By Claim 7, the
subgraph G − Ut − s is bipartite. By looking on the parities of P2 and xy we can determine how the
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check easily for each one of them that is always possible to assign parities to the edges incident to v∗
so that G∗[v∗ + x+ y + z] is bipartite (with the same bipartition of G − Ut − s).
We now show that G∗ satisﬁes the hypotheses of our theorem. Since G−Ut − s is bipartite and G−
s− t is non-bipartite, the graph G∗ − s− t is non-bipartite. We claim that the connectivity hypotheses
of the theorem hold for G∗ . First, note that every cutset of G∗ not containing v∗ is also a cutset of G .
So if G∗ does not satisfy the hypotheses of the theorem, there must be a minimal cutset X∗ of size
at most three in G∗ containing v∗ , let us say X . Note that NG∗(v∗) = Y and G∗[Y ] contains the cycle
(s, z, y, x, s). Suppose that there is some component C of G∗ − X disjoint from Y . Thus C ⊆ Ut and
so there is no edge from V (G) − Ut − Y to Ut in G . But then X − v∗ is a cutset of size at most
two in G which is a contradiction. So we may assume that every component of G∗ − X contains
a vertex of Y . Since G∗[Y ] is 2-connected, X must contain exactly two vertices of Y and G∗ − X
has exactly two components each one of them containing a vertex of Y . Again, since there are no
edges from V (G) − Ut − Y to Ut in G , this implies that X − v∗ is a cutset of size two in G which is
a contradiction. Therefore G∗ satisﬁes the hypotheses of the theorem.
We prove now that G∗ is non-planar. In fact, we will show that the graph H obtained from G∗ by
contracting sz has a K5 minor and hence G∗ cannot be planar. By Claim 8 we know that G − Ut − Y
contains no node of the K5 minor. Therefore there is some component U of G[Ut ] which contains a
node of the K5 minor. The same holds for the graph G ′ obtained from G by contracting sz to a new
vertex s′ . Let Y ′ = {s′, x, y}. By Lemma 2.5 the graph obtained from G ′[U + Y ′] by adding a clique
on Y ′ contains a K5 minor. Since this graph is a subgraph of H , the graph obtained from G∗ by
contracting sz, this implies that H contains a K5 minor and hence G∗ is non-planar.
Finally, by the minimality of G it follows that the desired path and odd cycle exist in G∗ and hence
they exist in G , which is a contradiction. Therefore, V (G) − Ut − Y contains only one vertex. 
Claim 11. Let v be the unique vertex in V (G) − Ut − Y . Then there exists a K5 minor in G such that s, z and v
are all in a same node.
Proof. We may assume that v is in some node not containing s of our ﬁxed K5 minor, since oth-
erwise we can move v into the node of the minor containing s (and z), if necessary. Note that
NG(v) = {s, x, y, z} and xy ∈ E(G) by Claim 9. Thus v must be in a node containing x or y. With-
out loss of generality, assume that v is in the node containing x (which may or not contain y) and
y is in some node of the minor. Let Ni denote the node of the K5 minor containing i ∈ {s, x, y}, pos-
sibly with Nx = Ny . First, note that Ut contains at least two nodes of the minor. Consider the minor
obtained from our minor by moving v to Ns . We claim that it is our desired K5 minor. Since v has
no neighbours in Ut , all edges connecting the nodes Ni (i ∈ {s, x, y}) to the nodes contained in Ut
still do the same in the new minor. Since (v, x, y, v) is a triangle, there are edges connecting all the
nodes Ni for i ∈ {s, x, y}. Hence the resulting minor is a K5 minor in G . 
We are now ready to conclude the proof. Let v be the unique vertex in V (G)−Ut − Y . By Claim 11
we may assume that our K5 minor has s, z and v all in a same node. So, letting v take the role of z,
and repeating the argument above, we conclude that v and s have a common neighbour which has
degree four. This vertex has to be one of x, y and z because NG(v) = {s, x, y, z}. By Claim 7 x and y
have two neighbours in Ut and hence each one of them has two neighbours in G − s − x − y − v .
Therefore, the common neighbour of s and v with degree four must be z.
Let G+ be the graph obtained from G by contracting sv and sz onto s to obtain a new vertex s+ .
Clearly, G+ contains a K5 minor.
If every odd cycle of G uses z then G − s − t − z is bipartite which is not possible by Claim 3. If
C is an odd cycle of G − s − t − z which passes through v then it must use the path xvy. Since xy
has the same parity of this path by Claim 7, it follows that there is an odd cycle in G − s − t − z − v .
Thus, G+ − s+ − t is not bipartite.
Note that if the desired path and cycle exist in G+ then they exist in G . Thus, the connectivity
hypotheses of our theorem cannot hold for G∗ . Note that any cutset of G+ which does not contain
38 K. Kawarabayashi et al. / Journal of Combinatorial Theory, Series B 99 (2009) 30–38s+ is also a cutset of G . Thus, there must be a cutset X of size at most three in G+ containing s+ .
Note that G+ − X and G − (X − s+ + s + v + z) have the same set of components. We claim that
every component of G+ − X contains a neighbour of v or a neighbour of z. If this is not the case then
X − s+ + s is a cutset of size at most three in G which is a contradiction. Since NG(v) = {s, x, y, z}
and xy is an edge of G , there must be exactly one component of G+ − X containing a neighbour of v .
Since v and z play the same role, by symmetry there must be exactly one component of G+ − X
containing a neighbour of z. Thus, G+ − X has exactly two components, one containing a vertex
in NG(v) − s − z and the other containing a vertex in NG(z) − s − v . We can assume that the former
does not contain t . Then Y ′ = X − s+ + s + z is cutset of size four in G containing s and z such that
the component of G − Y ′ containing t is smaller than Ut . This contradicts the choice of the cutset Y
deﬁned before Claim 7. This proves the ﬁrst assertion of the theorem.
Proof of the second assertion
Suppose (1) holds for some 3-connected graph G , i.e. there is an odd cycle C of G such that
s and t are in the same component of G − C . Choose an s − t path P of G − C which maximizes the
component of G − P containing C . Mimicking the proof of Lemma 2.1, we easily obtain that G − P is
connected.
Finally, assume that G is 5-connected. In this case, we show that (2) cannot hold. Suppose for
a contradiction that G is a 5-connected plane graph such that all its odd faces contain s or t . Then
the number of triangles of G is at most d(s) + d(t) where d(v) denotes the degree of a vertex v in G .
Removing one edge from each triangle we obtain a triangle-free plane graph with fewer than 2|V |−4
edges. Thus the total degree in G is at most 4|V |− 8+ 2d(s)+ 2d(t). Since G is 5-connected, the total
degree must be at least d(s) + d(t) + 5|V | − 10. This implies that d(s) + d(t)  |V | − 2 and hence,
the total degree must be 6|V | − 12. Thus every face is a triangle and every edge not incident to s
or t joins two common neighbours of both. This implies that G is a subgraph of a double wheel and
hence it is not 5-connected.
So there is a path P such that G − P contains an odd cycle C . We show now that P can be chosen
so that G− P is 2-connected. Choose an s to t path P maximizing the size of the block B containing C
and subject to this, lexicographically maximizing the sequence of the sizes of the components of G −
P − B , enumerated from largest to smallest. Note that this implies that P is induced. Let U be the
smallest of these components. Let x and y be the ﬁrst and last vertices of P which have neighbours
in U , and let P ′ be the subpath of P between them. Let z be the unique vertex of B which has a
neighbour in U if such a vertex exists and an arbitrary vertex of B otherwise. Since G is 5-connected,
G − x− y − z is 2-connected. Since P is induced, and because there are no edges from U to G − z −
U − P ′ , this implies that there are two edges from P ′ − x − y to G − U − P − z. We let Q be the
subpath of P ′ linking the endpoints of these edges which are on it. Now, rerouting P by replacing P ′
by a path from x to y with interior in U contradicts our choice of P , as the vertices of Q are either
added to B or added to a component of G − P − B other than U .
This contradiction completes the proof of the theorem.
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