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THE (NON-UNIFORM) HRUSHOVSKI-LANG-WEIL ESTIMATES
K. V. SHUDDHODAN
Abstract. In this article we obtain a non-uniform version of Hrushovski’s generalization
of the Lang-Weil estimates using geometric methods.
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1. Introduction
Let k be an algebraically closed field of characteristic p > 0. For any p-primary number
q = pr, and any scheme X/k, by X(q) we mean the base change of X/k along the rth iterate
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of the absolute Frobenius of k. Let F
(q)
X/k be the induced relative Frobenius morphism from
X to X(q).
Now suppose X is a closed subvariety of Ank . Consider a correspondence between X and
X(q) given by a closed subvariety C of X ×k X
(q). Let c1 and c2 denote the projections from
C to X and X(q) respectively. Suppose that c1 and c2 are dominant, and at least one of them
is quasi-finite.
Note that X and X(q) have natural compactifications (say X and X(q) respectively) inside
Pnk . Similarly C has a natural compactification (say C) inside P
n
k × P
n
k which in turn can be
embedded inside Pn
2+2n
k (the Segre embedding). Let ∆
(q)
X/k be the graph of F
(q)
X/k considered
as a subscheme of X ×k X
(q).
Combining techniques from model theory and intersection theory, Hrushovski proved the
following generalisation of the Lang-Weil estimates ([LW54], Theorem 1).
Theorem 1.1 (Hrushovski-Lang-Weil estimates). ([Hru12], Theorem 1.1 (1))
Let n, d1 and d2 be nonnegative integers. There exists an integer M(n, d1, d2) depending
only on n, d1 and d2 satisfying the following properties.
(1) For any choice of p, q, k, n,X and C as above with deg(X) ≤ d1, deg(C) ≤ d2 and
q ≥M(n, d1, d2), the schematic intersection C ∩∆
(q)
X/k is finite.
(2) Moreover we have the following bound for the number of points in the intersection
(1.0.1) |#C ∩∆
(q)
X/k(k)−
δ
δ′
qdim(X)| ≤M(n, d1, d2)q
dim(X)− 1
2 .
Here δ and δ′ are the degree and the inseparable degree of c1 and c2 respectively.
Now suppose that k is an algebraic closure of a finite field Fq. For any scheme X/k
defined over Fq, let FX/Fq : X → X be the geometric Frobenius with respect to Fq. Recently
Varshavsky ([Var18]) gave a geometric proof of the following corollary to Hrushovski’s result.
Corollary 1.2. ([Hru12], Corollary 1.2, [Var18], Theorem 0.1)
Let c : C → X ×k X be a morphism of schemes finite type over k such that,
(1) C and X are irreducible.
(2) c1 and c2 are dominant.
(3) X is defined over Fq.
Let ∆(n) be the graph of F nX/Fq , considered as a closed subscheme of X ×k X. Then for n
sufficiently large, c−1(∆(n)) is non-empty .
Corollary 1.2 has applications to algebraic dynamics ([Fak03]), group theory ([BS05]) and
algebraic geometry ([EM10], [ESB16]).
The aim of this article is to prove the following non-uniform avatar of Theorem 1.1 using
geometric methods.
As before let k be an algebraic closure of a finite field Fq. Let X →֒ P
n
k be a quasi-projective
variety. Let C ⊆ X ×k X be a closed subvariety and we denote the embedding by c. Assume
that C, X , the embeddings X →֒ Pnk and C ⊆ X ×k X are defined over Fq. As before let
∆(n) be the graph of F nX/Fq , considered as a closed subscheme of X ×k X . Let Fix(c
(n)) be
the scheme C ×X×kX ∆
(n).
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Let c1 and c2 be the induced projections from C to X . Suppose that c1 and c2 are domi-
nant, and that c2 is quasi-finite. Let δ and δ
′ be the separable and inseparable degrees of c1
and c2 respectively.
Theorem 1.3. There exist integers N and M such that for all n ≥ N , Fix(c(n)) is finite
(over k), and
(1.0.2) |#Fix(c(n))(k)−
δ
δ′
qndim(X)| ≤Mqn(dim(X)−
1
2
).
First we note that Theorem 1.3 implies Corollary 1.2. Apriori, Corollary 1.2 has weaker
hypothesis as compared to Theorem 1.3. However as shown by Varshavsky ([Var18], Claim
5.2, Steps 1, 2 and 5) we can always reduce to the case where we have these extra hypoth-
esis. Once we are in the situation of Theorem 1.3, Corollary 1.2 is immediate since, the
inequality (1.0.2) implies that
(1.0.3) lim
n→∞
#Fix(c(n))(k)
qndim(X)
=
δ
δ′
,
and hence #Fix(c(n)) = c−1(Γqn) is nonempty for n sufficiently large.
Remark 1.4. It is possible to prove Theorem 1.3 under weaker hypothesis than stated (for
example the quasi-projectivity assumptions can be done away with). However our aim is
to obtain a proof by methods which allow for uniform bounds on M and N as in Theorem
1.1. To make sense of uniform bounds it is necessary to work under these apparently stronger
hypothesis.
Our proof of Theorem 1.3 is closely related to the circle of ideas around Deligne’s conjecture
on the Lefschetz-Verider trace formula for non-proper varieties over an algebraic closure of
a finite field. The conjecture was first verified by Pink ([Pin92]) assuming the resolution
of singularities, and later by Fujiwara ([Fuj97]) unconditionally. Subsequently Varshavsky
obtained an effective generalization of Fujiwara’s trace formula ([Var07]). The key notion
here is that of a contracting correspondence, which ensures vanishing of local terms along
the boundary of a compactification.
The connection between Theorem 1.3 and Deligne’s conjecture was already observed by
Hrushovski ([Hru12], Section 1.1). However as noted there, the non-properness of c1 (crucial
to make sense of Deligne’s conjecture) rules out a ‘direct’ argument. This connection was
reestablished in the recent proof of Corollary 1.2 by Varshavsky ([Var18]).
Indeed, as a first step in the proof of Corollary 1.2 in [Var18] it is shown that (at the cost
of shrinking X) one can assume the natural compactification of c is locally invariant along
the boundary. That the boundary can be made only locally invariant and not globally, is a
manifestation of c1 not being proper. Then using a construction of Pink ([Pin92]), Varshavsky
obtains a trace formula which in turn implies an asymptotic growth of the form (1.0.3) for a
modified correspondence, which is sufficient to show the desired nonemptiness. However this
modification does not allow control over the precise number of fixed points of our original
correspondence, and hence does not lead to an estimate of the form (1.0.2).
In this article we attempt to compute Fix(c(n)) directly using the Lefschetz-Verdier trace
formula. As mentioned earlier the non-properness of c1 immediately leads to technical dif-
ficulties, most important of which is the possible nonvanishing of local terms along the
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boundary. Hence an important step for us in the proof of Theorem 1.3 is the following esti-
mate (Theorem 1.5) for these local terms, which could be of independent interest. We now
describe the various terms appearing in Theorem 1.5.
As before let k be an algebraic closure of a finite field Fq. Let X/k be defined over Fq. Let
c : C → X ×k X be a correspondence, with C and X proper over k. Let c1 and c2 be the
induced maps from C to X . Denote by c(n) the correspondence (F nX/Fq ◦ c1, c2) : C → X×kX .
Let Z ⊆ X be a closed subset of X defined over Fq, which is locally c-invariant over
Fq. That is there exists a cover of Z by open sets Ui of X , defined over Fq, such that
c−12 (Ui ∩ Z) ∩ c
−1
1 (Ui) ⊆ c
−1
1 (Z).
Let F0 ∈ D
b
≤w(X0,Qℓ) be a mixed sheaf of weight less than or equal to w on X0 (the
chosen model of X over Fq). Assume that F0|Z0 belongs to
pD≤a(Z0,Qℓ). Let F be the base
change of F0 to k.
Let u be an element in HomDbc(C,Qℓ)(c
∗
1F , c
!
2F) (a cohomological correspondence of F lifting
c). Then for any n ≥ 1 we have a cohomological correspondence u(n) of F lifting c(n), given
by the natural structure of a Weil sheaf on F .
Fix a field isomorphism (say τ) of Qℓ with C.
Since Fix(c(n)) is proper, and Z a locally c(n)-invariant closed subset, we can make sense
of the local terms LT(u(n)|Z) (see Lemma 7.3 and Section 4.4.3). In this setting we obtain
the following bound on the local terms.
Theorem 1.5. For any ǫ > 0, there exists a natural number N(ǫ) and a positive real number
M(τ), such that for any n ≥ N(ǫ),
(1.0.4) |LT(u(n)|Z)| ≤M(τ)q
n(
(w+a+dim(Z))
2
+ǫ).
Here the norm on the left is with respect to the chosen isomorphism τ .
More generally we prove such a bound for a class of correspondences, which we call good
over Fq (see Definition 7.1).
Note that if Z were c-invariant (and not just locally), Theorem 1.5 would be an immediate
consequence of the Lefschetz-Verdier trace formula. The main difficulty here is that even
though the local terms along a locally invariant subset are defined, they do not correspond
to a global term in a natural fashion.
Before we give a brief outline of the proof, we describe the notations and conventions
followed in this article.
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2. Notations and conventions
2.0.1. All the schemes appearing in this article are assumed to be separated over Z. For
any scheme X , π0(X) denotes the set of its connected components. A variety over a field
k is a geometrically integral scheme of finite type over k. For any integral scheme X/k, by
k(X) we mean the function field of X .
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2.0.2. Let k be either a finite field or an algebraically closed field. For a scheme X of
finite type over k, by Dbc(X,Qℓ) we mean the bounded derived category of Qℓ sheaves with
constructible cohomology ([Del80], Section 1.1.2-3, [BS14], Section 6.6). When we say sheaves
on X , we mean objects in Dbc(X,Qℓ). For any two sheaves F and G on X , by Hom(F , G), we
mean HomDbc(X,Qℓ)(F ,G). The constant sheaf with coefficients in Qℓ on X will be denoted
by Qℓ.
The usual t-structure on Dbc(X,Qℓ) will be denoted by (D
≤0, D≥0). The perverse t-
structure will be denoted by (pD≤0, pD≥0). We use pH i to denote the corresponding perverse
cohomology functors. For any variety X/k (possibly non-normal) we denote by
(2.0.1) ICX := j!∗(Qℓ[dim(X)]),
where j : Xreg →֒ X is the inclusion of the regular locus of X . Here j!∗ is the intermediate
extension functor ([BBD82], De´finition 1.4.22).
2.0.3. We are mostly interested in the triangulated versions of the sheaf operations, so we
will denote them without the usual decorations of ‘R or ‘L’. For example the derived direct
image functors will be denoted by f∗. The only exception to this being the derived (local)
internal Hom functor, which will be denoted by RHom.
For a morphism of schemes f : X → Y , finite type over k, we have adjoint pairs (f!, f
!)
and (f ∗, f∗). Moreover when f is proper we have an adjoint triple (f
∗, f! = f∗, f
!). For an
embedding f : Y →֒ X and any F ∈ Dbc(X,Qℓ) we write F|Y instead of f
∗F . We also follow
a similar convention for a morphism of sheaves.
For any two sheaves F and G on X , and a morphism u from F to G, f∗u will denote the
induced morphism from f∗F to f∗G. We will also follow a similar convention for the other
functors.
2.0.4. When k is an algebraically closed field, we identify Dbc(Spec (k),Qℓ) with the bounded
derived category of finite dimensional Qℓ vector spaces.
2.0.5. For any scheme X of finite type over k, let πX : X → Spec (k) denote the structural
morphism. Let KX := π
!
XQℓ, be the dualizing complex of X . We denote by DX the Verdier
duality functor. For a morphism of sheaves u : F → G, we denote by u∨ the induced morphism
from DXG to DXF .
2.0.6. For schemes X1 and X2 over k, let pr1 and pr2 denote the projections from X1×kX2
onto X1 and X2 respectively. Given any morphism c : C → X1 ×k X2, by c1 and c2 we mean
pr1 ◦ c and pr2 ◦ c respectively.
Let F1 and F2 be sheaves on X1 and X2 respectively. Denote by F1 ⊠ F2 the object
pr∗1F1 ⊗ pr
∗
2F2 in D
b
c(X1 ×k X2,Qℓ). There is a canonical isomorphism ([Ill77], (1.7.6) and
(2.2.4))
(2.0.2) DX1F1 ⊠ DX2F2 ≃ DX1×kX2(F1 ⊠ F2).
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2.0.7. Consider a Cartesian diagram of schemes (finite type over k)
(2.0.3) X ′
g′
//
f ′

X
f

Y ′
g
// Y
.
We shall make repeated use of the proper base change theorem ([Del77], 4.5.4.1) either in
the form g∗f! ≃ g
′
!f
′∗ or its Verdier dual g!f∗ ≃ g
′
∗f
′!. In any case such isomorphisms will be
simply denoted by (BC).
2.0.8. For a closed subscheme Z of X , let IZ denote its ideal sheaf. By Zred we mean the
reduced closed subscheme underlying Z. By Zd, d ≥ 1, we mean the closed subscheme of
X defined by the ideal sheaf IdZ . In particular Z1 = Z, and Zr is a closed subscheme of
Zs, whenever r ≤ s. For a morphism of schemes f : Y → X , by fred we mean the induced
morphism from Yred to Xred.
2.0.9. Let k0 be an arbitrary finite field. Let k be an algebraic closure of k0. Objects over
k0 will be denoted by a subscript 0 (for example X0, f0, F0, etc.). The corresponding object
over k will be denoted without a subscript, for example X, f, F , etc. For a scheme X/k
defined over k0, we denote by FX/k0 the geometric Frobenius morphism of X (with respect
to k0 and the chosen model of X over k0). By F
0
X/k0
we mean the identity map on X .
We shall denote the graphs of F nX/k0 by ∆
(n)
X (or ∆
(n), if there is no scope of confusion)
considered as subschemes of X ×k X . ∆
(0)
X will be simply denoted by ∆X (or ∆).
2.0.10. Let c : C → X ×k X be a morphism of schemes finite type over k. Suppose X is
defined over k0. Then for any n ≥ 0, we denote by c
(n) : C → X ×kX the morphism induced
by (F nX/k0 ◦ c1, c2).
Let F be a Weil sheaf on X , that is a sheaf F and an isomorphism
(2.0.4) FF : F
∗
X/k0
F ≃ F .
Let F n∗F denote the induced isomorphism from F
n∗
X/k0
F to F obtained by iterating (2.0.4). For
any sheaf G on X and any element u in Hom(c∗1F , c
!
2G), we denote by u
(n) the element in
Hom(c
(n)∗
1 F , c
!
2G) obtained as follows
(2.0.5) u(n) : c∗1F
n∗
X/k0
F
∼=
c∗1F
n
F
// c∗1F
u
// c!2G .
2.0.11. For a scheme X0 of finite type over k0, we also have the category of mixed sheaves
Dbm(X0,Qℓ) ([BBD82], Section 5.1.6). As in [BBD82] we denote by D
b
≤w(X0, Qℓ) the full
subcategory of objects in Dbm(X0,Qℓ) of weight less than or equal to w. Note that ICX as
defined in (2.0.1) is pure of weight dim(X) ([BBD82], Corollaire 5.3.2).
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3. Outline of the proof
Our proof can be divided into three distinct steps, which are logically independent of each
other. We describe these now.
1. Preliminary reductions. As a first step towards proving Theorem 1.3, we show that we can
reduce to the case where c2 is generically e´tale (Proposition 5.6). The idea here is simple, we
use the absolute Frobenius to get rid of generic inseparability. Since the desired property is
generic, we work over function fields (Lemma 5.3), and then spread it out. While doing so we
need to be careful about what the procedure does to the only global term Fix(c(n)) occurring
in (1.0.2). The absolute Frobenius being an universal homeomorphism ensures that this is
not an issue.
Next we would like to show that the natural compactification of c (inside the projective
space) can be assumed to leave the boundary locally invariant. This will guarantee that the
boundary becomes contracting after twisting the correspondence by a high enough power of
the Frobenius. This in turn allows us to use a result of Varshavsky on the decomposition of
local terms in the form of Corollary 4.33. As shown by Varshavsky ([Var18], Section 2) the
local invariance along the boundary can always be achieved at the cost of shrinking X .
Finally to be able to apply these two reduction steps, we need to show that it suffices to
prove Theorem 1.3 after shrinking X . This leads us to a lengthy induction argument carried
out in Lemma 5.7. In conclusion, the results of Section 5 allow us to assume that
(a) X is smooth over k.
(b) c2 is e´tale.
(c) The natural compactification of c leaves the boundary locally invariant over Fq.
2. Constructing a cohomological correspondence. We intend to prove Theorem 1.3 using the
Lefschetz-Verdier trace formula (see Corollary 4.13). The formula takes as input a proper
correspondence and a cohomological correspondence lifting it, and produces an equality
between the associated local and global terms.
In the setting of Theorem 1.3 we do have a proper correspondence, namely the natural
compactification C ⊆ X×kX of c (denoted by c). Let j : X →֒ X be the open immersion. On
X we have the following natural cohomological correspondence
(3.0.1) c∗1Qℓ
∼=
// Qℓ
∼=
// c!2Qℓ ,
lifting c. The second isomorphism in (3.0.1) is a consequence of c2 being e´tale.
However (3.0.1) does not extend in a natural way to a cohomological correspondence lifting
c. In fact if either c1 (or c2) were proper, (3.0.1) can be extended to a cohomological corre-
spondence of j!Qℓ (or j∗Qℓ), but as mentioned earlier we cannot ensure this in general. What
does happen in general, is that (3.0.1) can be extended to a morphism
(3.0.2) c∗1j!Qℓ → c
!
2j∗Qℓ .
This duality motivated us to consider the intermediate extension ICX . Constructing pull-
back maps for the intersection complex has been considered by various authors ([BBFGK95],
[Web99], [Web04], [HS06]). However none of these constructions are functorial for general
maps.
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For our purposes this lack of functoriality is not an issue. Using the relative hard Lefschetz
for pure perverse sheaves and Deligne’s decomposition (6.2.4), we construct a cohomological
correspondence (Corollary 6.11)
(3.0.3) u : c∗1ICX → c
!
2ICX ,
which restricts to (3.0.1) on X (upto shift by d := dim(X)).
Moreover our construction of (3.0.3) is such that the linear map c2∗c
∗
1 : H
d(X, ICX) →
Hd(X, ICX) induced by (3.0.3) is multiplication by the generic degree of c1 (Proposition
6.9). This can be seen as a manifestation of c1 and c2 being dominant, and hence their images
intersecting the smooth locus of X .
Purity of ICX then ensures that the the global term associated to (3.0.3), produces the
correct leading and error terms in the estimate (1.0.3) (Proposition 6.12) .
Finally using Varshavsky’s result on decomposition of local terms for a contracting corre-
spondence (in the form of Corollary 4.33), we reduce the problem to computing the naive
local terms of u(n) on X , and the local terms LT(u(n)|Z), where Z is the closed complement of
X in X . Since u|X is the cohomological correspondence (3.0.1) up to shift, and c2 is e´tale, the
naive local terms are easily shown to be 1 (Lemma 6.10).
Thus it remains to show that |LT(u(n)|Z)| asymptotically grows no faster than the error
term, which is of the order qn(d−
1
2
). Note that u(n)|Z is a cohomological correspondence of
ICX |Z lifting a possibly non-proper correspondence (see Section 4.4.3). The rest of the article
is devoted to the proof of Theorem 1.5.
3. Local terms along a locally invariant subset. First we observe that (see Section 7.1.3) local
invariance of a closed subset over Fq, gives rise to a correspondence c : C → X ×k X , and a
Cartesian diagram of the form
(3.0.4) C 
 jC
//
cU

C
c

U 
 j
// X ×k X
,
where
(a) X and C are proper over k.
(b) X is defined over Fq and U = ∪
r
i=1(Ui ×k Ui), where Ui’s are open subsets of X defined
over Fq, and cover X .
(c) c = j ◦ cU = c ◦ jC .
Such correspondences c : C → X×kX are defined to be good over Fq (Definition 7.1). It is
easy to see that the non-proper correspondences which come from locally invariant subsets
are good (Lemma 7.4).
Remark 3.1. The X in (3.0.4) corresponds to Z in our situation. It is not to be confused
with the open variety X occurring in Theorem 1.3.
Note that (b) implies U contains ∆(n) as a closed subscheme for all n ≥ 0, and is stable
under the partial Frobenius, Fl := FX/Fq×1X . Since ∆
(n) are closed subschemes of U , Fix(c(n))
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is necessarily proper over k. Thus given a cohomological correspondence u of a Weil sheaf F
on X lifting c, we can make sense of LT(u(n)). The goal of Section 7 is to prove Theorem 7.7
on the growth of these local terms with respect to n, which implies Theorem 1.5, and hence
Theorem 1.3 (see Section 7.2).
In general there are two equivalent ways to compute local terms. One is via Varshavsky’s
recipe (see Section 4.3), and the other is via a pairing defined by Illusie. In any case one
constructs a trace map
(3.0.5) T rc : Hom(c2!c
∗
1F ,F)→ H
0(Fix(c), KFix(c)).
The local terms are then obtained by composing (3.0.5) with the adjunctionH0(Fix(c), KFix(c))→
Qℓ, provided Fix(c) is proper over k.
The local terms of u(n) are obtained by twisting the correspondence and applying (3.0.5), whose
target now becomes H0(Fix(c(n)), KFix(c(n))). Since there are no natural maps in general be-
tween Fix(c) and Fix(c(n)), it is not possible to compare these maps. To be able to compare
these maps we need a common ‘target’ for them.
A source of this problem is that the trace map (and hence the Lefschetz-Verider trace
formula) is adapted to the diagonal. This is unlike the Lefschetz trace formula for smooth
projective varieties which allows for intersection between arbitrary cohomology classes in the
right degree. In Section 7.3 we describe an alternate approach to the trace map which has
this additional flexibility. In the notation of (3.0.4), we define a pairing
(3.0.6) Φ : H0c (U, j
∗(F ⊠ DXF))⊗Qℓ Hom(c
∗
1F , c
!
2F)→ H
0
c (C,KC),
and hence for any cohomological correspondence u, a linear functional
(3.0.7) Φu(β) := TrC(Φ(β ⊗ u)),
on H0c (U, j
∗(F ⊠ DXF)). Here TrC is the natural trace map on H
0
c (C,KC).
The construction of (3.0.6) is dual to Varshavsky’s recipe for the trace map, and is moti-
vated by the Lefschetz trace formula for smooth projective varieties.
Further using the fact that ∆(n) are closed subschemes of U , the Weil sheaf F and the
evaluation map (4.3.1), we define cohomology classes [∆(n)] in H0c (U, j
∗(F ⊠ DXF)) which
satisfy (see Proposition 7.19)
(3.0.8) Φu([∆
(n)]) = LT(u(n)).
The equality (3.0.8) can be seen as a trace formula in this non-proper setting (see Section
7.3.1), where the object on the left is thought of as a global term.
Recall that the partial Frobenius Fl acts on U , and since F has the structure of a Weil
sheaf, it acts on H0c (U, j
∗(F ⊠DXF)) too. It essentially follows from the definition of [∆
(n)]
that (see Lemma 7.22)
(3.0.9) (F ∗l )
n([∆]) = [∆(n)],
for any n ≥ 0.
9
When F comes from a mixed sheaf F0 ∈ D
b
≤w(X0,Qℓ) (on the chosen model X0 of X), the
action of F ∗l onH
0
c (U, j
∗(F⊠DXF)) is easy to understand using the almost product structure
of U . The key point here is that as far as the partial Frobenius is concerned, F0 ⊠ DX0F0
behaves as a mixed sheaf of weight less than or equal to w, on a variety of dim(X) =
dim(U)
2
. Thus the weights of F ∗l on H
0
c (U, j
∗(F⊠DXF)) are bounded above by w+a+dim(X)
(see Lemma 7.23).
Having bounded the weights of the partial Frobenius, Theorem 7.7 follows immediately
by combining (3.0.8) and (3.0.9) using a linear algebra argument (Lemma 7.24).
4. Varshavsky’s trace formula
In this section we recall the formalism behind Varshavsky’s trace formula ([Var07].) Since
we will be using the Lefschetz-Verdier trace formula ([Ill77], Corollary 4.7) we also recall the
same.
4.1. Correspondences and cohomological correspondences. In this section k will de-
note an arbitrary algebraically closed field.
Definition 4.1 (Correspondence). A correspondence from a scheme X1 to X2 is a morphism
of schemes c : C → X1 ×k X2. We will denote this by [c] = (C, c1, c2). When there is no risk
of confusion we will also denote this simply by c.
4.1.1. The natural isomorphism ctr : Spec (k)→ Spec (k)×kSpec (k) is a self-correspondence
of Spec (k), denoted by [ctr] = (Spec (k), 1Spec (k), 1Spec (k)).
Definition 4.2 (Morphism of correspondences). Let [c] = (C, c1, c2) be a correspondence
from X1 to X2 and let [b] = (B, b1, b2) be a correspondence from Y1 to Y2. A morphism of
[c] to [b] consists of a triple of morphisms [f ] := (f1, f
#, f2) which fit into a commutative
diagram
X1
f1

C
c1
oo
c2
//
f#

X2
f2

Y1 B
b1
oo
b2
// Y2
.
4.1.2. Let c : C → X1×kX2 be a correspondence from X1 to X2. Then [π]c := (πX1 , πC , πX2)
is a morphism from [c] to [ctr] called the structural morphism of [c].
4.1.3. We say a morphism of correspondences [f ] = (f1, f
#, f2) is proper (respectively an
open immersion, respectively a closed immersion) if each of the f1, f
# and f2 is proper
(respectively an open immersion, respectively a closed immersion). In particular we say a
correspondence [c] is proper, if [π]c is proper.
Definition 4.3 (Compactification of correspondences). A compactification of a correspon-
dence c : C → X1 ×k X2, is an open immersion [j] = (j1, j
#, j2) of [c] into a correspondence
c : C → X1 ×k X2, such that [c] is proper and j1, j
#, j2 are dominant.
We have the following Lemma.
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Lemma 4.4. Let
(4.1.1) C 
 jC
//
f

C
f

X 
 j
// X
be a commutative diagram such that f is a proper morphism. Suppose that j and jC are open
immersions. If jC has dense image, then (4.1.1) is necessarily Cartesian.
Proof. Let j′ be the induced morphism from C to f
−1
(X). Since jC is a dense open immer-
sion, so is j′. Moreover since f is proper (and our schemes are assumed to be separated), j′
is also proper and hence is an isomorphism. Thus (4.1.1) is necessarily Cartesian.

The following corollary is an immediate consequence of Lemma 4.4 and will be used later.
Corollary 4.5. Let c : C → X ×k X be a compactification of a correspondence c : C →
X ×k X. If c is proper then c
−1(X ×k X) = C.
Definition 4.6 (Restriction of a correspondence to an open subscheme). Let [c] = (C, c1, c2)
be a correspondence from X to itself. Let U ⊆ X be an open subscheme. Then the restriction
of c to U is the correspondence, [c]|U := (c
−1
1 (U)∩c
−1
2 (U), c1|c−11 (U)∩c
−1
2 (U)
, c2|c−11 (U)∩c
−1
2 (U)
) from
U to itself. We shall also denote this correspondence by c|U .
Similarly if W ⊆ C is an open subscheme of C, the restriction of c to W is the correspon-
dence [c]|W := (W, c1|W , c2|W ). As before c|W shall denote the induced morphism from W to
X ×k X , and also the correspondence [c]|W .
Definition 4.7 (Cohomological correspondence). Let [c] = (C, c1, c2) be a correspondence
from X1 to X2. Let F1 and F2 be sheaves on X1 and X2 respectively. A cohomological
correspondence from F1 to F2 lifting c is an element of Hom(c2!c
∗
1F1,F2).
4.1.4. Restriction of cohomological correspondence to an open subscheme. Let c : C → X×k
X be a self-correspondence ofX . Let C0 ⊆ C andX0i ⊆ X, i = 1, 2 be open subschemes. Sup-
pose that c induces a correspondence c0 : C0 → X01 ×k X
0
2 . Thus we have a commutative
diagram
C0 

//
c02

C
c2

X02
  // X2
.
For any sheaf F on C, there exists a natural adjunction morphism F → c!2c2!F . Restricting
the above morphism to C0, and using the adjunction between c02! and c
0!
2 , we get a morphism
(4.1.2) BC(F) : c02!(F|C0)→ (c2!F)|X02 .
Let F1 and F2 be sheaves on X1 and X2 respectively. Let u ∈ Hom(c2!c
∗
1F1,F2) be a
cohomological correspondence from F1 to F2 lifting c. Then we can restrict u to give a
cohomological correspondence from F1|X01 to F2|X02 lifting c0 as follows,
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u0 : c02!c
0∗
1 (F1|X01 ) ≃ c
0
2!(c
∗
1F1|C0)
BC(c∗1F1)
// (c2!c
∗
1F1)|X02
u|
X0
2
// F2|X02 .
In particular, for any open subscheme U ⊆ X we have a cohomological correspondence
u|U lifting c|U (see Definition 4.6).
4.1.5. Action of a correspondence on cohomology. Let c : C → X1 ×k X2 be a correspon-
dence. Let u be a cohomological correspondence from F1 to F2 lifting c. Assume that
there exists an open subscheme X01 ⊆ X1, such that F1 is supported on X
0
1 . Suppose that
c1|c−11 (X01 ) : C
0 := c−11 (X
0
1 )→ X
0
1 is proper. Let c
0
1 and c
0
2 be the induced morphism from C
0
to X01 and X2 respectively.
Note that we have isomorphisms
(4.1.3) RΓc(X1,F1) ≃ RΓc(X
0
1 ,F1|X01 ) = πX01 !(F1|X0)
and
(4.1.4) πC0!c
0!
2 (F2) ≃ πX2!c
0
2!c
0!
2 (F2).
Since c01 is proper one also has
(4.1.5) πX01 !c
0
1∗c
0∗
1 (F1|X0) ≃ πC0!c
0∗
1 (F1|X01 ).
Further there are morphisms induced by adjunction
(4.1.6) πX01 !(F1|X0)→ c
0
1∗c
0∗
1 πX01 !(F1|X0),
and
(4.1.7) πX2!c
0
2!c
0!
2 (F2)→ πX2!(F2).
Further we have a correspondence [c0] := (C0, c1|C0, c2|C0) between X
0
1 and X2, and a coho-
mological correspondence u0 between F1|X01 and F2 lifting [c
0] (see Section 4.1.4). Applying
πC0! to u
0, and using (4.1.5) and (4.1.4) we get a morphism
(4.1.8) πX01 !c
0
1∗c
0∗
1 (F1|X0)→ πX2!c
0
2!c
0!
2 (F2).
Combining (4.1.3), (4.1.6), (4.1.7) and (4.1.8) we get a morphism RΓc(u) : RΓc(X1,F1)→
RΓc(X2,F2). In particular if X1 = X2 = X and F1 = F2 = F , we get an endomorphism
RΓc(u) of the perfect complex RΓc(X,F).
4.2. The Lefschetz-Verdier trace formula. In this section we describe a recipe to obtain
the local and global terms in the Lefschetz-Verdier trace formula. As before let k be an
arbitrary algebraically closed field.
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4.2.1. Scheme of fixed points. Let c : C → X×kX be a correspondence. The scheme of fixed
points of the correspondence c is the closed subscheme Fix(c) := C ×X×kX X of C. Here X
is looked at as a scheme over X ×k X via the diagonal embedding ∆.
Let ∆′ denote the embedding of Fix(c) inside C. Let c′ be the restriction of c to Fix(c). Thus
we have a Cartesian diagram
(4.2.1) Fix(c)
c′
//
 _
∆′

X _
∆

C
c
// X ×X
.
4.2.2. Let c : C → X ×k X be a correspondence from X to itself. Let u be a cohomological
correspondence of a sheaf F to itself lifting c. Further assume that c2 is quasi-finite. Proper
base change implies that for any closed point x ∈ X , the stalk at x of c2!c
∗
1F is isomorphic
to ⊕c2(y)=xFc1(y).
Hence u|x induces a morphism ⊕c2(y)=xFc1(y) → Fx. In particular for any closed point
y ∈ Fix(c) we have an induced endomorphism (denoted by uy) of Fc′(y). Here c
′ is the map
induced from Fix(c) to X (see Diagram 4.2.1).
Definition 4.8 (Naive local term). Using the assumptions and notations in Section 4.2.2, for
any closed point y ∈ Fix(c), we define the naive local term at y to be the trace of the
endomorphism uy.
The Lefschetz-Verdier trace formula can be viewed as a consequence of the commutativity
of certain trace maps with proper push forward. Now we describe these trace maps.
4.3. Trace maps. Let c : C → X ×k X be a correspondence from X to itself. Let F be a
sheaf on X . Let ∆: X → X ×k X be the diagonal embedding.
One has the natural evaluation map DXF⊗F → KX . Since ∆
∗(DXF⊠F) ≃ DXF⊗F , by
adjunction one gets a morphism
(4.3.1) evF : DXF ⊠ F → ∆∗KX .
Base change applied to the Cartesian diagram 4.2.1 implies
(4.3.2) c!(∆∗KX)
∼=
(BC)
// ∆′∗c
′!KX
∼=
// ∆′∗KFix(c) .
Thus combining (4.3.1) and (4.3.2) we get a morphism
(4.3.3) c!(DXF ⊠ F)
c!evF
// c!∆∗KX
(4.3.2)
// ∆′∗KFix(c) .
In [Ill77] (see Sections 3.1.1 and 3.2.1), Illusie obtained a canonical isomorphism
(4.3.4) RHom(c∗1F , c
!
2F) ≃ c
!(DXF ⊠ F).
Combining (4.3.4) and (4.3.3) we get a morphism
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(4.3.5) T r : RHom(c∗1F , c
!
2F)→ ∆
′
∗KFix(c).
Applying H0(C, ) to (4.3.5) one obtains the Trace map
(4.3.6) T rc : Hom(c2!c
∗
1F ,F)→ H
0(Fix(c), KFix(c)).
For an open subset β of Fix(c), let jβ denote the inclusion of β into Fix(c). The natural
adjunction morphism KFix(c) → jβ∗j
∗
βKFix(c) induces a morphism
(4.3.7) Resβ : H
0(Fix(c), KFix(c))→ H
0(β,Kβ).
Let T rβ := Resβ ◦ T rc. If β is proper over k, then the adjunction πβ!π
!
βQℓ → Qℓ gives rise
to a morphism Trβ : H
0(β,Kβ)→ Qℓ. Thus we get a morphism
(4.3.8) LTβ := Trβ ◦ T rβ : Hom(c2!c
∗
1F ,F)→ Qℓ.
In particular if Fix(c) is proper over k we get a morphism
(4.3.9) LT : Hom(c2!c
∗
1F ,F)→ Qℓ.
Definition 4.9 (Local term). For any proper connected component β of Fix(c), and any co-
homological correspondence u lifting c, the local term at β is defined to be LTβ(u). Moreover
if Fix(c) is proper over k we define the local term of u to be LT(u).
Clearly when Fix(c) is proper
(4.3.10) LT(u) =
∑
β∈π0(Fix(c))
LTβ(u).
Remark 4.10. Our definition of a local term is the one in [Var07], Section 1.2. It is com-
patible with the definition in [Ill77], Section 4.2.5 (see [Var07], Appendix A).
4.3.1. Let [c] = [ctr] as defined in (4.1.1). Recall that we have identified D
b
c(Spec (k),Qℓ)
with the bounded derived category of finite dimensionalQℓ vector spaces. Moreover Fix(ctr) =
Spec (k). Hence for any sheaf F (or equivalently a complex of finite dimensional Qℓ-vector
spaces) the trace map is a morphism from Hom(F ,F) to Qℓ. The recipe above for the
trace map implies that it coincides with the usual trace map for endomorphisms of perfect
complexes (of Qℓ vector spaces).
Now we define the push-forward of a cohomological correspondence, in various situations
which appear in our context.
4.3.2. Push-forward of a cohomological correspondence. Let [c] = (C, c1, c2) be a correspon-
dence from X1 to X2, and [b] := (B, b1, b2) a correspondence from Y1 to Y2. Let [f ] =
(f1, f
#, f2) be a morphism from [c] to [b] (see Definition 4.2). Thus we have a commutative
diagram
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(4.3.11) X1
f1

C
c1
oo
c2
//
f#

X2
f2

Y1 B
b1
oo
b2
// Y2
.
Let F1 and F2 be sheaves on X . Let u be a cohomological correspondence between F1 and
F2 lifting c. Suppose one of the following holds,
(1) the left hand square in the Diagram 4.3.11 is Cartesian. Then there exists a base
change isomorphism, BC : b∗1f1! → f
#
! c
∗
1.
(2) f1 and f
# are proper. Then since the left hand diagram is commutative, there exists
a natural transformation b∗1f1∗ → f
#
∗ c
∗
1 which by the properness assumption is the
same as a natural transformation, BC: b∗1f1! → f
#
! c
∗
1.
(3) b1 and c1 are proper. By adjunction there is a natural transformation f1! → f1!c1∗c
∗
1 ≃
b1∗f
#
! c
∗
1. Thus in this case also, we get (by adjointness) a base change morphism,
BC: b∗1f1! → f
#
! c
∗
1.
In each of these cases we can associate a cohomological correspondence [f ]!(u) between
f1!F1 and f2!F2 lifting b as follows:
b2!b
∗
1(f1!F1)
BC
//b2!f
#
! c
∗
1F1 ≃ f2!c2!c
∗
1F1
f2!u
//f2!F2 .
4.3.3. Let [c] = (C, c1, c2) be a proper correspondence between X1 and X2. Then [π]c : [c]→
[ctr] satisfies the condition (2) above and hence [π]c!(u) makes sense for any cohomological
correspondence u lifting [c]. Then it is immediate from definition that, the push-forward as
defined above coincides with the action on cohomology defined earlier (see Section 4.1.5). Fur-
ther if X1 = X2 = X , and u is a cohomological self-correspondence of a sheaf F on X
then, [π]c!(u) can be identified with the endomorphism RΓc(u) of the perfect complex (of
Qℓ-vector spaces) RΓc(X,F).
One can recover the Lefschetz-Verdier trace formula (see [Ill77] Corollary 4.7) as a special
case of commutativity of trace map with proper push-forward.
Theorem 4.11. ( [Ill77] Corollary 4.5, [Var07] Section 4.3.4)
Let [c] = (C, c1, c2) be a correspondence from X to itself , and [b] = (B, b1, b2) a corre-
spondence from Y to itself. Let [f ] = (f, f#, f) be a proper morphism from [c] to [b]. Then
the morphism f ′ : Fix(c)→ Fix(b) (see Section 4.2.1) induced by [f ] is proper, and for every
cohomological correspondence u from F to itself lifting c one has,
T rb([f ]!(u)) = f
′
! (T rc(u)) ∈ H
0(Fix(b), KFix(b)).
Here f
′
! : H
0(Fix(c), KFix(c)) → H
0(Fix(b), KFix(b)) is the morphism induced by applying
H0(Fix(b), ) to the adjunction f ′!KFix(c) → KFix(b).
Remark 4.12. The theorem as stated is proved in [Var07], since we do not require c or b
to be proper unlike [Ill77].
An immediate corollary is the Lefschetz-Verdier trace formula.
Corollary 4.13. (Lefschetz-Verdier trace formula)
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Let c : C → X ×k X be a correspondence with C and X proper over k. Then for any
cohomological correspondence u from F to itself lifting c
Tr(RΓc(u)) =
∑
β∈π0(Fix(c))
LTβ(u).
Here Tr(RΓc(u)) is the trace of the endomorphism RΓc(u) of the perfect complex (of Qℓ
vector spaces) RΓc(X,F) induced by u (see Section 4.3.3).
Proof. The result follows from Theorem 4.11 applied to [π]c : [c]→ [ctr].

4.4. Locally contracting correspondences. As before let k be an arbitrary algebraically
closed field. Let c : X → Y be a morphism of schemes finite type over k.
Definition 4.14 (Ramification along a closed subscheme). For a reduced closed subscheme
Z ⊆ Y its ramification along c is the smallest positive integer n such that, c−1(Z) ⊆
(c−1(Z)red)n. We denote this by Ram(Z, c).
Definition 4.15 (Ramification degree of a morphism). If c is quasi-finite, then ram(c) is
defined as the maximum of ram(y, c), as y varies over all the closed points of Y . We denote
this by ram(c).
Remark 4.16. Note that our notation for ramification along a closed subscheme differs
from the one in [Var07] to avoid any possibility of a confusion with the notation for the
ramification degree of a morphism.
Now let c : C → X ×k X be a self-correspondence of X .
Definition 4.17 (Invariant closed subset). A closed subset Z ⊆ X is said to be c-invariant
if c1(c
−1
2 (Z)) is set theoretically contained in Z.
Remark 4.18. Suppose Z ⊆ X be an invariant closed subset of X . Then we define the
restriction of [c] to Z by [c]|Z := (c
−1
2 (Z)red, c1,Z , c2,Z). Here c1,Z and c2,Z are the maps
induced by c1 and c2 respectively. Note that [c]|Z is a self correspondence of Z. We shall also
denote this by c|Z .
Definition 4.19 (Locally invariant closed subset). A closed subset Z ⊆ X is said to be
locally c-invariant if for each x ∈ Z there exists an open neighbourhood U of x in X such
that Z ∩ U is c|U -invariant (see Definition 4.6) .
4.4.1. If c2 is quasi-finite then any closed point of X is locally c-invariant (see [Var07]
Example 1.5.2).
Definition 4.20 (Invariant in a neighbourhood of fixed points). A closed subset Z ⊆ X is
said to be invariant in a neighbourhood of fixed points if there exists an open neighbourhood
W of Fix(c) in C such that Z is c|W -invariant (see Definition 4.6).
4.4.2. Restriction of cohomological correspondence to an invariant subset. ([Var07], 1.5.6 (a))
Let c : C → X×kX be a correspondence, and u a cohomological correspondence of F lifting
c. Let Z ⊆ X be a closed subset of X left invariant by c. Then we have a diagram
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(4.4.1) Z _
i

c−12 (Z)red
c1,Z
oo
c2,Z
//
 _
iC

Z _
i

X Cc1
oo
c2
// X
where the right hand square is Cartesian up to nilpotents.
One has a natural transformation c!2 → c
!
2i∗i
∗, which by base change applied to the right
hand square in (4.4.1), gives a natural transformation of c!2 → iC∗c
!
2,Zi
∗. Thus by adjunction
one has a natural transformation
(4.4.2) i∗Cc
!
2 → c
!
2,Zi
∗.
The cohomological correspondence u is given by a map c∗1F → c
!
2F . Applying i
∗
C to this, we
get a map from c∗1,Zi
∗F ≃ i∗Cc
∗
1F → i
∗
Cc
!
2F , which using (4.4.2) gives a map
(4.4.3) u|Z : c
∗
1,ZF|Z → c
!
2,ZF|Z.
Note that u|Z is a cohomological correspondence of F|Z lifting the a self correspondence
of Z given by the top row in Diagram (4.4.1).
Remark 4.21. (Compare [Var18], 1.9, (b)) Suppose X is defined over a subfield k′ of k. A
closed subset Z ⊆ X is said to be locally c-invariant over k′ if the open neighbourhoods U
in Definition 4.19 can be chosen to be defined over k′.
4.4.3. Local term along a subscheme invariant in a neighbourhood of fixed points. (Compare
[Var07], 1.5.6 (b))
Suppose c : C → X×kX is a correspondence such that Fix(c) is proper over k. Let u be a
cohomological correspondence of F lifting c. Let Z be a closed subset of X which is invariant
in a neighbourhood of fixed points (see Definition 4.20). Let W be an open neighbourhood
of Fix(c) in C such that c|W leaves Z invariant. Then combining Definition 4.6 and Remark
4.18 we can make sense of a self correspondence c|W,Z of Z as follows. One has a diagram
(4.4.4) W ∩ (c−12 (Z))red =W ∩ (c
−1
1 (Z) ∩ c
−1
2 (Z))red
  // c−11 (Z) ∩ c
−1
2 (Z)

Z ×k Z
,
where the equality is a consequence of c|W leaving Z invariant. The correspondence c|W,Z of
Z is the induced map from W ∩ (c−12 (Z))red → Z ×k Z.
Moreover there exists a cohomological correspondence (say u|W ) of F lifting c|W (see
Section 4.1.4). Since Z is c|W invariant, we can restrict u|W along Z to get a cohomological
correspondence (say u|W,Z) of F|Z (see Section 4.4.2) lifting c|W,Z.
Let β be any connected component of Fix(c|W,Z). Since W was chosen to be a neigh-
bourhood of fixed points and Fix(c) was assumed to be proper, β is necessarily proper over
k. Thus we can make sense of the local term (say LTβ(u|W,Z) ∈ Qℓ ) of u|W,Z at β. We also
have a well defined local term LT(u|W,Z) (see Definition 4.9).
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Note that the local term at a connected component of the scheme of fixed points, depends
only on an open neighbourhood of the connected component. Thus LTβ(u|W,Z) is independent
of the chosen open neighbourhood W of Fix(c). Hence we can emove W from the notation
and simply denote it by LTβ(u|Z). Similarly LT(u|W,Z) is independent of the chosen open
neighbourhood W , and we denote LT(u|W,Z) by LT(u|Z).
Definition 4.22. A closed subscheme Z is said to be stabilized by c if c−12 (Z) is a closed
subscheme of c−11 (Z).
Recall that for a closed subscheme Z of X , Zk is the closed subscheme of X defined by
the ideal IkZ .
Definition 4.23. c is said to be contracting near a closed subscheme Z ⊆ X if c stabilizes
Z, and c−12 (Zn+1) is a closed subscheme of c
−1
1 (Zn) for some n ≥ 1.
We have the following local variant of Definition 4.23
Definition 4.24. c is said to be locally contracting near a closed subscheme Z ⊆ X if for
each x ∈ Z there exists an open neighbourhood U of x in X such that c|U (see Definition
4.6) is contracting near Z ∩ U .
Remark 4.25. (Compare [Var18], 1.9 (c)) Suppose X is defined over a subfield k′ of k. c is
said to be locally contracting near a closed subscheme Z ⊆ X over k′ if the open neighbour-
hoods U in Definition 4.24 can be chosen to be defined over k′.
Definition 4.26. c is said to be contracting near closed subscheme Z ⊆ X in a neighbour-
hood of fixed points if there exists an open subscheme W of C containing Fix(c) such that
c|W is contracting near Z (see Definition 4.6).
Now suppose that k is an algebraic closure of a finite field Fq, and that X is defined over
Fq. As in Section 2.0.10 let [c
(n)] denote the self correspondence (C, F nX/Fq ◦ c1, c2) of X . The
following Lemma give sufficient condition for contraction in a neighbourhood of fixed points.
Lemma 4.27. ([Var07], Corollary 2.2.4) Let Z be a locally c(n)-invariant subscheme of X
for some positive integer n. Suppose qn > Ram(Z, c2), then c
(n) is contracting near Z in a
neighbourhood of fixed points.
Suppose c2 is quasi-finite then for any n with q
n > ram(c2), the correspondence c
(n) is
contracting near every closed point of x in a neighbourhood of fixed points.
Remark 4.28. Strictly speaking the proof of Lemma 4.27 in [Var07] is under the assumption
that the correspondence c is defined over Fq, however it suffices to assume only that X is
defined over Fq as shown in [Var18], Lemma 1.12.
Though we do not require the following result we state it since the result was an important
motivation for us.
Theorem 4.29. ([Var07], Theorem 2.3.2)
Let c : C → X ×k X be a correspondence defined over Fq.
(1) Suppose c2 is quasi-finite. Then for any n ∈ N with q
n > ram(c2), the scheme Fix(c
(n))
is zero-dimensional.
18
(2) Let U ⊆ X be an open subscheme also defined over Fq such that c1|c−11 (U) is proper, c2|c
−1
2 (U)
is quasi-finite, and the closed subset X\U is locally c-invariant.
Then there exists a positive integer d ≥ ram(c2|c−12 (U)) with the following prop-
erty: for every sheaf F on X with F|X\U = 0, and every n ∈ N with q
n > d, and for
any cohomological self-correspondence u of F lifting c(n), one has
Tr(RΓc(u)) =
∑
y∈Fix(c(n))∩c−12 (U)
Tr(uy).
Here RΓc(u) is the endomorphism of RΓc(X,F) defined in Section 4.1.5, and uy
is the induced endomorphism on Fy (see Definition 4.2.2).
(3) In the notation of (2 ) as above, assume that X and C are proper over k. Then
d =: max{ram(c2|c−12 (U)), ram(c2, X\U)}
satisfies the conclusion of (2 ).
Remark 4.30. When U = X the conclusion of assertion (2) above is the same as that of
Fujiwara ([Fuj97] Corollary 5.4.5).
Given the Lefschetz-Verdier trace formula, one obtains a trace formula as in Varshavsky
[Var07] using additivity of trace maps (see [Var07] Section 5) and making the correspondence
contract along the boundary. The contraction along the boundary (and vanishing of the sheaf
along the boundary) ensures that the contribution to the local terms of the trace formula
coming from the boundary is trivial. The condition (3) in Theorem 4.29 ensures contraction
along the boundary after twisting the correspondence with a high enough iterate of the
Frobenius.
The key step in proving Theorem 4.29 is the following result.
Theorem 4.31. ([Var07], Theorem 2.1.3)
Let c : C → X ×k X be a correspondence contracting near a closed subscheme Z ⊆ X in
a neighbourhood of fixed points, and let β be an open connected subset of Fix(c) such that
c′(β) ∩ Z 6= ∅ (see Section 4.2.1). Then
(1) β is contained set-theoretically in c′−1(Z), hence β is an open connected subset of
Fix(c|W,Z) (see Section 4.4.3). Here W is an open neighbourhood of Fix(c) in C such
that c|W leaves Z invariant.
(2) For every cohomological correspondence u from F to itself lifting c, one has T rβ(u) =
T rβ(u|Z) (see Section 4.3). In particular if β is proper over k then, LTβ(u) =
LTβ(u|Z) (see (4.3.8) and Section 4.4.3).
Remark 4.32. The theorem above holds true over arbitrary algebraically closed fields and
c need not be proper.
We will be using the following Corollary to Theorem 4.31, whose proof can be read off
from the proof of [Var07], Theorem 2.3.2. Let k be an arbitrary algebraically closed field.
Corollary 4.33. Let c : C → X ×k X be a correspondence such that Fix(c) is proper over
k. Let u be a cohomological correspondence of F lifting c. Suppose the following conditions
are satisfied.
(a) There exists an open subset U ⊆ X such that c2|c−11 (U)∩c
−1
2 (U)
is quasi-finite.
(b) c|U is contracting near every closed point of U in a neighbourhood of fixed points.
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(c) c is contracting near the closed subscheme Z := (X\U)red in a neighbourhood of fixed
points.
Then Fix(c|U) is finite over k. Moreover
(4.4.5) LT(u) =
∑
β∈Fix(c|U )
Tr(uβ) + LT(u|Z).
Here Tr(uβ) is the naive local term at β (see Definition 4.8), which is well defined by
assumption (a).
Proof. We have a Cartesian diagram
(4.4.6) Fix(c)
c′
//
 _
∆′

X _
∆

C
c
// X ×X
.
Let W be an open neighbourhood of Fix(c) such that c|W leaves Z invariant (such a W
exists by assumption (c)).
Let β ∈ π0(Fix(c)) be such that c
′(β) ∩ Z 6= ∅, then condition (c) and Theorem 4.31
together imply that β ∈ π0(Fix(c|W,Z)), and that LTβ(u) = LTβ(u|Z). Thus (4.3.10) implies
that
(4.4.7) LT(u) =
∑
β∈π0(Fix(c|U ))
LTβ(u|U) + LT(u|Z).
Hence it remains to show that Fix(c|U) is finite over k, and that for any β ∈ π0(Fix(c|U)),
LTβ(u|U) = Tr(uβ).
Replacing X by U , c by c|U and u by u|U , we can assume that c2 is quasi-finite, and c is
contracting near every closed point of U in a neighbourhood of fixed points.
Let x ∈ c′(β) ⊆ U be a closed point. Since c is contracting near every closed point of U in
a neighbourhood of fixed points Theorem 4.31, (1) implies that β is a connected component
of Fix(c|{x}). Since c2 is quasi-finite, β is necessarily a point. Hence Fix(c) is finite over k.
Moreover Theorem 4.31, (2) implies that the local term LTβ(u) at such a β equals
LTβ(u|{x}) which in turn equals the naive local term at β (see [Var07], Section 1.5.7). 
5. Preliminary reductions
As a first step towards proving Theorem 1.3 we reduce to the case when c2 is generically
e´tale.
5.1. Reduction to c2 being generically e´tale. For any scheme X over Fp, we denote the
absolute Frobenius morphism by FX . Note that FX is a morphism of schemes over Fp and
an universal homeomorphism.
Let k be an arbitrary field of characteristic p > 0. For any p-primary number q = pr, and
any scheme X/k, by X(q) we mean the base change k ×k X , where k is considered as a
k-scheme via the rth iterate of the absolute Frobenius of k. Note that X(q) naturally gets
a structure of a k-scheme via the first projection. We call X(q) the qth Frobenius twist of
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X with respect to k. Let F
(q)
X/k be the induced relative Frobenius morphism from X → X
(q)
(with respect to k). Note that F
(q)
X/k is a morphism over k.
We will need the following simple Lemmas which we state without a proof.
Lemma 5.1. Let X be a scheme of finite type over a field k. Then the natural inclusion of
subschemes, ((Xred)
(q))red ⊆ (X
(q))red induced by the inclusion Xred ⊆ X is an isomorphism.
Lemma 5.2. Let X = Spec (A) be e´tale over a field k of characteristic p > 0. Then the
relative Frobenius F
(q)
X/k : X → X
(q) is an isomorphism for all p-primary numbers q.
The following lemma is a local form of our desired result.
Lemma 5.3. Let L/K be a finite extension of fields of characteristic p > 0. Suppose that the
inseparable degree of L/K is pn. Then (Spec (L)(p
n))red is connected and e´tale over Spec (K)
of rank [L : K]/pn. Here Spec (L)(p
n) is the Frobenius twist of Spec (L), considered as K-
scheme.
Proof. Let K ′ be the separable closure of K in L. Thus we have a commutative diagram
with Cartesian squares
(5.1.1) Spec (L)(p
n) //

Spec (L)

Spec (K ′)(p
n) //

Spec (K ′)

Spec (K)
Fn
Spec (K)
// Spec (K)
.
Here Spec (K ′)(p
n) is the pn Frobenius twist of Spec (K ′) with respect to K. Lemma 5.2
implies that Spec (K ′)(p
n) is isomorphic to Spec (K ′) under the relative Frobenius (with
respect to Spec (K)). Thus the lower square in Diagram 5.1.1 is isomorphic to
(5.1.2) Spec (K ′)
Fn
Spec (K′)
//

Spec (K ′)

Spec (K)
Fn
Spec (K)
// Spec (K)
.
Since the inseparable degrees of L/K and L/K ′ are the same, transitivity of base change
applied to the Diagram 5.1.1 implies that it suffices to prove the lemma for L/K ′. Thus we
are reduced to proving that if L/K is a purely inseparable extension of degree pn, then the
natural morphism (Spec (L)(p
n))red → Spec (K) is an isomorphism.
Let α1, α2, · · · , αr in L be a set of generators of L as a K-algebra. Thus there exists a
K-algebra isomorphism,
K[X1, X2, · · · , Xr]
(Xp
t1
1 − β1, X
pt2
2 − β2, · · · , X
ptr − βr)
≃ L
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given by sending Xi to αi. Since L/K is purely inseparable of degree p
n, the ti’s can be
chosen to be bounded above by n. Moreover it follows from the definition of Spec (L)(p
n)
that
Spec (L)(p
n) ≃ Spec (
K[X1, X2, · · · , Xr]
(Xp
t1
1 − β
pn
1 , X
pt2
2 − β
pn
2 , · · · , X
ptr
r − β
pn
r )
),
as K-schemes. Hence the result.

Corollary 5.4. Let L/K be a finite extension of fields of characteristic p > 0. Suppose
that the inseparable degree of L/K is pn. Then (Spec (L)(p
m))red is connected and e´tale over
Spec (K) of rank [L : K]/pn for all m ≥ n.
Proof. Lemma 5.1 implies that
(5.1.3) (Spec (L)(p
m))red ≃ (((Spec (L)
(pn))red)
(pm−n))red.
Here all the Frobenius twists are with respect toK. Lemma 5.3 implies that (Spec (L)(p
n))red
is connected and e´tale over Spec (K) of rank [L : K]/pn. The corollary is then a consequence
of Lemma 5.2.

We will need the following global variant of Corollary 5.4.
Lemma 5.5. Let k be a field of characteristic p > 0. Let f : Y → X be a dominant morphism
between varieties (over k) of dimension d. Let δ := [k(Y ) : k(X)] induced by f at the level
of generic points. Let pn be the inseparable degree of K(Y )/K(X). Let FX : X → X be the
absolute Frobenius of X with respect to Fp. For every m ≥ 1, consider the Cartesian diagram
Y ×X,FmX X
f(m)

Fm
′
X
// Y
f

X
FmX
// X
.
Then
(1) the map Fm
′
X is an universal homeomorphism for any m ≥ 1.
(2) dim(Y ×X,FmX X) = d.
(3) f (m) is dominant for any m ≥ 1.
(4) For any m ≥ n, (f (m))red is generically e´tale of degree δ/p
n.
Proof. The morphism FX : X → X being an universal homeomorphism immediately implies
part (1) and (2) of the above proposition. Since f is assumed to be dominant, f (m) is
necessarily dominant and thus (3) holds. Hence it remains to show (4).
Note that (2) and (3) together then imply that the natural map
(5.1.4) Spec (k((Y ×X,FmX X)red))→ ((Y ×X,FmX X)×X Spec (k(X)))red
is an isomorphism. Similarly since X and Y are varieties of the same dimension, the domi-
nance of f implies that the natural map
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(5.1.5) Spec (k(Y ))→ Y ×X Spec (k(X)),
is an isomorphism.
Let jηX : Spec (k(X))→ X be the inclusion of the generic point of X into X . Note that the
morphism induced by the absolute Frobenius FX at the level of the generic point corresponds
to the Frobenius of k(X). Thus one has a commutative diagram
(5.1.6) X
FmX
// X
Spec (k(X))
jηX
OO
Fm
k(X)
// Spec (k(X))
jηX
OO
.
Thus the isomorphism (5.1.5) and transitivity of base change together imply that
(5.1.7) ((Y ×X,FmX X)×X Spec (k(X)))red ≃ Spec (k(Y ))
(pm),
where the Frobenius twist on the right is with respect to the k(X)-scheme structure via
f . Combining the isomorphisms (5.1.4) and (5.1.7) we get,
(5.1.8) Spec (k((Y ×X,FmX X)red)) ≃ Spec (k(Y ))
(pm),
as Spec (k(X)) schemes. Thus (4) now follows from Corollary 5.4.

Proposition 5.6. It suffices to prove Theorem 1.3 under the assumption that c2 is generically
e´tale.
Proof. If c2 is generically e´tale we are done. Hence assume that c2 is not generically e´tale, and
let δ′ = pn be the inseparable degree of k(X)/k(C) induced by c2. This in particular implies
d = dim(X) > 0.
Let FX/Fq be the geometric Frobenius of X with respect to Fq. Let r be the smallest integer
such that qr ≥ pn. Consider the Cartesian diagram
(5.1.9) C ×X×kX (X ×k X)
  //

X ×k X
1×F r
X/Fq

pr2
// X
F r
X/Fq

C 

// X ×k X
pr2
// X
.
Let C ′ := (C×X×kX (X×kX))red and c
′ : C ′ ⊆ X×kX be the induced correspondence. Let
F ′ be the induced map from C ′ to C. Since FX/Fq is a universal homeomorphism, C
′ is
necessarily irreducible.
By definition c′1 = c1 ◦ F . Hence
(5.1.10) deg(c′1) = δdeg(F
′).
We claim that
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(1) c′2 is generically e´tale of degree
deg(c2)
δ′
.
(2) To prove Theorem 1.3 for the correspondence c : C ⊆ X ×k X , it suffices to prove
Theorem 1.3 for the correspondence c′ : C ′ ⊆ X ×k X .
Clearly (1) and (2) together imply the Proposition. We now prove these claims.
Proof of claim 1. First note that c′ is also defined over Fq. Further transitivity of base change
applied to the Diagram 5.1.9 implies that the following diagram is Cartesian upto nilpotents
(5.1.11) C ′
c′2

F ′
// C
c2

X
F r
X/Fq
// X
.
Let
(5.1.12) C0 ×X0×FqX0 (X0 ×Fq X0)
  //

X0 ×Fq X0
1×F
[Fq :Fp]r
X0

pr2
// X0
F
[Fq :Fp]r
X0

C0
  // X0 ×Fq X0
pr2
// X0
be a model for the Diagram 5.1.9 over Fq. Here as before FX0 is the absolute Frobenius of
X0 with respect to Fp. By assumption
(5.1.13) [Fq : Fp]r ≥ n.
Let C ′0 := (C0 ×X0×FqX0 (X0 ×Fq X0))red. Since Fq is perfect, C
′
0 is a model of C
′ over
Fq. Thus the morphism c
′
0 : C
′
0 ⊆ X0 ×Fq X0 is a model for c
′. Let (c2)0 and (c
′
2)0 be the
morphism induced from C0 and C
′
0 respectively, to X0 under the second projection. As before
we get a diagram which is Cartesian upto nilpotents
(5.1.14) C ′0
(c′2)0

F ′0
// C
(c2)0

X0
F
[Fq :Fp]r
X0
// X
,
which is a model for the Diagram 5.1.11 over Fq.
The inequality (5.1.13) and Lemma 5.5 together imply that (c′2)0 is generically e´tale of
degree deg(c2)
δ′
, and hence so is c′2.
Proof of claim (2). Since deg(c′2) =
deg(c2)
δ′
, the commutative diagram (5.1.11) implies that
deg(F ′) = q
rd
pn
. Thus the equality (5.1.10) implies that the generic degree δ′1 of c
′
1 is δq
rd/pn.
Note that F ′ induces a bijection (also denoted by F ′) between |C ′| = C(k) and |C| =
C(k). We claim that this bijection restricts to a set theoretic bijection between Fix(c′(n
′))(k) ⊂
C ′(k) and Fix((c)(n
′+r))(k) ⊂ C(k) for all positive integers n′.
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Indeed let α ∈ Fix(c′(n
′))(k) ⊂ C ′(k). Then F n
′
X/Fq
◦c1 ◦F
′(α) = c′2(α). Hence the commuta-
tive diagram (5.1.11) implies that F rX/Fq ◦F
n′
X/Fq
◦c1 ◦F
′(α) = F rX/Fq ◦c
′
2(α) = c2 ◦F
′(α). Thus
F ′(α) ∈ Fix(c(n
′+r))(k). The converse is also true since F rX/Fq is a homeomorphism.
Now suppose Theorem 1.3 has been established for c′. Since the degree of c′1 is δq
rd/pn
and c′2 is generically e´tale, there exist integers N
′ and M ′ such that for any integer n′ ≥
N ′, Fix(c′(n
′)) is finite (over k), and
(5.1.15) |#Fix(c′(n
′))(k)−
δqrd
pn
qn
′d| ≤ M ′qn
′(d− 1
2
).
Moreover since #Fix(c′(n
′))(k) and #Fix(c(n
′+r))(k) are set theoretically bijective, the in-
equality (5.1.15) can be rewritten as
(5.1.16) |#Fix(c(n
′+r))(k)−
δ
δ′
q(n
′+r)d| ≤Mq(n
′+r)(d− 1
2
),
where M = M
′
qr(d−
1
2 )
. Note that δ is the degree of c1, and δ
′ = pn the inseparable degree of
c2. Thus Theorem 1.3 holds true for c with N and M equal to N
′+ r and M
′
qr(d−
1
2 )
respectively.

5.2. Making the boundary locally invariant. As a final reduction step we will use
Varshavsky’s construction ([Var18], Section 2) to reduce to a situation where the boundary
of the compactification is locally invariant. To be able to do so we will need some basic
induction on dimension arguments, which we present now.
5.2.1. We say HLW(d) is true if Theorem 1.3 holds with the additional assumption that
dim(C) = dim(X) ≤ d.
5.2.2. HLW(0) is true. When X is zero dimensional, so is C. Since the correspondence
is assumed to be defined over Fq, it is necessarily the trivial correspondence (see Section
4.1.1). Thus the bound (1.0.2) holds with N = 1 and M = 0.
5.2.3. The weak estimates. As before let k be an algebraic closure of a finite field Fq. Let
X →֒ Pnk be a quasi-projective and possibly reducible scheme. Let c : C → X ×k X be a
finite morphism. We do not assume C is irreducible. Assume that C, X , the embedding
X →֒ Pnk , and the morphism c are defined over Fq. Let c1 and c2 be the induced projections
from C to X . Suppose that c2 is quasi-finite.
As before let ∆(n) be the graph of F nX/Fq , considered as a closed subscheme of X×kX . Let
Fix(c(n)) be the scheme C ×X×kX ∆
(n).
We say WHLW(d) is true if for any choice of p, q, k,X, n, C and c as above with dim(X) ≤
d, the following holds.
(1) There exist integers Nw and Mw (possibly depending on the choice of p, q, k,X, n, C
and c) such that for all n ≥ Nw, Fix(c
(n)) is finite (over k), and
(2)
(5.2.1) #Fix(c(n))(k) ≤Mwq
n(dim(X)).
Lemma 5.7. For any integer d ≥ 0 if HLW(d) is true, then WHLW(d) is true.
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Proof. We prove this by induction on d.
Suppose d = 0. Then X is a zero dimensional scheme. Since C is finite over X ×k X , it is
also zero dimensional. Hence for any n ≥ 1, Fix(c(n)) being a closed subscheme of C is also
finite over k, and we clearly have
(5.2.2) #Fix(c(n))(k) ≤ #C(k).
Thus WHLW(0) is true independent of the truth of HLW(0).
Now suppose the Lemma has been verified with d ≤ r, for some integer r ≥ 0. We shall
show that HLW(r + 1) is true implies WHLW(r + 1) is true.
Let c : C → X×kX be a correspondence as in Section 5.2.3, with the additional assumption
that dim(X) ≤ r + 1. We need to show that there exists integers Nw and Mw such that for
all n ≥ Nw,
(1) Fix(c(n)) is finite, and
(2)
(5.2.3) #Fix(c(n))(k) ≤Mwq
n(dim(X)).
First note that If dim(X) is strictly less than r+1 then we are done by induction hypoth-
esis. Hence we can assume that dim(X) = r+1. We now consider the various possible cases
that can occur.
Case 1: dim(ci(C)) < r + 1. Since c2 is quasi-finite, dim(C) ≤ dim(X). If dim(c2(C)) (or
dim(c1(C))) is strictly less than dim(X) = r + 1, then there exists an open subset U (also
defined over Fq) of X such that, c
−1
2 (U) (or c
−1
1 (U)) is empty, and dim(X\U) < r + 1.
Let Z = X\U , be the corresponding closed subset. In any case Fix(c(n)) = Fix(c|
(n)
Z ), where
c|Z is the correspondence c
−1
1 (Z)∩ c
−1
2 (Z)→ Z ×k Z. Since dim(Z) < r+ 1, we are done by
induction hypothesis.
Hence we can assume dim(X) = dim(C), and that both the projections are dominant.
Case 2: C and X are irreducible and c is a closed immersion. In this case since HLW(r+1)
is assumed to be true, we can directly apply it to the correspondence c : C ⊆ X ×k X and
the result trivially follows.
Case 3: C and X are irreducible and c is a finite morphism. Let C˜ ⊆ X ×kX be the image
of C under c (also defined over Fq). Let c˜ : C˜ ⊆ X×kX be the induced correspondence. Since
the morphism Fix(c(n)) → Fix(c˜(n)), induced by the finite map C → C˜, is also finite with
degree of ramification (see Definition 4.15) independent of n, this case follows from Case 2.
Case 4: C and X are possibly reducible. Let X1, X2, · · · , Xt be the finitely many irreducible
components of X (over k). Let Fqs be a finite sub extension of k containing Fq, over which
Xi and all the irreducible components of c
−1
1 (Xi) ∩ c
−1
2 (Xj) are defined for 1 ≤ i, j ≤ t.
We now have two possible sub cases.
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Subcase 1: s = 1. This means all the Xi’s and all the components of c
−1
1 (Xi) ∩ c
−1
2 (Xj)
are defined over Fq for 1 ≤ i, j ≤ t. Let Cii′ be the distinct irreducible components of
c−11 (Xi) ∩ c
−1
2 (Xi), for 1 ≤ i ≤ t with i
′ running over a finite indexing set. Then c restricts
to a finite morphism cii′ : Cii′ → Xi ×k Xi, which is quasi-finite along second projection and
is defined over Fq.
(1) and (2) holds for the correspondence c if it holds for the finitely many correspondences
cii′ . But this is resolved either via Case 3 or Case 1 depending on whether cii′ maps dominantly
under both projections.
Subcase 2: s > 1. Consider the correspondences c(n
′) : C → X×kX, 0 ≤ n
′ ≤ s−1. Since the
geometric Frobenius FX/Fq permutes the irreducible components of X , for any two indices i
and j, any irreducible component of (c
(n′)
1 )
−1(Xi)∩ (c
(n′)
2 )
−1(Xj) is an irreducible component
of c−11 (Xi′) ∩ c
−1
2 (Xj′) for some indices i
′ and j′.
Claim. For any 0 ≤ n′ ≤ s−1, there exists integers Nw,n′ andMw,n′ such that for all integers
n′′ ≥ Nw,n′,
(1)’ Fix(c(n
′′s+n′)) is finite, and
(2)’
(5.2.4) #Fix(c(n
′′s+n′))(k) ≤Mw,n′q
n′′s(dim(X)).
First we show that (1)′ and (2)′ imply (1) and (2). Indeed let
(5.2.5) Nw := ( max
0≤n′≤s−1
Nw,n′)s+ s− 1,
and
(5.2.6) Mw := max
0≤n′≤s−1
Mw,n′.
By Euclid’s algorithm any integer n can be uniquely written as n′′1s + n
′
1 for integers
n′′1 and n
′
1 with 0 ≤ n
′
1 ≤ s − 1. In particular if n ≥ Nw, then (5.2.5) implies that n
′′
1 ≥
max
0≤n′≤s−1
Nw,n′ ≥ Nw,n′1. Thus (1’) implies that Fix(c
(n)) is finite over k, and the bound (5.2.4)
implies that
(5.2.7) #Fix(c(n))(k) ≤Mw,n′1q
n′′1s(dim(X)) ≤Mwq
ndim(X).
Thus (1)′ and (2)′ imply (1) and (2).
Proof of Claim. Note that the correspondences c(n
′) : C → X ×k X, 0 ≤ n
′ ≤ s− 1 are
(a) defined over Fqs (Indeed they are defined over a smaller field Fq).
(b) All the irreducible components of X , and of (c
(n′)
1 )
−1(Xi)∩ (c
(n′)
2 )
−1(Xj), for any i, j and
n′ are also defined over Fqs.
(c) c(n
′) : C → X ×k X is finite for 0 ≤ n
′ ≤ s− 1.
(d) c(n
′) is quasi-finite along the second projection.
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Thus subcase (1) of Case 4 applied to the correspondences c(n
′) considered as defined over
Fqs implies (1)
′ and (2)′.

Proposition 5.8. It suffices to prove Theorem 1.3 under the following additional assump-
tions.
(1) X is smooth over k.
(2) c2 is e´tale
(3) The natural compactification c : C ⊆ X ×k X obtained by compactifying X and C
inside Pnk and P
n
k×kP
n
k respectively, leaves X\X locally invariant over Fq (see Remark
4.21).
Proof. By definition, Theorem 1.3 is true iff HLW(d) is true for any d ≥ 0 (see Section
5.2.1). Thus to prove Theorem 1.3, it suffices to prove that HLW(d) is true by induction on
d.
We have already verified HLW(0) to be true (see Section 5.2.2). Assume that we have
verified the truth of HLW(d − 1). In particular Lemma 5.7 implies that WHLW(d − 1) is
also true. To establish the truth of HLW(d), we need to show that for any correspondence
c : C → X ×k X satisfying the hypothesis of Theorem 1.3 with dim(X) = d, there exists
integers N and M (possibly depending on the choice of p, q, k,X, n, C and c) such that
(a) Fix(c(n)) is finite for n ≥ N .
(b)
(5.2.8) |#Fix(c(n))(k)−
δ
δ′
qndim(X)| ≤ Mqn(dim(X)−
1
2
).
Let c : C → X ×k X be one such correspondence. For any non-empty open set U ⊆ X
defined over Fq, and its closed complement Z ⊆ X , we have the correspondences
(5.2.9) c|U : c
−1
1 (U) ∩ c
−1
2 (U)→ U ×k U
and
(5.2.10) c|Z : c
−1
1 (Z) ∩ c
−1
2 (Z)→ Z ×k Z.
Note that dim(Z) ≤ d − 1, and the correspondence (5.2.10) satisfies all the conditions in
Section 5.2.3. Since WHLW(d−1) is true by induction hypothesis, there exists integers Nw,Z
and Mw,Z such that
(a)’ Fix(c|
(n)
Z ) is finite for n ≥ Nw,Z .
(b)’
(5.2.11) #Fix(c|
(n)
Z )(k) ≤Mw,Zq
n(dim(X)−1).
The correspondence (5.2.9) satisfies the hypothesis of Theorem 1.3. Also for any n ≥
1, Fix(c(n)) = Fix(c|
(n)
U ) ∪ Fix(c|
(n)
Z ). Thus (a)’ and (b)’ imply that (a) and (b) hold for c iff
they hold for c|U .
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Thus we are allowed to shrink X to establish Theorem 1.3. Hence we can assume X
is smooth. Moreover Proposition 5.6 implies we can assume c2 is e´tale. Finally using Var-
shavsky’s construction (see [Var18], Corollary 2.4 and Claim 5.2, Step 4) we can also assume
that the natural compactification satisfies the local invariance condition over Fq.

Remark 5.9. We note that since C is a closed subscheme of X ×k X , Corollary 4.5 implies
that c−1(X ×k X) = C. Thus c2 is e´tale when restricted to C.
6. A cohomological correspondence
In this section we will use the relative hard Lefschetz and geometric semi-simplicity of
pure perverse sheaves to construct a cohomological correspondence. Throughout this section
let k0 be an arbitrary finite field. Let k be an algebraic closure of k0.
6.1. Basic properties of ICX . In this section we summarize a few basic properties of ICX
which will be used later. Recall for any variety X/k of dimension d there is a natural map
(6.1.1) Qℓ[d]→ ICX ,
which is an isomorphism on the regular locus of X . An analogous map exists for varieties
over k0 also.
We can complete (6.1.1) into a triangle
(6.1.2) Qℓ[d] // ICX // F
+1
// .
Clearly F is supported on the singular locus of X . Since the singular locus is of dimension
at most d−1, the restriction ofQℓ[d] to the singular locus is in
pD≤−1 ([BBD82], (4.0.1)’). Fur-
ther ICX by construction, when restricted to the singular locus belongs to
pD≤−1. Thus F
is in pD≤−1, and has dimension of support at most d − 1. Hence H ic(X,F) vanishes for
i ≥ d− 1 ([BBD82], Section 4.2.4). Thus the natural map
(6.1.3) H2dc (X,Qℓ)→ H
d
c (X, ICX),
is an isomorphism
Dualizing (6.1.1) gives a natural map
(6.1.4) ICX → KX [−d],
which is also an isomorphism on the regular locus. Dualizing (6.1.3) implies that the natural
map
(6.1.5) H−d(X, ICX)→ H
−2d(X,KX),
induced by (6.1.4) is an isomorphism.
For any non-empty open subset j : U →֒ X , functoriality of the adjunction j!j
∗ → 1
applied to (6.1.1) and (6.1.4) gives a commutative diagram
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(6.1.6) H0c (U,KU)
∼=
// H0c (X,KX) TrX
∼=
// Qℓ
Hdc (U, ICU)
∼=
//
OO
Hdc (X, ICX)
OO
H2dc (U,Qℓ)
∼= (6.1.3)
OO
∼=
// H2dc (X,Qℓ)
∼= (6.1.3)
OO
.
Here TrX is the natural trace map on H
0
c (X,KX). Since X is assumed to be a variety and
U is a nonempty open subset of X , the top and bottom rows of (6.1.6) are isomorphisms.
If U is contained in the regular locus of X then the arrows in the left column of (6.1.6)
are trivially isomorphisms, and thus the natural map
(6.1.7) Hdc (X, ICX)→ H
0
c (X,KX),
is also an isomorphism.
By abuse of notation we will also call the composite map
(6.1.8) H2dc (X,Qℓ)→ Qℓ
in (6.1.6) as TrX . Note that this coincides with the usual trace map when X is regular.
We can also dualize the diagram (6.1.6)
(6.1.9) H0(U,Qℓ)

H0(X,Qℓ)
∼=
oo

Qℓ
∼=
oo
H−d(U, ICU)
∼= (6.1.5)

H−d(X, ICX)
∼= (6.1.5)

∼=
oo
H−2d(U,KU) H
−2d(X,KX)
∼=
oo
.
Also (6.1.7) dualizes to give a natural isomorphism
(6.1.10) H0(X,Qℓ) ≃ H
−d(X, ICX).
6.2. Deligne’s decomposition and a lemma. Let f0 : Y0 → X0 be a projective morphism
of schemes of finite type over k0. Let η ∈ H
2(Y0, Qℓ(1)) be the Chern class of a relatively
ample line bundle on Y0. Then η defines a map (in D
b
c(Y0,Qℓ))
(6.2.1) η : Qℓ → Qℓ(1)[2].
Tensoring (6.2.1) with ICY0 , we get a map
(6.2.2) ηICY0 : ICY0 → ICY0(1)[2].
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Thus for any integer i, (6.2.2) induces maps on the perverse cohomologies
(6.2.3) ηi : pH−i(f0∗ICY0)→
pH i(f0∗ICY0)(i).
Purity of ICY0 ([BBD82], Corollaire 5.3.2) and the relative hard Lefschetz ([BBD82], The´ore`me
5.4.10) imply that the maps in (6.2.3) are isomorphisms. Using these isomorphisms Deligne
obtained a canonical self dual isomorphism ([Del94], Section 3)
(6.2.4) f0∗ICY0 ≃ ⊕i
pH i(f0∗ICY0)[−i].
Let j0 : U0 →֒ X0 be an open immersion. Let K0 be a perverse sheaf on X0. The adjoint
triple (j!, j
∗, j∗) gives rise to a commutative diagram of perverse sheaves on X0
(6.2.5) image(φ0) _

ψ˜0
// // j0!∗j
∗
0K0 := image(ψ0 ◦ φ0) _

pj0!j
∗
0K0
φ0
88 88qqqqqqqqqqq φ0
// K0
ψ0
// pj0∗j
∗
0K0
.
Lemma 6.1. If in addition K0 is pure then, ψ˜0 is an isomorphism.
Proof. To check that ψ˜0 is an isomorphism we can work geometrically. Thus we have a
diagram analogous to Diagram 6.2.5 but over k
(6.2.6) image(φ)
 _

ψ˜
// // j!∗j
∗K
 _

pj!j
∗K
φ
99 99rrrrrrrrrr φ
// K
ψ
// pj∗j
∗K
,
and we need to show that ψ˜ is an isomorphism.
Since K0 is assumed to be pure, it is geometrically semi-simple ([BBD82], The´ore`me
5.3.8). Thus we can assume that K is a simple perverse sheaf.
If j∗K is 0, then so are image(φ) and j!∗j
∗K, and ψ˜ is trivially an isomorphism. Else
image(φ) is necessarily nonzero (since its restriction to U is nonzero), and by the simplicity
of K is necessarily equal to K. Thus image(φ) is also simple, and hence the surjection ψ˜ is
necessarily an isomorphism.

Lemma 6.1 implies that when K0 is a pure perverse sheaf onX0, there is a natural injection
of perverse sheaves
(6.2.7) j0!∗j
∗
0K0 → K0,
whose restriction to U0 is the natural isomorphism
(6.2.8) j∗0j0!∗j
∗
0K0 ≃ j
∗
0K0.
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6.3. A pullback map on ICX. Let f : Y → X be a dominant and projective morphism
of varieties of the same dimension d over k. Let f0 : Y0 → X0 be a choice of model (of
f : Y → X) over a finite sub field k0 of k. Let η ∈ H
2(Y0, Qℓ(1)) be the Chern class of a
relatively ample line bundle on Y0.
Let j0 : U0 →֒ X0 be a non-empty regular open subset of X0. We have a Cartesian diagram
(6.3.1) f−10 (U0)
f ′0

 
j′0
// Y0
f0

U0
  j0 // X0
.
By proper base change
(6.3.2) j∗0f0∗ICY0 ≃ f
′
0∗ICf−10 (U0).
On f−10 (U0) (6.1.1) implies that there exists a natural map
(6.3.3) Qℓ[d]→ ICf−10 (U0).
Since U0 is regular, we have morphisms
(6.3.4) j∗0ICX0
∼=
// Qℓ[d]
(A)
// f ′0∗(Qℓ[d])
(6.3.3)
// f ′0∗ICf−10 (U0)
∼=(BC)
(6.3.2)
// j∗0f0∗ICY0 .
Here the morphism (A) is induced by adjunction. Denote by f ′0∗ the composite map
(6.3.5) f ′0∗ : j
∗
0 ICX0 → j
∗
0f0∗ICY0 ,
in (6.3.4), and by f ′∗ the corresponding map
(6.3.6) f ′∗ : j
∗ICX → j
∗f∗ICY ,
obtained by base change of (6.3.5) to k. By construction of (6.3.6), we have a commutative
diagram of sheaves on U
(6.3.7) Qℓ[d]
(A)

∼=
// j∗ICX
(6.3.6)

f ′∗Qℓ[d]
(6.1.1)

// j∗f∗ICY
f ′∗ICf−1(U)
(BC)
∼=
88qqqqqqqqqqq
,
where (A) is induced by adjunction.
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Remark 6.2. The f ′0∗ in (6.3.5) is not to be confused with the functor f
′
0∗. Whenever either
makes an appearance it will be clear from the context which one we mean.
Having made these choices there is a canonical map as shown in the following lemma.
Proposition 6.3. There is a natural map f∗ : ICX → f∗ICY (defined over k0) such that
when restricted to U it is the map (6.3.6).
Proof. Deligne’s decomposition (6.2.4) gives us a canonical (with respect to the chosen class
η) isomorphism
(6.3.8) φ0 : f0∗ICY0 ≃ ⊕i
pH i(f0∗ICY0)[−i].
Let φ be the corresponding isomorphism over k. Let
(6.3.9) π0 : ⊕i
pH i(f0∗ICY0)[−i]→
pH0(f0∗ICY0)
be the projection to the zeroth graded piece. Let π be the corresponding projection over
k. Let
(6.3.10) u0 :
pH0(f0∗ICY0)→ ⊕i
pH i(f0∗ICY0)[−i]
be the inclusion of the zeroth graded piece, and denote by u the corresponding inclusion over
k.
Restricting (6.3.8) to U0, and composing with (6.3.5) gives us maps
(6.3.11) f
′i
0∗ : j
∗
0ICX0 → j
∗
0
pH i(f0∗ICY0)[−i],
by projecting on each of the summand. Let f
′i
∗ be the corresponding maps over k.
Since j∗0 ICX0 and j
∗
0
pH i(f0∗ICY0) are perverse sheaves on U0, the maps f
′i
0∗ are all zero
for i > 0 ([BBD82], Corollaire 2.1.21). Further since pH i(f0∗ICY0) is pure of weight i, the
morphisms f
′i
∗ are all zero for i < 0 ([BBD82], Proposition 5.1.15 (iii)). Thus
(6.3.12) f ′∗ = (j
∗φ−1) ◦ (j∗u) ◦ f
′0
∗ .
Note that the maps on either side of the equality (6.3.12) are defined over k0, but the
equality is over k.
The map f
′0
0∗ is a map of pure perverse sheaves over k0, thus applying Lemma 6.1 in the
form of (6.2.7), we get a natural map
(6.3.13) f 00∗ : ICX0 →
pH0(f0∗ICY0)
of perverse sheaves on X0, which restricts to f
′0
0∗ over U0.
We define
(6.3.14) f0∗ := φ
−1
0 ◦ u0 ◦ f
0
0∗ : ICX0 → f0∗ICY0.
Let f∗ be the corresponding map over k. Since by construction f
0
0∗ restricts to f
′0
0∗ over
U0, (6.3.12) implies that f∗ restricts to f
′
∗ over U as desired.
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We also have the dual map.
Corollary 6.4. There is natural map
(6.3.15) f∨∗ : f∗ICY → ICX
(defined over k0) such that when restricted U it is dual to the map (6.3.6).
We can also apply adjunction to f∗ to obtain the following.
Corollary 6.5. There is a natural map
(6.3.16) f ∗ : f ∗ICX → ICY ,
which when restricted to f−1(U) is the map in (6.1.1).
Dualizing we also have the following result.
Corollary 6.6. There is a natural map
(6.3.17) f ! : ICY → f
!ICX ,
which when restricted to f−1(U) is dual to the map in (6.1.1).
Remark 6.7. Note that compatibility of f∗|U with (6.3.6) is independent of the choice of an
isomorphism in (6.2.4). Since the argument only depends on vanishing of f
′i
∗ for i 6= 0, and
all the choices lead to this vanishing. However keeping in mind applications to situations
where one would want to make uniform choices it is better to have a construction of f∗ as
in the proposition (via the choice of an η and U0).
In the rest of this section we assume that X0 (and hence Y0) is proper over k0.
The morphism of sheaves
(6.3.18) f∗ : ICX → f∗ICY ,
constructed in Proposition 6.3 induces a linear map
(6.3.19) f ∗ : H i(X, ICX)→ H
i(Y, ICY ).
By properness of f we also have an action on the compactly supported cohomology
(6.3.20) f
′∗
c : H
i
c(U, ICU)→ H
i
c(f
−1(U), ICf−1(U)).
Moreover we have a diagram of cohomology groups
(6.3.21) H i+dc (U,Qℓ)
f∗

∼=
// H ic(U, ICU)
//
f
′
∗
c(6.3.20)

H i(X, ICX)
f∗(6.3.19)

H i+dc (f
−1(U),Qℓ) // H
i
c(f
−1(U), ICf−1(U)) // H
i(Y, ICY )
.
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The square in the left of the Diagram 6.3.21 is commutative as a result of (6.3.7). The
square on the right commutes by the functoriality of the adjunction j!j
∗ → 1. When i = d, the
Diagram 6.1.6 implies that all the row maps in the Diagram 6.3.21 are isomorphisms.
We also have a commutative diagram of usual cohomology groups
(6.3.22) Qℓ
deg(f)

∼=
Tr−1X
// H2d(X,Qℓ)
f∗

H2dc (U,Qℓ)
∼=
oo
f∗

Qℓ H
2d(Y,Qℓ)
∼=
TrY
oo H2dc (f
−1(U),Qℓ)
∼=
oo
.
Here TrX and TrY are the trace maps on the top cohomology (6.1.8). Finally combining
the Diagrams 6.3.21 and 6.3.22 we have the following result.
Lemma 6.8. The following diagram is commutative
(6.3.23) Qℓ
deg(f)

∼=
Tr−1X
// H2d(X,Qℓ)
∼=
(6.1.3)
//
f∗

Hd(X, ICX)
f∗(6.3.19)

Qℓ H
2d(Y,Qℓ)
∼=
TrY
oo Hd(Y, ICY )
∼=
(6.1.3)
oo
.
We can also dualize the arguments above. The morphism (6.3.15) induces a pushforward
on the intersection cohomology groups
(6.3.24) f∗ : H
i(Y, ICY )→ H
i(X, ICX).
As in Lemma 6.8 we would like to understand this action when i = d. Note that by
construction
(6.3.25) f∗ : H
d(Y, ICY )→ H
d(X, ICX).
is dual to the pullback map
(6.3.26) f ∗ : H−d(X, ICX)→ H
−d(Y, ICY ),
induced by (6.3.18). Moreover restricting (6.3.18) to U , and we obtain pullback maps
(6.3.27) f
′∗ : H i(U, ICU)→ H
i(f−1(U), ICf−1(U)).
As before the commutative diagram (6.3.7) and functoriality of the adjunction 1 → j∗j
∗
gives rise to a commutative diagram
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(6.3.28)
H i+d(X,Qℓ) //
f∗

H i+d(U,Qℓ)
f∗

∼=
// H i(U, ICU)
f
′
∗(6.3.27)

H i(X, ICX)
f∗(6.3.19)

oo
H i+d(Y,Qℓ) // H
i+d(f−1(U),Qℓ) // H
i(f−1(U), ICf−1(U)) // H
i(Y, ICY )oo
.
In particular when i = −d, the Diagram 6.1.9 implies that all the row maps in the Diagram
6.3.28 are isomorphisms. Thus we get a commutative diagram
(6.3.29) Qℓ
∼=
// H0(X,Qℓ)
∼=
(6.1.10)
//
f∗

H−d(X, ICX)
f∗(6.3.26)
 
Qℓ
∼=
// H0(Y,Qℓ) H
−d(Y, ICY )
∼=
(6.1.10)
oo
.
Dualizing the Diagram 6.3.29 we get a commutative diagram
(6.3.30) Qℓ H
0(X,KX)
∼=
TrX
oo Hd(X, ICX)
∼=
(6.1.7)
oo
Qℓ H
0(Y,KY )
∼=
TrY
oo
f∗
OO
Hd(Y, ICY )
∼=
(6.1.7)
oo
f∗ (6.3.25)
OO
.
Here f∗ : H
0(Y,KY ) → H
0(X,KX) is induced by the adjunction f∗f
! → 1 and is dual to
the pullback map f ∗ : H0(X,Qℓ) → H
0(Y,Qℓ). Thus combining Diagrams 6.3.30 and 6.1.6
we have a commutative diagram
(6.3.31) H2d(Y,Qℓ)
TrY
(6.1.8)

∼=
(6.1.3)
// Hd(Y, ICY )
f∗(6.3.25)

∼=
%%❏
❏❏
❏❏
❏❏
❏❏
❏❏
Qℓ
H2d(X,Qℓ)
∼=
(6.1.3)
//
TrX
(6.1.8)
II
Hd(X, ICX)
∼=
99ttttttttttt
.
The Diagrams 6.3.23 and 6.3.31 immediately imply the following proposition.
Proposition 6.9. Let f0, g0 be two dominant morphisms from X0 → Y0. Let f
∗ : Hd(X, ICX)→
Hd(Y, ICY ) and g∗ : H
d(Y, ICY )→ H
d(X, ICX) be the linear maps as defined in (6.3.19) and
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(6.3.25). Then
(6.3.32) g∗ ◦ f
∗ = deg(f),
as endomorphisms of the one dimensional Qℓ vector space H
d(X, ICX).
6.4. A cohomological correspondence of ICX . Let k0 be the finite field Fq. As before
k is an algebraic closure of Fq. Let c : C → X ×k X be a correspondence of projective
varieties. Further assume that
(1) c is defined over Fq (and we make a choice of a model).
(2) dim(C) = dim(X) = d.
(3) c1 and c2 are dominant.
(4) c2 is generically e´tale.
As before we make a choice of a relatively ample line bundle (for either projections)
corresponding to the chosen model.
Let j : U →֒ X be a smooth open subscheme defined over Fq such that, c2|(c−11 (U)∩c
−1
2 (U))
is
e´tale. Recall that we are in such a set up (see Remark 5.9).
Let C ′ := c−11 (U) ∩ c
−1
2 (U). By definition [c]|U is the correspondence c
′ : C ′ → U ×k U
induced by c. Further since c2|C′ is assumed to be e´tale, C
′ is smooth over k.
There is a natural cohomological correspondence of Qℓ[d]|U lifting c
′ given by
(6.4.1) c
′∗
1 Qℓ[d]
∼=
c
′
∗
1
// Qℓ[d]
∼=
(S)
// DC′Qℓ[d]
∼=
c
′!
2
// c
′!
2DC′Qℓ[d]
∼=
(S)
// c
′!
2Qℓ[d] .
Here the isomorphisms (S) come from the smoothness of C ′. The morphism c
′!
2 is dual to
the natural isomorphism c
′∗
2 : c
′∗
2 Qℓ[d] ≃ Qℓ[d].
Since the correspondence c|U is quasi-finite along the second projection, we can make sense
of the naive local term along closed points y in Fix(c|U) (see Definition 4.8).
Lemma 6.10. For the cohomological correspondence u′ in (6.4.1), and any closed point y
in Fix(c|U), the naive local term Tr(u
′
y) = 1.
Proof. The map c
′
2!c
′∗
1 Qℓ[d]→ Qℓ[d] induced by (6.4.1) via adjunction between (c
′
2!, c
′!
2) under
the isomorphism (6.4.1), corresponds to the natural adjunction map c
′
2!c
′!
2Qℓ[d]→ Qℓ[d]. Since
c
′
2 is e´tale, the Lemma follows from [FK88], Chapter II, Lemma 1.1.

In this set up we have the following Corollary to Proposition 6.3.
Corollary 6.11. There exists a cohomological correspondence (defined over Fq)
(6.4.2) u : c∗1ICX → c
!
2ICX
lifting c such that, u|U (see Section 4.1.4) is the correspondence (6.4.1).
Proof. Corollary 6.5 applied to c1 : C → X gives us a map (defined over Fq)
(6.4.3) c∗1 : c
∗
1ICX → ICC .
Corollary 6.6 applied to c2 : C → X gives us a map (defined over Fq)
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(6.4.4) c!2 : ICC → c
!
2ICX .
We define u : c∗1ICX → c
!
2ICX to be the composition of (6.4.3) and (6.4.4). Clearly u
is also defined over Fq. Since C
′ is smooth, the compatibility with (6.4.1) is an immediate
consequence of the compatibility in Corollaries 6.5 and 6.6.

We now show that (6.4.2) produces the ‘correct’ leading term and error term in (1.0.2).
Let τ : Qℓ →֒ C be an embedding. Let δ be the generic degree of c1.
Proposition 6.12. There exists a positive real number Mglo(τ) such that for any n ≥ 0
(6.4.5) |Tr(RΓ(u(n)))− δqnd| ≤Mglo(τ)q
n(d− 1
2
).
Here Tr(RΓ(u(n)) is the trace of the endomorphism RΓ(u(n)), of the perfect complex (of Qℓ
vector spaces) RΓ(X, ICX) (see Section 4.3.3), induced by the cohomological correspondence
(6.4.2).
Proof. Since H i(X, ICX) vanishes for i /∈ [−d, d] ([BBD82], Section 4.2.4), by the definition
of Tr(RΓ(u(n))) we have an equality
(6.4.6) Tr(RΓ(u(n))) =
d∑
i=−d
(−1)iTr((c2∗c
∗
1) ◦ F
n∗
X/Fq);H
i(X, ICX)→ H
i(X, ICX)).
Here c∗1 and c2∗ are the pullback and pushforward induced by (6.4.3) and (6.4.4) respec-
tively. Since c1, c2 and u are defined over Fq, c2∗c
∗
1 commutes with F
∗
X/Fq
. Thus the bound
(6.4.5) is an immediate consequence of Proposition 6.9, and purity of ICX ([BBD82], The´ore`me
5.4.10).

7. Local terms along a locally invariant subset
The goal of this section is to prove Theorem 1.5. As mentioned in the introduction we
prove a similar bound for the larger class of good correspondences. We begin by defining
them.
Let k be an algebraic closure of the finite field Fq. Through out this section we will be
working over schemes of finite type over a field k. Some of the results can be generalized in an
obvious way to arbitrary algebraically closed fields. But we do not need these generalisations
for our purposes, hence do not pursue them here.
7.1. Good correspondences. Let X/k be a proper scheme defined over Fq. Let c : C →
X ×k X be an arbitrary correspondence.
Definition 7.1 (Good correspondence). We say c is a good correspondence over Fq, if it fits
into a Cartesian diagram
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(7.1.1) C 
 jC
//
cU

C
c

U 
 j
// X ×k X
such that
(a) C is proper over k.
(b) U = ∪ri=1Ui ×k Ui, where Ui’s are open subsets of X defined over Fq and cover X .
(c) c = j ◦ cU = c ◦ jC .
Remark 7.2. Proper correspondences are trivially good (over any finite subfield containing
Fq).
The following is our motivation for studying good correspondences.
Let c : C → X ×k X be a proper correspondence. Let Z ⊆ X be a closed subset of X
defined over Fq, which is locally c-invariant over Fq (see Remark 4.21). Thus there exists a
finite collection of open subsets {Ui}, 1 ≤ i ≤ r of X defined over Fq, which cover Z, and
set theoretic inclusions
(7.1.2) c−12 (Ui ∩ Z) ∩ c1(Ui) ⊆ c
−1
1 (Z),
for every i.
Let U := X\Z. Note that U is also defined over Fq. Clearly U and Ui’s together form an
open cover of X . Let W := c−1 ((U ×k U) ∪ (∪
r
i=1(Ui ×k Ui)).
Lemma 7.3. W is a neighbourhood of fixed points of c(n) such that, Z is c(n)|W -invariant
for any n ≥ 0.
Proof. Since ((U ×k U) ∪ (∪
r
i=1(Ui ×k Ui)) is an open neighbourhood of ∆
(n)
X
,W by definition
is an open neighbourhood of Fix(c(n)).
Now we show that Z is c(n)|W -invariant for every n ≥ 0. Let x ∈ W be such that c2(x) ∈
Z. We need to show that F n
X/Fq
(c1(x)) ∈ Z, for every n ≥ 0. Since Z is defined over Fq it
suffices to prove that c1(X) ∈ Z.
Since x ∈ W = c−1((U ×k U) ∪ (∪
r
i=1(Ui ×k Ui)), c2(x) ∈ Z implies that x ∈ c
−1(Ui × Ui)
for some index i. Thus c2(x) ∈ Ui ∩ Z and c1(x) ∈ Ui. (7.1.2) then implies that c1(x) ∈ Z.

In light of Lemma 7.3 our discussion in Section 4.4.3 applies to Z, and we can make sense
of the correspondences c(n)|W,Z for any n ≥ 0. Now consider the Cartesian diagram
(7.1.3) W ∩ c−11 (Z) ∩ c
−1
2 (Z)
  //

c−11 (Z) ∩ c
−1
2 (Z)

∪i((Ui ∩ Z)×k (Ui ∩ Z))
  // Z ×k Z
.
39
7.1.1. The Diagram 7.1.3 is analogous to the one in (4.4.4), except that W is pulled back
from below. The correspondence c|W,Z is then by definition the map fromW ∩c
−1
1 (Z)∩c
−1
2 (Z)
to Z ×k Z. The Cartesian diagram (7.1.3) trivially implies the following Lemma.
Lemma 7.4. c|W,Z is a good correspondence over Fq.
Moreover since Z is defined over Fq, we clearly have
(7.1.4) c(n)|W,Z = c|
(n)
W,Z ,
as correspondences from W ∩ c−11 (Z) ∩ c
−1
2 (Z) to Z ×k Z.
7.1.2. Now suppose we are given a cohomological correspondence u of a Weil sheaf F on
X lifting the correspondence c. Then Lemma 7.3 and the discussion in Section 4.4.3 implies
that there exists a cohomological corespondence u(n)|W,Z of F|Z lifting the correspondence
c(n)|W,Z. Here F|Z is given the natural Weil structure coming from restricting the one on F .
In particular we can calculate LT(u(n)|Z) using W . Also note that analogous to (7.1.4) we
have
(7.1.5) u(n)|W,Z = (u|W,Z)
(n)
as cohomological correspondences of F|Z lifting c
(n)|W,Z = c|
(n)
W,Z . In particular
(7.1.6) LT(u(n)|Z) = LT((u|W,Z)
(n)).
Having motivated good correspondences, we now establish some basic properties of good
correspondences over Fq.
As before let c : C → X×kX be a good correspondence over Fq. Recall that X is assumed
to be proper and defined over Fq. In particular we have a Cartesian diagram (7.1.1).
Lemma 7.5. c(n) is good over Fq for all n ≥ 1.
Proof. Let Fl := FX/Fq × 1X be the partial Frobenius on X ×k X . The Cartesian diagram
(7.1.1) can be enlarged to the following diagram
(7.1.7) C 
 jC
//
cU

C
c

U 
 j
//
Fnl |U

X ×k X
Fn
X/Fq
×1X

U 
 j
// X ×k X
which is Cartesian because of the condition (b) in Definition 7.1. Hence j ◦ F nl |U ◦ cU =
(F nX/Fq × 1X) ◦ j ◦ cU = c
(n), where the last equality follows from condition (c) in Definition
7.1. Thus the outer square in (7.1.7) implies that c(n) is also good over Fq.

The following Lemma is analogous to Lemma 7.3.
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Lemma 7.6. For any n ≥ 0, the graphs of F nX/Fq and their transpose are contained in U
(see Diagram 7.1.1). Moreover Fix(c(n)) is proper over k.
Proof. By definition U = ∪ri=1Ui ×k Ui, where Ui’s are an open cover of X defined over
Fq. Hence the graphs of F
n
X/Fq
and their transpose are contained in U . Thus the Cartesian
diagram (7.1.1) implies that Fix(c(n)) = Fix(c(n)). Hence Fix(c(n)) is proper over k.

Lemma 7.6 implies that, if we are given a a cohomological correspondence u of a Weil
sheaf F on X lifting the possibly non-proper correspondence c, we can make sense of the
local terms LT(u(n)) (Definition 4.9).
Now suppose F0 ∈ D
b
≤w(X0,Qℓ) is a mixed sheaf of weight less than or equal to w on
X0. Suppose that F0 is in
pD≤a(X0, Qℓ). Here X0 is the chosen model of X over Fq. Let u
be a cohomological correspondence of F lifting c, a good correspondence over Fq.
Fix a field isomorphism (say τ) of Qℓ with C.
The goal of this section is to obtain the following estimate for the local terms.
Theorem 7.7. For any ǫ > 0, there exists a natural number N(ǫ) and a positive real number
M(τ) such that, for any n ≥ N(ǫ)
(7.1.8) |LT(u(n))| ≤ M(τ)qn(
(w+a+dim(X))
2
+ǫ).
Here the norm on the left is with respect to the chosen isomorphism τ .
Theorem 7.7 follows easily from the Lefschetz-Verdier trace formula if one assumes c is
proper (and not just good). In light of Lemma 7.4 and the equality (7.1.6), Theorem 1.5 is
an immediate consequence of Theorem 7.7.
Now we show that Theorem 1.5 combined with the results of the earlier sections implies
Theorem 1.3.
7.2. Theorem 1.5 implies Theorem 1.3.
Proof. Let c : C ⊆ X ×k X be the natural compactification of c inside the projective
space. Proposition 5.8 implies that we can assume the following
(a) X is smooth over k.
(b) c2 restricted to c
−1(X ×k X) = C is e´tale.
(c) c leaves Z := X\X locally invariant over Fq.
Since Z is defined over Fq, (c) implies that Z is also locally c
(n)-invariant over Fq for all
n ≥ 1. Thus Lemma 4.27 implies that there exists an integer N ′ such that for all n ≥ N ′, c(n)
is contracting in a neighbourhood of fixed points around Z (see Definition 4.26) and c(n)|X
is contracting near every closed point of X in a neighbourhood of fixed points.
Let u : c∗1ICX → c
!
2ICX be the cohomological correspondence defined in Corollary 6.11. Since
Fix(c(n)) is proper over k, we can apply Corollary 4.33 to the cohomological correspondence
u(n) for any n ≥ N ′.
Corollary 4.33 implies that for n ≥ N ′, Fix(c(n)) is finite. Moreover we have for any n ≥ N ′,
(7.2.1) LT(u(n)) =
∑
β∈Fix(c(n)|X)
Tr(u
(n)
β ) + LT(u
(n)|Z).
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Since c−1(X ×X) = C and u|X is the correspondence (6.4.1), Lemma 6.10 implies that
(7.2.2)
∑
β∈Fix(c(n)|X)
Tr(u
(n)
β ) = #Fix(c
(n))(k).
Since the restriction of ICX to Z is of weight less than or equal to dim(X) ([BBD82], 5.1.14
(i)) and belongs to pD≤−1 ([BBD82], Corollaire 1.4.24), Theorem 1.5 implies that there exists
a positive integer N ′′ such that for all n ≥ N ′′,
(7.2.3) |LT(u(n)|Z))| ≤ Mloc(τ)q
n(dim(X)− 1
2
)
for some positive real number Mloc(τ) (depending on τ).
Finally note that Lefschetz-Verdier trace formula (Corollary 4.13) and Proposition 6.12
together imply that
(7.2.4) |LT(u(n))− δqndim(X)| ≤Mglo(τ)q
n(dim(X)− 1
2
),
for some positive real number Mglo(τ) (depending on τ).
Thus combining (7.2.1), (7.2.2), (7.2.3) and (7.2.4) we obtain the bound
(7.2.5) |#Fix(c(n))(k)− δqndim(X)| ≤Mqn(dim(X)−
1
2
),
for all n ≥ N = max{N ′, N ′′} with M(τ) =Mloc(τ) +Mglo(τ).

Remark 7.8. The bound (7.2.3) is a consequence of both the dimension and perversity
dropping when restricted to the boundary. The bound in (7.1.8) has an error term of ǫ and
if we did not have the perversity drop, Theorem 1.5 would give us a weaker bound with the
local term growing as qn(dim(X)−1/2+ǫ), which is clearly insufficient for our purposes.
7.3. The pairing. We begin by reinterpreting cohomological correspondences in a way
which will be useful for us.
Lemma 7.9. There exist a natural isomorphism of Qℓ vector spaces
(7.3.1) Hom(c∗1F , c
!
2F) ≃ Hom(F ⊠ DXF , c∗KC).
Proof. Clearly we have
(7.3.2) Hom(c∗1F , c
!
2F) ≃ Hom(Qℓ,C,RHom(c
∗
1F , c
!
2F)),
which by Illusie’s isomorphism (4.3.4) is isomorphic to
(7.3.3) Hom(Qℓ,C , c
!(DXF ⊠ F)).
Further using adjunction between (c!, c
!) it is clear that
(7.3.4) Hom(Qℓ,C , c
!(DXF ⊠ F)) ≃ Hom(c!Qℓ,C ,DXF ⊠ F),
which in turn is isomorphic to
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(7.3.5) Hom(DX×kX(DXF ⊠ F), c∗KC)
by Verdier duality. The Lemma is then a consequence of the isomorphism (2.0.2).

Let c : C → X ×k X be a good correspondence over Fq, with the choice of a Cartesian
diagram (7.1.1). Let Z := (X\U)red the complimentary closed subscheme and i : Z →֒ X×kX
be the corresponding closed immersion. Let ∂C be the reduced complement of C in C. Let
i∂C and cZ be the induced maps from ∂C to C and Z respectively.
Thus we have a diagram
(7.3.6) C 
 jC
//
cU

C
c

∂C? _
i∂C
oo
cZ

U 
 j
// X ×k X Z?
_ioo
where both the squares are Cartesian (upto nilpotents) by definition. On C we have an exact
triangle
(7.3.7) jC!KC // jC∗KC // i∂C∗i
∗
∂C
jC∗KC
+1
// .
Pushing forward this triangle to X ×k X via c∗ = c!, we obtain an exact triangle
(7.3.8) c!KC // c∗KC // i∗cZ∗i
∗
∂C
jC∗KC
+1
//
on X ×k X .
Recall that j is an open immersion and i the corresponding closed complement in the
diagram (7.3.6). Hence Hom(j! , i∗ ) ≃ 0.
Thus applying the cohomological functor Hom(j!j
∗(F⊠DXF), ) to the triangle (7.3.8), we
get an isomorphism
(7.3.9) Hom(j!j
∗(F ⊠ DXF), c!KC) ≃ Hom(j!j
∗(F ⊠ DXF), c∗KC).
The natural map j!j
∗(F⊠DXF)→ F⊠DXF combined with Lemma 7.9 and (7.3.9) gives
a natural map
(7.3.10) Hom(c∗1F , c
!
2F)→ Hom(j!j
∗(F ⊠ DXF), c!KC).
The map in (7.3.10) can be understood as follows. Fix a cohomological correspondence u of
F lifting c, or equivalently by Lemma 7.9 a morphism (also denoted by u) from F⊠DXF →
c∗KC . Consider the following diagram
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(7.3.11) i∗i
∗(F ⊠ DXF)[−1]
+1

i∗cZ∗i
∗
∂C
jC∗KC [−1]
+1

j!j
∗(F ⊠ DXF)
α

u˜
//❴❴❴❴❴❴❴❴ c!KC

F ⊠ DXF

u
// c∗KC

i∗i
∗(F ⊠ DXF) i∗cZ∗i
∗
∂C
jC∗KC
.
The isomorphism (7.3.9) implies that there exists an unique arrow u˜ : j!j
∗(F ⊠ DXF) →
c!KC making the central square in (7.3.11) commute. Moreover u˜ depends only on u◦α. This
u˜ is the image of u under (7.3.10).
Since X ×k X is proper, we have isomorphisms
(7.3.12) Hom(Qℓ, j!j
∗(F ⊠ DXF)) ≃ H
0
c (U, j
∗(F ⊠ DXF))
and
(7.3.13) Hom(Qℓ, c!KC) ≃ H
0
c (C,KC).
Also there exists a pairing
(7.3.14) Hom(Qℓ, j!j
∗(F ⊠ DXF))⊗Qℓ Hom(j!j
∗(F ⊠ DXF), c!KC)→ Hom(Qℓ, c!KC),
given by composition of maps. Thus combining (7.3.10), (7.3.12), (7.3.13) and (7.3.14) we
get a natural pairing
(7.3.15) Φ: H0c (U, j
∗(F ⊠ DXF))⊗Qℓ Hom(c
∗
1F , c
!
2F)→ H
0
c (C,KC).
In particular if we fix a cohomological correspondence u of F lifting c, we get a linear
functional on H0c (U, j
∗(F ⊠ DXF)) given by
(7.3.16) Φu(β) := TrC(Φ(β ⊗ u)),
where TrC is the natural trace map on H
0
c (C,KC).
7.3.1. The case U = X ×k X. The following is not required for the rest of the article, but
served as a motivation for the pairing (7.3.15).
So far we have not used any special property enjoyed by U . To define the paring (7.3.15)
it suffices that U is an open subset of X ×k X , and that C and X are proper over k.
In particular one can take U = X ×k X . Hence H
0
c (U, j
∗(F ⊠DXF)) = H
0(X ×k X,F ⊠
DXF). Unlike H
0
c (U, j
∗(F ⊠ DXF)) for a general U , H
0(X ×k X,F ⊠ DXF) is naturally
self-dual. In fact the projection formula ([SGA4], XVII, (5.2.9)) implies that
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(7.3.17) H0(X ×k X,F ⊠ DXF) ≃ ⊕i(H
i(X,F)⊗H i(X,F)∨) ≃ End0(H∗(X,F)),
where by End0(H∗(X,F)) we mean degree zero endomorphisms of the graded vector space
⊕iH
i(X,F).
Moreover there is a natural Trace pairing on End0(H∗(X,F)) given by
(7.3.18) (f ⊗ g)→
∑
i
(−1)iTr(g ◦ f ;H i(X,F)),
for degree 0 endomorphisms f, g of ⊕iH
i(X,F). This is a perfect pairing, and under (7.3.17)
corresponds to the natural pairing on H0(X ×k X,F ⊠ DXF) coming from the self-duality
of F ⊠ DXF .
Recall that given a cohomological correspondence u of F , we get a degree 0 endomorphism
of ⊕iH
i(X,F) (see Section 4.3.3), which we denote by c2∗c
∗
1. It is easy to see that under the
isomorphism (7.3.17), the linear functional Φu (7.3.16) corresponds to the linear functional
on End0(H∗(X,F)) given by
(7.3.19) f →
∑
i
(−1)iTr(f ◦ (c2∗c
∗
1);H
i(X,F)) ∈ Qℓ
In particular when f is the identity endomorphism of ⊕iH
i(X,F), the right hand side
evaluates to Tr(RΓ(u)).
In the rest of the article we work with a fixed correspondence c : C → X ×k X , which
we assume to be a good correspondence over Fq. Moreover we make a choice of a Cartesian
diagram (7.3.6).
7.4. The pairing with supports. We begin by discussing some generalities on cohomology
with supports. Let Y be any closed subscheme of X ×k X contained in U . Let iY,U and iY
denote the inclusion of Y into U and X ×k X respectively.
Thus one has a diagram
(7.4.1) Y 
 iY,U
// U 
 j
// X ×k X Z?
_ioo .
The composite j ◦ iY,U = iY by definition and Y ∩ Z = ∅.
For any sheaf G on X×kX , by H
p
Y (X×kX, G) we mean the cohomology H
p(Y, i!Y G). Sim-
ilarly for any sheaf G on U by HpY (U,G) we mean the cohomology H
p(Y, i!Y,UG). We have a
natural isomorphism
(7.4.2) H0Y (X ×k X,G) ≃ Hom(iY ∗Qℓ,G).
Since Hom(iY ∗ , i∗ ) ≃ 0, applying the cohomological functor Hom(iY ∗Qℓ, ) to the trian-
gles in (7.3.11), and using (7.4.2) we obtain natural isomorphisms
(7.4.3) Hom(iY ∗Qℓ, j!j
∗(F ⊠ DXF)) ≃ H
0
Y (X ×k X,F ⊠ DXF)
and
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(7.4.4) H0Y (X ×k X, c!KC) ≃ H
0
Y (X ×k X, c∗KC).
Moreover composition of maps gives a pairing analogous to (7.3.14),
(7.4.5) Hom(iY ∗Qℓ, j!j
∗(F ⊠DXF))⊗Qℓ Hom(j!j
∗(F ⊠DXF), c!KC)→ Hom(iY ∗Qℓ, c!KC).
Combining (7.3.10), (7.4.3) and (7.4.5) we obtain a natural pairing analogous to (7.3.15)
but with supports
(7.4.6) ΦY : H
0
Y (X ×k X,F ⊠ DXF)⊗Qℓ Hom(c
∗
1F , c
!
2F)→ H
0
Y (X ×k X, c!KC).
The natural forget supports maps
(7.4.7) H0Y (X ×k X,F ⊠ DXF) ≃ Hom(iY ∗Qℓ, j!j
∗(F ⊠ DXF))→ H
0
c (U, j
∗(F ⊠ DXF))
and
(7.4.8) H0Y (X ×k X, c!KC)→ H
0
c (C,KC),
give rise to the following commutative diagram
(7.4.9) H0Y (X ×k X,F ⊠ DXF)⊗Qℓ Hom(c
∗
1F , c
!
2F)
(7.4.7)

ΦY
// H0Y (X ×k X, c!KC)
(7.4.8)

H0c (U, j
∗(F ⊠ DXF))⊗Qℓ Hom(c
∗
1F , c
!
2F)
Φ
// H0c (C,KC)
.
In particular Lemma 7.6 implies that for each n ≥ 0 we have a pairing,
(7.4.10) Φ(n) : H0∆(n)(X ×k X,F ⊠ DXF)⊗Qℓ Hom(c
∗
1F , c
!
2F)→ H
0
∆(n)(X ×k X, c!KC).
Remark 7.10. Suppose X was not proper but one had a diagram as in (7.3.6), then there
exists a natural pairing
(7.4.11) Φ′Y : H
0
Y (X ×k X,F ⊠ DXF)⊗Qℓ Hom(c
∗
1F , c
!
2F)→ H
0
Y (X ×k X, c∗KC),
obtained by composition of maps using the isomorphisms (7.4.2) and (7.3.1). Clearly this
pairing coincides with the one in (7.4.6) when X is proper, under the the isomorphism
H0Y (X ×k X, c∗KC) ≃ H
0
Y (X ×k X, c!KC) (see (7.4.4)).
Remark 7.11. Unlike the pairing (7.3.15), the pairing (7.4.10) uses the specific structure
of U coming from Lemma 7.6.
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7.5. Trace maps using pairing with supports. Now we construct a Trace map
(7.5.1) T r
′
c : Hom(c2!c
∗
1F ,F)→ H
0(Fix(c), KFix(c))
as follows.
The evaluation map DXF⊗F → KX naturally gives rise to a map evF : DXF⊠F → ∆∗KX
(see (4.3.1)). Denote by [∆] the cohomology class in H0∆(X ×k X,F ⊠ DXF) corresponding
to the composite map
(7.5.2) [∆] : ∆∗Qℓ
(evF )
∨
// DX×kX(DXF ⊠ F)
∼=
(2.0.2)
// F ⊠ DXF .
Here (evF )
∨ is the Verdier dual of evF . Thus the pairing (7.4.10) gives rise to a linear map
(7.5.3) Φ∆([∆], ) : Hom(c
∗
1F , c
!
2F)→ H
0
∆(X ×k X, c!KC).
Moreover (7.4.4) and (7.4.2) together yield a natural isomorphism
(7.5.4) H0∆(X ×k X, c!KC) ≃ H
0
∆(X ×k X, c∗KC) ≃ Hom(∆∗Qℓ, c∗KC).
By duality we have
(7.5.5) Hom(∆∗Qℓ, c∗KC) ≃ Hom(c!Qℓ, ∆∗KX).
Further by using adjunction between (c!, c
!) we obtain an isomorphism
(7.5.6) Hom(c!Qℓ, ∆∗KX) ≃ Hom(Qℓ, c
!∆∗KX).
Finally applying base change to the Cartesian diagram
(7.5.7) Fix(c)
c′
//
 _
∆′

X _
∆

C
c
// X ×X
,
we obtain a natural isomorphism
(7.5.8) Hom(Qℓ, c
!∆∗KX) ≃ Hom(Qℓ,∆
′
∗KFix(c)) ≃ H
0(Fix(c), KFix(c)).
Moreover by adjunction we also have a natural isomorphism
(7.5.9) Hom(c2!c
∗
1F ,F) ≃ Hom(c
∗
1F , c
!
2F).
The map T r
′
c is defined to be the composition of (7.5.9), (7.5.3), (7.5.4), (7.5.5), (7.5.6)
and (7.5.8).
Recall that in Section 4.3 we has defined a trace map T rc due to Varshasvky (see (4.3.6)). We
now show that these maps coincide.
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Lemma 7.12. T r
′
c = T rc.
Proof. We begin by recalling Varshavsky’s recipe for computing the trace maps. Let u ∈
Hom(c∗1F , c
!
2F) be a cohomological correspondence. This corresponds by Illusie’s isomor-
phism (4.3.4) to a map (also denoted by u)
(7.5.10) u : Qℓ → c
!(DXF ⊠ F).
The element T rc(u) ∈ H
0(Fix(c), KFix(c)) under the isomorphism
(7.5.11) H0(Fix(c), KFix(c)) ≃ Hom(Qℓ, ∆
′
∗KFix(c))
corresponds to the composition
(7.5.12) u∆ : Qℓ
u
// c!(DXF ⊠ F)
c!(evF )
// c!∆∗KX
∼=
(BC)
// ∆′∗KFix(c) ,
where the last isomorphism comes from base change applied to the Cartesian diagram (7.5.7).
Applying c! to (7.5.12) and by the naturality of adjunction between (c!, c
!) we get a
commutative diagram
(7.5.13) c!Qℓ
c!u
// c!c
!(DXF ⊠ F)
α

c!c
!evF
// c!c
!∆∗KX

DXF ⊠ F
evF
//// ∆∗KX
.
Here α is induced by the adjunction between (c!, c
!). Note that (7.3.4) and (7.3.5) imply
that the composite map
(7.5.14) F ⊠ DXF
∼=
(2.0.2)
// DX×kX(DXF ⊠ F)
(α◦c!u)
∨
// c∗KC
induced by taking the Verdier dual of α◦ c!u, is the one induced by u under the isomorphism
(7.3.1).
As before taking Verdier dual of evF we have a composite map
(7.5.15) ∆∗Qℓ
(evF )
∨
// DX×kX(F ⊠ DXF)
∼=
(2.0.2)
// F ⊠ DXF ,
this by definition corresponds to the class [∆] ∈ H0∆(X ×k X,F ⊠ DXF) (see (7.5.2)). Thus
combining (7.5.15) and (7.5.14) we get an element (say u′∆) in Hom(∆∗Qℓ, c∗KC). Thus to
show T rc(u) and T r
′
c(u) correspond to the same map under the isomorphism
(7.5.16) H0(Fix(c), KFix(c)) ≃ Hom(Qℓ, ∆
′
∗KFix(c)),
we need to show that the image of u′∆ under the isomorphisms (7.5.5), (7.5.6) and (7.5.8)
is u∆.
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First note that (7.5.15) and (7.5.14) imply that u′∆ is dual to the composite map evF◦α◦c!u
(see (7.5.14)), hence its image under the isomorphism (7.5.5) is evF ◦ α ◦ c!u.
Since (7.5.13) was obtained from (7.5.12) after applying c!, and using adjunction between
(c!, c
!), the commutativity of (7.5.13) implies that the image of evF ◦ α ◦ c!u under the
isomorphism (7.5.6) is c!(evF)◦u. Finally (7.5.12) implies that the image of c
!(evF)◦u under
the isomorphism (7.5.8) is u∆.

Now suppose F has the structure of a Weil sheaf, that is it comes equipped with an
isomorphism
(7.5.17) FF : F
∗
X/FqF ≃ F .
Dualizing (7.5.17) we get an isomorphism
(7.5.18) F∨F : DXF ≃ F
!
X/FqDXF .
For each n we have a Cartesian diagram
(7.5.19) Fix(c(n)) //
 _
∆(n)
′

c(n)
′
&&
X _
∆(n)

Fn
X/Fq
// X _
∆

C
c
//
c(n)
88
X ×k X
Fn
X/Fq
×1X
// X ×k X
.
By definition, the composition of the arrows in the lower row is c(n) : C → X×kX given by
(F nX/Fq ◦ c1, c2). Denote the composition of the arrows in the topmost row by c
(n)′ . Moreover
since upper shriek commutes with external products ([Ill77], (1.7.3)) we have an isomorphism
(7.5.20) (F nX/Fq × 1X)
!(DXF ⊠ F) ≃ F
n!
X/FqDXF ⊠ F ≃ DXF ⊠ F ,
induced by (7.5.18). Further by applying the functor (F nX/Fq × 1X)
! to the evaluation map
(4.3.1), and using base change along the right Cartesian square in (7.5.19) we get a morphism
(7.5.21) (F nX/Fq × 1X)
!(F ⊠ DXF)→ ∆
(n)
∗ KX .
Thus combining (7.5.20) and (7.5.21) we get for each n ≥ 0, a morphism
(7.5.22) ev
(n)
F : DX ⊠ F → ∆
(n)
∗ KX .
Let u be a cohomological correspondence of F lifting c. Using the Weil structure FF (see
(7.5.17)) we can form a cohomological correspondence of F lifting c(n) as follows. First note
that by Illusie’s isomorphism (4.3.4), u corresponds to a map (also denoted by u)
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(7.5.23) u : Qℓ → c
!(DXF ⊠ F).
Applying c! to (7.5.20) and composing with (7.5.23) we get a map (denoted by u(n))
(7.5.24) u(n) : Qℓ → c
(n)!(DXF ⊠ F),
which under Illusie’s isomorphism (4.3.4) corresponds to
(7.5.25) u(n) : c∗1F
n∗
X/FqF ≃ c
∗
1F → c
!
2F ,
obtained by composing u with nth iterate of FF (7.5.17).
We shall construct a map
(7.5.26) T r
′′(n)
c : Hom(c2!c
∗
1F ,F)→ H
0(Fix(c(n)), KFix(c(n))
as follows.
Let u be a cohomological correspondence of F lifting c. Thus u corresponds to a map
(7.5.23) or equivalently by adjunction to a map
(7.5.27) c!Qℓ → (DXF ⊠ F).
Composing (7.5.27) and (7.5.22) we get a map
(7.5.28) c!Qℓ → ∆
(n)
∗ KX .
Moreover we have natural ismorphisms
(7.5.29) Hom(c!Qℓ,∆
(n)
∗ KX) ≃ Hom(Qℓ, c
!∆(n)∗ KX),
and
(7.5.30) Hom(Qℓ, c
!∆(n)∗ KX) ≃ Hom(Qℓ,∆
(n)′
∗ KFix(c(n))) ≃ H
0(Fix(c(n)), KFix(c(n))).
Here (7.5.29) comes from adjunction, and (7.5.30) from base change along the left in-
ner square of (7.5.19). Combining (7.5.28), (7.5.29) and (7.5.30) we get an element in
H0(Fix(c(n)), KFix(c(n))), which we call T r
′′(n)
c (u).
The maps T r
′′(n)
c are similar to T rc in (4.3.6), but adapted to the graphs of Frobenius. In
fact these two trace maps are compatible in an obvious way.
Lemma 7.13. T rc(u
(n)) = T r
′′(n)
c (u).
Proof. For ease of writing we set G = DXF⊠F . Let us recall Varshavsky’s recipe to compute
T rc(u
(n)). First we apply c(n)! to (4.3.1) to get a map
(7.5.31) c(n)!evF : c
(n)!(G)→ c(n)!∆∗KX .
Composing (7.5.31) with the map u(n) in (7.5.24), we get a map
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(7.5.32) c(n)!evF ◦ u
(n) : Qℓ → c
(n)!∆∗KX .
Base change applied to the right hand square of (7.5.19) gives us a natural isomorphism
(7.5.33) Hom(Qℓ, c
(n)!∆∗KX) ≃ Hom(Qℓ, c
!∆(n)∗ KX).
Finally note that (7.5.30) gives an isomorphism of Hom(Qℓ, c
!∆
(n)
∗ KX) withH
0(Fix(c(n)), KFix(c(n)).
The element inH0(Fix(c(n)), KFix(c(n)) corresponding to (7.5.32) via the isomorphisms (7.5.33)
and (7.5.30) is by definition T rc(u
(n)). Thus T rc(u
(n)) naturally occurs as an element in
Hom(Qℓ, c
(n)!∆∗KX) (say u∆(n)), which is then considered as an element inH
0(Fix(c(n)), KFix(c(n))
via the isomorphisms (7.5.33) and (7.5.30).
On the other hand T r
′′(n)
c (u) naturally exists as an element in Hom(c!Qℓ,∆
(n)
∗ KX) (say
u′′
∆(n)
), which is then considered as an element in H0(Fix(c(n)), KFix(c(n)) via the isomorphisms
(7.5.29) and (7.5.30).
To compare these elements we consider the following commutative diagram
(7.5.34)
u∆(n) ∈ Hom(Qℓ, c
(n)!∆∗KX)
ψ ∼=(A)

(7.5.33)
∼=(BC)
// Hom(Qℓ, c
!∆
(n)
∗ KX)
(7.5.29) ∼=(A)

∼=
(7.5.30)
// H0(Fix(c(n)), KFix(c(n))
Hom(c!Qℓ, (F
n
X/Fq
× 1X)
!∆∗KX)
ψ′′
∼=(BC)
// Hom(c!Qℓ,∆
(n)
∗ KX) ∋ u
′′
∆(n)
.
Our discussion above implies that the image of u∆(n) along the top row is T rc(u
(n)), while
the image of u′′
∆(n)
under the maps (7.5.29) and (7.5.30) in (7.5.34) is T r
′′
c (u
(n)). Thus it
suffices to show ψ(u∆(n)) = ψ
′′−1(u′′
∆(n)
) as elements in Hom(c!Qℓ, (F
n
X/Fq
× 1X)
!∆∗KX).
Consider the diagram
(7.5.35) c!Qℓ
c!u
//
c!u
(n)
))
c!c
!G
α

∼=
(c!c
!F−1
End(F)
)
// c!c
(n)!G
β

c!(c
(n)!evF )
// c!c
(n)!∆∗KX
γ

G
∼=
(F−1
End(F)
)
// (F nX/Fq × 1X)
!G
(Fn
X/Fq
×1X)
!evF
// (F nX/Fq × 1X)
!∆∗KX
(BC)

∆
(n)
∗ KX
.
Here α, β and γ are induced by adjunction between (c!, c
!), (BC) denotes the map induced
by base change along the right square in (7.5.19), and F−1End(F) is inverse to the isomorphism
(7.5.20). By functoriality of adjunction c!c
! → 1, the squares commute.
Note that by definition of u(n) (see (7.5.24)), the composition c!c
!F−1End(F)◦c!u is c!u
(n). Thus
by definition of the adjunction map ψ in (7.5.34),
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(7.5.36) ψ(u∆(n)) = γ ◦ c!(c
(n)!evF) ◦ c!u
(n).
On the other hand by definition the composition α ◦ c!u is the map in (7.5.27), and the
composition BC ◦ (F nX/Fq × 1X)
!evF ◦ F
−1
End(F) is the map in (7.5.22). Hence u
′′
∆(n)
is the
composition of these two maps. Thus we have ψ′′−1(u′′
∆(n)
) = (F nX/Fq × 1X)
!evF ◦ F
−1
End(F) ◦
α ◦ c!u, which by commutativity of (7.5.35) equals γ ◦ c!(c
(n)!evF) ◦ c!u
(n), and hence equals
ψ(u∆(n)) by (7.5.36).

There is yet another way of defining a map
(7.5.37) T r
′(n)
c : Hom(c2!c
∗
1F , F)→ H
0(Fix(c(n)), KFix(c(n))),
which when n = 0, is the trace map T r
′
c defined earlier.
Let [∆(n)] be the cohomology class in H0
∆(n)
(X ×k X,F ⊠ DXF) corresponding to the
composite map
(7.5.38) [∆(n)] : ∆
(n)
∗ Qℓ
(ev
(n)
F
)∨
// DX×kX(DXF ⊠ F)
∼=
(2.0.2)
// F ⊠ DXF .
Here (ev
(n)
F )
∨ is the Verdier dual of ev
(n)
F (see (7.5.22)). Thus the pairing (7.4.10) gives rise
to a linear map
(7.5.39) Φ∆(n)([∆
(n)], ) : Hom(c∗1F , c
!
2F)→ H
0
∆(n)(X ×k X, c!KC).
Moreover (7.4.2) and (7.4.4) together yield a natural isomorphism
(7.5.40) H0∆(n)(X ×k X, c!KC) ≃ H
0
∆(n)(X ×k X, c∗KC) ≃ Hom(∆
(n)
∗ Qℓ, c∗KC).
By duality we have
(7.5.41) Hom(∆(n)∗ Qℓ, c∗KC) ≃ Hom(c!Qℓ, ∆
(n)
∗ KX).
The map T r
′(n)
c is defined to be the composition of (7.5.9), (7.5.39), (7.5.40), (7.5.41),
(7.5.29) and (7.5.30).
The proof of the following Lemma is analogous to the proof of Lemma 7.12, and we state
it without a proof.
Lemma 7.14. T r
′(n)
c = T r
′′(n)
c .
Combining Lemmas 7.13 and 7.14 we obtain the following Corollary.
Corollary 7.15. For any cohomological correspondence u of a Weil sheaf F lifting c, T r
′(n)
c (u) =
T rc(u
(n)), as elements in H0(Fix(c(n)), KFix(c(n))).
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Note that our recipe for the trace map (with support along the diagonal) naturally pro-
duces an element in Hom(∆∗Qℓ, c∗KC) (see (7.5.4)), while Varshavsky’s recipe produces an
element in Hom(c!Qℓ, ∆∗KX) ≃ Hom(DX(c∗KC),DX(∆∗Qℓ)) (see (7.5.12)). The proof of
Lemma 7.12 amounts to showing that the maps obtained naturally using either recipes are
indeed dual to each other.
To go from Hom(∆∗Qℓ, c∗KC) to H
0(Fix(c), KFix(c)), we dualized and then used Var-
shasvky’s recipe to go from Hom(c!Qℓ, ∆∗KX) to H
0(Fix(c), KFix(c)). This was also the
case with the Frobenius twists. Instead we could have done the following.
Consider the Cartesian diagram
(7.5.42) Fix(c(n))
c˜(n)
′
//
 _
∆(n)
′

X _
∆(n)

C
c
// X ×X
.
We have natural isomorphisms
(7.5.43) Hom(∆(n)∗ Qℓ, c∗KC) ≃ Hom(Qℓ,∆
(n)!c∗KC),
(7.5.44) Hom(Qℓ,∆
(n)!c∗KC) ≃ Hom(Qℓ, c˜
(n)′
∗ KFix(c(n))),
and
(7.5.45) Hom(Qℓ, c˜
(n)′
∗ KFix(c(n))) ≃ H
0(Fix(c(n)), KFix(c
(n))).
Here (7.5.43) and (7.5.45) come from adjunction and (7.5.44) comes from base change
applied to (7.5.42).
Thus we could have defined our trace maps T r
′(n)
c , to be the composition of (7.5.9),
(7.5.39), (7.5.40), (7.5.43), (7.5.44) and (7.5.45). This is dual to Varshavsky’s recipe and
adapted to ours. We now show that the two natural paths from Hom(∆
(n)
∗ Qℓ, c∗KC) to
H0(Fix(c(n)), KFix(c
(n))) are indeed the same.
We have the following general Lemma.
Lemma 7.16. Consider a Cartesian diagram of finite type and separated schemes over an
algebraically closed field
(7.5.46) X ′
g′
//
f ′

X
f

Y ′
g
// Y
.
Let F and G be sheaves on X and Y ′ respectively. Then the following natural diagram is
commutative
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(7.5.47) Hom(f!F , g∗G)
∼=(A)

∼=(D)
// Hom(g!DY ′G, f∗DXF)
∼=(A)

Hom(F , f !g∗G)
∼=(BC)

Hom(DY ′G, g
!f∗DXF)
∼=(BC)

Hom(F , g
′
∗f
′!G)
∼=(A)

Hom(DY ′G, f
′
∗g
′!DXF)
∼=(A)

Hom(g
′∗F , f
′!G)
∼=(D)
// Hom(f
′∗DY ′G, g
′!DXF)
.
Here the isomorphisms (A), (BC) and (D) are induced by adjunction, base change and
duality respectively.
Proof. The Diagram 7.5.47 is part of a bigger diagram which is commutative for obvious
reasons.
(7.5.48) Hom(f!F , g∗G)
∼=(A)

∼=(D)
// Hom(g!DY ′G, f∗DXF)
∼=(A)

∼=(A)
**❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
Hom(F , f !g∗G)
∼=(BC)

∼=(D)
// Hom(f ∗g!DY ′G,DXF)
∼=(A)
//
∼=(BC)

Hom(DY ′G, g
!f∗DXF)
∼=(BC)

Hom(F , g
′
∗f
′!G)
∼=(A)

∼=(D)
// Hom(g
′
!f
′∗DY ′G,DXF)
∼=(A)
//
∼=(A)

Hom(DY ′G, f
′
∗g
′!DXF)
∼=(A)tt✐✐✐
✐✐✐
✐✐✐
✐✐✐
✐✐✐
✐✐
Hom(g
′∗F , f
′!G)
∼=(D)
// Hom(f
′∗DY ′G, g
′!DXF)
.

Corollary 7.17. The two natural maps from Hom(∆
(n)
∗ Qℓ, c∗KC) to H
0(Fix(c(n)), KFix(c(n)))
obtained either by composing (7.5.41), (7.5.29) and (7.5.30) or by composing (7.5.43), (7.5.44)
and (7.5.45) coincide.
Proof. The Corollary is an immediate consequence of Lemma 7.16 applied to the Cartesian
diagram (7.5.42) with F = Qℓ,X and G = KC . 
Thanks to Corollary 7.17 we can now define T r
′(n)
c , to be the composition of (7.5.9),
(7.5.39), (7.5.40), (7.5.43), (7.5.44) and (7.5.45).
Remark 7.18. In view of Remark 7.10 and our definition of the trace maps, the results of
this section do not need properness of X .
7.6. Local terms using the pairing without supports. In this section we shall use the
properness of X to compute local terms of the trace maps defined in Section 7.5. We shall
do so in a global way.
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Let F be a Weil sheaf, that is a sheaf F on X and an isomorphism (7.5.17). We had
constructed cohomology classes [∆(n)] in H0
∆(n)
(X×kX,F⊠DXF) (see 7.5.38). Now consider
the following natural map
(7.6.1) H0∆(n)(X×kX, F⊠DXF) ≃ H
0
∆(n)(X×kX, j!j
∗(F⊠DXF))→ H
0
c (U, j
∗(F⊠DXF)),
here the first isomorphism follows from Lemma 7.6 and the isomorphism (7.4.3), and the
second map is the forget supports map (7.4.7).
By abuse of notation we shall also denote the image of [∆(n)] under the morphism (7.6.1)
by [∆(n)]. All these cohomology classes now live in the same space H0c (U, j
∗(F ⊠ DXF)).
Let u be a cohomological correspondence of F lifting c. Recall that u induces a linear
function Φu on H
0
c (U, j
∗(F ⊠ DXF)) (see (7.3.16)). Moreover by Lemma 7.6 since Fix(c
(n))
is proper we can make sense of the local terms LT(u(n)) (see Definition 4.9).
Proposition 7.19. For any n ≥ 0, Φu([∆
(n)]) = LT(u(n)).
Remark 7.20. For n ≥ 1, both u(n) and the cohomology classes [∆(n)] depend on the choice
of the Weil structure on F .
Proof. Recall that (see (7.3.16) and (4.3.9)),
(7.6.2) Φu([∆
(n)]) = TrC(Φ([∆
(n)]⊗ u)),
and
(7.6.3) LT(u(n)) = TrFix(c(n))(T rc(u
(n))).
Further Corollary 7.15 implies that, it suffices to show
(7.6.4) TrC(Φ([∆
(n)]⊗ u)) = TrFix(c(n))(T r
′(n)
c (u)).
The trace maps TrC and TrFix(c(n)) by their definitions are compatible with the natural
map
(7.6.5) ψ(n) : H0(Fix(c(n)), KFix(c(n)))→ H
0
c (C,KC),
induced by the adjunction (∆
(n)′
∗ ,∆(n)
′!) (see Diagram 7.6.8). Thus it suffices to show that
the image of T r
′(n)
c (u) ∈ H0(Fix(c(n)), KFix(c(n))) under (7.6.5) is Φ([∆
(n)]⊗ u).
Thanks to Corollary 7.17, we can consider T r
′(n)
c to be the composition of (7.5.9), (7.5.39),
(7.5.40), (7.5.43), (7.5.44) and (7.5.45). Recall that the pairing with and without supports are
compatible under the natural forget supports map (see (7.4.9)). Thus to prove the Proposition
it suffices to show that the following diagram is commutative
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(7.6.6) H0
∆(n)
(X ×k X, c!KC)
(7.4.2) ∼=

(7.5.40)
∼=
// H0
∆(n)
(X ×k X, c∗KC)
(7.5.40)∼=

Hom(∆
(n)
∗ Qℓ, c!KC)
(7.4.8)

Hom(∆
(n)
∗ Qℓ, c∗KC)
(7.5.43)∼=

H0c (C,KC) Hom(Qℓ,∆
(n)!c∗KC)
(7.5.44)∼=

H0(Fix(c(n)), KFix(c(n)))
(7.6.5)
OO
Hom(Qℓ, c˜
(n)′
∗ KFix(c(n)))
(7.5.45)
∼=
oo
.
Our strategy is simple. We begin with an element γ ∈ H0(Fix(c(n)), KFix(c(n))), using the
isomorphisms (7.5.43), (7.5.44) and (7.5.45), we construct a map γ∗ : ∆
(n)
∗ Qℓ → c∗KC , and
its unique lift γ! : ∆
(n)
∗ Qℓ → c!KC . Finally we show that ψ
(n)(γ) ∈ H0c (C,KC), corresponds
to the composition
(7.6.7) Qℓ // ∆
(n)
∗ Qℓ
γ!
// c!KC ,
and thus establishing the commutativity of (7.6.6).
We have a commutative diagram
(7.6.8) Fix(c(n))
c˜(n)
′
//
 _
∆(n)
′

X _
∆(n)

C
c
//
 _
jC

X ×X
C
c
66♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠
,
whose central square is Cartesian by definition. Note that Fix(c(n)) being proper over k, is
also a closed subscheme of C. Hence the natural map
(7.6.9) jC!∆
(n)′
∗ → jC∗∆
(n)′
∗
is an isomorphism. Thus the natural map (since c is proper)
(7.6.10) c!∆
(n)′
∗ → c∗∆
(n)′
∗
is also an isomorphism.
We have natural adjunctions
(7.6.11) αn : ∆
(n)′
∗ KFix(c(n)) → KC ,
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and
(7.6.12) ∆(n)∗∆
(n)! → 1.
In particular (7.6.11) induces ψ(n) in (7.6.5). Moreover we have a base change isomorphism
(7.6.13) (BC) : c˜(n)
′
∗ ∆
(n)′! ≃ ∆(n)!c∗.
Also commutativity of the square in (7.6.8) implies
(7.6.14) c∗∆
(n)′
∗ ≃ ∆
(n)
∗ c˜
(n)′
∗ .
Now we prove the commutativity of (7.6.6) assuming the commutativity of the Diagram
7.6.15 below, whose commutativity will be shown in Lemma 7.21.
(7.6.15) c∗∆
(n)′
∗ KFix(c(n))
c∗αn
// c∗KC
∆
(n)
∗ c˜
(n)′
∗ KFix(c(n))
∼=(7.6.14)
OO
∆
(n)
∗ (BC)
∼=
// ∆
(n)
∗ ∆(n)!c∗KC
(7.6.12)
OO
Assuming (7.6.15) commutes we have a bigger commutative diagram,
(7.6.16) c!∆
(n)′
∗ KFix(c(n))
c!αn
//
∼=(7.6.10)

c!KC

c∗∆
(n)′
∗ KFix(c(n))
c∗αn
// c∗KC
∆
(n)
∗ c
(n)′
∗ KFix(c(n))
∼=(7.6.14)
OO
∆
(n)
∗ (BC)
∼=
// ∆
(n)
∗ ∆(n)!c∗KC
(7.6.12)
OO
.
Here the square on the top commutes by the naturality of c! → c∗ applied to the adjunction
αn.
Now suppose we have a global section of KFix(c(n)) (say γ). Then (7.5.43), (7.5.44) and
(7.5.45) imply that the element in Hom(∆
(n)
∗ Qℓ, c∗KC) (say γ∗) corresponding to γ is obtained
by composing
(7.6.17) γ∗ : ∆
(n)
∗ Qℓ
∆
(n)
∗ γ
// ∆
(n)
∗ c˜
(n)′
∗ KFix(c(n))
∆
(n)
∗ (BC)
∼=
// ∆
(n)
∗ ∆(n)!c∗KC
(7.6.12)
// c∗KC .
But (7.5.40) implies any such γ∗ has an unique lift (say γ!) into an element in Hom(∆
(n)
∗ Qℓ, c!KC).
The commutative diagram (7.6.16) allows us to construct a (and hence the only) lift of
γ∗. Hence given any such γ we have a diagram
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(7.6.18) c!∆
(n)′
∗ KFix(c(n))
c!αn
//
∼=(7.6.10)

c!KC

Qℓ

c∗∆
(n)′
∗ KFix(c(n))
c∗αn
// c∗KC
∆
(n)
∗ Qℓ
∆
(n)
∗ γ
// ∆
(n)
∗ c˜
(n)′
∗ KFix(c(n))
∼=(7.6.14)
OO
∆
(n)
∗ (BC)
∼=
// ∆
(n)
∗ ∆(n)!c∗KC
(7.6.12)
OO
.
The composite arrow from ∆
(n)
∗ Qℓ to c!KC in (7.6.18) is the unique lift γ! of γ∗. Since
applying global sections functor to the map c!αn in (7.6.18) induces ψ
(n) in (7.6.5), the
element ψ(n)(γ) in H0c (C,KC) corresponds to the composition
(7.6.19) Qℓ // ∆
(n)
∗ Qℓ
γ!
// c!KC
as desired.

Now we shall prove the commutativity of (7.6.15).
Lemma 7.21. The following diagram commutes
(7.6.20) c∗∆
(n)′
∗ KFix(c(n))
c∗αn
// c∗KC
∆
(n)
∗ c˜
(n)′
∗ KFix(c(n))
∼= (7.6.14)
OO
∆
(n)
∗ (BC)
∼=
// ∆
(n)
∗ ∆(n)!c∗KC
(7.6.12)
OO
Proof. Applying the functors ∆(n)!c∗ ≃ c˜
(n)′
∗ ∆(n)
′! to (7.6.11) we get a commutative diagram
(7.6.21) ∆(n)!c∗KC
∼=
(BC)
// c˜
(n)′
∗ ∆(n)
′!KC
∆(n)!c∗∆
(n)′
∗ KFix(c(n))
(∆(n)!c∗αn)
OO
∼=
(BC)
// c˜
(n)′
∗ ∆(n)
′!∆
(n)′
∗ KFix(c(n))
(c˜
(n)′
∗ ∆
(n)′!)αn
OO
c˜
(n)′
∗ KFix(c(n))
∼= βn
OO
∼=
jj
.
The isomorphisms βn are induced by adjunction ∆
(n)′!∆
(n)′
∗ ≃ 1. Since αn arises from the
adjunction of (∆
(n)′
∗ ,∆(n)
′!), the induced arrow from c˜
(n)′
∗ KFix(c(n)) → c˜
(n)′
∗ ∆(n)
′!KC in (7.6.21)
is c˜
(n)′
∗ applied to the canonical isomorphism KFix(c(n)) ≃ ∆
(n)′!KC .
Applying ∆
(n)
∗ to (7.6.21) and using the adjunction between (∆
(n)
∗ ,∆(n)!) we get a commu-
tative diagram
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(7.6.22)
c∗KC ∆
(n)
∗ ∆(n)!c∗KC
(7.6.12)
oo
∼=
∆
(n)
∗ (BC)
// ∆
(n)
∗ c˜
(n)′
∗ ∆(n)
′!KC
c∗∆
(n)′
∗ KFix(c(n))
c∗αn
OO
∆
(n)
∗ ∆(n)!c∗∆
(n)′
∗ KFix(c(n))
(7.6.12)
oo
(∆
(n)
∗ ∆
(n)!c∗αn)
OO
∼=
∆
(n)
∗ (BC)
// ∆
(n)
∗ c˜
(n)′
∗ ∆(n)
′!∆
(n)′
∗ KFix(c(n))
(∆
(n)
∗ c˜
(n)′
∗ ∆
(n)′!)αn
OO
∆
(n)
∗ c˜
(n)′
∗ KFix(c(n))
∼= ∆
(n)
∗ βn
OO
∼=
kk
The square on the left commutes by the functoriality of the adjunction map (7.6.12). By
the definition of base change morphism (∆(n)!c∗ ≃ c˜
(n)′
∗ ∆(n)
′!), the composite arrow in the
bottom row is the one induced by (7.6.14), thus establishing the commutativity of (7.6.20).

7.7. Action of partial Frobenius on the pairing. Recall that we were interested in under-
standing the local terms LT(u(n)) of a cohomological correspondence of a mixed sheaf, lifting
a correspondence which is good over Fq.
So far from the geometric side we have only used the properness of X (and C), and the
fact that there exists an open U →֒ X ×k X containing all the graphs of Frobenius. Also we
have only required a Weil structure on F so far. To use Proposition 7.19 to bound the local
terms we will need further information on the geometry of U , and the Weil structure on F .
Now we use the fact that U is stable under the partial Frobenius Fl := FX/Fq × 1X , that is
F−1l (U) = U . As before F
0
l is to be understood as the identity morphism of X ×k X .
More generally let P be the set, whose elements are open subsets of X ×k X of the form
∪iUi ×k Ui, with Ui open in X and defined over Fq. We do not require that {Ui}’s cover
X . Clearly P is stable under finite unions and intersections.
Let V be an arbitrary element in P. Then V is also stable under the partial Frobenius, and
for any integer n ≥ 0 we have a Cartesian diagram
(7.7.1) V 
 jV
//
Fnl

X ×k X
Fnl

V 
 jV
// X ×k X
.
Here jV is the open immersion of V into X ×k X .
As before let FF be the structure of a Weil sheaf on F via (7.5.17). The diagram (7.7.1) and
functoriality of the adjunction jV !j
∗
V → 1, implies that there exists a commutative diagram,
(7.7.2) F n∗l jV !j
∗
V (F ⊠ DXF)
(BC)
∼=
//

jV !j
∗
V F
n∗
l (F ⊠ DXF)
∼=
(1)
//

jV !j
∗
V (F ⊠ DXF)

(Fl)
n∗(F ⊠ DXF) F
n∗
l (F ⊠ DXF)
∼=
(2)
// F ⊠ DXF
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where the isomorphisms (1) and (2) are induced by the Weil structure of F , and (BC) arises
from base change.
Since F nl is finite (and hence proper) taking global sections along the top row of (7.7.2)
we have an induced action of F nl on compactly supported cohomology
(7.7.3) F n∗l : H
i
c(V, j
∗
V (F ⊠ DXF))→ H
i
c(V, j
∗
V (F ⊠ DXF)).
In particular since U ∈ P, for any integer n ≥ 0 we have an action of F n∗l on H
0
c (U, j
∗(F⊠
DXF)).
For any sheaf H on X ×k X , and any closed subset Y →֒ X ×k X there is a pullback map
(7.7.4) H0Y (X ×k X,H)→ H
0
(Fnl )
−1(Y )(X ×k X,F
n∗
l H),
which fits into a commutative diagram
(7.7.5) H0Y (X ×k X,H)
(7.7.4)
//

H0(Fnl )−1(Y )
(X ×k X,F
n∗
l H)

H0(X ×k X,H) // H
0(X ×k X,F
n∗
l H)
.
The vertical arrows in (7.7.5) are induced by the forget supports map, and the arrow in
the bottom row is induced by pullback.
Recall that given a structure of a Weil sheaf on F we had defined cohomology classes
[∆(n)] in H0c (U, j
∗(F ⊠ DXF)) (see (7.6.1)).
Lemma 7.22. For any n ≥ 0, (F ∗l )
n([∆]) = [∆(n)].
Proof. Since F n∗l = (F
∗
l )
n as endomorphisms of H0c (U, j
∗(F ⊠ DXF)), it suffices to prove
F n∗l ([∆]) = [∆
(n)]. For ease of writing let G := F⊠DXF . Consider the diagram of cohomology
groups
(7.7.6)
H0
∆(n)
(X ×k X,G)
(7.4.3)
∼=
// H0
∆(n)
(X ×k X, j!j
∗G)
(7.4.7)
// H0c (U, j
∗G)
H0
∆(n)
(X ×k X,F
n∗
l G)
∼=
OO
(7.4.3)
∼=
// H0
∆(n)
(X ×k X,F
n∗
l j!j
∗G) //
∼=
OO
H0c (U, F
n∗
l j
∗G)
∼=
OO
H0∆(X ×k X,G)
(7.7.4)
OO
(7.4.3)
∼=
// H0∆(X ×k X, j!j
∗G)
(7.7.4)
OO
(7.4.7)
// H0c (U, j
∗G)
OO
Fn∗l
gg
.
The isomorphisms in the upper column of (7.7.6) are induced by the Weil structure (see
(7.7.2)). The arrow from H0c (U, j
∗G) to H0c (U, F
n∗
l j
∗G) is induced by pullback, and the arrow
from H0
∆(n)
(X ×k X,F
n∗
l j!j
∗G) to H0c (U, F
n∗
l j
∗G) is the forget supports map.
That the square on the upper-left corner of (7.7.6) commutes is a consequence of the outer
commutative square in (7.7.2). The square in the upper-right corner of (7.7.6) commutes
by functoriality of the forget supports map applied to F n∗l j!j
∗G → j!j
∗G. The square in the
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bottom-left corner commutes by the definition of pullback map (7.7.4). The square in the
bottom-right corner commutes as a consequence of the commutative diagram (7.7.5). Thus
the Diagram 7.7.6 is commutative.
Recall that the cohomology classes [∆(n)] begin their life in H0
∆(n)
(X ×k X,G). Thus to
prove the Lemma it suffices to show that image of the class [∆] ∈ H0∆(X ×k X,G) along the
left column is [∆(n)] ∈ H0
∆(n)
(X×kX,G). This is immediate from the definition of [∆
(n)] (see
(7.5.38)). 
Now suppose F arises from a mixed sheaf F0 on X0 (the chosen model of X) of weight
less than or equal to w. Further assume that F0 is in
pD≤a(X0, Qℓ). Thus F comes equipped
with a canonical structure of a Weil sheaf.
Lemma 7.23. For any V ∈ P and any integer n, the eigenvalues of F ∗l acting on H
n
c (V, j
∗
V (F⊠
DXF)) are Weil numbers of weight less than or equal to w + a + dim(X).
Proof. If V = V ′ ∪ V ′′, where V ′ and V ′′ are elements in P, the Mayer-Vietoris sequence
implies that the Lemma is true for V , if it is true for V ′, V ′′ and V ′ ∩ V ′′.
Now suppose V = (U1 × U1)
⋃
(∪ri=2(Ui ×k Ui)) is an union of r ≥ 2 open sets of the form
Ui×kUi. Note that the intersection (U1×U1)∩∪
r
i=2(Ui×kUi) = ∪∪
r
i=2((U∩Ui)×k (U∩Ui)), is
an union of atmost r − 1 open sets of the form Ui ×k Ui. Thus Mayer-Vietoris allows us to
reduce to the case r = 1.
Hence suppose V = U ×k U for an open subset U of X defined over Fq. Then projection
formula ([SGA4], XVII, (5.2.9)) implies that for any integer n
(7.7.7) Hnc (U ×k U, j
∗(F ⊠ DXF)) ≃ ⊕i(H
i
c(U,F|U)⊗Qℓ (H
i−n(U,F|U))
∨),
and that the action of F ∗l on H
j
c (U ×k U, j
∗(F ⊠ DXF)) under the isomorphism (7.7.7)
corresponds to F ∗U/Fq ⊗ 1 on each factor H
i
c(U,F|U)⊗Qℓ (H
i−n(U,F|U))
∨). Here F ∗U/Fq is the
Frobenius pullback on H ic(U,F|U).
Since F comes from a mixed sheaf F0, the eigenvalues of Frobenius on H
i
c(U,F|U) are Weil
numbers ([Del80], The´ore`me 1.1). Moreover since F0 is of weight less than or equal to w, the
Frobenius weights on H ic(U,F|U) are bounded above by w + i ([BBD82], 5.1.14 (i)). Also
F|U continues to be in
pD≤a ([BBD82], Proposition 1.4.16 (i)). Thus H ic(U,F|U) vanishes
for i > dim(X) + a ([BBD82], Section 4.2.4).
Hence (7.7.7) implies that the eigenvalues of F ∗l acting on any H
n
c (V, j
∗
V (F ⊠ DXF)) are
Weil numbers of weight less than or equal to w + a+ dim(X).

We will need the following lemma.
Lemma 7.24. Let V be a finite dimensional complex vector space. Let T : V → V be a linear
map, and w a positive real number such that all the eigenvalues α of T satisfy |α| ≤ w.
Let Φ be a linear functional on V . Then for any v ∈ V there exists a positive real number
Mv such that, for any n ≥ 0
(7.7.8) |Φ(T nv)| ≤Mvn
dim(V )wn.
Proof. If T is semi-simple, choosing a basis in which T is diagonal we clearly have
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(7.7.9) |Φ(T nv)| ≤ M ′vw
n,
for some constant M ′v possibly depending on v.
In general T can be written as a sum of two commuting operators T ss and T nil,
(7.7.10) T = T ss + T nil,
with T ss semi-simple and T nil nilpotent. Thus for any positive integer n
(7.7.11) T n =
min{n,dim(V )}∑
i=0
(
n
i
)
(T ss)n−i(T nil)i.
Since the set of eigenvalues of T and T ss are the same, combining (7.7.9) and (7.7.11) we
get the necessary bound as show below
(7.7.12) |Φ(T nv)| ≤
min{n,dim(V )}∑
i=0
(
n
i
)
M ′(Tnil)ivw
n−i ≤Mvn
dim(V )wn,
with Mv := max
0≤i≤dim(V )
M ′(Tnil)iv.

7.8. Proof of Theorem 7.7. Combining Proposition 7.19, Lemma 7.22, Lemma 7.23 and
Lemma 7.24 we have for all n ≥ 0,
(7.8.1) |LT(u(n))| ≤M(τ)nrqn(
(w+a+dim(X))
2
),
for some positive real number M(τ). Here r = dimQℓ(H
0
c (U, j
∗(F ⊠ DXF))).
Given any ǫ > 0, let N(ǫ) be the smallest positive integer n such that n
logq n
≥ r
ǫ
. Then
(7.8.1) implies that for any n ≥ N(ǫ),
(7.8.2) |LT(u(n))| ≤M(τ)qn(
(w+a+dim(X))
2
+ǫ),
as desired.
Remark 7.25. The proof of Lemma 7.24 allows us to explicitly determineM(τ) in (7.8.2). In-
deed if one knew that the action of the partial Frobenius on H0c (U, j
∗(F ⊠ DXF)) was
semi-simple then one could have used (7.7.9) instead to obtain a sharper bound as compared
to (7.8.2). Morevover as observed there, the constant M(τ) would then only depend on the
class [∆]. This class can be ‘uniformly’ defined unlike the classes [∆(n)] and hence M(τ) can
be estimated uniformly. We hope to come back to this in a future work.
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