We discuss nonparametric estimation of conditional quantiles of a circular distribution when the conditioning variable is either linear or circular. Two different approaches are pursued: inversion of a conditional distribution function estimator, and minimization of a smoothed check function. Local constant and local linear versions of both estimators are discussed.
Introduction
Quantile regression focuses on estimating either the conditional median or other quantiles of the response variable. When compared with ordinary least squares regression, we can say that quantile estimates are: a) more robust when the distributions of the covariates and/or error terms are heavy tailed; b) more easily interpretable if the conditional distributions are asymmetric. However, quantile regression is typically used to gain insights on the whole underlying conditional distribution through the estimation of various percentiles. Similarly, predictive intervals are often determined by estimating pairs of extreme conditional quantiles.
Methods used for quantile regression range from fully parametric -in the simplest case, we have a normal distributed response, along with linear quantile curves -to fully nonparametric, where local smoothing of observed quantiles is carried out, see, for example, Jones and Hall (1990) . Usually, either the quantile curves or response distribution is estimated nonparametrically. Jones and Noufaily (2013) provide a critical account of the literature.
In practice, as it happens for the majority of circular statistics indices, a set of quantiles can be estimated for each possible choice of the origin. In some situations there may be external information, or data could be confined to a small arc of the circle (reproducing an euclidean-like scenario), but more generally (as in our example) we could choose the origin according to a minimum width criterion. That is, for any specified quantile, the origin is chosen so as to minimise the width corresponding to the estimated interval. In any case, we observe that a change of the origin simply generates a linear shift on the cumulative distribution function (CDF) values, i.e. in the quantile order. Such an equivariance form links estimates based on same data but with different origin.
Also, the definition, and then the estimation, of the circular CDF is not an obvious extension of the standard theory. It is perhaps for these reasons that quantile regression seems unexplored in the circular setting, even from a parametric perspective. The CDF of a random angle Θ having density f is defined as F(θ) := θ −π f (t | u)dt, for u ∈ Í, in the cases where Í is the unit circle or Í = [0, 1], and F is absolutely continuous. Notice that setting Í equal to the interval [0, 1] , which is common practice in nonparametric modeling, does not lead to any loss of generality.
In order to construct our estimator we start from the kernel estimator of f (θ | u), which can be conceived as the ratio between the kernel estimator of the joint density and the kernel estimator of the marginal one. In particular, letting (U 1 , Θ 1 ), · · · , (U n , Θ n ) be independent copies of (U, Θ), for α ∈ [−π, π), we writê
Q λ (u − U i ) with K κ being a circular kernel with concentration parameter κ ∈ (0, +∞), i.e. a non-negative function defined on the unit circle, admitting an uniformly convergent Fourier series representation K κ (θ) = (2π)
where γ j (κ) is a strictly monotonic function of κ. Moreover, when Í is the unit circle ([0, 1], resp.), Q λ is a circular kernel (euclidean kernel supported on [−1, 1], resp.) with (scaled by a, resp.) smoothing factor λ ∈ (0, +∞). Then, a smooth estimator for F(θ | u) can be defined aŝ
where 
Also, estimator (1) A general class of double-kernel local polynomial estimators for F(θ | u), which includes estimator (1), can be derived as follows. Let
we know that, under the usual mild conditions,
, thus for a big enough κ we can write m(θ, w) ∼ F(θ | w). Now consider the following pth order series expansion of F(θ | w) for w around u ∈ Í,
where Ψ(u) = sin(u) (u, respectively) when Í is the unit circle ([0, 1], resp.), and, for (i, j) ∈ AE × AE,
Then, a pth degree local polynomial estimator of F(θ | u) can be defined as the solution for β 0 of
Clearly, when p = 0, the solution for β 0 is given by estimator (1), whereas when p = 1, such a solution defines a local linear estimator of
where
It is possible, although rarely in practice, that a local linear estimate of F(θ | u) is non-monotone, yielding non-bonafide estimates. Importantly, when p = 1 the solution for β 1 of the above minimization problem is an estimator of the conditional density. Although conditional density estimation in the circular-circular or linear-circular setting seems a promising research field, we will not pursue it further in the present paper. In what follows, we denote as g the density of U, and assume K κ to be a von Mises density with zero mean direction and concentration parameter 0 < κ < ∞, i.e. K κ (θ) = {2πI 0 (κ)} −1 exp(κ cos(θ)), with I 0 (·) being the modified Bessel function of the first kind and order 0.
Conditioning on a circular variable
Here we consider the case in which Í is the unit circle, and denote the conditioning variable by Φ. Also, after 
In particular, we assume that Q λ is a second sin-order circular kernel, whose Fourier coefficients, say γ j (λ), for even j > 0, satisfy lim
This latter condition assures that, for even j > 2, η j (Q λ ) = o(η 2 (Q λ )), as clarified in the following Remark 3. For a circular kernel K κ , and even j > 0
Typical examples of densities which are second sin-order circular kernels and satisfy above condition are: von Mises, wrapped normal and wrapped Cauchy. Now, letting R(
λ (θ)dθ, for both local constant and local linear estimators of F(θ | φ), we get
iii) λ increases with n, and lim n→∞ η 2 (Q λ ) = 0 and
then, for estimator (1) we have
while, for estimator (2) we have
and, in both cases,
Proof. See appendix for Proof
Because the asymptotic variances are the same, a simple index showing the relative efficiency of the local constant and local linear methods could be:
and we see that the quantity g ′ (φ)/g(φ) is zero if the design density g is uniform, whereas it is proportional to sin(φ) if g is von Mises or Wrapped Cauchy. In all of these cases, the behavior of local linear and local constant tend to be nearly similar in the tails and identical at the critical points or flat portions of the design density. 4
Conditioning on a linear variable
We now assume Í = [0, 1], and indicate the conditioning variable as X. Moreover, we set Q λ (·) = λ then, for estimator (1) we have
Proof. See appendix for Proof
Comparing the efficiency of local constant and local linear fits, we observe that here the situation could be quite different from the circular conditioning case in the tails of the design density. In fact, it can easily be seen that if g belongs to the exponential family, then the corresponding index (4) can be made arbitrarily small for sufficiently big x. For example, observe that g ′ (x)/g(x) = −x for the standard normal density. When the tails are not exponentially bounded the situation improves for the local constant method. For example, in the standard Cauchy case we have
, such that lim |x|→∞ EFF(x) = 1 making the behaviors identical. The above theorem does not address the estimation at the boundary region, defined as {x ≤ λ} ∪ {x ≥ 1 − λ}.
Although the boundary region is asymptotically vanishing, it is known that the estimation is less accurate there. We do not present specific results on this because the usual theory applies with modifications exclusively due to the structure of the circular cumulative distribution estimator.
Double-kernel estimator of circular quantiles
Denote as q α (u) the αth quantile of the conditional distribution of Θ given U = u, i.e. F −1 (α | u), α ∈ (0, 1). As the inverse of F, the definition of a quantile for circular distributions is awkward due to the need of an arbitrary choice of where to "cut", the circle. Sensible choices include θ 0 = arg min f (θ) or θ 0 = π + arg max f (θ), but in general the density f will be unknown. Avoiding this issue requires the estimation of a family of quantiles corresponding to each possible θ 0 and interest may then lie in estimating an interval which maximizes some quantity of interest.
We address the problem of nonparametrically estimating q α (u) for the case when U is either circular or linear. A kernel estimator for the circular quantile q α (u), α ∈ (0, 1), can be defined aŝ
Clearly the local constant (local linear, respectively) version ofF λ,κ in Equation (5) ( (2), resp.) gives a local constant (local linear, resp.) version of the estimatorq α,λ,κ (u). However recall that, very occasionally, local linear gives nonmonotonic estimates of F, and this would give non-unique quantile estimates that may not increase with their order. As a consequence, confidence intervals would no longer be nested; this latter property assures that a confidence interval contains any other one defined in the same way but with smaller coverage. However, this problem is practically 5 solved by selecting the quantile solution which is the maximum solution of (5) if α > 0.5 and the minimum solution if α < 0.5. Due to the angular nature of estimator (5), its performance can be assessed by the following accuracy measure
which can be regarded as the circular counterpart of the mean squared error of a linear estimator, as clarified in the following Remark 4. Let p 1 and p 2 respectively denote the cartesian coordinates of angles θ 1 and θ 2 , i.e. p i = (cos(θ i ), sin(θ i )), for i ∈ {1, 2}. Then, using the fact that
Specifically, letting
if Í is the circle,
for the local constant version of our estimator, in both linear and circular conditioning cases we get
, assumptions i) and iii) of Theorem 1 hold, and assumption ii) of Theorem 1 or assumption i) of Theorem 2 is satisfied when Í is the circle and
Proof. See appendix for Proof
When local linear weights are employed in Equation (5), we obtain
As for links to previous work, Di Marzio et al. (2012) defined an estimator of a (unconditional) circular quantile as the inverse of a kernel estimator of a circular distribution function. Here, the definition of a circular distribution function implies the choice of a (finite) lower limit of integration, which yields a kernel estimator with an 'extra term' which depends on it. Clearly, accuracy (and optimal smoothing) for both circular distribution and circular quantile estimators depend on this integration limit.
Concerning the optimal smoothing we treat separately the cases where U is circular or linear. In particular, in the first case we have that, since for a circular kernel the smoothing parameter is not a scale factor, the optimal smoothing theory requires a specific form for Q λ . Here, we assume that Q λ is a von Mises kernel with mean direction 0, and concentration parameter λ > 0. Hence, recalling that for this kernel, when λ increases η 2 (Q λ ) ≈ λ −1 , and R(Q λ ) ≈ {λ/(4π)} 1/2 , when we choose λ ≪ κ, we have that the leading term of L[q α,λ,κ (φ)] essentially depends only on λ, whose optimal value turns out to be
where, for
Conversely, when Í = [0, 1], choosing λ ≫ κ −1/2 leads to the following optimal value of the (interior) bandwidth
, which corresponds to the optimal bandwidth of local double-kernel estimators of euclidean conditional quantiles when the bandwidth in the dependent variable direction is assumed to be smaller than that in the direction of the conditioning one. Notice also that, as n increases, while the smoothing parameter in the Θ-direction goes to infinity, the smoothing parameter in the U-direction goes to zero when U is linear and to infinity when U is a circular random variable. This is the reason why we write λ ≫ κ −1/2 and λ ≪ κ to indicate that in both cases there is asymptotically lower smoothing degree on the side of κ.
The idea behind the above approach to optimal smoothing is that it is well known (see, for example, Yu and Jones (1998) ) that the value of κ has not a very big impact in the quantile estimate (see also results in Figure 3 ) because it concerns smoothing only at the level of distribution function, whereas the choice of λ is the crucial one. Therefore, we can rely on a few degrees of freedom in setting the value of κ, in order to get an optimal (and simple) setting of λ. In particular, the choice of less smoothing within the CDF function estimate is theoretically argued by Li and Racine (2008) in a very similar context.
Circular check function minimization
The α-th quantile, α ∈ (0, 1), of the distribution of Θ given U = u can be also defined as the solution for β ∈ (−π, π) of the following minimization problem
with
where 1 {A} is the indicator function of event A. Notice that the loss in Equation (8) is the expected value of the check function for a circular quantile. This check function depends on the finite lower (upper) limit of integration of a circular CDF throughout the event A in 1 A .
Hence, a kernel estimator for q α (u), u ∈ Í, can be defined aŝ
where, for Í being the circle ([0, 1], respectively) Q λ stands for a circular (euclidean, resp.) kernel with smoothing factor λ > 0. The accuracy measure (6) for the above estimator is derived in the following
, assumptions i) and iii) of Theorem 1 hold, and assumption ii) of Theorem 1 or assumption i) of Theorem 2 is
satisfied when Í is the circle and Í = [0, 1] respectively, then
Proof. See appendix for Proof Now, considering the following series expansion of q α (U) for U around u,
a local linear version of estimator (10) can be obtained as the solution for β of the following minimization problem
Now, for the resulting estimator, we get
the solution for β of the minimization problem (12). If the assumptions of Theorem 5 hold, and q α (·) has continuous second derivative
at u ∈ Í, then L[q α,λ (u)] = ξ 2 (Q λ ) 4 {q ′′ α (u)} 2 + ν(Q λ )α(1 − α) ng(u) f 2 (q α (u) | u) + o(η(Q λ ) + n −1 ν(Q λ ))
Proof. See appendix for Proof
Notice that the asymptotic versions of loss (6) for local constant and local linear fits differ only in the bias part. Here, as it happens in the standard setting, the asymptotic biases differ even when the design density is uniform. They are the same when, for example, q ′ α (u) = 0, or when both g(u) and f (q α (u) | u) are uniform on Í, this can be seen using the formulation of
As a consequence of Theorems 5 and 6, when Í is the circle and Q λ is a von Mises kernel, the value of λ which minimises the leading term of Equation (11) is essentially the same as the value in Equation (7) 
Simulations
In this section, we explore and compare the performance of our estimators through simulations. Specifically, in Section 5.1 we compare the double-kernel estimator with the estimator based on the circular check function, and then in Section 5.2 we compare the local linear estimator with the local constant in the case that the explanatory variable may have finite support. In both cases we suppose that the explanatory variable is circular.
Double-kernel and check function estimators
We compare the double-kernel estimator given by (5) and the estimator based on the circular check function, given by (10) in the case that Í is the unit circle, and f (θ | u) is a von Mises density with concentration κ = 10 and
where atan2 [y, x] is the angle between the x-axis and the vector from the origin to (x, y). We will estimate quantiles of orders 0.01, 0.05, 0.95, 0.99 in correspondence of these three values of the conditioning variable: −2.2, −1.5, 1.5. These latter values are chosen to consider a variety of slopes. A single example is given in Figure 1 for sample size n = 100, which shows the estimates at the given design points together with the theoretical quantiles, which are of constant width. We note that the estimator (5) depends on a pair of smoothing parameters (say (κ, λ 1 )), whereas (10) depends only on one (say λ 2 ) which would suggest that the double-kernel estimator will provide more flexibility, at the expense of potential difficulty in using cross-validation to select appropriate values.
As a second simulation experiment, for each n ∈ {50, 100, 500} we simulated 100 samples. In each case we obtained quantile estimates, corresponding to the same orders and conditioning variable values as the first experiment, 8 using (5) for a grid of values of (κ, λ 1 ) and (10) for a grid of values of λ 2 . The results from the simulations were combined by using a sample version of the accuracy measure (6). Three sets of results are shown. In the first set we fix n = 100 and u = 1.5 and consider α ∈ {0.01, 0.05, 0.95, 0.99}, In the second set, we take n = 100 and α = .05 and consider u ∈ {−2.2, −1.5, 1.5}. In the third set, we take α = 0.05 and u = 1.5 and consider n ∈ {50, 100, 250, 500}. In each set we report: the values of (κ, λ 1 ) which maximize the accuracy for estimator (5), together with the corresponding loss, and the value of λ 2 which maximizes the accuracy for (10), with its corresponding loss. The results are presented in Table 1 . (13) and κ = 10. n = 100 points are generated from this model, in which u is uniform on the circle. As an illustration, the check quantile estimates (10) are shown for α{0.01, 0.99} (continuous) and α{0.05, 0.95} (dashed) at locations u ∈ {−2.2, −1.5, 1.5}. In this illustration we have chosen λ = 100.
Firstly we note that, as expected, estimator (5) is a little better than (10) in all settings. However, the improvement comes at a computational price. The first set of results shows a similar performance for each of the quantile estimates. In the second set, we can see that estimating quantiles at u = −2.2 is more difficult than either of the other locations. At this position there is a steep gradient over a small interval, and so little information is available. Correspondingly, much larger values of λ 1 and λ 2 are selected at this position. Finally, the dependence on sample size is also much as expected; there is improving accuracy with n and a general increase in concentration parameters.
Local constant and local linear estimators
We use similar settings as in the third block of Table 1 in that we consider u = 1.5 and α = 0.05 for various values of n, and continuing to use the same conditional mean function (eq:simmean). Here, we also consider the same local constant estimator (5) but now we compare this to the corresponding local linear estimator, based on (2), in the case that the explanatory variable is uniform on the circle (as before), and in the case when it is uniform on (−1.5, 1.5) so that we are estimating the quantile at the boundary of the sample space. The results are shown in Table 2 . 9 position u = 1.5 and sample size n = 100 quantile estimator (5) estimator ( Table 1 : Results of three simulation sets from model (13), for various settings of sample size n, location u and quantiles α (see Figure 1 for an example). In each setting, we report the optimal pair (κ, λ 1 ) or λ 2 for estimators (5) Table 2 : Results of two simulation sets from model (13), for various settings of sample size n. In each row, we report the optimal pair (κ, λ) for the estimator (5) based on (1) and (2), respectively with corresponding minimized loss (6). Results were obtained from 100 samples in each setting. In the top block the explanatory variable is uniform on the circle (and a repeat of the last block of Table 1 ) and in the second block, U is uniform on (−1.5, 1.5).
We can see that the performance is quite similar between the local constant and the local linear in the case that the quantile is estimated at an interior point. However, in the case that the explanatory variable has limited support and the quantile is estimated at a boundary, then the local linear estimator performs much better, and the improvement increases with sample size. This is as expected.
We note that in all double-kernel experiments, the choice of λ was much more important than the choice of κ.
Application
We illustrate the estimation of a conditional circular distribution function using some data on wind speed and wind directions. The data, which is taken from an observation station close to the Florida coastline and was collected by the National Data Buoy Center of the NOAC, is intended to illustrate the potential uses of the methodology.
The first part of our analysis concerns finding an "optimal" direction corresponding to wind speeds near to a specified value. Then we consider conditional quantile estimation, and assess its coverage. Note that any concern about where to "cut" the circle is not an issue in the questions we address here.
Estimation of optimal direction
A wind rose is often used to display information about the direction of particular wind speeds, and Figure 2 shows some sample rose diagrams revealing the distribution of wind directions corresponding to wind speeds 9 m/s and 12 m/s. We initially note that our method is not hampered by an arbitrary, equi-spaced partition of the circle as rose diagrams are. This type of data is highly relevant to the analysis of proposed wind turbine installations. The energy (and revenue) generated by a wind turbine is crucially dependent on the wind speed; different turbines may have different (energywind speed) response rates. Locations with little wind will often be uneconomic, and locations with very high wind speeds will cause different problems. By considering the wind speed and wind direction distributions, the anticipated energy may be calculated. Our dataset consists of wind speed and wind directions at a specific location so in this illustration U, which represents the wind speed, is linear, and θ ∈ [−π, π) is the direction.
We will suppose that the energy output for a proposed turbine is highest for wind speeds close to some w m/s and we are interested to know the direction of the turbine which will "optimize" the energy. If we suppose that the turbine will function within an angle of π/4 radians of the wind, then we need to find a direction θ = θ(w) to maximize
We can estimate this using Equation (1), in which the weights L can be based on either a local constant, or local linear estimate. One way to select the smoothing parameters (λ and κ) is to consider the mean squared error of the estimates, and then use the results of Theorems 3 and 4. This would require suitable plug-in methods, similar to those of Yu and Jones (1998) , who deal with analogous linear methods. Bandwidth selection for simple directional density estimation as, for example, in García-Portugués (2013), would be inappropriate in this setting. However, in our application the choice of λ is practically determined by consideration of the fact that we actually want to estimate F(θ(w) + π/4 | u ≈ w) − F(θ(w) − π/4 | u ≈ w) and so (this will often depend on the operating characteristics of the specific turbine) we have considered λ = 0.6 and λ = 1.2 in our calculations with a normal kernel for K λ (so λ is the standard deviation). Given the choice of normal kernel, these choices of λ were chosen to focus on a range of wind speeds of about ±2λ. Our illustrative data consists of 17,480 observations, with wind speeds which range from 0.1 m/s to 18 m/s (mean 5.9). Some results are presented in Figure 3 , where the dependence of the optimal direction on the wind speed can be clearly seen. The dependence on κ is small, as is the effect of λ on the result. For ease of interpretation, we have used angles mod(2π) to avoid "wrapping". We have also considered a naive approach for comparison. In this case, we chose the angle (θ 0 = θ 0 (w)) to maximize
and the result is shown on both plots. This naive estimate is more akin to a histogram, though the resulting values of θ 0 are still quite smooth, with all estimates showing a similar overall structure. Figure 3 shows a marked difference in the optimal direction between wind speeds 9 m/s (where the optimal direction is about 3.5 radians) and 12 m/s (with optimal direction about 5.3 radians).
Conditional quantile estimation
Estimation of specific quantiles will depend on the choice of "cut point" on the circle, so we avoid this arbitrary selection by considering the estimation of confidence intervals conditional on wind speed, and investigate the potentialto choose λ and κ by cross-validation. Ideally, this should be considered with respect to a loss function which measures the coverage accuracy for a specific set of quantiles. However, since the coverage is discrete, this typically results in a cross-validation function which is piecewise constant, and harder to optimize. Instead, we again consider estimation of the conditional CDF as a means to get suitable smoothing parameters, and we use an adaptation of Equation (2) in Di Marzio et al. (2012) , so that λ and κ are chosen to minimise
whereF (i) λ,κ (·) is the smoothed estimate (1) of the conditional CDF using all the data except the ith observation, with smoothing parameters κ and λ. There are two points to note here. Firstly, the smoothing parameter selection does not take any account of the quantile(s) to be estimated, although the parameters do depend on the wind speed (u). Secondly, there is a need to make precise what "≈" means in the limit of the summation in Equation (14). In our example, the wind speeds are recorded to one decimal place, but in general one will require a sufficient number of observations in order to achieve stable results.
For given wind speeds, we first find the smoothing parameters by using Equation (14) for both local linear and local constant estimators. Then, using these smoothing parameters we compute (1). Finally, for given α we choose an "origin" to minimise the width of the interval, which leads to estimates of the "lower" and "upper" endpoints. This final step is used to avoid the somewhat arbitrary choice of origin, or "cut point" for data which lie on a circle. In Figure 4 we show the 80% confidence intervals corresponding to the distribution of the direction conditional on wind speed. Also on this plot, we give the actual coverage, as a percentage, for both the local constant, and local linear estimates. Although the coverages are mostly close to 80% (as desired) it should be remembered that the data is not independent of the cross-validation data. The intervals (and coverage) are quite similar for the two methods, except for wind speed 13 m/s; the estimates of the conditional CDFs for this wind speed are also shown. 
Discussion
We should stress that in any practical application the choice of origin ("cut-point") should be chosen dependent on u to minimise the width of the interval to be estimated. This adjustment is important to obtain meaningful interpretations, especially if the conditional mean can take values close to π. We note that the double-kernel estimator has two tuning parameters (λ and κ) whereas the circular check function estimator has only one. Maybe, it is for this reason that, in some simulation experiments with small samples, we have observed a slightly better performance for the double-kernel estimator in most settings. However, this comes with the cost of more computational effort, as well as the need to select good smoothing choices. This effort can be reduced by first selecting a good value of λ in the check function, and then using this value, together with an appropriate κ, in the double-kernel estimator. Cross-validation can be used in this process, though we have found a joint selection of both κ and λ to be problematic.
