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Abstract
Single-particle interferometers became a remarkable tool in many fields of fundamental
research and technical applications, such as sensor technology. Due to their high phase
sensitivity, these interferometers are susceptible to dephasing which originates typi-
cally from electromagnetic fields, mechanical vibrations or temperature drifts, leading
to a reduced contrast in the spatial signal. In opposition to decoherence, where the
contrast is reduced due to the entanglement of the quantum state to the environment,
dephasing is a collective phase shift of the interference pattern. Therefore, it can in
principle be reversed after the measurement if the spatial and temporal information
about the particle events in the detection plane is available. Using two-particle corre-
lations, it is possible to reveal the properties of the unperturbed interference pattern,
such as contrast and spatial periodicity, and the dephasing characteristics. In this
thesis, the second-order correlation analysis of multifrequency dephasing is discussed
theoretically and demonstrated experimentally. The second-order correlation theory is
derived and the equations are explained in detail. Additionally, the numerical corre-
lation function used to extract the experimental data is provided and it is explained
how the discretization influences the accuracy of the obtained parameters. Using an
electron biprism interferometer, the validity of our correlation analysis is verified ex-
perimentally by applying artificially an external time-varying magnetic field dephasing
the temporally integrated interference pattern. It is demonstrated successfully that
the parameters of the unperturbed interference pattern can be revealed even if the
contrast in the spatial signal is nearly vanished. Furthermore, the characteristics of
single- and multifrequency dephasing can be identified and used for the reconstruction
of the unperturbed interference pattern. The applicability of our correlation analysis
is also investigated by applying external mechanical vibrations in a broad frequency
range to the electron biprism interferometer. Here, the amplitude spectrum of the cor-
relation function is used together with a numerical algorithm to identify the unknown
dephasing frequencies, amplitudes, and phases. In this way, the vibrational response
spectrum of the biprism interferometer including the mechanical resonances could be
determined. Our correlation analysis can be applied in principle in all interferometers
generating a spatial interference pattern on a detector with high spatial and tempo-
ral single-particle resolution. Such detectors are available for electrons, ions, atoms,
neutrons, molecules, and photons which enables the application of our method in a
wide range of interferometric experiments. In fundamental research, the second-order
correlation analysis can be used to distinguish between dephasing and decoherence in
experiments where the contrast of the interference pattern has to be determined. This
is e.g. relevant for studying the mechanisms of decoherence and testing the limits of
quantum mechanical superposition. Our method can also be a useful tool in technical
applications to optimize the electromagnetic shielding and vibrational damping of the
interferometer by measuring its response spectra. As the correlation analysis is suitable
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to identify unknown dephasing frequencies and the corresponding amplitudes, it can
be applied in sensor technology. At the end of this thesis, a compact sensor for the
measurement of time-varying electromagnetic fields based on an electron biprism in-
terferometer is proposed. Due to the wide application possibilities of the described
correlation analysis, it is of significant relevance in various fields of single-particle in-
terferometry.
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Zusammenfassung
In vielen Bereichen der Grundlagenforschung und technischen Anwendungen, wie der
Sensortechnik, eignen sich Interferometer mit einzelnen Teilchen zu einem pra¨zisen
Messinstrument. Auf Grund ihrer hohen Phasenempfindlichkeit sind diese Interfero-
meter anfa¨llig fu¨r Dephasierungen, die typischerweise von elektromagnetischen Feldern,
mechanischen Vibrationen oder Temperaturdrifts stammen. Dies fu¨hrt zu einem re-
duzierten Kontrast im ra¨umlichen Signal. Im Gegensatz zur Dekoha¨renz, bei welcher
der Kontrast auf Grund der Verschra¨nkung des Quantenzustands mit der Umgebung
verringert wird, ist Dephasierung eine kollektive Phasenverschiebung des Interferenz-
musters. Deshalb ist diese im Prinzip reversibel, wenn die ra¨umliche und zeitliche
Information der Teilchenereignisse in der Detektionsebene zur Verfu¨gung steht. Durch
die Verwendung von Zwei-Teilchen Korrelationen ist es mo¨glich die Eigenschaften des
ungesto¨rten Interferenzmusters, wie Kontrast und Streifenabstand, und die Charakte-
ristika der Dephasierung zu bestimmen. In dieser Arbeit wird die Korrelationsanalyse
zweiter Ordnung von Mehrfrequenz-Dephasierung theoretisch diskutiert und experi-
mentell demonstriert. Die Korrelationstheorie zweiter Ordnung wird hergeleitet und die
Gleichungen werden im Detail erla¨utert. Zusa¨tzlich wird die numerische Korrelations-
funktion bereitgestellt, um die experimentellen Daten zu extrahieren, und erla¨utert,
wie die Diskretisierung die Genauigkeit der ermittelten Parameter beeinflusst. Mit
einem Elektronen Biprisma Interferometer wird die Gu¨ltigkeit unserer Korrelations-
analyse nachgewiesen. Dafu¨r wird ku¨nstlich ein externes zeitlich-variierendes Magnet-
feld angelegt, welches das zeitlich aufsummierte Interferenzmuster dephasiert. Es wird
erfolgreich gezeigt, dass die Parameter des ungesto¨rten Interferenzmusters bestimmt
werden ko¨nnen, auch wenn der Kontrast im ra¨umlichen Signal beinahe verschwunden
ist. Des Weiteren ko¨nnen die Eigenschaften der Ein- und Mehrfrequenz-Dephasierung
identifiziert und fu¨r die Rekonstruktion des ungesto¨rten Interferenzmusters verwendet
werden. Die Anwendung unserer Korrelationsanalyse wird ebenfalls untersucht, indem
externe mechanische Vibrationen in einem weiten Frequenzbereich an das Elektronen
Biprisma Interferometer angelegt werden. Hierbei wird das Amplitudenspektrum der
Korrelationsfunktion zusammen mit einem numerischen Algorithmus verwendet, um
die unbekannten Frequenzen, Amplituden und Phasen der Dephasierung zu identi-
fizieren. Auf diese Weise kann das Antwortspektrum des Biprisma Interferometers
auf Vibrationen bestimmt werden, welches die mechanischen Resonanzen entha¨lt. Un-
sere Korrelationsanalyse kann im Prinzip in allen Interferometern angewendet werden,
die ein ra¨umliches Interferenzmuster auf einem Detektor mit hoher ra¨umlicher und
zeitlicher Einzelteilchen Auflo¨sung erzeugen. Diese Art von Detektor ist verfu¨gbar
fu¨r Elektronen, Ionen, Atome, Neutronen, Moleku¨le und Photonen, was die Anwen-
dung unserer Methode in einem weiten Bereich von interferometrischen Experimenten
ermo¨glicht. In der Grundlagenforschung kann die Korrelationsanalyse zweiter Ordnung
dazu verwendet werden um in Experimenten, in denen der Kontrast des Interferenzmus-
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ters bestimmt werden muss, zwischen Dephasierung und Dekoha¨renz zu unterscheiden.
Dies ist z.B. zur Untersuchung von Dekoha¨renz-Mechanismen und der Grenzen der
quantenmechanischen Superposition relevant. Unsere Methode ist auch in technischen
Anwendungen ein nu¨tzliches Werkzeug um durch die Vermessung der Antwortspektren
die elektromagnetische Abschirmung und das Vibrations-Da¨mpfungssystem eines Inter-
ferometers optimieren zu ko¨nnen. Auf Grund der Mo¨glichkeit unbekannte Frequenzen
und die dazugeho¨renden Amplituden der Dephasierung zu identifizieren, eignet sich die
dargestellte Korrelationsanalyse fu¨r die Anwendung in der Sensortechnik. Am Ende der
Arbeit wird daher ein kompakter Sensor fu¨r die Messung von zeitlich-variierenden elek-
tromagnetischen Feldern vorgeschlagen, welcher auf einem Elektronen Biprisma Inter-
ferometer basiert. Auf Grund der breiten Anwendungsmo¨glichkeiten der beschriebenen
Korrelationsanalyse ist diese von signifikanter Relevanz in verschiedensten Bereichen
der Interferometrie mit einzelnen Teilchen.
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1. Introduction
The famous double-slit experiment of Young proved the wave nature of light in 1802
[10]. Using the wave property of light, a large number of interferometers have been
realized in the following century by Jamin (1856) [11], Michelson and Morley (1887)
[12], Zehnder and Mach (1891-92) [13, 14], and Fabry and Pe´rot (1899) [15]. At this
time, the idea of light consisting of particles proposed originally in 1671 by Newton
[16] was outdated due to the large number of interferometric experiments. The first
reference for the quantization of light was given by Planck in 1901 [17], who postulated
that energy can be absorbed or emitted by a black body only in a quantized manner.
This energy is given by E = hν, with the Planck constant h and the frequency ν. In
1905, Einstein described theoretically the photoelectric effect [18] with the assumption
that light itself is quantized. The energy of each “light quanta”, later called photon, is
again determined by the product of the Planck constant and the frequency. Another
evidence for the particle nature of light was realized by Compton in 1923 demonstrating
the scattering of x-rays at graphite [19].
One year later, de Broglie formulated his famous hypothesis that also particles car-
rying mass and momentum exhibit wave properties [20], with a wavelength given by
λ = h/p, where h and p denote the Planck constant and the momentum. By the revo-
lutionary work of Heisenberg (1925) [21], Schro¨dinger (1926) [22], and Dirac (1928)
[23], the quantum mechanical theory of the microscopic world was established. The
first successful experiments verifying de Broglie’s hypothesis were performed in 1927
by Davisson and Germer [24], and Thomson and Reid [25]. They proved the wave
nature of particles by diffraction of electrons at a single crystal of nickel atoms [24]
and at a thin celluloid film [25]. In 1930, Estermann and Stern realized diffraction of
a beam of helium atoms and hydrogen molecules at a lithium fluoride crystal [26] and
in 1940 Boersch demonstrated successfully Fresnel electron diffraction at the edge of
aluminium oxide [27]. Mo¨llenstedt and Du¨ker accomplished in 1955 electron interfer-
ences with an electrostatic biprism [28, 29], which became the standard instrument for
variable wave splitting in electron interferometers [30] and electron holography [31].
In the group of Mo¨llenstedt, electron interferences were measured by Jo¨nsson in 1961
using miniaturized double- and multiple-slit systems [32]. His double-slit electron in-
terference experiment was awarded in 2002 by PhysicsWorld as the most beautiful
experiment ever made in physics [33].
Based on the ideas for the x-ray interferometer [34] Rauch et al. realized in 1974
an interferometer for neutrons using a perfect silicon-crystal [35] and in 1975 Colella
et al. measured a quantum-mechanical phase shift in a neutron interferometer due to
the gravitational field of the earth [36]. In 1988, Zeilinger et al. achieved diffraction of
cold neutrons in a single- and double-slit experiment [37].
Diffraction experiments with neutral atoms have been carried out by Leavitt and
Bills using a potassium beam diffracted at a single-slit (1969) [38], by Moskowitz et
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al. with a sodium beam diffracted at a standing light wave (1983) [39], and by Keith
et al. observing diffraction of sodium atoms at a transmission grating (1988) [40]. In
1991, Carnal and Mlynek realized Young’s double-slit experiment with neutral atoms
[41]. In the following years, interferometers for coherent atoms [42, 43] were used to
measure inertial forces [44], fundamental constants [45, 46], the earth’s rotation rate
[47], and gravitation [48].
Two years after the first observation of Bose-Einstein condensation [49–51], Andrews
et al. achieved interference between two condensates of sodium atoms released from a
double-well potential [52].
In 1994, Scho¨llkopf and Toennies proved the wave nature of clusters of He, H2, and
D2 by diffraction at a transmission grating [53]. Interferences with C60 molecules have
been realized in 1999 by Arndt et al. using a diffraction grating [54]. Three years
later, Brezger et al. measured interferences of C70 fullerene molecules in a near-field
Talbot-Lau interferometer [55].
Based on these pioneering experiments, single-particle interferometers have become
a remarkable tool in many fields of fundamental research [56] and technical applications
[57], such as sensor technology [58], due to their high phase sensitivity. Highly sensitive
laser interferometers are used for the measurement of gravitational waves [59, 60] and
rotation with high accuracy [61]. With atom interferometers [62], the nature of time
is investigated [63, 64] and the universality of free-fall in microgravity is tested [65].
With a large wave path separation [66], the sensitivity for the measurement of inertial
forces [67] can be increased. In neutron interferometry [68], the use of a larger beam
path separation [69] enables higher sensitivity in fundamental research [70]. The wave
nature of Bose-Einstein condensates [71], observed also in a chip based double-well po-
tential [72] and with weakly bound Feshbach molecules [73], is used in a Mach-Zehnder
interferometer for Bose-Einstein condensates [74] to measure fundamental concepts of
quantum mechanics and general relativity in microgravity [75]. Molecule interfero-
meters [62, 76, 77] test the limits of quantum mechanical superposition [78] by proving
the wave nature of large molecules [79, 80] with masses beyond 10,000 amu [81]. The
mechanisms of decoherence [82] by collisions [83, 84], thermal emission of radiation
[85], molecule temperature [86], and photon absorption [87] are investigated in inter-
ferometers for molecules and clusters [88, 89]. Furthermore, the scalar polarizability of
molecules is measured in a near-field interferometer [90] and interferences of molecular
clusters are realized with optical ionization gratings in the time domain [91].
Large progress was made in electron microscopy and holography of fragile biological
samples. Using interfering single particles, the amount of destructive particle deposi-
tion can potentially be decreased [92, 93]. The development of new electron sources [94]
and the possibility to emit electrons by laser induced photoemission [95, 96] enabled the
generation of low-energy electrons for time-resolved microscopy using electron diffrac-
tion [97], microscopy with a divergent electron beam [98], and holography reaching a
resolution of 1 nm [99].
Interferometry with charged particles [30], such as electrons [5, 7, 8, 100] and ions
[101, 102], opened the door for the observation of the magnetic Aharonov-Bohm effect
[103, 104]. This could be realized by implementing a large beam path separation [6, 105]
in an electron biprism interferometer. A micro magnetic coil was installed between the
two paths to detect the phase shift of the electron interference pattern depending on
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the enclosed magnetic flux [106–110]. Another experimental verification of the mag-
netic Aharonov-Bohm effect was realized in an electron interferometer using a toroidal
magnet with superconducting cladding for the shielding of magnetic fields [111]. The
Sagnac effect was measured successfully in an electron interferometer rotated around
the axis perpendicular to the enclosed area of a large beam path separation resulting in
a phase shift of the interference pattern [112, 113]. With electron interferences above
a silicon wafer [114, 115], the influence of Coulomb-induced decoherence [82, 116, 117]
was studied. At a standing light wave forming a periodic grating the diffraction of
electrons was observed [118] demonstrating the Kapitza-Dirac effect in electron mat-
ter optics [119, 120]. An interferometer for electrons based on the Talbot-Lau effect
[121, 122] was realized for the measurement of magnetic fields [123].
In recent years, new interferometric experiments with charged particles were enabled
by novel developments concerning the beam source [94, 96], precise beam guiding [124,
125], coherent beam separation [96, 126], and single-particle detection with high spatial
and temporal resolution [127]. New beam sources were realized such as single-atom tips,
noble-metal covered tungsten tips [128, 129], multi-wall carbon nanotubes for electron
emission [130, 131], and laser-induced photoemission of electrons from a tungsten tip
[132–134]. Coherent beam separation was demonstrated successfully with electron
interferences at a single-wall carbon nanotube [135] used also in a low-energy point
projection microscope [136] and for interferences of a laser-pulsed electron source [96].
Due to their high phase sensitivity, all these single-particle interferometers are sus-
ceptible to dephasing, resulting in a contrast reduction of the temporally integrated
interference pattern. Dephasing originates typically from external electromagnetic os-
cillations [2, 3, 8, 9], mechanical vibrations [4, 137] or temperature drifts. This is
especially an obstacle for precision measurements, experiments in a perturbing environ-
ment, and mobile interferometers [138]. In opposition to decoherence [82, 84, 117, 139],
where the contrast is reduced due to the entanglement of the quantum state to the en-
vironment, dephasing is a collective phase shift of the interference pattern. Unlike
decoherence, dephasing can therefore in principle be reversed after the measurement.
Using the temporal and spatial information about the particle impacts in the detection
plane, two-particle correlations can be calculated. They reveal the wave properties of
the unperturbed interference pattern and the dephasing characteristics. In this the-
sis, the second-order correlation analysis of multifrequency dephasing will be described
theoretically and demonstrated experimentally in an electron biprism interferometer.
In particular, to test the limits of quantum mechanical superposition [78], e.g. with
large molecules [79, 80] and other macroscopic objects with small de Broglie wave-
lengths, it is necessary to distinguish between decoherence and dephasing. In many
experiments the influence of decoherence is studied with ions [140–143], electrons
[115, 144, 145], atoms [146], molecules [83, 85, 86, 147], and in solid state physics
[148, 149]. The understanding of decoherence mechanisms is of major importance
in electron microscopy [93, 97, 98], electron holography [99], and a variety of hybrid
quantum devices for the realization of long coherence times [150–155].
Dephasing also disturbs sensitive phase measurements, as performed in Aharonov-
Bohm physics [103, 104]. Here, the phase of the particle wave is shifted in the field-free
region due to the vector potential of the magnetic field and the scalar potential of the
electric field. The Aharonov-Bohm effect was observed in diverse experiments with
3
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electrons in a biprism interferometer [110, 111] and a two-dimensional electron gas
[156], photons interacting with phonons in an acousto-optical crystal [157], and atoms
in a graphene-like hexagonal optical lattice [158].
The influence of dephasing caused by vibrations was analyzed and decreased in vari-
ous fields of research, e.g. in a Mach-Zehnder interferometer for thermal lithium atoms
[159]. Vibrations induce an arbitrary phase shift to the interfering particles in the
interferometry with ultracold atoms used for precise measurements of gravity [138] and
inertial effects [160]. As atoms require a large time of flight in the interferometer a
passive and active damping is required to suppress vibrations [161]. In atom inter-
ferometry vibrational phase shifts are compensated by a seismometer attached to the
beam mirror [162] or by the conjugation of two simultaneous operating atom interfero-
meters [163, 164]. For precise measurements of the equivalence principle the reduction
of vibrational noise is also a main challenge to achieve high accuracy [165–167].
For interferometers creating a spatial interference pattern in the detection plane,
the second-order correlation analysis discussed in this thesis can be used to reveal the
characteristics of an interference pattern dephased by an external mechanical vibra-
tion. This is demonstrated experimentally in an electron biprism interferometer by
introducing artificially external mechanical vibrations in a broad frequency range to
dephase the electron interference pattern [4]. The interference characteristics, such
as contrast and spatial periodicity, are determined successfully over the complete fre-
quency region. Additionally, the properties of the mechanical vibration are identified
and the unperturbed interference pattern is reconstructed [4]. This correlation analysis
is also applied in an experiment with an interference pattern dephased by an external
time-varying magnetic field with one and multiple perturbation frequencies [2, 3]. The
measurements demonstrate that this method can in principle reduce the requirements
for vibrational damping and electromagnetic shielding.
Since the famous experiment of Hanbury Brown and Twiss [168–170], second-order
correlations became a remarkable tool in many fields of research. In particular, noise
correlations enable a direct access to the quantum nature of a source, which is the
basis for modern quantum optics [171] and allows to prove the quantum nature of
bosons [172] and fermions [173]. Nowadays, noise correlation analysis is applied in
modern astrophysics [174], solid state physics [175], quantum atom optics [176–178],
and particle physics [179–181]. The counting statistic of lasers [182], atom lasers [183],
and the coherent transfer of magnetic field fluctuations onto an atom laser [184] have
been analyzed by temporal correlations of single particle events. On the other hand,
spatial correlations have been used for the investigation of atoms in an optical lattice
[185] and for the study of complex many body states in cold atom optics, such as the
Mott insulator state [186, 187].
The second-order correlation analysis of multifrequency dephasing deduced theoreti-
cally and demonstrated experimentally in this thesis uses spatial and temporal corre-
lations of particle events. If an external perturbation dephases an interference pattern
during data acquisition, the contrast is reduced or vanished in the spatial signal. If
the flight time of the particles through the area of dephasing is smaller than the peri-
odic time of the perturbation, the interference pattern is always present. Otherwise,
the perturbation is averaged out as the particles traverse many periods of the pertur-
bation. If the requirement for the flight time of the particles is fulfilled, the spatial
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differences of the particle impacts on the detector reveal the interference characteristics
of the unperturbed interference pattern, such as contrast K and spatial periodicity λ.
Taking additionally into account the temporal differences, the perturbation parame-
ters, such as frequency ω, amplitude (peak phase deviation) ϕ, and phase φ, can be
obtained. The structure in the correlation function can be seen as a finger print of
the underlying perturbation [2, 3]. For certain correlation times, the contrast of the
unperturbed interference pattern is directly linked to the correlation function and re-
covers with a temporal periodicity given by the perturbation frequencies. For particles
arriving in the detection plane with temporal differences corresponding to this tem-
poral periodicity, the resulting interference pattern is stationary and shows the same
contrast and spatial periodicity as the unperturbed interference pattern. This can be
interpreted as a stroboscope effect. Although the correlation function is unique for
each external perturbation, it is difficult to identify unknown perturbation frequen-
cies if more than one frequency is involved. Therefore, the amplitude spectrum of the
correlation function has to be applied for the identification of unknown perturbation
frequencies and corresponding amplitudes [4]. This is possible as, according to the
Wiener-Khintchine theorem [188, 189], the Fourier transform of the correlation func-
tion is equal to the power spectrum of the perturbed measurement signal. Using the
obtained perturbation parameters, the unperturbed interference pattern can be recon-
structed from the spatial and temporal coordinates of the perturbed interference pat-
tern.
Our method is a useful tool to prove the wave nature of single particles even if
the interference pattern is vanished. It can be used in an interferometer generat-
ing a spatial interference pattern in the detection plane dephased by a time-varying
perturbation. Especially, for precise measurements investigating the mechanisms of
decoherence [115] and testing the limits of quantum mechanical superposition [79] it is
necessary to distinguish between dephasing and decoherence which can be realized us-
ing our correlation analysis. In these experiments the interference characteristics, such
as contrast and spatial periodicity, have to be determined to measure the influence
of decoherence and to prove the quantum mechanical superposition of a macroscopic
object. Additionally, our correlation analysis reduces the requirements for vibrational
damping and electromagnetic shielding in a broad frequency range for interferometric
experiments identifying the contrast and spatial periodicity of an interference pattern.
For experiments measuring a constant phase shift of an interference pattern our corre-
lation analysis can not be applied. Nevertheless, a time-varying phase shift acts like an
external perturbation and therefore, can be identified using our correlation analysis to
determine the oscillation frequency and amplitude of the phase shift. For technical ap-
plications measuring a constant phase shift of the interference pattern, our correlation
analysis can be used for the determination of the electromagnetic and vibrational re-
sponse spectrum of the used interferometer [3, 4] allowing the optimization of damping
and shielding techniques. Unwanted perturbations originating from laboratory equip-
ment or power supply can be identified and eliminated. Our second-order correlation
analysis has the potential for the application in sensor technology as unknown per-
turbation frequencies and amplitudes can be identified in a broad range. Using the
possibility to reconstruct the unperturbed interference pattern, the accuracy of the pa-
rameters obtained from the correlation analysis can be increased. Our method can be
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applied in all single-particle interferometers generating a spatial interference pattern
on a detector with high spatial and temporal single-particle resolution. Such detectors
are available for electrons and ions [127], atoms [172], neutrons [190], molecules [191],
and photons [192–194]. Due to the wide applicability of our method, it is of significant
relevance in various fields of single-particle interferometry.
In this cumulative thesis, the publications [1–4] on our theoretical and experimental
work concerning the second-order correlation analysis for multifrequency dephasing in
single-particle interferometry are summarized in the following chapters. First, the prin-
ciple function of a biprism interferometer and the influence of dephasing are discussed.
Furthermore, the experimental setup used for the verification of our correlation analysis
is explained and the basic principles of the first- and second-order correlation theory
are outlined. The second-order correlation function and corresponding amplitude spec-
trum are discussed in chapter 2 and the important equations used in the subsequent
chapters are provided. Furthermore, the numerical correlation function used for the
evaluation of the experimental data is derived and the influence of the discretization of
the numerical correlation function on the obtained parameters is discussed. In chapter
3, the validity of the correlation theory for one perturbation frequency is investigated
experimentally in an electron biprism interferometer by applying an external oscillat-
ing magnetic field that dephases the interference pattern. The same experiment is
performed in chapter 4 with an oscillating magnetic field consisting of a superposition
of multiple perturbation frequencies. In chapter 5, the application of our second-order
correlation analysis is demonstrated by dephasing an electron interference pattern with
mechanical vibrations in a broad frequency range. It is shown that the matter-wave
characteristics can be determined over the complete perturbation spectrum. Addition-
ally, the vibrational response spectrum of the used biprism interferometer including
the mechanical resonances is measured, which demonstrates the applicability of our
second-order correlation analysis. Based on an electron biprism interferometer and the
correlation analysis a compact sensor for the measurement of oscillating electromag-
netic fields is proposed in the outlook. At the end of this thesis, the publications [1–4]
are appended.
1.1. Electron biprism interferometry in the presence of
dephasing
In this section, the principle operation of an electron biprism interferometer is explained
and the necessary equations are discussed. Furthermore, it is outlined, how dephasing
influences the interference pattern and which informations can be obtained from the
correlation analysis discussed in this thesis. Afterwards, the experimental setup used
to investigate the validity and applicability of the correlation analysis is explained.
In figure 1.1, a schematic illustration of an electron biprism interferometer is pre-
sented [28, 29]. Emitted from an electron source under the angle α, the coherent
matter-wave is separated by an electrostatic biprism placed between two grounded
electrodes. For electrons the two partial matter-waves are deflected toward each other
by applying a positive voltage to the biprism. Each electron path is deflected by the
same angle and superposed under the angle Θ in the interference plane. There, the
6
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Figure 1.1.: Schematic illustration (not to scale) of the principle operation of an electron
biprism interferometer. The coherent matter-wave emitted under the angle of coherent emis-
sion α from an electron source is separated and recombined by the electrostatic biprism
installed between two grounded electrodes. For electrons a positive voltage has to be applied
to the biprism. Each electron path is deflected by the same angle and superposed in the
interference plane under the angle Θ. The two deflected partial matter-waves overlap in the
interference plane and form the interference pattern given by equation (1.1).
two overlapping partial matter-waves form the interference pattern described by
I(y) = I0
(
1 +K cos (ky)
)
. (1.1)
Here, the mean intensity is denoted by I0, the contrast by K, and the wave number
by k = 2pi/λ, with the spatial periodicity λ. The contrast of the interference pattern
depends on the spatial size and spectral bandwidth of the electron source [195]. For a
perfectly monochromatic, point-like source the contrast would be equal to 1.
For the realization of interferences the angular coherence constraint [29]
α λdB
2ds
(1.2)
has to be fulfilled. Here, α denotes the opening angle of the coherent emission (figure
1.1), ds the diameter of the source, and λdB the de Broglie wavelength of the particles
[101]
λdB =
h
mv
=
h√
2qmUacc
, (1.3)
where h is the Planck constant, m the particle mass, v =
√
2q/m · Uacc the particle
velocity, q the electric charge of the particle, and Uacc the acceleration voltage. With
the opening angle of coherent emission α satisfying the constraint in equation (1.2),
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the diameter s of the coherent illuminated area at the position of the biprism can be
calculated by
s = 2a tan
(α
2
)
, (1.4)
with the distance a between electron source and biprism. For different wavelengths λdB
and therefore, different angles of coherent emission α fulfilling the angular coherence
constraint in equation (1.2), the diameter s of the coherent illuminated area can be
adjusted by varying the distance a.
As explained in figure 1.1, the coherent electron matter-wave is separated and recom-
bined by applying a positive voltage to the biprism. All electron paths are deflected by
the same angle and overlapped in the interference plane under the superposition angle
Θ given by [29, 195]
Θ =
aγ0
l
Ubp
Uacc
, (1.5)
where l is the distance between emission source and interference plane, Ubp the voltage
applied to the biprism, and γ0 is defined by
γ0 =
pi
2 ln
(
R
rbp
) , (1.6)
with R denoting the distance between grounded electrode and biprism and rbp the
radius of the biprism. Using equation (1.3) and (1.5), the spatial periodicity λ of the
pattern in the interference plane can be calculated by
λ =
λdB
Θ
=
h√
2qm
l
aγ0
√
Uacc
Ubp
. (1.7)
In figure 1.2, an exemplary interference pattern I(y) is plotted (red dashed line). It
is calculated according to equation (1.1) for a mean intensity of I0 = 1, a contrast
of K = 1, and a spatial periodicity of λ = 557 nm, determined with equation (1.7)
for an acceleration voltage of Uacc = −1.5 kV and a biprism voltage of Ubp = 0.5 V.
Using equation (1.3), the wavelength of the electrons can be calculated, yielding λdB =
32 pm. These are typical experimental parameters realized in an electron biprism
interferometer.
Assuming a constant perturbation, the interference pattern I(y) is shifted along
the y-direction by the amount of ∆y which corresponds to a phase shift ϕ1 of the
interference pattern in equation (1.1), yielding
I(y) = I0
(
1 +K cos (ky + ϕ1)
)
, (1.8)
with the phase shift
ϕ1 = k∆y = 2pi
∆y
λ
. (1.9)
In figure 1.2, a shifted interference pattern (blue solid line) calculated according to
equation (1.8) with the same values as the non-shifted pattern (red dashed line) but
phase shifted by ϕ1 = −0.65 pi is plotted. Here, the spatial periodicity λ given by equa-
tion (1.7) remains unchanged by the shift as the superposition angle Θ is not influenced
by the perturbation. As a constant perturbation does not change the contrast of the
8
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Figure 1.2.: Non-shifted interference pattern (red dashed line) calculated according to equa-
tion (1.1) with I0 = 1, K = 1, and λ = 557 nm. The spatial periodicity was determined with
equation (1.7) for Uacc = −1.5 kV and Ubp = 0.5 V. According to equation (1.8), the shifted
interference pattern (blue solid line) is calculated for the same values as the non-shifted
pattern but phase shifted by ϕ1 = −0.65pi. The values used in equation (1.7) concerning
the dimensions of the interferometer are: distance source to biprism a = 12 cm, distance
source to interference plane l = 24 cm, and γ0 ≈ 0.17 (equation (1.6) with R = 2 mm and
rbp = 200 nm).
temporally integrated interference pattern, the case of a time-varying perturbation,
which reduces the contrast, is discussed in the following.
For a time-dependent shift ∆y(t) = ∆y cos (ω1t+ φ1) of the interference pattern due
to an oscillating perturbation with the spatial amplitude ∆y, frequency ω1, and phase
φ1, the phase shift in equation (1.9) becomes
ϕ(t) = k∆y(t) = ϕ1 cos (ω1t+ φ1) , (1.10)
with the perturbation amplitude (peak phase deviation) ϕ1 given by equation (1.9).
During the measurement of an electron interference pattern this time-dependent per-
turbation dephases the temporally integrated pattern and therefore, the contrast in
the spatial signal is reduced or vanished (see section 2.1.1). In figure 1.3, an exemplary
measurement of a temporally integrated electron interference pattern detected with-
out (figure 1.3(a)) and with external perturbation (figure 1.3(b)) is shown. For this
purpose, a time-varying magnetic field with a frequency of 50 Hz was applied during
the measurement [2]. As a consequence, the electron interference pattern in figure
1.3(b) is nearly vanished in the spatial signal. However, using the second-order cor-
relation analysis presented in this thesis it is possible to determine the interference
characteristics of the unperturbed interference pattern, such as contrast K and spatial
periodicity λ, as well as the perturbation properties (ϕ1, ω1, and φ1). In equation (1.9),
the peak phase deviation ϕ1 obtained from the correlation analysis is directly linked
to the spatial amplitude ∆y. Therefore, it can be used to determine the strength of
9
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Figure 1.3.: a) Electron interference pattern with a contrast of K ≈ 35 % and a spatial
periodicity of λ ≈ 2 mm in the detection plane after magnification (M ≈ 3 · 103) was meas-
ured in a biprism interferometer without external perturbation. b) Temporally integrated
interference pattern dephased by a time-varying magnetic field with a frequency of 50 Hz.
The contrast of the pattern is nearly vanished in the spatial signal. Figure from [2]. Reprints
with permission of the American Physical Society (AIP).
the underlying perturbation, e.g. the amplitude of a mechanical vibration [4] or the
electromagnetic field strengths (see appendix A.4).
For a time-dependent perturbation ϕ(t) consisting of a superposition of N harmonic
frequencies ωj equation (1.10) yields
ϕ(t) =
N∑
j=1
ϕj cos (ωjt+ φj) . (1.11)
This equation is used together with equation (1.8) to describe the probability distri-
bution f(y, t) of particle impacts in the detection plane
f(y, t) = f0
(
1 +K cos
(
ky + ϕ(t)
))
, (1.12)
with f0 ensuring normalization. The second-order correlation analysis of multifre-
quency dephasing which is the topic of this thesis is derived in [1] using equation (1.11)
and (1.12).
In the following, the experimental setup of the electron biprism interferometer is
explained in detail which is used to verify the validity of our correlation analysis [2, 3]
and to demonstrate the applicability of our method for the identification of unknown
perturbation parameters [4].
In figure 1.4, the biprism interferometer is illustrated schematically. It is based
on the interferometer originally constructed by Hasselbach et al. for electrons and
ions [30, 101, 102] equipped with a new particle source as well as a detector with high
spatial and temporal single-particle resolution. Furthermore, a new fabrication method
for the biprism was applied to assure a certain known diameter [5, 196, 197]. A detailed
characterization of the interferometer is made in publication [5].
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Figure 1.4.: Schematic illustration (not to scale) of the used biprism interferometer. The
electrons are field-emitted from a single-atom tip (SAT) [94, 129] mounted on a continuous-
flow liquid helium cryostat which is shielded by a liquid nitrogen shield. Therefore, it could
also be used for the creation of ions. Followed by the first deflector electrode for beam
alignment, the movable detector is used to characterize the shape of the electron emission
after annealing of the SAT. After moving the detector out of the beam path the electrons
are adjusted with the deflector electrodes (x- and y-direction) onto the optical axis and the
biprism, a thin gold-palladium-coated glass-fibre with a diameter of ∼ 400 nm [5, 196, 197].
It separates and recombines the electron matter-wave by applying a positive voltage [28, 29]
(figure 1.1). A possible longitudinal phase shift of the electron matter-wave-packets is cor-
rected by the Wien filter [198] creating a magnetic (x-direction) and electric field (y-direction)
perpendicular to each other. It consists of two magnetic coils in Helmholtz configuration and
a capacitor. The electron interference pattern is magnified along the y-direction by two
quadrupole lenses and detected with a delay line detector [127] consisting of two MCPs and
a delay line anode. Possible misalignment of the biprism in the x-y-plane is corrected by
the image rotator installed between Wien filter and quadrupole lens. The elements of the
interferometer are mounted on two rigid ceramic rods to avoid mechanical vibrations and the
complete interferometer is shielded by a mu-metal shield against oscillating electromagnetic
fields. The length of the interferometer between SAT and delay line detector amounts to
about 55 cm. At a pressure of 5 · 10−10 mbar, the experimental setup is placed inside of a
vacuum chamber.
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Surrounded by a mu-metal shield to suppress external oscillating electromagnetic
radiation the interferometer is placed inside of a vacuum chamber at a pressure of
about 5 · 10−10 mbar. To avoid mechanical vibrations all elements of the interferome-
ter are mounted on two rigid ceramic rods except the single-atom tip (SAT) [94, 129]
which is installed on a cryostat. The SAT consists of an etched tungsten tip cov-
ered with a monolayer of iridium. A three-sided pyramid of iridium atoms with
one single atom on top is formed by annealing the tip to about 1100 K. Mounted
on a continuous-flow liquid helium cryostat shielded against thermal radiation by
a nitrogen shield, the SAT can be cooled to about 17 K for the generation of ions
by applying a positive voltage. For this purpose, helium or hydrogen gas is intro-
duced to the vacuum chamber, ionized at the top most atom of the SAT, and ac-
celerated away from the tip. As the interferometric experiments discussed in this
thesis were performed with electrons, the focus is placed on them in the following.
Electrons are field-emitted from the SAT by applying a negative voltage and adjusted
onto the movable detector by the first deflector electrode. This detector composed of
two multichannel plates (MCPs) in conjunction with a phosphor screen is used for the
characterization of the electron emission after the annealing process. Each electron
that impacts at the MCPs (first +1 kV, second +2 kV) creates an electron avalanche
inducing a light pulse on the phosphor screen (+7 kV). This light pulse is guided out-
side of the vacuum chamber trough a window with the help of a 45◦ mirror. With
this field electron/ion microscope [199], the emission pattern of the electron beam is
detected after annealing of the SAT. The formation process is repeated until only one
electron emission spot with a round shape is created. Then, the detector is moved
out of the interferometer. Using the two successive deflector electrodes, the electron
beam is adjusted in horizontal (x) and vertical direction (y) onto the electrostatic
biprism installed between two grounded electrodes which separates and recombines the
electron matter-wave by applying a positive voltage (figure 1.1). It consists of a thin
gold-palladium-coated glass-fibre with a diameter of ∼ 400 nm [5, 196, 197]. Placed
behind the biprism, the Wien filter [198] consists of two magnetic coils in Helmholtz
configuration and a capacitor creating a magnetic (x-direction) and electric field (y-
direction) perpendicular to each other. It is used to correct possible longitudinal shifts
of the electron matter-wave-packet due to the electrostatic potential of the deflector
electrodes. The electrons form wave packets according to the quantum mechanical
superposition principle and due to the finite emission energy bandwidth of the source.
These matter-wave-packets traverse regions of different electrostatic potential inside
of the deflector electrodes. The two partial matter-waves-packets get deflected at the
biprism and shifted with respect to each other longitudinally resulting in different group
velocities. Therefore, they overlap less and the contrast of the resulting interference
pattern is reduced. This has to be corrected by the electrostatic potential created
by the Wien filter. To avoid deflection of the electron beam due to the electrostatic
potential, the magnetic field is applied to generate a Lorentz force that compensates
the electric force. Using two quadrupole lenses as illustrated in figure 1.4, the created
electron interference pattern is magnified along the y-direction up to a magnification
of M ≈ 3 · 104. It remains nearly unmagnified along the x-direction (M ≈ 0 − 100)
which is favorable to preserve the signal strength. Due to possible misalignment of the
biprism in the x-y-plane, an image rotator is installed ahead of the quadrupole lenses
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to adjust the interference fringes perpendicular to the magnifying axis. It consists of a
magnetic coil creating a homogeneous field along the z-direction. The magnetic field
and the transversal velocity of the electrons result in a Lorentz force that rotates the
interference pattern around the optical axis. After a distance of about 30 cm from the
exit of the second quadrupole lens, the interference pattern is measured at a delay line
detector [127] consisting of two MCPs in conjunction with a delay line anode. This
detector is essential for the application of the correlation analysis as it provides the
temporal and spatial information of the particle impacts in the detection plane used
for the calculation of the correlation function as explained in this thesis.
In figure 1.5, a schematic illustration of the principle operation of the used delay
line detector DLD40 from the company RoentDek GmbH is shown. It is build up of
two MCPs and two meandering delay lines oriented perpendicular to each other (x-
and y-direction). The MCPs have an active area of 47 mm, a pore size of 25 µm, and
a centre-to-centre spacing of 32µm [200], which limits the spatial resolution of the
detector to 2 · 32 µm, according to the Nyquist-Shannon sampling theorem [201, 202].
The delay line detector achieves a temporal accuracy below 1 ns with a dead time of
10 to 20 ns between two successive events [200].
The electron beam is directed along the z-direction onto the first MCP of the detec-
tor. An incident electron impacts on the first grounded MCP and creates an electron
avalanche amplified by the second MCP set on a voltage of +2.14 kV. The pulse at
the first MCP caused by the incident electron is used as a trigger for the measurement
of the spatial coordinates determined by the delay lines. Additionally, this pulse de-
fines the arrival time t of the electron in the detection plane. After the second MCP
the electron avalanche is accelerated onto the delay lines set on a voltage of +2.4 kV.
Passing through the delay lines the electron avalanche causes a voltage drop in each
delay line that creates a signal pulse propagating in both directions along the wire.
Measuring the arrival times of the signal at the end of each wire (tx1 , tx2 and ty1 , ty2),
the two-dimensional spatial position (x- and y-coordinate) of the impact of the electron
avalanche can be calculated using the temporal differences. For a real signal the sum
of the arrival times has to be equal in both wires (tx1 + tx2 = ty1 + ty2) as the time of a
signal pulse propagating from one end of the delay line to the other is constant. With
the propagation velocity v⊥ = 10.73
mm
ns
[200] of the signal perpendicular to the straight
lines of the delay line anode, the spatial coordinates (x and y) of the particle impacts
in the detection plane can be calculated with regard to the center of the detector by
x =
(tx1 − tx2 +Ox)v⊥
2
and y =
(ty1 − ty2 +Oy)v⊥
2
, (1.13)
with offsets Ox and Oy. After the measurement of an electron interference pat-
tern the delay line detector provides a set of N detected electrons with arrival times
ti, i = 1 . . . N determined by the impact of electron i at the first MCP and spatial
coordinates (xi and yi) obtained according to equation (1.13) with the temporal dif-
ferences of the signal pulses at the end of the two delay lines (tx1 , tx2 and ty1 , ty2).
These temporal and spatial coordinates of particle events in the detection plane are
necessary to calculate the numerical two-dimensional second-order correlation function
used for the determination of the interference characteristics, such as contrast K and
spatial periodicity λ, and for the identification of the perturbation characteristics (am-
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Figure 1.5.: Schematic illustration (not to scale) of the used delay line detector which
provides the temporal and spatial coordinates of the particle events in the detection plane.
It consists of two MCPs and two meandering delay lines oriented perpendicular to each other
(x- and y-direction). The incident electron hits the first grounded MCP and creates an
electron avalanche amplified by the second MCP set on +2.14 kV. Between second MCP
and delay line (+2.4 kV) the electron avalanche is accelerated. It passes through the delay
lines and initiates a signal pulse in each delay line which propagates in both directions along
the wire. Using the differences of the arrival times at both ends of the delay line for the
x- and y-direction (tx1 , tx2 and ty1 , ty2), the spatial position of the incident electron can be
calculated with equation (1.13). Here, the propagation velocity v⊥ of the signal is oriented
perpendicular to the straight lines of the delay line anode.
plitude ϕ, frequency ω, and phase φ) which is explained theoretically and demonstrated
experimentally in this thesis.
1.2. First- and second-order correlation function
The characteristics of the first- and second-order correlation function are discussed in
this section. Afterwards, the application of the two-dimensional second-order correla-
tion function for the correlation analysis discussed in this thesis is explained for electron
interferences.
The normalized first-order correlation function defined by
g(1)(r1, r2, τ) :=
〈
E∗(r1, t)E(r2, t+ τ)
〉
t√〈∣∣E(r1, t)∣∣2〉
t
〈∣∣E(r2, t+ τ)∣∣2〉
t
, (1.14)
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Figure 1.6.: Illustration of Young’s double-slit interference experiment. Light emitted from
a source illuminates the two slits in the plane A. The two elementary waves originating from
P1(r1) and P2(r2) superpose in the observation plane B creating an interference pattern.
The intensity of the resulting light field is measured with a detector at the position P (r).
Interferences can be observed if the path difference between s1 and s2 is ∆s = |s1 − s2| ≤
c/∆ω, with the speed of light c and the frequency bandwidth of the source ∆ω.
where 〈·〉t denotes the time-average〈
f(r, t)
〉
t
:= lim
T→∞
1
T
∫ T
0
f(r, t) dt , (1.15)
is a measure for the phase fluctuations of the field and therefore, a measure for the
capability of interference. It shall be motivated in the following with Young’s double-slit
experiment [10], as illustrated in figure 1.6. Two slits in the plane A are illuminated by
a light source generating to elementary waves at P1(r1) and P2(r2) that are superposed
in the observation plane B creating an interference pattern. At the position P (r) the
intensity of the resulting light field is measured by a detector. For a light source with
a frequency bandwidth of ∆ω interferences can occur if the difference between the two
paths s1 and s2 is ∆s = |s1 − s2| ≤ c/∆ω, with the speed of light c. The quantity
lc = c/∆ω is called the coherence length and τc = lc/c = 1/∆ω the coherence time
(also referred to as longitudinal coherence). For τc∆ω ' 1 interferences can be created.
The coherence time and length define the time duration and spatial length in which
the phase of the wave train remains stable.
For the position P (r) in the observation plane the field at a time t is given by a
superposition of the two fields originating from P1(r1) and P2(r2) for earlier times
t1 = t− s1/c and t2 = t− s2/c, yielding [203, 204]
E (r, t) = E
(
r1, t− s1
c
)
+ E
(
r2, t− s2
c
)
= E (r1, t) + E (r2, t+ τ) , (1.16)
with the correlation time τ = t1 − t2 = (s2 − s1) /c. Using a detector acquiring the
signal for a time T , the averaged light intensity can be measured which is described
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theoretically by
I(r) =
〈
I(r, t)
〉
t
=
〈∣∣E(r, t)∣∣2〉
t
, (1.17)
with 〈·〉t indicating the time-average (equation (1.15)). With equation (1.16) and (1.17)
the intensity of the light field on the detector can be calculated by
I(r) =
〈∣∣E(r1, t)∣∣2〉
t
+
〈∣∣E(r2, t+ τ)∣∣2〉
t
+ 2<
(〈
E∗(r1, t)E(r2, t+ τ)
〉
t
)
. (1.18)
Here, the first two terms correspond to the intensities originating from the two slits at
P1(r1) and P2(r2), and the third term describes the interferences. With
I(r1) =
〈
I(r1, t)
〉
t
=
〈∣∣E(r1, t)∣∣2〉
t
, (1.19)
I(r2) =
〈
I(r2, t+ τ)
〉
t
=
〈∣∣E(r2, t+ τ)∣∣2〉
t
, (1.20)
and the definition of the normalized first-order correlation function in equation (1.14),
equation (1.18) becomes
I(r) = I(r1) + I(r2) + 2
√
I(r1)I(r2)<
(
g(1)(r1, r2, τ)
)
, (1.21)
where <(·) denotes the real part of g(1)(r1, r2, τ). The complex number g(1)(r1, r2, τ)
can be written as
g(1)(r1, r2, τ) =
∣∣g(1)(r1, r2, τ)∣∣ eiΨ(r1,r2,τ) , (1.22)
with its absolute value
∣∣g(1)(r1, r2, τ)∣∣ and phase Ψ(r1, r2, τ). For correlation times τ <
τc and lengths (s2 − s1) < lc the phase is approximately given by Ψ(r1, r2, τ) = ω0τ =
k0 (s2 − s1), with the central frequency of the light field ω0/2pi and the corresponding
wave number k0 = 2pi/λ0, where λ0 denotes the wavelength. Thus, the interference
term in equation (1.21) only depends on the difference of the path lengths s1 and s2,
resulting in
I(r) = I(r1) + I(r2) + 2
√
I(r1)I(r2)
∣∣g(1)(r1, r2, τ)∣∣ cos (k0 (s2 − s1) ) . (1.23)
Hence, interferences can be observed for
∣∣g(1)(r1, r2, τ)∣∣ 6= 0 and three types of coherence
can be distinguished∣∣g(1)(r1, r2, τ)∣∣ = 1 full coherence
0 <
∣∣g(1)(r1, r2, τ)∣∣ < 1 partial coherence (1.24)∣∣g(1)(r1, r2, τ)∣∣ = 0 incoherence .
With the definition of the contrast
K =
Imax − Imin
Imax + Imin
(1.25)
and the maximum and minimum value of equation (1.23)
I(r)max
min
= I(r1) + I(r2)± 2
√
I(r1)I(r2)
∣∣g(1)(r1, r2, τ)∣∣ (1.26)
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the contrast of the interference pattern results in
K =
2
√
I(r1)I(r2)
∣∣g(1)(r1, r2, τ)∣∣
I(r1) + I(r2)
. (1.27)
If the intensities of the light fields originating from the two slits in figure 1.6 at P1(r1)
and P2(r2) are equal I(r1) = I(r2), equation (1.27) yields
K =
∣∣g(1)(r1, r2, τ)∣∣ . (1.28)
Thus, the contrast is directly given by the absolute value of the first-order correlation
function indicating the degree of coherence (equation (1.24)). For I(r1) = I(r2) the
first-order correlation function in equation (1.14) becomes
g(1)(r1, r2, τ) :=
〈
E∗(r1, t)E(r2, t+ τ)
〉
t〈∣∣E(r1, t)∣∣2〉
t
. (1.29)
It is a measure for the phase stability of the electric field at two spatial positions r1
and r2 with a time difference τ = t1 − t2. For τ = 0 the coherence of the electric
field for two different positions can be determined with the so called spatial first-order
correlation function g(1)(r1, r2). Measuring the contrast of the interference pattern as
a function of the slit separation r1 − r2, the spatial coherence (transverse coherence)
of a source can be determined with the spatial correlation function. This was used to
measure the transverse coherence length with a Michelson stellar interferometer [205]
to determine the angular diameter of stars. With the analysis of intensity fluctuations
corresponding to the second-order correlation function discussed later, Hanbury Brown
and Twiss could improve this method [168–170].
If the coherence of the electric field is determined for the same spatial position r1 = r2
but different correlation times τ , equation (1.29) is referred as the temporal first-order
correlation function denoted in the following by g(1)(τ). It is used to quantify the tem-
poral coherence (longitudinal coherence) of the source. For a perfectly monochromatic
light source with a frequency bandwidth ∆ω = 0, the coherence time τc is infinite
and therefore, the correlation function is
∣∣g(1)(τ)∣∣ = 1 for all correlation times τ . In
contrast, the coherence time τc = 1/∆ω of a chaotic light source is finite due to the
non-vanishing frequency bandwidth ∆ω originating from the chaotic light emission pro-
cess, e.g. Doppler or lifetime broadened emission of light from excited atoms [206]. As
a consequence, the temporal first-order correlation function is equal to unity for τ = 0
and remains close to unity for 0 < τ  τc. It decreases for increasing τ as the prob-
ability of phase randomness of the electric field rises and therefore, 0 <
∣∣g(1)(τ)∣∣ < 1.
For correlation times τ  τc the correlation function is
∣∣g(1)(τ)∣∣ = 0 as the phases
of the electric fields are totally uncorrelated. Using the Wiener-Khintchine theorem
[188, 189], the normalized frequency spectrum of the source can be determined as it
is equal to the Fourier transform F (g(1)(τ)) (ω) of the temporal first-order correlation
function
F (g(1)(τ)) (ω) = 1√
2pi
∫ ∞
−∞
g(1)(τ) eiωτ dτ =
|E(ω)|2∫∞
−∞ |E(ω)|2 dω
. (1.30)
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From the normalized frequency spectrum, the spectral width of the source can be
determined which is inverse proportional to the coherence time τc. For a perfectly
monochromatic light source with ∆ω = 0 the spectrum consists of one δ-peak at the
position of the frequency of the light field ω0/2pi. The spectrum of a chaotic light
source has for example a Gaussian shape for Doppler broadened light emission or a
Lorentzian shape for lifetime broadened light emission [206].
To analyze the statistic of the intensity fluctuations of the light source at a fixed
detector position the normalized temporal second-order correlation function is used
[171, 203]
g(2)(τ) :=
〈
E∗(t)E∗(t+ τ)E(t+ τ)E(t)
〉
t〈∣∣E(t)∣∣2〉
t
〈∣∣E(t+ τ)∣∣2〉
t
=
〈
I(t)I(t+ τ)
〉
t〈
I(t)
〉
t
〈
I(t+ τ)
〉
t
, (1.31)
with the electric field E(t) and intensity I(t) of the light source at the time t. The
time-average of the intensity acquired for a time T with a detector is indicated by 〈·〉t
(equation (1.15)). Compared to the first-order correlation function which determines
the contrast of the light field the second-order correlation function is its intensity
analogue. g(2)(τ) is a measure for the fluctuations of the intensity whereas g(1)(τ) is a
measure for the field fluctuations (compare equation (1.29) for r1 = r2 and equation
(1.31)). For the analysis of the statistic of the emitted photons, a detector with single-
photon resolution can be used and equation (1.31) is rewritten for a single mode of the
light field
g(2)(τ) :=
〈
aˆ†(t)aˆ†(t+ τ)aˆ(t+ τ)aˆ(t)
〉〈
aˆ†(t)aˆ(t)
〉〈
aˆ†(t+ τ)aˆ(t+ τ)
〉 , (1.32)
with the photon creation aˆ† and annihilation operator aˆ. Here, the time-average 〈·〉t is
replaced by the expectation value of the respective operator in the state |Ψ〉. g(2)(τ) is
the conditional probability to detect a photon at the time t+τ after detecting a photon
at the time t. For a coherent state |α〉, defined as the eigenstate of the annihilation
operator aˆ|α〉 = α|α〉, the correlation function is normalized so that g(2)(τ) = 1. For
τ = 0 in equation (1.32) the statistic of the photons can be related to the average
photon number 〈nˆ〉 and the variance (∆n)2 =
〈(
nˆ− 〈nˆ〉)2〉, yielding [204]
g(2)(0) =
〈
aˆ†aˆ†aˆaˆ
〉〈
aˆ†aˆ
〉2 = 1 +
〈
(∆n)2
〉− 〈nˆ〉
〈nˆ〉2 , (1.33)
with the photon number operator nˆ = aˆ†aˆ. Here, the commutator
[
aˆ, aˆ†
]
= 1 was used.
With equation (1.33) three different types of photon statistics can be distinguished〈
(∆n)2
〉
> 〈nˆ〉 → g(2)(0) > 1 super-Poissonian statistic (1.34)〈
(∆n)2
〉
= 〈nˆ〉 → g(2)(0) = 1 Poissonian statistic (1.35)〈
(∆n)2
〉
< 〈nˆ〉 → g(2)(0) < 1 sub-Poissonian statistic . (1.36)
The super-Poissonian and Poissonian statistic are known from classical light sources,
such as chaotic and coherent, whereas the sub-Poissonian statistic is related to a non-
classical light source generated for example by a single-photon source.
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Figure 1.7.: Illustration of the normalized temporal second-order correlation function for
three different light sources. In the insets, the corresponding single-photon detector signals
are shown. For a coherent light source the correlation function (blue line) is equal to unity
as the detected photons (see inset blue bars) follow a Poissonian statistic (equation (1.35))
and are therefore uncorrelated for all correlation times τ . For a chaotic light source the
conditional probability to detect two photons with the time difference τ < τc is increased
named bunching and decreases to unity for τ > τc (red line). The detected photons (see inset
red bars) show a super-Poissonian statistic (equation (1.34)). If the conditional probability
is decreased for small correlation times τ (green line) it is called antibunching which can only
be observed for a non-classical source, e.g. a single-photon source. The detected photons (see
inset green bars) follow a sub-Poissonian statistic (equation (1.36)).
In figure 1.7, the normalized temporal second-order correlation function g(2)(τ) is il-
lustrated for three different light sources together with the corresponding single-photon
detector signal (see insets). The detected photons of a coherent light source (see inset
blue bars) follow a Poissonian statistic (equation (1.35)) and are therefore uncorrelated
for all correlation times τ resulting in a correlation function equal to unity (blue line).
For a chaotic light source with a coherence time τc the conditional probability of detect-
ing two photons with a time difference τ is increased for correlation times τ < τc and
drops down to unity for τ > τc (red line). This behaviour for τ < τc is named bunching
as the probability to detect two photons with a small time difference (see inset red
bars) is increased compared to a coherent source (blue line). As g(2)(0) > 1 this case
is related to a super-Poissonian statistic of the detected photons (equation (1.34)). If
the conditional probability is decreased for small correlation times it is named anti-
bunching (green line). Here, the detected particles (see inset green bars) follow a
sub-Poissonian statistic as g(2)(0) < 1 (equation (1.36)). The effect of antibunching
can only be observed for non-classical sources and was measured with single-photon
sources [207, 208] and electrons [173]. This demonstrates that it is possible to analyze
the statistics of the detected particles using a detector with single-particle resolution.
In this thesis, the validity and applicability of our second-order correlation analysis
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Figure 1.8.: a) Normalized temporal second-order correlation function of the perturbed
electron interference pattern illustrated in figure 1.3(b). The detected electrons follow a
Poissonian statistic (equation (1.35)) and therefore, the correlation function is g(2)(τ) ≈
1 (compare figure 1.7 blue line). b) The correlation function is equal to zero between 0
and 310 ns as the dead time of the detector was set to 310 ns for the measurement. This
corresponds to antibunching (compare figure 1.7 green line) but does not originate from the
source. Here, the noise of the correlation function is increased compared to a) as the temporal
discretization step size ∆τ is five orders of magnitude smaller.
is investigated in an electron biprism interferometer as explained in section 1.1. Using
a delay line detector (figure 1.5) the temporal and spatial coordinates of the electrons
arriving in the detection plane are provided. With this informations the temporal and
spatial second-order correlation function g(2)(u, τ) can be calculated. In figure 1.8(a),
the normalized temporal second-order correlation function g(2)(τ) of the perturbed
electron interference pattern illustrated in figure 1.3(b) is shown. As the detected
electrons follow the Poissonian statistic in equation (1.35) the resulting correlation
function is g(2)(τ) ≈ 1 for correlation times larger than 310 ns which corresponds to a
coherent electron source and uncorrelated electrons (compare figure 1.7 blue line). Due
to the limited acquisition time T of the measurement, g(2)(τ) varies around unity. In
the experiment, the dead time of the delay line detector between two detected electrons
was set to 310 ns which can be identified in figure 1.8(b) for correlation times between 0
and 310 ns. Here, the second-order correlation function is equal to zero corresponding
to antibunching of the detected electrons (compare figure 1.7 green line), which is not
a property of the electron source but originates from the chosen detector dead time.
Therefore, only electrons with a time difference of τ ≥ 310 ns could be detected. The
noise of the correlation function in figure 1.8(b) is increased compared to figure 1.8(a)
due to the five orders of magnitude smaller temporal discretization step size ∆τ .
For the derivation of the theory explained in this thesis, the following normalized
two-dimensional second-order correlation function is used
g(2)(u, τ) :=
〈〈
f(y + u, t+ τ)f(y, t)
〉〉
y,t〈〈
f(y + u, t+ τ)
〉〉
y,t
〈〈
f(y, t)
〉〉
y,t
, (1.37)
with the probability distribution of particle impacts in the detection plane f(y, t) in
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equation (1.12) and
〈〈·〉〉
y,t
indicating the average over position and time
〈〈
f(y, t)
〉〉
y,t
:= lim
Y,T→∞
1
TY
∫ T
0
∫ Y/2
−Y/2
f(y, t) dydt . (1.38)
In equation (1.37), u denotes the spatial distance in y-direction between two particles
in the detection plane with a temporal difference of τ . g(2)(u, τ) is the conditional
probability to detect a particle at the time t + τ and spatial position y + u after
detecting a particle at the time t and spatial position y.
In the following, the second-order correlation function of three different cases shall
be discussed concerning the case of no present interference pattern (K = 0), an unper-
turbed interference pattern (K > 0, ϕ(t) = 0), and a perturbed interference pattern
(K > 0, ϕ(t) 6= 0).
If no interference pattern is present, meaning the contrast K in equation (1.12)
is equal to zero, the correlation function in equation (1.37) is g(2)(u, τ) = 1 for all
correlation times τ and lengths u. The reason for this is that the conditional probability
to detect two particles with a certain temporal and spatial difference is identical for all
possible correlation times and lengths as the probability distribution of the particles in
equation (1.12) shows no periodic structure.
In figure 1.9(a), the correlation function of the unperturbed interference pattern
illustrated in figure 1.3(a) is shown. It demonstrates the case of a temporal stationary
interference pattern (K > 0 and ϕ(t) = 0 in equation (1.12)). Along the u-direction
the characteristics of the interference pattern can be identified for all correlation times
τ . For spatial distances u corresponding to multiples of the spatial periodicity u =
nλ, n ∈ Z, the correlation function is g(2)(u, τ) > 1. The reason is that the conditional
probability to detect two particles with this spatial difference is raised due to the
probability distribution of the particles in equation (1.12), e.g. detecting one particle in
a maximum of the interference pattern and afterwards another one in a maximum. For
spatial distances u = (2n+ 1)λ/2 corresponding to odd multiples of half of the spatial
periodicity, the correlation function is g(2)(u, τ) < 1 due to the reduced conditional
probability of detecting two particles with this spatial difference, e.g. detecting one
particle in a maximum of the interference pattern and afterwards one particle in a
minimum. The second-order correlation function in equation (1.37) for this case is
given by [1]
g(2)(u, τ) = 1 +
K2
2
cos (ku) , (1.39)
which is independent of the correlation time τ as the interference pattern is stationary
in time. Equation (1.39) shows that the characteristics of the interference pattern, such
as contrast K and spatial periodicity λ, are included in the second-order correlation
function via its contrast K2/2 and wave number k = 2pi/λ. As discussed before, if no
interference pattern is present, the correlation function is equal to one for all correlation
times and lengths which can be seen from equation (1.39) for K = 0.
In figure 1.9(b), the correlation function of the perturbed interference pattern in
figure 1.3(b) is plotted illustrating the case of an interference pattern dephased by a
single-frequency perturbation (equation (1.11) and (1.12) for N = 1). Comparing figure
1.9(a) and (b), it can be seen that the correlation function in figure 1.9(b) is modified
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Figure 1.9.: a) Two-dimensional second-order correlation function g(2)(u, τ) of the unper-
turbed interference pattern illustrated in figure 1.3(a). Along the u-direction the character-
istics of the interference pattern can be identified for all correlation times τ . The positions
of the maxima in the correlation function correspond to multiples of the spatial periodicity
u = nλ, n ∈ Z and the minima u = (2n + 1)λ/2 to odd multiples of half of the spatial
periodicity. The correlation function can be described theoretically by equation (1.39). b)
Correlation function of the perturbed interference pattern illustrated in figure 1.3(b). Due to
the time-varying perturbation with a frequency of ω1/2pi = 50 Hz, the correlation function is
modified along the τ -direction compared to a). The characteristics of the unperturbed inter-
ference pattern can be identified at correlation times corresponding to the reciprocal value of
the applied perturbation frequency τ = Mτ · 2pi/ω1 = Mτ · 20 ms,Mτ ∈ N0. For correlation
times τ 6= Mτ · 20 ms the amplitude of the correlation function is reduced as |A(τ)| < 1
(equation (1.40)).
along the τ -direction due to the time-varying perturbation ϕ(t) with a frequency of
ω1/2pi = 50 Hz. The characteristics of the unperturbed interference pattern can be
identified in the correlation function for correlation times τ corresponding to multiples
of the reciprocal value of the applied perturbation frequency τ = Mτ · 2pi/ω1 = Mτ ·
20 ms,Mτ ∈ N0. For two particles arriving in the detection plane with a temporal
difference of τ = t1 − t2 = Mτ · 2pi/ω1 the interference pattern has the same spatial
position on the detector although it oscillates with the time t. This can be seen for
the particle arrival times t1 = t + Mτ · 2pi/ω1 and t2 = t used in equation (1.11) and
(1.12) for N = 1, resulting in f(y, t1) = f(y, t2) = f(y, t) for all times t. Therefore,
the interference pattern is stationary for the two particles and the spatial difference u
reveals the characteristics of the unperturbed interference pattern, as explained before
for the case of an unperturbed interference pattern (K > 0, ϕ(t) = 0). Equation
(1.39) is valid for correlation times τ = Mτ · 2pi/ω1 and can be used to determine the
characteristics of the unperturbed interference pattern. In contrast, for a temporal
difference of τ 6= Mτ · 2pi/ω1 between two particles detected at the time t1 = t+ τ and
t2 = t the spatial interference pattern has a different position in the detection plane
for the one particle with respect to the position of the spatial interference pattern
for the other particle, meaning f(y, t1) 6= f(y, t2). Therefore, the spatial difference u
of these particles does not reveal the characteristics of the unperturbed interference
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pattern and the amplitude of the correlation function is reduced (see figure 1.9(b)
for τ 6= Mτ · 20 ms). The second-order correlation function in equation (1.37) for an
interference pattern dephased by a time-varying perturbation is given by [1]
g(2)(u, τ) = 1 +
K2
2
· A(τ) cos (ku) , (1.40)
with the amplitude A(τ) depending on the correlation time and the specific pertur-
bation characteristics. Comparing equation (1.39) and (1.40), it can be seen that the
correlation function of the unperturbed interference pattern is modified by A(τ). The
correlation function of an unperturbed interference pattern (figure 1.9(a)) results from
equation (1.40) for the maximum value of the amplitude A(τ) = 1 for all correlation
times τ . In figure 1.9(b), at the temporal positions given by τ = Mτ ·2pi/ω1 = Mτ ·20 ms
the amplitude in equation (1.40) reaches its maximum value of A(τ) = 1 resulting in
equation (1.39) which is suitable to determine the characteristics of the unperturbed
interference pattern, such as contrast K and spatial periodicity λ. For correlation times
τ 6= Mτ · 2pi/ω1 the amplitude of the correlation function is reduced |A(τ)| < 1. A
detailed theoretical description and discussion of A(τ) is given in the next chapter for
single- and multifrequency perturbations.
The descriptive explanations of the used second-order correlation function made here
shows that the temporal differences τ of particle arrival times in the detection plane
reveal the parameters of the time-varying perturbation ϕ(t), such as amplitude ϕ,
frequency ω, and phase φ. Therefore, it is possible to determine the properties of the
unperturbed interference pattern as well as the perturbation characteristics with the
second-order correlation analysis of multifrequency dephasing discussed theoretically
and demonstrated experimentally in this thesis.
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2. Second-order correlations in
single-particle interferometry
Publication [1] provides a comprehensive derivation of the two-dimensional second-
order correlation theory for multifrequency dephasing in single-particle interferometry.
It is the fundament for the experimental implementation in the dephasing experiments
in publications [2–4].
In the following, the properties of the second-order correlation function for single-
and multifrequency dephasing are discussed. It is explained how the characteristics
of the unperturbed interference pattern, such as contrast K and spatial periodicity λ,
can be determined from the correlation function. Furthermore, the amplitude spectrum
of the correlation function which is applied in publication [4] for the identification of
unknown perturbation parameters is calculated. The numerical correlation function
used to extract the measurement data is derived and the effects resulting from the
discretization of the correlation function are outlined.
The significant equations and results will be summarized and discussed in the fol-
lowing sections. Publication [1] is appended at the end of this thesis including more
details of the calculations and discussions.
2.1. Theory of second-order correlations
In this section, the analytic solution of the second-order correlation function and the
corresponding amplitude spectrum are provided and the difference between explicit and
approximate solution is discussed. The determination of contrast and spatial periodic-
ity of the unperturbed interference pattern from the correlation function is explained.
Furthermore, the identification of the perturbation characteristics is outlined.
2.1.1. Time-averaged interference pattern
In many single-particle interferometry experiments [30, 100, 102, 113, 115] phosphor
screens in conjunction with multichannel plates (MCPs) are used to detect the inter-
ference pattern. Light pulses on the phosphor screen are generated by particle impacts
and integrated with a charge-coupled device camera (CCD-camera). If the interference
pattern is dephased by a time-dependent perturbation, the contrast is reduced or van-
ished in the temporally integrated signal. It is demonstrated below how this contrast
reduction depends on the perturbation amplitude.
As discussed in section 1.1, the time-dependent perturbation ϕ(t) in equation (1.11)
“washes-out” the temporally integrated interference pattern [2–4]. Using the time-
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Figure 2.1.: Top: Time-averaged interference pattern (equation (2.2)) with a spatial perio-
dicity λ = 2 mm along the y-direction depending on the peak phase deviation ϕ1. Bottom:
Dependence of the relative contrast reduction Kred(ϕ1)/K on the peak phase deviation ϕ1.
The contrast is equal to zero at ϕ1 = 0.76pi, which corresponds to the first zero of J0(ϕ1).
Figure from [1].
average 〈
f(y, t)
〉
t
:= lim
T→∞
1
T
∫ T
0
f(y, t) dt , (2.1)
of the probability distribution of particle impacts in the detection plane (equation
(1.12)), the dephased interference pattern can be calculated for one perturbation fre-
quency (N = 1 in equation (1.11)), yielding〈
f(y, t)
〉
t
= f0
(
1 +KJ0(ϕ1)︸ ︷︷ ︸
=Kred(ϕ1)
cos (ky)
)
, (2.2)
with the zeroth order Bessel function of first kind J0. This interference pattern shows a
reduced contrast compared to the unperturbed interference pattern (equation (1.12)).
The contrast reduction is given by the perturbation amplitude via the zeroth order
Bessel function: Kred(ϕ1) = KJ0(ϕ1), with |J0(ϕ1)| ≤ 1. A detailed derivation of
equation (2.2) can be found in section 2.1 of publication [1].
In figure 2.1 at the top, the time-averaged interference pattern calculated with equa-
tion (2.2) depending on the peak phase deviation ϕ1 is illustrated. The spatial perio-
dicity of the interference pattern λ = 2 mm can be identified along the y-direction. In
figure 2.1 at the bottom, the relative contrast reduction Kred(ϕ1)/K is plotted. For a
peak phase deviation of ϕ1 = 0.76pi, the contrast vanishes and returns for larger ϕ1,
but not completely. The first position of zero contrast corresponds to the first zero of
J0(ϕ1). Due to the changing sign of J0(ϕ1) from positive to negative, the interference
pattern is phase shifted by pi. This cycle goes on for higher peak phase deviations and
the contrast is further reduced.
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For a perturbation consisting of multiple frequencies (N > 1) with peak phase devia-
tions ϕj < 1, equation (2.2) becomes
〈
f(y, t)
〉
t
= f0
(
1 + K
N∏
j=1
J0(ϕj)︸ ︷︷ ︸
=Kred(ϕj=1...N)
cos(ky)
)
. (2.3)
The reduced contrast Kred (ϕj=1...N) now depends on all peak phase deviations ϕj and
is therefore typically stronger reduced as compared to the case of one perturbation
frequency.
2.1.2. Approximate solution of the second-order correlation
function
In contrast to the temporally integrated interference pattern, the correlation function
uses spatial and temporal differences of the detected particles. The interference pattern
is still present and not influenced by the perturbation on timescales below the periodic
time of the oscillation. As discussed in section 1.2, the spatial differences unveil the
contrast K and spatial periodicity λ of the unperturbed interference pattern in the
correlation function. Using the temporal differences additionally, the perturbation
properties (ωj, ϕj, and φj) can be identified.
An explicit solution of the second-order correlation function for multifrequency de-
phasing can be derived from equation (1.37) using the probability distribution in equa-
tion (1.12) and the average over position and time in equation (1.38). For perturbation
frequencies ωj (equation (1.11)) which are small compared to the acquisition time
T  2pi/ωj and for a spatial periodicity λ which is small compared to the acquisition
length Y  λ, equation (1.37) can be solved analytically, yielding the explicit solution
of the correlation function provided in appendix A.1. A detailed derivation is given in
section 2.2 of publication [1].
In the following, the approximate solution of the correlation function given by equa-
tion (1.40) is discussed as it typically constitutes the main contribution to the explicit
solution in equation (A.1) and is usually suitable to describe multifrequency perturba-
tions (N > 1 in equation (1.11)). The exceptional cases for which the explicit solution
has to be used are discussed at the end of this section.
In section 1.2, the formation of the correlation function from an interference pattern
dephased by one perturbation frequency ω1 (N = 1 in equation (1.11)) was explained
and the approximate solution of the correlation function in equation (1.40) was dis-
cussed. For this case the explicit and approximate solutions are identical, yielding
equation (1.40) with the time-dependent amplitude A(τ) given by
A(τ) =
∞∑
m1=−∞
Jm1(ϕ1)
2 cos (m1ω1τ) , (2.4)
with the Bessel function of first kind Jm1 and the perturbation amplitude (peak phase
deviation) ϕ1. A(τ) is composed of a superposition of cosines with the periodicity de-
termined by the perturbation frequency ω1 and its harmonics m1ω1, with m1 ∈ Z. The
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amplitude of each cosine is determined by the peak phase deviation ϕ1 via the square
of the Bessel function Jm1(ϕ1)
2. As discussed in section 1.2, the amplitude reaches
its maximum value of A(τ) = 1 for correlation times given by the reciprocal value of
the perturbation frequency τ = Mτ · 2pi/ω1 with Mτ ∈ N0. Only for these correlation
times, the cosines in equation (2.4) are in phase with respect to each other and can sum
up to a maximum. Then, the characteristics of the unperturbed interference pattern
can be identified in the correlation function along the u-direction and equation (1.40)
turns into equation (1.39). Here, the contrast of the correlation function K2/2 is di-
rectly linked to the contrast of the unperturbed interference pattern K and therefore,
equation (1.39) is used to determine the contrast and spatial periodicity. For all other
correlation times the absolute value of the amplitude is |A(τ)| < 1 and therefore, the
contrast of the correlation function in equation (1.40) is reduced K2/2 ·A(τ). In prin-
ciple, the sum in equation (2.4) has to be evaluated for an infinite number of addends.
However, for large values of m1 the contribution to the sum is suppressed due to the
strong decay of the Bessel function Jm1(ϕ1) for m1 > ϕ1, which can be seen in the
asymptotic form of the Bessel function for 0 < ϕ √m+ 1 [209]
Jm (ϕ) ≈ 1
Γ (m+ 1)
(ϕ
2
)m
, (2.5)
where Γ (m+ 1) = m! denotes the gamma function. Thus, the number of addends
in equation (2.4) is limited and the maximum frequency component included in the
correlation function is approximately given by m1,maxω1, with m1,max ≈ ϕ1. This shows
that for a larger perturbation amplitude ϕ1 higher orders of the Bessel function has to
be taken into account for the calculation of the amplitude in equation (2.4). In section
2.1.4, an exemplary correlation function for the single-frequency case is explained in
detail.
For a multifrequency perturbation (N > 1 in equation (1.11)) the time-dependent
amplitude in equation (1.40) is given by
A(τ) =
N∏
j=1
( ∞∑
mj=−∞
Jmj(ϕj)
2 cos (mjωjτ)
)
. (2.6)
Compared to equation (2.4), the amplitude for the multifrequency case is determined
by the product of the sums of the individual frequencies ωj. Therefore, it is composed
of a superposition of the perturbation frequencies and their harmonics mjωj as well
as the sums and differences of the involved perturbation frequencies (intermodulation
terms). Due to the strong decay of the Bessel function (equation (2.5)), the maximum
frequency component of all underlying perturbation frequencies included in the corre-
lation function is approximately given by max{ϕjωj}. The amplitude A(τ) reveals a
periodic structure in τ -direction with the periodicity defined by the involved pertur-
bation frequencies ωj (see section 2.1.3). It has to be mentioned that the phases of
the perturbation φj can not be determined with the approximate correlation function.
However, using the possibility to reconstruct the unperturbed interference pattern the
phases can be identified which is discussed in section 2.1.6.2. A detailed derivation of
equation (1.40) and (2.6) is given in section 2.3 of publication [1].
Compared to the approximate solution in equation (1.40), the explicit solution of the
correlation function explained detailed in appendix A.1 and section 2.2 of publication
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[1] is modified by a temporal Φ˜(τ) and spatial phase ψ(τ) depending on the correlation
time
g(2)(u, τ) = 1 +
K2
2
· A(τ, Φ˜(τ)) cos (ku+ ψ(τ)) . (2.7)
For correlation times τ that are multiples of the temporal periodicity of the amplitude
given by the involved perturbation frequencies (see section 2.1.3), the time-dependent
phases are Φ˜(τ) = 0 and ψ(τ) = 0. Thus, the explicit and approximate solution are
identical for these correlation times. Due to the non-vanishing phases Φ˜(τ) and ψ(τ)
for other correlation times, the explicit correlation function is modified compared to
the approximate one.
As mentioned before, the approximate correlation function is usually suitable to de-
scribe multifrequency perturbations (N > 1). However, in the case of few perturbation
frequencies that are multiples of each other, e.g.ω1 and ω2 = 2ω1, the explicit solution
in equation (2.7) has to be applied. An example for the case of two frequencies that are
multiples of each other is explained in detail in section 2.1.4. For three perturbation
frequencies that are separated by the same frequency ∆ω, e.g.ω1 = ω2 −∆ω, ω2, and
ω3 = ω2 + ∆ω, the explicit solution also has to be used. This demonstrates that it
depends on the involved perturbation frequencies which solution of the second-order
correlation function has to be applied to achieve a good agreement between experiment
and theory. In publication [1] and appendix A.1, this is discussed more detailed.
2.1.3. Determination of contrast and spatial periodicity
Only at certain correlation times τ , the contrast K and the spatial periodicity λ of
the unperturbed interference pattern can be determined correctly in the correlation
function, which is discussed below.
The explicit and approximate correlation function (equation (2.7) and (1.40)) show
a periodic modulation in u-direction with the same spatial periodicity λ as the unper-
turbed interference pattern. The amplitude of this modulation depends on the corre-
lation time τ and the specific perturbation characteristics. Only at correlation times
τ , for which the resulting amplitude reaches its maximum value of 1, the contrast of
the correlation function K2/2 is directly linked to the contrast K of the unperturbed
interference pattern. As mentioned in section 2.1.2, the explicit and approximate so-
lution of the correlation function are identical at these correlation times τ = Mττs,
with Mτ ∈ N0. Here, the so called superperiod τs = 2pi/ωgcd of the modulation in
τ -direction is defined by the greatest common divisor of all perturbation frequencies
gcd(ω1, . . . , ωN) = ωgcd. Each frequency ωj has an integer value sj ∈ N, for which
ωgcd = ωj/sj. Using τ = Mττs in equation (1.40) and (2.6), the correlation function
yields
g(2)(u,Mττs) = 1 +
K2
2
cos (ku) ·
N∏
j=1
( ∞∑
mj=−∞
Jmj (ϕj)
2 cos (2piMτmjsj)︸ ︷︷ ︸
= 1
)
︸ ︷︷ ︸
= 1
= 1 +
K2
2
cos (ku) , (2.8)
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Figure 2.2.: Top: Correlation function of an interference pattern with K = 0.6, λ = 2 mm
perturbed by ω1/2pi = 50 Hz, ϕ1 = 0.76pi, calculated according to equation (1.40) and (2.4).
The spatial periodicity λ can be identified in the modulation along u. In τ -direction, the
periodicity is given by the specific perturbation spectrum. Bottom: Amplitude A(τ) of the
correlation function calculated with equation (2.4). Its maximum value of 1 is reached at
correlation times that are multiples of the superperiod τs = 2pi/ω1 = 20 ms. At these corre-
lation times, the contrast of the correlation function K2/2 is directly given by the contrast of
the unperturbed interference pattern K. For all other correlation times the contrast of the
correlation function is reduced to K2/2 ·A(τ) as |A(τ)| < 1. Figure from [1].
which is used for the determination of the contrast K and spatial periodicity λ of
the unperturbed interference pattern. Equation (2.8) is identical to equation (1.39)
describing the correlation function of an interference pattern that was not dephased
by a perturbation (ϕ(t) = 0 in equation (1.12)). Thus, for correlation times τ = Mττs
it seems as if the interference pattern was not dephased by the applied perturbation.
If the involved perturbation frequencies do not have a greatest common divisor ωgcd,
the superperiod τs is infinite and the only correlation time, where the amplitude has
its maximum value of 1, is τ = 0. Therefore, the contrast and spatial periodicity are
always determined at τ = 0 using equation (2.8).
2.1.4. Correlation function of a single- and two-frequency
perturbation
The characteristics of the explicit and approximate correlation function, explained in
section 2.1.2 and appendix A.1, are illustrated in the following for the case of a single-
and two-frequency perturbation.
As mentioned in section 2.1.2, the explicit and approximate solution are identical for
one perturbation frequency ω1. Therefore, this case is explained in detail in the follow-
ing. Using equation (1.40) and (2.4), a correlation function g(2)(u, τ) is calculated for
an interference pattern perturbed by a single-frequency perturbation ω1/2pi = 50 Hz,
30
Theory of second-order correlations
a) b) c)
0 10 20 30
-2
0
2
τ [ms]
u
[m
m
]
g(2) (u, τ)
0 10 20 30
τ [ms]
nj = −mj
0 10 20 30 40
τ [ms]
nj 6= −mj
0.8
0.9
1
1.1
1.2
Figure 2.3.: a) Correlation function g(2)(u, τ) calculated with the explicit solution in equa-
tion (A.1) for an interference pattern with K = 0.6 and λ = 2 mm perturbed by two frequen-
cies ω1/2pi = 50 Hz, ϕ1 = 0.5pi, φ1 = 0.25pi and ω2/2pi = 100 Hz, ϕ2 = 0.5pi, φ2 = −0.25pi.
b) Approximate correlation function calculated with equation (1.40) and (2.6). c) Difference
between a) and b) containing the terms that are only included in the explicit solution. Figure
from [1].
ϕ1 = 0.76pi and plotted at the top of figure 2.2. Here, a contrast K = 0.6 and spatial
periodicity λ = 2 mm were chosen as these are typical experimental values. The peri-
odic structure in u- and τ -direction is clearly visible. According to equation (1.40), the
spatial periodicity of the unperturbed interference pattern is included in the correlation
function in the modulation along u. The contrast of the correlation function, however,
is reduced for each τ to K2/2 · A(τ). According to equation (2.4) and illustrated in
figure 2.2 at the bottom, the maximum of the amplitude A(τ) = 1 is achieved for
correlation times that are multiples of the superperiod τs = 2pi/ω1 = 20 ms (see section
2.1.3). At these correlation times, the contrast of the correlation function K2/2 is di-
rectly given by the contrast of the unperturbed interference pattern K. For the above
perturbation parameters, the time-averaged interference pattern would be vanished ac-
cording to equation (2.2) and the illustration in figure 2.1. However, it is possible to
determine the contrast and spatial periodicity using correlation analysis as discussed
in section 2.1.3.
If the perturbation consists of frequencies that are multiples of each other, the ex-
plicit correlation function (equation (2.7)) has to be used. This case is discussed below
for two perturbation frequencies with ω2 = 2ω1. Then, additional terms contribute
to the correlation function generating a temporal Φ˜(τ) and spatial phase ψ(τ) de-
pending on the correlation time τ (equation (2.7)) that are not included in the ap-
proximate solution (equation (1.40)). A correlation function g(2)(u, τ) calculated ac-
cording to equation (A.1) is shown in figure 2.3(a) for an interference pattern with
contrast K = 0.6 and spatial periodicity λ = 2 mm perturbed with two frequencies
ω1/2pi = 50 Hz, ϕ1 = 0.5 pi, φ1 = 0.25pi and ω2/2pi = 100 Hz, ϕ2 = 0.5pi, φ2 = −0.25pi.
In figure 2.3(b), the result for the approximate correlation function (equation (1.40)
and (2.6)) can be seen. The periodic modulation in u-direction can be identified in both
correlation functions, figure 2.3(a) and (b), and reveals the same spatial periodicity as
the unperturbed interference pattern. As discussed in section 2.1.3, the periodicity in
τ -direction, which is also present in both correlation functions, is given by the superpe-
riod τs = 2pi/ωgcd = 20 ms via the greatest common divisor of the involved perturbation
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frequencies ωgcd/2pi = 50 Hz. For correlation times that are multiples of the superpe-
riod, the modulation amplitude reaches its maximum value of 1 and the explicit and
approximate correlation function are identical. In figure 2.3(c), the difference between
them, solely given by the terms that are only included in the explicit solution, is shown.
The contribution of these terms to the correlation function in figure 2.3(a) results in a
temporal Φ˜(τ) and spatial phase ψ(τ) modifying the explicit solution compared to the
approximate one (equation (1.40) and (2.7)).
Under certain conditions, the approximate solution can also be used to describe the
case of frequencies that are multiples of each other. The transition between explicit
and approximate solution is discussed in detail in section 2.6 of publication [1].
2.1.5. Amplitude spectrum of the approximate solution
For multifrequency dephasing, it is difficult to determine the perturbation spectrum
from the correlation function (c.f. figure 2.3). Therefore, its amplitude spectrum is used
for the identification of the unknown perturbation characteristics [4] as it enables better
access to the involved frequencies. Here, the equivalence between the power spectrum of
the perturbed measurement signal and the Fourier transform of the correlation function
is utilized, according to the Wiener-Khintchine theorem [188, 189].
With the temporal Fourier transform F (g(2)(u, τ)) (u, ω) = 1√
2pi
∫∞
−∞ g
(2)(u, τ)eiωτ dτ
of equation (1.40) and (2.4) the amplitude spectrum |F (g(2)(u, τ)) (u, ω)| of the ap-
proximate correlation function for a single-frequency perturbation can be calculated,
yielding
1
2pi
∣∣∣F (g(2)(u, τ)) (u, ω)∣∣∣2 = δ(ω)2 +(K2
2
· Aˆ(ω) cos (ku)
)2
, (2.9)
with the frequency-dependent amplitude
Aˆ(ω) =
∞∑
m1=−∞
Jm1(ϕ1)
2 ·
(
δ(ω +m1ω1) + δ(ω −m1ω1)
)
(2.10)
and the Dirac delta function δ(ω). The modulation along the u-direction given by
the spatial periodicity of the unperturbed interference pattern λ remains unchanged in
the amplitude spectrum (compare equation (1.40) and (2.9)). As discussed in section
2.1.2, the amplitude in equation (2.4) consists of a superposition of the perturbation
frequency ω1 and its harmonics m1ω1, with m1 ∈ Z. These frequency components can
be identified in the argument of the Dirac delta function δ(ω±m1ω1) in equation (2.10).
The amplitude of each frequency component is given by the peak phase deviation ϕ1 via
the square of the Bessel function Jm1(ϕ1)
2. According to equation (2.5), the maximum
frequency component included in the amplitude spectrum is approximately given by
m1,maxω1, with m1,max ≈ ϕ1.
For a multifrequency perturbation the frequency-dependent amplitude Aˆ(ω) of the
approximate solution can be found in equation (A.12) in appendix A.2 together with
the amplitude spectrum of the explicit solution of the correlation function (equation
(A.9)). The amplitude spectrum of the approximate solution in equation (A.12) can be
interpreted as a convolution of the single-frequency spectra given by equation (2.10).
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Thus, not only the perturbation frequencies and their harmonics are included in the
amplitude spectrum but also their sum and difference frequencies (intermodulation
terms). A detailed derivation of the explicit and approximate solution of the amplitude
spectrum can be found in section 2.7 of publication [1].
As the frequency components included in the amplitude spectrum are specific for the
applied perturbation characteristics, they are used for the identification of unknown
perturbation frequencies [4].
2.1.6. Determination of perturbation characteristics
For multifrequency perturbations, the identification of unknown frequencies directly
from the structure of the correlation function is difficult (c.f. figure 2.3). Its amplitude
spectrum provides a better access to the included frequency components. In publication
[4], a numerical algorithm has been developed which can identify unknown perturba-
tion frequencies using the amplitude spectrum. With the obtained frequencies ωj, the
amplitude spectrum of the explicit solution (equation (A.9)) or approximate solution
(equation (2.9) and (A.12)) is used to determine the corresponding peak phase devia-
tions ϕj and phases φj. Due to the invariance of the correlation function, the phases
φj are not determined uniquely. Nevertheless, using the possibility to reconstruct the
unperturbed interference pattern the original phases can be identified.
2.1.6.1. Invariance of the correlation function
In section 2.1.3, the determination of the contrast and spatial periodicity from the
second-order correlation function was discussed. Using the amplitude spectrum, the
perturbation frequencies, amplitudes, and phases can be identified. However, the
phases of the perturbation can not be determined uniquely. In the case of a single
perturbation frequency (N = 1) the phase information is completely lost. Though,
for multifrequency perturbations (N > 1) relative phase informations can be revealed
with the correlation analysis. Therefore, it is necessary to understand the invariance
of the correlation function under specific transformations.
The correlation function is invariant under position shifts y → y + y0 and time
transformations t→ t+ t0, as only position and time differences between particles are
taken into account. Using equation (1.11) and (1.12), this time transformation and
position shift is equal to the transformations
y → y + y0 =̂ ϕ(t)→ ϕ(t) + ky0 , (2.11)
t→ t+ t0 =̂ φj → φj + ωjt0 . (2.12)
Additionally, the correlation function is invariant under simultaneous time and space
reversal: t → −t , y → −y. According to equation (1.11) and (1.12), this transforma-
tion equals a phase transformation
t→ −t , y → −y =̂ φj → −φj + pi . (2.13)
As the correlation function is not modified under phase transformations mentioned
above (equation (2.12) and (2.13)), it is identical for different phase multiplets.
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This invariance is calculated exemplarily for a two-frequency perturbation (N = 2)
with phases φ1 and φ2 in section 2.8.1 of publication [1]. The two resulting linear
equations for the phase duplets {φˆ1, φˆ2} and {φ˜1, φ˜2} describe the same correlation
function. Therefore, it is not possible to determine the original phases φ1 and φ2
uniquely from the correlation analysis.
2.1.6.2. Determination of perturbation phases
Using the possibility to reconstruct the unperturbed interference pattern, the original
phases φj can be determined. With the obtained perturbation parameters from the
correlation analysis ωj and ϕj, the spatial coordinates of the reconstructed interference
pattern yi,new are given by [4]
yi,new = yi − λ
2pi
ϕ(ti) = yi − λ
2pi
N∑
j=1
ϕj cos (ωjti + φj) , (2.14)
with ϕ(ti) denoting the time-dependent perturbation (equation (1.11)) and yi, ti the
spatial and temporal coordinate of particle i of the perturbed interference pattern. For
the original phases φj the maximum contrast of the reconstructed pattern is reached.
The free parameter space for the phases φj can be reduced by one dimension if one
linear equation for the phase duplets {φˆj} and {φ˜j} (section 2.1.6.1) is used in the
reconstruction process for one of the phases φj.
2.2. Numerical second-order correlation function
In this section, the numerical correlation function used for the evaluation of the experi-
mental data is derived and the influence of discretization on the obtained parameters
is discussed.
2.2.1. Correlation function for discrete signals
Until now, the analytic probability distribution of particle impacts at the detector in
equation (1.12) was used for the calculation of the correlation function. However, the
real detector provides a discrete signal of particle impacts with a finite acquisition time
T and length Y . This detector signal f(y, t) used to extract the correlation function
consists of N particles with arrival times ti and coordinates yi (i = 1 . . . N). The
particle impacts in the detection plane are given by the Dirac delta function, which
is an appropriate approximation due to the much smaller pulse width at the detector
compared to the mean time distance between particle impacts. This definition is used
for the calculation of the correlation function in equation (1.37), yielding the discrete
second-order correlation function
g(2)(u, τ) =
TY
N2
N∑
i,j=1
δ (τ + ti − tj) δ (u+ yi − yj) . (2.15)
In section 3.1 of publication [1], a detailed derivation of equation (2.15) is given. For
an appropriate correlation function that can be compared with the analytic theory,
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Figure 2.4.: Correlation functions with different temporal and spatial discretization step
sizes ∆u and ∆τ extracted according to equation (2.17) from a single-particle simulation of
a perturbed interference pattern. The interference pattern has a contrast of K = 0.6 and
a spatial periodicity λ = 2 mm and was perturbed by ω1/2pi = 50 Hz and ϕ1 = 0.75pi. a)
For large ∆u and ∆τ , the structure is “smeared-out”. b) The structure is clearly visible
compared to a), but the noise is increased for smaller discretization step size. c) The noise
grows larger for even smaller ∆u and ∆τ . Figure from [1].
a temporal and spatial discretization step size ∆τ and ∆u has to be implemented in
equation (2.15), resulting in
g(2)(u, τ) =
TY
N2
1
∆τ∆u
∫ τ+ ∆τ
2
τ−∆τ
2
∫ u+ ∆u
2
u−∆u
2
N∑
i,j=1
δ (τ + ti − tj) δ (u+ yi − yj) dudτ︸ ︷︷ ︸
=Nu,τ
=
TY
N2∆τ∆u
Nu,τ . (2.16)
Here, Nu,τ is the number of particle pairs (i, j) with spatial distances (yi − yj) ∈
[u−∆u/2, u+ ∆u/2] and temporal separations (ti − tj) ∈ [τ −∆τ/2, τ + ∆τ/2].
Due to the finite acquisition time T and length Y , the detection probability of
particle impacts with large temporal and spatial differences is decreased by a factor
of (1− τ/T ) and (1− |u|/Y ), respectively. To correct this effect, the number Nu,τ in
equation (2.16) has to be modified, yielding the numerical correlation function
g(2)(u, τ) =
TY
N2∆τ∆u
Nu,τ(
1− τ
T
)(
1− |u|
Y
) , (2.17)
which is also normalized to one as the analytic correlation function.
Three correlation functions with different spatial and temporal discretization step
sizes are extracted according to equation (2.17) from a single-particle simulation of a
perturbed interference pattern and shown in figure 2.4. In section 3.3 of publication
[1], the simulation using the acceptance-rejection method [210] is explained in detail.
The interference pattern with a contrast K = 0.6 and a spatial periodicity λ = 2 mm
was perturbed by ω1/2pi = 50 Hz and ϕ1 = 0.75pi. In figure 2.4(a), the structure of the
correlation function is “smeared-out” due to the large values of ∆u and ∆τ , whereas
it is clearly visible in figure 2.4(b). However, the noise in the correlation function is
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increased in comparison to figure 2.4(a). For a even smaller discretization step size,
the noise increases further which can be seen in figure 2.4(c). Both effects influence
the correlation function and the parameters obtained from the correlation analysis.
Therefore, the effects of discretization have to be understood to choose ∆u and ∆τ
in an appropriate way which is derived theoretically for one perturbation frequency in
appendix A.3 and section 3.2 of publication [1].
2.2.2. Application limits of the second-order correlation analysis
The perturbation frequency can not be resolved if the particles spend longer times in
the area of dephasing compared to the cycle time of the oscillation. Then, the particles
traverse many periods of the perturbation and therefore, it is averaged out. In this
case, the application of the correlation analysis is not possible.
In general, if the perturbation is a periodic oscillation, the correlation analysis can
be applied, even if the perturbation frequency is much larger than the mean particle
count rate, due to the infinite coherence of such a perturbation. As discussed in section
2.1.2, the maximum frequency component of all involved perturbation frequencies is
given by max(ϕjωj). For the determination of slow and random perturbations with
large peak phase deviations, this maximum sets a lower threshold for the mean particle
count rate for a good agreement between experiment and theory.
2.3. Conclusion
The contrast reduction of a temporally integrated interference pattern dephased by
a time-varying perturbation depends on the perturbation amplitude. However, it is
possible to reveal the contrast and spatial periodicity of the unperturbed interference
pattern using the second-order correlation function for multifrequency perturbations.
Additionally, the perturbation frequencies, amplitudes, and phases can be obtained
using the amplitude spectrum of the explicit or approximate correlation function. Due
to the invariance of the correlation function under time and space transformations,
the perturbation phases are not uniquely determined from the correlation analysis.
Nevertheless, with the possibility to reconstruct the unperturbed interference pattern
the phases can be identified.
To evaluate the experimental data the numerical correlation function is applied.
Here, the parameters extracted from the correlation function, such as contrast and
perturbation amplitude, depend on the spatial and temporal discretization step size
which have to be chosen in an appropriate way to obtain the correct results.
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in matter-wave interferometry
In publication [2], the case of a single-frequency perturbation is demonstrated in an
electron biprism interferometer. For this purpose, an external time-varying magnetic
field shifts the interference pattern perpendicular to the fringes and therefore, the
contrast in the spatial signal is reduced. As mentioned in section 2.1.2, the explicit
(equation (2.7)) and approximate correlation function (equation (1.40) and (2.4)) are
identical for one perturbation frequency (N = 1). This special case is investigated in
detail.
The experimental setup is explained and it is demonstrated, how the contrast and
spatial periodicity can be revealed using the spatial distances of temporal successive
particle events. For one perturbation frequency, the applied second-order correlation
theory is explained in detail in section 2.1.2. Fitting the theory to the numerical corre-
lation function extracted from the experimental data, the matter-wave characteristics,
such as contrast K and spatial periodicity λ, and the perturbation properties (ω1 and
ϕ1) are determined. Using the obtained perturbation parameters, the reconstruction
of the unperturbed interference pattern is demonstrated. A good agreement between
experiment and theory can be shown.
In the following sections the experiment and results are summarized and discussed.
Publication [2] is appended at the end of this thesis including more details of the
experiment and results.
3.1. Experiment
Based on the biprism interferometer constructed originally by Hasselbach et al. for
electrons and ions [30, 101, 102], the experimental setup has been equipped with a
new beam source as well as a detector with high spatial and temporal single-particle
resolution. A detailed description of the used biprism interferometer is made in section
1.1 and publication [5]. In the following, a short explanation of the essential elements
of the interferometer is given.
In figure 3.1, a schematic representation of the interferometer assembled inside a
vacuum chamber at a pressure of 5 · 10−9 mbar is shown. A mu-metal shield (not il-
lustrated in figure 3.1) is placed inside of the chamber around the interferometer to
suppress external electromagnetic fields. Coherent electrons are field-emitted by ap-
plying a voltage of −1.53 kV to a single-atom tip (SAT) [94, 129] consisting of an
etched tungsten (111) wire covered with iridium. Using deflector electrodes, the elec-
tron beam is adjusted in horizontal (x) and vertical direction (y) onto the optical axis
and the electrostatic biprism, a gold-palladium-coated glass-fibre with a diameter of
∼ 400 nm [5, 196, 197]. The electron matter-wave is separated by the biprism into two
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Figure 3.1.: Schematic representation of the used electron biprism interferometer assembled
in a vacuum chamber (not to scale). From the single-atom tip (SAT) [94, 129] the electrons
are field-emitted and aligned onto the biprism [5, 196, 197] by the deflector electrodes. The
electron matter-wave is separated and recombined by applying a positive voltage to the
biprism [29]. Magnified by the quadrupole lenses, the created interference pattern is detected
with the delay line detector [127]. It is artificially dephased by a time-varying external
magnetic field produced by two magnetic coils in Helmholtz configuration outside of the
vacuum chamber. A mu-metal shield (not illustrated) is placed inside of the chamber between
interferometer and magnetic coils. Figure from [2]. Reprints with permission of the American
Physical Society (AIP).
partial waves. Subsequently, they are overlapped by applying a positive potential of
a few 100 mV to the biprism, leading to an electron interference pattern (figure 1.1).
Perpendicular to the interference fringes the electrostatic quadrupole lenses magnify
the pattern along the y-direction. It almost remains unmagnified along the x-direction
to preserve the signal strength. Using the magnetic coil installed after the biprism,
the interference pattern can be rotated to adjust the fringes along the x-direction to
compensate possible misalignment between the biprism and the direction of magnifica-
tion. The electrons are amplified by two multichannel plates (MCPs) and the resulting
pulses are detected with a delay line anode consisting of two meandering wires ori-
ented perpendicular to each other in x- and y-direction (figure 1.5). It achieves a
spatial resolution below 100µm and a temporal accuracy below 1 ns, which sets an
upper threshold of about 1 GHz for the perturbation frequency, that can be identified
with the correlation analysis. The dead time between two events of 310 ns limits the
maximum detectable count rate to a few MHz. A detailed description of the used delay
line detector is given in section 1.1. For the application of the second-order correla-
tion analysis the high spatial and temporal single-particle resolution of the detector is
essential.
Figure 3.2(a) shows an electron interference pattern acquired in about 100 s with
5 · 105 particles together with the line profile averaged along the x-direction. The
spatial periodicity of the interference pattern is λ ≈ 2 mm and the contrast amounts
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Figure 3.2.: a) Electron interference pattern plotted together with the line profile averaged
along the x-direction. Here, a spatial periodicity λ ≈ 2 mm and contrast K ≈ 35 % can be
determined. b) Interference pattern dephased by an external time-varying magnetic field with
a frequency of ω1/2pi = 50 Hz resulting in an almost vanished contrast (see section 2.1.1). c)
Two-dimensional histogram of spatial distances (∆x and ∆y) between temporal successive
particle events. It is illustrated together with the line profile averaged along ∆x and corrected
by the factor (1 − |∆y|/Y )−1, due to the finite acquisition length Y = 20 mm. Figure from
[2]. Reprints with permission of the American Physical Society (AIP).
to K ≈ 35 %. Two magnetic coils in Helmholtz configuration installed outside of the
vacuum chamber generate a time-varying magnetic field that dephases the interference
pattern. Oriented along the x-direction this magnetic field generates a Lorentz force
that shifts the interference pattern perpendicular to the fringes along the y-direction.
With an applied perturbation frequency of ω1/2pi = 50 Hz, an interference pattern
with Npart ≈ 5 ·105 particles is recorded and plotted in figure 3.2(b). The perturbation
amplitude was set to a maximum deflection of the pattern of ±2 mm for a constant
current which corresponds to a peak phase deviation of ϕ = 2 pi. In section 2.1.1,
it is discussed that the contrast in the spatial signal is reduced or vanished due to
the applied perturbation. Using the possibility to calculate the spatial differences in
x- and y-direction between temporal successive particles (i, i + 1), i = 1 . . . Npart − 1
(∆x = xi − xi+1 and ∆y = yi − yi+1), the spatial periodicity of the unperturbed
interference pattern can be revealed, which is shown in figure 3.2(c) together with the
line profile averaged along ∆x. As the probability to detect large particle distances is
decreased, the line profile has to be corrected for the finite acquisition length Y by the
factor (1 − |∆y|/Y )−1. Along the ∆y-direction a spatial periodicity of ∼ 2 mm and a
contrast of ∼ 34 % can be identified.
3.2. Results
The correlation function of the dephased interference pattern in figure 3.2(b) is ex-
tracted from the measurement data using equation (2.17) and illustrated in figure
3.3(a). As discussed in section 2.1.3, the contrast K and spatial periodicity λ of the
unperturbed interference pattern can be identified along the correlation length u. In the
direction of the correlation time τ , the superperiod τs for one perturbation frequency
is given by τs = 2pi/ω1 = 20 ms.
To the experimental correlation function g
(2)
expt(u, τ) in figure 3.3(a) the approxi-
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Figure 3.3.: a) Correlation function of the dephased interference pattern in figure 3.2(b) ex-
tracted from the experimental data using equation (2.17). b) Theoretical correlation function
resulting from the fit of equation (1.40) and (2.4) to g
(2)
expt. c) Residuum of the experimental
and theoretical correlation function. The remaining structure is possibly related to diffraction
at the biprism. d) Interference pattern with a contrast of Krec ≈ 30 % reconstructed from
the measurement data of the perturbed pattern using the obtained parameters in equation
(2.14) for N = 1. Figure from [2]. Reprints with permission of the American Physical Society
(AIP).
mate solution in equation (1.40) and (2.4) is fitted and the result g
(2)
theor(u, τ) is plot-
ted in figure 3.3(b). A good agreement between experiment and theory is indicated
by the remaining residuum in figure 3.3(c). The extracted parameters describing
the unperturbed interference pattern and applied perturbation are: contrast Kg(2) =
(34.5 ± 0.2) %, spatial periodicity λg(2) = (2.089 ± 0.001) mm, perturbation frequency
ω1/2pi = (49.996± 0.018) Hz and perturbation amplitude (peak phase deviation) ϕ1 =
(0.802 ± 0.004)pi. They agree well with the parameters of the unperturbed interfer-
ence pattern (K ≈ 35 %, λ ≈ 2 mm) in figure 3.2(a) and the applied perturbation
frequency of ω1/2pi = 50 Hz. As the mu-metal shield installed inside of the vacuum
chamber around the interferometer attenuates the amplitude for oscillating magnetic
fields more as compared to a DC field, the peak phase deviation resulting from the fit is
lower than the applied amplitude for constant current of ϕ = 2 pi. According to equa-
tion (2.2) and figure 2.1, the contrast of the temporally integrated interference pattern
nearly vanishes for a peak phase deviation of ϕ1 = 0.8pi. However, using correlation
analysis, the contrast and spatial periodicity of the unperturbed interference pattern
can be revealed.
With the parameters obtained from the correlation analysis, the unperturbed inter-
ference pattern can be reconstructed with equation (2.14) for N = 1. As discussed
in section 2.1.6.1, the phase information of the applied perturbation is completely lost
in the case of one frequency, but can be determined in the reconstruction process.
Therefore, φ1 is varied between 0 and 2pi to achieve the maximum contrast of the
reconstructed interference pattern. The result with a contrast of Krec ≈ 30 % is illus-
trated in figure 3.3(d) and agrees well with the unperturbed interference pattern in
figure 3.2(a). Even phase shifts due to charged dust on the biprism can be seen.
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3.3. Conclusion
Using an external time-varying magnetic field applied to an electron biprism inter-
ferometer, the validity of the second-order correlation theory for a single-frequency
perturbation was demonstrated. Here, the contrast of the temporally integrated in-
terference pattern was vanished almost completely. However, using the correlation
analysis the contrast and spatial periodicity could be revealed. Additionally, fitting
the theoretical correlation function for one perturbation frequency to the experimental
one, the perturbation characteristics could be determined. A good agreement between
experiment and theory was achieved. With the obtained perturbation parameters the
unperturbed interference pattern could be reconstructed and the phase of the pertur-
bation was identified.
Here, it is possible to use the correlation analysis, as the periodic time of the pertur-
bation (20 ms) is much larger than the time that the electrons spend in the region of
dephasing (t = s/
√
2q/m · Uacc ≈ 0.3 m/2.3·107 ms ≈ 13 ns, with the length of the inter-
action region s). Therefore, the interference pattern is still present on timescales below
the periodic time of the perturbation. As demonstrated experimentally, the contrast
and spatial periodicity of the unperturbed interference pattern can be unveiled in the
spatial differences of the particle events. Using the temporal differences additionally,
the correlation analysis can be applied to determine the perturbation characteristics.
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4. Multifrequency perturbations in
matter-wave interferometry
After verifying experimentally the validity of the second-order correlation analysis for
a single-frequency perturbation, the theory is further investigated by performing the
experiment with a perturbation composed of many frequencies.
In publication [3], the case of multifrequency perturbations as well as a perturba-
tion consisting of a broad frequency spectrum is demonstrated. As discussed in section
2.1.2, the application of the explicit (equation (2.7)) or approximate solution of the
correlation function (equation (1.40) and (2.6)) depends on the specific perturbation
frequencies. Here, the difference between the two solutions is investigated experimen-
tally in an electron biprism interferometer.
The measurements were performed with the same apparatus as described in publica-
tion [2] and chapter 3. To demonstrate the difference between explicit and approximate
correlation function, the electron interference pattern is dephased artificially by a time-
varying external magnetic field consisting of several superposed frequencies. For this
purpose, two and three perturbation frequencies are applied as well as a broad-band
noise spectrum. A good agreement between experiment and theory can be presented
for all measurements.
Below, the results of the correlation analysis of multifrequency perturbations are
summarized and discussed. In chapter 2 and appendix A.1, the used equations are
provided. Publication [3], appended at the end of this thesis, includes more details of
the measurements and results.
4.1. Experiment
As explained in chapter 3 and figure 3.1, the electron interference pattern is dephased
by an oscillating magnetic field generated with two coils in Helmholtz configuration
installed outside of the vacuum chamber. Oriented along the x-direction (figure 3.1)
the magnetic field shifts the interference pattern due to the generated Lorentz force
perpendicular to the interference fringes along the y-direction. The time-varying mag-
netic field is attenuated by the mu-metal shield installed inside of the vacuum chamber
around the interferometer. Before applying multifrequency perturbations, the trans-
mission characteristics of the mu-metal shield is determined. For this purpose, the
interference pattern is dephased by a single-frequency perturbation applied stepwise
from 0 to 500 Hz to the external magnetic coils. For each measurement, the theo-
ry for one perturbation frequency in equation (1.40) and (2.4) is fitted to the ex-
perimental correlation function extracted according to equation (2.17) to obtain the
perturbation amplitude ϕ1(ω1). To determine the transmission of the mu-metal shield,
ϕ1(ω1) is compared to the amplitude of a DC magnetic field ϕ1(0), which is determined
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Figure 4.1.: Normalized frequency-dependent transmission of the mu-metal shield installed
inside of the vacuum chamber around the interferometer. For each single-frequency perturba-
tion, applied stepwise from 0 to 500 Hz, the correlation function of the dephased interference
pattern is extracted according to equation (2.17) and fitted with the theory for one perturba-
tion frequency in equation (1.40) and (2.4) to determine the perturbation amplitude ϕ1(ω1).
This is compared to the amplitude of a DC magnetic field ϕ1(0) to obtain the transmission
of the mu-metal shield given by ϕ1(ω1)/ϕ1(0). Figure from [3]. Reprints with permission of
the American Physical Society (AIP).
from the 0 Hz-measurement. Together with an appropriate fit function, the normal-
ized frequency-dependent transmission of the mu-metal shield given by ϕ1(ω1)/ϕ1(0)
is plotted in figure 4.1.
To verify the validity of the second-order correlation theory for multifrequency de-
phasing, the interference pattern is perturbed by a time-varying magnetic field consist-
ing of several superposed frequencies. The results of these measurements are discussed
in the next section.
4.2. Results
For each measurement of a perturbed electron interference pattern, 7 · 105 particles
were acquired in about 22 s. To extract the experimental correlation function, equation
(2.17) is used. Afterwards, the contrast K and spatial periodicity λ are determined
for each measurement at the correlation time τ = 0, according to equation (2.8).
Depending on the specific perturbation frequencies, the explicit (equation (A.1)) or
approximate correlation function (equation (1.40) and (2.6)) is used for the fit to the
experimental data. The perturbation frequencies ωj, contrastK, and spatial periodicity
λ are fixed parameters during the fit.
In the first measurement, the electron interference pattern was dephased by a su-
perposition of two perturbation frequencies ω1/2pi = 6 Hz and ω2/2pi = 40 Hz. In
figure 4.2(a), the extracted correlation function g
(2)
expt(u, τ) is plotted and in figure
4.3(a) the corresponding dephased interference pattern with a remaining contrast of
Kpert = 6.4 %. Using equation (2.8) at τ = 0 ms, the contrast and spatial periodicity
are determined, Kg(2) = 62.9 % and λg(2) = 2.08 mm. The explicit correlation function
in equation (A.1) with N = 2 is used for the fit to the experimental correlation function
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and the result g
(2)
theor(u, τ) is plotted in figure 4.2(b), yielding the peak phase deviations
ϕ1 = 1.34 pi and ϕ2 = 0.93pi. In this case, the approximate correlation function in
equation (1.40) and (2.6) would have led to the same result as the time-dependent
phases Φ˜(τ) and ψ(τ) in equation (2.7) vanish for all correlation times τ . Therefore,
the perturbation phases φ1 and φ2 can not be determined by the fit of the correlation
theory.
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Figure 4.2.: a) Experimental correlation function of an interference pattern dephased by
two perturbation frequencies ω1/2pi = 6 Hz and ω2/2pi = 40 Hz. b) Theoretical correlation
function fitted to the experimental data according to equation (A.1) with N = 2. The
approximate solution in equation (1.40) and (2.6) would have led to the same result. Figure
from [3]. Reprints with permission of the American Physical Society (AIP).
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Figure 4.3.: a) Interference pattern dephased with two frequencies ω1/2pi = 6 Hz and
ω2/2pi = 40 Hz. The remaining contrast is Kpert = 6.4 %. b) Using equation (2.14) with
N = 2, the interference pattern can be reconstructed, yielding a contrast of Krec = 62.4 %.
Figure from [3]. Reprints with permission of the American Physical Society (AIP).
As discussed in section 2.1.6.2, the perturbation phases can be identified using the
obtained perturbation parameters in equation (2.14) (N = 2) for the reconstruction
of the unperturbed interference pattern. Varying the phases between 0 and 2pi, the
contrast of the reconstructed pattern can be maximized. For the perturbation phases
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Figure 4.4.: a) Correlation function of an interference pattern perturbed by two frequencies,
that are multiples of each other ω1/2pi = 20 Hz and ω1/2pi = 40 Hz. b) Theoretical correlation
function resulting from the fit of equation (A.1) with N = 2 to the experimental data. c)
Approximate solution of the correlation function calculated with equation (1.40) and (2.6)
(N = 2) using the parameters obtained from the fit of the explicit solution in b). Figure from
[3]. Reprints with permission of the American Physical Society (AIP).
φ1 = −0.33pi and φ2 = −0.63 pi, the resulting interference pattern with a contrast of
Krec = 62.4 % is plotted in figure 4.3(b). The contrast of the reconstructed interference
pattern is in good agreement with the contrast Kg(2) extracted from the correlation
function.
In a second measurement, the interference pattern is perturbed by two frequencies,
that are multiples of each other ω1/2pi = 20 Hz and ω2/2pi = 40 Hz. In figure 4.4(a),
the experimental correlation function extracted according to equation (2.17) is plotted.
As discussed in section 2.1.4, the explicit correlation function has to be used for this
case as additional terms contribute to the explicit solution of the correlation function
in equation (2.7). These terms lead to the temporal Φ˜(τ) and spatial phase ψ(τ)
depending on the correlation time τ and the specific perturbation characteristics, as can
be seen in figure 4.4(a). A superperiod of τs = 50 ms defined by the greatest common
divisor of the applied perturbation frequencies ωgcd/2pi = 20 Hz (see section 2.1.3)
can be identified in τ -direction. Using the explicit correlation function in equation
(A.1) (N = 2) for the fit, the matter-wave properties and perturbation parameters are
extracted: Kg(2) = 62.9 %, λg(2) = 2.08 mm, ϕ1 = 0.50 pi, ϕ2 = 0.52pi, φ1 = −0.21pi,
and φ2 = 0.24 pi. The resulting theoretical correlation function shown in figure 4.4(b)
agrees well with the experiment. In figure 4.4(c), the approximate solution of the
correlation function is plotted. It was calculated according to equation (1.40) and
(2.6) (N = 2) with the parameters obtained from the fit with the explicit solution.
Comparing 4.4(b) and (c), the difference between the two solutions can be seen which
originates from the additional terms in the explicit correlation function (equation (2.7))
resulting in the non-vanishing phases Φ˜(τ) and ψ(τ). As discussed in section 2.1.6.1, the
phases of the perturbation φ1 and φ2 are not determined uniquely due to the invariance
of the correlation function. However, they can be obtained in the reconstruction process
of the unperturbed interference pattern using equation (2.14).
The case of three perturbation frequencies is demonstrated with an interference pat-
tern dephased by ω1/2pi = 6 Hz, ω2/2pi = 23 Hz, and ω3/2pi = 40 Hz. In figure 4.5(a),
the extracted correlation function is plotted and the corresponding dephased interfer-
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Figure 4.5.: a) Correlation function of an interference pattern dephased by three perturba-
tion frequencies ω1/2pi = 6 Hz, ω2/2pi = 23 Hz, and ω3/2pi = 40 Hz. b) Theoretical correlation
function resulting from the fit using the explicit solution of the correlation function in equation
(A.1) with N = 3. c) With the parameters determined from the fit of the explicit solution in
b), the approximate correlation function is calculated according to equation (1.40) and (2.6)
with N = 3. Figure from [3]. Reprints with permission of the American Physical Society
(AIP).
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Figure 4.6.: a) Interference pattern with a contrast of Kpert = 21.1 % perturbed by three
frequencies ω1/2pi = 6 Hz, ω2/2pi = 23 Hz, and ω3/2pi = 40 Hz. b) Reconstructed interference
pattern (equation (2.14) with N = 3) revealing a contrast of Krec = 62.9 %.
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Figure 4.7.: a) Correlation function of an interference pattern perturbed by a broad-band
noise spectrum between 0 and 150 Hz. b) Theoretical correlation function calculated with the
approximate solution in equation (1.40) and (2.6) using the attenuated values of the applied
perturbation signal. Figure from [3]. Reprints with permission of the American Physical
Society (AIP).
ence pattern in figure 4.6(a) with a remaining contrast of Kpert = 21.1 %. As discussed
at the end of section 2.1.2 and in appendix A.1, the explicit correlation function has
to be used in this case for the fit as the time-dependent phases in equation (2.7) do
not vanish, due to the additional terms contributing to the explicit solution of the
correlation function. The resulting theoretical fit using equation (A.1) with N = 3
is illustrated in figure 4.5(b), yielding Kg(2) = 61.3 %, λg(2) = 2.08 mm, ϕ1 = 0.76pi,
ϕ2 = 1.01 pi, ϕ3 = 0.52 pi, φ1 = 0.01 pi, φ2 = 1.01 pi, and φ3 = 0.01pi. Using equation
(1.40) and (2.6) with N = 3, the approximate correlation function is calculated with
the parameters obtained from the fit with the explicit solution and plotted in figure
4.5(c). Originating from the non-vanishing phases Φ˜(τ) and ψ(τ) in equation (2.7), the
difference between the two solutions is clearly visible. Therefore, the experimental cor-
relation function could not be described completely using the approximate solution. As
discussed before, the phases of the perturbation are not determined uniquely, as the
correlation function remains invariant under phase transformations (equation (2.12)
and (2.13)). However, using the possibility to reconstruct the unperturbed interference
pattern with the parameters determined from the correlation analysis the phases can
be identified. In figure 4.6(b), the reconstructed interference pattern is shown calcu-
lated according to equation (2.14) with N = 3. The contrast of Krec = 62.9 % is in
good agreement with the contrast determined from the correlation function Kg(2) and
could be achieved for the phases φ1 = −0.13pi, φ2 = 0.31 pi, and φ3 = −1.29 pi.
In the last measurement, it is demonstrated that the correlation analysis can also be
applied for a perturbation consisting of a broad frequency spectrum. Using a broad-
band noise spectrum from 0 Hz up to a cutoff frequency of 150 Hz, the interference
pattern is perturbed resulting in the experimental correlation function plotted in fig-
ure 4.7(a). The contrast Kg(2) = 63.4 % and the spatial periodicity λg(2) = 2.16 mm are
obtained with equation (2.8) at τ = 0 ms. The perturbation spectrum at the position
of the particles is determined via a temporal numerical Fourier transformation of the
applied perturbation signal detected during the measurement and fitted with an appro-
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priate function (see section IV of publication [3]). According to the mu-metal shielding
characteristics in figure 4.1, the resulting fit function is attenuated and used for the
calculation of the theoretical correlation function with equation (1.40) and (2.6). In
figure 4.7(b), the result is shown indicating a good agreement between experiment and
theory. Due to the large number of involved frequencies, the approximate solution
of the correlation function can be used in this case as the time-dependent phases in
equation (2.7) vanish for all correlation times.
4.3. Conclusion
Using an electron biprism interferometer, the validity of the second-order correlation
analysis for multifrequency perturbations was demonstrated experimentally. For this
purpose, the electron interference pattern was dephased by applying a superposition of
two and three frequencies as well as a broad-band frequency spectrum to the magnetic
coils generating a time-varying magnetic field. Therefore, the contrast of the temporally
integrated interference pattern was reduced or nearly vanished. However, the contrast
and spatial periodicity of the unperturbed interference pattern were successfully un-
veiled for all measurements. Furthermore, a good agreement between experimental
and theoretical correlation function could be demonstrated. Using the obtained per-
turbation parameters the unperturbed interference pattern could be reconstructed for
the case of two and three perturbation frequencies and the phases of the perturbation
were identified.
These measurements clearly show that the second-order correlation theory in publi-
cation [1] is suitable for the analysis of multifrequency perturbations in single-particle
interferometry. The matter-wave characteristics and perturbation parameters could be
revealed successfully. In the next chapter, the correlation analysis shall be applied to
unknown perturbation frequencies originating from an external mechanical vibration
dephasing the electron interference pattern.
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5. Vibrational dephasing in
matter-wave interferometers
In chapter 3 and 4, the validity of the second-order correlation analysis for multifre-
quency dephasing was proved experimentally in an electron biprism interferometer by
applying a time-varying magnetic field. In the following, the correlation analysis will
be applied for the identification of unknown perturbation characteristics.
In publication [4], the application of the correlation analysis is demonstrated by in-
troducing external vibrational dephasing to an electron biprism interferometer. Unlike
with electromagnetic oscillations (publication [2] and [3]), the perturbation frequencies
dephasing the interference pattern are not known a priori due to the complexity of
the setup with several mechanical resonances and additional frequencies induced from
the environment. As explained in section 2.1.6, the amplitude spectrum is used for the
identification of unknown perturbation frequencies and corresponding amplitudes in a
numerical search algorithm developed for this purpose.
It is demonstrated that the matter-wave characteristics can be revealed over the
complete vibrational perturbation spectrum. Additionally, the vibrational response
spectrum of the electron biprism interferometer is measured indicating the possible ap-
plication in sensor technology. Furthermore, it is demonstrated that the reconstruction
of the unperturbed interference pattern is realized successfully over a wide range of the
perturbation spectrum.
The experiment, data analysis, and results are summarized and discussed in the
following. More details can be found in publication [4], which is appended at the end
of this thesis.
5.1. Experiment
In figure 5.1, the experimental setup used to demonstrate the identification of vibra-
tional dephasing by the correlation analysis is illustrated. Here, the interference pattern
is artificially perturbed by mechanical vibrations produced by a speaker and a piezo
element attached to the vacuum chamber. Using a frequency generator with a reso-
lution of 1 µHz and an accuracy of ±10 ppm on the set frequency value, only a single
excitation frequency is applied at once. The frequency region amounts 100 to 320 Hz
for the speaker and 330 to 1000 Hz for the piezo element.
For each applied frequency, an electron interference pattern was detected with 1.95 ·
105 particles at a mean particle count rate of (2.0± 0.5) kHz for the speaker measure-
ments and (11 ± 2) kHz for the piezo element. In this way, the complete vibrational
response spectrum of the interferometer is measured. The electron energy was set to
1.45 keV, which leads to a velocity of 2.26 · 107 m/s and a flight time of the electrons
between source and detector (distance: 0.565 m) of 26 ns. According to section 2.2.2
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Figure 5.1.: Illustration of the experiment (not to scale) for the measurement of external
mechanical vibrations introduced to the electron biprism interferometer by a speaker and
a piezo element attached to the vacuum chamber. The electrons are field-emitted from a
SAT [94, 129] and adjusted using the deflector electrodes onto the biprism, a ∼ 400 nm thin
gold-palladium-coated glass-fibre [5, 196, 197]. At the biprism the electron matter-wave is
separated into two partial waves, that are overlapped afterwards by applying a positive voltage
to the biprism (figure 1.1). After the magnification of the generated electron interference
pattern by a quadrupole lens, it is measured with a single-particle detector consisting of two
MCPs in conjunction with a delay line anode (figure 1.5). Figure from [4]. Reprints with
permission of IOP Publishing Limited.
and equation (A.37), this flight time results in a maximum detectable perturbation
frequency of about 3.8 MHz.
5.2. Correlation analysis
The method to analyze an interference pattern dephased by mechanical vibrations
is demonstrated exemplarily for the measurement with an excitation frequency of
ω0/2pi = 540 Hz introduced by a piezo element. In the following, the evaluation steps
applied to all measurements are outlined.
Using the spatial coordinates of the particles (xi, yi), a two-dimensional histogram of
the temporally integrated interference pattern is calculated and plotted in figure 5.2(a).
To determine the contrast Kpert and spatial periodicity λpert of the perturbed interfer-
ence pattern the histogram is averaged along the x-direction and a model function is
fitted
I(y) = I0
(
1 +K cos (ky)
)
, (5.1)
with the mean intensity I0 and the wave number k = 2pi/λ. The averaged interference
pattern and fitted model function are plotted in figure 5.2(a) below the histogram,
yielding Kpert = (8.8± 1.6) % and λpert = (2.62± 0.06) mm, with the errors indicating
the 95 % confidence interval of the fit.
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Figure 5.2.: a) Electron interference pattern dephased by a mechanical vibration with an
excitation frequency of ω0/2pi = 540 Hz. The interference pattern averaged along the x-
direction (blue dots) is plotted together with the fitted model function (red solid line) of
equation (5.1). b) Interference pattern after the reconstruction process using equation (2.14)
with the parameters obtained from the correlation analysis and subsequent optimization.
Figure from [4]. Reprints with permission of IOP Publishing Limited.
For the determination of the matter-wave characteristics and perturbation properties
the correlation function is extracted from the experimental data up to a maximum
correlation time of τmax = 10 s using equation (2.17). Subsequently, the contrast Kg(2)
and spatial periodicity λg(2) of the unperturbed interference pattern are determined
from the correlation function using equation (2.8) at the correlation time τ = 0 ms. As
discussed in appendix A.3.1, the spatial and temporal discretization step size ∆u and
∆τ has to be taken into account to obtain the correct results. In the inset of figure 5.3,
the correlation function with a discretization step size of ∆u = 90µm and ∆τ = 50µs
is shown. The extracted contrast and spatial periodicity are Kg(2) = (58.5±3.2) % and
λg(2) = (2.60± 0.02) mm.
After the determination of the matter-wave characteristics, the amplitude spectrum
of the correlation function used for the identification of unknown perturbation prop-
erties is calculated via a numerical Fourier transformation at the spatial positions
u = Nuλg(2)/2, with Nu ∈ Z and subsequent averaging. The result is plotted in figure
5.3 (red solid line). Three peaks can be identified corresponding to the fundamen-
tal perturbation frequency and higher harmonics at discrete frequencies m1ω1, with
m1 ∈ {1, 2, 3}. Using these peaks, the search algorithm identifies the perturbation
frequency that describes the amplitude spectrum best. A detailed explanation of the
applied algorithm can be found in section 4 of publication [4]. In the example, the
resulting perturbation frequency is ω1/2pi = (540.0 ± 0.05) Hz. Afterwards, equation
(A.9) is fitted to the experimental amplitude spectrum to determine the perturbation
amplitude and phase, yielding ϕ1 = (0.5725±0.0015)pi. For the fit the contrast, spatial
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Figure 5.3.: Amplitude spectrum of the ω0/2pi = 540 Hz measurement (red solid line)
calculated from the correlation function (see inset) via a numerical Fourier transformation at
the spatial positions u = Nuλg(2)/2, with Nu ∈ Z and subsequent averaging. The fundamental
perturbation frequency of ω1/2pi = (540.0± 0.05) Hz is identified with the search algorithm.
Afterwards, equation (A.9) is fitted (dashed blue line), yielding a perturbation amplitude
of ϕ1 = (0.5725 ± 0.0015)pi. Figure from [4]. Reprints with permission of IOP Publishing
Limited.
periodicity, and perturbation frequency are used as fixed parameters. In the case of
one perturbation frequency the phase information is lost, as discussed in section 2.1.6.
Therefore, φ1 can not be obtained from the fit. In figure 5.3, the resulting theoretical
amplitude spectrum is plotted (dashed blue line) indicating a good agreement between
experiment and theory.
With the perturbation parameters obtained from the correlation analysis the un-
perturbed interference pattern can be reconstructed from the perturbed one in figure
5.2(a) using equation (2.14). For this purpose, the phase φ1 is varied from −pi to +pi
and the perturbation frequency ω1 and peak phase deviation ϕ1 in a narrow region
around the obtained values to maximize the contrast of the reconstructed interference
pattern. The result of the exemplary measurement is plotted in figure 5.2(b), yielding
the perturbation parameters ω1/2pi = 539.994 Hz, ϕ1 = 0.66 pi, and φ1 = 0.59pi. Using
equation (5.1), the contrast and spatial periodicity of the reconstructed interference
pattern are determined, Krec = (55.5 ± 2.8) % and λrec = (2.57 ± 0.01) mm. Both are
in good agreement with the obtained values from the correlation analysis.
A detailed discussion of the reconstruction process is given in section 4 of publication
[4]. For the measurements performed here it can be shown that a frequency accuracy
of ±1 mHz is necessary to reveal the contrast of the reconstructed interference pattern
with less than 1 % deviation from the contrast of the unperturbed interference pattern.
Therefore, the accuracy of the obtained perturbation parameters can be increased
significantly in the reconstruction process.
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Figure 5.4.: Contrast Kg(2) (red dots with solid line) extracted from the correlation function
using equation (2.8) at τ = 0 ms and contrast Kpert (blue triangles with dashed line) of
the perturbed interference pattern determined by the fit of equation (5.1) to the averaged
interference pattern. The two data sets of the speaker and piezo excitation are separated
by the vertical dashed line at 325 Hz. Figure from [4]. Reprints with permission of IOP
Publishing Limited.
5.3. Results of the correlation analysis
All measurements of interference patterns dephased by an external mechanical vibra-
tion introduced by a speaker (ω0/2pi between 100 and 320 Hz) and piezo element (ω0/2pi
between 330 and 1000 Hz) are evaluated in the same way as described in section 5.2.
In figure 5.4, the results for the contrast Kg(2) extracted from the correlation func-
tion and the contrast of the perturbed interference pattern Kpert are plotted against
the excitation frequency ω0/2pi. It can be seen that the data of Kpert reveals clear reso-
nances, at which the contrast nearly vanishes. However, using the correlation analysis,
the contrast Kg(2) of the unperturbed interference pattern can be determined over the
complete perturbation spectrum.
For the speaker measurement the resulting response spectrum of the biprism in-
terferometer is shown in figure 5.5. To indicate the positions where the identified
perturbation frequency ωj is equal to the excitation frequency ω0 the red solid line is
plotted in the frequency plane. Comparing figure 5.4 with 5.5, it can be seen that the
contrast Kpert of the perturbed interference pattern is strongly reduced for perturbation
frequencies with large amplitudes ϕj, according to equation (2.2). In figure 5.5, the
maximum perturbation amplitude in the spectrum is ϕj = 0.99 pi at ωj/2pi = 112 Hz.
Especially in the region from 100 to 140 Hz higher harmonics of ω0 denoted by the blue
chain lines are visible. For a linear response of the interferometer, the response spec-
trum should only include the excitation frequencies. However, due to anharmonicities
in the excitation process and a possible nonlinear response of the complex interfero-
meter setup, higher harmonics could be included in the spectrum. The green horizontal
dashed lines indicate external perturbation frequencies at 150 Hz and 300 Hz that are
independent of ω0. They originate probably from the electrical network frequency at
50 Hz.
In figure 5.6, the resulting response spectrum from the piezo measurement with exci-
tation frequencies from 330 to 1000 Hz is plotted. As before, the frequency positions of
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Figure 5.5.: Response spectrum of the biprism interferometer extracted from the speaker
measurement. The red solid line in the frequency plane indicates where ωj equals ω0. The
blue chain lines notify the higher harmonics of ω0, especially visible in the region from 100 to
140 Hz. The green horizontal dashed lines show constant frequencies at 150 Hz and 300 Hz.
Figure from [4]. Reprints with permission of IOP Publishing Limited.
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Figure 5.6.: Response spectrum extracted from the piezo measurement. The red solid line
indicates where ωj equals ω0. The green horizontal dashed lines are at the positions of
constant frequencies, 111.4 Hz and 150 Hz. Figure from [4]. Reprints with permission of IOP
Publishing Limited.
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Figure 5.7.: Contrast extracted from the correlation function Kg(2) (red dots with solid
line), contrast of the perturbed interference pattern Kpert (blue triangles with dashed line),
and contrast of the reconstructed interference pattern Krec (yellow squares with chain line)
for different excitation frequencies ω0. Figure from [4]. Reprints with permission of IOP
Publishing Limited.
large perturbation amplitudes ϕj coincide well with the positions of reduced contrast
Kpert in figure 5.4, according to equation (2.2). The maximum perturbation ampli-
tude included in the response spectrum is ϕj = 2.32 pi at ωj/2pi = 594 Hz. At the
positions of 111.4 Hz and 150 Hz the green horizontal dashed lines indicate external
perturbation frequencies. The first one could originate from a mechanical vibration or
electromagnetic radiation in the laboratory and the latter from the electrical network
frequency.
With A(ϕj) = λ · ϕj/2pi (compare equation (1.9) for A(ϕj) = ∆y) the amplitude of
the mechanical oscillation can be calculated assuming that the perturbation occurs be-
fore magnification. Here, λ is the unmagnified spatial periodicity calculated according
to equation (1.7) with the electron emission voltage of−1.45 kV and the biprism voltage
of 0.3 V, yielding λ = 880 nm. The resulting mechanical amplitudes range from 6 nm
(ϕj = 1.4·10−2 pi at ωj/2pi = 111.4 Hz) up to 1.021 µm (ϕj = 2.32pi at ωj/2pi = 594 Hz).
In principle, it is possible to increase the sensitivity for the measurement of mechanical
vibrations by decreasing the spatial periodicity λ, which is discussed in appendix A.4
for a time-varying magnetic and electric field. This can be achieved by either decreasing
the acceleration voltage or increasing the biprism voltage (equation (1.7)). The sensi-
tivity of the biprism interferometer for the measurement of mechanical vibrations can
be calculated using equation (A.40) with the parameters of the measurement. For the
speaker measurement a peak phase deviation of ϕ = 5.2 · 10−2 pi/√Hz is determined
leading to a sensitivity for the measurement of mechanical oscillation amplitudes of
A(ϕ) = 23 nm
/√
Hz. The values for the piezo measurement are ϕ = 2.2 · 10−2 pi/√Hz
and A(ϕ) = 9.7 nm
/√
Hz. As mentioned before, decreasing the spatial periodicity λ,
the sensitivity can be increased.
With the perturbation parameters obtained from the correlation analysis, the unper-
turbed interference pattern can be reconstructed from the perturbed one using equa-
tion (2.14). Additionally, the accuracy of the perturbation parameters is increased by
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maximizing the contrast of the reconstructed interference pattern, which is explained
in detail in section 4 of publication [4]. In figure 5.7, the resulting contrast Krec of
the reconstructed interference pattern is plotted together with Kg(2) and Kpert for the
region from 494 to 578 Hz of the piezo measurement. Over the complete region the
contrast Krec is larger than Kpert and close to Kg(2) marking an upper threshold for
the reconstruction process. It has to be mentioned that the contrast could not be
reconstructed completely for the full spectrum shown in figure 5.4. However, it was
possible to increase the contrast of the reconstructed interference pattern compared
to the perturbed pattern for the complete spectrum. One reason could be that the
oscillation was not phase stable over the complete measurement time. As discussed in
section 5.2, a frequency accuracy of ±1 mHz is necessary to reveal the contrast of the
reconstructed interference pattern with less than 1 % deviation from the contrast of the
unperturbed pattern. If the oscillation dephases during data acquisition, the contrast
of the reconstructed interference pattern is reduced compared to the contrast of the
unperturbed interference pattern.
5.4. Conclusion
The application of the correlation analysis was demonstrated successfully in an elec-
tron biprism interferometer. For this purpose, the interference pattern was dephased
by external mechanical vibrations in a wide range of excitation frequencies. For cer-
tain frequencies the contrast is reduced to almost zero. However, it was shown that
the matter-wave characteristics could be revealed for the whole perturbation spectrum.
In contrast to former dephasing experiments with magnetic perturbations the involved
frequencies are not known a priori due to the complexity of the system and possible
vibrations from the environment. The developed search algorithm uses the amplitude
spectrum of the correlation function for the identification of unknown perturbation
frequencies and corresponding amplitudes. Using this algorithm, the vibrational re-
sponse spectrum of the biprism interferometer including the mechanical resonances
was measured. With the obtained perturbation parameters the contrast of the unper-
turbed interference pattern could be reconstructed over a wide range. Additionally, it
was possible to increase the accuracy of the perturbation frequencies, amplitudes, and
phases in the reconstruction process. This demonstrates that the correlation analysis
is not only suitable to reveal the contrast and spatial periodicity of the unperturbed
interference pattern but also to analyze the perturbation response spectrum of an in-
terferometer.
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6.1. Conclusion
The high phase sensitivity of single-particle interferometers enables the wide range of
applications of interferometry with charged particles [30], light [59], atoms [62], neu-
trons [70], and molecules [88] in sensor technology [58], fundamental research [78], and
other technical applications [98]. At the same time, due to their high phase sensitivity
interferometers are susceptible to dephasing originating typically from electromagnetic
fields [2, 3], mechanical vibrations [4, 137, 161] or temperature drifts. Dephasing is
an outstanding problem for mobile devices [138], precise interferometric measurements
[167] or interferometry in perturbing environments. Such interferometric experiments
are difficult to decouple sufficiently from the environment by active and passive vibra-
tional damping and electromagnetic shielding in a broad frequency range. In interfero-
metric experiments investigating the mechanisms of decoherence [85, 114, 143], the in-
fluence of dephasing has to be distinguished from the contrast reduction caused solely
by decoherence. For the test of the quantum mechanical superposition it is necessary
to prove interferences which is difficult in the presence of dephasing.
The contrast of an interference pattern dephased by an external time-varying pertur-
bation, consisting of one or multiple perturbation frequencies, is reduced or vanished
in the temporally integrated signal. Using second-order correlation analysis, the spa-
tial distances of particle events in the detection plane reveal the contrast and spatial
periodicity of the unperturbed interference pattern. Taking additionally into account
the temporal differences, the characteristics of the external perturbation can be de-
termined. One requirement for the applicability of the correlation analysis is that the
flight time of the particles in the area of dephasing is smaller than the periodic time of
the perturbation. Furthermore, the interferometer has to be equipped with a detector
recording the spatial interference pattern with high spatial and temporal single-particle
resolution. Such a detector is available for electrons and ions [127], atoms [172], neu-
trons [190], molecules [191], and photons [192–194]. Therefore, our correlation analysis
can in principle be applied in a variety of interferometers.
This cumulative thesis summarized the publications [1–4] on our second-order corre-
lation analysis of multifrequency dephasing in single-particle interferometry including
the theoretical and experimental results. We have analyzed theoretically the depen-
dence of the contrast reduction from the perturbation amplitude and derived the cor-
relation function and corresponding amplitude spectrum for multifrequency dephasing.
Additionally, it was shown how the characteristics of the unperturbed interference pat-
tern can be determined. We derived the numerical solution of the correlation function
used to extract the measurement data and discussed how the discretization influences
the obtained parameters.
Using an electron biprism interferometer, the validity of our second-order correla-
59
6. Conclusion and Outlook
tion analysis for one and multiple perturbation frequencies was verified experimentally.
For this purpose, the interference pattern was shifted artificially perpendicular to the
interference fringes by an external time-varying magnetic field which resulted in a
reduction of the interference contrast. We demonstrated successfully that for all meas-
urements the matter-wave characteristics could be determined although the contrast
in the spatial signal was nearly vanished. Additionally, the perturbation frequencies
and corresponding amplitudes were identified and used for the reconstruction of the
unperturbed interference pattern.
The application of our correlation analysis for the identification of unknown pertur-
bation characteristics was demonstrated by introducing artificially external mechanical
vibrations in a broad frequency range to an electron biprism interferometer. A numeri-
cal search algorithm was developed using the amplitude spectrum of the correlation
function for the determination of the perturbation frequencies and corresponding am-
plitudes. It was shown that the matter-wave characteristics could be identified over
the complete excitation spectrum. Furthermore, the vibrational response spectrum of
the used interferometer including the mechanical resonances was measured and the
unperturbed interference pattern could be reconstructed for a large frequency range
whereby the accuracy of the perturbation characteristics could be increased.
6.2. Outlook
We have demonstrated successfully the validity and applicability of our second-order
correlation analysis for the identification of interference characteristics and unknown
perturbation parameters.
For interferometric experiments in fundamental research our method can be used if
the contrast and spatial periodicity of the unperturbed interference pattern have to
be determined whereas the phase of the interference pattern is not necessary to be
measured. This is in particular interesting for interferometric experiments studying
the mechanisms of decoherence. Here, it is necessary to distinguish between contrast
reduction due to dephasing and decoherence which can be achieved using our cor-
relation analysis to determine the contrast of the unperturbed interference pattern.
Therefore, the extracted contrast give direct access to the reduction of the contrast
due to decoherence without any falsifying influence of dephasing. For the measure-
ment of Coulomb induced decoherence in an electron biprism interferometer [114, 115]
the interference pattern is guided above a surface with perpendicular oriented inter-
ference fringes. Depending on the distance to the surface, the material of the surface,
and its temperature, the contrast of the interference pattern is reduced due to deco-
herence. With this setup, different theories can be tested describing the influence of
Coulomb induced decoherence for different materials and temperatures. These theo-
ries predict different gradients for the contrast reduction depending on the distance to
the surface. Additionally, for conductive materials the expected contrast reduction is
smaller compared to semiconductor materials and therefore, it is necessary to avoid
dephasing. Using our method to determine the contrast for different distances to the
surface, it is possible to eliminate the influence of dephasing and obtain solely the
contrast reduction due to decoherence. This advantage of our method reduces addi-
tionally the requirements for vibrational damping and electromagnetic shielding in a
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broad frequency range for such experiments.
To test the limits of quantum mechanical superposition [78] by realizing interferences
of macroscopic objects with small de Broglie wavelengths, e.g. interferometry with large
molecules [81], the presence of interferences has to be proved. Here, dephasing could
cause a vanished interference pattern and therefore, no contrast and spatial periodicity
may be measured. As a consequence, it could be assumed that no quantum mechanical
superposition was realized. However, using our correlation analysis it is possible to
prove the presence of interferences by the determination of contrast and spatial perio-
dicity even if the spatial interference pattern is vanished. Using a biprism interferometer
with ions [101, 102], it is also possible to investigate the limits of quantum mechanical
superposition due to the small wavelengths of the ions. In such an experiment long
integration times of several minutes are necessary to measure interferences. During
data acquisition the interference pattern could dephase due to temperature drifts of
the cooled ion-emitter and the fringes vanish in the temporally integrated interference
pattern. The application of our method, nevertheless, would verify the presence of
ion-interferences and the contrast and spatial periodicity could be determined.
Our correlation analysis can be used for interferometric measurements that have to
determine the absolute value of the contrast to characterize for example the coherence
properties of an emission source. This was demonstrated successfully in our group
for an arrangement of a single-atom tip in combination with two counter electrodes
[9]. It could be shown that the electron energy can be adjusted independently from
the extraction voltage. Additionally, it was demonstrated that the longitudinal and
transversal coherence properties of the source stay unchanged. Due to dephasing of
the interference pattern originating from the electrical network frequency of 50 Hz, the
resulting contrast was reduced in the spatial signal. Using our method, it was possible
to obtain the contrast of the unperturbed interference pattern leading to an accurate
result for the coherence length and the energy width of the emission source.
For interferometers used as a sensor measuring phase shifts of the interference pat-
tern, e.g. sensors for inertial forces [112, 113], it is important to suppress external
perturbations that could dephase the interference pattern and therefore, falsify the
results. In these technical applications our correlation analysis can be applied for the
determination of the vibrational and electromagnetic response spectrum of the used
interferometer. With these informations active and passive damping systems and elec-
tromagnetic shielding could be optimized for the application in a certain frequency
range. Therefore, our method is a useful tool for the technical optimization of inter-
ferometric sensors.
Another possible application of our correlation analysis could be the use as a lock-in
technique for the measurement of certain signals. This idea is explained in the following
for the proposed measurement of the electrostatic Aharonov-Bohm effect in [6] using
a large beam path separation in a biprism interferometer for hydrogen ions. Here, one
metal cylinder is placed in each of the two beam paths to cause a phase shift of the
interference pattern due to the difference of the electrostatic potentials inside of the
two cylinders. If the interference pattern is dephased by temperature drifts or external
perturbations during the data acquisition, the phase shift can not be observed. This
problem can be overcome by applying a time-varying potential with a frequency of a
few ten mHz to the cylinders that varies the electric potential difference between them
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periodically. The maximum amplitude of this oscillation corresponds to the phase
shift of the interference pattern for a constant potential difference. After the data
acquisition, our method can be used to identify the amplitude and frequency of the
applied oscillation indicating the successful measurement of the electrostatic Aharonov-
Bohm effect. Therefore, it is possible to realize a lock-in technique in interferometers
with our method to measure certain signals that are linked to the phase shift of the
interference pattern.
This lock-in technique could also be used in an electron biprism interferometer for
the measurement of magnetic flux enclosed in a coil that is installed between the two
paths of a large beam path separation [108, 109]. Here, the magnetic Aharonov-Bohm
effect leads to a phase shift of the interference pattern depending on the enclosed flux.
The interference pattern is artificially dephased in the same way as described before
by applying a periodic current with a frequency of a few ten mHz to the magnetic
coil. Using our correlation analysis the oscillation frequency can be identified and the
corresponding amplitude is determined. This amplitude ϕ is linked to the magnetic
flux Φ enclosed in the coil ϕ = 2piΦ. The advantages of this method compared to
former measurements of the magnetic Aharanov-Bohm effect, where constant currents
were applied, are that the influence of dephasing is suppressed and the phase shift
can be determined from the measurement without comparing it to the case for zero
magnetic flux.
As our correlation analysis can be used to detect electromagnetic as well as me-
chanical frequencies and corresponding amplitudes in a broad range [2–4, 8, 9], the
application as a sensor is conceivable. For this purpose, a new interferometer setup
has to be developed with a compact design including a minimum number of electron-
optical parts to be resistant against mechanical vibrations and to avoid possible electro-
magnetic noise introduced by the elements of the interferometer. According to these
requirements, the sensitivity of an electron biprism interferometer used as a sensor
for oscillating magnetic and electric fields is estimated in appendix A.4. Based on
these calculations an experimental setup is proposed in the following using low-energy
electrons (50 eV to 1250 eV) due to their high sensitivity to electromagnetic fields.
This enables the measurement of magnetic field strengths with a sensitivity down
to about 95 pT
/√
Hz and electric field strengths with a sensitivity down to about
4 µV
/(
cm
√
Hz
)
. The sensitivity for the measurement of magnetic flux amounts to
about 6 mΦ0
/√
Hz, with the magnetic flux quantum Φ0 ≈ 2.07 · 10−15 Wb. It should
be possible to detect frequencies from a few ten mHz up to about 100 MHz with the
proposed setup. With quantum sensors for AC magnetic fields comprised of Bose-
Einstein condensates (BECs) [184, 211], nitrogen-vacancy (NV) centers [212–214], and
superconducting quantum interference devices (SQUIDs) [215, 216], sensitivities from
nT
/√
Hz down to a few pT
/√
Hz have been realized. Compared to these, the mag-
netic field sensitivity of the here proposed sensor is in a similar range. However, due
to the limited spatial resolution of the proposed setup, the magnetic flux sensitivity is
lower compared to a few µΦ0
/√
Hz [184, 211, 216]. Nevertheless, an electron biprism
interferometer used as a sensor for oscillating magnetic and electric fields can be a
supplement to the established AC magnetic field sensors due to its compact design,
the operation at room temperature, and the wide range of detectable frequencies from
a few ten mHz up to about 100 MHz. An overview of DC and AC magnetic quantum
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Figure 6.1.: Schematic illustration (not to scale) of the proposed electron biprism interfero-
meter used as a sensor for oscillating magnetic and electric fields. From the single-atom tip
(SAT) mounted on a five-axis piezo positioner the electrons are field-emitted and adjusted
onto the optical axis. In front of the SAT, the counter electrode can be used to increase
the count rate by applying a positive voltage without changing the electron energy. The
electron matter-wave is separated and recombined by the biprism which is mounted on a
linear piezo positioner to align it onto the optical axis. An oscillating magnetic and electric
field can be generated by the magnetic cradle and the capacitor placed behind the biprism
shifting the interference pattern along the y-direction perpendicular to the fringes. After
the magnification of the interference pattern by the quadrupole lens it is measured with a
delay line detector consisting of two MCPs and a delay line anode. The image rotator corrects
possible misalignment of the biprism to the axis of the quadrupole lens. The distances between
the parts of the interferometer can be found in appendix A.4 and a detailed explanation of
the setup in appendix A.5.
sensors can be found in [217].
Based on the realization of a compact electron biprism interferometer [8] and the
generation of low-energy electrons down to 50 eV [98, 135, 218] using a single-atom tip
(SAT) [94, 129], the proposed electron biprism interferometer for the measurement of
oscillating magnetic and electric fields is illustrated in figure 6.1 and explained in detail
in appendix A.5. With a total length of 20 cm (see calculations appendix A.4) from
single-atom tip to detector, the design of the interferometer is compact and equipped
with a minimum number of elements fulfilling the requirements explained before. This
design enables the application of the electron biprism interferometer as a sensor with a
large range of detectable magnetic and electric field strengths, and oscillation frequen-
cies (appendix A.4).
After investigating the sensitivity of the proposed electron biprism interferometer
for the measurement of oscillating magnetic and electric fields, there are two possible
applications in sensor technology. First, for the measurement of external fields the
magnetic cradle and capacitor plate are taken out and the complete interferometer
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is shielded against electromagnetic radiation except the region where they have been
installed. In this way, external oscillating fields dephase the interference pattern only
in this region. By mounting the interferometer on a stage rotatable around the z-
direction the external field can be measured with spatial resolution as the interference
pattern is only dephased perpendicular to the fringes. It has to be mentioned that
for the measurement of external electromagnetic fields it is not possible to distinguish
between the magnetic and electric field component for one set of experimental values,
as acceleration voltage Uacc, biprism voltage Ubp, and peak phase deviation ϕ extracted
from the correlation analysis (equation (A.35) and (A.36)). However, as ϕ depends on
Uacc in a different way for the magnetic ϕ ∝ B/
√
Uacc and electric field component
ϕ ∝ E/Uacc of the electromagnetic radiation (equation (A.30), (A.31) and (A.32)), it
can be distinguished between them by varying Uacc for a constant Ubp. During these
measurements obviously the amplitude of the external field must not change. The
second sensor application could be the measurement of oscillating currents or voltages.
For this purpose, the magnetic cradle and capacitor are replaced by elements which
have to be designed in a way that they create magnetic and electric fields with a
field strength that can be measured with the proposed electron biprism interferometer.
Additionally, the specific design influences the possibility to apply oscillating currents
and voltages with a wide frequency spectrum due to their inductance and capacitance.
Therefore, it could be interesting to install more than one of these elements into the
interferometer to increase the measurement range.
Due to the wide range of detectable frequencies and amplitudes, our second-order
correlation analysis is not only an interesting tool for the development of a sensor
for oscillating electromagnetic fields as explained before but also for fundamental re-
search. Especially, the possibility to distinguish between dephasing and decoherence
is essential for experiments studying the influence of decoherence, e.g. Coulomb in-
duced decoherence, and to test the limits of the quantum mechanical superposition,
e.g. interferometry with ions and large molecules. A lock-in technique could be realized
in interferometers for the measurement of artificial oscillating phase shifts using our
correlation analysis to identify the applied oscillating signal. Furthermore, the me-
chanical damping and electromagnetic shielding of interferometers used as sensors can
be optimized for technical applications by measuring the response spectra for mechani-
cal vibrations and electromagnetic oscillations with our method. Due to the wide range
of capabilities discussed here, our correlation analysis is a powerful instrument in in-
terferometric experiments and of significant relevance in various fields of single-particle
interferometry.
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A.1. Explicit solution of the second-order correlation
function for multifrequency dephasing
The explicit solution of the second-order correlation function for multifrequency de-
phasing is derived from equation (1.37) using the probability distribution of particle
impacts in the detection plane f(y, t) of equation (1.12) and the average over position
and time
〈〈·〉〉
y,t
in equation (1.38). If the perturbation frequencies ωj (equation (1.11))
and the spatial periodicity λ are small compared to the acquisition time T  2pi/ωj
and length Y  λ, respectively, equation (1.37) can be solved analytically, yielding
g(2)(u, τ) = 1 +
K2
2
∑
{nj ,mj}∈ker(c)
j=1...N
A{nj ,mj}
(
τ,Φ{nj ,mj}
)
cos
(
ku+ ϕ˜{nj ,mj}
)
. (A.1)
Here, the amplitude A{nj ,mj}
(
τ,Φ{nj ,mj}
)
depends on the correlation time τ and the
specific perturbation characteristics
A{nj ,mj}
(
τ,Φ{nj ,mj}
)
= B˜{nj ,mj} (ϕj) · cos
(
N∑
j=1
mjωjτ + Φ{nj ,mj}
)
, (A.2)
with the product of the Bessel functions
B˜{nj ,mj} (ϕj) :=
N∏
j=1
Jnj (ϕj) Jmj (ϕj) . (A.3)
The spatial correlation phase ϕ˜{nj ,mj} and temporal phase Φ{nj ,mj} in equation (A.1)
and (A.2) are given by
ϕ˜{nj ,mj} :=
pi
2
N∑
j=1
(mj − nj) , Φ{nj ,mj} :=
N∑
j=1
φj (mj + nj) . (A.4)
In section 2.2 of publication [1], a detailed derivation of equation (A.1) is given. The
sum in equation (A.1) has to be taken over all integer multiplets {nj,mj} ∈ Z, j =
1 . . . N that are contained in the kernel of function c (ker(c))
c : ZN × ZN −→ R , (nj=1...N ,mj=1...N) 7−→
N∑
j=1
(nj +mj)ωj , (A.5)
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so that c (nj=1...N ,mj=1...N) = 0. Thus, the integer multiplets {nj,mj} ∈ ker(c), j =
1 . . . N satisfy the constraint
N∑
j=1
(nj +mj)ωj = 0 . (A.6)
This is fulfilled trivially for integer multiplets with nj = −mj. However, depending
on the specific perturbation frequencies ωj, the constraint can also be satisfied for
additional integer multiplets with nj 6= −mj. For example, in the case of two pertur-
bation frequencies that are multiples of each other ω2 = 2ω1 the constraint in equation
(A.6) is fulfilled for n1/2 = −m1/2, but also for n1/2 6= −m1/2, e.g. {n1,m1, n2,m2} =
{0, 2,−1, 0}. An exemplary correlation function for this case is shown and discussed
in detail in section 2.1.4. Another case for which the explicit solution has to be ap-
plied is for three perturbation frequencies having the same frequency difference ∆ω
between each other, ω1 = ω2 − ∆ω, ω2, and ω3 = ω2 + ∆ω. Here, the constraint in
equation (A.6) is satisfied for n1/2/3 = −m1/2/3, but additionally for n1/2/3 6= −m1/2/3,
e.g. {n1,m1, n2,m2, n3,m3} = {0, 1,−1,−1, 0, 1}.
It has to be noted that for a finite acquisition time T , the constraint in equation
(A.6) has to be modified to ∣∣∣∣∣
N∑
j=1
(nj +mj)ωj
∣∣∣∣∣ < 2pi/T , (A.7)
defining the minimum resolvable frequency via 1/T . In the following equations and
discussions equation (A.6) is used as it is assumed that T →∞.
In equation (A.1), the sum has to be evaluated for all integer multiplets {nj,mj} ∈
ker(c), j = 1 . . . N that satisfy the constraint in equation (A.6). It is fulfilled, in
principle, for an infinite number of multiplets, each contributing to the correlation
function with
a{nj ,mj}(u, τ) = A{nj ,mj}
(
τ,Φ{nj ,mj}
)
cos
(
ku+ ϕ˜{nj ,mj}
)
, (A.8)
where the amplitude is given by equation (A.2). According to equation (2.5), for large
values of {nj,mj} the contribution is suppressed due to the strong decay of the Bessel
function (equation (A.3)) for mj > ϕj, which limits the number of integer multiplets
that have to be evaluated in the sum of equation (A.1).
Each contributing multiplet addend a{nj ,mj}(u, τ) reveals a periodic modulation with
the same spatial periodicity λ = 2pi/k as the unperturbed interference pattern, but
shifted by the spatial correlation phase ϕ˜{nj ,mj} in u-direction. A{nj ,mj}
(
τ,Φ{nj ,mj}
)
shows a periodic structure with the periodicity given by the frequency component∑N
j=1mjωj with the coefficients {nj,mj} ∈ ker(c). The peak phase deviations ϕj in
equation (A.3) determine the maximum modulation amplitude. In τ -direction, the
periodic structure is shifted by the temporal correlation phase Φ{nj ,mj}.
After evaluating the sum in equation (A.1), the resulting correlation function shows
also a periodic modulation in u-direction with the same spatial periodicity λ as the
unperturbed interference pattern. The overall amplitude of the resulting correlation
function has a maximum value of 1 only at certain correlation times τ defined by the
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perturbation frequencies ωj (see section 2.1.3). Then, the contrast of the correlation
function K2/2 is directly linked to the contrast of the unperturbed interference pattern
K.
The overall amplitude of the resulting correlation function contains the perturbation
frequencies ωj, their harmonic frequencies as well as their differences and sums (inter-
modulation terms) given by the frequency components
∑N
j=1mjωj as argument of the
cosine in equation (A.2). For each perturbation frequency ωj, the maximum frequency
component included in the correlation function is approximately given by mj,maxωj,
with mj,max ≈ ϕj, due to the strong decay of the Bessel function for mj > ϕj, accord-
ing to equation (2.5). Therefore, the maximum frequency component of all underlying
perturbation frequencies is approximately determined by max{ϕjωj}.
An approximate solution of the correlation function can be derived if only the trivial
solution nj = −mj to the constraint in equation (A.6) is considered. These integer
multiplets {−mj,mj} ∈ ker(c) typically constitute the main contribution to the cor-
relation function in equation (A.1). Using Φ{−mj ,mj} = 0, ϕ˜{−mj ,mj} = pi
∑N
j=1 mj and
J−mj(ϕj) = (−1)mjJmj(ϕj) in equation (A.1) and (A.2), the approximate correlation
function in equation (1.40) with the time-dependent amplitude of equation (2.6) can
be calculated.
A.2. Amplitude spectrum of the correlation function
The temporal Fourier transform F (g(2)(u, τ)) (u, ω) = 1√
2pi
∫∞
−∞ g
(2)(u, τ)eiωτ dτ of equa-
tion (A.1) and (A.2) is calculated, yielding the amplitude spectrum |F (g(2)(u, τ)) (u, ω)|
of the explicit correlation function
1
2pi
∣∣∣F (g(2)(u, τ))(u, ω)∣∣∣2 = δ(ω)2 + (A.9)
+ 2 ·
(
K2
2
∑
{nj ,mj}∈ker(c)
j=1...N
Aˆ{nj ,mj}
(
ω,Φ{nj ,mj}
)
cos
(
ku+ ϕ˜{nj ,mj}
))2
,
where Aˆ{nj ,mj}
(
ω,Φ{nj ,mj}
)
is the amplitude depending on the frequency ω and the
perturbation characteristics
Aˆ{nj ,mj}
(
ω,Φ{nj ,mj}
)
= B˜{nj ,mj} (ϕj) ·
(
cos
(
Φ{nj ,mj} −
pi
4
)
δ(ω + ω{mj}) +
+ cos
(
Φ{nj ,mj} +
pi
4
)
δ(ω − ω{mj})
)
, (A.10)
with the Dirac delta function δ(ω) and the frequency components ω{mj} :=
∑N
j=1mjωj.
A detailed calculation of equation (A.9) can be found in section 2.7 of publication [1].
In equation (A.9), the sum has to be evaluated for the integer multiplets {nj,mj} ∈
ker(c), j = 1 . . . N fulfilling the constraint of equation (A.6). Each multiplet addend
contributes to the amplitude spectrum with
aˆ{nj ,mj}(u, ω) = Aˆ{nj ,mj}
(
ω,Φ{nj ,mj}
)
cos
(
ku+ ϕ˜{nj ,mj}
)
, (A.11)
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Figure A.1.: a) Amplitude spectrum |F (g(2)(u, τ)) (u, ω)| calculated with the explicit so-
lution in equation (A.9) using the same values as for the correlation function in figure 2.3(a)
(K = 0.6, λ = 2 mm, ω1/2pi = 50 Hz, ϕ1 = 0.5pi, φ1 = 0.25pi, and ω2/2pi = 100 Hz, ϕ2 =
0.5pi, φ2 = −0.25pi). b) Approximate solution of the amplitude spectrum calculated accord-
ing to equation (2.9) and (A.12). c) Contribution of the addends with nj 6= −mj to the
amplitude spectrum in a). Figure from [1].
revealing a modulation in u-direction with the same spatial periodicity λ = 2pi/k as
the unperturbed interference pattern, but phase shifted by ϕ˜{nj ,mj}. The modulation
amplitude Aˆ{nj ,mj}
(
ω,Φ{nj ,mj}
)
is given by the peak phase deviations via the product
of the Bessel functions in equation (A.3), modified by the cosine of Φ{nj ,mj}∓ pi/4. By
the frequency components ω{mj} with the coefficients {nj,mj} ∈ ker(c), the position
in the frequency space is defined.
After summing up all multiplet addends, the amplitude spectrum shows the same
spatial periodicity λ and includes all frequency components up to a maximum frequency
of approximately max{ϕjωj} (see section 2.1.2).
To calculate the amplitude spectrum of the approximate correlation function in equa-
tion (1.40) and (2.6), the trivial solution nj = −mj to the constraint in equation (A.6)
is applied in equation (A.9) and (A.10), yielding equation (2.9) with the frequency-
dependent amplitude
Aˆ(ω) =
∑
{−mj ,mj}∈ker(c)
j=1...N
(
N∏
j=1
Jmj(ϕj)
2
)
·
(
δ(ω + ω{mj}) + δ(ω − ω{mj})
)
. (A.12)
The periodicity of the modulation in u-direction is given by the spatial periodicity λ.
Furthermore, the maximum modulation amplitude Aˆ(ω) is solely defined by the peak
phase deviations ϕj via the square of the Bessel functions.
The amplitude spectrum |F (g(2)(u, τ)) (u, ω)| of the correlation function shown in
figure 2.3(a) of two perturbation frequencies that are multiples of each other, ω1/2pi =
50 Hz and ω2/2pi = 100 Hz, is calculated with equation (A.9) and plotted in figure
A.1(a) for positive frequencies. Calculated according to the approximate solution in
equation (2.9) and (A.12), the amplitude spectrum of the approximate correlation
function (see figure 2.3(b)) is illustrated in figure A.1(b). The contribution of terms
with nj 6= −mj to the amplitude spectrum in figure A.1(a) is shown in figure A.1(c).
Along the u-direction the spatial modulation with the periodicity λ can be identified
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for each frequency component given by m1ω1 + m2ω2, with {n1,m1, n2,m2} ∈ ker(c).
In figure A.1(c), the spatial correlation phases ϕ˜{nj ,mj} cause the shift of the periodic
structure in u-direction.
A.3. Discretization effects of the numerical
second-order correlation function
The influence of the discretization step size on the correlation analysis and noise in
the correlation function is analyzed in this section. For one perturbation frequency,
a theory is derived to describe how the discretization affects the determination of the
contrast and peak phase deviation. Afterwards, a theory is derived which describes the
noise in the correlation function and the corresponding amplitude spectrum. Thereby,
an optimum discretization step size is provided to achieve a maximum signal-to-noise
ratio. Additionally, the minimum detectable peak phase deviation is estimated.
A.3.1. Influence on correlation analysis
In the following, the approximate correlation function in equation (1.40) and (2.4)
is used to investigate the influence of the discretization step size ∆u and ∆τ on the
obtained parameters. Only one perturbation frequency ω1 is taken into account for
simplicity. The analytic correlation function is discretized in spatial and temporal
intervals ∆u and ∆τ , yielding
g(2)(u, τ)∆u,∆τ =
1
∆τ∆u
∫ u+ ∆u
2
u−∆u
2
∫ τ+ ∆τ
2
τ−∆τ
2
g(2)(u, τ) dτdu
= 1 +
K2
2
· A (τ)∆τ sinc
(
k
∆u
2
)
cos (ku) , (A.13)
with the sinc-function sinc(x) = sin(x)/x and the amplitude A (τ)∆τ depending on the
correlation time and temporal discretization step size
A (τ)∆τ =
∞∑
m1=−∞
Jm1 (ϕ1)
2 · sinc
(
m1ω1
∆τ
2
)
cos (m1ω1τ) . (A.14)
For ∆u = 0 and ∆τ = 0, equation (A.13) and (A.14) are equal to the analytic solution
in equation (1.40) and (2.4).
The contrast K and spatial periodicity λ are obtained from the correlation function
at the correlation time τ = 0 (see section 2.1.3), for which equation (A.13) and (A.14)
results in
g(2)(u, 0)∆u,∆τ = 1 +
K2
2
· A (0)∆τ sinc
(
k
∆u
2
)
cos (ku) , (A.15)
with
A(0)∆τ =
∞∑
m1=−∞
Jm1 (ϕ1)
2 · sinc
(
m1ω1
∆τ
2
)
. (A.16)
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Figure A.2.: a) The extracted contrast Kg(2) (∆u,∆τ, ϕ1 = 0.75pi) /K (equation (A.17)) is
plotted for one perturbation frequency ω1, peak phase deviation ϕ1 = 0.75pi, and different
∆u and ∆τ . b) Kg(2) (∆u = 0.1 · λ,∆τ, ϕ1) /K depending on ∆τ and ϕ1 for ∆u/λ = 0.1.
Figure from [1].
Here, the spatial periodicity λ = 2pi/k remains unchanged by the discretization, but
the extracted contrast Kg(2) is modified to
Kg(2) (∆u,∆τ, ϕ1) = K ·
√∣∣∣A(0)∆τ · sinc(k∆u
2
) ∣∣∣ . (A.17)
For multiples of ∆τ = 2pi/ω1 and ∆u = λ, this contrast is equal to zero, because the
sinc-functions become zero. They converge to 1 for ∆τ → 0 and ∆u → 0. The full
contrast K is only reached for ∆u = ∆τ = 0. In figure A.2(a), the extracted contrast
Kg(2) (equation (A.17)) depending on ∆τ and ∆u is shown for a peak phase deviation
of ϕ1 = 0.75 pi. For ∆u/λ = 0.1, the dependence on ∆τ and ϕ1 is illustrated in figure
A.2(b).
The analytic solution of the amplitude spectrum in equation (2.9) and (2.10) is
applied for the determination of the perturbation parameters (ω1 and ϕ1). It also
depends on ∆u and ∆τ for discrete signals, and is calculated from equation (A.13) and
(A.14) using a temporal Fourier transformation
1
2pi
∣∣∣F (g(2)(u, τ)∆u,∆τ) (u, ω)∣∣∣2 = δ(ω)2 +
+
(
K2
2
· Aˆ(ω)∆τ sinc
(
k
∆u
2
)
cos (ku)
)2
, (A.18)
where the amplitude Aˆ(ω)∆τ depending on the frequency and temporal discretization
step size is given by
Aˆ(ω)∆τ =
∞∑
m1=−∞
Jm1(ϕ1)
2 · sinc
(
m1ω1
∆τ
2
)(
δ(ω +m1ω1) + δ(ω −m1ω1)
)
, (A.19)
with the Dirac delta function δ(ω) and the frequency components ±m1ω1. Comparing
the analytic solution of the amplitude spectrum in equation (2.9) and (2.10) with equa-
tion (A.18) and (A.19), it can be seen that the frequency components ±m1ω1 remain
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unchanged, whereas their amplitudes Jm1(ϕ1)
2 are varied because of the discretization.
The amplitude of the fundamental frequency component (m1 = 1) in equation (A.18)
and (A.19) is calculated at the spatial position u = 0, yielding
1√
2pi
∣∣∣F (g(2)(0, τ)∆u,∆τ) (0, ω{m1=1})∣∣∣ = K22 J1(ϕ¯1)2 , (A.20)
with the modified amplitude
J1(ϕ¯1)
2 = sinc
(
k
∆u
2
)
sinc
(
ω1
∆τ
2
)
· J1(ϕ1)2 . (A.21)
To determine the peak phase deviation ϕ1 correctly, the factor sinc
(
k∆u
2
)
sinc
(
ω1
∆τ
2
)
has to be taken into account, as it reduces the amplitude of the fundamental frequency
component J1(ϕ1)
2. The peak phase deviation ϕ¯1 depends on the discretization, via the
square of the Bessel function. For ∆u→ 0 and ∆τ → 0 in equation (A.21) the correct
amplitude of the fundamental frequency component is directly given by K2/2 ·J1(ϕ1)2.
A.3.2. Influence of noise
The correlation function needs to be extracted from a finite number of detection events
in a real experiment, as discussed in section 2.2.1. It is calculated from the number of
correlated particle pairs Nu,τ within a given window ∆τ and ∆u. Due to the statistical
nature of the particles, Nu,τ is exposed to Poissonian noise, which is transmitted onto
the correlation function and corresponding amplitude spectrum. This limits the signal-
to-noise ratio and the minimum detectable perturbation amplitude.
This effect is estimated and optimal settings for the discretization step size are found
in the following section. For simplicity, the calculation is limited to correlation times
τ  T and positions u  Y . Using the numerical correlation function in equation
(2.17), which is normalized to 1, it can be found that
g(2)(u, τ) =
Nu,τ〈
Nu,τ
〉 with 〈Nu,τ〉 = N2∆τ∆u
TY
. (A.22)
With Nu,τ following a Poissonian distribution, the variance of the correlation function
yields
σ2g(2) =
1〈
Nu,τ
〉 = TY
N2∆τ∆u
=
NτNu
N2
, (A.23)
with the number of bins in the temporal and spatial direction Nτ = T/∆τ and Nu =
Y/∆u. As expected, the variance (noise) of the correlation function depends on the
total number of detected particles N . A detailed calculation of equation (A.23) is given
in section 3.2.2 of publication [1].
With the assumption that the correlation function consists of an ideal part g
(2)
id and
a part f(τ) including the noise only, the discrete Fourier transform of the time discrete
signal f(τ) is calculated to
F(ω) = 1
τmax
∫ τmax
0
f(τ)eiωτdτ =
∆τ
τmax
N∑
n=1
fne
iωtn , (A.24)
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Figure A.3.: Signal-to-noise ratio calculated according to equation (A.26), normalized to
α (equation (A.27)) and f
(
k
∆uopt
2
)
= 0.8512. At ∆u/λ = 0.371, the optimum spatial dis-
cretization can be seen. Figure from [1].
with the maximum correlation time τmax up to which the correlation function is evalu-
ated. The noise in the amplitude spectrum is thus solely included in |F(ω)|. Applying
Parseval’s theorem [219] together with Nτmax = τmax/∆τ and equation (A.23), the noise
in the power spectrum is given by
σ2|F(ω)| =
(
1− pi
4
) σ2
g(2)
Nτmax
=
(
1− pi
4
) Nu
N2
T
τmax
. (A.25)
A detailed derivation of equation (A.25) is given in section 3.2.2 of publication [1].
Using equation (A.20), (A.21), and (A.25), the signal-to-noise ratio SNR (∆u,∆τ)
of the fundamental frequency component in the amplitude spectrum yields
SNR (∆u,∆τ) = α · sin
(
k∆u
2
)(
k∆u
2
) 1
2
sinc
(
ω1
∆τ
2
)
, (A.26)
with
α = 0.6089 ·K2J1(ϕ1)2 · N
√
τmax/T√
Y/λ
. (A.27)
The factor sinc
(
ω1
∆τ
2
)
converges to 1 for ∆τ → 0 and the signal-to-noise ratio only
depends on ∆u. An optimum spatial discretization step size ∆uopt can be found at
the position k∆uopt
2
= 1.1656, where the function f
(
k∆u
2
)
= sin
(
k∆u
2
)
/
(
k∆u
2
) 1
2 has a
global maximum with the value of f
(
k∆uopt
2
)
= 0.8512, yielding
∆uopt = 0.371 · λ . (A.28)
The signal-to-noise ratio calculated according to equation (A.26) for different ∆u and
∆τ is shown in figure A.3. At the position ∆u/λ = 0.371, the optimum spatial dis-
cretization step size can be identified.
For ∆uopt = 0.371 · λ and ∆τ → 0 the optimum signal-to-noise ratio SNRopt can be
derived from equation (A.26) and (A.27). Setting SNRopt equal to 1, a lower limit for
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the determination of small peak phase deviations ϕ1  1 can be found, at which signal
and noise have an identical amplitude. With J1(ϕ1)
2 ≈ ϕ21/4, a minimum detectable
peak phase deviation can be calculated
ϕ1,min = 0.8842pi · (Y/λ)
1
4
KN
1
2 (τmax/T )
1
4
. (A.29)
Thus, it is favourable to have an interference pattern with large contrast K and spa-
tial periodicity λ for the measurement of small peak phase deviations. Furthermore,
acquiring a large number of particles N reduces ϕ1,min.
Using a single-particle simulation of a perturbed interference pattern, the theoretical
calculations in this section are numerically cross-checked in section 3.3 of publication
[1]. Thereby, it could be shown that the theory and predicted optimum spatial dis-
cretization step size are valid.
The correlation analysis can not only be used for the description of discrete per-
turbation frequencies, but also for broad-band noise spectra. This is demonstrated in
section 3.4 of publication [1] using a single-particle simulation of an interference pattern
perturbed by a Gaussian distributed noise spectrum with random phases.
A.4. Biprism interferometry in the presence of
oscillating magnetic and electric fields
Based on the following theoretical calculations, the design of the proposed electron
biprism interferometer for sensor applications explained in appendix A.5 was developed.
Here, the deflection of an interference pattern due to oscillating magnetic and electric
fields is calculated and the achievable sensitivity for the measurement of small field
strengths is estimated.
In figure A.4, the experimental situation is illustrated. The two electron paths (red
dashed lines) are deflected by the biprism which is placed at the position y = 0µm
and z = 0 cm and superposed under the angle Θ in the interference plane. In this
case no magnetic or electric field is applied (B = 0 and E = 0) and therefore, the
paths are not shifted in the y-direction. The resulting interference pattern calculated
with equation (1.1) is plotted on the right side of figure A.4 (red dashed line). These
two paths are shifted in the y-direction (blue solid lines) by either a magnetic field
with the field strength B oriented perpendicular to the y-z-plane or an electric field
with the field strength E directed along the y-direction. Compared to the interference
pattern for B = 0 and E = 0, the interference pattern of the deflected paths (blue solid
line) is shifted by ∆y. As discussed in section 1.1, this spatial shift corresponds to an
interference pattern (equation (1.8)) shifted by the phase
ϕ1 = k∆y = 2pi
∆y
λ
, (A.30)
with the spatial periodicity λ given by equation (1.7). For the magnetic and electric
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Figure A.4.: Illustration of the two electron paths between biprism (at y = 0 µm and
z = 0 cm) and interference plane (z = 8 cm) without applied magnetic B = 0 and electric field
E = 0 (red dashed lines) and for B 6= 0 or E 6= 0 (blue solid lines). The superposition angle
Θ remains unchanged trough the deflection. The magnetic field is oriented perpendicular to
the y-z-plane and the electric field along the y-direction. By the two vertical black chain
lines the interaction region of the magnetic and electric field is indicated. On the right side
the resulting interference patterns are plotted for B = 0 and E = 0 calculated with equation
(1.1) (red dashed line) and B 6= 0 or E 6= 0 calculated with equation (1.8) (blue solid line).
The spatial shift between the two interference patterns ∆y corresponds to the phase shift ϕ1
in equation (A.30).
field the spatial shift ∆y can be calculated, yielding
∆y =
1
2
√
q
2m
η
B√
Uacc
, (A.31)
∆y =
1
4
η
E
Uacc
, (A.32)
with
η = l2i.a.
(
1 + 2
ld
li.a.
)
, (A.33)
where li.a. is the length of the interaction region and ld the distance between interaction
region and interference plane. For the measurement of small magnetic or electric fields
it is therefore favorable to use electrons emitted with a small acceleration voltage Uacc
to achieve a large spatial shift.
As low-energy electrons are sensitive to magnetic and electric fields, the following
calculations are made for acceleration voltages of Uacc = 50 V and Uacc = 1250 V.
Using equation (1.3), the de Broglie wavelength of an electron for these voltages can be
calculated, yielding λdB = 170 pm and λdB = 34 pm, respectively. For this wavelengths
the coherent emission angle α fulfilling the constraint in equation (1.2) is determined for
a source diameter of ds = 5 nm and one-twentieth of the wavelength: α = 0.05·λdB/2ds,
resulting in α50 V = 8.5 · 10−4 rad and α1250 V = 1.7 · 10−4 rad. Here, the factor of one-
twentieth was chosen arbitrarily to satisfy the constraint in equation (1.2). With a
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distance of a = 2 cm between electron source and biprism the diameter of the coherent
illuminated area can be determined using equation (1.4), yielding s50 V = 17 µm and
s1250 V = 3.4µm which is sufficiently large to measure electron interferences as the
diameter of the biprism is dbp = 0.4 µm.
For an oscillating field, shifting the interference pattern periodically along the y-
direction with ∆y(t) = ∆y cos (ω1t+ φ1) the phase shift of the interference pattern
becomes time-dependent
ϕ(t) = k∆y(t) = ϕ1 cos (ω1t+ φ1) , (A.34)
where ω1 denotes the frequency of the oscillation, φ1 the phase, and ϕ1 the amplitude
(peak phase deviation) given by equation (A.30). The perturbation parameters (ϕ1,
ω1, and φ1) obtained from the second-order correlation analysis discussed in this thesis
are given by the properties of the oscillating magnetic and electric field. According to
equation (A.30), the extracted perturbation amplitude ϕ1 contains the field strength
of the magnetic and electric field via ∆y (equation (A.31) and (A.32)). For a given
spatial shift ∆y the peak phase deviation ϕ1 in equation (A.30) can be increased by
reducing the spatial periodicity λ of the interference pattern. According to equation
(1.7), this can be achieved for a constant acceleration voltage, as ∆y depends on Uacc
(equation (A.31) and (A.32)), by increasing the voltage applied to the biprism. A large
peak phase deviation ϕ1 is favorable as in the correlation function higher orders of the
Bessel function are taken into account. As a consequence, the signal in the correlation
function and corresponding amplitude spectrum is larger whereby the identification of
the perturbation parameters is relieved. Therefore, for the measurement of small field
strengths B and E a small spatial periodicity is profitable as it increases the sensitivity
of the biprism interferometer.
For a set of Uacc and Ubp the field strengths B and E can be determined with
the perturbation amplitude ϕ1 obtained from the correlation analysis using equation
(A.30), (A.31), (A.32), and (1.7), yielding
B =
h
q
l
aγ0η
Uacc
Ubp
ϕ1
pi
, (A.35)
E =
√
2h√
qm
l
aγ0η
U
3
2
acc
Ubp
ϕ1
pi
. (A.36)
As mentioned before, for a spatial shift of the interference pattern ∆y given by the
field strength and applied acceleration voltage (equation (A.31) and (A.32)) the peak
phase deviation ϕ1 in equation (A.30) can be adjusted in principle to any value by
varying the spatial periodicity λ. Without changing ∆y, which depends on Uacc, this
can be achieved by varying the voltage applied to the biprism Ubp (equation (1.7)).
After the determination of the perturbation characteristics by the correlation analysis
the obtained peak phase deviation ϕ1 is used in equation (A.35) or (A.36) together
with the experimental parameters Uacc and Ubp to determine the field strength of the
magnetic or electric field.
The maximum detectable frequency ωmax of the oscillating magnetic and electric
field is given by one-tenth of the reciprocal value of the time that the particles spend
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in the interaction region
ωmax = 2pi · 0.1 v
li.a.
= 2pi · 0.1
√
2q
m
√
Uacc
li.a.
, (A.37)
with the particle velocity v, the length of the interaction region li.a., and the accelera-
tion voltage Uacc. Here, the factor of one-tenth was chosen arbitrarily to satisfy the
constraint that the flight time of the particles through the area of the perturbation has
to be smaller than the periodic time of the detectable perturbation frequency.
To determine the sensitivity for the measurement of small magnetic and electric field
strengths, the minimum detectable peak phase deviation ϕmin has to be calculated in
units of pi
/√
Hz. As discussed in section A.3.2, the detectability of the fundamental
frequency component in the amplitude spectrum depends on the parameters of the
measurement. According to equation (A.26), (A.27), and (A.28), the optimum signal-
to-noise ratio of the fundamental frequency component is given by
SNRopt (∆uopt = 0.371 · λdet,∆τ → 0) = 0.5183 ·K2J1(ϕ)2 · N
√
τmax/T√
Y/λdet
, (A.38)
with the first order Bessel function of first kind J1, the number of detected particles N ,
the maximum correlation time of the numerical correlation function τmax, the acquisi-
tion time T and length Y , and the spatial periodicity of the interference pattern in the
detection plane after magnification by the quadrupole lens λdet. For a signal-to-noise
ratio of SNRopt = 1, the minimum detectable peak phase deviation can be determined
from equation (A.38), yielding
J1(ϕmin) = 0.4421pi · (Y/λdet)
1
4
K
√
N(τmax/T )
1
4
. (A.39)
Under the condition that the correlation function is evaluated for the complete acqui-
sition time τmax = T = 1 s, the minimum detectable peak phase deviation ϕmin in units
of pi
/√
Hz is calculated from equation (A.39), resulting in
J1(ϕmin) = 0.4421pi · (Y/λdet)
1
4
K
√
cr
, (A.40)
with the mean particle count rate cr = N/T .
The sensitivity for the detection of small magnetic and electric field strengths can be
calculated for different acceleration voltages Uacc and biprism voltages Ubp, according
to equation (A.35) and (A.36). To determine ϕmin from equation (A.40) for this calcu-
lation the contrast K and the count rate cr are estimated for each pair of Uacc and Ubp.
For the count rate a model function is used that increases cr for increasing Uacc, similar
to the Fowler-Nordheim equation [220, 221]. Here, count rates between cr = 1 kHZ for
Uacc = 50 V to cr = 5 kHZ for Uacc = 1250 V were used for the calculations. As the
contrast K depends on the spatial periodicity λ (equation (1.7)) a dependence between
contrast K and the experimental parameters Uacc and Ubp can be found [195]
K(Uacc, Ubp) = e
−0.5
(
2pi
(l−a)
a
ds
λ
)2
= e
−0.5
(√
2qm
~
(l−a)γ0
l
ds
Ubp√
Uacc
)2
, (A.41)
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Figure A.5.: a) Sensitivity for the measurement of the minimum detectable magnetic field
strengths B. It is calculated according to equation (A.35) for different Uacc, Ubp, and ϕmin
obtained from equation (A.40) with Y = 20 mm, λdet = 2 mm, and the estimated values for
cr and K (equation (A.41)). b) Minimum detectable electric field strengths E calculated
with equation (A.36) for the same values as in a). On the right side, the values for ωmax/2pi
calculated with equation (A.37) correspond to Uacc on the left side. The parameters in equa-
tion (A.35) and (A.36) concerning the distances in the biprism interferometer are: distance
source to interference plane: l = 10 cm, source to biprism: a = 2 cm, γ0 ≈ 0.17 (equation
(1.6) for R = 2 mm and rbp = 200 nm), length interaction region: li.a. = 2 cm, and distance
interaction region to interference plane: ld = 5.5 cm (equation (A.33)).
with the distance between source and biprism a = 2 cm, the distance between source
and interference plane l = 10 cm, and the source diameter ds = 5 nm. For the calcula-
tions the resulting contrast varies between K = 0.33 for Uacc = 50 V and Ubp = 3 V to
K = 1 for Uacc = 1250 V and Ubp = 0.1 V.
With the obtained values for the minimum detectable peak phase deviation ϕmin the
sensitivity for the measurement of the minimum detectable magnetic field strengths
B is calculated with equation (A.35) and plotted in figure A.5(a). The result for the
electric field strengths E determined according to equation (A.36) is shown in figure
A.5(b). The minimum detectable magnetic field strength B ranges from 95 pT
/√
Hz
(Uacc = 50 V, Ubp = 3 V, ϕmin = 0.15 pi
/√
Hz) to 13 nT
/√
Hz (Uacc = 1250 V, Ubp =
0.1 V, ϕmin = 0.02pi
/√
Hz) and the minimum detectable electric field strength E from
4 µV
/(
cm
√
Hz
)
to 2.7 mV
/(
cm
√
Hz
)
for the same experimental parameters. These
values form the lower limit of the sensitivity for the detection of magnetic and electric
field strengths as for each pair of Uacc and Ubp in figure A.5 also higher peak phase
deviations and therefore, larger field strengths can be measured. In principle, there is
no upper threshold for the detection of large peak phase deviations, also greater than
2pi. On the right side of figure A.5, the values of the maximum detectable frequency
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ωmax/2pi calculated with equation (A.37) correspond to the acceleration voltages Uacc
on the left side. It ranges from 21 MHz for Uacc = 50 V to 105 MHz for Uacc = 1250 V.
The experimental parameters used here for the estimation of the sensitivity for the
measurement of small electromagnetic fields are possible to be realized experimentally
as demonstrated in former experiments [4, 9, 135].
To achieve a spatial periodicity of λdet = 2 mm in the detection plane for an inter-
ference pattern with λ = 85 nm (Uacc = 50 V and Ubp = 3 V in equation (1.7)) it has to
be magnified by M = λdet/λ ≈ 23.5 · 103. This can be realized by applying a voltage
of 65 V to a 2 cm long quadrupole lens followed by a 8 cm distance to the detection
plane. Therefore, it is also favorable to use low-energy electrons as the created inter-
ference patterns can be magnified by one quadrupole lens with voltages that can be
realized in an experimental setup. Additionally, the distance between quadrupole lens
and detection plane can be reduced compared to other experiments [5, 8].
One interesting feature of the theoretical calculations made here is that the particle
velocity v can also be determined in such an experimental setup. This can be shown
by calculating the quotient of equation (A.35) and (A.36)
v =
√
2
q
m
Uacc =
E
B
. (A.42)
For fixed experimental parameters Uacc and Ubp the peak phase deviation ϕ1 determined
from the correlation analysis has to be equal for the applied magnetic and electric field
strength B and E to determine the velocity of the particles with equation (A.42). This
means that the field strengths has to be adjusted in a way that the resulting peak phase
deviation is identical for both measurements. If the corresponding constant fields would
be applied together, the particles would not be deflected in the interaction region as
illustrated in figure (A.4) (red dashed lines) as the resulting forces have the same value.
Based on the calculations made here a compact electron biprism interferometer is
proposed in the next section using low-energy electrons emitted from a single-atom tip
for the measurement of oscillating magnetic and electric fields.
A.5. Sensor for oscillating magnetic and electric fields
The proposed sensor for the measurement of oscillating magnetic and electric fields
based on an electron biprism interferometer is illustrated schematically in figure A.6. To
create low-energy electrons a very sharp SAT [94, 129] with a low minimum extraction
voltage for electron emission is used in combination with two electrodes placed in
front of it [9, 218]. The SAT is set on a negative voltage, the first electrode (counter
electrode) on a positive voltage, and the second on ground. Between SAT and counter
electrode the electrons are accelerated according to the applied voltages and decelerated
afterwards between counter electrode and grounded electrode. The resulting electron
energy after the grounded electrode is solely given by the applied voltage at the SAT
[9]. With this arrangement electron energies lower than the energy defined by the
minimum extraction voltage of the SAT can be realized. For this purpose, the SAT is
set on a voltage lower than its minimum extraction voltage and the electron emission
is initiated by applying a positive voltage to the counter electrode. Without changing
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Figure A.6.: Schematic illustration (not to scale) of the proposed electron biprism interfero-
meter used as a sensor for oscillating magnetic and electric fields. From the single-atom tip
(SAT) mounted on a five-axis piezo positioner the electrons are field-emitted and adjusted
onto the optical axis. In front of the SAT, the counter electrode can be used to increase
the count rate by applying a positive voltage without changing the electron energy. The
electron matter-wave is separated and recombined by the biprism which is mounted on a
linear piezo positioner to align it onto the optical axis. An oscillating magnetic and electric
field can be introduced by the magnetic cradle and the capacitor placed behind the biprism
shifting the interference pattern along the y-direction perpendicular to the fringes. After the
magnification of the interference pattern by the quadrupole lens it is measured with a delay
line detector consisting of two MCPs and a delay line anode. The image rotator corrects
possible misalignment of the biprism to the axis of the quadrupole lens. The distances
between the parts of the interferometer can be found in appendix A.4.
the transversal and longitudinal coherence lengths of the electrons, the particle count
rate can be raised by increasing the positive voltage applied to the counter electrode
[9]. This is an advantage as the sensitivity for the measurement of small magnetic and
electric field strengths depends on the count rate (equation (A.40)).
The SAT is mounted on a five-axis piezo positioner (linear displacement in x-, y- and
z-direction, two dimensional tilt around x and y) to align the field-emitted electrons
onto the optical axis. Additionally, the electrostatic biprism which separates and re-
combines the electron matter-wave by applying a positive voltage is placed on a piezo
positioner aligning the biprism along the y-direction onto the optical axis. Both po-
sitioning systems make the use of deflector electrodes unnecessary. Generally, a Wien
filter [198] is placed in a biprism interferometer to correct the longitudinal coherence
influenced by the electrostatic potential of the deflector electrodes resulting in a con-
trast reduction of the interference pattern. Due to the absence of deflector electrodes
in the proposed setup, a Wien filter is unnecessary. As discussed in section 1.1, the
distance between SAT and biprism can be adjusted to satisfy the angular coherence
constraint in equation (1.2) depending on the wavelength of the electrons (equation
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(1.3)). Therefore, the proposed biprism interferometer can also be used for electron
energies larger than 1250 eV by increasing the distance between SAT and biprism. This
enables a more flexible setup used also with electrons emitted at higher acceleration
voltages for which it is possible to measure higher perturbation frequencies (equation
(A.37)).
The electron interference pattern is magnified by the quadrupole lens perpendicular
to the fringes (along the y-direction) and detected with the delay line detector [127].
Possible misalignment of the biprism in the x-y-plane is corrected by the image rotator
which aligns the interference pattern to the axis of the quadrupole lens. As explained
in appendix A.4, for the measurement of small magnetic and electric field strengths
interference patterns with small spatial periodicities have to be realized. To detect
these it is necessary to achieve a large magnification with the quadrupole lens which
is possible to realize with moderate voltages due to the use of low-energy electrons.
Additionally, the distance between the exit of the quadrupole and the detector can
be reduced which results in a more compact design of the proposed electron biprism
interferometer.
To adjust the electron beam onto the optical axis of the quadrupole lens using the
five-axis piezo positioner, it is favorable to use a movable detector that can be shifted
along the z-direction [218]. For two displacements of the detector the position of
the electron spot in the detection plane has to be identical for optimum adjustment.
This is necessary as possible misalignment decreases the resolution of the quadrupole
lens for the magnification of small spatial periodicities. After this adjustment, the
biprism is moved along the y-direction onto the optical axis using the linear piezo
positioner. Another benefit of this system is the variable distance between quadrupole
lens and detection plane which can be increased to realize a larger magnification for
the same voltage applied to the quadrupole lens. This reduces possible lens aberrations
for high applied voltages. Further advantage of this system is that the distance can
be increased if electrons with larger energies are used in the interferometer. For the
same magnification as with low-energy electrons, higher voltages have to be applied to
the quadrupole lens and the distance has to be increased. This makes the proposed
setup more flexible to be used also for higher acceleration voltages for which larger
perturbation frequencies can be determined (equation (A.37)).
As illustrated in figure A.6, behind the biprism a magnetic cradle and a capacitor are
installed in the interferometer to generate the oscillating magnetic and electric fields
[123]. The magnetic cradle consists of one wire arranged around a cube with 2 cm long
edges. A magnetic field oriented along the x-direction is generated by the segments of
the wire that are parallel to the y- and z-direction. On two sides of the cube capacitor
plates are placed creating an electric field directed along the y-direction. Both fields
shift the electron interference pattern periodically along the y-direction perpendicular
to the fringes.
As discussed in section 1.1, the spatial periodicity of the interference pattern depends
on the superposition angle (equation (1.7)). The sensitivity of the interferometer for
the measurement of small field strengths can be increased by decreasing the spatial
periodicity. Based on the large beam path separation in [6], a modified design of the
proposed interferometer explained before is illustrated in figure A.7. Here, a second
biprism is installed 4.8 cm behind the first one. For the alignment onto the optical
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Figure A.7.: Schematic drawing (not to scale) of the modified design of the proposed electron
biprism interferometer with a large beam path separation [6]. The second biprism is installed
4.8 cm behind the first one and mounted on a piezo positioner for the alignment onto the
optical axis. By applying a negative voltage to the first biprism, the electron matter-wave is
split into two partial matter-waves up to a distance of 300 µm at the position of the second
biprism. The two partial matter-waves are recombined after the second biprism by applying
a positive voltage.
axis it is also placed on a piezo positioner. By applying a negative voltage to the first
biprism, the electron matter-wave is split in two partial matter-waves separated up to
a distance of 300µm at the position of the second biprism. The two partial matter-
waves are recombined by applying a positive voltage to the second biprism creating
the interference pattern. With this setup the superposition angle can be increased by
two orders of magnitude and therefore, the spatial periodicity can be decreased by the
same magnitude. For electron energies from 50 eV to 1250 eV it could be possible to
measure oscillating fields with a sensitivity for magnetic field strengths in the fT
/√
Hz-
region and for electric field strengths in the nV
/(
cm
√
Hz
)
-region. With low-energy
electrons it should be possible to magnify the created interference patterns with spatial
periodicities of a few nm.
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Abstract
Interferometers with single particles are susceptible for dephasing perturbations from the environ-
ment, such as electromagnetic oscillations ormechanical vibrations. On the one hand, this limits
sensitive quantumphasemeasurements as it reduces the interference contrast in the signal. On the
other hand, it enables single-particle interferometers to be used as sensitive sensors for electro-
magnetic andmechanical perturbations. Recently, it was demonstrated experimentally, that a second-
order correlation analysis of the spatial and temporal detection signal can decrease the electromagnetic
shielding and vibrational damping requirements significantly. Thereby, the relevantmatter-wave
characteristics and the perturbation parameters could be extracted from the correlation analysis of a
spatially ‘washed-out’ interference pattern and the original undisturbed interferogram could be
reconstructed. Thismethod can be applied to all interferometers that produce a spatial fringe pattern
on a detector with high spatial and temporal single-particle resolution. In this article, we present and
discuss in detail the used two-dimensional second-order correlation theory formultifrequency
perturbations. The derivations of an explicit and approximate solution of the correlation function and
corresponding amplitude spectra are provided. It is explained, how the numerical correlation function
is extracted from themeasurement data. Thereby, the influence of the temporal and spatial
discretization step size on the extracted parameters, as contrast and perturbation amplitude, is
analyzed. The influence of noise on the correlation function and corresponding amplitude spectrum is
calculated and numerically cross-checked by a comparison of our theory with numerical single-
particle simulations of a perturbed interference pattern. Thereby, an optimum spatial discretization
step size is determined to achieve amaximum signal-to-noise ratio, whichwas used in former
experiments to identify the perturbation caused by the electrical network.Ourmethod can also be
applied for the analysis of broad-band frequency noise, dephasing the interference pattern. Using
Gaussian distributed noise in the simulations, we demonstrate that the relevantmatter-wave
parameters and the applied perturbation spectrum can be revealed by our correlation analysis.
1. Introduction
Single-particle interferometry became a remarkable tool in various fields of quantumphysics and sensor
technology. Interferometers for coherent atoms [1–3] recently investigated the nature of time [4, 5] and
measured inertial forces [6] and gravitational acceleration [7].Molecule interferometers [1, 8]proved thewave
nature of large particles [9–12] and contributed to the understanding of quantumdecoherence [13–15]. In
neutron interferometers [16], the quantum-mechanical phase shift due to the Earth’s gravitational fieldwas
observed [17].Moreover, remarkable progress was achieved in the field ofmatter-wave interferometry with
charged particles such as electrons and ions [18–20] based on newdevelopments concerning the beam source
[21–23], the precise electron guiding [24, 25], the coherent beampath separation by nanostructures [22, 26–28]
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and highly resolved spatial and temporal single-particle detection [29]. This advance opened the door for
experiments in Aharonov–Bohmphysics [30–32] andCoulomb-induced decoherence [13, 33, 34]. Technical
devices with interfering single particles can decrease the amount of destructive particle deposition in electron
microscopy for the analysis of fragile biological specimen [35, 36].
All these technical [37] and fundamental applications [38, 39] of single-particle interferometers are based on
the high phase sensitivity and are therefore susceptible to dephasing, which can be caused by external
electromagnetic oscillations,mechanical vibrations or temperature drifts. In contrast to decoherence [33, 34],
where actual information of the quantum state is lost to the environment, dephasing is a collective, time-
dependent phase shift of the interference pattern. Both, decoherence and dephasing, cause a reduction of the
contrast of the time-averaged interference pattern on the detector. However, in opposite to decoherence,
dephasing can in principle be corrected after themeasurement, if the temporal and spatial information of the
single-particle events are known. Then, two-particle correlationsmay be used to study the dephasing process
and to reveal the undisturbed interference pattern.
Ever since the famousHanbury Brown andTwiss experiment [40], second-order correlations are
successfully used inmany research areas. Thereby, noise correlations play a key role, as they give direct access to
the quantumnature of the source. This understanding has not only set the fundament formodern quantum
optics [41], but also helped to prove the quantumnature of fermions [42] and bosons [43]. Today, noise
correlation analysis is widely used inmodern astrophysics [44], quantum atomoptics [45] and particle physics
[46]. Formatter-waves, temporal correlations have been used to analyze the counting statistics of atom lasers
[47] and to demonstrate the coherent transfer ofmagnetic field fluctuations onto an atom laser [48]. Spatial
correlations, on the other hand, have been used to analyze atoms in optical lattices [49] or to studymany-body
states, such as theMott insulator state, in cold atomphysics [50, 51].
In previous publications [52–54]wehavedemonstrated experimentally in a biprismelectron interferometer
[18, 26, 55], howmultifrequencydephasing causedby electromagnetic [52, 53] and vibrational oscillations [54] canbe
correctedusing second-order correlation analysis in combinationwith the amplitude spectrumof the correlation
function. Latter canbeused for the identificationof unknownperturbation frequencies [54], as according to the
Wiener–Khintchine theorem [56, 57] the Fourier transformof the correlation function is equal to thepower
spectrumof theperturbedmeasurement signal. For themeasurements, an interferencepatternwas shifted artificially
by external perturbations leading to a contrast reductionof the temporally integratedpatternon thedetector.Using
the time andposition informationof particle impacts at thedetector, thenumerical second-order correlation
functionwas extracted.With this,wewere able to reveal theunknownperturbation frequencies, corresponding
amplitudes and the characteristics of thematter-wave, such as contrast andpatternperiodicity.Theundisturbed
interferencepattern could be reconstructedwith theparameters of the perturbation.Ourmethod is a powerful tool to
prove thewavenature of particles, even if the integrated interferencepattern is vanished.Therefore, it reduces the
requirements for electromagnetic shielding andvibrational dampingof the experimental setup, e.g. formobile
interferometers or experiments in aperturbing environment. Furthermore, it canbeused to sensitively detect
electromagnetic andmechanical perturbations or for the spectroscopyof the electromagnetic andvibrational
response spectrumof an interferometer [54]. Therefore, this techniquehas thepotential for the application in sensor
technology and can inprinciple be applied in interferometers for electrons [29], ions [29], atoms [43], neutrons [58]
andmolecules [59] that generate a spatial fringe pattern in thedetectionplane. For the applicationof the correlation
analysis, the deviceshave to be equippedwith adetectorwithhigh spatial and temporal single-particle resolution,
which is available for all abovementioned interferometers. Another requirement is, that the particleflight time is
shorter than the cycle timeof theperturbation.Otherwise, the particles traversemanyperiodsof theperturbation and
therefore theperturbation is averagedout and cannot be resolved.
This article provides a comprehensive description of the applied theory, being the base for the experimental
application of second-order correlations in single-particle interferometry. In thefirst chapter, we give a detailed
derivation of the two-dimensional second-order correlation theory formultifrequency perturbations leading to
the equations applied in former dephasing experiments [52–54].We deduce the explicit solution for the
correlation function and explain underwhich conditions an approximation can be applied. The characteristics
of the explicit and approximate solutions are discussed and the determination of thematter-wave properties is
shown. Furthermore, we calculate the analytic solution of the corresponding amplitude spectrumused for the
identification of the unknown perturbation frequencies and amplitudes [54]. The invariance of the correlation
function under time and space transformations is analyzed in detail and the consequence for the determination
of the perturbation parameters is shown.
In the second part of this article, we investigate the general characteristics of numerical correlation functions.
They are typically derived from afinite set ofmeasurement data, causing statistics and noise to play an important
role. Temporal and spatial discretization, then influences not only the contrast and the amplitude spectrumof
the correlation function, but also the corresponding noise levels. This limits themaximal signal-to-noise ratio in
the correlation analysis. Fromour theoretical study, we identify an optimumdiscretization step size for best
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sensitivity, whichwas used in a previous publication [60] for the identification of the electrical network
frequency.With single-particle simulations of a perturbed interference pattern, we cross-check our theoretical
description and show, how the correlation theory can be used to identify broad-band frequency noise.
2. Theory of second-order correlations
In this chapter, the theory of second-order correlations in single-particle interferometry is derived and the
properties are discussed in detail. First, the contrast reduction of a time-averaged interference pattern dephased
by a perturbation is analyzed. Afterwards, the explicit solution of the second-order correlation function is
calculated and discussed underwhich conditions an approximate solution is suitable. The determination of the
contrast and spatial periodicity of the unperturbed interference pattern is demonstrated. The corresponding
amplitude spectra used for the identification of unknownperturbation frequencies are derived. At the end of the
chapter, the invariance of the correlation function under time and space transformations is analyzed in detail
and the consequence for the determination of the perturbation phases is discussed.
2.1. Time-averaged interference pattern
Inmany experiments in single-particle interferometry, the interference pattern is detected usingmultichannel
plates in conjunctionwith a phosphor screen [18, 19, 24, 33, 61]. The particle impacts generate light pulses on
the phosphor screen, that are temporally integratedwith a charge-coupled device camera (CCD-camera). An
interference pattern, that is dephased by a temporal perturbation, is then irreversibly ‘washed-out’ in the spatial
signal and its contrast is reduced. This behavior shall be calculated in the following.
The probability distribution, that describes the particle impacts in the detection plane forming the
interference pattern, is given by
f y t f K ky t, 1 cos , 10 j= + +( ) ( ( ( ))) ( )
where f0 assures normalization,K and k 2p l= indicate the contrast andwave number of the unperturbed
interference pattern, with the spatial periodicityλ. The time-dependent perturbation tj ( ) is described as a
superposition ofN harmonic frequencies jw
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with perturbation amplitudes (peak phase deviations) jj and phases jf . The perturbation leads to awashout of
the time-averaged interference pattern. For one perturbation frequency (N = 1), this can be easily seen by
calculating the time-average of equation (1)
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Only for n 01 = , the limit of the time integral is equal to one. For all other n 01 ¹ , it approaches zero, such that
the time-averaged interference pattern becomes
f y t f K J ky, 1 cos . 7t
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The perturbation thus leads to a reduced contrast Kred 1j( ) given by the perturbation amplitude:
K KJred 1 0 1j j=( ) ( ), with J 10 1 j∣ ( )∣ . Infigure 1 at the top, the dependence of the time-averaged interference
pattern (equation (7)) on the peak phase deviation 1j is illustrated. The interference patternwith a spatial
periodicity of 2 mml = can be identified in the y-direction. The reduced contrast Kred 1j( ) normalized to the
contrast of the unperturbed interference patternK is plotted at the bottomoffigure 1. For a peak phase deviation
of 0.761j p= , the contrast is zero corresponding to the first zero of J0 1j( ). The contrast returns for larger peak
phase deviations, but does not recover completely. Additionally, the interference pattern is phase shifted byπ as
the sign of J0 1j( ) changes frompositive to negative. This behavior is repeated for higher peak phase deviations
and the contrast is further reduced.
Formultifrequency perturbations (N 1> )with peak phase deviations 1jj < , equation (7) becomes
8f y t f K J ky, 1 cos .t
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Here, the reduced contrast K j Nred 1j = ¼( ) depends on all peak phase deviations jj , via the product of the zeroth
order Bessel functions. Therefore, the contrast is typically stronger reduced as compared to the single frequency
case infigure 1.
2.2. Solution for the analytic second-order correlation function
With the spatial and temporal information of the particles arriving in the detection plane, it is possible to reveal
the contrastK and spatial periodicityλ of the unperturbed interference pattern by correlation analysis. This is
possible, because in the correlation function the spatial and temporal differences are taken into account in
contrast to the temporally integrated interference pattern. Then, on timescales below the perturbation
frequency, the interference pattern is still visible and not influenced by the perturbation. Furthermore, the
characteristics of the perturbation (frequencies jw , peak phase deviations jj and phases jf ) can be determined
from the correlation analysis.
With the probability distribution in equation (1), the second-order correlation function reads
g u
f y u t f y t
f y u t f y t
,
, ,
, ,
, 9
y t
y t y t
2 ,
, ,
t tt=
+ +
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with y t,⟪·⟫ denoting the average over position and time
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If the acquisition timeT and lengthY are large compared to the involved perturbation frequenciesT 2 jp w
and spatial periodicity Y l , equation (9) can be solved analytically. First, the term f y u t, y t,t+ +⟪ ( )⟫ in
the denominator of equation (9) is calculated, using equations (1) and (10)
Figure 1.Top: dependence of the time-averaged interference pattern (equation (7)) on the peak phase deviation 1j for an interference
patternwith a periodicity of 2 mml = along the y-direction. Bottom: dependence of the relative contrast reduction K Kred 1j( ) on
the peak phase deviation 1j . For 0.761j p= , the contrast vanishes due to the first zero of J0 1j( ). The contrast returns for larger peak
phase deviations, but not completely. At each sign change of J0 1j( ), the phase of the interference pattern is shifted byπ.
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In the limit of large acquisition length Y l , the spatial limit becomes
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Using u=0 and 0t = in equation (11), the second term in the denominator becomes f y t f, y t, 0=⟪ ( )⟫ . This
is expected, because shifts in time and space should not alter the long time and position average of the probability
distribution.
Using equations (1) and (10), the numerator in equation (9) results in
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Similar as before, the second and third term in equation (14) vanish, leaving
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Using equation (5) forN perturbation frequencies
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equation (16) can be rewritten, yielding
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A closer look to the time integral reveals, that it can only become zero or one
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This reduces the N2 sums in equation (18) to a (single) sumover all integermultiplets
n m j N, , 1j j Î = ¼{ } for which the constraint
n m 0 20
j
N
j j j
1
å w+ =
=
( ) ( )
is fulfilled.Here it shall be noted, that for afinite acquisition timeT, the constraint has to be changed to
n m T2 , 21
j
N
j j j
1
å w p+ <
=
( ) ( )
because theminimal resolvable frequency is defined by themeasurement time via 1/T. In the following,
however, it is assumed thatT  ¥ and therefore equation (20) is used for the calculations and discussions.
Trivially, equation (20) is satisfied for all integermultiplets with n mj j= - . However, depending on the specific
values of jw , the constraintmight be fulfilled by additional integermultiplets n m,j j{ }with n mj j¹ - . The
constraint from equation (20) can be expressedmathematically by introducing a function c
c n m n m: , , , 22N N j N j N
j
N
j j j1 1
1
   å w´ += ¼ = ¼
=
⟶ ( ) ⟼ ( ) ( )
with the kernel of c cker( ( )) being the set of all integermultiplets n m j N, , 1j j Î = ¼{ } for which
c n m, 0j N j N1 1 == ¼ = ¼( ) and therefore the constraint in equation (20) is fulfilled. Using this definition,
equation (18) simplifies to
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Using the result of equations (13) and (23), the second-order correlation function in equation (9)now
becomes
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To calculate amore descriptive representation of the correlation function and to demonstrate, that
g u,2 t Î( )( ) , equations (24)–(26) can be further rewritten in terms of real and imaginary parts
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with the product of the Bessel functions
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The spatial correlation phase n m,j jj˜{ } and temporal phase n m,j jF{ } in equation (27) are given by
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If the constraint in equation (20) is fulfilled for amultiplet n m,j j{ }, it is also satisfied for n m,j j-{ }.With
B B1n m j
n m
n m j, ,j j
j j j
j j
j j= -- å +˜ ( ) ( ) ˜ ( ){ } ( ) { } , n m n m, ,j j j jj j= --˜ ˜{ } { } and n m n m, ,j j j jF = -F-{ } { }, it can be shown, that
the addendwith n m,j j-{ }of the sum in equation (27) is complex conjugated to the addendwith n m,j j{ }. The
addend of the zeromultiplet 0, 0{ } is purely real valued. Therefore, the imaginary part vanishes after summing
up all addends and equation (27) becomes real
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Here, the sumhas to be taken over all integermultiplets n m c j N, ker , 1j j Î = ¼{ } ( ) fulfilling the constraint
in equation (20). In principle, the constraint is satisfied for an infinite number ofmultiplets eachwith their own
contribution to the correlation function given by
a u A ku, , cos . 32n m n m n m n m, , , ,j j j j j j j jt t j= F +( ) ( ) ( ˜ ) ( ){ } { } { } { }
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However, contributions with large values of n m,j j{ }are suppressed, because the Bessel function (equation (28))
strongly decays formj jj> [62]. This limits the number ofmultiplets that have to be taken into account for the
correlation analysis. The contribution to g u,2 t( )( ) of eachmultiplet addend a u,n m,j j t( ){ } shows a periodic
modulation in the correlation length uwith the same spatial periodicity k2l p= as the unperturbed
interference pattern, but shifted in u-direction by the spatial correlation phase n m,j jj˜{ }. The amplitude
A ,n m n m, ,j j j jt F( ){ } { } (equation (31)) of eachmultiplet addend a u,n m,j j t( ){ } depends on the correlation time τ and
the specific perturbation characteristics. It shows a periodic structure in τwith the periodicity determined by the
frequency component mj
N
j j1 wå = with the coefficients n m c, kerj j Î{ } ( ). This periodic structure is shifted in τ-
direction by the temporal phase n m,j jF{ }. The amplitude of themodulation in τ-direction is given by the peak
phase deviations jj , via the product of the Bessel functions in equation (28).
After summing up all addends a u,n m,j j t( ){ } , the resulting correlation function (equation (30)) shows the
same spatial periodicityλ. The overall amplitude is equal to 1 only at certain correlation times τ given by the
involved perturbation frequencies (see section 2.4). At these temporal positions, the contrast of the correlation
function is K 22 and therefore directly linked to the contrast of the unperturbed interference patternK. For all
other correlation times, the contrast of the correlation function is K 22< . It has to be noted, that themaximum
contrast of the correlation function is K 22 and therefore a factor of K 2 lower than the contrastK of the
unperturbed interference pattern.
The overall amplitude of the resulting correlation function includes the perturbation frequencies jw , their
harmonic frequencies as well as their differences and sums (intermodulation terms). All frequency components
are given by the argument of the cosine mj
N
j j1 wå = in equation (31). Approximately, themaximum frequency
component per perturbation frequency included in the correlation function is given bymj j,maxw , with
mj j,max j» , as larger frequency components are suppressed due to the strong decay of the Bessel function in
equation (28) formj jj> . Therefore, themaximum frequency component of all perturbation frequencies
included in the correlation function is approximately given bymax j jj w{ }.
2.3. Approximate solution for the second-order correlation function
In the following, an approximate solution for the correlation function is deduced, by taking into account only
the trivial solution to the constraint in equation (20). These are themultiplets with n mj j= - , which typically
give themain contribution to the correlation function. Using 0m m,j jF =-{ } , mm m jN j, 1j jj p= å- =˜{ } and
J J1m j
m
m jj
j
j
j j= -- ( ) ( ) ( ), equations (30) and (31) become
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second-order correlation function yields
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Similar to the explicit solution of the correlation function in equations (30) and (31), the spatialmodulation of
the approximate solution is given by the spatial periodicityλ of the unperturbed interference pattern. The
approximate solution is independent of the spatial correlation phases n m,j jj˜{ } and temporal phases n m,j jF{ }
(equation (29)). Therefore, the addends are not phase shiftedwith respect to each other in u- and τ-direction.
Usually, the approximate correlation function in equation (34) can be used for the description of
multifrequency perturbations. However, in the case of few perturbation frequencies, that aremultiples of each
other, the constraint in equation (20) is additionally fulfilled for n mj j¹ - and the explicit solution of the
correlation function in equation (30) has to be applied. In the case of a single perturbation frequency, the
constraint of equation (20) is only satisfied for n m1 1= - . Thus, the explicit and approximate solution of the
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correlation function are identical. This demonstrates that it depends on the specific perturbation spectrum if
either the explicit or approximate solution has to be applied to describe the experimental correlation function
correctly.
2.4.Determination of contrast and spatial periodicity
The determination of the contrastK and spatial periodicityλ from the correlation function shall be discussed
now. Both can only be correctly obtained at certain correlation times. Asmentioned in sections 2.2 and 2.3, the
explicit and approximate solution of the correlation function show a periodicmodulation in u-direction having
the same periodicityλ as the unperturbed interference pattern. The overall amplitude of thismodulation (after
summing up allmultiplet addends) depends on the correlation time τ resulting from the specific perturbation
spectrum for both correlation functions (equations (30) and (34)). Itsmaximumvalue of 1 is achieved at
M M,s 0t t= Ît t , with the superperiod 2s gcdt p w= given by the reciprocal value of the greatest common
divisor of all perturbation frequencies gcd , , N1 gcdw w w¼ =( ) . For each frequency jw there is an integer sj Î
for which sj jgcdw w= . At the temporal positions M st t= t , only the addendswith n mj j= - sumup to a
maximumvalue of 1, because then the addends in equation (30) are not phase shifted in u- and τ-directionwith
respect to each other. The sumof the addendswith n mj j¹ - is equal to zero at these temporal positions.
Therefore, the exact and approximate solution are identical at correlation times M st t= t . Using equations (34)
and (35), the correlation function then becomes
g u M
K
ku J M m s
K
ku
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2
cos cos 2
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s
j
N
m
m j j j
2
2
1
2
1
1
2
j
j åt j p= +
= +
t t
= =-¥
¥
=
=
  
  
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟( ) ( ) · ( ) ( )
( ) ( )
( )
which is suitable to obtain the contrastK and pattern periodicity k2l p= of the unperturbed interference
pattern. If there is no greatest commondivisor gcdw , the superperiod st is infinite and the only position, where
the amplitudes have amaximumvalue of 1, is at 0t = . Therefore, the determination of the contrast and spatial
periodicity using equation (36) can always be applied to the correlation function at the correlation time
of 0t = .
2.5. Correlation function of single- and two-frequency perturbations
The properties of the explicit and approximate correlation function, discussed in sections 2.2 and 2.3, are
illustrated below for single- and two-frequency perturbations. The commonalities and differences of both
solutions are pointed out.
In the case of one perturbation frequency 1w (N= 1), the constraint in equation (20) is only fulfilled for
n m1 1= - . Thus, the explicit and approximate solution are identical. A correlation function of an interference
patternwithK=0.6, 2 mml = , a perturbation frequency 2 50 Hz1w p = and a peak phase deviation
0.761j p= is calculated according to equations (34) and (35) forN=1 and plotted infigure 2 at the top,
Figure 2.Top: correlation function of an interference patternwithK=0.6, 2 mml = and a perturbation consisting of
2 50 Hz1w p = , 0.761j p= calculatedwith equations (34) and (35) forN=1. Bottom: correlation amplitude depending on the
correlation time τ and the perturbation parameters resulting from equation (35). It has itsmaximumvalue of 1 at the temporal
coordinates M M2 20 ms1t p w= =t t· · , with M 0Ît .
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showing a clear periodic structure in the correlation length u and time τ. As seen from equation (34), the spatial
periodicity of the unperturbed interference pattern is recovered in the correlation function asmodulation along
u. At each τ, however, the contrast is reduced to K A22 t· ( ). As seen from equation (35) andfigure 2 at the
bottom, the amplitude A t( ) reaches itsmaximumat correlation times that aremultiples of the perturbation
time period 2 20 ms1p w = . Here, A t( ) becomes 1 and the contrast in the correlation function K 22 is directly
linked to the contrast of the unperturbed interference pattern. According to equation (7) andfigure 1, the
integrated interference patternwould be completely ‘washed-out’ for these perturbation parameters. Using
correlation theory, however, the contrast and spatial periodicity can be unveiled as described in section 2.4.
In the case of perturbation frequencies, that aremultiples of each other, the explicit solution of the
correlation function has to be used. This shall be demonstrated for two frequencies with 22 1w w= . Here,
equation (20) becomes n m n m21 1 2 2+ = - +( ) ( ) and the constraint is satisfied not only for integermultiplets
with n m1 2 1 2= - , but also for n m1 2 1 2¹ - , as n m n m, , , 1, 1, 1, 01 1 2 2 = -{ } { }. These terms lead to
additional contributions to the explicit correlation function in equation (30), causing a spatial and temporal
phase shift due to the not vanishing phases n m,j jj˜{ } and n m,j jF{ } (equation (29)). Therefore, the approximate
solution of equation (34) is not suitable, and the explicit solution has to be used. Infigure 3(a), a second-order
correlation function calculatedwith the explicit solution (equations (30) and (31)) is shown for an interference
patternwith a contrast ofK=0.6 and a spatial periodicity 2 mml = perturbedwith
2 50 Hz, 0.5 , 0.251 1 1w p j p f p= = = and 2 100 Hz, 0.5 , 0.252 2 2w p j p f p= = = - . The
approximate solution (equations (34) and (35)) including only the n mj j= - terms can be seen in figure 3(b)
and differs clearly from the exact solution in (a). Both correlation functions, figures 3(a) and (b), show a periodic
modulation in u-direction having the same periodicityλ as the unperturbed interference pattern. The
superperiod 2 20 mss gcdt p w= = can be identified in both correlation functions originating from the greatest
commondivisor of the involved perturbation frequencies 2 50 Hzgcdw p = . At correlation times, which are
multiples of this superperiod, the explicit and approximate correlation function are identical and the amplitudes
achieve theirmaximumvalue of 1 (see section 2.4). The difference between the exact and approximate solution,
which is solely given due to the termswith n mj j¹ - , is illustrated infigure 3(c). Its contribution to the
correlation function infigure 3(a) leads to the correlation time dependent phase shift of the pattern in u-
direction originating from the spatial correlation phases n m,j jj˜{ } and temporal phases n m,j jF{ }.
2.6. Transition between explicit and approximate solution
As discussed in section 2.3, the explicit and approximate solution (equations (30) and (34)) are identical in the
case of one perturbation frequency (N= 1) and also in the case of numerous frequencies jw , that are not
multiples of each other. A common scenario, when both solutions differ from each other, is the case when the
frequencies aremultiples of each other, e.g. forN perturbation frequencies Mj j 1w w= with
j N M2 , 0, 1j = ¼ Î ⧹{ }and M MN2 <¼< . Here, it shall be shown, that also in this case the approximate
solutionmight be suitable to describe the correlation function.
The explicit solution turns into the approximate, if the largest contributing addend in equation (30) for
n mj j¹ - is small compared to the largest addendwith n mj j= - . The amplitudes of all addends are given by
the peak phase deviations jj , via the product of the Bessel functions in equation (28). Themaximumvalue of the
Figure 3. (a) Second-order correlation function g u,2 t( )( ) of an interference patternwith a contrast ofK=0.6, a spatial periodicity
2 mml = perturbedwith two frequencies 2 50 Hz, 0.5 , 0.251 1 1w p j p f p= = = and
2 100 Hz, 0.5 , 0.252 2 2w p j p f p= = = - calculated according to equations (30) and (31). (b)Approximate solution calculated
with equations (34) and (35) including only the n mj j= - terms. (c)Difference between explicit and approximate solution solely
given by the termswith n mj j¹ - .
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Bessel function Jm j( ) is approximately achieved, if the order ism 1j» - for 1j andm=0 otherwise.
Therefore, the amplitude of the largest addendwith n mj j= - is given by
B J . 37n m j
j
N
j
1
1
2
j j jj j» j=-
=
-˜ ( ) ( ) ( ){ }
Using equation (20), the constraint for the integermultiplets n m c, kerj j Î{ } ( ) can bewritten as
n m M n m . 38
j
N
j j j1 1
2
å+ = - +
=
( ) ( ) ( )
This constraint is generally satisfied for themultiplet with n mj j¹ - , resulting in the largest contributing integer
multiplet
n m n m n m n m
M M
m m m m m m, , , , , , , ,
2
,
2
, 1 , , , , , , . 39N N N N1 1 2 2 3 3
2 2
2 2 3 3¼ = - + - ¼ -{ }{ } ( ) ( )
Using thismultiplet andm 1j» - for the order of the Bessel function, the amplitude (equation (28)) of the
largest addendwith n mj j¹ - contributing to the correlation function is
B J J J J . 40n m j
j
N
j1
2
2 1 2
3
1
2
j j
M
j
2
2 2 2
j j j j j» j j j¹- - -
=
-˜ ( ) ( ) ( ) ( ) ( ) ( ){ }
Here, the variable factor J 1
2M2
2
j( ) is given by M2 2 1w w= and determines the value of B n m jj j j¹-˜ ( ){ } . The ratio
of equations (37) and (40) is
B
B
J J
J J
. 41
n m j
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2
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2
1 2
j j
j j
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2 2
1 2
j
j
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j
j j
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( ) ( )
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A closer look to the Bessel function unveils that J 1
2M2
2
j( ) decays rapidly for M 22 1j> , which can be seenwith
the asymptotic formof the Bessel function for n0 11j< + [62]
J
n
1
1 2
, 42n
n
1
1j j» G + ⎜ ⎟
⎛
⎝
⎞
⎠( ) ( ) ( )
with n n1G + =( ) !denoting the gamma function. Therefore, the explicit solution approaches rapidly to the
approximate solution, once M 22 1j> .
Figure 4. (a) Shown is a perturbation consisting of two frequencies with 2 50 Hz, 0.5 , 0.251 1 1w p j p f p= = = and
M M, 2, 3, 4, 52 2 1 2w w= Î { }with 0.5 , 0.252 2j p f p= = - as calculated according to equation (30). (b)Approximate solution
of the second-order correlation function calculatedwith equation (34). (c)Difference between explicit and approximate solution
given by the termswith n mj j¹ - . The structure in (c) is almost vanished for M 42 = and disappeared for M 52 = . At this transition
point, the correlation functions in (a) and (b) are identical and the approximate solution is suitable for the analysis.
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Figure 4 shows an example for a two frequency perturbationwith M 2, 3, 4, 52 2 1w w= = { }. For
0.51j p= , the explicit solution should closely approach the approximate once M 2 32 1j> » , as can be seen in
figure 4. For M 42 = , the structure infigure 4(c) is almost vanished. In this case, the leading termof
equation (40) is about seven times smaller than B n m jj j j=-˜ ( ){ } in equation (37). The structure infigure 4(c)
disappears for M 52 = . Here, B n m jj j j¹-˜ ( ){ } is twenty-four times smaller than B n m jj j j=-˜ ( ){ } and has a negligible
contribution to the correlation function. Therefore, the correlation functions infigures 4(a) and (b) for M 52 =
are identical, proving the approximate solution to be suitable for the correlation analysis.
2.7. Amplitude spectrumof the second-order correlation function
As itmight be difficult to identify the involved perturbation frequencies from the correlation function (see
figure 3), the amplitude spectrumof the correlation function can be calculated and used for the determination of
the perturbation characteristics [54]. This is possible, as the Fourier transformof the correlation function equals
the power spectrumof the perturbedmeasurement signal according to theWiener–Khintchine theorem
[56, 57]. Therefore, the applied perturbation frequencies can be identified in the amplitude spectrumof
g u,2 t( )( ) . To determine the frequency components and their amplitudes, the temporal Fourier transform
g u u g u, , , e d2 1
2
2 i òt w t t= p wt-¥
¥( ( ))( ) ( )( ) ( ) of equation (30) is calculated
g u u
K
A ku
, , 2
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with the Fourier transformed amplitude of equation (31)
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Using e cos i sinn m n mi , ,nj mj j j j j, = F  ⋅ F F ( ) ( ){ } { }{ } and m:m jN j j1jw w= å ={ } , the amplitude in equation (44)
results in
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where mjw{ } are the frequency components and d w( ) theDirac delta function. The resulting amplitude spectrum
g u u, ,2 t w∣ ( ( ))( )∣( ) calculated from equations (43) and (45) is given by
g u u
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As for the explicit correlation function in equation (30), the sum in equation (46) is taken over the integer
multiplets n m c j N, ker , 1j j Î = ¼{ } ( ) resulting from the constraint in equation (20). Each addend shows a
periodic structure in the correlation length uwith the same spatial periodicityλ as the unperturbed interference
pattern, but shifted in u-direction by the spatial correlation phase n m,j jj˜{ } (equation (29)). The amplitude of this
modulation depends on the peak phase deviation jj , via the product of the Bessel functions in equation (28)
modified by the cosine of the temporal phase n m,j jF{ } (equation (29)). The frequency position of themodulation
is given by the frequency component m:m j
N
j j1jw w= å ={ } with the coefficients n m c, kerj j Î{ } ( ). The summed
up amplitude spectrum contains all frequency components up to amaximum frequencymax j jj w{ } resulting
from the strong decay of the Bessel function as discussed for the explicit solution of the correlation function
(equation (30)).
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The amplitude spectrumof the approximate second-order correlation function in equation (34) is
calculated from equation (46)using n mj j= - and reads
g u u
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Aswith the approximate solution, also the amplitude spectrum is independent from the spatial correlation
phases n m,j jj˜{ } and temporal phases n m,j jF{ }. Therefore, the spatial periodicity in the amplitude spectrum is
directly given by the periodicity of the unperturbed interference pattern. The amplitude of themodulation in u-
direction is now solely given by the peak phase deviations jj , via the square of the Bessel functions.
The amplitude spectrum corresponding to the second-order correlation function of the two frequency
perturbation shown infigure 3(a) is calculated according to equation (46) and plotted infigure 5(a) for positive
frequency components. The amplitude spectrumof the approximate solution of equation (47) is plotted in
figure 5(b). Infigure 5(c), the contribution of the addendswith n mj j¹ - to the explicit solution is shown. For
each frequency component, given bym m1 1 2 2w w+ with n m n m c, , , ker1 1 2 2 Î{ } ( ), themodulation of the
unperturbed interference patternwith the periodicityλ can be identified in the spatial direction u. Infigure 5(c),
the phase shift of the interference pattern in the spatial direction is caused by the spatial phases n m,j jj˜{ }. In
figure 5(b), the interference pattern is not shifted in the spatial direction u and the amplitudes of the involved
frequency components only depend on the peak phase deviations jj via the square of the Bessel functions in
equation (47). As for the transition between the explicit and approximate correlation function discussed in
section 2.6, the amplitude spectrumof the explicit correlation function (equation (46)) turns into the
approximate solution (equation (47)), if the largest contributing addend in equation (40) is small compared to
equation (37).
2.8.Determination of perturbation characteristics
The identification of unknownperturbation frequencies from the correlation function is difficult, because the
structure of the correlation function does not reveal the frequencies directly (see figure 3). The amplitude
spectrumoffers a better access to the frequency components included in the correlation function. In [54], a
numerical algorithm is described, which allows to identify unknown perturbation frequencies. After the
determination of the perturbation frequencies jw , either the explicit (equation (46)) or approximate solution
(equation (47)) is applied, depending on the specific perturbation spectrum (see end of sections 2.3 and 2.6), to
obtain the corresponding peak phase deviations jj and phases jf . The latter are not uniquely determined, as the
correlation function is invariant under phase transformations. However, it is possible to identify the original
phases by the reconstruction of the unperturbed interference patternwith the obtained perturbation frequencies
and amplitudes.
Figure 5. (a)Amplitude spectrum g u u, ,2 t w∣ ( ( ))( )∣( ) of a perturbationwith 2 50 Hz, 0.5 , 0.251 1 1w p j p f p= = = and
2 100 Hz, 0.5 , 0.252 2 2w p j p f p= = = - calculated according to equation (46). (b)Approximate solution of the amplitude
spectrum calculated using equation (47). (c)Contribution of the addendswith n mj j¹ - to the amplitude spectrum in (a).
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2.8.1. Invariance of the correlation function
As discussed in section 2.4, the contrast and pattern periodicity of the unperturbed interference pattern can be
unveiled from the second-order correlation function. Using the amplitude spectrum, also the perturbation
frequencies, amplitudes and phases can be determined (section 2.7). However, the perturbation phases can not
be uniquely obtained. For a single perturbation frequency, for instance, the phase information is completely lost
in the correlation function.However, for larger numbers of perturbation frequencies (N 1> ), the phase
informations are not completely lost. For N 1> , only relative phase information can be unveiled. In this
context, it is useful to understand underwhich phase transformation j jf f ¢ the correlation function stays
invariant.
As only time and position differences between particle events are taken into account, the second-order
correlation function is invariant under position shifts y y y0 + and time transformations t t t0 + . Using
equations (1) and (2) such a time transformation and position shift equals transformations
y y y t t ky , 480 0j j + =  + ( ) ( ) ( )
t t t t . 49j j j0 0f f w + =  + ( )
Furthermore, the correlation function is invariant under simultaneous time and space reversal:
t t y y, -  - , because only time and space differences are taken into account. According to equations (1)
and (2), this transformation equals a phase transformation
t t y y, . 50j jf f p -  - =  - + ( )
Hence, under above phase transformations (equations (49) and (50)) the correlation function stays unchanged.
Exemplary, the invariance is calculated for a perturbationwith two frequencies (N= 2) and phases 1f and
2f . According to equation (49), the correlation function is invariant for following phase transformations
t t, . 511 1 1 0 2 2 2 0f f w f f w= + = +ˆ ˆ ( )
Eliminating t0 yields
. 522
2
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Every phase duplet ,1 2f f{ ˆ ˆ }described by this equation, yields the same correlation function as the original phase
duplet ,1 2f f{ }. Therefore, the absolute phases 1f and 2f can not be uniquely determined by the correlation
analysis. A second set of phase duplets ,1 2f f{ ˜ ˜ }with identical correlation functions can be found after evaluating
the phase transformation for time and space reversal from equation (50)
, , 531 1 2 2f f p f f p= - + = - +˜ ˆ ˜ ˆ ( )
yielding togetherwith equation (52)
1 . 542
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As result, there are two linear equations (equations (52) and (54)), that describe the same correlation function. It
is thus not possible to determine the original phases 1f and 2f from the correlation analysis.
2.8.2. Determination of perturbation phases
Although the original phases jf can not be determined by the correlation analysis, the identification is possible
by the reconstruction of the unperturbed interference pattern using the obtained perturbation parameters jw
and jj [54]
y y t y t
2 2
cos , 55i i i i
j
N
j j i j,new
1
ålp j
l
p j w f= - = - +=
( ) ( ) ( )
with the spatial coordinate of the reconstructed interference pattern yi,new , the time-dependent perturbation
tij ( ) (equation (2)) and yi, ti the spatial and temporal coordinate of particle i forming the perturbed interference
pattern. The phases jf are varied until themaximumcontrast of the reconstructed interference pattern is
achieved. Using equations (52) or (54) in the reconstruction process, the free parameter space for the phases jf
can be reduced by one-dimension.
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3.Numerical second-order correlation function
In this chapter, the characteristics of the numerical second-order correlation function used for the evaluation of
the experimental data are analyzed in detail. First, the numerical correlation function is derived and investigated
how the discretization affects the obtained parameters as contrast and perturbation amplitude. A theoretical
description of the influence on the correlation analysis and the effect of noise is presented. This theory is
numerically cross-checked by simulations of single-particle interference. Afterwards, the possibility to use the
correlation analysis for broad-band frequency noise is demonstrated by a simulationwith aGaussian distributed
noise. At the end of this chapter, the application limits of the second-order correlation theory are discussed.
3.1. Correlation function for discrete signals
So far, the correlation function has been calculated from the analytic probability distribution of particle impacts
at the detector. In reality, however, the detector yields a discrete signal of particle impacts for afinite acquisition
timeT. The corresponding second-order correlation function g u,2 t( )( ) is thus extracted from this detector
signal f y t,( ) consisting ofN particle arrival times ti and coordinates yi, (i N1= ¼ )
f y t y y t t, . 56
i
N
i i
1
å d d= - -
=
( ) ( ) ( ) ( )
Here, δ denotes theDirac delta function, which assures normalization of f y t,( )
f y t y t N, d d . 57ò ò =-¥
¥
-¥
¥
( ) ( )
The approximation of the particle impacts in the detection plane by theDirac delta function is suitable as the
pulsewidth at the detector ismuch smaller than themean time distance between particle impacts. Using this
definition of the detector signal, the correlation function is calculated according to equation (9). As before, the
denominator is calculated first
f y u t
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with the acquisition timeT and lengthY. The second term in the denominator can be determined from
equation (58) for u=0 and 0t = , yielding f y t N TY, y t, =⟪ ( )⟫ . Using equation (56), the numerator in
equation (9) becomes
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With the results of equations (58) and (59), the discrete second-order correlation function is given by
g u
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To achieve a proper correlation function, which can be comparedwith the analytic theory, it is necessary to
implement a temporal and spatial discretization step size tD and uD in equation (60), yielding
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with Nu,t denoting the number of particle pairs (i, j)with distances y y u u u u2, 2i j- Î - D + D( ) [ ]and
time separations t t 2, 2i j t t t t- Î - D + D( ) [ ].
Due to thefinite acquisition timeT and lengthY, the probability to detect particle impacts with large
temporal and spatial differences is reduced by a factor of T1 t-( ) and u Y1 -( ∣ ∣ ), respectively. Therefore,
the number Nu,t in equation (61) has to be corrected for this effect, resulting in
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Aswith the analytic correlation function, the numerical correlation function in equation (62) is normalized
to one.
Three correlation functionswith different spatial and temporal discretization step sizes are illustrated in
figure 6. They are extracted using equation (62) from a single-particle simulation of an interference pattern
(section 3.3)with a contrastK=0.6 and a spatial periodicity 2 mml = perturbedwith 2 50 Hz1w p = and
0.751j p= . If uD and tD are too large, the structure in the correlation function gets ‘smeared out’ as can be
seen infigure 6(a). In contrast, the structure is clearly visible infigure 6(b). However, the noise in the correlation
function increases compared tofigure 6(a). This noise grows larger for even smaller discretization step size as
seen infigure 6(c). Therefore, it is necessary to understand the effects of discretization and choose uD and tD in
an appropriate way.
3.2.Discretization effects
In this section, the effects of the discretization step size on the correlation analysis and noise in the correlation
function are analyzed. Therefore, the influence on the contrast and peak phase deviation due to the
discretization of the correlation function is derived for one perturbation frequency. The theory reveals how the
spatial and temporal discretization step size have to be chosen. Afterwards, a theoretical description for the noise
in the correlation function and the corresponding amplitude spectrum is derived. Thereby, an optimum spatial
discretization step size is found, resulting in amaximum signal-to-noise ratio. At the end, an estimation of the
smallest detectable peak phase deviation is given.
3.2.1. Influence on correlation analysis
To study the influence of the spatial and temporal discretization step size uD and tD , the analytic solution from
equation (34) is used. For simplicity, only one perturbation frequency 1w is taken into account. Discretizing the
correlation function into temporal and spatial intervals tD and uD , then yields
Figure 6.Correlation functions with different temporal and spatial discretization step sizes uD and tD extracted according to
equation (62) from a single-particle simulation of an interference patternwith a contrastK=0.6 and a spatial periodicity 2 mml =
perturbedwith 2 50 Hz1w p = and 0.751j p= . (a)The structure is ‘smeared out’, because the discretization step size is too large.
(b)Compared to (a), the structure is clearly visible, but the noise increases with smaller uD and tD . (c) For even smaller discretization
step size, the noise grows larger.
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For u 0D = and 0tD = , equations (63) and (64) yield the analytic solution of the correlation function in
equations (34) and (35) forN=1.
As discussed in section 2.4, the contrastK and spatial periodicityλ of the unperturbed interference pattern
are determined from the correlation function at 0t = (equation (36)). For this correlation time, equations (63)
and (64) become
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Thus, the spatial periodicity k2l p= is not influenced by the discretization step size, but the extracted contrast
Kg 2( ) ismodified to
K u K A k
u
, , 0 sinc
2
. 67g 12 t jD D = DtD ⎜ ⎟
⎛
⎝
⎞
⎠( ) · ( ) · ( )( )
This contrast is zero formultiples of 2 1t p wD = and u lD = , because the sinc-function is zero for this
values. For 0tD  and u 0D  , the sinc-functions in equations (66) and (67) approach to 1. Full contrastK is
only achieved for u 0tD = D = . The dependence of the extracted contrast Kg 2( ) on tD and uD is illustrated in
figure 7(a) for a peak phase deviation of 0.751j p= . The dependence of the extracted contrast on the temporal
discretization step size tD and the peak phase deviation 1j is shown infigure 7(b) for u 0.1lD = .
To determine the perturbation frequency 1w and corresponding peak phase deviation 1j from the
correlation function, the analytic amplitude spectrumof equation (47) is used. For discrete signals, the
amplitude spectrum also depends on uD and tD . This dependence is calculated from equations (63) and (64)
with a temporal Fourier transformation, yielding
Figure 7. (a)Dependence of the extracted contrast K u K, , 0.75g 12 t j pD D =( )( ) on the spatial and temporal discretization step
size uD and tD for one perturbation frequency 1w with a peak phase deviation of 0.751j p= . (b)Dependence of
K u K0.1 , ,g 12 l t jD = D( · )( ) on the temporal discretization tD and peak phase deviation 1j for u 0.1lD = .
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with the frequency components m1 1w . Comparing equation (68)with the analytic solution in equation (47) for
N=1, it can be seen, that the frequency components m1 1w are not changed, but their amplitudes Jm 1 21 j( ) are
modified in equation (68) due to the spatial and temporal discretization. This dependence is calculated for the
amplitude of the fundamental frequency component in equation (68)withm 11 = and u=0, resulting in
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with themodified amplitude J1 1
2j( ¯ ) of the fundamental frequency component 1w depending on uD and tD
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Here, the amplitude of the fundamental frequency component J1 1
2j( ) is reduced by the factor of
ksinc sincu
2 1 2
w tD D( ) ( ), which needs to be taken into account for the determination of 1j . Therefore, the peak
phase deviation 1j¯ extracted from the amplitude spectrumof the correlation function also depends on the
discretization step size via the square of the Bessel function. For u 0D  and 0tD  , equation (69) results in
K J22 1 1
2j· ( ) yielding the correct peak phase deviation 1j .
3.2.2. Influence of noise
As discussed in section 3.1, a real experiment requires the correlation function to be derived from afinite
number of detection events.More precisely, it is calculated from the number of correlated particle pairs Nu,t
within a given correlationwindow tD and uD . Due to the statistical nature of the particles, Nu,t is subject to
Poissonian noise, which is transferred onto the correlation function and the corresponding amplitude spectrum.
In principle, this limits the signal-to-noise ratio and theminimumdetectable perturbation amplitude.
In the following section, this effect is estimated and optimal settings for the discretization step size are found.
Therefore, allfluctuating variablesX are described by their correspondingmean values Xá ñand variances X2s ,
with Xs being the standard deviation
X X X X . 71X
2 2 2 2s = á - á ñ ñ=á ñ - á ñ( ) ( )
For simplicity reasons the analysis is restricted to correlation times Tt  and positions u Y .With the
correlation function from equation (62) being normalized to 1, it can be found
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The expected standard deviation can then be calculated yielding
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With Nu,t following a Poissonian distribution, variance andmean value are directly linked
N N N , 74N u u u
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As expected, the variance (noise) of the correlation function depends on the total number of detected particles
and the number of bins N T t= Dt and N Y uu = D in the temporal and spatial direction.
Before calculating, how the noise in the correlation function transfers onto its amplitude spectrum, the
correlation function is split in two parts: thefirst part gid
2( ) describing the ideal correlation function, as expected
in the limit of infinite detection events and the second part f describing the noise only
g g f . 762
id
2t t t= +( ) ( ) ( ) ( )( ) ( )
Obviously,mean values and standard deviations of these functions are given to
g g f, 0 and 0, . 77g f gid
2 2
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Following this description, the amplitude spectrumof the correlation function reads
, 78id id    w w w w w= + » +∣ ( )∣ ∣ ( ) ( )∣ ∣ ( )∣ ∣ ( )∣ ( )
with  and  denoting the discrete Fourier transforms of the time discrete signals g 2( ) and f
f f
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Here, maxt denotes themaximum correlation time up towhich the correlation function is evaluated. The noise
in the spectrum is thus solely included in  w∣ ( )∣. Using Parsival’s theorem [63] together with N maxmax t t= Dt ,
it can be found
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and thus a direct link between the noise in the power spectrum and the noise in the correlation function
(equation (75))
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The signal-to-noise ratio uSNR , tD D( ) of the amplitude spectrumused for the determination of the peak
phase deviation 1j can be calculatedwith equations (69), (70) and (81) yielding
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For 0tD  , the sinc-function approaches to 1 and the signal-to-noise ratio only depends on the spatial
discretization step size uD . The function f k k ksinu u u
2 2 2
1
2=D D D( ) ( ) ( ) has a globalmaximumat the position
k 1.1656
u
2
opt =D with themaximumvalue of f k 0.8512u
2
opt =D( ) . Hence, the optimum spatial discretization
step size, leading to amaximumof the signal-to-noise ratio, becomes
u 0.371 . 84opt lD = · ( )
The signal-to-noise ratio calculatedwith equation (82) is plotted infigure 8 for different spatial and temporal
discretization step sizes. The optimum spatial discretization step size is clearly visible at u 0.371lD = . From
equations (82) and (83), the optimum signal-to-noise ratio is deduced for u 0.371opt lD = · and 0tD 
u K J
N T
Y
SNR 0.371 , 0 0.5183 . 85opt opt 2 1 1
2 maxl t j t lD = D  =( · ) · ( ) · ( )
A lower limit for the identification of small peak phase deviations 11j  can be derived from equation (85) by
setting SNRopt equal to 1. This sets the threshold at which the noise and signal have equal amplitude.With
J 41 1
2
1
2j j»( ) and equation (85), this yields
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For themeasurement of small peak phase deviations it is thus favorable to have an interference patternwith large
contrastK and pattern periodicityλ. Furthermore, a large number of particlesN decreases theminimum
detectable peak phase deviation.
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3.3. Simulations of single-particle interference
Tonumerically cross-check the theoretical calculations in section 3.2, a set ofN particles with temporal and
spatial coordinates t y i N, , 1i i = ¼( ) have been simulated. Therefore, time and position coordinates are
generated according to the corresponding distribution functions using the acceptance-rejectionmethod [64].
For the temporal coordinates, the probability distribution of time differences t t ti i i1D = -+ between
successive events is used, which for Poisson statistics is given by [65]
p t e . 87cr tD = - D( ) ( )·
Here, cr=N/T denotes themean count rate. Following this distribution function, a set of N 1- time
differences t i N, 1 1iD = ¼ - is generated. Startingwith the first event at t 01 = , the time steps for successive
events are given by
t t . 88j
i
j
i
1
1å= D
=
-
( )
After having generated all time coordinates ti, the corresponding spatial coordinates yi are created according to
the probability distribution
p y t K ky t, 1 cos , 89i ij= + +( ) ( ( )) ( )
with the time-dependent perturbation tij ( ) from equation (2). This results in a full set of time and position
coordinates.
Such a simulation has beenmade for an interference patternwith a contrast ofK=0.6, a spatial periodicity
of 2 mml = and a single frequency perturbation tj ( )with 2 50 Hz1w p = and 0.41j p= .With an
acquisition time ofT 39.05 s= and length Y 20 mm= ,1.95 105´ particles have been simulated. This
parameters have been chosen in accordance to typical experimental parameters [54]. The correlation function
was extracted from the simulated data according to equation (62) for different spatial discretization step sizes
( uD ), a temporal discretization step size ( 0.2 mstD = ) and amaximumcorrelation time of 1 smaxt = . The
temporal discretization step size is chosen to ensure that it does not reduce the signal-to-noise ratio (see figure 8
for 0.01
2
1tD =wp ). Three correlation functions for different spatial discretization step sizes uD are illustrated in
figure 9. The cut line at u 0 mm= plotted below each correlation function shows that the signal decreases for
increasing uD from figures 9(a)–(c). Therefore, the structure in the correlation function is ‘smeared out’.
Additionally, the noise decreases for a larger spatial discretization step size, because themean particle number
increases (equation (75)). The relation between this two effects leads to an optimum u 0.371opt lD = ·
(equation (84)) that provides amaximumof the signal-to-noise ratio (see equation (85)), which is illustrated in
figure 9(b).
As the correlation functions infigure 9,many correlation functions with different spatial discretisation step
sizes ranging from u 0.009lD = to u 2lD = are extracted from the above simulation according to
equation (62). For each correlation function, the amplitude spectrumwas calculated at the spatial position
u 0 mm= using a numerical Fourier transformation. The signal height of the peak at the 50 Hz position and
the standard deviation of the noise were determined in each spectrum. The result for the extracted signal height
is plotted infigure 10(a) (blue dots). The standard deviation of the noise is shown in 10(b) and the signal-to-
noise ratio infigure 10(c). The theoretical curve infigure 10(a) (red solid line)was calculated using equation (69)
with the parameters of the simulation. For u 0.1lD > , the signal height is significantly reduced, because the
structure in the correlation functions begins to ‘smear out’ (see figure 9(b))until it is totally vanished for
Figure 8. Signal-to-noise ratio calculatedwith equation (82) and normalized toα (equation (83)) and f k 0.8512
u
2
opt =D( ) . The
optimum spatial discretization can be identified at u 0.371lD = .
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u 1lD = (see figure 9(c)). The theoretical curve infigure 10(b) is evaluatedwith equation (81) indicating that
the noise is reduced for larger u lD due to the increasingmean particle number Nu,á ñt in equation (75). The
theoretical signal-to-noise ratio infigure 10(c) is calculated according to equations (82) and (83) illustrating the
predicted optimumat u 0.37opt lD = . The corresponding correlation function is shown infigure 9(b). The
minimumdetectable peak phase deviation in equation (86) can be calculatedwith the above values and
yields 1.49 101,min
2j p= ´ - .
3.4. Correlation analysis of broad-band frequency noise
Todemonstrate the possibility, using the correlation analysis to describe not only single perturbation
frequencies but also broad-band noise spectra, the following single-particle simulation has beenmade. The
temporal coordinates ti of the particles are generated in the sameway as described in section 3.3. The
perturbation caused by a broad-band frequency noise is given by the corresponding amplitude spectrum jj wˆ ( )
and phase spectrum jwFˆ( ). This is different to the former simulation, where the time-dependent perturbation
tij ( )was given by equation (2).With the amplitude and phase spectrum, the time-dependent perturbation tij ( )
for the temporal coordinate ti can be calculated using a discrete Fourier transformation
Figure 9.Three correlation functions for different spatial u lD and a fixed temporal discretization step size 2 0.011tw pD = . They
are extracted from a single-particle simulation of an interference patternwithK=0.6 and 2 mml = perturbedwith
2 50 Hz1w p = and 0.41j p= used in equation (89). The spatial discretization step size is increased from (a) to (c). Below each
correlation function, the cut line at the spatial position u 0 mm= is plottedwhich is used for the calculation of the amplitude
spectrum. The signal decreases for increasing discretization step size and therefore, the structure of the correlation function is
‘smeared out’until it is vanished in (c). On the other hand, the noise decreases for larger u lD resulting in amaximum signal-to-
noise ratio at u 0.37lD = which is illustrated in (b).
Figure 10. (a) Signal height of the peak at the 50 Hz position in the amplitude spectrumof the correlation function (bluedots). The solid
red line indicates the theoretical signal height calculatedwith equation (69). (b)The standarddeviation of the noise determined from the
amplitude spectrum.The theoretical curvewas evaluated using equation (81). (c)The signal-to-noise ratio of the data points in (a) and
(b) shows a good agreement to the theory calculated according to equations (82) and (83). The optimumspatial discretization can be
identified at u 0.37opt lD = .
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with the number of frequencies in the spectrum Nw. The spatial coordinate yi is determined as before according
to the probability distribution (equation (89))with the calculated phase shift of equation (90). For the simulation
demonstrated here, a Gaussian distributed noise spectrumwith uncorrelated phases is applied. The discrete
amplitude spectrum is thus given by
e 91j 0
j1
2
0 2j w j= - w wsw-( )ˆ ( ) · ( )
and the phase spectrum jwFˆ( ) is randomly distributed between p- andπ. Here, 0j denotes themaximumpeak
phase deviation, 0w the central frequency and sw the frequency standard deviation (bandwidth).
An interference pattern consisting of 5 105´ particles acquired in 100 swith a contrast ofK=0.6 and a
spatial periodicity 2 mml = was perturbed by aGaussian distributed noise according to equation (91)with
2 100
2j p= ´ - , 2 50 Hz0w p = and 2 5 Hzs p =w . The frequency spectrumused for the simulation
ranges from30 to 70 Hzwith a resolution of 1 mHz. After the simulation, the amplitude spectrum j simj wˆ ( ) of
the created time-dependent perturbation (equation (90)) is calculated using a numerical Fourier transformation
and plotted infigure 11 (blue solid line). The noise on theGaussian distribution originates from the finite
acquisition time and the randomly chosen phases.
The correlation function of the simulated interference pattern is extracted according to equation (62)with a
spatial and temporal discretization of uD = 67 μmand 1 mstD = , that were chosen to have a good signal in
the correlation function. Infigure 12(a), the resulting correlation function g u,2 simt( )( ) is shown. The contrast
K 0.587 0.003g 2 = ( ) and spatial periodicity 1.996 0.001 mmg 2l = ( )( ) are determined by fitting
equation (36) to the correlation function at the temporal position 0 mst = (see section 2.4). The superperiod
of 20 msst = belongs to the central frequency of 50 Hz. The contrast of the correlation function decays on
timescales of 2t p sµ w . Infigure 12(a), the contrast is almost vanished for 85 mst > . This point is shifted to
higher correlation times for smaller sw until the single frequency case with 2 50 Hz1w p = is reached. For
larger sw, more frequency components with randomphases contribute to the perturbation and the resulting
time-dependent perturbation tij ( ) becomesmore uncorrelated between two time stamps. Therefore, the
corresponding particles are also uncorrelated and the contrast in the correlation function vanishes for shorter
correlation times until it is completely lost.
To determine the characteristics of theGaussian distributed noise ( 0j , 0w and sw), equations (34) and (35)
are used togetherwith the amplitude spectrumof the applied perturbation jj wˆ ( ) in equation (91) as argument of
the Bessel function
g u
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The approximate correlation function can be used for the theoretical description of broad-band frequency noise
as long as the number of involved frequencies is large enough, so that the constraint in equation (20) is only
fulfilled for n mj j= - . The contrast Kg 2( ) and spatial periodicity g 2l ( ) extracted according to section 2.4 are fixed
parameters for thefit to the correlation function of the simulation infigure 12(a). Thefit parameters are 0j , 0w
Figure 11.The blue solid line indicates the amplitude spectrum j simj wˆ ( ) . It is calculatedwith a numerical Fourier transformation
from the time-dependent perturbation tij ( ) (equation (90)) used for the simulation in equation (89). Theoretical amplitude
spectrum j theorj wˆ ( ) (red solid line) resulting from thefit of equation (92) to the correlation function extracted from the simulated
data. The determined characteristics of theGaussian distributed noise in equation (91) are 1.48 0.02 100
2j p=  ´ -( ) ,
2 49.97 0.11 Hz0w p = ( ) and 2 5.01 0.11 Hzs p = w ( ) .
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and sw in the discrete amplitude spectrumof theGaussian distributed noise (equation (91)). The resulting
theoretical correlation function g u,2 theort( )( ) is illustrated infigure 12(b) and shows a good agreement with the
correlation function of the simulation. The corresponding amplitude spectrum j theorj wˆ ( ) resulting from the
fitted theoretical correlation function is plotted infigure 11 (red solid line). It is also in good agreement with the
amplitude spectrumof the applied perturbation (blue solid line). The determined characteristics of theGaussian
distributed noise in equation (91) are 1.48 0.02 100
2j p=  ´ -( ) , 2 49.97 0.11 Hz0w p = ( ) and
2 5.01 0.11 Hzs p = w ( ) , which are in good agreement with the original values.
Infigure 13, the amplitude spectra of the simulated and theoretical correlation function,
g 0, 0,2 sim t w∣ ( ( ) )( )∣( ) (blue solid line) and calF g 0, 0,2 theort w{ }∣ ( ( ) )( )∣( )\ (red solid line), are plotted. Both are
calculatedwith a numerical Fourier transformation at u 0 mm= with a frequency resolution of 100 mHz. The
theoretical amplitude spectrum agrees well with the simulation. The theoretical description of the amplitude
spectrumof the correlation function is given by equation (47) for u 0 mm= and positive frequencies using the
amplitude spectrumof the perturbation in equation (91) as argument of the Bessel function
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The broad frequency distribution around 50 Hz originates from the fundamental frequencies of the applied
perturbation. They are represented in equation (93) by thefirst order of the Bessel function m 1j =( ). The
distributions around 0 and 100 Hz are generated by the sumand difference frequencies (intermodulation terms)
of the perturbation frequencies. Additionally, the distribution around 150 Hz originates from the sumof three
frequency components of the applied perturbation.
Figure 12. (a)Correlation function of an interference patternwithK=0.6 and 2 mml = perturbed by aGaussian distributed noise
according to equation (91)with 2 100
2j p= ´ - , 2 50 Hz0w p = , 2 5 Hzs p =w and a frequency resolution of 1 mHz. The
superperiod of 20 msst = belongs to the central frequency of 50 Hz.With the full width at halfmaximum (FWHM) of the applied
noise spectrumbeing FWHM 2 2 ln 2 2 11.8 Hzs p= » ´w( ) , the contrast in the correlation function vanishes on a timescale
2 FWHM 85 mst p= » . (b)Theoretical correlation function resulting from thefit with equation (92). Here, the argument of the
Bessel function is given by the discrete amplitude spectrum in equation (91).
Figure 13.Amplitude spectra of the simulated (blue solid line) and theoretical correlation function (red solid line)determined from
the numerical Fourier transformation calculated at u 0 mm= .
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If the properties of the applied perturbation are not known a priori, the amplitude spectrum can be used to
get a reference to the shape and frequency characteristics, because they are included in the spectrum. Infigure 13,
the central frequency of 50 Hz can be identified at the position of themaximum frequency distribution in the
amplitude spectrum and used as starting value for the theoretical fit function (equation (92)). If the central
frequency of the perturbationwould have been 100 Hz, for example, the distribution around 50 Hzwould not be
present in the spectrum. The frequency standard deviation of the frequency distribution around 50 Hz is
broadened because of additional terms in equation (93), that do not correspond to the fundamental
perturbation frequencies m 1j =( ). However, it can be used asmaximum frequency standard deviation for the
theoretical fit function. The applied perturbation spectrum can be identified, if the frequency distributions
contained in the resulting amplitude spectrum are separated. They can overlap, if the amplitudes of the
perturbation spectrum are large or for very broad spectra.
3.5. Application limits of the second-order correlation analysis
The second-order correlation analysis can not be applied under all conditions. Especially, the possibility to
determine the perturbation frequency and amplitude is crucial. Therefore, the limits of the applicability of the
second-order correlation analysis shall be pointed out.
If the time offlight ttof , that the particles spend in the area of perturbation, ismuch shorter than the cycle
time of the oscillation (t 2tof 1p w ) each particle probes the perturbation t tcos1 1 1  w f= +( ) ( ) at a
constant time, yielding a phase shift
t t t t tcos . 94tof 1 tof 1 1
1
 j w f~ = +
j
  ( ) ( ) · ( ) ( )
If, however, the time offlight is comparable to the cycle time of the perturbation or even larger, the particle
experiences a temporal changing perturbation on its way through the area of dephasing, resulting in a phase shift
t t t t
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Therefore, the total phase shift 1j is reduced as compared to 1j and vanishes for N t21 tofw p= , with N Î ,
and in the limit 1w  ¥. In these cases, the perturbation characteristics can not be obtained using the
correlation analysis.
In general, the second-order correlation theory can be used for periodic oscillations, even if the average
particle count rate is lower than the perturbation frequency, because of the infinite coherence of such a
perturbation. Due to the strong decay of the Bessel function Jm jj j( ), the highest order per perturbation
frequency contributing to the correlation function ismj j,max j» . Therefore, themaximum frequency
component of all perturbation frequencies included in the correlation function is given bymax j jj w( ), which
arises from the argument of the cosine in equations (31) and (35). For slow and randomperturbations with a
high peak phase deviation this product sets a lower limit for the average particle count rate to get a good
agreement between experiment and theory.
4. Conclusion
Single-particle interferometry is an outstanding instrument in the field of quantumphysics and sensor
applications. Due to the high sensitivity of interferometers, they are susceptible to dephasing effects originating
from electromagnetic oscillations [52, 53], mechanical vibrations [54] or temperature drifts. Compared to
decoherence, dephasing is a collective shift of the particle wave function and the contrast is only reduced in the
temporally integrated interference pattern. Therefore, dephasing can in principle be reversed. Using second-
order correlation theory, thewave properties can be identified and the perturbation characteristics can be
determined. This was demonstrated experimentally in former publications for electromagnetic perturbations
[52, 53] andmechanical vibrations [54]. This paper provides the theoretical fundament for those articles and
other future applications in various fields of single-particle interferometry. It gives a detailed description of the
analytic solution to the second-order correlation function and its numerical application.
We presented the full analytic derivation of our two-dimensional second-order correlation theory for
multifrequency perturbations. The difference between the explicit and approximate solutionwas discussed and
areas of validity were investigated. The amplitude spectra of both solutions, that are used for the identification of
the perturbation characteristics [54], have been calculated.We provided the numerical solution of the
correlation function and investigated the dependence of the extracted contrast and perturbation amplitude on
the discretization step size. The influence of noise on the correlation function and corresponding amplitude
spectrumwas investigated and an optimum spatial discretization step size was provided to achieve amaximum
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signal-to-noise ratio, whichwas used in a previous publication [60] for the identification of the electrical
network frequency. The validity of our calculations could be demonstratedwith a single-particle simulation of a
perturbed interference pattern evaluated for different spatial discretization step sizes. The possibility to analyze
broad-band frequency noise was shown using a simulated interference pattern perturbed byGaussian
distributed noise.
Ourmethod is a powerful tool for the proof of single-particle interferences, even if they are vanished in the
spatial signal. Especially formobile interferometers or experiments in perturbing environments, the
requirements for vibrational damping and electromagnetic shielding can be reduced. Furthermore, it is suitable
to analyze the characteristics ofmultifrequency perturbations and broad-band noise. Therefore, it has possible
sensor applications, whichwas demonstrated formechanical vibrations in an electron interferometer [54]. It can
be used in principle in every interferometer generating a spatial interference pattern on a detector with high
spatial and temporal single-particle resolution. Thismakes ourmethod applicable in awide range of
experiments.
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Vibrations, electromagnetic oscillations, and temperature drifts are among the main reasons for dephasing
in matter-wave interferometry. Sophisticated interferometry experiments, e.g., with ions or heavy molecules,
often require integration times of several minutes due to the low source intensity or the high velocity selection.
Here we present a scheme to suppress the influence of such dephasing mechanisms—especially in the low-
frequency regime—by analyzing temporal and spatial particle correlations available in modern detectors. Such
correlations can reveal interference properties that would otherwise be washed out due to dephasing by external
oscillating signals. The method is shown experimentally in a biprism electron interferometer where a perturbing
oscillation is artificially introduced by a periodically varying magnetic field. We provide a full theoretical
description of the particle correlations where the perturbing frequency and amplitude can be revealed from the
disturbed interferogram. The original spatial fringe pattern without the perturbation can thereby be restored. The
technique can be applied to lower the general noise requirements in matter-wave interferometers. It allows for the
optimization of electromagnetic shielding and decreases the efforts for vibrational or temperature stabilization.
DOI: 10.1103/PhysRevA.89.033635 PACS number(s): 03.75.Dg, 41.85.−p, 07.77.Ka
I. INTRODUCTION
Matter-wave interferometers with electrons [1–4],
atoms [5,6], neutrons [7,8], molecules [9,10], or ions [4,11,12]
are all extremely sensitive to dephasing mechanisms. Thereby,
the phase of each single-particle wave is shifted relative to
the detector by a temporal varying process. Integrating the
individual interference patterns with such alternating phase
shifts leads to a loss of contrast, even if full coherence is
still maintained in the system. However, if the time-dependent
phase shift were known, the dephasing could be corrected and
full contrast could be recovered. Decoherence, on the other
hand, causes a loss of contrast on the single-particle level,
which cannot be corrected for.
The origin of dephasing mechanisms can be quite different,
such as mechanical vibrations [13], temperature drifts, or,
especially important in the case of charged-particle interfer-
ometers, electromagnetic oscillations. While high-frequency
perturbations can be efficiently suppressed via vibrational
isolation systems, electric filters, and mu-metal shieldings,
low-frequency components become dominant. They can only
be partially addressed by, e.g., using complex shielding
schemes, low noise beam guiding electronics, and filtering
of the 50 Hz oscillation of the electric network. Moreover,
the beam emission center might drift in position, as has
been observed for conventional field ionization sources such
as “supertips” [14], which was a major obstacle in the first
realization of ion interferometry [4,11,12]. The suppression of
low-frequency oscillations is therefore of major importance
for the realization of stable particle interferometers. It is,
for instance, a substantial challenge for the realization of
*a.guenther@uni-tuebingen.de
†alexander.stibor@uni-tuebingen.de
sophisticated ion interference experiments [4,11,12], e.g., in
the context of Aharonov-Bohm physics [15,16], where long
signal integration times are necessary.
In this article, we describe a method to significantly de-
crease the influence of low-frequency oscillations by including
temporal and spatial particle correlations in the data analysis.
The method is demonstrated experimentally using an electron
interferometer, where a modern delay line detector [17]
provides not only spatial information about the particle impact
but also high temporal resolution. This makes them superior
to commonly used multichannel plates (MCPs) in conjunction
with a fluorescence screen, which does not allow for high-
precision time and position measurements. We show that, even
after strong dephasing oscillations, the interference pattern can
be recovered via correlation analysis. Therefore, we provide
a full theory, which takes into account spatial and temporal
correlations of all particle pairs. In principle, this method can
be used for all periodic dephasing oscillations in the low-
frequency regime below the particle count rate. Our method
is thus of special importance in matter-wave experiments
where temperature drifts or mechanical oscillations from the
environment, such as the building, the cooling system, or the
vacuum pumps, tend to wash out the interference pattern.
For periodic perturbations, our procedure can determine
the frequency and amplitude of the dephasing signal and
completely restore the spatial fringe pattern. The capability
to identify the origin of dephasing is helpful for the design of
further shielding or filtering in a matter-wave interferometer.
II. EXPERIMENT
We demonstrate the correlation analysis using a biprism
electron interferometer. It was originally constructed by
Hasselbach et al. [4,11,12] and modified with a new beam
1050-2947/2014/89(3)/033635(5) 033635-1 ©2014 American Physical Society
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FIG. 1. (Color online) In-vacuum setup of the electron biprism interferometer, which is a modified version of the one described in [4,11,12]
(not to scale). An electron beam is field emitted from a single-atom tip [18,19] and adjusted by deflector electrodes toward the optical axis. The
electron matter waves are coherently separated and recombined by an electrostatic biprism [1]. The resulting interference pattern is magnified
by quadrupole lenses and detected in a delay line detector [17]. It can be artificially disturbed by a time-varying field originating from two
magnetic coils, which are placed outside the vacuum chamber. A mu-metal shield (not shown) is placed between the in-vacuum setup and the
magnetic coils.
source and a new detector. Figure 1 shows a sketch of the
in-vacuum setup. It consists of an iridium-covered tungsten
(111) single-atom tip [18,19] that acts as a field emitter for
a highly coherent electron beam. The field emission voltage
was set to −1.53 kV. The vacuum pressure in the setup was
5 × 10−9 mbar. The beam adjustment toward the optical axis
of the setup is performed by using three deflector electrodes.
Each one consists of four metal plates pairwise on opposite
potentials to deflect the beam in the horizontal (x) and vertical
(y) direction. The tip illuminates a fine gold-coated biprism
glass fiber that is oriented along x and has a diameter of
∼400 nm [20]. It is positioned between two grounded plates
to coherently split and recombine the electron matter wave [1].
Setting the biprism on a positive potential of a few volts, the
partial waves overlap and create an interference pattern parallel
to the direction of the biprism fiber. For imaging purposes, this
interference pattern is expanded along y using a quadrupole
lens. A magnetic coil directly after the biprism is used as an
image rotator to align the fringes to the quadrupole lens. The
electron signal is amplified by a double-stage multichannel
plate and detected by a delay line anode. The signal is
recorded and analyzed by a computer. The whole in-vacuum
setup is surrounded by a mu-metal shield, primarily damping
high-frequency electromagnetic perturbations.
Essential for our method of dephasing removal is the delay
line detector. In biprism interferometry, interference patterns
are typically detected using a MCP in conjunction with a
fluorescent phosphor screen, which is then digitalized with
a CCD camera. This allowed a moderate spatial resolution,
restricted by the channel diameters of the MCP’s, but only
a rather limited temporal detection that is dependent on the
long fluorescence decay time of the phosphor screen. With the
delay line anode, single electrons can be detected with a spatial
resolution below 100 μm and a time accuracy below 1 ns. The
dead time between two individual pulses is 310 ns, limiting
the detectable count rate to the MHz regime. An incoming
amplified electron pulse hits the delay line anode, consisting
of two meandering wires oriented perpendicular to each other
(x and y directions), and it induces a charge pulse in both
directions of each wire. By measuring the time delay between
those pulses at the wire endings, the spatial position and time
of impact can be determined [17].
(a) (b) (c)
FIG. 2. (Color online) (a) Electron biprism interference pattern and corresponding integrated line profile recorded with the setup of Fig. 1.
(b) The same interference pattern after the introduction of a periodic 50 Hz magnetic-field oscillation with a dc amplitude of 2π . The fringes
are completely washed out. (c) Histogram and integrated line profile of spatial distances x and y between temporal adjacent events. They
clearly show correlations in the position of two consecutive events, revealing the existence of an interference pattern even after perturbation.
The integrated line profile has been corrected by a factor (1 − |y|/Y )−1 to correct for the finite pattern width of Y = 20 mm.
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Figure 2(a) shows an interference pattern, as detected with
the delay line detector, after a total number of about 5 × 105
electrons recorded in about 100 s. This corresponds to a particle
count rate of ∼5 kHz. The distance between two fringes
in the interferogram is ∼2 mm and the contrast amounts to
about 35%. To demonstrate our method, we artificially add
a periodic dephasing in the form of an oscillating magnetic
field. It is created by two external magnetic coils positioned
outside the vacuum chamber and the mu-metal shield (see
Fig. 1). The magnetic-field lines are oriented in the x direction
applying a force on the electrons in the y direction normal to
the interference fringes and parallel to the detection plane. This
causes a periodic shift of the interference pattern, reducing the
overall fringe contrast of the time-integrated pattern. Using
a function generator, the frequency and amplitude of this
disturbance can be tuned.
We disturbed the interference pattern of Fig. 2(a) with a
50 Hz oscillation. The amplitude was set such that it moved
the pattern by ± 2 mm when a static current was applied
to the coils. For oscillating currents, however, this amplitude
is reduced due to the mu-metal shield around the in-vacuum
setup of the interferometer. We thus expect a peak phase shift
of the interferogram below 2π . The resulting image with again
∼5 × 105 events is illustrated in Fig. 2(b) and clearly shows
a washed-out pattern where the contrast decreased to almost
zero.
As our detector provides a list of coordinates and impact
times of all consecutive incidents, we correlate each electron
with its subsequent temporal neighbor by determining their
spatial distance in the x and y directions (x,y). The relative
commonness of these distances is plotted in Fig. 2(c). As can
be seen, the periodic pattern is revealed, a distinct evidence
for matter-wave interferometry even in the presence of strong
dephasing. For better visualization, Fig. 2(c) includes the
integrated line profile (corrected by the finite pattern width),
which clearly shows a periodic modulation on the length scale
of the original fringe pattern.
III. THEORY
To gain more information about the disturbed interference
pattern, we apply a full correlation analysis on the data by
including correlations not only between temporally adjacent
particles, but also between all possible particle pairs. For the
theoretical description of particle correlations in a periodically
disturbed interference pattern, the probability distribution
f (y,t) of particle impacts at the detector is of major impor-
tance:
f (y,t) = f0(1 + K cos[ky + ϕ(t)])
with ϕ(t) = ϕ0 cos(ωt). (1)
At each time t , the distribution function is normalized via f0
and characterized by its spatial periodicity λ = 2π/k, contrast
K , and phase ϕ. The time dependence of ϕ causes a periodic
phase shift of the probability distribution, with ϕ0 being the
peak phase deviation and ω = 2πν the frequency of the phase
disturbance. The corresponding interference pattern observed
at the detector is given by the time-averaged probability
distribution
lim
T →∞
1
T
∫ T
0
f (y,t)dt = f0(1 + K J0(ϕ0) cos(ky)), (2)
with J0 being the zero-order Bessel function of the first kind.
Depending on the strength of the phase deviation, the visible
contrast is thus reduced by a factor of J0(ϕ0), leading to
vanishing interference fringes for large ϕ0.
If the detector allows for spatial and temporal information
on the particle arrival, a correlation analysis can be used to
retain information of the undisturbed interference pattern and
the phase disturbance. Starting from Eq. (1), the second-order
correlation function reads
g(2)(u,τ ) = 〈〈f (y + u,t + τ )f (y,t)〉〉y,t〈〈f (y + u,t + τ )〉〉y,t 〈〈f (y,t)〉〉y,t , (3)
where 〈〈·〉〉y,t denotes the average over position and time,
〈〈f (y,t)〉〉y,t = lim
Y,T →∞
1
T Y
∫ T
0
∫ Y/2
−Y/2
f (y,t) dy dt. (4)
In the limit of large acquisition times T  2π/ω and lengths
Y  λ, the integrals can be solved and the correlation function
becomes
g(2)(u,τ ) = 1 + A(τ ) cos(ku) (5)
with
A(τ ) = 1
2
K2
∞∑
n=−∞
Jn(ϕ0)2 e−inωτ (6)
= 1
2
K2J0(ϕ0)2 + K2
∞∑
n=1
Jn(ϕ0)2 cos(nωτ ). (7)
Centered around 1, the second-order correlation function
of the disturbed interference pattern thus shows a periodic
modulation in the spatial distance u between two detection
events with the same periodicity as the undisturbed inter-
ference pattern. The amplitude of this modulation, however,
depends on the correlation time τ . In the frequency domain,
A(τ ) can be decomposed to a superposition of sidebands at
discrete frequencies nω (n ∈ Z) with strengths given by the
peak phase deviation and the Bessel functions Jn(ϕ0).
Figure 3 shows the two-dimensional correlation function
and the amplitude |A(τ )| for different peak phase deviations.
As illustrated in Fig. 3(a), without modulation (undisturbed
interference pattern) only J0 remains nonzero and A = 0.5 K2.
The correlation function thus becomes independent of τ
and resembles the original interference pattern [Fig. 2(a)].
For small but nonzero ϕ0, the first-order Bessel function J1
comes into play causing a sinusoidal modulation of A at
frequency ω [Fig. 3(b)]. As ϕ0 increases further, more and more
higher-order Bessel functions have to be taken into account,
adding higher harmonic modulations to A. However, maximal
spatial contrast 0.5 K2 is only recovered at multiples of
τ = 1/ν, where all higher harmonics constructively interfere
[Figs. 3(c) and 3(d)]. Independent of the peak phase deviation,
the correlation analysis thus reveals the frequency of the
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(a) (b) (c) (d)
FIG. 3. (Color online) Two-dimensional correlation functions g(2)(u,τ ) of disturbed interference patterns as a function of the spatial (u)
and temporal (τ ) distance between two detection events. The axes are normalized to the spatial periodicity (λ) and the perturbation period
(ν−1). The plots visualize the results of Eq. (5) for different peak phase deviations ϕ0 of (a) 0π , (b) 1/3π , (c) 2/3π , and (d) 1π . The absolute
value of A(τ ) normalized to the contrast K2 is shown below each plot.
phase disturbance and the spatial frequency of the underlying
interference pattern.
Before the correlation theory can be applied on our
measurements, the second-order correlation function needs
to be extracted from the detector signal. This signal is
given by the position yi and time ti of all particle events
i = 1, . . . ,N . Following Eq. (3), the correlation function is
basically determined by the number Nu,τ of particle pairs (i,j )
with (ti − tj ) ∈ [τ,τ + τ ] and (yi − yj ) ∈ [u,u + u],
g(2)(u,τ ) = T Y
N2τu
Nu,τ(
1 − τ
T
)(
1 − |u|
Y
) (8)
with normalization factor T Y/N2 and discretization step size
τ and u. The additional factor [(1 − τT −1)(1 − |u|Y−1)]−1
corrects Nu,τ for the finite acquisition time T and length Y
because large time and position differences will be less likely
to be observed.
IV. RESULTS
To apply the theory to the outcome of our electron biprism
experiment, we extracted the g(2)(u,τ ) function according to
Eq. (8) from the raw data corresponding to Fig. 2(b). The
result is shown in Fig. 4(a). As described in Sec. III, the
periodicity of this pattern in u and τ is an apparent sign
of matter-wave interference that can be observed even in
experimental conditions with significant periodic dephasing
perturbations.
Using the theoretical expression of Eqs. (5)–(7), we fitted
the data in Fig. 4(a). The fit and the remaining residuum are
shown in Figs. 4(b) and 4(c), respectively. They reveal all
parameters describing the interferogram and the perturbation.
The fitted parameters are ν = 49.996 (±0.018) Hz for the
dephasing frequency, K = 34.5 (±0.2)% for the interference
contrast, λ = 2.089 (±0.001) mm for the spatial period of the
interference pattern, and ϕ0 = 0.802 (±0.004) π for the peak
phase deviation. These values are in excellent agreement with
the properties of the unperturbed interference pattern (K ≈
35%, λ ≈ 2 mm) and the applied disturbance frequency (ν =
50 Hz). Only the peak phase deviation shows a discrepancy
to its dc value of ϕ0 = 2π , which is due to the mu-metal
shield between the interferometer and the dephasing coils. As
expected, this shield damps the amplitude of external field
oscillations.
FIG. 4. (Color online) (a) Experimentally determined two-dimensional correlation function g(2)(u,τ ), extracted according to Eq. (8) from
the detector signal of the disturbed interference pattern in Fig. 2(b). (b) Fit of the pattern in (a) with the theoretical expression in Eqs. (5)–(7).
(c) The residual of theoretical and experimental data. The remaining periodic structure might be related to diffraction at the biprism. (d)
Reconstruction of the original undisturbed interference pattern from the strongly disturbed data of Fig. 2(b) using the extracted fitting
parameters.
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The lack of any substructure in the residual plot [Fig. 4(c)]
shows that our correlation model is well suited to describe the
experimental data. The residuum shows only a weak remaining
structure on the length scale of ∼7 mm, which is probably due
to diffraction on both edges of the biprism.
We demonstrated that it is possible to extract the unknown
frequency and amplitude of periodic, single-frequency dephas-
ing oscillations from the perturbed interference pattern even
if no interference fringes are visible in the spatially integrated
image [Fig. 2(b)]. With the obtained parameters and the spatial
and temporal coordinates of the events, we are able to reverse
the perturbation. This can be done by shifting each event
back to its original, undisturbed coordinate according to the
determined information,
ynew = y − λ2π ϕ0 cos(ωt + φ). (9)
The only parameter we do not obtain from the fit is the
starting phase of the perturbation φ. We extract it by varying
the starting phase between 0 and 2π until the maximal
contrast of the resulting interference pattern is achieved.
Figure 4(d) shows the reconstructed interference pattern. It
agrees well with the experimentally undisturbed pattern of
Fig. 2(a). Even small structures such as the local phase
shifts by charged dust particles on the biprism can be
reconstructed.
V. CONCLUSION
Sensitive and accurate matter-wave interference experi-
ments are susceptible to dephasing perturbations that wash
out the interference pattern and decrease the contrast [13]. The
dephasing can be due to electromagnetic oscillations, electrical
network oscillations, temperature drifts, or mechanical vibra-
tions. Usually major efforts to shield or damp these setups are
required to suppress these perturbations.
We have presented a method to effectively decrease de-
phasing effects by including temporal and spatial correlations
between the detected particles in the analysis of an interference
signal. The full correlation analysis reveals the fringe pattern
even in the presence of oscillating perturbations, while conven-
tional methods that rely only on spatial signal accumulation are
not able to verify matter-wave interference. The analysis can
be applied whenever the frequency of the perturbing signal
is significantly lower than the average incident rate on the
detector. This condition is well met for most interference
experiments since signal rates of several kHz and perturbations
below a few hundred Hz are common. Besides information
on the perturbation, our method can be used to retain the
undisturbed interference pattern.
Our method has potential applications in any kind of
charged and neutral particle interferometer where a detector
with a high spatial as well as temporal resolution is used.
Nowadays, such detectors are available for electrons [17],
ions [17], neutrons [21], and neutral atoms [22]. The technique
is of general importance for the analysis of dephasing
perturbations in matter-wave interferometry, and it allows to
optimize shielding and damping installations. It decreases
the requirements for vibrational stabilization, temperature
stabilization, and filtering of low-frequency perturbations from
electronic instruments.
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High-contrast matter-wave interferometry is essential in various fundamental quantum mechanical experiments
as well as for technical applications. Thereby, contrast and sensitivity are typically reduced by decoherence and
dephasing effects. While decoherence accounts for a general loss of quantum information in a system due to
entanglement with the environment, dephasing is due to collective time-dependent external phase shifts, which
can be related to temperature drifts, mechanical vibrations, and electromagnetic oscillations. In contrast to
decoherence, dephasing can, in principle, be reversed. Here, we demonstrate in experiment and theory a method
for the analysis and reduction of the influence of dephasing noise and perturbations consisting of several external
frequencies in an electron interferometer. This technique uses the high spatial and temporal resolution of a
delay-line detector to reveal and remove dephasing perturbations by second-order correlation analysis. It allows
matter-wave experiments under perturbing laboratory conditions and can be applied, in principle, to electron,
atom, ion, neutron, and molecule interferometers.
DOI: 10.1103/PhysRevA.92.053607 PACS number(s): 03.75.Dg, 41.85.−p, 03.65.Ta
I. INTRODUCTION
Matter-wave interferometers accomplish an outstanding
sensitivity for high-precision measurements. This has been
shown in various fields, e.g., by the measurement of inertial
forces [1,2], gravitational acceleration [3], and atomic or
molecular polarizabilities [4,5]. As a consequence of this
high sensitivity, interferometers are also susceptible to ex-
ternal perturbations and noise that dephase the matter wave.
Typical dephasing sources are temperature drifts, mechanical
vibrations, and electromagnetic oscillations. These influences
result in a “washing-out” of the interference fringes. This
generally reduces the interference contrast [6] and is especially
an obstacle in precision phase measurements such as in
Aharonov-Bohm physics [7,8]. Dephasing also needs to be
prevented in decoherence studies, where the transition from
quantum to classical behavior is analyzed through the contrast
loss in matter-wave interferometers [9–11]. Decoherence
destroys the phase relation between two beam paths by
interaction with the environment, whereas dephasing is due to
a collective time-dependent phase shift of the wave functions.
Both reduce the contrast and need to be distinguished to study
experimentally the theory of decoherence [12]. The knowledge
of decoherence mechanisms is of importance to achieve long
coherence times in a variety of hybrid quantum devices in the
community to date [13–18].
Certainly, isolating, damping, or shielding of interferome-
ters reduces the dephasing influences. However, in a perturbing
environment this often cannot be achieved efficiently in a broad
frequency range. In addition, for some applications such as
mobile interferometric devices [19], the perturbation sources
and therefore the shielding requirements change between
experimental runs.
*a.guenther@uni-tuebingen.de
†alexander.stibor@uni-tuebingen.de
In this article we present a general method to reveal
dephasing and reduce the influence of external multifrequency
perturbations and noise by second-order correlation analysis
of an interference pattern. The technique can in principle be
applied in all matter-wave interferometers, where the detector
has a high spatial and temporal resolution. Such detectors
are available for electrons [20], ions [20], neutrons [21], and
neutral atoms [22]. Perturbation frequencies and amplitudes
can then be revealed after data acquisition is completed.
Recently, we demonstrated [23] that the influence of a
single perturbation frequency can be isolated and removed
and the complete spatial interference pattern recovered. All
parameters such as the contrast, pattern periodicity, pertur-
bation frequency, and amplitude can be extracted from the
perturbed interference data. This is useful to eliminate a
distinct electromagnetic oscillation such as 50-Hz noise from
the electric network or a vibration from a rotating vacuum
pump.
In this article we enhance this method towards several
frequencies with different amplitudes, which dephase the
interference pattern at once. We provide a detailed theoretical
description of the multifrequency case, for which we calculate
an exact solution for the second-order correlation function.
While the theory holds for an arbitrary number of discrete
perturbation frequencies, it requires increasing computational
power. However, an approximate solution can be found,
which is used to extend the theory to arbitrary noise spectra
with a high-frequency cutoff. Such noise is often found in
typical laboratory situations, where several low-frequency
noise sources disturb the interference pattern at the same time.
Here, the relative phases of the frequency components do not
influence the correlation function and the approximate solution
is applicable.
We demonstrate our method by the application of an
electron matter-wave interferometer in combination with a
delay-line detector. Using an external magnetic field, we intro-
duce artificial multifrequency perturbations, which we analyze
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on the basis of the “washed-out” interference pattern. In
detail, we demonstrate two- and three-frequency perturbations,
including the special case where the frequencies are multiples
of each other. The influence of broad-band noise is investigated
by using a perturbation spectrum with a cutoff frequency of
150 Hz. For all scenarios, the measured particle correlations
are compared to our theory.
II. THEORY
Recently, we demonstrated a full correlation analysis for
a single-frequency perturbation of a matter-wave interference
pattern in an interferometer [23]. In the following we discuss
the general case and extend the correlation analysis to multiple
perturbation frequencies and broad-band noise.
Similarly as before, we start with the probability distribu-
tion f (y,t) of particle impacts at the detector:
f (y,t) = f0(1 + K cos (ky + ϕ(t))). (1)
Here K denotes the contrast, k = 2π/λ is the wave number
of the unperturbed interference pattern with spatial periodicity
λ, and f0 assures normalization. The perturbation is mediated
via the time-dependent phase shift ϕ(t), which we assume to
be the superposition of N discrete harmonic frequencies,
ϕ(t) =
N∑
j=1
ϕj cos(ωj t + φj ). (2)
Thereby ϕj and φj denote the peak phase deviation and the
perturbation phase at the frequency component ωj . These
perturbations will typically lead to a washout of the time-
averaged interference pattern at the detector.
To regain information about the unperturbed interference
pattern, the spatial and temporal information on the particles
arriving at the detector is recorded and evaluated by correlation
analysis. Using Eq. (1), the second-order correlation function
reads
g(2)(u,τ ) = 〈〈f (y + u,t + τ )f (y,t)〉〉y,t〈〈f (y + u,t + τ )〉〉y,t 〈〈f (y,t)〉〉y,t , (3)
with 〈〈·〉〉y,t denoting the average over position and time,
〈〈f (y,t)〉〉y,t = lim
Y,T →∞
1
T Y
∫ T
0
∫ Y/2
−Y/2
f (y,t)dydt. (4)
In the limit of large acquisition times T  2π/ωj and lengths
Y  1/k, Eq. (3) can be solved analytically, yielding
g(2)(u,τ ) = 1 + 1
4
K2[e−ikuA+ + eikuA−], (5)
with
A± =
N∏
j=1
∑
nj ,mj
Jnj (ϕj )Jmj (ϕj )eimjωj τ χ±nj ,mj , (6)
χ±nj ,mj = ei[nj (φj±
π
2 )+mj (φj∓ π2 )], (7)
where Jn denote the Bessel functions of first kind and the sum
in Eq. (6) has to be taken over all integer duplets, {nj ,mj } ∈
Z,j = 1 . . . N , for which∑
j
(nj + mj )ωj = 0 (8)
is fulfilled. Although in principle this makes for an infi-
nite number of addends, the contribution of integer duplets
{nj ,mj } > ϕj to A± is suppressed due to the strong decay of
the Bessel functions.
For multiple perturbation frequencies ωj and broad-band
noise spectra, the constraint from Eq. (8) usually requiresmj =
−nj for all j = 1 . . . N . With χ±nj ,−nj = (−1)nj , this results in
a correlation function
g(2)(u,τ ) = 1 + A(τ ) cos (ku), (9)
with
A(τ ) = 1
2
K2
N∏
j=1
∞∑
nj=−∞
Jnj (ϕj )2e−injωj τ
︸ ︷︷ ︸
J0(ϕj )2+2
∑∞
nj =1 Jnj (ϕj )2 cos(njωj τ )
. (10)
The correlation function for multiple dephasing oscillations
will thus show a periodic modulation in the spatial distance u
between two detection events. It has the same periodicity as
the undisturbed interference pattern. Therefore, it can prove
matter-wave interference in a situation where the periodic
pattern would be “washed out” after signal integration. The
amplitude A(τ ) of this modulation, however, depends on the
correlation time τ and is given by the specific perturba-
tion spectrum. The function A(τ ) includes a superposition
of sidebands at discrete frequencies njωj (nj ∈ Z). Their
strengths are defined by the peak phase deviation ϕj via
the Bessel functions Jnj (ϕj ). Due to nj,max ≈ ϕj (for nj >
ϕj : Jnj (ϕj ) → 0) the highest sidebands appear at frequencies
ϕjωj , setting a lower bound to the particle detection rate, in
order to get a good agreement between the experimental and
the theoretical correlation function. The maximal modulation
amplitude of 0.5K2 is achieved at correlation time τ = 0 with
g(2)(u,0) = 1 + 12K2 cos (ku), (11)
which is ideally suited to determine the contrast K and pattern
periodicity λ = 2π/k of the unperturbed interference pattern.
While for N = 1, the results from Eqs. (9) and (10) coincide
with our previous result found for single-frequency perturba-
tions [23], special care must be taken for small numbers of
perturbation frequencies which are multiples of each others.
In this case the constraint from Eq. (8) might be fulfilled for
integers mj 
= −nj , leading to additional terms in Eq. (10).
This can be easily seen in the two-frequency case, with
ω2 = 2ω1, where Eq. (8) is solved not only for m1/2 = −n1/2,
but for all multiplets with n1 + m1 = −2(n2 + m2), such
as {n1,m1,n2,m2} = {2,2,−1,−1}. Following Eqs. (5)–(7),
additional terms appear in the correlation function, with
χ±nj ,mj 
= ±1, thus introducing a phase shift into the correlation
pattern, which depends on the correlation time and the
perturbation phases φj . The correlation function then cannot
be described by the simple form of Eqs. (9) and (10) but must
be calculated via Eqs. (5)–(7).
Similar effects may arise for larger numbers of perturbation
frequencies, but the contributions of these parts become more
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and more negligible with respect to the main correlation
component described by Eqs. (9) and (10).
Examples of all of the above scenarios are given in Sec. IV.
We note that the correlation function is insensitive to
the absolute time t , as it involves only time differences
between particle impacts at the detector. The correlation
function thus must be invariant under time transformation
t → t − t0, which, according to Eq. (2), can be seen as phase
transformations,
φj → φj − ωj t0. (12)
As expected, the correlation function from Eqs. (5)–(7) is
invariant under these transformations.
III. EXPERIMENT
To demonstrate our method we use an electron biprism
interferometer and analyze interference patterns that were
subject to multifrequency perturbations. The experimental
setup is equal to the one used for the single-frequency
correlation analysis and is described elsewhere [23–27]. A
coherent beam of electrons is field emitted from a single-atom
tip cathode [28,29] and guided towards an electrostatic biprism
wire. Being on a positive potential it separates and recombines
the matter wave, leading to an interference pattern [30].
After magnification the interferogram is amplified by two
multichannel plates and detected by a delay-line detector with
a high spatial and temporal resolution [20]. The whole setup
is in an UHV chamber at a pressure of 1.4 × 10−10 mbar. The
beam path inside the chamber is shielded by a μ-metal tube.
For the course of this paper, we artificially disturb the
pattern with several superposed oscillating magnetic fields.
They are generated by two external magnetic coils in a
Helmholtz configuration positioned around the vacuum cham-
ber. The frequencies are introduced by a frequency generator.
The oscillating magnetic field shifts the interference pattern
perpendicular to the fringes and the integrated pattern gets
washed out.
Extraction of the second-order correlation function from
the detector signal data was performed according to the same
procedure as described in [23]. From the detector we get the
position yi and the time ti of all particle events i = 1 . . .M .
We then determine the number Mu,τ of particle pairs (i,j ) with
(yi − yj ) ∈ [u,u + 	u] and (ti − tj ) ∈ [τ,τ + 	τ ], yielding
the correlation function
g(2)(u,τ ) = T Y
M2	τ	u
Mu,τ(
1 − τ
T
)(
1 − |u|
Y
) . (13)
Here, 	τ and 	u denote the discretization step size in
correlation time and position, respectively. T Y/M2 is a
normalization factor and [(1 − τ/T )(1 − |u|/Y )]−1 corrects
Mu,τ for the finite acquisition time T and length Y .
Before applying multifrequency perturbations, the μ-metal
shielding has to be characterized, as it causes a frequency-
dependent damping of the externally applied fields. This
is done by applying a single-frequency perturbation via
the external coils, with the perturbation frequency stepwise
increased from 0 to 500 Hz. For each measurement the same
oscillation amplitude was applied to the coils and an electron
interferogram was recorded. The peak phase deviation of
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FIG. 1. (Color online) Frequency-dependent transmission of the
μ-metal shield around the beam path. Data were obtained by
applying single-frequency perturbations between 0 and 500 Hz to
the interferogram. Each point corresponds to the correlation analysis
of a disturbed interference pattern where the extracted perturbation
amplitude has been set in relation to the phase shift at constant
magnetic field (0 Hz). The curve has been fitted by an appropriate
function.
the perturbation in the individual interference pattern was
extracted by fitting the correlation theory from Eqs. (9) and
(10), for the single-frequency case (N = 1), to the measured
particle correlations. The resulting phase deviations ϕ1(ω)
were compared to the phase shift for a constant magnetic field
ϕ1(0), which can be extracted from the 0-Hz measurement. The
normalized frequency-dependent transmission of the μ-metal
shield is then given by ϕ1(ω)/ϕ1(0) and shown in Fig. 1
together with an appropriate fit function.
IV. RESULTS
For the experimental verification of our multifrequency
correlation theory we investigate different perturbation sce-
narios. Starting with two and three perturbation frequencies,
we also analyze a full perturbation noise spectrum. For all
measurements an interference pattern with 7 × 105 counts was
recorded in about 22 s. For each of these measurements the
contrast and pattern periodicity are obtained by fitting g(2)(u,0)
according to Eq. (11). All data sets are then fitted by either the
exact solution [Eqs. (5)–(7)] or the approximate one [Eqs. (9)
and (10)]. For practical reasons the perturbation frequencies ωj
have been fixed during this fit. However, the same fit function
results if the frequencies are fitted together with the other
parameters. In this case, the condition from Eq. (8) has to be
weakened to |∑j (nj + mj )ωj | < 
 with sufficiently small 
.
In the first measurement the interference pattern was
perturbed by two superposed magnetic oscillations, at ω1 =
2π × 6 Hz and ω2 = 2π × 40 Hz. Using Eq. (13), we then
extracted the second-order correlation function g(2)expt(u,τ ) from
these data, which is shown in the upper panel in Fig. 2. The
theoretical correlation function g(2)theor(u,τ ), in the lower panel
in Fig. 2, was fitted to the experimental data according to
Eqs. (5)–(7) with N = 2 and shows a good agreement with
the experiment. From the theoretical fit we extracted the
contrast K = 62.9%, the pattern periodicity λ = 2.08 mm, and
the peak phase deviations ϕ1 = 1.34π and ϕ2 = 0.93π . The
phases φ1 and φ2 have no influence on the resulting theoretical
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FIG. 2. (Color online) Top: Experimental correlation function
g
(2)
expt(u,τ ) at two perturbation frequencies: ω1 = 2π × 6 Hz and
ω2 = 2π × 40 Hz. Bottom: Theoretical fit according to Eqs. (5)–(7)
with N = 2.
function in Fig. 2, because the constraint from Eq. (8) is
only fulfilled for mj = −nj and therefore Eq. (7) becomes
χ±nj ,−nj = (−1)nj . In this case we also could have used Eqs. (9)
and (10) to fit the experimental data, yielding the same result.
With the parameters obtained from the theoretical fit it
is possible to recalculate the interference pattern from the
perturbed one in Fig. 3(a). To get the unperturbed interference
pattern we have to calculate the new positions ynew according
to the extracted perturbation frequencies ωj and peak phase
deviations ϕj ,
ynew = y − λ2π
N∑
j=1
ϕj cos(ωj t + φj ), (14)
with the particle positions of the perturbed pattern y, pattern
periodicity λ, and phases of the perturbations φj . As the
(a) (b)
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FIG. 3. (Color online) (a) Electron interference pattern perturbed
at two frequencies, ω1 = 2π × 6 Hz and ω2 = 2π × 40 Hz. The
remaining contrast is K = 6.4%. (b) Recalculated interference
pattern where the dephasing could be corrected by the presented
correlation analysis together with Eq. (14) for N = 2. The contrast
of the reconstructed pattern is K = 62.4%.
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FIG. 4. (Color online) Top: Electron interference measurement
at two perturbation frequencies that are multiples of each other: ω1 =
2π × 20 Hz and ω2 = 2π × 40 Hz. Bottom: The exact solution from
Eqs. (5)–(7) with N = 2 was fitted to the experimental correlation
data, showing a good agreement.
phases could not be obtained from the correlation analysis,
they have to be varied to find the maximum contrast of the
interference pattern. For our measurement we found φ1 =
−0.33π and φ2 = −0.63π . The resulting back-calculated
interference pattern is shown in Fig. 3(b). In the dephased
pattern only the small contrast of 6.4% can be adumbrated.
After recalculating the new particle positions the interference
pattern is clearly visible and the contrast is significantly higher,
amounting to 62.4%, which is in good agreement with the value
extracted from the correlation analysis.
In the second experiment the correlation function was
studied for the case of two perturbation frequencies that
are multiples of each other. At ω1 = 2π × 20 Hz and ω2 =
2π × 40 Hz the resulting correlation pattern is shown in Fig. 4.
As discussed in the theory section, the constraint from Eq. (8) is
now not only fulfilled for m1/2 = −n1/2. Thus additional terms
appear in the correlation function, which result in a phase shift
of the correlation pattern depending on the correlation time
τ and the perturbation phases φj . This phase shift is clearly
seen in the correlation pattern of Fig. 4. In this case the full
theory from Eqs. (5)–(7) is required to fit the experimental
data, as the correlation time-dependent phase shifts are not
included in the approximate solution from Eqs. (9) and (10).
The fit is shown in the lower panel in Fig. 4 and agrees well
with the experiment. From the fit we extract the contrast
K = 62.9%, the pattern periodicity λ = 2.08 mm, the peak
phase deviations ϕ1 = 0.50π and ϕ2 = 0.52π , and the phases
φ1 = −0.21π and φ2 = 0.24π . According to Eq. (12), the fit
function remains unchanged under the transformation φ1 →
φ1 − ω1t0 and φ2 → φ2 − ω2t0, which leaves the parameter t0
undetermined. It can be obtained by maximizing the contrast
in the back-calculated interference pattern [see Eq. (14)].
Also, the case of three superposed perturbation frequencies
was studied and compared to our theoretical approach. The
outcome of a corresponding electron interference experiment
053607-4
MULTIFREQUENCY PERTURBATIONS IN MATTER-WAVE . . . PHYSICAL REVIEW A 92, 053607 (2015)
g
(
2
)
e
x
p
t
g
(
2
)
t
h
e
o
r
−2
0
2
u
[m
m
]
0.9 0.95 1 1.05 1.1
0 100 200 300
−2
0
2
τ [ms]
u
[m
m
]
FIG. 5. (Color online) Top: Measurement with three perturbation
frequencies: ω1 = 2π × 6 Hz, ω2 = 2π × 23 Hz, and ω3 = 2π × 40
Hz. Bottom: Fit, from Eqs. (5)–(7) with N = 3, to the experimental
correlation data.
is shown in the upper panel in Fig. 5. Here, the frequencies
ω1 = 2π × 6 Hz, ω2 = 2π × 23 Hz, and ω3 = 2π × 40 Hz
have been applied. For fitting these data we use the exact
solution from Eqs. (5)–(7) for three frequencies, because the
constraint from Eq. (8) is fulfilled for many multiplets {nj ,mj },
with mj 
= −nj . As for the case of two frequencies that
are multiples of each other (Fig. 4), this leads to additional
terms in the correlation function. The result of the fit is
shown in the lower panel in Fig. 5, yielding the contrast K =
61.3%, the pattern periodicity λ = 2.08 mm, the peak phase
deviations ϕ1 = 0.76π , ϕ2 = 1.01π , and ϕ3 = 0.52π , and the
phases φ1 = 0.01π , φ2 = 1.01π , and φ3 = 0.01π . Similarly
as before, these phases are undetermined with respect to the
invariant transformation from Eq. (12). With the exact solution
a good agreement between theory and experiment can be
achieved.
In the last experiment we investigate a perturbation con-
sisting of a broad frequency spectrum. This should simulate
typical noise from a laboratory environment originating from
electric or magnetic devices or mechanical vibrations. We
introduced a perturbation noise spectrum from 0 Hz up to
a cutoff frequency at 150 Hz to the magnetic coils. A part
of the time signal of the applied perturbation spectrum was
measured while integrating the signal at the detector. The
amplitude spectrum of this time signal together with an
appropriate fit function [thin solid (blue) line with circles],
is shown in the inset in Fig. 6. From this we deduce the
perturbation spectrum at the position of the particles by using
the transmission characteristic of the μ-metal shield from
Fig. 1. The resulting spectrum is shown in Fig. 6 together
with the attenuated fit function [thin solid (blue) line with
circles], which is used to calculate the theoretical correlation
function according to Eqs. (9) and (10). In this case it is
possible to use the approximate solution for the correlation
function, because the perturbation consists of a large number
of frequencies and uncorrelated phases. Figure 7 shows
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FIG. 6. (Color online) Applied perturbation spectrum [thin solid
(red) line with circles] at the position of the electrons together
with an appropriate fit function [thin solid (blue) line with circles],
which was used to calculate the theoretical correlation function in
Fig. 7, according to Eqs. (9) and (10). The spectrum originates
from the externally applied noise spectrum (see inset) and the
frequency-dependent damping of the μ-metal shield (see Fig. 1).
the measured data together with the theoretical correlation
function, from which we deduce the contrast of the interference
pattern K = 63.4% and the pattern periodicity λ = 2.16 mm.
Again, the experimental and theoretical correlation functions
agree well.
V. CONCLUSION
Matter-wave interference experiments appear in various
fields of experimental quantum physics for atoms [31],
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FIG. 7. (Color online) Correlation analysis of an interference
pattern that was perturbed by a broad-band noise spectrum with a
cutoff frequency at 150 Hz. This simulates a perturbing laboratory
environment. Top: Correlation function g(2)expt(u,τ ) as obtained from
the measurement. Bottom: Theoretical correlation function calculated
from the fit function in Fig. 6 [thin solid (blue) line with circles],
according to Eqs. (9) and (10).
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molecules [32], neutrons [33], electrons [25], and ions [26].
Most of these approaches have a spatial resolution for
the interference pattern but not a temporal one. Therefore,
these kind of setups are susceptible to dephasing effects.
Oscillations from electromagnetic sources, temperature drifts,
or mechanical vibrations decrease the contrast or totally “wash
out” the interference fringes. For this reason good shielding
and damping is required.
However, the technological progress allows for particle de-
tectors with a high spatial and temporal resolution. In this paper
we have demonstrated that the additional temporal information
can be used to determine and decrease the effect of dephasing
significantly even if the interferometer is under the influence
of a multifrequency perturbation and broad-band noise. We
have presented a theoretical approach that uses second-
order correlation theory to analyze an interference pattern
disturbed by a spectrum of various frequencies with different
amplitudes and phases. Thereby, the specific composition
of the perturbation frequencies is relevant. It determines
whether the exact solution is needed or an approximate
solution, requiring less computational effort, is sufficient.
Our method was verified experimentally by electron
interference patterns that were artificially perturbed and
washed out by several superposed frequencies. The resulting
correlation data for two- and three-frequency perturbations
and a perturbation noise spectrum matched well with our
theoretical description. We demonstrated the reconstruction
of the unperturbed interference pattern with the information
obtained about the perturbation frequencies and amplitudes.
For periodic perturbations the method can be applied also
for average particle count rates lower than the perturbation
frequency because of the infinite ”phase memory” of such a
perturbation. For very slow and random drifts with a high peak
phase deviation, the count rate of the particles has to be higher
than the product of the frequency and peak phase deviation of
the perturbation, as mentioned in Sec. II. This requirement is
fulfilled for most interferometry experiments, where a count
rate of several kilohertz and perturbation frequencies of a few
hundred hertz are common. The information obtained from our
analysis allows for the optimization of damping and shielding
installations. Our technique has potential application for
(mobile) interferometers in a noisy environment and in sensor
technology. The susceptibility of electron interferometers may
be used for the construction of a sensor with a high sensitivity
for electromagnetic and vibrational frequencies. The resolu-
tion of such a device would presumably be limited only by the
count rate of the particles and the distance of the interference
fringes. The sensitivity can be increased by using heavier
particles, such as ions, or a larger beam path separation [34].
Our method identifies and analyzes multifrequency per-
turbations and noise in interferometric measurements. It is
applicable for a broad variety of matter-wave interferometers,
where a reduction of dephasing and proof of the wave
nature of particles are required in a noisy environment with
multifrequency perturbations.
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Abstract
Matter-wave interferometry is a highly sensitive tool tomeasure small perturbations in a quantum
system. This property allows the creation of precision sensors for dephasingmechanisms such as
mechanical vibrations. They are a challenge for phasemeasurements under perturbing conditions
that cannot be perfectly decoupled from the interferometer, e.g.formobile interferometric devices or
vibrationswith a broad frequency range.Here, we demonstrate amethod based on second-order
correlation theory in combinationwith Fourier analysis, to use an electron interferometer as a sensor
that precisely characterizes themechanical vibration spectrumof the interferometer. Using the high
spatial and temporal single-particle resolution of a delay line detector, the data allows to reveal the
original contrast and spatial periodicity of the interference pattern from ‘washed-out’matter-wave
interferograms that have been vibrationally disturbed in the frequency region between 100 and
1000Hz.Other thanwith electromagnetic dephasing, due to excitations of higher harmonics and
additional frequencies induced from the environment, the parts in the setup oscillate with frequencies
that can be different to the applied ones. The developed numerical search algorithm is capable to
determine those unknown oscillations and corresponding amplitudes. The technique can identify
vibrational dephasing and decrease damping and shielding requirements in electron, ion, neutron,
atom andmolecule interferometers that generate a spatial fringe pattern on the detector plane.
1. Introduction
The high phase sensitivity of interferometric sensors is the basis for their broad implementation in technical [1]
aswell as in fundamental applications [2, 3]. Recent developments inmatter-wave interferometry indicate the
wide applicability in various fields of quantumphysics. Such interferometers are used for interferometry with
large organicmolecules [4], to test the limits of quantummechanical superpositions [5], for interference on
optical ionization gratings in the time domain [6], for themeasurement of inertial forces [7, 8], to determine
gravitational acceleration [9] orwith coherent particles prepared as self-interfering clocks [10, 11].
Interferometers are also highly sensitive towardsmechanical vibrations [12]. Such perturbations dephase the
matter-wave anddecrease the interference contrast. This is inparticular critical for precision experiments in a
perturbing environment.Vibrational dephasing has been analyzed anddecreased in several relatedfields of
research e.g.for a continuous beamof thermal atoms in aMach–Zehnder interferometer [13]. Inprecision
interferometricmeasurementswith ultracold atoms, such as for gravity [14]or inertial effects [15], the vibrations
induce an arbitrary phase shift for each interfering particle pulse.Usually, the atomshave a large time offlight in the
setup and therefore an elaborated active andpassive vibration damping is required [16]. The vibrational phase
shifts can be compensated e.g.with the signal of a lownoise seismometer attached to the beammirror [17] orby
simultaneous operationof a pair of conjugate atom interferometers [18, 19]. Vibrational noise is also one of the
main challenges to achieve a higher accuracy inmeasurements concerning the equivalence principle [20, 21] since
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it is impossible to distinguish between the gravitational acceleration and aperturbingmovement of the setup. For
precise tests of theweak equivalence principle, thedifferential phase between dual-species atom interferometers
can be extractedusing amechanical accelerometer tomeasure the vibration-inducedphase and to reconstruct the
interference contrast [22]. Dephasing noise reductionhas also applications to increase current frequency standards
for atomic clocks. By a phase lockof a classical oscillator to an atomic superposition state, basedon repeated
coherence-preservingmeasurements andphase corrections, an atomic clock can beoperated beyond the limit set
by the local oscillator noise [23]. Furthermore, the laser noise in the stability betweendifferent optical clocks can be
decreased, allowing probe times longer than the coherenceof the laser in the time domain [24].
It is also important to identify dephasing in experiments to study the theory of decoherence [25, 26].
Thereby, the gradual loss of interference contrast due to entanglement of the quantum superposition state of the
matter-wavewith the environment ismeasured [27–29] and needs to be distinguished from the contrast loss
originating fromdephasing. Suchmechanisms also significantly disturb sensitive phasemeasurements, as
necessary inAharonov–Bohmphysics [30–33].
Recently, we demonstrated in theory and experiment amethod to reastablish an electron interference
pattern disturbed by known single [34] andmultifrequency [35] electromagnetic perturbations using second-
order correlation analysis [36]. Thereby, the technique is based on the high spatial and temporal resolution of a
delay line detector [37] for single-particle events. In this article, we demonstrate that thismethod can be applied
on vibrational dephasing and be extended to perform spectroscopy of unknown dephasing perturbation
frequencies from a ‘washed-out’ interference pattern.We present a precise characterization of themechanical
resonance spectrumof our electron interferometer after applying vibrational dephasing perturbations. In
contrast to previousmeasurements with electromagnetic disturbances, the actual perturbation frequencies can
vary from the applied ones due to possible excitations of higher harmonics in the setup and additional
perturbation frequencies originating from the environment. Therefore, a numerical search algorithmhas been
developed to identify the unknown perturbation frequencies and corresponding amplitudes. As for
electromagnetic oscillations, it is again possible to fully correct the dephasing by our correlationmethod,
reestablishing interferogramswith a high contrast. Furthermore, the influence of temporal binning of the
measurement data is analyzed in detail.
Themechanical dephasing perturbations were artificially applied in a biprism electron interferometer by a
speaker and piezo element in a frequency range between 100 and 1000 Hz. This kind of frequencies occur in
typical lab situations when acoustic noise, vibrations from the building, the cooling systemor the vacuum
pumps decrease the interference contrast and therefore ‘wash-out’ thematter-wave interferogram. Because of
the complexity of the systemwith severalmechanical resonances, the contributing perturbation frequencies are
not known a priori. Therefore, our numerical search algorithmwas developed, combining the second-order
correlation theorywith a Fourier analysis. According to theWiener–Khintchine theorem [38, 39], the Fourier
transformof the correlation function equals the power spectrumof the perturbedmeasurement signal. This is
used in ourmethod to identify the perturbation frequencies and amplitudes that have contributed to the
dephasing of the interference pattern.With these values it is possible to reconstruct the original undisturbed
pattern. The contrast of the unperturbed interference pattern could be recovered in thewhole frequency range.
Our technique allows to reveal thematter-wave nature of particles under conditions inwhich usual spatial
integration of an interference patternwould be inapplicable.
Themethod has potential applications to restore the contrast for interferometers in perturbing
environments that cannot be satisfactorily decoupled by damping or shielding in a broad frequency range. In
case, the time that the particles need to cross the interferometer is significantly smaller than the cycle duration of
the perturbation, our technique can reveal the spectrumof vibrational and electromagnetic frequencies and
amplitudes in all interferometers that generate a spatial fringe pattern on a detector with a high spatial and
temporal single-particle resolution. Such detectors exist for electrons [37], ions [37], neutrons [40], atoms [41]
andmolecules [42]. The technique is therefore also a helpful tool to design optimal active and passive damping
structures for a specific setup.
2. Theory
To calculate the two-dimensional second-order correlation function t( )( )g u,2 , we start with the probability
distribution ( )f y t, of the particle impacts at the detector
j= + +( ) ( ( ( ))) ( )f y t f K ky t, 1 cos , 10 0
whereK0 is the unperturbed contrast, p l=k 2 thewave number of the unperturbed interference pattern, with
λ the spatial periodicity, and the normalization factor f0. The interference pattern is perturbed by the time-
dependent phase shiftj ( )t , which consists of a superposition ofN frequencies wj
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Herejj and fj denote the peak phase deviation and phase of the perturbation frequency wj respectively. This
phase shift leads to awashout of the integrated interference pattern at the detector [34, 35], yielding
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forN=1.Here, j= åj w f w f + =-¥+¥ +  p( )( )( ) Je et n n n ti cos 1 i1 1 1 1 1 1 1 1 2 was used. The limit of the time integral is equal
to one only for =n 01 and zero otherwise. The contrast in the ‘washed-out’ interference pattern is thus reduced
by a factor of j j» -( )J 1 40 1 12 for small peak phase deviationsj < 11 .
According to [34, 35] the second-order correlation function is calculated and the explicit correlation
function forN perturbation frequencies wj becomes
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The sum in equation (4) has to be taken over all integermultiplets Î = ¼{ } n m j N, , 1j j , for which the
following constraint is fulfilled [35]
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=
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For afinite acquisition timeT, the constraint in equation (6) has to bemodified to w på + <= ( )n m T2jN j j j1 ,
as T1 defines theminimal resolvable frequency. In principle an infinite number of integermultiplets fulfill this
constraint, but the contribution to the sum is suppressed due to the strong decay of the Bessel functions offirst
kind Jn in
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The spatial correlation phase j˜{ }n m,j j and temporal phase F{ }n m,j j in equations (4) and (5) are given by
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If the constraint in equation (6) is satisfied only for = -n mj j = ¼( )j N1 , the temporal phase F -{ }m m,j j in
equation (8) becomes zero andj p= å- =˜{ } mm m jN j, 1j j . Together with j j= -- ( ) ( ) ( )J J1m j m m jj j j equation (4)
then simplifies, yielding the approximate correlation function [35]
t t= +( ) ( ) ( ) ( )( )g u A ku, 1 cos , 92
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More details to the differentiation and applicability of the explicit and approximate correlation theory can be
found in [35].
The correlation functions in equations (4) and (9) show a periodicmodulation in the spatial distance u, with
the same periodicityλ as in the unperturbed interference pattern. The amplitudes t F( ){ } { }A ,n m n m, ,j j j j and t( )A
of thismodulation result from the specific perturbation spectrum. Themaximumof K0.5 0
2 is achieved at t = 0,
where only the addends with = -n mj j contribute to the correlation function and therefore equation (4) is
equal to equation (9), resulting in [34, 35]
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which is appropriate to obtain the contrast of the unperturbed interference patternK0 and the spatial periodicity
l p= k2 . Therefore, it is possible to proofmatter-wave interference, although the periodic patternwould be
‘washed-out’ after integration of the signal.
The function t F( ){ } { }A ,n m n m, ,j j j j in equation (5) contains a superposition of harmonics, intermodulation
terms (sums and differences) of the perturbation frequencies at discrete values of wå = mjN j j1 , with the
coefficient Î mj resulting from the constraint in equation (6). Their amplitudes are given by the peak phase
deviationsjj via the product of the Bessel functions in equation (7). The highest contributing frequency
component appears at roughly wå = mjN j j1 ,max , with j»mj j,max . For higher orders j>mj j, the Bessel function
decays strongly and the frequency component disappears. To get the positions of the frequencies and the
corresponding amplitudes, the amplitude spectrum t w∣ ( ( ))( )∣( ) g u u, ,2 of equation (4) for the positive
frequency region is calculated to
åp t w d w j
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with theDirac delta function d w( ) and the frequency components w wå =≔{ } mm jN j j1j .
The amplitude spectrumof the correlation function is used to identify the perturbation frequencies wj, peak
phase deviationsjj and phases fj of the applied perturbation.
3. Experiment
Wedemonstrate the identification of vibrational dephasing in an electron biprism interferometer [43]. The
experimental setup is illustrated infigure 1 and described elsewhere [44–47]. A coherent electron beam isfield
emitted by a single atom tip source [48, 49]. The beam is adjusted by electrostatic deflection electrodes towards a
400 nm-thick biprism fiber that is coatedwith gold-palladium [44]. It is positioned between two grounded
electrodes and acts as a coherent beam splitter for the electronmatter-wave [43]. By the application of a positive
voltage the two separated beampaths get deflected towards each other creating amatter-wave interference
patternwith a period of a fewhundred nanometers. The quadrupole lens expands the pattern by a factor of
several thousandwhich is then projected on a delay line detector. Using the image rotator the pattern is aligned
parallel to the x-direction. The detector amplifies the single electron events by twomulti-channelplates and
detects themwith high spatial and temporal resolution [37]. The individual components aremounted on two
ceramic rods to prevent temperature drifts and provide electrical insulation. Thewhole system is installedwithin
Figure 1. Sketch of the experimental setup for themeasurement of vibrational dephasing in an electron biprism interferometer. An
electron beam is emitted by a single atom tip cathode and aligned by deflection electrodes. After separation by a charged biprism fiber,
the partialmatter-waves are superposed and form an interference pattern that can be tilted by an image rotator parallel to the x-
direction of the quadrupole lens. Themagnified pattern is detected by twomulti-channelplates (MCPs) in combinationwith a delay
line anode. To demonstrate the technique for identifying perturbation frequencies ofmechanical vibrations and correcting the
reduction of contrast, vibrations were artificially introduced by a speaker and a piezo elementmounted outside on the vacuum
chamber.
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an ultrahigh vacuumchamber at a pressure of ´ -4.5 10 10 mbar. To avoid perturbations it ismounted on an
air-damped optical table and shielded against electromagnetic radiation.
For the demonstration of dephasing identification and frequency analysis, the electron interferences are
artificially disturbed bymechanical vibrations from a speaker in the frequency range between 100 and 320 Hz
and a piezo element in the range between 330 and 1000 Hz. Both aremounted outside on the vacuum-chamber.
The speakerwas attached behind the cathode generating vibrations along the z-direction (see figure 1), with a
direct connection to the vacuumchamber. The piezo elementmounted on the vacuumchamber produced
vibrations in the y-direction. Both are controlled by a frequency generator with a resolution of 1 μHz and an
accuracy of±10 ppmon the set frequency value.
Only a single excitation frequency is applied at once.At each frequency an interferencepatternwith
 ´( )1.95 0.02 105 electrons (at a count rate of ( )2.0 0.5 kHz for the speakermeasurement and ( )11 2 kHz
for thepiezomeasurement) is accumulated and the temporal and spatial information for eachparticle is recorded.
Stepwise, the frequency is increased andanew interferencepattern is acquired.Thisway, the complete spectral
responseof the interferometerwasmeasured.The electron energy for eachmeasurementwas 1.45 keVwhich results in
a velocity of ´2.26 107 ms–1. Theflight timeof the electrons fromthe tip to thedelay linedetector amounts 26 ns.
4.Data analysis
Wewill demonstrate exemplarily ourmethod to analyze an electron interferencepattern perturbed by a
mechanical vibrationwith the excitation frequency of w p =2 540 Hz0 , which is introduced by a piezo element.
For each electron that reaches the detector the spatial positions (xi, yi) and the arrival time ti is recorded. The
histogram for the integrated signal is shown infigure 2(a). To determine the contrast of the perturbed
interference pattern Kpert and spatial periodicity lpert, the histogram is averaged along the x-direction andfitted
with amodel function
= +( ) ( ( )) ( )I y I K ky1 cos , 130
with themean intensity I0, contrastK andwave number p l=k 2 . The result is plotted below the histogram in
figure 2(a), yielding a contrast = ( )K 8.8 1.6 %pert and a spatial periodicity l = ( )2.62 0.06 mmpert . Here,
the errors indicate the 95%confidence interval of the fit.
To extract the two-dimensional correlation function t( )( )g u,2 , a histogram tNu, of all particle pair
distances -( )y yi j and time differences -( )t ti j is generated and properly normalized [34]
t t= D D - -
t
t ( )( )( ) ( )
( )
∣ ∣
g u
TY
N u
N
,
1 1
. 14u
T
u
Y
2
2
,
Here,T andY describe the acquisition time and spatial length and tD ,Du the histogrambin size. The factor
t- - -[( )( ∣ ∣ )]T u Y1 1 1 corrects tNu, for thefinite acquisition time and spatial length. The correlation
function is normalized such that tá ñ =( )( )g u, 12 .
Figure 2. (a)Electron interference pattern perturbedwith an excitation frequency of w p =2 540 Hz0 . The averaged interference
pattern (blue dots) and thefittedmodel function in equation (13) (red solid line) are presented below. (b)With the obtained
parameters from the correlation analysis and subsequent optimization the unperturbed interference pattern can be reconstructed.
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The resulting correlation function forD =u 90 μmand tD = 50 μs is shown in the inset offigure 3. The
spatial periodicity of the unperturbed interference pattern can be seen in u-direction. The periodicity in
τ-direction is p w =2 1.9 ms1 . The contrast of the unperturbed interference pattern is extracted at t = 0 by
fitting equation (11) to the data. The results are = ( )( )K 58.5 3.2 %g 2 and l = ( )( ) 2.60 0.02 mmg 2 . The
extracted contrast, however, depends on the temporal binning tD of the correlation function. Following
equation (9), the bin averaged correlation function at t = 0 andN=1 becomes
òt t t tD = + D
tD
( ) · ( ) ( ) ( )( )g u K A ku1 , d 1 1
2
cos , 15
0
2
0
2
with
åt j w tw tD =
D
D=-¥
¥
( ) ( ) · ( )A J m
m
sin
.
m
m 1
2 1 1
1 11
1
The extracted contrast ( )Kg 2 is thusmodified by the amplitude tD( )A , reachingK0 only in the limit tD  0.
Figure 4 shows the expected contrast reduction t= D∣ ( )∣( )K K Ag 02 due to temporal binning, for a single
perturbation frequency w1 and three different peak phase deviationsjj ranging from0.1 π to 0.75 π. At these
modulation strengths a binning of t p wD < ·0.08 2 1 is sufficient to extract the unperturbed contrast with
95%accuracy.
After having determined contrast and spatial periodicity of the unperturbed interference pattern, the
perturbation frequency needs to be identified. This is done by calculating the temporal amplitude spectrumof
the correlation function via a discrete Fourier transformation for every value l= ( )u N 2u g 2 with Î Nu and
subsequent averaging. Following equation (12), the resulting spectrum contains all frequency components
Figure 3.Amplitude spectrumof the w p =2 540 Hz0 measurement (solid red line), as calculated from the correlation function (see
inset) via a discrete Fourier transformation at l= ( )u N 2u g 2 . After identifying the fundamental perturbation frequency of
w p = ( )2 540.0 0.05 Hz1 equation (12) isfitted to the spectrum (dashed blue line) and the peak phase deviation
j p= ( )0.5725 0.00151 is obtained.
Figure 4.Contrast reduction due to temporal binning for three different peak phase deviations 0.1 π, 0.4 π and 0.75 π (blue solid line,
green chain line and red dashed line). The curves are calculated according to equation (15).
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w{ }m1 , as can be seen infigure 3 for the 540 Hzmeasurement (red solid line). Three peaks can be identified, that
correspond to the fundamental frequency and harmonics at discrete frequencies w Î { }m m, 1, 2, 31 1 1 in
equation (12). The amplitudes are given by the Bessel functions of the peak phase deviation and the contrast of
the unperturbed interference pattern j( )K Jm12 02 1 21 .
Formore than one perturbation frequency wj, the spectrum consists not only of the fundamental
frequencies and harmonics, but also of intermodulation terms. Therefore, it is difficult to identify the
fundamental frequencies. For the determination of the correct perturbation frequencies a search algorithmhas
been developedwhich is described below and illustrated infigure 5. The algorithmwill be discussed exemplary
on a two-frequency perturbationwith w p j p f p= = =2 6 Hz, 0.6 , 01 1 1 andw p j p f p= = =2 40 Hz, 0.5 , 02 2 2 . This results in an amplitude spectrumof the correlation function as
shown infigure 5 top left (red solid line). First, the frequency positions wexpt of all peaks above themean noise
level in the experimental amplitude spectrum are identified and stored in a list w{ }expt . For the example shown in
figure 5, this list is w p = ¼{ } { }2 6, 12, 18, 22, , 98expt . The next step is the creation of a ‘search list’ of possible
perturbation frequencies from the experimental spectrum w w=={ } { }Ns, 1 expt (single frequency case). Here,
w ={ }N j is, is the list-element i containing j frequencies. The total number of elements in w ={ }N js, is wN s. The
search algorithm starts with the single frequency case ( j = 1) and uses thefirst element i=1 of w ={ }Ns, 1 . In the
example, this is w p =={ } 2 6 HzNs, 1 1 . It is used as perturbation frequency w1 in equation (12) to calculate the
positions of the frequency components wtheor in the theoretical amplitude spectrum. The resulting positions are
stored in the list w{ } itheor with i=1. For the perturbation frequency of 6 Hz this list is
w p = ¼{ } { }2 6, 12, 18, 24, , 96theor 1 . By comparing the frequency components in the theoretical and
experimental spectrum, w{ }itheor and w{ }expt , the degree of congruence wM is determined. This indicates how
many frequencies in the experimental spectrum coincidewith those in the theoretical, compared to wN expt, the
total number of frequencies stored in w{ }expt . In the example, three frequency positions coincide, { }6, 12, 18 ,
and =wN 17expt . This results in a degree of congruence of =wM 17.6%. The value of wM determines which of
the next three cases is fulfilled. If w M 80%, the element w ={ }Ns, 1 1 is stored in the list of resulting perturbation
frequencies w{ }res . The element w ={ }Ns, 1 1 is not taken into account for the next steps, if w M 10%. For
< <wM10% 80%, the element is stored in a list of possible perturbation frequencies w{ }p . The third case is
fulfilled for the element w p =={ } 2 6 HzNs, 1 1 . Then, the next element ( = +i i 1) in the list w ={ }Ns, 1 ,
w p =={ } 2 12 HzNs, 1 2 , is taken for the calculation of w{ }itheor and the determination of the degree of
congruence wM . This loop (indicated by the blue arrows and boxes infigure 5) continues until the last element
in w ={ }Ns, 1 was used ( = wi N s). For the example infigure 5, the list of possible perturbation frequencies is
w p = ¼{ } { }2 6, 12, 18, 24, , 92p . The last element in w ={ }Ns, 1 , 98 Hz, ismissing because it fulfilled the second
case. If no element has satisfied thefirst case ( w M 80%), then w{ }res is empty and a new list w{ }u is created
containing all unique frequencies included in w{ }p . In the single frequency case it is trivial because w w={ } { }u p .
As example, for two frequencies per element in w p ={ } {{ } { } { }}2 7, 13 , 7, 19 , 13, 41p the list of unique
frequencies would be w p ={ } { }2 7, 13, 19, 41u . Using w{ }u , all possible combinations of = +j j 1
frequencies are calculated and a new search list w p = ¼={ } {{ } { } { } { }}2 6, 12 , 6, 18 , 6, 22 , , 86, 92Ns, 2 is
created. Afterwards, the search algorithm starts with the first element (i = 1) in w ={ }Ns, 2 . This loopwhich
increases the number of frequencies ( = +j j 1) is indicated infigure 5with green arrows and boxes. Then, all
elements i in w ={ }Ns, 2 are probed by the search algorithm in the sameway as described above for the single
frequency case. On the left side offigure 5, the three cases are illustratedwith different lists of frequency
components w{ }itheor (blue solid line) togetherwith w{ }expt (red solid line). Thefirst case was calculated for
w p =={ } { }2 6 Hz, 40 HzN is, 2 , the second for w p =={ } { }2 58 Hz, 74 HzN is, 2 and the third for
w p =={ } { }2 18 Hz, 62 HzN is, 2 . A very goodmatch between theory and experiment can be seen for the first
case. If the algorithmhas stored one element in w{ }res it is used as perturbation frequencies for thefit of
equation (12) to the experimental spectrum. Thereby, the extracted contrast ( )Kg 2 , spatial periodicity l ( )g 2 and the
perturbation frequencies wj are fixed parameters for the determination of the peak phase deviationjj and
phases fj. If the list of resulting perturbation frequencies w{ }res containsmore than one element, a theoretical
spectrum isfitted to the experimental datawith each element of w{ }res in the sameway as described above for
one element. The bestmatching theoretical spectrumdetermines the perturbation frequencies wj and
parametersjj and fj. At the bottomoffigure 5 the theoretical spectrum (dashed blue line) for the resulting
perturbation frequencies w p =2 6 Hz1 and w p =2 40 Hz2 can be seen. The algorithm identifies the
perturbation frequencies wj with a probability of about 90% forN=3 and 70% forN=4.
With the exemplarymeasurement from figures 2 and 3, the above described algorithm yields a single
perturbation frequency w p = ( )2 540.0 0.05 Hz1 . After identification of the perturbation frequencies,
equation (12) is used tofit the peak phase deviationjj to the amplitude spectrum, as shown infigure 3 (dashed
blue line). The resulting peak phase deviation isj p= ( )0.5725 0.00151 . Themain error in the
determination of the perturbation parameters w j,j j and fj originates from the frequency resolution in the
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numerical amplitude spectrum. This was set to 100 mHz to reduce the computing time, especially for the search
algorithm.
With the obtained values from the correlation analysis, it is possible to reconstruct the interference pattern
from the perturbed one infigure 2(a). To get the reconstructed pattern the new particle coordinates yi,new have to
be calculated according to the extracted perturbation frequencies wj and peak phase deviationsjj [35]
ålp j
l
p j w f= - = - +=
( ) ( ) ( )y y t y t
2 2
cos , 16i i i i
j
N
j j i j,new
1
Figure 5. Search algorithm for the identification of perturbation frequencies using the temporal amplitude spectrumof the correlation
function.
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wherej ( )ti is the time-dependent phase shift in equation (2) and yi, ti are the spatial and temporal particle
coordinates of the perturbed interference pattern. To determine the contrast of the reconstructed pattern, a two-
dimensional histogram is calculatedwith yi,new , averaged along the x-direction and fitted using equation (13). To
maximize the resulting contrast the perturbation frequencies wj, the peak phase deviationsjj and phases fj are
optimized by varying their values in a narrowwindow around the values extracted from the correlation analysis.
For the exemplarymeasurement, this optimization results in w p =2 539.994 Hz1 ,j p= 0.661 andf p= 0.591 . The reconstructed interference pattern, which can be seen infigure 2(b), reveals a contrast= ( )K 55.5 2.8 %rec and pattern periodicity l = ( )2.57 0.01 mmrec . Both are determined similarly as for
the perturbed interference patternwith equation (13). The result for the reconstructed contrast is in good
agreementwith the contrast obtained from the correlation analysis = ( )( )K 58.5 3.2 %g 2 .
The contrast in the reconstructed interference pattern depends strongly on the extracted perturbation
values. Only, if the exact values of the perturbation (wj,jj and fj) are used in equation (16), the reconstructed
contrast Krec is equal to the one of the unperturbed interference patternK0. For values with a deviation from the
exact values w j fD D D(∣ ∣ )K , ,rec is reduced.
In equation (13) themodel function yields the contrastK0, if the reconstructed coordinates are equal to the
coordinates of theunperturbed interferencepattern y0. Themaximumcontrast is obtained at positions,where
p=ky M20 for l=y M0 with Î M , resulting in p= ( )K K Mcos 2rec 0 . If not the exact perturbationparameters
are used in equation (16), the coordinates of theunperturbed interferencepattern arenot correctly determined anda
phase factor jD ˜ remains, that depends on thedeviations wD∣ ∣, jD and fD . This factor reduces the contrast of the
reconstructed interferencepattern w j f p jD D D = + D(∣ ∣ ) ( ˜ )K K M, , cos 2rec 0 . By integrationover the
acquisition timeT a theoretical description for oneperturbation frequency canbe foundand reads
òw j f p j w f
j j w w f f
D D D = + +
- + D + D + + D
(∣ ∣ ) ( ( )
( ) (( ∣ ∣) ( ))) ( )
K
K
T
M t
t t
, , cos 2 cos
cos d . 17
T
rec
0
0
1 1 1
1 1 1
Figure 6 shows the resulting contrast reduction w j fD D D(∣ ∣ )K K, ,rec 0 as function of the relevant parameters
w
p
D∣ ∣T
2
and jD for f pD = 0 . The result is independent of w1, f1 andT as long as pwT
2
1
 , i.e. the
measurement time ismuch larger than the cycle duration of the perturbation. For the three cases, where two of
three deviations are equal to zero and one is small, approximate solutions can be found
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Knowing the landscape offigure 6, it is possible to optimize the reconstruction of the interference pattern. At the
position of =K Krec 0 also the values of the perturbation are correctly determined. Above theory has been
demonstrated for one perturbation frequency, but can be applied also in the case of numerous frequencies,
Figure 6.Resulting contrast reduction w j fD D D(∣ ∣ )K K, ,rec 0, as calculated for different deviations wp
D∣ ∣T
2
and jD at f pD = 0 .
The diagram applies for all integration timesT.
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because in equation (16) the perturbations are independent of each other and therefore can be recalculated
successively. For each reconstruction step the resulting contrast gets larger, until it reachesK0.
For the exemplarymeasurement with 540 Hz, the acquisition timewas =T 19.2 s. Using equation (18)with
j p j f= D = D =0.66 , 0, 01 and w pD =2 5 mHz, the reconstructed contrast is reduced to
= ·K K0.88rec 0. For the reconstruction of the unperturbed interference patternwith equation (16), a frequency
accuracy of1 mHz is required for the optimization process to reveal the reconstructed contrast with less than
1%deviation fromK0.
5. Results
The followingmeasurements will demonstrate the extraction of the unperturbed interference pattern contrast
K0 in the presence of dephasing. Additionally, wewill determine the vibrational response spectrumof the
interferometer, including the possibility to reconstruct the unperturbed interference pattern.
From themeasurements with the speaker (excitation frequency w p20 from100 to 320 Hz) and the piezo
(w p20 from330 to 1000 Hz) the correlation function is extracted according to equation (14). For each
measurement the correlation function is calculatedwith a spatial discretization ofD =u 90 μmand a temporal
of tD = 200 μs for the speaker and tD = 50 μs for the piezomeasurement. Themaximumcorrelation time is
t = 10 s. As discussed in section 4, the contrast of the perturbed interference pattern Kpert is determined by
using equation (13). From the correlation function at t = 0 (equation (11)), the corresponding contrast of the
unperturbed interference pattern ( )Kg 2 is extracted. The results for the speaker and piezomeasurement are
shown infigure 7. The data for Kpert show clear resonance structures at discrete frequencies. At these resonances,
the contrast of the integrated interference image vanishes almost completely. However, the correlation analysis
reveals the full contrast of the unperturbed interference pattern over the full spectral range.
Following section 4, the amplitude spectrumof the correlation function is calculated and the involved
perturbation frequencies wj and corresponding peak phase deviationsjj are identified by the described
algorithm. The resulting response spectrum for the speakermeasurement with excitation frequencies of w p20
from100 to 320 Hz is shown infigure 8. The red solid line, plotted in the frequency-plane, denotes the positions
of the fundamental frequency, where wj is equal to w0. By comparison of the positions of large amplitudesjj on
this line with the positions of the reduced contrast Kpert in figure 7, a good agreement can be seen, according to
equation (3). Themaximumpeak phase deviation in the complete spectrum isj p= 0.99j at w p =2 112 Hzj .
The blue chain lines in the frequency-plane represent higher harmonics of w0. For a given harmonic excitation
at w0 and a linear response of the interferometer, the response spectrum should include only the excitation
frequency.However, due to anharmonicities in the excitation process and possible nonlinear response of the
complex interferometer setup, the response spectrummay include higher harmonics. Especially in the region of
100 to 140 Hz this behavior can be observed. The green horizontal dashed lines show constant frequencies at 150
and 300 Hz that are independent of the excitation frequency, probably originating from the electrical network
frequency at 50 Hz.
Figure 7.Contrast ( )K g 2 (red dotswith solid line) of the speaker and piezomeasurements resulting from the correlation analysis using
equation (11) for t = 0 and the contrast of the perturbed interference pattern Kpert (blue triangles with dashed line) obtained by
fitting equation (13) to the averaged histogram. The twomeasurement sets are separated by the black dashed vertical line at 325 Hz.
The averaged contrast ( )K g 2 over the completemeasurement with the speaker is ( )62.5 3.4 % and themean error of the individual
fit is3.0%. For the piezomeasurement the result is ( )61.3 2.7 %with themean error3.2%. The averaged spatial periodicity for
the speakermeasurement is l = ( )( ) 2.62 0.04 mmg 2 with themean error of eachfit 0.02 mm and l = ( )2.60 0.04 mmpert
with themean error of0.05 mm. For the piezomeasurement the results are l = ( )( ) 2.65 0.05 mmg 2 with0.02 mm and
l = ( )2.65 0.04 mmpert with0.03 mm.
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The results of the piezomeasurement with w p20 from330 to 1000 Hz are shown infigure 9. Again, the
positions of large peak phase deviationsjj agree well with the positions of reduced contrast Kpert infigure 7,
according to equation (3). Themaximumvalue in this spectrum isj p= 2.32j at w p =2 594 Hzj . The green
horizontal dashed lines of constant frequencies are at 111.4 and 150 Hz. The origin of the first one could be a
vibration in the laboratory. The latter is likely a harmonic frequency of the electrical network.
Comparing the two spectra infigures 8 and 9 it can be seen, that the resulting peak phase deviations of the
speakermeasurement are below the values extracted from the piezomeasurement. One reason could be, that the
excitation of the speaker is directed along the interferometer axis (z-direction, figure 1), whereas the piezo
excitation is oriented along the direction of interference (y-direction). The piezo excitationwill thus have a
stronger influence on the dephasing of the interference pattern. Another difference between the two spectra are
the positions of constant frequencies indicated by the green horizontal lines. This difference could probably
originate from the excitation directionmentioned above and the fact that the twomeasurements have been
made at different days. Therefore, a change of the environmental conditions could be possible.
Calculating the spatial periodicity of the electron interference pattern before themagnification through the
quadrupole lens, allows to determine the spatial perturbation amplitude. Themeasurements have beenmade
with an electron emission voltage of 1.45 kV and a voltage of 0.3 V at the biprism, yielding an interference
patternwith the unmagnified spatial periodicity of l = 880 nm [43].With this value and the resulting peak
phase deviationsjj, the spatial perturbation amplitudeA can be calculated via j l=
j
p( )A j 2
j . The resulting
Figure 8.Response spectrumof the interferometer as extracted from the speakermeasurement. The red solid line in the frequency-
plane shows the fundamental frequency, where wj is equal to w0. The blue chain lines represent the higher harmonics of w0. The green
horizontal dashed lines indicate constant frequencies at 150 and 300 Hz.
Figure 9.Response spectrumof the piezomeasurement. The red solid line shows the fundamental frequency of w0. The green
horizontal dashed lines are constant frequencies at 111.4 and 150 Hz.
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amplitudes are in the range of 6 nm (j p= 0.0141 at w p =2 111.4 Hz1 ) up to 1.021 μm (j p= 2.3201 atw p =2 594 Hz1 ). Herewe assume, that the perturbation occurs before themagnification of the interference
pattern through the quadrupole lens. In principle it is possible to increase the sensitivity formeasuring
perturbation amplitudes by reducing the spatial periodicity. This can be achieved by decreasing the acceleration
voltage or increasing the biprism voltage.
With the obtained values from the correlation analysis, the unperturbed interference pattern can be
reconstructed from the experimental data with equation (16). In addition, the accuracy in identifying the
perturbation frequencies wj and peak phase deviationsjj can be increased bymaximizing the contrast of the
reconstructed pattern Krec. The result is plotted infigure 10 for the region from494 to 578 Hz of the piezo
measurement. Over thewhole range the contrast of the reconstructed interference pattern Krec is significantly
larger than the contrast of the perturbed one Kpert and close to the contrast ( )Kg 2 of the unperturbed interference
pattern, whichmarks an upper limit for the contrast of the reconstructed pattern.
6. Conclusion
Due to the technological progress for single-particle detectionwith high spatial and temporal resolution, it is
possible to provematter-wave interference by second-order correlation analysis, although the integrated
interference structure vanishes by vibrational dephasing. Furthermore, the involved perturbation frequencies
and amplitudes can be identified. In this paperwe have demonstrated theoretically and experimentally, how this
can be performed using the additional information about the particle impact time ti and position yi. Ourmethod
can in principle be applied in various interferometric experiments equippedwith such a detector. It hasmajor
potential for applications in sensor technology for vibrational as well as electromagnetic perturbations [34, 35].
By introducing vibrations artificially to our biprism electron interferometer, we have disturbed the
integrated interference pattern. The degree of disturbance depends on the response of the interferometer to this
excitation frequency.With ourmethod thematter-wave characteristics, contrast and spatial periodicity, were
extracted for thewhole excitation spectrum from100 to 1000 Hz. By calculating the amplitude spectrumof the
correlation function, it is possible to identify the perturbation frequencies using our numerical search algorithm.
With the obtained frequencies, the theoretical functionwasfitted to the experimental spectrum to determine the
perturbation amplitudes and phases. By applying ourmethod to allmeasurements, a response spectrumof the
interferometer was created.With the possibility to reconstruct the unperturbed interference pattern, the
accuracy of the parameters obtained from the correlation analysis could be increased.
We have demonstrated, that ourmethod is not only a tool to provematter-wave interferences even if they are
invisible in the integrated picture, but has also possible sensor applications for the identification of perturbation
frequencies and amplitudes originating from the environment. The interferometer could be used for the analysis
of external perturbations, if its response spectrum is known.On the other hand, it is possible to apply a defined
external perturbation source tomap the response spectrumof the interferometer.With the knowledge of the
vibrational as well as electromagnetic response spectrumof an interferometer, themechanical decoupling from
Figure 10.Contrast obtained from the correlation analysis ( )K g 2 (red dotswith solid line), contrast of the perturbed interference
pattern Kpert (blue triangles with dashed line) and contrast of the reconstructed interference pattern Krec (yellow squares with chain
line) for different excitation frequencies w0. To calculate Krec equation (16) is used tomaximize the contrast by varying the
perturbation parameters. ( )K g 2 represents the upper limit for Krec.
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the environment and electromagnetic shielding can be optimized for the specific application. Additionally,
perturbation sources can be identified and eliminated.
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