We develop a mathematical and statistical framework to model the actions of underlying metabolites for carbon dioxide assimilation in photosynthesis. This study was motivated by a challenge posed by Syngenta Biotechnology to use modeling to better characterize photosynthesis in plants and subsequently better understand growth and crop yield. We use a dynamical system model proposed by Zhu., et al. [16], which describes the Calvin Cycle in spinach plants through changes in the concentrations of 38 metabolites (state variables) using non-linear enzyme kinetic ordinary differential equations and mass-balance laws that contain a total of 165 parameters. In our study of the CO2 assimilation rate, we pose our research questions with this dynamical system mathematical model and a statistical model to describe the observation process. In particular, we address the research question "Once a subset of parameters is fixed and the times at which data is collected are determined, can we identify which metabolites we should measure in order to optimize the confidence in our parameter estimates?" This problem of choosing the best subset of metabolites to measure is not well-explored in the existing literature. Here, we propose two methods. The first, the ad hoc Simple Linear Regression (SLR) method, models carbon assimilation as a linear function of the metabolites. Using simulated data, we implement a step-wise selection algorithm to determine the best subset of metabolites at each of 10 fixed time points. The second method, the Optimal Design Criterion method, fixes the number of metabolites to be observed and searches for the best combination by calculating a measure of the size of the Fisher Information Matrix (FIM) associated with measuring only the selected metabolites. Both methods suggest promise in determining appropriate sets of metabolites to observe for successful implementation of inverse problems. Our conclusions represent a paradigm for estimating parameters and designing experiments more efficiently in plant biological modeling. Ultimately, our results may be used to help engineer seeds that maximize carbon dioxide assimilation in photosynthesis and hence promote plant growth.
and crop management practices. These models do not include compartments for the enzyme processes that occur in plants. The relatively simple Aquacrop model [15] utilizes basic mathematics and patterns observed in plant growth to mainly relate plant growth to water consumption using the formula B = W P × T r, where B is biomass, W P is water productivity of the crop, and T r is crop transpiration. The DSSAT utilizes a modular algorithm and includes many more factors in plant growth but has only been tested and verified on about 16 crops in its history from 1988 to 2003. It utilizes the CROPGRO algorithm, which was originally developed for soybean and peanut growth but has been successfully extended to wheat. Both systems are useful for predicting overall crop yields; however, they cannot be fine-tuned for changes in enzyme reaction rates caused by genetically modifying seeds.
In [12] , the authors present a simple mathematical model (compared to that of [16] ) for calculating carbon dioxide assimilation in the Calvin Cycle. This nonlinear ordinary differential equation (ODE) model uses atmospheric CO 2 and O 2 concentrations, light intensity, temperature and some composite reaction rates to describe CO 2 assimilation and the changes in concentration of NADPH, NADP + , ATP, ADP, PGA, and RUBP. The model is developed at the cellular level and extended to the leaf level, where light intensity has a more pronounced and nonlinear effect. The model draws on previous knowledge of reactions in leafy plants such as spinach and eucalyptus. The techniques used to develop this model may be useful if we were to add more environmental factors to the model in [16] without moving to a crop modeling system.
There are many techniques that may be used to inform the design of experiments. We focus on nonlinear least squares methods. In [3] , the methodologies of maximum likelihood estimators (MLE), ordinary least squares (OLS), and generalized least squares (GLS) are discussed with scalar and vector observations, and uncertainty quantification is mentioned, namely in the form of observation error covariances, standard errors, and, for scalar data, sensitivity matrices. A related metric of uncertainty in parameter estimates known as the Fisher Information Matrix (FIM) is then explained and used to identify optimal sampling times for ODE systems with scalar and vector observations in [8] . Experimental design using sensitivity functions as well as the FIM is described in [7] .
The question of what variables to measure is very important in the context of this and many other plant enzyme kinetics models. It is always preferable to reduce the time and cost required to sample specimens while maximizing the useful information from the collected data, and it is highly unlikely that observations of only one metabolite would provide sufficient information to estimate parameters. However, how should one choose this one metabolite if only one is available ? In this paper we analyze the interactions of state variables and parameters in a mathematical and statistical model of carbon dioxide assimilation in the Calvin Cycle for spinach to determine which metabolites should be measured in an experiment. Our model consists of a system of coupled differential equations describing the relationship between the metabolites involved in the Calvin Cycle [16] and a corresponding inverse problem framework utilizing the statistical model to determine optimal parameter estimates and experimental design.
Our results illustrate that by modifying the ratios of the concentrations of enzymes involved in carbon metabolism or the parameters describing the efficiency of the reactions that use these metabolites, the photosynthetic rate can be changed. In particular, the model output is most sensitive to a few parameters. In addition to aforementioned inverse problem approach, we also develop an innovative algorithm to determine which metabolites are best to measure. These findings in optimal experimental design and parameter estimation theory in plant biological modeling could help to develop more efficient seeds to yield better results despite diminishing resources.
Biology Background
Photosynthesis is the process by which plants convert solar energy, using carbon dioxide and water, into chemical energy and byproducts. The plant stores the chemical energy in the form of glucose and uses this carbohydrate energy source to grow. The chemical equation for photosynthesis in plants is:
Photosynthesis takes place in the chloroplasts and involves two stages. The energy transferring stage, sometimes called the light-dependent reactions, occurs in cell units called photosystems located in the thylakoid membranes of chloroplasts. In this stage, pigment molecules capture energy (in the form of photons) from the sun and store it temporarily in the chemical bonds of adenosine triphosphate (ATP) and reduced nicotinamide adenine dinucleotide phosphate (NADPH), which is an electron carrier. In this process, one molecule of the pigment chlorophyll absorbs one photon and loses one electron. Then, in a process called photolysis, the chlorophyll molecule uses water to regain the lost electron, which releases oxygen.
In the carbon fixation stage, ATP and NADPH are used to repackage the energy as sugar and starch. There are several common pathways used by plants to perform carbon fixation. Spinach utilizes the C3 pathway, also known as the the Calvin Cycle or light-independent reactions. The Calvin Cycle is an intricate series of reactions that can be categorized into three stages. In the first stage, the energy in ATP is used to bind the sugar ribulose 1,5-bisphosphate (RuBP) to CO 2 to create two molecules of 3-phosphoglycerate (PGA). This stage utilizes the enzyme known as RuBisCO. In the next stage, the energy in NADPH is used to reduce PGA to 3-phoshoglyceraldehyde (PGAL) in reactions catalyzed by the enzymes phosphoglycerate kinase and G3P dehydrogenase. This stage also produces nicotinamide adenine dinucleotide phosphate (NADP + ) and adenosine diphosphate (ADP), which are then used in the energy transferring stage to create NADPH and ATP again. Finally, in the regeneration stage, most of the PGAL is rearranged to recreate RuBP. A portion of the PGAL moves into the cytosol to be used in the creation of sucrose.
Also included in this model of the Calvin Cycle as performed in a spinach leaf [16] is the mechanism of photorespiration that occurs in many plants in bright light. The enzyme RuBisCO catalyzes a reaction that uses some of the newly produced sugars to change O 2 into CO 2 . These reactions reduce the efficiency of photosynthesis and are important to include when looking at the large system of enzyme kinetic reactions that occur in a plant.
This model is for the Calvin Cycle of a spinach leaf [16] , though this prototype could be easily generalized to other plants. We use both statistics and applied mathematics to formulate an inverse problem. Because the observation process inherently contains errors, which affect resultant parameter estimates, and the system is naturally dynamic, the model will involve a system of coupled ordinary differential equations and a corresponding statistical model to characterize the errors in measurement. We solve this model using parameter estimation theory [3, 14] .
Modeling Techniques

Mathematical and statistical models
Solving this problem requires both a mathematical and a statistical model, which we define below. The mathematical model is given by
x(t 0 ; θ) = x 0 where x(t; θ) is the vector of state variables of the system generated using parameter vector θ = ( x 0 , q) ∈ R p , p = m+r, that contains m initial values and r system parameters listed in q, g is a mapping R 1+m+r → R m , t 0 is the initial time, and t f is the final time. We define an observation process
where C is an observation operator that maps R m → R N . If we were able to observe all variables, then C = I m×m and N = m; however, this is often not the case because it is impossible or too expensive to measure all state variables.
In order to discuss the amount of uncertainty in parameter estimates, we formulate a statistical model [3] of the form
where θ 0 are the (standard for statistical treatments) hypothesized true values of the unknown parameters and E is a vector of random variables that represents observation error for the state variables and follows the following assumptions
where δ(0) = 1 and δ(t) = 0 for t = 0. One realization of the statistical model (3) is written
When collecting experimental data, it is often difficult to take continuous measurements of the observed variables. Instead, we assume that we have n observations at times t j , j = 1, . . . , n, t 0 ≤ t 1 < t 2 < . . . < t n ≤ t f . We write the observation process (2) as f (t j ; θ) = C x(t j ; θ), j = 1, 2, . . . , n,
the discrete statistical model as
and a realization of the discrete statistical model as
If we were given θ, we could solve (1) for x(t; θ), a process known as performing the forward problem. Alternatively, if we had a set of data y j , j = 1, 2, . . . , n, we could estimate θ 0 in a process known as solving the inverse problem. We intend to use this mathematical and statistical framework to determine which variables would provide the most useful information if measured, when those variables should be measured, and what parameters we can most confidently estimate.
Ordinary least squares
Several methods exist to solve the inverse problem [3] . A major factor in determining which method to use is additional assumptions made about E(t). It is common practice to make the assumption that realizations of E(t) at particular time points are independent and identically distributed (i.i.d.). If, additionally, the distributions describing the behavior of the components of E(t) are known, then maximum likelihood methods may be used to find an estimate of θ 0 . On the other hand, if the variance V 0 (t) is assumed to vary over time, generalized least squares methods may be used. We assume that V 0 = V 0 (t) is constant over time and use an ordinary least squares (OLS) framework as described in [3] to solve the inverse problem. We focus on the vector OLS procedure as we anticipate that our work with the model based on the work in [16] will use multiple observed variables at each time.
Given a mathematical model (1) and discrete statistical model (5) with n time points t j , j = 1, 2, . . . , n, t 0 ≤ t 1 < t 2 < . . . < t n ≤ t f , and V 0 = Var( E(t j )) = diag(σ 
where Θ is the set of all possible values of θ, to be the OLS minimizer such that each element of the difference vector
is weighted using the variance of its corresponding observed variable. A realization of this problem using data y j , j = 1, 2, . . . , n, is written
However, calculatingθ OLS still requires the unknown V 0 . If the number of parameters p of a system is sufficiently small and number of observations n large so that p < n, then we may calculate the bias adjusted estimate of the variances
and find the estimate of θ 0 using
Therefore, findingθ OLS when V 0 is unknown requires solving the coupled system of equations (8) and (9). We may utilize the asymptotic properties of the OLS minimizer (6) to learn about the behavior of the model (1) and (3) . As the number of samples n → ∞, θ OLS has the following properties [11, 14] 
where
is the p × p covariance matrix, and
. . .
The approximationΣ n to the covariance matrix Σ n 0 is
We may useΣ n to approximate the standard errors of each parameter inθ OLS . For the kth element ofθ OLS , written
n kk is the element in the kth row and kth column ofΣ n .
Additionally, we define the Fisher Information Matrix to be the inverse of the covariance matrix, which we approximate using (12) by
Choosing optimal state variables to measure
In many applications, the number of state variables theoretically available to measure may exceed the number of state variables that an experimenter actually has the resources to sample. For example, our dynamical system model for the Calvin Cycle includes 38 distinct metabolites that an investigator could record. However, recording this number of metabolites could be prohibitively expensive. It is therefore desirable to find a subset of the available state variables that is optimal in some sense. We propose two methods for choosing this optimal subset of state variables and explore both of them using simulated data from the photosynthesis problem.
Simple linear regression
The first method transforms the perspective of the problem such that we can apply classical variable selection techniques. In our formulation of the mathematical model (1) and statistical model (5), we view the 38 metabolites as the response variables and time and the parameter θ as the covariates (or inputs). If we had data, we would then find an estimate θ OLS of θ 0 using ordinary least squares and find a model solution that describes the metabolite concentrations over time.
There are no known statistical or mathematical methods to select optimal outcome variables, and so in this framework we cannot identify which state variables would be best to measure. In the Calvin cycle, however, the production of metabolites is not the primary goal of the plant: it is carbon assimilation, which leads to plant growth. Carbon dioxide uptake, which is related to carbon assimilation, may be estimated using a linear combination of the velocity rates of a few of the enzyme reactions. In this conceptual framework, we may now identify which state variables to measure. We define the 38 metabolites to be the covariates and we use the estimated CO 2 uptake rate as the response variable. With this change in perspective, we have transformed a complicated problem into a simple problem that may be addressed using standard statistical techniques.
Since the Calvin cycle is a dynamic biological process, it is important to evaluate any model with longitudinal data, i.e., model values at different times. Treating the state variables, metabolite concentrations, as independent variables and CO 2 uptake as the response, we perform simple linear regression at n selected time points t j , j = 1, . . . , n. The
where Y j is the CO 2 uptake rate at time t j , M i l ,j is the concentration of metabolite i l at time t j , and N = 38, the number of metabolites.
To determine which metabolites are most strongly associated with the CO 2 uptake at a particular time t j , variable selection can then be performed using forward, backwards, or stepwise selection using some selection criterion such as the Akaike Information Criterion (AIC), described in [1] , or the Bayesian Information Criterion (BIC). The forward selection starts with no predictor variables in the model and sequentially adds the variable with the most explanatory power until all remaining predictors have significance levels below some threshold. The backward selection process starts with all predictor variables included and at each step eliminates the variable with the least explanatory power until all remaining variables have significance above some threshold. Stepwise selection combines the previous two procedures and considers whether to include or exclude the new variable in the model at each step. For each of these methods, a selection criterion (AIC, BIC, etc.) is computed for the model at each step. The final model chosen is the one that optimizes this selection criterion. In this effort, we used the stepwise selection based on the AIC statistic. This statistic provides a means for comparing models with respect to their ability to fit a given data set. It is a relative measure of "information lost" when a given model is used to describe the data. When used with a particular model it gives a quantitative measure of the trade-off between model complexity and model goodness of fit.
AIC [1] is the statistic AIC = 2(k + 1) − 2ln(L) where k is the number of predictor variables in the model and L is the value of the likelihood function evaluated at θ OLS . Minimizing AIC over models considered should give a model that both fits the data well and is relatively sparse. Thus, for a given time point, t j , we select the model Y j that minimizes AIC and conclude that the predictors in Y j represent the best set of metabolites to measure at t j .
A key step required to conduct this optimization procedure is to generate a plausible dataset if multiple sets of experimental data are not available. To obtain multiple records, we choose n time points and for each discrete time point, we generate a dataset of 100 replicates of metabolite concentrations and CO 2 uptake rates. This dataset was generated by adding 5% noise from the standard normal distribution to each metabolite concentration given by the numerically solved model and CO 2 uptake rate. We perform this procedure at 10 different times, and then run the variable selection linear regression procedure for each time point. Ultimately, we select the metabolites that appear in the union of each of the 10 models more than three times.
Optimal design criterion method
New to the field of experimental design are methods to determine which state variables should be measured before an experiment is performed. Often the observed variables are selected because of the availability and cost of sampling techniques, but in the field of molecular plant biology there are many metabolite assays that may be performed. Here we develop a method that utilizes the Fisher Information Matrix (FIM) that is similar in its framework to the time point selection techniques used in optimal design of experiments in [8] .
Recall that in (7) we search for the parameter vectorθ OLS that minimizes
the OLS cost function weighted by the variances V 0 of the error processes E. Emphasizing the presence of the observation operator L = C, where the projection L : R m → R N is a linear transformation, we write (14) as
We construct L using row vectors l α , 1 ≤ α < N , where element β in l α , denoted l α (β), describes the weight of state variable β in observation variable α. Choose N such observation method vectors. Then L is a N × m matrix such that L α,β = 0 if state variable β is not measured in observed variable α and L α,β = ψ if state variable β, 1 ≤ β ≤ m, is measured in observed variable α, 1 ≤ α ≤ N , with a weight of ψ that is determined by the observation method. In practice, L would be sparse and include only one nonzero element in a row or a few nonzero elements per row, representing in this latter case that a linear combination of state variables are measured in a particular observation operator. Additionally, as it does not benefit the experimenter to perform the same measurement twice at one time point, it is likely that L has full row rank. In order to compare the effect of L on our ability to accurately estimate θ 0 , we write the FIM as
We select an N < m, and let L N be the set of all matrices L as defined above. Assume we may formulate a functional J N : R p×p → R + . Then the optimal design problem associated with the functional J N is selecting a matrixL such that
We observe that L N is a finite set if the weights ψ are given and fixed. (Although we don't do so here, one could, of course, also optimize over a weighting set Ψ = {ψ} and this could, in general cases, lead to an infinite dimensional optimization problem similar to those formulated in [7] .) In any event, solving the corresponding optimal design problem is conceptually simple. Using (16), we create the set F ⊂ R p×p of all possible FIM F that could be formulated from the observation matrices L ∈ L N . By the properties of matrix multiplication and addition, this set is also finite. Then the functional J N applied to all F ∈ F produces a finite set contained in R + . Because this set is finite, it is well-ordered by the relation ≤ and therefore has a minimal element. Therefore we may find at least one solution,L, to (17).
We may consider the use of several different functionals in the context of D-optimal, E-optimal, c-optimal, or SEoptimal design criteria and also the matrix norm [7] to determine the form of J N . Many of these design criteria use the inverse of the FIM, which is equivalently the approximate covariance matrix.
In D-optimal design,
By minimizing J N D , we minimize the volume of the confidence interval ellipsoid describing the uncertainty in our parameter estimates. Since F is symmetric and positive semi-definite,
In E-optimal design, the cost functional is J N E is the largest eigenvalue of
, or equivalently,
.
To obtain a smaller J N E , we must reduce the length of the principal axis of the confidence interval ellipsoid. Since an eigenvalue λ solves det(F − λI) = 0, an eigenvalue of λ = 0 would mean det(F ) = 0, or that F is not invertible. Since F is positive semi-definite, all eigenvalues are therefore positive. Thus also
In c-optimal design, the cost functional is written
c, where c ∈ R p describes the importance of accurately estimating the parameters relative to the other parameters. Minimizing J N c is equivalent to minimizing the variances of the parameters with the largest elements in c. Since F and F −1 are positive definite, the quadratic form is positive, convex, and has a global minimum. Therefore J N c : R p×p → R + .
In SE-optimal [7, 8] , written
Thus in SE-optimal design, the goal is to minimize the sum of squared errors of the parameters normalized by the true parameter values. As the diagonal elements of F −1 are all non-negative, we also have J N SE : R p×p → R + . When using a norm to describe the cost function, the squared matrix norm || · || 2 2 is typically used. However, minimizing ||F −1 || 2 2 = max{eig (F −1 ) 2 } will give the same results as E-optimal design. We believe that one could also use currently undeveloped techniques related to sensitivity analysis to determine which state variables are most strongly associated with the parameters. In the next section, we employ mathematical and statistical techniques to first determine which parameters have the largest impact on the behavior of the dynamical system. Then, we determine which state variables are most important to measure. The first method, which utilizes linear regression and the Akaike Information Criterion [1] , identifies which state variables are most strongly associated with the outcome of interest, carbon dioxide assimilation. The second, which minimizes an optimal design criterion based on the Fisher Information Matrix, identifies which state variables provide sufficient information to accurately estimate a subset of parameters.
Parameter Selection and Estimation
Sensitivity analysis results
Broadly defined, sensitivity analysis is a set of techniques that can be used to assess the dependence of a model's outputs on parameter values. In biological problems, the number of parameters are often sufficiently high to where it is computationally costly or even impossible to attempt to estimate all of them in the inverse problem. In such situations, it is necessary to choose some parameters to estimate and fix the remaining parameters at reasonable estimates. Sensitivity analysis can be employed to help make such decisions. The m × p sensitivity matrix, D j ( θ), contains the values of the sensitivity functions evaluated at time t j and is defined in (11) . The sensitivity matrix describes how much each component of the vector f is dependent upon a particular component of the parameter vector θ at a particular time t j . Sensitivity matrices for large systems are typically calculated using finite difference techniques or automatic differentiation.
Plotting the values of these matrices using a heat map can give us substantial information with minimal additional effort. When an element ∂fi(tj , θ) ∂θ k in the sensitivity matrix is far away from 0, it indicates that the value of parameter k has a substantial impact on the output of function f i at time t j . Thus, we can identify which parameters we should estimate as well as which time intervals the parameters have the largest impact on the dynamical system. Several additional algorithms for choosing the most important parameters are discussed in [2] and [10] . These methods choose a subset of parameters that minimize a selection score related to the covariance matrix of the system while maintaining a full rank sensitivity matrix corresponding to the subset of included parameters. The proposed algorithms rely on searching each potential set of parameters, however, and are therefore computationally costly, requiring up to p0 p=1 p 0 p comparisons, where p 0 is the number of parameters in the model of interest. Additionally, [2] provides theory for only scalar data, not data with multiple observed variables.
We chose to implement the simpler graphing method to determine which parameters were most important in our plant model. Using finite differences, we evaluate the sensitivity functions at a discrete set of time points using the parameter values given in [16] to create the sensitivity matrices D j ( θ), calculate the sum n j=1 |D j ( θ)|, and identify parameters that are associated with the largest elements in n j=1 |D j ( θ)|. This set of parameters most strongly influences the behavior of the dynamical system over time.
We first generated sensitivity matrices D j for five different sets of ten discrete time points t j . For each set of time points, we then summed the absolute value of these ten matrices to select the parameters for which the system was most sensitive. We discovered that KM11, KM521, KI523, KC, KM1221 and KM1241 elicited the largest sensitivity values for all five sets of ten time points. KM12, KM13, KE4, KM131, KE22, KM521 and V58 appeared to generate nontrivial sensitives in some (but not all) of the sets of ten time points. We use the results of this analysis in the next section of parameter analysis.
Parameter estimation
Before we may conclusively identify the optimal times at which to sample or the optimal metabolites to sample, we must first test the feasibility of predicting a small number of parameters in the Zhu Calvin Cycle model [16] . Since we do not have a set of data, we use the simulated solution to this model, with parameter vector θ 0 with values as described in [16] , to calculate eleven data points of all 38 metabolites at times t j = j−1 10 5000, j = 1, 2, . . . , 11, so that T f = 5000 seconds. To perform the inverse problem, we add or subtract 25% of the true value of the parameters we will estimate and then use unconstrained nonlinear optimization via a simplex search to minimize the unweighted least squares error between the predicted solution and the true solution that uses θ 0 .
We perform the inverse problem for the parameter subsets and record (in Table 1 ) the parameter estimatesθ
, respectively, for the initial parameter guesses at 1 ± .25 times the parameter subset true values. We also record the least squares error and the runtime for the inverse problem as performed on a laptop with a 2.67 GHz 4-core Intel i7 processor and 4 GB RAM. We plot the CO 2 uptake rates for the true solution and the solution generated by the parameter estimates in Figures 1-3 .
Estimation of six parameters to which the model is most sensitive provided mixed results when only 25% away from the true value. Starting at 25% below θ 0 , the minimization routine was able to estimate KM11, KI523, and KC very well; however, starting at 25% above θ 0 led to an estimateθ + a that is not near θ 0 (Table 1) . The variability in results may be due to the capabilities of fminsearch or undetected interactions between parameters. For example, when estimating KM521, perhaps KI521 should also be estimated. When estimating the top 13, all parameters could be estimated reasonably well with the exception of KM12, which was far from its true value in bothθ , however, appear to be very close to that of the model generated by θ 0 (Figure 2) . Adding parameter constraints would aid in producing biologically correct parameter estimates. Estimation of 21 parameters (the top 13 plus 8 more parameters used in describing reactions that involve RuBP and SBP, which are seen to be related to Rubisco in [16] ) was surprisingly effective, with only 6 values inθ (Table 1 ). The performance of the model generated byθ + c is also impressive (Figure 3 ). Since some of these poorly estimated parameters are also problematic in the 13-parameter case, we may want to refocus our efforts on other parameters or perform more refined sensitivity analysis.
It appears that if the runtime of the parameter estimation problem is a concern, it would be best to estimate no more than 10 parameters; however, the results are sometimes far from the true parameters. Having correct parameter estimates in this context is especially important, as different reaction rates would paint a different picture of how the plant is performing. It is possible to estimate a large number of parameters (over 20) if reasonable initial guesses can be provided. Additionally, the number of parameters that could be estimated -and the quality of those estimates -could be improved if constraints were imposed.
Optimal metabolites to measure
Focusing on the overall CO 2 uptake rate of the plant and on the parameters identified through sensitivity analysis as most important to the differential equation system, we perform our two metabolite identification techniques: simple linear regression to create a linear model of how metabolites relate to CO 2 uptake at selected time points, and optimal design criterion minimization of a functional J N on the Fisher Information Matrix.
Simple linear regression
Using the simple linear regression (SLR) variable selection technique; we obtain the set of metabolites that best predict the CO 2 update rate at each of 10 evenly spaced time points t j between 0 and 3000 seconds. We considered the metabolites that appeared often (3 times or more), over all of the models for each time point, as the most important features. These metabolites are underlined in Table 2 : RuBP, NADPH, GCEA, F26BPc, T3P, Goac, SUC, FBP, CO2, PGCA, GLUc, NADHc, T3Pc. Since these metabolites most closely associated with CO 2 uptake rate, we suggest measurement of these metabolites for an optimal fit. 
Model Metabolites
RuBP, E4P, ATP, NADPH, GCEA, GCEAc, HexPc , F26BPc, UTPc
RuBP, T3P, ADPc, GCEA, GCAc, Goac, UTPc, SUC
T3P, FBP, CO2, GCA, PGCA, Goac, HPRc, F26BPc, SUC
NADPH, GLUc , GCEA, PGCA, GLYc, HexPc, SUCP, SUC
T3P, CO2, HexP, NADHc, PGCA, T3Pc
RuBP, CO2, NADHc, GCAc, SERc, HPRc, T3Pc, F26BPc, SUC
SBP, NADc, GLUc, GCEA, GCA, SERc, UDPGc T 8 ( x) RuBP, FBP, NADPH, CO2, NADc, ADPc, GLUc , GCEA, Goac, GLYc, FBPc, UDPGc
O2, GCAc, HPRc, GCEAc, HexPc
DPGA, FBP, HexP, NADHc, GCA, PGCA, T3Pc, PGAc Table 2 : The resultant covariates selected by the step-wise selection algorithm for each model at each of the 10 time points. The underlined metabolites represent those that appear multiple (three times or more) times over the 10 models. These highlighted metabolites produce the best fits and therefore represent optimal metabolites to measure.
Optimal design criterion method
Unlike the simple linear regression method, utilizing the optimal design criterion to identify optimal state variables does not require data; therefore we do not create simulated data. We use the parameter values as described in [16] 10 3000, j = 1, 2, . . . , 11, so that t 0 = 0 and t f = 3000 seconds when using θ a , and time points t j = j−1 10 3000, j = 1, 2, . . . , 21 for θ c , and consider subsets of N = 3, 5, 10 metabolites for both θ a and θ c and also N = 15 for θ a . Each metabolite is assigned a variance of 5% of its initial value, and to reduce computation time, all metabolites that do not change in concentration over time (dx/dt = 0) are excluded from the search algorithm.
According to the estimated standard errors, the D-optimal design criterion performs the best on the Zhu Calvin Cycle model. Solutions generated by D-optimal design tends to minimize the largest standard error (far right columns of Tables  3 and 4) , and at times results in a standard error that is at least an order of magnitude better than the corresponding Eoptimal and SE-optimal design solutions.
When estimating a small set of parameters, θ a , only a small number of variables must be measured. Sampling more variables does not decrease standard errors by a great amount -sometimes it even increases the standard errors of some parameters. If only N = 3 variables were sampled, all three optimal design criteria selected the metabolites PGA, Serc, and F26BPc. When sampling only N = 5 variables, all three optimization criteria identified PGA, Serc, F26BPc, and T3P or T3Pc as important variables to measure, and two out of three criteria identified FBPc. This indicates that even when using different optimization criteria, some variables are generally important to measure. This amount of overlap increases as the N increases. In Table 3 , one parameter, KC (the Michaelis constant for CO 2 ), consistently has the lowest variance. In our calculations, KC = 0.0115, so a variance below the order of 1e − 3 is desirable. Similarly, a second parameter, KM521 (a Michaelis constant related to FBP), consistently has the highest standard error. The value used in our calculations is KM521 = 0.0025. Since the calculated standard errors are so large compared to the parameter value, it would be wise to fix that parameter and instead estimate another parameter. The standard error of KM521 is lower when FBPc or F26BPc are selected to be measured, so if KM521 must be estimated, measuring these two metabolites will theoretically improve the accuracy of the parameter estimate.
The trends seen in the standard errors for the parameters θ a reflect the results of Section 4.2. The parameters KC and KM11 (which had a standard error almost as low as that of KC) were estimated close to their true values for θ 0a , and KM521 was not well estimated. This indicates that the model is not very sensitive to KM521 at the chosen time points. The calculated standard errors of KM1221 and 1241 were larger than the true parameter value of 0.15, also matching the somewhat poor estimation of these parameters in the inverse problem.
When estimating a large set of parameters, θ c , we see that we will need to sample a larger number of metabolites (Table 4 ). At N = 3, all three selection criterion chose RuBP, SBP, and F26BPc. This indicates that measuring those three variables is critical to estimating the parameters in θ c , but the maximum standard error is very high. This trial used KI135 = 0.4, and so a standard error with a positive order of magnitude is not desirable. Many other standard errors also had positive orders of magnitude while the initial parameters were between 0 and 1. Similarly, at N = 5, RuPB, SBP, GLYc, T3Pc, and F26BPc are selected by multiple optimization criteria, showing that some state variables are generally important to measure in order to have small standard errors. While at N = 5 the maximum standard error was large, many standard errors decreased by at least an order of magnitude. Most standard errors have an order of magnitude less than 0 if N = 10 variables are chosen. The overlap in variable selections continue: all three criteria choose RuBP, T3P, SBP, GCEA, SERc, and F26BPc, and many variables chosen by one selection criteria are also chosen by a second. To further reduce standard errors, it may be wise to remove KI135 from the parameter set, as it consistently has the highest standard error. Alternatively, more time points may be sampled, or more variables may be measured.
The selection of N = 10 state variables for θ c overlaps with the 12 metabolites frequently selected by the Akaike Information Criterion (AIC) used in the simple linear regression (SLR) technique in Section 5.1: RuBP, T3P, GCEA, and F26BPc are chosen by all three optimal design criteria and by the AIC. Additionally, Goac and T3Pc are selected by two optimal design criteria and the AIC. Additionally, the standard errors calculated in this method reflect the variability in parameter estimates generated in Section 4.2. Parameters that often were estimated far from the true value in Section 4.2 often had higher standard errors, and those that were accurately estimated had smaller standard errors. Table 3 : Number of observables, optimal design criterion, optimal cost, selected observables, and the minimum and maximum standard error and associated parameter for the parameter subset θ a . Table 4 : Number of observables, optimal design criterion, optimal cost, selected observables, and the minimum and maximum standard error and associated parameter for the parameter subset θ c .
N Criterion
Conclusion and future work
In this paper we used an existing dynamical system plant model [16] to explore observation variable selection methods in experiments studying photosynthesis in matured plants. We performed sensitivity analysis to determine which sets of parameters were most affecting the metabolites expressed in the differential equation system, verified that the inverse problem may be performed on those selected parameters when full data of all 38 metabolites are available, and used both simple linear regression and optimal design criterion minimization to preliminarily select the most important subset of metabolites to measure in an experiment.
Implementation of experimental design techniques to inform plant growth studies has shown great potential; hence, this project has many directions in which it could continue. The long-term goals of this project are: (i) to improve the sampling time distribution and select which parameters should be estimated using a more advanced technique, (ii) to improve how the model accounts for environmental factors such as atmospheric CO 2 and O 2 concentrations, light level, and H 2 O availability and how the model includes changes in the plant over time, and (iii) perhaps investigate cohortand population-level models for use with destructive sampling techniques.
With even more time, we would consider the techniques described in [2] and also compare selections of different number of metabolites. Both of these problems would require numerous parameter estimations, which would take a great amount of time. However, investigating these problems could potentially save industry partners a great amount of resources by reducing the number of sampling times, reducing the number of metabolites measured at each time a sample is taken, and informing researchers as to which parameters must be accurately estimated.
