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Abstract
Finding the best neural network architecture re-
quires significant time, resources, and human ex-
pertise. These challenges are partially addressed
by neural architecture search (NAS) which is able
to find the best convolutional layer or cell that
is then used as a building block for the network.
However, once a good building block is found,
manual design is still required to assemble the
final architecture as a combination of multiple
blocks under a predefined parameter budget con-
straint. A common solution is to stack these
blocks into a single tower and adjust the width and
depth to fill the parameter budget. However, these
single tower architectures may not be optimal. In-
stead, in this paper we present the AdaNAS algo-
rithm, that uses ensemble techniques to compose
a neural network as an ensemble of smaller net-
works automatically. Additionally, we introduce
a novel technique based on knowledge distillation
to iteratively train the smaller networks using the
previous ensemble as a teacher. Our experiments
demonstrate that ensembles of networks improve
accuracy upon a single neural network while keep-
ing the same number of parameters. Our models
achieve comparable results with the state-of-the-
art on CIFAR-10 and sets a new state-of-the-art
on CIFAR-100.
1. Introduction
Designing neural network (NN) architectures is often a
demanding process. It often requires significant time, re-
sources, and human expertise. These challenges are partially
addressed by neural architecture search (NAS), which is able
to find the best convolutional layer or cell that is then used
as a building block for the network (Real et al., 2018; Zoph
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et al., 2017). However, once a good building block is found,
it is still required to manually design the final architecture
as a combination of multiple blocks. Moreover, there is
usually a need to design multiple architectures with differ-
ent parameter budgets, as different applications might pose
different hardware constraints on memory and computation.
The critical question is how to upscale a small building
block into a large architecture? A common solution is to
stack those blocks into a single tower and adjust the width
and depth to fill the parameter budget. The solution of
having one tower is common also for architectures that are
not the result of neural architecture search (Springenberg
et al., 2014; Szegedy et al., 2015; He et al., 2016).
Recently, it was proposed to construct the network as an
ensemble of smaller networks trained in a special way (Dutt
et al., 2018). Ensembles of neural networks are known to be
much more robust and accurate than individual subnetworks.
Ensembles perform well on a wide variety of tasks (Caruana
et al., 2004) and are frequently used in the winning solu-
tions of machine learning competitions (e.g. Kaggle) often
consist of ensembles of multiple models. Unlike a single
large neural network, an ensemble’s size is not bounded by
training, since each of the component subnetworks can be
trained independently, and their outputs computed in paral-
lel. Ultimately the final ensemble’s size is bounded by its
ability to fit on a serving hardware, and latency constraints.
The main questions we tackle in this paper are the following:
Can ensembles perform better than a single tower model
with the same number of parameters? Can we benefit from
sequentially training the component subnetworks, and lever-
age information acquired from previously trained networks
to improve the final ensemble performance? Is it possible
to construct ensemble architectures automatically or with
minimal human expertise?
In this work, we present a new paradigm to automatically
generate ensembles of subnetworks that achieve high accu-
racy given a fixed parameter budget. Our AdaNAS algo-
rithm works in an iterative manner, and it increases the size
of each new subnetwork at each iteration until the ensemble
hits the budget limit.
As we iteratively learn the composition of the ensemble, we
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leverage information learned from subnetworks trained in
previous iterations. We explore the effects of using ideas
from Born Again Networks (BAN) (Furlanello et al., 2018)
to the final ensemble performance. In addition, we introduce
a novel technique called Adaptive Knowledge Distillation
(AKD) that extends Born Again Networks to use the previ-
ous iteration’s ensemble as a teacher to assist in training the
current iteration’s subnetworks.
Resulting models are comprised of multiple separate tow-
ers that can be easily parallelized at inference time. Our
presented technique requires minimal hyperparameter tun-
ing to achieve these results. Our experiments demonstrate
that ensembles of subnetworks improve accuracy upon a
single neural network with the same number of parameters.
On CIFAR-10 our algorithm achieves error 2.26 and on
CIFAR-100 it achieves error 14.58. To our knowledge,
and as we will show in Section 5, our technique achieves a
new state-of-the-art on CIFAR-100 compared to methods
that do not use additional regularization or data augmenta-
tion (e.g., ShakeDrop (Yamada et al., 2018) or AutoAug-
ment (Cubuk et al., 2018)).
This paper has been implemented as an extension of a frame-
work for the construction and search of boosted ensembles,
AdaNet (Cortes et al., 2016; Weill et al., 2018). The code
to reproduce our results is available in the AdaNet project
repository 1. Our implementation uses open-sourced code
provided by (Zoph et al., 2017) in the TensorFlow Models
repository 2.
This paper is organized as follows. We review previous
work in Section 2. In Section 3 we describe the ensembling
algorithm. Experiment settings are outlined in Section 4
and Section 5 shows the final results. Finally, Section 6
discusses our proposed technique and our findings.
2. Related work
The work by (Dutt et al., 2018) showed a split into parallel
branches. The main difference with previous ensembles was
a tighter coupling of these branches by placing an averaging
layer before the softmax layer. These coupled ensembles
were shown to outperform simple ensembles. In the best
configuration of the coupled ensemble setting two models
are trained without sharing any parameters.
The main differences with our work are as follows. First, we
train subnetworks sequentially. This allows us to use knowl-
edge distillation techniques between iterations. Second, as
we show in the following sections, one of our best config-
urations extends the average layer to become a weighted
1github.com/tensorflow/adanet/tree/master/research/improve nas
2github.com/tensorflow/models/tree/master/research/
slim/nets/nasnet
average of the different branches. Due to this extension,
each subnetwork is trained sequentially and a new weight is
applied to each of them. Third, we demonstrate that we can
achieve better accuracy with more than two subnetworks.
Regarding the neural network design part of our work, the
work presented by (Zoph & Le, 2016; Zoph et al., 2017)
are the closest references. They search for an architectural
building block on a small dataset (i.e., CIFAR-10) and
then transfer the block to a larger dataset (e.g., Imagenet).
Their main contribution is a new search space (i.e., NAS-
Net) which produces a transferable cell architecture that
improved upon the previous state-of-the-art. We use the
cell found in the NASNet search space as our main building
block in our experiments.
Model Compression (Bucilu et al., 2006) and Knowledge
Distillation (Hinton et al., 2015) are techniques for trans-
ferring the predictive power from a large “teacher” model
or ensemble into a smaller “student” model. The goal of
the student model is to learn the predictions of the teacher
network, optionally in addition to the ground truth labels.
Recent work by (Furlanello et al., 2018) has extended its ap-
plication to be iterative, turning the student into the teacher
at each iteration, and at the very end combining all the stu-
dents’s outputs to form an ensemble. Our work applies this
technique, and extends it to use the ensemble of previous
students as the teacher each iteration, instead of just the last
student. Moreover, as mentioned earlier, we also explore
ensembles with more than three students.
A related work that uses ensemble-learning for neural net-
work design was presented by (Cortes et al., 2016). Sim-
ilarly, in this paper we use multiple subnetworks whose
outputs are combined via a learned weighted average. How-
ever, unlike AdaNet we use subnetworks composed of
stacked NASNet blocks. Furthermore, we improve can-
didate subnetworks training by using knowledge distillation
techniques. Finally, the combination of the subnetworks is
unconstrained and unregularized.
3. AdaNAS algorithm
In this section we describe our ensembling algorithm. First,
we describe it at a high level, and later, we present concrete
realizations of each of its parts.
3.1. General algorithm
We consider the standard supervised learning scenario
and assume that training and test examples are drawn
i.i.d. according to some distribution and denote by
S = {(x1, y1) . . . (xm, ym)} ⊆ X × Y a training set of
size m. Additionally, for I ∈ Z, we denote by [I] the
set {1, 2, . . . , I}.
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Figure 1. Illustration of the search process over four iterations. At
each iteration, the search space is composed of three possible ar-
chitectures to be explored (h(j)i , for the i-th iteration and the j-th
candidate, where j ∈ [3]). The final ensemble is composed of the
best subnetwork (h(2)1 , h
(1)
2 , h
(1)
3 , h
(3)
4 ) from each iteration.
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Figure 2. Illustration of the final ensemble. The output of each
subnetwork hi is scaled by mixture weight wi and summed to form
the final ensemble.
Our algorithm is iterative. It starts with an empty ensem-
ble f0. In I iterations it generates I trained subnetworks
h1, h2, . . . , hI that will form an ensemble fI . In each it-
eration i ∈ [I] it proposes a set of candidate subnetworks
called candidate subnetworks Hi = {h(1)i , h(2)i , . . .} (note
that at this point, the candidate subnetworks are not trained
and solely represent an architecture). By h(j)i we denote
the j-th candidate subnetwork in generated in iteration i.
Generator G is responsible for proposes candidate subnet-
works based on the ensemble from the previous iteration,
that is, Hi = G(fi−1).
We denote by pi,j the set of parameters of the candidate
subnetwork h(j)i . Given a set of real numbers θ ∈ R|pi,j |.
We denote by h(j)i (θ) the resulting function when fixing the
candidate subnetwork’s parameters to θ.
The algorithm trains the parameters pi,j of each candidate
subnetwork h(j)i independently. When training, the algo-
rithm tries to find a θ ∈ R|pi,j | that minimizes a classifi-
cation loss Lh(S, h(j)i (θ)) as well as a knowledge distilla-
tion loss LKD(S, fi−1, h(j)i (θ)) against the previous ensem-
ble fi−1.
The previous ensemble and its component subnetworks are
kept frozen, and are not affected by training the candidate
subnetworks. By sharing a common computation subgraph,
we can more efficiently train several candidate subnetworks
within a single GPU.
Once all candidate subnetworks are trained, the algorithm
tries to add each one to the previously constructed ensemble
fi−1; It chooses the one that minimizes the loss of the
whole ensemble. The best candidates subnetwork h(∗)i then
becomes a part of the ensemble as a subnetwork hi. The
logits of the ensemble fi are a weighted sum of the trained
subnetworks’ logits, that is,
fi =
i∑
k=1
wk · hk, (1)
where wk ∈ R for k ∈ [i], denotes the mixture weight
and hk is the subnetwork in the k-th iteration, respectively.
Without loss of generality, we denote by hk the logits of
the trained subnetwork selected in the k-th iteration. Note
that the mixture weights are applied to each subnetwork’s
outputs before the last non-linearity, such as a softmax acti-
vation in the case of multi-class classification.
In the experiments section we also explore a simpler more
restricted version of the algorithm where the logits of the
ensemble is just an average of previously selected subnet-
works’ logits, that is, fi = 1iΣ
i
k=1hk.
The vectors of mixture weights w(k) is trained to minimize
the classification loss of the final ensemble. During training,
the algorithm alternates between solving two optimization
problems: training the mixture weights w(k) and training
the candidate subnetworks h(k)i .
Once the i-th subnetwork is selected by the algorithm, it ad-
vances to the next iteration. After I iterations, the algorithm
outputs the final ensemble fI of the last iteration.
After presenting the general algorithm, we describe concrete
possible realizations by discussing possible generators G,
knowledge distillation losses LKD, and mixture weight
learning procedures we have used to train the ensemble.
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Algorithm 1 AdaNAS algorithm
Input: S, I , G
f0 ← 0
for i = 1 to I do
Hi ← G(fi−1)
for h(j)i in Hi do
θ(j) ← argminθ Lh(S, h(j)i (θ))+
LKD(S, fi−1, h(j)i (θ))
w(j) ← argminw Lf (S,Σi−1k=1w(j)k ·hk+w(j)i ·h(j)i )
end for
j∗ ← argminj Lf (S,Σi−1k=1w(j)k ·hk+w(j)i ·h(j)i (θ(j)))
hi ← h(j
∗)
i (θ
(j∗)), w ← w(j∗)
fi ← Σik=1wkhk
end for
return fI
3.2. Algorithm variants
For classification loss Lh we use cross entropy H. For
knowledge distillation loss LKD we propose three options.
We can use previous subnetwork as the teacher (BAN)
LBAN (S, fi−1, h(j)i (θ)) = H(hi−1, h(j)i (θ)) (2)
We also propose a novel loss based on knowledge distillation
(Hinton et al., 2015) that instead uses the previous iteration’s
entire ensemble as the teacher, hence adaptive knowledge
distillation (AKD):
LAKD(S, fi−1, h(j)i (θ)) = H(fi−1, h(j)i (θ)) (3)
Finally, we can turn knowledge distillation off completely
(NOKD) LNOKD = 0.
We train mixtures weightsw concurrently yet independently
from the candidate subnetwork parameters. The gradients
from the mixture weights do not propagate through the sub-
networks, and therefore do not affect subnetwork training.
We do this efficiently by using different train ops in Tensor-
Flow for each subnetwork. We also explore a case where
mixture weights are not trained and just set to uniform val-
ues w(k)i =
1
i .
For generator G we discuss two main variants. GC , the
“constant” generator, always generates a single candidate
with the same architecture. This subnetwork is always added
to the ensemble at the end of the iteration.
In general, generator G can decide what architectures to
propose based on the previously selected candidates (based
on the architectures of subnetworks already present in the
ensemble). We propose a dynamic generator GD. GD
at iteration i looks at the previously selected subnetwork
hi−1 and generate one candidate that is deeper (more lay-
ers/blocks/cells), and one that is wider (more convolution
channels).
Even though generators can propose very different archi-
tectures, we train them with the same hyperparameters re-
gardless. This could be addressed by generator proposing
hyperparameters as well as architectures. However this
approach risks a combinatorial explosion of candidates.
As an illustration, if we use the constant generator (GC),
no knowledge transfer (LNOKD = 0), do not train wi (set
uniformly to 1I ), this algorithm is equivalent to a uniform-
average ensemble of I independently trained subnetworks.
4. Experimental setting
In this section we describe the experimental conditions used
to obtain the results shown in Section 5. First, we fix our
parameter budget to 33M parameters similar to the larger
NASNet-A(7@2304) as this is the main baseline we try to
improve upon.
In notation NASNet-A(X@Y), X describes the depth of the
model (in terms of cells) and Y describes the number of
convolution channels.
We explore two sets of experiments. The first uses a constant
generator combined with different knowledge distillation
methods to learn the ensemble. The second, explores a re-
stricted search space of candidate subnetwork architectures,
greedily growing the ensemble with the subnetwork that
most improves its performance.
For all our experiments we use the same hyperparameters
as described in (Zoph et al., 2017) with no extra tuning. We
use batch size 32, learning rate 0.025, cosine learning rate
schedule, momentum optimizer with momentum 0.9 and
we clip gradients to 5. We also use 1M training steps per
iteration.
All our experiments are run on 11 NVIDIA Tesla V100
GPUs with asynchronous gradient descent employing data
parallelism.
4.1. Data
We ran all experiments on two well calibrated datasets,
CIFAR-10 and CIFAR-100 (Krizhevsky & Hinton,
2009). Both datasets consists of 60, 000 RGB images uni-
formly spread across 10 and 100 classes, respectively. Im-
ages are preprocessed in the following way. All images are
upscaled to size 40× 40, randomly croped back to 32× 32
and randomly horizontally flipped. Finally the images are
whitened. This procedure follows (Zoph et al., 2017) as
other works. We additionally used Cutout as the augmenta-
tion technique (DeVries & Taylor, 2017).
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4.2. Constant generator
The first set of experiments focuses on the case where a con-
stant generator GC is used. This generator always proposes
a single candidate subnetwork. In our experiments, the archi-
tecture of this candidate will be NASNet-A(6@768) h6@768,
hence GC(fi) = Hi = {h6@768}. Once the candidate sub-
network is trained it is added directly to the ensemble as it
is the only candidate subnetwork.
Three types of experiments are analyzed depending on the
knowledge distillation technique used: Adaptive Knowl-
edge Distillation (AKD), Born Again Networks (BAN) and
no knowledge distillation (NOKD). Mixture weights are
learned for AKD and NOKD. Note that we have intention-
ally left BAN out of this option as we observed that BAN
performs worse without mixture weights.
The algorithm in these experiments has a maximum of
10 iterations, which generates ensembles of 10 NASNet-
A(6@768) models.
4.3. Growing architecture
The objective of the second set of experiments is to ex-
plore two dynamic generators. The first generator GD6@768
proposes two types of candidates, a deeper one, (NASNet-
A(7@768) in the first iteration), and a wider one, (NASNet-
A(6@1008) in the first iteration). During the first iteration it
uses NASNet-A(6@768) as a starting point. During the fol-
lowing iterations it uses the previously chosen subnetwork
to generates one candidate that is deeper by one cell and
one that is wider by 240 convolution filters. The number
240 was chosen arbitrarily as a reasonable small constant.
The second generator GD1@240 which is identical to the
previous generator but the starting point is a minimal archi-
tecture NASNet-A(1@240). This generator has less human
bias regarding the model architecture.
Despite training multiple candidate subnetworks at each
iteration, we only select the best subnetwork to add to the
ensemble. We qualify as “best” the candidate subnetwork
that most improves the ensemble’s performance on the full
training set, thereby eliminating the need for a hold-out set.
5. Results
5.1. Baselines
For baselines we do not consider regularization techniques
such as Shake-shake (Gastaldi, 2017) or Shake-drop (Ya-
mada et al., 2018) nor novel data augmentation techniques
like AutoAugment (Cubuk et al., 2018).
The main baseline we try to improve upon is NASNet-
A(7@2304) which reaches an error of 2.40 on CIFAR-10.
We managed to reproduce these results to 2.41 ± 0.04
(2.47± 0.06 without early stopping).
Throughout the experiments we will use NASNet-
A(6@768) that should achieve error 2.65. With hyperpa-
rameters provided in the paper we were able to achieve error
2.78 ± 0.07 on a single GPU (2.82 ± 0.07 without early
stopping). This error slightly increased for training on 11
GPUs to 2.81± 0.06. This is the starting point for most of
our algorithms, as this is the error achieved at the end of the
first iteration. See supplement for thorough breakdown of
hyperparameters that we used.
As most of our experiments are run for 10M steps with
11GPUs, we benchmark NASNet-A(7@2304) in the same
conditions: This substantially increased the error to 3.54±
0.11 (3.69± 0.17 without early stopping).
On CIFAR-100 NASNet-A(6@768) reportedly achieves
error 16.58 and NASNet-A(7@2304) 16.03 (Luo et al.,
2018; Zoph & Le, 2016).
We used the same hyperparameters and achieved error
17.70± 0.28 (17.87± 0.29) for NASNet-A(7@2304) and
17.58± 0.19 (17.71± 0.13) for NASNet-A(6@768).
5.2. Ensembling
As seen in Table 1, we were able to improve upon our
NASNet-A(7@2304) baseline. By ensembling 10 small
models we achieved relative 5% reduction in error (absolute
0.11) on CIFAR-10 and relative 9% reduction in error
(absolute 1.45) on CIFAR-100. We observe that with
uniform mixture weights it is best to not use any knowledge
distillation (NOKD).
This is a positive result for practical applications, as it means
that different subnetworks do not need to be trained sequen-
tially, and instead could be trained in parallel.
Note, that the NASNet baseline on CIFAR-100 was prob-
ably trained with different parameters than the ones used
on CIFAR-10. As our reproduction suggests, hyperpa-
rameters from CIFAR-10 do not translate well to the
CIFAR-100. However, our algorithm achieved state-of-
the-art results even though the hyperparameters were not
fine tuned on this dataset.
We observe that by training mixture weights (w+) we were
able to improve upon these results even further. Train-
ing mixture weights increases the error for NOKD and
decreases the error for AKD. On CIFAR-10 we achieve
error 2.26± 0.05 which is a 6% relative improvement (0.14
absolute) upon NASNet baseline, which was a previous
state-of-the art result. To our knowledge, this result is sur-
passed only by AmoebaNet-B (6, 128) 2.13 ± 0.04 (Real
et al., 2018), but uses a different architecture search space,
and NAONet(f=128) 2.11 that has 4 times more parameters
(128M ) (Luo et al., 2018). We do not consider results from
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Table 1. Accuracy error for different types of knowledge distilla-
tion applied to the candidates in the ensemble. All models were
trained with cutout for a fixed number of steps without early stop-
ping. Different types of knowledge distillation are denoted as
NOKD (no knowledge distillation), AKD (adaptive knowledge
distillation) and BAN (born again knowledge distillation). Experi-
ments with mixture weight training are denoted with w.
TYPE OF KD CIFAR-10 CIFAR-100
NOKD 2.29± 0.07 14.58± 0.05
AKD 2.30± 0.03 14.94± 0.16
BAN 2.37± 0.04 15.03± 0.08
w + NOKD 2.35± 0.03 14.87± 0.19
w + AKD 2.26± 0.05 14.83± 0.14
GD6@768 + NOKD 3.23± 0.02 16.10± 0.05
GD1@240 + NOKD 3.06± 0.04 15.55± 0.07
GD6@768 + AKD 3.09± 0.07 16.96± 0.10
GD1@240 + AKD 3.10± 0.11 15.31± 0.04
methods that use additional regularization or data augmen-
tation techniques.
Using early stopping, these results can be further improved
by approximately 0.1. Our best run achieved error 2.09.
On CIFAR-10, the performance of NOKD is on par
with the large NASNet-A(6@768) baseline. However, on
CIFAR-100 NOKD significantly outperforms the baseline.
Learning mixture weights can improve performance in some
cases. In particular, AKD benefits from learning them more
than NOKD. We conclude that on CIFAR-10 the best com-
bination is to use Adaptive Knowledge Distillation and learn
mixture weights. On CIFAR-100 it is best to use a uniform
average ensemble of independently-trained models.
We see, that even experiments with an adaptive search
GD1@240 can get similar results to a hand-crafted configu-
ration on CIFAR-100. For CIFAR-10, these results are
substantially worse the NASNet baseline. We observe, that
tweaking the generator GD1@240 to also reconsider the pre-
vious iteration’s best architecture can achieve 2.38± 0.06
error on CIFAR-10, which is competitive with the NASNet
baseline but requires less human expertise.
GD6@768 performs worse than or similar to GD1@240. One
possible reason is that GD6@768 only trains for 4 iterations.
At the 5-th iteration the model cannot fit the two proposed
candidates into the V100 GPU’s memory.
5.3. Comparison with other results
To the best to our knowledge, Table 2 contains current
state-of-the-art results for CIFAR-10 and Table 3 for
CIFAR-100.
On CIFAR-10 our results is surpassed only by NAONET
with 4 times more parameters and AmoebaNet, which used
Table 2. Classification accuracy errors on CIFAR-10. Baseline
results in this table are gathered from (Zoph et al., 2017; Luo
et al., 2018; Real et al., 2018). Our approach (AdaNAS) uses
adaptive knowledge distillation and mixture weights learning. This
corresponds to w + AKD from table 1.
MODEL #PARAMETERS ERROR (%)
NASNET-A(6@768) 3.3M 2.65
NAONET (F=36) 10.6M 3.18
NAONET (F=64) 28.6M 2.98
NASNET-A(7@2304) 32.6M 2.40
AMOEBANET-B (6, 128) 34.9M 2.13± 0.04
NAONET (F=128) 128M 2.11
ADANAS 33M 2.26± 0.05
Table 3. Classification accuracy errors on CIFAR-100. Baseline
results in this table are gathered from (Luo et al., 2018; Zoph
& Le, 2016). Our approach (AdaNAS) does not use knowledge
distillation. This corresponds to NOKD from table 1.
MODEL #PARAMETERS ERROR (%)
NASNET-A(6@768) 3.3M 16.58
NAONET (F=36) 10.8M 15.67
AMOEBANET-B 34.9M 15.80
NASNET-A(7@2304) 32.6M 16.03
NAONET (F=128) 128M 14.75
ADANAS 33M 14.58± 0.05
a different search space to discover its cell.
On CIFAR-100 our method’s results surpasses the previ-
ous state-of-the-art.
5.4. Search space
As the dynamic generator explores different configurations
of the NASNet architecture space, we observe an inter-
esting behaviour between CIFAR-10 and CIFAR-100.
We observe (see Figure 3) that our algorithm consistently
chose much wider networks for CIFAR-100 than it did for
CIFAR-10. The last architecture selected on CIFAR-100
was NASNet-A(1@2640) (8M parameters). The last archi-
tecture selected on CIFAR-10 was NASNet-A(6@1440)
(11M parameters).
This is a valuable insight that even similar dataset may
require very different architectures to perform well. This
also means that eliminating the human bias even after NAS
finds the building block is an important contribution.
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Figure 3. Difference between explored architectures on
CIFAR-10 and CIFAR-100. Each point represents one
subnetwork that was chosen across 3 experiments. Depth is the
first NASNet parameter (number of stacked cells) and width is the
second (number of convolution filters).
6. Discussion
We have shown that our AdaNAS algorithm consistently im-
proves the performance of NASNet models by learning an
ensemble of smaller models with minimal hyperparameter
tuning. We explored two methodologies for generating can-
didate subnetworks for the ensemble, and observed positive
results in both cases. Interestingly, a simple ensemble of
identical architectures trained independently with a uniform
averaged output already performs better than the baseline
single large model. The benefit is that these models can be
trained in parallel and ensembled together in a single step,
allowing for a minimal wall-clock time from training start
to serving.
Conversely, our adaptive methods show performance gains
for applications where we can afford to train ensemble se-
quentially. For one, we were able to achieve near state-of-
the-art results by using a combination of learning mixture
weights and applying Adaptive Knowledge Distillation. We
show that it is possible to make the ensembling process
even more automatic by using a dynamic generator, that can
produce models with minimal human knowledge and still
outperform architectures designed by experts.
Finally, as specialized multi-core machine learning hard-
ware such as GPUs and TPUs become more ubiquitous,
we envision model-parallelism at serving time to become
increasingly important. Ensembles of neural networks pro-
vide a simple form of model-parallelism, while producing
high-quality models given a fixed parameter budget.
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