Abstract-In this note, we consider a nonlinear process with delayed dynamics to be controlled over a communication network in the presence of disturbances and study robustness of the resulting closed-loop system with respect to network-induced phenomena such as sampled, distorted, delayed and lossy data as well as scheduling protocols. For given plant-controller dynamics and communication network properties (e.g., propagation delays and scheduling protocols), we quantify the control performance level ( Index Terms-Delay systems, impulsive systems, intermittent feedback, L p -stability, networked control systems, small-gain theorem.
collisions) among uncoordinated NCS links and owing to limited channel capacities, scheduling protocols are employed to govern the communication medium access. Since the aforementioned networkinduced phenomena occur simultaneously, the investigation of their cumulative adverse effects on the NCS performance is of particular interest. This investigation opens the door to various trade-offs while designing NCSs. For instance, dynamic scheduling protocols (refer to [2] and [3] ), model-based estimators [4] or smaller transmission intervals can compensate for greater delays at the expense of increased implementation complexity/costs [5] .
In this note, we consider a nonlinear delayed system to be controlled by a nonlinear delayed dynamic controller over a communication network in the presence of exogenous/modeling disturbances, scheduling protocols among lossy NCS links, time-varying signal delays, time-varying transmission intervals and distorted data. Notice that networked control is not the only source of delays and that delays might be present in the plant and controller dynamics as well. Therefore, we use the term delayed NCSs. The present note takes up the emulation-based approach from [6] for investigating the cumulative adverse effects in NCSs and extends it towards plants and controllers with delayed dynamics as well as towards nonuniform time-varying NCS link delays. In other words, different NCS links induce different and nonconstant delays. It is worth mentioning that [6] generalizes [2] towards corrupted data and the so-called large delays. Basically, we allow communication delays to be larger than the transmission intervals. To the best of our knowledge, the work presented herein is the most comprehensive study of the aforementioned cumulative effects as far as the actual plant-controller dynamics (i.e., time-varying, nonlinear, delayed and with disturbances) and interconnection (i.e., output feedback) as well as the variety of scheduling protocols (i.e., UGES protocols) and other network-induced phenomena are concerned (i.e., variable delays, lossy communication channels with distortions). For instance, [7] focuses on time-varying nonlinear control affine plants (i.e., no delayed dynamics in the plant nor controller) and state feedback with a constant delay whilst neither exogenous/modeling disturbances, distorted data nor scheduling protocols are taken into account. The authors in [8] and [9] consider linear control systems, impose Zero-Order-Hold (ZOH) sampling and do not consider noisy data nor scheduling protocols. In addition, [8] does not take into account disturbances. Similar comparisons can be drawn with respect to other related works (see [1] , [2] , [6] , [7] , [10] and the references therein).
In order to account for large delays, our methodology employs impulsive delayed system modeling and Lyapunov-Razumikhin techniques when computing Maximally Allowable Transmission Intervals (MATIs) that provably stabilize NCSs for the class of Uniformly Globally Exponentially Stable (UGES) scheduling protocols (to be defined later on). Besides MATIs that merely stabilize NCSs, our methodology is also capable to design MATIs that yield a prespecified level of control system performance. As in [2] , the performance level is quantified by means of L p -gains. According to the batch reactor case study provided in [6] , MATI conservativeness repercussions of our approach for the small delay case appear to be modest in comparison with [2] . This conservativeness emanates from the complexity of the tools for computing L p -gains of delayed (impulsive) systems as pointed out in [6] , [11] , and [12] to name a few. On the other hand, delayed system modeling (rather than ODE modeling as in [2] ) allows for the employment of model-based estimators, which in turn increases MATIs (see Section V for more). In addition, real-life applications are characterized by corrupted data due to, among others, measurement noise and communication channel distortions. In order to include distorted information (in addition to exogenous/modeling disturbances) into the stability analyses, we propose the notion of L p -stability with bias.
The main contributions of this note are fourfold: a) the design of MATIs in nonlinear delayed NCSs with UGES protocols even for the so-called large delays; b) the Lyapunov-Razumikhin-based procedure for rendering L p -stability of nonlinear impulsive delayed systems and computing the associated L p -gains; c) the consideration of NCS links with nonidentical time-dependent delays; and d) the inclusion of model-based estimators. A preliminary version of this note is found in [12] while the extended version, which also includes the proofs, is available in [13] .
The remainder of this note is organized as follows. Section II presents the utilized notation and stability notions regarding impulsive delayed systems. Section III states the problem of finding MATIs for nonlinear delayed NCSs with UGES protocols in the presence of nonuniform communication delays and exogenous/modeling disturbances. A methodology to solve the problem is presented in Section IV. A detailed numerical example is provided in Section V. Conclusions and future challenges are in Section VI.
II. PRELIMINARIES

A. Notation
To simplify notation, we use (x, y) :
to denote the L p -norm of f when restricted to the interval [a, b]. In the above expression, · refers to the Euclidean norm of a vector. If the argument of · is a matrix A, then it denotes the induced 2-norm of A. Furthermore, | · | denotes the (scalar) absolute value function. The n-dimensional vector with all zero entries is denoted 0 n . The identity matrix of dimension n is denoted I n . In addition, R n + denotes the nonnegative orthant. The natural numbers are denoted N or N 0 when zero is included.
Left-hand and right-hand limits are denoted 
B. Impulsive Delayed Systems
We consider nonlinear impulsive delayed systems
where χ ∈ R nχ is the state, ω ∈ R nω is the input and y ∈ R ny is the output. The functions f χ and h χ are regular enough to guarantee forward completeness of solutions which, given initial time t 0 and initial condition [14, Chapter 2 & 3] . Even though the considered solutions to (1) allow for jumps at t 0 , we exclude such jumps in favor of notational convenience.
Definition 1 (Uniform Global Stability): For ω ≡ 0 nω , the system Σ is said to be Uniformly Globally Stable (UGS) if for any > 0 there exists δ( ) > 0 such that, for each t 0 ∈ R and each
Definition 2 (Uniform Global Asymptotic Stability): For ω ≡ 0 nω , the system Σ is said to be Uniformly Globally Asymptotically Stable (UGAS) if it is UGS and uniformly globally attractive, i.e., for each η, ζ > 0 there exists T (η, ζ) > 0 such that χ(t) < η for every t ≥ t 0 + T (η, ζ) and every χ t 0 < ζ.
Definition 3 (Uniform Global Exponential Stability):
For ω ≡ 0 nω , the system Σ is said to be Uniformly Globally Exponentially Stable (UGES) if there exist positive constants λ and M such that, for each t 0 ∈ R and each
Definitions 1-3 are motivated by [15] , while Definition 5 is inspired by [16] . Definition 4 is motivated by [16] and [17] . When b = 0, we say "L p -stability" instead of "L p -stability with bias 0."
III. PROBLEM FORMULATION
Consider a nonlinear control system consisting of a plant with delayed dynamicsẋ
and a controller with delayed dynamicṡ
where x p ∈ R np and x c ∈ R nc are the states, y ∈ R ny and u ∈ R nu are the outputs, and
nω c are the inputs of the plant and controller, respectively, where We proceed further by defining the error vector
where y t and u t are translation operators with the maximal networkinduced delay d ≥ 0 (e.g., propagation delays and/or delays arising from protocol arbitration). The operator (y t , u t ) in (4) delays each component of (y, u) for the respective delay. Essentially, if the ith component of (y(t), u(t)), that is (y(t), u(t)) i , is transmitted with delay
Due to intermittent transmissions of the components of y and u, the respective components ofŷ andû are updated at time instants t 1 , t 2 , . . . , t i , . . . ∈ T , i.e., y t
where h y : R × R ne → R ny and h u : R × R ne → R nu model measurement noise, channel distortion and the underlying scheduling protocol. The role of h y and h u is as follows. Suppose that the NCS has l links. Accordingly, the error vector e can be partitioned as e := (e 1 , . . . , e l ). In order to avoid cumbersome indices, let us assume that each NCS link is characterized by its own delay. Hence, there are merely l (rather than n y + n u ) different delays d i : R → R + in (4). Besides the already introduced upper bound d on d i (t)'s, we assume that d i (t)'s are differentiable with bounded |ḋ i (t)|. As orchestrated by (5) , if the jth NCS link is granted access to the communication medium at some t i ∈ T , the corresponding components of (ŷ(t i ),û(t i )) jump to the received values. It is to be noted that all other components of (ŷ(t i ),û(t i )) remain unaltered. Consequently, the related components of e(t i ) reset to the noise ν j (t i ) present in the received data, i.e.,
and we assume that
Noise ν j (t i ), which is embedded in h y and h u , models any discrepancy between the received values and their actual values at time t i − d j (t) (when the jth NCS link of (y(t), u(t)) was sampled). As already indicated, this discrepancy can be a consequence of measurement noise and channel distortion. We point out that ν j has nothing to do with ω p nor ω c . Observe that out-of-order packet arrivals, as a consequence of the time-varying delays, are allowed for.
The following definition of UGES scheduling protocols is extracted from [2] and [16] .
Definition 6: Consider the noise-free setting, i.e., K ν = 0. The protocol given by h := (h y , h u ) is UGES if there exists a function W :
for all (i, e) ∈ N 0 × R ne . Notice that, even though the delays could result from protocol arbitration, the delays are not a part of the UGES protocol definition [2] , [16] . In addition, T is not a part of the protocol, but rather a consequence, as it is yet to be designed. Commonly used UGES protocols are the Round Robin (RR) and Try-Once-Discard protocol (TOD) (consult [2] , [5] , [16] ). The corresponding constants are a RR = 1, a RR = √ l, ρ RR = (l − 1)/l for RR and a TOD = a TOD = 1, ρ TOD = (l − 1)/l for TOD. Explicit expressions of the noise-free h(t, e) for RR and TOD are provided in [16] , but are not needed in the context of this note.
In between transmissions, the values ofŷ andû need not to be constant as in [2] , but can be estimated in order to extend transmission intervals (consult [4] for more). In other words, for each t∈ [t 0 , ∞)\T we havė
where the translation operatorsŷ t andû t are with delay d. The commonly used ZOH strategy is characterized byẏ ≡ 0 ny andu ≡ 0 nu . The properties imposed on the NCS in Fig. 1 are summarized in the following standing assumption.
Assumption 1: The jump times of the NCS links at the controller and plant end obey the underlying UGES scheduling protocol (characterized through h) and occur at transmission instants belonging to T := {t 1 , t 2 , . . . , t i , . . .}, where ε ≤ t i+1 − t i ≤ τ for each i ∈ N 0 with ε > 0 arbitrarily small. The received data is corrupted by measurement noise and/or channel distortion (characterized through h as well). In addition, each NCS link is characterized by the network-
The existence of a strictly positive τ , and therefore the existence of ε > 0, is demonstrated in Remark 3.
A typical closed-loop system (2)- (7) with continuous (yet delayed) information flows in all NCS links might be robustly stable [in the L p sense according to (14) ] only for some sets of d i (t), i ∈ {1, . . . , l}. We refer to the family of such delay sets as the family of admissible delays and denote it D. Next, given some admissible delays d i (t), i ∈ {1, . . . , l}, the maximal τ which renders L p -stability (with a desired gain) of the closed-loop system (2)- (7) is called MATI and is denoted τ . We are now ready to state the main problem studied herein.
Problem 1: Given admissible delays d i (t), i ∈ {1, . . . , l}, estimator (7) and the UGES protocol of interest, determine the MATI τ to update components of (ŷ,û) such that the NCS (2)- (7) is L p -stable with bias and a prespecified L p -gain for some p ∈ [1, ∞].
Remark 1: Even though our intuition (along with the case studies provided herein and in [6] ) suggests that merely "small enough" delays (including the zero delay) are admissible because the control performance impairs (i.e., the corresponding L p -gain increases) with increasing delays, this observation does not hold in general [18] , [19, Chapter 1.] , [20] . In fact, "small" delays may destabilize some systems while "large" delays might destabilize others. In addition, even a second order system with a single discrete delay might toggle between stability and instability as this delay is being decreased. Clearly, the family D needs to be specified on a case-by-case basis. An exhaustive construction of D is an open problem that is out of scope of this note. In practice, one merely needs to verify that the existing delays belong to D.
IV. METHODOLOGY
Along the lines of [16] , we rewrite the closed-loop system (2)- (7) in the following form amenable for small-gain theorem (see [15, Chapter 5] ) analyses:
where x := (x p , x c ), ω := (ω p , ω c ), and functions f , g, and h are given by (9) and (10), as shown at the bottom of the page. We assume enough regularity on f and g to guarantee existence of the solutions on the interval of interest [14, Chapter 3] . Observe that differentiability of d i (t)'s and boundedness of |ḋ i (t)| play an important role in attaining regularity of g. For the sake of simplicity, our notation does not explicitly distinguish between translation operators with delays (9) and (10) (10) . For future reference, the delayed dynamics
are termed the nominal system Σ n , and the impulsive delayed dynamics
are termed the error system Σ e . Observe that Σ n contains delays, but does not depend on h nor T as seen from (11). Instead, h and T constitute the error subsystem Σ e as seen from (12).
The remainder of our methodology interconnects Σ n and Σ e using appropriate outputs. Basically, W (i, e) from Definition 6 is the output of Σ e while the output of Σ n , denoted H(x t , ω t ), is obtained from g(t, x t , e t , ω t ) and W (i, e) as specified in Section IV-B. Notice that the outputs H(x t , ω t ) and W (i, e) are auxiliary signals used to interconnect Σ n and Σ e and solve Problem 1, but do not exist physically. Subsequently, the small-gain theorem is employed to infer L p -stability with bias.
A. L p -Stability With Bias of Impulsive Delayed LTI Systems
Before invoking the small-gain theorem in the upcoming subsection, let us establish conditions on the transmission interval τ and delay d(t) that yield L p -stability with bias for a class of impulsive delayed LTI systems. Clearly, the results of this subsection are later on applied towards achieving L p -stability with bias and an appropriate L p -gain of Σ e .
Consider the following impulsive delayed LTI system:
where a ∈ R and c ∈ (−1, 1), initialized with some 
hold, then the system (13) is UGES and ξ(t) ≤ √ M ξ t 0 e −(λ/2)(t−t 0 ) for all t ≥ t 0 . The previous lemma, combined with the work presented in [21] , results in the following theorem.
Theorem 1: Suppose that the system given by (13) is UGES with constants λ > 0 and M > 1 and that sup t∈R ν(t) ≤K ν . Then, the system (13) 
B. Obtaining MATIs via the Small-Gain Theorem
We are now ready to state and prove the main result of this note. Essentially, we interconnect Σ n and Σ e via suitable outputs (i.e.,
=û(t) using (3) and (4) , ω p (t)
=ŷ(t) using (2) and (4) , ω c (t)
e, ω) ; h(t, e(t)) := h y (t, e(t)) h u (t, e(t))
g(t, x t , e t , ω t )
e, ω)
=−ẏt using (2) and (9) f c (t,
=−ut using (3) and (9) ⎤
H(x t , ω t ) and W (i, e), respectively), impose the small-gain condition and invoke the small-gain theorem. Theorem 2: Suppose the underlying UGES protocol, d 1 (t), . . . , d l (t) and K ν ≥ 0 are given. In addition, assume that (a) there exists a continuous function H :
for all t ≥ t 0 , and
that for almost all t ≥ t 0 , almost all e ∈ R ne and for all (i,
Then, the NCS (8) is L p -stable with bias from ω to (H, e) for each τ for which there exist M > 1 and λ > 0 satisfying (I), (II) and (2/λ) √ Mγ H < 1 with parameters a = (a/a)L and c = ρ. Remark 2: According to Problem 1, condition (a) requires the underlying delays to be admissible, i.e., {d 1 
Condition (a) implies that the nominal system (i.e., the closed-loop system) is robust with respect to intermittent information and disturbances. Besides L p -stability, typical robustness requirements encountered in the literature include Input-to-State Stability (ISS) and passivity [22] . Condition (b) relates the current growth rate of W (i, e) with its past values. As shown in Section V, all recommendations and suggestions from [2] and [16] regarding how to obtain a suitable W (i, e) readily apply because W (i, e) characterizes the underlying UGES protocol (and not the plant-controller dynamics).
Remark 3 (Zeno-Freeness):
The left-hand sides of conditions (I) and (II) from Lemma 1 are nonnegative continuous functions of τ ≥ 0 and approach ∞ as τ → ∞. Also, these left-hand sides equal zero for τ = 0. Note that both sides of (I) and (II) are continuous in λ, M , λ 1 , λ 2 andd. Hence, for every λ > 0, λ 1 ≥ 0, M > 1, λ 2 ∈ (0, 1) andd ≥ 0 there exists τ > 0 such that (I) and (II) are satisfied. Finally, since (2/λ) √ M is continuous in λ and M , we infer that for every finite γ H > 0 there exists τ > 0 such that (2/λ) √ M γ H < 1. In other words, for each admissible d i (t), i ∈ {1, . . . , l}, the unwanted Zeno behavior is avoided and the proposed methodology does not yield continuous feedback that might be impossible to implement. Notice that each τ yielding (2/λ) √ Mγ H < 1 is a candidate for τ . Depending on r, λ 2 , λ, and M , the maximal such τ is in fact MATI τ .
Remark 4:
The right hand side of (15) might not be descriptive enough for many problems of interest. In general, (15) should be sought in the form (
, whered k : R → R + and m ≥ 1. As this general form leads to tedious computations, we postpone its consideration for the future. For the time being, one can intentionally delay the communicated signals in order to achieve a single discrete delay d(t) in (15) . This idea is often found in the literature and can be accomplished via time-stamping of data and introduction of buffers at receiver ends (refer to [1] and references therein).
Remark 5: Noisy measurements can be a consequence of quantization errors. According to [23] , feedback control prone to quantization errors cannot yield closed-loop systems with linear L p -gains. Hence, the bias term in the linear gain L p -stability with bias result of Theorem 2 cannot be removed without contradicting the points in [23] . (8) is L p -stable with bias from ω to (x, e).
In the following proposition, we provide conditions that yield UGS and GAS of the interconnection Σ n and Σ e . Recall that ω ≡ 0 nω and K ν = 0 are the disturbance and noise settings, respectively, corresponding to UGS and GAS.
Proposition 1: Assume that the interconnection of systems Σ n and Σ e , given by (11) and (12), is L p -stable from ω to (x, e). If p = ∞, then this interconnection is UGS. When p ∈ [1, ∞), assume that f (t, x t , e, 0 nω ) and g(t, x t , e t ,0 nω ) are (locally) Lipschitz uniformly in t as well as that H(x t ,0 nω ) → 0 as x t → 0. Then, this interconnection is GAS.
V. NUMERICAL EXAMPLE
The following example is taken from [24] , [25] and the results are provided for p = 2. Consider the inverted pendulum [compare to (2) ] given byẋ
where g = 9.8 and L = 2, controlled with [compare to (3)]
where K = 50 and λ = 1. As this controller is without internal dynamics, therefore x(t) := x p (t) = (x p1 (t), x p2 (t)). Additionally, ω(t) := (ω 1 (t), ω 2 (t)). Consider the NCS setting in which noisy x p1 and x p2 are transmitted over a communication network while the control signal is not transmitted over a communication network nor distorted (i.e.,û = u). In addition, consider that the information regarding x p2 arrives at the controller with delay d(t) ≤d and |ḋ(t)| ≤d 1 = 0.5 while information regarding x p1 arrives instantaneously. Apparently, the output of the plant is y(t) = x p (t) = x(t) and there are two NCS links so that l = 2. Namely, x p1 is transmitted through one NCS link while x p2 is transmitted through the second NCS link. According to (4), we obtain
The expressions (9) and (10) for this example becomė
where n(x 1 (t),e 1 (t)) = ((−2g)/L)sin((e 1 (t)+2x 1 (t))/2) sin(e 1 (t)/2). According to [2] (17) and (18) , as shown at the bottom of the page.
In order to estimate γ H , we utilize Lyapunov-Krasovskii functionals according to [26, Chapter 6] and [27] . Basically, if there exist γ ≥ 0 and a Lyapunov-Krasovskii functional V (t, x t ,ẋ t ) for the nominal system (11) , that is (16), with the input (W, ω) and the output H such that its time-derivative along the solution of (11) with a zero initial condition satisfieṡ
than the corresponding L 2 -gain γ H is less than γ. The LyapunovKrasovskii functional used herein is
where P is a positive-definite symmetric matrix while S, R, and Q are positive-semidefinite symmetric matrices.
Detectability of x from (W, x, H), which is a condition of Corollary 1, is easily inferred by taking x(t) to be the output of the nominal system and computing the respective L 2 -gain γ d . Next, let us take the output of interest to be x and find MATIs that yield the desired L p -gain from ω to x to be γ des = 15. The following condition:
needs to be satisfied (by changing γ W through changing MATIs) in order to achieve the desired gain γ des . In addition, observe that the conditions of Proposition 1 hold (and the closed-loop system is an autonomous system) so that we can infer UGAS when ω ≡ 0 nω and K ν = 0. We use the following estimator [compare with (7)]:
ḋ(t) = B e (t − d(t))
which can be employed in any of the three performance objectives (i.e., UGAS, L p -stability or L p -stability with a desired gain) provided d(t) is known. Since this example merely assumes d(t) ≤d and |ḋ(t)| ≤ d 1 = 0.5, one can use the ideas from Remark 4 towards obtaining known delays so that the above estimator can be employed. Fig. 2 provides evidence that the TOD protocol results in greater MATIs (at the expense of additional implementation complexity/costs [5] ) and that the model-based estimators significantly prolong MATIs, when compared with the ZOH strategy. The MATIs pertaining to UGAS are greater than the MATIs pertaining to L p -stability from ω to (x, e) and these are greater than the MATIs pertaining to L p -stability from ω to x with γ des = 15. It is worth mentioning thatd = 33 ms is the maximal delay upper bound for which we are able to establish condition (a) of Theorem 2. Hence, the delays from Fig. 2 are instances of admissible delays, i.e., belong to the family D.
VI. CONCLUSION
In this note, we study how much information exchange between a plant and controller can become intermittent (in terms of MATIs) such that the performance objectives of interest are not compromised. Depending on the noise and disturbance setting, the performance objective can be UGAS or L p -stability (with a prespecified gain and towards the output of interest). Our framework incorporates time-varying delays and transmission intervals that can be smaller than the delays, plants/controllers with delayed dynamics, external disturbances (or modeling uncertainties), UGES scheduling protocols (e.g., RR and TOD protocols), distorted data and model-based estimators. As expected, the TOD protocol results in greater MATIs than the RR protocol. Likewise, estimation (rather than the ZOH strategy) in between two consecutive transmission instants extends the MATIs. The primary goal of our future work is to devise conditions rendering L p -stability of the error dynamics involving several time-varying delays (see Remark 4) . In addition, in light of [28] , we plan to design event-and self-triggered realizations of our approach.
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