We show that any given function can be approximated with arbitrary precision by solutions of linear, time-fractional equations of any prescribed order.
Introduction
The goal of this paper is to show that every function can be approximated arbitrarily well by functions that satisfy a homogeneous equation driven by the Caputo derivative of any positive order.
When the order of the Caputo derivative is less than one, this type of statement has been recently proved in [Buc17] . In this sense, our result here is the extension of the main theorem in [Buc17] to higher order Caputo fractional derivatives.
More precisely, we denote by N the set of natural numbers (starting from 1) and N 0 := N ∪ {0} (in this way, N = N 0 \ {0}). Following [Cap08] , given a ∈ R ∪ {−∞}, k ∈ N and α ∈ (k − 1, k), (1.1) one defines the Caputo derivative of initial point a and order α by where Γ is the Euler's Gamma-Function. In addition, if I ⊆ R is an interval, we define the space AC k−1 (I) := f ∈ C k−1 (I) s.t. f, f ′ , . . . , f (k−1) ∈ AC(I) ,
where C k−1 (I) denotes the space of (k − 1)-times continuously differentiable functions on I, and AC(I) denotes the space of absolutely continuous functions on I.
Given t > a, k ∈ N, β > 0, and f : [a, +∞) → R, we also define the function (a, t) ∋ τ → Θ k,β,f,t (τ ) := f (k) (τ )(t − τ )
and we set C k,β a := f : (a, +∞) → R s.t. f ∈ AC k−1 (a, t)
and Θ k,β,f,t ∈ L 1 (a, t) , for all t > a .
(1.4)
We observe that the Caputo derivative in (1.2) is well defined for all u belonging to C k,α a . In this setting, we have the following density result: Theorem 1.1. Let h ∈ N 0 , k ∈ N, and α ∈ (k − 1, k).
Then, for every f ∈ C h ([0, 1]) and ǫ > 0, there exist a < 0 and u ∈ C k,α a such that (1.6) Theorem 1.1 lies in the research line of approximation results with solutions of nonlocal equations. The first result in this direction was obtained in [DSV17] , where it was established that any given function can be locally approximated with arbitrary precision by functions with vanishing fractional Laplacian. This result has been also extended in [DSV18] to take into account also evolution equations, and in general equations which contain different types of diffusion in different coordinate variables.
When α ∈ (0, 1), Theorem 1.1 has been recently obtained in [Buc17] . Furthermore, Theorem 1.1 will constitute one of the main building blocks for the forthcoming paper [CDV] , in which we will establish a very general density result for solutions of operators taking into account both classical and fractional derivatives of any order and of both time-fractional and space-fractional types.
We also remark that Caputo derivatives possess a number of concrete applications in describing processes with memory, see e.g. [Sam02] and the references therein, hence we think that it is quite interesting that the set of solutions of linear Caputo-type equations is shown by Theorem 1.1 to be so abundant to shadow the profile of any prescribed function, also independently on any geometric constraint.
The proof of Theorem 1.1 will rely on an appropriate "derivative spanning" method introduced in [DSV17] . Roughly speaking, the nonlocal effect produced by the operator causes a fractional type boundary behavior which is persistent for all the derivatives of the solutions. Then, this phenomenon in turn implies that the derivative jet at a given point is essentially arbitrary, and the desired result follows by rescaling.
To make such argument work, one needs to construct a suitable solution with a very precise control on every boundary derivatives. In our setting, this goal will be achieved by a careful analysis of the linear equation, in terms of explicit representation formulas and asymptotic analysis.
It is also interesting to point out that a simple variant of Theorem 1.1 comprises the case of more general nonlocal operators of time-fractional type. To describe this generalized setting, we consider the functional space
Given ψ ∈ Ψ k , following [Alm17, Tar13] , one can introduce a time-fractional derivative with respect to ψ and initial point a ∈ R ∪ {−∞}, defined by
The setting in (1.8) comprises, as a particular case, the Caputo fractional derivative given by (1.2) (notice indeed that (1.8) reduces to (1.2) when ψ(t) := t).
In this context, we obtain from Theorem 1.1 that ψ-Caputo-stationary functions are locally dense, in the sense made precise by the following result:
Then, for any ǫ > 0 and any f ∈ C h ([0, 1]) there exist an initial point a ∈ (−∞, 0) and a function u ∈ C k,α a which satisfies
In the forthcoming Section 2, we will prove Theorem 1.1. From this, we will derive the proof of Corollary 1.2 in Section 3.
2 Proof of Theorem 1.1 2.1 Existence, uniqueness and regularity of solutions of time-fractional equations
The proof of Theorem 1.1 relies on a series of auxiliary results (here, if not specified, we always implicitly suppose that the setting in (1.1) is assumed). We start with an equivalent formulation of time-fractional equations which highlights the role played by the memory effect: roughly speaking, solving a homogeneous time-fractional equation with some given initial data at t = a is equivalent to solving a non-homogeneous time-fractional equation with initial time t = b > a, and the non-homogeneous source in the equation takes into account the memory effect of the period of time t ∈ [a, b]. The precise result that we need is the following:
Proof. First of all, we observe that the function g in (2.1) is well defined, since
which is finite for any t ∈ [b, +∞).
Using the definition in (1.2), we have that
From this, the desired result plainly follows.
Next lemma gives a representation formula for the solutions of time-fractional equations of any order (when the order is below 1, such a result is related to Volterra-type integral equations, and we provide the details for any order for the facility of the reader). The main representation formula will be given in the forthcoming Lemma 2.3. To this end, we present some ancillary observation on the derivatives of integral identities:
, and let, for any t ≥ a,
, and, for any t > a,
Proof. Using recursively the Fundamental Theorem of Calculus for absolutely continuous functions (see e.g. Theorem 7.6 in [ADPM11]), we can write
As a result, we can write
We also remark that, for every σ ∈ [a, t),
) for all t > a in view of (1.3) and (1.4), we know that the map
belongs to L 1 ((a, t)). Hence, we can exploit (2.5) and Fubini's Theorem to see that
Plugging this information into (2.4), and using also (2.5) once again, we conclude that, for every t > a,
We can now take derivatives and find that, for each j ∈ {0, . . . , k − 1},
(2.6)
In particular, when j := k − 1,
Taking one more derivative, we obtain (2.2), as desired. Also, from (2.2) and (2.6), we see that v ∈ AC k−1 ([a, +∞)).
Now we state a representation result for linear fractional equations of any order.
admits a unique solution u ∈ C k,α b . Moreover, for any t > b,
Proof. Let us start by proving the uniqueness claim. For this, let u 1 and u 2 ∈ C k,α b
be two different solutions of (2.7), and let u :
Hence, recalling (1.2), for every s > t we have that
We recall the Euler's Beta-Function, defined, for x and y > 0, as
and the fact that and we observe that, for all x, y > 0,
and therefore
Then,
As a result, by Fubini-Tonelli's Theorem,
The latter term vanishes, in the light of (2.10), and therefore we conclude that
Recalling the initial condition in (2.9), we thereby obtain that u (k−1) (s) = 0. Since this is valid for all s > b, we have that
Recalling the initial condition in (2.9), we thus deduce that u (k−2) vanishes identically in [b, +∞). Iterating this argument, we find that u vanishes identically in [b, +∞), and therefore u 1 coincides with u 2 and the uniqueness claim in Lemma 2.3 is established.
To complete the proof of Lemma 2.3, it remains to check that if u is defined as in (2.8), then u ∈ C k,α b and it satisfies (2.7). To check these facts, we first recall Lemma 2.2, according to which u ∈ AC k−1 ([b, +∞)), and, for any t > b,
Therefore, in the notation of (1.3),
(2.13)
We observe that
14)
where (2.12) has been used in the last line (with x := α + i − k + 1 and y := k − α).
On the other hand, making again use of (2.12) with x := α and y := k − α here, we see that
which is finite, thanks to our assumptions on g. Plugging this estimate and (2.14) into (2.13), we thereby deduce that, for all t > b,
and therefore u ∈ C k,α b . With this, it only remains to check (2.7). To this end, we observe that the initial point conditions are satisfied, due to (2.6). Moreover, (2.2) gives that
and therefore, in view of (1.2) and (2.12),
Hence, recalling (2.11) and using the fact that Γ(z + 1) = zΓ(z), we have that
As a consequence, recalling (2.3),
, which gives that D α b u(t) = g(t), as desired. A bootstrap regularity theory for time-fractional equations leads to additional smoothness of the solution. In our framework, the result needed is the following:
be a solution of
Proof. In light of (2.8), we can write, for every t > b,
The desired result follows by taking derivatives in t.
Existence of a sequence of Caputo-stationary functions that tends to the function t α
Now, we generalize some results contained in Section 3 of [Buc17] concerning the boundary asymptotics of solutions of fractional equations, and we construct a sequence of Caputostationary functions which tends to the function t α uniformly on bounded subintervals of (0, +∞). Differently from the previous literature, we deal with fractional derivatives of any order.
More precisely, the result that we need is the following: such that +∞) ), and we have that
as ǫ → 0 + , with
Proof. For every t ∈ [1, +∞), we set
By construction, the term t − τ in the integrand above never vanishes, thus permitting to take derivatives inside the integral sign. Consequently, we have that g ∈ C h ([1, +∞)) for every h ∈ N 0 .
For any t > 1, we define
We know from Lemma 2.3 that
and also ψ ∈ C ∞ ((1, +∞)), due to Lemma 2.4.
We also extend ψ in (−∞, 1] by setting ψ(t) := ψ 0 (t) for all t ∈ (−∞, 1]. Since ψ 0 vanishes in 3 4
, 1 , using the initial condition in (2.22) we have that ψ (j) 0 (1) = 0 = ψ (j) (1) for each j ∈ {1, . . . , k − 1}. Thus, recalling (2.21) and using Lemma A.2 (exploited here with f := ψ 0 and g := ψ), we find that
Then, in light of (2.22), we can write that
From (2.23), it follows in particular that ψ ∈ C k,α 0 . Consequently, by (2.24) and Lemma 2.1, we have that ψ is a solution of (2.16) with b = 0.
(2.25)
, we see that ψ (k) (τ ) = 0 in (−∞, 0) and therefore, for every t ∈ (1, +∞),
thanks to (2.25) and this gives (2.16) (alternatively, one can use Lemma A.3 here).
Hence, to complete the proof of Lemma 2.5, it only remains to establish (2.17). For this, let ǫ > 0 and t := 1 + ǫ. Then, by (2.20),
where the change of variables τ = ǫz + 1 has been used. Furthermore, by (2.19),
This gives that
This, together with (2.18), establishes (2.17), as desired.
In our setting, it is crucial that we can choose ψ 0 such that κ in (2.18) is not zero. This is warranted by the following observation: Lemma 2.6. There exists ψ 0 satisfying all the assumptions of Lemma 2.5 and such that κ > 0, where the setting in (2.18) has been used.
Proof. We let
We observe that the statements in (2.15) are satisfied in this case. Furthermore, we claim that , we obtain thatψ 0 ∈ C k,α 0 , wherẽ
Then, using again Lemma A.2 with f (t) := (−1)
g :=ψ 0 , a := −∞ and b := 0, we obtain (2.26), as desired. We also notice that, for any t ∈ 0, 3 4
, we have that
and so, recalling (2.18), we have that κ > 0.
Now we point out that the function built in Lemmata 2.5 and 2.6 can be conveniently rescaled, taking advantage of the scaling invariance of the operator, and in this way one can single out the boundary behavior. Namely, we have that:
Lemma 2.7. There exists a sequence (v j ) j∈N of functions v j ∈ C k,α −∞ ∩ C ∞ ((0, +∞)) such that, for any j ∈ N, v j solves the following problem 27) and, for any t > 0,
for some κ > 0, and the convergence is uniform on any bounded subinterval of (0, +∞).
Proof. Let ψ be the function given in Lemmata 2.5 and 2.6, used here with b := −∞, and define for any j ∈ N v j (t) := j α ψ t j + 1 . +∞) ). We claim that for any j ∈ N, v j solves (2.27). Indeed, recalling (2.15) and (2.16), for any t ∈ − j 4 , 0 we have that , 1 , and
Moreover, if t > 0, we have that t j + 1 > 1 and therefore, using the change of variables y := τ j + 1 and (2.16),
This proves (2.27). Now, let I be a bounded subinterval of (0, +∞). Using formula (2.17), for t > 0 and for large j, we have that
thus proving the desired asymptotics in (2.28), and κ > 0 here in view of Lemma 2.6. Finally, recalling (2.15) and (2.16), we have that if t < −j
and this proves (2.29).
2.3 Maximal span property and proof of Theorem 1.1
We now exploit a method introduced in [DSV17] and we take advantage of the boundary asymptotics established in Lemma 2.6 to construct solutions of linear time-fractional equations with a prescribed jet of derivatives at a point. From this, the proof of Theorem 1.1 will be completed, by polynomial approximation and scaling. In our strategy is also technically more convenient to prove a slightly different modified version of Theorem 1.1, in which the initial point in which the Caputo derivative is −∞ and the approximating function is constant near −∞. Namely, we prove the following result:
Theorem 2.8. Let h ∈ N 0 , k ∈ N, and α ∈ (k − 1, k). Then, for every f ∈ C h ([0, 1]) and ǫ > 0, there exist a < 0 and u ∈ C Hence, in light of (2.33), to prove Theorem 1.1 we will focus on the proof of Theorem 2.8. For this, one of the crucial arguments is given by the following "cherry picking" result:
Proposition 2.9. For any m ∈ N, there exist p > 0, R > 0, and v ∈ C Proof. Let Z 0 be the set containing all the functions v ∈ C
and for which there exists R > 0 such that
To each pair (v, t) ∈ Z we associate the vector (v(t), v ′ (t), . . . , v (m) (t)) ∈ R m+1 and consider V to be the set
We point out that V is a vector space. (2.38) +∞) ), and therefore v * : +∞) ). Also, v * satisfies (2.35) by linearity of the operator D α −∞ . In addition, by (2.36), for each i ∈ {1, 2} we know that v (k) i = 0 in (−∞, −R i ) for some R i > 0, and therefore v * satisfies (2.36) with R := max{R 1 , R 2 } > 0. This completes the proof of (2.38). Now, we claim that
To check this, we suppose by contradiction that V lies in a proper subspace of R m+1 . Then, by (2.38), V must lie in a hyperplane, hence there exists
which is orthogonal to any vector
We notice that for any j ≥ 1 the pair (v j , t), with v j satisfying (2.27) and (2.29), and t ∈ (0, +∞), belongs to Z. Consequently, writing (2.41) in this case, it follows that, for any j ≥ 1,
Integrating by parts, by Lemma 2.7 and the Dominated Convergence Theorem, we have that, for any i ∈ N,
Multiplying by c i and summing up, recalling also (2.42), we thereby obtain that +∞) ). This gives that, for every t ∈ (0, +∞), Then, we divide this relation by κ > 0 and multiply by t m−α : in this way we obtain that, for every t ∈ (0, +∞), We have that
To check this, we exploit (1.9) to find θ λ < 0 such that ψ(θ λ ) < λ. Since ψ(0) > λ, the result in (3.2) follows from the Mean Value Theorem. Now, for any ω ∈ [ψ(0), ψ(1)] we letf (ω) := f ψ −1 (ω) . Notice thatf ∈ C h ([ψ(0), ψ(1)]). Hence, in light of Theorem 1.1, we findã ∈ − ∞, ψ(0) andũ ∈ C In light of (3.2), there exists a ∈ (−∞, 0) such that ψ(a) =ã. (3.3)
Then, we set, for any t ∈ R and ω ∈ [ψ(0), ψ(1)], u(t) :=ũ ψ(t)
andṽ(ω) :=ũ(ω) −f (ω) = u ψ −1 (ω) − f ψ −1 (ω) .
When t ∈ [0, 1], we also set v(t) :=ṽ ψ(t) = u(t) − f (t).
By the Faà di Bruno Formula, for any j ∈ {0, . . . , h}, A Caputo-stationary functions with vanishing kth derivatives near −∞
In this appendix, we remark that Caputo-stationary functions with initial point −∞ that have vanishing kth derivative near −∞ are also Caputo-stationary for a fixed point beyond its constancy interval. Namely, we have that:
Lemma A.1. Let a ∈ R. Let I ⋐ (a, +∞) be an interval. Let k ∈ N and α ∈ (k − 1, k), and assume that u ∈ C k,α −∞ , and that u (k) = 0 in (−∞, a). Then, u ∈ C 
