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and income on energy consumption. The analysis relies on a sample of 53 countries for the period
1999–2008, showing a single-threshold effect on energy consumption when private credit, do-
mestic credit, value of traded stocks, and stockmarket turnover are used asﬁnancial development
indicators. It implies that the sample can be split into two regimes: high income, and non-high in-
come. Energy consumption increases with income in emerging market and developing econo-
mies, while in advanced economies energy consumption increases with income beyond a point
at which the economy achieves a threshold level of income. In addition, in the non–high income
regime, energy consumption increaseswithﬁnancial developmentwhen bothprivate and domes-
tic credit are used as ﬁnancial development indicators. However, when the value of traded stocks
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ﬁnancial development in advanced economies, especially in high-income countries, but increases
in the higher income countries of emerging market and developing economies.
© 2014 The Author. Published by Elsevier Inc. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).JEL classiﬁcation:
C3
G1
Q4
Keywords:
Energy consumption
Financial development
Income1. Introduction
Financial development correlates with the degree of capital ﬂows in ﬁnancial institutions, capital markets, and foreign direct in-
vestment (FDI). Financial development also inﬂuences environmental quality via these three mechanisms (Zhang, 2011). Currently,
there are two views regarding the effect of ﬁnancial development on energy consumption. One view argues that the growing efﬁcien-
cy of ﬁnancial intermediation can (in addition to increasing opportunities for investment) support increased lending to households
and ﬁrms, thus encouraging consumers to purchase “large-ticket” items, thereby increasing the consumption in energy (when such
items include automobiles and machinery). The increasing consumption of energy, in turn, elevates emissions of CO2 into the air
and of organic pollutants into water.
In contrast to the ﬁrst view, developed ﬁnancial institutions and capital markets can provide an opportunity to lend capital to the
renewable energy sector, and provide debt as well as equity ﬁnancing in funding green renewable energy projects, respectively
(Dasgupta, Hong, Laplante, & Mamingi, 2004). Good ﬁnancial development makes it possible to offer credits for environmentally
friendly projects at low ﬁnancing costs. Furthermore, FDImay lead to technology innovation by local ﬁrms, which can help reduce en-
ergy use (Alfaro, Chanda, Kalemli-Ozcan, & Sayek, 2004, 2006; Bailliu, 2000; Hermes & Lensink, 2003). Thus, ﬁnancial development
can serve as an incentive for increased energy substitution (which reduces energy consumption), while at the same time affordingc. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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ﬁnancial development on energy consumption is ambiguous. Sadorsky (2010, p.2529) also makes the same argument, noting that
“there is an ambiguity as to what effect, if any ﬁnancial development has on the demand for energy.” However, few studies have
attempted to investigate the effect of ﬁnancial development on energy consumption through empirical analyses.
In empirical studies, most studies investigating energy demand in emerging economies have focused on the relationship between
energy consumption and income. Although there is no strong consensus for the directionality of the relationship, Karanﬁl (2009) sug-
gests adding potentially important variables such as ﬁnancial development, because this potentially could impact the demand for en-
ergy. To date, however, knowledge about the relationship between ﬁnancial development and energy demand can be obtained from
few studies (Islam, Shahbaz, Ahmed, & Alam, 2013; Sadorsky, 2010; Shahbaz, Islam, & Butt, 2011a).
Previous studies have utilized different econometric approaches to test the relationship between ﬁnancial development and ener-
gy consumption, such as a linear dynamic panel model (Sadorsky, 2010), autoregressive distributed lag (ARDL) bounds (Shahbaz,
Islam, & Butt, 2011a), and Granger causality (Islam et al., 2013). Some studies found a positive relationship between ﬁnancial devel-
opment and energy consumption (Shahbaz, Islam, & Islam, 2010), whereas other studies did not (Islam et al., 2013). Regarding the
lack of consensus, this paper suspects that it may involve whether: (a) previous studies have ignored heterogeneity across countries;
or (b) the effect of ﬁnancial development on energy consumption depends on levels of income. If there is heterogeneity across coun-
tries, ignoring such heterogeneitymay lead to lack of a clear consensus on the relationship between energy consumption andﬁnancial
development. Although Sadorsky’s (2010) study uses a panel datamodel to consider heterogeneity across countries, the existence of a
nonlinearity problem is ignored (there is estimation bias if the model ignores the existence of nonlinear problems). To address this
gap, this paper uses a panel data set from 1999 to 2008 that includes 53 countries, and constructs a nonlinear model with threshold
effects to reexamine the effect of ﬁnancial development on energy consumption. From an econometric perspective, the panel thresh-
old regression approach is preferable to other linear models due to heterogeneity across countries.
More speciﬁcally, a threshold regression developed by Hansen (1999) that explicitly deals with nonlinear relationship and hetero-
geneity issues is applied to examine the impacts of ﬁnancial development and income on energy consumption for a group of 53 coun-
tries covering the period from 1998 to 2008. This paper uses several alternativemeasures of ﬁnancial development. In so doing, it not
only canmore fully understand the effect of ﬁnancial development and income on energy demand, but also can detect simultaneously
whether a nonlinear effect is present. In addition (and addressing the second possible cause of the lack of consensus outlined above),
this paper estimates the marginal effect of ﬁnancial development and income on energy consumption in different regimes.1
We set out to achieve the following goals: (1) to test whether there are linear and nonlinear effects of ﬁnancial development and
income on energy consumption; (2) to show the relationship between each of the ﬁnancial development indicators, gross domestic
product (GDP) per capita, and energy consumption using scatter plots; and (3) to estimate the marginal impact of ﬁnancial develop-
ment and income on energy consumption in these different regimes. The present paper differs from previous studies in two ways:
(1) This paper mainly focuses on the effects of ﬁnancial development and GDP per capita on energy consumption, rather than on
the bidirectional causality among these three variables; (2) This paper uses threshold effects to capture the non-monotonic relation-
ship between ﬁnancial development, GDP per capita, and energy consumption.
2. Review of the literature
2.1. The nexus between energy consumption and economic growth
The issue of energy consumption mainly focuses on the relationship between energy and income. Kalyoncu, Gürsoy, and Göcen
(2013) recently reviewed the energy-growth nexus, and identiﬁed three prevailing viewpoints on this issue. The ﬁrst view states
that energy is an input of production, and thus forms a causality running from energy consumption to economic growth (Stern &
Cleveland, 2004). A second view states that causality runs in the opposite direction – economic growth inﬂuences energy consump-
tion (Aziz, 2011; Toman & Jemelkova, 2003). The third view is that the relationship is bidirectional – economic development affects
energy consumption, and vice versa (Aziz, 2011). Most previous studies have focused on the causal relationship within bivariate time
series. These studies ignore several important factors of energy consumption (such as ﬁnancial development and the previous level of
energy consumption), as well as the speciﬁc characteristics across countries, and thus have failed to identify any consensus in the
energy-growth correlation.
One recent study has considered speciﬁc characteristics across countries, dividing these countries into three groups: low income,
lowermiddle income, and upper middle income. Öztürk, Aslan, and Kalyoncu (2010) have ascertained that there is long-run Granger
causality running from GDP to energy consumption in low-income countries, and bidirectional causality between energy consump-
tion and GDP for middle-income countries. Although Öztürk et al. (2010) considered a panel dataset, they focused on a bivariate cau-
sality correlation, which excludes other factors that affect energy consumption such as ﬁnancial development, the previous level of
energy consumption, and energy prices. Lee and Chiu (2013) used 24 OECD countries and built a non-linearmodel of energy demand
by using a smooth transition regression model with an error-correction term. To ﬁll the gap in research on this subject, the present
paper adds additional explanatory variables, and uses a panel dataset aswell as themost appropriate econometricmodel to determine
whether energy consumption is inﬂuenced by GDP per capita. Baltagi (2005, p. 7) pointed out that the advantages of panel data are
“more informative data, more variability, less collinearity among variables, more degrees of freedom and more efﬁciency.”1 As discussed in greater detail below, this paper identiﬁes two regimes (high income and non-high income) of inﬂuence of ﬁnancial development and income on
energy consumption.
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With respect to ﬁnancial development, a strict ﬁnancial system (incorporating such features as an interest rate ceiling, reserve re-
quirements, and a directed credit program)may degrade ﬁnancial development because a such a strict (or poorly developed) system
may suffer from the lack of capital ﬂows (Christopoulos & Tsionas, 2004). In contrast, a well developed ﬁnancial systemmay provide
the essential function of channeling funds to ﬁrms and increasing innovation in ﬁnancial services. A ﬂexible ﬁnancialmarketmay gen-
erate more opportunities for investment (Fung, 2009).
Barth, Caprio, and Nolle (2004) pointed out that ﬁnancial development can provide efﬁcient ﬁnancial service in foreign banking
markets, and improve the access of both foreign and domestic ﬁrms to ﬁnancial goods and services. However, ﬁnancial development
may increase the fragility of income and even destroy income; for example, theﬁnancial crises of the 1980s, 1990s, and 2000s resulted
in decreased income, particularly for developing economies, and these ﬁnancial crises were transmitted from one country to another
by ﬁnancial globalization. The relationship between income and ﬁnancial development has been discussed widely over the past few
decades (e.g., Fung, 2009; Karanﬁl, 2008; Sadorsky, 2010).
Fung’s (2009) study found that an efﬁcient ﬁnancial system creates more products, and the inputs for these products increase
the demand for energy. Thus, ﬁnancial development is a factor which should be taken into account in energy consumption. The
relationship between ﬁnancial development and energy consumption has been discussed in recent previous studies (Islam et al.,
2013; Mielnik & Goldemberg, 2002; Sadorsky, 2010; Shahbaz et al., 2010). The econometric approach of empirical studies often is
based on a linear dynamic panel model (Sadorsky, 2010), autoregressive distributed lag (ARDL) bounds (Shahbaz et al., 2010), a
cointegration model (Islam et al., 2013), or Granger causality (Dan & Lijun, 2009).
Mielnik and Goldemberg (2002) discussed the effect of FDI on energy intensity in 20 developing countries. They found a clear de-
cline in energy intensity as FDI increases, because governments can provide ﬁnancing support and encourage the licensing of sustain-
able energy technologies and services. Sadorsky (2010) used ﬁve different measures of ﬁnancial development and a linear dynamic
panel model, as well as a generalized method of moments (GMM) approach to investigate the effect of ﬁnancial development on en-
ergy consumption in China’s Guangdongprovince. Sadorsky found that the impact ofﬁnancial development on energy demand is pos-
itive and signiﬁcant when ﬁnancial development is measured by the ratio of stock-market capitalization to GDP, stock market value
traded to GDP, and stock market turnover. In addition, Sadorsky (2010) demonstrated that (past) lagged energy consumption has a
strong and positive impact on current energy demand.
Shahbaz et al. (2010) used an ARDL bounds testing approach to test cointegration, and this showed a signiﬁcant aswell as positive
effect of ﬁnancial development on energy consumption in Pakistan. In developing countries, a strong negative relationship between
foreign investment and energy intensity was found by Dan and Lijun (2009), who applied Granger causality to test the relationship
between energy consumption and ﬁnancial development in China’s Guangdong province. They showed that ﬁnancial development
failed to increase energy consumption. Islam et al. (2013) used the Vector Error CorrectionModel (VECM) to test causality among en-
ergy consumption,ﬁnancial development, economic growth, and population inMalaysia from 1971 to 2008. Their results suggest that
energy consumption is inﬂuenced by economic growth and ﬁnancial development, both in the short and long terms.
2.3. The indicators of ﬁnancial development
According to balance-of-payments data published by the International Monetary Fund (IMF), the degree of ﬁnancial development
correlates with ﬁnancial accounts, which are related to international short- and long-term ﬁnancial ﬂows of the private and public
sector. Based on the type ofﬁnancialﬂows,ﬁnancial development can be said to consist ofﬁnancial institutions (i.e., public andprivate
banks), stock markets (i.e., equity markets), and FDI.
Two indicators can be used to assess the development of ﬁnancial institutions: domestic private credit and domestic credit by the
banking sector as a share of GDP (representing banking-sector depth and ﬁnancial sector development in terms of size) (De Gregorio
& Guidotti, 1995; Hasanov & Huseynov, 2013; Tamazian, Chousa, & Vadlamannati, 2009).
Two indicators can be used to assess stock-market development: the ratio of the total value of shares traded to GDP (representing
the initial level of stockmarket liquidity); and the ratio of the total value of shares traded to stockmarket capitalization (representing
stock market scale) (Levine & Zervos, 1998).
3. Empirical methodology
3.1. Theoretical framework
This paper develops a theoretical framework to address the effect of ﬁnancial development on energy consumption using Ehrlich
and Holdren’s (1972) IPATmodel.2 According to the IPATmodel, the per capita environmental impact depends on technology and in-
come per capita. The basic model is presented as follows:2 IPATyit ¼ f 2 Ait; Titð Þ ð1Þstands for the impact (I) of population size (P), afﬂuence (A) (often proxied with income per capita), and technology (T).
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per capita; T denotes technology.
Although technology is difﬁcult tomeasure clearly, previous studies (e.g., Abu-Bader & Abu-Qarn, 2008) pointed out that ﬁnancial
development can enhance the advancement of technology, the reduction of information cost, and the proﬁtability of investment.
Well-developed ﬁnancial institutions can promote technological innovation and thus improve environmental performance (King &
Levine, 1993; Kumbaroglu, Karali, & Arıkan, 2008; Tadesse, 2005). According to previous studies, growing FDI provides not only in-
vestment capital for ﬁrms but also a spillover effect on technology (Javorcik & Spatareanu, 2008; Keller, 2004). In addition, Hübler
and Keller (2010, p.7) reviewed the existing evidence, and observed that “the more efﬁcient technologies of foreign ﬁrms can indeed
contribute to an energy-reducing technique effect via technology transfer.” Therefore, the level of technology can be captured by the
degree of ﬁnancial development, likely FDI, and proxied by ﬁnancial development. Yet, few researchers have considered the impact of
ﬁnancial development or have used it as an important determinant of environmental performance (Shahbaz, Islam, & Butt, 2011;
Shahbaz, Tiwari, & Nasir, 2011b).
The environmental Kuznets curve (EKC) hypothesis, in which the relationship between income and environmental deterioration
exhibits ﬁrst an increase in pollution with rising income and subsequently a decline, can be tested empirically using different mea-
sures of environmental standards. For example, the traditional EKC has been applied to the study of local pollutant emissions, as
well as in studies of global pollutant emissions (Mazzanti, Musolesi, & Zoboli, 2010) and energy intensity (Galli, 1998; Hübler &
Keller, 2010; Sadorsky, 2010). Advancing beyond a traditional EKC framework, in which income is the only explanatory variable,
Selden and Song (1994) showed that the cubed and higher terms of GDP per capita are insigniﬁcant. Previous studies using the
EKC framework had ignored the problem that the ﬁrst difference of square of an integrated process is not stationary. Wagner
(2008, p. 412) pointed out “….up to now no estimation techniques for panels including nonlinear transformations of integrated pro-
cesses are available.” Thus, it is inappropriate that themodel includes GDP per capita and its squared termwhen GDP per capita is an
integrated process. According toWagner’s (2008, p. 394) suggestion – that at most one of GDP per capita and its squared term can be
an integrated process –whenGDPper capita is an integrated process, this paper does not add the squared termof GDPper capita.3 The
model is speciﬁed as follows:3 Weyit ¼ f 2 GDPit ; FDit; INit ; yit−1ð Þ ð2Þwhere yit is measured by energy consumption, which is a proxy for per capita environmental impact. GDPit denotes GDP per capita of
an economy. INit denotes an energy price; this paper uses the consumer price index as a proxy for energy price data, because energy
prices are not readily available for all countries. yit-1 denotes the one-period lagged energy consumption. According to Sadorsky’s
(2010) study, the lagged dependent variable removes any autocorrelation. FDit denotes ﬁnancial development, which can capture a
technology effect, and reﬂects energy efﬁciency. Since ﬁnancial development is related to the level of openness of capital markets
(e.g., equity markets), ﬁnancial institutions (e.g., bank markets), and FDI for investment (Minier, 2009; Sadorsky, 2010), this paper
considers ﬁve indicators as proxies for ﬁnancial development: FDI, private credit, domestic credit, stocks traded, and stock market
turnover.
3.2. Linear model
To obtain a tractable empirical model, we use natural logarithms and a stochastic disturbance term (υit) to reﬂect the randomness
of the data. Thus, energy consumption can be expressed as:yit ¼ μ i þ ϑ11GDPit þ ϑ12 FDit þ ϑ13INit þ ϑ14yit−1 þ υit ð3Þwhere ϑ11 is the marginal effect of income to energy consumption, and represents the change in energy consumption for each unit
change in income. In Eq. (3), the ﬁrst term (GDPit) captures the relationship between income and energy consumption, and reﬂects
the increasing or decreasing impact of growth in income on energy consumption, holding other variables constant.ϑ12 is themarginal
propensity for ﬁnancial development, and represents the change in energy consumption for each unit change in ﬁnancial develop-
ment. Since the effect of ﬁnancial development is ambiguous, we expect ϑ12 b 0 or ϑ12 N 0. ϑ13 is the marginal effect of the energy
price on energy consumption; we also expect ϑ13 b 0. ϑ14 is the effect of the ﬁrst lag of energy consumption on energy consumption;
thus, we expect ϑ14 N 0.
Econometric methods as well as data sources and variable deﬁnitions are discussed in the next subsection and next section,
respectively.
3.3. Nonlinear model
Two empirical studies address the ambiguous relationship between ﬁnancial development and energy consumption. First,
Shahbaz, Tiwari, and Nasir (2011b, p. 8) pointed out that “the effect of ﬁnancial development on energy consumption is ambiguous
depending upon whether thematurity level of ﬁnance is achieved.” Sadorsky (2010, p. 2529) also argued that ﬁnancial development
has an ambiguous effect on energy consumption. This ambiguity can be resolved through a threshold or nonlinear model.had added the squared term of GDP per capita in our model, but the resulting coefﬁcients are statistically insigniﬁcant at the 5% signiﬁcance level.
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Considering a potential threshold effect in the relationship betweenﬁnancial development and energy consumption, Eq. (3) can be
estimated using a panel threshold regression model. The model takes the following form:yit ¼ μ i þ FDit GDPitð ÞI qit≤γð ÞA1 þ FDit GDPitð ÞI qitNγð ÞA2 þ Β0xit þ εit ð4Þwhere yit is an endogenous variable that is used as a proxy for energy consumption, and xit is a set of control variables including the
energy price (INit) and theﬁrst lag of energy consumption (yit-1). The GDP variable (GDPit) is used to denote income. The parameter qit
is an exogenous threshold variable, which uses income to capture economic development, and I(⋅) is an indicator function. Variable γ
is the threshold value; εit is an error term; and A1, A2, and B are parameters to be estimated.
Eq. (4) can be extended to multiple thresholds, which is represented as followsyit ¼ μ i þ FDit GDPitð ÞI qit≤γ1ð ÞA1 þ FDit GDPitð ÞI γ1b qitbγ2ð ÞA2
þ FDit GDPitð ÞI qit≥γ2ð ÞA3 þ Β0xit þ εit
ð5ÞEq. (5) can be rewritten asyit ¼ μ i þ zit γð ÞAþ xitBþ εit ð6Þwhere A ¼ A01 A02 A03
 0 , zit γð Þ ¼ zitI qit≤γ1ð Þ zit I γ1b qitb γ2ð Þ zit I qit≥γ2ð Þð Þ, zit ¼ FDit GDPitð Þ. zit is a vector of variables
whose components are FDit and GDPit. xit ¼ INit yit−1ð Þ. xit is a vector of control variables whose components are INit and yit-1.
The null hypothesis of no threshold effect (H0 :A1=A2) is tested by the likelihood ratio (LR) statistic. The LR statistic is described as
follows.F1 ¼
S0−S1 γ^ð Þ
σ^2
ð7Þwhere S0 is the sum of the squared residual of the linear model; S1 is the sum of the squared residual of the single-threshold model;
and σ^2 ¼ S1 γ^ð Þn T−1ð Þ. If the null hypothesis of no threshold effect is rejected, it is necessary to test for the number of threshold effects. The
null hypothesis of a single threshold effect can be stated as H0 : A1 = A2 or A2 = A3. The LR statistic for a single threshold can be rep-
resented byLR1 γð Þ ¼
S1 γð Þ−S1 γ^ð Þ
σ2
ð8ÞThe distribution of Eq. (8) is nonstandard, because the LR statistic contains an unidentiﬁed nuisance parameter γ. Thus, this paper
uses the bootstrap approach suggested byHansen (1999) to calculate its asymptotic distribution and p-values. The p-values construct-
ed from the bootstrap are asymptotically valid.
3.3.2. Nonlinear regression with a cross-term
Unlike panel threshold regression, nonlinear regression with a cross-term also can solve the ambiguous relationship between ﬁ-
nancial development, income, and energy consumption. Thus, if the effect in the relationship between ﬁnancial development and en-
ergy consumption is nonlinear, Eq. (3) can be rewritten as a nonlinear regression with cross-terms. The model takes the following
form:yit ¼ μ i þ β1GDPit þ β2 FDit þ β3 FDit  GDPit þ Β0xit þ εit ð9Þwhere μi denotes country ﬁxed-effects. β1, β2, and β3 are parameters to be estimated.
Comparing the panel threshold regression with nonlinear regression with cross-terms, both approaches can solve the nonlinear
problem. However, the former approach can estimate themarginal effect of each of the different regimes,whereas the latter approach
cannot.
4. Description of variables
The sample data comprise nine-year balanced panel data from 1999 to 2008, covering 53 countries (see Appendix Table A). All
data are obtained from theWorld Development Indicators (WDI) online database of theWorld Bank. Energy consumption per capita
is measured in kg of oil equivalent per capita. Income is measured by the growth in real GDP per capita. Because energy price data are
not easily available for all countries and all years, following previous studies by Mahadevan and Asafu-Adjaye (2007) and Sadorsky
(2010), energy prices are proxied using consumer price index. Moreover, this paper considers ﬁve indicators, and in turn uses
these indicators as a proxy for ﬁnancial development: private credit (FD1it), domestic credit (FD2it), stocks traded (FD3it), stockmar-
ket turnover (FD4it), and FDI (FD5it). Among these ﬁve ﬁnancial development indicators, private credit is domestic credit to the
Table 1
Data deﬁnitions and sources.
Symbol Variable Deﬁnition and source
yit Energy consumption Energy use (in kg of oil equivalent per capita)
GDPit Income GDP per capita expressed in constant PPP (purchasing parity prices), in 2005 US$
INFit Energy price Consumer price index (%)
FD1it Private credit Domestic credit to the private sector as a percentage of GDP (%)
FD2it Domestic credit Domestic credit provided by the banking sector as a share of GDP (%)a
FD3it Value of traded stocks The ratio of total value of stocks traded to GDP (%)
FD4it Stock market turnover The ratio of total value of stocks traded to stock market capitalization (%)b
FD5it FDI The ratio of net inﬂows of foreign direct investment to GDP (%)
Notes: a Domestic credit provided by the banking sector represents all gross credit to the various sectors but excludes credit to the central government. b Stock market
capitalization is calculated as the average of the end-of-period values for the current period and the previous period. All variables are from the WDI database.
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stocks consists of the total value of stocks traded in themarket as a share of GDP. Stockmarket turnover is total value of stocks traded
as a share of stock market capitalization. FDI is measured as the ratio of net inﬂows to GDP.
All data are transformed to natural logarithms except FDI and energy price. All data deﬁnitions and statistical descriptions of
these variables are shown in Table 1 and Appendix Table B, respectively. The simple correlations between the model variables are
shown in Table 2, which shows that GDPit is themost correlatedwith yit, followed by FD1it, FD3it, FD2it, FD4it, and FD5it. Although sev-
eral of the ﬁnancial development indicators are highly correlated with GDP, a previous study (Karanﬁl, 2009) suggests that the omis-
sion of ﬁnancial development variables in the energy consumption model can seriously inﬂuence the relationship between GDP and
energy consumption. In addition, ﬁnancial development boosts investment in more energy-consuming products and technological
advances in energy efﬁciency. To avoid underestimating the effect of ﬁnancial development or overestimating the effect of GDP on
energy consumption, this paper adds these ﬁnancial development indicators to the energy consumptionmodel, and there is no prob-
lem with multicollinearity in ﬁnancial indicators and GDP.4
5. Empirical results
5.1. Results of panel unit-root test
Before applying panel unit roots, this paper must determine whether the sample data have cross-sectional dependence or inde-
pendence. The CD test developed by Pesaran (2007) is applied to statistically determine whether our sample data are cross-
sectional dependent or independent. For cross-sectional independence in panels, the panel unit root tests will apply Levin, Lin, and
Chu’s (2002) LLC test and Phillips and Perron’s (1988) PP test, because both tests assume cross-sectional independence. These
panel unit root tests with cross-sectional independence consider asymptotic behavior of the time-series dimension T and the cross-
sectional dimension N. According to Levin et al. (2002), the LLC test statistic performs well when N lies between 10 and 250 and T
lies between 5 and 250. Thus, it is appropriate to use the LLC test for cross-sectional independence in panels, because T and N in
this paper are 10 and 53, respectively. In both tests (Levin et al., 2002 [LLC] and Phillips & Perron, 1988 [PP]), the optimal lag structure
is determined by Schwarz’s Information Criteria. However, under cross-sectional dependence in a panel, these two testswill lead to an
over-rejection of the null hypothesis. Thus, when cross-sectional correlation in panels is found, this paper will resort to Pesaran’s
(2007) CIPS test, which uses a common factor structure to account for cross-sectional dependence. In addition, a suitably truncated
version of the CIPS statistic, proposed by Pesaran (2007) and deﬁned as CIPS*, is applied in a panel unit root test found to be cross-
sectional dependent when T and N are not sufﬁciently large.
Table 3 shows the results of the CD tests, which indicate the null hypothesis of cross-sectional independence is rejected at the 5%
signiﬁcance level, except for FD1it and FD2it. It implies that six series (i.e., yit, GDPit, INFit, FD3it, FD4it, and FD5it) have strong evidence
for cross-sectional dependence, and the other two series (i.e., FD1it and FD2it) have cross-sectional independence.
Table 4 shows that p-values for FD1it and FD2it are sufﬁcient to reject the unit-root hypothesis at the 5% signiﬁcance level. In ad-
dition, Table 5 also shows that theCIPS test and theCIPS* test statistic can be used to reject the null hypothesis of nonstationarity at the
5% signiﬁcance level, except for GDPit, FD3it, and FD4it. The ﬁndings from these two tables indicate that, except for GDPit, FD3it, and
FD4it, all data in the same level are stationary over time. However, GDPit, FD3it, FD4it, and other variables in the ﬁrst difference are sta-
tionary over time. Thus, this paper uses these stationary variables to examine the relationship between ﬁnancial development, energy
consumption, and income.
The use of scatterplots makes it possible to better understand the relationships between energy consumption and real GDP per
capita, as well as among each of the ﬁnancial development indicators. The relationship between real GDP per capita and energy con-
sumption per capita (Fig. 1) is an invertedU-shaped curve, indicating that energy consumption ﬁrst increases and then decreaseswith4 To detect the presence of the level ofmulticollinearity inﬁnancial development indicators andGDP, this paper applies the variance inﬂation factor (VIF). The results
of VIF values are (GDP, FD1) = (1.48, 1.21), (GDP, FD2) = (1.54, 1.11), (GDP, FD3)= (1.54, 1.10), (GDP, FD4) = (1.59, 1.14), and (GDP, FD5) = (1.47, 1.03), respec-
tively. Because the VIFs obtained were lower than 2, multicollinearity in ﬁnancial development indicators and GDP does not exist in the models. Thus, this paper can
simultaneously consider ﬁnancial development indicators and GDP in empirical models.
Table 3
Pesaran’s cross-sectional dependence test.
Pesaran’s CD test p-value
yit 2.757 0.005
GDPit 22.199 0.000
INFit 12.104 0.000
FD1it 1.248 0.211
FD2it 0.784 0.432
FD3it 25.194 0.000
FD4it 5.770 0.000
FD5it 12.699 0.000
Notes: Pesaran’s CD statistic includes an intercept and trend.
Table 2
Statistical description of all variables.
yit GDPit INFit FD1it FD2it FD3it FD4it FD5it
yit 1
GDPit 0.901 1
INFit −0.324 −0.434 1
FD1it 0.602 0.654 −0.604 1
FD2it 0.511 0.561 −0.521 0.919 1
FD3it 0.553 0.584 −0.385 0.682 0.695 1
FD4it 0.395 0.444 −0.275 0.504 0.535 0.897 1
FD5it 0.235 0.245 −0.109 0.176 0.152 0.135 0.023 1
34 S.-C. Chang / International Review of Economics and Finance 35 (2015) 28–44higher levels of real GDPper capita. The relationship between energy consumption and each of the ﬁnancial development indicators is
depicted in Fig. 2, which shows a weakly positive relationship between energy consumption and ﬁnancial development.5.2. Empirical results of linear regression
The estimated results of the linear regression5 are reported in Table 6. In the second and third rows from the bottom of the table,
the Hausman test and redundant ﬁxed-effect test are rejected at the 1% signiﬁcance level. All models are therefore estimated using
ﬁxed-effects linear regression. In addition, the last rowof the table shows that Pesaran’s (2004) CD test in allmodels fails to be rejected
at the 5% signiﬁcance level. This implies that the evidence for the presence of cross-sectional dependence cannot be supported in
Eq. (3).
For eachmodel in Table 6, the estimated coefﬁcient on lagged energy consumption is positive and signiﬁcant at the 5% signiﬁcance
level, implying that a change in energy consumption is strongly inﬂuenced by energy consumption in theprevious year. The estimated
coefﬁcient on income is found to have a positive and statistically signiﬁcant impact in each of the ﬁve models at the same level. The
positive effects of income and lagged energy consumption on energy consumption are consistent with Sadorsky (2010). The estimat-
ed coefﬁcients on energy price and each of the ﬁnancial development indicators are not found to have a signiﬁcant impact on energy
consumption at the 5% signiﬁcance level. These results from Eq. (3) are inconsistent with Sadorsky’s (2010) ﬁndings.5.3. Empirical results of nonlinear regression with a cross-term
The simple energy consumption model given by Eq. (3) ﬁnds an insigniﬁcant correlation between ﬁnancial development indica-
tors and real GDP per capita. This paper further considers a nonlinear model of energy consumption given by Eq. (9). The estimated
parameters of Eq. (9) are reported in Table 7. Based on redundant ﬁxed-effect and Hausman tests, Models (1) to (5) reject these two
null hypotheses at the 5% signiﬁcance level. Thus, all models apply a ﬁxed-effects regression to estimate the effect of ﬁnancial devel-
opment on energy consumption. In Pesaran’s (2004) CD test, the null hypothesis of cross-sectional independence fails to be rejected in
all models at the 5% signiﬁcance level.
A comparison of the empirical results in Table 7with those in Table 6 shows that the estimated coefﬁcients on energy price, lagged
energy consumption, and income are quite similar. However, the estimated coefﬁcients on each of the ﬁnancial development indica-
tors are insigniﬁcant at the 5% signiﬁcance level. In addition, if one considers the nonlinear effects of ﬁnancial development and in-
come on energy consumption using cross-terms, the estimated coefﬁcients on interaction terms are insigniﬁcant at the 5%
signiﬁcance level. This implies that in nonlinear regression with a cross-term, ﬁnancial development cannot inﬂuence energy con-
sumption even though real GDP per capita increases.5 In this paper,we attempt to use a GMMapproach to estimate ourmodels. However, the estimated coefﬁcients are not statistically signiﬁcant at the 10% signiﬁcance
level.
Table 4
The unit root tests with cross-sectional independence.
Level Different
LLC PP LLC PP
FD1it −25.191 (0.000) 314.684 (0.000) −64.508 (0.000) 500.108 (0.000)
FD2it −18.712 (0.000) 372.583 (0.000) −23.962 (0.000) 527.754 (0.000)
Notes: p-values are shown in parentheses.
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This paper further considers whether threshold effects exist in the empirical model. This paper uses 999 bootstrap replications to
test whether the relationship between each of the ﬁnancial development indicators, energy consumption, and income has threshold
effects. The results of threshold tests are reported in Table 8. In Table 8, when private credit, domestic credit, value of traded stocks,
and stock market turnover are used as ﬁnancial development indicators, the p-values for the null hypothesis “no threshold effect”
are rejected at the 5% signiﬁcance level. However, the p-value in the null hypothesis “single-threshold effect” cannot be rejected at
the same level. When FDI is in turn used as a proxy for ﬁnancial development, the null hypotheses of “no threshold effect” and “single
threshold effect” cannot be rejected at the 5% signiﬁcance level. This implies that a threshold effect exists for the effect of ﬁnancial
development and income on energy consumptionwhen private credit, domestic credit, value of traded stocks, and stockmarket turn-
over are used as ﬁnancial development indicators. The threshold effect indicates that there are two regimes, whichwe shall refer to as
high income and non–high income.
It is worth noting that for each of the ﬁnancial indicators, thresholds almost occur at different levels. Table 9 reports the percentage
of countries which fall into the two regimes each year.When the threshold value γ^1 is 18,730, the percentage of countries in the “non-
high income” (“high income”) category is 54% (46%) of the sample over the years. On the other hand, when the threshold value γ^1 is
25,753, the percentages of countries in the “non-high income” and “high income” categories are 64%, and 36% of the sample over the
years, respectively. Finally,when γ^1 is 10,392, thepercentage of countries in the “non-high income” category is 42%of the sample over
the years, and that in the “high income” category is 58%, respectively. It is interesting to note that the number of countries with high
income (non-high income) gradually increases (decreases).
5.5. Estimated results of panel threshold regression
According to threshold tests, Eq. (4) is found to be present in the effect of ﬁnancial development and income on energy consump-
tion when private credit, domestic credit, value of traded stocks, and stockmarket turnover are used as proxies for ﬁnancial develop-
ment indicators. The estimated parameters in Eq. (4) using a panel threshold regression approach appear in Table 10.
In Table 10, the estimated coefﬁcients on private credit, domestic credit, value of traded stocks, and stockmarket turnover are sig-
niﬁcant at the 5% signiﬁcance level in the high-income regime. The ﬁrst two coefﬁcients (0.064, 0.044) are positive, while the last two
coefﬁcients (−0.024,−0.026) are negative. This indicates that a 1% increase in private credit and in domestic credit increases per
capita energy consumption by a value of 0.064% and 0.044%, respectively. Thus, our ﬁndings provide evidence that increases in ﬁnan-
cial development, especially in bank development, drive increased demand for energy. In addition, a 1% increase in the value of traded
stocks and of stock market turnover decrease per capita energy consumption by 0.024% and 0.026%, respectively. Thus, unlike
Sadorsky’s (2010)ﬁnding that stockmarket development increases energy demand, our results indicate that energy consumption de-
clines with stockmarket development. These results highlight the impact of ﬁnancial development on energy consumption in a high-
income regime, in which the effects of bank development are greater than those of stock market development.
The coefﬁcients of income in the non-high income regime are positive (0.672, 0.662, 0.682, and 0.774) and statistically signiﬁcant
at the 5% level. This indicates that, in the non-high income regime, a 1% increase in real GDP per capita increases per capita energy
consumption between 0.662% and 0.774% during the initial stages, before the point at which the economy achieves a thresholdTable 5
The unit root tests with cross-sectional dependence.
Level Different
Pesaran’s CIPS Pesaran’s CIPS* Pesaran’s CIPS Pesaran’s CIPS*
yit −3.581⁎⁎ −2.890⁎⁎ −3.857⁎⁎ −3.838⁎⁎
GDPit −1.896 −1.827 −4.412⁎⁎ −4.156⁎⁎
INFit −2.891⁎⁎ −2.840⁎⁎ −3.304⁎⁎ −3.280⁎⁎
FD3it −2.817 −2.597 −3.732⁎⁎ −3.729⁎⁎
FD4it −2.779 −2.713 −3.026⁎⁎ −2.898⁎⁎
FD5it −3.106⁎⁎ −3.106⁎⁎ −4.115⁎⁎ −3.934⁎⁎
Note: The CIPS and CIPS* statistics include an intercept and trend. CIPS* is a truncated version of the CIPS statistic. ⁎⁎ denotes statistical signiﬁcance at the 5% level. The
critical values of CIPS and CIPS* at 5% are−2.86 and−2.75, respectively.
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36 S.-C. Chang / International Review of Economics and Finance 35 (2015) 28–44level. However, beyond the threshold point, as the economy surpasses the threshold level, the negative effects of rising income on per
capita energy consumption are not detected in high-income regime (however, the coefﬁcients are not signiﬁcant). The greater in-
crease in energy consumption with income in the non-high income regime is consistent with the EIA (2010) argument that increases
in the demand for energy mainly come from low- and middle-income countries. Thus, in these countries, raising their income in-
creases their demand for energy. It is thus clear that people in non-high income countries tend to use more energy as they become
wealthier.0
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Fig. 2. Financial development indicators plotted against energy consumption per capita.
Table 6
Results from the ﬁxed-effects linear regression.
Independent variables Model (1) Model (2) Model (3) Model (4) Model (5)
Energy price 4.39×10–3 2.13×10–4 2.19×10–4 2.56×10–4 −2.34×10–5
(0.273) (0.578) (0.990) (0.496) (0.535)
GDPit 0.501⁎⁎ 0.481⁎⁎ (0.000) 0.529⁎⁎ 0.515⁎⁎ 0.481⁎⁎
(0.000) (0.000) (0.000) (0.000) (0.000)
yit−1 0.850⁎⁎ 0.857⁎⁎ 0.856⁎⁎ 0.858⁎⁎ 0.857⁎⁎
(0.000) (0.000) (0.000) (0.000) (0.000)
FD1it 0.016
(0.151)
FD2it −4.75×10–3
(0.701)
FD3it −0.007
(0.118)
FD4it −0.007
(0.146)
FD5it 1.58×10–4
(0.646)
constant 1.080⁎⁎ 1.102 1.087 1.077 1.084⁎⁎
(0.000) (0.000) (0.000) (0.000) (0.000)
Durbin-Watson statistic 2.107 2.115 2.101 2.103 2.118
Hausman test 35.177 33.358 39.039 32.990 35.057
(0.000) (0.000) (0.000) (0.000) (0.000)
Redundant ﬁxed-effect test 103.751 101.652 102.830 101.691 100.030
(0.000) (0.000) (0.000) (0.000) (0.000)
Pesaran (2004) CD test 0.569 1.350 1.389 0.753 0.661
(0.568) (0.177) (0.164) (0.451) (0.508)
Notes: p-values are shown inparentheses. ⁎⁎denotes statistical signiﬁcance at the 5% level. The null hypothesis for redundantﬁxed-effect test is “noﬁxed effect” and the
alternative one is “ﬁxed effect.” The null hypothesis for theHausman test is “randomeffects” and the alternative one is “ﬁxed effect.” The Pesaran (2004) CD test statistic
detects the null hypothesis of cross-sectional independence.
37S.-C. Chang / International Review of Economics and Finance 35 (2015) 28–44In addition, the estimated coefﬁcients on energy price are insigniﬁcant at the 5% level for all ﬁnancial development indicators. The
considerable imprecision in energy price that is proxied by the consumer price index may lead to these insigniﬁcant coefﬁcients on
the energy price variable. However, the estimated coefﬁcients on lagged energy consumption are positive and statistically signiﬁcant
(at the 5% level) for all ﬁnancial development indicators. In other words, lagged energy consumption increases energy demand signif-
icantly in the current period. The coefﬁcient of lagged energy consumption ranges from 0.765 to 0.859, implying the obvious fact that
energy demand in the current period tends to have a highly persistent impact on demand during the subsequent period.
Thus, one can detect two alternative effects on energy consumption. On one hand, increases in “domestic credit to the private sec-
tor as a share of GDP” and “domestic credit provided by the banking sector as a share of GDP”make it easier for consumers to buy
relatively expensive, “big-ticket” items, such as automobiles, refrigerators, air conditioners, and washing machines, and this in turn
raises energy use or consumption. For businesses, they can obtain additional sources of funding to build more plants, machinery,
and equipment, and this also increases energy use or consumption. On the other hand, when increases in “the ratio of total value
of stocks traded to GDP” and “the ratio of the total value of stocks traded to stockmarket capitalization” lead to increased lending cap-
ital for listed companies, these companies will have more funding to develop advanced technology, such as renewable energy, thus
decreasing the demand for energy. However, as noted above the latter effect is smaller than the former.
Comparing the panel threshold regression with the nonlinear regression with cross-terms, a relationship between energy con-
sumption and ﬁnancial development can be detected in the former approach, but not in the latter. Thus, the effect of ﬁnancial devel-
opment tends to be underestimated even if an interaction term is incorporated into the model speciﬁcation. Furthermore, estimated
effects on energy price and the lagged energy consumption yield the same resultswhethermodel includes the panel threshold regres-
sion or not.5.6. Results of robustness test
This paper performs a number of further robustness tests to check for the threshold effect across different groups of countries. First,
this paper splits the sample into two segments: advanced economies and emerging market as well as developing economies.6 The6 This paper adopts the InternationalMonetary Fund’s (IMF’s) classiﬁcation. According to the IMF, countries are classiﬁed as advanced economies and emergingmar-
ket and developing economies based on economic development. The IMF’s advanced economies include Australia, Austria, Belgium, Canada, Denmark, Finland, France,
Greece, Hong Kong, Iceland, Ireland, Israel, Italy, Japan, Korean Republic, Netherlands, New Zealand, Portugal, Singapore, Spain, Sweden, Switzerland, United Kingdom,
and United States. The emergingmarket and developing economies include Argentina, Brazil, Chile, China, Ecuador, Egypt, Arab Rep., Ghana, Hungary, India, Indonesia,
Iran, Islamic Rep., Jamaica, Jordan, Kenya, Malaysia, Mexico, Nepal, Pakistan, Panama, Peru, Philippines, Poland, Romania, Russian Federation, South Africa, Sri Lanka,
Thailand, Trinidad and Tobago, and Turkey.
Table 7
Results of nonlinear model with cross-terms.
Independent Variables Model (1) Model (2) Model (3) Model (4) Model (5)
Energy price 5.37×10–4 4.18×10–4 2.28×10–4 2.83×10–4 4.15×10–4
(0.183) (0.343) (0.998) (0.508) (0.342)
yit−1 0.849⁎⁎ 0.842⁎⁎ 0.856⁎⁎ 0.857⁎⁎ 0.838⁎⁎
(0.000) (0.000) (0.000) (0.000) (0.000)
GDPit 1.202⁎⁎ 1.710⁎⁎ 0.524⁎⁎ 0.502⁎⁎ 0.570⁎⁎
(0.000) (0.000) (0.000) (0.000) (0.000)
FD1it 0.022
(0.054)
FD1it×GDPit −0.184
(0.054)
FD2it −0.001
(0.911)
FD2it×GDPit −0.282
(0.055)
FD3it −0.005
(0.394)
FD3it×GDPit −0.053
(0.674)
FD4it −0.004
(0.525)
FD4it×GDPit −0.089
(0.544)
FD5it 8.17×10–3
(0.169)
FD5it×GDPit −0.009
(0.584)
constant 1.053⁎⁎ 1.207⁎⁎ 1.088⁎⁎ 1.083⁎⁎ 1.227⁎⁎
(0.000) (0.000) (0.000) (0.000) (0.000)
Durbin-Watson statistic 2.089 2.106 2.099 2.101 2.096
Hausman test 47.097 43.072 36.079 33.306 35.518
(0.000) (0.000) (0.000) (0.000) (0.000)
Redundant ﬁxed-effect test 107.931 99.643 102.717 102.013 96.446
(0.000) (0.000) (0.000) (0.000) (0.000)
Pesaran (2004) CD test 0.398 −0.843 1.310 0.704 −0.396
(0.690) (0.398) (0.190) (0.481) (0.691)
Notes: See Table 6.
38 S.-C. Chang / International Review of Economics and Finance 35 (2015) 28–44results are shown in Tables 11 and 12, respectively. For all the speciﬁcations presented in Tables 11 and 12, the effects of GDP per
capita and ﬁnancial development on energy consumption have a threshold effect, conﬁrming our previous ﬁndings. The coefﬁcients
of energy price in these two tables are statistically insigniﬁcant at the 5% level. The estimated coefﬁcients on lagged energy consump-
tion are each positive and statistically signiﬁcant at the same level in these two tables; these results also conﬁrm our ﬁndings in
Table 10.
Tables 11 and 12 show that the estimated coefﬁcients of GDP per capita in countries at different stages of economic development
have different outcomes. In countries with advanced economies, coefﬁcients are negative but statistically insigniﬁcant at the 5% sig-
niﬁcance level in the non-high income regime, while they are positive and statistically signiﬁcant at the same level in the high-income
countries. On the other hand, in emergingmarket aswell as developing economies, coefﬁcients are positive and statistically signiﬁcant
at the 5% signiﬁcance level in both the non-high income and high-income regimes.
Furthermore, Tables 11 and12 show that the effects ofﬁnancial development on energy consumption are different in the countries
with advanced economies compared to the those with emerging market and developing economies. The coefﬁcients of ﬁnancial de-
velopment are positive when ﬁnancial development indicators are measured by domestic credit and private credit. In the advancedTable 8
Tests of threshold effects.
Financial development indicators Null hypothesis: no threshold effect Null hypothesis: single threshold effect
Threshold value LR test Threshold value LR test
Private credit 18,730 38.86⁎⁎⁎(0.01) (4100, 18,730) 13.02 (0.35)
Domestic credit 18,730 43.69⁎⁎⁎(0.00) (4100, 18,730) 13.58 (0.37)
Value of traded stocks 25,753 14.17⁎⁎(0.04) (10,695, 25,753) 4.66 (0.62)
Stock market turnover 10,392 17.61⁎⁎(0.04) (2970, 10,292) 5.68 (0.71)
FDI 25,130 11.86 (0.29) (18,730, 25,130) 13.22 (0.33)
Notes: The dependent variable is energy consumption per capita. p-values for the LR test are shown in parentheses. ⁎⁎⁎ and ⁎⁎ denote statistical signiﬁcance at the 1%
and 5% levels, respectively.
Table 10
Threshold effects of ﬁnancial development and income on energy consumption.
Financial development indicators
Independent variables Private credit Domestic credit Value of traded stocks Stock market turnover
Energy price 3.01×10–4 9.06×10–5 3.16×10–4 1.81×10–4
(3.87×10–4) (3.83×10–4) (3.63×10–4) (3.95×10–4)
yit-1 0.765⁎⁎ 0.771⁎⁎ 0.853⁎⁎ 0.859⁎⁎
(0.052) (0.050) (0.047) (0.047)
GDPit qit≤ γ^1ð Þ 0.672⁎⁎ 0.662⁎⁎ 0.682⁎⁎ .774⁎⁎
(0.100) (0.103) (0.112) (0.101)
GDPit qitNγ^1ð Þ 0.275 0.233 0.042 0.265
(0.259) (0.260) (0.342) (0.164)
FDit qit≤ γ^1ð Þ 0.012 −0.016 −0.005 −0.004
(0.011) (0.013) (0.004) (0.005)
FDit qitNγ^1ð Þ 0.064⁎⁎ 0.044⁎⁎ −0.024⁎⁎ −0.026⁎⁎
(0.014) (0.016) (0.011) (0.009)
R-squared 0.725 0.725 0.709 0.711
p-value 0.017 0.009 0.049 0.042
Notes: The dependent variable is energy consumption per capita. Bootstrap p-valueswere calculated based on 999 iterations. ⁎⁎ denotes statistical signiﬁcance at the 5%
level. The numbers in parentheses are White-corrected standard deviations, which consider heteroscedasticity.
Table 9
Percentage of countries in each regime by year.
Year 1999 2000 2001 2002 2003 2004 2005 2006 2007 2008
qit ≤ 18730 30 29 29 29 29 28 28 28 28 28
qit N 18730 23 24 24 24 24 25 25 25 25 25
Year 1999 2000 2001 2002 2003 2004 2005 2006 2007 2008
qit ≤ 25753 35 35 34 34 34 34 34 34 32 33
qit N 25753 18 18 19 19 19 19 19 19 21 20
Year 1999 2000 2001 2002 2003 2004 2005 2006 2007 2008
qit ≤ 10392 24 24 24 23 29 21 20 20 18 17
qit N 10392 29 29 29 30 24 32 33 33 35 36
39S.-C. Chang / International Review of Economics and Finance 35 (2015) 28–44economies, these coefﬁcients are positive and statistically signiﬁcant (at the 5% level) in the non-high income regime, but are insig-
niﬁcant at the same level in the high-income regime. For the emerging market as well as developing economies, these coefﬁcients
are positive and statistically signiﬁcant (5% level) in both the high-income andnon-high income regimeswhen ﬁnancial development
is measured by private credit. Moreover, when ﬁnancial development indicators aremeasured by the value of traded stocks and stock
market turnover, the coefﬁcients of ﬁnancial development for advanced economies are negative and statistically signiﬁcant (5% level)
only in the high-income regime. Conversely, for emergingmarket aswell as developing economies, the coefﬁcients of ﬁnancial devel-
opment in the high-income regime are positive and statistically signiﬁcant at the same level.
As indicated by the above discussion, the robustness check of the threshold effect in the different segments strongly supports our
ﬁnding of the existence of a single threshold in energy consumption, demonstrating that the energy consumption model is a single-
thresholdmodel. Furthermore, the robustness check for the effect of ﬁnancial development and GDP per capita conﬁrms our previous
results of a non-monotonic effect on energy consumption.7
Energy technology will improve with the passage of time, for instance. Thresholds are also likely to vary within a region, because
thresholds of energy consumption depend on the previous demand for energy, income, and ﬁnancial development. Although our re-
sults cannot be used to predict energy consumption over the next 10 years,8 our results from thresholdmodels can be used to explore7 The thresholdmodel also was applied to countries with technological advancement as well as a commitment to renewable energy, including Iran, Italy, U.S., China,
Israel, and Japan. The results indicate that there is a single threshold effect of GDP per capita and ﬁnancial development in the energy consumption model. The statis-
tically positive effects of GDP per capita and ﬁnancial development at the 5% signiﬁcance level are found only in the non–high income regime, in which the ﬁnancial
development indicator is measured by private credit. Furthermore, we found a statistically negative effect of GDP per capita at the same signiﬁcance level and in the
same regime when the ﬁnancial development indicator is measured by stock market turnover.
8 Although this paper has the same threshold effect across different segments over the sample period, we cannot expect thresholds to remain the same over the next
decade. Bose, Capasso, and Murshid (2008) make the same argument, that the variation in cut-off points is not surprising across different segments. Hedeker and
Mermelstein (1998) also pointed out that thresholds vary across time or groups.
Table 11
Threshold results from advanced economies.
Financial development indicators
Independent variables Private credit Domestic credit Value of traded stocks Stock market turnover
Energy price 2.58×10–3 2.50×10–3 6.68×10–3 7.42×10–3
(1.29×10–3) (3.35×10–3) (2.97×10–3) (2.88×10–3)
yit-1 0.510⁎⁎ 0.506⁎⁎ 0.521⁎⁎ 0.575⁎⁎
(0.107) (0.111) (0.129) (0.111)
GDPit qit≤ γ^1ð Þ −0.249 −0.249 −0.107 −0.191
(0.203) (0.203) (0.222) (0.208)
GDPit qitNγ^1ð Þ 2.922⁎⁎ 2.712⁎⁎ 7.933⁎⁎ 7.927⁎⁎
(0.969) (0.891) (2.249) (0.586)
FDit qit≤ γ^1ð Þ 0.050⁎⁎ 0.045⁎⁎ −0.012 −0.016
(0.023) (0.020) (0.007) (0.009)
FDit qitNγ^1ð Þ 0.040 0.038 −0.900⁎⁎ −0.780⁎⁎
(0.023) (0.019) (0.159) (0.061)
Threshold value 43,249 43,259 45,374 45,374
R-squared 0.398 0.394 0.446 0.489
Non-threshold effect (p-value) 32.314 (0.042) 30.830(0.050) 56.238(0.006) 76.756(0.011)
Single threshold effect (p-value) 3.925 (0.974) 6.072 (0.916) 21.374(0.076) 3.716(0.895)
Notes: See Table 10.
40 S.-C. Chang / International Review of Economics and Finance 35 (2015) 28–44the threshold relationship between GDP per capita as well as ﬁnancial development and energy consumption. When considering en-
vironmental policy, environmental policymakers should take into account the non-monotonic effect of ﬁnancial development and
GDP per capita, because the threshold value whichwill be inﬂuenced by many factors (i.e., energy technology, international ﬁnancial
institutions, macroeconomic environment, etc.) is different for any single country or region.6. Policy analysis
Energy consumption increases with income in emerging market and developing economies, while in advanced economies
(contrary to the theoretical expectation) energy consumption increases with income after the economy achieves the threshold
level of income. There are two reasons for this ﬁnding (of continued energy consumption growth beyond the income threshold) in
advanced economies. One reason is that given trends toward greater energy efﬁciency, consumers in advanced economies need to
spend less money on energy to obtain the same utility as before. However, as these consumers’ income increases, instead of opting
to maintain the same level of utility, they instead choose to spend their additional income to increase their energy consumption, in
the process driving the demand for energy upward. Thus, energy consumption per capita continues to grow in the advanced econo-
mies as incomes increase. Another reason is the shift in energy use from direct use of fossil fuels to the use of higher quality fuels or
electricity (Stern & Cleveland, 2004). Thus, in advanced economies, total energy use has increased in tandemwith an improvement in
energy efﬁciency, especially in the high-income countries.Table 12
Threshold results from emerging market and developing economies.
Financial development indicators
Independent variables Private credit Domestic credit Value of traded stocks Stock market turnover
Energy price 5.25×10–4 1.98×10–4 1.44×10–4 1.10×10–4
(3.45×10–4) (3.92×10–4) (3.63×10–4) (3.74×10–4)
yit-1 0.822⁎⁎ 0.851⁎⁎ 0.889⁎⁎ 0.851⁎⁎
(0.044) (0.041) (0.034) (0.039)
GDPit qit≤ γ^1ð Þ 0.675⁎⁎ 0.667⁎⁎ 0.642⁎⁎ 0.662⁎⁎
(0.098) (0.102) (0.102) (0.101)
GDPit qitNγ^1ð Þ 2.254⁎⁎ 2.243⁎⁎ 3.297⁎⁎ 3.897⁎⁎
(0.611) (0.579) (0.197) (0.617)
FDit qit≤ γ^1ð Þ 0.037⁎⁎ 0.017 −0.003 −0.003
(0.012) (0.014) (0.004) (0.005)
FDit qitNγ^1ð Þ 0.053⁎⁎ 0.034 0.255⁎⁎ 0.430⁎⁎
(0.021) (0.024) (0.040) (0.210)
Threshold value 19,027 19,027 19,027 19,027
R-squared 0.859 0.855 0.861 0.861
Non-threshold effect (p-value) 48.675 (0.007) 42.433(0.003) 54.627 (0.009) 43.426(0.004)
Single threshold effect (p-value) 13.034(0.596) 18.072 (0.285) 9.181(0.514) 8.420(0.621)
Notes: See Table 10.
41S.-C. Chang / International Review of Economics and Finance 35 (2015) 28–44In addition to the relationship between income and energy consumption, however, it is important for policymakers to take ﬁnan-
cial development into consideration when formulating energy policy. Financial development, measured using the value of traded
stocks and stock market turnover, is particularly important to business investment because it allows businesses access to additional
sources of funding and equity ﬁnancing. The results from this paper show that an increase in stock market development reduces en-
ergy consumption particularly in advanced economies with high income. On the contrary, for emergingmarket and developing econ-
omies, increases in stock market-related ﬁnancial development increase energy consumption, especially in the high-income regime.
For emerging market and developing economies, increased stock market activity creates a “wealth effect,” stimulating consumption,
investment, and energy consumption by consumers and businesses; for advanced economies, it encourages businesses to adopt ad-
vanced technologies in renewable energy,which leads to a reduction in energy consumption. Thus, energy policy that is focused solely
on the relationship between energy demand and income would provide an inaccurate estimate of energy demand because it fails to
consider the development of the stockmarket. Emergingmarket and developing countries whose stock markets continue to develop
should thus anticipate growth in energy demand above and beyond that caused by increasing income alone.
Turning to the role of banks within the ﬁnancial sector, for emerging market and developing economies, among bank deposit
variables, only private credit (the ratio of domestic credit to the private sector as a share of GDP) has a positive and statistically sig-
niﬁcant impact on energy consumption. This implies that increases in the ratio of domestic credit to the private sector makes it easier
for consumers and investors in emergingmarket and developing economies to borrow funds from banks, thus stimulating consump-
tion, investment, and energy demand. In the advanced economies, increasedﬁnancial development asmeasured by both bankdeposit
variables (i.e., private and domestic credit) leads to increased energy consumption, especially in the non-high income regime. Thus in
the advanced economies (and especially in the high-income countries), policymakers formulating energy conservation strategies that
consider only the relationship between energy consumption and income (and exclude domestic and private credit in the banking sec-
tor) will likely not meet their targets for reducing energy consumption.
Finally, an additional ﬁnancial development variable, FDI, was found to have a statistically insigniﬁcant impact on energy con-
sumption, implying that excluding the consideration of FDI in energy policymaking should not be too serious as an omission. Differ-
ences in institutional circumstances (i.e., institutional reforms and institutional quality) appear to explain why FDI has statistically
insigniﬁcant impact on energy consumption.
7. Conclusion
Although the effect of ﬁnancial development on energy consumption has been previously investigated, there is little research on
the nonlinear relationship between ﬁnancial development, income, and energy consumption. This study uses the following proce-
dures to investigate the marginal effects of ﬁnancial development and income on energy consumption: (1) testing the effects of
each of ﬁnancial development and GDP per capita on energy consumption using panel linear regression; (2) drawing scatterplots
of ﬁnancial development, GDP per capita, and energy consumption; (3) testing threshold effects by using the level of income as a
threshold variable; (4) estimating the marginal energy-consumption effects of ﬁnancial development and income by using a nonlin-
ear regression model with interaction terms and a threshold regression model; and (5) checking robustness by dividing the sample
into different groups of countries.
This study suggests several ﬁndings and economic implications. First, there is a single-threshold effect of ﬁnancial development
and income on energy consumption when private credit, domestic credit, value of traded stocks, and stock market turnover are the
ﬁnancial development indicators. Second, energy use per capita continues to grow in the advanced economies, especially in high-
income countries, as incomes increase. The explanation appears to be that energy-saving technical innovations tend to allow a greater
number of energy-using appliances to be introduced into households and industries (causing more energy consumption), as the
money saved is spent on other goods and services. Finally, in the non-high income regime, energy consumption increases with ﬁnan-
cial development when both private and domestic credit are used as ﬁnancial development indicators. However, when the value of
traded stocks and stockmarket turnover are used as a ﬁnancial development indicator, energy consumption slightly declines with ﬁ-
nancial development in advanced economies, especially in high-income countries, while it increases in high-income countries of
emerging market and developing economies.
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Appendix Table A. Sample countriesArgentina, Australia, Austria, Belgium, Brazil, Canada, Chile, China, Denmark, Ecuador, Egypt, Finland, France, Ghana, Greece, Hong Kong, Hungary, Iceland,
India, Indonesia, Iran, Ireland, Israel, Italy, Jamaica, Japan, Jordan, Kenya, South Korea, Malaysia, Mexico, Nepal, Netherlands, New Zealand, Pakistan, Panama,
Peru, Philippines, Poland, Portugal, Romania, Russian Federation, Singapore, South Africa, Spain, Sri Lanka, Sweden, Switzerland, Thailand, Trinidad and
Tobago, Turkey, United Kingdom, United States.
Inﬂation rate log(Energy consumption) log(GDP) log(Private credit)
Mean Maximum Minimum Std. Dev. Mean Maximum Minimum Std. Dev. Mean Maximum Minimum Std. Dev. Mean Maximum Minimum Std. Dev.
Argentina 10.40 30.56 −1.84 9.88 7.44 7.56 7.29 0.09 9.27 9.49 9.06 0.13 2.72 3.21 2.35 0.32
Australia 3.49 5.09 0.11 1.50 8.66 8.71 8.61 0.03 10.36 10.45 10.27 0.06 4.62 4.84 4.43 0.15
Austria 1.54 2.13 0.38 0.53 8.26 8.33 8.18 0.05 10.41 10.50 10.33 0.05 4.70 4.79 4.61 0.06
Belgium 1.94 2.38 0.31 0.60 8.63 8.65 8.59 0.02 10.36 10.42 10.29 0.04 4.37 4.55 4.27 0.09
Brazil 8.35 13.72 5.87 2.39 7.04 7.17 6.98 0.06 9.03 9.17 8.95 0.07 3.54 3.97 3.36 0.22
Canada 2.78 4.13 1.09 1.10 9.01 9.04 8.98 0.02 10.43 10.49 10.35 0.05 4.99 5.27 4.56 0.26
Chile 5.43 12.42 0.24 3.32 7.47 7.53 7.41 0.05 9.36 9.50 9.22 0.10 4.38 4.57 4.25 0.09
China 3.61 7.80 −1.25 3.04 7.03 7.38 6.75 0.24 8.20 8.65 7.82 0.29 4.73 4.85 4.64 0.06
Denmark 2.46 3.85 1.65 0.66 8.18 8.22 8.15 0.03 10.39 10.45 10.33 0.04 4.95 5.38 3.55 0.52
Ecuador 5.65 26.61 −23.48 13.16 6.61 6.71 6.45 0.09 8.73 8.89 8.60 0.10 3.18 3.40 2.94 0.14
Egypt, Arab Rep. 6.77 12.59 0.87 4.26 6.65 6.81 6.50 0.11 8.40 8.56 8.29 0.08 3.93 4.01 3.76 0.08
Finland 1.38 3.01 −0.68 1.22 8.80 8.86 8.73 0.05 10.30 10.42 10.17 0.09 4.20 4.46 3.97 0.18
France 1.88 2.59 0.18 0.68 8.35 8.37 8.33 0.02 10.28 10.33 10.22 0.03 4.52 4.69 4.40 0.09
Ghana 27.41 80.75 13.97 20.01 6.01 6.05 5.98 0.02 7.07 7.23 6.96 0.09 2.58 2.77 2.41 0.12
Greece 3.21 3.92 2.81 0.31 7.87 7.91 7.77 0.05 10.06 10.20 9.89 0.11 4.20 4.56 3.72 0.28
Hong Kong SAR, China −1.91 2.93 −6.15 2.86 7.61 7.78 7.53 0.07 10.41 10.61 10.23 0.14 4.99 5.04 4.94 0.04
Hungary 6.64 11.65 2.28 2.60 7.86 7.91 7.80 0.04 9.65 9.77 9.45 0.11 3.76 4.24 3.26 0.32
Iceland 5.34 11.82 0.62 3.48 9.42 9.71 9.27 0.16 10.39 10.51 10.28 0.09 4.98 5.77 4.29 0.49
India 4.94 8.70 3.03 1.85 6.18 6.30 6.11 0.07 7.66 7.93 7.46 0.17 3.56 3.89 3.25 0.21
Indonesia 12.67 20.45 5.49 4.91 6.65 6.74 6.58 0.05 7.99 8.18 7.84 0.11 3.15 3.28 2.99 0.12
Iran, Islamic Rep. 19.59 30.14 11.63 6.88 7.70 7.94 7.45 0.17 9.07 9.25 8.89 0.13 3.29 3.62 2.97 0.23
Ireland 3.05 5.91 −1.46 2.19 8.17 8.23 8.13 0.03 10.50 10.62 10.31 0.10 4.93 5.39 4.62 0.29
Israel 1.79 6.32 −0.37 2.04 7.98 8.01 7.92 0.03 10.05 10.16 9.99 0.06 4.46 4.60 4.33 0.09
Italy 2.49 3.26 1.78 0.55 8.02 8.05 7.99 0.02 10.24 10.27 10.19 0.02 4.45 4.66 4.26 0.13
Jamaica 10.48 13.70 6.79 2.09 7.32 7.52 7.24 0.09 8.84 8.90 8.78 0.05 3.05 3.38 2.57 0.26
Japan −1.24 −0.74 −1.73 0.32 8.30 8.32 8.26 0.02 10.30 10.36 10.24 0.04 5.26 5.44 5.13 0.10
Jordan 4.68 18.84 −0.40 6.72 7.01 7.15 6.90 0.11 8.32 8.54 8.17 0.13 4.35 4.48 4.26 0.09
Kenya 5.60 11.86 0.93 3.12 6.12 6.15 6.09 0.03 7.20 7.28 7.15 0.05 3.29 3.41 3.20 0.07
Korea, Rep. 2.41 5.01 −0.14 1.75 8.35 8.45 8.22 0.07 9.97 10.15 9.76 0.13 4.48 4.69 4.31 0.11
Malaysia 4.34 10.21 −1.58 3.56 7.70 7.88 7.49 0.12 9.31 9.47 9.17 0.10 4.77 5.00 4.61 0.12
Mexico 9.11 18.95 4.54 4.76 7.33 7.40 7.27 0.05 9.40 9.47 9.33 0.05 2.89 3.08 2.72 0.13
Nepal 6.23 11.58 3.07 2.68 5.81 5.83 5.78 0.01 6.84 6.93 6.77 0.05 3.43 3.94 3.13 0.22
Netherlands 2.61 5.10 0.73 1.32 8.46 8.50 8.42 0.03 10.46 10.55 10.39 0.05 5.04 5.26 4.83 0.15
New Zealand 2.71 5.06 0.24 1.41 8.32 8.37 8.28 0.04 10.10 10.17 10.00 0.06 4.77 4.99 4.64 0.12
Pakistan 9.47 24.89 2.46 6.56 6.14 6.24 6.08 0.06 7.61 7.75 7.50 0.10 3.26 3.40 3.08 0.13
Panama 1.78 5.53 −1.25 1.73 6.75 6.82 6.69 0.04 9.10 9.37 8.99 0.14 4.53 4.69 4.44 0.08
Peru 3.13 7.22 0.47 2.22 6.16 6.25 6.06 0.06 8.73 8.98 8.61 0.13 3.10 3.36 2.88 0.16
Philippines 5.21 7.55 3.09 1.41 6.18 6.27 6.11 0.06 7.99 8.13 7.88 0.09 3.49 3.65 3.36 0.12
Poland 3.46 7.16 0.39 2.02 7.79 7.85 7.75 0.04 9.49 9.71 9.32 0.13 3.43 3.90 3.24 0.21
Portugal 2.94 3.74 1.58 0.63 7.79 7.83 7.73 0.03 9.97 10.00 9.92 0.02 4.94 5.16 4.70 0.13
Romania 23.96 47.77 10.78 14.23 7.46 7.52 7.38 0.05 9.07 9.38 8.81 0.19 2.75 3.83 1.97 0.64
Russian Federation 24.24 72.39 13.78 18.31 8.41 8.48 8.33 0.05 9.28 9.60 8.97 0.21 3.13 3.74 2.57 0.41
Singapore 0.75 6.40 −4.80 3.44 8.41 8.63 8.18 0.13 10.64 10.82 10.48 0.13 4.61 4.79 4.46 0.11
South Africa 7.52 10.75 5.44 1.67 7.86 7.93 7.74 0.06 9.03 9.17 8.93 0.09 4.92 5.09 4.74 0.11
Spain 3.69 4.31 2.40 0.70 8.05 8.09 7.98 0.04 10.19 10.26 10.09 0.05 4.86 5.31 4.50 0.29
Sri Lanka 10.29 16.33 4.16 3.95 6.09 6.12 6.01 0.04 8.12 8.33 7.98 0.12 3.41 3.53 3.32 0.08
Sweden 1.70 3.14 0.31 0.88 8.63 8.67 8.59 0.03 10.35 10.46 10.24 0.08 4.58 4.85 3.75 0.31
Switzerland 1.17 2.49 0.11 0.87 8.16 8.19 8.13 0.02 10.48 10.55 10.43 0.04 5.09 5.16 5.03 0.04
Thailand 2.18 5.24 −4.04 2.63 7.20 7.36 7.02 0.13 8.74 8.91 8.58 0.12 4.66 4.88 4.56 0.10
Trinidad and Tobago 8.81 21.89 −5.26 7.92 9.24 9.62 8.89 0.30 9.80 10.09 9.48 0.23 3.64 3.82 3.41 0.13
Turkey 26.40 54.18 6.22 20.00 7.11 7.26 6.99 0.09 9.27 9.43 9.12 0.12 2.98 3.48 2.68 0.30
United Kingdom 2.51 3.10 1.19 0.64 8.21 8.24 8.13 0.04 10.36 10.44 10.26 0.06 5.02 5.35 4.77 0.18
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Appendix Table B (continued)
log(Domestic credit) log(Stocks value traded) log(Stocks market turnover) FDI inﬂows
Mean Maximum Minimum Std. Dev. Mean Maximum Minimum Std. Dev. Mean Maximum Minimum Std. Dev. Mean Maximum Minimum Std. Dev.
Argentina 3.62 4.13 3.20 0.28 1.09 2.19 0.28 0.57 2.02 3.42 −0.09 1.05 2.99 8.46 0.81 2.09
Australia 4.69 4.97 4.51 0.16 4.40 5.04 3.91 0.34 4.33 4.71 3.94 0.24 2.60 5.99 −5.11 3.12
Austria 4.84 4.88 4.81 0.03 2.19 3.48 1.04 0.90 3.60 4.24 3.03 0.39 5.98 26.95 0.15 8.87
Belgium 4.73 4.92 4.63 0.09 3.21 4.02 2.59 0.51 3.58 4.34 3.03 0.46 28.27 92.50 7.16 26.91
Brazil 4.36 4.57 4.26 0.12 2.88 3.79 2.26 0.53 3.73 4.31 3.44 0.28 3.06 5.08 1.71 1.25
Canada 5.16 5.39 4.73 0.23 4.32 4.77 3.97 0.31 4.25 4.71 3.96 0.22 3.96 9.12 −0.07 2.90
Chile 4.46 4.58 4.35 0.06 2.45 3.30 1.53 0.57 2.50 3.13 1.79 0.45 6.91 12.00 3.79 2.29
China 4.88 5.02 4.78 0.08 3.89 5.41 3.13 0.73 4.68 5.19 4.21 0.32 3.74 5.19 2.84 0.80
Denmark 5.04 5.35 4.05 0.37 3.87 4.35 3.39 0.33 4.36 4.64 4.11 0.19 4.79 22.50 −3.60 7.18
Ecuador 3.05 3.57 2.79 0.31 −1.68 −0.36 −3.09 0.97 1.03 2.08 −0.09 0.74 1.93 3.89 −0.15 1.33
Egypt, Arab Rep. 4.53 4.65 4.35 0.10 2.51 3.79 1.07 1.07 3.31 4.12 2.32 0.66 3.56 9.34 0.29 3.58
Finland 4.25 4.48 4.02 0.17 4.93 5.40 4.47 0.27 4.65 5.14 3.81 0.43 3.44 7.50 −0.81 2.39
France 4.70 4.83 4.64 0.07 4.39 4.89 3.99 0.30 4.57 5.03 4.16 0.27 3.08 3.98 1.60 0.76
Ghana 3.39 3.67 3.05 0.19 −0.99 −0.30 −1.70 0.51 1.02 1.65 0.35 0.41 2.47 4.28 0.96 1.12
Greece 4.60 4.74 4.43 0.10 3.49 4.94 2.63 0.73 3.89 4.89 3.30 0.45 0.86 2.04 0.04 0.60
Hong Kong SAR, China 4.92 4.99 4.82 0.06 5.34 6.63 4.77 0.58 4.02 4.87 3.55 0.39 19.75 36.62 5.91 9.28
Hungary 4.10 4.39 3.90 0.16 2.88 3.54 2.19 0.52 4.27 4.66 3.76 0.31 15.35 51.37 2.58 18.17
Iceland 5.03 5.75 4.30 0.51 4.01 5.47 1.84 1.12 4.10 4.84 2.64 0.64 9.78 33.68 0.75 11.51
India 4.06 4.22 3.90 0.09 4.14 4.71 3.66 0.33 4.89 5.73 4.43 0.44 1.37 3.58 0.48 0.95
Indonesia 3.89 4.13 3.60 0.17 2.43 3.26 1.80 0.51 3.84 4.27 3.45 0.26 0.23 2.92 −2.76 1.80
Iran, Islamic Rep. 3.60 3.76 3.50 0.07 0.96 2.10 −0.05 0.68 2.84 3.49 2.00 0.46 1.13 3.14 0.03 0.99
Ireland 4.92 5.33 4.64 0.27 3.32 3.96 2.65 0.45 3.86 4.49 2.95 0.45 7.26 26.36 −15.03 14.09
Israel 4.40 4.50 4.30 0.07 3.59 4.22 2.64 0.52 3.98 4.56 3.40 0.32 4.29 10.49 1.40 2.76
Italy 4.67 4.89 4.54 0.12 3.99 4.69 3.37 0.37 4.75 5.40 4.41 0.31 1.11 2.09 −0.41 0.69
Jamaica 4.00 4.15 3.84 0.09 0.59 1.55 −0.83 0.77 1.00 1.43 0.50 0.30 6.68 10.17 4.97 1.50
Japan 5.73 5.76 5.69 0.02 4.30 5.00 3.69 0.52 4.54 5.03 3.96 0.36 0.21 0.51 −0.16 0.20
Jordan 4.53 4.70 4.37 0.14 3.51 5.24 1.59 1.34 3.38 4.44 2.04 0.84 9.75 22.65 1.94 6.80
Kenya 3.67 3.71 3.62 0.03 0.30 1.75 −1.29 1.21 1.90 2.68 1.08 0.59 0.57 2.68 0.04 0.78
Korea, Rep. 4.47 4.69 4.28 0.13 4.97 5.30 4.48 0.26 5.50 5.93 5.13 0.32 0.84 2.10 0.17 0.65
Malaysia 4.87 5.01 4.73 0.10 3.77 4.39 3.11 0.39 3.48 3.98 2.86 0.32 3.34 4.92 0.60 1.25
Mexico 3.54 3.62 3.46 0.06 1.90 2.41 1.21 0.37 3.34 3.54 3.04 0.15 3.03 4.80 2.11 0.78
Nepal 3.78 4.17 3.57 0.17 −0.34 1.07 −1.12 0.74 1.72 2.23 1.09 0.34 0.06 0.37 −0.10 0.14
Netherlands 5.11 5.29 4.96 0.12 4.98 5.55 4.59 0.32 4.91 5.34 4.30 0.32 7.51 16.39 0.72 6.08
New Zealand 4.82 5.03 4.70 0.12 2.81 3.29 2.43 0.25 3.82 4.48 3.63 0.25 2.81 7.44 −0.57 2.12
Pakistan 3.78 3.97 3.62 0.12 3.96 4.86 2.85 0.62 5.67 6.21 4.75 0.46 1.73 3.90 0.42 1.32
Panama 4.51 4.59 4.46 0.04 −0.56 0.28 −1.06 0.47 0.76 1.55 0.31 0.42 6.96 14.92 0.80 3.73
Peru 3.02 3.33 2.71 0.22 1.02 1.91 0.28 0.55 2.14 2.91 1.71 0.36 3.33 5.46 1.52 1.31
Philippines 3.96 4.08 3.86 0.09 2.02 3.17 1.14 0.70 2.88 3.94 2.04 0.62 1.48 2.76 0.26 0.83
Poland 3.69 4.09 3.54 0.16 2.03 2.99 1.08 0.64 3.57 3.87 3.06 0.30 3.96 5.82 2.08 1.45
Portugal 4.96 5.18 4.71 0.13 3.30 4.13 2.60 0.48 4.19 4.81 3.76 0.33 2.92 5.71 0.90 2.02
Romania 2.99 3.86 2.56 0.43 0.34 1.56 −0.45 0.77 2.78 3.51 2.17 0.42 5.14 9.29 2.50 2.61
Russian Federation 3.24 3.51 3.10 0.12 2.74 4.06 0.37 1.10 3.64 4.16 1.81 0.68 2.25 4.52 0.90 1.31
Singapore 4.33 4.55 4.13 0.13 4.64 5.38 4.15 0.36 4.06 4.80 3.47 0.40 15.26 20.88 4.53 5.77
South Africa 5.15 5.27 5.03 0.09 4.40 5.00 4.00 0.39 3.79 4.10 3.50 0.20 1.82 6.14 −0.07 1.88
Spain 4.98 5.37 4.72 0.23 4.96 5.33 4.66 0.20 5.17 5.38 4.97 0.13 3.96 6.69 2.17 1.58
Sri Lanka 3.77 3.85 3.67 0.05 0.80 1.54 −0.12 0.59 2.82 3.56 2.38 0.36 1.33 1.86 1.06 0.33
Sweden 4.66 4.90 3.88 0.29 4.83 5.34 4.43 0.30 4.77 5.10 4.29 0.22 7.21 23.42 1.59 6.17
Switzerland 5.17 5.22 5.12 0.03 5.45 6.01 4.77 0.35 4.56 4.96 3.75 0.35 4.68 11.50 −0.14 3.58
Thailand 4.86 5.05 4.69 0.09 3.73 4.22 2.94 0.38 4.43 4.75 3.97 0.26 3.89 4.98 2.63 0.84
Trinidad and Tobago 3.41 3.97 2.70 0.42 0.78 1.42 0.27 0.43 1.12 1.55 0.81 0.25 7.58 10.32 3.82 2.15
Turkey 3.80 3.97 3.60 0.13 3.67 4.21 3.41 0.24 5.02 5.28 4.71 0.20 1.61 3.80 0.31 1.33
United Kingdom 5.04 5.36 4.80 0.17 5.06 5.91 4.52 0.41 4.74 5.60 3.95 0.52 4.83 8.27 1.48 2.57
United States 5.38 5.50 5.29 0.07 5.42 5.77 4.94 0.28 5.13 5.44 4.81 0.26 1.71 3.25 0.57 0.92 43
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