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一种透视不变的图像匹配算法
蔡国榕 1 李绍滋 2, 3 吴云东 1 苏松志 2 陈水利 1
摘 要 针对 ASIFT (Affine scale invariant feature transform) 算法存在的仿射采样策略、采样点离散设置等问题, 提出了
一种基于粒子群优化的图像透视不变特征 PSIFT (Perspective scale invariant feature transform) 算法. 该算法通过虚拟相
机的透视采样来模拟景物在多视角图像中的变形. 在此基础上, 将图像匹配问题转换为透视变换的优化问题, 并以粒子群算法
为工具, 研究了虚拟相机旋转参数搜索空间、适应值函数的合理设定. 针对三组不同类型低空遥感图像的实验结果表明, 该算
法比 ASIFT、SIFT (Scale invariant feature transform)、Harris affine 和MSER (Maximally stable extremal regions) 等算
法获得更多的特征匹配对, 有效地提高了算法对视角变化的鲁棒性.
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A Perspective Invariant Image Matching Algorithm
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Abstract To solve the problem of affine transform and discrete sampling in ASIFT (Affine scale invariant feature
transform), the PSIFT (Perspective scale invariant feature transform), which is based on particle swarm optimization, is
proposed in this paper. The proposed algorithm uses a virtual camera and homographic transform to simulate perspective
distortion among multi-view images. Therefore, particle swarm optimization is employed to determine the appropriate
homography, which is decomposed into three rotation matrices. Experimental results obtained on three categories of
low-altitude remote sensing images show that the proposed method outperforms significantly the state-of-the-art ASIFT,
SIFT, Harris-affine and MSER, especially when images suffer severe perspective distortion.
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法包括 Harris 算子[5]、Forstner 算子[6]、Susan 算
子[7]、FAST 算子[8] 以及ORB 算子[9] 等, 主要是利
用邻域梯度变化极值或像素比对来检测特征点. 近
年来, Lowe提出了一种具有尺度和旋转不变的
like Intelligent Systems (Xiamen University), Xiamen 361005
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分分析的 PCA-SIFT[12], 与 SIFT 相比, 该算法在
旋转和缩放变换、噪声干扰和光照变化情况下的特
征匹配效率有了较大提高. 2006 年 5 月, Bay 等提
出了 SURF (Speeded up robust features) 算法[13],
匹配性能超过了 SIFT 且能获得更快的速度. 曾峦
等[14] 通过分析 SIFT 特征点邻域信息, 提出了一种
在圆形区域内基于扇形区域分割的特征描述符, 在
保持性能的同时把 SIFT 特征降低到 64 维.
尽管上述算法在特征描述与匹配方面取得了很
好的效果, Mikolajczyk 等[15] 论述了基于 SIFT 的
特征提取方法对多视角图像的匹配效果不佳. 特别
是景物之间存在剧烈变形时, 此类算法基本失效. 针









配的鲁棒性. 2009 年, Morel 等分析了 SIFT 在仿
射变化条件下的效率, 提出以图像变换集为基础的
ASIFT (Affine scale invariant feature transform)
算法[20], 该算法通过离散仿射采样的方式来模拟目




了广泛关注, 其中, Podbreznik 等结合图像分割方
法把 AISFT 推广到大视角的匹配[21]. Cao 等利用
全局背景信息, 改进了 ASIFT 对重复模式的匹配效
果[22]. 同样针对重复模式问题, Brese 等利用图变换
匹配 (Graph transform matching)[23] 的方法删除
ASIFT 错配, 提高了特征提取与匹配的鲁棒性[24].
Liu 等则把 ASIFT 算法推广到了行为识别中的特
征点匹配, 并取得了良好的识别效果[25]. 在我们前





现 ASIFT 存在两个问题: 1) ASIFT 通过仿射变换
采样来模拟视角变化带来的景物变形. 然而, 根据相
机透视成像原理, 景物与像平面之间的对应关系是
透视变换关系, 可以通过共线模型描述; 2) ASIFT
对变换参数 (旋转角) 的采样是离散的, 也就是通过
有限个采样点来 “猜测” 图像之间的变换模型. 尽管
ASIFT 通过实验对比给出了采样点设置准则, 但旋









法比 ASFIT、SIFT 以及 Harris affine[28] 和MSER












Affine 等算法相比, ASIFT 对视角变化导致的变
形问题具有很强的鲁棒性. 对于任意的正定的仿
射变换 A, ASIFT 通过奇异值分解 (Singular value









cos θ − sin θ











其中, λ > 0表示尺度变化, κ ∈ [0, π), φ = arccos 1
t
,
t ≥ 1, Rθ 和 Rκ 是相机方位对应的旋转矩阵.
在采样过程中, 待匹配图像被放置在世界坐标
中心, 采样图像则根据相机方位与角度推导得出. 由
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图 1 t 和 κ 的采样点设置
Fig. 1 Samples of t and κ
图 2 视角变化导致的透视变形
Fig. 2 Perspective distortion results from viewpoint change
于 SIFT 算子对旋转和尺度具有不变性, ASIFT 仅








图 1 描述了 ASIFT 推荐的 t 和 κ 采样点设
置, 其中, 黑点表示虚拟相机放置的位置. Morel 通
过实验分析, 推荐 t ∈ {1,√2, 2, 2√2, 4, 4√2} 和
κ = {0, b/t, · · · , kb/t} 可以保证算法速度与匹配精
度的均衡, 其中, b = 2π/5, κ = πt/b.
在采样图像生成后, 所有图像均进行 SIFT 特
征提取与匹配. 为了加快算法运算速度, ASIFT 采
用了双分辨率策略. 即先对图像进行 3× 3 降采样,
降低图像分辨率, 以加快 SIFT 特征提取与匹配, 并
保存匹配最多的 5 个变换模型. 最后, 对原始的高分






图 2, 相框在不同拍摄视角存在变形现象, 其中, 图
2 (a) 是正视图像, 图 2 (b) 和图 2 (c) 是侧视图. 从
图 2 (b) 可以看出, 仿射变换 (平行四边形框) 无法




采样的 SIFT 匹配方法简称为 PSIFT (Perspective
scale invariant feature transform)算法. 如图 3, 在
图像采样过程中, 参考图像被放置在世界坐标中心
(XOY 平面中心). 假设 S = (XS, YS, ZS) 为模拟
相机方位, 根据透视变换成像原理, 参考图像上的点





x′ = −f a1(x−XS) + b1(y − YS) + c1(z − ZS)
a3(x−XS) + b3(y − YS) + c3(z − ZS)
y′ = −f a2(x−XS) + b2(y − YS) + c2(z − ZS)
a3(x−XS) + b3(y − YS) + c3(z − ZS)
(3)
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(XS, YS, ZS) =(r sinφ sinκ,−r sinφ cos κ, r cos κ)
为相机的世界坐标, r 表示投影中心和原点之间
的距离. 由于参考图像放置于 XOY 平面, 可以得
到 z = 0. 另一方面, 由于在采样过程中主光轴始终
对准参考图像中心点 (世界坐标原点, 如图 3). 因此,


















cos κ sinκ 0
− cos φ sinκ cos φ cos κ sinφ




Fig. 3 Camera model of perspective sampling





−f cos κ −f sinκ 0
f cos φ sinκ −f cos φ cos κ 0
sinφ sinκ − sinφ cos κ −r

 (5)
图 4 (a) 和图 4 (b) 是集美大学国际学术交流中
心的两幅低空遥感图像 (白色框为建筑物外轮廓).
可以看出不同视角的建筑物图像存在透视变形. 其
中, 图 4 (c) 是参考图像图 4 (a) 的采样图, 采样参数
φ = arccos 1/4, κ = 5π/4. 可以看出在采样图像中,
建筑物的外观与输入图像 (图 4 (b)) 基本一致.
图 4 透视采样示例 (φ = arccos 1
4
, κ = 5π
4
)










图 5 (a) 和图 5 (b), 两幅图像之间存在变形. 通过
对参考图像的 φ 和 t 仿射采样, 并计算 SIFT 特征




算法 (Particle swarm optimization, PSO)[30], 目的
是利用粒子群优化算法的快速搜索能力优化图像之
间对应的 φ 和 κ 角. 本节将简要叙述 PSO 算法原
理、PSIFT 参数空间与适应度函数设置.
2.1 粒子群算法及相关改进




值来更新自己. 即粒子本身所找到的最优解 pbest 和
种群目前找到的最优解 gbest. 得到这两个最优值后,
粒子根据如下的公式来更新速度和位置:
vid(t + 1) = wvid(t) + c1rand()(pid − xid(t))+
c2Rand()(pgd − xid(t)) (6)
xid(t + 1) = xid(t) + vid(t + 1) (7)
其中, xi(t) = (xi1(t), xi2(t), · · · , xiN(t)) 表示第 i
个粒子在 t 时刻的位置, xid(t) (i = 1, 2, · · · , n) 表
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图 5 采样参数对 SIFT 匹配的影响
Fig. 5 Sampling parameters and its effect to SIFT-based matching
示粒子当前的位置的第 d 维分量, vi(t) =
(vi1(t), vi2(t), · · · , viN(t)) 表示粒子在 t 时刻的速
度, pi = (pi1, pi2, · · · , piN) 表示第 i 个粒子曾到达
过的最好的位置, pg = (pg1, pg2, · · · , pgN) 表示种群
的历史最优点. w 为惯性权重 (Inertia weight), c1
和 c2 为加速因子 (Acceleration coefficient), rand()
和 Rand() 为两个在 [0, 1] 范围内变化的随机函数.






能力的多种群 PSO 算法[33], 有效提高了粒子群的
全局搜索能力.
2.2 PSIFT的粒子编码与适应度函数
在 PSIFT 的优化过程中, 每个粒子表示待匹
配图像的采样角度 φ 和 κ. 因此, 粒子编码可表
示为: θ = (φi1, κi1, φi2, κi2). 其中, φij ∈ [0, π/2],
κij ∈ [0, 2π] (i = 1, 2, · · · , N ; j = 1, 2) 表示第 i 个
粒子对于第 j 幅待匹配图像的变换参数. 由于优化
的目的是搜索最优匹配的采样图像对, 因此, 以采样




算法 1. 基于粒子群优化的 PSIFT算法
输入. 待匹配图像 I1, I2
输出. I1, I2 的特征匹配数与匹配特征坐标.
步骤 1. 设置初始参数 (包括种群规模 n、加速
因子 c1, c2、惯性权值 w、迭代次数 tmax 等);
步骤 2. 根据每个粒子对应的旋转角对图像进




步骤 4. 对每个粒子, 根据式 (6) 和 (7) 更新粒
子的速度和位置;
步骤 5. 若迭代次数达到设定值, 则输出优化结
果, 否则转步骤 2.
3 实验与分析
实验的目的是测试 PSO + PSIFT、PSO +
ASIFT、ASIFT、SIFT、Harris affine 以及MSER
等 6 种算法对于尺度、视角变化的稳定性. 由于低
空遥感图像一般具有景深差异大、分辨率高、视角







在 PSIFT 参数中, 设置 r = 3d, f = 2d, 其
中, d 表示图像的对角线长度. 在粒子群方面, 由
于粒子编码只有四维, 搜索空间较小. 在实验中,
发现种群一般在较少迭代次数便可收敛. 因此, 设
置 PSO 算法种群规模 M = 15, 最大迭代次数
为 tmax = 100 代. 惯性权值 w 随迭代次数线性
递减, 其中, wInitial = 1, wFinal = 0.2, c1 = c2 =
2.0. 参数搜索范围为 φ ∈ [0, π/2], κ ∈ [0, 2π].
PSO+ PSIFT、PSO+ ASIFT、ASIFT、SIFT 算
法均采样用 RANSAC 算法去除错配.
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3.2 结果与分析
第一组实验主要评价各种算法对于尺度变
化的鲁棒性. 以图 6 为例, 图像 Corridor 拍摄
于 2011 年 7 月, 建筑物为集美大学连廊. 可以
看出图 6 (a) 和图 6 (b) 的拍摄高度不同, 导致景
物之间存在尺度变化. 图 6 (c)∼图 6 (e) 分别是
PSO+ PSIFT、PSO+ ASIFT、ASIFT 算法的匹
配结果, SIFT、Harris affine 以及 MSER 算法的
匹配结果如表 1 所示. 可以看出 Harris affine
和 MSER 对尺度变化十分敏感, 而 SIFT 算法
找到了 50 个正确特征匹配对, 说明 SIFT 算
子的高斯金字塔能有效克服尺度变化对特征提
取与描述的影响. 另一方面, 基于 SIFT 特征的
ASIFT、PSO+ PSIFT、PSO+ ASIFT 由于生成
了大量的采样图像, 虽然增加了时间代价, 但也能得
到比 SIFT 算法更多的匹配特征.
图 6 尺度变化匹配鲁棒性对比 (Corridor)
Fig. 6 Robustness to scale change (Corridor)
第二组实验主要分析弱视角变化对算法的影响.
以图 7 为例, 该图像 (HQU) 拍摄于华侨大学厦门校
区, 由于无人机拍摄视角变化, 获取的图像之间存在
旋转、尺度变化、弱透视变形等现象. 从表 1 以及图
7 (c)∼ 图 7 (e) 可以看出, SIFT 特征对景物旋转具
有较好的匹配效果. 另一方面, 由于多视角景物的透
视变形, PSIFT 算法通过透视采样得到的特征对视
角变化更加鲁棒, 能比 ASIFT 获得更多的特征匹配
对. 此外, 由于两幅图像的拍摄高度差别不大, 景物




明显. 以图 8 为例, 该组图像 (Campus 1) 拍




因此, 提取的特征点容易产生混淆. 图 8 (c)∼
图 8 (e) 分别是 PSO+ PSIFT、PSO+ ASIFT 以
及 ASIFT 算法的匹配结果. 从表 1 中可以看出,
ASIFT、SIFT、Harris affine 以及MSER 算法在重
复模式与大视角变化的背景下基本失效; 采用 PSO
优化的ASIFT算法提取到了 5对正确匹配特征. 相





图 7 尺弱视角变化匹配鲁棒性对比 (HQU)
Fig. 7 Robustness to slight viewpoint change (HQU)
图 8 大视角变化与重复模式匹配鲁棒性对比 (Campus 2)
Fig. 8 Robustness to severe viewpoint change and
repeat pattern (Campus 2)
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图 9 低空遥感图像集
Fig. 9 Low-altitude remote sensing dataset
表 1 六种图像匹配方法在低空遥感数据集上的匹配结果
Table 1 Number of correct matches of six methods conducted on low-altitude remote sensing dataset
图像类别 图像 PSO+ PSIFT PSO + ASIFT ASIFT SIFT Harris affine MSER
Park 1 498 1 455 1 206 221 14 8
尺度变化 Corridor 213 146 66 50 3 5
Railway 198 179 168 35 0 3
Lecture hall 582 486 431 66 17 45
弱视角变化 HQU 835 487 265 74 33 63
Apartments 459 197 197 93 35 28
Library 377 152 139 20 17 42
Lake 72 35 28 6 0 0
大视角变化 Campus 1 83 5 0 0 0 0
Campus 2 92 65 54 0 0 0
Campus 3 25 0 0 0 0 0
图 9 是三组实验数据中其余的低空遥感图
像, 相关的匹配结果如表 1 所示. 可以看出基于
SIFT 的算法对景物的尺度、旋转变化能保持良
好的匹配效果, 特别是对尺度变换图像的匹配效
果优于 Harris affine 和 MSER. 另一方面, 分析
PSO+ PSIFT、PSO+ ASIFT 以及 ASIFT 的匹
配结果后发现, 变换采样策略则能模拟景物在各个
观测角度的变形, 因此, 具有较好的视角不变形. 特
1060 自 动 化 学 报 39卷
别是基于 PSO 优化的图像匹配, 由于参数的变化范
围更大, 可能得到的采样图像也更多, 因此, 能提高





每个粒子编码只有四维, 搜索空间较小. 因此, 设
置 PSO 算法种群规模 M = 15, 最大迭代次数
为 tmax = 100 代. 由于每个粒子对应两幅采样
图像, 因此, PSO 迭代过程中需要进行 1 500 次
的图像特征提取、匹配与 RANSAC 去错配. 在
ASIFT 算法方面, Morel 通过实验分析, 推荐 t ∈
{1,√2, 2, 2√2, 4, 4√2} 和 κ = {0, b/t, · · · , kb/t}
作为离散采样点集. 因此, 每幅参考图像大约生
成 5 + 5
√
2 + 10 + 10
√
2 + 20 + 20
√
2 ≈ 83 幅
采样图像. 对于输入的两幅参考图像, 需要进行
83 + 83 = 166 幅图像的特征提取、83× 83 = 6 889
次图像之间的特征匹配与 RANSAC 去错配过程.
实验表明, 图像特征提取与描述的时间代价和图
像本身的特点有关, 而图像匹配与 RANSAC 去错
配则与特征数目相关. 针对本文低空遥感数据运行
时间的统计结果表明, 两幅图像特征提取、特征匹
配、RANSAC 的平均时间代价比大约为 55 : 12 : 1.












的最优变换模型. 通过 3 组不同图像类型的实验
结果表明, 采用粒子群优化的 PSIFT 算法比 AS-
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