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Let c+(G) denote the maximum number of vertices in a k-colorabEe subgraph of G. Set 
ak = ark(G)- ‘Ytk-r,(G). The sequence a,(G), a,(G), . . . is called the chromatic difference 
sequence (cds) of G. We call a graph G critical if no proper subgraph of G has the same cds as 
G. We prove that (with a single exception) if there exists a graph G having cds(G) = (a,, a2. a3) 
(a,>O) and if a,sa,+a,, then there exists a connected critical graph H with cds(H) = 
(a,. a2, a& 
The classification of r-chromatic graphs is an extraordinarily difficult problem 
because of the variety of the graphs in question. One way to approach the 
classification problem is to develop a finer measure of the chromatic structure of a 
graph. Towards such a measure 
vertices in an induced k-colorable 
difference sequence of a graph G 
k=l,2,... 
let a,(G) denote the maximum number of 
subgraph of a graph G. Define the chromatic 
(cds( G)) to be the sequence (ak) where for 
Chromatic difference sequences were first studied by Greene and Kleitman in the 
context of posets [5,6]. They generalized Dilworth’s Theorem by showing that the 
cds’ of a comparability graph and its complement are conjugate (and thus 
necessarily non-increasing). There has been considerable interest in this result and 
simplifications have been provided by Hoffman and Schwartz [7] and Fomin [4]. 
Analogous results might be possible in a variety of contexts [ 1,4, 10, 121. 
We have given necessary and sufficient conditions for a sequence to be the cds 
of some 4-colorable graph [2]. Typically sufficiency was demonstrated by one of 
two types of constructions. For example the sequence (4,3,2) is obtained as a 
cds by the complete tripartite graph K4,3,2 (Fig. la) and by the disjoint union of 
graphs whose cds’ are (1, 1, l), (1, 1, l), (1, 1: 0), and (l,O, 0) (Fig. lb). The first 
graph has edges that can be deieted without changing its cds (in fact it COrrikS 
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Fig. 1. 
the second as a subgraph). The second graph is disconnected. In Fig. lc we exhibit 
B graph whose cds is (4,3,2) yet it has neither of the above properties. * 
A graph G is said to be (cds) critical if for every proper subgraph G’ we have 
cds(G’) # cds(G). The graphs of Fig. 1 suggest the question of which sequences 
have connected critical graphs as realizations. In this paper we prove that (with a 
single exception) if there exists a graph G having cds( G) = (a,, a2, a,) (a, > 0) and 
if al s a, + a3, then there exists a connected critical graph H having cds(H) = 
(a,, a,, a3). Note that H need not be a subgraph of G. 
Graphs critical for the independence number (a,) and for the chromatic number 
(number of non-zero terms in the cds) have been extensively studied [3]. Such 
graphs are a foiciori cds critical, however the graph shown in Fig. 2 is cds critical 
without being critical in either of the other two senses. It is known that if 
a, > a2 + a3 (i.e., if the independence ratio is greater thar, 3) then there is no 
connected graph which is critical with respect to the independence number. 
We present however a family of cds-critical graphs having cds’ of (3k + 1, k + 3, 
k) for k = 3,4,. . . These graphs are a generalization of an example due to D. 
Kleitman [9]: 
Let al,a2,..., a2k+l and bl, b,, . . . , b2k+1 be two 2k + 1 paths. Join a, and bl 
by an edge and join a2k+, and b2 k+l by an edge, Add a vertex cl adjacent to a1 
and &+I; add a vertex c2 adjacent to a2k+l and bl. For i = 3,4,. . . , k add a 
F 3. 2. 
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vertex Cj adjacent to azj-1 and b,j_ ,. Finally add a vertex di adjacent: to a3 and 
&+l; add a vertex d2 adjacent to 6, and b 2k+l; and join d, and d2 by an edge. 
We note without proof that {d,, a2i, b2i, Ci (i = 1,2, . . . , k)} is a maximum 
independent set, that G - {ci(i = 1,2, . . . , k)} is a maximum two-colorable set, 
and that G is cds-critical. 
The question naturally arises whether there exists a constant c < 1 such that no 
graph with independence ratio greater than (c can be connected cds-critical. The 
existence of the graphs constructed abl;ve shows that 5, if it exists, is at least 3. 
As a prelude to the principal result we note the 2chromatic cds critical graphs. 
Proposition 1. Zf cds( G) = (a,, a,) axd G is critical, then G consist? of a2 disjoint 
edges and a, - a2 isolated vertices. 
Proof. Let m denote the number of edges in a maximum matching in G. ‘Ihe 
independence number a, cannot be more than a, + a2 - m so m s a2. By Kiinig’s 
Theorem, m is the minimum number of vertices which cover all of the edges of G 
so the remaining u, + a2 - m vertices are independent. Thus m 2 a2. Since G must 
contain a2 independent edges, any other edges can be removed without changiug 
the cds. 
Corollary. The only 2-chromatic critical connected graph is K2. 
We now present necessary conditions for a sequence to be a cds. A sequence of 
integers with a finite number of non-zero terms is said to be flat if it is 
non-increasing and the largest and smallest non-zero terms differ by at most one. 
Denote by (F(S, n)) the flat sequence with n non-zero terms whose terms sum to 
S. If (xk) and (yk) are n term sequences then (&) is said to dominate (yk) 
(bk)) (yk)) if 
(1) cb xk =%l yk, and 
(2) cf=1 Xk ~~[=I yk for p=I ,..., n-1. 
The concept of a good sequence is defined recursively. Any positive integer is a 
good one term sequence. The sequence of positive integers (a,, . . . , a,) (nt > 1) is 
said to be good if 
(A) (a,, . . . 7 Q~,-~J is good, and 
(B) for each integer p (1 s p<: n) 
(a,, . . . c1 a,,&. . . , Ob p( g % n))* 
It is known that for n ~4 an n term sequence is good if and only if it is a cds [2]. 
Shearer remarks that any cds is good but gives an example of an eight term good 
sequence that is not a cds [8]. 
The strategy for proving that a good sequence is a cds is straightfcrward. Pet 
the sequences in a “basis” of good sequences are constructed. Then it is shown 
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that every good 
sequences. Since 
constructed. The 
sequence is a non-negative integral combination of the basis 
cds( G, U G2) = cds( G,) + cds( G2) all good sequences. are thereby 
strategy for constructing a connected critical graph with a given 
eds is similar though tactically more difficult as the graph constructions must 
preserve not only sums but also criticality. We modify notation to eliminate 
subscripts. 
Theorem, If (a, 6, c) is good, c > 0, a G b + c, and (a, b, c} # (2, 1,l); then there 
exists a connected critical graph whose cds is (a, b, c). 
Proof. VVe begin by presenting the basis graphs. 
The basis 
The building blocks for our connected critical graphs will be the graphs whose 
cds’ are (I, 1, O), (1, 1, 1), (3,1,2), (3,2,2), and (5,2,3). The first two of these 
sequences may be realized by Kz and K,; a connected critical graph whose cds is 
(3, 1,2) is shown in Fig. 2 and connected critical graphs with cds’ (3,2,2) and 
(%2,3) are exhibited in Fig. 3. 
We next give the arithmetic FNhich specifies how a sequence which satisfies the 
hypotheses can be written as a non-negative inteprat combination of the basis 
sequences. 
Lemma. If (a, b, c) is good, c ~2 and a G b + c, than 
(a,6,c)=y,(5,2,3)+y,(3,2,2)+y3(3, l,21~+y4(1, 1, !?tys(l, l,O]i 
where y, are non-negatke integers subject to 
Cal yt+y2s1, and 
(b) if y2 = 1. then y1 = y3 = 0. 
Proof of lemma (part 1) 
Suppose a 2 b 2 c 22. In this case the constructions depend on a - 6. If 
a COnne&ted Critical <3,2,2> a connected critical <5,2,3> 
Fig. 3. 
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u-b= 1, then 
(a, b, c)=(3,2,2)+(c-2)&l, l)+(b-c)(l, 1,O). (1) 
If a-b=2s, then 
(a, b, c)=s(3, 1,2)+(c-2s)(l, 1, l)+(b-c+s)(l, 1,O) (2) 
where c - 2s 2 0 since a c b + c and where b - c + s 2 0 since (a, b, c) is good. If 
a-b=2s+l (sal), then 
(a, b,c)=(5,2,3)+(s-1)(3,1,2)+(b+c-a)(l, 1,l) 
+&a+ b-2c- l))(l, 1,O). (3) 
Proof of lemma (part 2) 
Suppose a 2 c > b. Define (a’, b’, c’) by 
(a, b, c)*= (c - b)(3, 1,2)+(a’, b’, c’). (4 
It is immediate that a’s b’+ c’ and straightforward to check that if (a, b, c) is good 
then a’ab’=c’>O [27. If ~‘22 end a’- b’ # 1, then we decompose (a’, b’, c’) as 
in (2) and (3). If c’= 0, then a’= b’= 0 and we are done. If c’= b’= 1, then a’ = 1 
or Q’ = 2. In the former case we are done, while in the latter case 
(a, b, c)=(5,2,3)+(c- b- 1)(3, 1,2). (5) 
If c’s2 and d-b’= 1, then 
(a,b,c)=(c-b)(3,1,2)+(c’+l,c’,c’) 
__ r,+- - \b 1)(3,1,2)+(5,2,3)+(c’-l)(l,l, l) 
where all the coefficients are non-negative. 
The omitted sequences 
The sequences which are not included in the preceding lemma but are included 
in the Theorem are of the form (b, b, 1) or (b + 1, b, 1). The former sequence can 
be realized with a connected critical graph by the odd cycle with 2b + 1 vertices. 
The latter sequence can be realized with a connected critical graph provided 
b > 1. Take a (2b - 1)-cycle and attach one pendant vertex to each of three 
consecutive vertices on the cycle. Evidently this graph has (b + I, b, 1) as its cds. 
Any edge in the cycle is critical with respect to the chromatic number and each of 
the three other edges is critical with respect to the independence number, thus the 
graph is cds critical. 
The exceptional sequence 
If cds(G) = (2,1,1) then G must be a 3-chromatic graph with four vertices and 
hence must contain a triangle and another vertex. Thus G con:aLls a disconnected 
subgraph with cds of (2,1, l}. 
230 Michael 0. Albertson, David M. Berman 
Combining (part I) 
Suppose (a’, b’, c’) = cds( G’) and 63’ is connected and critical. Form G by 
replacing any edge of G’ with a path of length three. Clearly G is connected and 
critical while cds(G) = (a’+ 1, b’+ 1, c’). We hiave “inserted” a K2 into an edge, 
and preserved criticality. 
Definitions 
If cds(G)=(a,, a,, a3) then a, = cyl (G) = a! QG) is the cardinality of a maximum 
independent set (PIIS) of G. We reserve I for denoting srch a set. Since a, + a2 is 
the cardinality of a maximum two-colorable ijnduced subgraph of G we may view 
a3 as the cardinal&y of a minimum set whose removal leaves a bipartite graph. We 
reserve D for denoting such a set. Since the removal of D destroys every odd 
cycle of G we will often say that D decycles G or is a minimum decycling set 
(mds) of G. We sometimes write S(G) = a3 = 101 for the cardinality of an mds of 
G. 
Combining (part 2) 
Suppose G’ is connected critical and cds(G’) = (a’, b’, c’). To form a connected 
critkal graph G with cds(G) := (a’+ 1, b’+ 1, c’+ 1) the obvious thing to do is to 
“insert” a K3 into an edge. Some care must be taken as to which edge and the 
manner of insertion. 
Let r be an odd cycle of G’ and let D’ be an mds of G’. D’ must contain some 
vertex of f: ca!l it U. Let v be a neighbor of u on r and denote the edge (u, v) by 
I. Let G be the graph obtained from G’ by replacing I with the configuration 
shown in Fig. 4. G is clearly connected. We must show that cds(G) = 
(a’+ 1, h’+ 1, c’+ 1) and that G is critical. 
Proof that cds(G) = (a’+ 1, b’+ 1, c’+ 1) 
Let I’ be an MIS of G’. I’ cannot use both ti and v. If u not in I’, then I’+ y is 
independent in G. If v not in I’, then I’+ z is independent in G. Thus a(G)> 
cr(G’) + 1. If I is an MIS of G, I contains at most one of {x, y, z). Thus if 
Fig. 4. 
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Recall that D’ is an mds of G’ that contains u. D’ + z decycles G so 6(G) s 
S( G’) + 1. If D is an mds of G, then D must 
contains two of {x, y, z} then removing these 
in D) produces a decycling set of G’ with 
S(G’)s S(G) - 1. If D contains x but not y 
because u and u are connected by a path of 
contain at least one of {x, y, 2). If D 
vertices and adding u (if not already 
no more than IDI- vertices. Thus 
then D-x must decycle G’. This is 
length three in G, so each odd cycle 
(w(G) > CY( G’) + 1, then I must contain both u and v. In that case I can contain 
none of {x, y, z} so a(G) = ar(G’)+ 1. 
in G corresponds to an odd cycle in G’. Thus 6(G’) < 6(G) - 1. If D contains y 
but not x the argument is similar. If D contains z but not x or y, then it must 
contain u, so D - z decycles G’. Thus in all cases 6( G’) = 6(G) - 1 so cds( G) = 
(a’+ 1, b’+ 1, c’+ 1). 
Proof that G is critical 
We will show that for any edge e of G, cds(G- e) # cds(G). The preceding 
argument did not depend on G’ being critical: hence if ef 2 is an edge of G’, then 
cds(G-e)=cds(G’-e)+(l, 1, l)#cds(G’)+(l, 1, l)=cds(G). 
Recall that D’ is the mds of G’ containing u. If e is any of the edges (x, z), 
(y, t), or (x, y), then D’ decycles G-e so 6(G- e)< 6(G). If e = (x, u) or (y, u), 
then D’ - u + z decycles G - e so again S( G - e) < S(G). The only remaining edge 
to check is e = (z, v). Since G’ is critical either cw (G’ - I) > a( G”) or S( 6’ - I) < 
S(G’). In the former case there exists an MIS of (G’- 1) containing both 0 ,and v. 
This MIS together with z is independent in G - e thus cu(G - e) > cu(G). In the 
latter case an mds of G’- 1 together with x must decycle G-e so 
S(G-e)<S(G’-I)+-l<b(G’)+l=b(G). 
Combining (part 3) 
Suppose G’ is connected critical and cds(G’) = (a’, b’, c’). To form a connected 
critical graph G with cds( G) = (a’ + 3, b’ + 1, c’ + 2) the obvious thing to do is to 
“insert” the graph shown in Fig. 2 into an edge. As above, some care must be 
taken. The next definition describes just which edges can be used. 
Definition. An edge I = (u, v) in a graph G is said to be replaceable if 
(1) 6(G - I) c 5(G). 
(2) There is an mds of 
(3) cr(G- I) = cw(G>. 
(4) Neither end vertex 
G that uses both end vertices of 1. 
of I is in any MIS of G. 
The edges labeled 1 in Figs. 2 and 3 are replaceable. Suppose I’ is a rep!accable 
edge in G’ joining the vertices u and v. Let G be the graph obtained from G’ by 
replacing I’ with the configuration shown in Fig. 5. Clearly G is connected. We 
must show that cds( G) = (a’ + 3, b’+ 1, c’ + 2); that G is critical; and that I is 
replaceable in G. 
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Fig. 5. 
Proof that cds(G)=(a’+3, b’+ 1, c’+2) 
If I’ is an MIS of G’, then l’+(r, s, t} is independent in G, as I’ cannot contain u 
or tl, and therefore ar(G) P cu(G’)+ 3. Since G - K = G’- I, we know 
Let D’ be an mds of G’ containing u; then D’+{x, y} decycles G so S(G)< 
6(G’) + 2. If D is an mds of G then D must contain at least two vertices of K. If D 
contains u or tr, then D -(D n K) must decycle G’. If, on the other hand, D 
contains neither u nor v, then D must contain three vertices of K. This is because 
each mds of K leaves u and v connected by a 3-path. Thus D- (D fl K)+ u 
decycles G’. In either case S(G) - 2 2 S(G’). 
Proof that G is critical 
We will show that for any edge e of G, cds(G - e) # cds(G). Suppose e = 
(p, y) # (u, v) is an edge of G’. As G’ is critical either (x(G~-e)>ar(G’) or 
S(G’- e)< 8(G’). In the former case let I* be an MIS of G’- e, I* can contain 
neither u nor v, for otherwise I*- p or I* - q would be an MIS of G’ using an end 
vertex of I, contradicting the as;umption that I is replaceable. Thus I* +{r, s, t} is 
independent in G-E and 
a(G-e)aa(G’-e)+3>a(G’)+3=a(G). 
In the latter case let D* be an mds in G’- e. Then D* + {y, z] decycles G - e, so 
Suppose next that e is an edge of K. Let D” be an mds of G’ using both u and 
v. As iS(K-e)= 1, 
S(G-e)<S(G’)+S(K-e)<8(G). 
Suppose finally that e is one of the edges with one end in K and the other in 
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G’. Let D* be an mds of G’- 1. If e = (u, z) or (u, t), then D* +{x, y} is an mds 01 
G - e. If e = (u, X) or (r, u), then D* + {y, z} is an mds of G - e. If e = (u, y), then 
D* +{r, z} is an mds of G - e. Thus in each case 
S(G - e) < 6(G’- I) -t 2 c S(G’) + 2 = S(G). 
Proof that 1 is replaceable in G 
That S(G - 1) < 6(G) was shown in the proof Ihat G is critical. If D’ is an mds 
of G’ using u and v, then D’ + {y, z} is an mds of G using both end vertices of 1. 
There is no MIS of G using either end vertex of 1. Suppose to the contrary that 
Z is an MIS of G using y or t. Then Z can use at most two vertices of K so 
Z - (I f7 K) is an independent set in 5’ with at least ar( G) - 2 vertices. But this 
contradicts a(G) = cw (G’) + 3. Moreo?er, since neither end vertex of Z is in an MIS 
of G, cr(G- I) = a(G). 
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