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Abstract
We show how alternating-projection algorithms can be used to solve a variety of operator-theoretic
problems, including deciding complete positivity, computing completely bounded norms, computing norms
of Schur multipliers, and matrix completion/approximation problems.
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0. Introduction
In the recently developed theory of operator spaces, the correct notion of size for a linear map ρ
is not its bounded norm, ‖ρ‖, but rather its completely bounded norm, ‖ρ‖cb [8]. Often, problems
in operator space theory come down to computing ‖ρ‖cb for a given linear map ρ. Unfortunately,
such calculations are usually impossibly difficult, and one must be content with (sometimes very
rough) estimates. On the other hand, if ρ is a linear map between finite-dimensional operator
spaces, then one might hope that a numerical algorithm could be devised to compute ‖ρ‖cb (or
at least estimate it to arbitrary precision).
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The main point of this paper is that for linear maps ρ between matricial operator spaces
(i.e. linear subspaces of matrix algebras), it is in fact possible to estimate ‖ρ‖cb to arbitrary
precision (Section 4). The key realization is that for any given γ > 0, deciding whether ‖ρ‖cb  γ
amounts to deciding whether an associated linear map φγ is completely positive. This, in turn,
reduces to deciding whether certain closed convex subsets of a Hilbert space intersect (Section 3).
But the latter question can be answered by a well-known and extensively-studied procedure, von
Neumann’s alternating-projection algorithm (Section 2). This approach has an additional benefit:
When ‖ρ‖cb  γ , one obtains a representation of ρ which verifies the inequality. While it is not
true that every finite-dimensional operator space is matricial (see Remark 4.13), many important
ones are. Furthermore, the ability to compute ‖ρ‖cb for linear maps ρ between matricial oper-
ator spaces allows one to answer certain questions about non-matricial operator spaces (Section
4.4).
It turns out that number of other operator-theoretic problems are amenable to a similar analysis.
In particular, computing the bounded norm of a Schur multiplier (Section 5), the matrix completion
problem (Section 6), and the matrix approximation problem (Section 7).
1. Preliminaries and notation
1.1. Column vectors
We denote by Cn the vector space of all n-dimensional complex column vectors. If x ∈ Cn,
then x(i) ∈ C is its ith entry. As usual, ei ∈ Cn denotes the ith standard unit vector: ei(j) = δij .
We equip Cn with a variety of norms:
• ∞n means Cn equipped with the norm ‖x‖∞ = max1in |x(i)|.
• 1n means Cn equipped with the norm ‖x‖1 =
∑n
i=1 |x(i)|. We have that 1n ∼= (∞n )∗ (Banach
space dual) via the bilinear pairing (x, y) → ∑ni=1 x(i)y(i).
• 2n means Cn equipped with the Euclidean norm ‖x‖ = (
∑n
i=1 |x(i)|2)1/2. It is a Hilbert space
with respect to the inner product 〈x, y〉 = ∑ni=1 x(i)y(i).
1.2. Matrices
We denote by Mn(C) the algebra of all n × n complex matrices.1 If A ∈ Mn(C), then A(i, j) ∈
C is its (i, j) entry. We use At and A∗ to denote the transpose and adjoint (conjugate-transpose) of
A, respectively. As usual, Eij denotes the (i, j) matrix unit: Eij (k, l) = δikδjl . We equip Mn(C)
with a variety of norms:
• Mn means Mn(C) equipped with the operator norm: ‖A‖ = max{‖Ax‖ : x ∈ 2n, ‖x‖  1}.
That is, Mn ∼=B
(
2n
)
.
• Tn means Mn(C) equipped with the trace norm: ‖A‖Tn = Tr(|A|), where |A| = (A∗A)1/2.
We have that Tn ∼=M∗n via the bilinear pairing (A,B) → Tr(AB).
• HSn means Mn(C) equipped with the Hilbert–Schmidt norm: ‖A‖HSn = Tr(A∗A)1/2. It is a
Hilbert space with respect to the inner product 〈A,B〉 = Tr(B∗A).
1 More generally, ifS is any set, then Mn(S) denotes the set of all n × n matrices with entries inS.
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1.3. Tensor products
Algebraically,Cn ⊗ Cm ∼=Cnm. Likewise, Mn(C) ⊗ Mm(C)∼=Mnm(C). These isomorphisms
are isometric provided one uses the appropriate norms. In particular,
• Mn ⊗ Mm ∼=Mnm provided one uses the spatial tensor product norm. Actually, any C∗-alge-
braic tensor product norm will do (see [11, Chapter 12]).
• Tn ⊗ Tm ∼=Tnm provided one uses the operator space projective tensor product norm (see [8,
Chapter 7]).
• HSn ⊗ HSm ∼=HSnm provided one uses the Hilbert space tensor product norm (see [11, p.
159]).
2. Alternating-projection algorithms
2.1. The convex feasibility problem
An important problem in the theory of convex programming, with wide-ranging applications
to mathematics and engineering, is the so-called convex feasibility problem:
Let H be a (real or complex) Hilbert space and C1,C2 ⊂H be closed convex sets. Find
ξ ∈ C1 ∩ C2, if such a ξ exists.
Remark 2.1. In most applications, it is known a priori thatC1 ∩ C2 /= ∅. The issue is to construct
ξ . For the applications we have in mind, this is not the case at all. Deciding whetherC1 ∩ C2 /= ∅
is our main concern. This is a significant distinction.
Remark 2.2. Our purposes are such that we may assume eitherC1 orC2 is compact. This entails
substantial simplifications.
2.2. von Neumann’s alternating-projection algorithm
The classical method for solving the convex feasibility problem is the alternating-projection
algorithm:
Starting from any ξ0 ∈H, generate a sequence {ξn}∞n=1 ⊂H as follows: ξ2k+1 is the projec-
tion of ξ2k onto C1, and ξ2k+2 is the projection of ξ2k+1 onto C2.2 Under suitable hypotheses,
ξn → ξ ∈ C1 ∩ C2.
This simple yet effective procedure was inspired by an early result of von Neumann (for this reason
it is also called von Neumann’s algorithm). He was seeking a formula for the projection onto the
intersection of closed linear subspaces H1,H2 ⊂H in terms of the individual projections. If
PH2PH1 = PH1PH2 , then it is well-known (and easy to prove) that PH1∩H2 = PH2PH1 . When
the individual projections fail to commute, PH2PH1 is not a projection. von Neumann proved the
following:
2 By the projection of an element ξ of a Hilbert space H onto a closed convex set C we mean the unique best
approximation to ξ from C, which we denote by PC(ξ) (cf. [6, Theorem 2.5]).
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Theorem 2.3 [14]. Let H be a Hilbert space and H1,H2 ⊂H be closed linear subspaces.
Then for any ξ0 ∈H, we have that
(PH2PH1)
n(ξ0) → PH1∩H2(ξ0).
In the case of general convex sets (one of which is compact), the fundamental result is due to
Cheney and Goldstein:
Theorem 2.4 [5]. LetH be a Hilbert space andC1,C2 ⊂H be closed convex sets, one of which
is compact. For any ξ0 ∈H, define the von Neumann sequence {ξn}∞n=1 ⊂H by
ξ2k+1 = PC1(ξ2k), ξ2k+2 = PC2(ξ2k+1).
Then ξ2k+1 → ξ ′ ∈ C1 and ξ2k+2 → ξ ′′ ∈ C2, where ‖ξ ′ − ξ ′′‖ = Dist(C1,C2).
It follows immediately from Theorem 2.4 that ‖ξ2k − ξ2k−1‖ → Dist(C1,C2). In fact, ‖ξ2k −
ξ2k−1‖ ↘ Dist(C1,C2) [2, Lemma 4.4].
In the absence of compactness, the results are (understandably) weaker, and the proofs harder.
We refer the interested reader to [2] for a comprehensive treatment of this case.
2.3. Practical considerations
As mentioned in Remark 2.1, our main concern is to decide whether C1 ∩ C2 /= ∅. This is
equivalent to deciding whether Dist(C1,C2) = 0 (recall our standing assumption that eitherC1 or
C2 is compact). By Theorem 2.4, von Neumann’s algorithm produces a (nonincreasing) sequence
{dk}∞k=1 with limit Dist(C1,C2) (namely dk = ‖ξ2k − ξ2k−1‖). Unfortunately, it is rarely the case
that dk = Dist(C1,C2) for any k. Thus, in practice, we must terminate the algorithm after a finite
number of steps and somehow decide whether Dist(C1,C2) = 0 using the information available
at that point. We explain how we handle these issues presently.
2.3.1. Termination criterion
We terminate the algorithm on the basis of the absolute error:
dk :=|dk − dk−1|.
Since dk → 0, it makes sense to terminate the algorithm once dk is sufficiently small (less
than some predetermined threshold ).
2.3.2. Decision criteria
Upon termination, we must somehow decide whether Dist(C1,C2) = 0. The obvious approach
is to base the decision on the final value of dk , which we label dfinal. If dfinal is “small”, then we
conclude that Dist(C1,C2) = 0. Otherwise, we conclude that Dist(C1,C2) > 0. Unfortunately,
it is often the case that C1 and C2 are “close” without intersecting. Thus, it is unwise to rely
exclusively on dfinal to determine whether Dist(C1,C2) = 0.
A more robust approach is to base the decision on the graph of log(dk) vs. k, which we designate
. Of course, one can easily determine dfinal from , so that the current approach encompasses
the prior one. But the shape of  provides additional clues as to the value of Dist(C1,C2). If
Dist(C1,C2) > 0, then the slope of  approaches zero:
log(dk) − log(dk−1)
k − (k − 1) = log
(
dk
dk−1
)
→ 0.
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If, on the other hand, Dist(C1,C2) = 0, then (under suitable regularity conditions on C1 and C2)
dk ↘ 0 linearly, meaning that
dk
dk−1
→ M < 1
(see [1]). In that case, the slope of  approaches log(M) < 0. Although there are situations
where linear convergence fails, they seem to occur rarely in our applications. Furthermore, in our
experience, when linear convergence holds,  exhibits linear behavior well before the algorithm
terminates.
Summarizing the foregoing discussion:
• Ifdfinal is small orbecomes linear with a negative slope, then we conclude that Dist(C1,C2) =
0.
• Otherwise, if dfinal is large and  flattens out, then we conclude that Dist(C1,C2) > 0.
Remark 2.5. No decision criterion, no matter how sophisticated, is foolproof.
Remark 2.6. If Dist(C1,C2) = 0, then the von Neumann sequence {ξn}∞n=1 converges to an
element of C1 ∩ C2 (Theorem 2.4). Thus, ξfinal (the value of ξn upon termination) is an “approx-
imate point of intersection” of C1 and C2. Often, one can use ξfinal to guess a genuine point of
intersection, thereby demonstrating unequivocally that Dist(C1,C2) = 0.
3. Deciding complete positivity
3.1. Problem statement
We want an algorithm to solve the following problem:
LetS ⊂ Mn be an operator system and φ :S→ Mm be a linear map. Decide whether φ is
completely positive.3
We will assume that the operator system S is specified by an ordered basis {S1, S2, . . ., Sd}.
Applying the Gram–Schmidt process, if necessary, we may assume that the Sk’s are orthonormal
with respect to the trace. The linear map φ is specified by the ordered set {T1, T2, . . ., Td}, where
Tk = φ(Sk), 1  k  d . We have that
φ(S) =
d∑
k=1
Tr(S∗k S)Tk, S ∈S.
Remark 3.1. IfS = Mn, then Choi proved that φ is completely positive if and only if
[φ(Eij )]ni,j=1 ∈ Mn ⊗ Mm
is positive [11, Theorem 3.14]. Thus, an algorithm for deciding complete positivity is only needed
for the caseSMn. As we shall see in Section 4, this case arises naturally when trying to compute
completely bounded norms.
3 An operator system is a unital, self-adjoint subspaceS ⊂ B(H). A linear map φ :S→ B(K) is positive if S ∈S,
S  0 ⇒ φ(S)  0. We say that φ is completely positive if IdMr ⊗ φ : Mr ⊗S→ Mr ⊗ B(K) is positive for all
r ∈ N. See [11] for more details.
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Remark 3.2. Every completely positive map is *-preserving. Thus, if φ is not *-preserving, then
φ is not completely positive. Unlike deciding complete positivity, which is quite challenging,
deciding *-preservation is easy: φ is *-preserving if and only if φ(S∗k ) = T ∗k , 1  k  d, if and
only if
d∑
l=1
Tr(S∗l S∗k )Tl = T ∗k , 1  k  d.
Therefore, we may assume that φ is *-preserving.
3.2. Algorithm
By Arveson’s Extension Theorem [11, Theorem 7.5], φ is completely positive if and only if it
has a completely positive extension Φ : Mn → Mm. Thus, φ is completely positive if and only
if the following convex sets intersect:
Ccp = {Φ : Mn → Mm : Φ is completely positive}
Cφ = {Φ : Mn → Mm : Φ|S = φ}
Now there is a “nice” bijective correspondence between linear maps Φ : Mn → Mm and
linear functionals f : Mm ⊗ Mn → C [11, Theorem 6.1]. Namely, Φ : Mn → Mm corresponds
to fΦ : Mm ⊗ Mn → C, where
fΦ(A ⊗ B) = Tr(AtΦ(B)), A ∈ Mm,B ∈ Mn
and f : Mm ⊗ Mn → C corresponds to Φf : Mn → Mm, where
Φf (B) = [f (Eij ⊗ B)]mi,j=1, B ∈ Mn.
What makes this correspondence “nice”, among other things, is that Φ is completely positive if
and only if fΦ is positive. By trace duality, there exists a unique DΦ ∈ Tm ⊗ Tn such that
fΦ(A ⊗ B) = Tr((A ⊗ B)DΦ),A ∈ Mm, B ∈ Mn.
We have that fΦ is positive if and only if DΦ  0. Combining these results, we obtain a bijective
correspondence between linear maps Φ : Mn → Mm and matrices DΦ ∈ Tm ⊗ Tn, such that Φ
is completely positive if and only if DΦ  0.
From the previous discussion, we have that Φ ∈ Ccp if and only if DΦ ∈ D+, where
D+ = {D ∈ HSm ⊗ HSn : D  0}.
The following proposition identifies the set of matrices corresponding to Cφ .
Proposition 3.3. Let DΦ = ∑mi,j=1(Eij ⊗ (DΦ)ij ) ∈ HSm ⊗ HSn. Then Φ ∈ Cφ if and only if
DΦ ∈ Dφ, where
Dφ = {D ∈ HSm ⊗ HSn : Tr(S∗kDij ) = Tk(i, j), 1  i, j  m, 1  k  d}.
Proof. (⇒): Suppose Φ ∈ Cφ , i.e. Φ|S = φ. Then
Tr(S∗k (DΦ)ij ) = Tr((Eji ⊗ S∗k )DΦ) = fΦ(Eji ⊗ S∗k )
= Tr(EtjiΦ(S∗k )) = Tr(Eijφ(S∗k )) (since S∗k ∈S)
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= Tr(Eijφ(Sk)∗) = Tr(EijT ∗k ) (since φ is *preserving)
= Tr(EjiTk) = Tk(i, j).
(⇐): Conversely, suppose
Tr(S∗k (DΦ)ij ) = Tk(i, j), 1  i, j  m, 1  k  d.
Then
Φ(S∗k ) = [fΦ(Eij ⊗ S∗k )]mi,j=1
= [Tr((Eij ⊗ S∗k )DΦ)]mi,j=1
= [Tr(S∗k (DΦ)ji)]mi,j=1
= [Tk(j, i)]mi,j=1 = T ∗k
= φ(Sk)∗ = φ(S∗k ) (since φ is *preserving).
Since {S∗1 , S∗2 , . . ., S∗d } is also an orthonormal basis forS, Φ|S = φ. That is, Φ ∈ Cφ . 
It follows that φ is completely positive if and only if D+ ∩Dφ /= ∅. Since D+ and Dφ are
closed convex subsets of the complex Hilbert space HSm ⊗ HSn, we can apply von Neumann’s
algorithm to decide whether they intersect. Unfortunately, neither D+ nor Dφ is compact. This
is easily remedied.
Proposition 3.4. Let
τ = Tr(φ(In)) =
d∑
k=1
Tr(S∗k )Tr(Tk).
Then
D+ ∩Dφ ⊂ BallHSmn(τ ) :={D ∈ HSmn : ‖D‖HSmn  τ }.
Thus, D+ ∩Dφ = D+,τ ∩Dφ, where D+,τ = D+ ∩ BallHSmn(τ ), which is compact.
Proof. Let D ∈ D+ ∩Dφ and Φ : Mn → Mm be the corresponding linear map. Then
‖D‖HSmn  ‖D‖Tmn = Tr(D) = Tr(Φ(In)) = Tr(φ(In)) = τ. 
Remark 3.5. We may assume that τ  0. Otherwise, φ is not positive, let alone completely
positive.
It remains to show how to compute PD+,τ and PDφ . We do this in Propositions 3.7 and 3.10
below. In each case we need a preliminary lemma, the simple proofs of which we omit.
Lemma 3.6. Let A ∈ HSn be self-adjoint, with Jordan decomposition A = A+ − A−, and P ∈
HSn be positive. Then
‖A − P ‖2HSn  ‖A+ − P ‖2HSn + ‖A−‖2HSn .
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Proposition 3.7. Let D ∈ HSmn, D = Re(D) + iIm(D) be the Cartesian decomposition of D,
and Re(D) = Re(D)+ − Re(D)− be the Jordan decomposition of Re(D). Then
PD+,τ (D) =
{
Re(D)+ if ‖Re(D)+‖HSmn  τ
τ
Re(D)+
‖Re(D)+‖HSmn otherwise.
Proof. We may assume that D is self-adjoint and that τ = 1. It is well known that
‖D − D+‖HSmn  ‖D − P ‖HSmn
for all P ∈ HSmn positive (cf. [3, Theorem IX.7.5]). Thus, if ‖D+‖HSmn  1, then PD+,τ (D) =
D+. Otherwise, for any P ∈ D+,τ , we have that
‖D − P ‖2HSmn‖D+ − P ‖2HSmn + ‖D−‖2HSmn

(‖D+‖HSmn − 1)2 + ‖D−‖2HSmn
=
∥∥∥∥D+ − D+‖D+‖HSmn
∥∥∥∥
2
HSmn
+ ‖D−‖2HSmn
=
∥∥∥∥D − D+‖D+‖HSmn
∥∥∥∥
2
HSmn
.
Hence, PD+,τ (D) = D+‖D+‖HSmn . 
Remark 3.8. Computing Re(D)+ is an easy matter: Re(D) = D+D∗2 and Re(D)+ = U+U∗,
where Re(D) = UU∗ is a unitary diagonalization and + equals  with any negative diagonal
entries set to zero.
Lemma 3.9. LetK be a Hilbert space, {ξi : i ∈ I } ⊂K be a finite orthonormal set, and {αi :
i ∈ I } ⊂ C. Set
C = {ξ ∈K : 〈ξ, ξi〉 = αi, i ∈ I }.
Then C is a closed convex set and
PC(ξ) = ξ +
∑
i∈I
[αi − 〈ξ, ξi〉]ξi, ξ ∈K.
Proposition 3.10. Let D = ∑mi,j=1(Eij ⊗ Dij ) ∈ HSm ⊗ HSn. Then
PDφ (D)ij = Dij +
d∑
k=1
[Tk(i, j) − Tr(S∗kDij )]Sk, 1  i, j  m.
If D is self-adjoint, then so is PDφ (D). Thus, in that case, we need only compute PDφ (D)ij for
1  i  j  m.
Proof. The first assertion is an easy consequence of Lemma 3.9 and the fact that
‖D‖2HSmn =
m∑
i,j=1
‖Dij‖2HSn .
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For the second assertion, first note that since φ is *-preserving, Cφ is self-adjoint, in the sense
that Φ ∈ Cφ ⇒ Φ∗ ∈ Cφ . Indeed, if Φ ∈ Cφ and S ∈S, then
Φ∗(S) :=Φ(S∗)∗ = φ(S∗)∗ = φ(S)∗∗ = φ(S).
It follows that Dφ is self-adjoint, in the sense that D ∈ Dφ ⇒ D∗ ∈ Dφ . Reason: DΦ∗ = D∗Φ .
Now suppose D∗ = D. Then
‖D − PDφ (D)∗‖HSmn = ‖D∗ − PDφ (D)∗‖HSmn = ‖D − PDφ (D)‖HSmn.
Since PDφ (D)∗ ∈ Dφ , we have that PDφ (D)∗ = PDφ (D). 
3.3. Computational complexity of the algorithm
Calculating PD+,τ (D) requires O(m3n3) computations, since this is the cost of calculating
Re(D)+ = U+U∗ [13, Chapter 25]. Calculating
PDφ (D)ij = Dij +
d∑
k=1
[
Tk(i, j) − Tr(S∗kDij )
]
Sk
requires O(n2d) computations, which implies that calculating PDφ (D) requires O(m2n2d) com-
putations. However, the PDφ (D)ij ’s can be calculated in parallel—O(m2) computers working in
tandem can calculate PDφ (D) using O(n2d) computations each. Of course, this analysis doesn’t
take into account the fact that PD+,τ (D) and PDφ (D) must be calculated repeatedly during the
course of the alternating-projection algorithm.
3.4. Examples
In order to validate our algorithm, we implemented it using MATLAB, a high-level program-
ming language for technical computing, and ran it on a high-end workstation (AMD Athlon 64
processor, 2.2 GHz, 512 MB RAM).4
Example 3.11 (transposition). Let φ : M2 → M2 be the transposition map. Then it is well-
known that φ is not completely positive (e.g. use Remark 3.1). Applying our algorithm with
{S1, S2, S3, S4} = {E11, E12, E21, E22} and a termination threshold of  = 10−15 yields the fol-
lowing result (in 0.002 s): dfinal = d3 = 1. Based on this evidence, we (correctly) conclude that
φ is not completely positive.
Example 3.12 (restricted transposition). Let
S =
{[
a b
c a
]
: a, b, c ∈ C
}
⊂ M2
and φ :S→ M2 be the (restricted) transposition map. Then φ is completely positive (see Exam-
ple 3.15 below). Applying our algorithm with {S1, S2, S3} = {2−1/2I2, E12, E21} and a termi-
nation threshold of  = 10−15 yields the following results (in 0.04 s): dfinal = d116 = 2.6967 ×
10−15 and the graph of log(dk) vs. k is
4 Readers interested in obtaining the code need only email the author.
V. Zarikian / Linear Algebra and its Applications 419 (2006) 710–734 719
0 20 40 60 80 100 120
−16
−14
−12
−10
−8
−6
−4
−2
0
2
Based on this evidence, we (correctly) conclude that φ is completely positive.
3.5. Choi representation
By a result of Choi [11, Proposition 4.7], Φ : Mn → Mm is completely positive if and only if
there exist Q1,Q2, . . .,Qmn ∈ Mn,m such that
Φ(B) =
mn∑
=1
Q∗BQ, B ∈ Mn.
Combining this with Arveson’s Extension Theorem, we have that φ :S→ Mm is completely
positive if and only if there exist Q1,Q2, . . .,Qmn ∈ Mn,m such that
φ(S) =
mn∑
=1
Q∗SQ, S ∈S.
Remark 3.13. This suggests a different algorithm for deciding whether φ is completely positive:
Decide whether the nonhomogeneous system of m2d nonlinear equations
mn∑
=1
Q∗SkQ = Tk, 1  k  d,
in the m2n2 unknowns Q1(1, 1),Q1(1, 2), . . .,Qmn(n,m) has a solution over C. In fact, this was
our first approach. Unfortunately, we were unable to make any headway. An expert in algorithmic
algebraic geometry would probably have more success.
The following proposition, whose proof is a straightforward computation, explains how to
construct a “Choi representation” for φ, given D ∈ D+,τ ∩Dφ . Since our algorithm produces
an “approximate point of intersection” for D+,τ and Dφ (cf. Remark 2.6), it also produces an
“approximate Choi representation” for φ. If one can infer a genuine point of intersection, then
one obtains a genuine Choi representation.
Proposition 3.14. Suppose φ :S→ Mm is completely positive. Let D ∈ D+,τ ∩Dφ and R =[r1 r2 . . . rmn] ∈ Mm ⊗ Mn be such that D = RR∗. For each 1    mn, let Q ∈
Mn,m be the image of r ∈ Cm ⊗ Cn under the map ei ⊗ ej → Eji. Then
720 V. Zarikian / Linear Algebra and its Applications 419 (2006) 710–734
φ(S) =
mn∑
=1
Q∗SQ, S ∈S.
Example 3.15. Let φ be the restricted transposition map from Example 3.12. Then our algorithm
produces the following “approximate point of intersection” for D+,τ and Dφ :

3.1731 × 10−15 0 0 0
0 1 1 0
0 1 1 0
0 0 0 3.1731 × 10−15

 .
Immediately one “guesses and checks” that a genuine point of intersection is
D =


0 0 0 0
0 1 1 0
0 1 1 0
0 0 0 0

 =


0 0 0 0
0 0 0 1
0 0 0 1
0 0 0 0




0 0 0 0
0 0 0 1
0 0 0 1
0 0 0 0


∗
.
Proposition 3.14 tells us that a Choi representation for φ is
Q1 = Q2 = Q3 =
[
0 0
0 0
]
, Q4 =
[
0 1
1 0
]
.
Indeed,
4∑
=1
Q∗
[
a b
c a
]
Q =
[
0 1
1 0
] [
a b
c a
] [
0 1
1 0
]
=
[
a c
b a
]
= φ
([
a b
c a
])
.
Remark 3.16. The benefits of constructing a Choi representation for φ are twofold:
(i) First, one obtains irrefutable evidence that φ is completely positive.
(ii) Second, one obtains an explicit formula for a completely positive extension Φ : Mn → Mm
of φ:
Φ(B) =
mn∑
=1
Q∗BQ, B ∈ Mn.
3.6. Application: C∗-envelopes of operator systems
In the author’s opinion, the most compelling consequence of being able to decide complete
positivity is that it allows one to compute completely bounded norms (see Section 4 below).
Another benefit is that it allows one to compute C∗-envelopes of (matricial) operator systems. We
elaborate on this presently.
Let S be an operator system. Then by a result of Hamana, there exists a (unique) “mini-
mal C∗-algebra generated by S”, called the C∗-envelope of S and denoted C∗e (S) (see [11,
Chapter 15]). When S ⊂ Mn, we have that C∗e (S)∼=C∗(S)z, where C∗(S) is the C∗-sub-
algebra of Mn generated by S and z ∈ C∗(S) is the smallest central projection such that the
map φz :S→Sz : s → sz is a complete order isomorphism5. Since φz is the restriction of a
5 That is, φz is a bijection and both φz, φ−1z are completely positive.
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*-homomorphism, it is automatically completely positive. Thus, for a given z, checking that φz
is a complete order isomorphism amounts to (i) checking that dim(Sz) = dim(S), so that φz is
a bijection, and (ii) checking that φ−1z is completely positive. Elementary linear algebra allows
us to accomplish (i), and our algorithm allows us to accomplish (ii). Therefore, we are able to
compute C∗e (S).
The fact that we can computeC∗e (S), in turn, allows us to compute certain “multiplier algebras”
associated withS (cf. [4]). This, in fact, was our original motivation.
4. Computing CB norms
4.1. Problem statement
We want an algorithm to solve the following problem:
LetX ⊂ Mn1,n2 be an operator space and ρ : X→ Mm1,m2 be a linear map. Compute ‖ρ‖cb,
the completely bounded norm of ρ, or estimate it to arbitrary precision.6
We will assume that the operator space X is specified by an ordered basis {X1, X2, . . ., Xd},
orthonormal with respect to the trace, and that ρ is specified by the ordered set {Y1, Y2, . . ., Yd},
where Yk = ρ(Xk), 1  k  d .
4.2. Algorithm
The algorithm proceeds by the familiar method of bisection. Namely, starting from an interval
[α, β] known to contain ‖ρ‖cb, we let γ = α+β2 , and then decide whether ‖ρ‖cb ∈ [α, γ ] or‖ρ‖cb ∈ [γ, β]. We repeat this process until the desired accuracy is achieved.
By Paulsen’s Lemma [11, Lemma 8.1], deciding whether ‖ρ‖cb  γ is equivalent to deciding
whether an associated linear map is completely positive. In more detail, let
SX =
{[
µIn1 X
′
(X′′)∗ νIn2
]
: µ, ν ∈ C, X′, X′′ ∈ X
}
⊂ Mn1+n2
and
φγ :SX → Mm1+m2 :
[
µIn1 X
′
(X′′)∗ νIn2
]
→
[
µIm1 γ
−1ρ(X′)
γ−1ρ(X′′)∗ νIm2
]
.
ThenSX is an operator system andφγ is a unital, *-preserving linear map. We have that‖ρ‖cb  γ
if and only if φγ is completely positive. Since we can decide the latter, we can decide the former.
In order to use our algorithm from Section 3 to decide whether φγ is completely positive, we
must have an orthonormal basis for SX, as well as the image of this basis under φγ . A natural
orthonormal basis forSX is{
1√
n1
[
In1 0
0 0
]
,
1√
n2
[
0 0
0 In2
]}
∪
{[
0 Xk
0 0
]
,
[
0 0
X∗k 0
]
: 1  k  d
}
.
6 An operator space is a linear subspace X ⊂ B(H,K). The completely bounded norm of a linear map ρ : X→
B(H′,K′) equals
‖ρ‖cb = sup
r∈N
‖IdMr ⊗ ρ : Mr ⊗X→ Mr ⊗ B(H′,K′)‖.
See [8] for more details.
722 V. Zarikian / Linear Algebra and its Applications 419 (2006) 710–734
The image of this basis under φγ is{
1√
n1
[
Im1 0
0 0
]
,
1√
n2
[
0 0
0 Im2
]}
∪
{
1
γ
[
0 Yk
0 0
]
,
1
γ
[
0 0
Y ∗k 0
]
: 1  k  d
}
.
Owing to the particular structure of these basis elements (and their images under φγ ), we obtain
the following specialization of Proposition 3.10:
Proposition 4.1. Let
D =
m1+m2∑
i,j=1
(
Eij ⊗
[
Dij11 Dij12
Dij21 Dij22
])
∈ HSm1+m2 ⊗ HSn1+n2 .
Then for all 1  i, j  m1 + m2, we have that
PDφγ (D)ij11 = Dij11 +
1
n1
{[
Im1 0
0 0
]
(i, j) − Tr(Dij11)
}
In1 ,
PDφγ (D)ij12 = Dij12 +
d∑
k=1
{
1
γ
[
0 Yk
0 0
]
(i, j) − Tr(X∗kDij12)
}
Xk,
PDφγ (D)ij21 = Dij21 +
d∑
k=1
{
1
γ
[
0 0
Y ∗k 0
]
(i, j) − Tr(XkDij21)
}
X∗k .
PDφγ (D)ij22 = Dij22 +
1
n2
{[
0 0
0 Im2
]
(i, j) − Tr(Dij22)
}
In2 .
If D is self-adjoint, then so is PDφγ (D), and we need only compute PDφγ (D)ijrs for 1  i  j 
m1 + m2.
We leave the straightforward verification to the intrepid reader.
Remark 4.2. Every time that we invoke the alternating-projection algorithm to decide whether
D+,m1+m2 and Dφγ intersect, we require an initial guess D ∈ HSm1+m2 ⊗ HSn1+n2 . One pos-
sibility is the zero matrix. A choice that works better in practice is the final matrix produced by
the previous execution of the alternating-projection algorithm. This makes sense: If γ ′ and γ ′′
are successive values ofγ , thenγ ′ ≈ γ ′′ ⇒ φγ ′ ≈ φγ ′′ ⇒ Dφγ ′ ≈ Dφγ ′′ ⇒ D+,m1+m2 ∩Dφγ ′ ≈
D+,m1+m2 ∩Dφγ ′′ .
It remains to explain how to obtain initial lower and upper bounds for ‖ρ‖cb. Of course, one
can take α = 0. However, a more advantageous choice is
α = max
1kd
‖Yk‖
‖Xk‖ .
The upper bound comes from the following proposition:
Proposition 4.3. For each 1  k  d, let yk ∈ 2m1 ⊗ 2m2 be the image of Yk ∈ Mm1,m2 under
the map Eij → ei ⊗ ej . Then
‖ρ‖cb  min{√n1m1,√n2m2}
∥∥[y1 y2 · · · yd]∥∥ .
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Proof. For each 1  k  d , let xk ∈ 2n1 ⊗ 2n2 be the image ofXk ∈ Mn1,n2 under the mapEij →
ei ⊗ ej . DefineK to be the linear span of the xk’s. Letting T :K→ 2m1 ⊗ 2m2 : xk → yk , we
obtain the following commutative diagram:
If we equip 2n1 ⊗ 2n2 , K, and 2m1 ⊗ 2m2 with their column operator space structures, then‖T ‖cb = ‖T ‖ and the completely bounded norms of the left and right vertical maps are less than
or equal to √n2 and √m2, respectively [8]. Thus,
‖ρ‖cb  √n2m2‖T ‖.
If, on the other hand, we equip 2n1 ⊗ 2n2 , K, and 2m1 ⊗ 2m2 with their row operator space
structures, we obtain the estimate
‖ρ‖cb  √n1m1‖T ‖.
Hence,
‖ρ‖cb  min{√n1m1,√n2m2}‖T ‖.
Since {xk : 1  k  d} is an orthonormal basis ofK, we have that
‖T ‖  ∥∥[y1 y2 · · · yd]∥∥ .
Indeed, for any x ∈K,
‖T x‖ =
∥∥∥∥∥
d∑
k=1
〈x, xk〉yk
∥∥∥∥∥
=
∥∥∥∥∥∥∥∥∥
[y1 y2 . . . yd]


〈x, x1〉
〈x, x2〉
...
〈x, xd〉


∥∥∥∥∥∥∥∥∥

∥∥[y1 y2 . . . yd]∥∥
(
d∑
k=1
|〈x, xk〉|2
)1/2
= ∥∥[y1 y2 . . . yd]∥∥ ‖x‖.
This completes the proof. 
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4.3. Choi representation
As mentioned in Section 3.5, ifS ⊂ Mn is an operator system and φ :S→ Mm is a linear
map, then φ is completely positive if and only if there exist Q1,Q2, . . .,Qd ∈ Mn,m (d  mn)
such that
φ(S) =
d∑
=1
Q∗SQ, S ∈S.
One might say that the Q’s bear witness to the fact that φ is completely positive. Likewise, if
X ⊂ Mn1,n2 is an operator space and ρ : X→ Mm1,m2 is a linear map, then ‖ρ‖cb  γ if and
only if there exist matrices which can attest to that fact. More precisely, ‖ρ‖cb  γ if and only if
there exist A1, A2, . . . , Ad ∈ Mm1,n1 , B1, B2, . . ., Bd ∈ Mn2,m2 such that
ρ(X) =
d∑
=1
AXB,X ∈ X, and
∥∥∥∥∥
d∑
=1
AA
∗

∥∥∥∥∥
1/2 ∥∥∥∥∥
d∑
=1
B∗ B
∥∥∥∥∥
1/2
 γ.
As the following proposition shows, the fact that we can construct (approximate) Choi rep-
resentations for completely positive maps implies that we can construct (approximate) Choi
representations for completely bounded maps as well.
Proposition 4.4. Suppose‖ρ : X→ Mm1,m2‖cb  γ, so thatφγ :SX → Mm1+m2 is completely
positive. Let Q1,Q2, . . .,Qd ∈ Mn1+n2,m1+m2 be such that
φγ (S) =
d∑
=1
Q∗SQ, S ∈SX.
Set A = γ 1/2(Q)∗11 ∈ Mm1,n1 and B = γ 1/2(Q)22 ∈ Mn2,m2 , 1    d. Then
ρ(X) =
d∑
=1
AXB, X ∈ X, and
∥∥∥∥∥
d∑
=1
AA
∗

∥∥∥∥∥
1/2 ∥∥∥∥∥
d∑
=1
B∗ B
∥∥∥∥∥
1/2
 γ.
Proof. The fact that
ρ(X) =
d∑
=1
AXB,X ∈ X,
is a straightforward calculation. Since φγ is unital,
d∑
=1
Q∗Q = Im1+m2
which implies that
d∑
=1
AA
∗
  γ Im1 ,
d∑
=1
B∗ B  γ Im2 .
The result follows. 
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4.4. Applications
From the author’s (admittedly biased) point of view, the fact that one can compute ‖ρ‖cb
for any operator space X ⊂ Mn1,n2 and any linear map ρ : X→ Mm1,m2 , is very surprising.
Indeed, the corresponding problem of computing ‖ρ‖ seems utterly intractable. Nonetheless,
the question begs, are there applications? After all, the important problems in operator theory
are mainly concerned with infinite-dimensional operators. In what follows we consider various
applications. As one can see, certain questions about infinite-dimensional operators boil down to
questions about linear maps between matricial operator spaces.
4.4.1. Free group C∗-algebras
Proposition 4.5. Let C∗(Fn) be the full C∗-algebra of the free group with n generators, and
u1, u2, . . ., un ∈ C∗(Fn) be the canonical unitaries. Then for any A1, A2, . . ., An ∈ Mm,∥∥∥∥∥
n∑
i=1
(Ai ⊗ ui)
∥∥∥∥∥
Mm(C∗(Fn))
= ‖ρ : Dn → Mm : Eii → Ai‖cb, (1)
where Dn ⊂ Mn is the algebra of all diagonal matrices.
Proof. Let V = Span{u1, u2, . . ., un} ⊂ C∗(Fn). By a result of Zhang, V∼= MAX(1n) com-
pletely isometrically (via the map ui → ei) [11, Exer. 14.3]. Thus, we have the isometric identi-
fications
Mm(V) ∼= Mm(MAX(1n)) Zhang
∼= Mm(MIN(∞n )∗) [8, (3.3.15)]
∼= CB(MIN(∞n ),Mm) [8, (3.2.2)]
∼= CB(Dn,Mm) [8, Proposition 3.3.1]
Under these identifications,
∑n
i=1(Ai ⊗ ui) corresponds to ρ. 
Since we can compute the righthand side of (1), we can also compute the lefthand side.
Example 4.6. Let
V =
[
u1 + u2 u1
u2 u1 + u2
]
=
[
1 1
0 1
]
⊗ u1 +
[
1 0
1 1
]
⊗ u2 ∈ M2(C∗(F2)).
Then it is not hard to prove that ‖V ‖M2(C∗(F2)) = 3. Indeed,
‖V ‖2M2(C∗(F2)) = ‖V ∗V ‖M2(C∗(F2))
=
∥∥∥∥
[
3 2
2 3
]
⊗ 1 +
[
1 0
2 1
]
⊗ u∗1u2 +
[
1 2
0 1
]
⊗ u∗2u1
∥∥∥∥
M2(C∗(F2))
= sup
z∈σ(u∗1u2)
∥∥∥∥
[
3 2
2 3
]
+ z
[
1 0
2 1
]
+ z
[
1 2
0 1
]∥∥∥∥
= sup
|z|=1
∥∥∥∥
[
3 2
2 3
]
+ z
[
1 0
2 1
]
+ z
[
1 2
0 1
]∥∥∥∥ = 9.
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By Proposition 4.5, ‖V ‖M2(C∗(F2)) = ‖ρ : D2 → M2‖cb, where
ρ(E11) =
[
1 1
0 1
]
, ρ(E22) =
[
1 0
1 1
]
.
Applying our algorithm with a termination threshold of  = 5 × 10−13 and desired accuracy of
5 × 10−4 yields the following results (in 70 s):
[α, β] γ Iterations dfinal log(dk) vs. k ‖φ‖cb  γ ?
[1.6180, 4.4721] 3.0451 1743 4.5275 × 10−11 Linear Yes
[1.6180, 3.0451] 2.3316 133 0.2027 Flat No
[2.3316, 3.0451] 2.6883 245 0.0820 Flat No
[2.6883, 3.0451] 2.8667 500 0.0329 Flat No
[2.8667, 3.0451] 2.9559 1274 0.0106 Flat No
[2.9559, 3.0451] 3.0005 3 1.3968 × 10−15 N/A (k too small) Yes
[2.9559, 3.0005] 2.9782 1930 0.0052 Flat No
[2.9782, 3.0005] 2.9893 3158 0.0025 Flat No
[2.9893, 3.0005] 2.9949 4970 0.0012 Flat No
[2.9949, 3.0005] 2.9977 7383 5.4196 × 10−4 Flat No
[2.9977, 3.0005] 2.9991 9803 2.1314 × 10−4 Flat No
[2.9991, 3.0005] 2.9998 1990 4.8844 × 10−5 Flat No
[2.9998, 3.0005] 3.0001 3 1.0438 × 10−15 N/A (k too small) Yes
We (correctly) conclude that ‖φ‖cb ∈ [2.9998, 3.0001]. Of course, our algorithm works even
when exact computations are impossible.
4.4.2. Free product, Haagerup tensor product, and elementary operators
Proposition 4.7. Let Mn ∗ Mm be the full C∗-algebraic free product of Mn and Mm (with amal-
gamation over the scalars). Then for any A1, A2, . . ., Ad ∈ Mn and B1, B2, . . ., Bd ∈ Mm,∥∥∥∥∥
d∑
k=1
(Ak ∗ Bk)
∥∥∥∥∥
Mn∗Mm
=
∥∥∥∥∥ρ : Mn,m → Mn,m : X →
d∑
k=1
AkXBk
∥∥∥∥∥
cb
.
We have stated Proposition 4.7 in the language of C∗-algebras. It is really a well-known result
about operator spaces (see [12, Theorem 4.3]):
Proposition 4.8. Let Mn1,n2 ⊗h Mm1,m2 be the Haagerup tensor product of Mn1,n2 and Mm1,m2 .
Then for any A1, A2, . . ., Ad ∈ Mn1,n2 and B1, B2, . . ., Bd ∈ Mm1,m2 ,∥∥∥∥∥
d∑
k=1
(Ak ⊗ Bk)
∥∥∥∥∥
Mn1,n2⊗hMm1,m2
=
∥∥∥∥∥ρ : Mn2,m1 → Mn1,m2 : X →
d∑
k=1
AkXBk
∥∥∥∥∥
cb
. (2)
Indeed, both sides equal
inf


∥∥∥∥∥∥
d ′∑
k=1
A′k(A′k)∗
∥∥∥∥∥∥
1/2 ∥∥∥∥∥∥
d ′∑
k=1
(B ′k)∗B ′k
∥∥∥∥∥∥
1/2
:
d ′∑
k=1
(A′k ⊗ B ′k) =
d∑
k=1
(Ak ⊗ Bk)

 . (3)
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Proof. The fact that the lefthand side of (2) equals (3) is simply the definition of the Haagerup
tensor product norm (cf. [11, Chapter 17]). The fact that the righthand side of (2) equals (3) is
immediate from the discussion in Section 4.3. 
The connection between Propositions 4.7 and 4.8 is a result of Christensen–Effros–Sinclair
and Pisier: Given unital C∗-algebrasA and B, the mapA⊗h B→A ∗B : a ⊗ b → a ∗ b is
a complete isometry [11, Theorem 17.6].
Since we can compute the righthand side of (2), we can also compute the lefthand side.
Furthermore, since we can construct (approximate) Choi representations of completely bounded
maps (cf. Section 4.3), we can construct tensor product representations which (almost) attain the
infimum in (3).
Example 4.9. Let
V =
[
1 0
0 0
]
⊗
[
1 0
0 0
]
+
[
1 0
0 1
]
⊗
[
0 0
0 1
]
∈ M2 ⊗h M2.
Since ∥∥∥∥
[
1 0
0 0
] [
1 0
0 0
]∗
+
[
1 0
0 1
] [
1 0
0 1
]∗∥∥∥∥
1/2
×
∥∥∥∥
[
1 0
0 0
]∗ [1 0
0 0
]
+
[
0 0
0 1
]∗ [0 0
0 1
]∥∥∥∥
1/2
= √2,
we have the estimate ‖V ‖M2⊗hM2 
√
2. On the other hand, by Proposition 4.8, ‖V ‖M2⊗hM2 =‖ρ : M2 → M2‖cb, where
ρ
([
a b
c d
])
=
[
1 0
0 0
] [
a b
c d
] [
1 0
0 0
]
+
[
1 0
0 1
] [
a b
c d
] [
0 0
0 1
]
=
[
a b
0 d
]
(the triangular truncation map). It is known that ‖ρ‖cb = 2√3 . Applying our algorithm with a
termination threshold of  = 5 × 10−13 and a desired accuracy of 5 × 10−5 yields the following
result (in 4 s): ‖ρ‖cb ∈ [1.15469360, 1.15472412]. From an approximate Choi representation of
ρ we obtain the following approximate representation of V :
V ≈
[−0.2781 0
0 0.7598
]
⊗
[−0.7598 0
0 0.2781
]
+
[
1.0380 0
0 0.7598
]
⊗
[
0.7598 0
0 1.0380
]
.
One then “guesses and checks” the following exact representation of V :
V = 14√3
[
1−√3
2 0
0 1
]
⊗ 14√3
[
−1 0
0 − 1−
√
3
2
]
+ 14√3
[
1+√3
2 0
0 1
]
⊗ 14√3
[
1 0
0 1+
√
3
2
]
.
This representation is optimal, since∥∥∥∥∥ 1√3
[
1−√3
2 0
0 1
][
1−√3
2 0
0 1
]∗
+ 1√
3
[
1+√3
2 0
0 1
][
1+√3
2 0
0 1
]∗∥∥∥∥∥
1/2
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×
∥∥∥∥∥ 1√3
[
−1 0
0 − 1−
√
3
2
]∗ [−1 0
0 − 1−
√
3
2
]
+ 1√
3
[
1 0
0 1+
√
3
2
]∗ [
1 0
0 1+
√
3
2
]∥∥∥∥∥
1/2
= 2√
3
.
Remark 4.10. It is also of considerable interest to compute∥∥∥∥∥ρ : Mn → Mn : X →
d∑
k=1
AkXBk
∥∥∥∥∥ .
Indeed, this is a special (but important) case of the norm problem for elementary operators (cf.
[10]). The fact that we can always compute ‖ρ‖cb means that we can always compute a (possibly
strict) upper bound for ‖ρ‖.
4.4.3. Trace class
Proposition 4.11. Equip Tn with its usual operator space structure (i.e. Tn ∼=M∗n completely
isometrically). Then
‖[Bij ]mi,j=1‖Mm(Tn) = ‖ρ : Mn → Mm : A → [Tr(ABij )]mi,j=1‖cb
= ‖ρ : Mn → Mm : Ers → [Bij (s, r)]mi,j=1‖cb.
Proof. We have the isometric identifications
Mm(Tn)∼=Mm(M∗n)∼=CB(Mn,Mm).
Under these identifications, [Bij ]mi,j=1 corresponds to ρ. 
Example 4.12. Let
B =


1 2 0 0
3 4 0 0
0 0 5 6
0 0 7 8

 ∈ M2(T2).
Then
‖B‖M2(T2) = max
{∥∥∥∥
[
1 2
3 4
]∥∥∥∥
T2
,
∥∥∥∥
[
5 6
7 8
]∥∥∥∥
T2
}
≈ max{5.83095189, 13.34166406} = 13.34166406.
By Proposition 4.11,
‖B‖M2(T2) = ‖ρ : M2 → M2‖cb,
where
ρ(E11) =
[
1 0
0 5
]
, ρ(E12) =
[
3 0
0 7
]
, ρ(E21) =
[
2 0
0 6
]
, ρ(E22) =
[
4 0
0 8
]
.
Applying our algorithm yields the following result (in 3 s):
‖ρ‖cb ∈ [13.34162620, 13.34166521].
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Remark 4.13. Since Tn is an operator space, there exists a Hilbert space H and a completely
isometric embedding ρ : Tn → B(H). Because Tn is finite-dimensional, it is natural to expect
that H can be taken finite-dimensional, i.e. that there exists a completely isometric embedding
ρ : Tn → Mr for some r ∈ N. If this were true (and if one could explicitly construct ρ), then it
would be a simple matter to compute
‖[Bij ]mi,j=1‖Mm(Tn) = ‖[ρ(Bij )]mi,j=1‖Mm(Mr ) = ‖[ρ(Bij )]mi,j=1‖Mmr .
However, ifn  3, then no such embedding exists. In fact, there exists an n > 0 such that for every
embedding ρ : Tn → Mr , one has that ‖ρ‖cb‖ρ−1‖cb  1 + n. Finite-dimensional operator
spaces which exhibit this pathology are said to be non-exact. Another example is MAX(1n),
n  3, which we (implicitly) considered in Section 4.4.1, and which can be identified with the
diagonal of Tn (cf. [8, Chapter 14]). We point all of this out in order to emphasize the fact that
although our algorithm for computing completely bounded norms only works for linear maps
between matricial operator spaces, it nonetheless allows us to determine the structure of operator
spaces which do not admit matricial representations of any dimension.
5. Computing norms of Schur multipliers
5.1. Problem statement
Let A ∈ Mn. Then the corresponding Schur multiplier is defined to be
SA : Mn → Mn : X → A · X :=[A(i, j)X(i, j)]ni,j=1.
We want an algorithm to solve the following problem:
Let A ∈ Mn. Compute ‖SA‖, or estimate it to arbitrary precision.
This problem has attracted a fair amount of attention (see e.g. [7,15]).
Remark 5.1. We remark in passing that under the completely isometric identification Mn ⊗h
Mn ∼=CB(Mn,Mn) described in Proposition 4.8, the set of Schur multipliers corresponds to
Dn ⊗h Dn. Indeed, SEij corresponds to Eii ⊗ Ejj .
5.2. Algorithm
By a result of Haagerup, ‖SA‖ = ‖SA‖cb [11, Theorem 8.7]. Thus, one possibility is to simply
apply our algorithm for computing completely bounded norms. A simpler and more efficient
algorithm is based on the following formula [11, Exer. 8.8]:
‖SA‖ = min
{
δ
[
P A
A∗ Q
]
:
[
P A
A∗ Q
]
 0
}
.
Here δ refers to the largest diagonal entry of a (self-adjoint) matrix. It follows that ‖SA‖  γ if and
only if the following two closed convex subsets of the real Hilbert spaceH = (HS2 ⊗ HSn)sa
intersect:
E+ =
{[
P B
B∗ Q
]
∈H :
[
P B
B∗ Q
]
 0
}
,
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EA,γ =
{[
P A
A∗ Q
]
∈H : δ
[
P A
A∗ Q
]
 γ
}
.
It is not hard to show that
E+ ∩ EA,γ ⊂ BallH(2nγ ),
which implies that E+ ∩ EA,γ = E+,2nγ ∩ EA,γ , where E+,2nγ = E+ ∩ BallH(2nγ ), which is
compact.
Provided that we can (i) compute PE+,2nγ and PEA,γ and (ii) find lower and upper bounds on‖SA‖, we can use the alternating-projection algorithm in combination with the method of bisection
to estimate ‖SA‖ to arbitrary precision. An obvious lower bound for ‖SA‖ is
α = ‖SA(In)‖ = ‖A · In‖ = max
1in
|A(i, i)|.
Since [
(AA∗)1/2 A
A∗ (A∗A)1/2
]
 0,
an upper bound for ‖SA‖ is
β = max{δ((AA∗)1/2), δ((A∗A)1/2)}.
The formula for PE+,2nγ is implicit in Proposition 3.7. On the other hand, it is clear that
PEA,γ
([
P B
B∗ Q
])
=
[
Pγ A
A∗ Qγ
]
,
where Pγ (resp. Qγ ) equals P (resp. Q) with any diagonal entries greater than γ set to γ .
5.3. Analysis
Calculating PE+,2nγ requires O(n3) computations. Calculating PEA,γ requires O(1) computa-
tions. Thus, each iteration of the alternating-projection algorithm requires O(n3) computations.
Had we used the original algorithm, each iteration of the alternating-projection algorithm would
require O(n6) computations.
Example 5.2. Let
A =
[
1 1
0 1
]
.
Then SA is the triangular truncation map considered in Example 4.9:
SA
([
a b
c d
])
=
[
1 1
0 1
]
·
[
a b
c d
]
=
[
a b
0 d
]
.
Recall that ‖SA‖ = 2√3 . Applying the algorithm described in this section with a termination
threshold of  = 5 × 10−13 and a desired accuracy of 5 × 10−5 yields the following result (in
0.07 s): ‖SA‖ ∈ [1.15468087, 1.15472257]. Note the orders of magnitude improvement in speed
relative to Example 4.9.
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6. Matrix completion
6.1. Problem statement
We want an algorithm to solve the matrix completion problem:
Let  ⊂ {1, 2, . . ., n} × {1, 2, . . ., n} and aij ∈ C, (i, j) ∈ . Compute
d,a = min{‖X‖ : X ∈ Mn,X(i, j) = aij , (i, j) ∈ },
or estimate it to arbitrary precision. Of course, one also wants a minimizing matrix.
This is an old problem with a long history (see [9] for an introduction).
6.2. Algorithm
Clearly, d,a  γ if and only if the following closed convex subsets of the Hilbert space HSn
intersect:
F,a = {X ∈ HSn : X(i, j) = aij , (i, j) ∈ }
Fγ = {X ∈ HSn : ‖X‖  γ }.
SinceFγ ⊂ BallHSn(
√
nγ ), it is compact.
Provided that we can (i) compute PF,a and PFγ and (ii) find lower and upper bounds on d,a ,
we can use the alternating-projection algorithm in combination with the method of bisection to
estimate d,a to arbitrary precision. A lower bound for d,a is
α = max
(i,j)∈
|aij |.
An upper bound for d,a is β = ‖A‖, where
A(i, j) =
{
aij (i, j) ∈ ,
0 (i, j) /∈ .
Obviously,
PF,a (X) = X,a,
where
X,a(i, j) =
{
aij (i, j) ∈ ,
X(i, j) (i, j) /∈ .
On the other hand, using the unitary invariance of the operator norm and the Hilbert–Schmidt
norm (cf. [3, p. 7]), we obtain:
Proposition 6.1. Let X ∈ HSn. Then
PFγ (X) = Uγ V ∗,
where X = UV ∗ is a singular value decomposition and γ equals  with the diagonal entries
greater than γ set to γ.
6.3. Finding a minimizing matrix
Once we have found a sufficiently small interval [α, β] containing δ,a , we can find X ∈ Mn
such that X(i, j) = aij , (i, j) ∈ , and ‖X‖ ∈ [α, β]. Indeed, sinceF,a ∩Fβ /= ∅,
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(PFβPF,a )
n(A) → X ∈F,a ∩Fβ
(see Remark 2.6).
6.4. Analysis
Calculating PF,a (X) = X,a requires O(1) computations. Calculating PFγ (X) = Uγ V ∗
requires O(n3) computations (cf. [13]).
Example 6.2. Let = {(i, j) : 1  i, j  3, i /= j} and aij = 1, (i, j) ∈ . Applying our algo-
rithm with a termination threshold of  = 5 × 10−13 and a desired accuracy of 5 × 10−5 yields
the following results (in 0.01 s): d,a ∈ [1.49996948, 1.5] and a minimizing matrix is
X =

−0.5 1 11 −0.5 1
1 1 −0.5

 .
7. Matrix approximation
7.1. Problem statement
More general than the matrix completion problem is the matrix approximation problem:
LetX ⊂ Mn be an operator space and Y ∈ Mn. Find a best approximation to Y fromX (with
respect to the operator norm).
We want an algorithm to solve this problem as well. We will assume that X is specified by an
order basis {X1, X2, . . ., Xd}, orthonormal with respect to the trace.
Remark 7.1. To see that the matrix approximation problem contains the matrix completion prob-
lem as a special case, let  ⊂ {1, 2, . . ., n} × {1, 2, . . ., n} and aij ∈ C, (i, j) ∈ . Define
X = {X ∈ Mn : X(i, j) = 0, (i, j) ∈ }
and let Y ∈ Mn be such that
Y (i, j) =
{
aij (i, j) ∈ ,
0 (i, j) /∈ .
Then X is an operator space and
d,a = dX(Y ) := min{‖Y − X‖ : X ∈ X}.
Furthermore, if X is a solution to the matrix approximation problem (i.e. X ∈ X and ‖Y − X‖ =
dX(Y )), then Y − X is a solution to the matrix completion problem (i.e. (Y − X)(i, j) = aij ,
(i, j) ∈ , and ‖Y − X‖ = d,a).
7.2. Algorithm
Clearly, dX(Y )  γ if and only if the following closed convex subsets of HSn intersect:
GY,X = {Y − X : X ∈ X},
Gγ = {Z ∈ HSn : ‖Z‖  γ }.
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Since Gγ ⊂ BallHSn(
√
nγ ), it is compact.
It is easy to see that
PGY,X(Z) = Y +
d∑
k=1
Tr(X∗k (Z − Y ))Xk.
On the other hand, the formula for PGγ is implicit in Proposition 6.1.
In order to find lower and upper bounds for dX(Y ), we use the fact that
min{‖Y − X‖HSn : X ∈ X} =
∥∥∥∥∥Y −
d∑
k=1
Tr(X∗kY )Xk
∥∥∥∥∥
HSn
.
It follows that
1√
n
∥∥∥∥∥Y −
d∑
k=1
Tr(X∗kY )Xk
∥∥∥∥∥
HSn
 dX(Y )  min
{
‖Y‖,
∥∥∥∥∥Y −
d∑
k=1
Tr(X∗kY )Xk
∥∥∥∥∥
}
.
7.3. Analysis
Calculating PGY,X(Z) = Y +
∑d
k=1 Tr(X∗k (Z − Y ))Xk requires O(n2d) computations. Calcu-
lating PGγ (Z) = Uγ V ∗ requires O(n3) computations (cf. [13]).
Example 7.2. Let X = {X ∈ M3 : X(i, j) = 0, i > j} (i.e. the upper triangular matrices) and
Y ∈ M3 be such that Y (i, j) = 1, 1  i, j  3. Applying our algorithm with a termination thresh-
old of  = 5 × 10−13 and a desired accuracy of 5 × 10−5 yields the following results (in 0.16 s):
dX(Y ) ∈ [1.41419134, 1.41423603] and a best approximation to Y from X is
X =

1 1 10 2 1
0 0 1

 .
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