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a b s t r a c t
An improved version of rectangularmethod (IRM) is introduced in this paper to numerically
solve the stochastic Volterra equation (SVE). We focus on studying the order of error
between the numerical and exact solutions, which is improved to O(h). Furthermore,
an explicit form of the IRM scheme is introduced and its convergence is established. A
numerical example has also been presented to show the feasibility of the methods.
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1. Introduction
Let {Ω,F , P} be a complete probability space with a filtration {Ft , t ≥ 0} that is increasing and right continuous andF0
contains all P-null sets. LetWt be a standard Brownian motion defined on the probability space. The aim of this paper is to
introduce numerical schemes to Itô type stochastic Volterra equation (SVE) of the form:
Xt = x+
∫ t
0
a(t, Xs)ds+
∫ t
0
b(t, Xs)dWs, t ∈ [0, T ], (1.1)
where a, b are measurable functions, x is the initial value. Stochastic Volterra equations are a natural extension of
deterministic ones. Comprehensive results concerning deterministic Volterra equations and their numerical solutions in
connection with problems arising in mathematical physics can be found in the existing literature (see [1–5] for example).
Recently, stochastic Volterra equations have received great attention (see [6–9] for example). Most SVEs do not have
analytic solutions and hence it is of great importance to provide numerical schemes. Numerical schemes to stochastic
differential equations (SDEs) have been well developed (see [10–13] for example). However, there are still very few papers
discussing the numerical solutions for stochastic Volterra equations.
A linear stochastic difference equation was introduced in [14] to solve a linear stochastic Volterra integro-differential
equation. Their method employed the Euler scheme to approximate the stochastic differential part and a Θ method to
approximate the integral with a quadrature. Their numerical method works only for a special case of stochastic Volterra
equations. Numerical solutions to Volterra equations in Hilbert spaces have also been studied recently. Galerkinmethodwas
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used in [15] to address the numerical problem of a particular linear Volterra equation. In this paper, the authors adapted a
resolvent approach to treat a special class of stochastic Volterra equations.
In [16], we have proposed a rectangular method (RM) for the stochastic Volterra equation of the form (1.1), and establish
the orderO(
√
h) between the numerical and exact solutions. In this paper, wewill develop an improved rectangularmethod
(IRM) for (1.1) and this scheme allows to improve the order of error to O(h). Furthermore, we will introduce an explicit
form of IRM scheme, which avoids derivative in the same way as the Runge–Kutta schemes for deterministic cases and
hence makes the scheme more feasible to implement. The convergence of the explicit IRM scheme is also established. For
simplicity of exposition, only one-dimensional stochastic Volterra equations are considered in this paper. We like to stress
that our methods work equally well also for multi-dimensional stochastic Volterra equations.
The rest of the paper is organised in three sections. Section 2 reviews the RM scheme and introduces the IRM scheme.
Section 3 establishes the convergence of IRM scheme. Section 4 discusses the explicit form of IRM and its convergence
theorem. We conclude the paper with numerical example in Section 5.
2. IRM scheme
Consider the one-dimensional SVE:
Xt = X0 +
∫ t
0
a(t, Xs)ds+
∫ t
0
b(t, Xs)dWs, 0 ≤ t ≤ T , (2.1)
with X0 = x, where a : R× R → R and b : R× R → R.
In this paper, we discuss the numerical schemes with uniform stepsize, that is h = T/N,N ≥ 1. Let tn = nh, n =
0, 1, 2 . . .N , with [s] denoting the largest integer smaller than s. Let ns = [s/h], and sn = [s/h]h = tns . Furthermore,
for convenience we write Xtn as Xn and its approximation as Yn. We use the following notations: a
′
t(s, Xu) = ∂a∂s (s, Xu),
a′′t (s, Xu) = ∂a
2
∂s2
(s, Xu), a′x(s, Xu) = ∂a∂Xu (s, Xu), a′′tx(s, Xu) = ∂a
2
∂s∂Xu
(s, Xu) and etc. C and K are constants throughout this paper
but they may change from line to line.
It is well known [16] that under the following hypotheses:
(H1): X0 is F0-measurable with E[|X0|2] <∞
(H2): (Global Lipschitz condition) There exists a constant K > 0 such that
|a(t, x)− a(t, y)| ∨ |b(t, x)− b(t, y)| ≤ K |x− y|;
|a(t, x)− a(s, x)|2 ∨ |b(t, x)− b(s, x)|2 ≤ K(1+ |x|2)|t − s|,
for all s ≤ t ∈ [0, T ] and x ∈ R,
the stochastic Volterra equation (2.1) has a continuous pathwise-unique strong solution Xt on [0, T ] such that
sup
0≤t≤T
E[|Xt |2] ≤ CE(1+ |X0|2);
E(|Xt − Xs|2) ≤ CE(1+ |X0|2)|t − s|.
Without loss of generality, we only discuss the approximate solution at grid points ti, where i ≥ 0. In [16], we have proposed
rectangular method (RM) to SVEs which is defined as follows:
Let Y0 = X0, and
Yn = Y0 +
n−1
i=0
a(tn, Yi)h+
n−1
i=0
b(tn, Yi)∆Wi, (2.2)
where h = ti+1 − ti and∆Wi = Wi+1 −Wi.
Inspired by the modification of Euler scheme to Milstein scheme, we will introduce IRM by adding two more terms in
each approximate step to decrease the local error for approximate solution. However unlike Milstein scheme, the drift and
volatility coefficients of approximate solution will be updated all the time due to the nature of long time dependence in the
Volterra equation.
We propose the improved rectangular method (IRM) for the Volterra equation as follows:
Let Y0 = X0.
Y1 = Y0 +
∫ t1
0
a(t1, Y0)du+
∫ t1
0
b(t1, Y0)dWs
+
∫ t1
0
∫ s
0
a′x(t1, Y0)b(0, Y0)dWuds+
∫ t1
0
∫ s
0
b′x(t1, Y0)b(0, Y0)dWudWs. (2.3)
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Then
Y2 = Y0 +
1−
i=0
∫ ti+1
ti
a(t2, Yi)ds+
1−
i=0
∫ ti+1
ti
b(t2, Yi)dWs
+
1−
i=0
∫ ti+1
ti
∫ s
ti
a′x(t2, Yi)b(ti, Yi)dWuds+
1−
i=0
∫ ti+1
ti
∫ s
ti
b′x(t2, Yi)b(ti, Yi)dWudWs, (2.4)
where Y0, Y1 are computed in the previous steps. Continue the process to obtain:
Yn = Y0 +
n−1
i=0
∫ ti+1
ti
a(tn, Yi)ds+
n−1
i=0
∫ ti+1
ti
b(tn, Yi)dWs
+
n−1
i=0
∫ ti+1
ti
∫ s
ti
a′x(tn, Yi)b(ti, Yi)dWuds+
n−1
i=0
∫ ti+1
ti
∫ s
ti
b′x(tn, Yi)b(ti, Yi)dWudWs. (2.5)
In practice, the integrals of the form∫ ti+1
ti
∫ s
ti
b′x(tn, Yi)b(ti, Yi)dWudWs
can be expressed in terms of ((Wti+1 −Wti)2)0<i≤N−1. However, the integrals of the form∫ ti+1
ti
∫ s
ti
a′x(tn, Yi)b(ti, Yi)dWuds
cannot be directly expressed in terms of the Brownian increments (Wti+1 −Wti)0<i≤N−1. They depend on
 ti+1
ti
(Ws −Wi)ds.
Due to the Gaussian character of these random variables and the independence of the Brownian increments, we can simply
simulate the family:
Wti+1 −Wti ,
∫ ti+1
ti
(Ws −Wi)ds

0<i≤n−1
.
We need to update the coefficients: (a(tn, Yi))0<i≤n−1, (b(tn, Yi))0<i≤n−1, (a′x(tn, Yi))0<i≤n−1, and (b′x(tn, Yi))0<i≤n−1 at each
time step. Furthermore, as Volterra equations reflect the feedback from the past behavior, we need extra memory space to
store all the previous values (a(ti, Yi))0<i≤n−1, (b(ti, Yi))0<i≤n−1 to derive the current value. Therefore the complexity of the
resulting algorithm is O(N2), where N is the number of time steps.
3. Convergence
In this section, we will show that the rate of convergence of the IRM scheme in the form of (2.5) is O(h). The Itô–Taylor
expansion will play an important role in our proof.
Theorem 3.1. Suppose the drift coefficient a(t, x), the volatility coefficient b(t, x) of SVEs and their first order derivatives are all
continuous and satisfy the global Lipschitz condition. Furthermore, the coefficients and their derivatives, up to order 3, are bounded
by K. Then the IRM scheme defined in (2.5) has the following property.
E(|Xn − Yn|2) ≤ K{|X0 − Y0|2 + h2}.
Proof. As both a(t, x), b(t, x) are differentiable in t , we can rewrite Xt in the following form:
Xt = X0 +
∫ t
0
a(s, Xs)ds+
∫ t
0
b(s, Xs)dWs +
∫ t
0
[∫ s
0
a′t(s, Xu)du
]
ds+
∫ t
0
[∫ s
0
b′t(s, Xu)dWu
]
ds. (3.1)
Hence, we have:
dXs = a(s, Xs)ds+ b(s, Xs)dWs +
∫ s
0
a′t(s, Xr)dr

ds+
∫ s
0
b′t(s, Xr)dWr

ds;
and quadratic variation
⟨X⟩t =
∫ t
0
b2(s, Xs)ds.
C.H. Wen, T.S. Zhang / Journal of Computational and Applied Mathematics 235 (2011) 2492–2501 2495
Since X is a semi-martingale, for given t ≥ 0, we apply the Itô formula to a(t, Xs), b(t, Xs) to obtain for s ≥ ti
a(t, Xs) = a(t, Xi)+
∫ s
ti
a′x(t, Xu)dXu +
1
2
∫ s
ti
a′′x (t, Xu)d⟨X⟩u
= a(t, Xi)+
∫ s
ti
a′x(t, Xu)a(u, Xu)du+
∫ s
ti
a′x(t, Xu)b(u, Xu)dWu +
∫ s
ti
a′x(t, Xu)
∫ u
0
a′t(u, Xr)dr

du
+
∫ s
ti
a′x(t, Xu)
∫ u
0
b′t(u, Xr)dWr

du+ 1
2
∫ s
ti
a′′x (t, Xu)b
2(u, Xu)du, (3.2)
and
b(t, Xs) = b(t, Xi)+
∫ s
ti
b′x(t, Xu)dXu +
1
2
∫ s
ti
b′′x (t, Xu)d⟨X⟩u
= b(t, Xi)+
∫ s
ti
b′x(t, Xu)a(u, Xu)du+
∫ s
ti
b′x(t, Xu)b(u, Xu)dWu +
∫ s
ti
b′x(t, Xu)
∫ u
0
a′t(u, Xr)dr

du
+
∫ s
ti
b′x(t, Xu)
∫ u
0
b′t(u, Xr)dWr

du+ 1
2
∫ s
ti
b′′x (t, Xu)b
2(u, Xu)du. (3.3)
Let t = tn, and substitute (3.2) and (3.3) into the stochastic Volterra equation as follows:
Xn = X0 +
n−1
i=0
∫ ti+1
ti
a(tn, Xs)ds+
n−1
i=0
∫ ti+1
ti
b(tn, Xs)dWs. (3.4)
We obtain:
Xn = X0 +
n−1
i=0
∫ ti+1
ti
a(tn, Xi)ds+
n−1
i=0
∫ ti+1
ti
b(tn, Xi)dWs +
n−1
i=0
∫ ti+1
ti
∫ s
ti
a′x(tn, Xu)a(u, Xu)duds
+
n−1
i=0
∫ ti+1
ti
∫ s
ti
b′x(tn, Xu)a(u, Xu)dudWs
+
n−1
i=0
∫ ti+1
ti
∫ s
ti
a′x(tn, Xu)b(u, Xu)dWuds (3.5)
+
n−1
i=0
∫ ti+1
ti
∫ s
ti
b′x(tn, Xu)b(u, Xu)dWudWs (3.6)
+
n−1
i=0
∫ ti+1
ti
∫ s
ti
a′x(tn, Xu)
∫ u
0
a′t(u, Xr)dr

duds+
n−1
i=0
∫ ti+1
ti
∫ s
ti
b′x(tn, Xu)
∫ u
0
a′t(u, Xr)dr

dudWs
+
n−1
i=0
∫ ti+1
ti
∫ s
ti
a′x(tn, Xu)
∫ u
0
b′t(u, Xr)dWr

duds+
n−1
i=0
∫ ti+1
ti
∫ s
ti
b′x(tn, Xu)
∫ u
0
b′t(u, Xr)dWr

dudWs
+
n−1
i=0
∫ ti+1
ti
1
2
∫ s
ti
a′′x (tn, Xu)b
2(u, Xu)duds
+
n−1
i=0
∫ ti+1
ti
1
2
∫ s
ti
b′′x (tn, Xu)b
2(u, Xu)dudWs. (3.7)
Applying Itô formula again to a′x(t, Xu)b(u, Xu) and b′x(t, Xu)b(u, Xu), we get that for u ≥ ti,
a′x(t, Xu)b(u, Xu) = a′x(t, Xi)b(ti, Xi)+
∫ u
ti
a′x(t, Xz)b
′
t(z, Xz)dz
+
∫ u
ti
(a′′x (t, Xz)b(z, Xz)+ a′x(t, Xz)b′x(z, Xz))a(z, Xz)dz
+
∫ u
ti
(a′′x (t, Xz)b(z, Xz)+ a′x(t, Xz)b′x(z, Xz))b(z, Xz)dWz
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+
∫ u
ti
[
(a′′x (t, Xz)b(z, Xz)+ a′x(t, Xz)b′x(z, Xz))
∫ z
0
a′t(z, Xr)dr
]
dz
+
∫ u
ti
[
(a′′x (t, Xu)b(z, Xz)+ a′x(t, Xz)b′x(z, Xz))
∫ z
0
b′t(z, Xr)dWr
]
dz
+ 1
2
∫ u
ti
[(a′′′x (t, Xz)b(z, Xz)+ a′x(t, Xz)b′′x (z, Xz)+ 2a′′x (t, Xz)b′x(z, Xz))b2(z, Xz)]dz; (3.8)
and
b′x(t, Xu)b(u, Xu) = b′x(t, Xi)b(ti, Xi)+
∫ u
ti
b′x(t, Xz)b
′
t(z, Xz)dz
+
∫ u
ti
(b′′x (t, Xz)b(z, Xz)+ b′x(t, Xz)b′x(z, Xz))a(z, Xz)dz
+
∫ u
ti
(b′′x (t, Xz)b(z, Xz)+ b′x(t, Xz)b′x(z, Xz))b(z, Xz)dWz
+
∫ u
ti
[
(b′′x (t, Xz)b(z, Xz)+ b′x(t, Xz)b′x(z, Xz))
∫ z
0
a′t(z, Xr)dr
]
dz
+
∫ u
ti
[
(b′′x (t, Xu)b(z, Xz)+ b′x(t, Xz)b′x(z, Xz))
∫ z
0
b′t(z, Xr)dWr
]
dz
+ 1
2
∫ u
ti
[(b′′′x (t, Xz)b(z, Xz)+ b′x(t, Xz)b′′x (z, Xz)+ 2b′′x (t, Xz)b′x(z, Xz))b2(z, Xz)]dz. (3.9)
Let t = tn and substitute (3.8) and (3.9) into (3.5) and (3.6). We finally write Xn as follows.
Xn = X0 +
n−1
i=0
∫ ti+1
ti
a(tn, Xi)ds+
n−1
i=0
∫ ti+1
ti
b(tn, Xi)dWs +
n−1
i=0
∫ ti+1
ti
∫ s
ti
a′x(tn, Xi)b(ti, Xi)dWuds
+
n−1
i=0
∫ ti+1
ti
∫ s
ti
b′x(tn, Xi)b(ti, Xi)dWudWs + An + Bn + Cn + Dn, (3.10)
where
An =
∫ tn
0
∫ s
sn
a′x(tn, Xu)a(u, Xu)duds+
∫ tn
0
∫ s
sn
a′x(tn, Xu)
∫ u
0
a′t(u, Xr)dr

duds
+
∫ tn
0
∫ s
sn
a′x(tn, Xu)
∫ u
0
b′t(u, Xr)dWr

duds+ 1
2
∫ tn
0
∫ s
sn
a′′x (tn, Xu)b
2(u, Xu)duds;
Bn =
∫ tn
0
∫ s
sn
b′x(tn, Xu)a(u, Xu)dudWs +
∫ tn
0
∫ s
sn
b′x(tn, Xu)
∫ u
0
a′t(u, Xr)dr

dudWs
+
∫ tn
0
∫ s
sn
b′x(tn, Xu)
∫ u
0
b′t(u, Xr)dWr

dudWs + 12
∫ tn
0
∫ s
sn
b′′x (tn, Xu)b
2(u, Xu)dudWs; (3.11)
and
Cn =
∫ tn
0
∫ s
sn
∫ u
un
a′x(tn, Xz)b
′
t(z, Xz)dzdWuds
+
∫ tn
0
∫ s
sn
∫ u
un
(a′′x (tn, Xz)b(z, Xz)+ a′x(tn, Xz)b′x(z, Xz))a(z, Xz)dzdWuds
+
∫ tn
0
∫ s
sn
∫ u
un
(a′′x (tn, Xz)b(z, Xz)+ a′x(tn, Xz)b′x(z, Xz))b(z, Xz)dWzdWuds
+
∫ tn
0
∫ s
sn
∫ u
un
[
(a′′x (tn, Xz)b(z, Xz)+ a′x(tn, Xz)b′x(z, Xz))
∫ z
0
a′t(z, Xr)dr
]
dzdWuds
+
∫ tn
0
∫ s
sn
∫ u
un
[
(a′′x (tn, Xz)b(z, Xz)+ a′x(tn, Xz)b′x(z, Xz))
∫ z
0
b′t(z, Xr)dWr
]
dzdWuds
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+ 1
2
∫ tn
0
∫ s
sn
∫ u
un
[(a′′′x (tn, Xz)b(z, Xz)+ a′x(tn, Xz)b′′x (z, Xz)2a′′x (tn, Xz)b′x(z, Xz))b2(z, Xz)]dzdWuds; (3.12)
and
Dn =
∫ tn
0
∫ s
sn
∫ u
un
b′x(tn, Xz)b
′
t(z, Xz)dzdWudWs
+
∫ tn
0
∫ s
sn
∫ u
un
(b′′x (tn, Xz)b(z, Xz)+ b′x(tn, Xz)b′x(z, Xz))a(z, Xz)dzdWudWs
+
∫ tn
0
∫ s
sn
∫ u
un
(b′′x (tn, Xz)b(z, Xz)+ b′x(tn, Xz)b′x(z, Xz))b(z, Xz)dWzdWudWs
+
∫ tn
0
∫ s
sn
∫ u
un
[
(b′′x (tn, Xz)b(z, Xz)+ b′x(tn, Xz)b′x(z, Xz))
∫ z
0
a′t(z, Xr)dr
]
dzdWudWs
+
∫ tn
0
∫ s
sn
∫ u
un
[
(b′′x (tn, Xz)b(z, Xz)+ b′x(tn, Xz)b′x(z, Xz))
∫ z
0
b′t(z, Xr)dWr
]
dzdWudWs
+ 1
2
∫ tn
0
∫ s
sn
∫ u
un
[(b′′′x (tn, Xz)b(z, Xz)+ b′x(tn, Xz)b′′x (z, Xz)2b′′x (tn, Xz)b′x(z, Xz))b2(z, Xz)]dzdWudWs. (3.13)
Note that in Cn and Dn, we have un = sn. Define:
Zn = E(|Xn − Yn|2).
In view of (3.10), we have
Zn ≤ K(X0 − Y0)2 + KI1 + KI2, (3.14)
where
I1 = E
n−1
i=0
∫ ti+1
ti
a(tn, Xi)− a(tn, Yi)ds+
n−1
i=0
∫ ti+1
ti
b(tn, Xi)− b(tn, Yi)dWs
+
n−1
i=0
∫ ti+1
ti
∫ s
ti
a′x(tn, Xi)b(ti, Xi)− a′x(tn, Yi)b(ti, Yi)dWuds
+
n−1
i=0
∫ ti+1
ti
∫ s
ti
b′x(tn, Xi)b
′
x(ti, Xi)− b′x(tn, Yi)b′x(ti, Yi)dWudWs

2 
; (3.15)
and
I2 = E(|An + Bn + Cn + Dn|2).
Applying Itô-isometry, Cauchy’s inequality and global Lipschitz condition, we have:
I1 = E
[∫ tn
0
(a(tn, Xsn)− a(tn, Ysn))ds+
∫ tn
0
(b(tn, Xsn)− b(tn, Ysn))dWs +
∫ tn
0
∫ s
sn
(a′x(tn, Xsn)b(sn, Xsn)
− a′x(tn, Ysn)b(sn, Ysn))dWuds+
∫ tn
0
∫ s
sn
(b′x(tn, Xsn)b(sn, Xsn)− b′x(tn, Ysn)b(sn, Ysn))dWudWs
]2
≤ 4(T + 1)K
∫ tn
0
E(|Xsn − Ysn |2)ds+ 4(T + 1)K
∫ tn
0
∫ s
sn
E(|Xsn − Ysn |2)duds
≤ 4(T + 1)Kh
n−1
i=0
Zi + 4(T + 1)Kh2
n−1
i=0
Zi. (3.16)
Therefore we have
I1 ≤ Kh
n−1
i=0
Zi. (3.17)
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Applying Ito-isometry, Cauchy’s inequality, we can verify that each term in I2 is O(h2). Therefore, we obtain:
I2 ≤ Kh2. (3.18)
Combining (3.14), (3.17) and (3.18), we get
Zn ≤ (X0 − Y0)2 + Kh
n−1
i=0
Zi + Kh2.
Applying the discrete Gronwall inequality, we obtain the final result (3.1). 
4. Explicit IRM scheme
In this section, we shall introduce a class of explicit improved rectangular method which avoids derivatives in the same
way that Runge–Kutta schemes for deterministic cases. We shall see that the explicit scheme presented in this section
still keeps the convergence rate of O(h) but is more effective with respect to computation speed as they avoid calculating
derivative in each iteration.
As in Section 3, consider the improved rectangular method (IRM) of the form:
Yn+1 = Y0 +
n−
i=0
∫ ti+1
ti
a(tn+1, Yi)ds+
n−
i=0
∫ ti+1
ti
b(tn+1, Yi)dWs
+
n−
i=0
∫ ti+1
ti
∫ s
ti
a′x(tn+1, Yi)b(ti, Yi)dWuds+
n−
i=0
∫ ti+1
ti
∫ s
ti
b′x(tn+1, Yi)b(ti, Yi)dWudWs. (4.1)
We further estimate the two terms: a′x(tn+1, Yi)b(ti, Yi), b′x(tn+1, Yi)b(ti, Yi) for i = 0, 1 . . . n. Let a = a(ti, Yi), b = b(ti, Yi).
Using the Taylor expansion, we can get:
a(tn+1, Yi + ah+ b
√
h)− a(tn+1, Yi)√
h
= ba′x(tn+1, Yi)+ aa′x(tn+1, Yi)
√
h
+ a′′x (tn+1, Yi + θ1(ah+ b
√
h))(a
√
h+ b)2√h,
where θ1 ∈ (0, 1).
b(tn+1, Yi + ah+ b
√
h)− b(tn+1, Yi)√
h
= bb′x(tn+1, Yi)+ ab′x(tn+1, Yi)
√
h
+ b′′x (tn+1, Yi + θ2(ah+ b
√
h))(a
√
h+ b)2√h,
where θ2 ∈ (0, 1).
Therefore we propose an explicit scheme for the SVE as:
Yˆn+1 = Y0 +
n−
i=0
∫ ti+1
ti
a(tn+1, Yˆi)ds+
n−
i=0
∫ ti+1
ti
b(tn+1, Yˆi)dWs
+
n−
i=0
∫ ti+1
ti
∫ s
ti
a(tn+1, Yˆi + aih+ bi
√
h)− a(tn+1, Yˆi)√
h
dWuds
+
n−
i=0
∫ ti+1
ti
∫ s
ti
b(tn+1, Yˆi + aih+ bi
√
h)− b(tn+1, Yˆi)√
h
dWudWs, (4.2)
where ai = a(ti, Yˆi) and bi = b(ti, Yˆi).
First we have
Lemma 4.2. Assume that the global Lipschitz condition for the coefficients holds. Then there exists a constant C, such that
E[|Yˆn|2] ≤ CE(1+ |Y0|2).
This is a straightforward consequence of Itô-isometry. We skip the proof here.
Theorem 4.3. Let Yˆn be an approximation defined by the explicit formula (4.2). Xn is the strong solution of stochastic Volterra
equation (SVE). Then
E(|Xn − Yˆn|2) ≤ Kh2.
Proof. By Theorem 3.1, to prove the above theorem we only need to show that:
Zn = E[|Yˆn − Yn|2] ≤ Kh2.
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By the Itô-isometry, global Lipschitz condition, and Cauchy inequality we have
Zn+1 = E
 n−
i=0
∫ ti+1
ti
a(tn+1, Yˆi)− a(tn+1, Yi)ds +
n−
i=0
∫ ti+1
ti
b(tn+1, Yˆi)− b(tn+1, Yi)dWs
+
n−
i=0
∫ ti+1
ti
∫ s
ti
a(tn+1, Yˆi + aih+ bi
√
h)− a(tn+1, Yˆi)√
h
dWuds
−
n−
i=0
∫ ti+1
ti
∫ s
ti
b(ti, Yi)a′x(tn+1, Yi)dWuds
+
n−
i=0
∫ ti+1
ti
∫ s
ti
b(tn+1, Yˆi + aih+ bi
√
h)− b(tn+1, Yˆi)√
h
dWudWs
−
n−
i=0
∫ ti+1
ti
∫ s
ti
b(ti, Yi)b′x(tn+1, Yi)dWudWs

2 
≤ Kh

n−
i=0
Zi

+ E

n−
i=0
Ri
2
+ E

n−
i=0
Hi
2
, (4.3)
where
Ri =
∫ ti+1
ti
∫ s
ti
a(tn+1, Yˆi + aih+ bi
√
h)− a(tn+1, Yˆi)√
h
dWuds−
∫ ti+1
ti
∫ s
ti
b(ti, Yˆi)a′x(tn+1, Yˆi)dWuds
=
∫ ti+1
ti
∫ s
ti
{aia′x(tn+1, Yˆi)
√
h+ a′′x (tn+1, Yˆi + θ1(aih+ bi
√
h))(ai
√
h+ bi)2
√
h}dWuds, (4.4)
for some θ1 ∈ (0, 1), and
Hi =
∫ ti+1
ti
∫ s
ti
b(tn+1, Yˆi + aih+ bi
√
h)− b(tn+1, Yˆi)√
h
dWudWs −
∫ ti+1
ti
∫ s
ti
b(ti, Yˆi)b′x(tn+1, Yˆi)dWudWs
=
∫ ti+1
ti
∫ s
ti
{aib′x(tn+1, Yˆi)
√
h+ b′′x (tn+1, Yˆi + θ2(aih+ bi
√
h))(ai
√
h+ bi)2
√
h}dWudWs
for some θ2 ∈ (0, 1).
Now
R = E

n−
i=0
Ri
2
= E
 n−
i=0
∫ ti+1
ti
∫ s
ti
{aia′x(tn+1, Yˆi)
√
h + a′′x (tn+1, Yˆi + θ1(aih+ bi
√
h))(ai
√
h+ bi)2
√
h}dWuds
 
2
≤ Th
∫ tn+1
0
∫ s
sn
E{asna′x(tn+1, Yˆsn)+ a′′x (tn+1, Yˆsn + θ1(asnh+ bsn
√
h))(asn
√
h+ bsn)2}2duds
≤ KT 2h2, (4.5)
and
H = E

n−
i=0
Hi
2
= E

n−
i=0
∫ ti+1
ti
∫ s
ti
{aib′x(tn+1, Yˆi)
√
h + b′′x (tn+1, Yˆi + θ2(aih+ bi
√
h))(ai
√
h+ bi)2
√
h}dWudWs
2
≤ h
∫ tn+1
0
∫ s
sn
E{asnb′x(tn+1, Yˆsn)+ b′′x (tn+1, Yˆsn + θ2(asnh+ bsn
√
h))(asn
√
h+ bsn)2}2duds
≤ KTh2. (4.6)
2500 C.H. Wen, T.S. Zhang / Journal of Computational and Applied Mathematics 235 (2011) 2492–2501
Fig. 1. RM and IRM error plots: dashed red line is the appropriate reference slope in each case, where left hand is for RM approximation and right hand is
for IRM approximation. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
Using (4.3), (4.5) and (4.6) we arrive at
Zn+1 ≤ Kh
n−
i=0
Zi + Kh2. (4.7)
The required assertion follows from the discrete Gronwall inequality. 
5. Numerical simulation
We follow the paper [17] to illustrate the algorithms introduced in this paper and [16]. For simplicity, we solve the
following example equation without drift terms in rectangular and improved rectangular methods.
Xt = X0 + β
∫ t
0
tXsdWs, (5.1)
where X0 = 0.5,β = 1.0 and t ∈ [0, 1].We compute 500 different discretized Brownian paths over [0, 1]with δt = 2−11. As
the closed form solution to Eq. (5.1) is not available, we take the numerical solutionwith∆t = δt to be a good approximation
of the exact solution and compare this with other approximations using∆t = {16δt, 32δt, 64δt, 128δt}.
In our numerical examples, we compute the error at the endpoint T = 1, and hence derive the strong order of
convergence γ such that
e∆t = E|XT − Y (T )| ≤ C∆tγ .
In Fig. 1, we plot the approximations to e∆t against ∆t on a log–log scale. The left-hand plot shows the RM approximation
with the blue asterisks connected with solid lines and a dashed red line of slope one-half. While, the right-hand plot shows
the IRM approximationwith the blue asterisks connectedwith solid lines and a dashed red line of slope one.We can see that
the slopes of the approximated curves match quite well with those of the reference curves. Employing least square fit for a
power law relation: e∆t = C∆tq on both implementations, we have the value of 0.5109 for qwith a least square residual of
0.0190 for RM approximation and the value of 1.0208 for qwith a least square residual of 0.0376 for the IRM approximation.
Therefore, the numerical results are consistent with the strong order of convergence of one-half for RMmethod and one for
IRM method.
This paper proved the order of strong convergence of the improved rectangularmethods for stochastic Volterra equations.
Simple numerical schemes demonstrated its numerical procedures. However, due to the availability of exact solution of
stochastic Volterra equation, we use the approximated solution with small steps to substitute the true solution. Although
the numerical stability theory has been well studied for the stochastic differential equations [10,18], there are very few
papers addressing the analytical and numerical stability of stochastic Volterra equations. Further research could be done to
study the stability of the proposed numerical method.
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