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Summary
A three dimensional continuum multiscale, thermo-mechanically coupled, -
nite deformation and crystal mechanics based constitutive theory to describe the
phenomenon of elastic strain energy and surface and interface energy minimiz-
ing boundary migration in polycrystalline metallic materials has been developed,
within a framework that accounts for the basic laws of continuum thermodynamics.
By proper determination of a representative volume element (RVE) and formulat-
ing the theory using the principles of thermodynamics and the concept of micro-
force balance, a set of coupled kinetic relations for the phase elds including the
volume fractions of the species or order parameters and novelly introduced prox-
imity parameters are derived at mesoscale. The mesoscale constitutive equations
are then homogenized to result in physically meaningful macroscopic constitutive
relations. The developed multiscale theory is then implemented in the commer-
cially available nite-element program Abaqus/Standard using a multiscale nested
computational algorithm with a two way concurrent feedback between the defor-
mation state and the microstructure. Deformation is simulated by the nite ele-
ment method, while grain growth is calculated by the phase eld approach. Later
on, the model parameters are related to the physical material properties of grain
boundary and free surface and the developed multiscale model and its numerical
implementation are veried against some benchmark examples. As an application
of the theory, realistic simulations of strain-energy and surface and interface en-
ergy minimizing abnormal grain growth in polycrystalline copper thin lms are
performed. After calibrating the material parameters in the constitutive model
vii
using experimental data available in the literature, we show that our coupled
nite-element and phase-eld simulations are able to qualitatively and quantita-
tively match the experimental texture transition and microstructure evolution in
polycrystalline copper thin lms during the annealing process to good accord. In
particular, the simulations show that grain growth stagnation forces can cause the
broad texture transition seen in the experiments, grain boundary motion during
the annealing process becomes more sluggish with increasing lm thickness, and
grain growth kinetics is strongly aected by lm-substrate interaction.
To complement the multiscale theory, a general theory of stressed grain growth
applicable to strain energy minimizing boundary migration in miniature structures
is developed subsequently. Specically, a three dimensional continuum, thermo-
mechanically coupled, small deformation and crystal mechanics based constitutive
theory to describe the phenomenon of stressed boundary migration in polycrys-
talline metallic miniature components has been developed based on a Gibbs free
energy formulation and within a framework that accounts for the laws of contin-
uum thermodynamics. Beneting from the principles of thermodynamics and the
theory of micro-force balance, a set of coupled kinetic relations for the phase elds
are derived. The theory is further advanced by introducing the iso-strain and iso-
stress mixture theories into the model. The general theory is then implemented
in Abaqus/Standard using a numerical algorithm similar to the aforementioned
multiscale computational algorithm augmented with a novel coupling procedure
between the nite element and phase eld methods at mesoscale. As a benchmark
example, simulations of strain energy minimizing boundary migration in copper
bicrystals under both strain-controlled and stress-controlled loading conditions
are performed and compared against analytical solutions. The applicability of the
model is shown by simulations of stressed grain growth in a typical polycrystalline
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Most metallic materials are heterogeneous at meso and micro scales. They are
composed of an assembly of ordered crystalline domains or grains segregated by
regions of disorder called grain boundaries. An example of such polycrystalline
microstructure is shown in Figure 1.1 in which dierent grains are recognized by
dierent colors. Generally, each grain is identied by its specic crystallographic
orientation with respect to a xed coordinate system, commonly the sample coor-
dinates. Material properties and functionality at macroscopic level depends on its
microstructure characteristics including the shape, size, orientation and distribu-
tion of the grains. Otherwise oriented grains or phases across grain boundary can
transform to each other through grain boundary migration. Boundary migration
at microscopic level is viewed as the evolution of the microstructure at meso scale.
Microstructure evolution is of great technological importance as it can drastically
change the statistical characteristics of a microstructure. For example the proper-
ties, performance and reliability of thin lms in various applications in electronic
and magnetic devices and systems are highly aected by the grain topology, mean







Figure 1.1: (a) Schematic representation of a polycrystalline microstructure and (b)
Schematic atomic scale view of a triple junction grain boundary.
There are various kinds of driving forces responsible for boundary migration in
metallic polycrystalline materials. These driving forces arise from naturally dif-
ferent sources including the stored deformation energy in dislocation structures,
grain boundary energy, surface energy, chemical potential, magnetic eld, elas-
tic strain energy and temperature gradient (Gottstein and Shvindlerman, 2009).
These forces move the boundary in such a way to minimize the free energy of
a polycrystalline body which is a thermodynamically meta-stable domain. The
most basic type of boundary movement is that caused by the capillarity eect.
The capillarity eect or the so-called curvature-driven boundary migration tries
to minimize the total grain boundary energy of the system by reducing the to-
tal grain boundary area through the process of normal grain growth. In normal
growth, bigger grains grow at the expense of smaller grains to reduce the total
grain boundary area. On the other hand is the abnormal grain growth which is
the selective growth of a subpopulation of grains at the expense of the others. Ab-
normal growth may be on account of grain orientation specic driving forces that
can arise from several sources like surface eects and thermomechanical loading.
In what follows, such phenomena are briey reviewed with an emphasis on abnor-
mal grain growth in thin lms. For each case, state of the art studies, whether
experimental or theoretical, are mentioned as examples.
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1.1 Surface and interface energy eects
As shown in Figure 1.2 by a schematic atomic-scale view of a free surface,
atoms at a free surface or an interface are generally less constrained compared to
those deep into the bulk of material. As a result is an excess free energy over that
of the bulk associated with these atoms, called the surface free energy which can
aect the overall physical characteristics of miniature structures (Dingreville et al.,
2005). In micro and nano size structures such as thin lms where the surface area
to volume ratio becomes signicant, the dierence in surface free energy among
grains with dierent orientations can produce a driving pressure for boundary
migration. For thin lms on substrates the free surface and lm-substrate interface
free energies of a grain strongly depend on its orientation with respect to the plane
of the lm. Such a dierence in free energy can lead to the abnormal growth of
grains with less surface and interface energies at the expense of those with higher
energies (Thompson and Carel, 1995; Carel et al., 1996). Therefore, the so-called
surface and interface energy minimizing boundary migration tries to minimize the
total surface and interface energy of a system.
Figure 1.2: Schematic atomic-scale view at free surface of a crystalline material. The
surface atoms (red colour) have an excess surface free energy over those in the bulk
(yellow colour).
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1.2 Eect of thermomechanical loading
Thermo-mechanical loading can also promote abnormal grain growth in a wide
range of phenomena such as primary and secondary recrystallization, static and
dynamic recrystallization, strain induced boundary migration (SIBM) and elastic
strain energy minimizing grain growth.
Primary or discontinuous recrystallization involves nucleation and growth of
strain free grains in specic regions of the microstructure (Raabe and Becker,
2000). These new grains consume the deformed or recovered microstructure via
secondary or continuous recrystallization until the original grains are entirely re-
placed by new ones. Recrystallization is called static when it occurs subsequent to
the deformation (Takaki and Tomita, 2010). On the other hand, dynamic recrys-
tallization is when nucleation and growth of new grains occurs during deformation
(Takaki et al., 2009). Strain induced boundary migration or SIBM is the migra-
tion of a preexisting grain boundary driven by the dierence of dislocation energy
across grain boundary (Beck and Sperry, 1950). The region swept by the bound-
ary through SIBM has a lower dislocation content and the same orientation as
the old grain from which it was grown. Generally, SIBM is dominant for low re-
duction deformations beyond which recrystallization with the appearance of new
orientations occurs. Similar to the recrystallization, SIBM can be subsequent to
deformation i.e. static SIBM (Stojakovic et al., 2008) or happening concurrently
that is dynamic SIBM (Ciulik and Tale, 2009; Battaile et al., 2007).
Elastic strain energy minimizing grain growth is a well known microstructure
and texture evolution mechanism in thin lms and interconnects (Thompson and
Carel, 1996). For thin lms on thick substrates, post deposition annealing can
cause elastic deformation of the lm due to the dierence in thermal expansion
coecients of the lm and substrate. dierent thermal expansions of the lm and
substrate during post-deposition annealing can induce a substantial elastic strain
in the lm. Elastic anisotropy of grains can therefore lead to elastic strain energy
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dierences among grains and abnormal boundary migration. Substrate bending
in lms deposited on cantilevers can also cause abnormal boundary migration via
strain energy minimizing grain growth (Nix, 1989). Microstructure evolution in
copper and aluminum interconnects is another example of strain energy minimizing
grain growth which is of great technological importance (Besser et al., 2001; Lee
and Lee, 2003).
The relationship between Deformation and microstructure evolution has been
the subject of many studies during the past decades. With recent advances in mi-
crostructure characterization tools, the topic has gained even more attraction. Via
fundamental research on high-purity aluminum bicrystals, Winning et al. (2001,
2002) investigated the motion of planar and curved tilt grain boundaries under
the eect of applied shear stresses. The migration of low and high angle grain
boundaries were attributed to the movement of the grain boundary dislocations.
Later on, Winning and Schafer (2006) could demonstrate the profound inuence
of mechanical loading on recrystallization kinetics and microstructure evolution
which can be used for grain boundary engineering. Stojakovic et al. (2008) devel-
oped a processing route to recover the desired bre texture in iron-silicon electrical
steel using SIBM. Two steps of light rolling and subsequent annealing were found
to greatly restore the pre-existing desired bre texture. This was attributed to the
growth of pre-existing grains with near the ideal orientation by SIBM. In another
study, Ciulik and Tale (2009) could produce large single crystals of molybdenum
from polycrystalline samples in the solid state using dynamic SIBM. They found
plastic straining to be necessary for initiation and propagation of SIBM. Recently,
Yogo et al. (2009) were able to detect the onset and measure the rate of SIBM by
inventing an in situ observation method for microstructural changes during hot
deformation.
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1.3 Abnormal grain growth in thin lms
Due to its technological importance, abnormal grain growth in thin lms have
been the focus of many researchers specially in recent years. There have been sev-
eral experimental and theoretical studies on microstructure and texture evolution
in thin lms; out of which a few are reviewed here.
1.3.1 Experimental studies
In a comprehensive study, Sonnweber-Ribic et al. (2006) investigated the tex-
ture transition in copper thin lms on polyimide substrates as a function of lm
thickness during post-deposition annealing. Copper lms with dierent thick-
nesses from 0.5 to 10 m were deposited on polyimide substrate and annealed
at 330C for 2 hours to reach at a stable microstructure. Automated electron
backscatter diraction (EBSD) microscopy were then used to characterize the
microstructure and its statistical details. The EBSD orientation map of the as-
deposited microstructure and those of the annealed lms are shown in Figures 1.3










Figure 1.4: EBSD orientation maps of the annealed copper lms on polyimide sub-
strate for dierent lm thicknesses of h = 0.5, 1, 3, 5, 10 m (Sonnweber-Ribic et al.,
2006).
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attributed to the competition between the surface and interface energy minimizing
and strain energy minimizing driving forces during abnormal grain growth.
In an attempt at microstructure optimization, Seita et al. (2010) could reach
at biaxially textured silver lms via a combination of post-deposition annealing
and self-ion bombardment which caused stress-induced texture evolution. Plastic-
ity can also promote abnormal grain growth in thin lms. In tensile experiments
on submicron free standing nanocrystalline Aluminum lms, Gianola et al. (2006)
observed room temperature stress-driven grain growth which could enhance duc-
tility at the expense of reduced strength. These kinds of abnormal grain growth
were also seen in general multi-axial loading conditions in experiments on micro-
tensile free-standing thin lm specimens with hole patterns (Rupert et al., 2009).
A particular example in micro-electronics industry is abnormal grain growth in
copper and aluminum interconnect lines. Previous research has shown that strain
energy and surface energy minimizing driving forces are responsible for the mi-
crostructure and texture evolution in interconnect (Besser et al., 2001; Lee and
Lee, 2003).
1.3.2 Theoretical studies
As a multidisciplinary eld of study, the theoretical modeling of the coupling
between thermomechanical loading and microstructure evolution has attracted the
researchers' attention and a wide range of methods have been proposed. Based on
a series of experimental and theoretical studies on abnormal grain growth in metal-
lic thin lms on thick metal substrates, Carel et al. (1996) invented a promising
simulation method for abnormal grain growth. They proposed a two-dimensional
front-tracking model of boundary migration which could well capture the quali-
tative aspects of their experiments on abnormal grain growth in Ni thin lms on
Silicon substrates (Thompson and Carel, 1995, 1996). Aside from the capillar-
ity eect, the surface free energy and strain energy eects were included in this
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model. The surface and interface energy eects were considered as average values
based on the simplest assumption of a uniform distribution through thickness. On
the other hand, thermal mismatch strain due to dierential thermal expansions
of the lm and thick substrate was supposed to be totally accommodated by the
lm. The eect of such deformation was simulated by giving constant values of
strain energy density to grains with dierent orientations based on their in-plane
stiness.
Raabe and Becker (2000) developed a 2D model of primary static recrystal-
lization, based on the sequential coupling between visco-plastic crystal plasticity
nite-element model for deformation and a probabilistic kinetic cellular automaton
for microstructure evolution. Some years later, Battaile et al. (2007) developed
a method to simulate the interplay between deformation and microstructure evo-
lution, using a 2D sharp-interface front tracking model for grain growth and a
nite-element polycrystal plasticity model for deformation. In another attempt,
Chen et al. (2004) proposed a variational formulation and a double-grid method
for simulating strain energy driven grain growth in elastically deformed polycrys-
talline materials. To promote from two to three dimensional modeling, Bloomeld
et al. (2008) performed three-dimensional simulations of abnormal grain growth in
polycrystalline copper by coupling between two commercially available softwares,
an interface tracking program for boundary migration and a nite element package
for elastic stress eld calculations. They applied their model to a short section
of a Cu line embedded in oxide to gain a vague qualitative correspondence to the
existing experimental results. Quite recently, there have also been a few studies
which utilize the phase eld method as the microstructure evolution simulator.
By coupling between the crystal plasticity nite element and the multi-phase eld
methods, Takaki et al. (2009) developed a 2D simulation method for dynamic re-
crystallization. Later on, they extended their model to the simulations of static
recrystallization as well (Takaki and Tomita, 2010). Although novel in employing
the phase eld method for boundary migration, their model can not be classied as
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a phenomenological one as it is not thermodynamically consistent and lacks exper-
imental verication. The thermodynamic inconsistency in their theory arises from
the fact that the strain energy minimizing driving force is not derived from the
derivative of a free energy functional in a consistent manner. In additions, some
researchers have used the phase eld method along with a fast Fourier transform
for solving elastic equilibrium equations to simulate two-dimensional elastic strain
driven boundary migration (Tonks and Millett, 2011; Bhattacharyya et al., 2011).
1.3.3 Phase eld modeling
In recent years, the phase eld modeling approach has emerged as a promising
mathematical tool for microstructure evolution simulations in a wide range of ap-
plications (Chen, 2002; Moelans et al., 2008; Steinbach, 2009). Based on a diuse
interface description of the boundary, the method enables three-dimensional simu-
lations of the evolution of microstructure with complex morphologies. Constructed
upon energetic formulation, dierent kinds of thermodynamic driving forces for
boundary migration can straightforwardly be included. In this method, a poly-
crystalline microstructure is represented by a set of non-conserved eld variables
corresponding to each grain or subdomain. Continuous in space and time, each
variable is 1 inside its corresponding grain and 0 elsewhere. Grain boundaries or
sub-domain interfaces are narrow regions of nite thickness over which continuous
and smooth transition of phase elds happens. Derived on the basis of free energy
minimization, a set of kinetic relations for the phase elds implicitly describe the
migration of the boundaries.
The two frequently used phase eld methods for grain growth simulations in
polycrystalline materials are the multi-phase eld model ascribed to Steinbach
et al. (1996) and the continuum eld model attributed to Fan and Chen (1997a)
(Moelans et al., 2009). The major dierence between the two is that in the former
the phase elds are interpreted as the volume fractions of the phases whose sum is
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constrained to be 1 everywhere and every time, while in the latter the phase elds
can change independently without any constraint. In spite of some dierences in
the form of free energy functional and the evolution equation of the phase eld
variables, both methods have given similar results in three-dimensional normal
grain growth simulations (Krill III and Chen, 2002; Kim et al., 2006). For abnor-
mal grain growth simulations by the phase eld method, the free energy functional
is augmented by some extra terms like the elastic free energy term which are writ-
ten as functions of the phase elds. Therefore, the interpretation of the phase
elds as volume fractions seems to be more physical and necessary for the further
development of the model.
Recently, there have been a few studies on the eect of mechanical loading on
grain growth. Tonks and Millett (2011) coupled the phase eld approach with
a spectral stress calculation method to investigate grain growth in an elastically
deformed 2D polycrystalline copper. By some simulations, they concluded that
elastic deformation accelerates grain growth by the preferential growth of grains
with lower elastic strain energies. In a similar work, Bhattacharyya et al. (2011)
studied the stress-driven grain boundary migration of planar and curved bound-
aries by some elementary 2D phase eld simulations.
1.3.4 Gap and Purpose
Overall, all the present models have mainly focused on the hypothetical simula-
tions without experimental evidence and at most on achieving a qualitative insight
into the phenomenon involving coupled deformation and microstructure evolution.
The absence of a phenomenological model which is capable of giving a quantitative
match between the experimental and simulation results seems to be due to the
fact that this topic is an interdisciplinary one among the materials, physical and
mechanical sciences; a fact which makes this achievement quite challenging. Such
an implementation demands for a phenomenological theory based on the princi-
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ples of thermodynamics; a fact which has been ignored in all previous studies. In
addition, to the best of our knowledge there has been no realistic simulations of
stress induced microstructure evolution to display a quantitative match between
simulation and experimental results. It is anticipated that a phenomenological
model with physical material parameters is capable of doing so.
In a general sense, microstructure evolution is mostly a multi-scale phenomena.
In other words, the length scale of variations of global stress and strain elds is
usually much larger than the characteristic length of microstructure. Also, in
many applications microstructure evolution and the variation of stress and strain
elds are coupled with simultaneous mutual inuence. Although truly applicable,
such a multi-scale model is still missing in the literature. In special cases like
polycrystalline interconnect lines where the length scale of thermomechanical elds
variations is in the range of the characteristic length of microstructure, the multi-
scale model can be adjusted to be operating at the sole microscopic level.
From another point of view, the body whose microstructure is evolving may
undergo large deformations and be subject to temperature gradients. For ex-
ample, plastic deformation is usually accompanied by large strains. Also, large
rotations may happen during elastic deformation. Microstructure evolution in mi-
crocantilevers is an example in which the body undergoes large deformations (Gall
et al., 2004; Miller et al., 2007). Thermal eects are important as well; thermome-
chanical strains can produce strain energy dierences among grains which in turn
causes abnormal grain growth. Also, grain boundary mobility is an exponential
function of temperature; a fact that renders large variations in grain boundary
mobility in a nonuniform temperature eld leading to nonuniform grain growth
(Holm et al., 1998; Baker et al., 2008). Therefore, it is a good practice to formulate
the multi-scale model based on a thermomechanically coupled nite deformation
theory.
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The existing phase eld models of microstructure evolution are short of surface
free energy eects and grain growth surface stagnation which are both essential
for realistic simulations of abnormal grain growth in thin lms. As stated before,
in miniature structures surface free energy dierences among grains can provide
additional driving force for boundary migration. In addition, surface stagnation
because of thermal grooving in thin lms is the predominant stagnation mecha-
nism.
In short, the main objectives in the rst part of the present study are to:
 Develop a three dimensional continuum multiscale, thermomechanically cou-
pled, nite-deformation and crystal mechanics based constitutive theory to
describe the phenomenon of elastic strain energy and surface and interface
energy minimizing boundary migration in polycrystalline metallic materials,
within a framework that accounts for the basic laws of continuum thermo-
dynamics;
 Implement the multiscale theory via concurrent coupling between the phase
eld method at meso scale for microstructure evolution and the FEM at
macroscopic level for deformation;
 Provide analytical solutions for some benchmark examples and verify the
proposed theory and its numerical implementation by comparison against
analytical results; and
 For the rst time, to oer realistic simulations of strain-energy and surface
and interface energy minimizing abnormal grain growth in polycrystalline
copper thin lms by presenting a quantitative match between the experi-
mental and simulation results.
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1.4 Stressed grain growth in miniature struc-
tures
In a macro-size component the length scale of variation of the thermome-
chanical elds e.g. stress, strain and temperature elds is much larger than the
characteristic length of the microstructure e.g. average grain size. In such applica-
tions, the reciprocal action between thermomechanical loading and microstructure
evolution is to be described by a multi-scale theory. In such a theory as will be de-
scribed in chapter 2, variation of thermomechanical elds are captured at macro
scale while microstructure details are represented at a lower scale called meso-
scale. However, in micron and submicron components these scales merge into a
single one. In other words the variation of thermomechanical elds occur on the
characteristic length of the microstructure. For instance in copper interconnects,
the stress and strain change considerably across a single grain.
Byminiature structure we mean a body in which the characteristic length of the
microstructure is comparable with the physical dimensions of the body itself. The
topic of abnormal grain growth in miniature structures has gained considerable
attention in recent years. Due to the system size limitations in molecular dynam-
ics (MD) simulations at atomic length scales, mesoscale computational methods
for the simulation of microstructure evolution at grain-scale are of great technical
importance. At both scales, the simplest yet most fundamental example is ab-
normal migration of at boundaries in bicrystals. A bicrystal is composed of two
otherwise oriented grains which are separated by a at boundary. A free energy
dierence across the boundary can cause boundary migration towards the low
energy region in order to minimize the total free energy of the system. Any simu-
lation method aiming at the prediction of polycrystalline microstructure evolution
is to be examined against this benchmark example.
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1.4.1 Abnormal grain growth in bicrystals
Molecular dynamics simulation of boundary migration in bicrystals is mainly
used to study the migration mechanism of individual at boundaries. These sim-
ulations are usually employed to produce input parameters e.g. grain boundary
mobility and energy for use in mesoscale simulations. As a pioneering work, Schon-
felder et al. (1997) introduced a novel MD method to simulate the migration of
an individual at grain boundary in a bicrystal. The driving force for boundary
migration was a constant elastic strain energy dierence between the two grains,
originating from the elastic anisotropy. They examined the migration of high
angle (001) 29 twist boundary in copper and determined its mobility. Some
years later, Zhang et al. (2004a) developed a conceptually similar but technically
dierent strategy to measure the mobility of at grain boundaries with higher
accuracy. While considering the nonlinear elastic eects, they applied their ap-
proach to determine the mobility of a [010] asymmetric tilt 5 grain boundary in
Nickel. To generalize such methods, Janssens et al. (2006) introduced a MD sim-
ulation method augmented with an articial orientation-dependent driving force
on boundaries to calculate the mobility of at boundaries over the large misorien-
tation phase space.
Aside from the computer simulations, experimental methods have also been
used to investigate the migration of at boundaries in bicrystals. Winning et al.
(2001) examined the motion and determined the mobility of some planar tilt
boundaries under the eect of external mechanical shear stresses in aluminum
bicrystals. Migration of a at symmetric tilt boundary under the inuence of
a magnetic driving force in zinc bicrystals was investigated by Sheikh-Ali et al.
(2003). They observed boundary migration towards the grain with higher dia-
magnetic susceptibility i.e. grain with higher free energy and determined grain
boundary mobility by calculating the free energy dierence across the boundary.
15
1.4.2 Abnormal grain growth in polycrystalline Intercon-
nect lines
It has been long known that strain energy and surface and interface energy
minimizing grain growth is responsible for microstructure and texture evolution
in polycrystalline interconnect lines (Riege and Thompson, 1999). Besser et al.
(2001) proposed an experimental method to characterize the microstructure of in-
laid copper interconnect lines. They investigated the eect of annealing conditions
on microstructure and texture evolution of copper interconnects and observed a
predominant (111) texture as a result of surface-energy-minimizing grain growth.
Later on, Lee and Lee (2003) presented a comprehensive study on the eect of
mechanical stresses on the annealing texture evolution in damascene copper inter-
connects. Through experimental and analytical inspections, they concluded that
the annealing texture is a result of strain energy and surface and interface energy
minimizing grain growth. Recently, Brandstetter et al. (2010) utilized transmis-
sion electron microscopy (TEM) to examine the eect of geometrical constraints
on grain morphology evolution in damascene copper interconnects. They inferred
that morphology evolutions during annealing are strongly controlled by the line
width and grain growth is stagnated by geometrical constraints.
In spite of a number of experimental studies, the theoretical studies aimed at
simulation of microstructure and texture evolution in copper interconnects and
generally in miniature structures are quite rare. Bloomeld et al. (2008) com-
bined two commercially available codes, a front tracking algorithm for boundary
migration and a nite element package for calculating the thermomechanical equi-
librium, and performed three-dimensional simulations of stressed grain growth
in polycrystalline copper. They benchmarked their novel approach against the
bicrystal example and observed that under stress-controlled boundary conditions,
the stier grain with lower strain energy grows at the expense of the softer one with
higher strain energy; an observation consistent with the second law of thermody-
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namics. The model was then used to simulate elastic strain energy minimizing
grain growth in an embedded copper interconnect line to gain a general quali-
tative match with experimental evidence. In another study, Radhakrishnan and
Sarma (2009) used a couple nite element-Potts model to simulate grain growth
in copper interconnect under thermomechanical loading caused by thermal mis-
match strains. They could qualitatively reproduce the experimental observations
of Besser et al. (2001) followed by a parametric study on the eect of geometrical
parameters on microstructure characteristics.
1.4.3 Phase eld modeling
Among all simulation methods for microstructure evolution at grain-scale, the
phase eld method has emerged as a powerful tool for continuum description of the
microstructure and its evolution. Phase eld simulations of abnormal boundary
migration in bicrystals at mesoscale is primarily a benchmark example to examine
and verify new theories and computational methods. By coupling between the
phase eld (Fan and Chen, 1997a) and spectral stress calculation (Wang et al.,
2002) methods, Tonks et al. (2010) studied the strain-energy-minimizing migra-
tion of a at boundary in an elastically deformed bicrystal. Although the model
was successful for uniform strain loading conditions, it failed in heterogeneous
strain case in which the higher strain energy grain grew at the expense of the
other; an observation in contrast with the second law of thermodynamics. De-
spite their specious confusing explanation, we believe the inconsistency to be due
to the incompatibility between the mixture theory and applied boundary con-
ditions as will be illustrated in chapter 6. Following the bicrystal simulations,
Tonks and Millett (2011) used the same simulation tool to study the inuence
of applied elastic deformation on microstructure and texture evolution in poly-
crystalline copper. In agreement with intuitive expectations, their results shows
that elastic deformation accelerates grain growth and intensies the orientations
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with lower strain energy under displacement controlled loading conditions. In a
similar work, Bhattacharyya et al. (2011) simplied the phase eld microelasticity
theory of Wang et al. (2002) to investigate stress-driven grain boundary migration
in polycrystalline materials under elastic deformation. They did abnormal grain
growth simulations for some simple grain shapes including a bicrystal. Although
they could see a linear relationship between driving force and migration velocity
of the at boundary, the simulated migration direction violates the second law
of thermodynamics in some loading conditions. specically, the higher strain en-
ergy grain was seen to consume the grain with lower strain energy; an observation
followed by an ostensive description.
1.4.4 Gap and purpose
Overall, the present phase eld models of abnormal grain growth in litera-
ture have failed to address right kinetics of boundary migration even in bicrys-
tals, rather than in polycrystalline samples. Specically, the constant of propor-
tionality between the boundary migration velocity and the free energy dierence
across the boundary which is supposed to be the mobility constant has not been
a unique value for dierent loading conditions. Most prominently, the direction
of boundary migration violates the second law of thermodynamics for certain
boundary conditions. We believe that these shortcomings might be eliminated by
a thermodynamically-consistent formulation and by using mixture theories consis-
tent with the applied boundary conditions. Such robust implementation could be
used to model the microstructure and texture evolution in polycrystalline minia-
ture bodies like interconnect lines.
Although there have been a few works, the modeling of abnormal grain growth
in miniature polycrystalline structures is still a challenge which primarily demands
a thermodynamically-consistent theoretical formulation and a robust numerical
implementation.
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Therefore, the aims of the second part of the present study are to:
 Develop a three dimensional continuum thermomechanically coupled, small-
deformation and crystal mechanics based general constitutive theory to de-
scribe the phenomenon of elastic strain energy minimizing boundary migra-
tion in miniature polycrystalline structures, based upon a Gibbs free energy
formulation and within a framework that accounts for the laws of continuum
thermodynamics;
 Present a robust numerical implementation of the theory based on the cou-
pling between the phase eld and nite element methods with a mutual
two-way feedback between deformation state and microstructure;
 Perform simulations of boundary migration in elastically deformed bicrystals
under both stress-controlled and strain-controlled loading conditions and
compare against analytical solutions to verify the proposed theory and its
numerical implementation; and
 Present simulations of stressed grain growth in polycrystalline samples under
both stress-controlled and strain-controlled boundary conditions followed
by a discussion on the consistency between mixture theory and boundary
condition.
The proposed theory is general in the sense that it can be adapted to any
mixture theory. As the model applications involve small elastic deformations the
theory is formulated using the innitesimal strain theory. Besides the natural cap-
illarity eect, the only driving force for boundary migration is the elastic strain
energy dierence between the phases with dierent crystallographic orientations.
To avoid unnecessary complications, surface eects including the anisotropy of
surface free energy and grain growth stagnation due to surface grooving are not
considered; though the inclusion of such eects is straightforward as will be de-
scribed in the multiscale theory in chapter 2. As the current literature is still
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missing a detailed quantitative study on abnormal grain growth in copper inter-
connects, the application of the proposed model to such examples remains as a
future work. Instead, we have tried to probe into the fundamental features of the
phenomena in chapter 6.
1.5 Thesis outline
In the present chapter, the topic of abnormal grain growth in polycrystalline
metallic materials where introduced with an emphasis on surface and interface en-
ergy minimizing and strain energy minimizing boundary migration. To specialize
our study, abnormal grain growth in thin lms and also in miniature structures
were cortically reviewed with an emphasis on phase eld method as the modeling
tool for microstructure evolution. For each case, specic gaps in existing literature
were highlighted and the objectives of the current study were presented.
In chapter 2, the multiscale theory of stressed grain growth in polycrystalline
metals is presented. The denition of scales and proper selection of a represen-
tative volume element (RVE) are rst elaborated; along with the denition of
basic kinematic variables at meso and macro levels. In section 2.1, the theory of
abnormal grain growth at mesoscale is established. Using the principles of thermo-
dynamics and the concept of micro-force balance (Fried and Gurtin, 1994), a set of
coupled kinetic relations for the phase eld variables governing the microstructure
evolution are derived. The theory includes two sets of phase elds; one set are
the species volume fractions or the order parameters corresponding to each crys-
tal orientation in the RVE and the other includes the novel proximity parameters
corresponding to each type of interface which separates the body under consid-
eration from outside. Proximity parameters bring the excess free energy of the
atoms near the interface or free surface into the theory in a continuum framework
consistent with the phase eld approach. The theory also accounts for the stag-
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nation mechanisms of thermal grooving and volumetric stagnation. The former
is a surface eect because of pinning the boundaries in surface grooves while the
later is a volumetric eect operating in the bulk. In section 2.2, the mesoscale
constitutive equations are carefully homogenized to yield physically meaningful
macroscopic constitutive relations for the whole RVE as a macro material point.
The developed multi-scale model is implemented in the commercially available
nite-element program Abaqus/Standard (Hibbitt et al., 2001), using a nested
computational algorithm with a two way feedback between the deformation state
and the microstructure. Deformation is simulated using the nite element method
(FEM), while grain growth or boundary migration is calculated by the phase led
approach.
In chapter 3, the model parameters describing the inter-species transforma-
tions are rst related to the physical material properties of grain boundary and
the diuse interface thickness as a computational parameter. The proposed mul-
tiscale numerical procedure is then veried against the benchmark example of the
abnormal growth of a spherical grain in section 3.2. Particularly, this example is
a single nite element with one integration point corresponding to an RVE which
is a spherical grain surrounded by an otherwise orientated cubic matrix. Under
macroscopic applied loading the microstructure is evolved by strain energy mini-
mizing abnormal grain growth. Analytical solutions for the spherical grain radius
and the macroscopic stress are given and compared with the simulation results.
In section 3.3, the model parameters describing the excess surface free energy are
rst related to the Gibbs surface energy and the so-called penetration depth of
surface eects as a computational parameter. The novel method of describing the
surface eects by proximity parameters is shown to be capable of reproducing the
MD simulation results in a single phase material as a benchmark example. Later
on, the parameters describing grain growth stagnation are related to a specic sur-
face stagnation parameter and the penetration depth of surface eects. To check
the validity of the proposed model for stagnation because of thermal grooving,
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the phenomena of catenoid formation and thickness eect are simulated in sec-
tions 3.4 and 3.5, respectively. A through thickness columnar grain with circular
prole and constrained by circular grooves at free surfaces is free to minimize its
grain boundary energy inside the lm. The outcome is the hourglass shape of the
catenoid. The thickness eect which is a direct consequence of surface grooving
states that in lms, regardless of the thickness, the average grain size at stagnation
scales with the lm thickness.
Following the benchmark examples, simulations of abnormal grain growth in
thin lms are presented in chapter 4. The proposed multiscale model of abnor-
mal grain growth is employed to simulate the phenomena of texture transition in
copper thin lms on polyimide substrates. After calibrating the material parame-
ters in the constitutive model using experimental data available in the literature,
we show that our coupled nite-element and phase-eld simulations are able to
qualitatively and quantitatively match the experimental texture transition and mi-
crostructure evolution in polycrystalline copper thin lms (Sonnweber-Ribic et al.,
2006) during the annealing process to good accord. The excellent correspondence
between the experimental and simulation results proves the applicability of our
phenomenological model to real life examples. In particular, the simulations show
that (a) grain growth stagnation forces can cause the broad texture transition
seen in the aforementioned experiments, (b) grain boundary motion during the
annealing process becomes more sluggish with increasing lm thickness, and (c)
grain growth kinetics is strongly aected by lm-substrate interaction.
Overall, chapters 2 to 4 are devoted to the multiscale theory of stressed grain
growth and its related subjects. This collection of chapters can be viewed as the
rst part of the present dissertation; while the second part inclusive of chapters
5 and 6 is dedicated to the general theory of stressed grain growth and related
topics as follows.
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To complement the multiscale theory, a general theory of stressed grain growth
applicable to strain energy minimizing boundary migration in miniature structures
is developed in chapter 5. In section 5.1, the principle laws of thermodynamics
along with the concept of micro-force balance (Fried and Gurtin, 1994) are used
to develop the general theory of abnormal grain growth based on a Gibbs free
energy formulation. A set of kinetic relations for the phase eld variables are
derived to implicitly represent the microstructure evolution. The theory is further
advanced in section 5.2 by introducing the iso-strain and iso-stress mixture theories
into the model. The theory is then implemented in the commercially available
nite-element program Abaqus/Standard (Hibbitt et al., 2001) by writing a user
subroutine. The implementation is based on a numerical algorithm with a two
way feedback between the deformation state and the microstructure and a novel
coupling procedure between the nite element and phase eld methods.
The general theory is then used in chapter 6 to simulate the strain energy
minimizing boundary migration in miniature polycrystalline bodies under elastic
deformation. Inspired by MD simulations of boundary migration in bicrystals, cor-
responding mesoscale simulations are performed in section 6.3 to verify the model
and its numerical implementation. Both strain-controlled and stress-controlled
loading conditions, each along with the iso-strain and iso-stress mixture theories
are investigated and the consistency between loading condition and mixture theory
is discussed. To investigate the consistency condition between applied boundary
condition and mixture theory in a general polycrystalline body, in section 6.3 three-
dimensional simulations of abnormal grain growth in a polycrystalline miniature
body with columnar grains is performed.
Overall, the nature of the proposed model, its numerical implementation and
specially its promise in quantitative prediction of microstructure evolution in poly-
crystalline materials are the main contributions of this research. The present study
hopes to provide a platform for modeling phenomena which involve the interplay
23
between thermomechanical loading and microstructure evolution. While limited
to the elastic deformation regime, the model can be extended to include plastic
deformation and plasticity induced boundary migration. Also to avoid unneces-
sary complications, grain boundaries are assumed to be isotropic. However, the
eect of anisotropic grain boundaries can be straightforwardly included (Kazaryan
et al., 2002) and we leave it as a future development.
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Chapter 2
Multiscale Theory of Stressed
Grain Growth
In this chapter, we shall develop a three-dimensional continuum multiscale,
thermo-mechanically coupled, nite-deformation and crystal mechanics based con-
stitutive theory to describe the phenomenon of elastic strain energy and surface
and interface energy minimizing boundary migration in polycrystalline metallic
materials, within a framework that accounts for the basic laws of continuum ther-
modynamics. By proper determination of a representative volume element and
formulating the theory using the principles of thermodynamics and the concept
of micro-force balance (Fried and Gurtin, 1994), a set of coupled kinetic relations
for the phase elds including the species volume fractions or order parameters and
novelly introduced proximity variables are derived at mesoscale. The mesoscale
constitutive equations are then homogenized to result in physically meaningful
macroscopic constitutive relations. The developed multiscale model is imple-
mented in the commercially available nite-element program Abaqus/Standard
(Hibbitt et al., 2001), using a nested computational algorithm with a two way
concurrent feedback between the deformation state and the microstructure.
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2.1 Balance equations, thermodynamic laws and
constitutive model
Consider the macroscopic continuum body with a characteristic length lmacro
shown in Figure 2.1a. We are interested in determining the constitutive response
and the microstructure evolution at an arbitrary macroscopic material point within
the macroscopic continuum body (Figure 2.1a) when this body is subjected to a
deformation and/or thermal history. Let  represent the (absolute) temperature
of the macroscopic material point. We shall term the variable  as the macro-
scopic/macroscale temperature. When the macroscopic body is deformed, the
macroscopic material point experiences a deformation gradient F. We shall term
the variable F as the macroscopic/macroscale deformation gradient.
Upon closer inspection (Figure 2.1b), we see that the macroscopic material
point consists of multiple distinct single-crystal/grain orientations i.e. the macro-
scopic material point has a polycrystalline microstructure. We term a distinct
single-crystal orientation as a species. The statistical information regarding the
microstructural characteristics of the macroscopic material point can be described
by a statistically-representative volume element (SRVE) as shown in Figure 2.1b.
We then ideally represent a given macroscopic material point by periodically re-
peating its attached SRVE in space (Figure 2.1c). Henceforth we assume that
the macroscopic continuum body has locally periodic microstructure and that the
overall response of a given macroscopic material point can be obtained from the
response of its attached SRVE.
Figure 2.1d shows a magnied image of the SRVE where lmeso  lmacro
represents the characteristic length of the SRVE. From a multiscale modeling
aspect, the SRVE represents the structure at the mesoscopic/mesoscale level. The
SRVE occupies a region B in the reference conguration. A particle within the
SRVE is termed as a mesoscale particle (Figure 2.1e). Following the works of
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Macroscopic connuum body




















Macroscopic material point 
Idealizaon  
Figure 2.1: (a) The macroscopic continuum body with a characteristic length lmacro .
The highlighted macroscopic material point has a polycrystalline microstructure; (b)
the magnied image of the highlighted macroscopic material point showing its actual
microstructure and attached statistically-representative volume element (SRVE); (c) the
idealized representation of the actual microstructure within the highlighted macroscopic
material point. The SRVE shown in Figure 2.1b is repeated periodically over the entire
space occupied by the highlighted macroscopic material point; (d) the magnied image of
the SRVE attached to the highlighted macroscopic material point. The SRVE (mesoscale
structure) has a characteristic length lmeso  lmacro ; (e) the magnied image of a given
mesoscale particle within the SRVE. The variable i denotes the volume fraction of
species i within the mesoscale particle , and the integer N represents the total number
of dierent species in the highlighted macroscopic material point.
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Tonks et al. (2010) and Bhattacharyya et al. (2011), each mesoscale particle can
generally represent: (a) a single species i.e. a single-crystal; or (b) a mixture con-
taining multiple species which is used to identify grain-boundaries, triple-junctions
etc1. For simplicity, we shall generally term the material that separates the distinct
single-crystal orientations in the SRVE as mixture regions/domains.
The balance laws, thermodynamic laws and constitutive equations will be for-
mulated within an arbitrary subregion of the SRVE in the reference conguration.
For simplicity, we will (i) neglect the body/inertial forces, heat uxes/sources, and
(ii) assume isothermal conditions.
Let R denote an arbitrary subregion of B. The outward unit normal vector
on the boundary surface 
 of R is denoted by n. We write dA and dV for
the area element and volume element, respectively, in the reference conguration.
Let x denote the position vector of a given mesoscale particle in the reference
conguration and y denote the position vector of the same mesoscale particle in
the current conguration. Using the works of Tonks and co-workers (2010, 2011),
Bhattacharyya et al. (2011) and Kim et al. (2011), we only consider elastic defor-
mations2.
Notation: Second-order tensors are denoted by bold upper-case Roman alpha-
bets e.g. A, A, H etc. The divergence, gradient and Laplacian operators with
respect to the referential coordinates x are denoted by Div, r and r2, respec-
tively. The second-order identity tensor and zero tensor are respectively denoted
by I and 0. The zero vector is denoted by o. The material time derivative of ten-
sor H is denoted by _H. The transpose of tensor A is written as A>. The inverse
of tensors A and A> are respectively written as A 1 and A >. The determinant
1In this work, we idealize the material that separates the distinct single-crystal orientations
in the SRVE i.e. grain-boundaries, triple junctions etc. as regions with nite thickness/volume
across which eld variables vary continuously (Tonks et al., 2010; Bhattacharyya et al., 2011;
Tonks and Millett, 2011).
2We follow the modeling assumptions of Tonks et al. (2010), Bhattacharyya et al. (2011)
and Kim et al. (2011) by neglecting the excess volume associated with the grain boundary
regions. This assumption is reasonably accurate when modeling the grain boundary motion in
polycrystalline FCC metals (Thompson and Carel, 1996).
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of tensor A is denoted by detA. The product between two tensors A and H is
denoted by AH. The scalar product between two vectors a and b is denoted by
a  b. The tensor product between two vectors a and b is denoted by a
 b. The
scalar product between two tensors A and H is denoted by A : H. The symmetric
part of tensor A is denoted by symA  (1=2) (A+A>). The l 2-norm of vector
a is denoted by jaj  pa  a  0.
The mesoscale deformation gradient, F = ry with J = detF > 0. The total
number of dierent species in a macroscopic material point is represented by the
integer N . With integers i = 1; 2; : : : ; N , we denote i as the volume fraction of
species i and it has physical bounds of 0  i  1. We also impose a physical
constraint of
P
i i = 1 =)
P
i
_i = 0. A value of i = 0 indicates that species
i is not present whereas a value of i = 1 indicates that the mesoscale particle
is a single-crystal of species i. As mentioned previously, a mesoscale particle
which contains a mixture of dierent species represents a part of a mixture region.
A value of _i > 0 indicates that species i is growing and a value of _i < 0
indicates that species i is shrinking. If _i = 0, species i is neither growing nor
shrinking. The growth and shrinkage of species due to inter-species conversions
is caused by grain boundary motion/migration. Let  = ( 1; 2; : : : ; N ) and
m = (r1;r2; : : : ;rN ) represent the lists containing the volume fraction of
species and their corresponding material gradient, respectively.
The energetic state of atoms in a body close to the external surfaces can
be greatly inuenced by the presence of the external surfaces. To quantify the
proximity of atoms in a body to a given type of external surface, we introduce a
set of dimensionless phase eld variables which we will term as proximity variables.
Let the integerM denote the total number of dierent types of external surfaces for
a body. The proximity variables are denoted by j where integers j = 1; 2; : : : ;M
represent types of external surfaces for a body e.g. body-substrate interface, body-
free surface interface etc. The variables j are taken to be restricted by 0  j  1.
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A value of j = 1 indicates that the atoms are situated on external surface type
j, and a decreasing value for j indicates a decreasing proximity of the atoms to
external surface type j. Let  = (1; 2; : : : ; M ) represent the list containing
the proximity variables. We also denote m = (r1;r2; : : : ;rM ) as the list
containing the material gradient of proximity variables.
Let the integer P = N +M and integers k = 1; 2; : : : ; P . With scalars k = k
for k = 1; 2; : : : ; N and k = k N for k = N + 1; N + 2; : : : ; P , we list together
the volume fraction of species and proximity variables as  = (1; 2; : : : ; P ).
With vectors mk = rk for k = 1; 2; : : : ; P , we list together the material gradient
of the species volume fraction and proximity variables as m = (m1;m2; : : : ;mP ).
2.1.1 Micro-force balance equation
Using the theory of Fried and Gurtin (1994), we introduce a set of micro-force
systems to describe the forces that perform work associated to (a) microstructure
evolution i.e. the growth/shrinkage of species by grain boundary motion; and
(b) the relaxation of atoms caused by the presence of external surfaces for a
body. With integers k = 1; 2; : : : ; P , the microstructural force system that acts in
response to changes in the microstructural variable k i.e. micro-force system k
consists of (i) a micro-traction vector hk, measured per unit area in the reference
conguration; and (ii) a scalar internal micro-force k, measured per unit volume
in the reference conguration. We neglect the external micro-force in each micro-




hk  n dA =
Z
R
k dV for k = 1; 2; : : : ; P: (2.1)
Using the divergence theorem in Eq. (2.1) and localizing the result within R yields
Divhk = k for k = 1; 2; : : : ; P: (2.2)
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2.1.2 Balance of linear momentum
Let S = JTF > represent the rst Piola-Kircho stress with T being the




Sn dA = o: (2.3)
Using the divergence theorem in Eq. (2.3) and localizing the result within R yields
DivS = o: (2.4)
2.1.3 Balance of angular momentum




y  Sn dA = o: (2.5)
Along with the use of Eqs. (2.4) and S = JTF >, we apply the divergence theorem
in Eq. (2.5) and localize the result within R to obtain
SF> = FS> =) T = T>: (2.6)
Hence, the Cauchy stress is symmetric.
2.1.4 Balance of energy















with _y representing the velocity and u the internal energy measured per unit
reference volume. Since F = ry, we have r _y = _F. Along with the use of
Eqs. (2.2), (2.4), S = JTF > and r _y = _F, we apply the divergence theorem in
Eq. (2.7) and localize the result within R to obtain





k _k + hk  _mk
o!
= _u (2.8)
where the variable L = _FF 1 is the velocity gradient.
2.1.5 Entropy imbalance
Let  denote the (absolute) temperature of a mesoscale particle. We shall
term  as the mesoscale temperature. In the reference conguration, the entropy
imbalance is given by
_Z
R
 dV  0 (2.9)
where  represents the entropy per unit reference volume. Localizing inequal-
ity (2.9) within R results in
_  0: (2.10)
With  representing the Helmholtz free energy measured per unit reference vol-
ume, we have
u =  +  =) _u = _ + _ (2.11)
under isothermal conditions i.e. _ = 0. Since T = T>, substituting Eqs. (2.8) and
(2.11)2 into inequality (2.10) results in the dissipation inequality





k _k + hk  _mk
o!
 _ (2.12)
where the variable D = symL represents the stretching rate.
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2.1.6 Strain measure
In the present work, we dene the mesoscale strain tensor, E as
E = (1=2) fF>F  Ig : (2.13)
Using Eq. (2.13) and _F = LF, we can then write D = F > _EF 1.
2.1.7 Frame-indierence
Consider transformations of the form y(x; t)! Q(t)y(x; t)+q(t) where t rep-
resents the time, Q(t) a proper orthogonal rotation tensor and q(t) a translational
vector. The reference conguration is independent of the choice of such changes
in frame i.e. x ! x. With integers k = 1; 2; : : : ; P , we have the transformation
laws
(a) F! QF, L! QLQ>+ _QQ>, D! QDQ> and E! E ;
(b) S! QS and T! QTQ> ;
(c) u ! u,  !  ,  ! ,  ! , k ! k and k ! k because they are
scalar elds; hk ! hk because they are referential ; mk ! mk because r is the
referential gradient operator.
2.1.8 Free energy
Along with the principle of material frame-indierence discussed above, we use
the works of Fried and Gurtin (1994), Steinbach and Pezzolla (1999) and Tonks
and Millett (2011) to write the Helmholtz free energy per unit reference volume,






+   +  g: (2.14)
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The rst term on the right-hand side of Eq. (2.14) represents the composite free
energy due to the mixture of dierent species with  i =  ^i(E; ; ;m
) repre-
senting the free energy of species i. The variables   =  ^() and  g =  ^g(m)
represent the exchange free energy and the gradient free energy, respectively. The
smooth interpolation scalar functions g(i) with g()ji=0 = 0, g(i)ji=1 = 1 and
g0(i)ji=0 = g0(i)ji=1 = 0 prevent spontaneous inter-species conversions from oc-




The free energy of species i,  i is taken to be
 i =  
e
i +  

i +  
s
i
where  ei =  ^
e
i (E; ) represents the thermo-elastic free energy,  

i =  ^

i () the
purely thermal free energy and  si =  ^
s
i (;m
) the excess surface free energy.
With o denoting a reference temperature, we respectively take the thermo-elastic
free energy and purely thermal free energy for species i as
 ei = T

i : E + (1=2)E : Ci [E]   (   o)Ai : Ci[E];
 i = ci f(   o)   ln(=o)g :
The material parameters Ci, Ai and ci respectively denote the symmetric fourth-
order elastic moduli tensor, the symmetric second-order thermal expansion tensor
and the specic heat for species i. As a rst-cut assumption, we will treat the
material parameters fCi;Ai; cig for each species i as constants. Ci is determined
by the orientation of species i with respect to the crystal lattice coordinate system
as described in Appendix A. The second-order tensor Ti represents the constant-
valued pre-stress for species i.
Compared to atoms situated at locations very far from the external surfaces
i.e. deep in the bulk of the body, atoms which are in close proximity to the ex-
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ternal surfaces will have an excess surface free energy. Accordingly, we follow
the multitude of works performed on the diuse-interface-type treatment of inter-
face motion in metallic alloys (Li and Chen, 1998; Steinbach and Pezzolla, 1999;










for species i. As a rst-cut assumption, the excess surface free energy is taken
to be independent of the strain. The coecients !sij > 0 (units of energy per
unit volume) measure the strength of the excess surface free energy for species
i due to inuence from external surface type j. The non-local interface energy
i.e. the second term on the right-hand side of Eq. (2.15) penalizes the presence
of external surfaces. The material parameters sij > 0 (units of energy per unit
length) represent the interface energy coecient for species i due to the presence of
external surface type j, and these material parameters will introduce length scale-







as constants and neglect the interaction between dierent
external surfaces.










The material parameters !ir = !

ri > 0 (units of energy per unit volume) with
i 6= r dene the potential energy barriers between species i and r in order to
prevent spontaneous conversions between these two species. In the present work,
we will treat the material parameters !ir as constants. Finally, we take gradient
free energy as (Steinbach and Pezzolla, 1999):








The gradient energy coecients gir = 
g
ri > 0 (units of energy per unit length)
with i 6= r are responsible for introducing additional material length scales which
control the interface thickness between species i and r. Hence, the role of the
gradient energy is to penalize the formation of grain boundaries. For simplicity,
we will treat the gradient energy coecients gir as constants.
2.1.9 Dissipation inequality and constitutive equations
With _E = F>DF, we take the material time derivative of Eq. (2.14) and
substitute it into the dissipation inequality (2.12) to obtain
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under isothermal conditions i.e. _ = 0. Using standard thermodynamics argu-




F> and hk =
@ 
@mk
for k = 1; 2; : : : ; P: (2.17)
Eqs. (2.17)1 and (2.17)2 represent the constitutive equations for the Cauchy stress
and the micro-traction vectors, respectively. We substitute Eqs. (2.17)1 and (2.17)2




k   @ 
@k

_k  0: (2.18)






















mk for k = N + 1; N + 2; : : : ; P:
(2.20)
Except for the pre-stress terms, the constitutive equation for the Cauchy stress i.e.
Eq. (2.19) is analogous to forms given in Moelans et al. (2008) and Bhattacharyya






i=1 g(i) Ci [Ai]PN
i=1 g(i)
;
respectively denoting the composite elastic moduli and stress-temperature moduli.
Eqs. (2.20)1;2 are the constitutive relations for the micro-traction vectors.
2.1.10 Kinetic relations
To satisfy inequality (2.18) we assume that the total dissipation arising from
inter-species conversions and the relaxation of atoms caused by the presence of




i   @ 
@i





j+N   @ 
@j

_j  0; (2.21)
respectively. Recall that
PN
i=1 i = 1 =)
PN
i=1
_i = 0. Guided by work on






with integers p = 1; 2; : : : ; N   1 and q = 2; 3; : : : ; N . The kinetic variables _pq
in Eq. (2.22) represent the transformation/conversion rate between species p and
species q. If _pq > 0, species q converts to species p and if _pq < 0, species p
converts to species q. No conversion between species p and species q occurs if
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_pq = 0. The stoichiometric coecients Kipq with
Kipq =
8>>>><>>>>:
1 if i = p
 1 if i > p and i = q
0 otherwise
make sure the constraint
PN
i=1
_i = 0 is always satised during inter-species con-




the partial driving force for inter-species conversions. Substituting Eq. (2.22) into




f p   f q

_pq  0; p = 1; 2; : : : ; N   1 and q = 2; 3; : : : ; N . (2.23)
The quantity f p   f q in inequality (2.23) represents the total driving force for
inter-species conversion between species p and q. To satisfy inequality (2.23) we
assume that the dissipation accompanying the inter-species conversion between
each species p and q with p < q is strictly non-negative and that this dissipation
mechanism is strongly dissipative i.e.
 
f p   f q

_pq > 0 for _pq 6= 0. (2.24)










f p   f q

(2.25)
to satisfy inequality (2.24) where the material parameters Lpq = L^

pq() > 0 rep-
resent mobility-like coecients which control the kinetics of inter-species conver-
sions. For simplicity, we neglect the dependence of the mobility parameters on
the grain boundary misorientation angle. Since inter-species conversions can only
occur (a) in and immediately around a mixture region, and (b) when the total
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driving force for inter-species conversions are sucient to overcome the resistance







f p   f q

if jrpj > 0, jrqj > 0 and jf p   f q j  f ;cpq
0 otherwise
with p < q. The material parameters f ;cpq = f^
;c
pq (; )  0 represent the resistance
to inter-species conversions between species p and q i.e. it provides the grain
growth stagnation force (Frost et al., 1990; Carel et al., 1996). With integers
i = 1; 2; : : : ; N , p = 1; 2; : : : ; N   1 and q = 2; 3; : : : ; N , we substitute Eqs. (2.2),
(2.14) and (2.20)1 into the expression for f





f p   f q = f gpq + f!pq + f epq + f pq + f spq (2.26)































































The variables f gpq and f
!
pq represent the driving forces for inter-species conversions
due to grain boundary curvature and release of exchange free energy, respectively.




pq respectively denote the driving forces for inter-species
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conversions due to release of thermo-elastic free energy, thermal free energy and
excess surface free energy. Once the transformation rates _pq are determined,
Eqs. (2.22) are used to calculate the rate of change of species volume fractions.
To satisfy inequality (2.21)2 we assume that the dissipation accompanying the
relaxation of atoms caused by the presence of each external surface type j is
strictly non-negative and that this dissipation mechanism is strongly dissipative
i.e.
fj
_j > 0 for _j 6= 0 with j = 1; 2; : : : ;M . (2.27)
Here fj = j+N  
@ 
@j
represents the driving force for atomic relaxation caused






j for j = 1; 2; : : : ;M . (2.28)
The material parameters Lj > 0 represent mobility-like coecients which control
the evolution of proximity variables due to the presence external surfaces. With
integers j = 1; 2; : : : ;M , we substitute Eqs. (2.2), (2.14) and (2.20)2 into the
expression for fj = j+N  
@ 
@j
















This concludes the development of the mesoscopic constitutive equations which
describe the grain boundary motion in polycrystalline metals.
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2.2 Multiscale modeling: bridging between the
mesoscale and macroscale responses
As mentioned previously, we obtain the response of a given macroscopic ma-
terial point from the response of its attached SRVE. Recall that the macroscale
and mesoscale deformation gradients are denoted by F and F, respectively. The
macroscale deformation gradient F is homogeneous across the SRVE. Since lmeso 
lmacro (Figure 2.1), we write (Matous and Geubelle, 2006; Matous and Maniatty,
2009):
y = Fx+w =) ry = F = F+rw (2.30)
where w = w^(x) represents the mesoscopic displacement uctuation eld. With
Vo =
R
B dV being the referential volume of the SRVE, we relate the macroscopic












(rw) dV = 0: (2.32)
Eq. (2.32) represents the constraint equation for the uctuation in the mesoscale
displacement eld. Since the main application of the present work is to model the
grain growth in high-symmetry metals, we use the Voigt model assumption (Li
and Chen, 1998; Wen et al., 1999) for simplicity i.e. we set w = o in Eq. (2.30)2
and obtain F = F. The assumption of w = o satises the constraint given by
Eq. (2.32).
To determine the stress at the macroscopic material point, we use the Hill-
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Mandel macrohomogeneity principle (Neto and Feijoo, 2008) and set





S : _F dV (2.33)
where the left-hand side of Eq. (2.33) denotes the macroscopic stress power and the
right-hand side of Eq. (2.33) denotes the volume-average of the mesoscopic stress
power. The variable S = JTF > represents the macroscopic rst Piola-Kircho
stress with T being the macroscale/macroscopic Cauchy stress and J = det F. As













since _F is arbitrary. The SRVE is then discretized into N subregions, and R(k)
denotes the k-th subregion of the SRVE with integers k = 1; 2; : : : ; N in this
subsection. We label an arbitrary mathematical entity # associated with the








S dV; B = R(1) [R(2) [ : : : [R( N): (2.35)
Next, we denote S(k) = J(k)T(k)F(k) > as the rst Piola-Kircho stress in the k-th
subregion of the SRVE. Using the Voigt model assumption, we have F(k) = F
and J(k) = J for integers k = 1; 2; : : : ; N . Let Rxtal denote an arbitrary single-
crystal subregion of B. From Eq. (2.19), we can see that the Cauchy stress is
uniform within Rxtal since the deformation gradient is uniform within Rxtal .
But the Cauchy stress distribution is generally inhomogeneous within a mixture
region even though the deformation is assumed to be homogeneous throughout
the mixture region. In our simulations, the SRVE is discretized into a very large
number of subregions so that each mixture domain within B will also contain an
ample number of subregions. Let Rmix denote an arbitrary mixture domain within
B. A large number of subregions within Rmix will result in small variations of
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the Cauchy stress within each subregion of Rmix . For simplicity, the Cauchy
stress is thus assumed to be uniform within each subregion of the SRVE. With
integers k = 1; 2; : : : ; N , we then substitute equations S = JTF >, F(k) = F,





where (k) = V (k)=Vo and V
(k) represents the volume fraction and the referential
volume, respectively, of the k-th subregion of the SRVE. Finally, recall that  and
 represent the macroscale and mesoscale temperatures, respectively. In this work,
we set  =  and thus (k) =  for integers k = 1; 2; : : : ; N .
A time-integration procedure based on the constitutive model developed above
has been implemented in the Abaqus/Standard (Hibbitt et al., 2001) nite-element
program by writing a UMAT user-material subroutine. Algorithmic details of the
time-integration procedure used to implement the constitutive model in the nite-





In this chapter, the model parameters are related to the physical material
properties of grain boundary and surface to have the theory applicable to real
life case studies. Meanwhile, the developed multi-scale model and its numerical
implementation are veried against some benchmark examples. The benchmark
examples include the abnormal growth of a spherical grain, through-thickness
distribution of excess surface energy by MD simulations, together with formation
of catenary grain shape and thickness eect both due to surface stagnation in
columnar grain structures.
3.1 Determination of material parameters de-
scribing inter-species conversions
Each cubic crystal of species i has three elastic constants i.e. C11, C12 and C44,
and their thermal expansion tensors are isotropic with  denoting the coecient
of thermal expansion. As a rst-cut assumption, we will neglect the pre-stress
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tensor Ti for all species i (Thompson and Carel, 1996).









tegers p = 1; 2; : : : ; N   1, q = 2; 3; : : : ; N and p < q, we refer to the works of
Kim et al. (2006) and Tonks and Millett (2011). The interface thickness and grain




















The mobility coecient Lpq is related to the grain boundary mobility between










pq exp ( Gpq=kb) : (3.4)
With kb = 8:617  10 5 eV=K denoting the Boltzmann constant, the material
parameters mopq > 0 and Gpq > 0 represent the reference mobility and activation
energy, respectively, for grain boundary motion between species p and q. The
resistance to inter-species conversions between species p and q, f ;cpq is taken to be
in the separable form





Here f v;cpq  0 denotes the resistance to inter-species conversion between species
p and q due to roughness of the grain-boundaries (Holm and Foiles, 2010), and
f s;cpq = f^
s;c
pq ()  0 represents the resistance to inter-species conversion between
species p and q due to surface-related eects i.e. pinning of the grain boundaries
at the external surfaces due to thermal grooving (Mullins, 1958; Carel et al., 1996).
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As a rst-cut assumption, we will treat the material parameters f v;cpq as constants:
f v;cpq = f
v;c  constant
For simplicity, we will also adopt the following assumptions:
pq =   constant; pq =   constant;
mopq = m
o  constant; Gpq = G  constant:
These assumptions will result in
!pq = !
  constant; gpq = g  constant;
mpq = m  constant; Lpq = L  constant:











later in this chapter.
For the explicit time integration procedure of the phase eld calculations de-
scribed in Appendix B, Kim et al. (2006) have estimated the following limit for





where d = 4 for two-dimensional and d = 6 for three-dimensional simulations.
According to Eq. (2.25), the mobility coecient L only aects the time scale of
the simulations and does not change the transformation kinetics. Hence, following








is used in all simulations for computational convenience. A0 is a constant reference
area which can be for example the mean grain area or square grid spacing x2
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in the nite dierence scheme. Using Eq. (3.5), the stable dimensionless time





3.2 Abnormal growth of a spherical grain
To check the validity of the proposed nested solution strategy and specially the
functionality of the multi-variate smooth interpolation function, in this section rst
an analytical solution for a simple case will be derived and then compared with
the simulation results.
The benchmark example shown in Figure 3.1 is a body under constrained uni-
axial tension. The body has a periodic microstructure with a repeating unit cell
which is a spherical grain inside a cuboid with a dierent crystallographic orien-
tation. The computational model of this case study can be a single nite element
with one integration point at its center. Connected to this point is a SRVE which
is a spherical grain entirely located in a cubic matrix of dierent crystallographic
orientation. Under external loading, depending on grain orientations and the ap-
plied strain, the spherical grain can grow or shrink by the strain energy minimizing
abnormal grain growth. The case study has been designed to be inclusive of many
aspects of the constitutive model, yet simple enough to yield an analytical so-
lution. In what follows, rst analytical solutions for the spherical grain radius
and macroscopic stress as a function of time are derived and then coupled nite
element-phase eld simulations are done to verify the numerical implementation.
3.2.1 Analytical solution
Following the theoretical analysis of Allen and Cahn (1979) for anti-phase













Figure 3.1: The benchmark example for verication of the numerical algorithm: (a)
Two-dimensional view of the body under constrained tension boundary conditions, 2D
macro material point and corresponding SRVE and (b) Three-dimensional macro mate-
rial point and SRVE.
presented in this section. The solution is derived in the sharp interface limit for
the benchmark example of a spherical or circular grain embedded in an innite
matrix. It is assumed that the interface width 2 is much smaller than the radius
R of the grain. We consider a spherical or circular grain 1 surrounded by grain 2
as shown in Figure 3.2a, with r as the radial coordinate with origin at the center
of grain 1. Substituting Eqs. (2.26) in (2.25) and then into Eq. (2.22) for N = 2
yields the evolution equation of the phase eld 1 at the interface as
_1 = 2L
gr21 + L!(21   1) + 6L1(1  1)W e (3.8)
where
W e =W e2  W e1 (3.9)
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Di!use interfce (             )
Sharp interface (             )
(b)
(a)
Figure 3.2: (a) A spherical grain 1 in grain 2 of dierent orientation with radial
coordinates starting from the center of sphere. (b) A at boundary between two grains
with x coordinate to be zero at the at boundary.
is the elastic free energy dierence between grain1 and grain 2. In general, this
term can be any kind of free energy dierence between the two grains; for example
the energy dierence arising from the dislocation density as in recrystallization





E  Ci[E] for i = 1; 2 (3.10)
while considering the Voigt model assumption as in chapter 2.
To continue with the derivation of the analytical solution, we rst consider a
at boundary in equilibrium by setting W e = 0 in Eq. (3.8). Therefore, at a
at boundary separating grains 1 and 2 as shown in Figure 3.2b, the equilibrium






+ L!(21   1) = 0; (3.11)
with x being the normal axis to the at boundary with its zero at the boundary.
By integration and application of appropriate boundary conditions, Eq. (3.11)









Using the denition of laplacian in radial ( = 1) and spherical ( = 2) coordi-
nates, the kinetic equation of the phase eld variable 1 at the interfacial region
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+ L!(21   1) + 6L1(1  1)W e (3.13)
subject to the boundary conditions
@1
@r
= 0 and 1 = 1 as r ! 0
@1
@r
= 0 and 1 = 0 as r !1 (3.14)
For a circular grain in a rectangular matrix  = 1 and for a spherical grain in a
cubic matrix  = 2. In the case of normal grain growth where W e = 0, the term
2Lg(@1=@r)=r in the right hand side of Eq. (3.13) forces the grain boundary
to move towards the center of the circle/sphere.
Previous research has shown that for 2  R, the eect of this additional
term on the phase eld prole across the boundary is negligible and Eq. (3.12)
is still valid to the leading order with x replaced by the radial coordinate r (Fan
and Chen, 1997b). On the other hand, our numerical simulations have shown
that for physically meaningful values of R and W e used in the succeeding case
studies, the shape of the phase eld prole can be assumed unaltered to a good
approximation. Moreover, when 2  R the radius of curvature R can be regarded
as a constant value within the thin interfacial region across which the phase eld
variables change between 0 and 1. Under this assumption, all constant 1 surfaces


































+ L!(21   1)  6L1(1  1)W e (3.16)
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Multiplying both sides of the Eq. (3.16) by @1=@r and then integrating both sides
with respect to the radial coordinate from r = 0 to r ! 1 using the boundary
conditions in Eq. (3.14), gives the velocity of circular/spherical grain boundary in
the sharp interface limit as








W e =  m 1
R
+mW e (3.17)
where Eqs. (3.2) and (3.3) have been used to derive the last part on the right
hand side. In the sharp interface limit, grain boundary velocity can be rewritten
as
vgb = mf
net with fnet =   
R
+W e (3.18)
where fnet is the net driving force for boundary migration. Grain boundary ve-






Combining Eqs. (3.17) and (3.19) gives the following ordinary dierential equation






with the initial condition t = 0 ! R = R0, with R0 being the initial radius. The













which can be used to plot the variation of R as a function of time t. In the case








with the following solution
R20  R2 = 2mt = 4Lgt (3.23)
for the normal grain growth of a circular/spherical grain.
Along with the microstructure evolution, the stiness of the SRVE changes and
so the relation between stress and strain is altered with time. The macroscopic
stiness tensor is a function of the macroscopic volume fractions of the phases
constituting the SRVE. Having these macroscopic volume fractions as a function
of time, we can derive an explicit equation for the stress response in terms of the
applied strain to the SRVE. In what preceded, an explicit relation for the size of a
circular/spherical grain in a surrounding matrix as a function of time was given.
In what follows, this equation will be used to derive an analytical solution for
macroscopic stress in terms of macroscopic strain and grain radius R.
We use the Voigt assumption and write the composite elastic moduli of the
SRVE as
C = 1C1 + 2C2 = C2 + 1(C1   C2) (3.24)
where 1 and 2 are the macroscopic volume fractions of the spherical grain and
its surrounding matrix, respectively. In terms of the spherical grain radius R and
the cubic matrix edge a, we have 1 = (4R
3)=(3a3) and 2 = 1   1. For the
case of a circular grain with radius R in a rectangular matrix of edge length a,
1 = R
2=a2 and 2 = 1 1. Also, C1 and C2 are the fourth-order elastic stiness
tensors of the sphericl/circular grain and the surrounding matrix, respectively. Let
E = (1=2)

F>F  I	 denote the macroscopic strain. Using the Voigt assumption
typically used in composite mechanics theory, we write the macroscopic Second
Piola-Kircho stress T as
T = C[ E] = (C2 + 1(C1   C2)) [ E]: (3.25)
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C[ E]	 F> = J 1 F(C2 + 1(C1   C2)) [ E]	 F>: (3.26)
3.2.2 Verication of the multiscale numerical algorithm
The analytical solution in the previous section was derived in the sharp inter-
face limit where the interface thickness is much smaller compared to the spherical
grain size i.e. 2  R. Previous research on phase eld modeling of normal grain
growth has shown that the diuse interface description of the boundary furnishes
almost identical boundary velocities to those derived for a sharp interface, pro-
vided there are sucient number of grid points to capture the phase eld variations
across the interface (Fan and Chen, 1997b). This statement is true even when the
grain radius decreases to values comparable with the interface thickness.
To verify the proposed multiscale numerical algorithm for the coupled phase
eld-FEM simulations against the analytical solution, we have done simulations
of abnormal grain growth for the case study in Figure 3.1. To do this, we have
considered a single cubic nite element of type C3D8R with eight nodes and
one integration point at its center for reduced integration. The corresponding
SRVE to this integration point as a material point is a spherical grain 1 of initial
radius R0 = 50m embedded centrally in another cubic grain 2 of edge length
a = 200m. This nite element model and one octant of the corresponding SRVE
are shown in Figures 3.3a and 3.3b, respectively.
As the analytical solution in the previous section was derived under the as-
sumption of constant W e, the boundary conditions on the nite element model
must be properly applied to comply with this assumption for verication purposes.
Since we have used a Voigt model in constitutive modeling, this criteria is met
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Figure 3.3: The multiscale FEM-phase eld model for the simulations of abnormal
grain growth of a spherical grain; (a) the single nite element and applied boundary
conditions. The SRVE microstructure is shown by one octant of the phase eld domain:
(b) Initial condition R0 = 50m, (c) Shrinkage of the spherical grain under W
e =
 0:12MJ=m3 or fnet0 =  0:16MJ=m3 after 30 s, when R = 25:14m, (d) Expansion of
the spherical grain under W e = 0:20MJ=m3 or fnet0 = 0:16MJ=m
3 after 30 s, when
R = 73:46m.
components are to be unchanged during simulation. We have applied boundary
conditions in a way to have all strain components zero except the normal strain in
the pulling direction i.e. E33. Specically, the following macroscopic strain tensor








Therefore, the only contribution to the elastic strain energy of each phase is due





To apply such strain tensor, the nodes on all faces except the Z+ face are con-
strained in the direction normal to that face as shown in Figure 3.3a. The nodes
on the Z+ face are given a constant displacement in the pulling direction i.e.
Z direction to give the desired normal strain value E33. Under such boundary
conditions, the elastic strain energy dierence between the two grains is constant




(C2;3333   C1;3333) E233 (3.28)
Using Eq. (3.25), the macroscopic stress in the pulling direction T33 as a function









Recalling Eq. (3.18), in the sharp interface limit the net driving force for abnormal
growth of the spherical grain is
fnet = W e   2
R
(3.30)
that if positive or negative the spherical grain would expand or shrink, respectively.
In case of zero value, there is no boundary migration.
Cubic crystals have maximum and minimum stiness in the [111] and [100]
directions, respectively (Cazzani and Rovati, 2003). Therefore, to obtain the
maximum elastic strain energy dierence between the two grains under a xed
normal strain value in the pulling direction, one grain is oriented such that its
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[100] direction is along the pulling direction while the [111] direction of the other
grain is in the pulling direction. The material stiness values were decided to be
that of copper crystals as (Simmons and Wang, 1971)
C11 = 170GPa; C12 = 125GPa; C44 = 75GPa
for which
C[100]3333 = 170GPa and C[111]3333 = 240GPa:
The superscripts [111] and [100] denote grain orientation with respect to direction
3 as mentioned above. To give an intuitive perception to the physical values of
W e, a normal strain E33 = 0:001 in the pulling direction results in an elastic
strain energy dierence W e = 0:035MJ=m3.
Following Fan and Chen, the diuse interface has been decided to be spread
over 10 grid points i.e. 2 = 10x with x = 1m. Then, choosing some typical








Eqs. (3.2) and (3.3) are used to calculate the phase eld parameters as
! = 0:4MPa; g = 4:053N; L = 0:6
1
MPa s
Using Eq. (3.5), a stable time increment of t = 0:03s was used for phase eld
simulations.
In numerical simulations, a wide range of values for the elastic strain energy
dierence W e has been investigated as shown in table 3.1. In this table, grain
orientations are indicated by the crystallographic direction which is aligned in the
pulling direction; for example a [111] grain is a grain whose [111] direction is in
the puling direction Z and likewise for a [100] grain. In case studies (a) to (g), the
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Table 3.1: The simulation cases for the growth of a spherical grain with initial radius
R0 = 50m in a cubic matrix of edge length a0 = 200m
case sphere cube E33 W
e fnet0
T33(R = R0) T33(R = Rf )
a [100] [111] 0.0032071 0.36 0.32 755.01 652.16
b [100] [111] 0.0023905 0.20 0.16 562.77 486.10
c [100] [111] 0.0018516 0.12 0.08 435.90 376.52
d [100] [111] 0.0015119 0.08 0.04 355.93 307.44
e [100] [111] 0.0013093 0.06 0.02 308.23 266.24
f [100] [111] 0.0010690 0.04 0.00 251.66 251.66
g [100] [111] 0.0007559 0.02 -0.02 177.95 181.42
h [111] [100] 0.0000000 0.00 -0.04 0.0000 0.0000
i [111] [100] 0.0010690 -0.04 -0.08 186.63 181.73
j [111] [100] 0.0018516 -0.12 -0.16 323.26 314.77
k [111] [100] 0.0028284 -0.28 -0.32 493.79 480.83
spherical grain is a [111] grain and the surrounding matrix is a [100] grain; while
in case studies (h) to (k) the situation is reversed. For all cases, the only nonzero
component of the strain tensor is the normal strain in the pulling direction E33.
With the specied strain values in table 3.1, W e is calculated using Eq. (3.28).
The initial net driving force fnet0 at R0 = 50m is calculated using Eq. (3.30).
According to the calculated values of fnet0 in table 3.1, spherical grain will expand
in cases (a) to (e), while it shrinks in cases (g) to (k). For case (f), there is no
boundary migration as the two driving forces, including the curvature-driven and
strain energy minimizing driving forces, neutralize each other to form an unstable
equilibrium condition. Noteworthy is case (g) in which while the strain energy
minimizing driving force tends to expand the spherical grain to minimize the
total elastic strain energy of the system, the grain shrinks as the capillarity eect
overcomes the strain energy eect. In this case, by the shrinkage of the spherical
grain the total energy of the system decreases as the decrease in grain boundary
energy is greater than the increase in strain energy.
For the grain shrinkage cases, simulations are continued until the disappearance
of spherical grain i.e. when its nal radius Rf is zero; while for the grain expansion
cases the nal radius is when the spherical grain boundary reaches the cubic
57
matrix walls at Rf = 100m. For case (f) where there is no boundary migration,
Rf = R0 = 50m. Using Eq. (3.29), the stress component in the pulling direction
T33 has also been calculated in terms of the spherical grain radius for initial and
nal microstructure i.e. for R = R0 and for R = Rf . The stress values listed in
table 3.1 are to be compared with the change of stress as follows.
To evaluate the accuracy of the proposed multiscale numerical algorithm, sim-
ulation results have been compared against analytical solution at both microscopic
and macroscopic levels. The spherical grain radius R is the characteristic feature
of the microstructure at mesoscale; while the stress component in the pulling di-
rection T33 has been chosen as the characteristic feature at the macroscopic level.
As shown in Figures 3.3c and 3.3d, spherical grain shrinkage and expansion are
symmetrical about the center as expected. In these gures the microstructure is
shown by one octant of the SRVE. The comparison between simulation results and
analytical solution for spherical grain radius and stress change in pulling direction
as functions of time is shown in Figures 3.4 and 3.5, respectively. The excellent































Figure 3.4: Spherical grain radius R for the abnormal growth of the spherical grain in
a cubic matrix; analytical solution (solid lines) versus simulation results (dashed lines).
Details of the simulation cases (a) to (k) are specied in table 3.1.
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Figure 3.5: Change of stress in the pulling direction during strain energy minimizing
abnormal growth of a spherical grain in a cubic matrix; analytical solution (solid lines)
versus simulation results (dashed lines). Details of the simulation cases (a) to (k) are
specied in table 3.1.
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correspondence between results in all cases implies the accuracy and robustness
of the numerical scheme. As shown in Figure 3.5 in all cases stress drops as a
result of strain energy minimizing boundary migration, except case (g) in which
energy minimization by the capillarity eect is stronger than that by strain energy
minimizing as discussed before. The very slight dierence between simulation and
analytical results for stress in some cases is attributed to the use of a smooth
interpolation function in the numerical simulations which was approximated by a
linear interpolation in the analytical solution. However, compared to the stress
values in table 3.1 these dierences are totally negligible.
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3.3 Determination of Material parameters de-
scribing the surface eects
The novel approach for including the surface eects into our model of abnormal
grain growth in chapter 2 involved the introduction of some new model parame-
ters which are to be related to the physically measurable material properties and
computational parameters. To do this, we have used a similar procedure to that of
Kim et al. (2004) for relating the grain boundary related parameters in the phase
eld model to the physical material properties of grain boundary. In this section,
by presenting an analytical solution for the one-dimensional stationary prole of
the proximity parameter in a semi-innite body, the model parameters describing
the surface eects are calculated in terms of the physical material properties.
3.3.1 Analytical solution for the stationary prole of the
proximity parameter
Shown in Figure 3.6 is a semi-innite single-phase body, separated by a at
interface from another media with dierent properties. The physical interface has
a Gibbs surface energy which is due to the excess energy of a few atomic layers close
to the interface. In case of a thin lm, this interface can be the lm free surface or
the lm-substrate interface. The mathematical model of the free surface is a sharp
interface coincident with the physical interface that separates the two materials.
For the conguration shown in Figure 3.6 the variation of the proximity parameter
 is only in the direction normal to the surface. This direction is identied by the
x axis originating at the interface towards the bulk. Having the eect of just one
surface i.e. M = 1 in a single phase material i.e. N = 1, the excess surface free


















































Figure 3.6: (a) Bulk and free surface of the material, (b) Variation of the excess surface
free energy with respect to the distance from the free surface, (c) Molecular dynamics
simulation results and an exponential t for the excess (over the bulk) surface energy of
the Al (110) surface (Raeker and Depristo, 1989); the normalized excess surface energy
 s= smax in terms of the layer number.  
s
max is the excess surface energy of the atoms at
layer 1 that is the free surface layer. For the exponential t a the function  s = a exp(bx)










respectively, for i = 1 and j = 1. At steady state, _j = 0 and using Eq. (3.32)




  !sijj = 0 (3.33)
subject to the boundary conditions
j = 1 for x = 0
j ! 0 for x!1










Substituting Eq. (3.34) into Eq. (3.31) gives the surface free energy as










3.3.2 Determination of material parameters describing the
excess surface free energy
In order to have a phenomenological model of the surface free energy, the model
parameters !sij and 
s
ij are to be related to physical material parameters and a
length scale parameter set based on computational considerations. The Gibbs
surface free energy density of species i under the eect of surface j identied by
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sij in J=m




 si dx (3.36)
where the integration is taken with respect to the normal distance x. Substituting








From a physical point of view the excess free energy of atoms is maximum at a free
surface and vanishes deep into the bulk. Having the same vision in our modeling
approach and considering the exponential annihilation of the excess free energy as
in Eq. (3.35), the penetration depth h0 is dened as a characteristic length over
which most of the excess surface energy is distributed. In mathematical form, we
begin by writing
 si (x = 0) = f
 si (x = h

0) (3.38)
where f is a factor determined mainly based on computational considerations,
provided a right phenomenological description of surface eects is maintained.
Substituting Eq. (3.35) into Eq. (3.38) results in an equation for the penetration
depth h0 in terms of the model parameters !








Equations (3.37) and (3.39) could be combined to give the model parameters !sij
and sij in terms of the Gibbs surface free energy 
s















In order to set the parameter f, we integrate the excess surface free energy in










which is the excess free energy inlaid in the region from the interface up to the
penetration depth. The ideal choice of f is when the entire excess free energy is
distributed over the penetration depth; that is when f !1. As such big values
are not feasible in computations, an appropriate choice is to set
f = exp (4) = 54:6 (3.43)
which by substitution in Eq. (3.42) gives  s;toti = 0:982 
s
ij; that is 98:2% of the
whole excess free energy is in the zone identied by the selected penetration depth.
Substituting from Eqs. (3.40), (3.41) and (3.43) in Eqs. (3.34) and (3.35) results
in the steady state prole of the proximity parameter and the excess free energy
distribution in the interfacial region in terms of the Gibbs surface free energy sij


















The through thickness one-dimensional prole of the excess free energy in
terms of depth x has been plotted in Figure 3.6b in a dimensionless manner.
Primary comparison shows that this exponential prole correlates well with the
MD simulations of the surface free energy (Raeker and Depristo, 1989; Bross and
Kauzmann, 1995; Kokko et al., 1996). MD simulations have shown that the excess
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free energy of atoms near a free surface arising from the surface eects is maximum
at the rst atomic layer and exponentially decreases to vanish over a few (3 to 5)
atomic layers. As an example, MD simulation results for the excess (over the bulk)
surface free energy of the Al (110) surface are shown in Figure 3.6c (Raeker and
Depristo, 1989). In this gure, the normalized excess surface energy of atoms is
plotted against the layer number. The energy is maximum at layer 1 which is the
free surface. To check its correspondence with the derived exponential variation in
the proposed model, the MD simulation results were tted to the same exponential
function as in Eq. (3.45). As shown in Figure 3.6c, the variation of the excess
surface free energy in MD simulations is exponential as well; a fact which is another
strength point of the model.
It should be noted that the physical length scale over which the excess surface
free energy vanishes is a few atomic spacings or lattice parameters; while the pene-
tration depth in our simulations is much larger in the order of a few grid spacings.
Alike the interface thickness for the diuse boundary which is representative of
a physical grain boundary, such penetration depth is chosen with respect to the
computational considerations. In our computations we have set the penetration
depth to be a factor of grid spacing x.
3.3.3 Determination of material parameters causing grain-
growth stagnation
The resistance to inter-species conversions due to surface eects f s;cpq is a length
scale dependent critical resistance which is operating more eectively near the
surface. As a surface eect, f s;cpq is devised to be independent of the transforming
species and only a function of the proximity parameters in the following phe-
nomenological form








where !cj > 0 (units of energy per unit volume) is a strength coecient of surface
stagnation corresponding to surface j. In Eq. (3.46), it has been assumed that the
surface stagnation at a specic surface j is independent of the grain orientation
and is only a function of the type of surface or interface itself. !cj reects the
dependency on the surface kind and is generally dierent for dierent surfaces.
At the free surface of the semi-innite body shown in Figure 3.6, the surface
stagnation in Eq. (3.46) reduces to
f s;c = !cj
2
j : (3.47)
In a body with nite thickness like a thin lm, the retarding force on boundary
migration due to thermal grooving at the surface is independent of the thickness.
Inasmuch as the surface stagnation in the present model has been considered as an
energetic barrier operating at a nite thickness at the surface, its integration over
the x direction should be a constant value as a material parameter. Therefore, we




f s;c dx (3.48)
which is a surface density critical energy in J=m2 and depends on the kind of
surface or interface. Substituting Eqs. (3.44) and (3.47) in Eq. (3.48) and rear-
ranging results in an expression for !cj in terms of 
c

















3.4 Formation of catenoid grain shapes due to
surface stagnation
Essentially, the stagnation because of grain boundary grooving is a surface
eect which operates on a narrow layer of material at the free surface or at lm-
substrate interface. In other words, in absence of other stagnation mechanisms a
boundary pinned at a surface groove is free to migrate at segments suciently far
o the surface. Moreover, it has been theoretically argued by Mullins (1958) that
an anchored boundary at the surface develops a curved shape through the thickness
under the capillarity eect. In the case of a columnar grain with a circular prole,
constrained by circular grooves at the surface, the boundary is free to minimize
its area inside the lm. The outcome is the hourglass shape of the catenoid.
These facts imply that a three-dimensional model of grain growth equipped with
a surface stagnation mechanism seems to be more reliable to capture the physics
than a two-dimensional model of stagnation (Carel et al., 1996). In this section
the thickness eect and formation of catenoid both as a result of surface grooving
are investigated by computer simulations.
In this section, the formation of a catenoid because of grain boundary surface
pinning has been simulated and compared against the analytical solution of the
catenary curve. As shown in Figure 3.7, a hypothetical thin lm composed of a
columnar cylindrical grain extending through the thickness and embedded in an
otherwise oriented matrix was considered. Circular thermal grooves formed at
the top and bottom free surfaces may anchor the boundary, provided sucient
stagnation force to be produced by them. While pinned at free surfaces, the
boundary is free to move under capillarity eect inside the lm to minimize its
total area and so the total grain boundary energy.
By the calculus of variations, the minimal surface is a catenoid which is pro-







Figure 3.7: The minimal grain boundary area of a catenoid-shape grain which is pinned
by circular grooves at free surfaces (left) and the catenary curve (right).
coordinates system shown in Figure 3.7, the equation of the catenary curve is
given by
r = rmin cosh(
z
rmin
) with   h
2
 z  h
2
where rmin is the minimum radius at z = 0. At z = h=2, r = rmax is maximum
and equal to the radius of circular grooves. All catenary curves are similar and
can be uniformly scaled to be matched by changing the parameter rmin.
For the simulations, an interface thickness of 6 grid spacings i.e. 2 = 6x was
chosen. Film thickness or cylinder height was discretized by 100 grid points and
micro-traction free boundary conditions were applied on either sides in the thick-
ness direction. The penetration depth of surface eects were h0 = 4x. Although
normal grain growth and the catenary curve are dimensionless, to give some phys-
ical perceptions a lm thickness of 1m were preferred. The initial condition for
simulations were created by making a circular grain inside a rectangular matrix
with desired radius and then extruding it through thickness to form a cylindrical
grain in a cubic matrix. For the initial radius of the cylinder rmax four dierent
values of 0.8, 1.2, 2.0 and 3.6 m were considered. The in-plane grid size were
enough to accommodate the whole cylinder and periodic boundary conditions were
applied in both in-plane directions. The surface stagnation parameter cj for both
top (j = 1) and bottom (j = 2) surfaces of the lm was equally set to the minimum
value required to pin the boundary. Using the grain boundary energy of copper
 = 0:625J=m2 and grid spacing x = 0:01m in Eq. (3.2), the computational
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parameter values used in the current simulations are
g = 0:0152N and ! = 41:667MPa
By Eq. (3.7) a dimensionless time increment of  = 0:15 was calculated with a
constant reference area A0 = x
2.
In Figure 3.8 the simulation results are compared against the analytical solu-
tion for dierent aspect ratios of the initially cylindrical grain. As in all simulations
the catenoid remains axisymmetric, its catenary prole has been used as its char-
acteristic for comparison. The results are shown for dierent values of rmax=h.
In spite of negligible dierences for rmax=h = 0:8, the excellent correspondence
between the simulation results and analytical solution conrms that the proposed
model of surface stagnation based on a proximity parameter can be considered as
a reliable hypothesis.
In a general polycrystalline columnar microstructure as in thin lms, surface
stagnation results in a stagnant microstructure whose average grain size scales
with lm thickness. The so-called thickness eect is a result of surface stagnation








Figure 3.8: The catenary prole of the stagnant catenoid-shape grains, pinned by
surface grooves at both ends, with dierent ratios of radius over thickness; comparison
between simulation results and analytical solution.
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3.5 Thickness eect
In order to verify the applicability of the proposed model of surface stagnation,
in this section the thickness eect in normal grain growth of thin lms is inves-
tigated by three-dimensional simulations. Experiments in thin lms have shown
that normal grain growth in thin lms stops when the average in-plane grain di-
ameter scales with the lm thickness (Mullins, 1958; Palmer et al., 1987). This
phenomenon has come to be known as the specimen thickness eect. The stagnant
microstructure is a collection of columnar grains, with their boundaries entirely
traversing the lm thickness. Mullins (1958) has ascribed this eect to the forma-
tion of thermal grooves at the triple lines where the grain boundary intersects the
free surface of the lm.
In an attempt to simulate grain growth stagnation, Frost et al. (1990) pro-
posed a two-dimensional front-tracking model of grain growth in thin lms with
a phenomenological stagnation condition on grain boundary migration. Their
model provides reasonable results for the thickness eect as well as the experimen-
tally veried log-normal grain size distribution at stagnation. However, through-
thickness prole of grain boundaries can not be captured by a two-dimensional
model. Hence, to further validate the proposed model for surface eects and
specically for surface stagnation, In this section three-dimensional simulations of
normal grain growth with surface stagnation are presented.
To give some physical insight into the normal grain growth phenomena, trans-
mission electron microscopy (TEM) images of the as deposited and the annealed
PdIn thin lm of 30 nm thickness are shown in Figure 3.9a and 3.9b, respectively
(Huang et al., 2004). The annealed microstructure has been evolved by normal
grain growth as its corresponding GSD is shown to be log-normal. As the lm is
very thin, the stagnation mechanism is mostly by thermal grooving at free surfaces.
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(b)(a)
Figure 3.9: Eect of surface stagnation in normal grain growth: (a) TEM image of
the as deposited PdIn thin lm and (b) TEM image of the annealed PdIn thin lm
microstructure evolved by normal grain growth (Huang et al., 2004).
To investigate the thickness eect in normal grain growth by three-dimensional
simulations, a cubic phase eld model of a polycrystalline thin lm is considered.
The phase eld domain has a variable thickness in terms of grid spacing x in
Z direction and 750 grid points in each in-plane directions X and Y . The grain
boundary energy of 0.625 J=m2, as of copper, were used in all simulations. As
normal grain growth is dimensionless, an arbitrary grid spacing of x = 1m was
chosen. Setting the diuse interface thickness to be 4 grid spacings i.e. 2 = 4x,
the computational parameters g and ! were calculated using Eq. (3.2) as
! = 0:625MPa and g = 1:013N:
By Eq. (3.7), a dimensionless time increment of  = 0:15 was used with a
constant reference area A0 = x
2.
A randomly created columnar microstructure with the average grain diameter
of 10 grid spacings was produced to be used as the starting point. Creation of
the initial microstructure with columnar structure was performed by extruding
a carefully sampled two-dimensional microstructure through the lm thickness.
The 2D planar microstructure was produced by distributing circular grains with
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specic indexes on random positions in a two-dimensional phase eld domain.
The diameter of these grains could be specied in a way to result in a specic
grain size distribution. In our simulations, grain diameters were chosen from a
list of grain sizes to result in a log-normal grain size distribution. Such a list
of grain sizes was created from the log-normal curve. This microstructure with
sharp interfaces was then evolved by two-dimensional simulations of normal grain
growth without stagnation to form diuse grain boundaries. After about 200 time
increments, the steady state was reached. The steady state in normal grain growth
simulations is characterized by the mono-modal and time-invariant shape of the
grain size distribution curve. The simulation was continued to reach the desired
average grain size in terms of grid spacing. Extruding this 2D microstructure
through thickness results in a 3D microstructure with columnar grain structure
which is shown in Figure 3.10a from the top view. There were totally 1867 grains
in this initial microstructure. This dimensionless SRVE was used to simulate grain
growth stagnation because of surface grooving for dierent lm thicknesses of 20,
30, 40, 50, 60, 70 and 80 grid spacings. Micro-traction-free boundary condition in
thickness direction and periodic boundary conditions in both in-plane directions
X and Y were applied in all simulations.
To investigate normal grain growth stagnation just because of thermal grooving
at the top and bottom free surfaces, the volumetric stagnation parameter was set
to zero i.e. f v;c = 0. For both top (j = 1) and bottom (j = 2) surfaces, a
surface stagnation parameter of cj = 0:5 J=m
2 was used for all lm thicknesses
and the penetration depth of surface eects was h0 = 4x in all simulations. To
neutralize the eect of surface free energy on grain growth, a uniform constant
value of sj = 1:5 J=m
2 was used for both top and bottom free surfaces.
Starting from the initial microstructure in Figure 3.10a, normal grain growth in
all simulations for dierent thicknesses decelerates smoothly with an asymptotic
approach to the stagnant microstructure. This behavior is due to the increase
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of average grain size and so the decrease of capillarity eect as the only present
driving force for normal grain growth. The simulations were continued until stag-
nation, when there is no boundary migration in the whole phase eld domain.
A sample stagnant microstructure for the 50m thickness lm is shown in Fig-
ure 3.10. The top and mid-thickness views of the microstructure are shown in
Figures 3.10b and 3.10c, respectively. In contrast to the smooth boundaries in
the mid-thickness section, the boundaries on free surface show an uneven or in











Figure 3.10: Simulations of normal grain growth with thickness eect: (a) Initial mi-
crostructure with perfectly columnar grains produced by extruding a 2D microstructure
through the thickness direction Z, (b) The top view of the stagnant microstructure,
(c) The mid-thickness microstructure of the lm, (d) The vertical through-thickness
sections of the lm at dierent positions.
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stagnation that imposes a retarding force on boundary migration in regions near
free surfaces. On the other hand, the boundary segments deep into the lm are
not aected by the surface stagnation and appear to be even. However, compared
to the hypothetical situation of normal grain growth without stagnation, these
boundary segments are still constrained by the segments connecting them to the
surface-aected regions. To present a 3D picture of the microstructure, through
thickness vertical sections of the lm are displayed in Figure 3.10d. These sections
demonstrate through thickness curvature of the columnar boundaries which are
pinned at both ends at free surfaces and free to bend under the capillarity eect
inside the lm. Similar to the minimal surface of a catenoid-shape boundary in
Figure 3.8, through thickness boundary migration leads to the minimization of
the total grain boundary area.
As mentioned before, the thickness eect is that for a columnar microstructure
evolved by normal grain growth and stagnated by thermal grooving at free sur-
faces, the average grain diameter of the stagnant microstructure scales with the
lm thickness regardless of the thickness. For cj = 0:5, This eect is shown in

































Figure 3.11: Thickness eect in normal grain growth with surface stagnation because
of thermal grooving; The average grain diameter versus lm thickness at stagnation.
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Figure 3.11 by plotting the average grain diameter at stagnation in terms of the
lm thickness. The gure exhibits a linear relation between the lm thickness and
average grain size; a fact which demonstrates the ability of the proposed model of
surface stagnation for simulating a real life example.
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Chapter 4
Simulation of Texture Transition
in Copper Thin Films
After verifying the developed constitutive model and its numerical implemen-
tation by some benchmark examples in chapter 3, in this chapter the proposed
multiscale model is used to simulate abnormal grain growth in copper thin lms
on polyimide substrates. It should be mentioned that this chapter is not to cover
a parametric study on kinetics and mechanisms of abnormal grain growth in thin
lms, but rather to showcase the capability of the model as a platform to simulate
processes involving microstructure evolution in polycrystalline materials.
After calibrating the material parameters in the constitutive model using ex-
perimental data available in the literature, we show that our coupled nite-element
and phase-eld simulations are able to qualitatively and quantitatively match the
experimental texture transition and microstructure evolution in polycrystalline
copper thin lms (Sonnweber-Ribic et al., 2006) during the annealing process to
good accord. The excellent correspondence between the experimental and simu-
lation results proves the applicability of our phenomenological model to real life
examples. In particular, the simulations show that (a) grain growth stagnation
forces can cause the broad texture transition seen in the aforementioned exper-
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iments, (b) grain boundary motion during the annealing process becomes more
sluggish with increasing lm thickness, and (c) grain growth kinetics is strongly
aected by lm-substrate interaction.
4.1 Abnormal grain growth in copper thin lms
As an example of strain energy minimizing and surface and interface energy
minimizing abnormal grain growth in polycrystalline metals, the experimental
work of Sonnweber-Ribic et al. (2006) on texture transition in copper thin lms
has been chosen to be simulated. In their study, they performed microstructure
characterization of 0.5 to 10 m thick copper lms on polyimide substrates by
automated electron backscatter diraction (EBSD). From EBSD images shown in
Figure 1.4, they observed a texture transition from a dominant (111) to a dominant
(100) texture with increasing lm thickness from 0.5 to 10 m; a fact which was
also veried by their X-ray diraction measurements.
As a comprehensive experimental report, detailed statistical analysis of the
microstructure was provided by the automatic EBSD technique. Specically, the
volume fraction, the average grain size and the number of grains as well as the
grain size distribution charts of the two dominant texture components are provided
for lm thicknesses of 0.5, 1, 3, 5 and 10 m. In addition, volume fractions of
the dominant texture components derived from the EBSD and X-ray diraction
methods were compared. Due to the limited thermal stability of the polyimide
substrate, a relatively low annealing temperature was used in experiments. Low
annealing temperature means low thermal mismatch strain in the lm and so
exclusion of plastic deformation. Simulations based on such quantitative analysis
was found to be a good candidate to show the capabilities of our model for realistic
simulations of microstructure evolution. In what follows, after a brief review on
strain energy and surface and interface energy minimizing abnormal grain growth
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in thin lms, computer simulations based on the aforementioned experimental
work are presented.
Under the sole curvature-driven boundary migration, grains of a polycrystalline
material grow to reduce the total grain boundary energy of the system by the
so-called normal or ideal grain growth process. As stated before, the intensely
investigated ideal grain growth is characterized by a scaling behavior under which
the rate of change of the average grain size is inversely proportional to itself, and
the grain size distribution is mono-modal and invariant in shape. Similar to the
normal grain growth simulations in section 3.5, this steady state condition has
been set as the initial microstructure in all the succeeding simulations.
Apart from this idealized behavior is the abnormal grain growth in which pre-
ferred growth of a subpopulation of grains at the expense of others is favored due
to additional driving forces like grain-orientation-specic driving forces. For a thin
lm on substrate, these orientation-dependent driving forces can arise from several
sources like the free energy of the top surface and the energy of the lm-substrate
interface. Abnormal grain growth in these cases can lead to the reduction of surface
and interface energies through preferential growth of grains with orientations hav-
ing less surface and interface energies, respectively (Thompson and Carel, 1995).
Orientation-dependent driving forces can also stem from thermo-mechanical load-
ing. Thin lm deposition on substrate is mostly at a temperature lower than the
post annealing temperature at which grain growth happens. This temperature
dierence along with the mismatch between the thermal expansion coecients of
the lm f and substrate s result in a considerable biaxial strain in the lm.
On the other hand, polycrystalline thin lms usually have high yield stress values
up to 2GPa which translates into very high elastic strain energy density values.
Therefore, elastic anisotropy can cause high elastic strain energy dierences among
neighboring grains with dierent orientations.
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4.2 Initial microstructure
In experiments of Sonnweber-Ribic et al. (2006), high purity copper lms were
deposited on polyimide substrates at room temperature 0 = 298 K, with various
copper layer thicknesses of 0.5, 1, 3, 5 and 10 m. The as deposited lm was sup-
posed to have columnar structure for all thicknesses. A sample EBSD orientation
map of a 3m thick copper lm on polyimide is shown in Figure 4.1 (Sonnweber-
Ribic, 2011). Results of the EBSD measurements revealed that the as-deposited
average grain size is from 20886m to 280130m for lm thickness of 0.5 to 10
m. The main texture component for all cases was (111), with a surface fraction
of 50% to 60%. The fraction of (100) oriented grains remained roughly constant
at 7% for all lm thicknesses. Furthermore, a weak (113) texture component was


























Figure 4.1: Experimental EBSD orientation map of the as-deposited lm microstruc-
ture (Sonnweber-Ribic, 2011) and the corresponding initial microstructure used in the
simulations of texture transition in copper thin lms.
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The initial microstructure for the current abnormal grain growth simulations
was produced in the same way as of the normal grain growth simulations in section
3.5. Setting a diuse interface thickness of 5 grid spacings i.e. 2 = 5x, a
randomly created two-dimensional microstructure were grown by normal grain
growth simulations to reach at steady state with a prescribed average grain size
in terms of grid spacing. Following Carel et al. (1996) and based on some primary
simulations, the initial average grain diameter D0 in all cases was decided to be
one-third of the experimental nal average grain size at stagnation Df . In our
simulations, D0 = Df=3 was found to be both phenomenologically proper and
computationally optimum. Although the actual as-deposited grain size is smaller
than the specied D0 in simulations, our primary simulations have demonstrated
that for values of D0 smaller than Df=3 the nal simulated microstructure is almost
unchanged. The reason is because of the fact that for small average grain sizes the
dominant mechanism of grain growth is the curvature-driven boundary migration
which is independent of grain orientations. In other words, though the strain
energy minimizing and surface and interface energy minimizing driving forces are
present during the whole annealing period, their eects are negligible compared to
the capillarity eect in microstructures with average grain size smaller than Df=3.
Under such circumstances, grain growth can be reasonably considered as normal
grain growth. This assumption weakens as the average grain size increases and
subsequently the orientation-selective driving forces become comparable with the
curvature driving force. Values of D0 smaller than Df=3 demand for larger phase
eld domains, a fact which in 3D simulations translates into high but inecient
computational costs.
Taking into account the diuse interface nature of the boundaries in the phase
eld approach, there exists a lower limit for the average grain size of the initial
microstructure in terms of grid spacings. In other words for a microstructure
represented by the phase elds, the average grain size in terms of grid spacings
should be large enough to have distinguishable grain boundaries and grain inte-
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Table 4.1: Computational parameters for variuos lm thicknesses used in simulations
of abnormal grain growth in copper thin lms
hf (m) WRV E(m) Df (m) Nh x(m) NW 
g(N) !(MPa)
0.5 12.5 0.68 34 0.0147 850 0.0186 34.000
1.0 12.5 0.93 48 0.0208 600 0.0264 24.000
3.0 25.0 1.63 82 0.0366 683 0.0463 13.667
5.0 50.0 2.55 88 0.0568 880 0.0720 8.800
10. 100. 5.52 82 0.1220 820 0.1545 4.100
riors as well as proper growth kinetics. Our simulations of normal grain growth
have shown that steady state is far reached when the average grain diameter is 10
grid spacings. To be secure, the average grain diameter of the initial microstruc-
ture for all abnormal grain growth simulations has been set to 15 grid spacings
i.e. D0 = 15x. Therefore, Df = 3 D0 = 45x which by using the experimental
values of Df gives the grid spacing x = Df=45 to be used in computations.
The number of grid points through the lm thickness Nh is then determined by
Nh = hf=x with hf being the lm thickness. To have an exact match between
the experimental and simulation results, the in-plane size of the phase eld domain
WRV E was set to be the same as that of the experimentally scanned area in EBSD
measurements. So, the number of grid points in each in-plane direction NW is
NW = WRV E=x. These parameters are listed in table 4.1 for various lm thick-
nesses. For all thicknesses, the penetration depth of surface eects was h%0 = 4x.
The total number of grains or dierent orientations in the initial microstructure
was a few thousands for dierent lm thicknesses. Particularly, there were 3916,
2868, 2562, 3657, 2785 grains for lms with thicknesses of 0.5, 1, 3, 5 and 10 m,
respectively.
To attribute the as-deposited lm texture to the initial phase eld microstruc-
ture, a list of orientations for which the values of the Gibbs surface energy are
available in the literature was prepared. Shown in table 4.2 is a list of 38 orien-
tations including (100) and (111) and 36 random orientations. To attribute the
experimental texture to the phase eld microstructure, out of every 100 randomly
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Table 4.2: The Gibbs surface free energy 
(hkl)






(100) 1.504 (441) 1.637
(110) 1.641 (443) 1.505
(111) 1.472 (510) 1.722
(210) 1.713 (511) 1.685
(211) 1.612 (520) 1.729
(221) 1.521 (521) 1.695
(310) 1.733 (522) 1.637
(311) 1.645 (530) 1.712
(320) 1.706 (531) 1.683
(321) 1.657 (532) 1.646
(322) 1.549 (533) 1.576
(331) 1.624 (540) 1.685
(332) 1.535 (541) 1.673
(410) 1.730 (542) 1.900
(411) 1.675 (544) 1.492
(421) 1.682 (551) 1.641
(430) 1.483 (552) 1.611
(431) 1.584 (553) 1.557
(433) 1.514 (554) 1.487
selected grains, 50 grains were assigned (111) orientation and (100) orientation
were attributed to 7 grains. The orientations of the remaining 43 grains were ran-
domly chosen from the list of the remaining 36 random orientations in table 4.2.
For a microstructure containing a large number of grains in the order of thousands,
such a random distribution of orientations among grains results in a texture that
includes 7% of (100), 50% of (111) and 43% of other random orientations. The re-
sulting 2D textured microstructure is then extruded in the thickness direction over
Nh grid points to create a 3D microstructure with perfectly columnar grains. The
top view of such a textured 3D microstructure for a thin lm of 0.5 m thickness
is shown in Figure 4.1.
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4.3 Material and model parameters
The material properties of the lm are that of copper. The stiness constants
of the copper cubic crystal are (Chang and Himmel, 1966)
C11 = 161GPa; C12 = 115GPa; C44 = 67GPa at a = 603K
where a is the annealing temperature. The thermal expansion coecient of copper
lm is
f = cu = 16:6 10 6=K:
The polyimide material 1 of substrate was assumed to be isotropic and linear
elastic with the typical Young's modulus, Poisson's ratio and thermal expansion
coecient of
Es = 15GPa; s = 0:35; s = 20 10 6 =K;
respectively.
Grain boundaries were assumed to be all high angle grain boundaries with the
copper grain boundary energy  = 0:625J=m2. Using Eq. (3.2) and the x values
in table 4.1, the phase eld parameters  and ! are calculated for dierent lm
thicknesses as listed in this table. According to Eq. (3.7), a stable dimensionless
time increment of  = 0:15 is used with A0 = x
2 . Grain boundary mobility
is to be estimated by the Arrhenius law in Eq. (3.4). For activation energy G we
refer to Donthu et al. (2003) who measured an activation energy of G = 0:62eV in
abnormal grain growth of a 1:5m thickness copper lm by dierential scanning
calorimetry. The pre-exponential factor is to be determined using a reference
value for mobility at a specic temperature. Vandermeer et al. (1997) measured
the average mobility of grain boundaries during recrystallization of cold-worked
1DuPont Kapton polyimide lm
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copper at 394K to be 6:31  10 16m4
Js
. This gives a pre-exponential factor of
mo = 5:38 10 8m4
Js




The orientation-dependent Gibbs surface energies of copper for dierent orien-
tations borrowed from the existing literature are listed in table 4.2. The orientation
of a specic surface is specied by Miller indices (hkl) and its Gibbs surface free
energy by 
(hkl)
s . For the two prevailing orientations i.e. (100) and (111) orienta-
tions, the Gibbs surface free energy values given in table 4.2 are averages of the
reported data based on a wide range of theoretical MD simulations and some ex-
perimental procedures 2. The Gibbs surface free energies of all other orientations
are borrowed from Zhang et al. (2004b). As the polyimide substrate is amorphous,
the orientation-dependent substrate-lm interface energies of the copper crystals
are just a function of the copper grain orientation. As we were not able to nd
any value for the copper-polyimide interface energies in the current literature, we
have used the same values of the surface free energy listed in table 4.2 instead. In
our simulations, the Gibbs free energy values sij for species i due to free surface
(j = 1) or lm-substrate interface (j = 2) eects is determined from the list of

(hkl)
s values in table 4.2 based on the (hkl) orientation of species i.
Similar to the surface free energy values, for both free surface and lm-substrate
interface we have used the same surface stagnation parameter i.e. cj = 
c for
j = 1; 2. The stagnation parameters c and f v;c in simulations were calibrated
to give the experimental surface fractions of the (111) and (100) orientations in
the nal microstructures for the lms of 0:5m and 10m thickness. It should be
noted that the dominant stagnation mechanism in the thinnest lm with 0:5m
2For the surface free energy of the (100) oriented surface in copper the following values have
been reported: 1.916 (Fu et al., 2010), 1.390 (Wang et al., 2004), 2.166 (Vitos et al., 1998), 1.651
(Zhang et al., 2004b), 1.280 (Foiles et al., 1986), 1.234 (Trimble and Cammarata, 2008) and
0.890 (Alden et al., 1992) all in J=m2 giving the average of 1.504 J=m2. For the copper (111)
orientated surface the following Gibbs free energy values are given: 1.669 (Fu et al., 2010), 1.290
(Wang et al., 2004), 1.952 (Vitos et al., 1998), 1.409 (Zhang et al., 2004b), 1.170 (Foiles et al.,
1986), 1.025 (Trimble and Cammarata, 2008), 0.840 (Alden et al., 1992), 1.940 (Polatoglou et al.,
1993), 1.282 (Crljen et al., 2003), 1.780 (Tyson and Miller, 1977) and 1.825 (de Boer et al., 1989)
all in J=m2 with the average of 1.472 J=m2.
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thickness is the surface stagnation; while in the thickest lm with 10m thickness
the volumetric stagnation is predominant. The calibrated values for stagnation
parameters are
c = 0:31 J=m2 and f v;c = 0:23 J=m3:
The aforementioned procedure to calibrate the stagnation parameters is expected
to give satisfactory results for intermediate lm thicknesses; a fact which will be
shown later by presenting the simulation results.
4.4 Multi-scale FEM-Phase eld model
Using the initial microstructure created in previous section as the RVE, the
multi-scale FEM-Phase eld model of thin lm is described in this section. The
unied nite element model of the lm and substrate shown in Figure 4.2 was
rst created in Abaqus. Dierent lm thicknesses of hf = 0:5; 1; 3; 5; 10m were
examined. The substrate thickness hs was set to be the same as in experiments i.e.
hs = 125m (Sonnweber-Ribic, 2011). As in experiments, the thickness to width
aspect ratio of the lm hf=Wf is quite small so that the lm experiences mainly
a uniform biaxial strain independent of its in-plane dimensions. To suppress the
eect of substrate in-plane dimensions on abnormal grain growth, the substrate
width Ws was large enough to apply a mismatch strain to the lm independent
of the end eects. Particularly, the in-plane dimensions of the lm and substrate
shown is Figure 4.2 were set as
Wf = 10mm; and Ws = 25mm
for all lm thicknesses. As shown in Figure 4.2, the whole lm is modeled as
a single C3D8R element which is a three-dimensional continuum linear element,
with 4 nodes and reduced integration. In the multi-scale model, the central single











Finite element model of 
the ﬁlm on substrate
Phase ﬁeld model of
 the RVE
Figure 4.2: Multi-scale FEM-phase eld model of copper thin lm on polyimide sub-
strate, used in abnormal grain growth simulations.
eld domain. The substrate is also discretized by the C3D8R elements with the
mesh shown in the gure.
The simulation is done during a general static step in Abaqus which allows a
uniform temperature eld during simulation. The substrate was constrained in Z
direction at the bottom and in X and Y directions at a corner point to prevent
rigid body motion. The initial temperature eld at time 0 was uniformly set at the
deposition temperature 0 = 25
C; and the uniform temperature eld during the
simulation was xed at a = 330
C which is the same as the annealing temperature
in experiments.
The RVE was a phase eld domain with physical dimensions of hf WRV E 
WRV E. The phase eld domain was discretized on a three-dimensional grid of
the size Nh NW NW grid points. The values of Nh and NW for dierent lm
thicknesses are listed in table 4.1. As in normal grain growth simulations, periodic
boundary conditions were applied in X and Y directions while in Z direction the
micro-traction free boundary condition was imposed.
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4.5 Results and Discussion
In Figures 4.3 to 4.7 experimental and simulation results of the annealed mi-
crostructure for dierent lm thicknesses are shown. The experimental microstruc-
ture is the EBSD orientation map of the top surface of the lm (Sonnweber-Ribic,
2011) in gray scale colors. In these maps grains with (111) and (100) orientations
are white and black, respectively; while grains with other orientations classied as
random are displayed in gray 3. The simulated nal microstructure is also shown
by the orientation maps in the top and mid-thickness views which are slightly dif-
ferent due to through thickness curvature of the columnar boundaries. To have a
three-dimensional view of the microstructure, orientation maps of vertical sections
at dierent positions are also displayed. In all simulated orientation maps, (111)
grains are white, (100) grains have dark gray color, light gray grains are random
grains and the diuse interface is black.
The successive orientation maps for dierent lm thicknesses clearly indicate
a texture transition from a predominant (111) texture in the thinnest lm to a
dominant (100) texture in the thickest one. This behavior can be quantitatively
measured by plotting the surface fractions or volume fractions of the main texture
components i.e. (111) and (100) as functions of lm thickness. Such plots are
shown in Figure 4.8 for both experimental and simulated microstructures. The
simulated surface fractions are calculated based on the phase eld values at the
grid points representing the free surface. Aside from a smooth texture transition,
Noteworthy in Figure 4.8 is the almost perfect match between the simulation and
experimental results. Starting from a 7% (100) and 50% (111) initial texture,
the competition between the strain energy minimizing and surface and interface
energy minimizing driving forces results in two disparate textures for the thinnest
and thickest lms: the 11% (100) and 77% (111) texture for 0.5 m thickness lm
and the 55% (100) and 17% (111) texture for the lm of 10 m thickness.
3For a clearer picture of grain boundaries and details of random orientations, the reader is


































Figure 4.3: Experimental (Sonnweber-Ribic, 2011) and simulated orientation maps of
the nal microstructure for 0.5 m lm. EBSD orientation map (top left) is captured
at the free surface of the lm in gray scale colors and the orientation maps of the
simulated nal microstructure are shown at free surface (top right) and mid-thickness
plane (bottom right) views in XY plane and also by vertical sections (bottom left) in


































Figure 4.4: Experimental (Sonnweber-Ribic, 2011) and simulated orientation maps of
the nal microstructure for 1.0 m lm. EBSD orientation map (top left) is captured
at the free surface of the lm in gray scale colors and the orientation maps of the
simulated nal microstructure are shown at free surface (top right) and mid-thickness
plane (bottom right) views in XY plane and also by vertical sections (bottom left) in


































Figure 4.5: Experimental (Sonnweber-Ribic, 2011) and simulated orientation maps of
the nal microstructure for 3.0 m lm. EBSD orientation map (top left) is captured
at the free surface of the lm in gray scale colors and the orientation maps of the
simulated nal microstructure are shown at free surface (top right) and mid-thickness
plane (bottom right) views in XY plane and also by vertical sections (bottom left) in


































Figure 4.6: Experimental (Sonnweber-Ribic, 2011) and simulated orientation maps of
the nal microstructure for 5.0 m lm. EBSD orientation map (top left) is captured
at the free surface of the lm in gray scale colors and the orientation maps of the
simulated nal microstructure are shown at free surface (top right) and mid-thickness
plane (bottom right) views in XY plane and also by vertical sections (bottom left) in


































Figure 4.7: Experimental (Sonnweber-Ribic, 2011) and simulated orientation maps of
the nal microstructure for 10 m lm. EBSD orientation map (top left) is captured
at the free surface of the lm in gray scale colors and the orientation maps of the
simulated nal microstructure are shown at free surface (top right) and mid-thickness
plane (bottom right) views in XY plane and also by vertical sections (bottom left) in
XZ plane at dierent positions.
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Figure 4.8: Comparison between experimental (Sonnweber-Ribic et al., 2006) and
simulation results for (a) Surface fraction and (b) Volume fraction of (100) and (111)
grains.
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Since the elastic strain energy of the (100) orientation is the lowest, the strain
energy minimizing driving force supports the growth of (100) grains. On the other
hand, the surface and interface energy minimizing driving force favors the growth
of (111) grains as the Gibbs surface free energy of (111) orientation is the mini-
mum of all orientations listed in table 4.2. For 0.5 m thickness lm, the surface
and interface energy minimizing driving force is larger than the strain energy min-
imizing driving force and both of them are substantially less than the curvature
driving force. Therefore, grain growth is mainly controlled by the capillarity eect
with the privilege given to (111) oriented grains. This results in an increase in the
surface fraction of (111) grains more than that of (100) grains. The equiaxed grain
shapes which is characteristic of normal grain growth also implies the dominance
of the capillarity eect. Contrarily, in 10 m thickness lm the strain energy
minimizing driving force is in the range of the curvature driving force and both
are much larger than the surface and interface energy minimizing driving force.
Hence, grain growth is fundamentally abnormal with a strong precedence of the
(100) orientation. A transitional behavior is seen for intermediate thicknesses with
increasing thickness from 0.5 to 10 m.
The mechanism of abnormal grain growth through the competition between
the surface and interface energy minimizing and elastic strain energy minimizing
driving forces is schematically shown in Figure 4.9 for thin and thick lms. In a
diuse interface model of grain boundary, the thermodynamic driving forces are
scalar variables trying to move the interface via changing their power conjugate
scalar phase eld variables. These driving forces in Figure 4.9 are shown by hori-
zontal bars whose length is a measure of the respective driving force. the bar ended
in black circle is the strain energy minimizing driving force acting in favor of the
(100) orientation; while the bar with a white circle sign is the surface or interface
energy minimizing driving force in favor of the (111) orientation. Although the
driving forces are not shown by arrows as they are scalar variables, the circular
head of each bar implies the direction towards which the diuse interface is being
95
(100) (111) (100)
driving force due to excess surface energy in favor of (111) grain
driving force due to elasc strain energy in favor of (100) grain
Diﬀuse interface between (100) and (111) grains























Figure 4.9: Schematic representation of abnormal grain growth mechanisms in thin
and thick lms; the competition between the driving force due to the excess surface free
energy and the one arising from the elastic strain energy density.
pulled by the corresponding driving force. Each bar as a driving force is acting on
a small segment of the diuse boundary.
In both thin and thick lms, the surface or interface energy minimizing driving
forces as surface eects are active on a small segment of the boundary near the
surface or interface. Particularly, these eects are maximum at the free surface
or interface and exponentially decrease to vanish over the penetration depth of
surface eects. On the other hand, the elastic strain energy minimizing driving
force as a volumetric eect acts uniformly on the whole length of the boundary in
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both thick and thin lms. The direction of motion of the boundary between the
(100) and (111) grains is then determined by the resultant driving force. While the
non-uniform distribution of the surface and interface eects may cause through
thickness bending of the boundary, the driving forces acting on the whole gauge
of the diuse interface can be summed up to give a net driving force. Then, the
dominance of (100) or (111) grains and its degree is determined by the net driving
force.
As shown in Figure 4.9, the predominance of the (100) or (111) orientation
comes through the thickness of the lm. In fact, the resultant surface and interface
energy minimizing driving force is independent of the lm thickness and the same
for all lm thicknesses. However, the resultant strain energy minimizing driving
force is linearly proportional to the lm thickness. In the thinner lm, the resultant
surface and interface energy minimizing driving force is greater than the resultant
strain energy minimizing driving force, causing the preferential growth of the (111)
grains. On the other hand, bigger thickness translates into a larger resultant strain
energy minimizing driving force that overcomes the resultant surface and interface
energy minimizing driving force, leading to the preferential growth of (100) grains.
The capillarity driving force causing the curvature-driven boundary migration
is almost neutral in the process of texture evolution but not in the microstructure
evolution. As the average grain sizes of the two sub-populations i.e. (111) grains
and (100) grains are identical in the initial microstructure, the capillarity eect
does not favor growth of any of them. However, in thicker lms at later stages
as the average grain size of the (100) grains exceeds that of (111) grains due to
abnormal grain growth, the capillarity eect weakly helps the preferential growth
of the larger (100) grains.
However, the curvature driven boundary migration is an important factor in
microstructure evolution specially in thinner lms with smaller average grain sizes.
This eect comes into the kinetic equation of the phase elds through the laplacian
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term. Referring back to equation Eq. (2.26), it can be seen that the gradient driv-
ing force responsible for the capillarity eect is inversely proportional to the grid
spacing. As grid spacing is proportional to the average grain size which is in turn
proportional to the lm thickness, the capillarity eect is inversely proportional
to the lm thickness. The capillarity eect manifests itself in the grain topologies.
In thinner lms under the strong inuence of the capillarity eects, grains are
more equiaxed and regular and the GSD curve is to be approximately log-normal
similar to that of normal grain growth. However in thicker lms where the capil-
larity eect is insignicant, the dominance of abnormal boundary migration leads
to complex grain morphologies.
The grain size distribution curves for both experimental and simulation mi-
crostructures for various lm thicknesses are shown in Figure 4.10. Comparison
between the corresponding curves implies that the trend in experimental results
has been well captured by the simulations. With the dominance of the capillarity
eect in thinner lms, the GSD graphs for both (100) and (111) grains are log-
normal in both simulations and experiments. By increasing lm thickness from
0.5 to 10 m, both the capillarity and surface and interface energy minimizing
eects decrease while the strain energy minimizing eect remains roughly con-
stant. This promotes abnormal growth of (100) grains; while the driving force for
growth of (111) grains is mostly the capillarity eect. Therefore, the GSD graph
for (100) grains gets widening towards the bigger grains to show the presence of
relatively large (100) grains in the microstructure. For (111) grains grown mainly
by the capillarity eect, the shape of the GSD curve is almost unchanged with the
pick moving towards larger grain sizes proportional to the lm thickness. Both
experimental and simulated GSD graphs show a smooth transition in between for
intermediate lm thicknesses.
The average grain sizes for the two dominant grain sub-populations i.e. (100)
grains and (111) grains are shown in Figure 4.11 as a function of lm thickness for
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Figure 4.10: Experimental (Sonnweber-Ribic et al., 2006) and simulated grain size
distribution curves for various lm thicknesses. The number of grains for each data
point in the histogram was normalized to the total number of grains.
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Figure 4.11: Average grain diameter of (100) grains and (111) grains; simulation versus
experiment (Sonnweber-Ribic et al., 2006).
both simulation and experimental microstructures4. The Excellent correspondence
between the two implies a fairly successful modeling approach. Specically, the
right average grain size of the nal microstructure for dierent lm thicknesses
validates the proposed approach for including the stagnation mechanisms in our
continuum model of abnormal grain growth. The average grain size increases
proportional to the lm thickness and roughly seems to be scaling with the lm
thickness; a fact that implies the thickness eect.
Another statistical measure of grain size is the median grain size which is char-
acteristic of both grain size and grain size distribution. If the list of grain diameters
is arranged from the smallest to the biggest value, the median grain size is the
one at the middle of the list. Figure 4.12 shows the median grain sizes for the
two grain sub-populations, (100) grains and (111) grains, for both simulated and
experimental microstructures. The good accord between simulation and experi-
mental results for most of the cases Except for the 10m thickness lm is evident
4The experimental average grain sizes for (100) grains and (111) grains was calculated from
the corresponding experimental grain size distribution graphs (Sonnweber-Ribic et al., 2006).
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Figure 4.12: Median grain diameter of (100) grains and (111) grains; simulation versus
experiment (Sonnweber-Ribic et al., 2006).
from this gure. For log-normal grain size distribution which is almost symmetric
about the average grain size, the median grain size is approximately equal to the
average grain size. However, as the grain size distribution deviates from symmetry
the average and median grain size measures diverge. This explantation applies to
the slight dierence between the experimental and simulated median grain sizes
of (100) oriented grains in 10m lm for which the experimental GSD is wider
than the simulated one as shown in Figure 4.10.
The relative numbers of the (100) grains and (111) grains normalized to the
total number of grains for experimental and simulated microstructures are shown
in Figure 4.13. The match between the experiential and simulation results is
excellent except for the 10m thickness lm. The lack of accord can be attributed
to the counting method used by the automated EBSD system in experiments
(Sonnweber-Ribic, 2011). The EBSD system denes a grain with the help of its
grain boundaries which are dened by a misorientation angle. Therefore, all grains
which have contact to the boarder of the scanning area are excluded from the
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Figure 4.13: Fractional numbers of (100) grains and (111) grains; simulation versus
experiment (Sonnweber-Ribic et al., 2006).
statistics. As border grains are not counted, the number of (111) grains excluded
is more than the number of excluded (100) grains. In other words, when we draw
a straight line as a border across the EBSD orientation map of the 10m lm and
exclude the intersected grains, we have excluded more (111) grains than the (100)
ones as (111) grains are smaller in size and higher in number than the large (100)
grains. In fact, manual counting of the grains on colorful EBSD orientation maps
for 10 m thickness lm (Sonnweber-Ribic et al., 2006) gives the relative number
of grains consistent with the simulation data as shown in Figure 4.13.
Finally, the comparison between the volume and surface fractions of the main
texture components for both experimental and simulated microstructures are plot-
ted in Figures 4.14a and 4.14b, respectively. In experiments the surface fraction is
calculated form the EBSD orientation map while the volume fraction is estimated
by measuring the relative strengths of the (100) and (111) textures in the X-ray
diraction (XRD) scans. In simulations, volume fraction is calculated based on the














































































Surface fraction by EBSD (001)
Volume fraction by XRD (001)
Surface fraction by EBSD (111)
Volume fraction by XRD (111)
Figure 4.14: Comparison between volume and surface fractions of (100) and (111)
grains: (a) Experimental (Sonnweber-Ribic et al., 2006) versus (b) Simulation.
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and surface fractions for various lm thicknesses are slightly dierent in simula-
tion and experiments within the experimental error bars, both sets of results reveal
that the surface fraction of (111) orientation is always higher than its volume frac-
tion. In contrast, (100) surface fraction is always lower than its volume fraction.
Referring back to the schematic plot for abnormal grain growth in Figure 4.9, it
can be inferred that in abnormal grain growth under the eects of both strain en-
ergy minimizing and surface and interface energy minimizing driving forces, (111)
grains get an hourglass shape while (100) grains have barrel shape. Obviously,
surface fraction of an hourglass is more than its volume fraction, while for a barrel
volume fraction is greater than surface fraction.Such through-thickness bending of
boundaries is mainly due to the nonuniform distribution of surface eects through
thickness which can be captured only by three-dimensional simulations.
4.6 Stress variations due to texture evolution
By abnormal grain growth the texture of the RVE evolves in a way to minimize
the total free energy of the material point. Texture evolution in thin lms on
substrates is a result of the competition between the surface and interface energy
minimizing and strain energy minimizing driving forces. Contingent upon which
driving force conquers, the material point gets softer or stier by texture evolution.
Particularly, the strain energy minimizing driving force which favors growth of
softer grains with lower strain energy decreases the material stiness; while the
surface and interface energy minimizing driving forces cause the material point to
get stier. Under a constant applied strain, change of stiness results in changing
the corresponding applied stress.
The variation of Mises stress in the lm during abnormal grain growth for dif-
ferent lm thicknesses is plotted in g. 4.15. For 0:5m thickness lm in which
the surface and interface energy minimizing eect is the dominant mechanism for
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abnormal grain growth, both material stiness and Mises stress increase by mi-
crostructure and texture evolution over time. On the other extreme, for 10m lm
the controlling eect in texture evolution is the strain energy minimizing driving
force and Mises stress decreases as a result of stiness decrease. A transitional
behavior is observed for intermediate lm thicknesses. In addition, for all lm
thicknesses the rate of Mises stress variation decreases over time and becomes at
as a sign of complete stagnation.
From a macroscopic point of view, stress relaxation is happening in thicker lms
where the strain energy minimizing boundary migration is dominant. However,
the superiority of surface and interface energy minimizing driving forces can cause
stress gain in thinner lms. Yet, in both cases the total free energy of the lm
decreases by microstructure and texture evolution in accordance with the second
law of thermodynamics.








































































Figure 4.15: Variation of Mises stress during abnormal grain growth for dierent lm
thicknesses of (a) 0:5m, (b) 1m, (c) 3m, (d) 5m and (e) 10m.
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4.7 Eect of Substrate Thickness
For thin lms on thick metallic substrates, the whole thermal mismatch strain
is assumed to a good approximation to be accommodated by the lm (Thompson
and Carel, 1996). In other words, the whole mechanical strain and stress due
to dierential thermal expansions of thin lm and thick substrate is applied to
the lm while the thick substrate remains almost stress free. However, there are
cases in which the substrate and lm have comparable thicknesses that is the
substrate can not be considered as thick compared to the lm. In addition, in
some applications like metallic lms on polymeric substrates the lm is much
stier than the soft substrate.
The eective stiness of the lm or the substrate is proportional to the product
of its elastic stiness and thickness. Generally, a substrate is considered as thick if
its eective stiness is much larger than that of the lm. Otherwise, in cases where
the lm and substrate have comparable eective stiness values the total thermal
mismatch strain is apportioned partly to the lm and partly to the substrate.
The strains in lm and substrate are to be determined by calculating the force
equilibrium for the interaction between lm and substrate. As texture evolution
alters the stiness of the lm, such equilibrium shall be recalculated concurrently
with the microstructure evolution. In our model, the nite element method is used
at macro level to calculate equilibrium in such a live interaction. The equilibrium
state is recalculated in every time increment after an increment in microstructure
state.
An example of nite substrate thickness is the copper lm of 10m thickness
on polyimide substrate in the current simulations. While the Young's modulus of
copper is larger than that of polyimide, the thickness of copper lm is smaller than
that of the polyimide substrate. Therefore, the lm and substrate have similar
eective stiness values. To examine the inuence of nite substrate thickness,
simulation of microstructure evolution for 10m lm was redone but this time with
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a bigger substrate thickness of 1mm instead of 125m. The variation of Mises
stress over time is plotted in Figure 4.16 for both substrate thicknesses. Decrease
of Mises stress due to abnormal growth of (100) oriented grains for 1mm thickness
case is much faster and much larger compared to the lm with nite thickness
of 125m. This dierence implies a larger strain energy minimizing driving force
which is provided by the thicker substrate with higher eective stiness. Such an
increase in driving force strongly inuences the kinetics of abnormal grain growth;
a fact which is illustrated by displaying the volume fractions of (100) and (111)
grains at dierent times in Figure 4.16.
When the volume fraction of (100) orientation reaches 56:7%, the volume frac-
tion of (111) orientation has decreased to 10:2% for substrate thickness of 1mm
which is lower than 16:9% for nite substrate thickness of 125m. Also, the
stagnated microstructure for 1mm substrate thickness is reached in about 0:05
hour annealing time with 83:7% (111) and without (100) orientation. This mi-
crostructure is very dierent from the nal microstructure for 125m substrate






















Substrate thickness = 125 µm;  Initial Mises stresss = 128.7 MPa







Figure 4.16: Variation of Mises stress versus time for lm thickness 10m and substrate
thicknesses of 125m and 1mm.
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thickness. Overall, this example illustrates the importance of the coupled nite
element method to the phase eld method towards simulating such phenomena.
4.8 Eect of stagnation on texture transition
A signicant observation in experiments of Sonnweber-Ribic et al. (2006) and
our corresponding simulations is the broad texture transition shown in Figure 4.8.
Previous experiments and simulations for Ag lm on thick substrate of single crys-
tal Ni had shown that the dominant texture is either (100) or (111) dependent on
which driving force prevails (Thompson and Carel, 1995). Therefore, the present
texture transition can not be interpreted by just comparing the driving forces due
to surface and interface energy minimization and strain energy minimization. In
what follows we have shown that such texture transition is mostly on account of
grain growth stagnation.
To investigate the eect of stagnation mechanisms on texture transition, sim-
ulations of microstructure evolution for all lm thicknesses were redone but this
time in absence of stagnation mechanisms i.e. both surface and volumetric stag-
nation forces are removed by setting cj = 
c = 0 for j = 1; 2 and f v;c = 0. The
surface fractions of (100) grains and (111) grains as a function of lm thickness
are plotted in Figure 4.17 for both simulation sets i.e. simulations with stagnation
and simulations without stagnation. This gure clearly shows that grain growth
stagnation is the main cause of texture transition in present simulations. In ab-
sence of any stagnation mechanisms, the nal texture is fully (100) or fully (111)
depending on which driving force prevails. For 0:5m thickness the annealing
texture is 100% (111) as the surface and interface energy minimizing driving force
is larger than the strain energy minimizing driving force; while for other thick-
nesses the nal texture is 100% (100) due to the predominance of the strain energy
minimizing driving force.
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Figure 4.17: Surface fractions of (100) grains and (111) grains as a function of lm
thickness with and without stagnation.
It should be mentioned that the average grain sizes in the fully (100) or fully
(111) simulated microstructures in absence of stagnation were much larger than
those in simulations including stagnation eects. In addition, for such microstruc-
tures with identical orientations for all grains there is no driving force for abnormal
grain growth and microstructure continues to evolve by normal grain growth until
reaching a single crystal grain.
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Chapter 5
General Theory of Stressed Grain
Growth
To complement the multiscale theory of abnormal grain growth presented in
chapter 2, a general theory of stressed grain growth applicable to strain energy
minimizing boundary migration in miniature structures is developed in this chap-
ter. As explained in chapter 1, by miniature structure we refer to a body whose
microstructure characteristic length is comparable with the physical dimensions
of the body itself. In such bodies under thermo-mechanical loading, variation
of thermo-mechanical elds occur on scales usually less than the characteristic
length of the microstructure and hence, the multiscale theory in chapter 2 is not
applicable in these cases.
In this chapter, a three-dimensional continuum, thermo-mechanically coupled
and crystal mechanics based, innitesimal deformation constitutive theory based
on a Gibbs free energy formulation is developed to describe the phenomenon of
strain energy minimizing boundary migration in crystalline miniature structures.
Using the principle laws of thermodynamics and the concept of micro-force bal-
ance (Fried and Gurtin, 1994), a set of coupled kinetic relations for the phase
elds as order parameters are derived that implicitly represent the microstructure
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evolution. The theory is general in the sense that it can be used along with dif-
ferent mixture theories. The two fundamental rules of mixture i.e. the iso-strain
and iso-stress mixture theories are used for further development of the constitu-
tive equations. Finally, a novel coupling approach between the nite element and
phase eld methods is proposed for numerical implementation of the theory in the
commercially available nite element package Abaqus.
5.1 Constitutive equations
To begin with the development of the constitutive equations we focus on an
arbitrary subregion R of the continuum body with n denoting the outward unit
normal on the boundary @R of R. The subregion R is a material point that is
generally a mixture comprised of dierent phases with known volume fractions.
By the phase eld parameter i we denote the volume fraction of phase i, with i =
1; 2; : : : ; N where N is the total number of possible dierent phases in a material
point. The phase elds are individually constrained to the physical bounds
0  i  1 (5.1)
and together constrained by
NX
i=1
i = 1: (5.2)
By the assumption of innitesimal strain theory, we suppose that the displace-
ments and the displacement gradients are small compared to unity i.e. juj  1
and jruj  1 with u = u^(x; t) being the displacement vector of the material
point positioned at x in a xed coordinate system.
Notation: Second-order tensors are denoted by bold upper-case Roman alpha-
bets e.g. A, A, H etc. The divergence, gradient and Laplacian operators with
respect to the coordinates x are denoted by div, r and r2, respectively. The
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second-order identity tensor and zero tensor are respectively denoted by I and
0. The zero vector is denoted by o. The material time derivative of tensor H is
denoted by _H. The transpose of tensor A is written as A>. The inverse of tensors
A and A> are respectively written as A 1 and A >. The determinant of tensor
A is denoted by detA. The product between two tensors A and H is denoted
by AH. The scalar product between two vectors a and b is denoted by a  b.
The tensor product between two vectors a and b is denoted by a
 b. The scalar
product between two tensors A and H is denoted by A : H. The symmetric part
of tensor A is denoted by symA  (1=2) (A+A>). The l 2-norm of vector a is
denoted by jaj  pa  a  0.
The governing variables in our constitutive model are: (i) The Gibbs free en-
ergy per unit volume G, (ii) The Cauchy Stress tensor T, (iii) The total innites-
imal strain tensor E = sym (ru). We assume that the deformation is totally
elastic, i.e. E is the total and also elastic strain. (iv) Absolute temperature , (v)
The phase elds or order parameters i with i = 1; 2; : : : ; N .
5.1.1 Micro-force balance
For each phase eld i, the micro-force system which describes the forces that
perform work associated with phase transformation consist of: (i) the micro-
traction vector ci with units of energy per unit area, (ii) the scalar internal micro-
force inti with units of energy per unit volume, and (iii) the scalar external micro-
force exti with units of energy per unit volume. Following the work of Fried and
Gurtin (1994), we write the corresponding micro-force balance equation associated
with these micro-force systems as
Z
@R






inti @V for i = 1; 2; : : : ; N (5.3)
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Here @A and @V denote the area and volume integrals, respectively. Using the
divergence theorem within R yeilds
div ci   inti + exti = 0 for i = 1; 2; : : : ; N (5.4)
5.1.2 Balance of linear momentum












with b being the macroscopic body force vector per unit volume and  = ^(x)
the mass density. Using the divergence law in Eq. (5.5) and localizing the result
within R yields
divT+ b   _v = o (5.6)
5.1.3 Balance of angular momentum










x v @V (5.7)
Applying the divergence law on Eq. (5.7), localizing the result within R and
substituting in Eq. (5.6) yields T = TT, i.e. the Cauchy stress is symmetric.
5.1.4 Balance of energy (1)




















+r  _! @V = 0 (5.8)
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where _! = _" + ( _v)  v, with " representing the internal energy per unit volume
and v = _u being the velocity. Here q and r are the heat ux vector and heat
supply rate per unit volume, respectively. Applying the divergence law on Eq.






ci  r _i + inti _i
!
  div q+ r = _" (5.9)
Here ci is the work conjugate variable to ri whereas inti and exti are the work
conjugate variables to i.
5.1.5 Entropy imbalance
















with  representing the entropy per unit volume. The Helmholtz free energy per
unit volume  is dened as
 = "   =) _ = _"  _    _ (5.11)










 r   _    _  0 (5.12)
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5.1.6 Legendre transformation
For a material point comprised of N species, the Legendre transformation for
each constituent is written as
 i = Gi +Ti  Ei for i = 1; 2; : : : ; N (5.13)
with Ti and Ei, the elastic stress and elastic strain of phase i in the context of
small deformation theory, respectively. Also  i and Gi are the Helmholtz and
Gibbs free energies of the ith constituent, respectively. Using a multi-variate
smooth interpolation function, we sum up Eq. (5.13) over a mixture comprised of
N phases with volume fractions i for i = 1; : : : ; N to get
 = G+
PN













are by denition the phase-averaged Helmholtz and phase-averaged Gibbs free
energies, respectively. For p(i) which is a single-variate smooth interpolation
function, the following least order polynomial form is chosen
p(i) = 
2
i (3  2i); (5.16)
while other forms are possible. To get the Helmholtz free energy of the mixture,
the phase-averaged free energy must be augmented with an additional mixture
free energy  mix due to the interaction of the phases as
 =  +  mix = G+
PN
i=1 p(i)Ti  EiPN
i=1 p(i)
+  mix (5.17)
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i=1 p(i)Ti  EiPN
i=1 p(i)
!
  _ mix  _  0
(5.18)
5.1.7 Free energy
By setting mi = ri with i = 1; 2; : : : ; N , we write  = (1; 2; : : : ; N) and
m = (m1;m2; : : : ;mN) as the lists containing the order parameters and the spa-
tial gradient of the order parameters, respectively. We also set the list of stresses
of individual phases to be TRVE = (T1;T2; : : : ;TN). Assuming a uniform tem-
perature throughout the material point i.e. 1 = 2 = : : : = N = , we suppose
an averaged Gibbs free energy per unit volume and a mixture free energy per unit
volume of the functional forms
G = ^G(TRVE; ; ) (5.19)
and
 mix =  ^mix(;m); (5.20)














































































 r  0 (5.23)
with
p0(i) = 6i(1  i): (5.24)
The phase-averaged stress power by smooth interpolation and the stress power for
the mixture in terms of the eective stress T and eective strain E are to be equal
according to Hill's macro-homogeneity condition (Hill, 1972). This condition is
written as
T  _E =
PN
i=1 p(i)Ti  _EiPN
i=1 p(i)
(5.25)
to set the rst term on the left hand side in Eq. (5.23) to zero. According to the
principle of equipresence, the second term on the left hand side in Eq. (5.23) gives


















for inequality (5.23) to be satised at all times. Substituting Eqs. (5.4), (5.25),










 r  0 (5.28)
117



















the driving force for the evolution of phase i. The instantaneous (by supposing
the xed volume fractions of the phases at a specic time) phase-averaged stress
work T  E in Eq. (5.29) is dened by
T  E 
PN
i=1 p(i)Ti  EiPN
i=1 p(i)
(5.30)
The rst term in Eq. (5.28) represents the dissipation per unit volume due to
grain growth which is non-negative; while the second term is the dissipation per
unit volume because of irreversible process of heat conduction. We assume that
these dissipation mechanisms are strictly dissipative that is
q





fi _i > 0 if 9 j 2 (1; 2; : : : ; N) j _j 6= 0 (5.32)
 is the dissipation due to the evolution of the phase elds.
5.1.8 Free energy density and specic constitutive func-
tions
Referring back to Eq. (5.15), the average Gibbs free energy G is constructed
by smoothly interpolating the Gibbs free energies of the constituents Gi. The
Gibbs free energy of each phase is assumed to be composed of an elastic and a








In the simple case of elastic deformation, the Gibbs elastic free energy of each phase
Gei is a function of its stress Ti and its temperature i. Restricting attention to
simple linear elastic materials, the elastic free energy of phase i is
Gei (Ti; ) =  
1
2
Ti  Ai[Ti] Ai(   0) Ti (5.34)
Here Ai and Ai denote the constant fourth-order elastic compliance tensor and
the constant second-order thermal expansion tensor of the ith phase. The elastic
compliance is the inverse of the elastic modulus that is
Ai = C 1i (5.35)
where Ci is the constant fourth-order elastic stiness tensor. Ci = Ci(i) is de-
termined by the orientation of the ith phase with respect to the crystal lattice
coordinate system. For materials with cubic symmetry there are three indepen-
dent elastic constants C11, C12 and C44. We restrict our attention to cubic crystal
materials for which the thermal expansion tensor is isotropic that is Ai = th1,
with th denoting the coecient of thermal expansion.
The thermal part of the Gibbs free energy for phase i is written as
Gi = c(   0)  c log(=0) (5.36)
Eq. (5.36) represents the purely thermal contribution to the free energy density
with c = c^()  0 representing the specic heat per unit volume.
As in the multiscale theory in chapter 2, we have chosen the mixture free
energy  mix to be composed of two parts: an exchange energy   and a gradient
energy  g as














The material parameters !ij > 0 (units of energy per unit volume) with i 6= j
dene the potential energy barriers between species i and j in order to prevent
spontaneous conversions between these two species. In the present work, we will
treat the material parameters !ij as constants. The gradient energy coecients
gij > 0 (units of energy per unit length) with i 6= j are responsible for introducing
additional material length scales which control the interface thickness between
species i and j. Hence, the role of the gradient energy is to penalize the formation
of grain boundaries. For simplicity, we will treat the gradient energy coecients




ij as constants, we have assumed that
grain boundaries are all isotropic i.e. they have the same grain boundary energy
independent of their misorientation angle. Hence, we set
!ij = !
 and gij = 
g
where ! and g are functions of grain boundary energy  and diuse interface








5.1.9 Constitutive equations for phase strain and micro-
traction
By substituting Eq. (5.33) in Eq. (5.15)2 and then in Eq. (5.26), the strain of




= Ai [Ti] + th(   0)1 (5.39)
which can be rewritten to give the phase stress Ti as
Ti = Ci [Ei   th(   0)1] : (5.40)
120





 gijmj for i = 1; 2; : : : ; N (5.41)







mi = 0: (5.42)
Using above constraint and gij = 
g in Eq. (5.41), results in a simpler form for
micro-traction vectors as
ci = 
gmi for i = 1; 2; : : : ; N: (5.43)
5.1.10 Kinetic relations for the order parameters
In Eq. (5.32) the order parameters are considered as independent variables.
In this section, this equation is utilized along with the constraint (5.2) to derive
the kinetic relation for the order parameters. Assuming exti = 0 for i = 1; : : : ; N







i for i = 1; 2; : : : ; N (5.44)
with
f gi =  g
NX
j 6=i
r2j = gr2i (5.45)



























= 6i(1  i): (5.48)














respectively. Note that the expression for driving force in Eq. (5.44) consists
of three dierent parts. The rst and second terms in Eqs. (5.45) and (5.46)
are the contributions due to the gradient and exchange energies which together
represent the capillarity eect or curvature driven boundary migration. The third
term in Eq. (5.47) is the strain energy minimizing driving force which drives the
boundaries in a way to minimize the strain energy of the body.
To continue with the derivation of kinetic relations for order parameters, we
follow a similar procedure used in section 2.1.10 in chapter 2. According to the
constraint in Eq. (5.2),
PN
i=1 i = 1 or in the rate form
PN
i=1
_i = 0 where
N denotes the total number of phases and i denotes the order parameter with
0  i  1. Guided by recent work on phase transformations in shape-memory





with integers j = 1; 2; : : : ; N   1 and k = 2; 3; : : : ; N . As before, the kinetic
variables _jk in Eq. (5.51) represent the transformation/conversion rate between
species j and species k with the same explanation as in section 2.1.10. The
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stoichiometric coecients Hijk with
Hijk =
8>>>><>>>>:
1 if i = j
 1 if i > j and i = k
0 otherwise
make sure the constraint
PN
i=1
_i = 0 is always satised during inter-species
conversions. Substituting equation (5.51) into the reduced dissipation inequal-




f j   f k

_jk > 0; j = 1; 2; : : : ; N   1 and k = 2; 3; : : : ; N . (5.52)
The quantity f j   f k in inequality (5.52) represents the total driving force for
inter-species conversion between species j and k. To satisfy inequality (5.52), we
assume that the dissipation accompanying the inter-species conversion between
each species j and k with j < k is strictly non-negative and that this dissipation
mechanism is strongly dissipative i.e.

f j   f k

_jk > 0 for _jk 6= 0. (5.53)





f j   f k

(5.54)
with Ljk = L^

jk() > 0 denote the mobility coecient for the transformation
system jk. For simplicity, we neglect the dependence of the mobility parameters
on the grain boundary misorientation angle i.e. we assume
Ljk = L
:
The isotropic mobility coecient L is related to the grain boundary mobility 
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5.1.11 Balance of energy (2)
Assuming that the material obeys Fourier's law of heat conduction, inequality
(5.31) is satised if
q =  kthr; (5.56)
where kth = k^th() > 0 is the coecient of thermal conduction which is assumed
to be a constant for simplicity. Substituting Eq. (5.33) in (5.15)2 and then in Eq.
(5.27)2 yields
 = th1  T+ c log(=0) (5.57)
where T is the phase-averaged stress given by Eq. (5.49). Substituting Eqs. (5.4),
(5.11), (5.27), (5.25), (5.41) (with exti = 0 for i = 1; 2; : : : ; N), (5.33), (5.56),
(5.49) and the time derivative of Eqs. (5.57) and (5.39) into Eq. (5.9) yields the
balance equation for the temperature as
c _ = kth
 r2+ r   (th1  _T) +  (5.58)
where  is the phase transformation or grain growth dissipation per unit volume
given by Eq. (5.32).
5.2 Mixture theory and interaction laws
To relate the thermo-mechanical response of the constituents in a mixture to
the overall eective response of the mixture at a material point, an interaction law
is to be devised. In the mixture theory an interaction law serves as a tool to relate
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the eective stress T or the eective strain E at a composite material point to the
constituents stresses Ti or constituent strains Ei of the comprising phases. The
two simplest mechanical interaction laws are the iso-strain and iso-stress mixture
theories.
Furthermore, the eective temperature of the mixture  is to be related to the
the temperatures of the phases i constituting the mixture. For the thermal eects
we assume an iso-thermal rule of mixture that is
i =  for i = 1; 2; : : : ; N (5.59)
The mechanical rules of mixture including iso-strain and iso-stress models are
illustrated in the following sections.
5.2.1 Iso-strain rule of mixture
In an iso-strain mixture theory, the deformation is assumed to be identical for
all phases comprising the mixture. In other words, the strain of each constituent
is equal to the eective strain of the mixture as a material point that is
Ei = E for i = 1; 2; : : : ; N (5.60)
which along with Eq. (5.40) gives the phase stress Ti as
Ti = Ci [E  th(   0)1] : (5.61)
Using the time derivative of Eq. (5.60) in Eq. (5.25) gives the eective stress in







which is equal to the phase-averaged stress in Eq. (5.49). The eective stiness of
the mixture C can be dened to relate the eective stress and eective strain by
T = C [E  th(   0)1] : (5.63)















(T Ti)  E+ th(   0) trace (T Ti)

(5.65)
5.2.2 Iso-stress rule of mixture
On the other hand is the iso-stress mixture theory by which the loading con-
ditions of all the constituents is identical and the same as the eective loading.
In other words, the stress of each constituent is equal to the eective stress of the
mixture as a material point that is
Ti = T for i = 1; 2; : : : ; N (5.66)
which along with Eq. (5.39) gives the phase strain
Ei = Ai [T] + th(   0)1: (5.67)
substituting Eq. (5.66) in Eq. (5.25) gives the eective strain rate in terms of the








The eective compliance of the mixture A can be dened in a way to relate the





+ th _ 1: (5.69)
Substituting the time derivative of Eq. (5.39) in Eq. (5.68) and comparing against























It should be mentioned that in this case, Eq. (5.68) cannot be time integrated to
calculate the eective strain E as a function of phase strains because the phase
elds are evolving with time that is E 6= E.
5.3 Special case of a bicrystal
The simplest case of strain energy driven boundary migration is the movement
of a at boundary between two otherwise oriented grains in a bicrystal under
mechanical loading. For a at boundary the capillarity eect is zero and the
boundary moves in response to the strain energy dierence between the two grains.
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For N = 2 we have
1 + 2 = 1  ! p(1) + p(2) = 1 and p0(1) = p0(2) (5.73)
Also, the net strain energy minimizing driving force causing the at boundary to
migrate is dened as
f e12  f e1   f e2 : (5.74)
Using Eq. (5.47), the net driving force is given by









while no mixture theory is yet assumed.
5.3.1 Iso-strain condition in a Bicrystal
For the special case of N = 2, the constitutive equation for eective stress in
Eq. (5.62) based on the iso-strain mixture theory reduces to
E1 = E2 = E  ! T = p(1) (T1  T2) +T2 (5.76)
Also using Eq. (5.75), the net driving force for boundary migration is




(T1  T2)  E+ th(   0) trace (T1  T2)

: (5.77)
The net driving force can be written in terms of eective strain by substituting
Eq. (5.40) in Eq. (5.77) as




(C1   C2) [E  th(   0)1]  E+
th(   0) trace (C1   C2) [E  th(   0)1]g :
(5.78)
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If f e12 > 0 species 1 grows while f
e
12 < 0 means that species 2 grows. In case of
f e12 = 0 the boundary remains stagnant.
5.3.2 Iso-stress condition in a Bicrystal
For the special case of N = 2, the constitutive equation for eective stress in
Eq. (5.68) based on the iso-stress mixture theory reduces to





Also using Eq. (5.75), the net driving force for boundary migration is




(E1   E2) T

(5.80)
which by using Eq. (5.39) simplies as




 C 11   C 12  [T] T : (5.81)
If f e12 > 0 species 1 grows while f
e
12 < 0 means that species 2 grows. In case of
f e12 = 0 the boundary remains stagnant.
The general theory developed in this chapter is implemented in the commer-
cially available nite-element program Abaqus/Standard (Hibbitt et al., 2001) by
writing a user material subroutine. The implementation is based on a numerical
algorithm with a two way feedback between the deformation state and microstruc-
ture and a novel coupling procedure between the nite element and phase eld
methods as will be elaborated in Appendix C.
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Chapter 6
Simulation of Abnormal Grain
Growth in Miniature Structures
In this chapter, the general theory developed in chapter 5 is used to simulate
the strain energy minimizing boundary migration in elastically deformed miniature
polycrystalline bodies. To verify the general theory and its novel numerical imple-
mentation, the MD simulations of boundary migration in bicrystals are reproduced
by the coupled nite element and phase eld simulations at mesoscale. Both iso-
strain and iso-stress mixture theories are investigated along with strain-controlled
and stress-controlled loading conditions, followed by a discussion on the consis-
tency between mixture theory and loading condition. Finally, three-dimensional
simulations of abnormal grain growth in a polycrystalline miniature body are per-
formed to investigate the consistency condition between applied boundary condi-
tion and mixture theory in a general polycrystalline body.
The most fundamental example of stressed boundary migration is a bicrystal
subjected to mechanical loading which causes an strain energy dierence across
the at boundary between the two crystals. MD simulations (Schonfelder et al.,
1997; Zhou et al., 2005) have shown that in such a system the boundary migrates
under the strain energy minimizing driving force. In other words, the grain with
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lower strain energy consumes the higher energetic grain in order to minimize the
elastic strain energy of the system. MD simulations have also conrmed that the
direction of boundary migration is independent of the type of loading conditions
(stress controlled or strain controlled) and migration velocity is only a function of
the free energy dierence between the two grains. Generally in the sharp interface
limit, the boundary migrates from the lower strain energy region towards the
region with higher strain energy with velocity v given by
v = m (6.1)
with m the grain boundary mobility in m
4
Js
and  =  2    1 the dierence of
the elastic strain energy density between the two grains. Elastic strain energy of




Ti  Ei: (6.2)
This general rule translates into dierent migration mechanisms under dierent
loading conditions. In other words, the type of applied boundary condition deter-
mines the direction towards which boundary migrates as will be discussed in the
following section.
6.1 Strain energy minimization in a bi-material
bar
To elaborate on the relation between the type of applied boundary condition
and direction of boundary migration, we consider a hypothetical one-dimensional
bi-material bar as a simplied model of a bicrystal as shown in Figure 6.1. The
bar is composed of two one-dimensional linear elastic bars connected in series.
The two bars have lengths l1 and l2 where l1 + l2 = l is xed. The bars have an
131
identical cross sectional area A, but dierent Young's modulus values E1 and E2.
We assume that bar 1 is stier than bar 2 i.e. E1 > E2. The one-dimensional
longitudinal stress i and strain i in bar i are related by i = Eii or inversely
i = i=Ei with Ei the Young's modulus of bar i with i = 1; 2. Also, the elastic















Under an applied mechanical loading the bars will generally have dierent strain
energy densities as they have dierent stiness values. We assume that one bar
can grow at the expense of the other to minimize the total strain energy of the
system. The total strain energy of the system under elastic deformation is given
by
 = Al1 1 + Al2 2 = Al 2   Al1 (6.4)
with  =  2    1. Using a mobility value m as the constant of proportionality,
the expansion or shrinkage rate of bar 1 is then
_l1 =   _l2 =  m@ 
@l1
= m : (6.5)
Grain 1 Grain 2
x
Di!use interfce (             )









Uniform Stress Boundary Condition





Figure 6.1: A one-dimensional bi-material bar under two dierent boundary condi-
tions: uniform stress boundary condition and uniform strain boundary condition.
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In what follows, the strain energy minimizing boundary migration under two dif-
ferent loading conditions including strain-controlled and stress-controlled bound-
ary conditions is examined. Without loss of generality, the stress-controlled and
strain-controlled boundary conditions are replaced by uniform strain and uniform
stress boundary conditions for the sake of convenience in explanations.
6.1.1 Uniform stress boundary condition
To apply the uniform stress boundary condition the bar is clamped at one end
and pulled by a constant force F0 at the other end as shown in Figure 6.1. This
loading condition generates a constant uniform stress 0 along the bar i.e.
1 = 2 = 0: (6.6)










which means that _l1 / ( 1E2   1E1 ). In other words, under uniform stress loading
condition stier grain grows.
6.1.2 Uniform strain boundary condition
On the other hand is the uniform strain boundary condition as shown in Figure
6.1. In this gure, the bi-material bar is longitudinally attached to an innite bar
with stiness E1 and cross sectional area A1 where A1  A, E1  E1 and
E1  E1. The innite bar is clamped at one end and pulled by a constant
displacement U0 at the other end. Under such loading conditions, the bi-material
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bar experiences a constant one-dimensional uniform strain 0 lengthwise i.e.
1 = 2 = 0: (6.8)




(E2   E1)20 (6.9)
which means that _l1 / (E2   E1). In other words, under uniform strain loading
conditions softer grain grows.
This result contradicts the result for uniform stress loading conditions. How-
ever in both cases _l1 /  independent of the loading conditions. Having ex-
plained the basic physics of the problem, we now perform three-dimensional sim-
ulations of stressed grain growth in bicrystals.
6.2 Strain energy minimizing boundary migra-
tion in copper bicrystals
An interface in the phase eld model is representative of the very thin physical
grain boundary often in the order of a nanometer. The validity of the phase eld
model is the fact that the diuse interface kinetics is the same as that of the
real grain boundary. In other words, an identical free energy dierence across a
boundary results in the same migration velocity in both real sample and phase
eld model. To calculate the migration velocity of an interface based on the phase
eld kinetic relations, the so-called sharp interface limit analysis can be employed
(Allen and Cahn, 1979; Fan and Chen, 1997b). In the sharp-interface limit, the
boundary velocity is calculated at the limit of zero interface thickness.
In normal-size-grain polycrystalline samples, a sharp interface model resem-
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bles the real sample more than what the phase eld model does. In other words,
when compared to the average grain size, the real grain boundary thickness mostly
behaves like a zero-thickness sharp interface rather than a diuse interface with
a nite thickness usually in the order of grain sizes. In an elastically deformed
polycrystalline sample, the elastic stress and strain elds in the phase eld model
strongly depend on the interface thickness and the employed mixture theory. How-
ever, in the sharp interface model such an independence is no longer present and
the elastic stress and strain elds can be numerically calculated using the tradi-
tional nite element method.
The kinetics of grain growth in the phase eld model depends on both the
diuse interface thickness and mixture theory. On one hand is the diuse interface
width that with respect to the computational eciency can never be in the order
of the physical grain boundary thickness. This width is usually a few, 4 to 10, grid
spacings and at most one order of magnitude less than the average grain size. On
the other hand is the mixture theory that determines how the eective stress and
strain at a composite material point are transferred to the corresponding phase
values and vice versa.
Considering the sharp interface equivalence of the phase eld model of a poly-
crystal, an ideal mixture theory is the one that gives the same stress and strain of
the phases as in the sharp interface limit. If so, then the strain energy minimizing
boundary migration will have the same velocity as in the sharp interface limit given
by Eq. (6.1). However, such a complicated mixture theory is still missing in the
literature and the iso-strain and iso-stress mixture theories that we have employed
in our theory are both generally approximations of the sharp interface limit case.
The accuracy of these approximations depend on the type of loading and bound-
ary conditions being applied to the phase eld microstructure. For example, if
the microstructure is being loaded in a way that results in a uniform strain across
the sharp interface to the distance where the diuse interface extends, then the
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iso-strain assumption gives perfectly accurate results. The same rule applies to
the case of a uniform stress boundary condition where the iso-stress homogeniza-
tion assumption is exact. Therefore we claim that in a three-dimensional phase
eld model, the consistency between the mixture theory and applied boundary
conditions is essential in order to get right kinetics of boundary migration.
To investigate such consistency condition in more details, three-dimensional
simulations of stress induced boundary migration in elastically deformed bicrys-
tals are presented in this section. Both iso-strain and iso-stress mixture theories
under the two dierent uniform strain and uniform stress boundary conditions
are examined. The legitimacy of the consistency condition for each case is vali-
dated by comparing results against analytical solution. Also, the consequences of
inconsistency between mixture theory and boundary conditions are discussed.
6.2.1 Simulation method
As will be described in details in Appendix C, the continuum model of the
bicrystal is twofold; A macrostructure that carries the thermo-mechanical loads
and boundary conditions and a microstructure that represents the microscopic
structure of the bicrystal including grains and grain boundary. The former is
constructed by continuum nite elements while the latter is identied by the or-
der parameter values on the phase eld grid. Accordingly, two sets of boundary
condition are incorporated: Those applied to the macrostructure including me-
chanical loads and displacement boundary conditions and those imposed on the
microstructure like micro-traction free and periodic boundary conditions.
6.2.2 Uniform strain boundary condition
In this section, three-dimensional simulation of stress induced boundary mi-
gration in a bicrystal under uniform strain boundary conditions is presented. The
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continuum level model of the process were designed in a way to replicate the MD
simulations of Schonfelder et al. (1997). Particularly, continuum level congura-
tion of the bicrystal were set to be essentially similar to its atomic scale replica.
Also, identical boundary conditions as in MD simulations were imposed on the
continuum model of the bicrystal.
The model including the geometry, boundary conditions and coordinate sys-
tem is illustrated in Figure 6.2a. The diuse interface between the two otherwise
orientated grains lies in the XY plane of the sample coordinate system. This
coordinate system coincides with the crystal coordinate system that is X, Y and
Z directions of the sample system are aligned with the [100], [010] and [001] di-
rections of the crystal system, respectively. The orientation of each grain can be
described by the orientation of its single crystal coordinate system with respect
to the sample coordinate system as the reference coordinates (Appendix A). As
in MD simulations, the rear grain (grain A) is rotated by +21:8 about the Z
axis, while the front grain (grain B) is rotated by  21:8. As a result, the bound-
ary between these two grains is a CSL (coincident site lattice) [001] planar twist
boundary with misorientation angle 43:6; the so-called 29 twist boundary. As
the size of continuum body does not aect the physics of the process, arbitrary
dimensions similar to those in MD simulations were chosen. The rectangular cross
section of the bicrystal in XY plane is 2:5m 2:5m and its length along the Z
direction is 10m. The body is meshed with three-dimensional continuum C3D8R
linear nite elements with 8 nodes and one integration point at the center for re-
duced integration. As shown in Figure 6.3a, the nite element mesh consists of
100 elements of 2:5m 2:5m 0:1m dimensions along the Z direction. Corre-
sponding to each integration point of each element is a phase eld grid point which
characterizes the composition of material at that point. Therefore, the phase eld
domain is a 11100 grid along the Z direction. The phase eld grid is visualized
in Figure 6.3b by plotting the contour of order parameter 1. This gure illustrates
the two grains of the bicrystal separated by a diuse interface. In one grain 1 = 1
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and 2 = 0 while in the other 1 = 0 and 2 = 1, with a smooth variation over
the interface for both phase eld parameters. Compatibility between the nite
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Figure 6.2: Three-dimensional models of bicrystals under (a) uniform strain boundary



















Figure 6.3: The coupled nite element and phase eld model of the bicrystal used in
three-dimensional simulations of strain energy minimizing boundary migration: (a) the
nite element mesh and the underlying phase eld grid, (b) contour of order parameter
1 illustrating the two crystals separated by a diuse boundary.
By uniform strain boundary condition, we mean a set of boundary conditions
which results in a uniform strain tensor throughout the thermo-mechanically equi-
librated body. From a computational mechanics point of view, this means that
the strain tensor is same at all integration points of the nite element model of
the continuum body. For our specic conguration of the bicrystal, the set of
boundary conditions illustrated in in Figure 6.2a applies a uniform strain to the
bicrystal. Under these boundary conditions, the body is stretched in X direc-
tion and compressed in Y direction by strains 0=2 and  0=2, respectively; and
sheared in the XY plane by strain 0. Specically, a strain tensor with the follow-









It should be noted that such boundary conditions does not necessarily produce a
uniform strain tensor in another bicrystal.
By the application of the aforementioned uniform strain boundary conditions
with 0 = 0:002 to the bicrystal, the two grains gain dierent strain energy densi-
ties. Basically, the lower strain energy grain is to consume the grain with higher
strain energy by the migration of the interface. As the strain energy dierence
between the two grains remains constant, the boundary is expected to migrate
with a constant velocity given by Eq. (6.1).
6.2.3 Uniform stress boundary condition
To complement the previous section, in this section a bicrystal model under
uniform stress boundary conditions as shown in Figure 6.2b is described. The same
Bicrystal geometry as in the uniform strain case with dierent grain orientations
and dierent boundary conditions were employed. Specically, The nite element
mesh and phase eld grid as in Figure 6.3a were used. Grain orientations and
boundary conditions were chosen to conform with the MD simulations of Zhou
et al. (2005). Grain A crystal coordinates is aligned with the sample coordinate
system, while grain B is rotated by 36:87 about the Y axis. These grains are
therefore separated by a [010] asymmetric tilt 5 grain boundary in the XY plane.
The bicrystal under uniform stress boundary conditions experiences a uniform
stress tensor at every material point. For the present bicrystal conguration,
the set of boundary conditions illustrated in Figure 6.2b gives a uniform stress
tensor at all integration points in the nite element mesh. The body is normally
constrained at  X,  Y and  Z planes in the X, Y and Z directions, respectively.
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The +Y and +Z planes are stress free surfaces, while a uniform normal surface
traction 0 pulls the +X plane in the X direction. These loading conditions
result in a uniform stress tensor throughout the body with the following matrix







It should be mentioned that such loading conditions do not necessarily cause a
uniform stress tensor in another bicrystal conguration.
By the application of such loading conditions with 0 = 400MPa, the strain
energy dierence across the interface causes the boundary migration. According to
the second law of thermodynamics, the higher strain energy grain is to be eaten by
the grain with lower strain energy. As the prescribed loading condition maintains
a constant strain energy dierence across the interface regardless of the interface
position along the bar, the boundary is to move with a constant velocity given by
Eq. (6.1).
6.2.4 Material properties and computational parameters
As in MD simulations the material is copper with the following elastic constants
(Simmons and Wang, 1971)
C11 = 170GPa; C12 = 124GPa; C44 = 75GPa




; mo = 2:5 10 6m
4
Js
and G = 0:23eV
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which by substituting in Eq. (3.4) gives the grain boundary mobility as
m = 1:733 10 7m
4
Js
at  = 1000K:
Following Fan and Chen (1997b), the diuse interface width was chosen to be 6
grid points i.e. 2 = 6x = 0:6m for most of the simulations. Exceptionally, to
plot high resolution curves for the variation of eld parameters across the diuse
interface, a thickness of 2 = 20x = 2m was used in some simulations. This
thickness was seen to be sucient to capture smooth variation of dierent param-
eters along the diuse interface with suitable resolution. Using Eqs. (5.38) and
(5.55), the phase eld parameters for the two aforementioned interface thicknesses
are calculated as
2 = 0:6m ! ! = 4:167MPa; g = 0:152; N; L = 0:356 1
Pas
and
2 = 2:0m ! ! = 1:250MPa; g = 0:507N; L = 0:107 1
Pas
:
By using A0 = x
2 in Eq. (3.7), a stable dimensionless time increment of  =
0:15 was used in all simulations. This value corresponds to an actual stable time
increment of t = 1:385 10 8 s.
6.2.5 Results and discussion
The simulation results for the stressed boundary migration in a bicrystal under
uniform strain boundary conditions using both iso-strain and iso-stress mixture
theories are shown in Figure 6.4. The variation of dierent eld parameters are
plotted in terms of the normalized distance along the diuse interface; while non-
interface regions i.e. grain interiors are considered as well. These proles were
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independent of the position of the boundary along the bar and so were plotted at
an arbitrary time.
The phase eld proles as the phase volume fractions along the diuse interface
are shown in Figures 6.4a and 6.4b to distinguish the interface region from the
bulk. A material point is considered to be bulk if the volume fraction of either of
the two phases is 1 at that point; while at the interface the volume fraction of the
phases are less than 1. The phase eld proles are approximately symmetric like
the equilibrium phase eld proles in absence of any strain energy dierence.
To conrm the uniformity of strain for both mixture theories, the proles
of the applied strain components are plotted in Figures 6.4c and 6.4d. In both
cases, strain components are uniform throughout the bicrystal including the diuse
interface region. Stress variations for the two mixture theories in Figures 6.4e and
6.4f show almost a similar trend with minor discrepancies which are attributed to
the dierences in calculating eective stiness using dierent mixture theories.
In spite of all the similarities stated above, the strain energy proles in Figures
6.4g and 6.4h for the two mixture theories look dierent in many aspects. While
the strain energy of single species in corresponding grain interiors outside the
diuse interface region are identical in both theories, the variations of phase strain
energies are very dierent. This identity results in the same prole of the total
strain energy in grain interiors with a similar smooth transition across the diuse
interface for both mixture theories. However, strain energy of individual phases
across the interface are totally disparate.
In case of the iso-strain mixture theory which is consistent with the uniform
strain boundary condition, the strain energies of individual phases are constant
across the interface as shown in Figure 6.4g. Particularly, phase strain energies
remain xed at their values in grain interiors across the interface. For the iso-strain
mixture theory, such a uniformity is guaranteed if and only if the same strain is























































































































































































Figure 6.4: The proles of the phase elds (a, b), applied strain components (c, d),
stress components (e, f) and strain energy densities (g, h) at the diuse interface region
for the simulations of strain energy minimizing boundary migration in a bicrystal under











































































































































































Figure 6.5: The proles of the phase elds (a, b), applied stress components (c, d),
strain components (e, f) and strain energy densities (g, h) at the diuse interface region
for the simulations of strain energy minimizing boundary migration in a bicrystal under
uniform stress boundary conditions using both iso-stress (left) and iso-strain (right)
mixture theories.
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of the individual phases means a constant strain energy dierence as the driving
force for boundary migration across the interface.
From a sharp-interface point of view, the driving force for boundary migration
is the strain energy dierence between grain interiors. In contrast, in a diuse
interface model the stain energy dierence on diuse interface rather than in grain
interiors determines the boundary kinetics. For an approximately steady state
phase eld prole at a at boundary, the diuse interface velocity at a point
on the diuse interface region is only a function of the strain energy dierence
at that point. Therefore a constant strain energy dierence across the diuse
interface translates into a uniform diuse interface velocity at all the points on
the interface.
Overall, when the mixture theory is consistent with the boundary condition,
the diuse interface kinetics matches the corresponding sharp interface velocity
given by Eq. (6.1) with  being the strain energy dierence between the two
grain interiors. This fact is shown in Figure 6.6a where the grain boundary dis-
placement is plotted versus time; the diuse interface migrates towards the higher
energy region with almost the same velocity as that of the sharp interface pro-
vided the consistency in maintained. In Figure 6.7a the total strain energy of the
bicrystal versus time is plotted. This gure conrms that in the consistent model
the boundary migrates in a way to minimize the total strain energy of the system
in accordance with the second law of thermodynamics.
In case of inconsistency between boundary condition and mixture theory i.e.
when using the iso-stress mixture theory with uniform strain boundary conditions,
the strain energies of the individual phases are not constant across the interface.
As shown in Figure 6.4h, the phase strain energies are varying smoothly but drasti-
cally across the interface to meet their sharp interface limit values in corresponding
grain interiors. As a result the strain energy dierence is also varying across the
interface; but most importantly its sign is negative over the interface i.e. opposite
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Figure 6.6: Grain boundary displacement versus time using both iso-strain and iso-
stress mixture theories along with the sharp interface solution for (a) Uniform strain
boundary conditions and (b) Uniform stress boundary conditions.
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Figure 6.7: Total strain energy versus time using both iso-strain and iso-stress mixture
theories along with the sharp interface solution for (a) Uniform strain and (b) Uniform
stress boundary conditions
that of the strain energy dierence between the two grain interiors. The fact that
the strain energy dierence has opposite signs at the diuse interface and in the
sharp interface limit is originated from the inconsistency between the boundary
conditions and mixture theory.
Comparing grain interiors, the strain energy of grain A (stier grain) is higher
than that of grain B (softer grain) when the uniform strain boundary condition is
applied to the bicrystal. The dierence is the same as the strain energy dierence
between the bulk of grains in the sharp interface limit regardless of the employed
mixture theory. However, at the diuse interface region it is the mixture theory
that determines the strain energy dierence and so the diuse boundary kinetics.
The iso-stress mixture theory dictates the same stress to the species at the
diuse interface, though the eective strain is uniform over the region. In other
words, the mixture theory determines the local distribution of stress and strain to
the species comprising the material point; while the boundary conditions together
with the global equilibrium of the macrostructure determine the global or nonlocal
stress and strain distributions. Hereafter, by term local we refer to a composite
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material point located somewhere in the diuse interface region between the two
grains. In contrast, by term nonlocal or global we refer to a larger region which
contains single-phase grain interiors and the separating diuse boundary as well.
Therefore, despite the eective strain is uniform over the interface region, the
individual phases locally experience dierent strains as they are given the same
stress by the iso-stress mixture theory. This stress is the eective stress of the
mixture which is determined considering the global force equilibrium of the body.
Therefore, in contrast to the grain interiors, the softer grain (grain B) has a higher
strain energy than the stier grain (grain A) on the diuse interface region. This
strain energy dierence causes the growth of the stier grain (grain A) at the
expense of the softer grain (grain B) at a material point from a local point of
view; while from a global viewpoint the stier grain is to grow at the expense of
the softer one.
Overall, kinetics of a diuse boundary is determined by local energy dierences
and local phase transformations which are integrated over the interface to displace
it as a whole. As soon as a point is touched by the diuse boundary it becomes
a composite point and the strain energy dierence as the driving force for bound-
ary migration is determined by the mixture theory. Therefore, using the iso-stress
mixture theory causes the diuse boundary to migrate from the high energy (grain
A) to low energy (grain B) region in the bicrystal under uniform strain. This fact
is shown in Figure 6.6a where the migration direction for iso-stress mixture theory
is totally opposite to the migration direction in the iso-strain mixture theory and
analytical solution in the sharp interface. The total strain energy of the bicrystal
versus time in Figure 6.7a shows a constant increase in total strain energy for the
inconsistent case. This observation which is in contrast with the second law of
thermodynamics shows clearly that the local mixture theory must be consistent
with the global boundary conditions in order to get right boundary kinetics.
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The same story applies to the bicrystal under uniform stress boundary con-
ditions as shown in Figure 6.2b, when using the iso-strain and iso-stress mixture
theories. The phase eld proles in Figures 6.5a and 6.5b are almost identical to
the equilibrated proles. The applied stress proles in Figures 6.5c and 6.5d are
uniform over the interface for both mixture theories. In both theories the strain
decreases smoothly from its highest value in the softer grain (grain A) to its lowest
value in the stier grain (grain B) as shown in Figs. 6.5e and 6.5f. Also, the strain
energy in grain interiors are identical for both theories with a smooth transition
over the diuse interface. However, proles of the individual phase strain energies
and the strain energy dierence are quite dierent for the two mixture theories.
Using the consistent iso-stress mixture theory along with the uniform stress
boundary conditions results in constant strain energy of the individual phases
across the interface as shown in Figure 6.5g. Specically, phase strain energies
assume the same values over the interface as in the corresponding grain interiors.
In case of the iso-stress mixture theory such uniformity is assured if and only if
grain interiors and interface region are under identical stress. As a result, the
strain energy dierence as the driving force for boundary migration is constant
in the diuse boundary region. A constant energy dierence results in a constant
rate of phase transformation over the interface which in turn translates into a
constant migration velocity of the boundary given by Eq. (6.1).
The grain boundary displacement versus time in Figure 6.6b reveals that un-
der uniform stress boundary condition the diuse interface moves towards the high
energy region with the same velocity as that of the sharp interface provided the
iso-stress mixture theory is used. The variation of total strain energy of the body
versus time in Figure 6.7b veries the consistency of boundary kinetics with sec-
ond law of thermodynamics for this mixture theory; boundary migration reduces
the total free energy of the system.
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Inconsistency between the uniform stress boundary condition and the iso-strain
mixture theory causes the phase strain energies to change across the interface as
shown in Figure 6.5h. Consequently, the strain energy dierence is not constant
across the interface but most signicantly is its sign which remains negative over
the interface i.e. opposite that of the strain energy dierence between the two
grain interiors. Comparing single phases in grain interiors, the strain energy of
the softer grain (grain A) is higher than that of the stier one (grain B) under the
uniform stress boundary condition. Therefore, from a global point of view when
considering a sharp interface between the two grains, grain B is to grow at the
expense of the other. However, local energy dierence favors growth of grain A at
the expense of grain B as the strain energy of grain A is higher over the interface
region.
This discrepancy originates from the inconsistency between the uniform stress
boundary condition and the iso-strain mixture theory. Although the eective
stress is uniform over the interface region by the global equilibrium of the body,
an identical strain is dictated by the iso-strain mixture theory to the species com-
prising a material point at the interface. In other words, the global uniform stress
contradicts the local uniformity of strain which in turn translates into dierent
stresses of the individual phases at a point. As the kinetics of a diuse interface
is a result of local phase transformations in response to local energy dierences,
the overall motion of the boundary is to expand grain A at the shrinkage of grain
B. Such a motion shown in Figure 6.6b is clearly opposed to the sharp interface
solution given by Eq. (6.1). To further illustrate the improper use of the iso-strain
mixture theory with uniform stress boundary condition, the total strain energy of
the bicrystal versus time is plotted in Figure 6(b). This gure shows a constant
raise in the total strain energy, an observation which contradicts the second law of
thermodynamics. Hence, the consistency between the global boundary conditions
and the local mixture theory is inevitable in order to get right diuse interface
motion.
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To have a closer look at the process of strain energy minimizing migration of
a at boundary, we recall that the only driving force for boundary migration is
the one arising from the strain energy dierence between the two phases. The net
driving force for local phase transformation under iso-strain and iso stress rules of
mixture can be calculated by Eqs. (5.78) and (5.81), respectively. Regardless of
the boundary and loading conditions and global distribution of thermo-mechanical
elds, the locally calculated driving force determines the direction of diuse bound-
ary migration. According to Eq. (5.78), under iso-strain condition softer phase
with lower strain energy grows at the expense of the higher strain energy phase
i.e. the stier phase. On the other hand, under iso-stress condition stier phase
which in this case is the lower strain energy phase consumes the softer phase with
higher strain energy according to Eq. (5.81).
In the theory of linear elasticity, elastic strain energy whether in terms of strain
(Helmholtz energy) or stress (Gibbs energy) is generally a quadratic function of
the strain or stress, respectively. Therefore, according to Eq. (6.1) the diuse
boundary velocity is also a quadratic function of the applied stress or strain pro-
(a) (b)









































Figure 6.8: Eect of strain or stress on grain boundary velocity: (a) Grain boundary
velocity versus 20 for a bicrystal under uniform strain boundary conditions using the
iso-strain mixture theory, (b) Grain boundary velocity versus 20 for a bicrystal under
uniform stress boundary conditions using the iso-stress mixture theory.
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vided the mixture theory is consistent with the applied boundary conditions. To
investigate the validity of this statement in our model we have done two sets of
simulations: one set for the bicrystal shown in Figure 6.2a under uniform strain
boundary condition and using the iso-strain mixture theory with dierent 0 val-
ues; and the other set for the bicrystal shown in Figure 6.2b under uniform stress
boundary conditions and using the iso-stress mixture theory with dierent 0 val-
ues. The results shown in Figure 6.8 conrm that the diuse boundary velocity
is a linear function of 20 or 
2
0 over the range of typical applied strains or stresses,
respectively.
6.3 Abnormal grain growth in a polycrystalline
sample
The purpose of this section is to investigate the consistency condition between
the type of applied boundary condition and the mixture theory in a general poly-
crystalline body.
6.3.1 Simulation method
A three-dimensional polycrystalline copper thin lm as shown in Figure 6.9 was
generated by normal grain growth using the same methodology as in section 3.5.
The lm is 400m 400m in the XY plane with an arbitrary thickness of 20m
which does not aect our current simulation results. The lm is initially composed
of 648 columnar grains with the average in plane size of 16:7m. With respect to
the crystal coordinate system, grains are rotated about the Z axis by a random
angle between 0 and 90. In our computations, crystallographic orientation of a
material point is uniquely specied by three euler angles f	;; g as described in
Appendix A. The in-plane random texture of the lm is then created by setting
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 =  = 0 and choosing 	 from a list of random values. The contour of the Euler
angle 	 in Figure 6.9a shows the distribution of grains with random in-plane
ordinations.
The body was meshed by three-dimensional continuum C3D8R linear nite
elements with 8 nodes and one integration point at the center for reduced integra-
tion. A structured uniform nite element mesh with 1 element in the Z direction
and 400 elements in each in-plane directions X and Y was used. The nite ele-
ment mesh is mapped on a phase eld grid by linking each integration point to a
corresponding grid point in the phase eld domain. Hence, the phase eld domain
was discretized on a 400 400 1 grid in the X, Y and Z directions, respectively.
Also, a uniform grid spacing x = 1m was used for compatibility between the
nite element mesh and the phase eld grid.
The same stiness constants and grain boundary properties of copper as in
bicrystal simulations in section 6.2 are used for the current simulations. Particu-
larly, we have used





; mo = 2:5 10 6m
4
Js
and G = 0:23eV:
Using Eq. (3.4), a grain boundary mobility of
m = 3:420 10 10m
4
Js
at  = 300K
is calculated. With a diuse interface thickness of 4 grid spacings i.e. 2 = 4x =
4m, Eqs. (5.38) and (5.55) are employed to calculate the phase eld parameters
as

































Figure 6.9: The polycrystalline sample used in abnormal grain growth simulations:
(a) Contour of in-plane orientation angle, (b) Stress-controlled loading and (c) Strain-
controlled loading.
Using Eq. (3.5), the stable time increment of t = 70ms is calculated and by Eq.
(3.7), the corresponding stable dimensionless time increment is  = 0:15 with
A0 = x
2.
For the current simulations, Surface free energy and grain growth stagnation ef-
fects are neglected. In other words, elastic strain energy dierence among grains is
the only factor responsible for abnormal grain growth. Micro-traction-free bound-
ary condition in thickness direction and periodic boundary conditions in both
in-plane directions X and Y were imposed on the phase eld domain.
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6.3.2 Strain-controlled versus stress-controlled loading
The strain energy minimizing abnormal grain growth is triggered by mechan-
ical loading of the lm. To examine the important role of the mixture theory on
the kinetics of abnormal grain growth, two types of loading conditions are con-
sidered; strain-controlled and stress-controlled boundary conditions as illustrated
in Figures 6.9b and 6.9c, respectively. For each type of boundary condition, both
iso-stress and iso-strain mixture theories are investigated. Overall, four simula-
tion cases are examined: (i) strain-controlled boundary condition with iso-strain
mixture theory; (ii) stress-controlled boundary condition with iso-stress mixture
theory; (iii) strain-controlled boundary condition with iso-stress mixture theory
and (iv) stress-controlled boundary condition with iso-strain mixture theory.
In both sets of boundary conditions, the lm is normally constrained at  X,
 Y and  Z planes in the X, Y and Z directions, respectively to prevent rigid
body motion. The +Z plane is stress free while +X and +Y planes are under nor-
mal tension and compression, respectively. Strain-controlled loading is achieved
by imposing displacement boundary conditions while stress-controlled loading in-
volves the application of surface tractions. Specically, for the strain-controlled
case the +X and +Y planes are subjected to xed uniform displacements of u0
and  u0 in the X and Y directions, respectively. On the other hand, in the
stress-controlled case the +X and +Y planes are under constant uniform normal
surface tractions of 0 and  0 in the X and Y directions, respectively.
6.3.3 Results and Discussion
To check the consistency between the type of applied boundary condition and
the employed mixture theory in the typical polycrystalline structure, the total
strain energy of the body versus time is plotted in Figure 6.10 for the four simu-
lation cases. In case of the consistency between boundary condition and mixture
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theory i.e. for strain-controlled boundary condition using iso-strain mixture the-
ory (Figure 6.10a) and for stress-controlled boundary condition using iso-stress
mixture theory (Figure 6.10b), the total strain energy strictly decreases during
abnormal grain growth. However, if the employed mixture theory is not consis-
tent with the type of applied loading condition, the total strain energy increases
during abnormal grain growth; an observation that contradicts with the second
law of thermodynamics. The inconsistency consequences are shown in Figures
6.10c and 6.10d for strain-controlled boundary condition using iso-stress mixture
theory and stress-controlled boundary condition using iso-strain mixture theory,
respectively. Therefore, to have simulations consistent with the second law of
thermodynamics, the mixture theory has to be selected according to the applied
boundary conditions. Specically, strain-controlled loading is consistent with the
iso-strain mixture theory, while iso-stress mixture theory is consistent with stress-
controlled mixture theory.
The evolution of microstructure and texture by abnormal grain growth for the
consistent simulation cases is shown in Figure 6.11. In this gure, contours of in-
plane orientation after 10, 100 and 1000 time increments are plotted. To relate the
strain energy of a phase to its in-plane orientation angle, primary simulations for
single crystals under the same loading conditions as in the polycrystalline sam-
ple were performed. Due to cubic symmetry, the Euler angle range of 	 = 0
to 	 = 90 were examined. The results have shown that for a single crystal
specimen under tension in X direction and compression in Y direction with the
same magnitudes and free in the Z direction, the orientation with 	 = 45 is
the stiest orientation while 	 = 0 and 	 = 90 are the softest orientations;
with a smooth transition for intermediate values of 	. The softest orientation
has the lowest strain energy under strain-controlled loading and highest strain
energy under stress-controlled loading. On the other hand, the orientation with
highest strain energy under strain-controlled loading and lowest strain energy un-















































































Figure 6.10: Variation of total strain energy versus time for dierent case studies: (a)
Strain-controlled loading and iso-strain mixture theory; (b) Stress-controlled loading and
iso-stress mixture theory; (c) Strain-controlled loading and iso-stress mixture theory and
(d) Stress-controlled loading and iso-strain mixture theory.
under strain-controlled boundary condition softer grains grow at the expense of
the stier ones; while Figure 6.11b shows that stier grains consume softer ones
under stress-controlled loading. Also, microstructure evolution by abnormal grain
growth generally causes the increase of average grain size and decrease of the total
number of grains.
To have a detailed picture of strain energy distribution and its variations over
time, strain energy contours at dierent times for strain-controlled and stress-
controlled boundary conditions are plotted in Figure 6.12. In both cases, the
spatial variation of strain energy density gets more and more uniform as abnor-
mal grain growth proceeds. The magnitude of strain energy density at dierent
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locations is also decreasing which leads to the redaction of the total strain energy.
As shown in Figures 6.10a and 6.10b, the rate of decrease of strain energy also
reduces by the texture evolution; a fact which is attributed to the fast consump-
tion of orientations with highest strain energies at the initial stages of the process.
After some time, the remaining orientations span a shorter range of orientations
around the lowest strain energy orientation; resulting in a continuous reduction in






























Figure 6.11: Evolution of the texture by abnormal grain growth; contour of the in-
plane orientation angle at dierent times for (a) Strain-controlled loading using iso-strain










































Figure 6.12: Contour of elastic strain energy density at dierent times for (a) Strain-




Conclusion and Future Work
Basically, the main aims of the present study were to develop a multiscale
theory and also a general theory for abnormal grain growth in polycrystalline
metals via a thermodynamically-consistent approach.
7.1 Review of the main achievements
The three dimensional continuum multiscale, thermo-mechanically coupled, -
nite deformation and crystal mechanics based constitutive theory to describe the
phenomenon of elastic strain energy and surface and interface energy minimizing
boundary migration in polycrystalline metallic materials was developed, within a
framework that accounts for the basic laws of continuum thermodynamics. By
proper determination of a representative volume element and formulating the the-
ory using the principles of thermodynamics and the concept of micro-force balance,
a set of coupled kinetic relations for the phase elds including volume fractions of
the species and proximity parameters were derived at mesoscale. The mesoscale
constitutive equations were then homogenized to result in physically meaningful
macroscopic constitutive relations.
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The developed multiscale theory was implemented in the commercially avail-
able nite-element program Abaqus/Standard using a multiscale computational
procedure with a two way feedback between the deformation state and the mi-
crostructure. Deformation was simulated by the nite element method, while grain
growth was calculated by the phase eld approach.
The parameters in the phase eld model were related to the physical material
properties of grain boundary and free surface and the developed multiscale model
and its numerical implementation were veried against some benchmark examples.
Realistic simulations of strain-energy and surface and interface energy mini-
mizing abnormal grain growth in polycrystalline copper thin lms were performed.
After calibrating the material parameters in the constitutive model using experi-
mental data available in the literature, it was shown that the coupled nite-element
and phase-eld simulations were able to qualitatively and quantitatively match the
experimental texture transition and microstructure evolution in polycrystalline
copper thin lms during the annealing process to good accord.
The simulations revealed that grain growth stagnation forces could cause the
broad texture transition seen in the experiments, grain boundary motion during
the annealing process becomes more sluggish with increasing lm thickness, and
grain growth kinetics was strongly aected by lm-substrate interaction.
The general theory of stressed grain growth applicable to strain energy min-
imizing boundary migration in miniature structures was also developed. Specif-
ically, a three dimensional continuum, thermo-mechanically coupled, small de-
formation and crystal mechanics based constitutive theory to describe the phe-
nomenon of stressed boundary migration in polycrystalline metallic miniature
components was developed based on the Gibbs free energy formulation and within
a framework that accounts for the laws of continuum thermodynamics. Beneting
from the principles of thermodynamics and the theory of micro-force balance, a
set of coupled kinetic relations for the phase elds were derived. The theory was
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further advanced by introducing the iso-strain and iso-stress mixture theories into
the model.
The general theory was implemented in Abaqus/Standard using a numerical
algorithm similar to the multiscale computational algorithm augmented with a
novel coupling procedure between the nite element and phase eld methods at
mesoscale.
Simulations of strain energy minimizing boundary migration in copper bicrys-
tals under both strain-controlled and stress-controlled loading conditions were per-
formed and compared against analytical solutions. The applicability of the model
was shown by simulations of stressed grain growth in a typical polycrystalline
sample, followed by a discussion on the consistency between loading condition
and mixture theory.
Overall, the nature of the proposed model, its numerical implementation and
specially its promise in quantitative prediction of microstructure evolution in poly-
crystalline materials are the main contributions of this research. The present study
hopes to provide a platform for modeling phenomena which involve the interplay
between thermomechanical loading and microstructure evolution.
7.2 Recommendations for future work
The present model of stressed grain growth is for the elastic deformation of the
material and consequently the only deformation-induced driving force for bound-
ary migration is the elastic strain energy minimizing driving force. The model
can be extended to incorporate the plastic deformation of the body and its eect
on microstructure evolution as an extra driving force for abnormal grain growth
resulting from the stored deformation energy in dislocation structures. Such an
extended model can be applied to simulate a wide range of phenomena including
primary and secondary recrystallization, static and dynamic recrystallization and
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strain induced boundary migration or SIBM.
In the present phase eld model of the microstructure, grain boundaries were
assumed to be isotropic i.e. the dependency of grain boundary energy and mobility
on grain boundary misorientation angle was neglected for simplicity. However,
anisotropic grain boundary can be straightforwardly included in the model by a
similar approach to that of Kazaryan et al. (2002) and simulations can be done
to study the eect of grain boundary anisotropy on microstructure and texture
evolution and most importantly on grain growth stagnation.
In the simulations of texture transition in copper thin lms in chapter 4, the
comparison between experimental and simulation results were directed for the -
nal microstructure at the end of the annealing process. Similar simulations can be
performed to study the Kinetics of abnormal grain growth during the annealing
process (Sonnweber-Ribic et al., 2012). Also, the experimental EBSD orientation
maps were captured only at the free surface of the lm as two-dimensional micro-
graphs. With advances in three-dimensional characterization of the microstruc-
ture by electron back-scatter diraction method, simulations of microstructure
and texture evolution can be done and compared against experimental results
in three dimensions. In addition, a comprehensive parametric study can be per-
formed to investigate the eect of dierent material and process parameters on the
microstructure and texture evolution in copper thin lms. The current model can
also be employed to study texture development in other polycrystalline thin lms
like silver lms on single crystal nickel, a system for which the elastic strain en-
ergy and surface and interface energy minimizing driving forces can be calculated
(Thompson and Carel, 1995).
In the simulations of of texture transition in copper thin lms in chapter 4,
the initial average grain size of the initial microstructure was assumed to be one-
third of the experimental nal average grain size at stagnation, for computational
eciency. While a satisfactory match between experimental and simulation results
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was achieved, this assumption can be skipped by converting the present serial code
into a parallel code and perform simulations using an initial microstructure with
the physical initial average grain size. It is expected that the grain size distribution
curves in Figure 4.10 get improved by such simulations.
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Description of Lattice Orientation
Suppose feci j i = 1; 2; 3g denote an orthonormal coordinate system associated




3 directions coincide with the
[100], [010] and [001] crystallographic directions of the crystal, respectively. Also
assume fei j i = 1; 2; 3g to be associated with a xed global cartesian coordinate
system commonly set as the sample coordinate system.
Let [Q] be a rotation matrix that transforms the sample system feig to the
crystal system fecig. In other words the rows of [Q] are the base vectors of the







The sample system may be transformed to the crystal system by a sequence
of rotations using the symmetric Euler angles 0  	  2, 0     and
0    2 (Kocks et al., 2000). These sequential rotations are as follows:
1. Suppose an intermediate orthonormal coordinate system fa;b; cg coinci-
dent with fe1; e2; e3g. Rotate fa;b; cg about the c axis by angle 	 to get
fa0;b0; cg.
2. Then rotate fa0;b0; cg about the b0 axis by angle  to get fa00;b0; c0g such
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that c0 is coincident with e3 axis.
3. Eventually, rotate fa00;b0; c0g about the c0 axis by angle  to get fa000;b00; c0g
such that it is coincident with fe1; e2; e3g.
The rotation matrix [Q] from the sample system to the crystal system is expressed
in terms of the symmetric Euler angles as
266664
  sin sin	  cos cos	 cos sin cos	  cos sin	 cos cos sin
cos sin	  sin cos	 cos   cos cos	  sin sin	 cos sin sin
cos	 sin sin	 sin cos
377775
Note that the reverse transformation from the crystal system to the sample system
is clearly [Q]T. A particular characteristic of the symmetric Euler angles f	;; g





The multiscale computational procedure based on the constitutive model de-
veloped in Section 2 is implemented in the Abaqus/Standard (Hibbitt et al., 2001)
nite element program by writing a UMAT subroutine. A separate subroutine is
also developed and embedded within the UMAT to calculate the microstructural
evolution within an SRVE through phase-eld simulations.
Each nite-element integration point represents a macroscopic material point
and its attached SRVE. The macroscopic deformation gradient and macroscopic
temperature at each nite-element integration point, F and , respectively, will be
provided by the nite-element program. The respective mesoscopic counterparts
of these macroscopic variables are then used to conduct phase-eld simulations to
determine the microstructure evolution within an SRVE. We perform phase-eld
simulations by discretizing each SRVE into N subregions where the subregions of
an SRVE are labeled by integers k = 1; 2; : : : ; N . Each subregion of an SRVE has
one grid point located at its centroid. The mesoscopic quantities e.g. free energy,
stress, volume fractions of species, proximity variables etc. in a given subregion of
an SRVE are calculated at its grid point. The gradient and Laplacian of a given
quantity are calculated using the nite-dierence method.
179
The time-integration procedure listed here is performed at each grid point
in an SRVE. Once the time-integration procedure is completed for all the grid
points in the SRVE, the Cauchy stress at the nite-element integration point i.e.
the macroscopic Cauchy stress T is updated using equation (2.36).
Let t denote the current time with t being an innitesimal time increment,
and  = t + t. All the transformation rate increments pq are set to zero at
the beginning of the time-integration procedure.
 Given: f F(t); F(); (t); (); T(t); i(t); j(t) g.
 Calculate: fT(); i(); j() g, and march forward in time.
Step 1. Set the deformation gradients and temperatures at the grid point:
F(t) = F(t) and (t) = (t);
F() = F() and () = ():
Step 2. Calculate the strains E(t) and E() :
E(t) = (1=2) f(F(t))>F(t)  Ig and E() = (1=2) f(F())>F()  Ig :
Step 3. Determine whether the grid point has the potential to experience inter-
species conversions:
 Case A: if jri(t)j = 0 for all species i, no inter-species conversions can oc-
cur and we set i() = i(t) for all species i.
For Case A, proceed to Step 9.
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 Case B: if jri(t)j > 0, there is potential for inter-species conversions.
We determine the set A of species which satisfy jri(t)j > 0: For Case B, proceed
to Step 4.
Step 4. Calculate the free energies  ei (t),  

i (t) and  
s
i (t) for species i 2 A :
 ei (t) = T

i : E(t) + (1=2)E(t) : Ci [E(t)]   ((t)  o)Ai : Ci[E(t)];
 i (t) = ci f((t)  o)  (t) ln((t)=o)g ;








Step 5. Calculate the partial driving force for inter-species conversions, f i (t) for
species i 2 A :
f i (t) = f
g
i (t) + f
!
i (t) + f
e
i (t) + f





f gi (t) =  
X
r2A
girr2r(t) with r 6= i;
f!i (t) =  
X
r2A
!ir r(t) with r 6= i;








































Step 6. Calculate the resistance to inter-species conversions, f ;cpq (t) between the
species in set A :






2; p; q 2 A and p < q:
Step 7. Calculate the transformation rate increments, pq between the species
in set A :





f p (t)  f q (t)
	
t; p; q 2 A and p < q:
The mobility coecient Lpq(t) = L^

pq((t)).
 If jf p (t)  f q (t)j < f ;cpq (t), then
pq = 0; p; q 2 A and p < q:
Step 8. Update the species volume fraction, i() for all species:




To satisfy the constraints 0  i()  1 and
PN
i=1 i() = 1, we rst set i() = 0
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Step 9. Determine the set Ap of present species which satisfy
0 < i()  1:
Step 10. Update the proximity variable, j() for all external surface types:
Since the time-scales required for the proximity variables to reach its fully-
relaxed i.e. equilibrium values are very much shorter than the time-scales of




where the value for j() at the grid point is determined by the analytical calcu-
lations performed in section 3.3.1.










g(i()) fCi [E() Ai(()  o)] + Ti g :
Once the time-integration procedure listed above is completed for all the grid
points in the SRVE, we update the macroscopic/macroscale Cauchy stress at the
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In this appendix, a novel computational procedure is presented to solve the
constitutive equations of the general theory presented in chapter 5. Shown in
Figure B.1a is an example of a miniature structure experimenting abnormal grain
growth under thermo-mechanical loading. Our modeling approach towards sim-
ulating such coupled phenomena is to simulate the real body by two interacting
models: (i) a phase eld model of the microstructure that explicitly represents
the local internal structure of the body and describes the microstructure and tex-
ture evolution by abnormal grain growth (Figure B.1b) and (ii) a nite element
model of the macrostructure through which the thermo-mechanical elds are equi-
librated with external loads (Figure B.1c). Strain-energy-minimizing grain growth
is driven by the elastic free energy dierences among dierent phases which in turn
are induced by thermo-mechanical loading. Reciprocally, local phase transforma-
tions or boundary migration changes the stiness of a material point which in turn
aects the thermo-mechanical equilibrium. To simulate such coupled phenomena,
the required data are to be transferred between the two models concurrently.
By discretizing the time, a time increment begins with the thermo-mechanically







Phase Field Grid Finite Element Mesh
Data Exchange
(d)
Figure B.1: The modeling approach for the simulation of abnormal grain growth in
miniature structures: (a) a miniature body experiencing abnormal grain growth under
thermo-mechanical loading; (b) The phase eld model of the microstructure; (c) The
nite element model of the macrostructure through which the thermo-mechanical elds
are equilibrated with external loads; (d) The novel coupling approach by exchanging
data between corresponding grid points in the phase eld grid and integration points in
the nite element mesh.
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calculated in the nite element model and transferred to the phase eld model to
be used as driving force for abnormal grain growth. The phase eld microstructure
is then incrementally evolved by abnormal grain growth and new local stiness
data are forwarded back to the nite element mesh to calculate a new equilibrium
state.
In this study, a novel method is proposed for transferring data between the
nite element and phase eld models as shown in Figure B.1d. From a compu-
tational mechanics point of view, a material point in the nite element mesh is
an integration point of an element; while in the phase eld model a grid point is
assumed to be a material point. Consistent with the choice of the material point
in our continuum theory, the novel idea is to match every integration point in
the nite element mesh to a corresponding grid point in the phase eld grid and
exchange data between them as illustrated in Figure B.1d. In case a structured
uniform mesh of cubic linear nite elements with reduced integration is used, the
corresponding phase eld grid would be a uniform grid with the same dimensions
as those of the nite element mesh. A linear nite element with reduced integra-
tion has a single integration point at its geometrical center. The proposed method
is easy to implement and can be applied to the C3D8R elements in Abaqus. The
numerical algorithm is essentially similar to the multi-scale numerical algorithm
in Appendix B and can be achieved by merging the Macro and Meso scales into
one. For the sake of conciseness, details of such computational procedure are not
presented here.
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