In this work, we utilize dynamic dataflow/data-driven techniques to improve the performance of high performance computing (HPC) systems. The proposed techniques are implemented and evaluated through an efficient, portable, and robust programming framework that enables data-driven concurrency on HPC systems. The proposed framework is based on data-driven multithreading (DDM), a hybrid control-flow/dataflow model that schedules threads based on data availability on sequential processors. The proposed framework was evaluated using several benchmarks, with different characteristics, on two different systems: a 4-node AMD system with a total of 128 cores and a 64-node Intel HPC system with a total of 768 cores. The performance evaluation shows that the proposed framework scales well and tolerates scheduling overheads and memory latencies effectively. We also compare our framework to MPI, DDM-VM, and OmpSs@Cluster. The comparison results show that the proposed framework obtains comparable or better performance. 
INTRODUCTION
The end of the exponential growth of the sequential processors has facilitated the development of multicore and manycore architectures. Such architectures have dominated the high performance computing (HPC) field, from shared memory systems to large-scale distributed memory clusters. Thus, any growth in performance of HPC systems must come from parallelism/concurrency [25] . To achieve that, efficient parallel programming/execution models must be developed [5] . We propose to develop such systems using the data-driven multithreading (DDM) model of execution. DDM [37] is a hybrid control-flow/dataflow model that schedules threads (called DThreads) based on data availability on conventional processors. A DThread is scheduled for execution after all of its required data have been produced; thus, no synchronization or communication latencies are experienced after a DThread begins its execution. DDM was efficiently implemented in both software and hardware, achieving very good results [7, 8, [43] [44] [45] 48] .
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Systems based on dynamic dataflow/data-driven execution [28] , such as DDM, have several advantages over the sequential model of execution: (i) allow asynchronous data-driven execution of fine-grain tasks/threads, and fine-grain programming models have a great potential to efficiently use the underlying hardware [5, 33, 39, 61] ; (ii) can expose the maximum degree of parallelism in a program since the dataflow model only enforces true data dependencies [31] ; and (iii) can handle concurrency and tolerate memory and synchronization latencies efficiently [10] . Thus, systems based on dynamic dataflow can be used to efficiently exploit the computing power of current and future HPC systems [22, 33, 39, 40, 61] .
In this work we extend the functionalities of DDM to enable efficient and portable distributed data-driven concurrency on HPC systems. The proposed functionalities are implemented in the FREDDO system [45] , an efficient C++ implementation of DDM that until recently was supporting data-driven execution on single-node multicore systems. In distributed DDM applications, remote memory accesses are introduced, resulting from producer and consumer DThreads running on different nodes. The distributed FREDDO implementation provides implicit data forwarding [36] to the node where the consumer DThread is scheduled to run. In particular, a consumer DThread can be scheduled for execution only when all of its input data are available in the main memory. This helps to reduce memory latencies [36] . FREDDO is publicly available for download in [42] .
Distributed FREDDO provides implicit data forwarding through a distributed shared memory (DSM) implementation [54] with a shared global address space (GAS). Coherence operations implemented in typical DSM systems [53] are not required between the nodes because the produced data is forwarded to consumers that will be executed on remote nodes. DSM eases the development of distributed FREDDO/DDM applications that use shared objects/data-structures (scalar values, arrays, etc.). The programmer only needs to register the shared objects of single-node FREDDO applications in GAS and specify the output data of each DThread. For algorithms without shared objects, such as recursive algorithms, FREDDO allows data forwarding through data objects that are exchanged between the nodes of the system.
The proposed framework allows efficient distributed data-driven execution, where scheduling operations, computations, and network functionalities are operated asynchronously. It distributes DThread instances on the system's nodes using a lightweight distribution scheme based on DDM's tagging system. DDM's tagging system was based on the U-Interpreter model [9] . FREDDO's memory model in combination with its distribution scheme allow complicated tasks, such as partitioning of data and computations, transferring of data during execution and preserving coherency, to be provided automatically. This article makes the following contributions:
(1) Provide an efficient, portable, and robust distributed implementation of the DDM model.
All required data-structures and mechanisms were designed and implemented to support efficient distributed data-driven concurrency under the FREDDO framework. (2) Provide distributed recursion support for the DDM model. ( 3) The evaluation of the DDM model on two different systems: a 4-node AMD system with a total of 128 cores and an open-access 64-node Intel HPC system with a total of 768 cores. The DDM model was previously evaluated only on very small distributed multicore systems with up to 24 cores using the DDM-VM implementation [48] . (4) The comparison of the results obtained from FREDDO and other frameworks such as MPI [26] , DDM-VM [48] , and OmpSs@Cluster [16, 17] . The comparison results show that FREDDO achieves similar or better performance. Furthermore, to the best of our knowledge, this is the first work that compares a data-driven system with static dependency resolution (FREDDO/DDM) against a data-driven system with dynamic dependency resolution (OmpSs) on distributed multicore architectures. (5) Provide simple mechanisms/optimizations to reduce the network traffic of distributed DDM applications. Our experiments on the AMD system show that FREDDO can reduce the total amount of TCP packets by up to 6.55× and the total amount of data by up to 16 .7% when compared to the DDM-VM system. (6) The implementation of a connectivity layer with two different network interfaces: a custom network interface (CNI) and MPI. The CNI support allows a direct and fair comparison with frameworks that also utilize a CNI (e.g., DDM-VM) where MPI support provides portability and flexibility to the FREDDO framework. Finally, we provide comparison results for the CNI and MPI for several benchmarks.
The remainder of this article is organized as follows. Section 2 describes the DDM model and the current single-node FREDDO implementation. Section 3 presents the distributed FREDDO implementation. An example of a FREDDO programming example is presented in Section 4. The experimental results and related work are presented in Sections 5 and 6, respectively. Finally, Section 7 concludes this work.
DATA-DRIVEN MULTITHREADING
DDM [37] is a nonblocking multithreading model that decouples the execution from the synchronization part of a program and allows them to execute asynchronously, thus tolerating synchronization and communication latencies efficiently. In DDM, a program consists of several threads of instructions (called DThreads) that have producer-consumer relationships. A DThread is scheduled for execution in a data-driven manner-that is, after all of its required data have been produced. DDM's tagging system is based on the U-Interpreter model [9] , and it enables multiple instances of the same DThread to coexist in the system. Each DThread instance is identified uniquely by the tuple: Thread ID (TID) and Context. Re-entrant constructs, such as loops and function calls, can be parallelized by mapping them into DThreads. For example, each iteration of a parallel loop can be executed by an instance of a DThread. The core of the DDM model is the thread scheduling unit (TSU), which is responsible for scheduling DThreads at runtime based on data availability. For each DThread, the TSU collects metadata (also called thread templates) that enable the management of the dependencies among the DThreads and determine when a DThread instance can be scheduled for execution. The TSU schedules a DThread instance for execution when all of its producer instances have completed their execution.
Single-Node FREDDO Implementation
FREDDO [45, 46] is an efficient object-oriented implementation of the DDM model [37] . It is a C++11 framework that supports data-driven execution on conventional multicore architectures. FREDDO provides a C++ application programming interface (API) that includes a set of runtime functions and classes that help programmers develop DDM applications. The API provides basic functionalities for parallelizing loops, recursive functions, and simple function calls with data dependencies. In FREDDO, a program consists of DThreads that are implemented as C++ objects. FREDDO allows efficient DDM execution by utilizing three different components: an optimized C++ implementation of the TSU, the kernels, and the runtime support. A kernel is a POSIX thread (PThread) that is responsible for executing ready DThread instances that are received from the TSU. The runtime system enables communication between kernels and the TSU through the main memory. It is also responsible for loading the thread templates in the TSU, for creating and running the kernels, and for deallocating the resources allocated by DDM programs. 
DDM/FREDDO Dependency Graph
FREDDO has the same dependency graph as any other DDM implementation. The only difference is that DThreads are implemented as C++ objects. The dependency graph is a directed graph in which nodes represent the DThread instances and arcs represent data dependencies among them. Each instance of a DThread is paired with a special value called Ready Count (RC) that represents the number of its producers. An example of a dependency graph is shown in Figure 1 , which consists of four DThreads (T1 through T4). The number inside each node indicates its Context value. T1 is a SimpleDThread object-that is, it has only one instance. Multiple DThread objects are introduced to manage DThreads with multiple instances. Such objects can be used to parallelize one-level loops (with MultipleDThread), two-level nested loops (with MultipleDThread2D), and three-level nested loops (with MultipleDThread3D). T2 and T3 are MultipleDThread objects where T4 is a MultipleDThread2D object. In the latter case, the Context values consist of two parts: the outer and the inner. The RC value is initiated statically and is dynamically decremented by the TSU each time a producer completes its execution. A DThread's instance is deemed executable when its RC value reaches zero. In DDM, the operation used for decreasing the RC value is called Update. Update operations can be considered as tokens that are moving from producer to consumer instances through arcs of the graph. Multiple Updates are introduced to decrease multiple RC values of a DThread at the same time. This reduces the number of tokens in the graph. For instance, T1 sends a Multiple Update command to T2 to spawn all of its instances instead of sending 32 single Updates.
FREDDO: DISTRIBUTED SUPPORT
In this section, we describe FREDDO's distributed architecture and its memory model, scheduling and termination mechanisms, network support, and techniques used for reducing network traffic in the system. We also briefly describe the distributed recursion support.
Distributed Architecture
The distributed architecture of FREDDO is depicted in Figure 2 . It is composed by multicore nodes connected by a global network interconnect (Ethernet, InfiniBand, etc.). A Network Manager is implemented in each node, which abstracts the details of the network interconnect and allows internode communication. FREDDO's runtime system is responsible for (i) handling communication and data management across nodes, (ii) managing the applications' dependency graphs, and (iii) scheduling/executing ready DThread instances on the cores of the entire system. The same application binary is executed on all nodes, where one of them is selected as the RootNode. The RootNode is responsible for detecting the termination of the distributed FREDDO applications and for gathering the results for validation purposes (this is optional).
Memory Model
FREDDO implements a software DSM system [54] with a shared GAS support. Part, or all, of the main memory space on each node is mapped to the DSM's GAS. This approach creates an identical address space on each node, which gives the view of a single distributed address space. The conventional main memory addresses of shared objects (scalar values, vectors, arrays, etc.) are registered in the GAS by storing them in the global address directory (GAD) of each node. For each such address, the runtime assigns to it a unique identifier (called GAS_ID), which is identical in each node. This allows the runtime system to transfer data between nodes (from one local main memory to another) using GAS_IDs.
FREDDO uses the DSM implementation to employ implicit data forwarding [36] . The produced/output data of a DThread instance is forwarded to its consumers, running on remote nodes, before the latter start their execution. This is guaranteed by sending the Update operations after data transfers are completed. To support this functionality, each kernel is associated with a data forward table (DFT). A DFT keeps track of output data segments of the currently executed DThread instance. The DFT allocates a separate entry for each output data segment. When a DThread instance finishes its execution, the DFT entries related to the DThread instance are removed from the associated DFT.
A DFT entry consists of the following attributes: GAS_ID, addrOffset (the offset in bytes from the conventional address that maps to the GAS_ID), segmentSize (the size in bytes of the data segment), and sentToTable (marks the nodes that have received the data segment). sentToTable is used to send a data segment to a node only once. The runtime uses DFT entries to transfer produced data to remote nodes, implicitly. Algorithm 1 depicts the basic algorithm of sending Updates and output data of a DThread instance to remote nodes. Expensive coherence operations implemented in typical DSM systems [53] are not required. The remote read operations are eliminated; thus, the total communication cost can be reduced. Coherence operations are applied only within each node's memory hierarchy, by hardware, since each node is a conventional multicore processor. It is important to note that applications where tasks write to the same data simultaneously, without specifying dependencies, result in an undefined behavior. DSM eases the development of distributed FREDDO/DDM applications that use shared objects/ data-structures. The programmer only needs to register shared objects of single-node FREDDO applications in GAS and specify the output data of each DThread, using special runtime functions (see Section 4.2). For algorithms without shared objects, FREDDO allows data forwarding through data objects that are exchanged between the nodes. As a proof of concept, we have used this approach for FREDDO's distributed recursion support, where data objects (called DistRData objects) are used to transfer the arguments and return values of recursive function calls. In this case, the DSM implementation and DFTs are not used. FREDDO sends Update operations to remote nodes after transfers of the data objects are completed.
Distribution Scheme and Scheduling Mechanisms for DThread Instances
FREDDO provides a lightweight distribution scheme, based on DDM's tagging system [37] , to distribute DThread instances on the system's nodes. In particular, FREDDO implements a static scheme in which the mapping of DThread instances to nodes is determined at compile time, based on their Context values (tags). The node in which a DThread instance will be executed is defined by the following formula: node id = f cn (Cntx % totNumCores), where Cntx is the Context value of the DThread instance and totNumCores is the total number of cores of the entire system. f cn returns the node ID of a core (e.g., in a 4-node system with four cores per node, f cn (0) = 0 and f cn (15) = 3). The static scheme only specifies where a DThread instance will be scheduled for execution. However, DThread instances are scheduled for execution at runtime, based on data availability (DThread instances are dynamically created). This approach simplifies the scheduling and data management operations. In addition, it reduces runtime overheads.
FREDDO utilizes two different scheduling mechanisms for executing DThread instances: intranode and internode. The internode mechanism is provided by the distributed scheduling unit (DSU), which decides, based on FREDDO's distribution scheme, if Update operations and the output data of a producer-DThread instance will be forwarded to a remote node (or nodes) or in the local node. In the former case, the runtime will send Update operations and the output data as network messages, via the Network Manager, to the corresponding remote node(s). In the latter case, Update operations are sent to the local TSU.
The intranode mechanism is handled by the TSU, which is responsible for storing the dependency graph of the applications, the thread templates (in the template memory), and the RC values of the DThread instances (in the synchronization memory (SM)). The TSU fetches local Updates from the kernels, through the DSU, or remote Updates from the Network Manager. For each Update (TID + Context), the TSU locates the thread template of the DThread from the template memory (TM) and decrements the RC value in the SM. If the RC value of any DThread's instance reaches zero, then it is deemed executable and is sent to the TSU's local scheduler. The local scheduler distributes the ready DThread instances to the kernels to achieve load balancing (it selects the kernel with the least amount of work). Further details about the TSU's functionalities and its architecture can be found in Matheou and Evripidou [45, 46] .
Distributed Execution Termination
Detecting termination of data-driven programs in distributed execution environments is not a straightforward procedure, as the availability of data governs the order of execution. In this work, we have implemented an implicit distributed termination algorithm based on Dijkstra and Scholten's parental responsibility algorithm [23] , which requires minimal message exchange. The algorithm assumes termination when: the state of all nodes is passive (idle) and no messages are on their way in the system. In our implementation, the state passive refers to the state when the TSU has no pending Update operations or pending ready DThread instances waiting for execution. When the parent node (RootNode) detects termination, it broadcasts a termination message to the other nodes and waits for their acknowledgements to have a graceful system termination. The distributed termination algorithm is implemented by the termination detection unit (TDU), which keeps track of the incoming and outgoing network messages in each node. We choose an implicit distributed termination detection algorithm to reduce the programming effort. The same algorithm was adopted by DDM-VM. The main difference between the two implementations is that FREDDO uses atomic variables to count the number of outgoing and incoming messages in each node. In DDM-VM, the same functionality is implemented using lock/unlock operations, which incur more overheads.
Network Manager
The Network Manager is responsible for handling the internode communication. It is implemented as a software module that relies on the underlying network hardware interface. It also has the following responsibilities: (i) establishes connections between the system's nodes, (ii) exchanges network messages between the nodes, (iii) processes the incoming network messages appropriately (e.g., it sends the incoming Updates to the local TSU), and (iv) supports data forwarding across the GAS. The Network Manager handles the low-level connectivity by utilizing two different network interfaces: a CNI, which is an optimized implementation with TCP sockets, and the widely used MPI library [26] . The CNI implements a fully connected mesh of internode connections (i.e., each node maintains a connection to all other nodes). Currently, the CNI supports only Ethernet-based interconnects. The major benefits of providing MPI support are portability and flexibility. However, the CNI implementation allows a direct and fair comparison with similar frameworks that also utilize a CNI.
The Network Manager tolerates the network communication latencies by overlapping its sending/receiving functionalities with the DThread instances' execution and the TSU's functionalities. The sending functionalities (i.e., operations for sending commands and produced data) are handled by the kernels. This removes the cost of such operations from the TSU's critical path. Notice that a sending operation returns when the message was stored in the network layer buffers of the OS. For the receiving functionalities, an auxiliary thread is used, which continuously retrieves the incoming network messages from the other nodes. For this purpose, the pselect routine is used for the CNI implementation. For the MPI implementation, we are using the MPI_Recv routine with source=MPI_ANY_SOURCE. 
Reducing the Network Traffic
Reducing the network traffic in HPC systems is critical, as it can help avoid network saturation and reduce the power consumption. The U.S. Department of Energy (DOE) [5, 56] clearly states that the biggest energy cost in future massively parallel HPC systems will be in data movement, especially moving data on and off chip. To this end, we are recommending four simple and efficient techniques for reducing the network traffic in distributed DDM applications running on HPC systems. These techniques are mostly applied to the Update operations, which are the most frequent commands executed in a DDM application:
(1) Use General Network Packets: A network message can carry any type of command (Update, Multiple Update, Data Descriptor, etc.). The most common practice to send such a message is to use a header (as a separate message) that describes the message's content, as in Michael et al. [48] . In this work, we are introducing a general packet with four fields (Type=1-byte, Value_1=4-bytes, Value_2=sizeof (Context Value), 1 and Value_3=sizeof (Context Value) 1 ) that can carry all basic types of commands. As a result, the number of sending network messages can be halved.
(2) Compressing Multiple Updates for DThreads With RC > 1: Multiple Updates decrement the RC values of several instances of a DThread. Since the mapping of instances to the nodes is based on their Context values, a Multiple Update should be unrolled and each of its Updates should be sent to the appropriate node. Figure 3(a) shows an example where a Multiple Update, with Contexts from <0> to <47>, is distributed to a 4-node system (each node has four cores). We are compressing consecutive Multiple Updates that are sent to the same node based on a simple pattern recognition algorithm. The algorithm takes into account the difference between the minContext and maxContext of each Multiple Update command (called Right Distance) and the difference between the minContexts of two consecutive Multiple Updates (called Bottom Distance). In this example, the algorithm compresses the Multiple Updates that are sent to each node using RiдhtDistance = 3 and BottomDistance = 16 (see Figure 3(b) ). As a result, the number of messages will be reduced by 75% for this specific Multiple Update command. The proposed algorithm is implemented by the DSU's compression unit. When a node receives a compressed Multiple Update, the Network Manager decompresses it by its decompression unit.
(3) Reducing the Number of Messages in the Case of Multiple Updates for DThreads With RC = 1: In FREDDO, the DThreads with RC = 1 are treated differently compared to other DDM implementations. The TSU does not allocate RC values for their instances in order to reduce the memory allocation [45] . Instances of such DThreads are scheduled immediately when Updates are received for them. This approach allows scheduling a DThread instance for execution to any node. We can benefit from this by dividing the range of Context values of a Multiple Update, into equal parts where the number of parts is equal to the number of nodes. As an example, consider the Multiple Update of Figure 3 (a) and that the DThread T1 has RC = 1. In this case, four different Multiple Updates will be distributed to the nodes as described in Figure 3(c) . This methodology does not require compression, and it is possible to reduce the number of messages by 75% for this specific example.
(4) Packing Correlated Updates Together: Our final technique reduces the messages that carry Update commands for the same destination node. Specifically, when a producer instance sends several Update commands (Single Updates, (Un)compressed Multiple Updates) to a remote node, for the same DThread, FREDDO's runtime performs two steps. It sends the DThread's TID along with the number of the Updates that will be sent through a general packet. After that, the Context values of the Updates are sent as a single data packet to the remote node.
Distributed Recursion Support
For supporting distributed execution of recursive algorithms in a data-driven manner, we have extended the functionalities of two of FREDDO's DThread classes: RecursiveDThread and ContinuationDThread [45] . RecursiveDThread is a special class that allows parallelizing different types of recursive functions (linear, tail, etc.). It allocates/deallocates the arguments and the return values of recursive instances dynamically at runtime. The ContinuationDThread can be used in combination with the RecursiveDThread to implement algorithms with multiple recursion (or any similar algorithms). For instance, it can be used to sum the return values of two children recursive calls and return the result to their parent, in a parallel implementation of the recursive Fibonacci algorithm. Each recursive call is associated with a DistRData object. DistRData holds the arguments of a recursive call, pointers to the return values of its children (if any) and a pointer to the DistRData of its parent. Thus, the DistRData objects correlate children recursive instances with their parents. When a parent instance calls one or more children instances, the DSU decides which of them will be executed on remote nodes, based on their Context values. In this case, the Network Manager will send the DistRData objects and the children instances' Context values to the remote nodes to be scheduled for execution. When a child instance returns a value to its parent, the runtime system acknowledges if the parent instance is mapped on the local node or on a remote node. In the latter case, the return value is sent via a network message to the remote node, and finally it is stored in the parent's DistRData object.
PROGRAMMING EXAMPLE
In this section, we present a programming example using a benchmark with a complex dependency graph: the tile LU decomposition algorithm. The algorithm is based on an earlier version developed in StarSs [52] , and it factors a dense matrix into the product of a lower triangular L and an upper triangular U matrix. The dense n × n matrix A is divided into an N × N array of B × B tiles (n = NB). The code of the original algorithm is shown in Figure 4 (a), which is composed of five nested loops that perform four basic operations on a tiled matrix. For demonstration purposes, we choose the following indicative names for the operations: diag, front, down, and comb.
Dependency Graph
One possible implementation of the tile LU algorithm in DDM/FREDDO is to map the outermost loop and the four basic operations into five DThreads, called thread_1_loop, diag_thread, front_thread, down_thread, and comb_thread. The data dependencies between the five DThreads are listed next: • The DThreads that execute the operations depend on the thread_1_loop since the index of the outermost loop is used in the four operations.
• The front_thread and down_thread DThreads depend on the diag_thread.
• The comb_thread depends on the front_thread and down_thread DThreads.
• The next LU iteration depends on the results of the previous iteration. The results produced by the comb_thread invocations, in the current iteration, are consumed by the invocations of the diag_thread, front_thread, down_thread, and comb_thread of the next LU iteration.
The DDM dependency graph shown in Figure 4 (b) depicts the dependencies among the instances of the DThreads for the first two iterations of the tile LU algorithm. For simplicity, a 3 × 3 tile matrix (N = 3) was selected. Each DThread's instance is labeled with the value of its Context. Figure 5 depicts the FREDDO code for the tile LU decomposition algorithm. We used the DSM/GAS features of FREDDO since the algorithm uses a shared object: the tile matrix A. In FREDDO, each DThread object is associated with a DFunction [45] . The DFunction is a callable target (C++ function, Lambda expression, or functor) that holds the code of a DThread. Each DFunction has one input argument: the Context value. Different Context structures (ContextArg, Context2DArg, and Context3DArg) are provided based on the type of DThread class. In this example, the code of each DThread was placed in standard C/C++ functions.
The FREDDO Code
Each call of an Update command in the DThreads' code corresponds to one dependency arrow in Figure 4 (b). A DThread object (DObject) provides several Single and Multiple Update methods that target itself or its consumers [45] . For example, the first Update command of the loop_1_code DFunction indicates a Single Update that decrements the RC value of the instance kk of diag_thread (diagDT) by one. The second Update command of the same DFunction is a Multiple Update that decrements the RC value of multiple instances of the front_thread (frontDT) by one. The Update commands at the end of the comb_code DFunction implement a switch actor, of which depending on the Context of the DThread's instance, a different consumer-instance is updated.
In the main function of the program the matrices are allocated and initialized. After that, the tile matrix A is registered in the GAS using the addInGAS runtime function. At this point, FREDDO's runtime registers the address of the tile matrix A in the GAD of each node. The runtime also creates a GAS_ID for the matrix A, which is stored in the gasA variable. The init runtime function initializes FREDDO's execution environment, and it starts NUM_OF_KERNELS kernels in each node. Each DObject's constructor takes two arguments: the DFunction and the RC value (e.g., the diagDT object has DFunction=diag_code and RC = 2).
After the creation of the DObjects, the initial Updates are sent to the TSUs for execution. These Updates correspond to the arrows of Figure 4 (b) that describe dependencies on initialized data. The initial Updates have to be executed one time only. In this example, the RootNode was selected to execute these Updates that are distributed across the nodes through its DSU module. Notice that the initial Updates or any other Updates can be executed by any node of the system. The run function starts DDM scheduling and waits until FREDDO's runtime detects the distributed execution termination (see Section 3.4). When the run function returns, all resources allocated by FREDDO are deallocated using the finalize function. FREDDO's memory model in combination with its distribution scheme and the implicit distributed termination approach allows the distributed FREDDO programs to be fundamentally the same as the single-node ones. For the distributed data-driven execution, users have to (i) provide a peer file that contains the IP addresses or the host names of the system's nodes, (ii) register the shared objects in the GAS using the addInGAS function, and (iii) specify the output data of each DThread using the addModifiedSegmentInGAS runtime function. For gathering the results in RootNode, users have to use the sendDataToRoot runtime function. Both the addModifiedSegmentInGAS and sendDataToRoot functions require the GAS_ID of a shared object, the conventional main memory address of that object, and its size in bytes. For instance, in the diag_code DFunction, the tile A [kk] [kk] is declared as a modified segment since is computed by the diag routine. The size of this tile is equal to tS, and its GAS_ID is equal to gasA since it is a part of the tile matrix A. In Figure 5 , the required code for the distributed execution is highlighted.
FREDDO's DSM system creates an identical address space on each node, which gives the view of a single distributed address space. Currently, this requires the shared objects to have the same memory size in each node (e.g., the tile matrix A). This simplifies the implementation of the proposed programming model, but it limits the total amount of memory used by a DDM program. A program can use only as much memory as is available in the RootNode since the output results are gathered in that node. Mechanisms that will overcome this limitation are in our to-do list.
EXPERIMENTAL EVALUATION
In this section, we present the evaluation of distributed FREDDO using eight benchmarks with different characteristics. We start with an overview of the hardware environment used in our experiments, followed by the description of the benchmarks. After that, we present performance results and comparisons with other systems. Finally, we present network traffic analysis results.
Experimental Setup
For the experimental evaluation, we used two different systems: AMD and CyTera. AMD is a 4-node system. CyTera [29] is an open-access HPC system that provides up to 64 nodes per user. The specifications of the systems are shown in Table 1 . Our benchmark suite contains three applications that require low communication between the nodes (BMMULT, Blackscholes, and Swaptions), three benchmarks with complex dependency graphs that require heavy internode communication (LU, QR, and Cholesky), and two recursive algorithms (Fibonacci and PowerSet) that require medium internode communication:
(1) BMMULT performs a dense blocked matrix multiplication of two square matrices. (2) Blackscholes calculates the prices for a portfolio of European options analytically with the Black-Scholes partial differential equation (PDE) [11] .
(3) Swaptions uses the Heath-Jarrow-Morton (HJM) framework to price a portfolio of swaptions [11] . A Monte Carlo simulation is used to compute the prices (the simulation number variable is set to 20,000). (4) LU calculates the LU decomposition of a tile matrix. It was based on an earlier version written in StarSs [52] . (5) QR implements the right-looking tile QR factorization. The algorithm uses LAPACK [6] (V3.6.1) and PLASMA [1] (V2.8.0) routines: geqrt, tsqrt, ormqr, and tsmqr. (6) Cholesky calculates the lower triangular matrix L of a symmetric positive definite matrix A such that A = LL T . Operations on the tiles are performed using the following LAPACK [6] (V3.6.1) routines: syrk, gemm, potf2, and trsm. (7) Fibonacci calculates the Fibonacci numbers using a double recursion algorithm. (8) PowerSet calculates the number of all subsets of a set with N elements, using a multiple recursion algorithm. The original algorithm was retrieved from BSC [15] .
For the benchmarks working on tile/block matrices, we used both single-precision (SP) and double-precision (DP) floating-point dense matrices. All source codes and libraries/packages were compiled using the -O3 optimization flag. For the performance results that are reported as speedup, speedup is defined as Savg/Pavg, where Savд is the average execution time of the sequential version of the benchmark (without any FREDDO overheads) and Pavд is the average execution time of the FREDDO implementation. For the average execution times, we executed each benchmark (both sequential and parallel) five times. In the parallel execution time of each execution, we included the time needed for gathering the results to the RootNode.
We have executed benchmarks using FREDDO with CNI support (called FREDDO+CNI) and with MPI support (called FREDDO+MPI). The default implementation for the AMD system is FREDDO+CNI. In CyTera, the MPI libraries provided to us are configured for the InfiniBand interconnect. As such, we are using the FREDDO+MPI implementation as the default since it provides faster communication compared to FREDDO+CNI. For the FREDDO+MPI implementation, we are using the OpenMPI library (V1.8.4 for CyTera and V2.0.1 for AMD). Notice that for both implementations, the size of the Context values is set to 64 bit.
Performance Evaluation
We performed a scalability study to evaluate the performance of the proposed framework by varying the number of nodes on the two systems. Each benchmark is executed with three different problem sizes. For the tiled algorithms (BMMULT, LU, Cholesky, and QR), we choose the optimal tile size for both the sequential and parallel implementation of each algorithm. For each different execution (problem size and number of nodes), we run experiments with three different tile sizes: 32 × 32, 64 × 64, and 128 × 128. Out of the total number of cores in each node, one of them is used for executing the TSU code, whereas the rest are used for executing the kernels. Unlike the kernels and the TSU, which are pinned to specific cores, the Network Manager's receiving thread is not pinned to any specific core. This gives the opportunity to the operating system to move the receiving thread to an idle core, or to migrate it regularly between the cores. For the single-node execution of the benchmarks, the Network Manager's receiving thread is disabled.
Figures 6 and 7 depict the results for the AMD and CyTera systems, respectively. On the former system, we executed all benchmarks, including both SP and DP versions of the algorithms working on tile/block matrices. On the latter system, we executed the two recursive algorithms and the SP versions of the tiled algorithms. Blackscholes and Swaptions, as well as the DP versions of the tiled algorithms, are excluded from our performance evaluation on the CyTera system to save computational resources (CPU hours). Ideal speedup refers to the maximum speedup that can be achieved in relation to the number of cores used for the parallel execution. For example, on CyTera for the 64-node configuration, the ideal speedup is equal to 768. From the performance results, we observe that generally as the input size increases, the system scales better (especially for the benchmarks with complex dependency graphs). This is expected, as larger problem sizes allow amortizing the overheads of the parallelization. Table 2 depicts the average sequential time (in seconds) of the sequential version of the benchmarks that were executed on both systems. The DP versions of the algorithms achieve slightly lower speedups compared to the SP ones, because in the former case the data exchanged in the network is doubled. BMMULT, Blackscholes, and Swaptions achieve very good speedups due to the low data sharing and low data exchange between the nodes. On AMD, for the 4-node configuration and the largest problem size, they achieve up to 93% of the ideal speedup. On CyTera, for the 64-node configuration and the largest problem size, BMMULT achieves 84% of the ideal speedup. LU, QR, and Cholesky are classic dense linear algebra workloads with complex dependency graphs. FREDDO ended up with lower speedups as the number of nodes increases, due to the heavy internode communication and the complexity of the algorithms. When utilizing all nodes of CyTera, for the largest problem size, FREDDO achieves up to 61% of the ideal speedup for these complex algorithms. However, it is expected that for larger problem sizes, a better performance can be achieved.
The recursive algorithms (Fibonacci and PowerSet) also achieve very good speedups. For the 4-node configuration on AMD and the largest problem size, FREDDO achieves about 83% of the ideal speedup (106 out of 128). For the 64-node configuration on CyTera, FREDDO achieves 84% (648 out of 768) for Fibonacci and 79% (604 out of 768) for PowerSet, of the ideal speedup, also for the largest problem size. For minimizing the overheads of the parallel recursive implementations, we used thresholds to control the number of DThread instances that are used for executing the recursive calls. For each problem size of the algorithms, we test various thresholds and choose the one that provides the best performance. Table 3 depicts the thresholds used to achieve the best performance.
To conclude, distributed FREDDO scales well and effectively leverages the decoupling of synchronization and execution. Table 4 depicts the minimum, maximum, and average speedup results, on both systems, for each problem size and number of nodes. Next to each speedup value, the utilization percentage of the available cores is presented. The results show that FREDDO utilizes the resources of both systems efficiently, especially for the largest problem size. For the largest problem size and when all available nodes are used, FREDDO achieves an average of 82% of the ideal speedup on AMD and 67% on CyTera. 
FREDDO: CNI Versus MPI
In this section, we study the performance penalties of using MPI instead of a CNI for the benchmarks that have medium and heavy internode communication. For our experiments, we used the AMD system with all available nodes. The results are shown in Figure 8 and are normalized based on the average execution time of FREDDO+CNI. The comparisons show that FREDDO+CNI is 80%, 25%, and 5% faster than FREDDO+MPI on average for the smallest, medium, and largest problem sizes, respectively. This indicates that MPI has more overheads that affect the performance of the Network Manager's receiving thread as well as the sending operations of the kernels. MPI has more overheads than a CNI since it is a much larger library that contains more functionalities than a CNI. However, MPI's overheads are hidden as the benchmark's input size increases. Thus, FREDDO+MPI can be used for real-life applications that have enormous input sizes (at least in the order of our largest problem size). This solution can provide better portability to FREDDO applications, especially when targeting large-scale HPC systems with different architectures.
Performance Comparisons With Other Systems
FREDDO is compared to MPI, DDM-VM [48] , and OmpSs@Cluster [16, 17] . MPI is the reference programming model in HPC systems and clusters. DDM-VM is a dataflow system similar to FREDDO that supports static dependency resolution-i.e., the programmer/compiler is responsible for constructing the dependency graph. OmpSs@Cluster is a dataflow-based system that supports dynamic dependency resolution-i.e., the dependency graph is constructed dynamically at runtime. For the comparisons between FREDDO and MPI, we used Cholesky, LU, Fibonacci, and PowerSet. For the MPI implementation of Cholesky, we used the pspotrf and pdpotrf routines of ScaLAPACK [12] (V2.0.2). The MPI implementation of LU was retrieved from mpich.org [50] and utilizes MPI's one-sided communication functionalities. The recursive algorithms implemented in MPI are based on the Fibonacci algorithm presented in Cera et al. [19] , which uses MPI's dynamic process management support through MPI_Comm_spawn. Additionally, the recursive algorithms were modified to support thresholds to improve the performance. For the comparisons between FREDDO and DDM-VM, we used Cholesky and LU. Finally, we compare FREDDO to OmpSs@Cluster using Cholesky, LU, and QR. For all frameworks, we choose the configurations that achieve the optimal performance (e.g., tile sizes, thresholds for the recursive algorithms, and grid configurations for the ScaLAPACK implementations).
OmpSs@Cluster was installed with GASNet [13] (V1.28.2) and OpenMPI (V1.8.4) on CyTera. We used the latest stable OmpSs package, which includes the Mercurium compiler V2.0.0-28-06-2017 and the Nanos++ runtime V0.13-29-06-2017. The OmpSs benchmarks were executed using GASNet's ibv-conduit. To have fair comparisons, FREDDO is compared to DDM-VM using the FREDDO+CNI implementation and with MPI and OmpSs@Cluster using the FREDDO+MPI implementation. The reason is that the MPI library incurs more overheads (as shown in Figure 8 ) compared to a CNI with fewer functionalities.
The comparison results of FREDDO and MPI on CyTera and AMD are depicted in Figures 9 and  10 , respectively. LU is not included in our comparisons on AMD, as the system does not support remote direct memory access (RDMA), which is required by the MPI implementation of the algorithm. Our framework scales better than MPI. On average, FREDDO is 1.79× faster than MPI, on AMD, for the 4-node configuration and 2.35× faster, on CyTera, for the 64-node configuration. In the case of Cholesky and LU, FREDDO performs better since it exploits the advantages of having fine-grain threads/tasks executing asynchronously, in a data-driven manner. MPI relies on the 53:18 G. Matheou and P. Evripidou fork-join paradigm and uses barriers to synchronize between phases of computation. Synchronization constructs, like barriers, can have a negative impact on performance, especially when the number of nodes increases. However, FREDDO does not use such synchronization constructs, as it relies solely on data-driven mechanisms for its operations. In the MPI implementations of the recursive algorithms, the MPI_Comm_spawn routine is used to spawn children recursive calls through new MPI processes. A parent instance waits for its children instances to complete before it proceeds with computations, thus increasing the runtime overheads (a parent instance blocked until all of its children instances finished their execution). As well, additional overheads are introduced by the dynamic allocation of new MPI processes. In FREDDO, such overheads are eliminated by executing recursive algorithms based on dataflow with continuations; a continuation DThread instance is activated to process the results of the children instances when all of them finished their execution. Moreover, all instances are executed by the kernels, and thus there is no need to allocate new resources (processes, threads, etc.).
The comparison results of FREDDO and DDM-VM, on the AMD system, are depicted in Figure 11 . On average, FREDDO is 1.25× faster than DDM-VM, for the 4-node configuration. Although DDM-VM and FREDDO are based on the same execution model, FREDDO achieves better performance for three main reasons. First, DDM-VM follows a Context-based distribution scheme (similar to this work) where each DThread instance is mapped and executed on a specific core of the system. In FREDDO, the DThread instances are mapped to specific nodes and the TSU's scheduler distributes them to the kernels with the least workload. This approach can improve the load balancing in each node. Second, FREDDO provides an optimized TSU and Network Manager (e.g., it uses atomic variables to implement the distributed termination detection algorithm where DDM-VM uses lock/unlock operations, which incur more overheads). Third, in DDM-VM, the TSU and the receiving thread are pinned on the same core. This approach can affect the scheduling and network operations, thus increasing the runtime overheads. In FREDDO, the receiving thread is not pinned to any specific core, which gives the flexibility to the operating system to schedule it appropriately. Figure 12 compares FREDDO to OmpSs@Cluster on CyTera. We used the affinity scheduling policy, which is used for running applications on a cluster. We executed the OmpSs benchmarks with different tile sizes (from 32 × 32 to 2,048 × 2,048) and found that the 512 × 512 tile size achieved the best performance in all cases. Our experiments show that OmpSs does not perform well on benchmarks with small tiles. Smaller tile sizes increase the number of tasks, which increase the Nanos++'s workload required to determine the data dependencies between those tasks. Notice that OmpSs@Cluster reserves one core for network functionalities. FREDDO outperforms OmpSs@Cluster, especially for the configurations with large number of nodes. For the 32-node configuration on CyTera, FREDDO is up to 3.18× faster than OmpSs@Cluster (2.20× faster on average). The reason is twofold. First, OmpSs determines the dependencies at runtime. This eases programmability since programmers only need to annotate the sequential code with compiler directives. However, it increases runtime overheads. In FREDDO, the dependencies are provided by programmers (through Update commands), which increases the programming effort but runtime overheads are reduced. Second, the execution model of OmpSs@Cluster is based on a masterworker design where the master is responsible for (i) assigning tasks to the remote nodes and (ii) preserving data coherency. OmpSs@Cluster aims to create an identical address space on each node, which gives the view of a single distributed address space [16] , as in FREDDO. However, a masterworker scheme suffers from scalability issues on large clusters due to the bottleneck constituted by the master. Although OmpSs supports task nesting on cluster nodes to reduce the pressure on the master node, our results show that FREDDO scales better. FREDDO implements a peer-topeer network (a node can send data and Updates to any other node) and a lightweight distribution scheme based on static mapping. It also uses data forwarding to reduce latencies.
Network Traffic Analysis
To study the efficiency of the proposed mechanisms for reducing the network traffic, during a distributed data-driven execution, we performed a traffic analysis for both FREDDO and DDM-VM. We are comparing our system to DDM-VM since the latter does not provide any mechanisms for reducing the network traffic in DDM applications. The experiments were conducted on the AMD system for two benchmarks from our benchmark suite: Cholesky and LU (SP versions). For our experiments, a root access was required for capturing the network traffic. Thus, the AMD system was used since it is the only system where we have root access. Figure 13 depicts the total TCP packets (in millions) and the total data (in gigabytes) that are exchanged between the nodes of the AMD system, for the 4-node configuration and the largest problem size (32K × 32K). The benchmarks were executed with three different tile sizes: 32 × 32, 64 × 64, and 128 × 128. For the traffic analysis experiments, we used the TShark tool [38] with large problem sizes and fine-grain threads [46] (e.g., the LU benchmark on the CyTera system with 60K × 60K matrix size and 32 × 32 tile size).
The comparison results show that FREDDO reduces the total TCP packets and data, especially for the smallest tile size where the frequency of the communication is increased between the nodes of the system. In the case of Cholesky, FREDDO reduces the total TCP packets by 4.85×, 1.79×, and 1.16× for the 32 × 32, 64 × 64, and 128 × 128 tile sizes, respectively. In the case of LU, FREDDO reduces the total TCP packets by 6.55×, 1.44×, and 1.11× for the 32 × 32, 64 × 64, and 128 × 128 tile sizes, respectively. Furthermore, FREDDO reduces the total amount of data by 16.7%, 5.5%, and 2.9% for Cholesky and 12.9%, 5.2%, and 3.5% for LU for the 32 × 32, 64 × 64, and 128 × 128 tile sizes, respectively. It is easy to observe that the total number of TCP packets and the total amount of data are not reduced with the same ratio. This is because the largest percentage of the total amount of data consists of the computed matrix tiles that are forwarded from the producer to consumer nodes. This percentage is approximately the same in both frameworks, as FREDDO reduces the network traffic mainly through optimizations on sending Update operations. The number of Update operations is high in benchmarks with high-complexity dependency graphs, and thus a higher number of TCP packets is used to carry such operations in DDM-VM.
Although the proposed mechanisms for reducing the network traffic are performing better for relatively small tile sizes (fine-grain threads), we expect to have a high positive impact on benchmarks that run on HPC systems with a large number of cores/nodes. Future HPC systems (e.g., exascale architectures) are projected to have up to billions of fine-grain threads executing asynchronously [5, 33, 56] . As a very small indication, in Figure 14 , we provide the normalized average execution time of the LU and Cholesky benchmarks that are executed on both systems for three different tile sizes. The timings are normalized based on the execution time of the 32 × 32 tile size. The results show that larger tile sizes (i.e., coarse-grain threads) can negatively affect the performance, especially in the CyTera system with the 64-node configuration. We would like to note that we have tested experiments with even smaller tile sizes (e.g., 16 × 16) and the performance was not good, as expected, especially on the AMD system. This is because smaller tile sizes can increase the runtime overheads since more DThread instances will be created that stress the TSU. However, smaller tile sizes significantly increase the Update operations, and thus our mechanisms may further reduce the network traffic compared to the DDM-VM system.
RELATED WORK
MPI [26] is a de facto standard for programming distributed systems. It provides low-level communication primitives to transfer data among a set of processes running on the nodes of a distributed system. Although MPI allows the achievement of high performance, it requires a lot of effort from the programmer (partitioning of data and computations, movement of data during program execution, coherence, etc.). This is in contrast to our approach, which automates most of these tasks.
Thread Building Blocks (TBB) is an API developed by Intel that relies on C++ templates to facilitate parallel programming [55] . Since TBB 4.0, unstructured parallelism, dependency graphs, and dataflow algorithms can be expressed with flow graph classes and functions [30] . Unlike FREDDO, TBB's thread management does not naturally extend across the network.
Gupta and Sohi [27] introduced a software system that allows dataflow execution of sequential imperative programs on multicore systems. They implemented a C++ runtime library that exploits functional-level parallelism by executing functions on the cores in a dataflow fashion. Its execution model determines data dependences between functions dynamically and executes them concurrently in a dataflow fashion. In contrast, FREDDO applies its techniques at nonblocking threads. In addition, Gupta and Sohi's system does not support distributed data-driven execution.
Trebuchet [4] is a hybrid Von Neumann/dataflow execution system based on TALM. TALMan architecture and language for multithreading-provides a user-defined coarse-grain parallel dataflow model, where programmers identify code blocks, called superinstructions, to be run in parallel and connect them in a dataflow graph. Couillard [41] is a C-compiler designed to create, based on an annotated C-program, a dataflow graph and C-code corresponding to each superinstruction. Currently, Trebuchet does not allow dataflow execution on distributed systems.
Although hardware dataflow implementations can achieve higher performance than software runtime systems [49] , in this work we provide a software implementation to utilize the resources of commodity multicore systems. Examples of hardware implementations are WaveScalar [59] , DDM's architectural support [43, 44] , and Maxeler's dataflow engines [51] .
FastFlow [3] is a structured parallel programming framework originally designed for sharedmemory multicore/manycore platforms. It is implemented as a stack of C++ template libraries that allow programmers to use predefined and customizable parallel design patterns (also known as algorithmic skeletons). They include stream-oriented, data-parallel, and dataflow patterns. FastFlow was extended to support distributed systems [2] . In a distributed FastFlow application, multiple lower-tier graphs are connected together using a communication pattern that implements a network channel (point-to-point, broadcast, etc.). In FREDDO, we have a global graph, distributed across the nodes, where the internode communication is managed implicitly based on data-driven principles.
SWARM [40] is a software runtime that uses an execution model based on codelets [61] . It divides a program into tasks with runtime dependencies and constraints that can be executed when all runtime dependencies and constraints are met. SWARM's runtime schedules the tasks for execution based on resource availability and utilizes a work-stealing approach for on-demand load balancing. Both SWARM and FREDDO allow data-driven execution on distributed systems and adopt the static dependency resolution. FREDDO, in contrast to SWARM, handles the flow of data between producers and consumers running on different nodes, automatically.
OmpSs [16, 17] is a variant of OpenMP extended to support asynchronous task parallelism on clusters of heterogeneous architectures. It aims programming productivity and uses an annotationbased programming model to move data across a disjoint address space. Programmers annotate the sequential code with compiler directives that are translated into calls to the Nanos++ runtime library. Nanos++ schedules tasks on the available resources of a cluster and manages data coherence and data movement transparently. In OmpSs, the task dependency graph is always built at runtime, and thus this approach may introduce extra overheads. Moreover, OmpSs exposes only a part of the dependency graph available to the runtime; consequently, only a fraction of the concurrency opportunities in the applications is visible at any time.
PaRSEC [14, 22] is a task-based dataflow-driven framework designed to achieve HPC on heterogeneous HPC systems. It supports the parameterized task graph (PTG) model where dependencies between tasks and data are expressed using a domain-specific language named JDF. The PaRSEC runtime combines the information included in the PTG with supplementary information provided by the user (distribution of data onto nodes, priorities, etc.) to allow efficient data-driven scheduling. Both PaRSEC and FREDDO perform a static work distribution between nodes. PaRSEC performs dynamic work stealing within each node where FREDDO distributes the DThread instances to the kernels with the least amount of work.
Charm++ [34] is a C++-based parallel object-oriented language in which a runtime system decides what computation to execute next based on the availability of data for various objects, called chares. In a Charm++ application, the computation consists of a large number of chares distributed on available processors of the system and interacting with each other via asynchronous method invocations. The parallel components of the Charm++ applications have to be described/declared in separate charm interface (ci) description files. These files adopt a C++-like declaration syntax with several additional keywords and are compiled by a compiler wrapper called charmc.
Concurrent Collections (CnC) [35] is a declarative parallel programming language, with similar semantics to DDM, which allows programmers who lack experience in parallelism to express their parallel programs as a collection of high-level computations called steps that communicate via single-assignment data-structures called items. Steps and items are uniquely identified by tags. CnC steps correspond to DThreads, as both represent the unit of execution and apply single-assignment across steps/threads while allowing side effects locally within a step/thread. The control and data dependence relationships among the steps, manifested in the items and tags that are produced and consumed, correspond to the producer-consumer relationships of DThreads. Recently, CnC was extended to support distributed execution on clusters of multicore architectures [57] .
Open Community Runtime (OCR) [39, 47] and HPX [33] are task-based frameworks aimed at HPC systems. In OCR, a program is a collection of asynchronously executing tasks operating on relocatable data blocks where events coordinate the execution of OCR tasks. Tasks, data blocks, and events are globally addressable throughout the system via globally unique IDs (GUIDs). HPX is a C++11 runtime system based on the ParalleX execution model [32] . It facilitates distributed operations and enables fine-grain task parallelism. HPX provides an active global address space (AGAS), where globally addressable objects can be tracked by a unique global ID as they are migrated throughout the system. Sucuri [58] is a Python library that allows transparent dataflow execution on computer clusters. Each node of the cluster has its own scheduler that uses a ready queue with a first-come first-served policy to serve idle workers. The dataflow graph of Sucuri applications is partitioned before execution, using an algorithm based on list scheduling. In FREDDO, the dataflow graph is partitioned based on the Context values of the DThread instances.
Several programming models have been proposed that try to facilitate the programmability of distributed systems by providing a global address space view of the aggregated memories of all nodes in a system. Such a view facilitates porting sequential applications and reduces the complexity of distributed applications. Examples of such models include UPC [18] , X10 [21] , and Chapel [20] . Although such models ease the burden of the programmer, achieving good performance still requires a nontrivial effort from programmers to deal with data distribution and coherency. Moreover, such models require the support of special compilers.
CONCLUSIONS AND FUTURE WORK
In this work, we presented a portable and efficient implementation of the DDM model that enables efficient data-driven scheduling on distributed multicore architectures. The proposed framework was implemented as an extension to FREDDO-a C++ implementation of the DDM model. Experiments were performed on two distributed systems with 128 and 768 cores, respectively. Our evaluation analysis shows that the distributed FREDDO implementation scales well and achieves comparable or better performance when compared to other systems, such as MPI, DDM-VM, and OmpSs@Cluster. Furthermore, we proposed simple and efficient techniques for reducing network traffic during the execution of DDM applications. Our experiments on the 128-core system show that FREDDO can reduce the total amount of TCP packets by up to 6.55× and the total amount of data by up to 16.7% when compared to the DDM-VM system. Future work will be focused on applying data-driven scheduling on heterogeneous HPC systems. We are interested in manycore accelerators with software-controlled scratch-pad memories such as the Sunway SW26010 processor [24] . Deterministic data prefetching into scratch-pad memories using data-driven techniques can improve the locality of sequential processing [8] . We believe that this approach can further improve the performance of HPC systems. We are also interested in other types of manycore accelerators, such as the Intel Xeon Phi and GPUs. Currently, FREDDO provides an API for programmability. We plan to provide high-level tools for better programmability, such as compilers (e.g., DDMCPP [60] ) and declarative parallel programming languages (e.g., CnC [35] ). Finally, it would be interesting to evaluate the DSM overheads in FREDDO; run experiments in larger HPC systems; and evaluate FREDDO using larger scientific applications, such as LULESH, NWChem, and Nek5000.
