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SPECTRAL SHIFT FUNCTIONS AND
DIRICHLET-TO-NEUMANN MAPS
JUSSI BEHRNDT, FRITZ GESZTESY, AND SHU NAKAMURA
Abstract. The spectral shift function of a pair of self-adjoint operators is
expressed via an abstract operator valued Titchmarsh–Weyl m-function. This
general result is applied to different self-adjoint realizations of second-order
elliptic partial differential operators on smooth domains with compact bound-
aries, Schro¨dinger operators with compactly supported potentials, and finally,
Schro¨dinger operators with singular potentials supported on hypersurfaces. In
these applications the spectral shift function is determined in an explicit form
with the help of (energy parameter dependent) Dirichlet-to-Neumann maps.
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1. Introduction
Let A and B be self-adjoint operators in a separable Hilbert space H and assume
that the m-th powers of their resolvents differ by a trace class operator,[
(B − zIH)−m − (A− zIH)−m
] ∈ S1(H), z ∈ ρ(A) ∩ ρ(B), (1.1)
for some odd integer m ∈ N. It is known that in this case there exists a real-
valued function ξ ∈ L1loc(R) such that
∫
R
|ξ(λ)|(1+ |λ|)−(m+1)dλ <∞ and the trace
formula
trH
(
ϕ(B) − ϕ(A)) = ∫
R
ϕ′(λ) ξ(λ) dλ (1.2)
holds for all suitable smooth functions ϕ : R→ C such that [ϕ(B)−ϕ(A)] ∈ S1(H).
The function ξ in (1.2) is called a spectral shift function of the pair {A,B}. Note
that for ϕ(λ) = (λ − z)−m one has [ϕ(B) − ϕ(A)] ∈ S1(H) according to (1.1) and
the trace formula (1.2) takes the special form
trH
(
(B − zIH)−m − (A− zIH)−m
)
= −m
∫
R
ξ(λ) dλ
(λ − z)m+1 .
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Historically the trace formula (1.2) was first proposed and verified on a formal
level by I.M. Lifshitz for the case that [B − A] is a finite-rank operator in [66],
and shortly afterwards in [58] M.G. Krein proved (1.2) rigorously in the more
general case [B−A] ∈ S1(H) for all C1-functions ϕ with derivatives in the Wiener
class. Furthermore, in [58] it was shown how the spectral shift function ξ can
be computed with the help of the perturbation determinant corresponding to the
pair {A,B}. For pairs of unitary operators and thus via Cayley transforms for
the case m = 1 in (1.1) the spectral shift function and the trace formula were
obtained later by M.G. Krein in [59]. Afterwards in [57] the more general case
m > 0 in (1.1) for self-adjoint operators A and B with ρ(A) ∩ ρ(B) ∩ R 6= ∅ was
discussed by L. S. Koplienko, and for odd integers m in (1.1) and arbitrary self-
adjoint operators A and B see [88] by D. R. Yafaev or [87, Chapter 8, §11] and
[90, Chapter 0, Theorem 9.4]. For more details on the history, development and
multifaceted applications of the spectral shift function in mathematical analysis we
refer the reader to the survey papers [20, 23, 24], the standard monographs [87, 90],
and, for instance, to [21, 27, 38, 40, 41, 45, 60, 62, 81, 84] and the more recent
contributions [6, 39, 44, 53, 54, 56, 63, 69, 70, 78, 79, 80, 82, 89].
The main objective of the present paper is to prove a representation formula for
the spectral shift function in terms of an abstract Titchmarsh–Weyl m-function of
two self-adjoint operators satisfying the condition (1.1), and to apply this result
to different self-adjoint realizations of second-order elliptic PDEs and Schro¨dinger
operators with compactly supported potentials and singular δ-type potentials sup-
ported on compact hypersurfaces. In these applications the abstract Titchmarsh–
Weyl m-function will turn out to be the energy dependent Neumann-to-Dirichlet
map or Dirichlet-to-Neumann map associated to the elliptic differential expression
and the Schro¨dinger operators on the interior and exterior domains, respectively.
More precisely, assume that A and B are self-adjoint operators in a separable
Hilbert space H and consider the underlying closed symmetric operator
Sf := Af = Bf, dom(S) :=
{
f ∈ dom(A) ∩ dom(B) ∣∣Af = Bf},
which for convenience we assume is densely defined (our extension theory approach
would easily generalize to the non-densely defined setting and even to the case that
the domain of S is trivial; however, in order to avoid adjoints of non-densely defined
operators we restrict ourselves to the densely defined case here). We emphasize that
neither A nor B needs to be semibounded in our approach. However, we first impose
an implicit sign condition on the perturbation by assuming
(A− µ0IH)−1 ≥ (B − µ0IH)−1 (1.3)
for some µ0 ∈ ρ(A) ∩ ρ(B) ∩ R; in the semibounded case the condition (1.3) is
equivalent to A ≤ B interpreted in the sense of the corresponding quadratic forms.
We then make use of the concept of quasi boundary triples in extension theory of
symmetric operators from [7, 8] and construct an operator T such that T = S∗
and two boundary mappings Γ0,Γ1 : dom(T )→ G, where G is an auxiliary Hilbert
space, such that
A = T ↾ ker(Γ0) and B = T ↾ ker(Γ1); (1.4)
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see Proposition 2.4 and Section 2 for more details. To such a quasi boundary triple
{G,Γ0,Γ1} one associates the γ-field and Weyl function (or abstract Titchmarsh–
Weyl m-function) M which are defined by
γ(z)Γ0fz = fz and M(z)Γ0fz = Γ1fz, fz ∈ ker(T − zIH), z ∈ ρ(A),
respectively. Very roughly speaking the values M(z), z ∈ ρ(A), of the function M
map abstract Dirichlet boundary values to abstract Neumann boundary values, or
vice versa, and hence the Weyl function M associated to a quasi boundary triple
can be viewed as an abstract analog of the (energy parameter dependent) Dirichlet-
to-Neumann map. The resolvents of A and B are related with the γ-field and Weyl
function via the useful Krein-type formula
(B − zIH)−1 − (A− zIH)−1 = −γ(z)M(z)−1γ(z)∗, z ∈ ρ(A) ∩ ρ(B).
In our main result, Theorem 4.1, in the abstract part of this paper we provide
sufficientSp-type conditions on the γ-field and Weyl function of the quasi boundary
triple {G,Γ0,Γ1} such that (1.1) is satisfied with m = 2k + 1 and conclude that
for any orthonormal basis (ϕj)j∈J in G (with J ⊆ N an appropriate index set), the
function
ξ(λ) =
∑
j∈J
lim
ε↓0
π−1
(
Im
(
log
(
M(λ+ iε)
))
ϕj , ϕj
)
G
for a.e. λ ∈ R, (1.5)
is a spectral shift function for the pair {A,B} such that ξ(λ) = 0 in an open
neighborhood of µ0. In particular, the trace formula
trH
(
(B − zIH)−(2k+1) − (A− zIH)−(2k+1)
)
= −(2k + 1)
∫
R
ξ(λ) dλ
(λ − z)2k+2
is valid for all z ∈ ρ(A) ∩ ρ(B). Furthermore, if (1.1) is satisfied with m = 1 then
according to Corollary 4.2 the imaginary part of the logarithm of z 7→ M(z) is
a trace class valued Nevanlinna (or Riesz–Herglotz) function on the open upper
half-plane C+ (and hence admits nontangential limits for a.e. λ ∈ R from C+ in
the trace class topology), and the spectral shift function in (1.5) has the form
ξ(λ) = lim
ε↓0
π−1 trG
(
Im
(
log
(
M(λ+ iε)
)))
for a.e. λ ∈ R. (1.6)
Since z 7→ log (M(z)) is a Nevanlinna function it follows that the values of the spec-
tral shift function ξ in (1.5) and (1.6) are nonnegative for a.e. λ ∈ R; this is rooted
in the sign condition (1.3). In a second step we weaken the sign condition (1.3) and
extend our representation of the spectral shift function to more general perturba-
tions in the end of Section 4 (cf. (4.31)). We point out that the key difficulty in the
proof of (1.5) and (1.6) is to ensure the existence of the limits on the right hand
side of (1.5) and the trace class property of the function Im
(
log
(
M
))
in the case
k = 0, respectively, which are indispensable for (1.5) and (1.6). These problems are
investigated separately in Section 3 on the logarithm of operator-valued Nevanlinna
functions, where special attention is paid to the analytic continuation by reflection
with respect to open subsets of the real line (cf. Theorem 3.3 and Proposition 3.4),
which can be viewed as extensions of some results in [40, Section 2]. We also
mention that for the special case where (1.1) is a rank one or finite-rank operator
and m = 1, our representation for the spectral shift function coincides with one in
[14, 64]. Furthermore, for m = 1 in (1.1) a formula for the spectral shift function
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via a perturbation determinant involving boundary parameters and the Weyl func-
tion in the context of ordinary boundary triples was shown recently in [70] (see also
[69]). We remark that our abstract result can also be formulated and remains valid
in the special situation that the quasi boundary triple {G,Γ0,Γ1} is a generalized
or ordinary boundary triple in the sense of [26, 29, 30, 31, 46].
Our main reason to provide the general result in Section 4 for the spectral shift
function in terms of the abstract notion of quasi boundary triples and their Weyl
functions is its convenient applicability to various PDE situations, see also [7, 8,
9, 10, 11, 12, 13, 15] for other related applications of quasi boundary triples in
PDE problems. In Section 5 we consider a formally symmetric uniformly elliptic
second-order partial differential expression L with smooth coefficients on a bounded
or unbounded domain in Rn, n ≥ 2, with compact boundary, and two self-adjoint
realizations Aβ0 and Aβ1 of L subject to Robin boundary conditions βpγDf =
γNf , where γD and γN denote the Dirichlet and Neumann trace operators, and
βp ∈ C1(∂Ω), p = 0, 1, are real-valued functions. It then turns out that the Robin
realizations Aβ0 and Aβ1 satisfy[
(Aβ1 − zIL2(∂Ω))−(2k+1) − (Aβ0 − zIL2(∂Ω))−(2k+1)
] ∈ S1(L2(Ω)) (1.7)
for all k ∈ N0, k ≥ (n − 3)/4, and z ∈ ρ(Aβ0) ∩ ρ(Aβ1), and for any orthonormal
basis (ϕj)j∈J in L
2(∂Ω), the function
ξ(λ) =
∑
j∈J
lim
ε↓0
π−1
((
Im
(
log(M1(λ+ iε))− log(M0(t+ iε))
))
ϕj , ϕj
)
L2(∂Ω)
(1.8)
for a.e. λ ∈ R,
is a spectral shift function for the pair {Aβ0 , Aβ1}, where
Mp(z) = (β − βp)−1
(
βpN (z)− IL2(∂Ω)
)(
βN (z)− IL2(∂Ω)
)−1
, z ∈ C\R,
β ∈ R is such that βp(x) < β for all x ∈ ∂Ω, and N (z) denotes the (z-dependent)
Neumann-to-Dirichlet map that assigns Neumann boundary values of solutions fz ∈
H2(Ω) of Lfz = zfz, z ∈ C\R, onto their Dirichlet boundary values. We note that
the trace class property (1.7) was shown in [9, 48] for the case k = 0 and in [12] for
k ≥ 1. Moreover, in the case k = 0, that is, n = 2 or n = 3, it follows from (1.6)
that the spectral shift function in (1.8) has the form
ξ(λ) = lim
ε↓0
π−1 trL2(∂Ω)
(
Im
(
log(M1(λ+ iε))− log(M0(t+ iε))
))
for a.e. λ ∈ R.
In our second example, presented in Section 6, we consider a Schro¨dinger opera-
tor B = −∆+V with a compactly supported potential V ∈ L∞(Rn). Here we split
the Euclidean space Rn and the Schro¨dinger operator via a multi-dimensional Glaz-
man decomposition and consider the orthogonal sum BD = B+⊕C of the Dirichlet
realizations of −∆+V in L2(B+) and L2(B−), where B+ is a sufficiently large ball
which contains supp (V ) and B− := Rn\B+. Similarly, the unperturbed operator
A = −∆ is decoupled and compared with the orthogonal sum AD = A+⊕C of the
Dirichlet realizations of −∆ in L2(B+) and L2(B−). Our abstract result applies to
the pairs {B,BD} and {A,AD}, whenever k > (n− 2)/4, n ∈ N, n ≥ 2, and yields
an explicit formula for their spectral shift functions ξB and ξA in terms of the (z-
dependent) Dirichlet-to-Neumann maps associated to −∆ and −∆+ V on B+ and
B−. Since the spectra of the Dirichlet realizations A+ = −∆ and B+ = −∆+V on
the bounded domain B+ are both discrete and bounded from below, the difference
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of their eigenvalue counting functions is a spectral shift function ξ+ for the pair
{A+, B+}, and hence also for the pair {AD, BD}. Then it follows that the function
ξ(λ) = ξA(λ)− ξB(λ) + ξ+(λ) for a.e. λ ∈ R,
is a spectral shift function for the original pair {A,B} (cf. Theorem 6.1). Some
considerations in the first part of the proof of Theorem 6.1 are related to [15,
Section 5.2], where the scattering matrix of the pair {B,BD} in R2 was expressed
in terms of (z-dependent) Dirichlet-to-Neumann maps. We also mention that the
trace class property of the resolvent differences of A and AD, and B and BD goes
back to M. Sh. Birman [16] and G. Grubb [47], and that similar decoupling methods
are often used in scattering theory, see, for instance, [28] or [85] for a slighty more
abstract and general framework.
As a third application, presented in Section 7, we consider the pair {H,Hδ,α},
where H = −∆ is the usual self-adjoint realization of the Laplacian in L2(Rn), and
Hδ,α = −∆− αδC is a singular perturbation of H by a δ-potential of variable real-
valued strength α ∈ C1(C) supported on some compact hypersurface C that splits
Rn, n ≥ 2, into a bounded interior and an unbounded exterior domain. Schro¨dinger
operators with δ-interactions are often used as idealized models of physical systems
with short-range potentials; in the simplest case point interactions are considered,
but in the last decades also interactions supported on curves and hypersurfaces
have attracted a lot of attention, see the monographs [2, 4, 36], the review [32],
and, for instance, [3, 5, 10, 13, 25, 33, 34, 35, 37] for a small selection of papers in
this area. It will be shown in Theorem 7.4 that the trace class condition[
(Hδ,α − zIL2(Rn)))−(2k+1) − (H − zIL2(Rn))−(2k+1)
] ∈ S1(L2(Rn)) (1.9)
is satisfied for for all k ∈ N0, k ≥ (n − 3)/4, and z ∈ C\[0,∞), and in the special
case α < 0 the function
ξ(λ) =
∑
j∈J
lim
ε↓0
π−1
((
Im
(
log
((Di(λ+ iε) +De(λ+ iε))−1 − α−1)))ϕj , ϕj)
L2(C)
for a.e. λ ∈ R,
is a spectral shift function for the pair {H,Hδ,α} such that ξ(λ) = 0 for λ < 0; here
Di(z) andDe(z) denote the (z-dependent) Dirichlet-to-Neumann maps associated to
−∆ on the interior and exterior domain, respectively, and (ϕj)j∈J is an orthonormal
basis in L2(C). For the case that no sign condition on α is assumed, a slightly more
involved formula in the spirit of (1.8) for the spectral shift function is provided in
Theorem 7.2 and in Corollary 7.3 for the cases n = 2 and n = 3. We mention that
the trace class property (1.9) and the existence of the wave operators was already
established in [10], see also [13].
The applications in Sections 5, 6, and 7 serve as typical examples for the abstract
formalism and results in Section 4. In this context we mention that one may com-
pare in a similar form as in Section 5 the Dirichlet realization with the Neumann, or
other self-adjoint Robin realizations of an elliptic partial differential expression, and
that in principle also higher-order differential expressions with smooth coefficients
could be considered. Similarly, instead of the singularly perturbed Schro¨dinger op-
erator Hδ,α in Section 7 one may compare the free Laplacian H with orthogonal
couplings of Dirichlet, Neumann or Robin realizations on the interior and exterior
domain. We refer the reader to [42, 43, 49, 50, 51, 68, 71, 72, 77] for some recent
related contributions in this area.
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Finally, we briefly summarize the basic notation used in this paper: Let G, H,
H, etc., be separable complex Hilbert spaces, (·, ·)H the scalar product in H (linear
in the first factor), and IH the identity operator in H. If T is a linear operator
mapping (a subspace of ) a Hilbert space into another, dom(T ) denotes the domain
and ran(T ) is the range of T . The closure of a closable operator S is denoted by
S. The spectrum and resolvent set of a closed linear operator in H will be denoted
by σ(·) and ρ(·), respectively. The Banach spaces of bounded linear operators in H
are denoted by L(H); in the context of two Hilbert spaces, Hj , j = 1, 2, we use the
analogous abbreviation L(H1,H2). The p-th Schatten-von Neumann ideal consists
of compact operators with singular values in lp, p > 0, and is denoted by Sp(H)
and Sp(H1,H2).
For Ω ⊆ Rn nonempty, n ∈ N, we suppress the n-dimensional Lebesgue measure
dnx and use the shorthand notation L2(Ω) := L2(Ω; dnx); similarly, if ∂Ω is suffi-
ciently regular we write L2(∂Ω) := L2(∂Ω; dn−1σ), with dn−1σ the surface measure
on ∂Ω. We also abbreviate C± := {z ∈ C | Im(z) ≷ 0} and N0 = N ∪ {0}.
2. Quasi boundary triples and their Weyl functions
In this preliminary section we recall the concept of quasi boundary triples and
their Weyl functions from extension theory of symmetric operators. We shall make
use of these notions in Section 4 and formulate our main abstract result Theorem 4.1
in terms of the Weyl function of a quasi boundary triple. In Sections 5, 6, and 7
quasi boundary triples and their Weyl functions are used to parametrize self-adjoint
Schro¨dinger operators and self-adjoint elliptic differential operators with suitable
boundary conditions. We refer to [7, 8] for more details on quasi boundary triples
and to [9, 10, 11, 12, 13, 15] for some applications.
Throughout this section let H be a separable Hilbert space and let S be a densely
defined closed symmetric operator in H.
Definition 2.1. Let T ⊂ S∗ be a linear operator in H such that T = S∗. A triple
{G,Γ0,Γ1} is said to be a quasi boundary triple for T ⊂ S∗ if G is a Hilbert space
and Γ0,Γ1 : dom(T ) → G are linear mappings such that the following conditions
(i)–(iii) are satisfied:
(i) The abstract Green’s identity
(Tf, g)H − (f, T g)H = (Γ1f,Γ0g)G − (Γ0f,Γ1g)G
holds for all f, g ∈ dom(T ).
(ii) The range of the map (Γ0,Γ1)
⊤ : dom(T )→ G × G is dense.
(iii) The operator A0 := T ↾ ker(Γ0) is self-adjoint in H.
The notion of quasi boundary triples is a slight extension of the concepts of gen-
eralized and ordinary boundary triples (see [26, 29, 30, 31, 46, 83] for more details).
We recall from [7, 8] that a quasi boundary triple with the additional property that
the map (Γ0,Γ1)
⊤ : dom(T )→ G × G in Definition 2.1 (ii) is onto, or equivalently,
T = S∗, is automatically an ordinary boundary triple, that is, Γ0,Γ1 : dom(S
∗)→ G
are linear mappings such that the abstract Green’s identity in Definition 2.1 (i) holds
for all f, g ∈ dom(S∗) and the map (Γ0,Γ1)⊤ in Definition 2.1 (ii) is surjective. For
an ordinary boundary triple item (iii) in Definition 2.1 is automatically satisfied.
In the proof of Proposition 2.4 we shall also make use of ordinary boundary triples
and some of their properties.
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The next theorem from [7, 8] is very useful in the applications in Sections 5,
6, and 7; it contains a sufficient condition for a triple {G,Γ0,Γ1} to be a quasi
boundary triple.
Theorem 2.2. Let H and G be separable Hilbert spaces and let T be a linear operator
in H. Assume that Γ0,Γ1 : dom(T )→ G are linear mappings such that the following
conditions (i)–(iii) hold:
(i) The abstract Green’s identity
(Tf, g)H − (f, T g)H = (Γ1f,Γ0g)G − (Γ0f,Γ1g)G
holds for all f, g ∈ dom(T ).
(ii) The range of (Γ0,Γ1)
⊤ : dom(T ) → G × G is dense and ker(Γ0) ∩ ker(Γ1)
is dense in H.
(iii) T ↾ ker(Γ0) is an extension of a self-adjoint operator A0.
Then
S := T ↾
(
ker(Γ0) ∩ ker(Γ1)
)
is a densely defined closed symmetric operator in H such that T = S∗ holds and the
triple {G,Γ0,Γ1} is a quasi boundary triple for S∗ with A0 = T ↾ ker(Γ0).
Next, we recall the definition of the γ-field γ and Weyl function M associated
to a quasi boundary triple, which is formally the same as in [30, 31] for the case
of ordinary or generalized boundary triples. For this let {G,Γ0,Γ1} be a quasi
boundary triple for T ⊂ S∗ with A0 = T ↾ ker(Γ0). We note that the direct sum
decomposition
dom(T ) = dom(A0) +˙ ker(T − zIH) = ker(Γ0) +˙ ker(T − zIH) (2.1)
of dom(T ) holds for all z ∈ ρ(A0), and hence the mapping Γ0 ↾ ker(T − zIH) is
injective for all z ∈ ρ(A0) and its range coincides with ran(Γ0).
Definition 2.3. Let T ⊂ S∗ be a linear operator in H such that T = S∗ and let
{G,Γ0,Γ1} be a quasi boundary triple for T ⊂ S∗ with A0 = T ↾ ker(Γ0). The
γ-field γ and the Weyl function M corresponding to {G,Γ0,Γ1} are operator-valued
functions on ρ(A0) which are defined by
z 7→ γ(z) := (Γ0 ↾ ker(T − zIH))−1 and z 7→M(z) := Γ1(Γ0 ↾ ker(T − zIH))−1.
Various useful properties of the γ-field and Weyl function associated to a quasi
boundary triple were provided in [7, 8], see also [26, 29, 30, 31, 83] for the special
cases of ordinary and generalized boundary triples. In the following we briefly
review some items which are important for our purposes. We first note that by
Definition 2.3 the values γ(z), z ∈ ρ(A0), of the γ-field are operators defined on the
dense subspace ran(Γ0) ⊂ G which map onto ker(T−zIH) ⊂ H. The operators γ(z),
z ∈ ρ(A0), are bounded and admit continuous extensions γ(z) ∈ L(G,H). For the
adjoint operators γ(z)∗ ∈ L(H,G), z ∈ ρ(A0), it follows from the abstract Green’s
identity in Definition 2.1 (i) that
γ(z)∗ = Γ1(A0 − zIH)−1, z ∈ ρ(A0), (2.2)
and, in particular, ran(γ(z)∗) = ran(Γ1 ↾ dom(A0)) does not depend on z ∈ ρ(A0).
It is also important to note that (ran(γ(z)∗))⊥ = ker(γ(z)) = {0} and hence
ran(γ(z)∗) = G, z ∈ ρ(A0). (2.3)
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In the same way as for ordinary boundary triples one verifies
γ(z)ϕ =
(
IH + (z − z0)(A0 − zIH)−1
)
γ(z0)ϕ, z, z0 ∈ ρ(A0), ϕ ∈ ran(Γ0), (2.4)
and therefore z 7→ γ(z)ϕ is holomorphic on ρ(A0) for all ϕ ∈ ran(Γ0). The relation
(2.4) extends by continuity to
γ(z) =
(
IH + (z − z0)(A0 − zIH)−1
)
γ(z0) ∈ L(G,H), z, z0 ∈ ρ(A0), (2.5)
and it follows that z 7→ γ(z) is a holomorphic L(G,H)-valued operator function.
According to [12, Lemma 2.4] the identities
dk
dzk
γ(z) = k! (A0 − zIH)−kγ(z) (2.6)
and
dk
dzk
γ(z)∗ = k! γ(z)∗(A0 − zIH)−k (2.7)
hold for all k ∈ N0 and z ∈ ρ(A0).
The values M(z), z ∈ ρ(A0), of the Weyl function M associated to a quasi
boundary triple are operators in G and it follows from Definition 2.3 that
dom(M(z)) = ran(Γ0) and ran(M(z)) ⊂ ran(Γ1)
hold for all z ∈ ρ(A0). In particular, the operators M(z), z ∈ ρ(A0), are densely
defined in G. With the help of the abstract Green’s identity in Definition 2.1 (i)
one concludes that for z, z0 ∈ ρ(A0) and ϕ, ψ ∈ ran(Γ0) the Weyl function and the
γ-field satisfy
(M(z)ϕ, ψ)G − (ϕ,M(z0)ψ)G = (z − z0)
(
γ(z)ϕ, γ(z0)ψ
)
G
(2.8)
and it follows that M(z) ⊂ M(z)∗ and hence the operators M(z) are closable for
all z ∈ ρ(A0). It is important to note that the operators M(z), z ∈ ρ(A0), and
their closures are unbounded in general; the situation is different when the quasi
boundary triple {G,Γ0,Γ1} is a generalized or ordinary boundary triple. From (2.8)
it also follows that the Weyl function and the γ-field are connected via
M(z)ϕ−M(z0)∗ϕ = (z − z0)γ(z0)∗γ(z)ϕ, z, z0 ∈ ρ(A0), ϕ ∈ ran(Γ0). (2.9)
From (2.9) and (2.4) one also obtains
Im(M(z))ϕ = Im(z) γ(z)∗γ(z)ϕ, z ∈ ρ(A0), ϕ ∈ ran(Γ0), (2.10)
and
M(z)ϕ = Re(M(z0))ϕ
+ γ(z0)
∗
(
(z − Re(z0)) + (z − z0)(z − z0)(A0 − zIH)−1
)
γ(z0)ϕ
(2.11)
for all z, z0 ∈ ρ(A0) and ϕ ∈ ran(Γ0). One observes that z 7→M(z)ϕ is holomorphic
on ρ(A0) for all ϕ ∈ ran(Γ0) and by (2.10) the imaginary part ofM(z) is a bounded
operator in G which admits a bounded continuation to
Im(M(z)) = Im(z) γ(z)∗γ(z) ∈ L(G). (2.12)
Furthermore, the derivatives d
k
dzkM(z), k ∈ N, of the Weyl function are densely
defined bounded operators in G and according to [12, Lemma 2.4] their closures are
given by
dk
dzk
M(z) = k! γ(z)∗(A0 − zIH)−(k−1)γ(z), k ∈ N, z ∈ ρ(A0).
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In the situation where the values M(z) are densely defined bounded operators for
some, and hence for all z ∈ ρ(A0) one has
dk
dzk
M(z) = k! γ(z)∗(A0 − zIH)−(k−1)γ(z), k ∈ N, z ∈ ρ(A0). (2.13)
The next result will be used in the formulation and proof of our abstract repre-
sentation formula for the spectral shift function in Section 4. The statement on the
existence of a quasi boundary triple follows also from [15, Proposition 2.9 (i)] and
the Krein-type resolvent formula in (2.16) is a special case of [8, Corollary 6.17] or
[11, Corollary 3.9]. For convenience of the reader we provide a simple direct proof.
Proposition 2.4. Let A and B be self-adjoint operators in H and assume that the
closed symmetric operator S = A ∩ B is densely defined. Then the closure of the
operator
T = S∗ ↾
(
dom(A) + dom(B)
)
(2.14)
coincides with S∗ and there exists a quasi boundary triple {G,Γ0,Γ1} for T ⊂ S∗
such that
A = T ↾ ker(Γ0) and B = T ↾ ker(Γ1). (2.15)
Furthermore, if γ and M are the corresponding γ-field and Weyl function then
(B − zIH)−1 − (A− zIH)−1 = −γ(z)M(z)−1γ(z)∗, z ∈ ρ(A) ∩ ρ(B). (2.16)
Proof. Since A and B are self-adjoint extensions of the closed symmetric operator
S = A ∩B, that is,
Sf = Af = Bf, dom(S) =
{
f ∈ dom(A) ∩ dom(B) ∣∣Af = Bf},
there exists an ordinary boundary triple {G,Λ0,Λ1} for S∗ and a self-adjoint oper-
ator Θ in G such that
A = S∗ ↾ ker(Λ0) and B = S
∗ ↾ ker(Λ1 −ΘΛ0). (2.17)
We note that in the present situation the self-adjoint parameter Θ in G is an operator
(and not a linear relation) since S = A∩B, that is, A and B are disjoint self-adjoint
extensions of S (cf. [26, 30, 31, 46]). Now consider the restriction T of S∗ onto the
subspace dom(A) + dom(B) in (2.14). Since A and B are disjoint self-adjoint
extensions of S it follows that T = S∗ (see, e.g., [15, Proposition 2.9]). We claim
that {G,Γ0,Γ1}, where
Γ0f := Λ0f and Γ1f := Λ1f −ΘΛ0f, f ∈ dom(T ),
is a quasi boundary triple for T ⊂ S∗ such that (2.15) holds. In fact, (2.15) is clear
from (2.17) and the definition of Γ0 and Γ1, and hence it remains to check items
(i)–(iii) in Definition 2.1. For f, g ∈ dom(T ) = dom(A) + dom(B) one computes
(Γ1f,Γ0g)G − (Γ0f,Γ1g)G =
(
Λ1f −ΘΛ0f,Λ0g
)
G
− (Λ0f,Λ1g −ΘΛ0g)G
= (Λ1f,Λ0g)G − (Λ0f,Λ1g)G
= (S∗f, g)H − (f, S∗g)H
= (Tf, g)H − (f, T g)H,
and hence the abstract Green’s identity in Definition 2.1 (i) is valid. Next, assume
that
0 =
((
ϕ
ψ
)
,
(
Γ0f
Γ1f
))
G×G
= (ϕ,Λ0f)G +
(
ψ,Λ1f −ΘΛ0f)G
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holds for some ϕ, ψ ∈ G and all f ∈ dom(T ). Since {G,Λ0,Λ1} is an ordinary
boundary triple the map (Λ0,Λ1)
⊤ : dom(S∗) → G × G is surjective. It follows
that Λ1 ↾ ker(Λ0) maps onto G and hence for f ∈ dom(A) = ker(Λ0) one has
0 = (ψ,Λ1f), and therefore, ψ = 0. Now (ϕ,Λ0f)G = 0 for f ∈ dom(T ), and the
fact that the range of the restriction of Λ0 onto dom(T ) is dense in G (this follows
since Λ0 : dom(S
∗) → G is surjective, continuous with respect to the graph on
dom(S∗) and dom(T ) is dense in dom(S∗) with respect to the graph norm), yield
ϕ = 0. Therefore, the range of the mapping (Γ0,Γ1)
⊤ : dom(T ) → G × G is dense
and hence condition (ii) in Definition 2.1 holds. Condition (iii) is clear from (2.15).
Thus, we have shown that {G,Γ0,Γ1} is a quasi boundary triple for T = S∗.
Next, we verify the Krein-type resolvent formula (2.16). Fix z ∈ ρ(A)∩ρ(B) and
note that ker(M(z)) = {0}. In fact, if M(z)ϕ = 0 for some z ∈ ρ(A) ∩ ρ(B) and
ϕ ∈ G, there exists fz ∈ ker(T − zIH) such that Γ0fz = ϕ. Since M(z)Γ0fz = Γ1fz
by Definition 2.3, it follows that Γ1fz = 0, that is, fz ∈ dom(B)∩ker(T − zIH) and
hence fz ∈ ker(B − zIH). From z ∈ ρ(B) one concludes that fz = 0 and hence ϕ =
Γ0fz = 0, that is, ker(M(z)) = {0}. Similarly, it follows from the decomposition
(2.1) with A0 and Γ0 replaced by B and Γ1 that ran(M(z)) = ran(Γ1) ⊃ ran(γ(z)∗)
holds for z ∈ ρ(A) ∩ ρ(B); see (2.2) for the last inclusion. Let g ∈ H and define
f := (A− zIH)−1g − γ(z)M(z)−1γ(z)∗g. (2.18)
Then (2.2) and Definition 2.3 yield
Γ1f = Γ1(A− zIH)−1g − Γ1γ(z)M(z)−1γ(z)∗g
= γ(z)∗g −M(z)M(z)−1γ(z)∗g
= 0
and hence f ∈ ker(Γ1) = dom(B). From
(B − zIH)f = (T − zIH)
(
(A− zIH)−1g − γ(z)M(z)−1γ(z)∗g
)
= g
and (2.18) one infers (2.16). 
3. Logarithms of operator-valued Nevanlinna functions
This section is closely connected to and inspired by the considerations in [40,
Section 2] on the logarithm of operator-valued Nevanlinna (or Nevanlinna–Herglotz,
resp., Riesz–Herglotz) functions. Here we shall recall some of the results formulated
in [40] which go back to [17, 74, 75, 76], and slightly extend and reformulate these
in a form convenient for our subsequent purposes.
We first recall the integral representation of the logarithm that corresponds to
the cut along the negative imaginary axis,
log(z) = −i
∫ ∞
0
(
1
z + iλ
− 1
1 + iλ
)
dλ, z ∈ C, z 6= −iλ, λ ≥ 0. (3.1)
Next, let G be a separable Hilbert space and let K ∈ L(G) be a bounded operator
such that Im(K) ≥ 0 and 0 ⊂ ρ(K). Then we use
log(K) := −i
∫ ∞
0
[
(K + iλIG)
−1 − (1 + iλ)−1IG
]
dλ (3.2)
as the definition of the logarithm of the operator K. Then log(K) ∈ L(G) by [40,
Lemma 2.6] and in the special case that K ∈ L(G) is self-adjoint and 0 ∈ ρ(K), it
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follows from [40, Lemma 2.7] that
Im(log(K)) = πEK((−∞, 0)), (3.3)
where EK(·) is the spectral measure of K. In particular, if K ∈ L(G) is self-adjoint
and 0 ∈ ρ(K) then σ(K) ⊂ (0,∞) if and only if log(K) is a self-adjoint operator.
In the next lemma we show that besides log(K) also log(K∗) is well-defined via
(3.2) when K is a dissipative operator with spectrum off the imaginary axis (cf.
[40, Lemma 2.6 and Lemma 2.7]).
Lemma 3.1. Let K ∈ L(G) be a dissipative operator such that iλ ∈ ρ(K) for all
λ ≥ 0, and define
log(K∗) := −i
∫ ∞
0
[
(K∗ + iλIG)
−1 − (1 + iλ)−1IG
]
dλ. (3.4)
Then log(K∗) ∈ L(G).
Proof. From σ(K∗) = {z ∈ C | z ∈ σ(K)} and the assumption iλ ∈ ρ(K) for λ ≥ 0
it is clear that −iλ ∈ ρ(K∗) for λ ≥ 0. Since K is dissipative it follows that K∗ is
accretive, that is, Im(K∗) ≤ 0. For δ > 0 one estimates
‖ log(K∗)‖L(G) ≤
∫ δ
0
[∥∥(K∗ + iλIG)−1∥∥L(G) + 1]dλ
+
∫ ∞
δ
∥∥(K∗ + iλIG)−1∥∥L(G)(‖K‖L(G) + 1)λ−1 dλ.
(3.5)
For 0 < λ <
∥∥(K∗)−1∥∥−1
L(G)
one has
∥∥(K∗ + iλIG)−1∥∥L(G) ≤
∥∥(K∗)−1∥∥
L(G)
1− λ∥∥(K∗)−1∥∥
L(G)
,
and with the choice δ =
(
2
∥∥(K∗)−1∥∥
L(G)
)−1
it follows that the first integral in (3.5)
is bounded. In order to show that the second integral in (3.5) is also bounded it
suffices to show that∥∥(K∗ + iλIG)−1∥∥L(G) ≤ 1λ− ‖K∗‖L(G) , λ > ‖K∗‖L(G). (3.6)
In fact, since Im(K∗ + i‖K∗‖L(G)IG) ≥ 0 one estimates for λ > ‖K∗‖L(G),
0 ≤ (λ − ‖K∗‖L(G))‖f‖2G
= Im
(
i(λ− ‖K∗‖L(G))f, f
)
G
≤ Im((iλ− i‖K∗‖L(G))f, f)G + Im((K∗ + i‖K∗‖L(G)IG)f, f)G
= Im
(
(K∗ + iλIG)f, f
)
G
≤ ‖(K∗ + iλIG)f‖G‖f‖G
(3.7)
and for f 6= 0 this yields
0 ≤ (λ− ‖K∗‖L(G))‖f‖G ≤ ‖(K∗ + iλIG)f‖G . (3.8)
Since −iλ ∈ ρ(K∗) there exists g ∈ G such that f = (K∗+ iλIG)−1g and then (3.8)
has the form∥∥(K∗ + iλIG)−1g∥∥G ≤ 1λ− ‖K∗‖L(G) ‖g‖G, λ > ‖K∗‖L(G).
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This implies (3.6), and hence the second integral in the estimate (3.5) is finite.
Thus, log(K∗) in (3.4) is a bounded operator in G. 
We recall that a function N : C+ → L(G) is an operator-valued Nevanlinna
(or Riesz–Herglotz) function if N is holomorphic and Im(N(z)) ≥ 0 holds for all
z ∈ C+. An L(G)-valued Nevanlinna function is extended onto C− by setting
N(z) := N(z)∗, z ∈ C−. (3.9)
We shall say that a Nevanlinna function N admits an analytic continuation by
reflection with respect to some open subset I ⊂ R ifN can be continued analytically
from C+ onto an open set O ⊂ C which contains I such that the values of the
continuation in O ∩ C− coincide with the values of N in (3.9) there.
Example 3.2. If
√
z is fixed for C\[0,∞) by Im(√z) > 0 and by √z ≥ 0 for
z ∈ [0,∞) then C+ ∋ z 7→ √z is a (scalar ) Nevanlinna function which admits an
analytic continuation by reflection with respect to (−∞, 0), but it does not admit an
analytic continuation by reflection with respect to any open subinterval of [0,∞).
An operator-valued Nevanlinna function admits a minimal operator representa-
tion via the resolvent of a self-adjoint operator or relation in an auxiliary or larger
Hilbert space (see, e.g., [17, 52, 61, 65, 74]). More precisely, if N : C+ → L(G) is
a Nevanlinna function and z0 ∈ C+ is fixed then there exists a Hilbert space K, a
self-adjoint operator or self-adjoint relation L in K and an operator R ∈ L(G,K)
(depending on the choice of z0) such that
N(z) = Re(N(z0)) + (z − Re(z0))R∗R+ (z − z0)(z − z0)R∗(L− zIK)−1R (3.10)
holds for z ∈ C+. If N satisfies the condition
lim
y↑+∞
y−1(N(iy)h, h)G = 0 for all h ∈ G, (3.11)
then L in (3.10) is a self-adjoint operator in K (and not a relation, cf. [65, Corol-
lary 2.5]). The representation (3.10) also holds for z ∈ C− when N is extended
onto C− via (3.9). For us it is important that the model can be chosen minimal,
that is, the minimality condition
K = clsp{(IK + (z − z0)(L − zIK)−1)Rh ∣∣ z ∈ C\R, h ∈ G}
is satisfied, in which case the resolvent set ρ(L) of L coincides with the maximal
domain of analyticity of the function N . In particular, in this case N admits an
analytic continuation by reflection with respect to an open subset I ⊂ R if and only
if I ⊂ ρ(L), and the open subset ρ(L) ∩ R is maximal with this property.
Next, assume that N is an L(G)-valued Nevanlinna function and suppose that
N(z)−1 ∈ L(G) for some, and hence (by [40, Lemma 2.3]) for all z ∈ C\R. Then
we define for z ∈ C+ the logarithm log(N(z)) in accordance with (3.2) by
log(N(z)) := −i
∫ ∞
0
[
(N(z) + iλIG)
−1 − (1 + iλ)−1IG
]
dλ, (3.12)
and extend the function log(N) onto C− by reflection,
log(N(z)) :=
(
log(N(z))
)∗
, z ∈ C− (3.13)
(cf. (3.9)). By [40, Lemma 2.8] the function z 7→ log(N(z)) is also an L(G)-valued
Nevanlinna function and satisfies
0 ≤ Im(log(N(z))) ≤ πIG , z ∈ C+. (3.14)
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The following theorem is a variant and slight extension of [40, Theorem 2.10], the
new and important feature here is that we provide a sufficient condition in terms of
the function N such that log(N) admits an analytic continuation by reflection with
respect to some real interval and a corresponding integral representation there.
Theorem 3.3. Let N : C\R → L(G) be a Nevanlinna function and assume that
N(z)−1 ∈ L(G) for some, and hence for all z ∈ C\R. Then there exists a weakly
Lebesgue measurable operator-valued function λ 7→ Ξ(λ) ∈ L(G) on R such that
Ξ(λ) = Ξ(λ)∗ and 0 ≤ Ξ(λ) ≤ IG for a.e. λ ∈ R, (3.15)
and the Nevanlinna function log(N) : C\R → L(G) in (3.12)–(3.13) admits an
integral representation of the form
log(N(z)) = C +
∫
R
(
1
λ− z −
λ
1 + λ2
)
Ξ(λ) dλ, (3.16)
where C = Re(log(N(i))) ∈ L(G) is a self-adjoint operator and the integral is
understood in the weak sense.
If, in addition, N admits an analytic continuation by reflection with respect to
an open interval I ⊂ R such that σ(N(z)) ⊂ (ε,∞) for some ε > 0 and all z ∈ I,
then also log(N) admits an analytic continuation by reflection with respect to I,
Ξ(λ) = 0 for a.e. λ ∈ I, and (3.16) remains valid for z ∈ I.
Proof. We make use of the representation (3.10) applied to the Nevanlinna function
log(N) with z0 = i. Then there exists a Hilbert space K and R ∈ L(G,K) such that
log(N(z)) = C + zR∗R+ (1 + z2)R∗(L − zIK)−1R, z ∈ C\R, (3.17)
where C = Re(log(N(i))) ∈ L(G) is a self-adjoint operator. For h ∈ G it follows
from (3.17) that
lim
y→+∞
1
y
Re
(
log((N(iy))h, h)G)
)
= 0
and (3.14) implies
lim
y→+∞
1
y
Im
(
log((N(iy))h, h)G)
)
= 0,
so that (3.11) holds for the function log(N). Hence L in (3.17) is a self-adjoint
operator in K (cf. [40, Lemma 2.9]). We can assume that the model is chosen
minimal and hence ρ(L) coincides with the maximal domain of analyticity of the
Nevanlinna function log(N).
In order to prove (3.15) and (3.16) one can argue in the same way as in the
proof of [40, Theorem 2.10]. Let λ 7→ EL(λ) be the spectral function of L such that
limλ↓−∞(EL(λ)h, h)G = 0. Then (3.17) yields(
log(N(z))h, h
)
G
= (Ch, h)G +
∫
R
(
1
λ− z −
λ
1 + λ2
)
(1 + λ2) d
(
R∗EL(λ)Rh, h
)
G
for h ∈ G, z ∈ C\R, and (3.14) and the Stieltjes inversion formula implies that the
measures
dωh(·) = (1 + λ2)d
(
R∗EL(·)Rh, h
)
G
(3.18)
are absolutely continuous with respect to the Lebesgue measure dλ and there exist
measurable functions ξh with 0 ≤ ξh(λ) ≤ ‖h‖2G for a.e. λ ∈ R such that dωh(λ) =
ξh(λ) dλ. Hence there exists a weakly Lebesgue measurable function λ 7→ Ξ(λ) such
that
ξh(λ) = (Ξ(λ)h, h)G and 0 ≤ Ξ(λ) ≤ IG ,
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proving (3.15) and (3.16).
Next, assume that N admits an analytic continuation by reflection with respect
to an open interval I ⊂ R such that σ(N(z)) ⊂ (ε,∞) for some ε > 0 and all z ∈ I.
Fix some z0 ∈ I and an open ball Bz0 ⊂ C centered at z0 such that N is analytic
on Bz0 . Since σ(N(z0)) ⊂ (ε,∞) we can assume that Bz0 was chosen such that
σ(N(z)) ⊂ {z ∈ C | ε/2 < Re(z), 0 ≤ Im(z) < ε}, z ∈ Bz0 ∩ C+,
and hence the operators N(z), z ∈ Bz0 ∩C+, satisfy the assumptions in Lemma 3.1.
Therefore, the operators
log(N(z)∗) := −i
∫ ∞
0
[
(N(z)∗ + iλIG)
−1 − (1 + iλ)−1IG
]
dλ, z ∈ Bz0 ∩ C+,
are well-defined, and since N(z) = N(z)∗, it follows that
log(N(z)) = −i
∫ ∞
0
[
(N(z) + iλIG)
−1 − (1 + iλ)−1IG
]
dλ, z ∈ Bz0 ∩ C−,
are well-defined, bounded operators in G. Furthermore, Lemma 3.1 also ensures
that for z ∈ Bz0 ∩R the operators
log(N(z)) := −i
∫ ∞
0
[
(N(z) + iλIG)
−1 − (1 + iλ)−1IG
]
dλ, z ∈ Bz0 ∩R,
are well-defined, bounded operators in G. Thus for all z ∈ Bz0 , the operators
log(N(z)) are well-defined via (3.12). It then follows from (3.12) that the function
z 7→ log(N(z)) is analytic on Bz0 (cf. [40, Proof of Lemma 2.8]).
We shall now also make use of the logarithm
ln(z) =
∫ 0
−∞
(
1
λ− z −
λ
1 + λ2
)
dλ, z ∈ C\(−∞, 0], (3.19)
which corresponds to the cut along the negative real axis. Since
σ(N(z)) ⊂ {z ∈ C | ε/2 < Re(z), −ε < Im(z) < ε}, z ∈ Bz0 ,
it follows that
ln(N(z)) =
∫ 0
−∞
[
(λIG −N(z))−1 − λ(1 + λ2)−1IG
]
dλ, z ∈ Bz0 , (3.20)
are well-defined operators and the function z 7→ ln(N(z)) is analytic on Bz0 . In
addition, (3.20) yields (
ln(N(z))
)∗
= ln(N(z)∗), z ∈ Bz0 . (3.21)
As log(z) = ln(z) (see (3.1)) for all z > 0 and N(z) is self-adjoint for z ∈ I it follows
from the spectral theorem that
log(N(z)) = ln(N(z)), z ∈ I,
and hence log(N(z)) = ln(N(z)), z ∈ Bz0 , by analyticity. Therefore, (3.21) and
N(z)∗ = N(z) yield(
log(N(z))
)∗
=
(
ln(N(z))
)∗
= ln(N(z)∗) = ln(N(z)) = log(N(z)), z ∈ Bz0.
It follows that z 7→ log(N(z)) is analytic on Bz0 and the continuation of log(N)
onto Bz0 ∩C− coincides with the extension of log(N) onto C− defined by
log(N(z)) =
(
logN(z)
)∗
, z ∈ C−
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(cf. (3.9)). This reasoning applies to all ν ∈ I and hence we have shown that log(N)
admits an analytic continuation by reflection with respect to I.
Since we have chosen a minimal operator model for log(N) the interval I belongs
to ρ(L) and the representation (3.17) remains valid for z ∈ ρ(L). It follows in this
situation that the measures dωh(·), h ∈ G, in (3.18) have no support in I and hence
their Radon–Nikodym deriatives satisfy ξh(λ) = 0 for a.e. λ ∈ I. It follows that
(Ξ(λ)h, h)G = 0 for a.e. λ ∈ I and all h ∈ G. Since Ξ(λ) ≥ 0 we conclude Ξ(λ) = 0
for a.e. λ ∈ I. 
In the next proposition we provide a sufficient condition such that the values of
the function Ξ are trace class operators and we express the traces of Ξ(λ) in terms
of certain weak limits of the imaginary part of log(N).
Proposition 3.4. Let N : C\R → L(G) be a Nevanlinna function such that
N(z)−1 ∈ L(G) for some, and hence for all z ∈ C\R, and assume that N ad-
mits an analytic continuation by reflection with respect to an open interval I ⊂ R
such that σ(N(ζ)) ⊂ (ε,∞) for some ε > 0 and all ζ ∈ I. Consider the integral
representation
log(N(z)) = C +
∫
R
(
1
λ− z −
λ
1 + λ2
)
Ξ(λ) dλ, (3.22)
for z ∈ (C\R)∪I with Ξ(λ) = Ξ(λ)∗ and 0 ≤ Ξ(λ) ≤ IG for a.e. λ ∈ R as in (3.15),
and assume, in addition, that for some k ∈ N0 and some ζ ∈ I,
d2k+1
dζ2k+1
log(N(ζ)) ∈ S1(G). (3.23)
Then
0 ≤ Ξ(λ) ∈ S1(G) for a.e. λ ∈ R,
and
trG(Ξ(λ)) =
∑
j∈J
lim
ε↓0
1
π
(
Im(log(N(λ+ iε)))ϕj , ϕj
)
G
(3.24)
holds for any orthonormal basis (ϕj)j∈J in G (J ⊆ N an appropriate index set ) and
for a.e. λ ∈ R. Furthermore, if (3.23) holds for some ζ ∈ I and k = 0, that is,
d
dζ
log(N(ζ)) ∈ S1(G), (3.25)
then Im(log(N(z))) ∈ S1(G) for all z ∈ C\R, the limit
Im
(
log(N(λ+ i0))
)
:= lim
ε↓0
Im
(
log(N(λ+ iε))
) ∈ S1(G)
exists for a.e. λ ∈ R in the norm of S1(G), and
trG(Ξ(λ)) =
1
π
trG
(
Im(log(N(λ + i0)))
)
for a.e. λ ∈ R. (3.26)
Proof. The assumption (3.23) together with the integral representation (3.22) yields
d2k+1
dζ2k+1
log(N(ζ)) = (2k + 1)!
∫
R
1
(λ− ζ)2k+2 Ξ(λ) dλ ∈ S1(G), k ∈ N0, ζ ∈ I.
(3.27)
Since Ξ(λ) ≥ 0 by (3.15) and (λ − ζ)−2k−2 ≥ 0 for all λ ∈ R, ζ ∈ I, it follows
together with the assumption (3.23) that the integral in (3.27) is a nonnegative
trace class operator. Similarly, as in [40, Proof of Theorem 2.10], the monotone
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convergence theorem yields Ξ(λ) ∈ S1(G) for a.e. λ ∈ R. For ε > 0 it follows from
the integral representation (3.22) that(
Im(log(N(λ+ iε)))h, h
)
G
=
∫
R
ε
|λ′ − λ|2 + ε2 (Ξ(λ
′)h, h)G dλ
′ (3.28)
holds for all h ∈ G and all λ ∈ R, and therefore the Stietljes inversion formula yields
lim
ε↓0
1
π
(
Im(log(N(λ+ iε)))h, h
)
G
= (Ξ(λ)h, h)G for a.e. λ ∈ R. (3.29)
Let (ϕj)j∈J be an orthonormal basis in G. Then
lim
ε↓0
1
π
(
Im(log(N(λ+ iε)))ϕj , ϕj
)
G
= (Ξ(λ)ϕj , ϕj)G (3.30)
holds for all λ ∈ R\Aj , where Aj ⊂ R, j ∈ J , is a set of Lebesgue measure zero.
The countable union A := ∪j∈JAj is also a set of Lebesgue measure zero and for
all λ ∈ R\A and all ϕj one has (3.30). Taking into acount that 0 ≤ Ξ(λ) ∈ S1(G)
for a.e. λ ∈ R this implies∑
j∈J
lim
ε↓0
1
π
(
Im(log(N(λ+ iε)))ϕj , ϕj
)
G
=
∑
j∈J
(Ξ(λ)ϕj , ϕj)G = trG(Ξ(λ))
for a.e. λ ∈ R, that is, (3.24) holds.
In the special case that (3.23) holds with k = 0 the formula (3.27) has the form
d
dζ
log(N(ζ)) =
∫
R
1
(λ− ζ)2 Ξ(λ) dλ ∈ S1(G), ζ ∈ I.
Since 0 ≤ Ξ(λ) ∈ S1(G) for a.e. λ ∈ R we conclude
Im(log(N(z))) =
∫
R
Im(z)
|λ− z|2 Ξ(λ) dλ ∈ S1(G) (3.31)
for all z ∈ C\R. The last assertion on the existence of the limit Im(log(N(λ+ i0)))
for a.e. λ ∈ R in S1(G) is an immediate consequence of (3.31) and well-known
results in [17, 74, 75] (cf. [40, Theorem 2.2 (iii)]). 
The following lemma will be useful in the proof of our main result, Theorem 4.1,
in the next section; it also provides a sufficient condition for the assumption (3.23)
in Proposition 3.4.
Lemma 3.5. Let N : C\R → L(G) be a Nevanlinna function such that N(z)−1 ∈
L(G) for some, and hence for all z ∈ C\R. Let ℓ ∈ N and assume that
dj
dzj
N(z) ∈ S l
j
(G), j = 1, . . . , ℓ, (3.32)
holds for all z ∈ C\R. Then
dℓ
dzℓ
log(N(z)) ∈ S1(G) and d
ℓ−1
dzℓ−1
(
N(z)−1
d
dz
N(z)
)
∈ S1(G) (3.33)
and
trG
(
dℓ−1
dzℓ−1
(
N(z)−1
d
dz
N(z)
))
= trG
(
dℓ
dzℓ
log(N(z))
)
(3.34)
hold for all z ∈ C\R.
Furthermore, if N admits an analytic continuation by reflection with respect to
an open interval I ⊂ R such that σ(N(z)) ⊂ (ε,∞) for some ε > 0 and all z ∈ I,
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and (3.32) is satisfied for z ∈ I, then also the assertions (3.33) and (3.34) are valid
for all z ∈ I.
Proof. We first proof Lemma 3.5 for the case ℓ = 1. Assume that
d
dz
N(z) ∈ S1(G) (3.35)
holds for z ∈ C+ (the proof works also for z ∈ I ifN admits an analytic continuation
by reflection with respect to I and σ(N(z)) ⊂ (ε,∞) holds for some ε > 0 and all
z ∈ I). One notes that N(z)−1 ∈ L(G) implies the second assertion in (3.33) for
ℓ = 1. In addition, one observes that log(N(z)) is well-defined and analytic for
z ∈ C+ according to (3.12) and Theorem 3.3. Since 0 ∈ ρ(N(z)) and
∥∥(N(z) + iλIG)−1∥∥L(G) ≤ λ−1, λ > 0 (3.36)
(cf. the proof of Lemma 3.1 and [40, Proof of Lemma 2.6 (i)]), it follows by the
dominated convergence theorem that
d
dz
(
log(N(z))ϕ, ψ
)
G
= i
∫ ∞
0
(
(N(z) + iλIG)
−1
(
d
dz
N(z)
)
(N(z) + iλIG)
−1ϕ, ψ
)
G
dλ
holds for all ϕ, ψ ∈ G and all z ∈ C+, and hence
d
dz
log(N(z)) = i
∫ ∞
0
(N(z) + iλIG)
−1
(
d
dz
N(z)
)
(N(z) + iλIG)
−1 dλ, z ∈ C+.
(3.37)
The assumption (3.35) yields
(N(z) + iλIG)
−1
(
d
dz
N(z)
)
(N(z) + iλIG)
−1 ∈ S1(G), λ ≥ 0.
From (3.36) and the properties of the trace class norm ‖ · ‖S1(G) one gets
∥∥∥∥(N(z) + iλIG)−1( ddzN(z)
)
(N(z) + iλIG)
−1
∥∥∥∥
S1(G)
≤ 1
λ2
∥∥∥∥ ddzN(z)
∥∥∥∥
S1(G)
,
λ > 0,
and hence the integral in (3.37) exists in trace class norm, that is, the first assertion
in (3.33) holds for ℓ = 1. In order to prove (3.34) for ℓ = 1 we use (3.37) and
cyclicity of the trace (i.e., trG(CD) = trG(DC) whenever C,D ∈ L(G) such that
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CD,DC ∈ S1(G)) and obtain
trG
(
d
dz
log(N(z))
)
= trG
(
i
∫ ∞
0
(N(z) + iλIG)
−1
(
d
dz
N(z)
)
(N(z) + iλIG)
−1 dλ
)
= i
∫ ∞
0
trG
(
(N(z) + iλIG)
−1
(
d
dz
N(z)
)
(N(z) + iλIG)
−1
)
dλ
= i
∫ ∞
0
trG
(
(N(z) + iλIG)
−2 d
dz
N(z)
)
dλ
=
∫ ∞
0
trG
(
− d
dλ
(N(z) + iλIG)
−1 d
dz
N(z)
)
dλ
= −
∫ ∞
0
d
dλ
trG
(
(N(z) + iλIG)
−1 d
dz
N(z)
)
dλ
= trG
(
N(z)−1
d
dz
N(z)
)
.
Here we have used
lim
λ→+∞
trG
(
(N(z) + iλIG)
−1 d
dz
N(z)
)
= 0 (3.38)
in the last step, which follows from∥∥∥∥(N(z) + iλIG)−1 ddzN(z)
∥∥∥∥
S1(G)
≤ 1
λ
∥∥∥∥ ddzN(z)
∥∥∥∥
S1(G)
, λ > 0.
Thus, we have shown Lemma 3.5 for the case ℓ = 1.
Next we provide the proof of Lemma 3.5 for the case ℓ = 2, sketch the case
ℓ = 3, and leave the more technical proof by induction to the reader. For brevity,
the derivative with respect to z will subsequently often be denoted by ′. In the case
ℓ = 2 one computes
d
dz
(
N(z)−1N ′(z)
)
= N(z)−1N ′′(z)−N(z)−1N ′(z)N(z)−1N ′(z), (3.39)
and since N ′(z) ∈ S2(G) and N ′′(z) ∈ S1(G) by (3.32), it follows that the operator
in (3.39) is trace class. Furthermore, making use of (3.37) we find with the same
arguments as in the proof of (3.37) that
d2
dz2
log(N(z)) = i
∫ ∞
0
(N(z) + iλIG)
−1N ′′(z)(N(z) + iλIG)
−1 dλ (3.40)
− i
∫ ∞
0
2(N(z) + iλIG)
−1N ′(z)(N(z) + iλIG)
−1N ′(z)(N(z) + iλIG)
−1 dλ.
Again it follows that both integrands are trace class operators for all λ ≥ 0 and as
above one verifies that (3.40) is a trace class operator. Using cyclicity of the trace
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again, one obtains in a similar way as above that
trG
(
d2
dz2
log(N(z))
)
= i
∫ ∞
0
trG
(
(N(z) + iλIG)
−2N ′′(z)
)
dλ
− i
∫ ∞
0
trG
(
(N(z) + iλIG)
−2N ′(z)(N(z) + iλIG)
−1N ′(z)
)
dλ
− i
∫ ∞
0
trG
(
(N(z) + iλIG)
−1N ′(z)(N(z) + iλIG)
−2N ′(z)
)
dλ
= −
∫ ∞
0
trG
(
d
dλ
(
(N(z) + iλIG)
−1N ′′(z)
))
dλ
+
∫ ∞
0
trG
(
d
dλ
(
(N(z) + iλIG)
−1N ′(z)(N(z) + iλIG)
−1N ′(z)
))
dλ
= trG
(
N(z)−1N ′′(z)
)− trG(N(z)−1N ′(z)N(z)−1N ′(z))
= trG
(
d
dz
(
N(z)−1
d
dz
N(z)
))
.
For the case ℓ = 3 one notes that
d2
dz2
(
N(z)−1N ′(z)
)
= N(z)−1N ′′′(z) + 2N(z)−1N ′(z)N(z)−1N ′(z)N(z)−1N ′(z)
−N(z)−1N ′′(z)N(z)−1N ′(z)− 2N(z)−1N ′(z)N(z)−1N ′′(z)
is a trace class operator since it is assumed that N ′(z) ∈ S3(G), N ′′(z) ∈ S3/2(G),
and N ′′′(z) ∈ S1(G). Similarly,
d3
dz3
log(N(z)) = i
∫ ∞
0
(N(z) + iλIG)
−1N ′′′(z)(N(z) + iλIG)
−1 dλ
+ i
∫ ∞
0
6
(
(N(z) + iλIG)
−1N ′(z)
)3
(N(z) + iλIG)
−1dλ
− i
∫ ∞
0
3(N(z) + iλIG)
−1N ′′(z)(N(z) + iλIG)
−1N ′(z)(N(z) + iλIG)
−1dλ
− i
∫ ∞
0
3(N(z) + iλIG)
−1N ′(z)(N(z) + iλIG)
−1N ′′(z)(N(z) + iλIG)
−1dλ
and each integrand is a trace class operator for all λ ≥ 0. Using once more cyclicity
of the trace one obtains in a similar way as above that
trG
(
d3
dz3
log(N(z))
)
= trG
(
d2
dz2
(
N(z)−1
d
dz
N(z)
))
.

4. A representation of the spectral shift function in terms of the
Weyl function
Let A and B be self-adjoint operators in a separable Hilbert space H and assume
that the closed symmetric operator S = A ∩B, that is,
Sf = Af = Bf, dom(S) =
{
f ∈ dom(A) ∩ dom(B) |Af = Bf}, (4.1)
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is densely defined. According to Proposition 2.4 we can choose a quasi boundary
triple {G,Γ0,Γ1} with γ-field γ and Weyl function M such that
A = T ↾ ker(Γ0) and B = T ↾ ker(Γ1), (4.2)
and
(B − zIH)−1 − (A− zIH)−1 = −γ(z)M(z)−1γ(z)∗, z ∈ ρ(A) ∩ ρ(B). (4.3)
In the next theorem we find an explicit expression for a spectral shift function
of the pair {A,B} in terms of the Weyl function M (cf. [64, Theorem 1]) for the
case that the difference of (the first powers of) the resolvents A and B is a rank
one operator, [14, Theorem 4.1] for the finite-rank case, and [70, Theorem 3.4 and
Remark 3.5] for a different representation via a perturbation determinant involving
the Weyl function and boundary parameters of an ordinary boundary triple. In
the present situation of infinite dimensional perturbations and differences of higher
powers of resolvents a much more careful analysis is necessary, in particular, the
properties of the logarithm of operator-valued Nevanlinna functions discussed in
Section 3 will play an essential role. In Theorem 4.1 an implicit sign condition on
the perturbation is imposed via the resolvents which leads to a nonnegative spectral
shift function; this condition will be weakend afterwards (cf. (4.26) and (4.31)). In
the special case that A and B are semibounded operators the sign condition (4.4)
is equivalent to the inequality tA ≤ tB of the semibounded closed quadratic forms
tA and tB corresponding to A and B. In order to ensure that for some k ∈ N0
the difference of the 2k + 1th-powers of the resolvents of A and B is a trace class
operator a set of Sp-conditions on the γ-field and the Weyl function are imposed.
In the applications to scattering problems for different self-adjoint realizations of
elliptic PDEs, and Schro¨dinger operators with compactly supported potentials and
singular potentials in Sections 5, 6, and 7, these conditions are satisfied.
Theorem 4.1. Let A and B be self-adjoint operators in a separable Hilbert space
H and assume that for some ζ0 ∈ ρ(A) ∩ ρ(B) ∩R the sign condition
(A− ζ0IH)−1 ≥ (B − ζ0IH)−1 (4.4)
holds. Let the closed symmetric operator S = A∩B in (4.1) be densely defined and
let {G,Γ0,Γ1} be a quasi boundary triple with γ-field γ and Weyl function M such
that (4.2), and hence also (4.3) holds. Assume that M(z1), M(z2)
−1 are bounded
(not necessarily everywhere defined ) operators in G for some z1, z2 ∈ ρ(A) ∩ ρ(B)
and that for some k ∈ N0, all p, q ∈ N0 and all z ∈ ρ(A) ∩ ρ(B),(
dp
dzp
γ(z)
)
dq
dzq
(
M(z)−1γ(z)∗
) ∈ S1(H), p+ q = 2k, (4.5)(
dq
dzq
(
M(z)−1γ(z)∗
)) dp
dzp
γ(z) ∈ S1(G), p+ q = 2k, (4.6)
and
dj
dzj
M(z) ∈ S(2k+1)/j(G), j = 1, . . . , 2k + 1. (4.7)
Then the following assertions (i) and (ii) hold:
(i) The difference of the 2k+1th-powers of the resolvents of A and B is a trace
class operator, that is,[
(B − zIH)−(2k+1) − (A− zIH)−(2k+1)
] ∈ S1(H) (4.8)
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holds for all z ∈ ρ(A) ∩ ρ(B).
(ii) For any orthonormal basis (ϕj)j∈J in G the function
ξ(λ) =
∑
j∈J
lim
ε↓0
π−1
(
Im
(
log
(
M(λ+ iε)
))
ϕj , ϕj
)
G
for a.e. λ ∈ R, (4.9)
is a spectral shift function for the pair {A,B} such that ξ(λ) = 0 in an
open neighborhood of ζ0; the function ξ does not depend on the choice of
the orthonormal basis (ϕj)j∈J . In particular, the trace formula
trH
(
(B − zIH)−(2k+1) − (A− zIH)−(2k+1)
)
= −(2k + 1)
∫
R
ξ(λ) dλ
(λ − z)2k+2
is valid for all z ∈ ρ(A) ∩ ρ(B).
Proof. Step 1. In this step we show that the Nevanlinna function z 7→M(z) satisfies
the assumptions of Theorem 3.3 and admits an analytic continuation by reflection
with respect to an open interval Iζ0 ⊂ R, such that σ
(
M(z)
) ⊂ (ε,∞) for some
ε > 0 and all z ∈ Iζ0 , where Iζ0 ⊂ ρ(A) ∩ ρ(B) is a suitable small open interval in
R with ζ0 ∈ Iζ0 . Hence by Theorem 3.3 there exists a weakly Lebesgue measurable
operator function λ 7→ Ξ(λ) ∈ L(G) on R such that
Ξ(λ) = Ξ(λ)∗ and 0 ≤ Ξ(λ) ≤ IG for a.e. λ ∈ R, (4.10)
and the Nevanlinna function log
(
M
)
admits an integral representation of the form
log
(
M(z)
)
= Re
(
log(M(i)
))
+
∫
R
(
1
λ− z −
λ
1 + λ2
)
Ξ(λ) dλ, (4.11)
valid for all z ∈ (C\R) ∪ Iζ0 , and Ξ(λ) = 0 for a.e. λ ∈ Iζ0 .
First, it follows from (2.9) and the assumption that M(z1) is bounded for some
z1 ∈ ρ(A) thatM(z) is bounded for all z ∈ ρ(A) and hence the closures are bounded
operators defined on G, that is,
M(z) ∈ L(G), z ∈ ρ(A). (4.12)
Moreover, by (2.12)
Im
(
M(z)
) ≥ 0, z ∈ C+. (4.13)
Since −M−1 is the Weyl function corresponding to the quasi boundary triple
{G,Γ1,−Γ0}, where B = ker(Γ1) is self-adjoint according to (4.2), it follows from
the assumption that M(z2)
−1 is bounded for some z2 ∈ ρ(B) that M(z)−1 is
bounded for all z ∈ ρ(A) ∩ ρ(B), that is,
M(z)−1 ∈ L(G) for all z ∈ ρ(A) ∩ ρ(B). (4.14)
Therefore, taking into account (4.12), (4.13), and (4.14), it follows that the loga-
rithm
z 7→ log (M(z)) ∈ L(G)
is well-defined by
log
(
M(z)
)
:= −i
∫ ∞
0
[(
M(z) + iλIG
)−1 − (1 + iλ)−1IG] dλ, z ∈ C+, (4.15)
and
log
(
M(z)
)
:=
(
log
(
M(z)
))∗
, z ∈ C−; (4.16)
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see (3.12)–(3.13) in Section 3 and [40, Lemma 2.6]. We claim that the function M
has the property
σ
(
M(z)
) ⊂ (ε,∞) (4.17)
for some ε > 0 and all z ∈ Iζ0 , where Iζ0 is a suitable small open interval in R with
ζ0 ∈ Iζ0 . In fact, due to (4.3) and the sign condition (4.4), one has
0 ≤ ((A− ζ0IH)−1f − (B− ζ0IH)−1f, f)H = (M(ζ0)−1γ(ζ0)∗f, γ(ζ0)∗f)G , f ∈ H,
and since ran(γ(ζ0)
∗) is dense in G (see (2.3)), it follows that the bounded operator
M(ζ0)
−1 is nonnegative. The same is true for M(ζ0) and the closure M(ζ0), and
from (4.14) one concludes σ
(
M(ζ0)
) ⊂ (ε,∞) for some ε > 0. Since ζ0 ∈ ρ(A) ∩
ρ(B) the Nevanlinna functionM admits an analytic continuation by reflection with
respect to a real neighborhood of ζ0, and it follows that (4.17) holds for all λ in a
sufficiently small interval Iζ0 ⊂ ρ(A) ∩ ρ(B) ∩ R with ζ0 ∈ Iζ0 .
Step 2. In this step we show that for z ∈ (C\R)∪ Iζ0 , the trace class property (4.8)
holds, and that
trH
(
(B − zIH)−(2k+1) − (A− zIH)−(2k+1)
)
= trG
( −1
(2k)!
d2k+1
dz2k+1
log
(
M(z)
))
.
(4.18)
In fact, for z ∈ (C\R) ∪ Iζ0 one computes
(B − zIH)−(2k+1) − (A− zIH)−(2k+1)
=
1
(2k)!
d2k
dz2k
(
(B − zIH)−1 − (A− zIH)−1
)
=
−1
(2k)!
d2k
dz2k
(
γ(z)M(z)−1γ(z)∗
)
=
−1
(2k)!
d2k
dz2k
(
γ(z)M(z)−1γ(z)∗
)
=
−1
(2k)!
∑
p+q=2k
p,q>0
(
2k
p
)(
dp
dzp
γ(z)
)
dq
dzq
(
M(z)−1γ(z)∗
)
,
and by assumption (4.5) each summand is a trace class operator; in the last step the
product rule for holomorphic operator functions was applied, see, e.g. [12, (2.6)].
This proves (4.8). Furthermore, making use of both assumptions (4.5) and (4.6),
the cyclicity of the trace (see, e.g., [86, Theorem 7.11 (b)]), and
d
dz
M(z) = γ(z)∗γ(z), z ∈ ρ(A), (4.19)
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one obtains
trH
(
(B − zIH)−(2k+1) − (A− zIH)−(2k+1)
)
= trH
 −1(2k)! ∑
p+q=2k
p,q>0
(
2k
p
)(
dp
dzp
γ(z)
)
dq
dzq
(
M(z)−1γ(z)∗
)
=
−1
(2k)!
∑
p+q=2k
p,q>0
(
2k
p
)
trH
((
dp
dzp
γ(z)
)
dq
dzq
(
M(z)−1γ(z)∗
))
=
−1
(2k)!
∑
p+q=2k
p,q>0
(
2k
p
)
trG
((
dq
dzq
(
M(z)−1γ(z)∗
)) dp
dzp
γ(z)
)
= trG
 −1(2k)! ∑
p+q=2k
p,q>0
(
2k
q
)(
dq
dzq
(
M(z)−1γ(z)∗
)) dp
dzp
γ(z)

= trG
( −1
(2k)!
d2k
dz2k
(
M(z)−1γ(z)∗γ(z)
))
= trG
( −1
(2k)!
d2k
dz2k
(
M(z)−1
d
dz
M(z)
))
.
Noting that assumption (4.7) and Lemma 3.5 with ℓ = 2k + 1 imply
d2k+1
dz2k+1
log
(
M(z)
) ∈ S1(G), (4.20)
and that
trG
(
d2k
dz2k
(
M(z)−1
d
dz
M(z)
))
= trG
(
d2k+1
dz2k+1
log
(
M(z)
))
, (4.21)
one concludes the trace formula (4.18).
Step 3. Now we complete the proof of Theorem 4.1. Since (4.20) is valid for all
z ∈ Iζ0 the assumption (3.23) in Proposition 3.4 is satisfied. It then follows from
Proposition 3.4 that 0 ≤ Ξ(λ) ∈ S1(G) for a.e. λ ∈ R and
trG(Ξ(λ)) =
∑
j∈J
lim
ε↓0
π−1
(
Im
(
log
(
M(λ+ iε)
))
ϕj , ϕj
)
G
(4.22)
holds for any orthonormal basis (ϕj)j∈J in G and for a.e. λ ∈ R. Furthermore,
from (4.11) one obtains
d2k+1
dz2k+1
log
(
M(z)
)
= (2k + 1)!
∫
R
1
(λ − z)2k+2 Ξ(λ) dλ, z ∈ (C\R) ∪ Iζ0 ,
and hence
trH
(
(B − zIH)−(2k+1) − (A− zIH)−(2k+1)
)
= −(2k + 1)
∫
R
trG(Ξ(λ)) dλ
(λ− z)2k+2 (4.23)
for all z ∈ (C\R) ∪ Iζ0 by (4.18). It also follows from (4.23) that∫
R
trG(Ξ(λ)) dλ
(1 + |λ|)2k+2 <∞ (4.24)
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holds and together with (4.22), (4.23), and (4.24) we conclude that the function
ξ(λ) := trG(Ξ(λ)) =
∑
j∈J
lim
ε↓0
π−1
(
Im
(
log
(
M(λ+ iε)
))
ϕj , ϕj
)
G
for a.e. λ ∈ R
in (4.9) is a spectral shift function for the pair {A,B}. Next, since trG(Ξ(λ)) =∑
j∈J (Ξ(λ)ϕj , ϕj)G does not depend on the choice of the orthonormal basis (ϕj)j∈J ,
it follows that the function ξ does not depend on the choice of the orthonormal basis
(cf. Proposition 3.4). Finally, since Ξ(λ) = 0 for a.e. λ ∈ Iζ0 by Theorem 3.3 it
follows that ξ(λ) = 0 for a.e. λ ∈ Iζ0 . 
In the special case k = 0 Theorem 4.1 can be reformulated and slightly im-
proved. Here the essential feature is that Proposition 3.4 can be applied under the
assumption (3.25), so that the limit Im(log(M(λ+ i0))) exists in S1(G) for a.e.
λ ∈ R.
Corollary 4.2. Let A and B be self-adjoint operators in a separable Hilbert space
H and assume that for some ζ0 ∈ ρ(A) ∩ ρ(B) ∩R the sign condition
(A− ζ0IH)−1 ≥ (B − ζ0IH)−1
holds. Assume that the closed symmetric operator S = A∩B in (4.1) is densely de-
fined and let {G,Γ0,Γ1} be a quasi boundary triple with γ-field γ and Weyl function
M such that (4.2), and hence also (4.3), hold. Assume that M(z1), M(z2)
−1 are
bounded (not necessarily everywhere defined ) operators in G for some z1, z2 ∈ ρ(A)
and that γ(z0) ∈ S2(G,H) for some z0 ∈ ρ(A). Then the following assertions
(i)–(iii) hold:
(i) The difference of the resolvents of A and B is a trace class operator, that
is, [
(B − zIH)−1 − (A− zIH)−1
] ∈ S1(H)
holds for all z ∈ ρ(A) ∩ ρ(B).
(ii) Im
(
log
(
M(z)
)) ∈ S1(G) for all z ∈ C\R and the limit
Im
(
log
(
M(λ+ i0)
))
:= lim
ε↓0
Im
(
log
(
M(λ+ iε)
))
exists for a.e. λ ∈ R in S1(G).
(iii) The function
ξ(λ) = π−1 trG
(
Im
(
log
(
M(λ+ i0)
)))
for a.e. λ ∈ R, (4.25)
is a spectral shift function for the pair {A,B} such that ξ(λ) = 0 in an open
neighborhood of ζ0 and the trace formula
trH
(
(B − zIH)−1 − (A− zIH)−1
)
= −
∫
R
ξ(λ) dλ
(λ− z)2
is valid for all z ∈ ρ(A) ∩ ρ(B).
Proof. The assumption γ(z0) ∈ S2(G,H) for some z0 ∈ ρ(A) implies γ(z) ∈
S2(G,H) for all z ∈ ρ(A) by (2.5) and hence also γ(z)∗ ∈ S2(H,G) for all z ∈ ρ(A).
Since M(z)−1 is bounded for all z ∈ ρ(A) ∩ ρ(B) (see (2.9)), conditions (4.5)–(4.6)
in Theorem 4.1 are satisfied for k = 0 and all z ∈ ρ(A) ∩ ρ(B). Furthermore,
d
dz
M(z) = γ(z)∗γ(z) ∈ S1(G)
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by (2.13) and hence also condition (4.7) in Theorem 4.1 is satisfied for k = 0. In
particular, by Lemma 3.5 we have
d
dz
log
(
M(z)
) ∈ S1(G).
Furthermore, in Step 3 of the proof of Theorem 4.1 we can now apply Proposi-
tion 3.4 under the assumption (3.25), so that (3.26) holds with N(λ+ i0) replaced
byM(λ+ i0). Now the assertions (i)–(iii) in Corollary 4.2 follow from Theorem 4.1
and Proposition 3.4. 
In the next step we replace the sign condition (4.4) in the assumptions in The-
orem 4.1 by some weaker comparability condition, which is satisfied in our appli-
cations in the next sections. Again, let A and B be self-adjoint operators in a
separable Hilbert space H and assume that there exists a self-adjoint operator C in
H such that
(C − ζAIH)−1 ≥ (A− ζAIH)−1 and (C − ζBIH)−1 ≥ (B − ζBIH)−1 (4.26)
for some ζA ∈ ρ(A) ∩ ρ(C) ∩ R and some ζB ∈ ρ(B) ∩ ρ(C) ∩ R, respectively.
Assume that the closed symmetric operators SA = A∩C and SB = B∩C are both
densely defined and choose quasi boundary triples {GA,ΓA0 ,ΓA1 } and {GB,ΓB0 ,ΓB1 }
with γ-fields γA, γB and Weyl functions MA, MB for
TA = S
∗
A ↾
(
dom(A) + dom(C)
)
and TB = S
∗
B ↾
(
dom(B) + dom(C)
)
such that
C = TA ↾ ker(Γ
A
0 ) = TB ↾ ker(Γ
B
0 ), (4.27)
and
A = TA ↾ ker(Γ
A
1 ) and B = TB ↾ ker(Γ
B
1 ), (4.28)
(cf. Proposition 2.4). Next, assume that for some k ∈ N0, the conditions in Theo-
rem 4.1 are satisfied for the γ-fields γA, γB and the Weyl functions MA, MB. Then
the difference of the 2k + 1-th powers of the resolvents of A and C, and the differ-
ence of the 2k+1-th powers of the resolvents of B and C are trace class operators,
and for orthonormal bases (ϕj)j∈J in GA and (ψℓ)ℓ∈L in GB (J, L ⊆ N appropriate
index sets),
ξA(λ) =
∑
j∈J
lim
ε↓0
π−1
(
Im
(
log
(
MA(λ+ iε)
))
ϕj , ϕj
)
GA
for a.e. λ ∈ R, (4.29)
and
ξB(λ) =
∑
ℓ∈L
lim
ε↓0
π−1
(
Im
(
log
(
MB(λ+ iε)
))
ψℓ, ψℓ
)
GB
for a.e. λ ∈ R, (4.30)
are spectral shift functions for the pairs {C,A} and {C,B}, respectively. It follows
for z ∈ ρ(A) ∩ ρ(B) ∩ ρ(C) that
trH
(
(B − zIH)−(2k+1) − (A− zIH)−(2k+1)
)
= trH
(
(B − zIH)−(2k+1) − (C − zIH)−(2k+1)
)
− trH
(
(A− zIH)−(2k+1) − (C − zIH)−(2k+1)
)
= −(2k + 1)
∫
R
[ξB(λ) − ξA(λ)] dλ
(λ− z)2k+2
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and ∫
R
|ξB(λ)− ξA(λ)| dλ
(1 + |λ|)2m+2 <∞.
Therefore,
ξ(λ) = ξB(λ)− ξA(λ) for a.e. λ ∈ R, (4.31)
is a spectral shift function for the pair {A,B}, and in the special case where GA =
GB := G and (ϕj)j∈J is an orthonormal basis in G, one infers that
ξ(λ) =
∑
j∈J
lim
ε↓0
π−1
((
Im
(
log
(
MB(λ+ iε)
)− log (MA(λ+ iε)))ϕj , ϕj)
G
(4.32)
for a.e. λ ∈ R.
We emphasize that in contrast to the spectral shift function in Theorem 4.1, the
spectral shift function ξ in (4.31) and (4.32) is not necessarily nonnegative.
5. Elliptic differential operators with Robin boundary conditions
In this section we consider a uniformly elliptic formally symmetric second-order
differential expression L on a bounded or unbounded domain in Rn with compact
boundary, and we determine a spectral shift function for a pair {Aβ0 , Aβ1} consist-
ing of two self-adjoint Robin-realizations of L. We shall assume throughout this
section that the following hypothesis holds.
Hypothesis 5.1. Let n ∈ N, n ≥ 2, and Ω ⊆ Rn be nonempty and open such that
its boundary ∂Ω is nonempty, C∞-smooth, and compact. Consider the differential
expression
L = −
n∑
j,k=1
(
∂
∂xj
(
ajk
∂
∂xk
))
+ a (5.1)
on Ω, where the real-valued coefficients ajk ∈ C∞(Ω) satisfy ajk(x) = akj(x) for
all x ∈ Ω and j, k = 1, . . . , n, their first partial derivatives are bounded in Ω,
and a ∈ C∞(Ω) is a real-valued, bounded, measurable function. Furthermore, it is
assumed that L is uniformly elliptic on Ω, that is, for some C > 0,
n∑
j,k=1
ajk(x)ξjξk ≥ C
n∑
k=1
ξ2k (5.2)
holds for all ξ = (ξ1, . . . , ξn)
⊤ ∈ Rn and x ∈ Ω.
We briefly recall the definition and some mapping properties of the Dirichlet and
(oblique) Neumann trace maps associated with the differential expression L. For a
function f ∈ C∞(Ω) we denote its trace by γDf = f |∂Ω and we set
γνf =
n∑
j,k=1
ajknj
∂f
∂xk
∣∣∣
∂Ω
, f ∈ C∞(Ω),
where n(x) = (n1(x), . . . , nn(x))
⊤ is the unit normal vector at x ∈ ∂Ω pointing out
of the domain Ω. Let C∞0 (Ω) := {h|Ω |h ∈ C∞0 (Rn)} and recall that the mapping
C∞0 (Ω) ∋ f 7→ {γDf, γνf} can be extended to a continuous surjective mapping
H2(Ω) ∋ f 7→ {γDf, γνf} ∈ H3/2(∂Ω)×H1/2(∂Ω), (5.3)
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and that Green’s second identity
(Lf, g)L2(Ω) − (f,Lg)L2(Ω) = (γDf, γνg)L2(∂Ω) − (γνf, γDg)L2(∂Ω) (5.4)
is valid for all f, g ∈ H2(Ω); cf. [67]. We will also use the fact that
γDf ∈ Hk−1/2(∂Ω) for all f ∈ Hk(Ω), k ∈ N. (5.5)
The following lemma is a variant of [11, Lemma 4.7]; it will be useful for the Sp-
estimates in this and the next section.
Lemma 5.2. Let Ω ⊆ Rn be as in Hypothesis 5.1, let X ∈ L(L2(Ω), Ht(∂Ω)), and
assume that ran(X) ⊆ Hs(∂Ω) for some s > t ≥ 0. Then X is compact and
X ∈ Sr
(
L2(Ω), Ht(∂Ω)
)
for all r > (n− 1)/(s− t).
Assume that β0 ∈ C1(∂Ω) and β1 ∈ C1(∂Ω) are real-valued functions. We
consider the elliptic differential operators in L2(Ω),
Aβ0f = Lf, dom(Aβ0) =
{
f ∈ H2(Ω) ∣∣β0γDf = γνf}, (5.6)
and
Aβ1f = Lf, dom(Aβ1) =
{
f ∈ H2(Ω) ∣∣β1γDf = γνf}, (5.7)
which correspond to the densely defined, closed, semibounded quadratic forms
aβ0 [f, g] =
n∑
j,k=1
(
ajk
∂f
∂xk
,
∂g
∂xj
)
L2(Ω)
+ (af, g)L2(Ω) − (β0γDf, γDg)L2(∂Ω), (5.8)
and
aβ1[f, g] =
n∑
j,k=1
(
ajk
∂f
∂xk
,
∂g
∂xj
)
L2(Ω)
+ (af, g)L2(Ω) − (β1γDf, γDg)L2(∂Ω) (5.9)
defined on H1(Ω)×H1(Ω). Both operators Aβ0 and Aβ1 are self-adjoint in L2(Ω)
and semibounded from below. For β ∈ R we shall also make use of the self-adjoint
Robin realization
Aβf = Lf, dom(Aβ) =
{
f ∈ H2(Ω) ∣∣βγDf = γνf}, (5.10)
which corresponds to the densely defined, closed, semibounded quadratic form
aβ[f, g] =
n∑
j,k=1
(
ajk
∂f
∂xk
,
∂g
∂xj
)
L2(Ω)
+ (af, g)L2(Ω) − (βγDf, γDg)L2(∂Ω). (5.11)
on H1(Ω)×H1(Ω).
Next, we define the Neumann-to-Dirichlet map associated to L as a densely
defined operator in L2(∂Ω). First one notes that for β0 = 0 in (5.6) (or β = 0 in
(5.10)) one obtains
AN := A0 = Aβ0 , (5.12)
where AN denotes the self-adjoint Neumann realization of L in L2(Ω). One recalls
that for ϕ ∈ H1/2(∂Ω) and z ∈ ρ(AN ), the boundary value problem
Lfz = zfz, γνfz = ϕ, (5.13)
admits a unique solution fz ∈ H2(Ω); this follows, for instance, from (5.3) and
z ∈ ρ(AN ). The corresponding solution operator is denoted by
Pν(z) : L
2(∂Ω)→ L2(Ω), ϕ 7→ fz, (5.14)
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and from the construction it is clear that
dom(Pν(z)) = H
1/2(∂Ω) and ran(Pν(z)) ⊆ H2(Ω).
For z ∈ ρ(AN ) the Neumann-to-Dirichlet map associated to L is defined as
N (z) : L2(∂Ω)→ L2(∂Ω), ϕ 7→ γDPν(z)ϕ; (5.15)
it maps the (oblique) Neumann boundary values γνfz of solutions fz ∈ H2(Ω) of
(5.13) onto the Dirichlet boundary values γDfz. It follows from the properties of
the trace maps that
dom(N (z)) = H1/2(∂Ω) and ran(N (z)) ⊆ H3/2(∂Ω). (5.16)
In the next theorem a spectral shift function for the pair {Aβ0 , Aβ1} is expressed
in terms of the limits of the Neumann-to-Dirichlet map N (z) and the functions
β0 and β1 in the boundary conditions of the Robin realizations Aβ0 and Aβ1 . We
mention that the trace class condition for the difference of the 2k + 1-th powers of
the resolvents was shown for k = 0 in [9, 48] and for k ∈ N in [12].
Theorem 5.3. Assume Hypothesis 5.1, let Aβ0 and Aβ1 be the self-adjoint Robin
realizations of L in L2(Ω) in (5.6) and (5.7), respectively, let β ∈ R such that
βp(x) < β for all x ∈ ∂Ω and p = 0, 1 and let Aβ be the self-adjoint Robin realiza-
tions of L in (5.10). Furthermore, let
Mp(z) = (β − βp)−1
(
βpN (z)− IL2(∂Ω)
)(
βN (z)− IL2(∂Ω)
)−1
, z ∈ C\R, j = 1, 2,
where N (z) denotes the closure in L2(∂Ω) of the Neumann-to-Dirichlet map asso-
ciated with L in (5.15). Then the following assertions (i) and (ii) hold for k ∈ N0
such that k ≥ (n− 3)/4:
(i) The difference of the 2k+ 1th-powers of the resolvents of Aβ0 and Aβ1 is a
trace class operator, that is,[
(Aβ1 − zIL2(Ω))−(2k+1) − (Aβ0 − zIL2(Ω))−(2k+1)
] ∈ S1(L2(Ω))
holds for all z ∈ ρ(Aβ0) ∩ ρ(Aβ1).
(ii) For any orthonormal basis (ϕj)j∈J in L
2(∂Ω) the function
ξ(λ) =
∑
j∈J
lim
ε↓0
π−1
((
Im
(
log(M1(λ+ iε))− log(M0(λ+ iε))
))
ϕj , ϕj
)
L2(∂Ω)
for a.e. λ ∈ R,
is a spectral shift function for the pair {Aβ0 , Aβ1} such that ξ(λ) = 0 for
λ < min(σ(Aβ)) and the trace formula
trL2(Ω)
(
(Aβ1−zIL2(Ω))−(2k+1)−(Aβ0−zIL2(Ω))−(2k+1)
)
= −(2k+1)
∫
R
ξ(λ) dλ
(λ− z)2k+2
is valid for all z ∈ ρ(Aβ0) ∩ ρ(Aβ1).
Proof. The proof of Theorem 5.3 consists of three steps. In the first step we con-
struct a suitable quasi boundary triple such that the self-adjoint operators Aβ and
Aβ1 correspond to the kernels of the boundary mappings Γ0 and Γ1, and in the
second and third step we show that the pair {Aβ, Aβ1} and the γ-field and Weyl
function satisfy the assumptions in Theorem 4.1. The same reasoning applies to
the pair {Aβ, Aβ0}, and hence Theorem 4.1 can be applied to both pairs {Aβ , Aβ1}
and {Aβ, Aβ0}, which together with the considerations at the end of Section 4 yield
the assertions in Theorem 5.3.
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Step 1. The basic techniques in this step have been used in a similar framework,
for instance, in [7, 8, 11, 15]. We consider the closed symmetric operator S =
Aβ ∩ Aβ1 , which is given by
Sf = Lf, dom(S) = {f ∈ H2(Ω) ∣∣ γDf = γνf = 0}, (5.17)
where we have used that β − β1(x) 6= 0 for all x ∈ ∂Ω. In this step we check that
the operator
Tf = Lf, dom(T ) = H2(Ω), (5.18)
satisfies T = S∗ and that
{
L2(∂Ω),Γ0,Γ1
}
, where
Γ0f = βγDf − γνf, f ∈ dom(T ), (5.19)
and
Γ1f = (β − β1)−1
(
β1γDf − γνf
)
, f ∈ dom(T ), (5.20)
is a quasi boundary triple for T ⊂ S∗ such that
Aβ = T ↾ ker(Γ0) and Aβ1 = T ↾ ker(Γ1), (5.21)
and for all z ∈ ρ(Aβ) ∩ ρ(AN ), where AN is the self-adjoint Neumann realization
in (5.12), the corresponding γ-field γ and Weyl function M in L2(∂Ω) are given by
γ(z) = Pν(z)
(
βN (z)− IL2(∂Ω)
)−1
, dom(γ(z)) = H1/2(∂Ω), (5.22)
and
M(z) = (β − β1)−1
(
β1N (z)− IL2(∂Ω)
)(
βN (z)− IL2(∂Ω)
)−1
,
dom(M(z)) = H1/2(∂Ω).
(5.23)
We will use Theorem 2.2 for this purpose. For f, g ∈ dom(T ) = H2(Ω) one
obtains with the help of Green’s identity (5.4),
(Γ1f,Γ0g)L2(∂Ω) − (Γ0f,Γ1g)L2(∂Ω)
=
(
(β − β1)−1(β1γDf − γνf), βγDg − γνg
)
L2(∂Ω)
− (βγDf − γνf, (β − β1)−1(β1γDg − γνg))L2(∂Ω)
= −((β − β1)−1β1γDf, γνg)L2(∂Ω) − (γνf, (β − β1)−1βγDg)L2(∂Ω)
+
(
(β − β1)−1βγDf, γνg
)
L2(∂Ω)
+
(
γνf, (β − β1)−1β1γDg
)
L2(∂Ω)
=
(
γDf, γνg
)
L2(∂Ω)
− (γνf, γDg)L2(∂Ω)
= (Lf, g)L2(Ω) − (f,Lg)L2(Ω)
= (Tf, g)L2(Ω) − (f, T g)L2(Ω),
and hence condition (i) in Theorem 2.2 holds. Since(
Γ0f
Γ1f
)
=
(
β −IL2(∂Ω)
β1(β − β1)−1 −(β − β1)−1
)(
γDf
γνf
)
, f ∈ dom(T ), (5.24)
and the 2 × 2 operator matrix in (5.24) is an isomorphism in L2(∂Ω) × L2(∂Ω),
it follows from (5.3) that ran(Γ0,Γ1)
⊤ is dense in L2(∂Ω) × L2(∂Ω). It is easy to
see that ker(Γ0) ∩ ker(Γ1) is dense in L2(Ω). Moreover, (5.21) is clear from the
definition of T and the boundary maps in (5.19)–(5.20). Hence also conditions (ii)
and (iii) in Theorem 2.2 are satisfied, and from (5.17), (5.18), and (5.19)–(5.20)
one obtains
S = T ↾
(
ker(Γ0) ∩ ker(Γ1)
)
.
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Thus Theorem 2.2 yields T = S∗ and that {L2(∂Ω),Γ0,Γ1} is a quasi boundary
triple for S∗ such that (5.21) holds.
It remains to show the explicit form of the corresponding γ-field and Weyl func-
tion M in (5.22) and (5.23), respectively. First of all it follows from (5.3) and the
definition of Γ0 in (5.19) that
H1/2(∂Ω) = ran(Γ0) = dom(γ(z)) = dom(M(z)), z ∈ ρ(Aβ).
One notes that for z ∈ ρ(AN ) and fz ∈ ker(T − zIL2(Ω)) one has N (z)γνfz = γDfz
according to (5.15), and hence(
βN (z)− IL2(∂Ω)
)
γνfz = βγDfz − γνfz = Γ0fz, (5.25)
and
(β − β1)−1
(
β1N (z)− IL2(∂Ω)
)
γνfz = (β − β1)−1
(
β1γDfz − γνfz
)
= Γ1fz, (5.26)
by (5.19)–(5.20). The relation (5.25) also shows that ker(βN (z) − IL2(∂Ω)) = {0}
for z ∈ ρ(Aβ) ∩ ρ(AN ) and hence
γνfz =
(
βN (z)− IL2(∂Ω)
)−1
Γ0fz. (5.27)
From this and (5.14) it follows that the γ-field corresponding to {L2(∂Ω),Γ0,Γ1}
has the form (5.22). One also concludes from (5.27) and (5.26) that
(β − β1)−1
(
β1N (z)− IL2(∂Ω)
)(
βN (z)− IL2(∂Ω)
)−1
Γ0fz
= (β − β1)−1
(
β1N (z)− IL2(∂Ω)
)
γνfz
= Γ1fz
holds for all fz ∈ ker(T − zIL2(Ω)) and z ∈ ρ(Aβ)∩ρ(AN ). Thus the Weyl function
corresponding to the quasi boundary triple {L2(∂Ω),Γ0,Γ1} has the form (5.23).
Step 2. In this step we verify that the pair {Aβ, Aβ1} satisfies the sign condition
(4.4) and that the values of Weyl function and its inverse are bounded operators;
see the assumptions of Theorem 4.1.
The assumption β > β1(x) shows that the semibounded quadratic forms aβ and
aβ1 in (5.8) and (5.11) corresponding to Aβ and Aβ1 satisfy the inequality aβ ≤ aβ1.
Hence min(σ(Aβ)) ≤ min(σ(Aβ1 )) and for ζ < min(σ(Aβ)) the forms aβ − ζ and
aβ1 − ζ are both nonnegative, satisfy the inequality aβ − ζ ≤ aβ1 − ζ, and hence
the resolvents of the corresponding nonnegative self-adjoint operators Aβ − ζIL2(Ω)
and Aβ1 − ζIL2(Ω) satisfy the inequality
(Aβ − ζIL2(Ω))−1 ≥ (Aβ1 − ζIL2(Ω))−1, ζ < min(σ(Aβ))
(see, e.g., [55, Chapter VI, § 2.6] or [22, Chapter 10, §2-Theorem 6]). Thus the sign
condition (4.4) in the assumptions of Theorem 4.1 holds.
Next we prove that
M(z1) = (β − β1)−1
(
β1N (z1)− IL2(∂Ω)
)(
βN (z1)− IL2(∂Ω)
)−1
(5.28)
and
M(z2)
−1 =
(
βN (z2)− IL2(∂Ω)
)(
β1N (z2)− IL2(∂Ω)
)−1
(β − β1) (5.29)
are bounded operators for some z1, z2 ∈ C\R. According to [11, Lemma 4.4] the
closure N (z), z ∈ C\R, of the Neumann-to-Dirichlet map in (5.15) in L2(∂Ω) is a
compact operator, and hence it is clear that βN (z)− IL2(∂Ω) and β1N (z)− IL2(∂Ω)
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are densely defined bounded operators in L2(∂Ω), and that for z ∈ C\R their
closures are[
βN (z)− IL2(∂Ω)
] ∈ L(L2(∂Ω)) and [β1N (z)− IL2(∂Ω)] ∈ L(L2(∂Ω)). (5.30)
In order to see that
Q(z) :=
(
βN (z)− IL2(∂Ω)
)−1
and Q1(z) :=
(
β1N (z)− IL2(∂Ω)
)−1
are bounded for z ∈ C\R we argue in a similar way as in the proof of [11,
Lemma 4.4]: First, one notes that N (z) ⊆ N (z)∗, z ∈ C\R, holds by (5.4), and
this yields that also Q(z) ⊆ Q(z)∗, z ∈ C\R. Hence the operator Q(z) is closable
in L2(∂Ω). Moreover, as Q(z) is defined on H1/2(∂Ω) and maps into H1/2(∂Ω), it
follows that Q(z) is a closed operator in H1/2(∂Ω), and hence
Q(z) : H1/2(∂Ω)→ H1/2(∂Ω), ϕ 7→ Q(z)ϕ, (5.31)
is bounded. Therefore, the dual operator
Q(z)′ : H−1/2(∂Ω)→ H−1/2(∂Ω), ψ 7→ Q(z)′ψ, (5.32)
where (Q(z)′ψ)(ϕ) = ψ(Q(z)ϕ), ϕ ∈ H1/2(∂Ω), is also bounded. One verifies that
Q(z)′ is an extension of Q(z) and hence by interpolation and (5.31)–(5.32), the
restriction
Q(z)′ ↾L2(∂Ω): L
2(∂Ω)→ L2(∂Ω), φ 7→ Q(z)′φ,
of Q(z)′ onto L2(∂Ω) is a bounded operator in L2(∂Ω) and an extension of Q(z).
Hence for all z ∈ C\R the operator Q(z) is bounded in L2(∂Ω) and its closure is
Q(z) =
(
βN (z)− IL2(∂Ω)
)−1 ∈ L(L2(∂Ω)), z ∈ C\R. (5.33)
The same reasoning with Q(z) replaced by Q1(z) shows that for all z ∈ C\R the
operator Q1(z) is bounded in L
2(∂Ω) and
Q1(z) =
(
β1N (z)− IL2(∂Ω)
)−1 ∈ L(L2(∂Ω)), z ∈ C\R. (5.34)
Next, it follows that M(z1) and M(z2)
−1 in (5.28)–(5.29) are bounded in L2(∂Ω)
for z1, z2 ∈ C\R and the closure of M(z) is given by
M(z) = (β − β1)−1
(
β1N (z)− IL2(∂Ω)
)(
βN (z)− IL2(∂Ω)
)−1
(5.35)
by (5.30) and (5.33). One notes that M(z) = M1(z) in the formulation of Theo-
rem 5.3.
Step 3. In this step we verify that the γ-field and Weyl function corresponding to
the quasi boundary triple
{
L2(∂Ω),Γ0,Γ1
}
in Step 1 satisfy the Sp-conditions in
the assumptions of Theorem 4.1 for dimensions n ∈ N, n ≥ 2, and k ≥ (n − 3)/4,
that is, we verify for all p, q ∈ N0 and all z ∈ ρ(Aβ) ∩ ρ(Aβ1) the conditions
γ(z)
(p)(
M(z)−1γ(z)∗
)(q) ∈ S1(L2(Ω)), p+ q = 2k, (5.36)(
M(z)−1γ(z)∗
)(q)
γ(z)
(p) ∈ S1
(
L2(∂Ω)
)
, p+ q = 2k, (5.37)
and
dj
dzj
M(z) ∈ S(2k+1)/j
(
L2(∂Ω)
)
, j = 1, . . . , 2k + 1. (5.38)
In the following we shall often use the smoothing property
(Aβ − zIL2(Ω))−1f ∈ Hk+2(Ω) for all f ∈ Hk(Ω), k ∈ N0, (5.39)
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of the resolvent of Aβ , which follows, for instance, from [73, Theorem 4.18]. One
notes that (2.2) and the definition of the boundary map Γ1 in (5.20) yield
γ(z)∗f = Γ1(Aβ − zIL2(Ω))−1f
= (β − β1)−1(β1γD − γν)(Aβ − zIL2(Ω))−1f
= (β − β1)−1
(
βγD − γν + (β1 − β)γD
)
(Aβ − zIL2(Ω))−1f
= (β − β1)−1(βγD − γν)(Aβ − zIL2(Ω))−1f − γD(Aβ − zIL2(Ω))−1f
= −γD(Aβ − zIL2(Ω))−1f
(5.40)
for all z ∈ ρ(Aβ) and f ∈ L2(Ω). Here we have used in the last step that
g = (Aβ − zIL2(Ω))−1f ∈ dom(Aβ)
satisfies the boundary condition βγDg − γνg = 0. It follows from (2.7) and (5.40)
that (
γ(z)∗
)(q)
= q! γ(z)∗(Aβ − zIL2(Ω))−q = −q! γD(Aβ − zIL2(Ω))−(q+1),
and hence,
ran
(
(γ(z)∗)(q)
) ⊂ H2q+3/2(∂Ω)
by (5.39) and (5.5). From Lemma 5.2 with s = 2q+ (3/2) and t = 0 one concludes
that (
γ(z)∗
)(q) ∈ Sr(L2(Ω), L2(∂Ω)), r > (n− 1)/[2q + (3/2)], (5.41)
for all z ∈ ρ(Aβ), q ∈ N0, and hence by (2.6) also
γ(z)
(p) ∈ Sr
(
L2(∂Ω), L2(Ω)
)
, r > (n− 1)/[2p+ (3/2)], (5.42)
for all z ∈ ρ(Aβ), p ∈ N0. Furthermore,
dj
dzj
M(z) = j! γ(z)∗(Aβ − zIL2(Ω))−(j−1)γ(z), j ∈ N, (5.43)
by (2.13) and with the help of (5.40) it follows in the same way as in (5.41) that
γ(z)∗(Aβ − zIL2(Ω))−(j−1) = −γD(Aβ − zIL2(Ω))−j ∈ Sx
(
L2(Ω), L2(∂Ω)
)
for x > (n−1)/[2j−(1/2)]. Moreover, γ(z) ∈ Sy(L2(∂Ω), L2(Ω)) for y > 2(n−1)/3
by (5.42) and hence it follows from (5.43) and the well-known property PQ ∈ Sw
for P ∈ Sx, Q ∈ Sy, and x−1 + y−1 = w−1, that
dj
dzj
M(z) ∈ Sw
(
L2(∂Ω
)
, w > (n− 1)/(2j + 1), z ∈ ρ(Aβ), j ∈ N. (5.44)
One observes that
d
dz
M(z)
−1
= −M(z)−1
(
d
dz
M(z)
)
M(z)
−1
, z ∈ ρ(Aβ) ∩ ρ(Aβ1),
that M(z)
−1
is bounded, and by (5.44) that also
dj
dzj
M(z)
−1 ∈ Sw
(
L2(∂Ω)
)
, w > (n− 1)/(2j + 1), z ∈ ρ(Aβ) ∩ ρ(Aβ1), j ∈ N;
(5.45)
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we leave the formal induction step to the reader. Therefore,(
M(z)−1γ(z)∗
)(q)
=
(
M(z)
−1
γ(z)∗
)(q)
=
∑
p+m=q
p,m>0
(
q
p
)(
M(z)
−1)(p)(
γ(z)∗
)(m)
=M(z)
−1(
γ(z)∗
)(q)
+
∑
p+m=q
p>0,m≥0
(
q
p
)(
M(z)
−1)(p)(
γ(z)∗
)(m)
,
and one hasM(z)
−1
(γ(z)∗)(q) ∈ Sr
(
L2(Ω), L2(∂Ω)
)
for r > (n− 1)/[2q+(3/2)] by
(5.41) and each summand (and hence also the finite sum) on the right-hand side is
in Sr
(
L2(Ω), L2(∂Ω)
)
for r > (n− 1)/[2p+1+ 2m+ (3/2)] = (n− 1)/[2q+(5/2)],
which follows from (5.45) and (5.42). Hence one has(
M(z)−1γ(z)∗
)(q) ∈ Sr(L2(Ω), L2(∂Ω)),
r > (n− 1)/[2q + (3/2)], z ∈ ρ(Aβ) ∩ ρ(Aβ1).
(5.46)
From (5.42) and (5.46) one then concludes that
γ(z)
(p)(
M(z)−1γ(z)∗
)(q) ∈ Sr(L2(Ω)),
r > (n− 1)/[2(p+ q) + 3] = (n− 1)/(4k + 3),
and since k ≥ (n − 3)/4, one has 1 > (n − 1)/(4k + 3), that is, the trace class
condition (5.36) is satisfied. The same argument shows that (5.37) is satisfied.
Finally, (5.38) follows from (5.44) and the fact that k ≥ (n− 3)/4 implies
2k + 1
j
≥ n− 1
2j
>
n− 1
2j + 1
, j = 1, . . . , 2k + 1.
Hence the assumptions in Theorem 4.1 are satisfied with S in (5.17), the quasi
boundary triple in (5.19)–(5.20) and the corresponding γ-field and Weyl function in
(5.22) and (5.23), respectively. Now Theorem 4.1 yields assertion (i) in Theorem 5.3
with Aβ0 replaced by Aβ and for any orthonormal basis (ϕj)j∈J in L
2(∂Ω) the
function
ξ1(λ) =
∑
j∈J
lim
ε↓0
π−1
(
Im
(
log(M1(λ+ iε))
)
ϕj , ϕj
)
L2(∂Ω)
for a.e. λ ∈ R,
is a spectral shift function for the pair {Aβ , Aβ1} such that ξ1(λ) = 0 for λ <
min(σ(Aβ)) ≤ min(σ(Aβ1)) and the trace formula
trL2(Ω)
(
(Aβ1−zIL2(Ω))−(2k+1)−(Aβ−zIL2(Ω))−(2k+1)
)
= −(2k+1)
∫
R
ξ1(λ) dλ
(λ− z)2k+2
is valid for all z ∈ ρ(Aβ) ∩ ρ(Aβ1).
The same construction as above with β1 replaced by β0 yields an analogous
representation for a spectral shift function ξ0 of the pair {Aβ , Aβ0}. Finally it
follows from the considerations in the end of Section 4 (see (4.31)) that
ξ(λ) = ξ1(λ)− ξ0(λ)
=
∑
j∈J
lim
ε↓0
π−1
((
Im
(
log(M1(λ+ iε))− log(M0(λ+ iε))
))
ϕj , ϕj
)
L2(∂Ω)
34 J. BEHRNDT, F. GESZTESY, AND S. NAKAMURA
for a.e. λ ∈ R is a spectral shift function for the pair {Aβ0 , Aβ1} such that ξ(λ) =
0 for λ < min(σ(Aβ)) ≤ min(σ(Aβp)), p = 0, 1. This completes the proof of
Theorem 5.3. 
In space dimensions n = 2 and n = 3 one can choose k = 0 in Theorem 5.3,
and hence the resolvent difference of Aβ1 and Aβ0 is a trace class operator. In this
situation Corollary 4.2 leads to the following slightly stronger statement.
Corollary 5.4. Let the assumptions be as in Theorem 5.3 and suppose that n = 2
or n = 3. Then the following assertions (i)–(iii) hold:
(i) The difference of the resolvents of Aβ1 and Aβ0 is a trace class operator,
that is,[
(Aβ1 − zIL2(Ω))−1 − (Aβ0 − zIL2(Ω))−1
] ∈ S1(L2(Ω))
holds for all z ∈ ρ(Aβ1) ∩ ρ(Aβ0).
(ii) Im(log(Mp(z))) ∈ S1(L2(∂Ω)) for all z ∈ C\R and p = 0, 1, and the limit
Im
(
log(Mp(λ+ i0))
)
:= lim
ε↓0
Im
(
log(Mp(λ+ iε))
)
exists for a.e. λ ∈ R and p = 0, 1 in S1(L2(∂Ω)).
(iii) The function
ξ(λ) = π−1 trL2(∂Ω)
(
Im
(
log(M1(λ+ i0))− log(M0(λ+ i0))
))
for a.e. λ ∈ R,
is a spectral shift function for the pair {Aβ0 , Aβ1} such that ξ(λ) = 0 for
λ < min(σ(Aβ)) and the trace formula
trL2(Ω)
(
(Aβ1 − zIL2(Ω))−1 − (Aβ0 − zIL2(Ω))−1
)
= −(2k + 1)
∫
R
ξ(λ) dλ
(λ− z)2
is valid for all z ∈ ρ(Aβ0) ∩ ρ(Aβ1).
6. Schro¨dinger operators with compactly supported potentials
In this section we determine a spectral shift function for the self-adjoint operators
{−∆,−∆+ V } in L2(Rn), n ∈ N, n ≥ 2, where it is assumed that V ∈ L∞(Rn)
is a compactly supported real-valued function. Thus we consider the self-adjoint
operators
A = −∆, dom(A) = H2(Rn), (6.1)
and
B = −∆+ V, dom(B) = H2(Rn), (6.2)
in L2(Rn), and we fix an open ball B+ ⊂ Rn such that supp (V ) ⊂ B+. The n− 1
dimensional sphere ∂B+ is denoted by S. Besides the operators A and B we shall
also make use of the self-adjoint Dirichlet realizations
A+ = −∆, dom(A+) = H2(B+) ∩H10 (B+), (6.3)
and
B+ = −∆+ V, dom(B+) = H2(B+) ∩H10 (B+), (6.4)
of −∆ and −∆ + V in L2(B+). The spectrum of both operators A+ and B+ is
discrete and bounded from below. The corresponding eigenvalue counting functions
are denoted by N( · , A+) andN( · , B+), respectively; one recalls thatN(λ,A+) and
N(λ,B+) stand for the total number of eigenvalues (with multiplicities counted) of
A+ and B+ in the open interval (−∞, λ), λ ∈ R.
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The main ingredient in the proof of Theorem 6.1 below is a decoupling technique
for the operators A and B, where artificial Dirichlet boundary conditions on the
sphere S will be imposed. We shall use the extension of the L2(S) scalar product
onto the dual pair H1/2(S)×H−1/2(S) via
〈ϕ, ψ〉 = (ıϕ, ı˜−1ψ)
L2(S)
, ϕ ∈ H1/2(S), ψ ∈ H−1/2(S), (6.5)
where ı is a uniformly positive self-adjoint operator in L2(S) defined on the dense
subspace H1/2(S) (and in the following ι is regarded as an isomorphism from
H1/2(S) onto L2(S)), and ı˜−1 is the extension of ı−1 to an isomorphism from
H−1/2(S) onto L2(S). A typical and convenient choice for ı is (−∆S + IL2(S))1/4,
where −∆S is the Laplace-Beltrami operator on the sphere S; for other choices see
also [15, Remark 5.3].
Since 〈·, ·〉 in (6.5) is an extension of the L2(S) scalar product, Green’s identity
can also be written in the form
(−∆f+, g+)L2(B+) − (f+,−∆g+)L2(B+) = 〈γ+Df+, γ+Ng+〉 − 〈γ+Nf+, γ+Dg+〉 (6.6)
for f+, g+ ∈ H2(B+). Here γ+D and γ+N denote the Dirichlet and Neumann trace
operators in (5.3) (with Ω and ∂Ω replaced by B+ and S, respectively). Let B− :=
R
n\B+ and let γ−D and γ−N be the Dirichlet and Neumann trace operators on B−; the
normal vector in the definition of γ−N is pointing in the outward direction of B− and
hence opposite to the normal of B+. Besides (6.6) we also have the corresponding
Green’s identity on B−, that is,
(−∆f−, g−)L2(B−) − (f−,−∆g−)L2(B−) = 〈γ−Df−, γ−Ng−〉 − 〈γ−Nf−, γ−Dg−〉 (6.7)
holds for all f−, g− ∈ H2(B−).
Next we define Dirichlet-to-Neumann maps associated to −∆ and −∆ + V on
B+ and −∆ on B− as operators from H1/2(S) to H−1/2(S). First, we recall that
for z 6∈ σ(A+) and ϕ ∈ H1/2(S) there exists a unique solution fz ∈ H1(B+) of the
boundary value problem
−∆fz = zfz, γ+Dfz = ϕ.
The corresponding solution operator is
P+(z) : H
1/2(S)→ H1(B+), ϕ 7→ fz,
and for z 6∈ σ(A+), the Dirichlet-to-Neumann map D+(z) associated to −∆ in B+
is defined by
D+(z) : H1/2(S)→ H−1/2(S), ϕ 7→ γ+NP+(z)ϕ.
Similarly, for ζ 6∈ σ(B+) and ψ ∈ H1/2(S), there exists a unique solution gζ ∈
H1(B+) of the boundary value problem
(−∆+ V )gζ = ζgζ , γ+Dgζ = ψ.
The corresponding solution operator is
PV+ (ζ) : H
1/2(S)→ H1(B+), ψ 7→ gζ ,
and for ζ 6∈ σ(B+) the Dirichlet-to-Neumann map DV+(ζ) associated to −∆+ V in
B+ is defined by
DV+(ζ) : H1/2(S)→ H−1/2(S), ψ 7→ γ+NPV+ (ζ)ψ.
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Furthermore, for ζ′ 6∈ [0,∞) and ξ ∈ H1/2(S) there exists a unique solution hζ′ ∈
H1(B−) of the boundary value problem
−∆hζ′ = ζ′hζ′ , γ−Dhζ′ = ξ.
As above the corresponding solution operator is
P−(ζ
′) : H1/2(S)→ H1(B−), ξ 7→ hζ′ ,
and for ζ′ 6∈ [0,∞), the Dirichlet-to-Neumann map D−(ζ′) associated to −∆ in B−
is defined by
D−(ζ′) : H1/2(S)→ H−1/2(S), ξ 7→ γ−NP−(ζ′)ξ.
One recalls that the Dirichlet-to-Neumann maps D+(z), DV+(ζ), and D−(ζ′)
above are bounded operators from H1/2(S) to H−1/2(S). Moreover, for z ∈ C\R,
each of the Dirichlet-to-Neumann maps is boundedly invertible and the same is true
for the sums
D+(z) +D−(z) : H1/2(S)→ H−1/2(S), z ∈ C\R,
and
DV+(z) +D−(z) : H1/2(S)→ H−1/2(S), z ∈ C\R
(this can be shown in the same way as in Step 2 of the proof of Theorem 7.2).
Hence, the operators
N(z) = ı
(D+(z) +D−(z))−1 ı˜ : L2(S)→ L2(S), z ∈ C\R, (6.8)
and
NV (z) = ı
(DV+(z) +D−(z))−1 ı˜ : L2(S)→ L2(S), z ∈ C\R, (6.9)
are everywhere defined and bounded in L2(S).
In the next theorem we obtain a representation for a spectral shift function for
{A,B} in (6.1)–(6.2) via a decoupling technique and Theorem 4.1. The considera-
tions in the beginning of Step 1 of the proof of Theorem 6.1 are similar as in [15,
Section 5.2] and hence some details are omitted.
Theorem 6.1. Let n ∈ N, n ≥ 2, and k ∈ N, k > (n − 2)/4, and suppose that
V ∈ L∞(Rn) is real-valued with support in the open ball B+. In addition, let N(z)
and NV (z) be as in (6.8)–(6.9), and denote the eigenvalue counting functions of the
Dirichlet operators A+ and B+ in L
2(B+) by N( · , A+) and N( · , B+), respectively.
Then the following assertions (i) and (ii) hold:
(i) The difference of the 2k+1th-powers of the resolvents of A and B is a trace
class operator, that is,[
(B − zIL2(Rn))−(2k+1) − (A− zIL2(Rn))−(2k+1)
] ∈ S1(L2(Rn))
holds for all z ∈ ρ(B) = ρ(A) ∩ ρ(B).
(ii) For any orthonormal basis (ϕj)j∈J in L
2(S) the function
ξ(λ) =
∑
j∈J
lim
ε↓0
π−1
((
Im
(
log(N(λ + iε))− log(NV (λ+ iε))
))
ϕj , ϕj
)
L2(S)
+N(λ,B+)−N(λ,A+) for a.e. λ ∈ R,
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is a spectral shift function for the pair {A,B} such that ξ(λ) = 0 for λ <
min(σ(B)) ≤ 0 and the trace formula
trL2(Rn)
(
(B−zIL2(Rn))−(2k+1)− (A−zIL2(Rn))−(2k+1)
)
= −(2k+1)
∫
R
ξ(λ) dλ
(λ− z)2k+2
is valid for all z ∈ ρ(B) = ρ(A) ∩ ρ(B).
Proof. Besides the self-adjoint operators A = −∆ and B = −∆ + V in (6.1) and
(6.2), and the Dirichlet realizations A+ = −∆ and B+ = −∆+V in L2(B+) in (6.3)
and (6.4) we shall also make use of the Dirichlet realization A− of −∆ in L2(B−)
given by
A− = −∆, dom(A−) = H2(B−) ∩H10 (B−), (6.10)
as well as the orthogonal sums in L2(Rn) = L2(B+)⊕ L2(B−),
AD :=
(
A+ 0
0 A−
)
and BD :=
(
B+ 0
0 A−
)
,
dom(AD) = dom(BD) =
(
H2(B+) ∩H10 (B+)
)× (H2(B−) ∩H10 (B−)). (6.11)
For any orthonormal basis (ϕj)j∈J in L
2(S) we shall first prove the representation
ξA(λ) =
∑
j∈J
lim
ε↓0
π−1
(
Im
(
log(N(λ + iε))
)
ϕj , ϕj
)
L2(S)
(6.12)
for a spectral shift function ξA of the pair {A,AD} and the representation
ξB(λ) =
∑
j∈J
lim
ε↓0
π−1
(
Im
(
log(NV (λ+ iε))
)
ϕj , ϕj
)
L2(S)
(6.13)
for a spectral shift function ξB of the pair {B,BD}.
Step 1. In this step we consider the operators B and BD as self-adjoint extensions
of the closed symmetric S = B ∩BD, which is given by
S = −∆+ V, dom(S) = {f ∈ H2(Rn) ∣∣ γ+Df+ = 0 = γ−Df−}. (6.14)
Furthermore, consider the operator
T = −∆+ V, dom(T ) =
{
f =
(
f+
f−
)
∈ H2(B+)×H2(B−)
∣∣∣∣ γ+Df+ = γ−Df−} ,
and set γDf := γ
+
Df+ = γ
−
Df− for f ∈ dom(T ). It is easy to see with the help of
Theorem 2.2, (6.6)–(6.7) and (5.3) that {L2(S),Γ0,Γ1}, where
Γ0f = ı˜−1(γ
+
Nf+ + γ
−
Nf−) and Γ1f = ıγDf, f ∈ dom(T ), (6.15)
is a quasi boundary triple for T ⊂ S∗ such that
B = T ↾ ker(Γ0) and BD = T ↾ ker(Γ1)
hold (cf. the proof of [15, Theorem 5.1]). The corresponding Weyl function is
M(z)ϕ = ı
(DV+(z) +D−(z))−1 ı˜ϕ = NV (z)ϕ (6.16)
for all z ∈ ρ(B) ∩ ρ(BD) and ϕ ∈ ran(Γ0). Furthermore, the proof of [15, Theo-
rem 5.1] shows that M(z) and M(z)−1 are bounded for all z ∈ ρ(B) ∩ ρ(BD) and
one has M(z) = NV (z).
One observes that B corresponds to the densely defined, closed quadratic form
b[f, g] = (∇f,∇g)(L2(Rn))n + (V f, g)L2(Rn), dom(b) = H1(Rn),
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and that BD corresponds to the densely defined closed quadratic form
bD[f, g] = (∇f,∇g)(L2(Rn))n + (V f, g)L2(Rn), dom(bD) = H10 (B+)×H10 (B−).
Since H1(Rn) ⊂ (H10 (B+) × H10 (B−)) this implies b ≤ bD and yields the sign
condition (B−ζIL2(Rn))−1 ≥ (BD−ζIL2(Rn))−1 in the assumptions of Theorem 4.1
for all ζ < min(σ(B)) ≤ min(σ(BD)); see the beginning of Step 2 in the proof of
Theorem 5.3.
Next, we verify the Sp-conditions
γ(z)
(p)(
M(z)−1γ(z)∗
)(q) ∈ S1(L2(Rn)), p+ q = 2k, (6.17)(
M(z)−1γ(z)∗
)(q)
γ(z)
(p) ∈ S1
(
L2(S)), p+ q = 2k, (6.18)
and
dj
dzj
M(z) ∈ S(2k+1)/j
(
L2(S)), j = 1, . . . , 2k + 1, (6.19)
for all z ∈ ρ(B) ∩ ρ(BD) in the assumptions of Theorem 4.1. For this we use the
smoothing property
(B − zIL2(Rn))−1f ∈ Hℓ+2O (Rn) for all f ∈ HℓO(Rn) and ℓ ∈ N0, (6.20)
where O is an open neighborhood of the sphere S in Rn such that supp (V )∩O = ∅
and HℓO(R
n) =
{
f ∈ L2(Rn) ∣∣ f ↾O∈ Hℓ(O)} (cf. [11, Lemma 4.1 (i)]).
It follows from (2.2) and the definition of Γ1 that
γ(z)∗f = Γ1(B − zIL2(Rn))−1f = ı γD(B − zIL2(Rn))−1f (6.21)
and hence (2.7) yields(
γ(z)∗
)(q)
= q! γ(z)∗(B − zIL2(Rn))−q = q! ı γD(B − zIL2(Rn))−(q+1). (6.22)
Since
ran
(
γD(B − zIL2(Rn))−(q+1)
) ⊂ H2q+3/2(S)
by (6.20) and (5.5), and the operator γD(B − zIL2(Rn))−(q+1) is bounded from
L2(Rn) into H1/2(S) it follows from Lemma 5.2 with s = 2q + (3/2) and t = 1/2
that
γD(B − zIL2(Rn))−(q+1) ∈ Sr
(
L2(Rn), H1/2(S)). r > (n− 1)/(2q + 1),
As ı : H1/2(S)→ L2(S) is an isomorphism one concludes from (6.22) that(
γ(z)∗
)(q) ∈ Sr(L2(Rn), L2(S)), r > (n− 1)/(2q + 1), (6.23)
for all z ∈ ρ(B) and q ∈ N0. From this it is also clear that
γ(z)
(p) ∈ Sr
(
L2(S), L2(Rn)), r > (n− 1)/(2p+ 1), (6.24)
for all z ∈ ρ(B) and p ∈ N0. Furthermore,
dj
dzj
M(z) = j! γ(z)∗(B − zIL2(Rn))−(j−1)γ(z), j ∈ N, (6.25)
by (2.13), and using (6.21) one obtains with the arguments above that
γ(z)∗(B − zIL2(Rn))−(j−1) = ıγD(B − zIL2(Rn))−j ∈ Sr
(
L2(Rn), L2(S)),
r > (n− 1)/(2j − 1),
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for all z ∈ ρ(B) and j ∈ N. Together with (6.24) for p = 0 one finds that (6.25)
satisfies
dj
dzj
M(z) ∈ Sr
(
L2(S)), r > (n− 1)/(2j), (6.26)
for all z ∈ ρ(B) and j ∈ N. The same arguments as in Step 3 of the proof
Theorem 5.3 show that
dj
dzj
M(z)
−1 ∈ Sr
(
L2(S)), r > (n− 1)/(2j), (6.27)
for all z ∈ ρ(B) ∩ ρ(BD) and j ∈ N. It follows from (6.23) and (6.27) that each
summand in the right-hand side in(
M(z)−1γ(z)∗
)(q)
=
∑
p+m=q
p,m≥0
(
q
p
)(
M(z)
−1)(p)(
γ(z)∗
)(m)
belongs to Sr
(
L2(S), L2(Rn)) for r > (n−1)/(2q+1), and hence one infers together
with (6.24) that
γ(z)
(p)(
M(z)−1γ(z)∗
)(q) ∈ Sr(L2(Rn)),
r > (n− 1)/[2(p+ q) + 2] = (n− 1)/(4k + 2),
and since k > (n − 2)/4 by assumption, one has 1 > (n − 1)/(4k + 2), implying
the trace class condition (6.17). The same argument shows that (6.18) is satisfied.
Finally, (6.19) follows from (6.26) and the fact that k > (n− 2)/4 implies
2k + 1
j
>
n
2j
>
n− 1
2j
, j = 1, . . . , 2k + 1.
Hence, the assumptions in Theorem 4.1 are satisfied with S in (6.14), the quasi
boundary triple in (6.15), and the corresponding Weyl function in (6.16). Thus,
Theorem 4.1 yields assertion (i) with A replaced by BD and for any orthonormal
basis (ϕj)j∈J in L
2(S) the function
ξB(λ) =
∑
j∈J
lim
ε↓0
π−1
(
Im
(
log(NV (λ+ iε))
)
ϕj , ϕj
)
L2(S)
for a.e. λ ∈ R
in (6.13) is a spectral shift function for the pair {B,BD} and the trace formula
trL2(Rn)
(
(BD−zIL2(Rn))−(2k+1)−(B−zIL2(Rn))−(2k+1)
)
= −(2k+1)
∫
R
ξB(λ) dλ
(λ− z)2k+2
(6.28)
is valid for all z ∈ ρ(B) ∩ ρ(BD).
Step 2. Now we complete the proof of Theorem 6.1. First, we note that the same
arguments as in Step 1 with V = 0 show that assertion (i) in Theorem 6.1 holds
with B replaced by AD and ξA in (6.12) is a spectral shift function for the pair
{A,AD} such that
trL2(Rn)
(
(AD−zIL2(Rn))−(2k+1)−(A−zIL2(Rn))−(2k+1)
)
= −(2k+1)
∫
R
ξA(λ) dλ
(λ− z)2k+2
(6.29)
holds for all z ∈ C\[0,∞). The assumption k > (n− 2)/4 implies 2k+1 > n/2 and
hence
(A+ − zIL2(B+))−(2k+1) ∈ S1
(
L2(B+)
)
, z ∈ ρ(A+), (6.30)
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and
(B+ − ζIL2(B+))−(2k+1) ∈ S1
(
L2(B+)
)
, ζ ∈ ρ(B+), (6.31)
by standard Weyl asymptotics. Furthermore, since the spectra of A+ and B+ are
discrete and semibounded from below, it is well-known that
ξ+(λ) = N(λ,B+)−N(λ,A+), λ ∈ R, (6.32)
is a spectral shift function for the pair {A+, B+} (see, e.g., [23, (3.28)]). From
(6.11) it is clear that ξ+ is also a spectral shift function for the pair {AD, BD}.
Since [
(BD − zIL2(Rn))−(2k+1) − (AD − zIL2(Rn))−(2k+1)
] ∈ S1(L2(Rn))
by (6.30)–(6.31) and (6.11) one concludes that
trL2(Rn)
(
(BD − zIL2(Rn))−(2k+1) − (AD − zIL2(Rn))−(2k+1)
)
= −(2k + 1)
∫
R
ξ+(t) dλ
(λ − z)2k+2 , z ∈ ρ(AD) ∩ ρ(BD).
(6.33)
Hence,
ξ(λ) = ξA(λ)− ξB(λ) + ξ+(t) for a.e. λ ∈ R
is a spectral shift function for the pair {A,B}, and taking into account the specific
form of ξA, ξB, and ξ+, in (6.12), (6.13), and (6.32) and the trace formulas (6.28),
(6.29), and (6.33), the assertions in Theorem 6.1 follow. 
Remark 6.2. We note that the spectral shift function ξ in Theorem 6.1 is contin-
uous for λ > 0 since V ∈ L∞(Rn) is compactly supported (see, e.g., [90, Theo-
rem 9.1.20]). On the other hand the spectral shift function ξ+ of {A+, B+} is a
step function and hence the difference of the spectral shift functions ξA and ξB of
the pairs {A,AD} and {B,BD} cancel the discontinuities of ξ+ for λ > 0.
7. Schro¨dinger operators with δ-potentials supported on
hypersurfaces
The aim of this section is to determine a spectral shift function for the pair
{H,Hδ,α}, whereH = −∆ is the usual self-adjoint Laplacian in L2(Rn), andHδ,α =
−∆ − αδC is a self-adjoint Schro¨dinger operator with δ-potential of strength α
supported on a compact hypersurface C in Rn which splits Rn in a bounded interior
domain and an unbounded exterior domain. Throughout this section we shall
assume that the following hypothesis holds.
Hypothesis 7.1. Let n ∈ N, n ≥ 2, and Ωi be a nonempty, open, bounded interior
domain in Rn with a smooth boundary ∂Ωi and let Ωe = R
n\Ωi be the corresponding
exterior domain. The common boundary of the interior domain Ωi and exterior
domain Ωe will be denoted by C = ∂Ωe = ∂Ωi. Furthermore, let α ∈ C1(C) be a
real-valued function on the boundary C.
We consider the self-adjoint operators
Hf = −∆f, dom(H) = H2(Rn), (7.1)
and
Hδ,αf = −∆f,
dom(Hδ,α) =
{
f =
(
fi
fe
)
∈ H2(Ωi)×H2(Ωe)
∣∣∣∣ γiDfi = γeDfe,αγiDfi = γiNfi + γeNfe
}
,
(7.2)
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in L2(Rn). Here fi and fe denote the restrictions of a function f on R
n onto Ωi
and Ωe, and γ
i
D, γ
e
D and γ
i
N , γ
e
N are the Dirichlet and Neumann trace operators
on H2(Ωi) and H
2(Ωe), respectively. We note that Hδ,α in (7.2) coincides with the
self-adjoint operator associated to the quadratic form
hδ,α[f, g] = (∇f,∇g)−
∫
Σ
α(x)f(x)g(x) dσ(x), f, g ∈ H1(Rn),
see [10, Proposition 3.7] and [25] for more details. For c ∈ R we shall also make use
of the self-adjoint operator
Hδ,cf = −∆f,
dom(Hδ,c) =
{
f =
(
fi
fe
)
∈ H2(Ωi)×H2(Ωe)
∣∣∣∣ γiDfi = γeDfe,cγiDfi = γiNfi + γeNfe
}
.
(7.3)
We define interior and exterior Dirichlet-to-Neumann maps Di(z) and De(ζ) as
operators in L2(C) for all z, ζ ∈ C\[0,∞) in a similar way as in Section 6. One
notes that for ϕ, ψ ∈ H1(C) and z, ζ ∈ C\[0,∞), the boundary value problems
−∆fi,z = zfi,z, γiDfi,z = ϕ, (7.4)
and
−∆fe,ζ = ζfe,ζ , γeDfe,ζ = ψ, (7.5)
admit unique solutions fi,z ∈ H3/2(Ωi) and fe,ζ ∈ H3/2(Ωe), respectively. The
corresponding solution operators are denoted by
Pi(z) : L
2(C)→ L2(Ωi), ϕ 7→ fi,z,
and
Pe(ζ) : L
2(C)→ L2(Ωe), ψ 7→ fe,ζ.
The interior Dirichlet-to-Neumann map
Di(z) : L2(C)→ L2(C), ϕ 7→ γiNPi(z)ϕ, (7.6)
is defined on dom(Di(z)) = H1(C) and maps Dirichlet boundary values γiDfi,z of
the solutions fi,z ∈ H3/2(Ωi) of (7.4) onto the corresponding Neumann boundary
values γiNfi,z, and the exterior Dirichlet-to-Neumann map
De(ζ) : L2(C)→ L2(C), ψ 7→ γeNPe(ζ)ψ, (7.7)
is defined on dom(De(ζ)) = H1(C) and maps Dirichlet boundary values γeDfe,ζ of
the solutions fe,ζ ∈ H3/2(Ωe) of (7.5) onto the corresponding Neumann boundary
values γeNfe,ζ. The interior and exterior Dirichlet-to-Neumann maps are both closed
unbounded operators in L2(C). We note that Di(z) and De(ζ) coincide with the
restrictions of the Dirichlet-to-Neumann maps D+(z) and D−(ζ) in Section 6 onto
H1(C) in the case Ωi = B+, Ωe = B−, and C = S.
In the next theorem a spectral shift function for the pair {H,Hδ,α} is expressed
in terms of the limits of the sum of the interior and exterior Dirichlet-to-Neumann
map Di(z) and De(z) and the function α. It will turn out that the operators
Di(z) +De(z) are boundedly invertible for all z ∈ C\[0,∞) and for our purposes it
is convenient to work with the function
z 7→ E(z) = (Di(z) +De(z))−1, z ∈ C\[0,∞), (7.8)
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which coincides with the acoustic single-layer potential for the Helmholtz equation,
that is,
(E(z)ϕ)(x) =
∫
C
G(z, x, y)ϕ(y)dσ(y), x ∈ C, ϕ ∈ C∞(C),
where G(z, · , · ), z ∈ C\R, represents the integral kernel of the resolvent of H (cf.
[73, Chapter 6] and [10, Remark 3.3]). The function E in (7.8) plays a similar role as
the closure of the Neumann-to-Dirichlet map N in Theorem 5.3. We mention that
the trace class property of the difference of the 2k+1th powers of the resolvents in
the next theorem is known from [10] (see also [13]).
Theorem 7.2. Assume Hypothesis 7.1, let H and Hδ,α be the self-adjoint operators
in (7.1) and (7.2), respectively, let E(z) be defined as in (7.8), let α ∈ C1(C) be a
real-valued function, fix c > 0 such that α(x) < c for all x ∈ C, and let Hδ,c be the
self-adjoint operator in (7.3). Then the following assertions (i) and (ii) hold for
k ∈ N0 such that k ≥ (n− 3)/4:
(i) The difference of the 2k + 1th-powers of the resolvents of H and Hδ,α is a
trace class operator, that is,[
(Hδ,α − zIL2(Rn))−(2k+1) − (H − zIL2(Rn))−(2k+1)
] ∈ S1(L2(Rn))
holds for all z ∈ ρ(Hδ,α) = ρ(H) ∩ ρ(Hδ,α).
(ii) For any orthonormal basis (ϕj)j∈J in L
2(C) the function
ξ(λ) =
∑
j∈J
lim
ε↓0
π−1
((
Im
(
log(Mα(λ+ iε))− log(M0(λ+ iε))
))
ϕj , ϕj
)
L2(C)
for a.e. λ ∈ R,
is a spectral shift function for the pair {H,Hδ,α} such that ξ(λ) = 0 for
λ < min(σ(Hδ,c)) and the trace formula
trL2(Rn)
(
(Hδ,α − zIL2(Rn))−(2k+1) − (H − zIL2(Rn))−(2k+1)
)
= −(2k + 1)
∫
R
ξ(λ) dλ
(λ− z)2k+2
is valid for all z ∈ ρ(Hδ,α) = ρ(H) ∩ ρ(Hδ,α).
Proof. The structure and underlying idea of the proof of Theorem 7.2 is the same as
in the proof of Theorem 5.3. In the first two steps a suitable quasi boundary triple
and its Weyl function are constructed; in these steps all details are provided. In
the third step it is shown that the assumptions in Theorem 4.1 are satisfied. Since
some of the main arguments are the same as in Step 3 of the proof of Theorem 5.3
not all details are repeated.
Step 1. Since c − α(x) 6= 0 for all x ∈ C by assumption, the closed symmetric
operator S = Hδ,c ∩Hδ,α is given by
Sf = −∆f, dom(S) = {f ∈ H2(Rn) ∣∣ γiDfi = γeDfe = 0}. (7.9)
In this step we show that the operator
T = −∆, dom(T ) =
{
f =
(
fi
fe
)
∈ H2(Ωi)×H2(Ωe)
∣∣∣∣ γiDfi = γeDfe} , (7.10)
satisfies T = S∗ and that {L2(C),Γ0,Γ1}, where
Γ0f = cγ
i
Dfi − (γiNfi + γeNfe), dom(Γ0) = dom(T ), (7.11)
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and
Γ1f = (c− α)−1
(
αγiDfi − (γiNfi + γeNfe)
)
, dom(Γ1) = dom(T ), (7.12)
is a quasi boundary triple for T ⊂ S∗ such that
Hδ,c = T ↾ ker(Γ0) and Hδ,α = T ↾ ker(Γ1). (7.13)
For the proof of this fact we make use of Theorem 2.2 and verify next that
assumptions (i)–(iii) in Theorem 2.2 are satisfied with the above choice of S, T
and boundary maps Γ0 and Γ1. For f, g ∈ dom(T ) one computes
(Γ1f,Γ0g)L2(C) − (Γ0f,Γ1g)L2(C)
=
(
(c− α)−1(αγiDfi − (γiNfi + γeNfe)), cγiDgi − (γiNgi + γeNge))
L2(C)
−
(
cγiDfi − (γiNfi + γeNfe), (c− α)−1
(
αγiDgi − (γiNgi + γeNge)
))
L2(C)
= −((c− α)−1αγiDfi, γiNgi + γeNge)L2(C) − (γiNfi + γeNfe, (c− α)−1cγiDgi)L2(C)
+
(
(c− α)−1cγiDfi, γiNgi + γeNge
)
L2(C)
+
(
γiNfi + γ
e
Nfe, (c− α)−1αγiDgi
)
L2(C)
=
(
γiDfi, γ
i
Ngi + γ
e
Nge
)
L2(C)
− (γiNfi + γeNfe, γiDgi)L2(C),
and on the other hand, Green’s identity and γiDfi = γ
e
Dfe and γ
i
Dgi = γ
e
Dge yield
(Tf, g)L2(Rn) − (f, T g)L2(Rn)
= (−∆fi, gi)L2(Ωi) − (fi,−∆gi)L2(Ωi) + (−∆fe, ge)L2(Ωe) − (fe,−∆ge)L2(Ωe)
= (γiDfi, γ
i
Ngi)L2(C) − (γiNfi, γiDgi)L2(C) + (γeDfe, γeNge)L2(C) − (γeNfe, γeDge)L2(C)
=
(
γiDfi, γ
i
Ngi + γ
e
Nge
)
L2(C)
− (γiNfi + γeNfe, γiDgi)L2(C),
and hence condition (i) in Theorem 2.2 holds. In order to show that ran(Γ0,Γ1)
⊤
is dense in L2(C) we recall that(
γiD
γiN
)
: H2(Ωi)→ H3/2(C)×H1/2(C)
and (
γeD
γeN
)
: H2(Ωe)→ H3/2(C)×H1/2(C)
are surjective mappings. It follows that also the mapping(
γiD
γiN + γ
e
N
)
: dom(T )→ H3/2(C)×H1/2(C) (7.14)
is surjective, and since the 2× 2-block operator matrix
Θ :=
(
cIL2(C) −IL2(C)
α(c− α)−1IL2(C) −(c− α)−1IL2(C)
)
is an isomorphism in L2(C)× L2(C), it follows that the range of the mapping,(
Γ0
Γ1
)
= Θ
(
γiD
γiN + γ
e
N
)
: dom(T )→ L2(C)× L2(C),
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is dense. Furthermore, as C∞0 (Ωi)×C∞0 (Ωe) is contained in ker(Γ0)∩ ker(Γ1), it is
clear that ker(Γ0)∩ker(Γ1) is dense in L2(Rn). Hence one concludes that condition
(ii) in Theorem 2.2 is satisfied. Condition (iii) in Theorem 2.2 is satisfied since
(7.13) holds by construction and Hδ,c in (7.3) is self-adjoint. Thus, Theorem 2.2
implies that the closed symmetric operator
T ↾
(
ker(Γ0) ∩ ker(Γ1)
)
= Hδ,c ∩Hδ,α = S (7.15)
is densely defined, its adjoint coincides with T , and {L2(C),Γ0,Γ1} is a quasi bound-
ary triple for T ⊂ S∗ such that (7.13) holds.
Step 2. In this step we prove that for z ∈ ρ(Hδ,c) ∩ ρ(H) the Weyl function
corresponding to the quasi boundary triple {L2(C),Γ0,Γ1} is given by
M(z) = (c− α)−1(αE1/2(z)− IL2(C))(cE1/2(z)− IL2(C))−1,
dom(M(z)) = H1/2(C),
(7.16)
where E1/2(z) denotes the restriction of the operator E(z) in (7.8) onto H1/2(C),
and we verify that M(z1) and M(z2)
−1 are bounded for some z1, z2 ∈ C\R.
It will first be shown that the operator E(z) and its restriction E1/2(z) are well-
defined for all z ∈ ρ(H) = C\[0,∞). For this fix z ∈ C\[0,∞), and let
fz =
(
fi,z
fe,z
)
∈ H3/2(Ωi)×H3/2(Ωe) (7.17)
such that γiDfi,z = γ
e
Dfe,z, and
−∆fi,z = zfi,z and −∆fe,z = zfe,z.
From the definition of Di(z) and De(z) in (7.6) and (7.7) one concludes that(Di(z) +De(z))γiDfi,z = Di(z)γiDfi,z +De(z)γeDfe,z
= γiNfi,z + γ
e
Nfe,z.
(7.18)
This also proves that Di(z)+De(z) is invertible for z ∈ C\[0,∞). In fact, otherwise
there would exist a function fz = (fi,z, fe,z)
⊤ 6= 0 as in (7.17) which would satisfy
both conditions
γiDfi,z = γ
e
Dfe,z and γ
i
Nfi,z + γ
e
Nfe,z = 0, (7.19)
and hence for all h ∈ dom(H) = H2(Rn), Green’s identity together with the con-
ditions (7.19) would imply
(Hh, fz)L2(Rn) − (h, zfz)L2(Rn)
= (−∆hi, fi,z)L2(Ωi) − (hi,−∆fi,z)L2(Ωi)
+ (−∆he, fe,z)L2(Ωe) − (he,−∆fe,z)L2(Ωe)
= (γiDhi, γ
i
Nfi,z)L2(C) − (γiNhi, γiDfi,z)L2(C)
+ (γeDhe, γ
e
Nfe,z)L2(C) − (γeNhe, γeDfe,z)L2(C)
= 0,
(7.20)
that is, fz ∈ dom(H) and Hfz = zfz; a contradiction since z ∈ ρ(H). Hence,
ker
(Di(z) +De(z)) = {0}, z ∈ C\[0,∞),
and if we denote the restrictions of Di(z) and De(z) onto H3/2(C) by Di,3/2(z) and
De,3/2(z), respectively, then also ker(Di,3/2(z) +De,3/2(z)) = {0} for z ∈ C\[0,∞).
SPECTRAL SHIFT FUNCTIONS AND DIRICHLET-TO-NEUMANN MAPS 45
Thus, we have shown that E(z) and its restriction E1/2(z) are well-defined for all
z ∈ ρ(H) = C\[0,∞).
Furthermore, if the function fz in (7.17) belongs to H
2(Ωi) × H2(Ωe), that is,
fz ∈ ker(T − zIL2(Rn)), then γiDfi,z = γeDfe,z ∈ H3/2(C) and hence besides (7.18)
one also has(Di,3/2(z) +De,3/2(z))γiDfi,z = γiNfi,z + γeNfe,z ∈ H1/2(C). (7.21)
One concludes from (7.21) that
E1/2(z)
(
γiNfi,z + γ
e
Nfe,z
)
= γiDfi,z, (7.22)
and from (7.11) one then obtains(
cE1/2(z)− IL2(C)
)(
γiNfi,z + γ
e
Nfe,z
)
= cγiDfi,z −
(
γiNfi,z + γ
e
Nfe,z
)
= Γ0fz,
(7.23)
and (
αE1/2(z)− IL2(C)
)(
γiNfi,z + γ
e
Nfe,z
)
= αγiDfi,z −
(
γiNfi,z + γ
e
Nfe,z
)
. (7.24)
For z ∈ ρ(Hδ,c) ∩ ρ(H) one verifies ker(cE1/2(z) − IL2(C)) = {0} with the help of
(7.23). Then (7.11) and (7.14) yield
ran
(
cE1/2(z)− IL2(C)
)
= ran(Γ0) = H
1/2(C).
Thus, it follows from (7.23), (7.24), and (7.12) that
(c− α)−1(αE1/2(z)− IL2(C))(cE1/2(z)− IL2(C))−1Γ0fz
= (c− α)−1(αE1/2(z)− IL2(C))(γiNfi,z + γeNfe,z)
= (c− α)−1
(
αγiDfi,z −
(
γiNfi,z + γ
e
Nfe,z
))
= Γ1fz
holds for all z ∈ ρ(Hδ,c)∩ ρ(H). This proves that the Weyl function corresponding
to the quasi boundary triple (7.11)–(7.12) is given by (7.16).
Next it will be shown that M(z) andM(z)−1 are bounded for z ∈ C\R. For this
it suffices to check that the operators
αE1/2(z)− IL2(C) and cE1/2(z)− IL2(C) (7.25)
are bounded and have bounded inverses. The argument is the same for both oper-
ators in (7.25) and hence we discuss αE1/2(z)− IL2(C) only. One recalls that
Di(z) +De(z), z ∈ C\R,
maps onto L2(C), is boundedly invertible, and its inverse E(z) in (7.8) is a com-
pact operator in L2(C) with ran(E(z)) = H1(C) (cf. [10, Proposition 3.2 (iii)]).
Hence also the restriction E1/2(z) of E(z) onto H1/2(C) is bounded. It follows that
αE1/2(z)− IL2(C) is bounded, and its closure is given by
αE1/2(z)− IL2(C) = αE(z)− IL2(C) ∈ L
(
L2(C)), z ∈ C\R. (7.26)
In order to show that the inverse (αE1/2(z)− IL2(C))−1 exists and is bounded for
z ∈ C\R we first check that
ker
(
αE(z)− IL2(C)
)
= {0}, z ∈ C\R. (7.27)
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In fact, assume that z ∈ C\R and ϕ ∈ L2(C) are such that αE(z)ϕ = ϕ. It follows
from dom(E(z)) = ran(Di(z) + De(z)) = L2(C) that there exists ψ ∈ H1(C) such
that
ϕ =
(Di(z) +De(z))ψ, (7.28)
and from (7.4)–(7.5) one concludes that there exists a unique
fz =
(
fi,z
fe,z
)
∈ H3/2(Ωi)×H3/2(Ωe) (7.29)
such that
γiDfi,z = γ
e
Dfe,z = ψ, (7.30)
and
−∆fi,z = zfi,z and −∆fe,z = zfe,z. (7.31)
Since ϕ = αE(z)ϕ = αψ by (7.28), one obtains from (7.18), (7.30), and (7.28) that
γiNfi,z + γ
e
Nfe,z =
(Di(z) +De(z))γiDfi,z
=
(Di(z) +De(z))ψ
= ϕ
= αψ
= αγiDfi,z.
(7.32)
For h = (hi, he)
⊤ ∈ dom(Hδ,α) one has
γiDhi = γ
e
Dhe and γ
i
Nhi + γ
e
Nhe = αγ
i
Dhi, (7.33)
and in a similar way as in (7.20), Green’s identity together with (7.30), (7.32), and
(7.33) imply
(Hδ,αh, fz)L2(Rn) − (h, zfz)L2(Rn)
= (−∆hi, fi,z)L2(Ωi) − (hi,−∆fi,z)L2(Ωi)
+ (−∆he, fe,z)L2(Ωe) − (he,−∆fe,z)L2(Ωe)
= (γiDhi, γ
i
Nfi,z)L2(C) − (γiNhi, γiDfi,z)L2(C)
+ (γeDhe, γ
e
Nfe,z)L2(C) − (γeNhe, γeDfe,z)L2(C)
=
(
γiDhi, γ
i
Nfi,z + γ
e
Nfe,z
)
L2(C)
− (γiNhi + γeNhe, γiDfi,z)L2(C)
=
(
γiDhi, αγ
i
Dfi,z
)
L2(C)
− (αγiDhi, γiDfi,z)L2(C)
= 0.
As Hδ,α is self-adjoint one concludes that fz ∈ dom(Hδ,α) and fz ∈ ker(Hδ,α −
zIL2(Rn)). Since z ∈ C\R, this yields fz = 0 and therefore, ψ = γiDfi,z = 0 and
hence ϕ = 0 by (7.28), implying (7.27).
Since E(z) is a compact operator in L2(C) (see [10, Proposition 3.2 (iii)]) also
αE(z) is compact and together with (7.27) one concludes that
(αE(z)− IL2(C))−1 ∈ L
(
L2(C)).
Hence also the restriction (
αE1/2(z)− IL2(C)
)−1
(7.34)
is a bounded operator in L2(C). Summing up, we have shown that the operators
in (7.25) are bounded and have bounded inverses for all z ∈ C\R, and hence the
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values M(z) of the Weyl function in (7.16) are bounded and have bounded inverses
for all z ∈ C\R.
Step 3. Now we check that the operators {Hδ,c, Hδ,α} and Weyl function corre-
sponding to the quasi boundary triple {L2(C),Γ0,Γ1} in Step 1 satisfy the assump-
tions of Theorem 4.1 for n ∈ N, n ≥ 2, and all k ≥ (n− 3)/4.
In fact, the sign condition (4.4) follows from the assumption α(x) < c and the
fact that the closed quadratic forms hδ,α and hδ,c associated to Hδ,α and Hδ,c satisfy
the inequality hδ,c ≤ hδ,α (cf. the beginning of Step 2 in the proof of Theorem 5.3).
In order to verify the Sp-conditions
γ(z)
(p)(
M(z)−1γ(z)∗
)(q) ∈ S1(L2(Rn)), p+ q = 2k, (7.35)(
M(z)−1γ(z)∗
)(q)
γ(z)
(p) ∈ S1
(
L2(C)), p+ q = 2k, (7.36)
and
dj
dzj
M(z) ∈ S(2k+1)/j
(
L2(C)), j = 1, . . . , 2k + 1, (7.37)
for all z ∈ ρ(Hδ,c)∩ρ(Hδ,α) in the assumptions of Theorem 4.1, one first recalls the
smoothing property
(Hδ,c − zIL2(Rn))−1f ∈ Hk+2(Ωi)×Hk+2(Ωe), f ∈ Hk(Ωi)×Hk(Ωe), k ∈ N0,
(7.38)
of the resolvent of Hδ,c, which follows, for instance, from [73, Theorem 4.20]. Next
one observes that (2.2), (7.12), and the definition of Hδ,c imply in the same way as
in (5.40) that
γ(z)∗ = Γ1(Hδ,c − zIL2(Rn))−1f
= (c− α)−1(αγiD − (γiN + γeN ))(Hδ,c − zIL2(Rn))−1f
= (c− α)−1(cγiD − (γiN + γeN ) + (α− c)γiD)(Hδ,c − zIL2(Rn))−1f
= −γiD(Hδ,c − zIL2(Rn))−1f,
(7.39)
and hence (2.7), (7.38), and Lemma 5.2 yield(
γ(z)∗
)(q)
= −q! γiD(Hδ,c − zIL2(Rn))−(q+1) ∈ Sr
(
L2(Rn), L2(C)),
r > (n− 1)/[2q + (3/2)],
for all z ∈ ρ(Hδ,c) and q ∈ N0 (cf. [13, Lemma 3.1] for the case c = 0). One also
has
γ(z)
(p) ∈ Sr
(
L2(C), L2(Rn)), r > (n− 1)/[2p+ (3/2)],
for all z ∈ ρ(Hδ,c) and q ∈ N0. In addition, one verifies with the same arguments
as in Step 3 of the proof of Theorem 5.3 that also
dj
dzj
M(z) = j! γ(z)∗(Hδ,c−zIL2(Rn))−(j−1)γ(z) ∈ Sr
(
L2(C)), r > (n−1)/(2j+1),
for all z ∈ ρ(Hδ,c) and j ∈ N (cf. [13, Lemma 3.1] for the case c = 0). Summing up,
we see that the derivatives of the γ-field and Weyl function of the quasi boundary
triple {L2(C),Γ0,Γ1} have the same Sp-properties as the γ-field and Weyl function
in Step 3 of the proof of Theorem 5.3 (cf. (5.41), (5.42), and (5.44)). Now the same
arguments as in the proof of Theorem 5.3 show that the conditions (7.35)–(7.37)
are satisfied for all z ∈ ρ(Hδ,c) ∩ ρ(Hδ,α), p, q ∈ N0, p+ q = 2k and k ≥ (n− 3)/4.
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Hence the assumptions in Theorem 4.1 are satisfied with S in (7.9), the quasi
boundary triple in (7.11)–(7.12), and the corresponding γ-field and Weyl function.
It follows that the difference of the 2k + 1-th powers of the resolvents of Hδ,c and
Hδ,α is a trace class operator and that for any orthonormal basis (ϕj)j∈J in L
2(C)
the function
ξα(λ) =
∑
j∈J
lim
ε↓0
π−1
(
Im
(
log(Mα(λ+ iε))
)
ϕj , ϕj
)
L2(C)
for a.e. λ ∈ R,
is a spectral shift function for the pair {Hδ,c, Hδ,α} such that ξα(λ) = 0 for
λ < min(σ(Hδ,c)) ≤ min(σ(Hδ,α)). The above considerations remain valid in the
special case α = 0 which corresponds to the pair {Hδ,c, H}. Now the assertions
in Theorem 7.2 follow in the same way as in the proof of Theorem 5.3 from the
remarks in the end of Section 4. 
In space dimensions n = 2 and n = 3 one can choose k = 0 in Theorem 7.2 and
obtains a result of the same type as in Corollary 5.4.
Corollary 7.3. Let the assumptions be as in Theorem 7.2 and suppose that n = 2
or n = 3. Then the following assertions (i)–(iii) hold:
(i) The difference of the resolvents of H and Hδ,α is a trace class operator,
that is,[
(Hδ,α − zIL2(Rn))−1 − (H − zIL2(Rn))−1
] ∈ S1(L2(Rn))
holds for all z ∈ ρ(Hδ,α) = ρ(H) ∩ ρ(Hδ,α).
(ii) Im(log(Mα(z))) ∈ S1(L2(C)) and Im(log(M0(z))) ∈ S1(L2(C)) for all
z ∈ C\R, and the limits
Im
(
log(Mα(λ+ i0))
)
:= lim
ε↓0
Im
(
log(Mα(λ+ iε))
)
and
Im
(
log(M0(λ+ i0))
)
:= lim
ε↓0
Im
(
log(M0(λ+ iε))
)
exist for a.e. λ ∈ R in S1(L2(C)).
(iii) The function
ξ(λ) = π−1 trL2(C)
(
Im
(
log(Mα(λ+i0))−log(M0(λ+i0))
))
for a.e. λ ∈ R, (7.40)
is a spectral shift function for the pair {H,Hδ,α} such that ξ(λ) = 0 for
λ < min(σ(Hδ,c)) and the trace formula
trL2(Rn)
(
(Hδ,α − zIL2(Rn))−1 − (H − zIL2(Rn))−1
)
= −(2k + 1)
∫
R
ξ(λ) dλ
(λ − z)2
is valid for all z ∈ ρ(Hδ,α) = ρ(H) ∩ ρ(Hδ,α).
In the special case α < 0, Theorem 7.2 simplifies slightly since in that case the
sign condition (4.4) in Theorem 4.1 is satisfied by the pair {H,Hδ,α}. Hence it is
not necessary to introduce the operator Hδ,c in (7.3) as a comparison operator in
the proof of Theorem 7.2. Instead, one considers the operators S and T in (7.9)
and (7.10), and defines the boundary maps by
Γ0f = −γiNfi − γeNfe, dom(Γ0) = dom(T ),
and
Γ1f = −γiDfi +
1
α
(γiNfi + γ
e
Nfe)
)
, dom(Γ1) = dom(T ).
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In this case the corresponding Weyl function is given by
M(z) = E1/2(z)− α−1IL2(C), z ∈ C\R,
and hence the next statement follows in the same way as Theorem 7.2 from our
abstract result Theorem 4.1. We leave it to te reader to formulate a variant of
Corollary 7.3 for the special cases n = 2 and n = 3.
Theorem 7.4. Assume Hypothesis 7.1, let H and Hδ,α be the self-adjoint operators
in (7.1) and (7.2), respectively, let E(z) be defined as in (7.8), and let α ∈ C1(C)
be a real-valued function such that α(x) < 0 for all x ∈ C. Then the following
assertions (i) and (ii) hold for k ∈ N0 such that k ≥ (n− 3)/4:
(i) The difference of the 2k + 1th-powers of the resolvents of H and Hδ,α is a
trace class operator, that is,[
(Hδ,α − zIL2(Rn))−(2k+1) − (H − zIL2(Rn))−(2k+1)
] ∈ S1(L2(Rn))
holds for all z ∈ ρ(Hδ,α) = ρ(H) ∩ ρ(Hδ,α).
(ii) For any orthonormal basis (ϕj)j∈J in L
2(C) the function
ξ(λ) =
∑
j∈J
lim
ε↓0
π−1
(
Im
(
log(E(t+ iε)− α−1IL2(C))
)
ϕj , ϕj
)
L2(C)
for a.e. λ ∈ R is a spectral shift function for the pair {H,Hδ,α} such that
ξ(λ) = 0 for λ < 0 and the trace formula
trL2(Rn)
(
(Hδ,α − zIL2(Rn))−(2k+1) − (H − zIL2(Rn))−(2k+1)
)
= −(2k + 1)
∫
R
ξ(λ) dλ
(λ− z)2k+2
is valid for all z ∈ C\[0,∞).
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