In this paper we consider the Hardy-Lorentz and X s spaces that lie between, and close to, H 1 (R n ) and L 1 (R n ). We discuss the atomic decomposition of the elements in these spaces and the behavior of maximal functions and singular integrals acting on them.
Introduction
In this paper we consider the relationships between H 1 (R n ), L 1 (R n ) and the Hardy-Lorentz and X s spaces that lie between, and close to, them. We are particularly interested in the atomic decomposition of the elements in these spaces and in the behavior of maximal functions and singular integrals acting on them. Moreover, since Calderón-Zygmund singular integral operators map L 1 (R n ) continuously into weak L 1 (R n ), or L 1,∞ (R n ), and H 1 (R n ) continuously into L 1 (R n ), also the interpolation properties of these spaces are of interest to us.
By L 1 (R n ) = L 1 we mean the class of Lebesgue measurable functions f which are also integrable, i.e., such that f 1 = R n |f (x)| dx < ∞. Normed with f 1 , L 1 becomes a Banach space. The Hardy space H 1 (R n ) = H 1 consists of those integrable functions f whose non-tangential maximal function N f is also integrable. Normed with f H 1 = N f 1 , H 1 becomes a Banach space. The simplest examples of H 1 functions are L q , H 1 atoms. We say that a compactly supported function a with vanishing integral is an L q atom with defining interval I if supp(a) ⊆ I, L ∞ atoms are called plainly H 1 atoms. Atoms are the basic building blocks of H 1 , namely, each f ∈ H 1 can be written as f (x) = ∞ 1 λ j a j (x) , where the a j 's are atoms, j |λ j | < ∞, and the convergence is in the sense of distributions as well as in H 1 . This expansion is called an atomic decomposition of f . Furthermore, we have the equivalence
where the infimum is taken over all possible atomic decompositions of f . This expression is called the atomic norm of f and will be used in this article as the norm in H 1 . From now on we assume that the scalars in the various atomic decompositions are positive. For these, and all other well-known basic facts used throughout the article, see [16] , [21] and [23] .
Since L 1 \ H 1 is quite rich, it is natural to attempt to understand what lies between L 1 and H 1 . There are, for instance, the Hardy-Lorentz spaces H 1,s (R n ) = H 1,s , 0 < s ≤ ∞, introduced by C. Fefferman, Rivière, and Sagher, see [12] . H 1,s consists of those distributions whose radial maximal function belongs to the Lorentz space L 1,s (R n ) = L 1,s . In particular the space H 1,∞ , or Weak H 1 , was studied by R. Fefferman and Soria and contains all of L 1 \ H 1 , see [14] . However, it also contains finite measures and L 1,∞ .
Here we show that, just as in the case of H 1 and H 1,∞ , the spaces H 1,s , 0 < s < ∞, can be described in terms of atoms. Distributions in H 1,s can be written as linear combinations of H 1 atoms with coefficients in the mixed norm space ℓ(1, s), or actually in ℓ s when s ≥ 1. Since for the closely related spaces L 1,s , Galb(L 1,s ) is ℓ log ℓ 1/s ′ for 1 < s ≤ ∞, and ℓ s for 0 < s < 1, see [6] , this result does not follow from general considerations concerning linear combinations of elements in H 1,s . The atomic decomposition allows to easily recover the identification of H 1,s as an intermediate space, and also to describe the relationship of (H 1 , H 1,∞ ) η,s to H 1,s . This result applies, for instance, to operators that are amenable to H 1 −L 1 and H 1,∞ −L 1,∞ bounds. We consider Calderón-Zygmund singular integral operators with variable kernels here, but there are others, including the Marcinkiewicz functions, see [10] . Finally, duality techniques are of little use beyond the usual H 1 results: the dual of H 1,s is BMO for 0 < s ≤ 1, and, just as in the case of L 1,s , it reduces to the 0 functional for s > 1.
The spaces X s (R n ) = X s , 1 ≤ s < ∞, were introduced by Sweezy, see [22] . Functions in X s are given in terms of atomic decompositions of the usual L q , H 1 atoms, but with a different normalization. They form a nested family that starts at H 1 = X 1 and approaches
, the subspace of L 1 functions with vanishing integral, as s → ∞.
Here we consider the whole range of X s spaces, 0 < s ≤ ∞. First, X s = H 1 for 0 < s ≤ 1. Also, X ∞ resembles L 1 0 : its dual is L ∞ modulo constants, but endowed with a norm weaker than the essential supremum. This allows us to go past L 1 0 by means of the closely related X r spaces, 0 < r ≤ ∞, which increase towards L 1 from beyond L 1 0 . We also address some questions posed in [22] . Based on ideas from [15] and [1] , we introduce the dyadic X s spaces and explain their relationship to X s ; similarly for the dyadic H 1,s spaces and H 1,s . By interpolation we also show that Calderón-Zygmund singular integral operators map X r into L 1,s for 1 < r < s < ∞, and the same is true for the non-tangential maximal function. Thus for f ∈ X r , N f ∈ L 1,s for s > r, and X r is continuously embedded in H 1,s for 1 < r < s ≤ ∞.
On the other hand, we show that distributions in H 1,s also have an atomic decomposition in terms of X r atoms, 1 ≤ r < ∞, and we introduce the spaces HX s , 1 ≤ s ≤ ∞, that share this property. They are inspired by the Herz type Hardy spaces, which have an atomic decomposition in terms of central H 1 atoms, i.e., atoms whose defining interval is centered at the origin, see for instance [19] and the references given there. We simply replace the central H 1 atoms with central X s atoms and are thus able to extend the nested family of Herz type Hardy spaces beyond H 1 to form a nested family for L 1 0 . HX 1 is a proper dense subspace of H 1 , and for each s ≤ ∞, HX s is a dense subset of X s that is continuously embedded in X s . We also introduce the closely related family HX r , based on functions with atomic decompositions in terms of central X r atoms. In both instances we have interpolation results similar to those obtained for the X s and X r spaces.
The paper is organized as follows. The Lorentz spaces and the K functional are reviewed in Section 2. In Section 3 we study the Hardy-Lorentz spaces H 1,s . We prove the atomic decomposition of elements in these spaces and discuss their interpolation properties. Applications of these results to Calderón-Zygmund singular integral operators with variable kernels are given. In Section 4 we study the spaces X s , including their interpolation properties. Section 5 is devoted to the X r spaces, and Section 6 to the dyadic versions of X s and H 1,s . Section 7 gives examples of spaces based on X s atoms. They include H 1,s and the Herz type Hardy spaces HX s and HX r . The extension of these results to the setting of H p and L p , 0 < p < 1, will be discussed elsewhere.
Preliminaries

The Lorentz spaces
Given a measurable function f on R n we denote by m(f, λ) its distribution function, i.e.,
Clearly m(f, λ) is non-increasing and continuous on the right. Also, as is readily seen,
The non-increasing rearrangement f * of f is defined as
f * is non-increasing and continuous on the right and at its points of conti-
when 0 < q < ∞, and
An equivalent expression for the Lorentz quasinorms is in terms of the distribution function. Indeed, we also have
For each p > 0, the L p,q 's form a scale of spaces that increases continuously with q and
The K functional
Given quasinormed spaces A 0 and A 1 continuously embedded in a tvs A, the K functional of f ∈ A 0 + A 1 at t > 0 is defined by
It is readily verified that, if A 0 is continuously embedded in A 1 , then
The intermediate space (A 0 , A 1 ) θ, q , 0 < θ < 1, 0 < q < ∞, is given by
and 
where H p,q consists of those distributions f whose radial maximal function
Here ϕ is a compactly supported, smooth function with nonvanishing integral, see [12] . In particular, by H 1,s , 0 < s ≤ ∞, we mean the space of those f 's with maximal function M f in L 1,s , endowed with the quasinorm f
R. Fefferman and Soria studied in detail the space H 1,∞ , which they called Weak H 1 , see [14] . It is characterized by the quasinorm
Just as in the case of H 1 , H 1,s can be characterized in a number of different ways, including in terms of non-tangential maximal functions and Lusin functions.
The following observation is useful in verifying that a function is in L 1,s .
Lemma 3.1. Let the non-negative sequence {µ k } be such that {2 k µ k } ∈ ℓ s , 0 < s ≤ ∞, and suppose the non-negative function ϕ satisfies the following property: for some 0 < ε < 1, given an integer k 0 , we have ϕ ≤ ψ + η, where ψ is essentially bounded and satisfies ψ ∞ ≤ c 2 k 0 , and
Then ϕ ∈ L 1,s , and
Also, the same conclusion holds if ε = 1/r, 1 < r < ∞, , and
Proof. Given k 0 , let ψ and η be as above. Then {ϕ > (c+1) 2 k 0 } is contained in {η > 2 k 0 }, and it suffices to work with η instead. Under the assumptions of the first half of the lemma, invoking Chebychev's inequality we have
Let 1 − ε = 2δ and rewrite the right-hand side above as
When 1 < s < ∞, by Hölder's inequality, this expression is dominated by
, and when 0 < s ≤ 1 we get a similar bound by simply observing that it does not exceed
Whence, continuing with the estimate we have
, which yields, since 1 − ε = 2 δ,
When s < ∞, raising to the power s and summing we get
which, upon changing the order of summation in the right-hand side of the above inequality, is bounded by
On the other hand, when s = ∞, we have
and the desired conclusion follows by taking the sup over k 0 .
In the second case, again by Chebychev's inequality we have
and so
Now, the last expression on the right-hand side above is the convolution of the sequences 2 −k(1−ε) , k > 0, and 0 otherwise, which is in ℓ 1 , and
which is in ℓ rs , and consequently it belongs to ℓ rs , with norm → ∞ as ε → 1. This gives the case s = ∞ at once. If s < ∞,
We begin by showing that, just like H 1 and H 1,∞ , H 1,s has an atomic characterization. The proof works for 0 < s ≤ ∞.
i. a j,k is supported in an interval I j,k with the I j,k 's having bounded overlap for each k.
ii. The a j,k 's have vanishing integral.
iii. a j,k ∞ ≤ c 2 k , and
Conversely, if f is a distribution satisfying the above properties, then
Proof. The idea of constructing an atomic decomposition using Calderón's reproducing formula is well understood, so we will only sketch it here, see [3] and also [24] . Let N f (x) = sup{|(f * ψ t )(y)| : |x − y| < at} denote the non-tangential maximal function of f with respect to a suitable smooth function ψ with nonvanishing integral. Calderón considers the open sets O k = {N f > 2 k }, all integers k, and builds the atoms with defining interval I j,k associated to the Whitney decomposition of O k , and hence satisfying all the required properties. More precisely, f = k f k in the sense of distributions, where for each k, f k is a bounded function not exceeding c 2 k and so that f k (x) = j a j,k (x) , where |a j,k (x)| ≤ c 2 k , c is a constant, and each a j,k has vanishing integral and is roughly supported in I j,k . Finally,
Clearly this last estimate is also true in case s = ∞, see also [14] .
Conversely, suppose f satisfies the properties listed in the statement of the theorem, and let M f (x) = sup t>0 |(f * ψ t )(x)| denote the radial maximal function of f with respect to a suitable smooth function ψ with nonvanishing integral. Then g =
and integrating we get
The integrals in the right-hand side above are easily computed and equal
We are now under the conditions of the first half of Lemma 3.1 with
Thus M f ∈ L 1,s and the desired conclusion follows.
It is also possible to organize the atoms in Theorem 3.1 in a slightly different way to obtain a more apparent decomposition in terms of H 1 atoms. First a definition. We say that λ = {λ j,k } is in the mixed norm space ℓ(1, s) if the quasinorm
We then have
, where the sequence {λ j,k } ∈ ℓ(1, s), the α j,k 's are H 1 atoms, and the convergence is in the sense of distributions. Moreover
Proof. The idea is to further decompose the a j,k above as
and balance the contribution of each term to the sum. If I j,k denotes the support of a j,k , let λ j,k = 2 k |I j,k |. Then α j,k (x) is essentially an H 1 atom with defining interval I j,k and if s < ∞,
The case s = ∞ follows along the same lines.
When 1 ≤ s ≤ ∞, for Theorem 3.2 to hold it suffices to assume that {λ j,k } ∈ ℓ s . This is the case because, since the I j,k 's have bounded overlap at each level k, it readily follows that j |I j,k | s ∼ j |I j,k | s , and λ s ∼ λ ℓ(1,s) .
As a partial converse to Theorem 3.2, and to decide whether a similar result holds for 0 < s < 1, we consider arbitrary atomic decompositions. We find convenient to introduce a condition that relates the coefficients λ j with the measure of I j , the defining interval of the corresponding atoms a j . Let Proof. Let ψ be a Schwartz function with support contained in {|x| ≤ 1} and integral 1. We will show that the radial maximal function M f (x) = sup t>0 |f * ψ t (x)| is in L 1,s . First observe that f * ψ t is well defined and if
Once we show that ϕ is in L 1,s , the same will be true for M f (x). If I j denotes the defining interval of a j , observe that with γ = (n + 1)/n,
and consequently
Fix k 0 and divide the sum in two terms, one for j ∈ I k with k ≥ k 0 , and the other for j ∈ I k with k < k 0 , and denote the corresponding summands ϕ + (x) and ϕ − (x) respectively.
We estimate ϕ + (x) first. Then, if 1/γ < ε < 1,
which upon integration yields
We apply now the first half of Lemma 3.1 with µ k = j∈I k |I j |, and get
which, for any 0 < η < 1, does not exceed c λ [η,s] . As for ϕ − (x), recall that
and consequently, by Minkowski's inequality with index r = 1/η > 1,
We are now in a position to apply the second half of Lemma 3.1 with
This gives at once
Theorem 3.3 is particularly suited to the case 0 < s <
There is no simple way of describing the inductive limit (H, τ ), i.e., H endowed with the inductive topology τ , which is not a quasinormed space. However, we can also introduce on H the topology induced by the quasinorm f H = lim s→∞ f H 1,s . The homogeneity and quasitriangle inequality follow easily for · H . Moreover, since f H 1,∞ ≤ c f H , if f H = 0 then also f H 1,∞ = 0 and f = 0. Furthermore, since the inclusion maps from H 1,s to (H, · H ) are continuous, the inclusion map from (H, τ ) to (H, · ) is continuous as well. Also the inclusion map from (H, · H ) into (H 1,∞ , · H 1,∞ ) is continuous. Informally, we recognize the distributions in H 1,∞ as those with associated λ's in ℓ ∞ and those in H with associated λ's in p<∞ ℓ p . Since ℓ ∞ \ p<∞ ℓ p is not empty, these spaces are not the same. For a < ∞, a similar situation occurs for the inductive limit as s → a − , and for the projective limit as s → a + , which correspond to the case when λ ∈ ℓ a \ s<a ℓ s , and λ ∈ s>a ℓ s \ ℓ a , respectively.
H
1,s as an intermediate space between H 1 and H
1,∞
In this section we will make use of the following result.
Proof. We begin by rearranging {µ k } into the non-increasing sequence {µ * k }. Let M be the largest integer such that
and consequently µ * M +1 ≤ A τ −1/s . Moreover, since µ * k is non-increasing, also µ * k ≤ A τ −1/s for all k > M , and the conclusion follows upon rewriting the estimates in terms of the original sequence .
As a first step in deciding where H 1,s fits in the scale of interpolation spaces between H 1 and H 1,∞ we consider the functional K(t, f ;
Suppose next that t > 1. As in the proof of Theorem 3.1 write f = ∞ k j λ j,k a j,k , where λ j,k /|I j,k | ∼ 2 k . Thus, for every level k, the set 
In either instance let
Next, let θ = 1/s ′ and put 0 < p = 1−θ < 1. Since H 1,∞ = (H p , L ∞ ) θ,∞ we can estimate f − f 1 H 1,∞ by means of the interpolation norm. First, let
Because the decomposition in Theorem 3.1 works simultaneously for all p > 0, see [3] , the above sum represents a renormalization of H 1 atoms into H p atoms and it thus bounds
Furthermore, since for the k's that appear in the sum the corresponding µ k 's are uniformly bounded
Let then f 1,∞ = g ∞ + g p . Collecting estimates we get
Now, 2 k 0 is arbitrary, and we choose it so that both summands above are of the same order. The choice is 2 k 0 ∼ A/t 1/s u p . Then both terms, and consequently also K(u, f 1,∞ ; H p , L ∞ ), are of order ∼ A u θ /t 1/s , and we have
We can finally estimate K(t, f ; H 1 , H 1,∞ ) for t > 1.
The conclusion follows by combining both estimates.
Using Lemma 3.3 we are now able to interpolate between H 1 and H 1,∞ .
Proof. Since the non-tangential maximal function of an H 1 function is in L 1 and that of an L 1 function is in L 1,∞ , it readily follows that
Then, for s and η with η = 1/s ′ ,
Let now θ and r satisfy 0 < η < θ < 1 and r ′ = 1/θ. Then, by Lemma 3.3,
Thus, if f ∈ H 1,s , then f ∈ (H 1 , H 1,∞ ) θ,r , and H 1,s ֒→ (H 1 , H 1,∞ ) θ,r , where the embedding constant → ∞ as r decreases to s.
The conclusion of Proposition 3.1 may be restated by replacing t −1/r ′ with (t (ln(e+t)) (1+ε) ) −1/s ′ for instance, so that the integral in the right-hand side above converges. These substitute limiting spaces are often introduced for this purpose and are denoted by (A 0 , A 1 ) θ,s;b , where in our case b(t) = (ln(e + t)) −(1+ε) . Proposition 3.1 applies to the Calderón-Zygmund singular integral operators with variable kernel. Let Ω(x, z) be a function defined on R n × R n that verifies the following two properties for each x ∈ R n : it is positively homogenous of degree 0 in z and Σ Ω(x, z ′ ) dz ′ = 0, where Σ is the unit sphere in R n , n ≥ 2, and dz ′ denotes the normalized surface measure on Σ. Ω will also be assumed to satisfy a growth and a smoothness condition. Specifically, we assume that
and an appropriate smoothness condition involving the integral modulus of continuity ω q (δ) of order q defined by
where ̺ is a rotation in R n with ̺ = sup z ′ ∈Σ |̺z ′ − z ′ |. The Calderón-Zygmund singular integral operator T Ω is defined by [5] . Moreover, if for some 0 < β ≤ 1
where n/(n + β) < p < 1, see [7] . Then, if Ω satisfies both assumptions, by interpolation
On the other hand, one may also interpolate between H 1 and H 1,∞ making use of the improved estimates available in that case. Namely, if [7] , and if [11] . Thus, if Ω satisfies both of the above conditions, by Proposition 3.1
Another application of the atomic decomposition is to show directly that (H p , L ∞ ) θ,s ∼ H 1,s for 0 < p = 1 − θ < 1. According to Theorem 1 of [12] it suffices to verify that 
, and consequently
The spaces X s
The X s 's, a family of function spaces that lie between H 1 (R n ) and L 1 (R n ), were introduced in [22] . They are defined as sums of the usual L q , H 1 atoms normalized as follows: for an index 1 < q ≤ 2 with conjugate 2 ≤ p < ∞, 1/p + 1/q = 1, and 0 < s ≤ ∞, we say that a compactly supported function a with vanishing integral is a (q, s) atom with defining interval I if supp(a) ⊆ I,
I
a(x) dx = 0 , and,
for s < ∞, and
X s (R n ) = X s is defined as the space of those functions f (x) can be written as f (x) = j λ j a j (x) , where the a j 's are (q, s) atoms, j λ j < ∞, and the convergence is in the pointwise a.e. sense. The X s -norm of f is given by
where the infimum is taken over all possible atomic decompositions of f . Equipped with this norm, the sum converges to f also in the norm sense. X r is a Banach space for all r. We also have Lemma 4.1. Suppose a is a (q, s) atom. Then
Proof. Since a is a (q, s) atom we have
and the conclusion follows.
Thus, f Xs ≤ f Xr for r ≤ s, X r ֒→ X s , and the X s 's form a nested family of Banach spaces. Moreover, since for a (q, s) atom a, by Hölder's inequality, we have
it also readily follows that for f ∈ X s , 0 < s < ∞,
and for f ∈ X ∞ , f 1 ≤ f X∞ , and consequently X s ֒→ L 1 , X s ֒→ X ∞ , and X ∞ ֒→ L 1 . For s = 1 the norm in X 1 reduces to the atomic H 1 norm, and the same is true for 0 < s < 1. Proof. We have already seen that f H 1 ≤ f Xs . Let now f ∈ H 1 have an atomic decomposition f = j λ j a j where the a j 's are H 1 atoms. Then
a j (x)/2 1/s is a (2, s) atom, and f Xs ≤ 2 1/s j λ j . Taking the infimum over all possible decompositions of f it follows that f Xs ≤ 2 1/s f H 1 , and we have finished.
The situation is different for s > 1. As the q j 's approach 1, the p j 's tend to ∞, the sums escape H 1 and X s = H 1 , s > 1. In fact, more can be said. The dual of X s is BMO(s), namely, the space consisting of those locally integrable functions ϕ such that
These spaces have been identified in [22] with some exponential spaces as follows: given 0 < r < ∞, we say that ϕ ∈ expL r if there are constant c, C > 0 such that for all intervals I
Then, for 1 ≤ r < ∞, BMO(r) = expL r . Since expL s is strictly included in expL r for 1 ≤ r < s, X s strictly contains X r whenever 1 ≤ r < s. Thus, although X r is densely embedded in X s for r < s, it is of first category in (X s , · Xs ).
Concerning s large, let X = s<∞ X s , and let (X, τ ) denote the inductive limit lim − → X s . We introduce a topology on X that is easier to deal with than the inductive topology: for f ∈ X, let
It is not hard to see that · X is a norm. The homogeneity and triangle inequality follow easily. Moreover, if f X = 0, then f 1 = 0 and f = 0 a.e. In fact, for each s, the inclusion mapping from X s to (X, · ) is continuous, and hence lim − → X s is also continuously included in X. Similarly, (X, · ) is continuously embedded in (X ∞ , · X∞ ), and X and X ∞ are not the same space. Indeed, note that X r is of first category in X ∞ for r < ∞, and the same is true for X: if U is open in X ∞ , then it can not be open in any X r and hence it is not open in X.
As we have seen, X ∞ is a Banach space continuously embedded in L 1 0 . To see how it fits in L 1 0 we will characterize its dual as L ∞ modulo constants, which is the dual of L 1 0 , but with a weaker norm. First note that two functions that differ by a constant induce the same linear functional on X ∞ . So, we introduce an equivalence relation in L ∞ as follows: we say that ϕ ∼ ϕ 1 if ϕ − ϕ 1 = c a.e., and let L ∞, * denote L ∞ modulo constants. Since (ϕ(x) − ϕ I ) χ I = (ϕ 1 (x) − (ϕ 1 ) I ) χ I whenever ϕ ∼ ϕ 1 , the expression
We are now in a position to describe the dual of X ∞ .
and
Proof. Let ϕ ∈ L ∞, * . Then the absolutely convergent integral
and consequently, taking the infimum over the atomic decompositions of f we have
Thus ϕ induces a linear functional L ϕ on X ∞ with norm not exceeding ϕ ∞, * . As for the converse, let 1 < q ≤ 2. We begin by observing that functions f ∈ L q that have vanishing integral and are supported in an interval I are in X ∞ and satisfy
Given L ∈ X * ∞ , for a fixed N let us consider the restriction of L to the space of L q functions f of vanishing integral that are supported in I N = {|x| ≤ N }.
this restriction is continuous with respect to the norm in L q and consequently it can be extended to a continuous linear functional in L q and represented as
where ϕ N ∈ L p (I N ) and satisfies ϕ N p ≤ L |I N | 1/p . Clearly ϕ N is uniquely determined up to an additive constant c N in I N and does not depend on the choice of q. Therefore,
ϕ(x) is well defined a.e. and if f ∈ L q is bounded, has vanishing integral, and is supported in I N , we have
Next we consider an arbitrary interval I and estimate
Since (ϕ − ϕ I )χ I has vanishing integral and (g − g I )χ I ∈ X ∞ ,
Thus, for all p with 2 ≤ p < ∞, we have
and consequently also
where the sup is taken over all intervals I and 2 ≤ p < ∞. Hence, for each fixed I, by letting p → ∞ it readily follows that
and consequently ϕ ∞, * ≤ 2 L . Summing up, we have shown that for each
X s as an intermediate space between H
1 and X
We begin by computing the K functional for f ∈ X s as an element of H 1 +X. A similar result holds with X ∞ in place of X.
Proof. We may assume that f Xs = 1. For t small, since H 1 ֒→ X, we have K(t, f ; H 1 , X) ∼ t f X ≤ c t f Xs = c t .
Suppose now t is large, t ≥ 2, say. Let f = j λ j a j be a decomposition of f in X s with j λ j ∼ 1 and pick n such that
Clearly f 1 = ∞ j=n+1 λ j a j ∈ X, and f 1 X ≤ f 1 Xs ≤ t −1/s . Arrange now the remaining atoms by decreasing exponent q j , and suppose first that t falls between the p j 's, i.e.,
λ j a j , and observe that f 3 X ≤ t −1/s . And, if p n ≤ t, put f 3 = 0, f 2 = m j=1 λ j a j , and note that
The conclusion follows combining the estimates for t small and t large.
Proposition 4.2. Let f ∈ X s , 1 < s < ∞. Then f ∈ H 1,r , r > s, and
Proof. The proof proceeds along the lines of Proposition 3.1. Since the nontangential maximal operator maps H 1 into L 1 , and also L 1 , and hence X, into L 1,∞ , by elementary interpolation considerations we have
and consequently by Lemma 4.2,
This gives the conclusion. Observe that since X s ֒→ H 1,r whenever r > s, X s is also continuously embedded in the projective limit of H 1,r as r tends to s + .
Concerning Proposition 4.2, since L 1 ֒→ H 1,∞ , a sublinear mapping that maps H 1,∞ boundedly into a quasinormed space Y , also maps L 1 continuously into Y . In particular, continuous sublinear mappings from H 1,∞ into L 1,∞ are also of weak type (1, 1). These observations apply to the Calderón-Zygmund singular integral operators described after Proposition 3.1 and hence the continuity of these operators from the X s 's into appropriate Lorentz spaces is established. On the other hand, some operators, such as the Hardy operator H given in R 1 by
map H 1 into L 1 , see [1] , and are of weak-type (1, 1), but are not defined on H 1,∞ .
5 The spaces X r Let J denote the unit interval [ 0, 1 ] × · · · × [ 0, 1 ] of sidelength 1, and for 0 < r ≤ ∞, let X r = X r + sp(χ J ). Also set X = X + sp(χ J ). The sum is meant in the sense of Banach spaces and, since elements in X r have a unique decomposition as the sum of a function in X r and a multiple of χ J , the norm of f = f r + λχ J in X r is given by
Observe that X r = H 1 + sp(χ J ) for 0 < r ≤ 1, X r ֒→ X r , X r ֒→ X s for r < s, and X r increases to X ∞ = X ∞ + sp(χ J ) as r increases to ∞. Thus the family X r is nested and it fills the gap between H 1 + sp(χ J ) and L 1 , and together with the X r 's the only gap left is between L 1 0 and H 1 + sp(χ J ). Observe that it is possible to interpolate between X 1 and X ∞ , and X 1 and X . To show the former, for instance, it suffices to note that
A quick way to prove this is to invoke the corresponding result for X s , the details are left to the reader. In particular, X r is embedded continuously in the interpolation space (X 1 , X ∞ ) η,r whenever η > 1/r, and similar results to the ones obtained for X s follow. For instance, when n = 1, the Hilbert transform maps X r continuously into L 1,s + sp ln
, or simply into L 1,s + L 1,∞ , for r < s. Also the projection map f → f χ [0,∞) maps X r into itself. If in addition one requires that the defining intervals of the atoms lie in [0, ∞), the resulting space for r = 1 was introduced by Fridli who showed that it is isomorphic to the subspace of H 1 (R) consisting of odd functions. It can also be characterized as those integrable functions whose truncated Hilbert transform is also integrable, see [15] .
As for the dual of X r , it is the space BMO r which consists of all locally integrable functions ϕ(x) such that 
2.
For some integers n, k, 
Now to the H 1,s spaces. Given 0 < s ≤ ∞, we say that a distribution f is in dyadic H 1,s , or H 1,s d , if f = k j λ j,k a j,k , where λ ∈ ℓ(1, s) and the a j,k 's are dyadic H 1 atoms, and we say that f ∈ H 
Spaces in terms of X r atoms
Distributions in H 1,s also admit decompositions in terms of X r atoms, 1 < r ≤ ∞. We show first a useful result. Proposition 7.1. Suppose Λ = n λ n < ∞. Then there is a sequence µ n → ∞ such that n λ n µ n ≤ 2 Λ.
Proof. For each j, let n j be an increasing sequence such that ∞ n=n j+1 λ n < Λ/2 2j . Define µ n = 2 j for n j < n ≤ n j+1 . Then µ n → ∞ as n → ∞ and We can now prove our result. In other words, a j,k is a (q j,k , r) X r atom. Thus, H 1,s distributions also admit a decomposition of the form f = j λ ′ j a j , with {λ ′ j } ∈ ℓ s and a j ∈ X r .
Some Hardy spaces of Herz type can also be described in terms of X r atoms. Let I δ = [−δ/2, δ/2 ] × · · · × [−δ/2, δ/2 ] denote the interval centered at the origin of sidelength δ. We say that a(x) is a central (q, r) atom if a(x) is a (q, r) atom with defining interval I δ for some δ > 0. Specifically, the space HX r , 1 ≤ r ≤ ∞, consists of all functions f with atomic decomposition of the form f = j λ j a j , where the a j 's are central (q j , r) atoms for some 1 < q j ≤ 2 and j λ j < ∞. On HX r we define the atomic norm.
HX 1 is a dense subset of H 1 which is embedded continuously in H 1 but, as we will see below, it is not H 1 . The HX r 's form a nested family of subspaces of L 1 0 and, for each r, HX r is a dense subset of X r which is continuously embedded in X r .
The dual of HX r is the space CMO(r) consisting of those functions ϕ such that ϕ CM O(r) = sup ln |x + 1|, −1 < x < ∞ , is in CMO(1) but not in BMO, which shows that, unlike X 1 , HX 1 is not H 1 . The space CMO(∞) coincides with L ∞, * as a set of functions, but with a weaker norm. Finally, we let HX r = HX r + sp(χ I 1 ) . In other words, functions f in HX r can be written as f (x) = λ j a j (x) + λ χ I 1 (x), where the a j 's are central (q j , r) atoms for some 1 < q j ≤ 2. On HX r we define the atomic norm. The spaces HX r form an increasing family of subspaces of L 1 and HX r strictly contains HX r . HX ∞ is close to L 1 , so the HX r 's cover the gap left by the HX r 's. Finally, the dual of HX r is CMO r which consists of all functions ϕ ∈CMO(r) but normed with ϕ CMO r = ϕ CMO(r) + I 1 ϕ(x) dx .
