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EinleitungZeitkritisch sind viele informationstechnische Systeme, wie z. B. die Steuerung furdie Schranke an einem Bahnubergang, die Steuerung fur die Ampel an der nachstenKreuzung oder der Autopilot eines Jets. Die Informatik setzt sich mit der formalenBeschreibung | der Spezikation | und der Uberprufung der Korrektheit | derVerikation | solcher Systeme auseinander.Im Mittelpunkt der vorliegenden Abhandlung stehen solche Formalismen zur Be-schreibung des Verhaltens zeitabhangiger Systeme, die eine eektive Behandlung er-lauben. Es werden strukturell einfacheModelle, sogenannte Automaten, und geeigneteLogiken untersucht. Zum einen geht es um die Frage, wie entsprechende Automatenund Logiken aussehen und welche Eigenschaften sie auszeichnen, zum anderen darum,die Grenzen aufzuzeigen, innerhalb derer ein eektiver Umgang mit Automaten undLogiken zur Beschreibung zeitabhangiger Systeme moglich ist.Formalismen zur Beschreibung zeitabhangigen Verhaltens benutzen als formalesModell Zustandsverlaufe ('timed state sequences`, 'observation sequences`). Dabeihandelt es sich um Folgen der Form(s0; t0)(s1; t1)(s2; t2) : : : ; (0.1)in denen si jeweils ein Zustand und t0; t1; t2; : : : eine streng monoton steigende, mitNull beginnende Folge von reellen Zahlen, sogenannten beobachtbaren Zeitpunkten,ist. In der vorliegenden Arbeit werden wir uns, wie dies auch in vielen anderen Ar-beiten geschieht, auf eine endliche Zustandsmenge beschranken.1 Wir werden Folgenwie in (0.1) als reelle Zustandsverlaufe bezeichnen. Eine Einschrankung auf ganzzah-lige Werte ti fuhrt zu sogenannten ganzzahligen Zustandsverlaufen, und wenn nurdie Folge 0, 1, 2, : : : fur t0, t1, t2, : : : zugelassen wird, dann sprechen wir von dis-kreten Zustandsverlaufen. Dann kann (0.1) unmittelbar mit der Folge s0, s1, s2, : : :identiziert werden.Formal ist ein zeitabhangiges Verhalten durch eine Menge von reellen Zustands-verlaufen gegeben.1Einen entgegengesetzten Ansatz wahlt Leslie Lamport in [AL91] und [Lam93].viii
EINLEITUNG ixHistorische EinfuhrungDie zuerst entwickelten Formalismen zur Beschreibung des Verhaltens zeitabhangigerSysteme sind geeignete logische, sogenannte zeitlogische Sprachen. So benutzen RonKoymans, Jan Vytopil und Willem Paul de Roever schon 1983 in [KVdR83] (spaterin [KdR86]) eine Spezikationssprache, die man gema der Klassizierung von Alurund Henzinger ([AH91b]) als eine lineare Zeitlogik mit beschrankten Zeitoperatorenbezeichnen wurde. Weitere zeitlogische Spezikationsformalismen folgten: RTL ('real-time logic`, [JM86]), RTTL ('real-time temporal logic`, [Ost87] und [Ost90]), GCTL('global clock temporal logic`, [Har88]), 'metric temporal logic` ([Koy89] bzw. [Koy90])und ECTL ('explicit clock temporal logic`, [Zho93]). Zum Teil werden diese Logiken,wie z. B. RTTL, nur uber ganzzahligen Zustandsverlaufen interpretiert.Aus prinzipieller Sicht konnen zeitlogische Sprachen und ihre jeweilige Ausdrucks-starke danach bewertet werden, ob die entsprechende Theorie entscheidbar ist, d. h.,ob die Menge aller (in allen Zustandsverlaufen) gultigen Formeln eine entscheidbareMenge bildet. In ihrer wegweisenden Arbeit [AH90], in der es um die Ausdrucksstarkevon Zeitlogiken geht, konnten Rajeev Alur und Thomas Henzinger nachweisen, dadie Theorien der bislang aufgezahlten Logiken unentscheidbar sind. Die meisten Theo-rien sind sogar 11-schwierig. Einige Zeitlogiken, die uber ganzzahligen Zustands-verlaufen interpretiert werden und deren Theorie entscheidbar ist, wurden in den Jah-ren 1989 und 1990 entwickelt: TPTL ('timed propositional temporal logic`, [AH89a]und [AH89b]), MTL ('metric temporal logic`, [AH90]) und XCTL ('explicit clocktemporal logic`, [HLP91]).Die Frage nach der Entscheidbarkeit der Theorie einer unter Negation abgeschlos-senen Logik ist aquivalent zu der Frage, ob eine gegebene Formel ein Modell besitzt,also zu dem sogenannten Erfullbarkeitsproblem. Anschaulich gesprochen handelt essich dabei um die Frage, ob eine gegebene Spezikation in dem Sinne konsistent ist,da sie mindestens ein gultiges Verhalten zulat (und damit nicht die leere Mengespeziziert).Im Kontrast zu den angesprochenen negativen Ergebnissen zu dem Problem derEntscheidbarkeit von zeitlogischen Theorien stehen Resultate, die das sogenannteModellproblem betreen. Dabei wird danach gefragt, ob ein gegebenes System Sein vorgegebenes Verhalten V zeigt. Genauer lautet die Frage: Ist die Menge derZustandsverlaufe, die S beschreiben, eine Teilmenge der Zustandsverlaufe, die durchV gegeben sind? In der Regel werden fur die Beschreibung des Systems und dieBeschreibung des gewunschten Verhaltens unterschiedliche Formalismen verwendet.In den Arbeiten [ACD90] und [Lew90] werden zeitabhangige Systeme durch Gra-phen | man konnte auch von Automaten sprechen | ('timed graphs` bzw. 'timedstate diagrams`) beschrieben und die Spezikationen in verzweigenden zeitlogischenSprachen (TCTL, 'timed computation tree logic`, in [ACD90]; die Logik in [Lew90] ist
x EINLEITUNGnamenlos) formuliert.2 In beiden Fallen stellt sich heraus, da das Modellproblem ent-scheidbar ist. Ein vergleichbares Resultat wurde in [HNSY92] fur die Logiken TCTLbzw. T ('timed -calculus`) und GCP ('guarded-command real-time programs`) er-zielt.Dem Ergebnis von Rajeev Alur, Costas Courcoubetis und David Dill ([ACD90])liegt ein Automatenmodell ('timed automata`) zur Erkennung von Mengen reeller Zu-standsverlaufe zugrunde, das in [AD90] von Alur und Dill vorgestellt wurde und furdas in der gleichen Arbeit als wichtigste Eigenschaft die Entscheidbarkeit des Leer-heitsproblems nachgewiesen wurde. Im wesentlichen handelt es sich bei dem Modellum einen endlichen Automaten, der mit nicht anhaltbaren Stoppuhren versehen ist.Normalerweise schreiten diese mit der Systemzeit voran, sie konnen aber auch mit ei-ner Transition des Automaten zuruckgesetzt werden. Auerdem kann das Durchfuhreneiner Transition von den aktuellen Uhrenstanden abhangig gemacht werden. Und zwardurfen die Uhrenstande mit naturlichen Zahlen verglichen werden. Diese Automatenaus [AD90] wollen wir Uhrenautomaten nennen, und durch sie denierbare Mengenvon reellen Zustandsverlaufen sollen als uhrenerkennbar ('regular` in der Sprechweisevon [AD91]) bezeichnet werden.In [AFH91] (siehe auch [Alu91]) nutzen Alur, Tomas Feder und Henzinger danndie Entscheidbarkeit des Leerheitsproblems fur Uhrenautomaten aus, um die ersteZeitlogik mit entscheidbarer Theorie zu entwickeln: MITL ('metric interval temporallogic`). Die Sprache resultiert (syntaktisch gesehen) aus der in [AH90] vorgestelltenLogik MTL ('metric temporal logic`) dadurch, da diejenigen beschrankten Zeitope-ratoren verboten werden, die exakte Messungen zeitlichen Abstands erlauben.3 Einenalternativen, ubersichtlicheren Beweis fur die Entscheidbarkeit von MITL geben Alurund Henzinger in [AH92], wo sie Zweiwege-Uhrenautomaten vorstellen. Dort beweisensie sogar die Entscheidbarkeit der Theorie von MITLp, einer Erweiterung von MITLum Vergangenheitsoperatoren.Motivierender Hintergrund und zentrale FragestellungAus der Theorie der diskreten Zustandsverlaufe und Zustandsbaume sind fundamen-tale Zusammenhange zwischen endlichen Automaten und monadischen Logiken zwei-ter Stufe bekannt, die schon in den sechziger Jahren im Zusammenhang mit Fragender mathematischen Logik erkannt wurden: J. Richard Buchi und Calvin C. Elgotkonnten namlich zeigen, da eine Menge von diskreten Zustandsverlaufen von einemendlichen Automaten (Buchi- bzw. Rabin-Scott-Automat) genau dann erkannt wird,2Dies erfordert eine dierenziertere Sichtweise bei der Denition des Verhaltens eines Systems.Anstelle einer mit Zeitpunkten versehenen Zustandsfolge wie in (0.1) arbeitet man mit einem ent-sprechenden Zustandsbaum.3Es sei hier noch einmal angemerkt, da auch MTL zu den Logiken gehort, deren Theorie 11-schwierig ist (wenn sie uber reellen oder rationalen Zustandsverlaufen interpretiert wird).
EINLEITUNG xiwenn sie durch einen Satz in der Logik S1S ('monadic second-order logic with onesuccessor`) deniert wird (siehe [Buc60], [Elg61] und [Buc62]). Erwahnenswert isthier, da Buchi- bzw. Rabin-Scott-Automaten aus Uhrenautomaten durch Weglas-sen der Uhren entstehen. Michael O. Rabin konnte nachweisen, da Automaten aufunendlichen Baumen (Rabin-Automaten) gleichwertig mit der Logik S2S ('monadicsecond-order logic with two successors`) sind (siehe [Rab69]). Daruberhinaus ist inbeiden Fallen die Konstruktion eines "aquivalenten\ Automaten aus einer gegebenenFormel bzw. die Konstruktion einer "aquivalenten\ Formel aus einem gegebenen Au-tomaten eektiv durchfuhrbar. Die Entscheidbarkeit des Leerheitsproblems fur dasjeweilige Automatenmodell bringt damit auch die Entscheidbarkeit der entsprechen-den Theorie mit sich, woraus die Entscheidbarkeit des Erfullbarkeitsproblems unddie Entscheidbarkeit aller Modellprobleme, bei denen Formalismen beteiligt sind, diein die jeweiligen Automaten oder in S1S bzw. S2S eingebettet werden konnen, fol-gen. Dazu gehoren die folgenden linearen und verzweigenden Zeitlogiken, die in dis-kreten Zustandsverlaufen interpretiert werden: PTL ('propositional temporal logic`,[Pnu77]), ETL ('extended temporal logic`, [Wol83]), CTL ('computation tree logic`,[CES86]), CTL ('full branching time logic`, [EH86]).Fur reelle Zustandsverlaufe war bislang keine monadische Logik bekannt, die dieuniverselle Rolle von S1S oder S2S hatte ubernehmen konnen. Hier setzt die vorlie-gende Arbeit an. Hauptanliegen ist die Entwicklung und Untersuchung monadischerLogiken,1) die vollstandig in dem Sinne sind, da sie das Verhalten zeitabhangiger Systeme,insbesondere das Verhalten der Uhrenautomaten, exakt charakterisieren, unddaruberhinaus2) die Interpretation der Ergebnisse uber reelle Zeitlogiken in dem Sinne erlauben,wie dies bei diskreten Zeitlogiken durch S1S bzw. S2S geschehen kann.HauptergebnisseUm Ziel 1) zu verwirklichen, wird in dieser Arbeit ein abstraktes, parametrisiertesAutomatenmodell eingefuhrt und parallel dazu eine Familie von korrespondierendenmonadischen Logiken entwickelt, deren existentiell-monadische Satze die durch dasjeweilige Automatenmodell erkannten Mengen charakterisieren. Das abstrakte Auto-matenmodell ist dergestalt, da sich bei geeigneter Parameterwahl konkrete Automa-tenmodelle ergeben, die mit bekannten Automaten zur Beschreibung zeitabhangigerSysteme ubereinstimmen. Insbesondere gibt es einen Satz von Parametern, der genaudas Modell des Uhrenautomaten trit.Ziel 2) wird dadurch erreicht, da MITLp in die zu den Uhrenautomaten korre-spondierende Logik (genauer: deren existentiell-monadische Satze) eingebettet wird,womit ein alternativer Beweis fur das zentrale Ergebnis aus [AH92] gegeben wird.
xii EINLEITUNGFerner gelingt der Nachweis, da die von Zohar Manna und Amir Pnueli in [MP93]vorgestellte Logik TL  eine entscheidbare Theorie besitzt.Im folgenden sollen die Themenbereiche, mit denen sich die vorliegende Arbeitim einzelnen auseinandersetzt, kurz angerissen und jeweils die wichtigsten Ergebnis-se vorgestellt werden. Am Schlu der Einleitung ist eine knapp gehaltene Gliede-rungsubersicht zu nden.Eine monadische Logik mit entscheidbarem ErfullbarkeitsproblemEin Hauptergebnis dieser Arbeit ist die Denition einer monadischen Logik, derenAusdrucksstarke mit der Ausdrucksstarke der Uhrenautomaten ubereinstimmt. Wirbezeichnen sie mit 9MSO d , wobei "MSO\ fur "monadic second-order\ steht, "9\ausdruckt, da wir uns auf existentiell-monadische Formeln beschranken und  diezugrundeliegende Signatur bezeichnet, die mit der von S1S ubereinstimmt. Das Sux" d \ steht fur die speziellen Pradikate, die es erlauben, zeitliche Abstande zu messen:"d\ steht fur die zeitliche Abstandsfunktion, und der Linkspfeil " \ deutet an, daAbstandsmessungen relativ zur Vergangenheit erfolgen. Wir nennen 9MSO d auchschwache Abstandslogik, wobei der Zusatz "schwach\ darauf hindeuten soll, da nurexistentiell quantizierte Formeln zugelassen sind und da durch die spezielle Formder speziellen Pradikate nur eingeschrankt Abstandsmessungen durchgefuhrt werdenkonnen, was weiter unten erlautert wird. Durch die Aquivalenz mit den Uhrenauto-maten erhalten wir die Entscheidbarkeit des Erfullbarkeitsproblems fur 9MSO d .Bei der Konstruktion einer monadischen Logik fur reelle Zustandsverlaufe (mitentscheidbaremErfullbarkeitsproblem)muman behutsam vorgehen, wie schon Uber-legungen in [AH90] nahelegen: Alur und Henzinger zeigen, da die Logik, die aus S1Sdadurch entsteht, da ein zusatzliches, zweistelliges Pradikat mit der Bedeutung "derzeitliche Abstand zweier beobachtbarer Zeitpunkte ist genau Eins\ hinzugenommenwird, eine 11-schwierige Theorie hat. Dies ist sogar schon fur die entsprechende Logikerster Stufe der Fall. Daraus kann man schlieen, da mogliche Kandidaten fur diegesuchte Logik keinen direkten Bezug zu zeitlichen Abstanden nehmen durfen.4Die Losung, die in dieser Arbeit vorgestellt wird, liegt in einer indirekten Zeitmes-sung unter Verwendung von existentiell quantizierten Mengenvariablen. Anstelle vonPradikaten erster Stufe, etwa der Form d(x; y) = 1 oder d(x; y) > 3, in denen d furden zeitlichen Abstand zweier Zeitpunkte steht, erlauben wir Pradikate wied(X;x) = 1 ; 5 (0.2)4Fur die Zwecke dieser Einleitung stelle man sich das Universum einer dem Zustandsverlauf(0.1) entsprechenden pradikatenlogischen Struktur als die Menge ft0; t1; t2; : : :g der beobachtbarenZeitpunkte vor.
EINLEITUNG xiiiin dem X fur eine Mengenvariable steht und das die folgende Bedeutung hat: "Derzeitliche Abstand zwischen x und dem letzten beobachtbaren Zeitpunkt vor x, der zuder Menge X gehort, ist genau Eins.\ Auerdem beschranken wir uns auf existentiell-monadische Formeln, d. h. auf Formeln, die ein Prax aus existentiell quantiziertenMengenvariablen haben, auf das ein "Kern\ ohne Quantizierungen von Mengenva-riablen folgt. Man kann zwar z. B. fur d(x; y) = 1 alternativ die Formel "X ist dieEinermenge fxg und d(X; y) = 1\ benutzen, die mit einem existentiellen Mengen-quantor auskommt, wird aber uber x universell quantiziert, so kann dieser Quantornicht als existentiellerMengenquantor wie gefordert in das Prax der gesamten Formelgeschoben werden.Weitere monadische Logiken zur Beschreibung zeitabhangiger SystemeDie Konzeption der Logik 9MSO d unterliegt einem allgemeinen Prinzip, das indieser Arbeit im einzelnen dargestellt wird. Es ermoglicht unter anderem auch dieexakte Charakterisierung komplizierterer zeitabhangiger Automaten, die in jungerenStudien behandelt werden: die sogenannten hybriden Automaten. Dabei handelt essich um Uhrenautomaten, die zusatzliche Register benutzen, deren Inhalt sich konti-nuierlich mit der fortschreitenden Systemzeit andert. Hierbei ist die Wertefolge jedesRegisters eine lineare Funktion der Zeit (mit ganzzahliger Steigung), die an den be-obachtbaren Zeitpunkten einer gegebenen Zustandsfolge Sprungstellen besitzen undihre Steigung andern darf. Hybride Automaten werden z.B. in [KPSY93] unter demBegri 'constant slope hybrid system` und in [ACHH93] unter dem Namen 'linear hy-brid automaton` gefuhrt. Die in der vorliegenden Arbeit denierte Logik zur exaktenCharakterisierung von hybriden Automaten tragt die Bezeichnung 9MSOR .In 9MSOR sind nicht nur Abstandsterme wie in (0.2) erlaubt, sondern kompli-ziertere Ausdrucke, die eine Integration uber die Zeit erlauben. Beispielhaft soll hierdie FormelxZX 2Y   4Z > 3 (0.3)betrachtet werden. Die Bedeutung der Formel kann wie folgt erklart werden: (0.3)ist erfullt, wenn es einen beobachtbaren Zeitpunkt in X gibt, der kleiner als derbeobachtbare Zeitpunkt x = tj ist, und wenn fur den groten Zeitpunkt dieser Art,etwa ti, gilt:Xii0<j:i02Y 2(tj+1   tj)  Xii0<j:i02Z 4(tj+1   tj) > 3 :5Da es sich hier nicht um eine kommerzielle Arbeit handelt, sollten Formeln nicht abschrecken| ein Phanomen, das in Stephen W. Hawking, Eine kurze Geschichte der Zeit: Die Suche nach derUrkraft des Universums, Reinbek bei Hamburg: Rowohlt, 1988, beschrieben wird.
xiv EINLEITUNGDas auerliche Erscheinungsbild von (0.3) erinnert sehr an Formeln des 'durationcalculus` (siehe [CHR91], [HC91] und [RRH93]). Die Bedeutungen, die dem Integral-zeichen in beiden Formalismen zukommen, sind vergleichbar. Man beachte jedoch,da im 'duration calculus` keine explizite Quantizierung uber die Integralgrenzenmoglich ist.Da das Leerheitsproblem fur hybride Automaten unentscheidbar ist (siehe z. B.[KPSY93]), kommt eine eektive Behandlung im Sinne der Arbeiten von Alur, Cour-coubetis, Dill, Feder, Henzinger, Lewis u. a. (siehe oben) nicht in Frage. Das jungstin [ACH93] von Alur, Courcoubetis und Henzinger erzielte Ergebnis zeigt jedoch, dasehr starke Einschrankungen des Modells | oder sehr schwache Erweiterungen desModells des Uhrenautomaten | unter Beibehaltung eines entscheidbaren Leerheits-problems moglich sind.Dieses Ergebnis versetzt uns in die Lage, eine Teilklasse der Sprache 9MSORauszusondern, die ausdrucksstarker als 9MSO d ist und dennoch ein entscheidbaresErfullbarkeitsproblem besitzt.Eine Klasse von Mengen reeller Zustandsverlaufe mit guten EigenschaftenDie Klasse der durch Uhrenautomaten erkennbaren Mengen von reellen Zustands-verlaufen ist nicht gegen Komplementbildung abgeschlossen, und das zu dem Leer-heitsproblem duale Universalitatsproblem ist fur Uhrenautomaten unentscheidbar.Damit kann 9MSO d auch keine unter (semantischer) Negation abgeschlossene Lo-gik sein, und sie kann auch keine entscheidbare Theorie besitzen. Wurde man sie unterNegation abschlieen, so wurde man die Entscheidbarkeit des Erfullbarkeitsproblemsverlieren. Eine interessante Frage in diesem Zusammenhang ist also die Frage nachEinschrankungen von 9MSO d , die gegen Negation abgeschlossen sind bzw. dieFrage nach einem Automatenmodell unterhalb des Modells des Uhrenautomaten, dasKomplementabschlu besitzt. Diese Frage wurde schon in [AH91a] aufgeworfen:"Let a real-time property be a set of timed state sequences (reeller Zu-standsverlauf, Anmerkung des Autors). The main question we would liketo see answered asks:Is there an agreeable notion of `nite-state real-time property'?The set of such properties ought to be closed under all booleanoperations, have an elementary decidable emptiness problem,and be, in a suitable sense, `maximal'.\Eine Antwort versuchen Alur und Henzinger in [AH92] selbst zu geben. Dortstellen sie Zweiwege-Uhrenautomaten vor und zeigen, da eine Teilklasse der deter-ministischen Zweiwege-Uhrenautomaten, die durch eine semantische Bedingung aus-gezeichnet ist, eine Klasse von Mengen von reellen Zustandsverlaufen beschreibt, die
EINLEITUNG xvdie gewunschten Eigenschaften besitzt. Wie jedoch in der vorliegenden Arbeit ge-zeigt wird, ist die semantische Eigenschaft, mit der Alur und Henzinger arbeiten,nicht entscheidbar, d. h., es ist nicht entscheidbar, ob ein gegebener deterministischerZweiwege-Uhrenautomat zu der betreenden Klasse gehort. Insofern ist der Wert ihrerAntwort zumindest fraglich.Auch in der vorliegenden Arbeit konnen wir leider keine erschopfende Antwortauf die interessante und vermutlich schwierige Frage aus [AH91a] geben. Wir versu-chen, uns einer Losung dadurch anzunahern, da wir zeigen, da die Logik MITLpum Automatenoperatoren erweitert werden kann, ohne da dabei die Eigenschaft,eine entscheidbare Theorie zu besitzen, verloren geht. Damit zeichnen wir eine groeKlasse aus, die den Anforderungen von Alur und Henzinger | abgesehen von derMaximalitat | genugt.Auerdem werfen wir die Frage auf, ob nicht die Klasse der eindeutigen Uhren-automaten in die Nahe der gesuchten Automatenklasse kommt. Dazu stellen wir fest,da alle Mengen, die durch die von Alur und Henzinger untersuchten Zweiwege-Uhrenautomaten erkannt werden, auch durch eindeutige Uhrenautomaten erkanntwerden. Weiterhin schlieen wir aus, da die Klasse der durch eindeutige Uhrenau-tomaten erkannten Mengen mit der Klasse aller uhrenerkennbaren Mengen uberein-stimmt. Daruberhinaus zeigen wir, da gerade die Beispielmengen, die dazu dienen,den Nichtabschlu der Klasse aller uhrenerkennbaren Mengen unter Komplement-bildung nachzuweisen, nicht eindeutig erkennbar sind. Die Frage nach dem Kom-plementabschlu fur die von eindeutigen Automaten erkannten Mengen mussen wirunbeantwortet lassen. Wir zeigen aber, da die ebenfalls semantische Bedingung derEindeutigkeit entscheidbar ist.Abschwachung des Modells der reellen ZustandsfolgeDie Unentscheidbarkeit des Universalitatsproblems fur Uhrenautomaten ist im we-sentlichen darin begrundet, da bei reellen Zustandsverlaufen beliebig viele beob-achtbare Zeitpunkte in ein Intervall fester Lange fallen konnen. Wir untersuchen des-halb, wie sich die Situation verhalt, wenn man Uhrenautomaten fur eine vorgegebenenaturliche Zahl k ausschlielich uber reellen Zustandsverlaufen interpretiert, in denenzwei Zeitpunkte, zwischen denen mindestens k   1 beobachtbare Zeitpunkte liegen,einen zeitlichenAbstand haben, der groer als Eins ist, d. h., wir betrachten Zustands-verlaufe, in denen ti+k   ti > 1 fur jedes i gilt. Wir sprechen von Zustandsverlaufenmit beschrankter Variation k. Man beachte, da dies nicht beliebig kleine zeitlicheAbstande zwischen zwei benachbarten Beobachtungszeitpunkten verbietet (sofern kgroer als Eins ist).Auf der positiven Seite verbuchen wir, da die Klasse der uhrenerkennbaren Men-gen von Zustandsverlaufen einer beschrankten Variation gegen Komplementbildungabgeschlossen ist. Aus logischer Sicht bedeutet dies, da eine Erweiterung von S1S
xvi EINLEITUNGum direkte Abstandsvergleiche der Form d(x; y)  d, in denen  eine der Vergleichs-relationen =, 6=, <, , >,  und d eine naturliche (ganze) Zahl ist, bei Interpretationin reellen Zustandsverlaufen einer beschrankten Variation zu einem entscheidbarenErfullbarkeitsproblem und damit auch zu einer entscheidbaren Theorie fuhrt. DieLogik wird volle Abstandslogik genannt und erhalt die Bezeichnung MSOd. ImKontrast dazu steht das Ergebnis, da fur die in dem hier vorgegebenen Rahmeneinfachsten Erweiterungen des Uhrenautomatenmodells das Leerheitsproblem wiederunentscheidbar ist, auch wenn man sich auf reelle Zustandsverlaufe einer beschranktenVariation zuruckzieht.Automatentheoretische UntersuchungenDie herausragende Rolle, die der schwachen Abstandslogik 9MSO d aufgrund derErgebnisse dieser Arbeit zukommt, motiviert eingehende Untersuchungen ihrer Aus-drucksstarke. Die Korrespondenz zwischen uhrenerkennbaren Mengen von reellen Zu-standsverlaufen und durch 9MSO d -Formeln denierbaren Mengen erlaubt es, dieseUntersuchungen zuerst an Uhrenautomaten durchzufuhren und dann eine Ubertra-gung auf die logische Ebene vorzunehmen. In der vorliegenden Arbeit werden zwei indieser Hinsicht interessante Resultate erzielt: Zum einen wird mit Hilfe eines Itera-tionslemmas fur Uhrenautomaten zum ersten Mal ein Beweis fur den Nichtabschluunter Komplementbildung und damit den Nichtabschlu von 9MSO d unter Negati-on gegeben. Zum anderen wird gezeigt, da die Anzahl der Uhren in Uhrenautomatennicht beschrankt werden kann, was auf logischer Seite zu einer unendlichen Hierarchiefuhrt, wenn man 9MSO d -Formeln nach der Anzahl der existentiell quantiziertenMengenvariablen mit. In diesem Zusammenhang wird auch ein aus automatentheo-retischer Sicht interessantes Ergebnis erzielt: Nimmtman als Ma fur die Komplexitateines Uhrenautomaten die Anzahl seiner Uhren, so kann es kein eektives, an diesemMa orientiertes Minimierungsverfahren geben.Das abstrakte, parametrisierte AutomatenmodellDas eingangs erwahnte abstrakte, parametrisierte Automatenmodell, das Grundlagedieser Arbeit ist, soll zum Abschlu dieser Einleitung naher erlautert werden.Die besagten Automaten arbeiten nicht auf herkommlichen Wortern (Folgen vonBuchstaben), sondern auf bewerteten Wortern: JedemVorkommen eines Buchstabenswird ein Wert aus einer vorgegebenen Wertemenge (diese ist einer der Parameter) zu-geordnet. Auerdem stehen jedem Automaten zur Verarbeitung der Bewertung einesBuchstabens Register, die Elemente eines vorgegebenen Speicherbereichs (dieser istder zweite Parameter) aufnehmen konnen, zur Verfugung. Die Registerinhalte wer-den beim Lesen eines bewerteten Wortes in Abhangigkeit von ihrem aktuellen Inhaltund der Bewertung des aktuellen Buchstabens unter Mitwirkung sogenannter Schritt-
EINLEITUNG xviifunktionen einer vorgegebenen Menge (dem dritten Parameter) verandert. Auerdemkonnen sie auf ausgewahlte Elemente des Speicherbereichs (dem vierten Parameter)zuruckgesetzt werden. Schlielich kann eine Transition abhangig von dem Ausgangsogenannter Registertests (des funften und letzten Parameters) gemacht werden.Im Falle zeitabhangiger Systeme wird die Menge aller positiven reellen Zahlen alsWertemenge genommen. Dem Zustandsverlauf aus (0.1) entspricht dann das bewer-tete Wort(s0; t1)(s1; t2   t1)(s2; t3   t2)(s3; t4   t3) : : :Es wird auch als Ereignisverlauf bezeichnet. Denn wir wollen eine solche Folge alszeitlich aufeinander folgende Ereignisse der Dauer t1, t2  t1, t3  t2, : : : und des Typss0, s1, s2, : : : ansehen.Der Speicherbereich ist in diesem Fall die Menge der reellen Zahlen, d. h., ein Re-gister eines Automaten kann beliebige reelle Zahlen aufnehmen. Der einzige erlaubteRucksetzwert ist Null. Im Spezialfall der Uhrenautomaten ist die Additionsfunktionals einzige Schrittfunktion erlaubt. D. h., da beim Lesen eines bewerteten Buchsta-bens (s; t) | in unserer spateren Sprechweise: eines Ereignisses des Typs s und Dau-er t| jedes Register um die Dauer des Ereignisses vorgestellt wird. Daraus resultiertauch die Bezeichnung "Uhr\ fur ein Register in diesen Automaten. Im Spezialfall derhybriden Automaten lassen wir zu, da auf ein Register ein ganzzahliges Vielfachesder Dauer des aktuellen Ereignisses addiert wird. Die Registertests sind jeweils vonder Form r  d, wobei r fur ein Register steht,  fur eine der Vergleichsrelationen=, 6=, <, , >,  und d eine ganze Zahl ist. Also kann ein Register mit jeder ganzenZahl verglichen werden.An dieser Stelle sind einige Bemerkungen zur bestehenden Literatur uber abstrak-te (parametrisierte) Automatenmodelle angebracht. Dana Scott stellt in [Sco67] einenallgemeinen Begri von Maschine und Programm vor, dessen Universalitat auch eineModellierung des hier vorgestellten Begris des -Automaten erlaubt. Die charakteri-stischen Eigenschaften unseres Automatenmodells, die sich mageblich in seiner logi-schen Charakterisierung niederschlagen, verlieren sich aber in Scotts Modell. Auch dasaus [EH93] bekannte allgemeine Automatenmodell des 'X-automaton` unterscheidetsich in einem entscheidenden Punkt von dem hier vorgestellten Automatenkonzept:Es verarbeitet nur herkommliche, diskrete Worter ohne Bewertung.GliederungsubersichtDie Arbeit teilt sich in zwei Teile. Im ersten wird das abstrakte, parametrisierteAutomatenmodell mit seinen wichtigsten Eigenschaften vorgestellt (Kapitel 1) unddie allgemeine logische Charakterisierung erzielt (Kapitel 2). Dieser Teil ist absichtlichknapp gehalten. Er wird als die notwendige Voraussetzung fur die im zweiten Teil der
xviii EINLEITUNGArbeit erfolgende Auseinandersetzung mit Automaten und Logiken zur Beschreibungzeitabhangiger Systeme betrachtet.Der zweite Teil besteht aus drei Kapiteln, von denen das erste (Kapitel 3) bekann-te Automatenmodelle mit Zeitabhangigkeit in das Schema einordnet, das in Kapitel 1durch die Denition des abstrakten, parametrisierten Automatenmodells vorgegebenwurde. Das folgende Kapitel (Kapitel 4) ist automatentheoretischen Aspekten der Uh-renautomaten und ihrer Abwandlungen gewidmet, wahrend das letzte Kapitel (Kapi-tel 5) die monadischen und temporalen Logiken zur Beschreibung von zeitabhangigenSystemen behandelt. Dort fugen sich in naturlicher Weise die automatentheoretischenErgebnisse aus Kapitel 4 ein.DankDank gebuhrt an erster Stelle Wolfgang Thomas, der mich nun schon seit fast sechsJahren wissenschaftlich betreut und auch bei der Entstehung der vorliegenden Ab-handlung unermudlich mit Rat und Tat beiseite stand; ich danke ihm fur das Vertrau-en, da er in mich und meine Arbeit gesetzt hat. An seinem Lehrstuhl konnten Ideenin einer angenehmen Atmosphare gedeihen. Danken mochte ich an dieser Stelle auchmeinen Kollegen Andreas Pottho, Erich Valkema, Helmut Lescow und SebastianSeibert, die immer ein oenes Ohr fur mich und meine Probleme hatten.Durch die freundliche Bereitschaft zur Zusammenarbeit, die mir Willem Paul deRoever und die Mitarbeiter seines Lehrstuhls entgegen brachten, verstarkte sich meinInteresse fur das Thema der Arbeit, und der Einstieg in die Materie wurde mir er-leichtert. Nicht zuletzt verdanke ich Willem Paul de Roever die Gelegenheit zu einemfur die Arbeit wichtigen Gesprach mit Professor Amir Pnueli vomWeizmann Institut,Rehovot, Israel.Die Wissenschaftler des Kieler Instituts fur Logik | Arnold Oberschelp, KlausPottho und Philipp Rothmaler | taten ein ubriges, um meinen Horizont auf demGebiet der mathematischen Logik zu erweitern.Marion danke ich fur das eiige und sorgsame Korrekturlesen und die Aufmun-terung auf Durststrecken.
xixNotationFolgen { endliche oder unendliche { werden durch Unterstreichen gekennzeichnet;so steht m fur m0;m1;m2; : : :, wobei die drei Punktchen ": : :\ auch eine endlicheAufzahlung zulassen. Sind m und n Folgen gleicher Lange, so ist (m;n) eine Kurz-schreibweise fur die Folge (m0; n0); (m1; n1); (m2; n2); : : : Fur die Indexmenge einerFolge m wird jmj geschrieben. Da wir die von-Neumannsche Darstellung der naturli-chen Zahlen wahlen, d. h., da die naturliche Zahl n fur die Menge f0; : : : ; n   1gsteht, bezeichnet jmj dann auch die Lange der Folge. Das Symbol  steht fur die leereFolge. Wird im Text eine Variable v mit fortlaufenden Indizes versehen, so steht v furdie entsprechende Variablenfolge.Ein Segment einer Folge m ist ein Paar (i; j) naturlicher Zahlen, fur das i  j jmj gilt. (Insbesondere ist also im Falle unendlicher Folgen auch j = ! erlaubt.) Mitdem Segment (i; j) wird die Teilfolge mi;mi+1;mi+2; : : : assoziiert, falls j unendlichist, und mi;mi+1; : : : ;mj 1 andernfalls. Diese Teilfolgen werden jeweils mit m(i; j)bezeichnet. Mit m(i; ) ist das Segment mi;mi+1;mi+2; : : : gemeint; es handelt sichalso um eine alternative Schreibweise furm(i; jmj). Ist (i; j) ein Segment und j endlich,dann steht m(j; i) fur m(i; j) in umgekehrter Reihenfolge. Die Lange eines Segmentesist die Lange der mit ihm assoziierten Folge.Fur die Potenzmenge einer Menge M wird }(M) geschrieben. Sind A und B zweiMengen, dann steht AB wie ublich fur die Menge aller totalen Funktionen B ! A.Der Denitionsbereich einer Funktion f wird mit dom(f) bezeichnet.Die Menge der naturlichen Zahlen, ganzen Zahlen, reellen Zahlen, positiven reel-len Zahlen, nichtnegativen reellen Zahlen wird mit N, Z, R, P bzw. P0 bezeichnet.Erweiterung um eine der oder beide uneigentlichen Zahlen +1 und  1 wird durcheinen entsprechenden Index angezeigt. Tritt N als Indexmenge einer Folge auf, soschreiben wir abweichend ! fur N.
Teil IAutomaten und Logiken aufbewerteten Wortern
1
Kapitel 1Automaten auf bewertetenWorternIn diesem ersten Kapitel wird das abstrakte, parametrisierte Automatenmodell ein-gefuhrt, das Grundlage aller weiteren Untersuchungen der vorliegenden Arbeit ist. Wirbeginnen mit der Denition der Begrie 'bewertetes Wort` und 'Sprache bewerteterWorter` (Abschnitt 1.1), fahren mit der Denition des Begries '-Automat` und dervon einem-Automaten 'erkannten` Sprache fort (Abschnitt 1.2). Daran anschlieendstudieren wir grundlegende Abschlueigenschaften der von -Automaten erkanntenSprachen (Abschnitt 1.3) und die Besonderheiten, die sich bei deterministischen -Automaten ergeben (Abschnitt 1.4), und gehen schlielich auf eine alternative De-nitionsmoglichkeit fur den Begri des -Automaten ein (Abschnitt 1.5).1.1 Bewertete WorterEs sei A eine endliche Symbolmenge, auch Alphabet genannt. Ihre Elemente werdenals Buchstaben bezeichnet. Auerdem sei W eine beliebige, nichtleere Menge, dieWertemenge heit. Beide Mengen, A und W , werden festgehalten.Ein diskretes Wort uber A ist eine endliche oder unendliche Folge von Buchsta-ben aus A. Im ublichen Sprachgebrauch werden diskrete Worter schlicht als 'Worter`bezeichnet.Ein W -bewertetes Wort uber A oder auch kurz W -Wort uber A ist eine endlicheoder unendliche Folge von Paaren (a;w) mit a 2 A und w 2 W . Ein solches Paarwird auch W -Buchstabe genannt. Seine erste Komponente ist der Buchstabenname,die zweite Komponente ist der Buchstabenwert. Ist u = (a;w) ein W -Wort, so wirddas diskrete Wort a Beschriftung und die Folge w Bewertung von u genannt.Eine diskrete Sprache uber A ist eine Menge von endlichen, von  verschiedenen11Da Strukturen mit leeren Universen Umstande bereiten, ist es im Zusammenhang mit der logi-3
4 KAPITEL 1. AUTOMATEN AUF BEWERTETEN WORTERNoder eineMenge von unendlichen diskretenWortern. Entsprechend ist eineW -Spracheuber A eine Menge von endlichen, von  verschiedenen oder eine Menge von unend-lichen W -Wortern uber A. Damit ist jede W -Sprache uber A auch eine W -Spracheuber A0, wenn A0 ein A umfassendes Alphabet ist. Die diskrete Projektion einer W -Sprache L ist die Menge der Beschriftungen aller Worter aus L.Wir nehmen die einelementigeMenge triv = f?g als gegeben hin und identizierenin naturlicher Weise die diskreten Worter uber A mit den triv-Wortern uber A. Ist Leine Sprache diskreter Worter, so sei das W -Urbild von L die Menge aller W -Wortermit Beschriftung in L.Ist das Alphabet A einelementig, dann sprechen wir von einem unaren Alphabetund von unaren Wortern. In diesem Falle ist bei W -Wortern in der Regel nur dieBewertung von Bedeutung, weshalb wir fur (a;w) einfach w schreiben. (Man beachte,da a dann eine konstante Folge ist.)1.2 -AutomatenIn diesem Abschnitt wird der klassische Begri des endlichen Automaten zur Er-kennung von Sprachen bewerteter Worter erweitert. Dazu werden Mechanismen ein-gefuhrt, die eine Verarbeitung der Elemente des vorgegebenen Wertebereichs erlau-ben. Dies geschieht durch Einbeziehung von 'Berechnungsstrukturen`.1.2.1 Denition (Berechnungsstruktur) Eine W -Berechnungsstruktur  ist einQuadrupel = (D;D0; C;F) ;bestehend aus einer Menge D, ihrem Speicherbereich mit den Speicherelementen, demAnfangsbereich D0  D mit den Anfangselementen, einer Menge C von TeilmengenC  D, sogenannten Testpradikaten, und einer Menge F von Schrittfunktionen D W ! D. Die Mengen D, D0 und F durfen nicht leer sein.Sind D0, C und F endlich, so heit  endliche Berechnungsstruktur.Ist 0 = (D;D00; C 0;F 0) eine W -Berechnungsstruktur mit D00  D0, C0  C undF 0  F , so heit 0 Unterstruktur von .Der angesprochene Mechanismus zur Verarbeitung der Bewertung eines Wortesarbeitet mit Registern, die Elemente des Speicherbereichs D aufnehmen und mit denWerten des Anfangsbereichs initialisiert werden konnen. Wir gehen im folgenden voneiner endlichen Menge R von Registern aus.Eine Registerbelegung ist eine Funktion :R! D.schen Charakterisierung von Sprachen angebracht, auf das leere Wort zu verzichten.
1.2. -AUTOMATEN 5Ein Registertest ist ein boolescher Ausdruck in atomaren Formeln der Form Crmit C 2 C und r 2 R. (Insbesondere sind die logischen Konstanten, verum, in Zeichentt, und falsum, in Zeichen ff, erlaubt.) Ein atomarer Registertest der Form Cr wirdvon  erfullt, falls (r) 2 C gilt. Die Erfullbarkeitsrelation setzt sich in kanonischerWeise auf zusammengesetzte Registertests fort.Wir betrachten zwei Arten von Registeroperationen. Zum einen konnen Registerzuruckgesetzt werden, zum anderen konnen sie mit Hilfe der Schrittfunktionen derBerechnungsstruktur fortgeschrieben werden.Eine partielle Funktion :R ! D0 heit Rucksetzung. Ihre Anwendung auf eineRegisterbelegung  liefert eine mit  bezeichnete Registerbelegung:()(r) = 8><>: (r) ; falls r 2 dom() ,(r) ; sonst, fur r 2 R.Eine (totale!) Funktion :R ! F heit Fortschreibung. Sie kann nur im Zusam-menhangmit einemWert w der WertemengeW auf eine Registerbelegung angewendetwerden. Dann ergibt sich eine neue Registerbelegung, die die Bezeichnung  w erhaltund deniert ist durch:( w)(r) = (r) ((r); w) fur r 2 R.1.2.2 Denition (-Automat) Ein -Automat A uber A ist ein QuintupelA = (Q;R; (s; );; F ) ; (1.1)das aus einer endlichen Zustandsmenge Q, einer endlichen Menge R von Registern, ei-ner Anfangskonguration (s; ) mit einemAnfangszustand s 2 S und einerAnfangsbe-legung :R! D0, einer endlichen Ubergangsrelation  und einer EndzustandsmengeF  Q besteht. Die Ubergangsrelation enthalte ausschlielich Transitionen der Form(q; a; ; ; ; q0) ; (1.2)wobei gelten soll: q und q0 sind Zustande, a ist ein Buchstabe des Alphabets,  isteine Fortschreibung,  ist ein Registertest und  ist eine Rucksetzung.Im folgenden beziehen wir uns auf den -Automaten A aus (1.1).Die Zustande q und q0 werden auch Quell- bzw. Zielzustand der Transition (1.2)genannt und der Buchstabe a heit Beschriftung der Transition.Eine Konguration des Automaten ist ein Paar (q; ), bestehend aus einem Zu-stand q und einer Registerbelegung , also ein Element von QDR.Durch Lesen eines bewerteten Buchstabens (a;w) kann der Automat von einerKonguration (q; ) zu einer Folgekonguration (q0; 0) ubergehen. Wir schreiben(q; )  !(a;w)(q0; 0)
6 KAPITEL 1. AUTOMATEN AUF BEWERTETEN WORTERNfur eine Transition  = (q; a; ; ; ; q0), falls  w den Test  erfullt und 0 =  w gilt. D. h., zuerst wird die Fortschreibung angewendet, dann wird uberpruft, ob derTest erfullt ist, und falls das der Fall ist, darf zum nachsten Zustand ubergegangenwerden, wobei noch die Rucksetzung nachgeschaltet wird.Durfen wir(q0; 0) 0 !(a0;w0)(q1; 1) 1 !(a1;w1) : : : m 2 !(am 2;wm 2)(qm 1; m 1) m 1 !(am 1;wm 1)(qm; m) (1.3)schreiben und ist u = (a;w) ein endlichesW -Wort, so heit (1.3) eine durch 0 und gegebene Berechnung von A auf u; die Folge ist namlich durch u,  und 0 eindeutigbestimmt. Sie erfullt die Anfangsbedingung, wenn (q0; 0) die Anfangskongurationvon A ist, sie erfullt die Endbedingung, wenn qm ein Endzustand ist, und sie heitakzeptierend, falls sie sowohl die Anfangs- wie auch die Endbedingung erfullt. Einendliches W -Wort u wird von A akzeptiert, wenn es eine endliche akzeptierende Be-rechnung von A auf u gibt.Fur unendliche Worter erfolgt die Denition sinngema bei Verwendung einergeanderten Endbedingung. Gilt(q0; 0) 0 !(a0;w0)(q1; 1) 1 !(a1;w1)(q2; 2) 2 !(a2;w2) : : : (1.4)und ist u = (a;w) ein unendlichesW -Wort, so heit die Folge (1.4) eine durch 0 und bestimmte Berechnung von A auf u. Sie erfullt die Anfangsbedingung, wenn (q0; 0)die Anfangskonguration ist, sie erfullt die Endbedingung, wenn es unendlich viele igibt, fur die qi ein Endzustand ist, und sie heit akzeptierend, wenn sie sowohl dieAnfangs- wie auch die Endbedingung erfullt. Ein unendliches W -Wort u wird von Aakzeptiert, wenn es eine unendliche akzeptierende Berechnung von A auf u gibt. (Eswird demnach die Buchische Akzeptierbedingung (siehe [Buc62]) verwendet. Weiteresdazu in Abschnitt 1.4.)Ist von einer durch eine Transitionsfolge bestimmten Berechnung die Rede, ohneda eine Registerbelegung fur die erste Konguration der Berechnung erwahnt wird,dann wird dafur die Anfangsbelegung des Automaten genommen und es ist dafur ge-sorgt, da der Quellzustand der ersten Transition der Anfangszustand des Automatenist.Die in (1.3) und (1.4) auftretenden Transitionsfolgen werden 'konsistent` genannt.Allgemein heit eine Transitionsfolge konsistent, wenn der Zielzustand jedes Gliedesder Quellzustand des nachsten Gliedes ist, sofern es dies gibt.Ein -Automat A, der ein unendlichesW -Wort akzeptiert, akzeptiert immer auchein endlichesW -Wort. Da wir aber entweder an dem endlichen oder dem unendlichenVerhalten von A, nicht aber jedoch an der Kombination beider interessiert sind, legenwir fest:
1.2. -AUTOMATEN 71.2.3 Denition (-erkennbare Sprache) Sei A ein -Automat. Sprechen wirvon A als einem -Rabin-Scott-Automaten, so wird mit L(A) die Menge aller vonA akzeptierten endlichen W -Worter bezeichnet. Sprechen wir von A als einem -Buchi-Automaten, so wird mit L(A) die Menge aller von A akzeptierten unendlichenW -Worter bezeichnet. Die Sprache L(A) heit jeweils die von A erkannte Sprache end-licher bzw. unendlicher Worter. EineW -Sprache L heit -erkennbar, falls L = L(A)fur einen -Automaten gilt.Ist in Zukunft von einem -Automaten die Rede, so wollen wir uns je nach Zu-sammenhang entweder einen -Rabin-Scott-Automaten, einen -Buchi-Automatenoder beides vorstellen.Zwei Automaten heien aquivalent, wenn sie die gleichen Sprachen erkennen. Heites, da es zu einem -Automaten A einen aquivalenten -Automaten mit einer ge-wissen Eigenschaft gibt, dann ist damit gemeint, da es einen -Rabin-Scott- undeinen -Buchi-Automaten gibt, so da der erste die von A erkannte Sprache endli-cher Worter und der zweite die von A erkannte Sprache unendlicher Worter erkennt.1.2.4 Bemerkung 1) Ist L eine W -Sprache uber A und eine W -Sprache ubereinem anderen Alphabet A0, so ist L genau dann -erkennbar uber A, wenn L-erkennbar uber A0 ist.2) Ist 0 eine Unterstruktur von  und ist L eine 0-erkennbare W -Sprache, so istL auch -erkennbar.Eine weitere Bemerkung betrit den Zusammenhang mit regularen Sprachen dis-kreter Worter. Oensichtlich kann jeder diskrete endliche Automat (d. h. jeder Rabin-Scott-Automat bzw. jeder Buchi-Automat im eigentlichen Sinne) von einem -Auto-maten simuliert werden, der einfach die Bewertung eines Eingabewortes ignoriert:1.2.5 Bemerkung 1) Das W -Urbild jeder regularen Sprache diskreter Worter ist-erkennbar.2) Fur die triviale Berechnungsstruktur triv = (triv; triv; f; ftrivg) mit triv = f?gund f(?;?) = ? gilt: Die triv-erkennbaren Sprachen korrespondieren zu denregularen Sprachen diskreter Worter.Wegen Punkt 1) kann jede regulare Sprache diskreter Worter auch als -erkenn-bare Sprache aufgefat werden. Die Umkehrung von Punkt 1) | da die diskreteProjektion einer -erkennbaren Sprache immer regular ware | gilt nicht (vgl. 3.4.3).Die letzte Bemerkung ist informeller Art und betrit die Reihenfolge der Register-operationen in einer Transition. Auf den ersten Blick mutet es vielleicht sonderbaran, da der Test erst nach der Fortschreibung durchgefuhrt wird. Dies lat sich nichtvermeiden, denn andernfalls hatte man namlich im Fall der endlichen Worter kei-ne Kontrolle uber den Wert des letzten Buchstabens eines bewerteten Wortes (undmute einen Endmarker einfuhren).
8 KAPITEL 1. AUTOMATEN AUF BEWERTETEN WORTERN1.3 AbschlueigenschaftenDie Klasse der regularen Sprachen diskreterWorter besitzt eine groe Zahl von sprach-theoretischen Abschlueigenschaften. Sie ist z. B. unter booleschen Operationen, unterHomomorphismen, unter inversen Homomorphismen, unter dem Shue-Produkt, derKonkatenation, dem Kleene-Stern, der Quotientenbildung, usw. abgeschlossen.Nicht willkurlich stehen der Abschlu unter den booleschen Operationen und derAbschlu unter Homomorphismen an erster Stelle der Aufzahlung, denn sie ndenEntsprechungen in den elementaren logischen Operationen: Durchschnitt, Vereinigungund Komplement korrespondieren zu `und'-Verknupfung, `oder'-Verknupfung bzw.Negation, wahrend der Abschlu unter Homomorphismen (genauer: Projektion) derexistentiellen Quantizierung von Mengenvariablen entspricht.Es wird in diesem Abschnitt bewiesen, da die Klasse der -erkennbaren W -Sprachen unter Vereinigung, Schnitt und Projektion abgeschlossen ist. Der Komple-mentabschlu ist im allgemeinen nicht gegeben (vgl. 4.2.5).1.3.1 Lemma Die Klasse der -erkennbaren W -Sprachen endlicher bzw. unendli-cher Worter ist eektiv unter der Bildung von endlichen Durchschnitten und endli-chen Vereinigungen abgeschlossen.Unter "eektiv\ ist hier zu verstehen, da man aus zwei gegebenen -Automateneektiv einen dritten konstruieren kann, der die Vereinigung bzw. den Durchschnittder Sprachen erkennt, die von den beiden gegebenen Automaten erkannt werden.Damit eine solche Behauptung Sinn ergibt, mussen D0, C und F abzahlbare Men-gen sein, denn andernfalls ist die Menge aller -Automaten zu machtig, um als Einga-bemenge fur einen Algorithmus dienen zu konnen. Ist eine der Mengen nicht abzahl-bar, dann wollen wir in Behauptungen wie der aus dem Lemma den Zusatz uber dieEektivitat ignorieren.Beweis. Seien zwei -AutomatenA = (Q;R; (s; );; F ) und A0 = (Q0; R0; (s0; 0);0; F 0)uber A gegeben.1) Durchschnitt: Wir beschreiben einen -Rabin-Scott-Automaten A\, der L(A)\L(A0) erkennt, und erlautern daran anschlieend, welche Modikationen im Falle derunendlichen W -Worter notig werden. Der Automat A\ simuliert gleichzeitig beideAutomaten. Dazu benotigt er sowohl die Register von A als auch die Register von A0,weshalb wir o. B. d.A. davon ausgehen, da R und R0 disjunkt sind.Die Zustandsmenge von A\ ist das kartesische Produkt QQ0, die Registermengevon A\ ist die Vereinigung R[R0. Der Automat simuliertA in der ersten Komponentedes Zustandsraumes und auf dem Registersatz R, wahrend A0 in der zweiten Kompo-nente und auf dem Registersatz R0 simuliert wird. Deshalb wird ((s; s0); ( [ 0)) als
1.3. ABSCHLUSSEIGENSCHAFTEN 9Anfangskonguration fur A\ gewahlt. Und es wird in die Transitionsrelation von A\die Transition((q; q00); a;  [ 0;  ^ 0;  [  0; (q0; q000))aufgenommen, wenn(q; a; ; ; ; q0) und (q00; a; 0; 0;  0; q000)Transitionen aus  bzw. 0 sind.Im Fall der unendlichen Worter ist zu beachten, da bei der Simulation beiderAutomaten Endzustande nicht notwendigerweise gleichzeitig in beiden Komponentenerreicht werden. Deshalb mu in die endliche Kontrolle ein zusatzlicher Mechanismuseingebaut werden. Die bekannte, fur diskrete Buchi-Automaten benutzte Konstruk-tion lat sich unmittelbar ubertragen (siehe [Tho90a]).2) Vereinigung: Wir gehen wie im Fall der Durchschnittsbildung vor und beschrei-ben zuerst einen -Rabin-Scott-Automaten A[, der L(A)[L(A0) erkennt. Er simuliertin jeder seiner Berechnungen, startend von einem neuen Anfangszustand q0, einender beiden Automaten A und A0, fur den er sich in der ersten Transition nichtdeter-ministisch entscheidet. Da prinzipiell in beiden Anfangsbelegungen  und 0 volligunterschiedliche Werte moglich sind, mu der Automat mit der Berechnung auf demgemeinsamen Registersatz R [ R0 beginnen, wobei wieder o. E. angenommen wird,da R und R0 disjunkt sind. Nach der ersten Transition, mit der er sich fur einender beiden Automaten entschieden hat, wird dann auf dem Registersatz des anderenbeliebig operiert, d. h., es wird eine beliebige Fortschreibung angewendet.Der Zustandsraum von A[ ist also Q [Q0 [ fq0g, wobei o. E. vorausgesetzt wird,da Q und Q0 disjunkt sind und q0 =2 Q [ Q0 gilt.Die neue Anfangskonguration ist (q0;  [ 0). Von q0 geht fur jede Transition(s; a; ; ; ; q) aus  eine Transition(q0; a;  [ 00; ; ; q0) (1.5)aus, wobei 00:R0 ! D0 beliebig gewahlt wird. Diese Transition trit eine Entschei-dung fur A. Analog gibt es in A[ fur jede Transition (s0; a; 0; ; ; q0) aus 0 eineTransition(q0; a; 0 [ 0; ; ; q0) ; (1.6)wobei diesmal 0:R ! D0 beliebig gewahlt wird. Mit dieser Transition wird eineEntscheidung fur A0 getroen.Ansonsten werden die Transitionen von A und A0 ubernommen, wobei wie in (1.5)und (1.6) auf dem jeweils anderen Registersatz beliebig operiert wird. Die Endzu-standsmenge ergibt sich als Vereinigung der Endzustandsmengen von A und A0.
10 KAPITEL 1. AUTOMATEN AUF BEWERTETEN WORTERNIm Falle der unendlichen Worter kann oensichtlich die gleiche Konstruktion be-nutzt werden. Eine Funktion , die jedesW -Wort uber einemAlphabetB auf einW -Wort uber Aabbildet, heit Projektion, wenn es eine Funktion 0:B ! A gibt, so da fur jedesW -Wort u = (b0; w0)(b1; w1) : : : uber B gilt:(u) = (0(b0); w0)(0(b1); w1)(0(b2); w2) : : : (1.7)Die Funktion  ist oensichtlich durch 0 bestimmt und jede Funktion 0:B ! Abestimmt durch (1.7) eine Projektion. Deshalb identizieren wir  und 0 meistens.Wie ublich werden Projektionen auf Sprachen erweitert: Ist L eine W -Spracheuber B, so ist die Menge f(u) j u 2 Lg die Projektion von L unter .1.3.2 Lemma Die Klasse der -erkennbaren W -Sprachen ist eektiv unter Projek-tion abgeschlossen.Beweis. Man ersetze die Beschriftung einer jeden Transition durch ihr Bild unter derProjektion. 1.4 Deterministische Automatenund KomplementierungZu Beginn des letzten Abschnittes wurde schon erwahnt, da es im allgemeinen -erkennbareW -Sprachen gibt, deren Komplement nicht -erkennbar ist. Schrankt mansich jedoch auf deterministische Automaten ein, so hat man den Abschlu unter Kom-plementbildung. Damit ist die Situation mit der bei Kellerautomaten und polynomiellzeitbeschrankten Turingmaschinen vergleichbar (wenngleich noch nicht bewiesen wur-de, da NP nicht unter Komplementbildung abgeschlossen ist). Allerdings muman imFalle der unendlichen W -Worter | wie das auch schon von deterministischen Auto-maten fur unendliche diskrete Worter bekannt ist | von Buchi- zu Muller-Automatenubergehen, d. h., die Akzeptierbedingung andern.1.4.1 Denition (Muller-Automat) Ein -Muller-Automat ist ein Quintupel derForm (Q;R; (s; );;F), dessen vier erste Komponenten wie bei einem -Automatensind und dessen letzte Komponente F eine Menge von Endzustandsmengen ist, d. h.eine Teilmenge von }(Q).-Muller-Automaten werden nur zum Erkennen von Sprachen unendlicher bewer-teter Worter benutzt. Eine unendliche Berechnung erfullt die Endbedingung, wenndie Zustande, die unendlich oft in der zugehorigen Transitionsfolge auftreten, eineMenge aus F bilden.
1.4. DETERMINISTISCHE AUTOMATEN UND KOMPLEMENTIERUNG 111.4.2 Lemma Eine W -Sprache ist genau dann durch einen -Muller-Automaten er-kennbar, wenn sie von einem -Buchi-Automaten erkannt wird.Beweis. Ubliche Konstruktionen fur diskrete Worter konnen ubernommen werden.Ist (Q;R; (s; );; F ) ein -Buchi-Automat, so erkennt der -Muller-Automat(Q;R; (s; );; fP  Q j F \ P 6= ;g)die gleiche Sprache.In der anderen Richtung ist die Konstruktion etwas aufwendiger: Der Buchi-Automat simuliert den gegebenen Muller-Automaten, rat zusatzlich am Anfang dieEndzustandsmenge, die fur das Akzeptieren des Wortes verantwortlich sein konnte,und uberpruft deterministisch wahrend der (nichtdeterministischen) Simulation, obdie geratene Menge gerade die Menge der Zustande ist, die in dem gewahlten Laufunendlich oft auftreten. Letzteres ist mit Hilfe der Buchischen Akzeptierbedingungmoglich. Zur Denition des Begris 'Determinismus` benutzen wir die Schreibweise(q; )  !u ;die angibt, da es eine Konguration (q0; 0) mit (q; )  !u (q0; 0) gibt:1.4.3 Denition (Determinismus) Ein -Automat ist deterministisch, wenn esfur jede Konguration (q; ) und jeden bewerteten Buchstaben (a;w) hochstens eineTransition  mit (q; )  !(a;w) gibt. Ein -Automat heit vollstandig, wenn es jeweilsmindestens eine Transition mit der angegebenen Eigenschaft gibt.Sprechen wir im folgenden von einem deterministischen -Automaten, so ist eindeterministischer -Rabin-Scott-Automat bzw. ein deterministischer -Muller-Au-tomat gemeint. Eine W -Sprache heit deterministisch -erkennbar, wenn es einendeterministischen -Automaten gibt, der sie erkennt.Aus dem Beweis von 1.4.2 ergibt sich sofort:1.4.4 Bemerkung Jede von einem deterministischen -Buchi-Automaten erkannteSprache ist deterministisch uhrenerkennbar.Trivialerweise gilt, da die Klasse der durch vollstandige, deterministische -Au-tomaten erkannten Sprachen gegen Komplementbildung abgeschlossen ist: Um zumKomplement einer Sprache uberzugehen, vertausche man in einem Rabin-Scott-Au-tomaten einfach End- mit nicht-Endzustanden, wahrend man in einem -Muller-Automaten das System der Endzustandsmengen komplementiere.Wir wollen uns klar machen, da die Voraussetzung der Vollstandigkeit nicht not-wendig ist:
12 KAPITEL 1. AUTOMATEN AUF BEWERTETEN WORTERN1.4.5 Lemma Zu jedem deterministischen -Automaten lat sich eektiv ein aqui-valenter vollstandiger, deterministischer -Automat konstruieren.Beweis. Sei A = (Q;R; (s; );; F ) bzw. A = (Q;R; (s; );;F) der gegebene de-terministische Automat.Nehmen wir an, da es in A fur jeden Zustand q und jeden Buchstaben a hochstensm Transitionen mit Quellzustand q und Beschriftung a gebe. Dann soll der neue Au-tomat auer dem Registersatz R genau m 1 weitere Kopien Ri mit 0 < i < m von Rbenutzen. Der ursprungliche Registersatz werde mit R0 bezeichnet. Die Anfangskon-guration werde so erweitert, da fur die Kopien gleiche Anfangswerte angenommenwerden. Jede Transition (q; a; ; ; ; q0) werde in trivialer Weise auf die Kopien fort-gesetzt: Die neue Transitionsrelation enthalte die Transition (q; a; 0; ;  0; q0), wobei0 auf Ri arbeite wie  auf R und  0 auf Ri wie  auf R. Dadurch wird die erkannteSprache nicht geandert und der Automat bleibt deterministisch. Zusatzlich hat eraber noch die Eigenschaft, da zu jedem Zeitpunkt jeder Registerinhalt m-mal zurVerfugung steht, namlich in jedem Registersatz einmal.Nun wird zur Zustandsmenge ein neuer Zustand q0 hinzugefugt, eine sogenannteSenke. Und fur jede Kombination aus Zustand q (von q0 verschieden) und Buchsta-ben a wird die Transition(q; a; ; ; ; q0) ; (1.8)die im folgenden genauer speziziert wird, zu der neuen Transitionsrelation hinzuge-nommen: Fur jede Transition (q; a; 0; 0;  0; q0) 2  nehme man einen Registersatz Ri,lasse  fur jedes i < m auf Ri wie 0 auf R operieren und nehme zu  ein Konjunkti-onsglied 00 hinzu, welches aus 0 durch Negieren und Substitution der Register aus Rdurch die entsprechenden Register aus Ri entstehe.Damit ist sichergestellt, da in jeder Konguration (q; ) mit einem Zustand q 2 Qzu jedem bewerteten Buchstaben genau eine Transition ausgefuhrt werden kann. Diezusatzliche Transition (1.8) kann namlich nach Konstruktion genau dann schalten,wenn dies keine der anderen Transitionen aus  kann.Fur q0 wird dies dadurch erreicht, da schlielich fur jeden Buchstaben a eineTransition der Form (q0; a; ; tt; ;; q0) mit beliebiger Fortschreibung  hinzugefugtwird.Die Eektivitat der Konstruktion ist trivialerweise gegeben. 1.4.6 Korollar Die Klasse der deterministisch -erkennbaren W -Sprachen endli-cher bzw. unendlicher Worter ist eektiv gegen Komplementbildung abgeschlossen.Daraus erhalten wir:1.4.7 Satz Die Klasse der deterministisch -erkennbaren W -Sprachen ist eektivgegen Anwendung der booleschen Operationen abgeschlossen.
1.4. DETERMINISTISCHE AUTOMATEN UND KOMPLEMENTIERUNG 13Beweis. Es braucht hier lediglich bemerkt zu werden, da der im Beweis von 1.3.1konstruierte Automat A\ zur Erkennung des Durchschnitts zweier -erkennbarer W -Sprachen deterministisch ist, sofern dies auch die beiden Ausgangsautomaten sind.(Beachte, da dies nicht fur den Automaten A[ gilt.) Ist die Klasse der -erkennbaren W -Sprachen nicht unter Komplementbildungabgeschlossen, dann erkennen die deterministischen -Automaten weniger Sprachenals die nichtdeterministischen. Die Potenzmengenkonstruktion, die bei endlichen dis-kreten Wortern zur Determinisierung benutzt wird, fuhrt oftmals deshalb nicht zumErfolg, weil mit den erreichbaren Zustanden auch die jeweils erreichbaren Register-belegungen verfolgt werden muten und diese im Fall einer unendlichen Wertemengenicht in endlich vielen Registern abgelegt werden konnen. Werden dagegen in einemgegebenen Automaten in jedem Schritt einer Berechnung unabhangig von der bislanggetroenen Auswahl an Transitionen die gleichen Fortschreibungen und die gleichenRucksetzungen angewendet, so kann eine modizierte Potenzmengenkonstruktion zurDeterminisierung benutzt werden.1.4.8 Denition (Registerdeterminismus) Ein -Automat heit registerdeter-ministisch, wenn es eine Aquivalenzrelation  auf seiner Zustandsmenge gibt, diefolgende Eigenschaften aufweist:1) Transitionen mit aquivalenten Quellzustanden und gleicher Beschriftung benut-zen die gleiche Fortschreibung.2) Sind (q; a; ; ; ; q0) und (q00; a; ; 0;  0; q000) Transitionen mit aquivalenten Quell-zustanden und gleicher Beschriftung und gibt es ein w 2 W und eine Register-belegung , so da w sowohl  wie auch 0 erfullt, dann gelten  =  0 undq0  q000.Als direkte Konsequenz aus dieser Denition halten wir fest:1.4.9 Bemerkung Ist A ein registerdeterministischer -Automat und sind(q0; 0) 0 !(a0;w0)(q1; 1) 1 !(a1;w1)(q2; 2) 2 !(a2;w2) : : :und (q00; 0) 00 !(a0;w0)(q01; 1) 01 !(a1;w1)(q02; 2) 02 !(a2;w2) : : :Berechnungen von A auf einem W -Wort u = (a;w), die beide die Anfangsbedingungerfullen, dann gelten i = i und qi  q0i fur jedes i < juj.Diese Beobachtung nutzen wir nun aus:
14 KAPITEL 1. AUTOMATEN AUF BEWERTETEN WORTERN1.4.10 Lemma Zu jedem registerdeterministischen -Automaten kann eektiv einaquivalenter vollstandiger, deterministischer -Automat konstruiert werden.Beweis. Wegen 1.4.5 reicht es, einen deterministischen Automaten zu konstruieren.Wir beginnen mit einem Beweis fur endliche Worter.Sei A = (Q;R; (s; );; F ) ein registerdeterministischer -Rabin-Scott-Automatmit Aquivalenzrelation  (wie in 1.4.8). Der neue Automat A0 habe dann die FormA0 = (}(Q); R; (fsg; );0; fP  Q j P \ F 6= ;g) ;wobei die neue Transitionsrelation 0 wie folgt bestimmt wird: Sei P eine Teilmen-ge einer Aquivalenzklasse von . Fur jeden Buchstaben a werde eine Aufzahlung(q0; a; ; 0; 0; q00), : : : , (qm 1; a; ; m 1; m 1; q0m 1) der Transitionen aus mitQuell-zustand qi aus P und Beschriftung a ermittelt. Dann werde fur jede nichtleere Teil-mengeM von m mit i 2M die Transition0 = (P; a; ;  M ; i; fq0j j j 2Mg)mit  M , ^j2M j ^ ^j2mnM :jin 0 aufgenommen. (Eine leere Indexmenge in der zweiten Konjunktion ergebe tt.)Dann gilt namlich (P; ) 0 !(a;w)(P 0; 0) in A0 genau dann, wenn P 0 die Menge al-ler Zustande q0 ist, fur die es ein q 2 P und eine Transition  in A gibt, so da(q; )  !(a;w)(q0; 0) erfullt ist. Dies sichert, da A0 zu A aquivalent ist.Die spezielle Konstruktion der Registertests  M garantiert den Determinismusvon A0, denn bei festem P und unterschiedlichen Mengen M und M 0 ist  M \  M 0nicht erfullbar.Fur unendliche Worter ist die Konstruktion weitaus aufwendiger. Wir skizzie-ren sie im folgenden. Aus einem -Buchi-Automaten A = (Q;R; (s; );; F ) werdeein diskreter Buchi-Automat A0 konstruiert, indem jede Transition (q; a; ; ; ; q0) zu(q; (q; a; ; ; ; q0); q0) zusammengefat wird. Dann werde eine Determinisierung furA0 durchgefuhrt, wie sie z. B. in [Saf88] zu nden ist. Das Ergebnis sei A00. Nun werdein A00 jede Transition (p; (q; a; ; ; ; q0); p0) in die Transition ((p; q); a; ; ; ; (p0; q0))umgewandelt, wodurch ein -Muller-Automat, etwa A000, entsteht, der aquivalent zuA ist. Dieser kann wieder nichtdeterministisch sein. Der Nichtdeterminismus kannjedoch eliminiert werden, indem auf der zweiten Komponente des Zustandsraumesvon A000 die Konstruktion durchgefuhrt wird, die im ersten Teil des Beweises (fur-Rabin-Scott-Automaten) vorgestellt wurde. 
1.5. EINFACHE TRANSITIONEN 151.5 Einfache TransitionenEine Transition eines -Automaten ist insofern ein kompliziertes Gebilde, als beiihrer Anwendung jeweils eine Fortschreibung, ein Test und eine Rucksetzung wirken.Es stellt sich die Frage, ob man nicht mit einfacheren Transitionen auskommen kann.Man konnte sich zum Beispiel die Transition (q; a; ; ; ; q0) als ein Folge von dreiTransitionen, etwa(q; a; ; q0); (q0; ; q1); (q1; ; q0) (1.9)vorstellen, wobei man q0 und q1 als neue Stutzzustande und fur jede Transition eineentsprechend modizierte Semantik annehmen wurde.Diese Idee wollen wir in diesem Abschnitt verfolgen. Das Ziel ist es, die Aquivalenzbeider Modelle, des Modells mit den normalen und des Modells mit den einfachenTransitionen, nachzuweisen.1.5.1 Denition (einfache Transition) Eine Transition heit einfach, wenn sieeine der drei folgenden Formen annimmt: (q; a; ; q0), (q; ; q0) oder (q; ; q0), wobei qund q0 fur Zustande stehen, a ein Buchstabe sein soll,  eine Fortschreibung,  einRegistertest und  eine Rucksetzung sein mogen. Die Transitionen werden als Buch-stabentransition, Testtransition und Rucksetztransition bezeichnet. Test- und Ruck-setztransitionen heien auch -Transitionen.Ein -Automat mit einfachen Transitionen ist ein gewohnlicher -Automat, des-sen Transitionsrelation ausschlielich aus einfachen Transitionen besteht.Der Begrisapparat, den wir fur -Automaten in Abschnitt 1.2 entwickelt haben,kann auf -Automaten mit einfachen Transitionen sinngema ubertragen werden. Furdie Erweiterung der dem Begri der Berechnung zugrunde liegenden Einzelschrittre-lation wollen wir dies beispielhaft vorfuhren. Dazu sei (q; ) eine Konguration. Dannschreiben wir(q; ) (q;a;;q0) !(a;w) (q0;  w)bei einer Buchstabentransition,(q; ) (q;;q0) ! (q0; ) ;wenn  den Test  erfullt, und(q; ) (q;;q0) ! (q0; )bei einer Rucksetztransition.Aus der anfanglichen Uberlegung zum Aufbrechen einer Transition in einfacheTransitionen (siehe 1.9) ergibt sich unmittelbar:
16 KAPITEL 1. AUTOMATEN AUF BEWERTETEN WORTERN1.5.2 Bemerkung Zu jedem -Automaten lat sich eektiv ein aquivalenter -Automat mit einfachen Transitionen konstruieren.Die Umkehrung dieser Bemerkung, namlich da es zu jedem -Automaten miteinfachen Transitionen einen aquivalenten "normalen\ -Automaten gibt, gilt auch,ihr Beweis ist jedoch schwieriger und langwierig. Ihm ist der Rest des Abschnittsgewidmet.Damit die Eektivitat der noch vorzustellenden Konstruktion gewahrt werdenkann, mu eine zusatzliche Annahme uber die Berechnungsstruktur gemacht werden:1.5.3 Denition (eektive Berechnungsstruktur) Eine Berechnungsstruktur = (D;D0; C;F) heit eektiv, wenn D0 und C sowie F abzahlbar sind und eektivuberprufbar ist, ob fur d0 2 D0 und C 2 C der Test "d0 ?2 C\ positiv ausfallt.Wir wollen folgendes zeigen:1.5.4 Lemma 1) Zu jedem -Automaten mit einfachen Transitionen gibt es einenaquivalenten -Automaten.2) Ist  eine eektive Berechnungsstruktur, so kann die Umwandlung gema 1)eektiv erfolgen.Die wesentliche Problematik liegt darin, da in einem -Automaten in jedemSchritt ein bewerteter Buchstabe gelesen wird, wahrend bei -Automaten mit ein-fachen Transitionen beliebig viele -Transitionen zwischen dem Lesen zweier Buch-staben ausgefuhrt werden konnen. Bei Automaten fur diskrete Worter kann man-Transitionen einfach zusammenziehen, wobei fur !-Worter noch eine Zusatzkon-struktion notig ist, die die Wahrung der Akzeptierbedingung sichert. Prinzipiell kannman nun bei -Automaten in der gleichenWeise vorgehen, mu sich nur klar machen,da jeweils eine Folge von Registertests und Rucksetzungen durch einen einzigen Regi-stertest, gefolgt von einer Rucksetzung, ersetzt werden kann. Dann kann namlich eineBuchstabentransition, gefolgt von einer Folge von Rucksetzungen und Registertests,durch eine herkommliche Transition ersetzt werden, die zuerst die Fortschreibung an-wendet und dann den Ersatztest und die Ersatzrucksetzung anschliet. Auerdemmu man sich uberlegen, wie die Registertests und die Rucksetzungen, die vor demLesen des ersten bewerteten Buchstabens eines Wortes ausgefuhrt werden, behandeltwerden konnen.Das Redukt von Rucksetzungen und Tests. Sei R ein fester Registersatz.Das Redukt einer endlichen Folge  von Rucksetzungen und Registertests, das einPaar, bestehend aus einem Registertest und einer Rucksetzung, ist, wird induktivuber die Lange von  deniert.
1.5. EINFACHE TRANSITIONEN 17Ist  die leere Folge, so sei das Redukt von  das Paar (tt; ;). Ist  = 0 und(; ) das Redukt von 0, so bestimme sich das Redukt (0;  0) von  in Abhangigkeitvon dem Typ von  wie folgt:Rucksetzung: Ist  eine Rucksetzung, so sei 0 =  und 0(r) = 8>><>>>: (r) ; falls r 2 dom() n dom(),(r) ; falls r 2 dom(),undeniert, sonst, fur r 2 R.Registertest: Ist  ein Registertest, so sei  0 =  und 0 die Konjunktion aus  und demTest, der dadurch entsteht, da in  jede atomare Subformel Cr mit r 2 dom()durch den Wahrheitswert von "(r) 2 C\ ersetzt wird.Die beschriebene Konjunktion kann also nur dann eektiv berechnet werden, wenndie Tests der Form "(r) ?2 C\ eektiv durchgefuhrt werden konnen, was unter derVoraussetzung, da eine eektive Berechnungsstruktur  vorliegt, auch moglich ist.Das Redukt einer konsistenten Folge von -Transitionen ist das Redukt der korre-spondierenden Folge von Registertests und Rucksetzungen.Die entscheidende Eigenschaft des Redukts einer Folge von -Transitionen wird inder folgenden Bemerkung festgehalten:1.5.5 Bemerkung Ist(q0; 0; q1)(q1; 1; q2) : : : (qm 1; m 1; qm) (1.10)eine Folge von -Transitionen mit Redukt (; ) und  eine Folge von m+1 Register-belegungen, so gilt genau dann(q0; 0) (q0;0;q1) ! : : : (qm 1;m 1;qm) ! (qm; m) ;wenn 0 den Test  erfullt und m = 0 gilt.Damit kann in einer Berechnung die Folge (1.10) durch(q0; ; q)(q; ; qm)ersetzt werden, sofern mit Hinblick auf die Buchische Akzeptierbedingung fur unend-liche bewertete Worter das Auftreten von Endzustanden geeignet berucksichtigt wird,indem z.B. der Stutzzustand q genau dann zu einem Endzustand gemacht wird, wennin fq1; : : : ; qm 1g ein Endzustand liegt.Prinzipiell braucht die Anzahl der Redukte, die sich entlang von konsistenten -Transitionsfolgen in einem Automaten ergeben, nicht endlich zu sein. Dennoch kann
18 KAPITEL 1. AUTOMATEN AUF BEWERTETEN WORTERNman sie durch eine entsprechend gewahlte Aquivalenzrelation in endlich viele Klassenunterteilen, ohne die in ihnen enthaltene wesentliche Information zu verlieren.Zwei Redukte (; ) und (0;  0) heien aquivalent , falls  =  0 gilt und  und0 logisch aquivalent sind, wenn man in ihnen unterschiedliche atomare Registertestsdurch unterschiedliche aussagenlogische Variablen ersetzt. (Man konnte hier auchdirekte logische Aquivalenz verlangen, was u.U. eine grobere Einteilung, d. h. wenigerAquivalenzklassen, liefern wurde. Mit Hinblick auf eine eektive Berechnung mutedann jedoch die starke Voraussetzung, da die von den Testpradikaten aus C in Derzeugte boolesche Algebra eektiv sein moge, gemacht werden.)Zwei endliche konsistente -Transitionsfolgen  und 0 heien aquivalent, wennihre Redukte aquivalent sind, beide mit dem gleichen Zustand beginnen und auf dengleichen Zustand enden. Bei Buchi-Automaten hat man noch die Zusatzbedingung,da in  genau dann ein Endzustand auftrete, wenn in 0 ein Endzustand auftritt.Wir halten fest:1.5.6 Lemma Sei A ein -Automat mit einfachen Transitionen.1) Es gibt nur endlich viele Aquivalenzklassen von konsistenten -Transitionsfolgenin A.2) Ein Reprasentantensystem der Aquivalenzklassen aller in A auftretenden end-lichen konsistenten -Transitionsfolgen kann eektiv berechnet werden.Beweis. 1) Jede Aquivalenzklasse mit Reprasentant(q0; 0; q1)(q1; 1; q2) : : : (qm 1; m 1; qm)ist durch q0, qm, die Aquivalenzklasse des Reduktes (; ) von  und im Falle derBuchi-Automaten die Angabe, ob q einen Endzustand enthalt, bestimmt. Fur dieletzte Angabe und die beiden ersten kommen insgesamt 2jQj2 Moglichkeiten in Frage.Ist m die Anzahl der Elemente aus D0, die in Rucksetztransitionen von A auftreten,so gibt es fur  hochstens (m + 1)jRj Moglichkeiten. (Beachte, da auch der Wert"undeniert\ auftreten kann.) Ist weiterhin n die Anzahl der in A vorkommendenatomaren Registertests, so gibt es fur  (bezuglich aussagenlogischer Aquivalenz)hochstens 22n Moglichkeiten. Insgesamt ergibt sich als obere Schranke fur die Anzahlder Aquivalenzklassen 2jQj2  (m+ 1)jRj  22n.2) Bei dem Problem, die Reprasentanten der auftretenden Aquivalenzklassen zunden, handelt es sich wegen der nach 1) gegebenen endlichen Anzahl der Aqui-valenzklassen um eine Instanz des allgemeinen Wegeproblems, die mit dem Kleene-Algorithmus losbar ist. Man beachte, da die Berechnung von Redukten sowie derAquivalenztest fur Redukte eektiv durchfuhrbar sind. 
1.5. EINFACHE TRANSITIONEN 19Beweis von 1.5.4. Zuerst geben wir einen Beweis fur einen -Rabin-Scott-Au-tomaten A = (Q;R; (s; );; F ) mit einfachen Transitionen an und gehen darananschlieend auf die fur Buchi-Automaten notwendigen Modikationen ein.Die Konstruktion besteht aus drei Schritten. Nach der Beschreibung von Schritt 1)wird eine Betrachtung zur Vorbereitung der weiteren Konstruktion angestellt.Schritt 1)Man berechne ein ReprasentantensystemR der in A auftretenden Aqui-valenzklassen von endlichen -Transitionsfolgen (vgl. 1.5.6) und bestimmedie Teilmen-ge R0 von R, die die Transitionsfolgen mit Redukt (; ) enthalt, die mit s beginnenund fur die  den Test  erfullt.Falls  ein Reprasentant aus RnR0 ist, so beginnt keine akzeptierende Berechnungvon A mit einem Stuck, das durch eine zu  aquivalente Transitionsfolge bestimmt ist.Fur die Transitionsfolgen  aus R0 ist dies jedoch moglich. Ist (; ) das Redukt einesElementes  von R0, so lat sich jede Berechnung, die durch die Belegung  undeine Transitionsfolge, die mit dem letzten Zustand von  beginnt, bestimmt ist unddie Endbedingung erfullt, durch Vorschreiben der durch  bestimmten Berechnung zueiner akzeptierenden Berechnung auf dem gleichen Wort fortsetzen. (Beachte, da denitionsgema nur aus -Transitionen besteht.)Diese Uberlegung fuhrt zu der folgenden Denition: Sei  ein Element von R0.Dann sei L die Sprache der Worter, fur die es eine akzeptierende Berechnung von Agibt, die durch eine Transitionsfolge bestimmt ist, die mit einer zu  aquivalentenTransitionsfolge beginnt und dann mit einer Buchstabentransition fortfahrt.Dann gilt:L(A) = [2R0 L : (1.11)Schritt 2) Fur jedes  2 R0 konstruiere man wie folgt aus A einen Automaten A,der L erkennt, wobei angenommen wird, da q der letzte Zustand von  sei und (; )das Redukt von : Man wahle (q; ) als Anfangskonguration. Auerdem werde furjede Buchstabentransition (q; a; ; q0) und jede Transitionsfolge  2 R mit erstemZustand q0, letztem Zustand q00 und Redukt (0;  0) die Transition (q0; a; ; 0;  0; q00)in die Transitionsrelation von A aufgenommen.Schritt 3)Man konstruiere mit Hilfe von 1.3.1 den Automaten, der die Vereinigungder von den Automaten A erkannten Sprachen erkennt.Die Korrektheit der Konstruktion ist durch 1.5.5 und (1.11) gesichert. Die Eek-tivitat ist nur an einer Stelle zweifelhaft, wenn namlich in Schritt 1) jeweils uberpruftwerden mu, ob  den Test  erfullt. Dies ist aber unter der Voraussetzung, da dieBerechnungsstruktur eektiv ist, eektiv moglich.Fur -Buchi-Automaten verfahrt man in den Schritten 1) und 3) analog, jedochmu man beim Zusammenziehen der Transitionsfolgen in Schritt 2) jeweils beruck-sichtigen, ob in  ein Endzustand aufgesucht wird oder nicht. Dies fuhrt zu einer etwas
20 KAPITEL 1. AUTOMATEN AUF BEWERTETEN WORTERNkomplizierteren Konstruktion, die in einer Vergroerung des Zustandsraumes resul-tiert, aber unmittelbar der Konstruktion nachempfunden werden kann, die ublicher-weise zur Elimination von -Transitionen in Buchi-Automaten auf diskreten Worterneingesetzt wird. Bei der Beschreibung konkreter Automaten wird es oftmals nutzlich sein, wennwir in einem Automaten sowohl herkommliche wie auch einfache Transitionen be-nutzen konnen. Manchmal werden sogar kombinierte Transitionen von Vorteil sein.Darunter wollen wir Transitionen verstehen, die aus einer herkommlichen Transitiondurch Entfernen einzelner Komponenten (der Fortschreibung, des Tests, der Ruckset-zung) oder sogar aller entstehen, z. B. (q; ; ; q0) oder (q; q0). Aus 1.5.2 und 1.5.4 gehthervor, da auch dieses liberale Automatenmodell zu dem Modell des -Automateneektiv aquivalent ist.
Kapitel 2Monadische Logiken aufbewerteten WorternDas Ziel dieses Kapitels ist eine logische Charakterisierung der -erkennbaren W -Sprachen fur eine beliebigeWertemengeW und eine beliebige Berechnungsstruktur .In den Arbeiten [Buc60] und [Elg61] wird gezeigt, da jede erkennbare Spracheendlicher diskreter Worter durch einen Satz in einer geeigneten monadischen Lo-gik zweiter Stufe (S1S, 'monadic second-order logic with one successor`) beschriebenwerden kann und da umgekehrt jeder Satz dieser Logik eine Menge von endlichendiskreten Wortern beschreibt, die erkennbar ist. Vergleichbare Resultate wurden furMengen von endlichen Baumen ([TW68], [Don70]) und endlichen Spuren ([Tho90b])erzielt. Fur die erkennbaren Mengen der jeweiligen unendlichen Objekte (!-Worter,unendliche Baume und unendliche Spuren) sind entsprechende Ergebnisse bekannt([Buc62], [Rab69], [EM93]).ImFall der -erkennbarenW -Mengen kann man nicht auf eine Beschreibung durcheine volle Logik hoen, da eine solche mit einer Formel auch ihr Negat enthielte unddamit eine unter Komplementbildung abgeschlossene Klasse von Sprachen beschrie-be. Jedoch ist die Klasse der -erkennbaren W -Sprachen im allgemeinen nicht un-ter Komplementbildung abgeschlossen (vgl. 4.2.5). Auch die Klasse der erkennbarenBildsprachen, die in [GR92] eingefuhrt wurde, ist nicht unter Komplementbildung ab-geschlossen. Dennoch lat sie eine stabile logische Charakterisierung zu: In [GRST94]wird gezeigt, da eine Bildsprache genau dann erkennbar ist, wenn sie durch einen exi-stentiell monadisch quantizierten Satz deniert wird. Ein ahnliches Ergebnis werdenwir fur -erkennbare W -Sprachen erzielen.Zuerst wiederholen wir die klassischen Denitionen und Ergebnisse fur diskre-te Worter (Abschnitt 2.1). Dann erlautern wir den allgemeinen logischen Rahmen,in dem wir arbeiten werden (Abschnitt 2.2), und daran anschlieend formulierenwir das Hauptergebnis dieses Kapitels, den sogenannten Charakterisierungssatz (Ab-schnitt 2.3). Der Beweis des Satzes umfat die drei nachsten Abschnitte, an die21
22 KAPITEL 2. MONADISCHE LOGIKEN AUF BEWERTETEN WORTERNsich der Beweis einer Verallgemeinerung des Charaktersierungssatzes anschliet (Ab-schnitt 2.7). Zum Schlu geht es um die Frage, unter welchen Umstanden der Leer-heitstest fur -Automaten entscheidbar und die Projektionen jeder -erkennbarenSprache regular ist (Abschnitt 2.8).2.1 Monadische Logiken zweiter Stufe und BuchisErgebnisseIm allgemeinen ist die Syntax einer monadischen Logik zweiter Stufe durch eineherkommliche Signatur erster Stufe vorgegeben, die Symbole fur Funktionen (ein-schlielich Konstanten) und Relationen auf dem Universum enthalt. Die Terme derSprache sind die gleichen wie die der Sprache der ersten Stufe in der gegebenen Si-gnatur. Die Formeln werden in der ublichen Weise aus atomaren Formeln induktivdurch die Anwendung boolescher Operationen und die Quantizierung uber Element-und Mengenvariablen (!) gebildet, wobei auer den atomaren Formeln der Spracheder ersten Stufe fur jede Mengenvariable X und jeden Term t der Ausdruck Xt zuge-lassen wird und die Bedeutung "t ist Element von X\ erhalt. Standardmaig werdenElementvariablen und (Element-)Terme mit Kleinbuchstaben und Mengenvariablenmit Grobuchstaben bezeichnet.Eine Formel der Gestalt 9X0 : : :9Xm 10, bei der 0 keine Mengenquantorenenthalt, wird ublicherweise existentiell-monadische Formel genannt. Demgegenubersprechen wir von einer beliebigen Formel der monadischen Logik zweiter Stufe in dergegebenen Signatur als einer monadischen Formel.2.1.1 Denition Sei 
 eine Signatur (wie oben beschrieben). Die Menge der mona-dischen 
-Formeln wird mit MSO
 bezeichnet, wahrend 9MSO
 fur die existentiell-monadischen 
-Formeln steht.Um uber diskrete Worter uber dem Alphabet A sprechen zu konnen, betrachtenwir die Signatur  erster Stufe, die aus einem zweistelligen Relationssymbol < (inInxschreibweise) und einem einstelligen Buchstabenpradikat Pa fur jeden Buchsta-ben a aus A besteht. Wird die Signatur auf der Grundlage eines mit einem von Averschiedenen Buchstaben bezeichneten Alphabets gebildet, so tritt ein entsprechen-des Argument, z. B. wie in (B), hinzu.Aus jedem diskreten Wort u = a uber A gewinnt man in naturlicher Weise eine-Struktur, die mit u bezeichnet wird: Die Menge juj ist das Universum von u,das Symbol < wird durch die naturliche Kleiner-als-Relation auf dem Universum undPa durch fi < juj j ai = ag interpretiert. Man stelle sich also das Universum alsdie Indexmenge des Wortes a | im eigentlichen Sinne als Folge betrachtet | vor.Der Vorstellung, da es sich bei einemWort um ein geometrisches Objekt (raumliche
2.1. MONADISCHE LOGIKEN UND BUCHIS ERGEBNISSE 23Aneinanderreihung von Buchstaben) handelt, entspringt die Bezeichnung Stelle furein Element des Universums.Jede dieser -Strukturen wird als -Wortstruktur oder diskrete Wortstruktur be-zeichnet.Grundsatzlich werden Formeln aus MSO nur in -Wortstrukturen interpre-tiert und zwar getrennt nach endlichen bzw. unendlichen Wortern, wie wir es vonden Automaten her kennen: Die Menge aller endlichen -Wortmodelle eines Sat-zes  aus MSO wird mit Mod+(), die Menge aller unendlichen -Wortmodellemit Mod!() bezeichnet. Falls nur Mod() geschrieben wird, so ist je nach Zusam-menhang Mod+(), Mod!() oder beides gemeint. (Vgl. die Festlegung im Anschluan 1.2.3.)2.1.2 Denition (denierbare Sprache) Eine Sprache L von diskreten Worternheit monadisch -denierbar, falls es einen monadischen -Satz  gibt, fur denMod() = L gilt. Sie heit existentiell-monadisch -denierbar, wenn  existentiell-monadisch gewahlt werden kann.Der fundamentale Zusammenhang zwischen denierbaren und erkennbaren Spra-chen diskreter Worter ist in dem folgenden Satz zusammengefat:2.1.3 Satz ([Buc60][Elg61][Buc62]) 1) Sei L eine Sprache diskreter Worter.Dann sind die drei folgenden Aussagen aquivalent.(a) L ist monadisch -denierbar.(b) L ist existentiell-monadisch -denierbar.(c) L wird durch einen Rabin-Scott- bzw. durch einen Buchi-Automaten er-kannt.Die jeweiligen Umwandlungen (von Formeln in Formeln, von Formeln in Au-tomaten und zuruck) konnen eektiv erfolgen.2) Es ist entscheidbar, ob ein gegebener monadischer -Satz ein endliches -Wortmodell hat und ob er ein unendliches -Wortmodell hat.Da -Formeln nur in -Wortstrukturen interpretiert werden, denieren wir (logi-sche) Aquivalenz auch nur bezuglich -Wortstrukturen: Zwei monadische -Formelnheien aquivalent, wenn jede Interpretation in einer -Wortstruktur genau dann dieeine Formel erfullt, wenn sie die andere erfullt. Und ein monadischer -Satz  heitaquivalent zu einem Automaten A, wenn Mod() = L(A) gilt.Mit anderen Worten besagt 2.1.3 also, da man zu jedem diskreten Automateneektiv einen aquivalenten (existentiell-)monadischen -Satz konstruieren kann undumgekehrt.
24 KAPITEL 2. MONADISCHE LOGIKEN AUF BEWERTETEN WORTERN2.2 Erweiterte monadische Logiken zweiter StufeFur die Beschreibung von erkennbaren Sprachen bewerteter Worter reichen die an-fangs des letzten Abschnitts vorgestellten monadischen Logiken zweiter Stufe nichtaus. Sie mussen um Relationen, die zwischen Elementen und Mengen des Universumsbestehen konnen, erweitert werden. Formal lassen wir deshalb in einer erweiterten Si-gnatur auer Symbolen fur Funktionen und Relationen auf dem Universum eine dritteArt von Symbolen zu, die erweiterte Symbole genannt werden. Die Signaturfunktionordnet jedem der erweiterten Symbole einen Typ (m;n) zu und jedes erweiterte Sym-bol vom Typ (m;n) wird in einer Struktur mit Universum M durch eine Teilmengevon }(M)m  Mn interpretiert, d. h., ein solches Symbol steht fur eine erweiterteRelation mit m Mengen- und n Elementargumenten. Man kann also jedes n-stelligeRelationssymbol auch als erweitertes Symbol des Typs (0; n) auassen.Zu den Regeln fur die Bildung der monadischen Formeln tritt eine weitere: FallsE ein erweitertes Symbol des Typs (m;n) ist, X0, : : : , Xm 1 Mengenvariablen sindund t0, : : : , tn 1 Terme, dann ist auchE(X0; : : : ;Xm 1; t0; : : : ; tn 1)eine atomare Formel, eine sogenannte erweitert-atomare Formel.Die BezeichnungenMSO
 und 9MSO
 aus 2.1.1 werden fur erweiterte Signaturenbeibehalten.2.3 Die Sprache MSO und derCharakterisierungssatzSei  wiederum eine W -Berechnungsstruktur.Fur die Beschreibung von -erkennbaren Sprachen wird die Signatur  (aus Ab-schnitt 2.1) um erweiterte Symbole erganzt.2.3.1 Denition (Signatur ) Es ist  die erweiterte Signatur, die auer denSymbolen aus  fur jedes l  0, jede mit den Teilmengen von l indizierte FamilieF = ffP gPl von Schrittfunktionen aus F , jede mit den Teilmengen von l indizierteFamilie H = fhPgPl von Anfangselementen und jedes Testpradikat C aus C einerweitertes Symbol EC;F;H des Typs (l+ 1; 1) enthalt.Im folgenden wird beschrieben, wie man aus einem W -Wort u = (a;w) eine -Struktur u gewinnt.Zuerst werden das Universum und die Interpretation der Symbole, die auch inder Signatur  enthalten sind, derart gewahlt, da das Redukt u   mit der ausAbschnitt 2.1 bekannten Wortstruktur a ubereinstimmt. Mit anderen Worten, das
2.3. DIE SPRACHE MSO UND DER CHARAKTERISIERUNGSSATZ 25Universum von u ist juj, das Symbol < steht fur die naturliche Kleiner-als-Relationauf dem Universum und es ist u = fi < juj j ai = ag.Fur die Interpretation eines erweiterten Symbols EC;F;H des Typs (l+1; 0) in denieren wir zunachst Hilfsfunktionen.Ist N  N eine Menge von naturlichen Zahlen und m 2 N, so ist der Vorgangervon m in N die Zahl max(fm0 2 N j m0 < mg [ f 1g), die mit vg(m;N) bezeichnetwird.Sind F = ffPgPl und H = fhP gPl wie in 2.3.1, so seiEuF;H :}(juj)m  f(m;n) 2 (f 1g [ juj)2 j m  ng ! Ddie Funktion, die durch Induktion uber die Dierenz n   m wie folgt deniert ist(wobei M fur eine l-gliedrige Folge von Teilmengen von juj stehe):EuF;H(M;m;m) = hfijm2Mig ;EuF;H(M;m;n+ 1) = ffijn+12Mig(EuF;H(M;m;n); wn+1) :(Beachte, da dadurch immer EuF;H(M; 1; 1) = h; gilt.)D. h., der Wert EuF;H(M;m;n) kann auf die folgende Weise errechnet werden: Manbestimmt zuerst, zu welchen Mengen aus M die Stelle m gehort. Daraus ergibt sichdann vermoge H das Speicherelement, mit dem die Berechnung gestartet wird. Dannbestimmt man nacheinander fur i = m+1; : : : ; n jeweils die Mengen vonM , zu deneni gehort. Dadurch sind vermoge F Fortschreibungen vorgegeben. Diese wendet mannacheinander auf den Startwert an, wobei jeweils als zweites Argument der Reihenach einer der Werte wm, : : : , wn genommen wird.Das erweiterte Symbol EC;F;H werde in u durch die Menge aller Tripel (N;M;m)interpretiert, fur die EuF;H(M; vg(m;N);m) 2 C gilt. Damit gehort (N;M;m) genaudann zu der Interpretation von EC;F;H in u, wenn das Speicherelement, das manauf die oben beschriebene Weise auf dem Wege vom Vorganger von m in N zu merhalt, zu C gehort.Die Beschreibung von u ist somit vollstandig.Die aus W -Wortern gewonnenen -Strukturen werden als -Wortstrukturenbezeichnet.Genauso wie in Abschnitt 2.1 festgelegt wurde, da -Formeln nur in -Wort-strukturen interpretiert werden, so sollen -Formeln nur in -Wortstrukturen in-terpretiert werden. Demgema mogen auch die Begrie monadisch -denierbar,existentiell-monadisch -denierbar und der Begri der 'Aquivalenz` sowie die Be-zeichnung Mod() verstanden werden.Das fundamentale Ergebnis dieser Arbeit ist eine Beschreibung der -erkennbarenSprachen durch -Formeln:2.3.2 Charakterisierungssatz Sei L eine W -Sprache. Dann sind die folgendenAussagen aquivalent:
26 KAPITEL 2. MONADISCHE LOGIKEN AUF BEWERTETEN WORTERN1) L ist existentiell-monadisch -denierbar.2) L ist -erkennbar.Die jeweiligen Umwandlungen (von Formeln in Automaten und Automaten in For-meln) konnen eektiv erfolgen.Der Beweis dieses Satzes ist umfangreich. Der nachste Abschnitt beschaftigt sichmit der Implikation von 2) nach 1), wahrend sich die darauolgenden Abschnitte 2.5und 2.6 mit der Implikation von 1) nach 2) auseinandersetzen.2.4 Logische Beschreibung von akzeptierendenBerechnungenWir zeigen die Implikation von 2) nach 1) in 2.3.2, dem Charakterisierungssatz.2.4.1 Lemma Zu jedem -Automaten lat sich eektiv eine aquivalente existentiell-monadische -Formel konstruieren.Beweis. Wir geben zuerst einen Beweis fur W -Sprachen unendlicher Worter. An-schlieend werden wir die fur den Fall der endlichen Worter notwendigen Modika-tionen erlautern.Sei A = (Q;R; (q; );; F ) ein -Buchi-Automat mit s Registern r0, : : : , rs 1 undt Transitionen 0, : : : , t 1 der jeweiligen Form j = (qj; aj; j; j; j; q0j).Wir konstruieren nun eine existentiell-monadische -Formel akz mit der Eigen-schaft Mod!(akz) = L(A).Dazu wird der folgende Ansatz gewahlt:akz , 9X0 : : :9Xs 19Y0 : : :9Yt 1akzBer :Die Formel akzBer soll eine Formel ohne Mengenquantoren werden. Sie soll genaudann in einer Interpretation (u; ) mit einer Variablenbelegung  erfullt sein, wennes eine durch eine Transitionsfolge  bestimmte akzeptierende Berechnung von A aufu gibt, so da fur jedes k 2 N, jedes j < t und jedes i < s gilt:k 2 (Yj) gdw. k = j ; (2.1)k 2 (Xi) gdw. k setzt ri zuruck : (2.2)Die Formel akzBer werden wir als eine Konjunktion der Bedingungen, die an eineakzeptierende Berechnung gestellt werden, erhalten. Als Abkurzung werden verwen-det: suc(x; y) , x < y ^ 8z(x < z ! :z < y) ;0 = x , :9y(y < x) :
2.4. LOGISCHE BESCHREIBUNG VON BERECHNUNGEN 27Zuerst wollen wir die notwendigen Nebenbedingungen, die sich direkt aus derForderung an die Art der Kodierung ergeben, formulieren.Die Mengen Yj mit j < t bilden eine Partition des Universums:Partition , 8x(_j<tYjx ^ ĵ<t(Yjx! ^j0<j :Yj0x)) :Auerdem ergeben sich die Belegungen der Mengen Xi direkt aus den Belegungen derMengen Yj :RuckPkt , î<s 8x(Xix$ _j<t: j setzt ri zuruckYjx) :Damit die kodierte Berechnung akzeptierend ist, mussen Anfangs- und Endbedin-gung erfullt sein:AnfBed , _j:qj=q 8x(0 = x! Yjx) ;EndBed , 8x9y(x < y ^ _j:qj2F Yjy) :Die Transitionsfolge mu konsistent sein und ihre Beschriftung mu mit der Be-schriftung des gegebenen Wortes ubereinstimmen:konsTransFolge , 8x8y(suc(x; y)! _j;j0:q0j=qj0(Yjx ^ Yj0y)) ;Beschriftung , 8x â2A(Pax! _j:aj=a Yjx) :Schlielichmussen alle Registertests erfullt sein. Um dies zu beschreiben, benutzenwir die erweiterten Pradikate aus . Wir betrachten ein Register ri und denierenF i = ff iPgPt und H i = fhiPgPt wie folgt:f iP = 8><>: j(ri) ; falls P = fjg,beliebig, sonst, (2.3)hiP = 8>>><>>: j(ri) ; falls P = fjg und ri 2 dom(j),(ri) ; falls P = ;,beliebig, sonst. (2.4)Dann hatEuF i ;Hi((Xi); (Y0); : : : ; (Yt 1); vg((x); (Xi)); (x))
28 KAPITEL 2. MONADISCHE LOGIKEN AUF BEWERTETEN WORTERNgenau den Wert des Registers ri, den dieses bei dem durch  bestimmten Lauf vonA auf u nach der Verarbeitung der ersten x+ 1 Ereignisse enthalt (sofern (2.1) und(2.2) erfullt sind). Deshalb setzen wir fur jedes Testpradikat C: Ci , EC;F i ;Hi(Xi; Y ; x) :Auerdem entstehe die Formel 0j aus j , indem jede atomare Formel Cri durch  Ciersetzt werde. Dann wird die Erfullung der Registertests durch die FormelTest , 8x ĵ<t(Yjx! 0j)ausgedruckt.Damit sind alle Bedingungen an die Kodierung einer akzeptierenden Berechnungformuliert und akzBer ergibt sich als Konjuktion dieser. Die gesamte Formel ist Ab-bildung 2.1 zu entnehmen.Im Fall der endlichen bewerteten Worter bzw. Rabin-Scott-Automaten kann dieFormel akz prinzipiell ubernommen werden. Es mu lediglich der anderen Endbedin-gung Rechnung getragen werden.Oensichtlich kann akz aus A eektiv bestimmt werden. Fur die spatere Verwendung wollen wir noch eine wichtige Eigenschaft der Formelakz festhalten. Dazu sei der E-Rang einer -Formel  die Anzahl der in  auf-tretenden erweitert-atomaren -Formeln, wobei ein Unterschied in dem benutztenTestpradikat nicht gerechnet wird. (Die Formel EC;F;H (X;Y; x)^ EC0 ;F;H(X;Y; x) hatz. B. E-Rang Eins.) Der E-Rang einer -denierbaren W -Sprache sei der minimaleE-Rang aller existentiell-monadischen -Formeln, die L denieren.2.4.2 Bemerkung Ist L eine W -Sprache, die von einem -Automaten mit s Regi-stern erkannt wird, so ist ihr E-Rang kleiner oder gleich s.2.5 Interpretation in diskreten StrukturenFur den Beweis der Implikation von 1) nach 2) im Charakterisierungssatz (siehe 2.3.2)benutzen wir den Buchischen Satz. Eine existentiell-monadische -Formel  uber-fuhren wir in eine in gewissem Sinne aquivalente monadische -Formel  (die uberdiskrete Worter spricht), benutzen dann 2.1.3, um einen zu  aquivalenten diskretenAutomaten A zu konstruieren, und wandeln schlielich den diskreten Automaten Ain einen Automaten Â um, der auf bewerteten Wortern arbeitet und zu der ursprung-lichen Formel  aquivalent ist. In diesem Abschnitt geht es um den Schritt von  zu, wahrend im nachsten Abschnitt die Konstruktion von Â aus A vorgestellt wird.Es sei X0, X1,: : : ein unendlicher Vorrat an unterschiedlichen Mengenvariablenund x eine feste Elementvariable. Fur jede naturliche Zahl m sei Wm die MengefX0; : : : ;Xm 1g.
2.5. INTERPRETATION IN DISKRETEN STRUKTUREN 29akz , 9X0 : : :9Xs 19Y0 : : :9Yt 1akzBerakzBer , Partition ^ RuckPkt ^ AnfBed ^ EndBed^ konsTransFolge ^ Beschriftung ^ TestPartition , 8x(_j<tYjx ^ ĵ<t(Yjx! ^j0<j :Yj0x))RuckPkt , î<s 8x(Xix$ ^j<t: j setzt ri zuruckYjx)AnfBed , _j:q=qj 8x(0 = x! Yjx)EndBed , 8x9y(x < y ^ _j:qj2F Yjy)konsTransFolge , 8x8y(suc(x; y)! _j;j0:q0j=qj0(Yjx ^ Yj0y))Beschriftung , 8x â2A(Pax! _j:aj=aYjx)Test , 8x ĵ<t(Yjx! 0j)mit 0j , j [ Ci =Cri] Ci , EC;F i ;Hi(Xi; V ; x)f iP = 8><>>: j(ri) ; falls P = fjg,beliebig, sonst,hiP = 8>>><>>>>: j(ri) ; falls P = fjg und ri 2 dom(j),(ri) ; falls P = ;,beliebig, sonst.Abbildung 2.1: Die Formel akz zur Beschreibung einer akzeptierenden Berechnung
30 KAPITEL 2. MONADISCHE LOGIKEN AUF BEWERTETEN WORTERNWir stellen zuerst zwei Voruberlegungen an.2.5.1 Lemma Zu jeder erweitert-atomaren -Formel EC;F;H(Xi; Y ; x) mit Men-genvariablen ausWm gibt es Familien F 0 und H 0, so da EC;F 0;H 0(Xi;X0; : : : ;Xm 1; x)und EC;F;H (Xi; Y ; x) aquivalent sind.Beweis. Dies ist eine einfache Folgerung aus den beiden folgenden Behauptungen, dieunmittelbar einsichtig sind. Dabei sei E ein erweitertes Symbol vom Typ (l+1; 1) aus, weiterhin sei Y eine k-gliedrige und es sei Y 0 eine k0-gliedrige Folge von Variablenaus Wm.Behauptung 1 Die beiden FormelnEC;F;H(Xi; Y ; Y 0; x) und EC;F 0;H 0(Xi; Y ;X; Y 0; x)sind aquivalent, wenn man f 0P = fP 0 und h0P = hP 0 fur jedes P  l setzt und dabeiP 0 wie folgt wahlt:P 0 = (P \ k) [ fi  1 j i > k ^ i 2 Pg :Behauptung 2 Die beiden FormelnEC;F;H(Xi; Y ;X; Y 0;X 0; Y 00; x) und EC;F 0 ;H 0(Xi; Y ;X 0; Y 0;X; Y 00; x)sind aquivalent, wenn man f 0P = fP 0 und h0P = hP 0 fur jedes P  l setzt und dabeiP 0 wie folgt wahlt:P 0 = 8>><>>>: P [ fkg n fk + k0 + 1g ; falls k + k0 + 1 2 P , aber k =2 P ,P [ fk + k0 + 1g n fkg ; falls k 2 P , aber k + k0 + 1 =2 P ,P ; sonst. Auerdem gilt:2.5.2 Bemerkung Ist y eine von x verschiedene Variable und E(Y ; y) eine erweitert-atomare -Formel, dann ist E(Y ; y) aquivalent zu 9x(x = y ^ E(Y ; x)).Also konnen wir davon ausgehen, da in jeder existentiell-monadischen-Formelmit Variablen aus Wm jede erweitert-atomare Formel von der GestaltE(Xi;X0; : : : ;Xm 1; x)ist. Solche Formeln mogen m-normal heien.
2.5. INTERPRETATION IN DISKRETEN STRUKTUREN 31Im folgenden sei T eine endliche Menge von m-normalen erweitert-atomaren -Formeln und Bm(T ) das Alphabet A}(T )}(m). Weiterhin sei 9mMSO(T ) dieBezeichnung fur die Menge aller m-normalen -Formeln, in denen jede erweitert-atomare Teilformel ein Element aus T ist.Es sei u = (a;w) einW -Wort undM einem-gliedrige Folge von MengenMi  juj.Die (m;T )-Kodierung von u und M soll das diskrete Wortv = (a0; T0; N0)(a1; T1; N1)(a2; T2; N2) : : :uber Bm(T ) sein, wobei fur i < juj die Menge Ni durch Ni = fk j i 2Mkg gegeben seiund fur jede Interpretation (u; ) mit einer Variablenbelegung , die (Xi) = Mifur i < m erfullt, gelte:(u; ) j=  gdw.  2 T(x) fur  2 T :Sprechen wir von einem Wort v als einer (m;T )-Kodierung eines Wortes u, dannmeinen wir, da es ein Folge M gibt, so da v die (m;T )-Kodierung von u und Mist.Wir denieren eine Funktion:9mMSO(T )! 9MSO(Bm(T )) :Ist  , 9Y 0 ein Element von 9mMSO(T ), so sei  die Formel, die man aus durch Entfernen des Praxes 9Y und durch Ersetzen jeder atomaren Formel Pay durch _(b;T;N):a=bP(b;T;N)y, jeder atomaren Formel Xiy durch _(a;T;N):i2NP(a;T;N)y, und jeder erweitert-atomaren Formel  2 T durch _(a;T;N):2T P(a;T;N)x.erhalt.Die Vertraglichkeit von (m;T )-Kodierungen mit der Ubersetzungsfunktion  ergibtsich unmittelbar (per Induktion uber den Formelaufbau):2.5.3 Lemma Sei  2 9mMSO(T ). Dann gilt fur jedes W -Wort u: Eine Inter-pretation (u; ) erfullt genau dann , wenn (v00; ) j=  gilt, fur die (m;T )-Kodierung v des bewerteten Wortes u und der Folge (X0); : : : ; (Xm 1) und mit00 = (Bm(T )). Die hier vorgestellte "Kodierung\, die Funktion  und 2.5.3 sind angelehnt an denInterpretierbarkeitsbegri, wie er in der Modelltheorie der Logik erster Stufe Ver-wendung ndet (siehe z. B. [Hod93]). Hier wurde er den Notwendigkeiten, die bei derBetrachtung existentiell-monadischer Formeln entstehen, angepat. In Abschnitt 2.7.2werden wir diese Idee wieder aufgreifen und um den Aspekt der Biinterpretierbarkeiterganzen.
32 KAPITEL 2. MONADISCHE LOGIKEN AUF BEWERTETEN WORTERN2.6 Konstruktion von -Automaten aus diskretenAutomatenZu einem gegebenen diskreten Rabin-Scott- bzw. Buchi-Automaten A uber dem Al-phabet Bm(T ) konstruieren wir (eektiv) einen -Automaten Â, der genau die Mengealler W -Worter akzeptiert, die eine (m;T )-Kodierung besitzen, die von A akzeptiertwird.Wir gehen von einem diskreten Automaten A uber Bm(T ) aus, der in der FormA = (Q; s;; F0) gegeben sei, und beschreiben Â mit Â = (Q;R; (s; );0; F0). DieRegistermenge R beinhalte fur jedes Tripel (i; F;H), fur das es ein TestpradikatC gibt, so da EC;F;H (Xi;X; x) zu T gehort, ein Register ri;F;H. Die Anfangsbele-gung sei durch (ri;F;H) = h; fur jedes ri;F;H 2 R deniert. Fur jede Transition = (q; (a; T;N); q0) aus  gebe es in 0 eine Transition ̂ = (q; a; ; ; ; q0) mit(ri;F;H) = fN fur ri;F;H 2 R, , ̂2T  ^ ^2T nT : ;(ri;F;H) = 8><>: hN ; falls i 2 N ,undeniert, sonst, fur ri;F;H 2 R.Der konstruierte Automat hat die gewunschten Eigenschaften, wie aus dem fol-genden Lemma ersichtlich ist:2.6.1 Lemma Sei A ein diskreter Automat uber Bm(T ). Dann gilt u 2 L(Â) fur einW -Wort u uber A genau dann, wenn es eine (m;T )-Kodierung von u gibt, die zuL(A) gehort.Beweis. Ist (a;w) ein W -Wort und durfen wir(q0; 0) ̂0 !(a0;w0)(q1; 1) ̂1 !(a1;w1)(q2; 2) ̂2 !(a2;w2) : : : (2.5)schreiben, wobei (q0; 0) die Anfangskonguration von Â sei, so gilt nach Konstruktionmit den Bezeichnungen i = (qi; (ai; Ti; Ni); qi+1) undMj = fk j j 2 Nkg fur jedes k <j(a;w)j und jedes in Frage kommende Tripel (i; F;H):EuF;H(M; vg(k;Mi); k) = fNk(k(ri;F;H); wk) ; (2.6)k+1(ri;F;H) = 8><>: EuF;H(M; vg(k;Mi); k) ; falls i =2 NkhNk ; sonst, (2.7)
2.6. KONSTRUKTION VON -AUTOMATEN 33was man durch Induktion uber k leicht nachweist. Ebenso gilt fur jedes  2 T mit = EC;F;H (Xi;X; x):EuC;F;H (Mi;M; k) gdw.  2 Tk : (2.8)Also ist (a; T ;N) eine Kodierung von (a;w) und M , fur die wirq0 0 !(a0;f0;N0) q1 1 !(a1;f1;N1) q2 2 !(a2;f2;N2) : : : (2.9)in A schreiben durfen. Daraus folgt die eine Implikation des Lemmas.Durfen wir umgekehrt (2.9) fur eine Kodierung (a; T ;N) eines W -Wortes (a;w)und einer FolgeM schreiben, so auch (2.5), wobei wieder (2.6) bis (2.8) gelten. Darausfolgt die umgekehrte Richtung der Behauptung. Nun konnen wir den Beweis des Charakterisierungssatzes 2.3.2 vollenden.Beweis der Implikation von 1) nach 2) im Charaktersieriungssatz. Wegen2.5.1 und 2.5.2 konnen wir davon ausgehen, da ein m-normaler -Satz vorliegt.Es sei T die Menge aller in  auftretenden erweitert-atomaren Formeln. Es sei A dernach 2.1.3 (Satz von Buchi und Elgot) zu  aquivalente Automat uber Bm(T ). Danngilt: u 2 Mod()gdw. 9v (v ist (m;T )-Kodierung von u und v 2 Mod()) , (nach 2.5.3)gdw. 9v (v ist (m;T )-Kodierung von u und v 2 L(A)) , (nach 2.1.3)gdw. u 2 L(Â) , (nach 2.6.1)womit Â der gesuchte Automat ist.Die Eektivitat der Konstruktion des Automaten Â ergibt sich zum einen aus demZusatz in 2.1.3, zum anderen aus der Moglichkeit, die Umwandlung einer existentiell-monadischen -Formel in einem-normale Formel eektiv durchfuhren zu konnen. Die Konstruktion von Â ist derart, da die Anzahl der Register mit dem E-Rangvon  ubereinstimmt.Es sei der Registerindex eines -Automaten die Anzahl seiner Register und der Re-gisterindex einer -erkennbaren Sprache der minimale Registerindex aller die Spracheerkennenden -Automaten.Dann erhalten wir aus 2.4.2 zusammen mit der obigen Beobachtung:2.6.2 Bemerkung Der Registerindex und der E-Rang einer -erkennbaren (bzw.existentiell-monadisch -denierbaren) Sprache sind gleich.
34 KAPITEL 2. MONADISCHE LOGIKEN AUF BEWERTETEN WORTERN2.7 Wortstrukturen, erweitert-existentielleFormeln und MengentermeZuweilen ist es gunstig, wenn man sich beim tatsachlichen Schreiben von Formelneinen gewissen Komfort erlauben kann. So haben wir z. B. in Abschnitt 2.4 beimSchreiben der Formel akz mehrfachen Gebrauch von der Abkurzung suc gemacht. Indiesem Sinne werden in diesem Abschnitt Spracherweiterungen von 9MSO stu-diert, die zwar die Ausdrucksstarke nicht andern, aber in spateren Kapiteln beimNotieren von Formeln nicht nur Platz sparen, sondern vor allem zur Ubersichtlichkeitbeitragen werden.Zum einen wird die Signatur  (auer um ein eigenes Relationssymbol fur suc)um Funktionssymbole und Konstanten erweitert, die einen einfachen Umgang mitder den Wortstrukturen zugrundeliegenden diskreten Ordnungsrelation erlauben (Un-terabschnitt 2.7.4). Zum anderen werden zur leichteren Handhabung von Mengensogenannte 'Mengenterme` eingefuhrt (Unterabschnitt 2.7.3). Beide Erweiterungensind unproblematisch, denn es ist leicht einzusehen, da sie die Ausdrucksstarke von9MSO nicht vergroern. Demgegenuber ist die dritte Erweiterung, die wir be-handeln, komplizierter: An gewissen Stellen werden in existentiell-monadischen -Formeln Allquantoren erlaubt.1 Um zu zeigen, da diese Spracherweiterung keine Ver-groerung der Ausdrucksstarke mit sich bringt, greifen wir auf die Implikation von 1)nach 2) in Satz 2.1.3 zuruck, d. h., wir machen von der Tatsache Gebrauch, da inmonadischen -Formeln (interpretiert in diskreten Wortstrukturen) auf Allquantorenverzichtet werden kann. Aus logischer Sicht handelt es sich bei dem Ergebnis um eineQuantorenelimination (Unterabschnitt 2.7.2).Alle Erweiterungen werden in (fast) voller Allgemeinheit vorgestellt, weshalb wirmit neuen Begrisbildungen beginnen.2.7.1 WortsignaturenUnter einerWortsignatur wollen wir eine erweiterte Signatur verstehen, die das zwei-stellige Symbol < enthalt und ansonsten nur erweiterte Symbole mit einem oderkeinem Elementargument. (D. h., fur jedes erweiterte Symbol gibt es eine Zahl k, soda es vom Typ (k; 0) oder (k; 1) ist.) Insbesondere ist fur eine Berechnungsstruktur die Signatur  eine Wortsignatur, wenn man die Buchstabenpradikate als erweitertePradikate des Typs (0; 1) auat.Im Rest des Abschnitts sei 
 eine Wortsignatur, sofern nichts anderes vermerktist.Eine 
-Struktur heie Wortstruktur, wenn ihr Universum ein Anfangsstuck der1Wie schon eingangs dieses Kapitels dargelegt wurde, ist i. a. nicht zu erwarten, da sogar jedebeliebige monadische -Formel zu einer existentiell-monadischen -Formel aquivalent ist.
2.7. ERWEITERUNGEN VON 9MSO 35naturlichen Zahlen (insbesondere N selbst) ist und < mit der naturlichen Ordnungs-relation auf dem Universum ubereinstimmt. Man beachte, da diese Denition nichtmit dem Begri der -Wortstruktur in Konikt gerat. Denn jede -Wortstrukturist auch eine Wortstruktur in dem hier denierten Sinn.Monadische 
-Formeln mogen imRest dieses Abschnitts entweder nur in endlichenoder nur in unendlichen Wortstrukturen interpretiert werden, wie wir es von - und-Formeln gewohnt sind.2.7.2 Erweitert-existentielle FormelnWir beginnen mit der Spracherweiterung um Allquantoren.2.7.1 Denition (erweitert-existentielle Formel) Eine monadische 
-Formelder Gestalt 9X0 : : :9Xl 10, in der jede in einer erweitert-atomaren Teilformel gebun-dene Mengenvariable von dem Prax 9X0 : : :9Xl 1 gebunden wird, heit erweitert-existentielle Formel.Z. B. ist die Formel9X08X1(E(X0;X1) ^ E(X1;X2))keine erweitert-existentielle Formel, dagegen aber9X09X18X2(E(X0;X1) ^ 9x0X2x0) ;wobei angenommen wird, da E ein erweitertes Symbol vom Typ (2; 0) ist.Wir zeigen nun:2.7.2 Lemma Jede erweitert-existentielle 
-Formel kann eektiv in eine aquivalenteexistentiell-monadische 
-Formel umgewandelt werden.Beweis. Wir benutzen wieder die Idee der Interpretation von Strukturen zusammenmit Folgen von Teilmengen des Universums in diskreten Wortstrukturen.O.E. nehmen wir an, da die Signatur 
 keine erweiterten Symbole des Typs(k; 0) besitze. (Hat sie diese doch, so gehen wir zu der Signatur uber, die anstellejedes erweiterten Symbols E des Typs (k; 0) ein entsprechendes Symbol E0 des Typs(k; 1) hat.)Es sei x wieder eine feste Elementvariable.Eine erweitert-existentielle 
-Formel  heie (l;m)-normal, wenn sie von der Ge-stalt 9X0 : : :9Xl 10 ist und die folgende Eigenschaften besitzt: Die freien Mengenvariablen in  sind unter Xl, : : : , Xm 1. Ist E(Y ; x) eine erweitert-atomare Teilformel von , so gilt x = y.
36 KAPITEL 2. MONADISCHE LOGIKEN AUF BEWERTETEN WORTERN Keine der Variablen aus Wm = fX0; : : : ;Xm 1g wird in 0 quantiziert.Es sei T0 eine endliche Menge von erweitert-atomaren (l;m)-normalen Formeln,T = T0 [ fXix j i < mg und B = }(T ). Die T -Kodierung einer 
-Wortstruktur Mund einer m-gliedrigen Folge von Teilmengen vonM (dem Universum vonM) sei dasWort T uber dem Alphabet B, das M als Indexmenge hat und dergestalt ist, da furjede Interpretation (M; ) gilt:(M; ) j=  gdw.  2 T(x) fur  2 T .Wir denieren zwei Funktionen,  und ^ , die eine (l;m)-normale Formel in einemonadische (B)-Formel ohne Variablen aus Wm bzw. eine existentiell-monadische(B)-Formel ohne Variablen aus Wm in eine existentiell-monadische 
-Formel um-wandeln.Es sei  die Formel, die aus  durch Entfernen des Praxes 9X0 : : :9Xl 1 unddurch Ersetzen jeder Formel  2 T durch_T :2T PTxentsteht.Es sei ̂ die Formel, die aus  durch Vorschreiben des Praxes 9X0 : : :9Xl 1 unddurch Ersetzen jeder atomaren Formel PTy durch9x(x = y ^ ̂2T  ^ ^2T nT :)entsteht.In Analogie zu 2.5.3 ergibt sich nun:Behauptung 1) Sei  eine (l;m)-normale Formel. Dann gilt fur jede 
-Wort-struktur M: Eine Interpretation (M; ) erfullt genau dann , wenn fur dieT -Kodierung v von u und (X0); : : : ; (Xm 1) die Beziehung (v(B); ) j= gilt.2) Sei  eine (B)-Formel ohne Mengenvariablen ausWm. Dann gilt fur jede 
-Wortstruktur M: Eine Interpretation (M; ) erfullt genau dann ̂, wenn furdie T -Kodierung v von u und (X0); : : : ; (Xm 1) die Beziehung (v(B); ) j= gilt.Um nun aus einer beliebigen erweitert-existentiellen 
-Formel  eine aquivalenteexistentiell-monadische 
-Formel zu konstruieren, geht man zuerst zu einer aquivalen-ten (l;m)-normalen Formel 0 uber, uberfuhrt 0 mit Hilfe von 2.1.3 in eine aquiva-lente existentiell-monadische Formel  ohne Variablen aus Wm und konstruiert dazu ̂. 
2.7. ERWEITERUNGEN VON 9MSO 37Zwei Dinge seien hier kurz angemerkt. Erstens ist durch die beiden Funktionen und ^ und durch die obige Behauptung eine Art Biinterpretierbarkeit von 
- und(B)-Wortstrukturen gegeben. Zweitens erscheint die hier vorgenommene Kodierungeinfacher als die, die in Abschnitt 2.5 vorgestell wurde: das Alphabet B ist nur eineMenge von atomaren Formeln und nicht, wie Bm(T ), ein kartesisches Produkt ausdrei Mengen. Die etwas aufwendigere Konstruktion in Abschnitt 2.5 erleichtert diespatere Konstruktion des Automaten Â in Abschnitt 2.6.2.7.3 MengentermeGenerell kann man in der Sprache der monadischen Logik in einer beliebigen (erwei-terten oder nicht erweiterten) Signatur 
 mehr Freizugigkeit im Umgang mit Mengenerlauben, ohne da die Ausdrucksstarke geandert wird. An den Stellen, wo normaler-weise eine Mengenvariable steht, konnen auch 'Mengenterme` zugelassen werden.Formal fuhrt man in der induktiven Denition der Syntax eine zusatzliche Regelfur die Konstruktion von (Mengen-)Termen ein und erweitert die Regel zur Konstruk-tion atomarer Formeln:Mengenterm: Ist  eine bislang konstruierte Formel und x eine Elementvariable, soist fx j g (2.10)einMengenterm, dessen freie Variablen die Variablen von , ausgenommen x, sind.Atomare Formel: Ist E ein Pradikat vom Typ (m;n), sind T0, : : : , Tm 1 Mengentermeoder Mengenvariablen und sind t0, : : : , tn 1 herkommliche Terme, dann istE(T0; : : : ; Tm 1; t0; : : : ; tn 1)eine erweitert-atomare Formel.(Man beachte, da dadurch eine Schachtelung von Formeln und Termen moglich ist:In einer atomaren Formel kann ein Mengenterm auftreten, in demwieder eine atomareFormel steht, die wiederum einen Mengenterm als Argument hat, usw.)Die Semantik wird dann in entsprechender Weise deniert. In einer gegebenenInterpretation (M; ) wird dem Term (2.10) die Mengefk 2M j (M; hkxi) j= gzugeordnet. (Hierbei steht hkxi fur die Belegung, die aus  entsteht, indem der Wertan der Stelle x zu k abgeandert wird.)Man kann nun zeigen, da jede monadische Formel mit Mengentermen zu ei-ner Formel ohne Mengenvariablen aquivalent ist. Im allgemeinen gilt dies nicht furerweitert-existentielle oder existentiell-monadische Formeln. Es durfen nur gewisseMengenterme zugelassen werden:
38 KAPITEL 2. MONADISCHE LOGIKEN AUF BEWERTETEN WORTERN2.7.3 Denition (erweitert-existentielle Formel mit Mengentermen)Eine monadische 
-Formel mit Mengentermen heit erweitert-existentiell , falls in je-dem Mengenterm, der als Argument in einer erweitert-atomaren Teilformel auftritt,keine freie Elementvariable vorkommt und an freien Mengenvariablen nur solche auf-treten, die entweder gar nicht oder durch das existentielle Prax der ganzen Formelgebunden werden.Wir zeigen nun:2.7.4 Lemma Jede erweitert-existentielle 
-Formel mit Mengentermen kann eektivin eine aquivalente erweitert-existentielle Formel ohne Mengenterme umgewandeltwerden.Beweis. Dazu nehmen wir an, da  , 9X0 : : :9Xm 10 eine erweitert-existentielleFormel mit mindestens einem Mengenterm sei. O.E. enthalte 0 keine Quantizie-rungen von Variablen aus X. Dann gibt es in  auch einen Mengenterm T = fx j  g,so da  ohne Mengenterme ist, d. h., T ist ein innerster Mengenterm. Wir schreiben0 in der Form 0 = 0(T ).Denitionsgema gibt es in  auer x keine freie Elementvariable und es werdenalle in  gebundenen Mengenvariablen von  (erst) durch die Variablen im Prax 9Xgebunden. Dann ist  aber zu der Formel0 , 9Y 9X(8x(Y x$  ) ^ 0(Y ))aquivalent, wenn Y eine neue Mengenvariable ist.In der neuen Formel 0 kommt ein Mengenterm weniger als in der ursprungli-chen Formel  vor. Durch wiederholte Anwendung des Verfahrens kann also  vonMengentermen befreit werden. Wir fuhren einige hilfreiche Abkurzungen ein. Fur den Term fx j Xx _ Y xgschreiben wir einfach X [ Y . In diesem Sinne mogen auch X \ Y , X [ Y [ Z, usw.verstanden werden. Auerdem wird Pa fur fx j Paxg benutzt werden, und es wird ;fur fx j ffg stehen.2.7.4 Erweiterte WortstrukturenDie Signatur  wurde in Abschnitt 2.3 absichtlich sparsam gewahlt, um in Beweisennicht unnotige Fallunterscheidungen durchfuhren zu mussen. Hier zeigen wir nun, dadie ublichen Erweiterungen die Ausdrucksstarke nicht verandern.Die Signatur  enthalte auer dem zweistelligen Symbol< das zweistellige Symbolsuc, die Konstante 0 und die einstelligen Funktionssymbole +1 und  1 (in Postx-schreibweise).Im folgenden enthalte die Signatur 
 keine Symbole aus  und 
 [ f<g sei eineWortsignatur.
2.7. ERWEITERUNGEN VON 9MSO 39Ist nun M eine (
 [ f<g)-Wortstruktur, so gewinnt man aus ihr in naturlicherWeise eine (
 [ )-Struktur durch die folgenden Festlegungen: Wir setzen sucM =f(i; i+ 1) j i+ 1 < jMjg und 0M = 0. Auerdem gelte+1M(j) = 8><>: j ; falls M endlich und j = jM j   1,j + 1 ; sonst, 1M(j) = 8><>: 0 ; falls j = 0,j   1 ; sonst,fur j < jM j.Die in dieser Weise entstehenden Strukturen heien erweiterte Wortstrukturen.2.7.5 Lemma Zu jeder existentiell-erweiterten (
 [ )-Formel  lat sich eektiveine existentiell-erweiterte (
[ f<g)-Formel konstruieren, die genau dann von einerWortstruktur erfullt wird, wenn die zugehorige erweiterte Wortstruktur  erfullt.Beweis. Wir beschreiben, wie eine gegebene erweitert-existentielle (
 [ )-Formel , 9X0 : : :Xm 10 schrittweise umgewandelt werden kann. Die Eektivitat des Ver-fahrens wird oensichtlich sein.Wieder mogen o. E. in 0 keine Quantizierungen von Variablen ausWm auftreten.Zuerst werden die Vorkommender Konstanten 0 eliminiert:Enthalt  eine atomareTeilformel  ,  (t), in der ein konstanter Term der Form t = t(0) auftritt, so kann durch die Formel9y( (t(y))^ :9x suc(x; y))aquivalent ersetzt werden, wenn y eine Variable ist, die in  nicht auftritt. IterierteAnwendung des Verfahrens lat das Symbol 0 verschwinden.Sei nun  eine Formel mit einer atomaren Teilformel  =  (t), in der ein Term tder Form t = t0 + 1 oder t = t0   1 enthalten ist. Im ersten Fall kann  durch9y(suc(t0; y) ^  (y))ersetzt werden. Im anderen Fall nimmt man stattdessen die Formel9y(suc(y; t0) ^  (y)) _ (:9y suc(y; t0) ^  (t0)) :Wiederholte Anwendung des Ersetzungsprozesses liefert eine Formel ohne die Symbole0, +1 und  1.Schlielich kann man jede atomare Formel suc(x; y) durchx < y ^ :9z(x < z ^ z < y)
40 KAPITEL 2. MONADISCHE LOGIKEN AUF BEWERTETEN WORTERNersetzen und gelangt dadurch zu der gewunschten Formel. Das Konstantensymbol 0 steht fur das kleinste Element in einer (erweiterten)Wortstruktur. In endlichen Wortstrukturen hat man auch ein grotes Element. Furdieses fuhren wir das Symbol max ein. Dann gilt 2.7.5 entsprechend auch fur endlicheerweiterte Wortstrukturen und Formeln in der Signatur 
 [ [ fmaxg.Aus 2.7.2, 2.7.4 und 2.7.5 ergibt sich nun:2.7.6 Korollar Jede erweitert-existentielle (
[)- bzw. (
[[fmaxg)-Formel mitMengentermen lat sich eektiv in eine aquivalente existentiell-monadische (
[f<g)-Formel umwandeln.Die Untersuchungen dieses Abschnitts schlagen sich in einer zusatzlichen Aquiva-lenz in der Formulierung des Charakterisierungssatzes nieder. Der leichteren Lesbar-keit wegen schreiben wir fur  [ bzw.  [ [ fmaxg einfach 0.2.7.7 Erweiterter Charakterisierungssatz Sei L eine W -Sprache. Dann sind diefolgenden Aussagen aquivalent.1) L ist existentiell-monadisch -denierbar.2) L ist denierbar durch eine erweitert-existentielle 0-Formel mit Mengenter-men.3) L ist -erkennbar.Die jeweiligen Umwandlungen konnen eektiv erfolgen.Dementsprechend sind die meisten Ergebnisse, die wir im weiteren Verlauf derArbeit fur existentiell-monadische -Formeln erzielen werden, auch fur erweitert-existentielle 0-Formeln mit Mengentermen gultig. Weil wir die Formeln als Abkur-zungen fur 9MSO-Formeln verstehen wollen, werden die entsprechenden Ergeb-nisse nicht mit aufgefuhrt werden.Als abkurzende Schreibweisen fuhren wir ein: 1 fur den Term 0+1, 2 fur 0+1+1,usw., ebenso wie x + 2 fur x + 1 + 1, x + 3 fur x + 1 + 1 + 1, usw. Entsprechendesgelte fur  1.2.8 Erfullbarkeit und Regularitat diskreter Pro-jektionenEs ist bekannt, da das Leerheitsproblem, also die Frage danach, ob ein gegebener Au-tomat kein Wort akzeptiert, fur diskrete Buchi-Automaten entscheidbar ist ([Buc62]).Dies gilt nicht allgemein fur -Automaten (vgl. Abschnitt 4.7, siehe z. B. 4.7.10) |
2.8. ERFULLBARKEIT UND REGULARITAT VON PROJEKTIONEN 41hier spielt die Starke bzw. die Schwache der gegebenen Berechnungsstruktur  einewesentliche Rolle.Auf der logischen Seite entspricht dem Leerheitsproblem das Erfullbarkeitspro-blem: Besitzt eine gegebene Formel eine Interpretation, in der sie gultig ist?Da durch den Charakterisierungssatz eine eektive Korrespondenz zwischen -Automaten und existentiell-monadischen -Satzen gegeben ist, sind das Leerheits-problem fur -Automaten und das Erfullbarkeitsproblem fur existentiell-monadische-Formeln gleich schwierig, d. h.:2.8.1 Satz Das Erfullbarkeitsproblem fur existentiell-monadische -Formeln ist ge-nau dann entscheidbar, wenn das Leerheitsproblem fur -Automaten entscheidbar ist.Beweis. Nach 2.3.2, 2))1), kann man jeden -Automaten A eektiv in einen aqui-valenten existentiell-monadischen -Satz  umwandeln. Also ist die von A erkannteSprache genau dann leer, wenn  nicht erfullbar ist. Das Leerheitsproblem kann alsoauf das Erfullbarkeitsproblem reduziert werden. In diesem Sinne kann auch durchdie auf S. 33 vorgestellte Konstruktion eines -Automaten aus einem existentiell-monadischen -Satz benutzt werden, um die Reduzierbarkeit des Erfullbarkeitspro-blems auf das Leerheitsproblem zu zeigen. (Beachte, da es genugt, die Behauptungfur Satze zu zeigen. Denn trivialerweise kann jede existentiell-monadische Formel , 9X0 mit freien Variablen Y0, : : : , Ym 1 und x0, : : : , xl 1 in den existentiell-monadischen -Satz 9X9Y 9x0 umgewandelt werden, der das gleiche Erfullbar-keitsproblem hat.) Dieser Satz erlaubt die direkte Ubertragung von automatentheoretischen Ergeb-nissen in die Logik, wovon wir in Kapitel 5 Gebrauch machen werden.Daneben setzt uns die spezielle Form der benutzten Umwandlung von existentiell-monadischen -Formeln in Automaten uber die Buchische Logik in die Lage, fur dieEntscheidbarkeit des Erfullbarkeitsproblems ein interessantes hinreichendes Kriteriumin logischer Formulierung anzugeben. Auerdem erhalten wir ein Kriterium fur dieRegularitat der diskreten Projektionen von -erkennbaren Sprachen.2.8.2 Satz 1) Gibt es zu jeder naturlichen Zahl m und jeder endlichen MengeT 0 von m-normalen erweitert-atomaren -Formeln eine endliche Obermen-ge T von m-normalen erweitert-atomaren -Formeln und einen (Bm(T ))-Satz Interpretationm(T ), so da fur jedes diskrete Wort v uber Bm(T ) gilt:v j= Interpretationm(T )gdw. v ist die (m;T )-Kodierung eines W -Wortes,dann ist die diskrete Projektion jeder -erkennbaren Sprache regular.2) Sind die Voraussetzungen von Punkt 1) gegeben und lassen sich zusatzlich dieSatze Interpretationm(T ) eektiv bestimmen, dann
42 KAPITEL 2. MONADISCHE LOGIKEN AUF BEWERTETEN WORTERN(a) lat sich zu jedem -Automaten A eektiv ein diskreter Automat konstru-ieren, der die diskrete Projektion von L(A) erkennt;(b) sind das Leerheitsproblem fur -Automaten und das Erfullbarkeitsproblemfur existentiell-monadische -Formeln entscheidbar.Mit anderen Worten: Sind die Mengen der Kodierungen von W -Wortern endlichaxiomatisierbar, so ist die diskrete Projektion jeder -erkennbaren Sprache regular.Sind die Axiome uniform, so sind auch das Leerheitsproblem fur -Automaten unddas Erfullbarkeitsproblem fur erweitert-existentielle -Formeln entscheidbar.Beweis. 1) Zu einem gegebenen -Automaten A konstruiere man eine aquivalentem-normale existentiell-monadische -Formel  , 9X0 : : :Xm 10 (siehe 2.4.1, 2.5.1und 2.5.2). Es sei T 0 die Menge der in 0 enthaltenen erweitert-atomaren Formelnund T die Menge aus der Voraussetzung. Dann enthalt Mod() mit ,  ^ Interpretationm(T )nach 2.5.3 nur (m;T )-Kodierungen von W -Wortern aus L(A) und auch mindestenseine (m;T )-Kodierung von jedem solchen Wort. Die naturliche Projektion der Spra-che Mod() auf A ist deshalb genau die diskrete Projektion von L(A). Da Mod()nach 2.1.3 (Satze von Buchi und Elgot) eine regulare Sprache diskreter Worter ist, istauch jede ihrer Projektionen regular, insbesondere die naturliche Projektion auf A.2)(a) Wir beschreiben ein eektives Konstruktionsverfahren: Ein gegebener exi-stentiell-monadischer -Satz werde zuerst in einen aquivalenten m-normalen -Satz  umgewandelt. Dann werde die Menge T 0 der erweitert-atomaren Teilformelnaus  bestimmt und  wie im Beweis von 1) konstruiert. Danach wandle man  ineinen diskreten AutomatenA gema 2.1.3 (Satze von Buchi und Elgot) um. Schlielichkonstruiere man aus A einen Automaten, der die naturliche Projektion von L(A) aufA erkennt (was trivialerweise moglich ist).3)(b) Da eine W -Sprache genau dann leer ist, wenn ihre diskrete Projektion leerist, und das Leerheitsproblem fur diskrete Automaten entscheidbar ist, folgt die Ent-scheidbarkeit des Leerheitsproblems fur -Automaten aus 3)(a). Die Entscheidbarkeitdes Erfullbarkeitsproblems fur existentiell-monadische -Formeln folgt aus der Ent-scheidbarkeit des Leerheitsproblems mit 2.8.1. 
Teil IIAutomaten und Logiken mitZeitabhangigkeit
43
Kapitel 3Zeitabhangige Automaten und ihrelogische BeschreibungZur Beschreibung zeitabhangiger Systeme sind in den letzten Jahren eine Reihe un-terschiedlicher, im weitesten Sinne als Automaten zu bezeichnende Formalismen ent-wickelt worden. Das erste, wohl auch einfachste und am besten studierte Modell gehtauf Alur und Dill zuruck ([AD90]) und ist unter der Bezeichnung 'timed automaton`bekannt. Dabei handelt es sich um einen klassischen endlichen Automaten, der durchdie Hinzunahme einer endlichen Zahl von Uhren an die Belange, die bei der Beschrei-bung zeitlichen Verhaltens auftreten, angepat wurde. Sein Studium hat mittlerweilezu einem neuen Gebiet in der Automatentheorie und der Theorie formaler Sprachengefuhrt, u. a. auch zu dem Begri 'timed regular language` (siehe [AD91] und [AD]).Zeitgleich wurden in [Lew90] von Harry R. Lewis 'timed state diagrams` ein-gefuhrt. Darauf folgten weitere Modelle: 'timed transition systems` ([HMP91]), 'in-terval automata` ([Alu91]), 'parallel timer processes` (mit oder ohne 'memory cells`,[Cer92]), 'action timed graphs` ([NSY91] bzw. [NSY93]) und 'guarded-command real-time programs` ([HNSY92]).Alle diese Systeme sind insofern von gleicher Konzeption, als sie mit einem wieauch immer gearteten Mechanismus versehen sind, der es erlaubt, gleichzeitig einebegrenzte Anzahl zeitlicher Abstande verfolgen und messen zu konnen. Es ist deshalbauch nicht verwunderlich, da auf den ersten Blick hochst unterschiedliche Syste-me dieser Art, wie z. B. 'timed automata` und 'timed state diagrams`, gleiche Aus-drucksstarke besitzen, was in [Kro93] bewiesen wurde. Wir wollen diese Automatenunter dem Begri Abstandsautomaten zusammenfassen.Zur Beschreibung komplizierterer zeitlicher Zusammenhange, in denen auch abge-sehen von zeitlichen Abstanden sich mit der Zeit verandernde Groen eine wichtigeRollen spielen, sind Abstandsautomaten zu schwach. An ihre Stelle treten Automa-ten, die allgemein als 'hybride Automaten` bekannt sind (siehe [GNRR93]). Dieseliegen genauso wie ihre einfachen Vorganger in unterschiedlichsten Formen vor. Die45
46 KAPITEL 3. ZEITABHANGIGE AUTOMATENwichtigsten Modelle, die auch im Zusammenhang mit der automatischen Verikationvon hybriden Systemen studiert werden, sind 'constant slope hybrid systems` und'integration graphs` (beide [KPSY93]) sowie '(linear) hybrid automata` ([ACHH93]).Die zeitlichen Abhangigkeiten, die das Verhalten eines hybriden Systems bestim-men, werden in hybriden Automaten durch reelle Variablen modelliert, deren Bele-gungen sich (stuckweise) kontinuierlich verandern. Meistens werden | wie auch inden angegebenen Fallen | nur lineare Abhangigkeiten in Betracht gezogen.Die Vielfalt der Modelle zur Beschreibung zeitlichen Verhaltens, sowohl durch Ab-standsautomaten wie auch durch hybride Automaten, vergroert sich standig. Da essich um komplexe Mechanismen handelt, die in den Automaten ablaufen, ergebensich viele Freiheiten bei der Denition, von denen reichlich Gebrauch gemacht wird.Die Situation erinnert in dieser Hinsicht an Turingmaschinen, von denen zahlreicheVarianten bekannt sind: Einband- und Mehrbandmaschinen, on-line und o-line Ver-sionen, Maschinen mit beidseitig oder einseitig unbeschrankten Bandern, usw. Im Fallder Turingmaschinen ist man in der glucklichen Lage, sich in jedem Einzelfall davonuberzeugen zu konnen, da die gleiche Sprachklasse deniert wird. Zumindest fur Ab-standsautomaten gibt es, wie oben angedeutet wurde, Anzeichen dafur, da sich inahnlicher Weise ein stabiler Begri von erkannter Sprache in Form der 'timed regularlanguages` (siehe [AD90], [AD]) entwickelt. Fur hybride Automaten ist die Situationverschwommener und es ist noch kein Ergebnis bekannt, da mit dem Aquivalenzsatzaus [Kro93] vergleichbar ware. Dennoch scheint sich ein allgemeines Verstandnis vondem entwickelt zu haben, was unter einem hybriden Automaten verstanden werdensollte.In diesem Kapitel werden die aus der Literatur bekannten Automatenmodelle furzeitabhangige Systeme in den Rahmen, der durch den Begri des -Automaten vor-gegeben ist, eingeordnet. Dazu denieren wir drei geeignete Berechnungsstrukturen,UA, UA und HA, die uns zu 'Uhrenautomaten` (Abschnitt 3.2), 'Uhrenautoma-ten mit Haltemoglichkeit` (Abschnitt 3.3) bzw. 'hybriden Automaten` (Abschnitt 3.4)fuhren werden. In Abschnitt 3.6 werden die Inklusionsverhaltnisse zwischen den Klas-sen der jeweils erkannten Sprachen untersucht.Fur Uhrenautomaten ist die Aquivalenz zu 'timed automata` oensichtlich. FurHA-Automaten werden wir nachweisen, da sie zu cshs mit sogenannten 'singleintegrator tests` aquivalent sind (Abschnitt 3.5). Das Modell des Uhrenautomatenmit Haltemoglichkeit ist durch den in [Cer92] eingefuhrten Begri des 'parallel timerprocess with memory cells` motiviert.Durch das Hauptergebnis des ersten Teils, des Charakterisierungssatzes, werdenwir dann in die Lage versetzt, eine logische Beschreibung des Verhaltens der dreiAutomatenmodelle zu geben (Abschnitt 3.7).Wir beginnen mit der Einfuhrung des Modells des zeitlichen Verhaltens, das dieserArbeit zugrunde liegt.
3.1. INTERVALLWORTER 47ez }| {W0=0 a0z }| { ez }| {W1=w0 a1z }| { ez }| {W2=w0+w1 a2z }| { ez }| {W3=w0+w1+w2 -0 1 2 3 4Abbildung 3.1: Graphische Illustration des Begries 'Intervallwort`3.1 IntervallworterWir spezialisieren uns im gesamten Kapitel auf die WertemengeP der positiven reellenZahlen.Jeder P-Buchstabe hat denitionsgema die Gestalt (a;w), wobei a ein Elementdes Alphabets und w eine positive reelle Zahl ist. Ein P-Buchstabe wird im folgendenals ein Ereignis interpretiert. Dabei verstehen wir den Namen des Buchstabens alsden Ereignistyp und den Wert als die zeitliche Dauer des Ereignisses.In diesem Sinne wird einP-Wort u = (a;w) als eine Folge von Ereignissen interpre-tiert, die zeitlich direkt aufeinander folgen, mit a0, a1, a2, : : : fortlaufend bezeichnetsind und deren Dauern der Folge w0, w1, w2, : : : entnommen werden konnen. Nehmenwir an, da das erste Ereignis zum Zeitpunkt W0 = 0 beginnt, so beginnt das zweiteEreignis zum Zeitpunkt W1 = w0, wahrend das erste Ereignis zu diesem Zeitpunktaufhort. Das zweite Ereignis wiederum endet am Zeitpunkt W2 = w0 + w1 und dasdritte Ereignis beginnt zu diesem Zeitpunkt, usw. Die Situation ist in Abbildung 3.1illustriert.Generell wird W0 = 0 und Wi+1 = Wi + wi fur jedes i < juj gesetzt. Jederdieser Werte wird beobachtbarer Zeitpunkt oder auch Moment von u genannt. Diezugehorigen Indizes heien Positionen (im Gegensatz zu Stellen).Die Gesamtdauer eines P-Wortes u = (a;w) ist die Summe der Dauern allerEinzelereignisse (ai; wi) und wird mit jjujj bezeichnet: Ist u endlich von der Lange m,so ist jjujj = Wm+1; ist u unendlich, so ist jjujj = limi!1Wi.3.1.1 Denition (Intervallwort) Ein Intervallwort ist ein P-Wort. Ein unendli-chesP-Wort, dessen Gesamtdauer unendlich ist, wird als unbeschranktes Intervallwortbezeichnet.Mit anderen Worten, ein unbeschranktes Intervallwort hat die Eigenschaft, dain jedes beschrankte Intervall der positiven reellen Achse jeweils nur endlich vieleMomente fallen. Denkt man an die Modellierung von realen Systemen, so wurde einbeschranktes unendliches Intervallwort ein chaotisches Verhalten widerspiegeln.
48 KAPITEL 3. ZEITABHANGIGE AUTOMATENOenbar ist die Zuordnung zwischen Intervallwortern und Paaren (a;W ) aus ei-ner Folge a von Buchstaben und einer gleich langen, streng monoton steigenden FolgeW mit W0 = 0 eineindeutig und umkehrbar. Eingeschrankt auf unbeschrankte In-tervallworter liefert sie eine Korrespondenz zu den Paaren, bei denen die Folge Wzusatzlich divergent ist. Die Gesamtheit dieser Paare bildet entsprechend der Termi-nologie in [AD90] die Menge der 'timed words` uber dem Alphabet A.1 Damit sindbeide Begrie, 'unbeschranktes Intervallwort` und 'timed word`, gleichwertig und Er-gebnisse der vorliegenden Arbeit und Ergebnisse aus [AD90] und Folgearbeiten wer-den vergleich- und aufeinander ubertragbar. So kann und wird im folgenden eine'language of timed words` im Sinne von [AD90] mit einer Sprache unbeschrankterIntervallworter identiziert und umgekehrt.An dieser Stelle ist eine weitere Anmerkung hinsichtlich der Angemessenheit desbenutzten Modells zeitlichen Verhaltens, des 'Intervallwortes`, angebracht. Zuweilen(z. B. in [AFH91], [ACHH93] oder in [ACH93]) werden Folgen von gefarbten, end-lichen reellen Intervallen zur Beschreibung eines Ereignisverlaufs verwendet. Dabeiubernimmt die Farbung die Rolle des Ereignistyps und das endliche reelle Intervalldie Beschreibung seiner zeitlichen Ausdehnung. Benutzt man aber Intervalle (undnicht einfach nur Dauerangaben), so ist man gezwungen, auch uber Intervallranderzu sprechen: Ist ein Intervall rechtsoen, so kann das darauolgende Intervall nurlinksabgeschlossen sein, damit nicht ein Zeitpunkt verloren geht; ist umgekehrt einIntervall rechtsabgeschlossen, so mu das nachfolgende Intervall linksoen sein, damitkein Zeitpunkt doppelt belegt wird.Dadurch, da wir in unserem Modell keine Zuordnung der beobachtbaren Zeit-punkte zu Ereignissen vornehmen, vermeiden wir eine derartige Diskussion um Inter-vallrander und brauchen keine entsprechenden Konsistenzforderungen aufzustellen.Das heit nicht, da die hier vorgestellte Modellierung durch Intervallworter soweitabstrahierte, da die aus der Literatur bekannte Modellbildung nicht mehr im einzel-nen nachahmbar ware. Es bleibt dem "Benutzer\ uberlassen, eine geeignete Kodie-rung bzw. Interpretation vorzunehmen. So kann man z.B. das gegebene Alphabet Adurch das kartesische Produkt 2  A 2 ersetzen und erste und letzte Komponenteeines komplexen Buchstabens des neuen Alphabets jeweils als "oen\ bzw. "geschlos-sen\ interpretieren und die zweite Komponente wie gewohnt als Ereignistyp. Dannmu nur noch dafur Sorge getragen werden, da die Betrachtungen auf solche Inter-vallworter beschrankt werden, die den entsprechenden Konsistenzbedingungen an dieIntervallrander genugen. Das ist weiter nicht problematisch, da Forderungen dieserArt lokaler Natur sind und nicht auf die Dauern Bezug nehmen und damit alleindurch Zustande (in einem Automaten) kontrolliert werden konnen.1Das in [AD90] benutzte Modell der 'timed state sequence` oder 'timed observation sequence`wird auch in vielen anderen Arbeiten (u. a. schon in [KVdR83] und in [Lew90]) verwendet, allerdingsunter anderen Namen, wie z. B. 'execution` oder 'timed path`. Vgl. auch die Bemerkungen in derEinleitung.
3.2. UHRENAUTOMATEN 49Formal wird dies in der folgenden Bemerkung festgehalten.3.1.2 Bemerkung Die Sprache aller Intervallworter ((i; a; j); w) uber dem Alphabet2A 2, die der Bedingung jn + in+1 = 1 fur alle n mit n+1 < juj genugen, ist dasP-Urbild einer regularen Sprache diskreter Worter.In [AFH91] werden sogar Ereignisse der Dauer 0, sogenannte 'transient states`,zugelassen. Da keine zwei solcher Ereignisse aufgrund der Konsistenzbedingungenaufeinander folgen konnen (das Intervall eines transienten Zustands ist beidseitig ge-schlossen!), kann man durch eine leichte Modikation der oben beschriebenen Kodie-rung auch diesen Aspekt modellieren.Schlielichwerden wie z. B. in [ACHH93] in manchenArbeiten auch Verhaltensmo-delle mit unendlicher Dauer, aber einer endlichen Anzahl von Ereignissen in Betrachtgezogen, indem fur das letzte Ereignis eine unendliche Dauer zugelassen wird. Dieslat sich im Rahmen des hier benutzten Begrisapparates durch einen Ubergang zuP1-bewerteten Wortern modellieren.3.2 UhrenautomatenIn diesem Abschnitt entwickeln wir in der Terminologie der -Automaten das Au-tomatenmodell, das von Alur und Dill als 'timed automaton` in [AD90] eingefuhrtwurde und das Paradebeispiel fur einen Abstandsautomaten ist. Wir wollen diesemModell den anschaulichen Namen 'Uhrenautomat` geben.Wir beginnen mit der Denition der Berechnungsstruktur UA.Der Speicherbereich von UA ist die Menge P0 der nichtnegativen reellen Zahlenund Null das einzige Anfangselement.Als Testpradikate werden Teilmengen von P0 benutzt, die durch eine Kombinationaus einer der Vergleichsrelationen <, , >, , =, 6= und einer naturlichen Zahlbeschrieben werden, die auch Vergleichswert genannt wird. So steht z. B. < 4 fur dasreelle Intervall [0; 4), wahrend 6= 3 fur [0; 3)[ (3;1) steht. Die Menge der Teilmengenvon P0, die auf diese Weise zustande kommen, werde mit I bezeichnet.Die Menge der Schrittfunktionen von UA ist einelementig. Sie enthalt nur dieAdditionsfunktion add:P0 P! P0 mit add(x; y) = x+ y.3.2.1 Denition (Berechnungsstruktur fur Uhrenautomaten) Die Berech-nungsstruktur UA ist deniert durch:UA = (P0; f0g; faddg;I) :Ist A = (Q;R; (s; );; F ) ein UA-Automat, so sind in ihm oensichtlich eini-ge Angaben uberussig. Da UA nur ein Anfangselement, namlich Null, besitzt, ist
50 KAPITEL 3. ZEITABHANGIGE AUTOMATEN identisch Null. Auerdem gibt es in UA nur eine Schrittfunktion, so da bei fe-stem Registersatz nur eine Fortschreibung moglich ist. Schlielich kommt bei jederRucksetzung nur ein Wert in Frage, auf den zuruckgesetzt werden kann.Das fuhrt uns zu der folgenden vereinfachenden Denition:3.2.2 Denition (Uhrenautomat) Ein Uhrenautomat A ist ein QuintupelA = (Q;R; s;; F ) ;bei dem Q, R und F wie bei einem UA-Automaten sind, s 2 Q Anfangszustandgenannt wird und  aus Transitionen der Form (q; a; ; ; q0) besteht. Er wird mitdem UA-Automaten (Q;R; (s; );0; F ) identiziert, fur dessen Anfangsbelegung(r) = 0 fur alle r 2 R gilt und dessen Transitionsrelation 0 fur jede Transition(q; a; ; ; q0) aus  die Transition (q; a; ; ; ; q0) enthalt, wobei (r) = add fur jedesr 2 R gewahlt wird.Sinngemamogen die Begrie deterministischer Uhrenautomat,Uhrenautomat miteinfachen Transitionen und Uhrenautomat mit kombinierten Transitionen verstandenwerden.Eine Sprache von Intervallwortern wird uhrenerkennbar genannt, wenn sie voneinem Uhrenautomaten erkannt wird. Die Klasse aller uhrenerkennbaren Sprachenwird mit NTL ('non-deterministic timed languages`) bezeichnet.Mit dem Begri 'Uhrenautomat` hat es folgende Bewandnis: Legt man fur P-Worter die "Ereignis-Dauer\-Interpretation zugrunde, wie wir sie im letzten Ab-schnitt kennengelernt haben, so kann man jedes Register eines UA-Automaten als ei-ne (Stopp-)Uhr auassen, die jeweils um die Dauer des aktuellen Ereignisses vorlauft,die auf 0 zuruckgesetzt und mit naturlichen Zahlen verglichen werden kann. Deshalbwerden wir auch in Zukunft von Registern in Uhrenautomaten als Uhren sprechen.Dementsprechend werden Registerbelegungen auch als Uhrenstande bezeichnet.Bevor wir zum ersten konkreten Beispiel eines Register- bzw. Uhrenautomatenkommen, wollen wir uns auf die Art der graphischen Darstellung einigen. Dazu einEinschub:Die graphische Darstellung von Register- und Uhrenautomaten. Grund-satzlich ist zu bemerken, da fur die graphische Darstellung von -Automaten im all-gemeinen und Uhrenautomaten im speziellen die bekannten Darstellungen von endli-chen diskreten Automaten (siehe [HU79]) Vorbild sind.22Damit folgen wir hier der Mehrheit der Arbeiten, die sich mit Uhrenautomaten und ahnlichenSystemen beschaftigen. Es sollte jedoch erwahnt werden, da gerade bei der Darstellung von hybridenAutomaten auch der modulare Darstellungsformalismus der 'statecharts` benutzt wird [PK92], derursprunglich fur diskrete endliche Automaten eingefuhrt wurde [Har87]. Die fur cshs in [KPSY93]benutzte Darstellungsform wird in Abschnitt 3.5 eingefuhrt.
3.2. UHRENAUTOMATEN 51Ein Zustand q wird durch einen mit q beschrifteten Kreis oder ein mit q beschrif-tetes Oval q  qdargestellt, eine Transition mit Quellzustand q und Zielzustand q0 durch einen be-schrifteten Pfeil zwischen den Zustanden:q - q0Um die Beschriftung  des Pfeils beschreiben zu konnen, nehmen wir an, da R =fr0; : : : ; rm 1g die Registermenge des Automaten und (q; a; ; ; ; q0) die darzustel-lende Transition sei. Weiterhin wollen wir annehmen, da die Rucksetzung  durch = f(ri0; d0); : : : ; (ris 1; dis 1)g gegeben sei. Dann ergibt sich die Beschriftung  wiefolgt:  = a: r0(r0); : : : ; rm 1(rm 1); ?; ri0  d0; : : : ; ris 1  dis 1 :Wird anstelle des Buchstabens a der Grobuchstabe A geschrieben, dann vertritter alle Buchstaben des Alphabets, d. h., es gibt dann fur jeden Buchstaben des Al-phabets eine Transition mit dem gleichen Quellzustand, dem gleichen Zielzustand,der angegebenen Fortschreibung, dem angegebenen Registertest und der angegebe-nen Rucksetzung.Die Beschriftung fur eine kombinierte Transition (im Sinne der Erlauterung amEnde von Abschnitt 1.5) ergibt sich in naturlicher Weise.Aus Platzgrunden wird die Beschriftung eines Pfeils zuweilen auf den Platz ober-halb und unterhalb der Linie verteilt.Endzustande sind durch doppelte Kreise markiert:lq 
 	 qwahrend auf den Anfgangszustand ein Pfeil ohne Quelle zeigt, der mit einer der An-fangsbelegung entsprechenden Rucksetzung versehen ist: -r0  d0; : : : ; rm 1  dm 1 q0Hat die Berechnungsstruktur nur ein Anfangselement, wie im Falle der Uhrenauto-maten, so kann die Angabe der Anfangsbelegung entfallen. 
52 KAPITEL 3. ZEITABHANGIGE AUTOMATEN-0 -A: _r = 1r  1?; r  0 l16   ?A: _r = 1Abbildung 3.2: Ein Uhrenautomat, der die Menge aller unbeschrankten Inter-vallworter erkenntWir fahren mit der Untersuchung von Uhrenautomaten fort und wenden uns einemersten Beispiel zu. Es sei vorher noch angemerkt, da die Anwendung der Schrittfunk-tion add auf ein Register r bei der graphischen Darstellung von Uhrenautomaten inder Form _r = 1 notiert wird, was seinen Grund darin hat, da die partielle Ableitungvon add nach der zweiten Komponente die konstante Funktion Eins ist: @add(x;y)@y = 1.3.2.3 Beispiel Formal beschreibt man den Automaten aus Abbildung 3.2 durch dasQuintupel (f0; 1g; frg; 0;; f1g) mit = f(0; a; 0) j a 2 Ag [ f(0; a; r  1; f(r; 0)g; 1) j a 2 Ag [ f(1; 0)g :Man beachte, da hier von kombinierten Transitionen Gebrauch gemacht wird.Oensichtlich erkennt dieser Automat, als Buchi-Automat aufgefat, die Mengealler unbeschrankten Intervallworter uber dem gegebenen Alphabet A. Einen aquiva-lenten deterministischen Buchi-Automaten erhalt man, indem man die Schleife mitdem Test r < 1 versieht und aus der unteren Transition eine normale Transitionmacht. Ein aquivalenter deterministischer Muller-Uhrenautomat ist in Abbildung 3.3zu sehen.Aus diesem Beispiel geht hervor, da die Menge aller unbeschrankten Intervallwor-ter deterministisch uhrenerkennbar ist. Daraus folgt unter Einbeziehung der Ab-schlueigenschaften der Klasse der UA-erkennbaren Sprachen:3.2.4 Bemerkung Ist A ein Buchi-Uhrenautomat oder ein deterministischerMuller-Uhrenautomat, so ist die Sprache der von ihm akzeptierten unbeschrankten Inter-vallworter uhrenerkennbar bzw. deterministisch uhrenerkennbar.Eine Sprache unbeschrankter Intervallworter ist also schon dann uhrenerkennbar,wenn es eine uhrenerkennbare Sprache unendlicher Intervallworter gibt, deren unbe-schrankter Anteil mit der vorgegebenen Sprache ubereinstimmt.
3.3. UHRENAUTOMATEN MIT HALTEMOGLICHKEIT 53-0X -A: _r = 1r  1?; r  0 1X6 A: _r = 1  ?A: _r = 1; r < 1?Abbildung 3.3: Ein deterministischerUhrenautomat, der die Menge aller unbeschrank-ten Intervallworter erkenntDie beiden Hakchen an den Zustanden sollen andeuten, da beide Zustande zu ein und derselbenEndzustandsmenge gehoren. D. h., das System der Endzustandsmengen soll hier ff0; 1gg sein.Der in [AD90] denierte Begri des 'timed Buchi automaton` stimmt mit dem Be-gri des Buchi-Uhrenautomaten uberein, jedoch wird jeder 'timed Buchi automaton`in [AD90] uber unbeschrankten Intervallwortern interpretiert. Wegen 3.2.4 konnenwir demnach schlieen:3.2.5 Satz (timed automata) Eine Sprache von unbeschrankten Intervallworternist genau dann uhrenerkennbar, wenn sie im Sinne von [AD90] von einem 'timedBuchi automaton` erkannt wird, d. h., wenn sie im Sinne von [AD] eine 'timed regularlanguage` ist.Damit ist eine Unterscheidung zwischen von Uhrenautomaten und von 'timedBuchi automata` erkannten Sprachen hinfallig; im weiteren Verlauf der Arbeit wirddeshalb nur noch von uhrenerkennbaren Sprachen die Rede sein.Wir wollen uns noch eine weitere Beispielsprache ansehen.3.2.6 Beispiel Der in Abbildung 3.4 dargestellte Uhrenautomat erkennt die Sprachealler Intervallworter, die ausschlielich aus Ereignissen der Dauer Eins bestehen.Hier wird das Akzeptieren, da es nur einen einzigen Zustand gibt und dieser auchEndzustand ist, nicht direkt durch die Akzeptierbedingung abgefangen, sondern da-durch, da es uberhaupt eine Berechnung gibt.3.3 Uhrenautomaten mit HaltemoglichkeitDurch Uhren, wie wir sie im letzten Abschnitt kennengelernt haben, kann man le-diglich den zeitlichen Abstand zweier Momente bestimmen. Daruberhinaus ist man
54 KAPITEL 3. ZEITABHANGIGE AUTOMATEN- l0  ?A: _r = 1; r = 1?; r  0Abbildung 3.4: Ein Uhrenautomat, der die Intervallworter erkennt, die aus Ereignissenmit Einheitsdauer bestehenmanchmal aber auch daran interessiert, die Gesamtdauer einer Reihe von Ereignissenzu bestimmen, die nicht unmittelbar aufeinander folgen. Dazu mute man Uhren an-halten und spater weiterlaufen lassen konnen. Das soll in diesem Abschnitt modelliertwerden.Die Idee von Uhren, die zwischenzeitlich angehalten werden durfen, verfolgt auchKarlis Cerans in seiner Arbeit [Cer92], wo er von 'parallel timer processes with memorycells` spricht. Die 'memory cells` sind dort die Uhren, die man anhalten kann.Zu Beginn dieses Kapitels hatten wir eine Unterscheidung zwischen einfachen Ab-standsautomaten und komplizierten hybriden Automaten getroen. Die Automaten,die wir im folgenden vorstellen werden, sind zwischen diesen beiden Modellen anzu-siedeln.Es sei id:P0 P! P0 mit id(x; y) = x die identische Schrittfunktion.3.3.1 Denition (Berechnungsstruktur fur Uhrenautomaten mit Halte-moglichkeit) Die Berechnungsstruktur UA ist deniert durch:UA = (P0; f0g; fadd; idg;I) :Wie im vorigen Abschnitt bei Uhrenautomaten ist die Angabe der Anfangsbele-gung uberussig. Jedoch gibt es im allgemeinen mehrere Moglichkeiten, eine Fort-schreibung zu bilden.3.3.2 Denition (Uhrenautomat mit Haltemoglichkeit) Ein Uhrenautomatmit Haltemoglichkeit ist ein QuintupelA = (Q;R; s;; F ) ;bei dem Q, R,  und F wie bei einem UA -Automaten sind und s 2 Q Anfangszu-stand genannt wird. Er wird mit dem UA -Automaten (Q;R; (s; );; F ) identi-ziert, fur dessen Anfangsbelegung (r) = 0 fur alle r 2 R gilt.Die Klasse aller durch Uhrenautomaten mit Haltemoglichkeit erkennbaren Spra-chen wird mit NTL bezeichnet.
3.4. HYBRIDE AUTOMATEN 55Bei der graphischen Darstellung von Uhrenautomaten mit Haltemoglichkeit steht_r = 1 wieder fur die Anwendung der Schrittfunktion add. In diesem Sinne konn-ten wir die Anwendung der Funktion id auf das Register r als _r = 0 notieren. DerEinfachheit halber vereinbaren wir aber, da id immer dann angewendet wird, wennkeine Schrittfunktion angegeben ist. (Beachte, da diese Vereinbarung auch mit derSemantik der -Transitionen nicht in Konikt gerat.)Um die Funktionsweise von Uhrenautomaten mit Haltemoglichkeit zu verstehen,wollen wir uns an einem Beispiel uberlegen, wie die Menge der echten Teiler von Einsdurch einen Uhrenautomaten mit Haltemoglichkeit erkannt werden kann. Es ist eineunare Sprache L endlicher Intervallworter gesucht, die durch einen Uhrenautomatenmit Haltemoglichkeit erkannt wird und die folgende Eigenschaft besitzt:(*) Fur jedes n > 1 gibt es ein Wort w in L, das mit 1n beginnt, d. h., fur dasw0 = 1n gilt. Und falls w zu L gehort, so soll es eine naturliche Zahl n mitn > 1 geben, so da w0 = 1n gilt.3.3.3 Beispiel (Teiler von Eins) Sei n > 1 und  = 1n . Wir betrachten das unareWort un, das die Gestalt un = v0v1 : : : vn 1 hat, wobei v0 =  und vn 1 = ; 1   sindund zusatzlichvi = ; i; (n  i  1); ; i; (n  i  1)fur jedes i mit 0 < i < n  1 gilt.Dann erfullt die Sprache fun j n > 1g die Bedingung (*). Auerdem wird sie vondem in Abbildung 3.5 dargestellten Uhrenautomaten mit Haltemoglichkeit erkannt,was wir kurz erlautern wollen.Die Transition von 0 nach 1 liest v0, die beiden Transitionen zwischen 1 und 8lesen vn 1. Jedes Wort vi mit 0 < i < n   1 wird durch die groe Schleife (von 1nach 1) gelesen.Der Automat ist derart konstruiert, da in Zustand 1 alle Register bis auf r0 unds0 auf Null stehen. Das Register r0 enthalt dann  und s0 den Wert i, wenn bislangv0 : : : vi 1 gelesen wurde. Nach dem Durchlaufen des rechten Astes enthalt r2 denWert  und s2 den Wert (i+ 1). Beide werden im linken Ast wieder in die Registerr0 und s0 kopiert.3.4 Hybride AutomatenAllgemein versteht man unter einem hybriden System ein zeitabhangiges System,dessen Beschreibungsgroen reelle Wert annehmen und sich | abgesehen von iso-lierten Sprungstellen | kontinuierlich mit der Zeit andern, was oft durch Angabeentsprechender Dierentialgleichungen beschrieben wird.
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fr0 =  ^ s0 = i^ "die ubrigen Register sind 0\g
fr2 =  ^ s2 = (i+ 1) ^ "die ubrigen Register sind 0\g
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Abbildung 3.5: Ein Uhrenautomat mit Haltemoglichkeit, der die Menge der "Teilervon Eins\ erkenntDie exakte Beschreibung der von dem Automaten erkannten Sprache und eine Erlauterung seinerFunktionsweise sind in 3.3.3 zu nden.
3.4. HYBRIDE AUTOMATEN 57Bei einfachen Modellen hybrider Systeme beschrankt man sich auf konstante Dif-ferentialgleichungen, d. h., die Groen andern sich linear mit der Zeit. Eine weitereEinschrankung auf ganzzahlige (oder rationale) Steigungsverhaltnisse fuhrt zu hybri-den Automaten, wie sie z. B. in [KPSY93] und [ACHH93] zu nden sind.Fur die Entwicklung eines Modells fur hybride Systeme im Rahmen des Konzeptesder -Automaten denieren wir eine neue Berechnungsstruktur, die die BezeichnungHA erhalt.Der Speicherbereich von HA sind die reellen Zahlen R, das einzige Anfangsele-ment ist Null. Als Testpradikate sind die reellen Intervalle (also die Teilmengen vonR)zugelassen, die sich wie in Abschnitt 3.2 als  d schreiben lassen, wobei hier allerdingsfur d alle ganzen Zahlen eingesetzt werden durfen. Die Menge dieser Testpradikatewerde mitJ bezeichnet. Fur jedes k 2 Z ist die Funktion addk mit addk(x; y) = x+kyeine Schrittfunktion von HA.3.4.1 Denition (Berechnungsstruktur fur hybride Automaten) Die Be-rechnungsstruktur HA ist gegeben durch:HA = (P0; f0g; faddk j k 2 Zg;J ) :Wie bei Uhrenautomaten (mit oder ohne Haltemoglichkeit) ist die Angabe derAnfangsbelegung nicht notwendig.3.4.2 Denition (hybrider Automat) Ein hybrider Automat ist ein QuintupelA = (Q;R; s;; F ) ;bei demQ,R,  und F wie bei einemHA-Automaten sind und s 2 Q Anfangszustandgenannt wird. Er wird mit dem HA-Automaten (Q;R; (s; );; F ) identiziert, furdessen Anfangsbelegung (r) = 0 fur alle r 2 R gilt.Die Klasse aller durch hybride Automaten erkannten Sprachen wird mit NHL('non-deterministic hybrid languages`) bezeichnet.Bei der graphischen Darstellung von hybriden Automaten wird die Anwendungeiner Schrittfunktion addk auf ein Register r im Einklang mit den Schreibweisen ausden beiden vorangehenden Abschnitten durch _r = k notiert.3.4.3 Beispiel Der in Abbildung 3.6 dargestellte hybride Automat erkennt die Spra-che f(a; 1)n(b; 1)n j n > 0g, deren diskrete Projektion die kontextfreie, nicht regulareSprache fanbn j n > 0g ist.Im nachsten Abschnitt soll nun gezeigt werden, wie sich das hier vorgestellte Mo-dell eines hybriden Automaten zu dem Modell aus [KPSY93] verhalt. Wir werden
58 KAPITEL 3. ZEITABHANGIGE AUTOMATEN-0 -a: _r = _t = 1t = 1?; t 0 1 -b: _r =  1, _t = 1t = 1 ^ r = 0? l2  ?a: _r = _t = 1; t = 1?; t 0  6b: _r =  1, _t = 1; t = 1?; t 0Abbildung 3.6: Ein hybrider Automat, der eine Sprache erkennt, deren diskrete Pro-jektion nicht regular istDer dargestellte hybride Automat erkennt die Sprache f(a; 1)n(b; 1)n j n > 0g, deren diskrete Pro-jektion die kontextfreie, aber nicht regulare Sprache fanbn j n > 0g ist.zeigen konnen, da beide Modelle im wesentlichen | was noch genau erlautert wird| gleichwertig sind.Bevor wir dazu ubergehen, soll noch bemerkt werden, da ein anderes "einfaches\Modell hybrider Systeme, das Modell des 'fault-tolerant hybrid automaton`, fur dasin [Ho93] ein semientscheidbares Verikationsverfahren vorgestellt wurde, dagegennicht durch das Konzept des -Automaten zu fassen ist. Selbst dann nicht, wennman zu anderen Berechnungsstrukturen ubergeht. Wesentliches Merkmal der von Hobeschriebenen Systeme ist namlich ein Nichtdeterminismus in der Auswahl der Fort-schreibung, die entlang einer Transition aus unendlich | sogar uberabzahlbar |vielen getroen werden kann. Die Klasse der Funktionen, aus denen ausgewahlt wer-den kann, wird jeweils implizit durch die Angabe einer Dierential(un)gleichung, etwain der Form 0:9  _x  1, beschrieben, so da die Systeme selbst eektiv darstellbarsind.3.5 'Constant slope hybrid systems`Das in [KPSY93] vorgestellte Modell des 'constant slope hybrid system` (cshs) weichtin seiner formalen Denition stark von dem hier vorgestellten Modell des hybridenAutomaten ab. Unter anderem liegt dies daran, da Ereignisse nicht von Transitionengelesen werden, sondern geschehen, wahrend sich der Automat in einem Zustandbendet. Transitionen werden dagegen in einem cshs nur in den Momenten, die
3.5. 'CONSTANT SLOPE HYBRID SYSTEMS` 59zwischen zwei Ereignissen liegen, durchschritten. Wir geben eine Denition von cshsin der bislang fur Registerautomaten entwickelten Terminologie.cshs werden nur uber endlichen Zustandsverlaufen interpretiert. Deshalb betrach-ten wir in diesem Abschnitt ausschlielich endliche Intervallworter und Rabin-Scott-Automaten. Bei diesen gehen wir o. B. d.A. davon aus, da in den Anfangszustand kei-ne Transition hineinfuhrt und aus den Endzustanden keine Transitionen herausfuhren.Ein Zustand, der weder Anfangs- noch Endzustand ist, wird innerer Zustand genannt.Eine Schleife ist eine Transition mit gleichem Quell- wie Zielzustand.3.5.1 Denition (Berechnungsstruktur fur cshs) Die Berechnungsstrukturcshs ist gegeben durch:cshs = (R;Z; faddk j k 2 Zg;J ) :3.5.2 Denition (cshs) Ein cshs ist ein cshs-Automat mit kombinierten Transi-tionen und folgenden Eigenschaften:1) Jede Transition ist eine kombinierte -Transition der Gestalt (q; ; ; q0), wobei ein Registertest und  eine Rucksetzung ist, oder eine Ereignistransition.2) Von jedem inneren Zustand geht genau eine Ereignistransition aus, und jedeEreignistransition ist eine Schleife.3) Registertests haben die Forma0r0 + : : :+ as 1rs 1  d ; (3.1)wenn fr0; : : : ; rs 1g die Registermenge ist und wobei a0, : : : , as 1 ganze Zahlensind. Sie werden als lineare Tests bezeichnet und mit der naturlichen Seman-tik versehen. (Beachte, da diese Tests in eigentlichen cshs-Automaten nichterlaubt sind.)Auerdem wird die folgende semantische Forderung gestellt:4) In jeder Berechnung darf keine Schleife, die aus einer Ereignistransition gebildetwird, zweimal hinereinander durchlaufen werden.Ein Test wie in (3.1) heit einfach3, wenn es ein i mit i < s gibt, so da ai = 1 undaj = 0 fur jedes j mit i 6= j gilt, d. h., wenn er von der Form ri  d ist. Einfache Testssind also cshs-Registertests im ublichen Sinne.3In der Sprechweise von [KPSY93] handelt es sich um sogenannte 'single integrator tests`.
60 KAPITEL 3. ZEITABHANGIGE AUTOMATENBedingung 4) ist wesentlich. Durch sie wird die Menge der in Frage kommendenBerechnungen eingeschrankt. Die Menge der Berechnungen eines cshs-Rabin-Scott-Automaten, der den Bedingungen 1) bis 3) genugt, ist im allgemeinen echt groerals die Menge der Berechnungen, die der gleiche Automat erkennt, wenn er als cshsinterpretiert wird.Bei der graphischen Darstellung von cshs wird die Beschriftung der jeweils ein-deutigen Schleife, die an jedem inneren Zustand angebracht ist, in den Zustand ge-schrieben. Anfangs- und Endzustande sind kleine, schwarz ausgefullte Kreise.3.5.3 Beispiel (Gasbrenner) Wir wollen das schon in [CHR91] vorkommende Bei-spiel des Gasbrenners betrachten, das auch in [KPSY93] zu nden ist.Man stelle sich einen Gasbrenner vor, der entweder kein Gas ausstromen lat oderaber leck ist. Eine solche lecke Phase soll hochstens eine Zeiteinheit andauern undnach einer solchen Phase soll fruhestens 30 Zeiteinheiten spater erneut eine solchePhase beginnen.Als sicher wird der Gasbrenner erachtet, wenn er zu jedem Zeitpunkt hochstensfunf Prozent der Zeit, die seit dem Beginn des Beobachtungszeitraums vergangen ist,in der lecken Phase verbracht hat, sofern der betrachtete Zeitpunkt mindestens 60Zeiteinheiten vom Beginn der Zeitrechnung entfernt ist.4Das in Abbildung 3.7 dargestellte cshs soll den Gasbrenner modellieren. DasSystem erkennt alle Phasenverlaufe, die in einem unsicheren Zustand enden.Nun wollen wir den Zusammenhang zwischen cshs und hybriden Automaten un-tersuchen.Zuerst uberlegen wir uns, da die vergroerte Menge von Anfangselementen, diein cshs zugelassen sind, nicht notwendig ist.3.5.4 Lemma Jedes cshs kann eektiv in ein aquivalentes cshs umgewandelt wer-den, in dem nur noch Null als Rucksetzwert auftritt. Sind die in einem gegebenencshs auftretenden Registertests einfach, so auch in dem konstruierten.Beweis. Anstelle einer Rucksetzung auf den Wert d fuhrt man eine Rucksetzungauf Null durch, merkt sich den Wert d in der endlichen Kontrolle und bei einemnachfolgenden Registertest verrechnet man den Wert richtig.Formal ersetze man den Zustandsraum Q eines gegebenen cshs durch das kar-tesische Produkt Q MR, wobei M die Menge der ganzen Zahlen sei, die in denRucksetzungen und der Anfangsbelegung des Automaten vorkommen, und R fur dieRegistermenge stehe. Dann nehme man fur jede Ereignsitransition (q; a; ; q) und fur4In [CHR91] werden beliebige Teilintervalle des Beobachtungszeitraums, die mindestens die Lange60 haben, betrachtet. Wir behandeln hier die einfachere Bedingung, die auch dem in [KPSY93]beschriebenen cshs zugrunde liegt.
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xZ  1?, xZ  0 xZ  30?, xZ  0xT  60 ^ 20xl   xT > 0?
xT  60 ^ 20xl   xT > 0?u
u
u
Abbildung 3.7: Ein cshs zur Modellierung des GasbrennersIn xT wird die Systemzeit gemessen. Das Register xl enthalt die Gesamtzeit, die das System imZustand "leck\ verbracht hat, wahrend xZ jeweils mit, wie lange sich das System schon in seinemaktuellen Zustand bendet.
62 KAPITEL 3. ZEITABHANGIGE AUTOMATENjede Funktion f :R !M die Ereignistransition ((q; f); a; ; (q; f)) in die Transitions-tabelle des neuen Automaten auf. Fur jede kombinierte -Transition (q; ; ; q0) undjede Funktion f :R ! M gehore die Transition ((q; f); 0;  0; (q0; f)) zu der neuenTransitionsrelation, wobei  0 durch 0(r) = 8><>: 0 ; falls (r) deniert ist,undeniert, sonst, fur r 2 R,deniert und 0 von der Gestalta0r0 + : : :+ as 1rs 1  d+ f(r0) + : : : f(rs 1)sei, wenn  die Form (3.1) hat. (Man beachte, da die Elemente aus MR auch als Re-gisterbelegungen aufgefat werden konnen und der Ausdruck f deshalb wohldeniertist.)Ist (s; ) die Anfangskonguration des -Automaten, so sei ((s; ); f(r; 0) j r 2Rg) die Anfangskonguration des neuen Automaten. Die Endzustandsmenge des neu-en Automaten sei F MR, wenn F die Endzustandsmenge des gegebenen Automatenist. Die gleiche Konstruktion ist auch bei herkommlichen cshs-Automaten erfolgreich:3.5.5 Bemerkung Jeder cshs-Automat kann eektiv in einen aquivalenten hybri-den Automaten umgewandelt werden.Nun zeigen wir, da cshsmit einfachen Tests und hybride Automaten gleichwertigsind.3.5.6 Lemma Jeder hybride Automat lat sich eektiv in ein aquivalentes cshs um-wandeln, in dem nur einfache Tests auftreten. Und umgekehrt lat sich jedes cshsmit einfachen Tests eektiv in einen hybriden Automaten umwandeln.Beweis. ()) O.E. nehmen wir an, da ein hybrider Automat mit einfachen Transi-tionen gegeben ist.Da jede Konjunktion von Registertests durch Hintereinanderausfuhren realisiertund jede Disjunktion durch Nichtdeterminismus aufgebrochen werden kann, konnenwir uberdies davon ausgehen, da jeder Registertest atomar oder die Negation einesatomaren Registertests ist. (Dies gilt allgemein fur -Automaten mit einfachen Tran-sitionen.) Da aber das Komplement (bzgl. R) eines jeden Elementes von J wieder zuJ gehort, kann schlielich jeder Registertest als atomar angenommen werden. Undjeder atomare Registertest ist auch ein einfacher Test.Eine Testtransition (q; ; q0) kann auch als kombinierte -Transition in der Form(q; ; ;; q0) geschrieben werden, genau wie jede Rucksetztransition (q; ; q0) trivialer-weise durch (q; tt; ; q0) ersetzt werden kann. Damit ist die Forderung 3.5.2.1) erfullt.
3.5. 'CONSTANT SLOPE HYBRID SYSTEMS` 63Um 3.5.2.2) zu erfullen, ersetzt man zuerst jede Ereignistransition (q; a; ; q0) durchdrei Transitionen:(q; tt; ;; q0)(q0; a; ; q0)(q0; tt; ;; q0) ;wobei q0 ein jeweils neuer Stutzzustand sei. Die Stutzzustande erfullen Bedingung3.5.2.2) dann oensichlich. Von den inneren Zustanden des ursprunglichen Automatengehen keine Buchstabentransitionen mehr aus. Deshalb wird an diese eine "Leerschlei-fe\ gelegt, die nicht durchlaufen werden soll. Um dies zu garantieren, wird ein neuesRegister r eingefuhrt, auf das in Leerschleifen die Schrittfunktion add1 angewendetwird und in allen anderen add0. Dann mu zum Schlu nur getestet werden, ob derWert von r gleich Null ist, um festzustellen, ob auch keine Leerschleife benutzt wurde.Dafur wird jeder Endzustand zu einem inneren Zustand des neuen Automaten underhalt eine Leerschleife. Auerdem wird ein neuer Endzustand eingefuhrt, in den vonden alten Endzustanden eine kombinierte -Transition mit Test r = 0 fuhrt.Damit die semantische Bedingung 3.5.2.4) nicht zu einer Einschrankung fuhrt,verdoppelt man alle inneren Zustande, so da ein mehrfaches Durchlaufen der glei-chen Ereignistransitition durch abwechselndes Durchlaufen zweier Ereignistransitio-nen simuliert werden kann. D. h., man ersetzt die Schleife (q; a; ; q) einfach durch dieTransitionen(q; a; ; q), (q0; a; ; q0), (q; tt; ;; q0) und (q0; tt; ;; q)mit einem jeweiligen neuen Zustand q0.(() Nach 3.5.4 konnen wir davon ausgehen, da in einem gegebenen cshs nurNull als Rucksetzwert auftritt. Das mehrfache Durchlaufen einer Ereignistransition(vgl. 3.5.2.4)) kann in der endlichen Kontrolle uberwacht und verhindert werden. 3.5.7 Korollar (cshs) Eine Sprache von endlichen Intervallwortern wird genaudann von einem hybriden Automaten erkannt, wenn sie von einem cshs mit einfachenTests im Sinne von [KPSY93] erkannt wird.Es stellt sich die Frage, ob cshs mit beliebigen linearen Tests ausdrucksstarker alshybride Automaten sind. Beilaug erwahnen die Autoren von [KPSY93], dies sei nichtder Fall. Ihrer Meinung nach kann man sich namlich auf einfache Tests beschranken[KPSY93, S. 188], was angesichts des folgenden Beispiels fraglich ist.3.5.8 Beispiel Das in Abbildung 3.8 dargestellte cshs erkennt die Sprache allerunaren endlichen Intervallworter w = w0 : : : w2n 1, diejXi=0w2i + w2j+1 = 1 fur j < n (3.2)
64 KAPITEL 3. ZEITABHANGIGE AUTOMATEN- --s s_x = 1 _x = 0_y = 1y  0x+ y = 1?Abbildung 3.8: Illustration zu einer Behauptung in [KPSY93]Das dargestellte cshs erkennt die Sprache aus 3.5.8, die belegen soll, da cshs nicht mit einfachenTests auskommen konnen.erfullen.Das informelle Argument, da den Autor zu der Vermutung veranlat, da dieangegebene Sprache nicht durch einen hybriden Automaten erkannt werden kann, istwie folgt: Die Teilsummen, die auf der linken Seite von (3.2) stehen, konnen oensicht-lich nicht auseinander hervorgehen, wenn nicht gerade die Werte von w2j+1 glucklichausfallen. Also mute zur Uberprufung von (3.2) fur jedes j < n ein anderes Registerzustandig sein. Es gibt in einem festen Automaten aber nur endlich viele Register.Der lineare Test 20xl   xT > 0, der in dem cshs aus 3.5.3 vorkommt, ist nichteinfach. Dennoch kann er durch einen einfachen Test ersetzt werden. Man benutztein Register, das standig den Wert 20xl   xT vorhalt, und testet dieses Registeranstelle des ganzen Ausdrucks. Entscheidend fur den Erfolg dieser Konstruktion istdie Tatsache, da die in dem Test beteiligten Register xl und xT nie zuruckgesetztwerden.5Hat man diese Veranderung durchgefuhrt, so erhalt man ein cshs mit einfachenTests, zu dem es gema 3.5.6 einen aquivalenten hybriden Automaten geben mute.Ein solcher ist in Abbildung 3.7 zu nden.3.6 InklusionsbeziehungenDa die Berechnungsstruktur UA eine Unterstruktur von UA ist, wird jede uhren-erkennbare Sprache auch von einem Uhrenautomaten mit Haltemoglichkeit erkannt.Jeden Uhrenautomaten mit Haltemoglichkeit kann man aber auch als hybriden Au-tomaten auassen, wenn man die Schrittfunktionen id und add mit add0 bzw. add1identiziert.Daraus ergeben sich die folgenden Inklusionsverhaltnisse:3.6.1 Bemerkung Es giltNTL NTL  NHL :5Das hier beschriebene Verfahren stammt aus [KPSY93] und soll allgemein anwendbar sein. Wieman sich leicht uberzeugt, fuhrt es aber in 3.5.8 nicht zum Erfolg.
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0 1 2l3 l4- - -
 ?g: _xT =   _xK =  1xZ  0 g: _xT = _xZ = 1, _xK =  1xZ  30?; xZ  0l: _xT = _xZ = 1, _xK = 19xZ  1?; xZ  0? ?xT  60 ^ xK > 0 xT  60 ^ xK > 0Abbildung 3.9: Ein hybrider Automat zur Modellierung des GasbrennersDer dargestellte hybride Automat erkennt die gleiche Sprache wie das cshs in Abbildung 3.7. Derlineare Test 20xl   xT > 0 ist hier durch xK > 0 ersetzt worden, wobei dafur gesorgt wird, da xKjeweils den Wert des Ausdrucks 20xl  xT beinhaltet. Das Register xl selbst ist dann uberussig. Inder Abbildung steht g fur "geschlossen\ und l fur "leck\.Es soll bewiesen werden, da die Inklusionen echt sind.Beide Beweise nutzen die Tatsache, da die Menge I (bzw. J ) der verwendetenTestpradikate eine gewisse "Grobheit\ besitzt.Auf P0 denieren wir die Aquivalenzrelation , die zwei Zahlen x und y als aqui-valent betrachtet, wenn fur jede naturliche Zahl k die beiden folgenden Bedingungenerfullt sind: x  k gdw. y  k und x  k gdw. y  k. Registerbelegungen  und 0sind aquivalent, in Zeichen   0, wenn (r)  0(r) fur jedes Register r gilt.Mit diesen Bezeichnungen lat sich nun die "Grobheit\ der Testpradikate aus-drucken.3.6.2 Bemerkung Ist  ein Registertest und sind  und 0 Registerbelegungen mit  0, so erfullt  den Test  genau dann, wenn 0 den Test  erfullt.3.6.3 Lemma 1) Es gilt fw0w1w2 j w0 + w2 = 1g 2 NTL nNTL.2) Es gilt fw0w1 j w0 = w1g 2 NHL nNTL.Beweis. 1) Ein Uhrenautomat mit Haltemoglichkeit, der die angegebene Spracheerkennt, ist Abbildung 3.10 zu entnehmen.Nehmen wir an, es gabe einen Uhrenautomaten, der die Sprache erkennen wurde.
66 KAPITEL 3. ZEITABHANGIGE AUTOMATEN-0 -a: _r = 1 1 -a: _r = 0 2 -a: _r = 1; r = 1? l3Abbildung 3.10: Ein Uhrenautomat mit Haltemoglichkeit, der NTL $ NTL belegtDargestellt ist ein Uhrenautomat mit Haltemoglichkeit, der die Sprache fw0w1w2 j w0 + w2 = 1gerkennt, die nicht uhrenerkennbar ist.Dann wurde der Automat das Wort 0.2,0.5,0.8 6 akzeptieren und es gabe eine akzep-tierende Berechnung der Form(q0; 0) 0 !(a;0:2)(q1; 1) 1 !(a;0:5)(q2; 2) 2 !(a;0:8)(q3; 3) :Wir wollen zeigen, da dann durch  auch eine akzeptierende Berechnung fur dasWort 0.2,0.5,0.9 gegeben ware.Um das zu zeigen, nehmen wir weiter an, da 2 von der Form (q2; a; ; ; q3)ware. Wir betrachten die Registerbelegungen  und 0 mit (r) = 2(r) + 0:8 und0(r) = (r) + 0:9. Es wurde dann  den Test  erfullen. Fur jede Uhr r konnte 2(r)nur die Werte 0, 0.5 und 0.7 annehmen, also  die Werte 0.8, 1.3 und 1.5, entsprechend0 die Werte 0.9, 1.4 und 1.6. Damit wurde nach 3.6.2 auch 0 den Test  erfullen undwir durften(q0; 0) 0 !(a;0:2)(q1; 1) 1 !(a;0:5)(q2; 2) 2 !(a;0:9)(q3; 0)schreiben, was implizieren wurde, da 0.2,0.5,0.9 zu der Sprache gehoren wurde, wasnicht der Fall ist. Widerspruch!2) Einen hybriden Automaten, der die angegebene Sprache erkennt, ndet man inAbbildung 3.11.Mit ahnlichen Argumenten wie im Beweis von 1), uber die Fallunterscheidungnach den moglichen Registerwerten und unter Benutzung von 3.6.2, zeigt man, dajeder Uhrenautomat mit Haltemoglichkeit, der 0.2,0.2 akzeptieren wurde, auch 0.2,0.3akzeptieren mute. Widerspruch! 3.6.4 Korollar (Inklusionsbeziehungen) Es giltNTL $NTL $ NHL :Damit sind die Inklusionsverhaltnisse zwischen den Sprachfamilien der uhrener-kennbaren Sprachen, der Sprachen, die durch Uhrenautomaten mit Haltemoglichkeiterkannt werden, und solchen, die durch hybride Automaten erkannt werden, geklart.6In dieser Arbeit wird das im Deutschen gebrauchliche Dezimalkomma durch den Dezimalpunktersetzt, damit Folgen wie die angegebene lesbar bleiben.
3.7. LOGISCHE BESCHREIBUNG 67-0 -a: _r = 1 1 -a: _r =  1; r = 0? l2Abbildung 3.11: Ein hybrider Automat, der NTL $ NHL belegtDargestellt ist ein hybrider Automat, der die Sprache fw0w1 j w0 = w1g erkennt, die weder voneinem Uhrenautomaten noch von einem Uhrenautomaten mit Haltemoglichkeit erkannt wird.3.7 Logische Beschreibung durch Abstands-,Dauer- und IntegralformelnDie Einordnung der bislang vorgestellten Automatenmodelle zur Beschreibung zeit-abhangiger Systeme in den Rahmen, der durch den Begri des -Automaten vor-gegeben ist, ermoglicht eine Anwendung des Hauptergebnisses aus dem ersten Teilder Arbeit, des Charakterisierungssatzes. Wir gewinnen kanonische Logiken fur dieBeschreibung des Verhaltens von Uhrenautomaten (mit oder ohne Haltemoglichkeit)und hybriden Automaten: Eine Sprache von Intervallwortern ist genau dann uhren-erkennbar, wenn sie durch einen existentiell-monadischen UA-Satz deniert wird,sie wird genau dann von einem Uhrenautomaten mit Haltemoglichkeit erkannt, wennsie durch einen existentiell-monadischen UA -Satz denierbar ist, und sie wird ge-nau dann von einem hybriden Automaten erkannt, wenn sie durch einen existentiell-monadischen HA-Satz deniert wird.Anstelle der in den kanonischen Signaturen UA, UA und HA vorkommen-den erweiterten Pradikate wollen wir andere, in gewissem Sinne aquivalente erweitertePradikate verwenden, die fur die spatere Anwendung von Vorteil sind. Insbesonderewerden die Formeln durch Benutzung der neuen erweiterten Pradikate lesbarer.3.7.1 Abstandsformeln und UhrenautomatenWir beginnen mit einer Untersuchung von UA.Denitionsgema enthalt UA fur jede naturliche Zahl l, fur jede mit den Teil-mengen von l indizierte Familie F von Schrittfunktionen aus faddg, jede mit denTeilmengen von l indizierte Familie von Elementen aus f0g und jedes Element I 2 Iein erweitertes Symbol EI;F;H. Dessen Bedeutung in einem Intervallwort u = (a;w)war in Abschnitt 2.3 vermoge der Funktion EuF;H erklart worden. Fur EuF;H ergibtsich fur jede l-gliedrige Folge M von Mengen Mi  juj und m;n mit m  n undm;n 2 juj [ f 1g:EuF;H(M0; : : : ;Ml 1;m; n) = nXi=m+1wi = Wn+1  Wm+1 ; (3.3)
68 KAPITEL 3. ZEITABHANGIGE AUTOMATENd. h., EuF;H(M0; : : : ;Ml 1;m; n) ist der zeitliche Abstand des Zeitpunktes an Positionm + 1 von dem Zeitpunkt an Position n + 1. Dafur wollen wir einfach du(m + 1; n)schreiben. Insbesondere stellen wir fest, da die Mengen M0, : : : , Ml 1 keinerlei Be-deutung haben. Ist das Intervall I durch  c gegeben, dann gilt wegen (3.3):(u; ) j= EI;F;H(X;X; x) gdw. du(vg((x); (X)) + 1; (x))  c : (3.4)Von UA gehen wir nun zu der Signatur  d uber.3.7.1 Denition (Signatur  d ) Die Signatur  d entsteht aus  durch Hinzu-nahme eines erweiterten Symbols  d c des Typs (1; 1) fur jede naturliche Zahl c undjede Vergleichsrelation .Aus jedem Intervallwort u = (a;w) erhalten wir eine  d -Struktur u d , indemwir wie ublich u d   = a setzen und auerdem festlegen, da (M;m) genau dannzu der Interpretation von  d c in u d gehoren soll, wenn du(vg(m;M) + 1;m)  cgilt. Fur  d c(X;x) schreiben wir deshalb auch:d(X;x)  c (3.5)und bezeichnen solche Formeln als relative Abstandsformeln. Um auszudrucken, dadie Mengenvariable in (3.5) in der ersten Komponente auftritt, sprechen wir auch vonVergangenheitsformeln.Monadische  d -Formeln mogen nur uber Wortstrukturen interpretiert werden,die auf die angegebene Weise aus Intervallwortern entstehen.Dann ergibt sich aus dem (allgemeinen) Charakterisierungssatz 2.3.2 und (3.4)zusammen mit 3.2.5:3.7.2 Spezieller Charakterisierungssatz fur Uhrenautomaten Fur eine Spra-che L von Intervallwortern sind die folgenden Aussagen aquivalent:1) L ist uhrenerkennbar.2) L ist denierbar durch einen existentiell-monadischen  d -Satz.Ist L eine Sprache von unbeschrankten Intervallwortern, so tritt die folgende Aqui-valenz hinzu:3) L ist eine 'timed regular language` im Sinne von [AD]. Die jeweiligen Umwandlungen von Formeln in Automaten und umgekehrt konneneektiv erfolgen.
3.7. LOGISCHE BESCHREIBUNG 69Hinsichtlich des Registerindexes einer uhrenerkennbaren Sprache treen wir diefolgende Festlegung: Der d-Rang einer  d -Formel sei die Anzahl der in der Formelvorkommenden erweitert-atomaren Formeln, wobei unterschiedliche Vergleichswerteund unterschiedlicheVergleichsrelationen nicht zahlen. Der d-Rang einer uhrenerkenn-baren Sprache sei der minimale d-Rang eines die Sprache denierenden existentiell-monadischen  d -Satzes.Dann gewinnen wir aus 2.6.2:3.7.3 Bemerkung Ist L eine uhrenerkennbare Sprache, so stimmen d-Rang undRegisterindex uberein.Zum Abschlu dieses Unterabschnitts wollen wir eine konkrete existentiell-mona-dische  d -Formel angeben.3.7.4 Beispiel (3.2.3 fortgef.) Die Sprache aller unbeschrankten Intervallworterist duch die existentiell-monadische  d -Formel9X8x9y(x < y ^Xy ^ d(X; y) > 1)deniert.Die Formel fordert die Existenz einer unendlichen Menge, in der immer wiederzwei aufeinanderfolgende Elemente einen Abstand haben, der groer als Eins ist.3.7.2 Integralformeln und hybride AutomatenWir beginnen mit der Denition einer neuen Signatur.3.7.5 Denition (Signatur R ) Die Signatur R entsteht aus  durch Hinzunah-me eines erweiterten Symbols Ic;d des Typs (l+1; 1) fur jede positive naturliche Zahll, jede l-gliedrige Folge c von ganzen Zahlen, jede Vergleichsrelation und jede ganzeZahl d.Mit jedem Intervallwort u wird genau eine R -Struktur uR assoziiert. Dabeiist das Universum von uR wie in Abschnitt 2.3 die Menge juj und die Symboleaus  erhalten die gleiche Interpretation, d. h., das -Redukt uR   stimmt mita uberein. Es ist also nur noch zu beschreiben, wie die erweiterten Symbole in uRinterpretiert werden.Fur jede Wahl einer l-gliedrigen Folge c ganzer Zahlen wird eine FunktionIuc :}(juj [ f 1g)l  f(m;n) 2 (juj [ f 1g)2 j m  ngdeniert. Ist M eine l-gliedrige Folge von Mengen Mi  juj und ist i die charakteri-stische Funktion von Mi fur jedes i < l, so wirdIuc (M;m;n) = nXi=m+1wiXj<l cjj(i)
70 KAPITEL 3. ZEITABHANGIGE AUTOMATENgesetzt. Als einfache und anschauliche Schreibweise fur Iuc (M;m;n) wollen wirnZm c0M0 + : : :+ cl 1Ml 1dubenutzen.Die Interpretation des Symbols Ic;d in uR enthalte alle Tripel (N;M;n), fur dienZvg(n;N) c0M0 + : : :+ cl 1Ml 1du  dgilt. Fur die erweitert-atomare Formel Ic;d(X;X0; : : : ;Xl 1; x) schreiben wir deshalbauch xZX c0X0 + : : :+ cl 1Xl 1  d :Wir nennen diese Formeln auch relativierte Integralformeln.Es ergibt sich der folgende fundamentale Zusammenhang:3.7.6 Spezieller Charakterisierungssatz fur hybride Automaten Fur eineSprache L von Intervallwortern sind die folgenden Aussagen aquivalent:1) L wird von einem hybriden Automaten erkannt.2) L wird durch einen existentiell-monadischen R -Satz deniert.Ist L eine Sprache von endlichen Intervallwortern, so tritt die folgende aquivalenteAussage hinzu:3) L wird von einem cshs mit einfachen Tests erkannt.Die jeweiligen Umwandlungen von Formeln in Automaten und umgekehrt konneneektiv erfolgen.Beweis. 1))2) Wegen des Charakterisierungssatzes reicht es, zu zeigen, da jederexistentiell-monadische HA-Satz eektiv in einen aquivalenten existentiell-monadi-schen R -Satz umgewandelt werden kann.Dazu nehmen wir an, da  , 9X0 : : :9Xm 10 ein existentiell-monadischer m-normaler HA-Satz sei. Wir fuhren fur jede Teilmenge P  m eine zusatzlicheMengenvariable ZP ein, die in einer Interpretation (uR ; ) mit der Menge\i2P (Xi) \ \i2mnP (Xi)
3.7. LOGISCHE BESCHREIBUNG 71belegt werden soll. Das sichert die Formel , 8x ^Pm(î2P Xix$ ZPx ^ ^i2mnP Xix$ :ZPx) :Den zu  aquivalenten R -Satz wahlen wir wie folgt:9X0 : : :9Xm 19Z( ^ 00) :Dabei entstehe 00 aus 0 durch Substitution der erweitert-atomaren Formeln nachfolgendem Verfahren: Jede Formel EC;F;H(Xi;X; x) mit C = fr 2 R j r  dg undfP = addcP fur jedes P  m werde durchxZXi XPm cPZP  dersetzt.2))1) Oensichtlich sind die erweitert-atomaren FormelnxZX c0X0 + : : :+ cl 1Xl 1  dund Efr2Rjrdg;F;H(X;X; x)aquivalent, wenn man fP = Pi2P ci und hP = 0 fur jedes P  l wahlt. Deshalb latsich jeder existentiell-monadische  d -Satz eektiv in einen existentiell-monadischenHA-Satz umwandeln. Daraus ergibt sich mit dem (allgemeinen) Charakterisierungs-satz die fragliche Implikation.1),3) Dies ist die Aussage von 3.5.7. Auch fur den Fall der hybriden Automaten soll beispielhaft eine schon bekannte,von einem hybriden Automaten erkennbare Sprache durch eine R -Formel beschrie-ben werden.3.7.7 Beispiel (3.4.3 fortgef.) Die Sprache f(a; 1)n(b; 1)n j n > 0g wird durch dienachfolgende existentiell-monadische 0R -Formel mit Mengentermen beschrieben:9x8y((y < x! Pay) ^ (x < y ! Pby))^ 8x xZfxjttg 1fx j ttg = 1 ^ maxZ; 1Pa + ( 1)Pb = 0 :Das erste Konjunktionsglied fordert die Existenz einer Stelle, links von der nur aauftritt und rechts von der nur b auftritt. Damit ist fur die richtige Reihenfolge der
72 KAPITEL 3. ZEITABHANGIGE AUTOMATENBuchstaben Sorge getragen. Das zweite Konjunktionsglied sorgt dafur, da alle Ereig-nisse von Einheitsdauer sind, wahrend das dritte sichert, da die Anzahl der vorkom-menden a-Ereignisse gleich der Anzahl der vorkommenden b-Ereignisse ist, indem dieGesamtdauer der a-Ereignisse von der Gesamtdauer der b-Ereignisse abgezogen unddas Ergebnis auf Null uberpruft wird.3.7.3 Dauerformeln und Uhrenautomaten mit Haltemoglich-keitAus dem allgemeinen Charakterisierungssatz 2.3.2 wissen wir, da eine Sprache vonIntervallwortern genau dann von einem Uhrenautomaten mit Haltemoglichkeit er-kannt wird, wenn sie durch einen existentiell-monadischen UA -Satz deniert wird.Bei genauerer Betrachtung des Beweises von 3.7.6 stellt man fest: Jede existentiell-monadische UA -Formel lat sich eektiv in eine aquivalente existentiell-monadi-sche R -Formel umwandeln, in der nur Integralformeln der GestaltxZX 1Y  c (3.6)vorkommen. Umgekehrt lat sich auch zu jeder existentiell-monadischen R -Formelmit Integralformeln wie in (3.6) eektiv ein aquivalenter existentiell-monadischerUA-Satz nden.Formel (3.6) druckt aus: "Die Gesamtdauer der Ereignisse, die zwischen dem letz-ten Ereignis vor x, das zu X gehort, und x liegen und zu Y gehoren, erfullt dieBeziehung  c.\ Deshalb schreiben wir fur (3.6) auchdur(X;Y; x)  c :Diese Formeln wollen wir relative Dauerformeln nennen.Die angestellten Uberlegungen fuhren zu der folgenden Denition.3.7.8 Denition (Signatur dur) Die Signatur dur entsteht aus  durch Hinzu-nahme eines erweiterten Symbols Dc des Typs (2; 1) fur jede Vergleichsrelation und jede naturliche Zahl c.Wie in den vorangehenden beiden Unterabschnitten moge fur jedes Intervallwortu eine entsprechende dur-Wortstruktur udur deniert werden, wobei Dc(X;Y; x)die Bedeutung von (3.6) erhalten soll. Dann gilt:3.7.9 Spezieller Charakterisierungssatz fur Uhrenautomaten mit Halte-moglichkeit Eine Sprache von Intervallwortern wird genau dann von einem Uhren-automaten mit Haltemoglichkeit erkannt, wenn sie durch einen existentiell-monadi-schen dur-Satz deniert wird. 
3.7. LOGISCHE BESCHREIBUNG 73Da d(X;x)  c aquivalent zu dur(X; fx j ttg; x)  c und dur(X;Y; x)  caquivalent zu xRX 1fx j ttg  c ist, erlauben wir in dur-Formeln auch relative Ab-standsformeln und in R -Formeln sowohl relative Abstandsformeln wie auch relativeDauerformeln.Zum Abschlu des Kapitels werden wir ein schwierigeres Beispiel betrachten undzu den "Teilern von Eins\ zuruckkehren.3.7.10 Beispiel (3.3.3 fortgef.) Hier wollen wir eine zu dem Automaten aus Ab-bildung 3.5 aquivalente existentiell-monadische dur-Formel angeben. Sie hat dieGestalt:9X0 : : :9X7(Zstd(X0; : : : ;X7) ^ Test(X0; : : : ;X7)) :Die Formel Zstd kodiert die Zustande, die in einem akzeptierenden Lauf angenommenwerden. Die Formel Test uberpruft, ob die Registertests erfullt sind.Die Variable Xi soll mit den Stellen belegt werden, an denen ein Ereignis steht,das der Automat liest, wenn er in Zustand i ist. Dies wird durch die folgende Formelerreicht:Zstd , X00 ^X11 ^X7max ^ 8x( ^i<j<8:Xix ^Xjx)^8x(x+ 1 < max! ^i:0<i<7(Xix$ X[i+1](x+ 1))) :Hierbei steht [i+ 1] fur i+ 1, auer im Falle i = 6, dann sei [i+ 1] gleich Eins.Fur die Konstruktion von Test fuhren wir eine Fallunterscheidung nach dem er-reichten Zustand durch, wobei es zum Teil eine Rolle spielt, ob ein Zustand zum erstenMal aufgesucht wird:Test ,8x ((X3x ^ x = 3! d(X0; x) = 1 ^ dur(X3;X0 [X2 [X3; x) = 1)^ (X3x ^ x > 3! d(X6; x) = 1 ^ dur(X3;X4 [X2 [X3; x) = 1^ dur(X3;X4 [X5 [X1 [X3; x) = 1)^ (X6x! d(X3; x) = 1 ^ dur(X0 [X6;X1 [X5 [X6; x) = 1^ dur(X0 [X6;X2 [X5 [X6; x) = 1)^ (X1x ^X7(x+ 1)! d(X0 [X;x)1 = 1)^ (X7x ^ x = 2! dur(X0;X0 [X7; x) = 1 ^ dur(X6;X1 [X7; x) = 1)^ (X7x ^ x > 2! dur(X4;X4 [X7; x) = 1 ^ dur(X6;X1 [X7; x) = 1)) :
Kapitel 4UhrenautomatenIn diesemKapitel wird das Modell des Uhrenautomaten eingehend studiert. Klassischeautomatentheoretische Fragen stehen in der ersten Halfte im Vordergrund, wahrendim zweiten Teil Aspekte der in der Einleitung vorgestellten, von Alur und Henzin-ger formulierten Frage nach einer "maximalen\, gegen die booleschen Operationenabgeschlossenen und eektiv (und ezient) handhabbaren Klasse von Sprachen vonIntervallwortern (siehe [AH91a]) studiert werden.Zuerst wiederholen wir die grundlegenden, uhrenerkennbare Sprachen betreendenSachverhalte, die schon in der einfuhrenden Arbeit [AD90] von Alur und Dill zu ndensind:1) Die diskrete Projektion jeder uhrenerkennbaren Sprache ist regular.12) Das Leerheitsproblem fur Uhrenautomaten ist entscheidbar (aber PSPACE-voll-standig).3) Das Inklusionsproblem, das Aquivalenzproblem und das Universalitatsproblemsind nicht entscheidbar.4) Die Klasse der deterministisch uhrenerkennbaren Sprachen ist echt in der Klasseder uhrenerkennbaren Sprachen enthalten.Aus der Entscheidbarkeit des Leerheitsproblems und der Unentscheidbarkeit desUniversalitatsproblems kann man sofort schlieen, da es kein eektives Verfahrengibt, da zu einem Uhrenautomaten A einen neuen Uhrenautomaten A0 konstruiert,der das Komplement von L(A) erkennt. Damit ist allerdings noch nicht gesagt, daes auch eine uhrenerkennbare Sprache gibt, deren Komplement nicht uhrenerkennbarist. Eine entsprechende Behauptung wird von Alur und Dill in [AD90] und [Alu91]durch Angabe einer Beispielsprache aufgestellt und begrundet, jedoch geben sie keinen1Hier sei schon darauf hingewiesen, da wir innerhalb des logischen Rahmens im nachsten Kapiteleinen Alternativbeweis fur dieses und das unter Punkt 2) genannte Ergebnis geben werden.74
75formalen Beweis. In Abschnitt 4.2 entwickeln wir deshalb ein Iterationslemma furUhrenautomaten, das auch von eigenem Interesse ist, letztlich aber benutzt wird, umdie Behauptung von Alur und Dill zu beweisen.In Abschnitt 4.3 wollen wir den Registerindex, der im Falle der Uhrenautomatenals Uhrenindex bezeichnet wird, als das Ma der Komplexitat einer uhrenerkennba-ren Sprache betrachten. Wir beweisen, da es Sprachen beliebiger Komplexitat gibt,d. h., da es zu jeder naturlichen Zahl n eine uhrenerkennbare Sprache gibt, so dajeder Uhrenautomat, der die Sprache erkennt, mindestens n Uhren benotigt. DasKomplexitatsma des Uhrenindexes teiltNTL also in eine unendliche Hierarchie ein.Auerdemwerden wir zeigen, da der Uhrenindex insofern zur eektiven Minimierungvon Uhrenautomaten ein unbrauchbares Ma ist, als er nicht berechenbar ist.Die oben aufgezahlten "klassischen\ Ergebnisse auf dem Gebiet der Uhrenauto-maten zeigen deutlich, da die Klasse NTL in ihren sprachen- bzw. automatentheo-retischen Eigenschaften komplizierter als die Klasse der von endlichen Automatenerkannten diskreten Sprachen ist. Denn die regularen Sprachen sind eektiv unterder Anwendung boolescher Operationen abgeschlossen, das deterministische und dasnichtdeterministische Automatenmodell sind gleichwertig und der Leerheitstest ist inquadratischer Zeit durchfuhrbar. Daruberhinaus gibt es im Fall der endlichen Worterzu jeder regularen Sprache einen eindeutigen (zustands-)minimalen deterministischenAutomaten, der in Zeit O(n log n) aus einem beliebigen deterministischen Automatenbestimmt werden kann.Aus dieser Beobachtung resultierte die in der Einleitung erwahnte Frage von Alurund Henzinger nach einer "maximalen\ Klasse von Sprachen von Intervallwortern,die gegenuber booleschen Kombinationen abgeschlossen ist und ein elementar ent-scheidbares Leerheitsproblem hat. Eine einfache aber unbefriedigende Antwort ist diefolgende: Man nehme die Klasse aller uhrenerkennbaren Sprachen, deren Komple-ment auch uhrenerkennbar ist. Wir wollen diese Klasse den ublichen Konventionenfolgend mit NTL \ co-NTL bezeichen. Die Antwort ist insofern unbefriedigend, alsbislang kein eektives Verfahren bekannt ist, das entscheiden wurde, ob eine durcheinen Uhrenautomaten gegebene Sprache zu NTL\ co-NTL gehort. Genauso wenigsind Formalismen | wie z.B. ein geeignetes Automatenmodell | bekannt, die dieseKlasse beschreiben wurden.Auf der Suche nach einer geeigneten Teilklasse von NTL wurde von Alur undHenzinger in [AH92] ein Modell eines Zweiwege-Uhrenautomaten analysiert. Durcheine hinzugenommene semantische Einschrankung konnte durch diesen Automatentyptatsachlich eine relevante, unter den booleschen Operationen abgeschlossene Teilklasse(2DTL!) ausgesondert werden. In Abschnitt 4.4 werden wir diese Klasse vorstellenund beweisen, da die semantische Bedingung aus [AH92] unentscheidbar ist, waszeigt, da die Denition der Klasse nicht eektiv ist.In Abschnitt 4.5 betrachten wir mit Hinsicht auf die Fragestellung von Alur undHenzinger die Klasse der Sprachen, die die von eindeutigen Uhrenautomaten erkann-
76 KAPITEL 4. UHRENAUTOMATENten Sprachen enthalt und die wir mit UTL bezeichnen wollen. Sie wird in dieserArbeit zum ersten Mal behandelt. Es ist oen, ob UTL gegen Komplementbildungabgeschlossen ist. Wir konnen jedoch zeigen, da es entscheidbar ist, ob ein gegebe-ner Uhrenautomat eindeutig ist, da die Inklusion 2DTL!  UTL gilt und da dieuhrenerkennbare Sprache, die wir benutzen, um den Nichtabschlu von NTL unterKomplementbildung zu belegen, nicht zu UTL gehort. Aus letzterem folgt dann auchUTL $ NTL.Den Abschlu des Kapitels (Abschnitt 4.7) bilden Betrachtungen, die ebenfallsvon dem von Alur und Henzinger ausgesprochenen Wunsch geleitet sind, einen an-sprechenden Begri von zeitabhangigem Verhalten zu nden. Doch anstatt das Mo-dell des Uhrenautomaten einzuschranken, schlagen wir vor, Erkennbarkeit relativ zuTeilsprachen der Sprache aller Intervallworter uber einem gegebenen Alphabet zustudieren. Die einfachste Einschrankung fuhrt uns zum Begri der beschrankten Va-riation und zum Erfolg in dem Sinne, da wir eine Klasse von Sprachen erhalten,die gegen boolesche Kombinationen abgeschlossen ist und eektiv behandelt werdenkann. Zum Schlu des Abschnitts 4.7 werden wir dann noch zeigen, da die besagteEinschrankung bei starkeren Automatenmodellen nicht zum Erfolg fuhrt.Der Vollstandigkeit halber sollte hier noch erwahnt werden, da uber die obengenannten Ergebnisse hinausreichende Untersuchungen auf dem Gebiet der Uhren-automaten zwei Themen betreen: probabilistische Varianten des Automatenmodells(siehe [ACD91] und [ADC91]) und Minimierungsfragen. Letztere werden in [YL93]und in [ACD+92] behandelt und beschranken sich ausschlielich auf das Problem derZustandsminimierung.Wir beginnen mit technischen Vorbereitungen.4.1 Aquivalente Folgen von UhrenstandenZuerst fuhren wir eine neue Schreibweise fur die Anwendung von Fortschreibungen inUhrenautomaten ein.SeiR eine Uhrenmenge und :R! P0 die Funktion, die jede Uhr auf Null abbilde.Ist :R ! P0 ein Uhrenstand und w 2 P, so schreiben wir  + w fur den Uh-renstand 0 mit 0(r) = (r) + w fur jedes r 2 R. Damit kann die Anwendung der inUA einzig moglichen Fortschreibung, der Funktion , die jede Uhr auf add abbildet,vereinfacht geschrieben werden: Es gilt  w= + w.Wir wiederholen noch einmal die Denition der in Abschnitt 3.6 auf der Mengealler Uhrenstande uber einem festen Registersatz eingefuhrten Aquivalenzrelation und vergrobern sie geeignet. Fur nichtnegative reelle Zahlen r und s schreiben wirr  s, falls fur jede naturliche Zahl l die beiden folgenden Bedingungen erfullt sind:r  l gdw. s  l und r  l gdw. s  l : (4.1)
4.1. AQUIVALENTE FOLGEN VON UHRENSTANDEN 77Sind  und 0 Uhrenstande, dann wird   0 und  k 0 geschrieben, wenn (r) 0(r) fur jedes r 2 r gilt.Gilt die angegebene Bedingung (4.1) fur alle l, die kleiner oder gleich einer vor-gegebenen naturlichen Zahl k sind, so schreiben wir r k s bzw. (r) k 0(r). Wirsprechen auch von der k-Klasse einer Zahl oder einer Registerbelegung.4.1.1 Bemerkung 1) Ist  ein Uhrentest mit grotem Vergleichswert l, gilt l  kund gilt  k 0 fur zwei Registerbelegungen  und 0, dann erfullt  den Test genau dann, wenn 0 den Test  erfullt.2) Ist R eine Uhrenmenge der Machtigkeit s, dann gibt es 2s(k + 1)s verschiedenek-Klassen von Uhrenstanden.Wir wollen uns uberlegen, unter welchen Voraussetzungen eine Transitionsfolge,die zusammen mit einer Registerbelegung eine Berechnung auf einemWort bestimmt,auch eine Registerbelegung auf einem anderen Wort u0 mit der gleichen Beschriftung(und gleichen Lange) deniert.Sei dazu u = (a;w) eine Intervallwort,  eine konsistente Transitionsfolge miti = (qi; ai; ; i; qi+1) und  ein Uhrenstand. Die Transitionsfolge und der Uhrenstandbestimmen zwei Folgen  und 0 von Uhrenstanden durch die Regeln 0 =  und0i = i +wi sowie i+1 = 0ii fur i < juj. (Damit sind die Langen von  und 0 durchjj = 1 + juj und j0j = juj gegeben.)Die Bedingungen, die wir in Abschnitt 1.2 an eine Berechnung gestellt haben,erlauben uns nun, genau dann(q0; 0) 0 !(a0;w0)(q1; 1) 1 !(a1;w1)(q2; 2) 2 !(a2;w2) : : :zu schreiben, wenn 0i den Test i fur jedes i < juj erfullt.Sei nun u0 = (a;w0) ein weiteres Wort mit gleicher Beschriftung (und damit auchmit gleicher Lange) wie u. Dann bestimmt  zusammen mit  in gleicher Weise zweiFolgen  und 0 von Uhrenstanden (mit 0 = ).Ist k eine obere Schranke fur die Vergleichswerte, die in Uhrentests von  auftreten,dann bestimmt nach 4.1.1 die Transitionsfolge  zusammen mit  eine Berechnungauf u0, wenn 0i k 0i fur jedes i < juj gilt.Dies fuhrt zu der folgenden Denition:4.1.2 Denition (aquivalente Folgen von Uhrenstanden) Seien  und  Fol-gen von Uhrenstanden uber der gleichen Uhrenmenge und sei k eine naturliche Zahl.Die Folgen heien aquivalent , wenn sie gleiche Lange haben und i  i fur jedesi < jj gilt. Sie heien k-aquivalent, wenn jeweils i k i gilt. Es wird    bzw. k  geschrieben.
78 KAPITEL 4. UHRENAUTOMATENDer maximale Vergleichswert eines Uhrenautomaten sei das Maximum aus Nullund den Vergleichswerten, die in den Uhrentests der Transitionen des Automatenauftreten.Aus der obigen Betrachtung erhalten wir nun das folgende Kriterium:4.1.3 Bemerkung Sei A ein Uhrenautomat mit maximalemVergleichswert l und seik  l. Sei  eine konsistente Transitionsfolge und seien u und u0 Intervallworter mitgleicher Beschriftung wie .Sind  und 0 sowie  und 0 die durch einen beliebigen Uhrenstand und dieTransitionsfolge  auf u bzw. u0 bestimmten Folgen von Uhrenstanden und gilt 0 k0, so ist durch  genau dann eine Berechnung auf u gegeben, wenn durch  eineBerechnung auf u0 gegeben ist. In diesem Fall sind entweder beide Berechnungenakzeptierend oder keine von beiden ist es.4.2 Beschleunigungen von IntervallworternIterationslemmata sind aus der Theorie der formalen Sprachen diskreter Worter u.a.fur regulare, lineare und kontextfreie Sprachen bekannt (siehe z. B. [HU79]). Sie wer-den in der Regel benutzt, um von konkreten Sprachen zu zeigen, da sie nicht zu derbetreenden Sprachklasse gehoren. Auerdem verleihen sie eine gewisse Einsicht indie Schwachen des betrachteten Automatenmodells (bzw. des Grammatiktyps), denntypischerweise erlauben sie, von einem gegebenen Automaten und einem akzeptiertenWort auf die Existenz weiterer akzeptierter Worter zu schlieen, die durch "Iterieren\aus dem gegebenen entstehen und die der Automat von dem gegebenen Wort nichtunterscheiden kann.Entscheidend fur das jeweilige Iterationslemma ist nun, unter welchen Voraus-setzungen ein Wort auf welche Weise iteriert werden kann. Im Falle der endlichendiskreten Automaten z.B. kann jedes Wort iteriert werden, das ein gewisse Min-destlange uberschreitet. Ist dies der Fall, dann besteht die mogliche Iteration in derWiederholung eines Teilwortes, fur das gewisse Langengarantien gegeben werden.Im Falle der Uhrenautomaten ist die Situation vergleichbar. Wir werden namlichzeigen, da ein Intervallwort iteriert werden kann (wir werden den Vorgang 'beschleu-nigen` nennen), wenn in ein kurzes Intervall viele Momente des Wortes fallen. Dannbesteht die Iteration in einerWiederholung eines Teilwortes, fur das eine Mindestlangegarantiert wird. Allerdings mussen bei der Wiederholung gewisse Dauerbeschrankun-gen eingehalten werden: Im wesentlichen mu die Gesamtdauer der Wiederholungenmit der Dauer des ausgewahlten Teilwortes ubereinstimmen.
4.2. BESCHLEUNIGUNGEN VON INTERVALLWORTERN 794.2.1 Das BeschleunigungslemmaFalls nicht anders vermerkt, seien Segmente eines Wortes in diesem Abschnitt immerendlich. Dem Segment eines Intervallwortes wird als Dauer die Dauer des assoziiertenTeilwortes zugeordnet.Eine Stauchung eines Intervallwortes u = (a;w) ist ein Intervallwort v = (a;w0)mit der Eigenschaft w0i  wi fur alle i < juj. Eine Deformation von u ist ein Inter-vallwort mit gleicher Beschriftung.4.2.1 Denition (Beschleunigung) Sei e eine positive naturliche Zahl. Eine Be-schleunigung mitExponenten e eines Intervallwortes u an aufeinanderfolgenden, nicht-leeren Segmenten (i; j) und (j; k) ist ein Wortu(0; i)vv0 : : : ve 2u(j; ) ;wobei v eine Stauchung von u(i; j) und jeweils vi eine Deformation von u(j; k)u(i; j)ist und zusatzlichjjvv0 : : : ve 2jj = jju(i; j)jj (4.2)gilt.Anschaulich gesprochen entsteht die Beschleunigung durch das Ersetzen beiderSegmente durch sich abwechselnde deformierte Kopien, wobei die erste Wiederho-lung des ersten Segmentes eine Stauchung und die letzte Wiederholung des zweitenSegmentes exakt sein mu.Ist L eine Sprache von Intervallwortern und u ein Intervallwort in L, so sagen wir,da u an den aufeinanderfolgenden Segmenten  und  bzgl. L beschleunigt werdenkann, falls alle Beschleunigungen von u an  und  zu L gehoren.4.2.2 Beschleunigungslemma Zu jedem Uhrenautomaten A und jeder positivennaturlichen Zahl t gibt es eine Zahl t0 mit der Eigenschaft, da fur jedes Intervallwortu 2 L(A) gilt: Jedes Segment mit Lange > t0 und Dauer kleiner als Eins enthalt zweiaufeinanderfolgende Segmente, von denen das erste eine Mindestlange von t hat, andenen u bzgl. L(A) beschleunigt werden kann.Beweis.Wir stellen zuerst eine kombinatorische Uberlegung an. Dazu betrachten wirdiskrete endliche Worter uber einem Alphabet B und markieren sie mit Elementenaus einer endlichen, nichtleeren Menge M . Formal verstehen wir unter einem solchenmarkierten Wort ein Paar (u; ), bestehend aus einem endlichen diskreten Wort uuber B zusammen mit einer Markierungsfunktion : juj ! }(M).Zwei aufeinanderfolgende Segmente (i; j) und (j; k) eines markierten endlichenWortes (u; ) mit u = a heien gut, falls ai und ak 1 gleich sind und falls jede Marke,die im Segment (i; j) auftritt, auch im Segment (j; k) vorkommt.
80 KAPITEL 4. UHRENAUTOMATENBehauptung 1 Sei t eine positive naturliche Zahl. Dann gibt es in jedem mar-kierten Wort der Lange jBjjM jt + 1 mindestens zwei aufeinanderfolgende guteSegmente, von denen das erste mindestens die Lange t hat.Beweis. Sei (u; ) ein markiertes endliches Wort mit u = a. Wir legen fur jedenBuchstaben a 2 B eine Zahl pa fest: pa = max(f 1g [ fi j ui = ag). Auerdemdenieren wir die Funktion f : juj ! B  }(M) mit den Komponentenfunktionen f0und f1 wie folgt:f0(i) = ai ;f1(i) = 8><>: (i) [ : : : [ (pai) ; falls i  pai,; ; sonst.Oensichtlich gibt es in u zwei aufeinander folgende gute Segmente, von denendas erste mindestens die Lange t hat, wenn es ein i mit folgender Eigenschaft gibt:(+) Es gibt ein j mit j   i  t und f(i) = f(j).Dann sind namlich die Segmente (i; j) und (j; pai + 1) gute Segmente.Wir stellen folgendes fest: Aus i < j und f0(i) = f0(j) folgt f1(j)  f1(i). Deshalbgibt es in jedem Wort mit einer Mindestlange von jBjjM jt + 1 eine Position i mitEigenschaft (+). Im folgenden setzen wir voraus, da A ein Uhrenautomat mit einer nichtleerenRegistermengeR, Zustandsmenge Q und maximalemVergleichswertm sei. Weiterhinsei u ein Intervallwort aus L(A) und (c; c0) ein Segment von u mit c0  c  t0 und mitDauer kleiner als 12 . Sei auerdem eine akzeptierende Berechnung von A auf u durchdie konsistente Transitionsfolge  gegeben. Es seien  und 0 die zugehorigen Folgenvon Uhrenstanden, und es sei q die zugehorige Folge von Zustanden.Zunachst halten wir folgendes fest: Fur jede Uhr r andern sich die m-Klassen(Aquivalenzklassen bezuglich m) der Werte 0c 1(r), : : : , 0c0 1(r) an hochstens dreiStellen. Denn nachdem eine Uhr zuruckgesetzt wurde, kann sie in einem Segmentmit Dauer kleiner als Eins den Wert Eins nicht mehr erreichen. Und bevor sie ineinem Segment mit Dauer kleiner als Eins zuruckgesetzt wird, kann sie hochstenseine ganzzahlige Grenze beruhren.Ist also t0  t14jRj (sehr grobe Abschatzung), so gibt es ein Segment (d; d0), das in(c; c0) enthalten ist, dessen Lange mindestens t1 ist und in dem fur jede Uhr r gilt:(*) Die m-Klassen der Werte von r in (d; d0) sind alle gleich. D. h., alle Uh-renstande 0i(r) mit d   1  i  d0   1 sind m-aquivalent.
4.2. BESCHLEUNIGUNGEN VON INTERVALLWORTERN 81Wir wollen Behauptung 1 auf das aktuelle Segment (d; d0) anwenden. Dazu seiB das kartesische Produkt aus der Zustandsmenge Q und den m-Klassen der Uh-renstande und M = R. Wir betrachten das markierte Wort (v; ) mitvi = (qd+i; 0d+i 1 k) fur i < d0   d,(0) = ; ;(i) = fr j d(i) = 0g fur 0 < i < d  d0.Aus Behauptung 1 konnen wir nun schlieen, da es gute Segmente (g; g0) und (g0; g00)gibt, wobei g0   g  t+ 1 ist, wenn wirt1  jQj(2m+ 2)jRj(t+ 1) + 1 (4.3)wahlen. Wir setzen i = d+ g, j = d+ g0   1 und k = d+ g00   1. Dann heit 'gut` zusein:(**) Es ist qi = qk, und, ist r eine Uhr und n eine Position mit i < n  j undn(r) = 0, so gibt es auch eine Position n0 mit j < n0  k und n0(r) = 0.D. h., wird eine Uhr an einer Position des Segmentes (i+1; j) zuruckgesetzt,so auch an einer Position des Segmentes (j + 1; k).Behauptung 2 Die konsistente Folge 0 = (0; i)(i; k)e(k; ) bestimmt eineakzeptierende Berechnung jeder Beschleunigung u0 mit Exponenten e an (i; j)und (j; k).Beweis. Sei u0 eine Beschleunigung mit Exponenten e an (i; j) und (j; k). Auer-dem seien  und 0 die durch 0 bestimmten Folgen von Uhrenstanden.Zuerst halten wir fest, da 0 und u0 nach Konstruktion die gleiche Beschriftunghaben. Da  eine akzeptierende Berechnung auf u bestimmt und der erste und letzteZustand von (i; k) ubereinstimmen, ist  eine akzeptierende konsistente Transitions-folge und wir brauchen nur noch zu uberprufen, ob die Uhrentests erfullt sind.Da sowohl u und u0 wie auch  und 0 auf dem Segment (0; i) ubereinstimmen,sind auch die Uhrenstande die gleichen und folglich werden auf diesem Stuck auchalle Uhrentests erfullt.Wegen 4.1.1 reicht es, fur jede Uhr r die folgenden Beziehungen nachzuweisen:0i+n 1(r) m 0i+n0(k i)+n 1(r) fur n0 < e und n  k   i (4.4)sowie 0k+n 1(r) = 0i+e(k i)+n 1(r) fur k + n < juj : (4.5)Dazu fuhren wir eine Fallunterscheidung danach durch, ob fur eine gegebene Uhr rin dem Segment (i+ 1; j) von u zuruckgesetzt wird.
82 KAPITEL 4. UHRENAUTOMATEN1. Fall, r wird nicht in dem Segment (i+ 1; j) von u zuruckgesetzt. Dann wird rwegen () auch nicht im Segment (j+1; k) zuruckgesetzt. Aus (4.2) folgt dann sofort(4.5). Auerdem erhalten wir aus (4.5) die Ungleichungskette0i 1(r) = 0i 1(r)  0n(r)  0i+e(k i) 1(r) = 0k 1(r) :fur jedes n mit i 1  n  i+e(k i) 1. Da wegen (*) die Beziehung 0n(r) m 0n0(r)fur alle n und n0 mit i  1  n  n0  k   1 gilt, ist auch 0n(r) m 0n0(r) fur alle nund n0 mit i  1  n  n0  i+ e(k   i)  1 erfullt, woraus (4.4) folgt.2. Fall, r wird in dem Segment (i+ 1; j) von u zuruckgesetzt. Dann wird r wegen(**) auch im Segment (j + 1; k) zuruckgesetzt. Daraus konnen wir dann sofort auf0i+e(k i) 1(r) = 0k 1(r) schlieen, woraus (4.5) folgt. Wegen (*) und weil r zuruck-gesetzt wird, gilt fur n mit i   1  n  k   1 die Ungleichung 0 < 0n(r) < 1und deshalb aufgrund der Bedingung, die an eine Stauchung gestellt wird, auch0 < 0n(r)  n(r) < 1 fur i 1  n  k 1. Da r in (i; k) zuruckgesetzt wird, gilt we-gen Wk Wi < 12 auch 0k 1(r) < 12 . Davon ausgehend kann nun fur n0 = 1; : : : ; (e 1)induktiv 0 < 0i+n0(k i)+n 1(r) < 12 fur n und n0 mit n0 < e und n  k   i gezeigtwerden, woraus (4.4) folgt. Wahlen wir also t0 groer als2  4jRj(jQj(2m+ 2)jRj(t+ 1) + 1) ;so stimmt die Behauptung. 4.2.2 Nichtabschlu unter KomplementbildungWir beginnen mit dem Beispiel, das in [AD90] und [Alu91] zu nden ist:4.2.3 Beispiel Es sei L die Sprache aller unbeschrankten Intervallworter w, fur diees zwei Positionen i und j mit 0 < i < j und Wj  Wi = 1 gibt. In Abbildung 3.4 istein Automat dargestellt, der die Uhrenerkennbarkeit von L belegt.Das Komplement dieser Sprache enthalt ein unares unbeschranktes Intervallwortw genau dann, wenn fur jede Position i mit i > 0 gilt: Wi + 1 =2 fWi+1;Wi+2; : : :g.Wir zeigen nun:4.2.4 Lemma Das Komplement der Sprache L aus 4.2.3 ist nicht uhrenerkennbar.Beweis. Nehmen wir an, das Komplement von L wurde von einemUhrenautomatenA erkannt und t0 ware die aus dem Beschleunigungslemma kommende Zahl (fur t = 1).Wir setzen q = t0 + 3 sowie  = 11q und betrachten das Wort w mit wi = q . DiesesWort gehort zu dem Komplement von L, denn: Gabe es i und j mit jq   iq = 1, so
4.3. UHRENINDEX 83-0  ?a: _r = 1 -a: _r = 1r  0 1  ?a: _r = 1 -a: _r = 1r = 1? l2  ?a: _r = 1Abbildung 4.1: Ein Uhrenautomat aus [AD90], der den Nichtabschlu vonNTL unterKomplementbildung belegtDer Uhrenautomat aus [AD90] und [Alu91], der die Sprache L erkennt, deren Komplement nichtuhrenerkennbar ist.wurde auch (j  i)(q+1) = q2 gelten. Diese Gleichung ist aber nicht durch naturlicheZahlen zu erfullen.Das Segment (1 + q; 2q) hat mindestens die Lange t0 und eine Dauer, die kleinerals Eins ist. Damit ist das Beschleunigungslemma anwendbar, etwa an den Segmenten(i; j) und (j; k) mit i  1 + q. Es gehort aber jede Beschleunigung mit Exponentengroer als Eins, in der die Stauchung v (vgl. (4.2)) mit einem Ereignis der Dauer 1qbeginnt, nicht zu dem Komplement von L, weil Wi + 1q  Wi q = 1 gilt. Die Beispielsprache L und der vorstehende Beweis lassen sich unmittelbar aufendliche Intervallworter ubertragen. Deshalb konnen wir festhalten:4.2.5 Korollar Die Klasse der uhrenerkennbaren Sprachen endlicher, unendlicherbzw. unbeschrankter Intervallworter ist nicht gegen Komplementbildung abgeschlossen.4.3 UhrenindexDie Komplexitat einer uhrenerkennbaren Sprache kann man danach messen, wievielUhren in einem sie erkennenden Automaten notig sind. Dies ist auch in Hinblick aufdie Durchfuhrung des Leerheitstests eine vernunftige Groe, da die Anzahl der Uhrenin die Laufzeit-Komplexitat des Tests exponentiell eingeht (siehe [AD90]).Es wird im folgenden zuerst gezeigt, da das Problem, die minimale Anzahl derzum Erkennen einer Sprache benotigten Uhren zu bestimmen, unentscheidbar ist.Insbesondere kann es also fur Uhrenautomaten kein eektives Minimierungsverfahrengeben, das sich an der Anzahl der benutzten Uhren orientiert. Danach wird bewiesen,da die "Uhrenhierarchie\ unendlich ist, d. h., es wird zu jeder naturlichen Zahl eineuhrenerkennbare Sprache vorgestellt, die nur von Uhrenautomaten erkannt werdenkann, die mindestens soviele Uhren besitzen, wie die Zahl vorgibt.
84 KAPITEL 4. UHRENAUTOMATENVorab geben wir die fur diesen Abschnitt fundamentale Denition:4.3.1 Denition (Uhrenindex) Ist A = (Q;R; s;; F ) ein Uhrenautomat, so istjRj sein Uhrenindex, in Zeichen U(A). Ist L eine uhrenerkennbare Sprache, so istU(L) = maxfU(A) j A Uhrenautomat mit L(A) = Lgder Uhrenindex von L.Damit ist der Uhrenindex eines Uhrenautomaten gleich dem Registerindex des korre-spondierenden UA-Automaten und der Uhrenindex einer uhrenerkennbaren Spracheder Registerindex dieser Sprache, betrachtet als UA-erkennbare Sprache.4.3.1 Nichtberechenbarkeit des Uhrenindexes4.3.2 Satz Der Uhrenindex von uhrenerkennbaren Sprachen ist nicht berechenbar.(Dies gilt sowohl fur Sprachen endlicher als auch fur Sprachen unendlicher oder un-beschrankter Intervallworter. Vorausgesetzt wird in allen Fallen ein mindestens drei-elementiges Alphabet.)Mit anderen Worten: Die Funktion A 7! U(L(A)), die jedem Uhrenautomatenden Uhrenindex der von ihm erkannten Sprache zuordnet, ist nicht berechenbar.Beweis. Wir reduzieren das Universalitatsproblem fur Uhrenautomaten, was in je-dem der drei Falle unentscheidbar ist, sofern die genannte Voraussetzung uber dieAlphabetgroe zutrit (siehe [AD]), auf das gegebene Problem. Dabei nutzen wir dieTatsache aus, da man zu jedem Uhrenautomaten A eektiv einen diskreten Auto-maten konstruieren kann, der die diskrete Projektion von L(A) erkennt (siehe [AD90],vgl. 5.1.6.2)) und da das Universalitatsproblem fur diskrete Rabin-Scott- und Buchi-Automaten entscheidbar ist (siehe z. B. [HU79] bzw. [Tho90a]).Wir stellen die Reduktion fur endliche Worter vor. In den beiden anderen Fallenverfahrt man in gleicher Weise.Nehmen wir an, der Uhrenindex einer Sprache (die oben angegebene Funktion)ware berechenbar und A ware ein Rabin-Scott-Uhrenautomat uber A, fur den wiruberprufen wollten, ob L(A) alle endlichen Intervallworter uber A enthalt. Dies konn-ten wir dann folgendermaen tun.Zuerst wurden wir i = U(A) bestimmen. Falls i > 0 ware, so konnte L(A) nicht alleendlichen Intervallworter uber A enthalten, da der Uhrenindex der Sprache aller end-lichen Intervallworter oensichtlich Null ist. Ware i = 0, so mute mit jedem Wort uauch jedes Wort u0 mit gleicher Beschriftung in L(A) liegen, d. h., es wurde L(A) mitdemW -Urbild der diskreten Projektion von L(A) ubereinstimmen. Also wurde in die-sem Fall L(A) genau dann alle endlichen Intervallworter enthalten, wenn die diskreteProjektion von L(A) mit A+ ubereinstimmen wurde. Um das zu entscheiden, wurde
4.3. UHRENINDEX 85man zu einem diskreten Automaten fur die diskrete Projektion von L(A) ubergehen(siehe 5.1.6) und den dort entscheidbaren Universalitatstest durchfuhren. 4.3.3 Korollar (Nichtberechenbarkeit von minimalen Automaten) Es gibtkeine berechenbare Funktion, die zu jedem Uhrenautomaten A einen aquivalenten Uh-renautomaten A0 mit U(A0) = U(L(A)) konstruiert.Damit ist das Minimierungsproblem fur Uhrenautomaten unentscheidbar, wennman den Uhrenindex als Ma fur die Komplexitat einer uhrenerkennbaren Spracheheranzieht.4.3.2 Der HierarchiesatzIn diesem Unterabschnitt werden grundsatzlich Sprachen unendlicher Intervallworterbetrachtet. Alle Denitionen, Beispiele, Lemmas usw. ubertragen sich unmittelbar aufSprachen endlicher Intervallworter. Es mu lediglich jeweils eine Zusatzuberlegung furdas Wortende angestellt werden.Um den Hierarchiesatz einfach formulieren zu konnen, fuhren wir neue Bezeich-nungen ein.4.3.4 Denition (Uhrenhierarchie) Fur jede naturliche Zahl m ist NTLm dieMenge aller uhrenerkennbaren Sprachen mit Uhrenindex kleiner als oder gleich m.Wir wollen zeigen, daNTL0,NTL1,NTL2, : : : eine echte, unendliche Hierarchiebildet:4.3.5 Uhrenhierarchiesatz Es giltNTL0 $ NTL1 $ NTL2 $ : : : (4.6)Zur Vorbereitung des Beweises beginnen wir mit der Beschreibung der "Zeugen\fur die Echtheit der Kette in (4.6).4.3.6 Beispiel Die unare Sprache Lm enthalte alle unendlichen Intervallworter w,die folgende Eigenschaft besitzen: Fur jedes j 2 N gilt Wj+m  Wj = 1.In Abbildung 4.2 ist ein Automat dargestellt, der Lm erkennt und mit Am bezeich-net wird. Er benutzt m Uhren, woraus U(Lm)  m folgt.4.3.7 Lemma Fur jedes m  0 giltU(Lm) = m:
86 KAPITEL 4. UHRENAUTOMATEN- 0 -r1  0  1 -r2  0 : : : -rm 1  0  m  1?? r0 = 1?; r0  0
 	 m -r1 = 1?r1  0  m+ 1 -r2 = 1?r2  0 : : : -rm 1 = 1?rm 1  0  2m  16Abbildung 4.2: Der Uhrenautomat Am, der NTLm 1 $ NTLm belegtDargestellt ist der Automat Am, der die Sprache Lm aus 4.3.6 erkennt, fur die Lm 2 NTLm nNTLm 1 gilt und die damit die Echtheit der Uhrenhierarchie belegt. Jeder Pfeil ist mit der zusatz-lichen Beschriftung a: _r0 = : : : = _rm 1 = 1 zu versehen. Diese wurde der Ubersichtlichkeit halberweggelassen.Beweis. Aus Beispiel 4.3.6 erhalten wir die Abschatzung U(Lm)  m fur jedesm 2 N. Fur die Abschatzung in die andere Richtung fuhren wir die Annahme desGegenteils zum Widerspruch.Nehmen wir im Widerspruch zur Behautpung an, es wurde U(Lm) < m gelten.Dann gabe es einen Uhrenautomaten A mit m   1 Uhren, der Lm erkennen wurde.Wir betrachten das Wort w mit wi = 1m fur jedes i 2 N. Es gehort oensichtlichzu Lm, womit es eine akzeptierende Berechnung von A auf w geben mute. Nehmenwir an, diese Berechnung ware durch die Transitionsfolge  gegeben und es gehortendie Folgen  und 0 von Uhrenstanden dazu.Das Wort w enthalt im Intervall [0; 1) genau m Positionen, namlich 0; : : : ;m  1.Deshalb tritt einer der beiden folgenden Falle ein:1) Fur jede Uhr r gibt es eine Position j mit 0 < j < m und j(r) = 0.2) Es gibt eine Position j mit 0 < j < m und der Eigenschaft: Fur jede Uhr r mitj(r) = 0 gibt es eine Position k mit j < k < m, fur die k(r) = 0 gilt.Nach diesen beiden Fallen fuhren wir eine Fallunterscheidung durch.Fall 1) Wir betrachten w0 = 12m ; 1m ; 1m ; : : : und behaupten, da durch  eine ak-zeptierende Berechnung von A auf w0 gegeben ware. Seien  und 0 die Folgen derUhrenstande, die durch  fur w0 vorgegeben waren. Fur k < m wurde sowohl 0k(r) < 1wie auch 0k(r) < 1 fur jede Uhr r gelten. Fur k  m hatte man wegen der Voraus-setzung und wk = w0k die Gleichheit 0k(r) = 0k(r) fur jede Uhr r. Damit waren die
4.4. ZWEIWEGE-UHRENAUTOMATEN VON ALUR UND HENZINGER 87Folgen 0 und 0 aquivalent, wodurch nach Bemerkung 4.1.1 auch w0 von A akzeptiertwurde, aber es gilt w0 =2 L. Widerspruch!Fall 2) Wir betrachten w0 mit wj 1 = 12m sowie wj = 32m und w0k = 1m fur k < j 1und k > j. Wie im ersten Fall lat sich zeigen, da fur k < m sowohl 0k(r) < 1wie auch 0k(r) < 1 fur jede Uhr r gelten wurde. Ist r eine Uhr mit j(r) = 0, sofolgt aus der Voraussetzung 0m 1(r) = 0m 1(r), da r zwischen j und m noch einmalzuruckgesetzt wurde. Daraus wurde dann aber auch 0k(r) = 0k(r) fur alle k  mfolgen. Ist r eine Uhr mit j(r) 6= 0, so gilt 0j(r) = 0j(r) und es wurde 0k(r) = 0k(r)fur jedes k > j folgen. Damit waren die Folgen 0 und 0 aquivalent, wodurch w0von A akzeptiert wurde. Aber es gilt wieder w0 =2 Lm. Widerspruch! Damit ist auch der Hierarchiesatz 4.3.5 bewiesen. Aus dem Beweis erhalten wir noch einen Alternativbeweis fur die Behauptung,da NTL nicht unter Komplementbildung abgeschlossen ist (siehe 1.4.6).4.3.8 Beispiel Wir betrachten die Sprache L, die alle unendlichen unaren Intervall-worter w enthalt, fur die es eine Position i mit Wi + 1 =2 fW0;W1;W2; : : :g gibt. DieSprache L enthalt also ein unendliches Wort, wenn es in ihm einen Moment x gibt,fur den gilt, da x+ 1 kein Moment des Wortes ist.Die Sprache L ist uhrenerkennbar, denn sie wird durch den folgenden 9MSO d -Satz deniert:9X9x(Xx ^ :9y(x < y ^Xy) ^ 8y(x < y ! d(X; y) 6= 1) :Man stelle sich x als die gesuchte Position i und X als die Einermenge fig vor.Das Komplement von L enthalt ein unendliches Intervallwort, wenn es mit jedemMoment x auch den Moment x+1 hat, d. h., es enthalt alle Intervallworter w, fur dieWi + 1 fur jedes i in der Menge fW0;W1;W2; : : :g liegt.4.3.9 Lemma Das Komplement von L aus 4.3.8 ist nicht uhrenerkennbar.Beweis. Wurde das Komplement von L von einem Uhrenautomaten A mit m   1Uhren erkannt werden, wo mute A auch das Wort w aus dem Beweis von 4.3.7 akzep-tieren. Mit den gleichen Argumenten wie in dem Beweis von 4.3.7 wurde dann auchdas dort konstruierte Wort w0 akzeptiert werden, was aber nicht zum Komplementvon L gehort. 4.4 Zweiwege-Uhrenautomaten vonAlur und HenzingerIn der Einleitung der vorliegenden Arbeit hatten wir schon auf das Problem hinge-wiesen, das von Alur und Henzinger in [AH91a] gestellt wurde: Man nde eine Klassevon Sprachen von Intervallwortern, die
88 KAPITEL 4. UHRENAUTOMATEN(Bool) gegen boolesche Operationen abgeschlossen ist,(Leer) ein elementar entscheidbares Leerheitsproblem besitzt und(Max) "maximal\ mit diesen Eigenschaften ist.Oensichtlich ist mit (Bool) der eektive (!) Abschlu unter den booleschen Opera-tionen gemeint, woraus mit (Leer) auch die Entscheidbarkeit des Universalitats- unddes Inklusionsproblems folgen wurde. Auerdem ist es sinnvoll (und sicherlich auchim Sinne von Alur und Henzinger), zusatzlich die folgende Forderung aufzustellen:(E) Die Klasse soll durch einen entscheidbaren Beschreibungsformalismus gegebensein.Dieser Bedingung sollte jeder "vernunftige\ Formalismus genugen.Die Klasse DTL aller deterministisch uhrenerkennbaren Sprachen erfullt die Be-dingungen (Bool), (Leer) und (E). Ebenso werden diese drei Bedingungen von denSprachen erfullt, die durch Formeln der Logik MITLp (siehe Abschnitt 5.4) deniertwerden. Doch beide Klassen sind unvergleichbar und beide enthalten fundamentaleBeispielsprachen, die jeweils nicht zu der anderen Klasse gehoren, womit man berech-tigterweise sagen kann, da fur beide die Bedingung (Max) nicht erfullt ist.Alur und Henzinger denieren in Zusammenhang mit der Zeitlogik MITLp in ih-rer Arbeit [AH92] ein Modell eines Zweiwege-Uhrenautomaten. Sie schranken ihreBetrachtungen auf solche Automaten ein, die deterministisch sind und die eine obe-re Schranke fur die Anzahl der Lesevorgange jedes Ereignisses besitzen. Wir wollendie Klasse der Sprachen, die durch diese Automaten erkannt werden, mit 2DTL!bezeichnen. Alur und Henzinger zeigen, da 2DTL! gegen boolesche Operationenabgeschlossen ist und da das Leerheitsproblem fur die Automaten in exponentiellerZeit gelost werden kann. Damit sind (Bool) und (Leer) erfullt. Daruberhinaus gilt dieInklusion DTL  2DTL! und sie zeigen ferner, da jede durch eine MITLp-Formeldenierte Sprache zu 2DTL! gehort. Das deuten sie als einen Beleg fur (Max). Ins-gesamt sehen sie 2DTL! als einen geeigneten Kandidaten fur die Beantwortung ihrerFrage an. Wir werden jedoch nachweisen, da 2DTL! der Bedingung (E) nichtgenugt.Es wird hier auf eine formale Denition des von Alur und Henzinger vorgeschla-genen Zweiwege-Modells verzichtet | dafur wird auf die angegebene Quelle verwie-sen |, stattdessen wird seine Funktionsweise mit ausreichender Prazision informellerlautert.Wie ein herkommlicher endlicher Zweiwegeautomat aus einem Rabin-Scott-Auto-maten entsteht, so entsteht auch ein Zweiwege-Uhrenautomat aus einem herkommli-chen Uhrenautomaten. D. h., in jeder Transition wird jeweils noch die Laufrichtungfur den nachsten Leseschritt angegeben und jedes Eingabewort mit Anfangs- und
4.4. ZWEIWEGE-UHRENAUTOMATEN VON ALUR UND HENZINGER 89Endmarken versehen. Lauft der Automat nach links, so laufen die Uhren nicht wei-ter, sondern zuruck. Dadurch konnen auch negative Uhrenstande entstehen, weshalbals Testpradikate die Menge J zugelassen wird. D. h., Uhrenstande konnen auch mitnegativen ganzen Zahlen verglichen werden.Determinismus bedeutet hier wie ublich, da in jeder Konguration des Auto-maten jeweils hochstens eine Transition bei vorgegebenem, zu lesendem Ereignis an-wendbar ist.Alur und Henzinger sprechen von einem k-beschrankten Zweiwege-Uhrenautoma-ten, wenn jeder Lauf des Automaten die Eigenschaft hat, da er jede Stelle hochstens(2k + 1)-mal passiert (also jedes Ereignis hochstens (2k + 1)-mal liest). Die Klasseder von deterministischen k-beschrankten Automaten erkannten Sprachen wird mit2DTLk bezeichnet, insbesondere gilt also 2DTL0 = DTL. Die Klasse der beschrank-ten Zweiwege-Uhrenautomaten enthalt diejenigen Zweiwege-Uhrenautomaten, die fureine naturliche Zahl k die Bedingung erfullen, da sie k-beschrankt sind. Die Klasseder durch sie erkannten Sprachen wird mit 2DTL! bezeichnet, d. h.,2DTL! = [k<! 2DTLk :Neben den oben aufgefuhrten Ergebnissen beweisen Alur und Henzinger die Korrekt-heit der folgenden Inklusionskette:2DTL0 $ 2DTL1 $ 2DTL2 $ : : : $ NTL : (4.7)Dazu mu gesagt werden, da in [AH92] fur die Denition von NTL ein Automaten-modell benutzt wird, das gegenuber dem Modell des gewohnlichen Uhrenautomatenerweitert ist. Damit umgehen die Autoren Schwierigkeiten, die bei der Simulationeines deterministischen k-beschrankten Uhrenautomaten durch einen nichtdetermi-nistischen Uhrenautomaten auftreten. Sie treen keine Aussage daruber, ob das all-gemeinere Automatenmodell zu dem ublichen aquivalent ist. Wir werden mit Hilfedes Charakterisierungssatzes in Unterabschnitt 5.1.4 eine starkere Inklusionsbezie-hung beweisen, aus der insbesondere 2DTL! $ NTL im eigentlichen Sinne folgt(siehe 4.5.2).Hier sei angemerkt, da in [AH92] nur Sprachen endlicher Intervallworter betrach-tet werden. Die Autoren weisen darauf hin, da die meisten Ergebnisse | und dazuzahlen auch die hier genannten | unmittelbar auf unbeschrankte und unendlicheIntervallworter ubertragen werden konnen.Wir kommen nun zu dem angekundigten Ergebnis uber die Nichteektivitat von2DTL!.4.4.1 Satz Relativ zur Klasse aller deterministischen Zweiwege-Uhrenautomaten istdie Klasse der beschrankten deterministischen Zweiwege-Uhrenautomaten nicht ent-scheidbar. (Dabei wird vorausgesetzt, da das Alphabet mindestens drei Elemente be-sitzt.)
90 KAPITEL 4. UHRENAUTOMATEND. h., es ist nicht entscheidbar, ob ein gegebener, deterministischer Zweiwege-Uhrenautomat beschrankt ist.Beweis. Wir reduzieren das Problem, ob eine Zweiregistermaschine eine haltendeBerechnung hat, auf das gegebene. Zuerst beschreiben wir eine Reduktion fur denFall der endlichen Worter. Im Anschlu daran gehen wir auf unendliche bzw. unbe-schrankte Intervallworter ein.Wir benotigen den Begri der Kodierung einer Berechnung einer Zweiregister-maschine, der auch schon in [Alu91] benutzt wird, um die Unentscheidbarkeit desUniversalitatsproblems fur Uhrenautomaten nachzuweisen.Wir nehmen dabei an, da jedes Programm M einer Zweiregistermaschine diefolgende Gestalt hat:00; 11; : : : ; r   1r 1; r stop : (4.8)Dabei sei jede Anweisung i von der Form x:=x+1, y:=y+1, if x=0 then j elsex:=x-1 oder if y=0 then j else y:=y-1mit j < r. O.B. d.A. nehmen wir an, dakein Sprung in die gleiche Zeile fuhrt.Wir benutzen der Ubersichtlichkeit halber das Alphabet A = fx; y; 0; : : : ; rg mitzwei unterschiedlichen, von allen Elementen von r + 1 verschiedenen Buchstaben xund y. Man kann sich uberlegen, da man bei einer sparsameren Kodierung mit einemdreielementigen Alphabet auskommt (vgl. auch den Beweis der Unentscheidbarkeitdes Universalitatsproblems fur Uhrenautomaten in [AD]).Eine Kodierung der Berechnung eines solchen Programmes ist nun ein endlichesIntervallwort u = v0 : : : vs uber A, das sich aus Teilwortern vl zusammensetzt, die diefolgende Gestalt haben:vl = (i; 1)(x;w0) : : : (x;wp)(y;w00) : : : (y;w0p0) ;wobei w0+: : :+wp = 1 und w00+: : :+w0p0 = 1 gelte. Auerdemwerden in Abhangigkeitvon i Bedingungen an vl+1 mitvl+1 = (i0; 1)(x; t0) : : : (x; tq)(y; t00) : : : (y; t0q0) ;gestellt: Ist i die Anweisung x:=x+1, so gelte i0 = i+ 1, q = p+ 1, q0 = p0 und tk = wkfur k < p sowie t0k = w0k fur k  p0. Ist i die Anweisung if x=0 then j else x:=x-1, dann unterscheiden wirzwei Falle:{ Ist p > 0, dann gelte i0 = i+1, q = p 1, q0 = p0 und tk = wk fur k < p 1sowie t0k = w0k fur k  p0.
4.5. EINDEUTIGE UHRENAUTOMATEN 91{ Ist p = 0, dann gelte i0 = j, q = p, q0 = p0 und tk = wk fur k  p sowiet0k = w0k fur k  p0. Anweisungen mit y werden entsprechend behandelt.Damit kodiert jedes Wort vl eine Konguration der Zweiregistermaschine, wobeidie Registerinhalte durch die Anzahl der mit x bzw. y beschrifteten Ereignisse (p bzw.q) wiedergegeben werden. Die Dauervorgaben, die eine Korrespondenz zwischen denPositionen in vl und vl+1 herstellen, ermoglichen die Konstruktion eines determini-stischen Zweiwege-Uhrenautomaten A, der die Kodierungen der Anfangsstucke vonBerechnungen von M erkennt: Die Uberprufung der Beschriftungen erledigt er mitseiner endlichen Kontrolle und das Erhohen und Vermindern der Register wird durchhauges Hin- und Herlaufen zur Uberprufung der Korrespondenz erledigt. (Vgl. dieAusfuhrungen von Alur und Henzinger in [AH92] zur Arbeitsweise von Zweiwege-Uhrenautomaten und den Beweis der Unentscheidbarkeit des Universalitatsproblemsfur Uhrenautomaten in [AD].) Dabei ist die Anzahl der Passagen einer Stelle in vllinear abhangig von p + q. Handelt es sich also um eine haltende Registermaschine,dann ist der Automat beschrankt. Umgekehrt gilt: Ist der Automat nicht beschrankt,dann halt die Registermaschine nicht. Ist er doch beschrankt, dann gibt es eine obereSchranke fur die Registerwerte von M , so da man durch Simulation der Maschineund sukzessives Heraufsetzen einer moglichen Schranke fur den maximalen Register-wert eektiv feststellen kann, ob die Maschine halt oder in eine Endlosschleife lauft.Damit konnten wir unter der Voraussetzung, da sich die Eigenschaft eines determi-nistischen Zweiwege-Uhrenautomaten, beschrankt zu sein, eektiv bestimmen liee,entscheiden, ob eine Zweiregistermaschine halt. Widerspruch!ImFalle der unendlichen Intervallworter konstruiert man einen Automaten, der dieMenge aller unendlichen Intervallworter uber dem angegebenen Alphabet enthalt, diemit einem Anfangsstuck einer Kodierung einer Berechnung der gegebenen Zweiregi-stermaschine anfangen und dann trivial zu einem unendlichen Intervallwort fortgesetztwerden (z. B. durch Anhangen von (a; 1)!.) Dann fuhrt die gleiche Argumentation zumErfolg. 4.5 Eindeutige UhrenautomatenAuf der Suche nach einer Teilklasse von NTL, die die Eigenschaften (Bool) bis (E)erfullt, wenden wir uns nun den 'eindeutigen` Uhrenautomaten zu.4.5.1 Denition (Eindeutigkeit) Ein Uhrenautomat heit eindeutig, wenn es furjedes akzeptierte Wort genau eine akzeptierende Berechnung gibt. Eine Sprache vonIntervallwortern ist eindeutig uhrenerkennbar, wenn sie von einem eindeutigen Uhren-automaten erkannt wird. Die Klasse aller eindeutig uhrenerkennbaren Sprachen wirdmit UTL bezeichnet.
92 KAPITEL 4. UHRENAUTOMATENOensichtlich ist die Klasse UTL gegen disjunkte Vereinigung und Durchschnitt-bildung abgeschlossen. Ware sie gegen Komplementbildung abgeschlossen, so auchgegen die Bildung beliebiger (endlicher) Vereinigungen. Beides ist bislang oen. Wirwerden jedoch zeigen, da eine der typischen uhrenerkennbaren Sprachen, die zuNTL n co-NTL gehort und damit den Nichtabschlu von NTL unter Komplement-bildung belegt, nicht eindeutig uhrenerkennbar ist. Deshalb fehlen vorerst geeigne-te Kandidaten, um beweisen zu konnen, da UTL nicht unter Komplementbildungabgeschlossen ist. In diesem Zusammenhang ist auch erwahnenswert, da die Au-tomaten, die in dem Beweis der Unentscheidbarkeit des Universalitatsproblems furUhrenautomaten von Alur und Dill in [AD] konstruiert werden, nicht eindeutig sindund wesentlich von Nichtdeterminismus Gebrauch machen.Auerdem beweisen wir in diesemAbschnitt, daUTL die Bedingung (E) erfullt.Bedingung (Leer) ist trivialerweise erfullt, da eindeutige Uhrenautomaten auch nicht-deterministische Automaten sind und fur diese (Leer) gilt. Als Argument dafur,da UTL der Bedingung (Max) genugt, werden wir die Gultigkeit der Inklusion2DTL!  UTL nachweisen, allerdings erst in Unterabschnitt 5.1.4. Wir wollen denentsprechenden Satz jedoch schon hier formulieren:4.5.2 Satz (Beweis in Unterabschnitt 5.1.4) Es gilt 2DTL!  UTL.Wir beginnen mit der Untersuchung der Eindeutigkeitseigenschaft.4.5.1 Entscheidbarkeit der Eindeutigkeitseigenschaft fur Uh-renautomaten4.5.3 Lemma Es ist entscheidbar, ob ein gegebener Uhrenautomat eindeutig ist odernicht.Beweis.Wir betrachten noch einmal die Formel akz aus Abschnitt 2.4, die aquivalentzu einem gegebenen -Automaten A ist. Sie ist von der Formakz , 9X0 : : :9Xs 19Y0 : : :9Yt 1akzBer :Aus der Konstruktion der Formel ist klar, da A genau dann nicht eindeutig ist, wennakzBer , akzBer(X0; : : : ;Xs 1; Y0; : : : ; Yt 1)zwei erfullende Belegungen hat, mit anderen Worten, wenn die Formeleindeutig = akzBer(X;Y ) ^ akzBer(X 0; Y 0) ^ 0@_i<sXi 6= X 0i _ _j<t Yj 6= Y 0j1Aerfullbar ist. (Es steht X 6= Y fur 9x((Xx^:Y x)_ (:Xx^ Y x)).) Dies ist aber ent-scheidbar, wie wir im nachsten Kaptel sehen werden (siehe 5.1.6). Da die Formel akz
4.5. EINDEUTIGE UHRENAUTOMATEN 93und damit auch die Formel eindeutig nach 2.4.1 eektiv aus einem Uhrenautomatengewonnen werden konnen, kann die Eindeutigkeit des gegebenen Automaten A alsoeektiv getestet werden. 4.5.2 Eine erblich mehrdeutige SpracheIm Rest des Abschnitts wollen wir von der im folgenden Beispiel denierten SpracheLne zeigen, da sie nicht eindeutig uhrenerkennbar ist.4.5.4 Beispiel Es sei Lne die Sprache aller endlichen Intervallworter u, die1) jjujj < 2 erfullen,2) sich in der Form u = xyz mit jjxjj > 0 und jjyjj = 1 schreiben lassen und3) eine Zerlegung der Form u = xy mit jjxjj = 1 erlauben.Die Bedingungen 2) und 3) lassen sich auch in einer etwas anderen Weise formu-lieren, wenn man u in der Form w annimmt:2) Es gibt zwei Positionen i und j mit 0 < i < j, so da Wj  Wi = 1 gilt.3) Es gibt eine Position i mit Wi = 1.Die Sprache Lne ist uhrenerkennbar. In Abbildung 4.3 ist ein entsprechender Uh-renautomat zu nden.4.5.5 Lemma Die Sprache Lne ist nicht eindeutig uhrenerkennbar.Die Mehrdeutigkeit von Lne ist darin begrundet, da man die Zerlegung einesgegebenen Wortes in xyz mit jjyjj = 1 und jjxjj > 0 (nichtdeterministisch) ratenmu und nicht eindeutig bestimmen kann. Der formale Beweis erstreckt sich ubermehrere Seiten. Ihm liegt im wesentlichen eine Analyse der Menge der akzeptierendenBerechnungen der die Sprache Lne erkennenden Automaten zugrunde. Es wird gezeigt,wie man eine Berechnung mit einem diskreten Wort identizieren kann, und benutzt,da die Menge der so entstehenden diskreten Worter regular ist.Beweis.Wir beginnen mit einer Denition, die fur den Beweis hilfreich ist. Ein Uhren-automat heie normiert, wenn er Lne erkennt und die beiden folgenden Eigenschaftenbesitzt:1) Es gibt eine Uhr, die durch keine Transition zuruckgesetzt wird.
94 KAPITEL 4. UHRENAUTOMATEN-0 -r1  0 1  ?r1  0  6 -r0 = 1? 2  ? -r1 = 1? l3  6r0 < 2?Abbildung 4.3: Ein Uhrenautomat, der eine erblich mehrdeutige Sprache erkenntDargestellt ist ein Uhrenautomat, der die uhrenerkennbare Sprache Lne aus 4.5.4 erkennt, die vonkeinem eindeutigen Uhrenautomaten erkannt wird. Jeder Pfeil ist zusatzlich mit a: _r0 = _r1 = 1 zuversehen.2) Ist durch die Transitionsfolge  eine akzeptierende Berechnung auf einemWort waus Lne gegeben und ist i die Position mitWi = 1, so setzt keine der Transitionenj mit j  i eine Uhr zuruck.Auf die Betrachtung von normierten Automaten werden wir uns im folgenden ein-schranken, was unwesentlich ist:Behauptung 1 Falls es einen eindeutigen Uhrenautomaten gabe, der Lne erken-nen wurde, dann gabe es auch einen normierten, eindeutigen Automaten, der Lneerkennen wurde.Beweis. Wir nehmen an, es gabe einen eindeutigen Automaten A, der Lne er-kennen wurde, und konstruieren aus ihm einen aquivalenten normierten, eindeutigenAutomaten A0.Um Bedingung 1) genuge zu tun, wird einfach eine neue Uhr zu der bestehendenUhrenmenge von A hinzugefugt, ohne da die Transitionen oder andere Teile vonA geandert werden. Um Bedingung 2) Rechnung zu tragen, simuliert der AutomatA0 den Automaten A, wobei er jedoch auf Rucksetzungen nach dem Zeitpunkt Einsverzichtet. Von dem Zeitpunkt ab, an dem die erste Rucksetzung einer Uhr r erfolgtware, wird r in A0 nicht mehr benutzt. Der Automat A0 merkt sich in der endlichenKontrolle, da A die Uhr r zuruckgesetzt hatte, und jeder folgende Registertest wirdausgewertet, als hatte r einen beliebigen Wert zwischen Null und Eins angenommen.Diese Annahme ist aufgrund der Langenbeschrankung aller Worter (4.5.4.1)) aus Lnekorrekt.
4.5. EINDEUTIGE UHRENAUTOMATEN 95Formal sieht die Konstruktion von A0 = (Q0; R0; s0; I 0; F 0) aus A = (Q;R; s; I; F )wie folgt aus: Die Menge R0 entstehe aus R durch Hinzufugen einer neuen Uhr r0.Die Menge Q0 sei das kartesische Produkt aus Q und der Potenzmenge von R, alsoQ0 = Q }(R). Weiterhin sei s0 = (s; f;g) und F 0 = F  }(R). Fur jede Transition(q; a; ; ; q0) in  gehoren alle Transitionen der Form((q;M); a; 0 ^  ;  0; (q0;M 0))zu 0, die eine der folgenden Bedingungen erfullen: Es ist  , r0  1, und es gelten 0 =  und  =  0 sowie M =M 0. Es ist  , r0 > 1 ^ r0 < 2 und  0 = ; sowie M 0 = M [ dom(), und 0entsteht aus  durch Ersetzen jedes atomaren Tests ri  d mit ri 2 M durchden Wahrheitswert von 0:5  d. (Hier steht 0.5 stellvertretend fur alle Wertezwischen 0 und 1.)Oensichtlich erfullt der in dieser Weise konstruierte Automat die beiden Forderun-gen, ist aquivalent zu dem ursprunglichen und ist eindeutig, falls es der ursprunglichewar. Im Rest des Beweises nehmen wir an, da ein normierter Uhrenautomat A mitRegistersatz R = fr0; : : : ; rs 1g gegeben sei, wobei r0 eine Uhr sei, die nicht zuruck-gesetzt werde.Jeder akzeptierenden Berechnung von A wird jetzt ein diskretes Wort zugeordnet,in dem die wichtigsten Informationen aus der Berechnung festgehalten werden: anwelcher Position eine Uhr zum letztenMal denWert Null zeigt und an welcher Positionsie zum ersten Mal einen Wert groer oder gleich Eins hat. Dabei wird unterschieden,ob eine Uhr (mindestens) einmal genau den Wert Eins zeigt oder nie.Wir benutzen 3s   1 Marken: N0, : : : , Ns 1, E0, : : : , Es 1, g1, : : : , gs 1. Dabeisteht die Marke Nj fur "rj zeigt zum letzten Mal den Wert Null\, die Marke Ej fur"rj zeigt den Wert Eins\ und die Marke gj fur "rj hat zum ersten Mal einen Wertgroer als oder gleich Eins und dieser ist echt groer als Eins\. Die Menge B besteheaus allen Mengen, die aus diesen Marken gebildet werden konnen.Sei nun  eine Transitionsfolge, die eine akzeptierende Berechnungmit zugehorigenUhrenstanden  und 0 auf einem Wort w bestimmt. Das von  und w induzierteWort b uber B habe die gleiche Lange wie w und fur jedes i < jwj sei die Menge derMarken, die zu bi gehoren, durch die folgenden Regeln bestimmt: Falls i+ 1 die grote Zahl mit (rj) = 0 ist, so sei Nj 2 bi. Falls 0i(rj) = 1 gilt, so sei Ej 2 bi. Falls 0i(rj) > 1 und 0i 1(rj) < 1 gelten, so sei gj 2 bi.
96 KAPITEL 4. UHRENAUTOMATENDie Menge der in dieser Weise erhaltenen Worter werde mit L0 bezeichnet. (Be-achte, da L0 von A abhangt.)Wir sagen, da ein Wort u uber B zu einem Wort w aus Lne pat, wenn es eineTransitionsfolge  gibt, so da u das von  und w induzierte Wort ist. (Insbesonderemu dann w ein Element von Lne und  eine konsistente Transitionsfolge sein, die eineakzeptierende Berechnung auf w bestimmt.) Um zu zeigen, da Lne nicht eindeutiguhrenerkennbar ist, brauchen wir also nur nachzuweisen, da es in Lne ein Wort gibt,zu dem zwei verschiedene Worter aus L0 passen.Behauptung 2 Die Sprache L0 ist regular.Beweis. Aus A lat sich ein Uhrenautomat konstruieren, der die MengeL00 = f(b; w) j b pat zu wgerkennt. (Das letzte Zurucksetzen einer Position rat der Automat nichtdetermini-stisch.) Dann gewinnt man die gewunschte Sprache, indem man die diskrete Projek-tion der Sprache L00 bildet. Daraus folgt aber die Regularitat von L0, da die diskreteProjektion jeder uhrenerkennbaren Sprache regular ist ([AD90], siehe 5.1.6.1)). Behauptung 3 Fur jedes Wort b aus L0 gilt:1) Es existiert genau eine Position p mit E0 2 bk.2) Fur jedes j kleiner als s gibt es hochstens eine Position i mit Nj 2 bi.3) Fur jedes j kleiner als s gibt es hochstens eine Position i mit Ej 2 bi odergj 2 bi.Beweis. Die erste Eigenschaft folgt aus der Bedingung, da r0 nicht zuruckgesetztwird und aus 4.5.4.3). Die zweite Eigenschaft ist durch die Konstruktion der Worteraus L0 gesichert, wahrend die dritte Eigenschaft eine Folgerung aus der Forderung,da nach dem Zeitpunkt Eins keine Uhr mehr zuruckgesetzt werde, ist. Im folgenden sei nun b ein festes Wort aus L0. Fur dieses konnen wir aufgrund dervorangehenden Behauptung die folgenden Festlegungen treen.Es sei p die eindeutige Zahl mit der Eigenschaft E0 2 bp 1. Es sei N : s ! 1 + jbjfolgendermaen deniert: Wenn es fur j eine Position i mit Nj 2 bi gibt, so seiN(j) = i + 1, andernfalls sei N(j) = 0. Weiterhin sei E: s ! 1 + jbj die partielleFunktion, die fur jedes j deniert sei, fur das es ein i mit Ej 2 bi gibt. Dann seiE(j) = i + 1. Schlielich sei g: s ! 1 + jbj die partielle Funktion, die fur jedes jdeniert sei, fur das es ein i mit gj 2 bi gibt. Dann sei g(j) = i+ 1.Mit diesen Bezeichnungen kann dann die Menge aller Positionen in b, an denennicht ; steht, beschrieben werden:
4.5. EINDEUTIGE UHRENAUTOMATEN 97Behauptung 4 Es istfN(j)  1 j j < sg [ fE(j)  1 j E(j) ist deniertg [ fg(j)  1 j g(j) ist deniertgdie Menge der Positionen in b, an denen nicht ; steht.Beweis. Dies ist eine direkte Folgerung aus 3 und den Denitionen von N , Eund g. In der folgenden Behauptung wird ein hinreichendes Kriterium dafur, da einIntervallwort zu einem gegebenen Wort aus L0 pat, formuliert:Behauptung 5 Sei w ein Intervallwort aus Lne mit der gleichen Lange wie b.Auerdem seien die folgenden Bedingungen erfullt:1) Es ist Wp = 1.2) Fur jedes j kleiner als s gilt:(a) Sind weder E(j) noch g(j) deniert, so gilt jjwjj  WN(j) < 1.(b) Ist E(j) deniert, so gilt WE(j)  WN(j) = 1.(c) Ist g(j) deniert, so gelten WE(j) 1 WN(j) < 1 und WE(j) WN(j) > 1.Dann pat w zu b.Beweis. Da b aus L0 stammt, gibt es ein Intervallwort w0 aus Lne und eine Tran-sitionsfolge , so das w0 die gleiche Lange wie b hat,  eine akzeptierende Berechnungauf w0 bestimmt und b das durch w0 und  induzierte Wort ist.Durch  und w0 sind Folgen  und 0 von Uhrenstanden bestimmt, genauso wiedurch  und w Folgen  und 0 bestimmt sind. Nach 4.1.1 braucht also lediglichgezeigt zu werden, da 0 und 0 aquivalent sind.Die in der Behauptung genannten Bedingungen werden aufgrund der Konstruktionvon b auch von w0 erfullt. (Man denke sich w0 fur w.) Man kann sogar die Werte derFolge 0 bis auf Aquivalenz aus b ablesen:1) Fur jedes i < jwj gilt 0i(rj) < 2.2) Fur jedes j < s gilt:(a) Fur alle i < p  1 gilt 0 < 0i(rj) < 1.(b) Es ist 0p 1(rj) = 1 genau dann, wenn Ej 2 bp 1 gilt. Andernfalls ist 0 <0p 1(rj) < 1.(c) Ist weder E(j) noch g(j) deniert, so ist 0 < 0i(rj) < 1 fur alle i  p.
98 KAPITEL 4. UHRENAUTOMATEN(d) Ist E(j) deniert, so gilt 0 < 0i(rj) < 1 fur p  i < E(j)   1, weiterhin0E(j) 1(rj) = 1 und auerdem 1 < 0i(rj) < 2 fur E(j) < i0.(e) Ist g(j) deniert, so gilt 0 < 0i0(rj) < 1 fur p  i < g(j)   1 und 1 <0i(rj) < 2 fur g(rj)  1  i.In gleicherWeise ergeben sich dann unter Beachtung der in der Behauptung genanntenBedingungen auch dieWerte fur 0. Damit sind dann 0 und 0 aquivalent, was w 2 Lnebeweist. Wir werden gleich das Iterationslemma fur regulare Sprachen auf L0 anwenden.Dafur brauchen wir die folgende kombinatorische Aussage.Behauptung 6 Es sei C das dreielementige Alphabet 3. Fur jede naturliche Zahlr und jede naturliche Zahl t gibt es eine Zahl M = M(r; t) mit folgender Eigen-schaft:Ist x = x01x00 ein diskretes Wort uber C in dem 1 genau einmal und 2 hochstens r-mal auftritt und jx0j M(r; t) sowie jx00j M(r; t) gelten, so lat sich x schreibenals x(1)0mx(2)0mx(3) mit m > t+ jx(2)j und so da x(2) den Buchstaben 1 enthalt.Beweis. Wir zeigen die Behauptung per Induktion uber r furM(r; t) = 4r(t+2).Ist r = 0, so reicht es, M gleich t+2 zu wahlen. Also stimmt die Behauptung furr = 0.Nehmen wir also r > 0 an und schreiben x0 in der Form 0m0z0 und x00 in der Formz000m00 mit jeweils maximalemm0 bzw. m00. Ohne Einschrankung nehmen wirm0  m00an. Ist n m0   1  M(r   1; t), so folgt die Behauptung aus der Induktionsvoraus-setzung. Andernfalls ist n   m0   1 < M(r   1; t), also m0 > n  M(r   1; t)   1,und jz01z00j  2M(r   1; t) + 1. Wegen M(r; t) = 4M(r   1; t   1) folgt dann aberm0 > 4M(r   1; t) M(r   1; t)  1. Daraus ergibt sich mit M(s; t)  t+ 2 fur alles die Abschatzung m0 > 2M(r   1) + 1 + t, woraus m0 > jz01z00j + t folgt. Aus derAnnahme m0  m00 folgt dann auch m00 > jz01z00j + t, was zeigt, da eine zulassigeZerlegung gegeben ist, wenn x(1) =  und x(3) = 0m00 m0 sowie x(2) = z01z00 gewahltwerden. Nehmen wir an, ein L0 erkennender endlicher Automat habe k Zustande. Dannwahlen wir eine naturliche Zahl l mit l > M(s; k4) und eine sehr kleine positive reelleZahl " (kleiner als 12l).
4.5. EINDEUTIGE UHRENAUTOMATEN 99Wir betrachten das Wort w der Lange 4l   1 mitwi = 8>>>>>>>><>>>>>>>>: i2l ; falls 0  i < 2l ,i2l + " ; falls i = 2l ,i2l ; falls 2l < i < 3l ,i2l   " ; falls i = 3l ,i2l + " ; falls i = 3l + 1 .i2l ; falls 3l + 1 < i < 4l .Damit gehort w zu Lne. Das nach 4.5.4.2) geforderte Teilwort der Dauer Eins isteindeutig und bendet sich zwischen Position l und Position 3l.Wir betrachten ein zu w passendes Wort b aus L0 und ubernehmen sinngema dieDenitionen von N , E und g.Behauptung 7 Fur b gilt:1) l 2 fN(j) j j < sg.2) Fur jedes j, fur das N(j) deniert ist und l 6= N(j) sowie N(j) < 2l gelten,ist g(j) deniert, und es gilt g(j) = N(j) + 2l.3) Fur jedes j, fur das N(j) deniert ist und N(j) = l gilt, ist E(j) deniert,und es gilt E(j) = 3l.Beweis. Die erste Eigenschaft folgt aus der Eindeutigkeit des Teilwortes der DauerEins in w. Wurde l nicht zu der genannten Menge gehoren, so wurde auch jedes Wortvon A akzeptiert werden, das aus w durch minimales Verschieben des Momentes lnach links oder rechts entsteht. Diese Worter gehoren aber denitionsgema nichtzu Lne. Die beiden anderen Eigenschaften ergeben sich direkt aus der Konstruktionvon w. Sei nun b = xby eine Zerlegung von b mit E0 2 b.Das Wort x hat an Position l einen von ; verschiedenen Buchstaben, etwa b0.Auerdem gibt es hochstens s 1 weitere Positionen, die mit einem von ; verschiede-nen Buchstaben besetzt sind. Schlielich ist l > M(s; k4). Deshalb lat sich x wie folgtaufteilen, wenn man in Behauptung 6 fur 0 die Menge ; und fur 1 den Buchstaben b0wahlt:x = x(1);mx(2);mx(3) ;wobeim groer als jx(2)j+k4 ist und x(2) die Position l von x enthalt. Dementsprechendgibt es nach Behauptung 7 eine korrespondierende Zerlegungy = y(1);my(2);my(3)
100 KAPITEL 4. UHRENAUTOMATENvon y. Damit kann b in der Formb = x(1);mx(2);mx(3)by(1);my(2);my(3)geschrieben werden.Da L0 von einem endlichen Automaten mit k Zustanden erkannt wird, kann u inden Teilwortern ;m gepumpt werden, allerdings moglicherweise mit unterschiedlichenPerioden p0, p1, p2, p3. Alle diese Perioden konnen  k gewahlt werden, so da sicheine gemeinsame Periode q  p0p1p2p3  k4 ergibt.Aufgrund der Voraussetzung uber die Groe von m lat sich nun ein Vielfachesm0 von q nden, fur das m0  m und m0  jx(2)j gelten. Das Wortb0 = x(1);m m0x(2);m+m0x(3)by(1);m m0y(2);m+m0y(3)gehort damit zu L0. Auerdem gilt wieder aufgrund der Lange von m0:(*) Es gibt keine Position, die in ;mx(2);m und ;m m0x(2);m+m0 mit zwei von; verschiedenen Buchstaben aus B besetzt ist. Gleiches gilt auch fur dieentsprechenden Worter mit Mittelstuck y(2).Nun andern wir w zu w0 ab, indem w3l m0 1 durch 12l   " und w3l m0 durch 12l + "ersetzt werden. Dann passen nach Behauptung 5 sowohl b wie auch b0 zu w0, wennman (*) berucksichtigt. Damit kann A nicht eindeutig sein und der Beweis von 4.5.3ist beendet. Es sei hier angemerkt, da sich 4.5.3 bei entsprechender Anpassung der SpracheLne auch unmittelbar auf unendliche und unbeschrankte Intervallworter ubertragenlat.4.5.6 Korollar Es giltUTL $ NTL :4.6 Die Feinstruktur von NTLZum Abschlu der Untersuchungen von Teilklassen von NTL wollen wir die Inklu-sionsbeziehungen, die zwischen ihnen bestehen, zu einem Gesamtbild, das die Fein-struktur von NTL erkennen lat, fugen.Aus der Ungleichungskette (4.7) erhalt man mit 4.5.2 die echte Inklusion DTL $UTL. Aus 4.5.6 ergibt sich UTL $NTL. Wir konnen also festhalten:DTL $ UTL $ NTL : (4.9)Nimmt man zu (4.9) die Inklusionskette (4.7) hinzu und zieht auerdem den Hier-archiesatz (siehe 4.3.5) in Betracht, so ergibt sich ein Bild, wie es in Abbildung 4.4
4.7. ERKENNBARKEIT UNTER ZUSATZLICHEN BEDINGUNGEN 101zu nden ist. Dort stehen durchgezogene Linien fur strikte und gestrichelte Linienfur schwache Inklusionen, d. h., fur Inklusionen, deren Striktheit noch oen ist. MitDTLk wird die Klasse der Sprachen bezeichnet, die durch einen deterministischenUhrenautomaten mit hochstens k Uhren erkannt werden. Die strikte InklusionDTL0 $ DTL1 $ DTL2 $ : : :folgt ebenfalls aus dem Satz uber die Uhrenhierarchie (siehe 4.3.5): Da der in Abbil-dung 4.2 fur die Beispielsprache Lm angegebene Uhrenautomat Am deterministischist, gilt sogar Lm 2 DTLm nNTLm 1 (fur jedes m > 0).Diagramm 4.4 ist insofern unvollstandig, als nichtverbundene Klassen nicht unbe-dingt unvergleichbar sein mussen.Es sei noch einmal darauf hingewiesen, da alle Inklusionen unabhangig davon, obman endliche, unendliche oder unbeschrankte Intervallworter in Betracht zieht, undalle strikten Inklusionen schon fur ein unares Alphabet gelten.Zum Abschlu sei bemerkt, da die Situation bei regularen Sprachen diskreterWorter viel einfacher ist. Fur endliche diskrete Worter kollabiert die Hierarchie wegender Aquivalenz von Determinismus und Nichtdeterminismus sofort. Bei unendlichendiskreten Wortern ist die Situation etwas komplizierter: Betrachtet man Automatenmit der Buchischen Akzeptierbedingung, so fallen Determinismus und Nichtdeter-minismus auseinander (siehe z. B. [Tho90a]), wahrend in [Arn83] gezeigt wird, daEindeutigkeit und Nichtdeterminismus gleichwertig sind. Legt man die MullerscheAkzeptierbedingung zugrunde, so ergibt sich wieder die Aquivalenz von Determinis-mus und Nichtdeterminismus [McN66] und damit ein Zusammenfallen des Graphenauf einen Knoten.4.7 Erkennbarkeit unter zusatzlichenBedingungen an die EreignisdauerFuhrt man sich einmal die Beweise der Unentscheidbarkeit des Universalitatspro-blems, der Echtheit der Uhrenhierarchie, der Existenz einer inherent mehrdeutigenSprache und des Nichtabschlusses von NTL unter Komplementbildung vor Augen,so stellt man fest, da alle Beweise die "Dichte\ der Intervallworter ausnutzen: Esgibt keine obere Schranke fur die Anzahl der beobachtbaren Zeitpunkte, die in einemIntervall fester Lange auftreten konnen.In diesem Abschnitt wollen wir deshalb der Frage nachgehen, wie sich die Situa-tion verandert, wenn man sich bei der Betrachtung von Uhrenautomaten auf eineMenge von Intervallwortern beschrankt, die die beschriebene Dichteeigenschaft nichtbesitzt. Es werden drei unterschiedlich starke Einschrankungen untersucht, die inaufsteigender Starke im folgenden aufgezahlt sind:
102 KAPITEL 4. UHRENAUTOMATENNTLNTL \ co-NTL UTL2DTL!...2DTL22DTL12DTL0 = DTL...DTL2DTL1DTL0 = NTL0
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Abbildung 4.4: Feinstruktur der Klasse NTLDurchgezogene Linien stehen fur echte Inklusionen. Bei gestrichelten Linien ist die Echtheit derjeweiligen Inklusion noch oen. Es steht DTLk fur die Klasse der Sprachen, die durch einen deter-ministischen Uhrenautomaten mit k Uhren erkannt werden.
4.7. ERKENNBARKEIT UNTER ZUSATZLICHEN BEDINGUNGEN 103Beschrankte Variation: Intervallworter, bei denen in jedem Intervall der Lange kleinerals Eins hochstens k   1 beobachtbare Zeitpunkte liegen,Mindestdauer: Intervallworter, deren Ereignisse die Mindestdauer Eins haben,Einheitsdauer: Intervallworter, deren Ereignisse samtlich die Dauer Eins haben.Das positive Hauptergebnis, das wir in dem nachsten Unterabschnitt erzielenwerden, besagt, da die Einschrankung 'beschrankte Variation` zum Abschlu un-ter Komplementbildung fuhrt. Daran schliet sich unmittelbar die Frage an, wie essich mit starkeren Automatenmodellen, z. B. Uhrenautomaten mit Haltemoglichkeitoder hybriden Automaten, verhalt, wenn man auch sie bezuglich beschrankter Va-riation betrachtet. Wir werden zeigen, da schon fur die kleinste Erweiterung desAutomatenmodells selbst bei der starksten Einschrankung (auf Einheitsdauer) dasLeerheitsproblem unentscheidbar ist oder aber "uninteressante\ Sprachklassen be-schrieben werden.Um die Ergebnisse exakt formulieren zu konnen, fuhren wir neue Begrie ein. Wirsetzen allgemein voraus, da  eine P-Berechnungsstruktur sei.4.7.1 Denition (relative Erkennbarkeit) Sei M eine Menge von Intervallwor-tern. Ist A ein -Automat, so heit M \ L(A) die von A relativ zu M erkannteSprache. Eine Sprache L von Intervallwortern heit -erkennbar relativ zu M , wennes einen -Automaten gibt, der L relativ zu M erkennt.Wir sprechen in diesem Zusammenhang auch von der Menge der relativ zu M-erkennbaren Sprachen. Sagen wir, da diese Menge unter Komplementbildung ab-geschlossen ist oder eine boolesche Algebra bildet, so meinen wir jeweils Komplement-bildung bezuglichM . Wir sprechen von einem eektiven booleschen System, wenn diebooleschen Operationen auf den zugehorigen Automaten eektiv durchfuhrbar sind,das heit z. B., da sich zu jedem Automaten A eektiv ein Automat A0 konstruierenlassen mu, so da M \ L(A0) = M\L(A) gilt. Wir sprechen von einem streng ef-fektiven booleschen System, wenn zusatzlich der relative Leerheitstest, d. h., die Frage"M \ L(A) ?= ;\, eektiv beantwortet werden kann.In Abschnitt 3.2 haben wir, ohne es weiter auszufuhren, schon relative Erkenn-barkeit studiert, als wir Uhrenautomaten uber unbeschrankten Intervallwortern be-trachtet haben.Fur jede Menge P  Z von Parametern sei die P-Berechnungsstruktur P fest-gelegt durch:P = (R; f0g; faddk j k 2 Pg;J ) :Wir benutzen die Schreibweise  N fur die Menge f n j n 2 Ng.Oensichtlich ist eine Sprache von Intervallwortern genau dann uhrenerkenn-bar, wenn sie f1g-erkennbar ist. Entsprechendes gilt fur Uhrenautomaten mit Hal-temoglichkeit und f0;1g sowie hybride Automaten und Z.
104 KAPITEL 4. UHRENAUTOMATEN4.7.1 Beschrankte VariationWir beginnen mit der Denition der 'Variation` eines Intervallwortes.4.7.2 Denition (Variation) Fur jedes Intervallwort u = (a;w) ist die mit var(u)bezeichnete Variation von u diejenige Zahl aus N1, die durchvar(u) = maxfk + 1 j 9i(i+ k   1 < juj ^Wi+k  Wi < 1)ggegeben ist. Ein Intervallwort u ist von beschrankter Variation k, wenn var(u)  kgilt.Ein Intervallwort u = (a;w) ist also genau dann von beschrankter Variation k,wenn fur alle i mit i + k   1 < juj die Ungleichung Wi+k  Wi  1 gilt. Insbeson-dere gilt Wi+1   Wi  1, falls die Variation Eins ist. Auerdem ist die Variationjedes endlichen Intervallwortes endlich und die Variation eines beschrankten unend-lichen Intervallwortes unendlich. (Beachte, da die Variation eines unbeschranktenIntervallwortes sowohl endlich als auch unendlich sein kann.)4.7.3 Beispiel Es sei V k die Menge, die durchV k = fu j var(u)  kggegeben ist, d. h., V k ist die Menge aller Intervallworter von beschrankter Variation k.Anders ausgedruckt: Ein Intervallwort u gehort zu V k, wenn fur jede Zerlegung u =xyz aus jjyjj < 1 die Abschatzung jyj < k folgt. In Abbildung 4.5 ist ein Uhrenautomatmit k Uhren zu sehen, der V k deterministisch erkennt. Er ist an den Automaten inAbbildung 4.2 angelehnt.Da der Automat Bk ein deterministischer Buchi-Uhrenautomat ist, konnen wiraufgrund von 1.4.4 festhalten:4.7.4 Bemerkung Die Menge V k ist deterministisch uhrenerkennbar und hat Uh-renindex  k.Da die Klasse der uhrenerkennbaren Sprachen unter Durchschnittbildung abge-schlossen ist, gilt:4.7.5 Bemerkung Jede Sprache, die relativ zu V k uhrenerkennbar ist, ist auch selbstuhrenerkennbar.Es gilt sogar noch mehr:4.7.6 Lemma Zu jedem Uhrenautomaten A lat sich eektiv ein vollstandiger, de-terministischer Uhrenautomat A0 konstruieren, der die von A relativ zu V k erkannteSprache erkennt.
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 	 0 -r1  0 
 	 1 -r2  0 : : : -rk 1  0 
 	 k   1?? r01?; r0  0
 	 k -r11?r1  0 
 	 k + 1 -r21?r2  0 : : : -rk 11?rk 1  0 
 	 2k   16Abbildung 4.5: Der Uhrenautomat Bk, der die Worter von beschrankter Variation kerkenntDer angegebene Automat erkennt die Sprache V k. Es ist an jedem Pfeil A: _r0 = : : : = _rk 1 = 1 zuerganzen.Beweis. Wir gehen von einem Uhrenautomaten A mit A = (Q;R; s;; F ) und R =fr0; : : : ; rs 1g aus.Wegen 1.4.10, 4.7.4 und der Tatsache, da die Klasse der deterministisch uhren-erkennbaren Sprachen eektiv gegen Bildung von Durchschnitten abgeschlossen ist,reicht es, einen registerdeterministischenUhrenautomaten A00 zu konstruieren, fur denL(A00) \ V k = L(A) \ V k gilt.Wir nehmen an, da m der maximale Vergleichswert von A ist und betrachtendas Verhalten von A beim Lesen eines Wortes aus V k. Jede Uhr, sofern sie nichtzuruckgesetzt wird, zeigt nach km+ 1 Leseschritten einen Wert an, der groer als mist. Dann ist ihr Wert bis zur nachsten Rucksetzung nicht weiter von Belang: Bei derAuswertung von Registertests kann fur die Uhr ein Wert von z.B.m+1 angenommenwerden, da alle Werte, die groer als m sind, auch m-aquivalent sind (vgl. 4.1.1).Diese Uberlegung fuhrt zu dem folgenden Ansatz fur die Konstruktion von A00:Der Automat A00 simuliert den alten Automaten A, wobei er jedoch km + 1 Uhrenr00, : : : , r0mk benutzt, deren Menge mit R0 bezeichnet werde. Die Uhr r0i wird an denPositionen j mit j mod (km+1) = i zuruckgesetzt, also jeweils nach km+1 Schritten.Wurde in A eine Uhr ri an einer Position l zuruckgesetzt und ist j der Rest von lmodulo mk + 1, so merkt sich A00 die Uhr r0j als Referenz fur ri (in der endlichenKontrolle) und wertet die nachfolgenden Registertests so aus, als wurde r0j den Wertvon ri haben. Wurde ri in A nicht nach km Schritten zuruckgesetzt, so merkt sich A00,da ri einen Wert groer als m anzeigen wurde und ersetzt in jedem nachfolgendenRegistertest den Wert von ri durch m+ 1.
106 KAPITEL 4. UHRENAUTOMATENOensichtlich ist durch das angegebene Verfahren der Registerdeterminismus desAutomaten gesichert.Nun wenden wir uns der formalen Konstruktion von A00 = (Q0; R0; s0;0; F 0) zu.Entsprechend der obigen Uberlegungen setzen wir wie folgt:Q0 = Q }(s) }(mk + 1)s mk + 1 ;F 0 = F  }(s) }(mk + 1)s mk + 1 ;s0 = (s; ;; f(i; 0) j i 2 sg; 0) :In der ersten Komponente des neuen Zustandsraumes wird der Zustand des altenAutomaten verfolgt, die zweite Komponente merkt sich, welche der alten Uhren denWert m uberschritten hatten, die dritte Komponente stellt die Zuordnung der altenUhren zu den neuen dar und die vierte Komponente zahlt modulo mk + 1. Fur jedeTransition (q; a; ; ; q0) aus , jede TeilmengeM von s, jede Funktion f : s! mk+1und jedes i < mk + 1 werde die Transition((q;M; f; i); a; 0; f([i+ 1]; 0)g; (q0;M 0; f 0; [i+ 1]))mit M 0 = M [ fj j f(j) = [i+ 1]g n fj j j 2 dom()g ;f 0(j) = 8><>: [i+ 1] ; falls rj 2 dom(),f(j) ; sonst, fur j < sin 0 aufgenommen. Dabei stehe [i+1] fur den Rest von i+1 modulo mk+1 und esentstehe 0 aus  durch Ersetzen eines Testes rj  d durch den Test r0f(j)  d, falls jnicht zu M gehort, und durch den Wahrheitswert von m+ 1  d, andernfalls. Damit erhalten wir aus 1.4.6:4.7.7 Satz Die Menge der relativ zu V k uhrenerkennbaren Sprachen bildet ein strengeektives boolesches System, das auch eektiv unter Projektion abgeschlossen ist.Beweis. Der eektive Abschlu unter Durchschnitt und Vereinigung sowie Projek-tion folgt aus 1.4.7. Aus 4.7.6 und der Entscheidbarkeit des Leerheitsproblem furUhrenautomaten folgt die Entscheidbarkeit des relativen Leerheitsproblems. Das Resultat 4.7.6 lat sich noch verbessern.4.7.8 Lemma Ist P eine Menge mit P  N n f0g oder P   N n f0g, so lat sichzu jedem P -Automaten A eektiv ein vollstandiger, deterministischer P -AutomatA0 konstruieren, der die von A relativ zu V k erkannte Sprache erkennt.
4.7. ERKENNBARKEIT UNTER ZUSATZLICHEN BEDINGUNGEN 107Beweis. Die Idee aus dem Beweis von 4.7.6 kann prinzipiell ubernommen werden. Danach km+1 Leseschritten ohne Rucksetzung jedes Register einen Wert hat, der groeralsm ist, kann man sich darauf beschranken, Register nur km+1 Schritte zu verfolgen.Weil aber in den Automaten mehrere Schrittfunktionen zur Anwendung kommenkonnen, reicht es nicht aus, an jeder Position nur ein Register zuruckzusetzen undneu zu starten. Stattdessen setzt man soviele Register zuruck, wie notig sind, um alleRegisterbelegungen verfolgen zu konnen, die in km+1 Leseschritten ohne Rucksetzungentstehen konnen. Benutzt der Automat l verschiedene Schrittfunktionen, so sinddies lkm+1 verschiedene Moglichkeiten, jeweils gegeben durch eine Folge von km + 1Schrittfunktionen. Insgesamt werden also (km+1)lkm+1 verschiedeneRegister notig.Als Folgerung erhalten wir:4.7.9 Korollar Fur jede Menge P mit P  N n f0g oder P   N n f0g bildet dieMenge der relativ zu V k P -erkennbaren Sprachen ein eektives boolesches System,das auch eektiv unter Projektionsbildung abgeschlossen ist.Es stellt sich die Frage, ob das Leerheitsproblem in diesen Fallen entscheidbar ist,d. h., ob die Menge der relativ zu V k P -erkennbaren Sprachen von Intervallworternein streng eektives boolesches System bilden. Dies ist nicht der Fall, wie wir imnachsten Unterabschnitt sehen werden.4.7.2 MindestdauerWir setzen k = 1, d. h., wir beschaftigen uns mit der Menge V 1 der Menge allerIntervallworter mit Variation Eins. Oensichtlich giltV 1 = f(a;w) j 8i(i < j(a;w)j ! wi  1g :Dadurch unterscheidet sich V 1 von V 2, V 3, : : : in einem wesentlichen Punkt: Jedesin einem Intervallwort aus V 1 vorkommende Ereignisse hat eine Mindestdauer.4.7.10 Satz Fur jede mindestens zweielementige Menge P mit P N oder P   Nist das Leerheitsproblem fur P -Automaten relativ zu V 1 unentscheidbar. Es ist 11-vollstandig fur unendliche Worter.Die in [ACHH93] und [Cer92] vorgestellten Beweise fur den allgemeinen Fall be-liebiger Intervallworter konnen hier nicht unmittelbar ubernommen werden, da sieIntervallworter groerer Variation benutzen.Beweis. Wir beschranken uns darauf, die Behauptung fur den Fall P = f1; 2g nach-zuweisen. Die anderen Falle konnen in ahnlicher Weise behandelt werden.Der Beweis erfolgt durch Reduktion des Problems, ob eine Zweiregistermaschineeine haltende bzw. eine rekurrente Berechnung hat, auf das gegebene. Dazu konstruie-ren wir aus jedem ProgrammM fur eine Zweiregistermaschine mit Registern x und y
108 KAPITEL 4. UHRENAUTOMATENeinen P -Automaten A, der genau dann eine akzeptierende Berechnung auf einemWort aus V 1 hat, wenn M eine rekurrente Berechnung besitzt.Wir nehmen dabei an, da das ProgrammM die Gestalt (4.8) hat und o.B. d.A.keine Sprunganweisung auf ihre eigene Zeile zeigt.Der Wert n eines Registers der Zweiregistermaschine soll in A dadurch reprasen-tiert werden, da zwei Registerinhalte die Dierenz 1 + 2 n haben. Genauer gesagt,der Zustandsraum des Automaten soll f0; : : : ; rg enthalten, und es soll fur jeden Zu-stand i < r+1 Registerpaare (xi; x0i) und (yi; y0i) geben, so da die folgenden Aussagenaquivalent sind:1) Es gibt eine Berechnung vonM , die Zeile i erreicht und in der dann x den Wertk hat und y den Wert l.2) Es gibt eine Berechnung von A, die eine Konguration (i; ) erreicht, so dagelten:(*) (xi)  (x0i) = 1 + 2 k und (yi)  (y0i) = 1 + 2 l,(**) (r)  20 fur r 2 fxi; x0i; yi; y0ig,(***) (r) = 0 fur r =2 fxi; x0i; yi; y0ig.Die Konstruktion von A erfolgt dadurch, da fur jede Additionszeile i x:=x+1von M eine Transitionsfolge zwischen die Zustande i und i+ 1 (mit Hilfszustanden)gesetzt wird, die die entsprechende Programmzeile simuliert. Fur eine Sprung- bzw.Subtraktionszeile i if x=0 then j else x:=x+1 wird eine "Transitionsgabel\ zwi-schen i und i+ 1 bzw. j gesetzt.Wir wollen die Konstruktion fur die Additionszeile i x:=x+1 vorstellen. Die Kon-struktion fur y verlauft analog. Die im Falle der Subtraktionszeile notwendigen Mo-dikationen werden am Schlu erlautert.Wir betrachten Abbildung 4.6, in der die gesuchte Transitionfolge, die zwischenden Zustanden i und i+1 verlauft und die Zeile i x:=x+1 simulieren soll, dargestellt ist.Jede der Transitionen setze ein Register r zuruck, wende auf es die Schrittfunktionadd1 an und trage zu dem Registertest das Konjunktionsglied r  1 ^ r  2 bei.Dadurch ist garantiert, da jedes Ereignis eine Dauer zwischen Eins und Zwei (beideWerte eingeschlossen) hat.Die Formel (x; x0) sei durch(x; x0) , _i<40(x = i ^ x0 = i)gegeben. Steht dieser Test an einer Transition, die x und x0 mit add1 fortschreibt,so kann die Transition nur dann genommen werden, wenn x und x0 vor der Anwen-dung der Transition beide gleichen Inhalt haben. Mit Hilfe dieses Tests konnen also
4.7. ERKENNBARKEIT UNTER ZUSATZLICHEN BEDINGUNGEN 109zwei Register auf ihre Gleichheit uberpruft werden, sofern ihre Werte nicht schon 40uberschritten haben. Dies ist eine der wesentlichen Ideen in der Konstruktion.Auf der linken Seite der Transitionsfolge, die wir mit  bezeichnen wollen, sind dieTransitionen durch Angabe der Fortschreibungen, Registertests und Rucksetzungengenau angegeben. Register, die nicht aufgefuhrt sind (abgesehen von r) werden nichtgetestet und mit der letzten Transition zuruckgesetzt, sofern es sich nicht um xi+1,x0i+1, yi+1 oder y0i+1 handelt. Jede fehlende Schrittfunktion ist entgegen der ublichenKonvention durch add1 zu interpretieren. Auf der rechten Seite der Transitionsfol-ge ist verzeichnet, wie die Dauer der Ereignisse ist, wenn die Transitionsfolge ganzdurchschritten wird.Es soll nun die Korrektheit der Konstruktion begrundet werden. Dazu genugtes, nachzuweisen, da fur jede Registerbelegung von A mit (*), (**) und (***) diefolgende Behauptung Richtigkeit hat:1) Es gibt ein unares Wort w und eine Registerbelegung 0, so da gelten:(#) (i; )  !w (i+ 1; 0),(+) 0(xi+1)  0(x0i+1) = 1 + 2 k 1 und 0(yi+1)  0(y0i+1) = 1 + 2 l,(++) (r)  20 fur r 2 fxi; x0i; yi; y0ig,(+++) (r) = 0 fur r =2 fxi; x0i; yi; y0ig.2) Ist 0 eine Registerbelegung und w ein unares Wort, so da (#) gilt, dann sindauch (+), (++) und (+++) erfullt.Wir begrunden zuerst die Gultigkeit von 2) und nehmen dazu (#), die Existenzdes unaren Wortes w und der Registerbelegung 0 an.Da (xi; x0i) an Zustand C gelten mu, folgt (xi) +w0+w1+w2 = (x0i) + 2w0+w1 + w2, alsow0 = (xi)  (x0i) = 1 + 2 k : (4.10)Genauso folgtw1 = 1 + 2 l ; (4.11)woraus sich sofort 0(yi+1)  0(y0i+1) = 1 + 2 l, also der eine Teil von (+) ergibt. Daan Zustand F der Test (a; a0) erfullt sein mu, folgt 2w3 + w4 = w3 + 2w4, alsow3 = w4 : (4.12)Weiterhin mu oensichtlichw6 = 1 (4.13)
110 KAPITEL 4. UHRENAUTOMATENgelten. Damit ergibt sich wegen des Tests (f; f 0) an Zustand i+ 1:2w0 + w1 + w2 + w3 + w4 + w5 + 2w6 = w0 + w1 + w2 + 2w3 + 2w4 + w5 + w6 :Einsetzen der Gleichungen (4.12) und (4.13) und Subtraktion von w1, w2 und w5 aufbeiden Seiten liefert :2w0 + 2w3 + 2 = w0 + 4w3 + 1 :Weiteres Vereinfachen ergibt dann:w0 + 1 = 2w3 ;woraus mit (4.10)w3 = 1 + 2 k 1und damit auch 0(xi+1)   0(x0i+1) = 1 + 2 k 1, also der andere Teil von (+) folgt.Weil wi  2 jeweils gilt und jedes der Register xi+1, x0i+1, yi+1 und y0i+1 in  einmalzuruckgesetzt wird, ist auch (++) erfullt. Schlielich gilt nach Konstruktion immer(+++).Um 1) zu zeigen, mu man sich nur noch klar machen, da w2, w5 und w7 geeignetgewahlt werden konnen, wenn man die anderen Glieder aus w mit den Werten aus derobigen Herleitung belegt. Eine geeignete Wahl von w2, w5 und w7 ist aber aufgrundder in  auftretenden hohen Vergleichswerte moglich.Im Falle einer Subtraktionszeile i if x = 0 then j else x:=x-1 verzweigt derAutomat ausgehend vom Zustand i in zwei "Transitionsaste\, namlich in einen, derzu i+ 1 fuhrt und ausgefuhrt wird, wenn x groer als Null ist, und in einen anderen,der zu j fuhrt und ausgefuhrt wird, wenn x gleich Null ist.Wegen (*) ist x genau dann Null, wenn (x0i)   (xi) = 1 gilt. Dies kann mitHilfe einer geeigneten Transitionsfolge unter Verwendung von  (nichtdeterministisch)getestet werden kann. Ob andernfalls 1 < (x0i)   (xi)  2 gilt, kann in ahnlicherWeise unter Verwendung einer zu  dualen Formel uberpruft werden.Nach dem Test brauchen in dem Ast, der nach j fuhrt, lediglich die Inhalte vonx und y gerettet zu werden. Dafur kann die bei der Additionszeile fur y benutzteKonstruktion genutzt werden. Der Ast, der nach i+1 verzweigt, kann nach dem Testprinzipiell wie die ganze Transitionsfolge fur die Additionszeile aufgebaut werden. DerSubtraktion mu dadurch Rechnung getragen werden, da die Rollen von xi und x0ivertauscht werden.Im Falle der endlichenWorter wird r der Endzustand des Automaten, im Falle derunendlichen Worter wird der Zustand, zu dem die korrespondierende Programmzeilein M immer wieder aufgesucht werden soll, als Endzustand ausgezeichnet. 
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????????
_x0i = _f = 2yi+1  y0i+1  0 w0 = 1 + 2 k_yi+1 = 2 w1 = 1 + 2 l(xi; x0i) ^ (yi; y0i)?a a0 0 w2_a = _f 0 = 2xi+1  x0i+1 0 w3 = 1 + 2 k 1_a = _f 0 = 2 w4 = 1 + 2 k 1(a; a0)?b 0 w5_f = 2b = 1? w6 = 1(f; f 0)? w7Abbildung 4.6: Simulation einer Addition einer ZweiregistermaschineJedes an einem Pfeil nicht aufgefuhrte Register wird mit add1 fortgeschrieben. Auerdem wird jederPfeil zusatzlich mit _r = 1 und r  1 ^ r  2 beschriftet. Die unterste Transition setzt alle Registerbis auf xi+1, x0i+1, yi+1 und y0i+1 zuruck.
112 KAPITEL 4. UHRENAUTOMATEN4.7.3 EinheitsdauerDie letzte Menge von Intervallwortern, relativ zu der wir Erkennbarkeit durch P -Automaten studieren wollen, ist die Menge E aller Worter, deren Ereignisse die DauerEins haben, d. h., wir setzen:E = f(a;w) j 8i(i < jwj ! wi = 1)g :Diese Intervallworter erinnern sehr an diskrete Worter, was auch durch den fol-genden Satz bestatigt wird:4.7.11 Satz Fur eine Sprache L von Intervallwortern mit L  E und eine belie-bige Parametermenge P mit P  N oder P   N, die mindestens ein von Nullverschiedenes Element enthalt, sind die drei folgenden Aussagen aquivalent:1) Die diskrete Projektion von L ist regular.2) L ist P -erkennbar.3) L ist P -erkennbar relativ zu E.Die jeweiligen Umformungen konnen eektiv erfolgen.Beweis. Aus Symmetriegrunden konnen wir uns auf den Fall P  N beschranken.Es sei n ein von Null verschiedenes Element aus P .1)) 2) Aus jedem beliebigen endlichen AutomatenB fur die diskrete Projektionvon L kann auf triviale Weise ein P -Automat A gewonnen werden, der L erkennt:Man fugt ein Register r zu A hinzu, wendet in jeder Transition auf dieses die Schritt-funktion addn an, uberpruft den Test r = n und setzt das Register wieder zuruck.2) ) 3) Diese Behauptung ist wegen L  E trivialerweise richtig.3) ) 1) Sei dazu A ein P -Automat mit Registermenge R und maximalem Ver-gleichswertm. Da A nur uber Wortern aus E interpretiert wird, konnen als Register-werte nur naturliche Zahlen in Frage kommen. Da auerdem keine Schrittfunktionenmit negativem Parameter erlaubt sind, brauchen die Registerwerte nur bis zum ma-ximalen Vergleichswert verfolgt zu werden. Damit reicht es also, zwischen den Regi-sterwerten 0, 1, : : : , m + 1 zu unterscheiden, was leicht in der endlichen Kontrolledurchgefuhrt werden kann.Dieser Idee folgend gewinnt man nun einen Automaten fur die diskrete Projektionvon L, wenn man wie folgt verfahrt: Man versieht die Zustandsmenge von A mit einerzusatzlichen Komponente, die alle Registerbelegungen :R! m+2 enthalt. Fur jedeTransition (q; a; ; ; ; q0) aus A und jede Registerbelegung  nimmt man dann dieTransition ((q; ); a; (q0; 0) in die Transitionsrelation des neuen Automaten auf, wenn 1 den Test  erfullt und sich 0 aus  1  ergibt, indem jeder Wert m + 2 durchm+ 1 ersetzt wird. Der Rest der Konstruktion ist kanonisch. 
4.7. ERKENNBARKEIT UNTER ZUSATZLICHEN BEDINGUNGEN 113Demgegenuber steht ein Lemma, das schon in [KPSY93] bewiesen wurde: Ist Peine Berechnungsstruktur, die mindestens eine positive und eine negative Zahl enthalt,dann ist das Leerheitsproblem fur P -Automaten relativ zu E unentscheidbar. Dennman kann in vergleichbar einfacherWeise das Halteproblem fur Zweiregistermaschinenauf das vorgegebene Problem reduzieren.Die wesentlichen Ergebnisse dieses Abschnittes sind der Ubersichtlichkeit halbernoch einmal in Abbildung 4.7 dargestellt.Die Uhrenautomaten sind in der Tabelle in der Zeile zu nden, die mit jP j = 1,0 =2 P beginnt, denn sie benutzen nur eine Schrittfunktion, namlich add1, und derzugehorige Parameter ist von Null verschieden.Es ist auf den ersten Blick ersichtlich, weshalb die Uhrenautomaten eine herausra-gende Rolle spielen. Durch den einzig schwacheren Automatentyp (eine Zeile daruber)werden nur uninteressante Sprachen beschrieben, da in ihnen keine zeitlichen Bedin-gungen ausgedruckt werden konnen. Und schon der nachststarkere Automatentyp (ei-ne Zeile darunter) fuhrt zu einem unentscheidbaren Leerheitsproblem in allen Fallenbis auf die Einschrankung auf Einheitsdauer, und in diesem Fall werden wieder nuruninteressante Sprachen beschrieben. Fur alle anderen, starkeren Automatentypenist das Leerheitsproblem unentscheidbar, unabhangig davon, relativ zu welcher Klas-se von Intervallwortern man Erkennbarkeit betrachtet.Fur die Uhrenautomaten ist auer dem allgemeinen Fall | der Interpretation uberbeliebigen Intervallwortern | die Einschrankung auf beschrankte Variation von Inter-esse. Teile der Dichteeigenschaft gehen bei dieser Einschrankung zwar verloren, dochdafur erhalt man ein streng eektives boolesches System, insbesondere den Abschluunter Komplementbildung. (Vgl. auch die Betrachtungen im Resumee am Schlu derArbeit.)
114 KAPITEL 4. UHRENAUTOMATEN
Einheitsdauer beschrankte VariationMindestdauer beliebigeIntervallworterP = ;oderP = f0g reg. reg. reg.jP j = 1, 0 =2 P reg. str. e. BSProjektion LP rek.kein Kompl.ProjektionP NoderP   N reg. LP n. rek. LP n. rek.jP j  2 P mit pos.u. neg. Element LP n. rek. LP n. rek. LP n. rek.Abbildung 4.7: Zusammenfassung der Ergebnisse zu relativer ErkennbarkeitDie Parametermenge P gibt die Berechnungsstruktur P vor.LP: Leerheitsproblem,str. e. BS: streng eektives boolesches System,kein Kompl.: kein Abschlu unter Komplementbildung,Projektion: eektiver Abschlu unter Projektionsbildung,rek.: entscheidbar ("rekursiv\),n. rek.: nicht entscheidbar ("nicht rekursiv\),reg.: jede Sprache von Intervallwortern der betrachtetenEinschrankung ist das (relative) Urbild einer re-gularen Sprache.
Kapitel 5Ausdrucksstarke Logiken zurBeschreibung zeitabhangigerSystemeNach den allgemeinen Vorbereitungen im ersten Teil der Arbeit und den speziellenautomatentheoretischen Untersuchungen des letzten Kapitels sind wir jetzt in derLage, die zentrale Frage dieser Arbeit anzugehen: Wie sehen ausdrucksstarke Logikenzur Beschreibung zeitabhangiger Systeme aus, die eine entscheidbare Theorie besitzenoder zumindest ein entscheidbares Erfullbarkeitsproblem? Und welche Eigenschaftenbesitzen derartige Logiken?Aus der Entscheidbarkeit des Leerheitsproblems fur Uhrenautomaten und demspeziellen Charakterisierungssatz fur Uhrenautomaten gewinnen wir die Entscheid-barkeit des Erfullbarkeitsproblems fur die Logik 9MSO d . Die These, da es sichhierbei um eine ausdrucksstarke Logik mit entscheidbaremErfullbarkeitsproblemhan-delt, wollen wir durch "Abschatzungen\ von 9MSO d nach oben und unten be-grunden. Zum einen zeigen wir mit Hilfe der Unentscheidbarkeitsergebnisse aus Ab-schnitt 4.7, da die naturlichen Erweiterungen von 9MSO d ein unentscheidbaresErfullbarkeitsproblem besitzen (Abschnitt 5.2). Zum anderen werden wir zeigen, dadie bislang starkste bekannte Logik zur Beschreibung zeitabhangiger Systeme, dieeine entscheidbare Theorie besitzt, namlich MITLp, in 9MSO d eingebettet wer-den kann. Daruberhinaus werden wir sogar zeigen, da man bei einer Erweiterungvon MITLp um Automatenoperatoren zu den gleichen Ergebnissen kommt (beidesin Abschnitt 5.4) und da die von Manna und Pnueli in [MP93] betrachtete LogikTL  eine Teilklasse der von 9MSO d denierten Mengen deniert und ebenfalls eineentscheidbare Theorie besitzt (Abschnitt 5.3).Das erst jungst von Alur, Courcoubetis und Henzinger erzielte Ergebnis ubereine Erweiterung des Modells des Uhrenautomaten, das auch ein entscheidbares Leer-heitsproblem besitzt, steht im Mittelpunkt des Abschnitts 5.5. Dort werden wir das115
116 KAPITEL 5. LOGIKEN FUR ZEITABHANGIGE SYSTEMEautomatentheoretische Ergebnis aus logischer Sicht verwerten und dadurch eine Teil-klasse von 9MSOR aussondern konnen, die ein entscheidbares Erfullbarkeitsproblembesitzt, aber dennoch ausdrucksstarker als 9MSO d ist.Die spezielleren Ergebnisse des letzten Kapitels uber Uhrenautomaten werden unsin Abschnitt 5.1 zu einem tieferen Verstandnis von 9MSO d verhelfen. Zum einenwird gezeigt, da durch die Anzahl der Mengenvariablen in Formeln aus 9MSO deine unendliche Hierarchie gegeben ist. Zum anderen wollen wir uns mit demAbschluunter Negation beschaftigen und 9MSO d mit der vollen Logik MSO d vergleichen(beides Unterabschnitt 5.1.2). In Abschnitt 5.1 wird auerdem ein logischer Beweis furdie Entscheidbarkeit des Erfullbarkeitsproblems von 9MSO d unter Zuhilfenahmedes Entscheidbarkeitskriteriums 2.8.2 gegeben (Unterabschnitt 5.1.1). Weiterhin solldie Asymmetrie der in 9MSO d auftretenden Integralformeln, die darin liegt, dadie obere Grenze explizit durch eine Elementvariable und die untere jedoch implizitdurch eine Mengenvariable vorgegeben ist, untersucht werden. Wir werden beweisen,da auch die Hinzunahme der dualen Pradikate (mit impliziter Vorgabe der oberenGrenze und expliziter Angabe der unteren) die Ausdrucksstarke von 9MSO d nichtvergroert (Unterabschnitt 5.1.3). Schlielich wird der Beweis der Inklusion 2DTL! UTL (siehe 4.4.1) nachgeholt, den wir im letzten Kapitel schuldig geblieben sind(Unterabschnitt 5.1.4).Im letzten Abschnitt dieses Kapitels wollen wir die Auswirkungen, die der Kom-plementabschlu der uhrenerkennbaren Sprachen relativ zu der Menge der Inter-vallworter einer beschrankten Variation (siehe Unterabschnitt 4.7.1) auf 9MSO dhat, genau studieren. Es wird sich zum einen herausstellen, da 9MSO d undMSO d die gleiche Ausdrucksstarke haben, wenn man ihre Formeln in Worterneiner beschrankten Variation interpretiert. Zum anderen werden wir beweisen, dadie in Formeln von S1S unter Hinzunahme von direkten Abstandsmessungen formu-lierbare Theorie der Intervallworter einer beschrankten Variation entscheidbar ist.5.1 Die schwache Abstandslogik 9MSO dWir beginnen mit einer Namengebung:5.1.1 Denition (schwache Abstandslogik) Die Sprache 9MSO d wird auchals schwache Abstandslogik bezeichnet.Das Attribut "schwach\ wird hier dem Namen hinzugesetzt, um zu verdeutlichen,da nicht die volle monadische Logik zweiter Stufe in der Signatur  d zur Verfugungsteht und da nur relative Abstandsmessungen moglich sind. In Abschnitt 5.2 werdenwir die "volle Abstandslogik\ kennenlernen.Aus der Entscheidbarkeit des Leerheitsproblems fur Uhrenautomaten uber end-lichen, unendlichen und unbeschrankten Intervallwortern (siehe [AD90]) konnen wir
5.1. DIE SCHWACHE ABSTANDSLOGIK 9MSO d 117aufgrund des speziellen Charakterisierungssatzes fur Uhrenautomaten (siehe 3.7.2)und 2.8.1 schlieen:5.1.2 Satz Das Erfullbarkeitsproblem fur 9MSO d ist entscheidbar.In gewisser Hinsicht kann man die Benutzung des Ergebnisses von Alur und Dillumgehen, wenn man das Entscheidbarkeitskriterium 2.8.2 verwendet. Das soll imnachsten Unterabschnitt demonstriert werden.5.1.1 Alternativbeweis zur Entscheidbarkeit des Erfullbar-keitsproblems von 9MSO dDie wesentliche Idee des Beweises fur die Entscheidbarkeit des Leerheitsproblemsfur Uhrenautomaten in [AD90] ist eine Einteilung der unendlichen Menge der Uh-renstande eines gegebenen Automaten in endlich viele Aquivalenzklassen.In diesemAbschnitt wird diese Idee vorgestellt und erlautert, wie man sie benutzenkann, um die Entscheidbarkeit der Erfullbarkeit von 9MSO d "direkt\ zu beweisen.Als Korollar erhalten wir dann die Entscheidbarkeit des Leerheitsproblems fur Uhren-automaten und den Satz, da die diskrete Projektion jeder uhrenerkennbaren Spracheregular ist.Nach dem Entscheidbarkeitskriterium 2.8.2 ist es hinreichend, wenn die Mengeder Kodierungen aller Intervallworter in uniformer Weise endlich axiomatisiert wer-den kann. Da dies zutrit, werden wir hier beweisen. Demnach ist unser Ziel derNachweis, da die Voraussetzungen von 2.8.2 im Falle der Berechnungsstruktur UAerfullt sind.Es seien s und k naturliche Zahlen und s = f0; : : : ; s  1g eine Uhrenmenge.Wir betrachten die Menge R der Uhrenstande : s ! P0. Sie wurde schon inAbschnitt 1.2 mit zwei Operationen versehen, namlich mit Rucksetzungen und Fort-schreibungen. Fur letztere wollen wir hier die in Abschnitt 4.1 eingefuhrte Schreib-weise verwenden.Es sei  der Uhrenstand mit (r) = 0 fur alle r < s.Wir versehen R mit einer Verfeinerung k von k. Es gelte k0, falls die fol-genden Bedingungen erfullt sind:1) Fur jedes r mit r < s und jede naturliche Zahl c mit c  k gilt (r) > c genaudann, wenn 0(r) > c gilt, und es gilt (r) = c genau dann, wenn 0(r) = c gilt.2) Fur r und r0 mit r; r0 < s ist frac((r))  frac((r0)) genau dann, wennfrac(0(r))  frac(0(r0)) gilt. Dabei stehe frac(c) fur den Nachkommaanteilder reellen Zahl c.Eine Aquivalenzklasse von k wird Region genannt.Im Gegensatz zu k ist k auer mit Tests und Rucksetzungen auch mit Fort-schreibungen vertraglich:
118 KAPITEL 5. LOGIKEN FUR ZEITABHANGIGE SYSTEME5.1.3 Bemerkung Seien  und 0 aus R mit k0.1) Ist  eine Vergleichsrelation und d eine naturliche Zahl nicht groer als k, danngilt fur jedes Register r die Beziehung (r)  d genau dann, wenn 0(r)  dgilt.2) Fur jede Rucksetzung  gilt ()k(0).3) Fur jedes w mit w 2 P existiert ein w0 mit w0 2 P und (+ w)k(0 + w0).Punkt 1) fuhrt zu der folgenden Festlegung: Fur jede Region H und jedes Re-gister r gelte H(r)  d genau dann, wenn (r)  d fur einen Uhrenstand  2 Hgilt.Aus 2) folgt, da Rucksetzoperationen auch sinnvoll auf die Menge R=k allerRegionen ubertragen werden konnen: Man setzt einfach (=k) = ()=k.Punkt 3) fuhrt zur Denition einerNachfolgerrelation auf der Menge der Regionen:k = f(=k; (+ w)=k) j w 2 Pg : (5.1)Ist  eine Folge von Uhrenstanden, so schreiben wir =k fur die Folge0=k; 1=k; 2=k; : : :Zwei FolgenH undH 0 von Regionen stimmen mit einer Folge  von Rucksetzungenuberein, wenn gilt:H0 = =k;Hi k H 0i fur i < jHj,Hi+1 = H 0ii fur i < jHj.Es soll jH 0 = j gelten und jHj = 1 + jH 0j. Die Folge  ist dann allein durch H 0bestimmt.Sei w ein unares Intervallwort und  eine gleich lange Folge von Rucksetzungen.Dann bestimmen w und  in naturlicherWeise zwei Folgen  und 0 von Uhrenstanden:0 = 0i = i + wi fur i < jwj,i+1 = ii fur i < jwj.Die beiden Folgen =k und 0=k stimmen mit  uberein.Das entscheidende Lemma in diesem Zusammenhang ist das folgende:
5.1. DIE SCHWACHE ABSTANDSLOGIK 9MSO d 1195.1.4 Lemma ([AD]) Sind H und H 0 Folgen von Regionen, die mit einer Folge ubereinstimmen, so gibt es ein unares Wort w, das zusammen mit  Folgen  und 0bestimmt, fur die H = =k und H 0 = 0=k gilt.Der Beweis wird induktiv uber die Lange der Folgen gefuhrt und nutzt 5.1.3.3)im Induktionsschritt aus.Mit Hilfe dieses Lemmas wollen wir nun zeigen:5.1.5 Lemma Zu jeder naturlichen Zahl m und jeder endlichen Menge T von m-normalen erweitert-atomaren UA-Formeln lat sich eektiv ein MSO(Bm(T ))-SatzInterpretationm(T )konstruieren, wobei T eine endliche Obermenge von T 0 mit m-normalen erweitert-atomaren UA-Formeln ist, so da fur jedes diskrete Wort v uber Bm(T ) gilt:v j= Interpretationm(T )gdw. v ist die (m;T )-Kodierung eines Intervallwortes.Beweis. Fur jede endliche Menge T 0 von m-normalen erweitert-atomaren UA-For-meln gibt es eine naturliche Zahl k, so da jede Formel aus T 0 von der Gestaltd(Xi; x)  d mit d  k und i < m ist. (Wir identizieren dabei die erweiterten Sym-bole von UA mit den erweiterten Symbolen von  d .) Fur T wahlen wir die Mengedieser Formeln. Dann ist Bm(T ) die Menge A}(T )}(m), die wir abkurzend mitB bezeichnen wollen.Fur die folgenden Untersuchungen wird die Menge m = f0; : : : ;m 1g als Uhren-menge zugrunde gelegt.Behauptung Sei (a; T ;N) ein Wort uber B und  die Folge von Rucksetzungen,die durch i = f(s; 0) j s 2 Nig deniert ist. Dann sind die beiden folgendenAussagen aquivalent:1) Das Wort (a; T ;N) ist eine (m;T )-Kodierung.2) Es gibt Folgen H und H 0 von Regionen, die mit  ubereinstimmen und soda fur jedes jede Formel  , d(Xr; x)  d aus T und jedes i < jj gilt: 2 Ti gdw. H 0i(r)  d : (5.2)Beweis. Sei M durch Mr = fi j r 2 Nig mit r < m gegeben.1))2) Ist (a; T ;N) die Kodierung eines Intervallwortes u = (a;w), so bestimmtw zusammen mit  zwei Folgen  und 0 von Uhrenstanden, so dadu(vg(i;Mr); i) = 0i(r) fur r < m und i < juj
120 KAPITEL 5. LOGIKEN FUR ZEITABHANGIGE SYSTEMEgilt, was man durch Induktion uber i einsieht. Ist demnach  eine Belegung mit(Xi) =Mi fur i < m und  , d(Xr; x)  d aus T , dann gilt(u d ; ) j=  gdw. 0(x)(r)  d :Da (a; T ;N) eine Kodierung von u und M ist, folgt daraus: 2 T(x) gdw. 0(x)(r)  d :Es gilt also 2 T(x) gdw. (0(x)=k)(r)  d :Deshalb ist 2) erfullt, wenn wir H = =k und H 0 = 0=k wahlen.2))1) In der umgekehrten Richtung geht man von den Folgen H und H 0 aus undgewinnt aus ihnen unter Benutzung von 5.1.4 zwei Folgen  und 0 von Uhrenstandenund ein unares Wort w. Wir setzen u = (a;w). Durch Induktion uber i weist man(5.3) nach. Wegen H 0 = 0=k gilt alsodu(vg(i;Mr); i)  d gdw. H 0i(r)  d fur r < m, d  k und i < juj.Fur jede Belegung  mit (Xi) = Mi fur i < m und jede Formel  , d(Xr; x)  daus T ergibt sich demnach(u d ; ) j=  gdw. H 0i(r)  d :Mit (5.2) folgt schlielich:(u d ; ) j=  gdw. d(Xr; x)  d 2 Ti :Also ist (a; T ;N) eine Kodierung von u und M . In der Formel Interpretationm(T ) braucht also nur Bedingung 2) der obigen Be-hauptung formuliert zu werden.SeiK0; : : : ;Kq 1 eine Aufzahlung der k-Klassen mitK0 = =k. Seien weiterhinJ und J 0 Folgen von jeweils q neuen Variablen.Wir konstruieren Interpretationm(T ) in der Form 9J9J 0 . Es soll fur ein Wortu = (a; T ;N ) mit  wie in der obigen Behauptung genau dann (u; ) j=  gelten,wenn es Folgen H und H 0 gibt, die Bedingung 2) der obigen Behauptung erfullen,und wenn zusatzlich fur i < q und j < juj gilt:j 2 (Ji) gdw. Hj+1 = Ki ;j 2 (J 0u) gdw. H 0j = Ki :Dann ist 9J9J 0 oensichtlich die gesuchte Formel.
5.1. DIE SCHWACHE ABSTANDSLOGIK 9MSO d 121die J bilden eine Partition des Universumsund die J 0 bilden eine Partition des Universumsund es existiert ein i mit K0kKi und 0 gehort zu J 0iund fur jedes x gilt:fur jedes i < q gilt:wenn J 0ix und x < x+ 1, dann Jj(x+ 1) fur ein j mit KikKjfur jedes a 2 A, T  T und N  m gilt:wenn J 0ix und P(a;T;N)x, dann Ki 2 KTwenn Jix und P(a;T;N)x, dann J 0jx fur das j mit Kj = KiNAbbildung 5.1: Eine Formel, die die Menge der Kodierungen aller IntervallworterdeniertDer Beweis schliet mit einer halbformalen Beschreibung von  , die in Abbil-dung 5.1 zu nden ist. Dabei sei fur jede Menge N  m die Rucksetzung N durchN = f(r; 0) j r 2 Ng deniert und es sei fur jedes T  T die Menge KT die Mengealler Regionen H mitd(Xr; x)  d 2 T gdw. H(r)  d fur r < m.Quantizierte Ausdrucke wie "fur jedes a 2 A\ konnen als Konjunktion geschriebenwerden. Aus diesem Lemma, dem speziellen Charakterisierungssatz fur Uhrenautomaten3.7.2 und dem Entscheidbarkeitskriterium 2.8.2 gewinnen wir:5.1.6 Korollar 1) Das Erfullbarkeitsproblem der Logik 9MSO d ist entscheid-bar.2) Das Leerheitsproblem fur Uhrenautomaten ist entscheidbar ([AD90]).3) Die diskrete Projektion jeder uhrenerkennbaren Sprache ist regular. Ein sie er-kennender Automat kann eektiv aus einem Uhrenautomaten fur die gegebeneSprache gewonnen werden ([AD90]).5.1.2 Nichtabschlu unter Negation undQuantorenhierarchieDurch die Korrespondenz zwischen Uhrenautomaten und existentiell-monadischen d -Formeln konnen wir das Wissen, das wir uns im letzten Kapitel uber Uhren-automaten angeeignet haben, auf 9MSO d ubertragen. Die Aussagen gelten jeweilsfur endliche, unendliche und unbeschrankte Intervallworter, was wir der Ubersicht-lichkeit halber nicht jedesmal erwahnen werden.
122 KAPITEL 5. LOGIKEN FUR ZEITABHANGIGE SYSTEMEZum einen konnen wir daraus, da die Klasse NTL der uhrenerkennbaren Spra-chen nicht unter Komplementbildung abgeschlossen ist (siehe 4.2.5), schlieen:5.1.7 Satz (Nichtabschlu unter semantischer Negation) Die schwache Ab-standslogik 9MSO d ist nicht unter Negation abgeschlossen.Damit ist gemeint, da es eine existentiell-monadische  d -Formel gibt, deren Negat(als MSO d -Formel) zu keiner existentiell-monadischen  d -Formel aquivalent ist.Eine solche Formel konnen wir 4.2.3 entnehmen:9X9x(Xx ^ :9y(x < y ^Xy) ^ 8y(x < y ! d(X; y) 6= 1)) :Da die Menge MSO d aller monadischen  d -Formeln denitionsgema schonsyntaktisch unter Negation abgeschlossen ist, erhalten wir auerdem:5.1.8 Korollar Die Logik MSO d ist ausdrucksstarker als 9MSO d .Unter anderem hatten wir in 3.7.3 gesehen, da die Analogie zwischen existentiell-monadischen  d -Formeln und Uhrenautomaten so weit geht, da d-Rang und Uh-renindex einer uhrenerkennbaren Sprache ubereinstimmen.Aus 4.3.5 erhalt man deshalb als Folgerung:5.1.9 Satz (Quantorenhierarchie) Fur jedes m > 0 ist die Sprache Lm (siehe4.3.6) durch einen existentiell-monadischen  d -Satz denierbar, der m monadischeExistenzquantoren besitzt, aber durch keinen existentiell-monadischen  d -Satz mitweniger Mengenquantoren.Beweis. Die obere Schranke fur die Anzahl der benutzten Quantoren ist dem nach-folgenden Beispiel (siehe 5.1.10) zu entnehmen. Angenommen, man konnte Lm durcheine existentiell-monadische  d -Formel mit m   1 Quantoren beschreiben. Dannkonnte diese Formel auch so gewahlt werden, da eine feste Variable x als obereSchranke in allen erweitert-atomaren Teilformeln erscheinen wurde. Dies wurde je-doch 3.7.3 und 4.3.7 widersprechen. 5.1.10 Beispiel (4.3.6 fortgef.) Die Sprache Lm wird durch den folgenden Satzmit m monadischen Existenzquantoren deniert:9X0 : : :9Xm 18x ^i<m ^i<i0<m:(Xix ^Xi0x) ^ (X00 ^X11 ^ : : : ^Xm 1(m  1)^ ^j<m 8x(Xjx$ Xj(x+m)) ^ ^j<m 8x(Xjx! d(Xj ; x+m  1) = 1) :Man beachte, da bei der Umwandlung in eine reine existentiell-monadische  d -Formel keine zusatzlichen Mengenvariablen eingefuhrt werden mussen. (Vgl. dazuden Beweis von 2.7.5.)
5.1. DIE SCHWACHE ABSTANDSLOGIK 9MSO d 123Das Ergebnis 5.1.9 steht im Kontrast zu einem Satz von Wolfgang Thomas (siehe[Tho82]), der besagt, da jede regulare Sprache (endlicher oder unendlicher) diskre-ter Worter durch einen existentiell monadischen -Satz mit einer Mengenvariablendenierbar ist.5.1.3 Abstandsmessung in die ZukunftDenitionsgema sind die in 9MSO d benutzten erweitert-atomaren Formeln vonder Gestaltd(X;x)  d : (5.3)Eine solche Formel bedeutet: "Die Gesamtdauer der Ereignisse zwischen dem Er-eignis x (einschlielich) und dem letzten Ereignis davor (ausschlielich), das zu derMenge X gehort, erfullt die Bedingung  d. Gibt es kein solches Ereignis, so erfulltdie Gesamtdauer aller Ereignisse vom Beginn des Wortes bis zum Ereignis x (ein-schlielich) die Bedingung  d.\ Von x aus gesehen wird also eine Dauer- oder auchAbstandsmessung in die Vergangenheit vorgenommen. Es stellt sich damit sofort dieFrage, ob man auch Abstandsmessungen in die Zukunft zulassen darf, ohne da sichdie Ausdrucksstarke von 9MSO d andert.Wir wollen in diesem Abschnitt beweisen, da jede Abstandsmessung in die Zu-kunft auf Abstandsmessungen in die Vergangenheit zuruckgefuhrt werden kann.Die zu (5.3) duale Version ist:d(x;X)  d : (5.4)Wir erweitern die Signatur  d jeweils um ein neues erweitertes Symbol !d d desTyps (1; 1) und bezeichnen die entstehende Signatur mit $d .Um formal die Bedeutung der neuen Symbole erklaren zu konnen, denieren wirzuerst die zu vg duale Funktion nf: Ist M eine Menge von naturlichen Zahlen undm eine naturliche Zahl, so ist der Nachfolger von m in M , in Zeichen nf(m;M), diekleinste Zahl aus M , die groer als m ist, sofern es eine solche gibt, ansonsten seinf(m;M) undeniert.Mit jedem Intervallwort u assoziieren wir eine $d -Struktur u$d , die eine Ex-tension von u d sein soll. Die Interpretation von !d d in u$d sei die Menge, die(M;m) enthalte, wenn nf(m;M) deniert ist und du(M;m;nf(m;M))  d gilt oderwenn nf(m;M) nicht deniert ist, u endlich ist und du(M;m; juj + 1)  d gilt. Fur!d d(X;x) schreiben wir (5.4). Eine solche Formel ist auch eine relative Abstandsfor-mel, eine sogenannte Zukunftsformel in X.Damit bedeutet (5.4): "Es gibt eine Stelle inX, die goer als x ist, und die Gesamt-dauer der Ereignisse zwischen x (einschlielich) und dem nachsten Ereignis danach(ausschlielich), das zu X gehort, erfullt die Bedingung  d. Oder das gegebene Wort
124 KAPITEL 5. LOGIKEN FUR ZEITABHANGIGE SYSTEMEist endlich, es gibt kein auf x folgendes Ereignis, das zu X gehort, und die Gesamtdau-er der Ereignisse von x (einschlielich) bis zum Ende des Wortes erfullt die Bedingung d.\Die Gleichwertigkeit von 9MSO d und 9MSO$d wird in dem folgenden Satzausgedruckt:5.1.11 Satz Jeder 9MSO$d -Satz kann eektiv in einen aquivalenten 9MSO d -Satz umgewandelt werden.Beweis. Nach 2.7.6 reicht es, eine aquivalente existentiell-monadische 0 d -Formelmit Mengentermen zu konstruieren.Sei dazu  , 9X0 : : :9Xl 10 eine 9MSO$d -Formel, die als Teilformel eine Zu-kunftsformel in X enthalte. Wir konstruieren eine zu  aquivalente Formel  , diekeine neuen Zukunftsformeln und zusatzlich keine Zukunftsformel in X enthalt. Einewiederholte Anwendung der Konstruktion liefert dann die gewunschte Formel.Wir behandeln den Fall der unendlichen Intervallworter und erlautern am Ende desBeweises die Modikationen, die im Fall der endlichen Intervallworter vorgenommenwerden mussen.Es sei m eine obere Schranke fur die Vergleichswerte, die in den Teilformeln von ,die Zukunftsformeln in X sind, auftreten.Die gesuchte Formel  soll die Gestalt9X0 : : :Xl 19G0 : : :9Gm9E0 : : :9Em9K(Kodierungm(G;E;K;X) ^ 00)haben. Dabei soll fur jede Interpretation I die Beziehung I j= Kodierungm genau danngelten, wenn die beiden folgenden Bedingungen fur jedes c mit c  m erfullt sind:I j= 8x(Ecx$ d(x;X) = c) und I j= 8x(Gcx$ d(x;X) > c) ;und es soll K mit den Elementen belegt sein, die keinen X-Nachfolger besitzen. DieE-Variablen sollen also die 'gleich`-Bedingungen und die G-Variablen die 'groer`-Bedingungen kodieren. Die Formel 00 entstehe aus der Formel 0 durch Substitutionder erweitert-atomaren Formeln der Gestalt d(y;X)  c durch  gema folgenderTabelle: = > <   6= Ecy Gcy :Ecy ^ :Gcy ^ :Ky Ecy _Gcy :Gcy ^ :Ky :Ecy ^ :KyAus der Konstruktion von 00 wird ersichtlich, da die neue Formel  zu  aqui-valent ist, sofern Kodierungm die geforderten Eigenschaften hat. Es reicht also, einKonstruktionsverfahren fur Kodierungm anzugeben.Wir wahlen ein induktives Verfahren und beginnen mit m = 0. In diesem seiKodierung0 , 8x(:E0x ^ (Kx$ :9y(x < y ^Xx)) ^ (G0x$ :Kx))
5.1. DIE SCHWACHE ABSTANDSLOGIK 9MSO d 125Kodierungm 1 undfur alle x aus X gilt:falls es ein y unter x mit Emy gibt, so gilt:y ist eindeutigund d(Em   1; x  1) = mund Gmy0 fur alle y0 unter x mit y0 < yund Gmy0 fur kein y0 unter x mit y  y0und falls es kein y unter x mit Emy aber eins mit Gmy gibt,gilt fur das grote dieser Art:d(Gm   1; x  1) > mund y + 1 = x oder nicht d(Gm; x  1) > mund Gmy0 fur alle y0 unter x mit y0 < yund falls es kein y unter x mit Emy oder Gmy gibt, gilt:nicht d(X   1; x  1)  mund fur alle x aus K gilt:x gehort weder zu Em noch zu GmAbbildung 5.2: Zur Eliminierung von ZukunftsformelnEs steht "ein y liegt unter x\ dafur, da y kleiner als x ist und da zwischen y und x kein Elementaus X liegt. Auerdem ersetzt Z   1 den Mengenterm fx j :x = x+ 1 ^ Z(x+ 1)g.(Beachte, da d(x;X) = 0 nie gilt und d(x;X) > 0 nur dann nicht, wenn es keinElement in X gibt, das groer als x ist.)Der Ubersichtlichkeit halber wahlen wir im Induktionsschritt (m > 0) eine halb-formale Darstellung der Formel, die ohne weiteres in eine reine 9MSO0 d -Formel mitMengentermen umgesetzt werden kann. Die Formel ist in Abbildung 5.2 zu nden.Wir benutzen die Sprechweise "ein y liegt unter x\, die bedeuten soll, da y kleinerals x ist und da zwischen y und x kein Element aus X liegt. (Dies kann z.B. durchx < y ^ :9x0(x < x0 < y ^ Xx0) ausgedruckt werden.) Es stehe Z   1 fur denMengenterm fx j :x = x+ 1 ^ Z(x+ 1)g.Im Fall der endlichen Intervallworter ist die Variable K uberussig, da deniti-onsgema fur jede Stelle ohne X-Nachfolger stattdessen max genommen wird. Dem-entsprechend mu die universelle Quantizierung in Abbildung 5.2 nicht nur alle Ele-mente aus X durchlaufen, sondern es mu auch max in Betracht gezogen werden. 5.1.4 EindeutigkeitIn Abschnitt 4.5 haben wir eindeutige Uhrenautomaten eingehend untersucht. Auf derlogischen Seite entspricht einem eindeutigen Automaten eine 'eindeutige` existentiell-monadische Formel:
126 KAPITEL 5. LOGIKEN FUR ZEITABHANGIGE SYSTEME5.1.12 Denition (eindeutige Formeln) Sei 
 eine Wortsignatur. Eine existen-tiell-monadische 
-Formel  , 9X0 : : :9Xm 10 heit eindeutig, wenn es fur jede
-Wortstruktur M hochstens eine erfullende Interpretation (M; ) von 0 gibt.Wir beweisen zuerst die Korrespondenz zwischen eindeutigen Uhrenautomatenund eindeutigen 9MSO d -Formeln.5.1.13 Lemma Eine uhrenerkennbare Sprache ist genau dann eindeutig erkennbar,wenn sie durch einen eindeutigen 9MSO d -Satz deniert wird.Beweis. Zuerst bemerken wir, da die im speziellen Charakterisierungssatz fur Uh-renautomaten (siehe 3.7.2) vorgestellten Konstruktionen zur Umwandlung von exi-stentiell-monadischen UA-Formeln in existentiell-monadische  d -Formeln und um-gekehrt die Eigenschaft der Eindeutigkeit erhalten. Es reicht also, wenn wir anstellevon  d -Formeln UA-Formeln betrachten.()) Die Formel akzBer aus Abschnitt 2.4 hat fur ein gegebenes Intervallwort u ge-nauso viele erfullende Interpretationen (uUA ; ), wie es akzeptierende Berechnungendes gegebenen Automaten auf u gibt. (Vgl. auch den Beweis von 4.5.3.)(() Um dies einzusehen, analysieren wir die Konstruktion im Beweis der Im-plikation von 1) nach 2) im Charakterisierungssatz 2.3.2, siehe S. 33. Dazu sei eineeindeutige existentiell-monadische UA-Formel  gegeben. Aus 2.5.3 folgt, da fur je-des Intervallwort hochstens eine Kodierung die Formel  erfullt. Also wird auch vondem zu  aquivalenten Automaten A hochstens eine Kodierung eines Intervallworteserkannt. Aus der Konstruktion von Â (vgl. auch den Beweis von 2.6.1) ergibt sichdann aber, da Â hochstens eine akeptierende Berechnung auf jedem Intervallwortausfuhrt. Es sei nebenbei bemerkt, da man sich mit der gleichen Uberlegung leicht davonuberzeugen kann, da dieses Lemma allgemein fur "eindeutige\ -Automaten undeindeutige 9MSO-Formeln gilt.Bevor wir zum Beweis von 4.4.1 ubergehen, wollen wir noch eine wichtige Eigen-schaft der im Beweis von 5.1.11 konstruierten Formel festhalten:5.1.14 Lemma Ist  eine eindeutige existentiell-monadische $d -Formel, so gibt esdazu eine aquivalente eindeutige existentiell-monadische  d -Formel.Beweis. Man betrachte dazu die im Beweis von 5.1.11 vorgestellte Konstruktionzur Umwandlung einer existentiell-monadischen  d -Formel  in eine aquivalenteexistentiell-monadische $d -Formel 0: Die Formel Kodierungm ist derart, da dienach dem Verfahren zur Elimination von Mengentermen (siehe 2.7.4) entstehendeaquivalente 9MSO d -Formel eindeutig ist. Auerdem ist 00 eindeutig, sofern dieAusgangsformel eindeutig ist. Damit ist die gesamte Formel eindeutig. 
5.2. UNENTSCHEIDBARE ERWEITERUNGEN UND MODIFIKATIONEN 127Beweis von Satz 4.4.1 Wegen 5.1.13 und 5.1.14 reicht es, wenn wir zu jedembeschrankten, deterministischen Zweiwege-Uhrenautomaten eine aquivalente eindeu-tige $d -Formel konstruieren. Mit einigen Abanderungen versehen kann die in Ab-schnitt 2.4 konstruierte Formel akz ubernommen werden, die die Existenz einer akzep-tierenden Berechnung beschreibt. Dabei werden Mengenvariablen fur die Kodierungder die Berechnung bestimmenden Transitionsfolge und Abstandsformeln zur Uber-prufung der Registertests benutzt.Durch die k-Beschrankung wird die Kodierung der Transitionsfolge moglich. Manbenutzt die k-fache Anzahl von Mengenvariablen zuzuglich von Hilfsvariablen, diedie Umkehrpunkte eines Laufes beschreiben. Entscheidend bei der Uberprufung derUhrentests ist, da auch Abstandsvergleiche in die Zukunft zur Verfugung stehen.Diese ermoglichen namlich die Uberprufung eines Uhrentests an Stellen, an deneneine Uhr getestet werden soll, die zum letzten Mal an einer Stelle rechts von deraktuellen Stelle zuruckgesetzt wurde.Die Eindeutigkeit der Formel wird durch den Determinismus des gegebenen Zwei-wege-Uhrenautomten garantiert. 5.2 Unentscheidbare Erweiterungen und Modi-kationen von 9MSO dAusschlaggebend fur die Entscheidbarkeit des Erfullbarkeitsproblems von 9MSO dist der Umstand, da direkte Abstandsvergleiche zwischen beliebigen Momenten nichtmoglich sind. Wir wollen dies exakt formulieren.5.2.1 Denition (Signatur d) Die Signatur d entsteht aus  durch Hinzunah-me eines binaren Symbols dc fur jede Vergleichsrelation und jede naturliche Zahl c.Aus jedem Intervallwort u = (a;w) erhalten wir nun eine d-Struktur ud, indemwir festlegen, da dc in ud durch die Mengef(i; j) j i  j ^Wi+1  Wj  cginterpretiert wird und ud   = a fordern. D. h., dc(x; y) trit zu, wenn derAbstand zwischen Position x und Position y + 1 die Bedingung  c erfullt. Deshalbschreiben wir fur dc(x; y) auch einfachd(x; y)  c :Diese Schreibweise steht mit den Vereinbarungen in Unterabschnitt 3.7.1 in Einklang.5.2.2 Denition (volle Abstandslogik) Die Sprache MSOd wird auch als volleAbstandslogik bezeichnet.
128 KAPITEL 5. LOGIKEN FUR ZEITABHANGIGE SYSTEMEOensichtlich lat sich die Formel d(X;x)  c aquivalent in9y(y < x ^Xy ^ :9y0(y < y0 ^ y0 < x ^Xy0) ^ d(y; x)  c)_ (:9y(Xy ^ y < x) ^ d(0; x)  c)umformen. Daraus folgt:5.2.3 Bemerkung Jeder existentiell-monadische  d -Satz ist aquivalent zu einemexistentiell-monadischen d-Satz.In [AFH91] ist nun schon das folgende Resultat zu nden:5.2.4 Satz ([AFH91]1) Die in der Sprache der ersten Stufe in der Signatur  [fd=1g formulierbare Theorie der Intervallworter ist unentscheidbar. (Dies gilt sowohlfur endliche wie auch fur unendliche und unbeschrankte Intervallworter. Es wird je-weils vorausgesetzt, da das Alphabet mindestens drei Elemente besitzt.)Die Theorie der unendlichen bzw. der unbeschrankten Intervallworter ist sogar11-schwierig.Der Beweis erfolgt durch Reduktion des Halteproblems fur Zweiregistermaschinen(vgl. 4.4.1). Ein weiteres negatives Ergebnis uber mogliche Erweiterungen der schwachen Ab-standslogik erhalten wir aus den Untersuchungen in Abschnitt 4.7 (vgl. auch Abbil-dung 4.7):5.2.5 Satz Ist P eine Teilmenge von Z, die mindestens zwei Elemente besitzt, dannist das Erfullbarkeitsproblem von 9MSOP unentscheidbar. Damit ist 9MSO d zumindest in dem Rahmen, der durch hybride Automatenund -Automaten vorgegeben ist, die ausdruckstarkste Logik mit entscheidbaremErfullbarkeitsproblem.Abschlieend sei noch erwahnt:5.2.6 Satz Die MSO d -Theorie der endlichen, unendlichen bzw. unbeschranktenIntervallworter ist unentscheidbar.Beweis. Dazu wird das fur Uhrenautomaten unentscheidbare Universalitatsproblem(siehe [AD90] bzw. [AD]) auf das gegebene Problem reduziert: Zu einem gegebenenUhrenautomaten konstruiere man einen aquivalenten 9MSO d -Satz  und uber-prufe, ob : erfullbar ist. Ist dies der Fall, dann ist die Antwort auf das Universa-litatsproblem 'nein`, andernfalls 'ja`.1In der angegebenen Arbeit [AFH91] wird dieses Ergebnis fur die Logik MTL formuliert, ist aberauf die hier angegebene Logik erster Stufe direkt ubertragbar.Man vergleiche hierzu auch die klassischen Ergebnisse [TM51] und [She75] uber die rellen Zahlen.
5.3. PTL UND ERWEITERUNGEN NACH MANNA UND PNUELI 129Fur die Unentscheidbarkeit des Universalitatsproblems wird in [AD] ein minde-stens dreielementiges Alphabet vorausgesetzt. Auf diese Einschrankung kann hier ver-zichtet werden, weil Buchstabenpradikate durch entsprechende monadische Variablenersetzt werden konnen. 5.3 PTL und Erweiterungen um Zeitoperatorennach Manna und PnueliDie temporalen Logiken mit Zeitabhangigkeit, die in diesem und im nachsten Unter-abschnitt behandelt werden sollen, konnen aus syntaktischer und semantischer Sichtals Erweiterung der propositionalen Zeitlogik PTL ([Pnu77]) angesehen werden, wes-halb wir diese noch einmal kurz vorstellen wollen.5.3.1 PTLDie Syntax von PTL ist durch das Regelsystem in Abbildung 5.3 beschrieben, in dem und  fur Formeln stehen und a fur einen Buchstaben des Alphabets steht.tt j pa j  ^  j : j  j { j U j S Abbildung 5.3: Die Syntax von PTLPTL-Formeln werden in diskreten Wortern interpretiert. Ist u = a ein diskretesWort und i < juj, so wird das Paar (u; i) als Interpretation bezeichnet. Induktiv wird(u; i) j=  nach folgenden Regeln deniert:Es gilt immer (u; i) j= tt, und es gilt (u; i) j= pa, falls ai = a gilt. Damit stehtpa fur: "Ereignis i hat den Typ a\. Negation und Konjunktion werden wie ublichbehandelt.Es gilt (u; i) j=, falls i+ 1 < juj ist und (u; i+ 1) j=  gilt. Entsprechend gilt(u; i) j= {, falls i > 0 ist und (u; i   1) j=  gilt. Damit steht  fur die nachsteStelle und { fur die vorhergehende.Es gilt (u; i) j= U , wenn es eine Stelle j mit j  i gibt, so da (u; j) j=  und zusatzlich (u; i0) j=  fur jede Stelle i0 mit i  i0 < j gilt. Entsprechend gilt(u; i) j= S , wenn es eine Stelle j gibt, die kleiner als oder gleich i ist und so da(u; j) j=  und zusatzlich (u; j0) j=  fur jede Stelle j0 mit j < j 0  i gilt. Es stehtalso U fur "es gilt , bis irgendwann spater  gilt\ und S fur: "es gilt , seitirgendwann vorher einmal  galt\.
130 KAPITEL 5. LOGIKEN FUR ZEITABHANGIGE SYSTEMEEin Wort u erfullt eine PTL-Formel , ist ein Modell von , falls (u; 0) j=  gilt.Dadurch deniert eine PTL-Formel eine Sprache von diskreten Wortern, namlich dieMenge ihrer Modelle.In [Wol83] wurde PTL um sogenannte Automatenoperatoren erweitert, was eben-falls kurz erlautert werden soll. Die Elemente der Menge 2n, also die Funktionenn ! 2, werden im folgenden auch als Spaltenvektoren mit n Zeilen und Eintragenaus f0; 1g geschrieben.Unter einer Automatenformel versteht man Formeln der GestaltA+(0; : : : ; n 1) oder A (0; : : : ; n 1) ; (5.5)wobei A fur einen Rabin-Scott-Automaten uber dem Alphabet 2n steht und 0, : : : ,n 1 schon konstruierte Formeln sind.Eine Automatenformel ist an einer Stelle wahr, wenn sie beim Lesen der Wahr-heitswerte der Formeln, aus denen sie zusammengesetzt ist, einen Endzustand erreicht.Dabei lat man den Automaten nach rechts (+) oder links ( ) laufen. Dies wird imfolgenden formalisiert.Ist u ein Wort und ist 0, : : : , n 1 eine Folge von Formeln, so kodieren wir dieWahrheitswerte, die die Aussage (u; i) j= j jeweils annimmt, in einem diskreten Wortx uber 2n gema der folgenden Gleichung:xi(j) = 8><>: 1 ; falls (u; i) j= j,0 ; falls nicht (u; i) j= j.Damit ist die j-te Komponente im i-ten Vektor genau dann Eins, wenn (u; i) j= jgilt. Das Wort x wird mit [u; ] bezeichnet.Ist I = (u; i) eine Interpretation und  , A+(0; : : : ; n 1), so gilt I j= , falls eseine Position j mit j  i gibt, so da [u; ](i; j + 1) zu der von A erkannten Sprachegehort. D. h., die Formel  ist wahr an Stelle i, wenn es eine Stelle j in der Zukunftgibt, so da die Wahrheitswerte der Formeln aus  zwischen beiden Positionen einWort ergeben, das von A akzeptiert wird.Symmetrisch dazu gilt I j= A (0; : : : ; n 1), wenn es eine Position j mit j  igibt, so da [u; ](i+1; j) von A akzeptiert wird. (Man beachte die Konventionen zurBeschreibung von Segmenten aus dem ersten Abschnitt der Arbeit, "Notation\.)Hat man Automatenformeln zur Verfugung, so werden der Bis- und der Seit-Operator sowie und { entbehrlich:5.3.1 Bemerkung 1) Ist A ein endlicher diskreter Rabin-Scott-Automat, der dieSprache 22(10+ 11)(01+ 11) erkennt, so ist U zu A+(; ) und S zuA (; ) aquivalent.
5.3. PTL UND ERWEITERUNGEN NACH MANNA UND PNUELI 1312) Ist B ein endlicher diskreter Rabin-Scott-Automat, der die Sprache, die diebeiden Worter 01 und 11 der Lange 2 enthalt, erkennt, so ist zu B+() und{ zu B () aquivalent.5.3.2 Die Erweiterung um den AltersoperatorDie erste Erweiterung von PTL um zeitabhangige Konstrukte, die hier betrachtetwird, heit TL  (siehe [MP93]). Man erhalt ein Regelsystem fur TL , indem man zudem System in Abbildung 5.3 die Regel ()  dhinzunimmt, wobei  eine der ublichen Vergleichsrelationen und d eine naturlicheZahl ist.Eine Formel dieser Logik wird ahnlich wie eine PTL-Formel uber einem Intervall-wort zusammen mit einem seiner Stellen interpretiert.Sei also I = (u; i) eine entsprechende Interpretation mit u = (a;w). Die schon ausPTL bekannten Sprachkonstrukte behalten ihre Bedeutung, wobei man die Bewertungvon u einfach ignoriert.Auf die Bewertung wird einzig und allein durch den sogenannten Altersoperator('age`-Operator)   Bezug genommen: Falls I j=  nicht gilt, so gelte (u; i) j=  ()  d,falls 0  d gilt. Andernfalls gibt es eine kleinste naturliche Zahl j mit der Eigenschaft,da fur alle j0 mit j  j0  i die Beziehung (u; j 0) j=  erfullt ist. Dann gelte(u; i) j=  ()  d, falls Wi+1  Wj  d gilt. Damit gibt  () an, wie lange  an derPosition i+ 1 schon gultig ist, in gewissem Sinne also das "Alter\ von .Ein Intervallwort erfullt eine TL -Formel , falls  an der Stelle Null erfullt ist.Damit ist die Modellmenge einer TL -Formel  genau wie bei PTL durch fu j (u; 0) j=g gegeben.In [MP93] werden TL -Formeln zur Spezikation zeitabhangiger Systeme benutzt,und zur Verikation geben Manna und Pnueli Schluregeln an. Wir konnen durcheine eektive Einbettung von TL  in 9MSO d die Entscheidbarkeit der Theorievon TL  nachweisen. Insbesondere ergibt sich daraus, da das Modellproblem furUhrenautomaten und TL  entscheidbar ist.5.3.2 Lemma Jede TL -Formel kann eektiv in eine aquivalente 0 d -Formel mitMengentermen umgewandelt werden, die ohne Mengenvariablen auskommt.Beweis. Induktiv wird zu jeder TL -Formel  eine 0 d -Formel  , (x) konstru-iert, die die Menge aller Stellen deniert, an denen  wahr ist: Es soll (u; i) j=  genaudann gelten, wenn (u0 d ; ) j=  fur eine (jede) Belegung  mit (x) = i gilt. Dannist die Formel (0) zu  aquivalent.Fur tt ist die Behauptung trivial. Ist  gleich pa, so setzt man  = Pax. Kon-junktion und Negation ubertragen sich wie ublich.
132 KAPITEL 5. LOGIKEN FUR ZEITABHANGIGE SYSTEMEFur  verfahrt man wie folgt, wenn  schon konstruiert wurde:()(x) , :x = x+ 1 ^ (x+ 1) :Dementsprechend wird auch ( {) konstruiert.Fur das Bis-Konstrukt ergibt sich(U ) , 9y(x < y ^  (y) ^ 8x0(x < x0 < y ! (x0)) :Eine entsprechende Konstruktion wird fur eine Seit-Formel angewandt.Zum Schlu behandeln wir den Altersoperator. Dazu betrachten wir die Formel ()  d. Die Formel ( ()  d) trit eine Fallunterscheidung danach, ob  an derjeweiligen Stelle gilt oder nicht:( ()  d) , (:(x)! 0  d) ^ ((x)! d(fx j :(x)g; x)  d) :Hierbei stehe 0  d fur den entsprechenden Wahrheitswert. 5.3.3 Satz 1) Das Erfullbarkeitsproblem ist fur TL  entscheidbar.2) Die TL -Theorie der Intervallworter ist entscheidbar.3) Es ist entscheidbar, ob ein durch einen Uhrenautomaten gegebenes zeitabhangi-ges System eine Spezikation in TL  erfullt.Beweis. 1) Dies folgt aus 5.3.2 und der Entscheidbarkeit des Erfullbarkeitsproblemsfur 9MSO d (siehe 5.1.6) unter Beachtung der Ergebnisse uber Spracherweiterungenexistentiell-monadischer Logiken, die wir in Abschnitt 2.7 erzielt haben.2) Dies ist eine Folgerung aus 1), da TL  unter Negation abgeschlossen ist.3) Wir skizzieren ein Entscheidungsverfahren fur das fragliche Modellproblem.Dazu gehen wir von einem Uhrenautomaten A und einer TL -Spezikation  aus. ZuA konstruieren wir eine aquivalente 9MSO d -Formel  und zu  die Formel (:)wie im Beweis von 5.3.2. Dann ist ,  ^ (:)eine existentiell-monadische0 d -Formel mit Mengentermen, die genau dann erfullbarist, wenn es ein Intervallwort gibt, das von A erkannt wird und  nicht erfullt, d. h.,wenn A die Spezikation  nicht erfullt. Wir brauchen also  nur in eine aquivalente d -Formel umzuwandeln und anschlieend die Antwort auf den Erfullbarkeitstestzu negieren, um eine Antwort auf das Modellproblem zu erhalten. 
5.4. METRISCHE ZEITLOGIKEN 1335.3.3 Die Erweiterung um den DaueroperatorIn [MP93] wird auer der Logik TL  auch die umfassendere Logik TL R betrachtet.Diese gewinnt man aus TL  unter Hinzunahme der RegelZ   d : (5.6)Eine Interpretation (u; i) erfullt diese Formel, fallsXji:(u;j)j=wj  d (5.7)gilt. Damit steht (5.6) fur die Aussage: "die Gesamtdauer der Ereignisse, die an Stel-len stehen, an denen  galt, zuzuglich der Dauer des aktuellen Ereignisses, falls momentan gilt, erfullt die Bedingung  d\.Analog zu 5.3.2 konnen wir hier zeigen:5.3.4 Lemma Jede TL R -Formel lat sich eektiv in eine aquivalente 0dur-Formelmit Mengentermen umwandeln, die ohne Mengenvariablen auskommt.Beweis. Wie im Beweis von 5.3.3 konstruiert man zu jeder TL R -Formel  einedur-Formel  , (x), die die Menge aller Stellen deniert, an denen  wahr ist.Aufgrund der schon im Beweis von 5.3.3 angestellten Uberlegungen, reicht es hier,wenn wir den Induktionsschritt fur den Daueroperator durchfuhren.Dazu sei  , R 0  d gegeben. Dann istdur(;; fx j 0g; x)  ddie gesuchte Formel. Daraus konnen wir schlieen:5.3.5 Satz Zu jedem TL R -Satz lat sich eektiv ein aquivalenter Uhrenautomat mitHaltemoglichkeit konstruieren.Beweis. Dies folgt aus 5.3.4 unter Verwendung des speziellen Charakterisierungs-satzes fur Uhrenautomaten mit Haltemoglichkeit 3.7.9 und den Ergebnissen aus Ab-schnitt 2.7. 5.4 Metrische ZeitlogikenIm Gegensatz zu der Erweiterung von PTL durch zusatzliche Operatoren, die aufdie Bewertung der zugrundeliegenden Intervallworter zuruckgreifen, werden in densogenannten metrischen Logiken die schon vorhandenen logischen Quantoren Bis undSeit mit zeitlichen Einschrankungen versehen, die durch reelle Intervalle angegebenwerden.
134 KAPITEL 5. LOGIKEN FUR ZEITABHANGIGE SYSTEME5.4.1 Denition (reelle Intervalle) Es ist K die Menge aller nichtleeren (oenen,halboenen, geschlossenen) Intervalle in P0 mit Grenzen in N1. Mit K0 wird dieTeilmenge von K bezeichnet, die aus den Intervallen besteht, die mindestens zweiElemente besitzen. Diese Intervalle werden auch als nichtsingular bezeichnet.Z.B. gehoren die Intervalle [3; 3], (0; 5] und [13;1) zu K, nicht aber jedoch [3; 3]zu K0.5.4.2 Bemerkung Fur jedes Intervall I aus K gibt es Vergleichsrelationen 0 und1 und naturliche Zahlen d0 und d1, so da I = fr 2 P0 j r 0 d0 ^ r 1 d1g gilt.5.4.1 Metrische Zeitlogiken nach Alur und HenzingerDie Logiken MTL ('metric temporal logic`), MITL ('metric interval temporal logic`)und MITLp ('metric interval temporal logic with past operators`) wurden in [AH90],[Alu91] bzw. [AH92] eingefuhrt. Ein einheitlicher Zugang wird durch die Einfuhrungvon MTLp gewahrleistet. Die Syntax dieser Sprache ist in dem Diagramm in Abbil-dung 5.4 wiedergegeben. Darin stehen  und  fur Formeln, es steht I fur ein Intervallaus K und a fur einen beliebigen Buchstaben des Alphabets.tt j pa j  ^  j : j UI j SI Abbildung 5.4: Die Syntax von MTLpAus MTLp ergibt sich MTL durch Weglassen der letzten Regel (siehe [AH90]),MITLp durch die Einschrankung auf nichtsingulare Intervalle (also auf Intervalle ausK0, siehe [AH92]) und MITL durch Weglassen der letzten Regel und zusatzliche Ein-schrankung auf nichtsingulare Intervalle (siehe [AFH91]).Wie bei TL  und TL R werden die Formeln von MTLp in einem Intervallwortzusammen mit einer Stelle interpretiert. Die Bedeutung der atomaren Formeln undder booleschen Kombinationen wird ubernommen.Zur Erlauterung der anderen Sprachkonstrukte setzen wir eine Interpretation I =(u; i) als gegeben voraus.Es gilt I j= UI genau dann, wenn es ein j gibt, so da j  i, Wj+1  Wi 2 I,(u; j) j=  und (u; i0) j=  fur alle i0 mit i  i0 < j gelten. Entsprechend erfolgt dieInterpretation von SI : Es gilt I j= SI genau dann, wenn es eine Position j gibt,so da j  i, Wi+1  Wj 2 I, (u; j) j=  und (u; j0) j=  fur alle j0 mit j < j 0  igelten. Es steht also UI fur die Aussage: "es gilt , bis irgendwann in der Zukunft gilt, und der Abstand dieses Zeitpunktes zur Gegenwart liegt in I\, wahrend SI ausdruckt: "es gibt einen Zeitpunkt in der Vergangenheit, zu dem  galt, seitdem gilt und dessen Abstand zur Gegenwart in das Intervall I fallt.\
5.4. METRISCHE ZEITLOGIKEN 135Insbesondere bezieht sich die Intervalleinschrankung in einer Formel der Gestalt(:tt)UItt immer auf die Lange des aktuellen Ereignisses.Wenn singulare Intervalle als zeitliche Einschrankungen genutzt werden konnen,dann erhalt man Logiken mit groer Ausdrucksstarke:5.4.3 Satz ([AH90]) Die MTL-Theorie der Intervallworter ist unentscheidbar.Demgegenuber steht die Entscheidbarkeit des Erfullbarkeitsproblems fur MITLund MITLp (siehe [Alu91] und [AH92]), aus dem auch die Entscheidbarkeit der ent-sprechenden Theorien folgt.Die entscheidende Eigenschaft nichtsingularer Intervalle, die in den Beweisen vonAlur und Henzinger die tragende Rolle spielt, ist die folgende:5.4.4 Bemerkung Ist I 2 K0, r 2 P0 und sind e und f zwei weitere reelle Zahlenmit den folgenden Eigenschaften: e  r  f und f   e < 1, dann gilt e 2 I oderf 2 I.Diese Eigenschaft erlaubt eine eektive Einbettung von MITLp in 9MSO$d ,aus der dann ebenfalls die Entscheidbarkeit des Erfullbarkeitsproblems folgt. DieseEinbettung kann allerdings fur eine noch groere und ausdrucksstarkere Formelklassedurchgefuhrt werden, womit das Ergebnis aus [AH92] verbessert wird. Beides, dieSpracherweiterung und die Einbettung, wird im folgenden Abschnitt vorgestellt.5.4.2 Erweiterung um AutomatenoperatorenUmMITLp zu EMITLp ('extended metric interval temporal logic`) zu erweitern, wer-den neue Regeln fur Automatenoperatoren hinzugenommen, die aus den herkommli-chen Automatenoperatoren durch Hinzufugen einer Intervalleinschrankung entstehen:A+I (0; : : : ; n 1) j A I (0; : : : ; n 1) ; (5.8)wobei A wie in (5.5) fur einen diskreten Rabin-Scott-Automaten uber dem Alphabet2n und I fur ein Element aus K0 steht.Die Semantik der neuen Formeln ergibt sich in naturlicher Weise: Ist I = (u; i)eine Interpretation mit u = (a;w) und  , A+I (0; : : : ; n 1), so gilt I j= , falls eseine Position j mit j  i gibt, so da [u; ](i; j + 1) zu der von A erkannten Sprachegehort und Wj+1  Wi 2 I gilt. Entsprechendes gilt fur Vergangenheitsformeln.Bevor wir uns dem zentralen Satz in diesem Abschnitt zuwenden, wollen wir einBeispiel fur eine EMITLp-Formel naher betrachten.5.4.5 Beispiel Wir wollen eine Formel konstruieren, die folgendes aussagt: "Auf je-des zweite Ereignis des Typs a folgt ein Ereignis des Typs b innerhalb der nachsten
136 KAPITEL 5. LOGIKEN FUR ZEITABHANGIGE SYSTEMEfunf Zeiteinheiten.\ Wegen der Zahlbedingung "jedes zweite Ereignis\ kann keine For-mel aus MITL oder MITLp diese Bedingung ausdrucken. Gerade die Zahlbedingungkann aber durch einen entsprechenden Automatenoperator erfat werden.Wir benutzen die folgenden Abkurzungen:amAnfang , :A [0;1)(tt) ;[0;5] , ttU[0;5] ; , :(ttU[0;1):) :Dabei soll A die Sprache uber dem Alphabet 2 erkennen, die alle Worter der Langezwei enthalt. Dann ist die Formel amAnfang nur an der ersten Stelle wahr. Die Formel[0;5] besagt, da  in den nachsten funf Zeiteinheiten wahr werden wird, und steht dafur, da  immer wahr ist.Auerdem benotigen wir einen AutomatenB, der die Sprache M , die durchM =10001000 1000 11+ 100001 gegeben ist, erkennt. Eine endliche Folgevon zweizeiligen Vektoren uber f0; 1g gehort zuM , wenn in der zweiten Komponentenur am Schlu eine Eins steht und in der ersten Komponente geradzahlig viele Einsenauftreten. Dann beschreibt B [0;1)(pa; amAnfang) jedes zweite Ereignis des Typs a.Insgesamt kann die besagte Eigenschaft dann wie folgt ausgedruckt werden: B [0;1)(pa; amAnfang)! [0;5]pb :Eine weitere Ausdrucksschwache der Logik MITLp liegt darin, da in ihr keine Be-dingungen uber die Dauer einer festen Anzahl von aufeinander folgenden Ereignissenformulierbar sind. Z.B. kann man nicht sagen: "die nachsten funf Ereignisse habeneine Gesamtdauer von hochstens drei Zeiteinheiten.\ Solche Sachverhalte sind aberoensichtlich unter Benutzung von Automatenoperatoren in EMITLp beschreibbar.Wir wollen nun zeigen:5.4.6 Satz Jede EMITLp-Formel lat sich eektiv in eine aquivalente 9MSO0$d -Formel mit Mengentermen uberfuhren.Beweis.Wir konstruieren induktiv zu jeder EMITLp-Formel  eine erweitert-existen-tielle (!) 0$d -Formel  , (X) mit Mengentermen, so da fur jedes Intervallwortu gilt:1) Es gibt eine Variablenbelegung , so da (u; ) j=  gilt.2) Ist  eine Belegung mit (u; ) j= , so gilt fur jedes i < juj:(u; i) j=  gdw. i 2 (X) :
5.4. METRISCHE ZEITLOGIKEN 137Dann ist 9X( ^X0) die gesuchte, zu  aquivalente Formel. (Beachte, da dieMenge der erweitert-existentiellen Formeln unter (semantischer) Konjunktion, Dis-junktion und existentiell-monadischer Quantizierung abgeschlossen ist.)Der Induktionsanfang ist trivial, denn fur kann einfach die Formel 8xXx und furpa , pa(X) kann 8x(Xx$ Pax) genommen werden.Der Induktionsschritt braucht wegen 5.3.1 (das analog auch fur Formeln mit Inter-vallbeschrankungen gilt) nur fur Automatenformeln, Konjunktionen und Negationendurchgefuhrt zu werden. Die beiden letzten Falle sind leicht abzuhandeln:Sind fur EMITLp-Formeln  und  die Formeln  , (Y ) und   ,  (Z)schon konstruiert, so setzen wir( ^  )(X) , 9Y 9Z(8x(Xx$ Y x ^ Zx) ^  ^  ) :Ist  , (Y ) schon konstruiert, so wahlt man fur (:) einfach(:)(X) , 9Y (8x(Xx$ :Y x) ^ ) :Der Rest des Beweises behandelt den komplizierten Fall der Automatenformeln.Aus Symmetriegrunden beschranken wir uns darauf, die Konstruktion fur eine Formel , A+I (0; : : : ; n 1)vorzustellen. (Beachte, da uns Vergangenheits- wie Zukunftsformeln zur Verfugungstehen.) Die geringfugige Asymmetrie, die bei unendlichenWortern dadurch entsteht,da sie kein rechtes Ende haben, erfordert eine kleine Zusatzuberlegung. Der Uber-sichtlichkeit halber nehmen wir zuerst an, da die Formel nur in unbeschranktenIntervallwortern interpretiert wird. Die Modikationen, die fur beschrankte unend-liche und endliche Intervallworter notwendig sind, werden am Schlu des Beweisesbeschrieben.Nach der Induktionsvoraussetzung sind die Formeln 0(X0), : : : , n 1(Xn 1) schonkonstruiert. Wir nehmen an, da A = (Q; s; ; F ) ein deterministischer Rabin-Scott-Automat ist, fur den o. E. Q = f0; : : : ; p  1g gilt.Die Uberlegungen zur Konstruktion von  gliedern sich in zwei Teile. Im er-sten Teil wird eine semantische Bedingung herausgearbeitet, die die Gultigkeit derFormel  an einer Stelle beschreibt, und zwar in Abhangigkeit von der Art des Inter-valls I. Im zweiten Teil wird dann begrundet, weshalb die gefundene Bedingung ineine Formel der gewunschten Art umsetzbar ist.Die angesprochene Unterscheidung der Intervalle ist wie folgt: Die Menge K1 ent-halte alle beschrankten Intervalle mit linker Grenze groer als Null, K2 enthalte alleunbeschrankten Intervalle mit linker Intervallgrenze groer als Null und K3 enthaltealle Intervalle mit linker Intervallgrenze Null und rechter Intervallgrenze Eins.Jedes Intervall aus K0 fallt dann in eine der Mengen K1, K2 oder K3, oder eslat sich als Vereinigung eines Intervalls aus K3 mit einem Intervall aus K1 oder K2
138 KAPITEL 5. LOGIKEN FUR ZEITABHANGIGE SYSTEMEschreiben. Damit reicht es also, fur I die Intervalle aus K1, K2 oder K3 in Betrachtzu ziehen.Sei u = (a;w) ein unbeschranktes Intervallwort.Das Raster von u ist eine streng monoton steigende Folge r0; r1; : : : von Positionen,die wie folgt induktiv deniert ist:1) Es ist r0 = 0.2) Ist die Menge fj j j > ri ^Wj  Wri < 1g nicht leer, so sei ri+1 ihr Maximum,das wegen der Annahme, da u ein unbeschranktes Intervallwort ist, existiert.3) Gilt Wri+1  Wri  1, so sei ri+1 = ri + 1.Die Elemente von r werden Rasterpunkte genannt. Sie mogen die Menge R bilden.Behauptung 1 Fur jeden Index i und jede von Null verschiedene naturlicheZahl k gilt Wri+2k  Wri > k.Beweis. Die Denition von r sichert die Behauptung fur k = 1. Daraus folgt diegesamte Behauptung per Induktion. Sei M eine Menge von Positionen. Dazu denieren wir zwei partielle Funktionene:N ! M und f :N ! M : Falls fur ein i die Menge fk j ri  k  ri+1g \M nichtleer ist, so sei e(i) ihr kleinstes und f(i) ihr grotes Element. Andernfalls seien beideFunktionen an der Stelle i undeniert.Behauptung 2 Es sei I ein Intervall aus K1 mit oberer Schranke m. Weiterhinsei i eine Position mit rk 1  i < rk.Dann sind die beiden folgenden Aussagen aquivalent:1) Es gibt eine Position j in M mit Wj  Wi 2 I.2) Es gibt ein l < 2m, so da e(k+l) und f(k+l) deniert sind undWi We(k+l) 2I oder Wf(k+l)  Wi 2 I gilt.Beweis. Aus 2) folgt trivialerweise 1). Fur den Beweis der umgekehrten Implika-tion nehmen wir an, da j eine Position aus M ist, fur die Wj  Wi 2 I gilt. Danngibt es nach Behauptung 1 ein l mit rk+l  j  rk+l+1 und l < 2m. Dann sind e(k+ l)und f(k + l) deniert und es gilt e(k + l)  j  f(k + l). Sei e0 = e(k + l) undf 0 = f(k + l). Ist f 0   e0  1, so folgt j = e0 oder j = f 0, womit die Behauptung indiesem Fall bewiesen ist. In dem anderen Fall, wenn f 0   e0  2 ist, mu aufgrundder Konstruktion des Rasters Wf 0   We0 < 1 gelten, weshalb nach 5.4.4 eine derBeziehungen Wf 0  Wi 2 I oder Wi  We0 2 I gilt. Sei nun v = [u; ]. Sei weiterhin fur jedes q 2 Q der Automat Aq durch Aq =(Q; q; ; F ) deniert und I ein Intervall aus einer der Mengen K1, K2 oder K3. Im
5.4. METRISCHE ZEITLOGIKEN 139ersten Fall sei zusatzlich m eine obere Schranke fur I und im zweiten Fall die untereGrenze kleiner oder gleich m.Fur jeden Zustand q werden zwei Mengen, Eq und Fq, deniert: Es gehore eineStelle i mit rk  i  rk+1 zu Eq, wenn das Wort v(rk; i) von Aq akzeptiert wird, aberkeines der Worter v(rk; j) mit rk  j < i. Entsprechend gehore i zu Fq, falls v(rk; i)von Aq akzeptiert wird, aber keines der Worter v(rk; j) mit i < j  rk+1.Nun werden die Mengen Eq und Fq jeweils durch eine endliche Anzahl von Mengenuberdeckt. Fur jede Zahl l mit l  2m seiElq = Eq \ [j2Nfk j r(2m+1)j+l  k  r(2m+1)j+l+1g :Es gilt alsoEq = [l2mElq : (5.9)In gleicher Weise sei fur jedes l mit l  2m die Menge F lq deniert.Behauptung 3 Ist I in K1, so sind fur eine Position i mit rk 1  i < rk diebeiden folgenden Aussagen aquivalent:1) Es gilt (u; i) j= .2) Es gibt ein l mit l  2m und ein q mit q 2 Q und eine Stelle j, so da gilt:q = (s; v(i; rk+l)) ;j = nf(i; Elq) oder j = nf(i; F lq) ;rk+l  j  rk+l+1 ;Wj  Wi 2 I :Beweis. Trivialerweise gilt die Implikation von 2) nach 1). Die umgekehrte Impli-kation folgt aus Behauptung 2 und (5.9) und der entsprechenden Gleichung fur Fq. Ist I unbeschrankt, so kommen auer den unter 2) betrachteten Positionen auchdie groeren in Frage:Behauptung 4 Ist I in K2, so sind fur eine Position i mit rk 1  i < rk diebeiden folgenden Aussagen aquivalent:1) Es gilt (u; i) j= .2) Es gilt 2) wie in Behauptung 3 oder: Es gibt eine Position j, fur die v(i; j)von A akzeptiert wird und die groer als rk+2m+1 ist. Fur den Fall, da I zu der Menge K3 gehort, ist die Situation ahnlich:
140 KAPITEL 5. LOGIKEN FUR ZEITABHANGIGE SYSTEMEBehauptung 5 Ist I aus K3 ein Intervall, das Null nicht enthalt, so sind fur einePosition i mit rk 1  i < rk die beiden folgenden Aussagen aquivalent:1) Es gilt (u; i) j= .2) Es gilt 2) aus Behauptung 3 oder: Es gibt eine Position j mit i < j  rk,fur die v(i; j) von A akzeptiert wird, wobei im Falle j + 1 = rk zusatzlichWj+1  Wj 2 I erfullt ist. Damit braucht die gesuchte Formel (X) nur auszudrucken, da x genau dannzu X gehort, wenn x in Abhangigkeit von I eine der drei Bedingungen 3.2), 4.2) bzw.5.2) erfullt, wobei man sich i durch x ersetzt vorstellen mu.Wir wahlen den folgenden Ansatz fur , wobei E fur die Folge E00 ; : : : ; E2mp 1 sowieF fur die Folge F 00 ; : : : ; F 2mp 1 stehen soll:(X) , 9R9E9F (0 ^ : : : ^ n 1^ Raster(R) ^ Hilfsmengen(R;E;F ) ^ Bedingung(X;R;E;F )) :Raster soll das Raster des jeweiligen Wortes denieren, Hilfsmengen soll unter Zuhil-fenahme des Rasters die Mengen Elq und F lq bestimmen, und Bedingung soll mit Hilfeder in den obigen Behauptungen herausgearbeiteten Bedingungen, des Rasters undder Hilfsmengen die gesuchte Menge X zur Verfugung stellen.Wir konnen die Formel Hilfsmengen konstruieren, wenn wir in der Lage sind, Be-dingungen, die an Laufe des Automaten A gestellt werden, zu formulieren und modulo2m + 1 zu zahlen. Beides bereitet keine Schwierigkeiten, da wir auf die volle mona-dische Logik in der Signatur  zuruckgreifen durfen (vgl. die Satze von Buchi undElgot, siehe 2.1.3). Die Eingabe fur den Automaten wird aus den Mengenvariablen inX gebildet, denn diese liefern nach Induktionsvoraussetzung die Wahrheitswerte, diedie Formeln 0, : : : , n 1 annehmen.Die in den Behauptungen 3, 4 und 5 herausgearbeiteten Bedingungen, die dieMenge X denieren, greifen auf das Raster, die Hilfsmengen Elq und F lq und aufden Automaten A zuruck und benutzen Abstandsmessungen. Die Hilfsmengen wer-den durch die entsprechende Formel Hilfsmengen zur Verfugung gestellt, der Automatkann | wie im letzten Absatz begrundet wurde | unter Benutzung monadischerFormeln in der Signatur  vollstandig beschrieben werden, und die Abstandsmes-sungen erfolgen immer zwischen einer Position und einem ihrer Nachfolger in einerder Hilfsmengen, also reichen dafur Zukunftsformeln. Deshalb kann Bedingung durcheine erweitert-existentielle Formel realisiert werden, sofern das Raster eines Wortesdeniert werden kann. Das wollen wir abschlieend zeigen:Behauptung 6 Es gibt eine existentiell-monadische 0$d -Formel Raster(X) mitMengentermen, die die folgende Eigenschaft hat: Ist u ein unbeschranktes Inter-vallwort, so gibt es genau eine erfullende Belegung von X, die mit dem Raster vonu ubereinstimmt.
5.4. METRISCHE ZEITLOGIKEN 141Beweis.Man erhalt die geforderte Formel als Konjunktion zweier Formeln fein(X)und grob(X), von denen die erste sagt, da das Raster nicht zu grob ist, und die zweite,da es nicht zu fein ist, d. h.,Raster(X) , fein(X) ^ grob(X) :In fein soll ausgedruckt werden, da 0 zu X gehort und mit jedem Element x auchein groeres, das der direkte Nachfolger von x ist oder aber einen Abstand zu x hat,der kleiner als Eins ist. Die Formel grob soll ausdrucken, da der Abstand d(x; y)groer als Eins ist, wenn x und y zwei aufeinanderfolgende Elemente von X sind.Dann ergibt die Konjunktion beider Formeln oensichtlich die gewunschte Aussage.Die Formulierung von fein ist nicht weiter schwierig:fein(X) , X0 ^ 8x(Xx! (d(x;X) < 1 _X(x+ 1))) :Die Konstruktion von grob ist schwieriger, denn die relativen Abstandstermed(X; y) und d(x;X) liefern d(x + 1; y) bzw. d(x; y   1), wenn x und y zwei auf-einanderfolgende Elemente von X sind.Wir benutzen deshalb eine Unterscheidung danach, ob y ein Element von X mitgeradzahliger Nummer oder ungeradzahliger Nummer ist, und spalten X in zwei dis-junkte Mengen, die Menge der Elemente mit geradzahliger Nummer und die Mengeder Elemente mit ungeradzahliger Nummer auf. Dafur benutzen wir die Formelgerade(X;Y;Z) , 8x((Xx$ ((Y x ^ :Zx) _ (:Y x ^ Zx)))^ 8y(Xx^Xy ^ x < y ^ :9x0(x < x0 < y ^Xx)! (Y x$ :Zy)))dieX in Y und Z aufspaltet. Auerdem benutzen wir Y +1 fur fx j x > 0^x 1 2 Y gund entsprechend Z + 1 fur fx j x > 0 ^ x  1 2 Zg.Die Formel grob lat sich dann in der Formgrob(X) , 9Y 9Z(gerade(X;Y;Z)^ 8x((Y x! d(x;Z + 1)  1) ^ (Zx! d(x; Y + 1)  1)))schreiben. Im Falle endlicher Worter mu auch das maximale Element der zugehorigenWortstruktur in das Raster aufgenommen werden. Im Falle beschrankter unendlicherWorter mu in die Formulierung der Bedingung 2) von Behauptung 3 eine ahnliche Al-ternativbedingung aufgenommen werden, wie sie in Bedingung 2) von Behauptung 4zu nden ist, damit der Tatsache Rechnung getragen wird, da das Raster in diesemFalle endlich, die Menge der Positionen aber unendlich ist. Als Folgerung erhalten wir sofort wie im Falle von TL  (vgl. 5.3.3):5.4.7 Korollar 1) Das Erfullbarkeitsproblem fur EMITLp ist entscheidbar.
142 KAPITEL 5. LOGIKEN FUR ZEITABHANGIGE SYSTEME2) Die EMITLp-Theorie der Intervallworter ist entscheidbar.3) Das Modellproblem ist fur Uhrenautomaten und EMITLp entscheidbar.Eine genaue Analyse des Beweises von 5.4.6 zeigt, da die zu einer EMITLp-Formelkonstruierte aquivalente 0$d -Formel mit Mengentermen eine eindeutige Formel ist.Deshalb folgt zusammen mit 5.1.13 und 5.1.14 sogar:5.4.8 Korollar Jede durch eine EMITLp-Formel denierbare Sprache von Intervall-wortern ist eindeutig uhrenerkennbar.5.5 Eine entscheidbare Erweiterung von 9MSO dIn Abschnitt 4.7 haben wir gesehen, da die naturlichen Erweiterungen der Berech-nungsstruktur UA zu Automatenmodellen fuhren, die ein unentscheidbares Leerheits-problem besitzen. Es stellt sich die Frage, ob man diese starken Modelle nicht durchgeschickt gewahlte Zusatzbedingungen so weit einschranken kann, da das Leerheits-problem wieder entscheidbar wird, die Klasse der erkannten Sprachen jedoch nochecht groer als die Klasse der uhrenerkennbaren Sprachen ist.Eine Untersuchung in dieser Richtung ist in [ACH93] zu nden, wo eine "klei-ne\ Erweiterung des Modells des Uhrenautomaten vorgestellt wird, die noch einentscheidbares Leerheitsproblem besitzt. Zu dem dort benutzten Automatenmodellkorrespondiert in naturlicher Weise eine Teilklasse der Formeln in 9MSOR , die aus-drucksstarker als 9MSO d ist, aber aufgrund der Entscheidbarkeit des Leerheits-problems fur das entsprechende Automatenmodell ein entscheidbares Erfullbarkeits-problem besitzt. Dies soll hier gezeigt werden.In diesem Unterabschnitt werden nur endliche Intervallworter betrachtet. Auer-dem gehen wir o. B. d.A. immer von Uhrenautomaten bzw. hybriden Automaten aus,die einen isolierten Anfangszustand und isolierte Endzustande haben, d. h., in denenkeine Transition in den Anfangszustand fuhrt und keine aus einem Endzustand her-ausfuhrt. Eine Endtransition ist eine Transition, deren Zielzustand ein Endzustandist. Alle anderen Transitionen heien innere Transitionen. Ein Register eines hybridenAutomaten wird Uhr genannt, wenn jede Transition die Schrittfunktion add1 auf dasRegister anwendet.In [ACH93] wird gezeigt, da das Leerheitsproblem fur Uhrenautomaten auf end-lichen Intervallwortern auch dann entscheidbar ist, wenn man sie mit einem einzigenzusatzlichen Register versieht, auf das beliebige Schrittfunktionen aus faddk j k 2 Ngangewendet werden konnen, das nicht zuruckgesetzt wird und dessen Wert nur beimLesen des letzten Ereignisses abgefragt werden kann. Formal bedeutet dies, da nurin Endtransitionen Registertests benutzt werden durfen, in denen das zusatzliche Re-gister auftritt. Zum Beweis wird die Idee der Regionen, die wir in Abschnitt 5.1.1kennengelernt haben, wieder aufgegrien und ausgefeilt.
5.5. EINE ENTSCHEIDBARE ERWEITERUNG VON 9MSO d 143Das Resultat kann wie folgt interpretiert werden:5.5.1 Satz Das Erfullbarkeitsproblem ist entscheidbar fur Formeln der Gestalt9X0 : : :9Xm 1(0 ^  ) ;bei denen 9X0 : : :9Xm 10 eine existentiell-monadische  d -Formel ist und fur diees naturliche Zahlen a0, : : : , am 1 gibt, so da  eine boolesche Kombination vonrelativen Integralformeln der GestaltmaxZ; a0X0 + : : :+ am 1Xm 1  d (5.10)ist. (Man beachte, da die Koezienten ai in allen atomaren Teilformeln von  gleichsind.)Beweis. Wir beschreiben ein Verfahren, da aus einem Satz der angegebenen Arteinen aquivalenten Uhrenautomaten konstruiert, der die oben angefuhrten Forderun-gen erfullt.Es sei B das Alphabet A 2m.Die Formel 0 wandeln wir zuerst in eine Formel uber B um, in der die Men-genvariablen in den Buchstabenpradikaten kodiert sind. Dazu ersetzen wir in 0 jedeTeilformel Xix durch Wb Pbx, wobei b alle Tupel (a; p0; : : : ; pm 1) mit pi = 1 durch-laufe. Entsprechend wird Pax durch Wb Pbx ersetzt, wobei b alle Elemente aus B mita in der ersten Komponente annehme.Die entstehende Formel kann nach dem speziellen Charakterisierungssatz 3.7.6 ineinen aquivalenten Uhrenautomaten A umgewandelt werden, von dem wir o.B. d.A.annehmen konnen, da er einen isolierten Anfangszustand und isolierte Endzustandehat. Es sei R die Registermenge von A undkP = Xi2P ai fur P  m.Aus A gewinnen wir den gewunschten hybriden Automaten, indem wir ein neuesRegister r0 zu R hinzufugen und jede Transition(q; (a; p0; : : : ; pm 1); ; ; q0) durch (q; a; ;  ^ ; ; q0)ersetzen, wobei  durch(r) = 8><>: add1; falls r 2 R,addkfijpi=1g ; falls r = r0,bestimmt sei. Der Test  sei tt, falls q0 ein innerer Zustand ist, andernfalls entstehe aus  durch Ersetzen jeder Teilformel wie in (5.10) durch r0  d. 
144 KAPITEL 5. LOGIKEN FUR ZEITABHANGIGE SYSTEME5.5.2 Satz Die in 5.5.1 vorgestellte Logik ist echt ausdrucksstarker als 9MSO d .Beweis. Wir betrachten die Sprache L = fw0w1w2 j w0 + w2 = 1g aus dem Beweisvon 3.6.3. In diesemBeweis wird gezeigt, da L nicht uhrenerkennbar ist. Aus dem spe-ziellen Charakterisierungssatz konnen wir deshalb schlieen, da L nicht 9MSO d -denierbar ist. Aber L wird durch die Formel9X(max = 2 ^X0 ^ :X1 ^X2 ^ maxZ; X = 1)deniert, die oensichtlich aquivalent in eine Formel der angegebenen Logik umge-wandelt werden kann. In [KPSY93] werden zwei Einschrankungen des Modells des cshs betrachtet. Inbeiden wird eine Menge R0 von Uhren ausgezeichnet, so da in inneren Transitionennur Register aus R0 zuruckgesetzt und abgefragt werden und gilt:(*) Die Registertests der inneren Transitionen sind Konjunktionen von Tests derForm r  d und r  d mit r 2 R0.Unter diesen Annahmen sprechen wir von einem cshs vom Typ (A), wenn R0einelementig ist. Wir sprechen von einem cshs vom Typ (B), wenn jeder Registertesteiner Endtransition eine Disjunktion von Tests der Form a0r0 + : : :+ am 1rm 1  d,also eine Disjunktion von linearen Tests ist.Kesten, Pnueli, Sifakis und Yovine zeigen nun, da fur cshs vom Typ (A) oder (B)das Leerheitsproblem entscheidbar ist. Im Beweis wird wesentlich daraus Nutzen ge-zogen, da in den Registertests der inneren Transitionen nur schwache Vergleiche (bzw. ) auftreten und Negationen nicht erlaubt sind (vgl. (*)). Insofern konnen diebeschriebenen Automaten schon einfache zeitliche Abhangigkeiten nicht ausdrucken.Z.B. ist die Sprache aller endlichen Intervallworter w mit wi < 1 fur alle i < jwjdurch kein cshs des Typs (A) oder (B) beschreibbar (ohne Beweis).Beide Typen erkennen allerdings die Sprache aus 3.6.3, die nicht uhrenerkennbarist, aber durch einen Uhrenautomaten mit Haltemoglichkeit erkannt wird. Damitsind die Sprachklassen, die durch cshs des Typs (A) bzw. (B) bestimmt sind, mit derKlasse der uhrenerkennbaren Sprachen unvergleichbar.Einer ansprechenden Deutung aus logischer Sicht, wie wir sie fur das Ergebnisaus [ACH93] erzielt haben, entziehen sich die Resultate aus [KPSY93], weil in Regi-stertests von inneren Transitionen Negationen verboten sind (siehe (*)).5.6 Beschrankte Variation und die volle Abstands-logik MSOdSei k eine naturliche Zahl groer als Null.
5.6. BESCHRANKTE VARIATION UND MSOd 145In Abschnitt 4.7 haben wir gesehen, da die durch Uhrenautomaten relativ zuV k erkennbaren Sprachen ein streng eektives boolesches System bilden, das zusatz-lich eektiv unter Projektion abgeschlossen ist. Diese Tatsache erlaubt eine eleganteSchlufolgerung, die die in Abschnitt 5.2 vorgestellte volle Abstandslogik MSOdbetrit.5.6.1 Lemma Zu jedem Satz  aus MSOd lat sich eektiv ein Uhrenautomat Akonstruieren, fur den L(A) \ V k = Mod() \ V k gilt.Beweis. Da MSOd auch die Allquantizierung von Mengenvariablen erlaubt, kannman auf Elementvariablen weitgehend verzichten, indem man jede Elementvariabledurch eine Mengenvariable ersetzt und dafur sorgt, da diese nur durch einelementigeMengen interpretiert wird. (Siehe auch den Beweis in [Tho90a] fur den Satz, dajede S1S-Formel in einen aquivalenten Buchi-Automaten umgewandelt werden kann.)Deshalb konnen wir o. B. d.A. davon ausgehen, da  aus Formeln der Gestalt9x(Xx ^ :9y(:x = y ^Xy)) (5.11)9x(Xx ^ Pax) (5.12)9x(Xx ^Yx) (5.13)9x9y(Xx ^ Y y ^ x < y) (5.14)9x9y(Xx ^ Y y ^ d(x; y)  c) (5.15)durch Anwendung boolescher Operationen und Quantizierung von Mengenvariablenentsteht. Induktiv uber den Formelaufbau konstruieren wir nun zu jeder solchen For-mel  , (X0; : : : ;Xm 1) einen Uhrenautomaten A uber dem Alphabet B = A 2m,so da fur ein Intervallwort u = (a;w) aus V k und eine Belegung  die beiden folgen-den Aussagen aquivalent sind:1) Es gilt (ud; ) j= .2) Der Automat A erkennt das Wort (b; w), wobei fur jedes i < juj der Buchstabebi = (ai; p0; : : : ; pm 1) wie folgt bestimmt ist:pj = 1 gdw. i 2 (Xj) fur j < m.Fur den Induktionsanfang mussen (5.11) bis (5.15) behandelt werden. Wir fuhren dieKonstruktion nur fur (5.15), den einzig schwierigen Fall, an einem Beispiel vor. Eslat sich leicht auf den allgemeinen Fall erweitern.In Abbildung 5.5 ndet man einen Automaten fur(X0;X1;X2) , 9x9y(X0x ^X1y ^ d(x; y) = 5) :Im Induktionsschritt mussen die booleschen Kombinationen und die Mengenquan-tizierungen behandelt werden. Fur erstere reicht es, darauf hinzuweisen, da die
146 KAPITEL 5. LOGIKEN FUR ZEITABHANGIGE SYSTEMEKlasse der relativ zu V k uhrenerkennbaren Sprachen ein eektives boolesches Systembildet. Fur letzteres reicht die Bemerkung, da die Klasse der relativ zu V k uhren-erkennbaren Sprachen eektiv unter Projektion abgeschlossen ist. (Beides ist in 4.7.7zu nden.) -0 l21
-(; 1; 1; ): _r = 1r = 5??(; 1; ; ): _r = 1          (; ; 1; ): _r = 1; r = 5?
 ?B: _r = 1; r  0
 6B: _r = 1
 ?B: _r = 1
Abbildung 5.5Hier steht  fur einen beliebigen Buchstaben aus A bzw. fur ein beliebiges Element aus f0; 1g.Als Folgerung erhalten wir:5.6.2 Korollar Die MSOd-Theorie der endlichen, unendlichen bzw. unbeschrank-ten Intervallworter einer beschrankten Variation (aus V k) ist entscheidbar.
Resumee und AusblickDie vorliegende Arbeit vermittelt die Einsicht, da (existentiell-)monadische Logikenzweiter Stufe zur Beschreibung zeitlicher Zusammenhange gewinnbringend eingesetztwerden konnen. Zuerst konnten wir zeigen, da sie in naturlicher Weise das Verhal-ten von Automaten charakterisieren, die zur Modellierung zeitabhangiger Systemebenutzt werden. Uber die Verbindung zu den Automaten gelang es uns dann, eineausdrucksstarke, zur Formulierung zeitlicher Zusammenhange geeignete und daruber-hinaus mit einem entscheidbaren Erfullbarkeitsproblem versehene Logik zu denieren:die schwache Abstandslogik 9MSO d . Wir konnten uns davon uberzeugen, da dieseLogik in gewissem Sinne eine "maximale\ Logik mit den aufgefuhrten Eigenschaftenist, denn fur naturliche Erweiterungen haben wir jeweils die Unentscheidbarkeit desErfullbarkeitsproblems nachgewiesen. Die groe Ausdrucksstarke von 9MSO d er-laubt die Einschatzung zeitlogischer Spezikationsformalismen: Wir konnten zeigen,da die Logiken TL  sowie EMITLp (eine echte Erweiterung der schon bekannten Lo-gik MITLp) eine entscheidbare Theorie besitzen. Stukturelle Eigenschaften der schwa-chen Abstandslogik 9MSO d , der durch die in dieser Arbeit erzielten Ergebnisse einegrundlegende Rolle zukommt, konnten wir wieder durch Ruckgri auf bekannte oderneu gewonnene Erkenntnisse aus dem Gebiet der Automatentheorie ermitteln.Dem Einsatz der beiden ausdrucksstarksten Logiken mit entscheidbarem Erfull-barkeitsproblem, die in der vorliegenden Arbeit behandelt wurden, namlich 9MSO dund EMITLp, sind in der Praxis aus Ezienzgrunden Grenzen gesetzt: Das Leer-heitsproblem der Uhrenautomaten ist PSPACE-vollstandig (siehe [AD90]), womit dasErfullbarkeitsproblem fur 9MSO d PSPACE-schwierig ist, wahrend das Erfullbar-keitsproblem fur MITL schon EXPSPACE-vollstandig ist (siehe [AFH91]), worausfolgt, da das Erfullbarkeitsproblem fur EMITLp sogar EXPSPACE-schwierig ist.Die Suche nach ezient handhabbaren Formalismen zur Beschreibung zeitabhan-giger Systeme konnte mit zweien, schon in der vorliegenden Abhandlung untersuch-ten Logiken beginnen: mit TL  und mit der vollen Abstandslogik MSOd bei Ein-schrankung auf Intervallworter beschrankter Variation. Diese Einschrankung ist auspraktischer Sicht nicht unrealistisch: Geht man von der Annahme aus, da es in einemgegebenen System fur jede atomare Aktion eine untere zeitliche Schranke gibt, dannhat das gesamte System, sofern es aus endlich vielen atomaren Aktionen aufgebaut147
148 RESUMEE UND AUSBLICKist, die Eigenschaft, da es eine obere Schranke fur die Anzahl der in einem Einheits-intervall moglichen Ereignisse gibt, d. h., die Menge der Intervallworter, die durchdas System deniert wird, ist eine Menge beschrankter Variation. Es gilt dagegenoensichtlich nicht | man denke hier nur an sich in ihrem Ablauf uberschneidendeAktionen |, da es fur den Abstand zweier Ereignisse eine untere zeitliche Schrankegibt.Einerseits verursacht die uneingeschrankte Benutzung von monadischen Existenz-quantoren die Inezienz von 9MSO d , andererseits verdankt 9MSO d den mona-dischen Existenzquantoren ihre Ausdrucksstarke und ohne Mengenvariablen konnenin ihr keine zeitlichen Zusammenhange ausgedruckt werden. Ein sinnvoller Ausgleichzwischen beiden Extremen | keine Mengenvariablen oder existentielle Mengenquan-tizierung | konnte in solchen Logiken gelingen, die sich Mengenkonstruktoren be-dienen. Denn diese liefern im allgemeinen unmittelbar den Abschlu unter Kom-plementbildung und bringen einen gewissen Grad von Determinismus mit sich, wiedies z. B. aus der Komplexitatstheorie bekannt ist: Dort studiert man die KlassenP und NP der deterministisch bzw. nichtdeterministisch in Polynomzeit akzeptier-baren Sprachen. Nach allgemeiner Ansicht enthalt P ausschlielich ezient losbareProbleme, wahrend es in NP auch Probleme gibt, die sich einer ezienten Losungentziehen. Die Klasse NP kann durch eine entsprechende existentielle Logik zweiterStufe beschrieben werden, wahrend P durch eine Logik charakterisiert werden kann,die sich des LFP-Operators ('least xpoint operator`) bedient, der eine Konstruktionvon Relationen erlaubt (siehe [Imm87a] und [Imm87b]).Hinsichtlich einer "maximalen\ Logik mit entscheidbarem Erfullbarkeitsproblem,die im Gegensatz zu 9MSO d auch unter Negation abgeschlossen ist, haben wirUntersuchungen auf dem Gebiet der Uhrenautomaten angestellt und das Modell deseindeutigen Uhrenautomaten, das zwischen dem deterministischen und nichtdetermi-nistischen Modell liegt, studiert. In diesem Zusammenhang wurde die wichtige Frageaufgeworfen, ob die Klasse der eindeutig uhrenerkennbaren Sprachen gegen (eektive)Komplementbildung abgeschlossen ist.Ein anderer Fragenkomplex betrit die Verallgemeinerung der Ergebnisse der vor-liegenden Arbeit auf den Fall eines verzweigten Zeitmodells nach dem Vorbild desSatzes von Rabin uber die Entscheidbarkeit der monadischen Theorie zweiter Stu-fe des unendlich verzweigten binaren Baumes. Erstrebenswert sind Resultate uberentsprechende monadische Logiken, die eine Interpretation der schon bekannten Ent-scheidbarkeitsergebnisse fur verzweigte Zeitlogiken, das Modellproblem fur einfachezeitabhangige Systeme betreend (siehe [ADC91] und [HNSY92]), und die Charak-terisierung des Verhaltens noch zu denierender "zeitabhangiger Baumautomaten\erlauben.
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