In this expository note we highlight the correlation function method as a unified approach in proving both hydrodynamic limits and fluctuation limits for reaction diffusion particle systems. For simplicity we focus on the case when the hydrodynamic limit is ∂ t u = 1 2 ∆u − u 2 , one of the simplest nonlinear reaction-diffusion equations. The outline of the proof follows from Chapter 4 of De Masi and Presutti [7] but to simplify the presentation, we consider reflected Brownian motion instead of reflected random walks. We also briefly mention the key ideas in proving the fluctuation result.
Introduction
It is known that partial differential equations (PDE) and stochastic partial differential equations (SPDE) can arise respectively as hydrodynamic limits and fluctuation limits of interacting particle systems. These results, often formulated as functional law of large numbers (LLN) and functional central limit theorems (CLT), are very desirable for various reasons. First, they are universal in the sense that the limits are robust against fine details of the underlying particle systems. This advantage is typically not carried over to large deviation results such as [2] . Second, the hydrodynamic limit u often gives the asymptotic behavior of the joint law of a fixed number of particles. For example, for exchangeable systems, the LLN is equivalent to the propagation of chaos (POC) [15] and the latter says that for any fixed k, the joint law of k particles is given by the product u ⊗k , as the number of particles tends to infinity.
One of the most extensively studied stochastic particle systems are those associated with reaction-diffusion equations of the form ∂ t u(t, x) = 1 2 ∆u(t, x) + R(u(t, x)), (1.1) where ∆ is the standard Laplacian representing diffusion of a population and R(u) is a function in u, called the reaction term, representing a certain interaction in the population.
An elegant example of such a particle system is studied in P. Dittrich [8] . One starts with N particles on the unit interval [0, 1] which perform reflecting Brownian motions (RBMs) and specifies that, for 2 ≤ k ≤ n, any k-tuple of particles with pairwise distances ε = 1/N, say (x i 1 , · · · , x i k ), disappears simultaneously with intensity
where p(t, x, y) is the transition density of a RBM on [0, 1] and c k ∈ [0, ∞). It is shown that, as N → ∞, the hydrodynamic limit is described by (1.1) with Neumann boundary condition and
Fluctuation results are briefly discussed in Section 6. The focus for now is to prove the hydrodynamic limit result for the special case R(u) = −u 2 . The proof follows Chapter 4 of De Masi and Presutti [7] . However, to simplify the exposition we use RBMs rather than random walks as microscopic dynamics. The principles of a correlation function technique (which involve the BBKGY hierarchy 1 ) are highlighted.
The model
Intuitively speaking, the aforementioned process consists of N independent RBMs on [0, 1] and any pair of them, say (x, y), disappears with intensity (1/N) p(2/N 2 , x, y). The Gaussian estimates for p(t, x, y) implies that the interaction distance is of order 1/N, and the intensity of disappearance for such a pair is of order 1. This scaling is reasonable since the number of pairs is of order N (imagine all particles are spread out evenly on the interval).
Precisely, we construct a family (indexed by N) of Markov processes by specifying their infinitesimal generators as follow. Let S m be the space of unordered m-tuples of elements in 
where x ij is the element of S m−2 obtained from x = (x 1 , · · · , x m ) ∈ S m by deleting x i and
Such a process X N is well-defined: the domain of L N contains the class of functions f : S → R whose restrictions to S m belong to Remark 2.1. In this note we consider only "soft annihilation" in which annihilation occurs with a probability less than 1. We could have instead specify "hard annihilation" in which annihilation occurs with probability one when two particles are within an interaction distance δ N . Results of Sznitman [14] suggest that the same LLN limit 
Functional law of large numbers
For each N and t ≥ 0, we have either
) for some positive integer m(t) = m N (t) (the number of particles alive at time t) or X N t ∈ S 0 . The normalized empirical distribution of the particles alive is
and is defined as the zero measure if
, the space of finite non-negative Borel measures on D equipped with weak topology, and X N has sample paths in the Skorokhod space
In what follows, L −→ denotes convergence in probability law, L = denotes equal in probability law. For a topological space E, we denote by C(E) the space of continuous functions on E.
is the solution to the reaction-diffusion equation
with Neumann boundary condition and initial condition u(0, ·) = u 0 .
In Theorem 3.1, u is the unique element in C([0, ∞) × D) which satisfies the integral equation
3)
The fact that such u exists can be checked by a fixed point argument. u is also called a "probabilistic solution" (see [3] ) since it satisfies u(t,
where X t is the RBM on D.
The key technique used in the proof is in the next section.
Propagation of chaos
Definition 4.1. Fix N ∈ N and consider the process
, is define to be the function (up to Lebesque a.e.) satisfying
where
is the number of permutations of k objects chosen from N objects.
Intuitively, if we randomly pick k living particles in D at time t, then F (k) t ( x) is the probability joint density function for their positions. Note that F (k) t is defined for almost all x ∈ D k , and that it depends on both N and the initial configurations. We will see that
u is the solution to the reaction-diffusion equation (3.2) in Theorem 3.1.
Proof (Sketch)
Step 1: BBGKY hierarchy for F N,(k) . Since the interactions of our process only involves annihilations, it is immediate that F
0 , where P ] k . Applying Dynkin's formula to the functional
yields, via the formula (2.1) for L N , the system of equations
where R and Q are operators defined by
The system of equations (4.2) is called the BBGKY-hierarchy for the correlation functions F N,(k) . It is a finite system with exactly N equations, since F N,(N +i) is a zero function for i ≥ 1.
Step 2: Compactness of {F N,(k) }. Using basic properties of the transition kernel p(t, x, y), we can check that for any k ≥ 1, the family of functions {F N,(k) } N ≥1 is uniformly bounded and equi-continuous on D k ×[0, ∞). From the above compactness result, it follows that for any sequence N ′ → ∞ there is a subsequence N ′′ along which
Step 3: Limiting hierarchy. It can be justified, by passing to the limit N → ∞ for (4.2) and using basic properties of the heat kernel p(t, x, y), that {γ (k) } k≥1 satisfies the limiting infinite hierarchy
where P (k) t−s acts on the z variables. Moreover, it is easy to check that k i=1 u(t, x i ) also satisfies (4.3).
Step 4: Uniqueness of limiting hierarchy. Finally, we must check that the infinite limiting hierarchy (4.3) cannot have two distinct solutions. This follows from an easy Gronwall-type argument, using the uniform norm. The idea is that the difference of two solutions can be bounded above by a sum of M! iterated integrals each of which is bounded by (Ct) M /M! where M is the number of iterations. So we have uniqueness for small time. Using the semigroup property, we can extend uniqueness to any finite time horizon. From
Step 3 and Step 4, we have
The proof is complete.
Remark 4.4. Uniqueness of infinite limiting hierarchy is usually challenging to obtain. See [10, 4] which require choosing suitable norms for the correlation functions and manipulations of the Feynman diagrams or infinite trees.
Proof of functional LLN
The proof of Theorem 3.1 now follows from the C-tightness of {X N }. This is because by Theorem 4.3, the first two moments of φ, X ∞ t are identified for all t ≥ 0 and φ ∈ C(D), where X ∞ is an arbitrary subsequential limit of {X N }. Precisely, we have the following two propositions. 
The key is to write down the martingale representation of X N , φ . From (2.1), we have for φ ∈ Dom(
where M φ N (t) is a martingale with quadratic variation
We can then check tightness of { X N , φ } in D([0, T ], R) by applying Prohorov's Theorem, using standard estimates of the heat kernel p(t, x, y).
where E ∞ is the law of an arbitrary subsequential limit X ∞ of {X N }, and v(t, x) is the density of X ∞ , w.r.t. Lebesque measure.
Equations ( 
which formally tends to the desired D φ(z) u 2 (s, z) dz.
Perturbed hierarchies and fluctuation limits
We very briefly discuss fluctuation results for reaction diffusion systems. Precise results and details can be found in [9, 5, 6] .
The fluctuation of the empirical measure X N in (3.1) at time t is defined by
Even in our simple setting in Section 2, it is nontrivial to obtain satisfactory answers to the following natural questions:
(1) What is the state space for Y For fluctuation results, the case R(u) = −u 2 is treated in [9] , and more general cases in [12, 13, 1] . Roughly speaking, the fluctuation limit Y solves the following stochastic partial differential equation in a distributional Hilbert space:
where u(t, x) solves equation (1.1), R ′ (u) is the derivative of R(u) (e.g. −2u when R(u) = −u 2 ) and is viewed as a multiplicative operator, M is a Gaussian martingale with independent increment and covariance structure
Here · , · is the L 2 inner product in the spatial variable and |R(u)| is the polynomial obtained by putting an absolute sign to each coefficient in R(u). Observe that (6.1) is the formal limit of (5.2) after taking expectation.
In [9] , a key step in establishing a fluctuation result for the case R(u) = −u 2 is to compute the second order approximation of the correlation function F (k) . That is, one find out an expression for G N,(k) such that
The key idea is to regard the terms The remarkable point is that these two hierarchies have explicit product form solutions when F t ) → 0 uniformly in (t, x) in a compact set as N → ∞. Hence we obtain (6.2). See [9] for details. 
∆), is dense in C(D).
One can also prove functional LLN for reaction diffusion systems without going through the BBGKY. See, for instance, the perturbation method in [8] or trick of interchanging limits in [3] . It is well-known that for exchangeable systems, propagation of chaos is equivalent to LLN. The precise statement can be found in [15] . The functional LLN result works for non-exchangeable systems as well.
