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GENERALISED STRETCHED LITTLEWOOD-RICHARDSON
COEFFICIENTS
CHRISTIAN GUTSCHWAGER
Abstract. The Littlewood-Richardson (LR) coefficient counts, among many
other things, the LR tableaux of a given shape and a given content. We
prove that the number of LR tableaux weakly increases if one adds to its
shape and content the shape and the content of another LR tableau. We also
investigate the behaviour of the number of LR tableaux, if one repeatedly adds
to the shape another shape with either fixed or arbitrary content. This is a
generalisation of the stretched LR coefficients, where one repeatedly adds the
same shape and content to itself.
1. Introduction
The Littlewood-Richardson (LR) coefficients c(λ;µ, ν) appear in many branches
of mathematics. For example, they appear in the representation theory of the
symmetric groups, in the theory of symmetric functions, in the Schubert calculus
and in problems regarding the existence of matrices with certain eigenvalues or
invariant factors (see [Ful]).
Some recent research has been concerned with the behaviour of the stretched
LR coefficients. More precisely, fix partitions λ, µ, ν and investigate the function
f(n) = c(nλ;nµ, nν) as a function of n, where nλ is the partition obtained from λ
by multiplying every part by n. King et al. [KTT] conjectured that the stretched
LR coefficient is a polynomial in n. Derksen and Weyman [DW] as well as Rassart
[Ras] proved King’s conjecture to hold true, using semi-invariants of quivers and
partition functions, respectively. In fact, Rassart [Ras] proved even more: fix a
positive integer k and let the partitions λ, µ, ν have length at most k, then the
triples (λ, µ, ν) of partitions with positive LR coefficient c(λ;µ, ν) form a cone in
R3k. This cone decays into a finite number of cones in which the LR coefficient is
given by a polynomial in (λ1, λ2, . . . , µ1, . . . , νk). Rassart remarks in his paper that
Knutson also has an unpublished proof for this property using symplectic geometric
techniques.
In [KT] (see also [Bu1]) Knutson and Tao proved the saturation conjecture which
is, that f(n) = c(nλ;nµ, nν) 6= 0 for some n ≥ 1 implies c(λ;µ, ν) 6= 0. In
[KTW] Knutson, Tao and Woodward proved that f(n) is constant if and only if
c(λ;µ, ν) = 1. Furthermore, if the polynomial f(n) 6= 0 has an integer root −t ∈ Z
then t > 0 and f(n) also contains the factors (n + i) for 1 ≤ i ≤ t. Furthermore,
there is a t such that f(n) = g(n)
∏t
i=1(n + i) with g(n) a polynomial with no
integer roots. Let λ+ λ′ = (λ1 + λ
′
1, λ2 +λ
′
2, . . .). We will show in Lemma 3.1 that
c(λ′;µ′, ν′) 6= 0 implies c(λ+ λ′;µ+ µ′, ν + ν′) ≥ c(λ;µ, ν).
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Our main object of study is an affine generalisation of the stretched LR coeffi-
cient, namely P (n) = Pλ,µ,νλ′,µ′,ν′(n) = c(nλ+λ
′;nµ+µ′, nν+ν′). Using Lemma 3.1 we
will in Remark 3.3 make a first observation about P (n), namely that P (n) is weakly
increasing. To obtain more results about P (n), in Section 4 we will investigate the
function Q(n) = Qλ,µλ′,µ′(n) =
∑
ν c(nλ+λ
′;nµ+µ′, ν) in more detail. The function
Q(n) counts the LR tableaux of shape nλ+λ′/nµ+µ′ and arbitrary content, which
is therefore the number of irreducible characters (counted with multiplicity) in the
skew character [nλ + λ′/nµ + µ′]. Our main result will be that Q(n) is bounded
above if and only if λ/µ is a partition or a rotated partition (see Theorem 4.2 for
the if part and Lemma 4.1 for the only if part). Furthermore, if λ/µ is a partition
or a rotated partition, then Q(n) is strictly increasing until it reaches its upper
bound. In Theorem 4.2 we also give the value n for which Q(n) at first obtains the
upper bound.
In Section 5, we will investigate the generalised stretched LR coefficient P (n) =
c(nλ+λ′;nµ+µ′, nν+ν′) as a function of n in more detail. We will see in Lemma 5.1
that P (n) has an upper bound in some cases, for example if λ/µ is a partition or
a rotated partition. Furthermore, by Lemma 5.3, for large n the function P (n) is
given by a polynomial, which has, by Lemma 5.6, in some cases the same degree as
the polynomial c(nλ;nµ, nν).
2. Notation and Littlewood-Richardson Symmetries
We mostly follow the standard notation in [Sag] or [Sta]. A partition λ =
(λ1, λ2, . . . , λl) is a weakly decreasing sequence of non-negative integers where only
finitely many of the λi are positive. We regard two partitions as the same if they
differ only by the number of trailing zeros and call the positive λi the parts of λ.
The length is the number of positive parts and we write l(λ) = l for the length and
|λ| =
∑
i λi for the sum of the parts. With a partition λ we associate a diagram,
which we also denote by λ, containing λi left-justified boxes in the i-th row and we
use matrix style coordinates to refer to the boxes.
The conjugate λc of λ is the diagram which has λi boxes in the i-th column.
The sum µ+ν = λ of two partitions µ, ν is defined by λi = µi+νi. The partition
µ∪ν contains the parts of both µ and ν. These operations are conjugate to another
(µ+ ν)c = µc ∪ νc.
For example, we have
+
X X X
X X
X
X
=
X X X
X X
X
X
, ∪
X X X X
X X
X
=
X X X X
X X
X
.
For µ ⊆ λ we define the skew diagram λ/µ as the difference of the diagrams λ and
µ, defined as the difference of the set of the boxes. Rotation of λ/µ by 180◦ yields a
skew diagram (λ/µ)◦ which is well defined up to translation. A skew tableau T is a
skew diagram in which positive integers are written into the boxes. A semistandard
tableau of shape λ/µ is a filling of λ/µ with positive integers such that the entries
weakly increase along the rows and strictly increase down the columns. The content
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of a semistandard tableau T is ν = (ν1, . . .) if the number of occurrences of the entry
i in T is νi. The reverse row word of a tableau T is the sequence obtained by reading
the entries of T from right to left and top to bottom starting with the first row. Such
a sequence is said to be a lattice word if for all i, n ≥ 1 the number of occurrences of
i among the first n terms is at least the number of occurrences of i+1 among these
terms. The Littlewood-Richardson (LR) coefficient c(λ;µ, ν) equals the number of
semistandard tableaux of shape λ/µ with content ν such that the reverse row word
is a lattice word. We will call those tableaux LR tableaux. The LR coefficients play
an important role in different contexts (see [Ful, Sag, Sta] for further details).
The irreducible characters [λ] of the symmetric group Sn are naturally labeled
by partitions λ ⊢ n. The skew character [λ/µ] corresponding to a skew diagram
λ/µ is defined by the LR coefficients
[λ/µ] =
∑
ν
c(λ;µ, ν)[ν].
Let A and B be non-empty subdiagrams of a skew diagram D such that the
union of A and B is D. Then we say that the skew diagram D is disconnected or
decays into the skew diagrams A and B if no box of A (viewed as boxes in D) is in
the same row or column as a box of B. We write D = A ⊗ B if D decays into A
and B. A skew diagram is connected if it does not decay. If D = A ⊗ B = C then
by translation symmetry [D] = [C].
For example, the skew diagram D = is disconnected and
decays into the skew diagrams (5, 5, 1)/(2), (2, 2)/(1) and (12) which are connected.
So we have D = (5, 5, 1)/(2)⊗ (2, 2)/(1)⊗ (12).
Translation symmetry gives [λ/µ] = [α/β] if the skew diagrams of λ/µ and α/β
are the same up to translation. Translation includes the case that λ/µ decays and
connected subdiagrams are translated independent of each other. Furthermore,
rotation symmetry gives [(λ/µ)◦] = [λ/µ]. Conjugation symmetry c(λc;µc, νc) =
c(λ;µ, ν) is also well known, as is c(λ;µ, ν) = c(λ; ν, µ).
A basic skew diagram λ/µ is a skew diagram which satisfies µi < λi and µi ≤ λi+1
for each 1 ≤ i ≤ l(λ). This means that we do not have empty rows or columns in
λ/µ. Empty rows or columns of a skew diagram do not influence the filling and so
deleting empty rows or columns does not change the skew character or LR fillings.
A proper skew diagram λ/µ is a skew diagram which is neither a partition nor a
rotated partition.
In [Gut] we used the following theorem to classify multiplicity free skew charac-
ters.
Theorem 2.1 (Theorem 3.1, [Gut]). Let λ, µ, ν be partitions and a, b ≥ 0 be inte-
gers. Then
c(λ+ (1a+b);µ+ (1a), ν + (1b)) ≥ c(λ;µ, ν)
and by conjugation
c(λ ∪ (a+ b);µ ∪ (a), ν ∪ (b)) ≥ c(λ;µ, ν).
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3. Key Lemma
We can generalise Theorem 2.1 to the following.
Lemma 3.1. Let λ, µ, ν, λ′, µ′, ν′ be partitions with c(λ;µ, ν), c(λ′;µ′, ν′) 6= 0. Then
c(λ+ λ′;µ+ µ′, ν + ν′) ≥ c(λ;µ, ν)
and by conjugation
c(λ ∪ λ′;µ ∪ µ′, ν ∪ ν′) ≥ c(λ;µ, ν).
Proof. Let A be a fixed LR tableau of shape λ′/µ′ with content ν′. Let Aj be the
multiset of the entries in the jth row of A.
For any LR tableau Ci of shape λ/µ and content ν we let Γij be the multiset of
the entries in the jth row of Ci.
We can now define for every Ci a tableauDi of shape (λ+λ′)/(µ+µ′) with content
ν+ν′ by placing the entries of Aj ∪Γij into row j in weakly increasing order. To see
that the entries are strictly increasing down the columns let Cij denote the multiset
of the entries of the jth row of Ci where we assume that the empty boxes belonging
to µ contribute a 0 each. So there are µj additional entries 0 in Cij compared to
Γij. Define D
i
j and Aj accordingly. Clearly D
i
j = Aj ∪ C
i
j . Now the entries in C
i
are increasing down the columns if and only if the number of entries smaller than
or equal to k in Cij is at most the number of entries smaller than k in C
i
j−1 for each
k, j > 1. Since A and Ci are semistandard, Cij and Aj satisfy this condition and so
does Dij , hence D
i is semistandard.
It is also clear that the tableau word is a lattice word because it can be divided
into two subsequences (corresponding to the entries in Di having their origin in
either A or Ci) which are both lattice words. So the Di are in fact LR tableaux.
Suppose we have Di = Dl. Then we know by construction that the multiset of
the entries in the jth row of Di is Aj ∪ Γij while the multiset of the entries in the
jth row of Dl is Aj ∪ Γlj . This gives us Γ
i
j = Γ
l
j for all j and, since an LR tableau
of a given shape is uniquely determined by the content of its rows, it follows that
Ci = Cl. So different LR tableaux of shape λ/µ with content ν give different LR
tableaux of shape (λ+ λ′)/(µ+ µ′) with content ν + ν′, thus
c(λ;µ, ν) ≤ c(λ+ λ′;µ+ µ′, ν + ν′). 
Remark 3.2. In the hive model (which we do not use in this paper) the proof is
also easy. Choose one LR hive corresponding to the triple (λ′, µ′, ν′) and add this
hive to all the LR hives corresponding to (λ, µ, ν). It is easy to see that all the new
hives are different LR hives corresponding to (λ+ λ′, µ+ µ′, ν + ν′).
Remark 3.3. It is known that f(n) = c(nλ;nµ, nν) is a polynomial which is
constant if and only if c(λ;µ, ν) = 1 (see [KT],[KTW]). Suppose λ, µ, ν are chosen
in such a way that f(n) is not constant. Then it follows from Lemma 3.1 that
P (n) = c(nλ+ λ′;nµ+ µ′, nν + ν′)
increases without bound if c(λ′;µ′, ν′) 6= 0.
Remark 3.4. It is known (see [Zel]) that the triples of partitions with non-zero
LR coefficient form an additive semigroup.
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Lemma 3.5. Let λ/µ and λ′/µ′ be skew diagrams. Then∑
ν′
c(λ + λ′;µ+ µ′, ν′) ≥
∑
ν
c(λ;µ, ν).
Proof. Since λ′/µ′ is a skew diagram there exists a partition α which satisfies
c(λ′;µ′, α) 6= 0. Note that if λ′/µ′ is empty we can choose α = ∅ and have
c(λ′;µ′, α) = 1. Now different ν give different ν + α and by Lemma 3.1 we have
c(λ+ λ′;µ+ µ′, ν + α) ≥ c(λ;µ, ν).
So
∑
ν c(λ + λ
′;µ + µ′, ν + α) ≥
∑
ν c(λ;µ, ν). Extending the sum on the left
hand side from ν + α to arbitrary ν′ gives
∑
ν′
c(λ+ λ′;µ+ µ′, ν′) ≥
∑
ν
c(λ+ λ′;µ+ µ′, ν + α) ≥
∑
ν
c(λ;µ, ν). 
4. The Behaviour of Qλ,µλ′,µ′(n)
For µ ⊆ λ, µ′ ⊆ λ′ we define Qλ,µλ′,µ′(n) =
∑
ν c(nλ + λ
′;nµ + µ′, ν) and write
simply Q(n) if λ, µ, λ′, µ′ are known from the context.
Lemma 4.1. Let λ/µ be a proper skew diagram. Then Qλ,µλ′,µ′(n) increases without
bound as n increases. Furthermore,
|{ν|c(nλ+ λ′;nµ+ µ′, ν) 6= 0}| → ∞ as n→∞.
Proof. Since λ/µ is a proper skew diagram, it is obtained from the skew dia-
gram (2, 1)/(1) by inserting rows and columns and so by Lemma 3.5 we have∑
ν c(λ;µ, ν) ≥
∑
ν c((2, 1); (1), ν). Furthermore, we have∑
ν
c(nλ+ λ′;nµ+ µ′, ν) ≥
∑
ν
c(nλ;nµ, ν) ≥
∑
ν
c(n(2, 1);n(1), ν).
It is easy to see that
∑
ν c(n(2, 1);n(1), ν) = n+1, because an LR tableau of shape
(2n, n)/(n) contains n entries 1 in the first row and i (0 ≤ i ≤ n) entries 1 as well
as n− i entries 2 in the second row. Moreover, for each such i there is exactly one
LR tableau of shape (2n, n)/(n). Thus, Qλ,µλ′,µ′(n) increases without bound.
Furthermore, since the number of irreducible characters in [n(2, 1)/n(1)] is n+1,
there are also at least n+1 irreducible characters in [nλ+λ′/nµ+µ′] (by the same
argument as in Lemma 3.5), hence
|{ν|c(nλ+ λ′;nµ+ µ′, ν) 6= 0}| =
∑
ν
c(nλ+λ′;nµ+µ′,ν)6=0
1 ≥ n+ 1. 
Theorem 4.2. Let λ/µ be a partition or a rotated partition. Then there ex-
ists an m with Qλ,µλ′,µ′(n) = Q
λ,µ
λ′,µ′(m) for n ≥ m. Furthermore, suppose λ =
(αa11 , α2, α3, . . . αk), αk 6= 0, µ = (α
a1−1
1 ) and λ
′/µ′ basic. Then the smallest m we
can choose for the above equation is given by
m =
⌈
max
1≤j≤k
αj>αj+1
(λ′1 − λ′aj + λ′aj+1 + µ′a1 − µ′a1−1
αj − αj+1
)⌉
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(where ⌈x⌉ denotes as usual the smallest integer larger than or equal to x) with
aj = a1 − 1 + j, αk+1 = 0 (for a1 = 1 set µ′0 = λ
′
1). Furthermore,
Qλ,µλ′,µ′(m) > Q
λ,µ
λ′,µ′(m− 1) > . . . > Q
λ,µ
λ′,µ′(0).
These inequalities are also satisfied in the general case if we choose the smallest
m satisfying Qλ,µλ′,µ′(n) = Q
λ,µ
λ′,µ′(m) for n ≥ m.
Proof. We look at the skew diagram A(n) = (nλ+ λ′)/(nµ+ µ′).
By rotation symmetry we may assume that λ/µ is a partition instead of a rotated
partition.
Let a1 > a2 > . . . > ak be the indices of the non-empty rows of λ/µ. If we
have λi = µi > λi+1 for some i 6= a1, ..., ak and choose n big enough then A(n)
decays into a skew diagram Aup containing the top i rows and a skew diagram
Alo containing the rows below row i. If we increase n even more then the skew
diagrams Aup and Alo are translated relative to one another which is irrelevant for
the skew character [A(n)]. So if there are some i 6= a1, ..., ak with λi = µi > λi+1
we may choose n large enough so that for each such i, A(n) decays into an upper
skew diagram and a lower skew diagram. Instead of looking at this situation we
may then investigate the case that λ′/µ′ = A(n) for an n large enough and have
no i 6= a1, ..., ak with λi = µi > λi+1. So we may assume that µi = λi = λa1 for
i < a1 and µi = λi = µak for ak < i ≤ l(µ) (and since λ/µ is a partition we also
have µa1 = µak). If µa1 > 0 there is for the same reason as above an n such that
A(n) decays into skew diagrams containing the top l(µ) rows and the rows below
row l(µ) and increasing n translates these skew diagrams relative to another so we
may assume that µa1 = 0.
As an example for the above, assume
λ/µ = (5, 4, 2)/(5, 2, 2) =
b b
b
and A(0) = λ′/µ′ = (5, 4, 3, 3)/(2, 1) = . We then have
A(1) =
A(2) =
A(3) = .
So for n ≥ 2 the skew diagram A(n) decays into three connected skew diagrams.
and the only effect of the empty columns of λ/µ for n ≥ 2 is that those three
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skew diagrams are translated relative to another. But since translation is irrele-
vant for LR fillings we can instead investigate the situation λ/µ = (2, 2)/(2) and
λ′/µ′ = A(2) = (14, 11, 6, 3)/(11, 4, 3) = where
we additionally removed the empty column to make λ′/µ′ basic.
So we have, without loss of generality, λ = (αa11 , α2, α3, . . . αk), αk 6= 0 (not
necessarily αi 6= αi+1) and µ = (α
a1−1
1 ). To prove Q(n) = Q(m) for n ≥ m, we
have to construct an m such that removing in an LR tableau of shape A(n) from
the row ai with 1 ≤ i ≤ k the entry i (n−m)αi times and translating the top a1−1
rows (n−m)α1 boxes to the left yields an LR tableau of shape A(m).
By our choice of λ and µ, the number N of non-empty columns among the top
a1 − 1 rows of A(n) is independent of n. We have N ≤ λ′1 − µ
′
a1−1 and may by
translation symmetry assume equality (set µ′0 = λ
′
1 for a1 = 1). So the number of
entries 1 among the top a1 − 1 rows of an LR filling of A(n) is at most N . So for
1 ≤ i ≤ k there are at most N entries larger than i in row ai of an LR filling of A(n).
Furthermore, the number of entries smaller than i in row ai is at most µ
′
a1
− µ′ai ,
which is also independent of n. On the other hand, there are λ′ai −µ
′
ai
+nαi boxes
in row ai of A(n). So the number of entries i in row ai of an LR filling of A(n) is
at least
λ′ai − µ
′
ai
+ nαi −N − (µ
′
a1
− µ′ai) = λ
′
ai
− µ′a1 −N + nαi.
Obviously, if λ′ak − µ
′
a1
−N + nαk ≥ 0 then also λ′ai − µ
′
a1
−N + nαi ≥ 0 for every
1 ≤ i ≤ k. So for
(4.1) n > n′ ≥
µ′a1 +N − λ
′
ak
αk
there are at least (n− n′)αi entries i in row ai of every LR tableau of shape A(n).
We have to investigate the j (1 ≤ j ≤ k) with αj > αj+1 (for example j = k).
Removing αi times the entry i from row ai in an LR tableau removes more entries
j than j +1 so the new tableau can violate the lattice word condition even if there
are enough entries i to remove. As calculated above the number of entries j in row
aj of an LR tableau of shape A(n) is at least λ
′
aj
− µ′a1 −N + nαj . Furthermore,
the number of entries j+1 below row aj in an LR tableau of shape A(n) is at most
λ′aj+1 + nαj+1 since this is the number of columns below row aj . So for
λ′aj − µ
′
a1
−N + nαj ≥ λ
′
aj+1 + nαj+1
the number of entries j in row aj is at least as large as the number of entries j + 1
below row aj in every LR tableau of shape A(n). We can solve the above inequality
and get
n ≥
λ′aj+1 − λ
′
aj
+ µ′a1 +N
αj − αj+1
.
Since we have αk > 0 = αk+1 setting j = k gives
λ′ak+1 − λ
′
ak
+ µ′a1 +N
αk
≥
−λ′ak + µ
′
a1
+N
αk
which is the right hand side of inequality (4.1).
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Let us set
m =
⌈
max
1≤j≤k
αj>αj+1
(λ′1 − λ′aj + λ′aj+1 + µ′a1 − µ′a1−1
αj − αj+1
)⌉
.
Then we know from the arguments above, that for n ≥ m every LR tableau Cn of
shape A(n) contains at least (n−m)αi entries i in row ai (1 ≤ i ≤ k). Furthermore,
removing (n−m)αi entries i from every row ai (1 ≤ i ≤ k) and translating the top
a1−1 rows (n−m)α1 boxes to the left yields a tableau Cm which contains (for those
j with αj > αj+1) at least as many entries j in row aj as there are entries j + 1
below row aj . So the tableau Cm satisfies the lattice word condition. Furthermore,
the entries in the rows weakly increase from left to right. We have to check that
the entries in the columns are strictly increasing from top to bottom which is non
trivial because we remove more entries j from row aj than entries j + 1 from row
aj+1 if αj > αj+1. The condition on m ensures that in Cm there is an entry smaller
than j + 1 above every entry in row aj + 1 so there is no problem for the entries
greater than or equal to j + 1 in row aj + 1. Furthermore, the entries in Cm in row
aj + 1 which are smaller than j + 1 have an entry smaller than itself in the box
directly above itself because Cn is semistandard. So Cm is in fact an LR tableau.
So every LR tableau of shape A(n) is obtained from an LR tableau of shape A(m)
by adding (n −m)αi entries to row ai (1 ≤ i ≤ k) and translating the top a1 − 1
rows (n−m)α1 boxes to the right. So for n ≥ m we have Q(n) = Q(m).
We now have to prove that Qλ,µλ′,µ′(m) > Q
λ,µ
λ′,µ′(m− 1) > . . . > Q
λ,µ
λ′,µ′(0) if λ
′/µ′
is basic.
For n <
λ′1−λ
′
ak
+µ′a1−µ
′
a1−1
αk
we can construct an LR tableau of shape A(n) con-
taining fewer than αk entries k in row ak (see the example below). The exis-
tence of such an LR tableau follows directly from the arguments above and gives
Q(n) > Q(n− 1).
Now suppose
λ′1−λ
′
ak
+µ′a1−µ
′
a1−1
αk
≤ n <
λ′1−λ
′
aj
+λ′aj+1
+µ′a1−µ
′
a1−1
αj−αj+1
for some 1 ≤
j ≤ k with αj > αj+1. We can construct an LR tableau Cn of shape A(n) satisfying
the following conditions (also see the examples below).
• There are λ′1−µ
′
a1−1 entries 1 in the top a1− 1 rows of Cn (this is possible
because λ′/µ′ is basic).
• There are λ′1−µ
′
a1−1 entries 2 in the top a2−1 rows of Cn (the lower bound
on n ensures that there are enough boxes in row a2 − 1).
• For 1 ≤ i ≤ j, there are λ′1 − µ
′
ai−1 entries i in the top ai − 1 rows of Cn
(the lower bound on n ensures that there are enough boxes in row ai − 1).
• There are λ′1−µ
′
a1−1 entries j in the top aj−1 rows of Cn (the lower bound
on n ensures that there are enough boxes in row aj − 1).
• There are λ′1 − µ
′
a1−1 entries j + 1 in the top aj rows (the lower bound on
n ensures that there are enough boxes in row aj).
• There are at least x ≥ αj entries 1 in row a1. For 2 ≤ i < j there are at
least x entries i in row ai and there are exactly x entries j in row aj and x
entries j +1 below row aj (the upper bound on n ensures that there are at
least x columns below row aj into which we can write the entry j + 1).
• There is no entry j below row aj .
• Fill the other boxes, for example, in increasing order for each column.
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By construction Cn is an LR tableau. Removing αi entries i from every row ai and
translating the top a1− 1 rows by α1 boxes to the left, yields a tableau Cn−1 which
contains more entries j + 1 than entries j and so is not an LR tableau. This gives
Q(n) > Q(n− 1).
Take for example
λ/µ = (3, 3, 3, 1)/(3, 3) =
b
λ′/µ′ = (12, 11, 10, 9, 5, 3, 3, 1)/(8, 6, 6, 3, 1, 1, 1) = .
We now want to construct the aforementioned LR tableaux. We have a1 = 3, a2 =
4, α1 = 3, α2 = 1, α3 = 0 and k = 2 and therefore
•
λ′1−λ
′
ak
+µ′a1−µ
′
a1−1
αk
= 3,
•
λ′1−λ
′
aj
+λ′aj+1+µ
′
a1
−µ′a1−1
αj−αj+1
= 5.5 for j = 1 and
•
λ′1−λ
′
aj
+λ′aj+1+µ
′
a1
−µ′a1−1
αj−αj+1
= 8 for j = 2.
The following LR tableaux are of shape A(1) resp. A(2) and contain fewer than αk
entries k in row ak, i.e. fewer than one entry 2 in row 4.
D1 =
1 1 1 1
1 2 2 2 2
1 1 2 3 3 3 3
1 1 3 4 4 4 4
1 1 2 2
2 2
3 3
1
D2 =
1 1 1 1
1 2 2 2 2
1 1 1 1 1 2 3 3 3 3
1 1 1 3 4 4 4 4
1 1 2 2
2 2
3 3
1
For j = 1 the following LR tableaux are the Cn from the above construction for
n = 3, 4, 5.
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C3 =
1 1 1 1
1 1 2 2 2
1 1 1 1 1 1 1 2 2 2 3 3 3
2 2 2 2 3 3 4 4 4
2 2 3 3
3 3
4 4
2
C4 =
1 1 1 1
1 1 2 2 2
1 1 1 1 1 1 1 1 1 1 2 2 2 3 3 3
2 2 2 2 2 2 2 3 3 4
2 2 3 3
3 3
4 4
2
C5 =
1 1 1 1
1 1 2 2 2
1 1 1 1 1 1 1 1 1 1 1 1 1 2 2 2 3 3 3
2 2 2 2 2 2 2 2 2 2 3
2 2 3 3
3 3
4 4
2
For j = 2 the following LR tableaux are the Cn from the above construction for
n = 5, 6 (there are also Cn for n = 3, 4, 7, 8 which we do not present here).
C5 =
1 1 1 1
1 1 2 2 2
1 1 1 1 1 1 1 1 1 1 1 1 1 2 2 2 3 3 3
1 1 1 2 2 2 2 2 3 3 3
3 3 3 3
4 4
5 5
3
C6 =
1 1 1 1
1 1 2 2 2
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 2 2 3 3 3
1 1 1 2 2 2 2 2 3 3 3 4
3 3 3 3
4 4
5 5
3
The above constructions prove Qλ,µλ′,µ′(m) > Q
λ,µ
λ′,µ′(m − 1) > . . . > Q
λ,µ
λ′,µ′(0) in
the case λ = (αa11 , α2, α3, . . . αk), µ = (α
a1−1
1 ).
In the more general case there can be i with µi = λi > λi+1 and µ
′
i < λ
′
i+1 (so
the rows i and i+1 of A(0) = λ′/µ′ are connected). We notice that for n <
λ′i+1−µ
′
i
µi−λi+1
we can construct an LR tableau Cn of shape A(n) such that row i + 1 contains
GENERALISED STRETCHED LR COEFFICIENTS 11
µ′i − µ
′
i+1 + n(µi − µi+1) times the entry 1. Furthermore, we notice that no LR
tableau of shape A(n − 1) can contain µ′i − µ
′
i+1 + n(µi − µi+1) − (λi+1 − µi+1)
entries 1 in row i+1 because there are not enough boxes in row i+1 without a box
directly on top. So we again have Q(n) > Q(n− 1) for these n and for the other n
we can specialise to the above case with λ = (αa11 , α2, α3, . . . αk), µ = (α
a1−1
1 ). 
Example 4.3. Let λ′ = (72, 5, 43, 3, 22), µ′ = (4, 33, 2), λ = (15), µ = (12). So
λ/µ =
b
and
A(0) = λ′/µ′ = , A(1) = ,
A(2) = , A(3) = .
By Theorem 4.2, we have for n ≥ m = 7 that Q(n) = Q(7) > Q(6) > . . . > Q(0).
In fact, we have
Q(0) Q(1) Q(2) Q(3) Q(4) Q(5) Q(6) Q(n ≥ 7)
2184 26.421 92.030 172.795 229.660 254.420 260.761 261.512.
Example 4.4. Let λ = (6, 5, 3, 2, 1), µ = (6, 14), λ′ = (82, 5, 32, 2, 1) and µ′ =
(4, 3, 2, 12). So
λ/µ =
b
b
and
A(0) = λ′/µ′ = A(1) =
12 C. GUTSCHWAGER
A(2) = .
By Theorem 4.2, there exists an m with Q(n) = Q(m) for n ≥ m but we cannot
use the given formula. For n = 0 the skew diagramA(n) is connected, for 1 ≤ n < 4
A(n) decays into two skew diagrams, one containing the top five rows and one the
rows below row 5. For 4 ≤ n the skew diagram decays into three skew diagrams,
one containing the topmost row, one containing the rows 2 to 5 and one containing
the rows below. Deleting the empty columns in A(4) and ignoring the empty
columns of λ/µ which only translate the disconnected skew diagrams we can now use
the formula on A˜(4) = (29, 25, 14, 8, 4, 2, 1)/(25, 4, 3, 2, 2) and λ˜/µ = (4, 4, 2, 1)/(4)
which gives m˜ = 4. So in total we have for n ≥ m = 8 = 4+ m˜ that Q(n) = Q(8) >
Q(7) > . . . > Q(0). In fact, we have
Q(0) Q(1) Q(2) Q(3) Q(4) Q(5) Q(6) Q(7) Q(n ≥ 8)
910 18 271 38 016 49 635 54 176 55 480 55 826 55 889 55 895.
5. The Behaviour of Pλ,µ,νλ′,µ′,ν′(n)
For c(λ;µ, ν), c(λ′;µ′, ν′) 6= 0 we define Pλ,µ,νλ′,µ′,ν′(n) = c(nλ+λ
′;nµ+µ′, nν+ ν′)
and write simply P (n) if λ, µ, ν, λ′, µ′, ν′ are known from the context.
Lemma 5.1. Let c(λ′;µ′, ν′) > 0. Let λ/µ, λ/ν or
(
(λ1)
l(λ)/µ
)◦
/ν be a partition
or a rotated partition. Then there exists an integer m with
Pλ,µ,νλ′,µ′,ν′(n) = P
λ,µ,ν
λ′,µ′,ν′(m) for n ≥ m.
Proof. This follows directly from Theorem 4.2. In the case that
(
(λ1)
l(λ)/µ
)◦
/ν is
a partition we have to use rotation symmetry and c(λ;µ, ν) = c(λ; ν, µ). 
Remark 5.2. Note that the conditions of Lemma 5.1 force c(λ;µ, ν) = 1 or
c(λ;µ, ν) = 0.
Note furthermore, that we can use the formula in Theorem 4.2 to obtain an m
with P (n) = P (m) for n ≥ m but the m obtained by the formula in Theorem 4.2
does not have to be minimal.
Lemma 5.3. Let c(λ′;µ′, ν′) > 0. Then there exist an integer m and a polynomial
g(n) with
Pλ,µ,νλ′,µ′,ν′(n) = g(n) for n ≥ m.
Proof. This follows directly from the work of Rassart [Ras] mentioned in the intro-
duction. Let k = max(l(λ), l(µ), l(ν), l(λ′), l(µ′), l(ν′)) be the maximal length of the
partitions involved. The LR chamber complex LRk ⊆ R3k contains those triples
of partitions (α, β, γ) which have positive LR coefficient c(α;β, γ). This chamber
complex decays into cones in which the LR coefficient of the triple (α, β, γ) is given
by a polynomial in the 3k variables α1, . . . , αk, β1, . . . , γk. The LR coefficients of
triples which lie on a wall between two cones are also given by a polynomial of those
variables.
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From this it follows that the stretched LR coefficient c(nλ;nµ, nν) for a fixed
triple of partitions (λ, µ, ν) is given by a polynomial in n. Suppose (λ, µ, ν) lies
inside a cone whose LR coefficients are given by the polynomial r(λ1, . . . , νk). Since
the stretched triple (nλ, nµ, nν) lies inside the same cone, these LR coefficients are
given by r(nλ1, . . . , nνk), which is a polynomial in n for fixed partitions λ, µ, ν.
The same applies if (λ, µ, ν) lies not inside a cone but instead on a wall, since then
(nλ, nµ, nν) will lie on the same wall and is therefore given by the same polynomial.
Let us now look at the generalised stretched LR coefficients P (n) = Pλ,µ,νλ′,µ′,ν′(n) =
c(nλ + λ′;nµ + µ′, nν + ν′). Assume that the triple (λ, µ, ν) lies inside a cone, in
which the LR coefficients are given by the polynomial r(λ1, . . . , νk). Now (λ
′, µ′, ν′)
may lie in another cone, as may (λ+λ′, µ+µ′, ν+ν′) and (2λ+λ′, 2µ+µ′, 2ν+ν′)
and so on. But the lines {(nλ, nµ, nν)|n ∈ N} and {(nλ+λ′, nµ+µ′, nν+ν′)|n ∈ N}
are parallel. So for large n the triple (nλ+λ′, nµ+µ′, nν+ν′) has to lie in the same
cone as the triple (λ, µ, ν). Therefore, P (n) is given for large n by the polynomial
r(nλ1 + λ
′
1, . . . , nνk + ν
′
k) which is a polynomial in n for fixed partitions.
Now suppose that the triple (λ, µ, ν) lies on a wall between two cones. If the
triple (λ′, µ′, ν′) lies on the same wall the same argument as above applies. If the
triple (λ, µ, ν) lies in a cone then the triple (nλ+λ′, nµ+µ′, nν+ ν′) will, for large
n, also lie in a fixed cone, and by the same argument as above P (n) will be given
by a polynomial for large n. 
Example 5.4. Let λ = (6, 5, 4, 32, 1), µ = (5, 3, 2, 1), ν = (5, 3, 2, 1). We then have
c(λ;µ, ν) = 12 and the polynomial
c(nλ;nµ, nν) =
(n+ 1)(n+ 2)(n+ 3)(n+ 4)(n+ 5)(2n2 + 5n+ 7)
840
is of degree 7.
Let λ′ = (93, 7, 34, 2, 1), µ′ = (72, 3, 23, 12), ν′ = (8, 5, 32, 22, 1). We then have
c(λ′;µ′, ν′) = 39 and
n : 0 1 2 3 4 n ≥ 5
P (n) : 39 30 920 509 202 3 101 626 12 098 348 g(n)
g(n) : 55 407 50 333 513 782 3 102 223 12 098 382 g(n)
with
g(n) =
1
360
(
8490n7 + 214 525n6 + 1 664 232n5 + 5 835 910n4 + 904 140n3
+ 8 621 725n2− 19 075 662n+ 19 946 520
)
.
(We checked P (n) = g(n) for 5 ≤ n ≤ 17 by computer. It is still possible that
(nλ + λ′, nµ + µ′, nν + ν′) moves to another cone for higher n.) The generating
function G(z) =
∑
n g(n)z
n of g(n) is given by:
G(z) =
1
(1− z)8
(
− 141 993z7 + 752 295z6− 1 841 275z5+ 2 726 336z4
− 2 701 501z3+ 1 662 514z2− 392 923z+ 55 407
)
.
Many calculations suggest that Lemma 5.1 and Lemma 5.3 can be generalised.
Conjecture 5.5. Let f(n) = c(nλ;nµ, nν) be a polynomial of degree d. Let
c(λ′;µ′, ν′) 6= 0. Then there exist a polynomial g(n) of degree d and an integer
m such that Pλ,µ,νλ′,µ′,ν′(n) = g(n) for n ≥ m.
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In particular for c(λ;µ, ν) = 1 there exists an integer m with P (n) = P (m) for
n ≥ m.
We will say that a triple of partitions (λ, µ, ν) is larger than another triple
(λ′, µ′, ν′) if there exist triples (λi, µi, νi) with c(λi;µi, νi) 6= 0 with
λ =
(
· · ·
((
λ′ + λ1
)
+ λ2
)
· · ·
)
+ λn,
µ =
(
· · ·
((
µ′ + µ1
)
+ µ2
)
· · ·
)
+ µn,
ν =
(
· · ·
((
ν′ + ν1
)
+ ν2
)
· · ·
)
+ νn.
Since the + operation is commutative (λ, µ, ν) is larger than (λ′, µ′, ν′) if and
only if c(λ− λ′;µ− µ′, ν − ν′) > 0.
Lemma 5.6. Let f(n) = c(nλ;nµ, nν) be a polynomial of degree d. Let a multiple of
the triple (λ, µ, ν) be larger than the triple (λ′, µ′, ν′). Then there exists a polynomial
g(n) of degree d and an integer m such that Pλ,µ,νλ′,µ′,ν′(n) = g(n) for n ≥ m.
Proof. Choose k such that (kλ, kµ, kν) is larger than (λ′, µ′, ν′).
By Lemma 5.3, there exist a polynomial g(n) and an integerm such that P (n) =
g(n) for n ≥ m. Suppose in the following that n ≥ m. We now have g(n) ≥
f(n) by Lemma 3.1. But since (kλ, kµ, kν) is larger than (λ′, µ′, ν′) we also have
f(k + n) ≥ g(n), also by Lemma 3.1. Since both f(n) and f(k + n) have degree d
and f(k + n) ≥ g(n) ≥ f(n) it follows that g(n) has to be of degree d also. 
Acknowledgement: John Stembridge’s “SF-package for maple” [Ste] and A.
S. Buch’s “Littlewood-Richardson Calculator” [Bu2] were very helpful for comput-
ing examples. Furthermore, my thanks go to Etienne Rassart, Emmanuel Briand,
Christine Bessenrodt, Ron King and Martin Rubey for helpful discussions. This
paper was inspired by a talk given by Ron King at SLC 60 about stretched LR
coefficients.
References
[Bu1] Buch, Anders S.; “The Saturation Conjecture (After A. Knutson and T. Tao)”, Enseign.
Math. (2) 46 (2000), 43-60; arXiv:math/9810180v1
[Bu2] Buch, Anders S.; “Littlewood-Richardson Calculator”,
http://www.math.rutgers.edu/˜asbuch/lrcalc/
[DW] Derksen, H.; Weyman J.; “On the Littlewood-Richardson polynomials”, J. Algebra 255
(2002), no. 2, 247-257
[Ful] Fulton, William; “Eigenvalues, invariant factors, highest weights, and Schubert calculus”,
Bull. Amer. Math. Soc. (N.S.) 37 (2000), no. 3, 209-249
[Gut] Gutschwager, Christian; “On multiplicity-free skew characters and the Schubert Calcu-
lus”, Ann. Comb. 14 (2010) 339–353 arXiv:math/0608145v2
[KTT] King, Ronald C.; Tollu, Christophe; Toumazet, Fre´de´ric; “Stretched Littlewood-
Richardson and Kostka coefficients”, to appear in CRM Proceedings and Lecture Notes,
volume 34, 2003.
[KT] Knutson, Allen; Tao, Terence; “The honeycomb model of GL(n) tensor products 1:
Proof of the saturation conjecture”, J. Amer. Math., 12 (1999), no. 4, 1055-1090;
arXiv:math/9807160v4
[KTW] Knutson, Allen; Tao, Terence; Woodward, Christopher; “The honeycomb model of GL(n)
tensor products II: Puzzles determine facets of the Littlewood-Richardson cone”, J. Amer.
Math., 17 (2004) 19-48; arXiv:math/0107011v2
[Ras] Rassart, Etienne; “A polynomiality property for Littlewood-Richardson coefficients”,
arXiv:math/0308101v2, J. Combin. Theory Ser. A 107 (2004), no. 2, 161-179
[Sag] Sagan, Bruce E.; “The Symmetric Group - Representations, Combinatorial Algorithms,
and Symmetric Functions”, second Edition; Springer-Verlag; New York; 2001
GENERALISED STRETCHED LR COEFFICIENTS 15
[Sta] Stanley, Richard P.; “Enumerative Combinatorics, Volume 2”, Cambridge University
Press; Cambridge; 2001
[Ste] Stembridge, John R.; “SF-package for maple”, http://www.math.lsa.umich.edu/˜jrs/
[Zel] Zelevinsky, Andrei; “Littlewood-Richardson Semigroups”, arXiv:math/9704228v1, New
perspectives in algebraic combinatorics (Berkeley, CA, 1996-97), 337-345, Math. Sci. Res.
Inst. Publ., 38
Institut fu¨r Algebra, Zahlentheorie und Diskrete Mathematik, Leibniz Universita¨t
Hannover, Welfengarten 1, D-30167 Hannover
E-mail address: gutschwager (at) math (dot) uni-hannover (dot) de
