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resumo 
 
 
Neste trabalho abordam-se tópicos da análise quaterniónica modificada no 
sentido de Leutwiler, em particular aspectos relacionados com duas classes de 
polinómios elementares. Estabelece-se uma nova relação entre estes e um 
produto permutativo que é utilizado na análise quaterniónica clássica. 
Associando esta nova forma de representar os polinómios a um pacote de 
software já existente é possível dispor de um novo conjunto de procedimentos 
que, entre outros, permitem a manipulação computacional destas duas classes 
de polinómios.    
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
abstract 
 
In this work topics of modified quaternionic analysis in the sense of Leutwiler 
are presented, in particular, aspects related to two elementary classes of 
polynomials. A new relation between these two classes and a permutative 
product of the classical quaternionic analysis is established. Combining the 
new representation of the polynomials with an existing software package it is 
possible to obtain a series of procedures that, among others, facilitates the 
computational manipulation of the two classes of polynomials.    
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Introdução
Em 1992 [19] H. Leutwiler iniciou uma série de artigos acerca de uma modificação
hiperbólica de um sistema de equações bastante conhecido e já estudado por vários
autores (ver por exemplo [5], [25] e [27]). No princípio Leutwiler concentrou a sua
atenção no caso particular dos quaterniões para de seguida em conjunto com outros
autores apresentar generalizações e novos contributos para esta teoria. O sistema
resultante da modificação surge pela primeira vez como uma nota num artigo de H.
Maaß [24] mas nunca tinha sido estudado em detalhe.
Uma característica particular do sistema modificado (e o que motivou inicialmente
Leutwiler) é que as funções f(z) = zn de variável quaterniónica são soluções, algo
que não acontece na versão clássica do sistema. Uma consequência imediata desta
propriedade é poder-se definir funções elementares por meio de séries de potências
com coeficientes reais (por exemplo, ez, cos(z) e sin(z)) que são soluções do sistema
modificado (ver [19], [20] e [21]).
No desenvolvimento desta teoria duas classes de polinómios desempenham um papel
central, dado que em R3 (ambas as classes) formam uma base para o espaço vectorial
sobre R dos polinómios homogéneos que são soluções do sistema modificado. Estes
polinómios e as suas propriedades são abordados em [9], [10] e [20] através de fórmulas
recursivas. Em [21] uma das classes é construída com base numa álgebra de Jordan.
Dando continuidade às ideias de Leutwiler destaca-se S. L. Eriksson-Bique que, de
entre outros contributos, completou a teoria com a descoberta de fórmulas integrais de
Cauchy para a representação das soluções do sistema modificado.
Este trabalho está organizado da seguinte forma: no primeiro capítulo introduzem-
se alguns aspectos de carácter geral relativos aos quaterniões; no segundo capítulo
aborda-se a teoria das formas diferenciais harmónicas no sentido de Hodge que permite
a dedução de dois sistemas de equações que generalizam o sistema de Cauchy-Riemann
da análise complexa: o sistema habitualmente considerado na análise quaterniónica
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clássica e o sistema modificado. São também abordadas as soluções do sistema modifi-
cado, apelidadas por Leutwiler [19] de (H)-soluções, e um método para a construção de
algumas delas; no terceiro capítulo são expostas duas classes de polinómios, as relações
entre si e com vários operadores. O último capítulo é constituído por uma série de pro-
cedimentos, baseados num pacote de software existente [2] desenvolvido para o Maple
baseado em [23]. Estes procedimentos permitem, pela primeira vez, a manipulação e o
cálculo com as classes de polinómios introduzidos no terceiro capítulo.
Capítulo 1
A Álgebra dos quaterniões
O matemático irlandês William Rowan Hamilton (1805-1865) inventou os quaterniões
enquanto procurava introduzir um produto para vectores de R3 semelhante ao produto
de números complexos em C. Hamilton tinha como objectivo encontrar um sistema
algébrico que servia para o espaço R3 o da mesma forma que os números complexos
serviam para R2. Os números complexos formam uma álgebra de pares de números
reais. A obtenção de uma regra para a multiplicação de dois elementos a = a0i+a1j+
a2k e b = b0i+b1j+b2k tal que |ab| = |a||b| revelou-se, depois de dez anos de tentativas,
uma tarefa impossível. Mas Hamilton encontrou uma saída para este impasse passando
para a quarta dimensão e considerando elementos da forma q = x+iy+jt+ks onde i, j
e k obedecem a regras especiais para a multiplicação. O nome atribuído por Hamilton
a estes elementos (de quatro componentes) foi de quaterniões1.
1.1 Quaterniões
1.1.1 Factos elementares acerca dos quaterniões
Denota-se habitualmente por H, em honra de Hamilton, o conjunto de todos os qua-
terniões. Um elemento típico de H tem a forma
q = x+ iy + jt+ ks
1Hamilton, W. R., Elements of Quaternions, Long. Green, Londres 1866, Chelsea-New York, 1969.
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onde x, y, t e s são números reais. Multiplica-se elementos de H de acordo com as
regras:
i2 = j2 = k2 = −1,
ij = −ji = k,
jk = −kj = i,
ki = −ik = j.
Dados dois quaterniões p = p0 + p1i+ p2j + p3k e q = q0 + q1i+ q2j + q3k e tendo em
conta as regras anteriores o produto quaterniónico pq é dado por:
pq = p0q0 − (p1q1 + p2q2 + p3q3) + p0(q1 + q2 + q3) + q0(p1 + p2 + p3)
+ (p2q3 − p3q2)i+ (p3q1 − p1q3)j + (p1q2 − p2q1)k
Com este produto H passa a ser uma álgebra, a álgebra dos quaterniões. Note-se que
o produto quaterniónico não é comutativo mas é associativo o que faz da álgebra dos
quaterniões uma álgebra associativa.
Dado um q ∈ H, a sua parte real x é denotada por Re q, e sua parte imaginária
iy + jt + ks, por Im q. A notação anterior para designar a parte real e a parte
imaginária de um quaternião pode ser substituída por Sc e Vec respectivamente, sendo
esta a notação originalmente usada por Hamilton. Define-se módulo, valor absoluto ou
norma de q como sendo o número não negativo
|q| =
√
x2 + y2 + t2 + s2.
A involução principal ′ : H −→ H é o isomorfismo definido por
q′ = x− iy − jt+ ks.
Observe-se que (q1q2)′ = q′1q
′
2. À segunda involução
∗ : H −→ H chama-se reversão e é
o anti-isomorfismo definido por
q∗ = x+ iy + jt− ks.
Observe-se também que (q1q2)∗ = q∗2q
∗
1.
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A conjugação quaterniónica é também uma involução ¯ : H −→ H e é definida por
q = x− iy − jt− ks = x− Im q = (q∗)′ = (q′)∗.
O quaternião obtido por conjugação quaterniónica chama-se quaternião conjugado.
Note-se que q1q2 = q2 q1 e que q∗ = −kqk. Finalmente, tem-se a involução ˆ : H −→ H
definida por
qˆ = x+ iy − jt− ks.
Vale a pena observar que |q′| = |q∗| = |q| = |qˆ| = |q|, |q1q2| = |q1||q2| e que
Re q =
1
2
(q + q).
Como qq = qq = |q|2 e se q ∈ H\{0} então o elemento inverso q−1 é dado pela fórmula
q−1 =
q
|q|2 .
O centro de H é o corpo dos reais, já que, a parte real de um quaternião q comuta com
todos os outros quaterniões.
Definição 1.1.1 Seja q = x + iy + jt + ks um quaternião. Se s = 0 então chama-se
ao quaternião resultante quaternião reduzido.
É possível mergulhar R3 em H identificando os pontos (x, y, t) ∈ R3 com os quaterniões
reduzidos
z = x+ iy + jt.
1.1.2 A forma polar de um quaternião
Definição 1.1.2 Para todo q ∈ H com Im q 6= 0 define-se a forma polar de um
quaternião como
q = |q|(cos(θ) + I sin(θ))
onde
I = I(q) =
iy + jt+ ks√
y2 + t2 + s2
=
Im q
|Im q| e I
2(q) = −1
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e 0 < θ < pi é dado por
cot(θ) =
x√
y2 + t2 + s2
=
Re q
|Im q| .
Nota: Observe-se que esta forma polar quaterniónica é idêntica à forma polar de um
número complexo só que I(q), que corresponde à unidade imaginária, é variável.
Lema 1.1.3 A fórmula de Moivre para quaterniões é dada, para n ∈ N, por
qn = |q|n(cos(nθ) + I sin(nθ)).
Demonstração: A demonstração faz-se por indução em n.
Para n = 1. Seja q = x+ Im q ∈ H com Im q 6= 0. É sabido que
cos(θ) =
cot(θ)√
1 + cot2(θ)
=
x
|q| e que sin(θ) =
√
1− cos2(θ) = Im q|q|
tem-se portanto,
|q|(cos(θ) + I sin(θ)) = |q|
(
x
|q| +
Im q
|Im q| ·
|Im q|
|x|
)
= x+ Im q = q
e ainda que,
I2(q) =
−y2 − t2 − s2
|Im q|2 =
|Im q|2
|Im q|2 = −1
O que prova a afirmação para n = 1.
Usando a hipótese de indução e as fórmulas
cos(α+ β) = cos(α) cos(β)− sin(α) sin(β)
sin(α+ β) = sin(α) cos(β) + cos(α) sin(β)
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verifica-se que a afirmação ainda é verdadeira para n+ 1,
qn+1 = qnq = |q|n(cos(nθ) + I(q) sin(nθ)) · |q|(cos(θ) + I(q) sin(θ))
= |q|n+1(cos(nθ) cos(θ)− sin(nθ) sin(θ)) +
I(q)(cos(nθ) sin(θ) + sin(nθ) cos(θ))
= |q|n+1[cos((n+ 1) θ) + I(q) sin((n+ 1) θ)]
o que conclui a prova do lema.
Para mais pormenores acerca dos quaterniões veja-se [28].

Capítulo 2
Os sistemas de equações (R) e (H)
2.1 Aspectos geométricos
Nesta secção faz-se uma breve descrição de um modelo hiperbólico do semi-espaço
superior. É o domínio de muitas funções na análise complexa em particular das formas
modulares. O semi-plano superior com a métrica
ds2 =
dx2 + dy2
y2
é um modelo hiperbólico do plano. Do qual fazem parte todos os pontos que estão no
semi-plano superior excluindo os que estão no eixo real. Assim, o eixo real é a fronteira
deste modelo. As geodésicas são semi-círculos euclidianos com centros no eixo real e
linhas verticais que podem ser encaradas como arcos de círculos de raio infinito. Os
ângulos são os mesmos que os euclidianos.
2.1.1 Linhas e planos em R+3
Define-se o subespaço, sobre R, de H gerado por {1, i, j} como sendo
R3 = {x+ iy + jt ∈ H | x, y, t ∈ R}
ao qual juntamos ∞ para obter a extensão R3 = R3 ∪ {∞}. O semi-espaço superior é
defindo como
R+3 = {x+ iy + jt ∈ H | x, y, t > 0 ∈ R}. (2.1.1)
7
8 Os sistemas de equações (R) e (H)
O plano complexo extendido Cˆ = {x+ iy | x, y ∈ R} ∪ {∞} é considerado a fronteira
de R+3 e os pontos de Cˆ são habitualmente apelidados de pontos impróprios sendo os
restantes considerados como próprios. Por forma a distinguir as noções hiperbólicas
das habituais as primeiras serão escritas com o prefixo h. Por definição uma h-linha
é o semi-círculo contido em R+3 de um círculo em R3 que intersecta (a fronteira) Cˆ
ortogonalmente. Um h-plano é o hemisfério contido em R+3 de uma esfera em R3 que
intersecta Cˆ ortogonalmente. A fronteira imprópria de um h-plano é um círculo em
Cˆ a que se designa por horizonte. Cada círculo em Cˆ é horizonte de exactamente um
h-plano. O horizonte de R+3 é Cˆ. Dados dois quaisquer pontos (próprios ou impróprios)
existe uma e uma só h-linha que os contém. Se dois h-planos distintos têm um ponto
próprio em comum, então a sua intersecção é uma h-linha. Os ângulos neste modelo
são os mesmos que os euclidianos.
2.1.2 A métrica hiperbólica
Obtém-se agora uma fórmula para a distância entre dois pontos no semi-espaço su-
perior. Seja γ(τ) = x(τ) + iy(τ) + jt(τ) uma curva contínua e seccionalmente com
derivadas contínuas em R+3 . O seu h-comprimento, l(γ), é definido por meio da mé-
trica riemanianna
ds2 =
dx2 + dy2 + dt2
t2
(2.1.2)
como sendo
l(τ) =
∫ β
α
t−1
√(
∂x
∂τ
)2
+
(
∂y
∂τ
)2
+
(
∂t
∂τ
)2
dτ
O que se vai verificar é que l é sempre maior que o h-comprimento do h-segmento que
une γ(α) a γ(β) a não ser que a curva coincida com o h-segmento. Suponha-se então
que γ(α) = j e que γ(β) = λj, para algum λ > 1, então
l(τ) ≥
∫ β
α
t−1
∂t
∂τ
dτ =
∫ β
α
t−1 dt = log(λj)− log(j) = log(λ).
Assim, o h-comprimento do h-segmento que une j a λj é log(λ). Para se obter uma
expressão para a h-distância δ = δ(a, b) dos pontos a = a0+ia1+ja2 e b = b0+ib1+jb2,
com a2, b2 > 0 começa-se por observar que
(b0 − a0)2 + (b1 − a1)2 + (b2 − a2)2
a2b2
=
|b− a|2
a2b2
.
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Agora para se obter uma expressão que dependa de δ, vai-se supor que a = j e b = λj,
para algum λ > 1. Então, δ = log(λ) e
|b− a|2
a2b2
=
(0− 0)2 + (0− 0)2 + (1− λ)2
1λ
=
(eδ − 1)2
eδ
= (e2δ − 2eδ + 1) e−δ
= 2
(
eδ + e−δ
2
− 1
)
= 2(cosh δ − 1)
= 2
(
2 sinh2
(
δ
2
))
= 4 sinh2
(
δ
2
)
donde vem
sinh2
(
δ
2
)
=
|b− a|2
4a2b2
mas como
cosh δ = 2 sinh2
(
δ
2
)
+ 1
tem-se também
cosh δ =
(b0 − a0)2 + (b1 − a1)2 + b22 + a22
2a2b2
.
Uma aplicação para a fórmula da h-distância é a dedução da equação da h-esfera com
h-centro, c0 + ic1 + jc2 e h-raio λ:
(x− c0)2 + (y − c1)2 + t2 + c22 = 2c2t coshλ
(x− c0)2 + (y − c1)2 + t2 − 2c2t coshλ+ c22 cosh2 λ = c22 + c22 cosh2 λ
(x− c0)2 + (y − c1)2 + (t− c2 coshλ)2 = c22(1 + cosh2 λ)
(x− c0)2 + (y − c1)2 + (t− c2 coshλ)2 = c22 sinh2 λ
O que mostra que a h-esfera é uma esfera euclidiana com centro c0 + ic1 + j(c2 coshλ)
e raio c2 sinhλ.
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2.2 Formas diferenciais harmónicas
Dada a importância do sistema de equações de Cauchy-Riemann na análise complexa
é natural que se tivesse procurado extensões a dimensões superiores. Nesta secção
vão ser deduzidas duas dessas generalizações, o sistema (R) e o sistema (H) sendo o
primeiro amplamente estudado por vários autores, em particular por M. Riesz [25],{
∂u
∂x
− ∂v
∂y
− ∂w
∂t
= 0
∂u
∂y
= − ∂v
∂x
, ∂u
∂t
= −∂w
∂x
, ∂v
∂t
= ∂w
∂y
.
(R)
Se se considerar as funções u, v e w como as componentes da 1-forma ω = udx −
vdy − wdt o sistema (R) é satisfeito se e só se ω é harmónica no sentido de Hodge
[29] com respeito à métrica euclidiana habitual. O sistema (H) é obtido considerando a
harmonicidade de ω relativamente à métrica hiperbólica (2.1.2) no semi-espaço superior
(2.1.1). Note-se que em C a harmonicidade da forma diferencial ω = udx−vdy conduz
ao sistema de equações de Cauchy-Riemann independentemente da escolha da métrica.
Segue-se então uma introdução elementar às formas diferenciais e à harmonicidade no
sentido de Hodge.
2.2.1 Formas diferenciais
Seja M uma variedade diferenciável e g um produto escalar no espaço tangente a
M , isto é, para qualquer x ∈ M , gx : TxM × TxM −→ R é um produto escalar
em TxM - espaço tangente a M em x. Assim g diz-se uma métrica riemanniana e
o par (M, g) é uma variedade riemanniana. Em R3 para cada ponto x = (x1, x2, x3)
podemos considerar o espaço vectorial tangente TxR3 com base ortonormal dada por
{ ∂
∂x1
, ∂
∂x2
, ∂
∂x3
} onde ∂
∂xi
, i = 1, 2, 3 são derivadas parciais no ponto x. O produto escalar
é então definido por ( ∂
∂xi
, ∂
∂xk
) = gik. A cada espaço tangente TxR3 podemos associar
o seu espaço dual (TxR3)∗, também conhecido como espaço cotangente. Para base de
(TxR3)∗ tomamos {dx1, dx2, dx3} onde xi : R3 −→ R é a aplicação que associa a cada
ponto a sua i− e´sima coordenada. O conjunto {dx1, dx2, dx3} é então a base dual de
{ ∂
∂x1
, ∂
∂x2
, ∂
∂x3
} dado que
dxi
(
∂
∂xk
)
=
∂xi
∂xk
= δik =
{
1 i = k
0 i 6= k .
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O produto escalar em (TxR3)∗ é definido pela matriz inversa (gik)−1, isto é, (dxi, dxk) =
(gik)
−1. Para denotar a matriz inversa (gik)−1 utiliza-se a notação gik.
Seja
∧k((TxR3)∗), o conjunto das aplicações k−lineares alternadas (alternamos o sinal
sempre que trocamos dois argumentos consecutivos).
O produto exterior, ∧, é associativo e bilinear gozando das seguintes propriedades:
1. dxi ∧ dxi = 0.
2. dxi ∧ dxj = −dxj ∧ dxi (anti-simetria).
O conjunto
{1, dx1, dx2, dx3, dx1 ∧ dx2, dx1 ∧ dx3, dx2 ∧ dx3, dx1 ∧ dx2 ∧ dx3}.
é base para a álgebra exterior
∧
((TxR3)∗).
Definição 2.2.1 Uma k-forma diferencial em R3 é uma aplicação que a cada x ∈ R3
faz corresponder um elemento α(x) ∈ ∧k((TxR3)∗).
Note-se que em R3 se k > 3 temos a repetição de termos o que já resulta em 0.
Vamos denotar por I o k− tuplo (i1, . . . , ik), i1 < . . . < ik, ij ∈ {1, 2, 3} e usamos para
α a representação
α =
∑
I
fIdxI .
Convenciona-se que uma 0− forma é uma função diferenciável f : R3 −→ R.
Exemplo 2.2.2 Considerem-se as seguintes k-formas
1. k = 0 - ω0 =f onde f : R3 −→ R;
2. k = 1 - ω1 = f1dx1 + f2dx2 + f3dx3 onde f1, f2, f3 : R3 −→ R;
3. k = 2 - ω2 = g3dx1 ∧ dx2 + g1dx2 ∧ dx3 + g2dx3 ∧ dx1 onde g1, g2, g3 : R3 −→ R;
4. k = 3 - ω3 = hdx1 ∧ dx2 ∧ dx3 onde h : R3 −→ R.
Definição 2.2.3 Sejam α =
∑
I fIdxI e β =
∑
J gJdxJ , define-se o produto de duas
formas através de
α ∧ β =
∑
IJ
fIgJdxI ∧ dxJ .
com I = (i1, . . . , 1k), i1 < . . . < ik e J = (j1, . . . , js), j1 < . . . < js.
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Pelo que, se α é uma k−forma e β é uma s−forma o resultado do produto exterior é
uma (k+s)−forma e se se considerar ainda uma r−forma θ as seguintes propriedades
são válidas:
1. (α ∧ β) ∧ θ = α ∧ (β ∧ θ);
2. (α ∧ β) = (−1)ks(β ∧ α);
3. α ∧ (β + θ) = α ∧ β + α ∧ θ, se r = s.
Exemplo 2.2.4 Sejam α = x1dx1+x2dx2+x3dx3 e β = dx1∧dx2+dx1∧dx2. Então,
α∧β = (x1dx1+x2dx2+x3dx3)∧ (dx1∧dx2+dx1∧dx2) = x2dx2∧dx1∧dx3+x3dx3∧
dx1 ∧ dx2 = −x2dx1 ∧ dx2 ∧ dx3 − (−x3(dx1 ∧ dx2 ∧ dx3)) = (x3 − x2)dx1 ∧ dx2 ∧ dx3.
Definição 2.2.5 Seja α =
∑
I fIdxI uma k-forma. O diferencial exterior d :
∧
((TR3)∗) −→∧
((TR3)∗) é definido por
dα =
∑
I
dfI ∧ dxI .
Exemplo 2.2.6 Se α é uma 0−forma, isto é, uma função diferenciável f : R3 −→ R
então o seu diferencial total é
df =
3∑
i=1
∂f
∂xi
dxi.
Se por outro lado consideraramos uma 1− forma β =∑3i=1 gidxi tem-se
dβ =
3∑
i=1
3∑
j=1
∂gi
∂xj
dxj ∧ dxi.
Observe-se que no primeiro caso do exemplo anterior o que se obteve foi uma 1 −
forma e no segundo foi uma 2 − forma. De facto o diferencial exterior de uma
k − forma diferencial é uma (k + 1)− forma diferencial (0 6 k < 3).
Exemplo 2.2.7 Seja α = x1x2x3dx1+x2x3dx3 então dα = x1x3dx2∧ dx1+x1x2dx3∧
dx1 + dx2 ∧ dx3 = −x1x3dx1 ∧ dx2 − x1x2dx1 ∧ dx3 + dx2 ∧ dx3.
Sejam α uma k−forma e β uma s−forma, o diferencial exterior satisfaz as seguintes
propriedades,
1. d(α ∧ β) = dα ∧ β + (−1)k(α ∧ dβ) ∈ ∧ (k+s)+1((TR3)∗);
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2. d(dα) = d2α = 0.
Exemplo 2.2.8 Usando a notação do exemplo (2.2.2)
1. dω0 = df =
∂f
∂x1
dx1 +
∂f
∂x2
dx2 +
∂f
∂x3
dx3;
2. dω1 =
(
∂f2
∂x1
− ∂f1
∂x2
)
dx1 ∧ dx2 +
(
∂f3
∂x2
− ∂f2
∂x3
)
dx2 ∧ dx3 +
(
∂f1
∂x3
− ∂f3
∂x1
)
dx3 ∧ dx1;
3. dω2 =
(
∂g1
∂x1
+ ∂g2
∂x2
+ ∂g3
∂x3
)
dx1 ∧ dx2 ∧ dx3;
4. dω3 = 0, por definição.
Nota: Pode-se estabelecer uma correspondência entre a notação do exemplo (2.2.8) e
a notação habitualmente utilizada no cálculo vectorial:
1. dω1 = 0⇔ rot (f1, f2, f3) = rot −→f = 0;
2. dω2 = 0⇔ div (g1, g2, g3) = div −→g = 0;
3. d(dω1) = d2ω1 = 0⇔ div (rot −→f ) = 0.
Ao contrário de d, que por definição, não depende da métrica considerada o co-
diferencial δ depende da métrica.
Considere-se a familia de métricas ds2 = ρ2(dx21 + dx
2
2 + dx
2
3), onde ρ
2 é o factor de
deformação conforme,
gik = ρ
2δik = ρ
2
 1 0 00 1 0
0 0 1
 =
 ρ
2 0 0
0 ρ2 0
0 0 ρ2

donde se obtem as componentes do tensor métrico para o caso euclidiano fazendo
ρ = 1 e as respectivas componentes para o caso hiperbólico (o do semi-espaço superior)
fazendo ρ = x−13 . Isto é, substituindo em
ds2 =
3∑
i,j=1
gijdxidxj
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obtém-se para ρ = 1 que g11 = g22 = g33 = 1 donde segue a métrica euclidiana
ds2 := dx21 + dx
2
2 + dx
2
3 e para ρ = x
−1
3 tem-se g11 = g22 = g33 = x
−2
3 resultando na
métrica
ds2 =
dx21 + dx
2
2 + dx
2
3
x23
que se vai associar ao semi-espaço superior
R+3 = {(x1, x2, x3) ∈ R3 | x3 > 0}.
2.2.2 O operador de Laplace-Beltrami
O operador linear ? de Hodge, define-se [29] pela condição de que para qualquer base
ortonormal, e1, . . . , en do espaço cotangente se tenha:
?(1) = ±e1 ∧ e2 ∧ . . . ∧ en
?(e1 ∧ e2 ∧ . . . ∧ en) = ±1
?(e1 ∧ e2 ∧ . . . ∧ ep) = ±ep+1 ∧ . . . ∧ en
tomando o sinal + se e1 ∧ e2 ∧ . . . ∧ en está orientado positivamente e o sinal − caso
contrário.
Definição 2.2.9 Denotando por d o diferencial exterior, define-se o operador adjunto
δ :
∧
((TR3)∗) −→ ∧((TR3)∗) que transforma p-formas em (p-1)-formas segundo a
fórmula,
δ = (−1)n(p+1)+1 ? d ? .
Quando se trata de uma 0 − forma δ é simplesmente o funcional linear nulo, δf = 0
e se α é uma k − forma temos δ(δα) = 0.
Os operadores d e δ são chamados operadores de Hodge adjuntos no sentido em que
?δα = (−1)kd ? α
?dα = (−1)k+1δ ? α.
e ainda ?(?α) = (−1)k(n−k)α. Observe-se que o operador ? de Hodge aplica k −
formas em (3 − k) − formas. Sabendo que (dxi, dxk) = gik = ρ−2δik, os elementos
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ρdx1, ρdx2, ρdx3 definem um sistema ortonormal pois
(ρdxi, ρdxk) = ρ
2(dxi, dxk) = ρ
2ρ−2gik = δik.
Volta-se a utilizar notação inicial para simplificar a apresentação fazendo x1 = x, x2 =
y, x3 = t. Aplicando o operador ? a este sistema vem, por definição
?(ρdx) = (ρdy) ∧ (ρdt) = ρ2dy ∧ dt⇔ ?dx = ρdy ∧ dt
?[(ρdx) ∧ (ρdt)] = −ρdy ⇔ ?(ρ2dx ∧ dt)− ρdy ⇔ ?(dx ∧ dt) = −1
ρ
dy
?[(ρdx) ∧ (ρdy) ∧ (ρdt)] = 1⇔ ?(ρ3dx ∧ dy ∧ dt) = 1⇔ ?(dx ∧ dy ∧ dt) = 1
ρ3
e continuando a calcular vem:
? dx = ρdy ∧ dt
? dy = −ρdx ∧ dt
? dz = ρdx ∧ dy
? (dx ∧ dy) = ρ−1dt
? (dx ∧ dt) = −ρ−1dy
? (dy ∧ dt) = ρ−1dx
? (dx ∧ dy ∧ dt) = ρ−3
Dada ω = f1dx + f2dy + f3dt num subconjunto de R3 o co-diferencial é definido por
δω = − ? d(? ω) e para o obter explicitamente procede-se da seguinte forma:
? ω = ? (f1dx+ f2dy + f3dt)
= ? (f1dx) + ? (f2dy) + ? (f3dt)
= f1(?dx) + f2(?dy) + f3(?dt)
= (f1ρ)dy ∧ dt− (f2ρ)dx ∧ dt+ (f3ρ)dx ∧ dy
d(? ω) =
(
∂(f1ρ)
∂x
+
∂(f2ρ)
∂y
+
∂(f3ρ)
∂t
)
dx ∧ dy ∧ dt
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− ? (d(? ω)) = −ρ−3
(
∂(f1ρ)
∂x
+
∂(f2ρ)
∂y
+
∂(f3ρ)
∂t
)
Então escolhendo ρ = 1 e usando notação vectorial vem,
δω = −
(
∂f1
∂x
+
∂f2
∂y
+
∂f3
∂t
)
= −div (f1, f2, f3)) = −div −→f
e para ρ = t−1 tem-se
δω = −t
(
∂f1
∂x
+
∂f2
∂y
+
∂f3
∂y
− t−1f3
)
= −t(div −→f − t−1f3).
Definição 2.2.10 A 1− forma ω = f1dx + f2dy + f3dt diz-se harmónica no sentido
de Hodge se dω = 0 e δω = 0 [29].
No caso euclidiano ω é harmónica no sentido de Hodge se e só se
dω = 0 −→ rot (f1, f2, f3) = 0
δω = 0 −→ div (f1, f2, f3) = 0
e no caso hiperbólico, ω = f1dx + f2dy + f3dt, é harmónica no sentido de Hodge se e
só se
dω = 0 −→ rot (f1, f2, f3) = 0
δω = 0 −→ t(div (f1, f2, f3)− t−1f3) = 0.
Definição 2.2.11 O operador linear ∆LB :
∧
((TR3)∗) −→ ∧((TR3)∗) dado por
∆LB = dδ + δd
chama-se Operador de Laplace-Beltrami [29].
2.3 As (H)-soluções
2.3.1 A definição das (H)-soluções
Um método prático para determinar se uma função f definida num subconjunto aberto
do plano complexo, f : Ω ⊂ C −→ C é holomorfa consiste em verificar se as funções
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componentes u e v satifazem as equações do sistema de Cauchy-Riemann{
∂u
∂x
= ∂v
∂y
∂u
∂y
= − ∂v
∂x
(C-R)
Definição 2.3.1 Uma função u de classe C2 é harmónica se satisfaz a equação(
∂2
∂x2
+
∂2
∂y2
)
u = 0
que se abrevia pela notação 4u = 0 e se designa por equação de Laplace (no plano).
Se f é uma função holomorfa e se f = u+ iv é a sua representação em termos de parte
real e imaginária então u e v são harmónicas. Sendo a implicação inversa verdadeira
sempre que as funções u e v estejam definidas numa região simplesmente conexa. Se
U é uma dessas regiões e se u é harmónica em U então existe uma função holomorfa
F em U tal que Re F = u. Isto é, para uma tal função u existe uma função v definida
em U tal que f ≡ u+ iv é holomorfa em U . Qualquer par destas funções difere de uma
constante e diz-se que v é a função conjugada harmónica de u.
Considerem-se agora as funções f : Ω ⊂ R3 −→ R3, onde Ω é um subconjunto aberto
de R3, f = u + iv + jw, substituindo f por g = f = u − iv − jw, e de seguida
considerando o seu dual, a 1− forma, σ = udx− vdy − wdt. Observou-se que para σ
ser harmónica tem que verificar, {
dσ = 0
δσ = 0.
1. Com a métrica euclidiana usual, ds2 = dx2 + dy2 + dt2, vem{
∂u
∂x
− ∂v
∂y
− ∂w
∂t
= 0
∂u
∂y
= − ∂v
∂x
, ∂u
∂t
= −∂w
∂x
, ∂v
∂t
= ∂w
∂y
.
(R)
Este é o sistema habitualmente considerado na análise quaterniónica clássica (que
generaliza o sistema (C-R)), mas se visto em termos de{
rot −→g = 0
div −→g = 0
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é conhecido da Física, dado que descreve, por exemplo, o fluxo de líquidos não
compressíveis por uma superfície sem vórtices, como o sistema de M. Riesz.
2. Se considerada a métrica hiperbólica, ds2 = t−2(dx2 + dy2 + dt2), obtém-se{
t(∂u
∂x
− ∂v
∂y
− ∂w
∂t
) + w = 0
∂u
∂y
= − ∂v
∂x
, ∂u
∂t
= −∂w
∂x
, ∂v
∂t
= ∂w
∂y
.
(H)
Então, de rot −→g = 0, pelo menos localmente, as soluções de (R) são da forma
f =
∂h
∂x
− i∂h
∂y
− j ∂h
∂t
.
Por isso, dado que div−→g = 0, a função h, definida num subconjunto aberto Ω de R3, é
harmónica, isto é, satisfaz a equação de Laplace no espaço,4 h = 0. Consequentemente
as componentes u, v, w de uma (R)-solução f , são harmónicas.
Definição 2.3.2 As soluções do sistema (H) chamam-se (H)-soluções [19].
No que toca ao sistema (H) as (H)-soluções são as funções f : Ω −→ R3 definidas
num aberto Ω de R3 (em particular Ω ⊂ R+3 ). Devido às três últimas equações de (H)
pode-se, pelo menos localmente, escrever toda a (H)-solução, f na forma
f =
∂H
∂x
− i∂H
∂y
− j ∂H
∂t
.
Sendo, neste caso, H uma função hiperbolicamente harmónica, isto é, uma função que
satisfaz
t4H − ∂H
∂t
= 0.
Se f = u+ iv+jw, é uma (H)-solução então as componentes u, v são hiperbolicamente
harmónicas. É possível verificar que v é de facto hiperbolicamente harmónica, i.e.,
t4v = ∂v
∂t
.
Diferenciando a primeira equação de (H) em ordem a y e usando as igualdades da
segunda linha deste sistema vem,
0 = t
(
∂2u
∂x∂y
− ∂
2v
∂y∂y
− ∂
2w
∂t∂y
)
+
∂w
∂y
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= t
(
− ∂
2v
∂x2
− ∂
2v
∂y2
− ∂
2v
∂t2
)
+
∂v
∂t
= −t4v + ∂v
∂t
.
A mesma verificação pode ser feita para u. Apesar de u e v serem hiperbolicamente
harmónicas a função w não é. No entanto, satisfaz a equação
t24 H − t∂H
∂t
+H = 0.
Isto é, w é uma função própria do operador de Laplace-Beltrami (obtido a partir da
métrica 2.1.2) com correspondente valor próprio -1. Verifica-se esta afirmação diferen-
ciando em ordem a t a primeira linha de (H) e utilizando as igualdades da segunda
linha do sistema,
0 =
∂
∂t
(
t
(
∂u
∂x
− ∂v
∂y
− ∂w
∂t
)
+ w
)
=
∂
∂t
(
t
(
∂u
∂x
− ∂v
∂y
− ∂w
∂t
))
+
∂w
∂t
=
(
∂u
∂x
− ∂v
∂y
− ∂w
∂t
)
− t4w + ∂w
∂t
= t
(
∂u
∂x
− ∂v
∂y
− ∂w
∂t
)
− t24w + t∂w
∂t
= −w − t24w + t∂w
∂t
= t24w − t∂w
∂t
+ w
⇔ t2
(
4w − t−1∂w
∂t
)
= −w.
Lema 2.3.3 Seja f = u+ iv+ jw uma (H)-solução então ∂
∂x
f e ∂
∂y
f são (H)-soluções.
Demonstração: Seja f0 := ∂∂xf , f0 = u0+iv0+jw0. Usando as igualdades da segunda
linha do sistema (H) tem-se
t
(
∂u0
∂x
− ∂v0
∂y
− ∂w0
∂t
)
+ w0 = t
(
∂2u
∂x2
+
∂2v
∂y2
+
∂2w
∂t2
)
− ∂u
∂t
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= t4u− ∂u
∂t
= 0
dado que u é hiperbolicamente harmónica.
Procedendo de forma análoga demonstrava-se que ∂
∂y
f também é (H)-solução.
Ao contrário do que se observou no lema (2.3.3) relativamente a ∂
∂x
f e a ∂
∂y
f no caso de
∂
∂t
f não obtemos uma (H)-solução. Para provar esta afirmação basta seguir a metodo-
logia da demonstração anterior e ter em conta que w é uma função própria do operador
4LB.
Lema 2.3.4 Seja z = x+ iy + jt então z−1 = 1
z
é (H)-solução.
Demonstração: Na realidade
1
z
=
z
|z|2 =
x− iy − jt
x2 + y2 + t2
=
x
x2 + y2 + t2
− i y
x2 + y2 + t2
− j t
x2 + y2 + t2
vamos verificar que satisfaz a primeira linha do sistema (H)
t
( |z|2 − 2x2
|z|4 −
−|z|2 + 2y2
|z|4 −
−|z|2 + 2t2
|z|4
)
− t|z|2 =
t
( |z|2 + |z|2 + |z|2 − 2x2 − 2y2 − 2t2
|z|4
)
− t|z|2 =
t
(
3|z|2 − 2|z|2
|z|4
)
− t|z|2 =
3t|z|4 − 2t|z|4 − t|z|4
|z|4 = 0.
Verifica-se a segunda linha de (H)
2ty
|z|4 =
2yt
|z|4
e procede-se de forma análoga para as restantes igualdades.
Para além de 1/z tem-se ainda que 1 e i são (H)-soluções embora f(z) = 0 + i0 + j
não o seja (substituindo na primeira linha do sistema (H) obtém-se 1 = 0 o que é uma
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proposição falsa) sendo substituída por jt = 1
2
(z + izi). E a solução constante é dada
pela função
f(z) = a+ ib+ jct
com z = x+ iy + jt onde a, b, e c são números reais.
2.3.2 Construção de (H)-soluções
Existem funções que sendo holomorfas em C podem ser usadas para construir (H)-
soluções (ver [20]). Seja A um subconjunto aberto de C e F : A ⊆ C −→ C uma
função holomorfa em A, F = u+ iv com as componentes u, v : A −→ R. Considere-se
a função
f(z) = u(Re z, |Im z|) + Im z|Im z| × v(Re z, |Im z|)
definida em
U = {z = x+ iy + jt | (Re z, |Im z|) ∈ A}
A função, f , pode então ser usada para construir (H)-soluções a partir de uma função
holomorfa, F , se as restringirmos a R+3 e a C+ respectivamente. Assim sendo,
F holomorfa em A ⊆ C+ ∼= R2+ ⇔ f (H)-solução em U ⊆ R+3
Lema 2.3.5 Se F (x+iy) = (x+iy)n para n ∈ N tem-se a (H)-solução f(x+iy+jt) =
(x+ iy + jt)n.
Demonstração: Seja z = x+ iy+ jt, começa-se por considerar o desenvolvimento [1],
(x+ iy)n =
[n/2]∑
k=1
(−1)k
(
n
2k
)
xn−2ky2k + i
[(n−1)/2]∑
k=0
(−1)k
(
n
2k + 1
)
xn−2k−1y2k+1
E substituir neste desenvolvimento y por |Im z| e i por Im z/|Im z| obtendo
[n/2]∑
k=1
(−1)k
(
n
2k
)
xn−2k(|Im z|)2k + Im z|Im z|
[(n−1)/2]∑
k=0
(−1)k
(
n
2k + 1
)
xn−2k−1(|Im z|)2k+1
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simplificando
[n/2]∑
k=1
(−1)k
(
n
2k
)
xn−2k(y2 + t2)k + (Im z)
[(n−1)/2]∑
k=0
(−1)k
(
n
2k + 1
)
xn−2k−1(y2 + t2)k.
Resultando portanto,
zn =
[n/2]∑
k=1
(−1)k
(
n
2k
)
xn−2k(y2 + t2)k + (iy+ jt)
[(n−1)/2]∑
k=0
(−1)k
(
n
2k + 1
)
xn−2k−1(y2 + t2)k
que é válido para todo o z ∈ R3. A notação [n] significa o maior inteiro menor ou igual
a n.
Através da contrução dada pelo lema (2.3.5) podemos concluir que f(z) = zn é uma
(H)-solução. Este método de construção permite obter várias (H)-soluções. Por exem-
plo considere-se a função F (x + iy) = i e procedendo de forma análoga obtém-se a
(H)-solução Im z/|Im z| que está definida para todo o z = x + iy + jt ∈ R3\R.
Sabendo que zn é (H)-solução é claro que funções definidas via série de potências con-
vergentes com coeficientes reais também são (H)-soluções considere-se, por exemplo, a
função exponencial
ez =
∞∑
n=0
zn
n!
com z = x + iy + jt, que corresponde à função exponencial complexa. Concluímos
esta secção com uma tabela onde estão compiladas algumas das diferenças relativas
aos sistemas que procuram generalizar (C-R): o sistema (R) da análise quaterniónica
clássica e o sistema (H) da análise quaterniónica modificada. Estando ambos definidos
para funções de classe C2, f = f0 + f1i+ f2j de variável z = x+ iy+ jt definidas num
aberto, Ω ⊂ R3.
Clássico (Euclidiano) Modificado (Hiperbólico)
div(~f) = ∂f1
∂x
+ ∂f2
∂y
+ ∂f3
∂t
div(~f)− 3
t
f3
grad(f) =
(
∂f
∂x
, ∂f
∂y
, ∂f
∂t
)
t2(grad(f))
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4(f) = ∂2f
∂x2
+ ∂
2f
∂y2
+ ∂
2f
∂t2
4LB(f) = t2
(
4 (f)− 1
t
∂f
∂t
)
(R)
{
∂u
∂x
− ∂v
∂y
− ∂w
∂t
= 0
∂u
∂y
= − ∂v
∂x
, ∂u
∂t
= −∂w
∂x
, ∂v
∂t
= ∂w
∂y
(H)
{
t(∂u
∂x
− ∂v
∂y
− ∂w
∂t
) + w = 0
∂u
∂y
= − ∂v
∂x
, ∂u
∂t
= −∂w
∂x
, ∂v
∂t
= ∂w
∂y
.
Restringindo (R) a R2 fazendo t = 0, Restringindo (H) a R2 fazendo t = 0,
obtém-se o sistema de Cauchy-Riemann. obtém-se o sistema de Cauchy-Riemann.
Se f é solução de (R) então também Se f é solução de (H) então também
∂f
∂x
, ∂f
∂y
, ∂f
∂t
são soluções. ∂f
∂x
e ∂f
∂y
são soluções, mas ∂f
∂t
não é.
f é solução se e só se a forma diferencial f é solução se e só se a forma diferencial
α = f1dx+ f2dy + f3dt for harmónica α = f1dx+ f2dy + f3dt for harmónica
no sentido de Hodge em relação à no sentido de Hodge em relação à
métrica euclidiana ds2 = dx2 + dy2 + dt2 métrica hiperbólica ds2 = dx
2+dy2+dt2
t2
no espaço R3. no semi-espaço superior R+3 .
As funções componentes f1, f2 e f3 são As funções componentes f1 e f2 são
harmónicas, isto é, soluções da equação hiperbolicamente harmónicas, isto é, soluções
4h = 0 (4 é o operador de Laplace). da equação 4LBh = 0, f3 é função
própria de 4LB com valor próprio -1
(4LB é o operador de Laplace-Beltrami).
A função polinomial zn = (x+ iy + jt)n A função polinomial zn = (x+ iy + jt)n
não é solução do sistema (R). é solução do sistema (H).

Capítulo 3
Polinómios elementares
3.1 Os polinómios Lkn(z)
De acordo com o que já foi observado, nomeadamente no que concerne á n-ésima
potência de um quaternião na forma polar, pode-se concluir que as potências zn, com
n ∈ N, ainda são quaterniões reduzidos se z o for. Infelizmente esta função não é
solução do sistema (R), basta ver que para n = 1, isto é, para z = x + yi + jt se tem
na primeira linha do sistema (R) −1 = 0 o que é uma proposição falsa. Dado que esta
função representa um papel fundamental na análise complexa clássica era desejável que
também se pudesse fazer uso dela na análise quaterniónica modificada.
Daí a motivação para uma modificação (ver [19]) do sistema (R) sendo o resultado
dessa modificação sistema (H). Se f(z) = zn é uma (H)-solução também o são as suas
derivadas parciais ∂
∂x
zn e ∂
∂y
zn. No entanto a derivada parcial com respeito à terceira
variável já não é uma (H)-solução.
E tem-se, como na análise complexa clássica:
∂zn
∂x
= nzn−1.
No entanto, diferenciando em ordem à variável y a situação altera-se.
Exemplo 3.1.1 Sejam g1(z) = z2 e g2(z) = z3, com z = x + yi + jt. Diferenciando
com respeito a x e a y, respectivamente, tem-se:
a) ∂
∂x
g1(z) =
∂
∂x
z2 = 2z;
b) ∂
∂x
g2(z) =
∂
∂x
z3 = 3z2;
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c) ∂
∂y
g1(z) =
∂
∂y
z2 = iz + zi;
d) ∂
∂y
g2(z) =
∂
∂y
z3 = iz2 + ziz + z2i.
Isto quer dizer que ao contrário da análise complexa clássica,
i
∂zn
∂x
6= ∂z
n
∂y
.
Faz sentido então introduzir a seguinte definição [4].
Definição 3.1.2 Para n, k ∈ N0 e z = x+ yi+ jt ∈ R3 define-se a classe de funções,
Lkn : z −→
1
k!
∂kzn+k
∂yk
(3.1.1)
Observa-se imediatamente que Lkn(z) é um polinómio homogéneo de grau n. E que
satisfaz o sistema (H) dado que é obtido através de derivações parciais sucessivas com
respeito à segunda variável.
No exemplo seguinte apresenta-se alguns dos polinómios Lkn(z) expressos na variável z
e também para efeitos de cálculo em Maple (Cap. 4) os mesmos polinómios mas com
a variável z substituída por x+ iy + jt.
Exemplo 3.1.3 Alguns dos polinómios Lkn(z) na variável z e também em termos das
variáveis reais x, y e t:
L00(z) = 1
L0n(z) = z
n = zL0n−1
Lk0(z) = i
k = iLk−10 (k ∈ N)
L11(z) = iz + zi
L11(x+ iy + jt) = −2y + 2xi
L12(z) = iz
2 + ziz + z2i
L12(x+ iy + jt) = −6xy + (3x2 − 3y2 − t2)i− 2ytj
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L21(z) = −2z + izi
L21(x+ iy + jt) = −3x− 3yi− tj
L22(z) = −3z2 + zizi+ iziz + iz2i
L22(x+ iy + jt) = −6x2 − 6y2 + 2t2 − 12xyi− 4xtj
L32(z) = −3iz2 − 3ziz − 3z2i+ izizi
L32(x+ iy + jt) = 20xy + (−10x2 + 10y2 + 2t2)i+ 4ytj
Agora a partir destes exemplos observa-se que:
i) L12(z) = iz
2 + ziz + z2i = z(iz + zi) + iz2 = zL11(z) + iL
0
2(z);
ii) L22(z) = −3z2+zizi+iziz+iz2i = z(−2z+izi)+i(iz2+ziz+z2i) = zL21(z)+iL12(z).
o que sugere uma relação recursiva.
Proposição 3.1.4 Seja Lkn(z) = 0 quando k < 0. Para n, k ∈ N0 e com z = x+ yi+
jt ∈ R3 tem-se a fórmula recursiva
Lkn(z) = zL
k
n−1(z) + iL
k−1
n (z). (3.1.2)
Demonstração: A demonstração é feita por indução em k. Vale a pena observar que
a definição (3.1.1) pode ser escrita como
k!Lkn(z) =
∂k
∂yk
zn+k.
Para k = 0 vem,
∂0
∂y0
zn+0 = zn = zL0n−1(z) + 0.
Como hipótese de indução tem-se
∂k
∂yk
zn+k = z
∂k
∂yk
zn−1+k + ki
∂k−1
∂yk−1
zn+k−1.
Assumindo que que a afirmação é verdadeira para k e vai-se verificar a veracidade da
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afirmação para k + 11
∂k+1
∂yk+1
zn+k+1 =
∂
∂y
∂k
∂yk
zn+k =
∂
∂y
(
z
∂k
∂yk
zn−1+k + ki
∂k−1
∂yk−1
zn+k−1
)
= i
∂k
∂yk
zn−1+k + z
∂k+1
∂yk+1
zn+k−1 + ki
∂k
∂yk
zn+k−1
= z
∂k+1
∂yk+1
zn+k−1 + i(k + 1)
∂k
∂yk
zn+k−1.
O que prova a hereditariedade da afirmação, concluindo assim a demonstração.
Lema 3.1.5 Para todo n ∈ N k ∈ N0 tem-se as fórmulas para a diferenciação parcial
em ordem às variáveis x e y,
1.
∂
∂x
Lkn(z) = (n+ k)L
k
n−1(z);
2.
∂
∂y
Lkn(z) = (k + 1)L
k+1
n−1(z).
Demonstração: Omite-se durante a demonstração a variável z para não sobrecarregar
a notação. A demonstração é realizada por indução em n.
1. Para n = 1 e k = 0 vem,
∂
∂x
L01(z) = 1 = (1 + 0)L
0
0(z).
Para n ∈ N observa-se que n −→ n+1. De facto, usando a fórmula (3.1.2) e a hipótese
de indução tem-se,
∂
∂x
Lkn+1 =
∂
∂x
(zLkn + iL
k+1
n+1)
= Lkn + z(n+ k)L
k
n−1 + i[(k − 1) + (n+ 1)Lk−1n ]
= Lkn + (n+ k)L
k
n
= (n+ k + 1)Lkn.
1De futuro nas demonstrações que utilizem o princípio de indução será utilizada a simbologia,
k −→ k + 1 por forma a simplificá-las.
3.1. Os polinómios Lkn(z) 29
2. De forma análoga a 1 e recorrendo aos mesmos argumentos vem,
∂
∂y
Lkn+1 =
∂
∂y
(zLkn + iL
k+1
n+1)
= iLkn + z(k + 1)L
k+1
n−1 + ikL
k
n
= z(k + 1)Lk+1n−1 + i(k + 1)L
k
n
= (k + 1)Lk+1n−1.
O que prova a hereditariedade das afirmações.
Nota: Pode-se obter uma definição alternativa para Lkn(z) desta feita uma fórmula
recursiva em k basta ver que
∂
∂y
Lk−1n+1(z) = (k − 1 + 1)Lkn−1+1(z) = kLkn(z)⇔ Lkn(z) =
1
k
∂
∂y
Lk−1n−1(z)
para todo n ∈ N0 e k ∈ N.
Substituindo os polinómios Lkn(z) pelos polinómios normalizados L˜
k
n(z), dados por
L˜kn(z) =
1(
n+k
k
)Lkn(z)
e que satisfazem a condição |L˜kn(z)| ≤ |z|n, para n, k ∈ N0 as fórmulas para a derivação
parcial de Lkn(z) tornam-se ainda mais simples
1.
∂
∂x
L˜kn(z) = nL˜
k
n−1(z);
2.
∂
∂y
L˜kn(z) = nL˜
k+1
n−1(z).
Corolário 3.1.6 Para m, n ∈ N0 quaisquer com m ≤ n tem-se as fórmulas para a
m-ésima derivada parcial dos polinómios Lkn(z) em relação às variáveis x e y,
∂m
∂xm
Lkn(z) = m!
(
n+ k
m
)
Lkn−m(z);
∂m
∂ym
Lkn(z) = m!
(
m+ k
m
)
Lk+mn−m(z).
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Demonstração: demonstração deste corolário faz-se por indução em m tendo sido já
explorado anteriormente o caso m = 1 no (Lema 3.1.5).
Exemplo 3.1.7 Para todo z = x+ iy + jt tem-se uma generalização da função expo-
nencial complexa, dada por ez =
∑∞
n=0
zn
n!
, n ∈ N. O corolário (3.1.6) pode ser aplicado
a esta função:
∂m
∂xm
ez =
∂m
∂xm
∞∑
n=0
zn
n!
=
∂m
∂xm
∞∑
n=0
L0n(z)
n!
=
∞∑
n=m
1
n!
m!
(
n
m
)
L0n−m(z) =
∞∑
n=m
1
(n−m)!L
0
n−m(z)
=
∞∑
n=0
1
n!
L0n(z) =
∞∑
n=0
zn
n!
= ez.
∂m
∂ym
ez =
∂m
∂ym
∞∑
n=0
zn
n!
=
∂m
∂ym
∞∑
n=0
L0n(z)
n!
=
∞∑
n=m
1
n!
m!
(
m
m
)
Lmn−m(z)
=
∞∑
n=m
m!
n!
Lmn−m(z) =
∞∑
n=0
m!
(n+m)!
Lmn (z).
Para qualquer (H)-solução f , ∂
∂x
f = D(Re f) onde D = ∂
∂x
− i ∂
∂y
− j ∂
∂t
desta forma
∂
∂x
Lkn+1(z) = D(Re L
k
n+1(z))⇔ (n+ k + 1)Lkn(z) = D(Re Lkn+1(z)),
donde para todo o n ∈ N e k ∈ N0 se tem a representação
Lkn(z) =
1
n+ k + 1
D(Re Lkn+1(z)).
Exemplo 3.1.8 Para k = 0,
zn = L0n(z) =
1
n+ 1
D(Re L0n+1(z)) =
1
n+ 1
D(Re zn+1).
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3.2 Os polinómios Ekn(z)
Outra classe de polinómios, definidos de uma forma bastante semelhante a Lkn(z) e que
se relaciona com estes através de uma dependência linear é introduzida em [10].
Definição 3.2.1 Para n ∈ N0, 0 6 k 6 n+ 1, z ∈ R3, y = y0 + iy1 temos,
Ekn : z −→
1
k!(n+ 1− k)!
∂n+1(yz)ny
∂yn+1−k0 ∂y
k
1
.
e Ekn(z) = 0 para k > n+ 1.
Também Ekn(z) é um polinómio homogéneo de grau n e que satisfaz o sistema (H).
Exemplo 3.2.2 Para z = x + yi + jt considerem-se alguns exemplos dos polinómios
Ekn(z):
E01(z) = z (k ∈ N)
E10(z) = i
E11(z) = iz + zi
E11(x+ iy + jt) = −2y + 2xi
E12(z) = iz
2 + ziz + z2i
E12(x+ iy + jt) = −6xy + (3x2 − 3y2 − t2)i− 2ytj
E21(z) = izi
E21(x+ iy + jt) = −x− yi+ tj
E32(z) = izizi
E32(x+ iy + jt) = 2xy + (−x2 + y2 − t2)i− 2ytj
Estabelecendo que E00(z) = 1 e E
1
0(z) = i extende-se a definição de E
n
k (z) a todo
n ∈ N0 e k ∈ Z por meio da convenção Ekn(z) = 0 para k ∈ Z\{0, 1, . . . , n+1}. Assim,
estes polinómios verificam a seguinte relação recursiva,
Ekn(z) = zE
k
n−1(z) + izE
k−1
n−1(z). (3.2.1)
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Lema 3.2.3 Para todo n ∈ N k ∈ N0 tem-se as fórmulas para a diferenciação parcial
em relação às variáveis a x e y,
1.
∂
∂x
Ekn(z) = (n+ k)E
k
n−1(z)− (n− k + 2)Ek−2n−1(z);
2.
∂
∂y
Ekn(z) = (k + 1)E
k+1
n−1(z)− (2n− k + 1)Ek−1n−1(z).
Demonstração: Omite-se a variável z para não sobrecarregar a notação. A demons-
tração é feita por indução em n.
1. Para n = 1 e k = 0 vem,
∂
∂x
E01(z) =
∂
∂x
z = 1 = (1 + 0)E00(z).
E para n ∈ N vamos ver se n −→ n + 1. Usando a fórmula (3.2.1) e a hipótese de
indução vem,
∂
∂x
Ekn+1 =
∂
∂x
(zEkn + izE
k−1
n )
= Ekn + z((n+ k)E
k
n−1 − (n− k + 2)Ek−2n−1) + iEkn−1
+ iz((n+ k − 1)Ek−1n−1 − (n− k + 3)Ek−3n−1)
= zEkn−1 + izE
k−1
n−1 + z((n+ k)E
k
n−1 − (n− k + 2)Ek−2n−1) + i(zEk−1n−1
+ izEk−2n−1) + iz(n+ k − 1)Ek−1n−1 − iz(n− k + 3)Ek−3n−1
= (n+ k + 1)Ekn − z(n− k + 2)Ek−2n−1 − zEk−2n−1 − iz(n− k + 3)Ek−3n−1
= (n+ k + 1)Ekn − z(n− k + 3)Ek−2n−1 − iz(n− k + 3)Ek−3n−1
= (n+ k + 1)Ekn − (n− k + 3)Ek−2n .
2. De forma análoga a 1. e usando dos mesmos argumentos vem,
∂
∂y
Ekn+1 =
∂
∂y
(zEkn + izE
k−1
n )
= iEkn + z((k + 1)E
k+1
n−1 − (2n− k + 1)Ek−1n−1) + i2Ek−1n
+ iz((kEkn−1 − (2n− k + 2)Ek−2n−1)
= iEkn + z(k + 1)E
k+1
n−1 − z(2n− k + 1)Ek−1n−1)− zEk−1n−1 − izEk−2n−1
+ iz((kEkn−1 − (2n− k + 2)Ek−2n−1)
= izEkn−1 − zEk−1n−1 + z(k + 1)Ek+1n−1 − z(2n− k + 2)Ek−1n−1
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+ izkEkn−1 − iz(2n− k + 3)Ek−2n−1
= izEkn−1 + z(k + 1)E
k+1
n−1 − z(2n− k + 3)Ek−1n−1)
+ izkEkn−1 − iz(2n− k + 3)Ek−2n−1
= iz(k + 1)Ekn−1 + z(k + 1)E
k+1
n−1 − z(2n− k + 3)Ek−1n−1)
− iz(2n− k + 3)Ek−2n−1
= (k + 1)Ek+1n−1 − (2n− k + 3)Ek−1n−1.
O que prova a hereditariedade das afirmações.
Exemplo 3.2.4 De forma análoga ao que se observou numa nota anterior também se
pode encontrar uma fórmula recursiva em k para Enk (z),
∂
∂y
Ek−1n+1(z) = (k − 1 + 1)Ek−1+1n−1+1(z)− (2n+ 2− k + 2)Ek−1−1n−1+1(z) (3.2.2)
= kEkn(z)− (2n− k + 4)Ek−2n (z) (3.2.3)
isto é,
Ekn(z) =
1
k
(
∂
∂y
Ek−1n+1(z) + (2n− k + 4)Ek−2n (z)
)
.
À semelhança do que fizemos com Lkn(z), substituindo os polinómios E
k
n(z) pelos poli-
nómios normalizados E˜kn(z),
E˜kn(z) =
1(
n+1
k
)Ekn(z)
e que satisfazem a condição |E˜kn(z)| ≤ |z|n, para n, k ∈ N0 e 0 ≤ k ≤ n+1 as fórmulas
para a derivação parcial dos Ekn(z) também se tornam mais simples.
Lema 3.2.5 Para n fixo os elementos do conjunto {Ekn(z)| 0 ≤ k ≤ n+1} são linear-
mente independentes em R.
Demonstração: Para n = 0 e n = 1 é trivial. Para n > 1 vai-se demonstrar por
indução. Seja ak ∈ R com 0 ≤ k ≤ n + 1 então mostra-se que
∑n+1
k=0 akE
k
n(z) = 0,
apenas quando todos os ak forem nulos. Diferenciando em ordem a x (novamente
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omite-se a variável z),
∂
∂x
( n+1∑
k=0
akE
k
n
)
=
n+1∑
k=0
[ak(n+ k)E
k
n−1 − ak(n+ k + 2)Ek−2n−1] = 0
n+1∑
k=0
ak(n+ k)E
k
n−1 −
n+1∑
k=0
ak(n+ k + 2)E
k−2
n−1 = 0.
Manipulando índices na última equação vem,
n∑
k=0
ak(n+ k)E
k
n−1 −
n∑
k=0
ak+2(n− k)Ekn−1 = 0.
A hipótese de indução dá, ak(n + k) − ak+2(n − k) = 0. Diferenciando em ordem a y
e, de forma análoga, obteria-se ak(k + 1)− ak+2(2n− k − 1) = 0. Junta-se estas duas
equações e vem o sistema de equações lineares,{
ak(n+ k)− ak+2(n− k) = 0
ak(k + 1)− ak+2(2n− k − 1) = 0
Um sistema de equações lineares para ser linearmente independente o seu determinate
deverá ser não nulo, logo,∣∣∣∣∣ n+ k k − nk + 1 1 + k − 2n
∣∣∣∣∣ = 2n(1− n) 6= 0,
isto é, ter-se-á a independência linear se (1− n) 6= 0, isto é, todos os ak = 0.
Já foi referido que existe uma dependência linear entre as duas classes de polinómios.
Antes de se passar à escrita formal dessas relações vale a pena observar uma tabela
comparativa construída recorrendo aos exemplos já dados ao longo deste capítulo.
k = 0 k = 1 k = 2
Lk1(z) z iz + zi −2z + izi
Ek1 (z) z iz + zi izi
Lk2(z) z
2 iz2 + ziz + z2i −3z2 + zizi+ iziz + iz2i
Ek2 (z) z
2 iz2 + ziz + z2i iziz + iz2i+ zizi
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Lema 3.2.6 Para, z ∈ R3 e todo n, k ∈ N0, os polinómios Ekn(z) podem ser escritos
como combinação linear dos polinómios Lkn(z),
Ekn(z) =
[ k
2
]∑
p=0
(
n+ 1
p
)
Lk−2pn (z).
Demonstração: A demonstração será realizada por indução em k.
Para k = 0 é trivial pois,
E0n(z) = z
n = L0n(z).
Sem perda de generalidade, considere-se k = 2m 6= 0 par. Usando a hipótese de
indução e a fórmula de recorrência em k obtida anteriormente vem,
E2mn =
1
2m
(
∂
∂y
E2m−1n+1 + (2n− 2m+ 4)E2m−2n
)
=
1
2m
∂
∂y
m−1∑
p=0
(
n+ 2
p
)
L2m−1−2pn+1 +
2n− 2m+ 4
2m
m−1∑
p=0
(
n+ 1
p
)
L2m−2p−2n
=
1
2m
m−1∑
p=0
(
n+ 2
p
)
∂
∂y
L2m−1−2pn+1 +
n−m+ 2
m
m−1∑
p=0
(
n+ 1
p
)
L2m−2p−2n
= L2mn +
m−1∑
p=1
(
n+ 2
p
)
2m− 2p
2m
L2m−2pn
+
n−m+ 2
m
m−1∑
p=1
(
n+ 1
p− 1
)
L2m−2pn +
(
n+ 1
m
)
L0n
= L2mn +
m−1∑
p=1
(
n+ 1
p
)
L2m−2pn +
(
n+ 1
m
)
L0n
=
m∑
p=0
(
n+ 1
p
)
L2m−2pn .
Seja agora k = 2m+ 1 6= 0 ímpar.
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E2m+1n =
1
2m+ 1
(
∂
∂y
E2m+1−1n+1 + (2n− (2m+ 1) + 4)E2m+1−2n
)
=
1
2m+ 1
∂
∂y
m∑
p=0
(
n+ 2
p
)
L2m−2pn+1 +
2n− 2m+ 3
2m+ 1
m−1∑
p=0
(
n+ 1
p
)
L2m−2p−1n
=
1
2m+ 1
m∑
p=0
(
n+ 2
p
)
∂
∂y
L2m−2pn+1 +
2n− 2m+ 3
m
m−1∑
p=0
(
n+ 1
p
)
L2m−2p−1n
=
m∑
p=0
(
n+ 2
p
)
2m− 2p+ 1
2m+ 1
L2m−2p+1n +
2n− 2m+ 3
2m+ 1
m−1∑
p=0
(
n+ 1
p
)
L2m−2p−1n
= L2m+1n +
m∑
p=1
(
n+ 2
p
)
2m− 2p+ 1
2m+ 1
L2m−2p+1n
+
2n− 2m+ 3
2m+ 1
m∑
p=1
(
n+ 1
p− 1
)
L2m−2p+1n
= L2m+1n +
m∑
p=1
((
n+ 2
p
)
2m− 2p+ 1
2m+ 1
+
2n− 2m+ 3
2m+ 1
(
n+ 1
p− 1
))
L2m−2p+1n
= L2m+1n +
m∑
p=1
(
n+ 1
p
)
L2m+1−2pn
=
m∑
p=0
(
n+ 1
p
)
L2m+1−2pn .
Fica assim provada a hereditariedade da afirmação.
Lema 3.2.7 Para z ∈ R3 e todo n, k ∈ N0, os polinómios Lkn(z) podem ser escritos
como combinação linear dos polinómios Ekn(z),
Lkn(z) =
[ k
2
]∑
p=0
(−1)p
(
n+ p
p
)
Ek−2pn (z).
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Demonstração: Em analogia como o lema (3.2.6) vão ser considerádos dois casos. No
entanto, esta demonstração resume-se a inserir a fórmula do lema (3.2.6) na fórmula
que pretendemos provar, usando ainda a identidade binomial [26]
k∑
p=0
(−1)p
(
n+ p
p
)(
n+ 1
k − p
)
= 0.
Seja então k = 2m 6= 0 par,
m∑
p=0
(−1)p
(
n+ p
p
)
E2m−2pn =
m∑
p=0
(−1)p
(
n+ p
p
)m−p∑
q=0
(
n+ 1
q
)
L2m−2p−2qn
=
m∑
p=0
(−1)p
(
n+ p
p
) m∑
q=p
(
n+ 1
q − p
)
L2m−2qn
=
m∑
q=0
q∑
p=0
(−1)p
(
n+ 1
q − p
)(
n+ p
p
)
L2m−2qn
= L2mn +
m∑
q=1
( q∑
p=0
(−1)p
(
n+ 1
q − p
)(
n+ p
p
))
L2m−2qn
= L2mn .
E agora, k = 2m+ 1 6= 0 ímpar,
2m+1
2∑
p=0
(−1)p
(
n+ p
p
)
E2m+1−2pn =
2m+1
2∑
p=0
(−1)p
(
n+ p
p
) 2m+12 −p∑
q=0
(
n+ 1
q
)
L2m+1−2p−2qn
=
2m+1
2∑
p=0
(−1)p
(
n+ p
p
) 2m+12∑
q=p
(
n+ 1
q − p
)
L2m+1−2qn
=
2m+1
2∑
q=0
q∑
p=0
(−1)p
(
n+ 1
q − p
)(
n+ p
p
)
L2m+1−2qn
= L2m+1n +
2m+1
2∑
q=1
( q∑
p=0
(−1)p
(
n+ 1
q − p
)(
n+ p
p
))
L2m+1−2qn
= L2m+1n .
O que prova a hereditariedade da afirmação.
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Lema 3.2.8 Para n fixo os elementos do conjunto {Lkn(z)| 0 ≤ k ≤ n+1} são linear-
mente independentes em R.
Demonstração: A demonstração deste lema é consequência imediata da independên-
cia linear dos polinómios Ekn(z) e do facto de se poder escrever L
k
n(z) em função de
Ekn(z).
Teorema 3.2.9 Os polinómios Lkn(z), com k = 0, . . . , n + 1 e n ∈ N0 formam uma
base para o espaço vectorial real Vn dos polinómios homogéneos de grau n que são
(H)-soluções.
Demonstração: A única coisa que bastava fazer na demonstração deste teorema era
mostrar a independência linear dos polinómios Lkn(z).
3.3 Expansões multinomiais
Uma ferramenta muito útil na análise complexa clássica é a continuação analítica, que
se baseia no rearranjo das séries de potências. O que há a fazer para se poder usar esta
ferramenta é ver como (z + z0)n para z0 ∈ C, ou mais geralmente Lkn(z + z0), pode ser
expresso em termos de Lpm(z) onde 0 6 m 6 n, 0 6 p 6 m+ 1.
Lema 3.3.1 Para todo n, k ∈ N0, todo a ∈ R e z ∈ R3
Lkn(z + a) =
n∑
p=0
(
n+ k
p
)
apLkn−p(z) =
n∑
p=0
(
n+ k
p+ k
)
an−pLkp(z).
Demonstração: A demonstração faz-se por indução em n. Vai-se verificar que n −→
n+ 1.
Lkn+1(z + a) = (z + a)L
k
n(z + a) + iL
k+1
n+1(z + a)
=
n∑
p=0
(
n+ k
p+ k
)
an−pzLkp +
n∑
p=0
(
n+ k
p+ k
)
an+1−pLkp
+
n∑
p=0
(
n+ 1 + k − 1
p+ k − 1
)
an+1−piLk−1p
=
n∑
p=0
(
n+ k
p+ k
)
an−pzLkp +
n∑
p=0
(
n+ k
p+ k
)
an+1−pLkp
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+
n∑
p=0
(
n+ k
p+ k
)
an−piLk−1p+1 +
(
n+ k
k − 1
)
an+1iLk−10
=
n∑
p=0
(
n+ k
p+ k
)
an−p(zLkp + iL
p+1
k−1) +
n∑
p=0
(
n+ k
p+ k
)
an+1−piLk−1p
+
(
n+ k
k − 1
)
an+1iLk−10
=
n+1∑
p=1
(
n+ k
p− 1 + k
)
an+1−pLkp +
(
n+ k
k − 1
)
an+1Lk0 +
n∑
p=0
(
n+ k
p+ k
)
an+1−pLkp
=
n+1∑
p=0
(
n+ k
p− 1 + k
)
an+1−pLkp +
n∑
p=0
(
n+ k
p+ k
)
an+1−pLkp
=
n+1∑
p=0
(
n+ 1 + k
p+ k
)
an+1−pLkp.
O que prova a hereditariedade da afirmação. Pode-se ainda provar este lema de outra
forma, usando a expansão clássica de Taylor nas componentes u, v e w de uma função
f = u+ iv + jw. Obtém-se para y e t fixos
u(z + a) = u(x+ a, y, t) =
∞∑
q=0
aq
q!
∂q
∂xq
u(z)
e de forma análoga para as restantes componentes v(z + a) e w(z + a). Combinando
as três componentes vem
f(z + a) =
∞∑
q=0
aq
q!
∂q
∂xq
f(z).
Estando a convergência assegurada já que se tratam de polinómios, substituindo f(z)
por Lkn(z) obtém-se,
Lkn(z+a) =
n∑
q=0
aq
q!
∂q
∂xq
Lkn(z) =
n∑
q=0
aq
q!
q!
(
n+ q
q
)
Lkn−q(z) =
n∑
q=0
aq
(
k + q
q
)
Lkn−q(z).
Lema 3.3.2 Para todo n, k ∈ N0,
(z + i)n =
n∑
p=0
Ln−pp (z) com z ∈ R3.
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Demonstração: A demonstração faz-se por indução em n. Vai-se verificar que n −→
n+ 1.
(z + i)n+1 = (z + i)(z + i)n = (z + i)
( n∑
p=0
Ln−pp
)
= z
n∑
p=0
Ln−pp + i
n∑
p=0
Ln−pp
=
n∑
p=0
(Ln−pp+1 − iLn−p−1p+1 ) + i
n∑
p=0
Ln−pp
=
n+1∑
p=1
L
n−(p−1)
p+1−1 − i
n∑
p=1
Ln−p−1+1p+1−1 + i
n∑
p=0
Ln−pp
=
n+1∑
p=1
Ln−p+1p + iL
n
0 =
n+1∑
p=1
Ln−p+1p + L
n+1
0 =
n+1∑
p=0
Ln−p+1p ,
o que prova a hereditariedade da afirmação.
Lema 3.3.3 Para todo n, k ∈ N0 e todo c = a+ ib temos
Lkn(z + c) =
n∑
p=0
n−p∑
q=0
(
n+ k
p
)(
k + q
q
)
apbpLk+qn−p−q(z) com z ∈ R3.
Demonstração: Consideram-se dois casos b = 0 e b 6= 0. Pela definição (3.1.1) de
Lkn(z)
Lkn(z + c) =
1
k!
∂k
∂yk
(z + c)n+k =
1
k!
∂k
∂yk
(z + a+ bi)n+k
Como a ∈ R comuta com (z + bi) temos
(z + c)n+k =
n+k∑
p=0
(
n+ k
p
)
ap(z + ib)n+k−p
Para b = 0,
Lkn(z + a) =
n∑
p=0
(
n+ k
p
)
ap
1
k!
∂k
∂yk
zn+k−p =
n∑
p=0
(
n+ k
p
)
apLkn−p
e para b 6= 0,
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Lkn(z + c) =
n+k∑
p=0
(
n+ k
p
)
apbn+k−p
1
k!
∂k
∂yk
(
z
b
+ i
)n+k+p
=
n+k∑
p=0
(
n+ k
p
)
apbn+k−p
1
k!
∂k
∂yk
n+k−p∑
q=0
Lqn+k−p−q
(
z
b
)
=
n+k∑
p=0
(
n+ k
p
)
ap
1
k!
∂k
∂yk
n+k−p∑
q=0
bqLqn+k−p−q(z)
=
n∑
p=0
n−p∑
q=0
(
n+ k
p
)(
q + k
q
)
apbpLk+qn−p−q.
3.4 Os polinómios Lkn(z) e o produto simétrico gene-
ralizado
O que se segue nesta secção foi, em grande parte, o que motivou todo este trabalho.
Procurou-se uma representação para os polinómios Lkn(z) que utilizasse o produto simé-
trico generalizado (ou permutativo) [23]. Essa representação torna possível a utilização
do pacote desenvolvido por S. Bock [25] - QuatPackage - para o Maple, para que, pela
primeira vez, se realizassem computacionalmente várias operações com os polinómios
Lkn(z) e E
k
n(z). Note-se que em [10] se encontra a seguinte proposição, embora sem
demonstração, que serviu de ponto de partida.
Proposição 3.4.1 Para n, k ∈ N0 e z = x+ iy + jt tem-se
Lkn(z) =
∑
µ0+µ1+···+µn=k
µν∈{0,1,...,k}
iµ0ziµ1z · · · iµn−1ziµn .
Demonstração: Basta verificar que o lado direito satisfaz a relação de recorrência
(3.1.2) ∑
µ0+µ1+···+µn=k
µν∈{0,1,...,k}
iµ0ziµ1z · · · iµn−1ziµn =
∑
0+µ1+···+µn=k
µν∈{0,1,...,k}
ziµ1z · · · iµn−1ziµn
︸ ︷︷ ︸
µ0=0
42 Polinómios elementares
+
∑
µ0+µ1+···+µn=k
µν∈{0,1,...,k}
iiµ0−1ziµ1z · · · iµn−1ziµn
︸ ︷︷ ︸
µ0≥1
= z
∑
µ1+···+µn−1=k
µν∈{0,1,...,k}
iµ1z · · · iµn−2ziµn−1
+ i
∑
µ0+µ1+···+µn=k−1
µν∈{0,1,...,k−1}
iµ0ziµ1z · · · iµn−1ziµn
= zLkn−1(z) + iL
k−1
n (z)
= Lkn(z).
Definição 3.4.2 Seja V+,· um anel comutativo em relação à + e eventualmente não-
comutativo em relação à ·, ak ∈ V com (k = 1, . . . , n), o ” × ” - produto é definido
por
a1 × a2 × . . .× an = 1
n!
∑
pi(i1,...,in)
ai1ai2 . . . ain
onde a soma é feita sobre todas permutações de (i1, . . . , in).
Nota: Agora estabelece-se uma convenção de grande utilidade, se o factor ai ocorre
µi − vezes na fórmula anterior,
a1 × . . .× a1︸ ︷︷ ︸
µ1
× . . .× an × . . .× an︸ ︷︷ ︸
µn
= aµ11 × aµ22 × . . .× aµnn .
Tendo em conta a definição do ”× ”-produto e a convenção da nota anterior obtém-se
uma generalização do produto simétrico
a1 × a2 = 1
2
(a1a2 + a2a1)
dada por
aν11 × aν22 = a1 × . . .× a1︸ ︷︷ ︸
ν1 vezes
× a2 × . . .× a2︸ ︷︷ ︸
ν2 vezes
=
ν!
|ν|!
∑
Π(i1,...,i|ν|)
ai1 · · · ai|ν|
onde ν = (ν1, ν2) é um multiíndice, |ν| = ν1 + ν2 e ν! = ν1!ν2!. Sendo a soma feita
sobre todas as permutações de (i1, . . . , i|ν|). Como consequência desta definição segue
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a relação de recorrência
aν11 × aν22 =
1
ν1 + ν2
[
ν1(a
ν1−1
1 × aν22 )a1 + ν2(aν11 × aν2−12 )a2
]
(3.4.1)
Teorema 3.4.3 Para k, n ∈ N0, 0 ≤ k ≤ n+ 1 e z = x+ iy + jt em R3,
Lkn(z) =
(
n+ k
k
)
zn × ik
onde ”× ” - produto é entendido no âmbito da convenção anterior.
Demonstração: Por definição tem-se,
zn × ik = z × . . .× z︸ ︷︷ ︸
n vezes
× i× . . .× i︸ ︷︷ ︸
k vezes
=
n!k!
(n+ k)!
∑
Π(i1,...,in+k)
ii1zi2 · · · zin+k−1iin+k
=
1(
n+k
k
) ∑
i0+i1+···+in=k
iν∈{0,1,...,k}
ii0zii1z · · · iin−1ziin
=
1(
n+k
k
)Lkn(z)
Fazendo uso dos polinómios normalizados L˜kn(z) consegue-se obter uma igualdade ainda
mais simples,
L˜kn(z) = z
n × ik.
Ou ainda,
Lkn(z) =
(
n+ k
k
)
L˜kn(z).
3.5 Operador de Dirac modificado
O sistema (R) anteriormente definido pode ser escrito recorrendo aos operadores Drf
e Dlf , conhecidos como operadores de Dirac à direita e à esquerda, respectivamente
(ver [14]) como,
Dlf =
∂f
∂x
+ i∂f
∂y
+ j ∂f
∂t
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Drf =
∂f
∂x
+ ∂f
∂y
i+ ∂f
∂t
j.
Considerem-se agora os operadores de Dirac modificados à direita e à esquerda, res-
pectivamente, definidos em [7] como
(Mrf)(z) = (Drf)(z) +
1
t
w(z)
(Mlf)(z) = (Dlf)(z) +
1
t
w(z).
O sistema (H) pode, portanto, ser escrito na forma Mrf = 0 ou Mlf = 0.
Qualquer z ∈ H pode ser escrito de forma única como z = z0 + jz1 onde z0, z1 ∈ C,
considerem-se os projectores P ;Q : H→ C onde P (z0 + jz1) = z0 e Q(z0 + jz1) = z1,
a acção destes operadores pode ser visto como a determinação da parte real, Re z =
Re (z0 + jz1) = z0 e da parte imaginária Im z = Im (z0 + jz1) = z1.
Obtêm-se as seguintes igualdades [5] que são de fácil verificação,
P (z′) = (Pz)′
Q(z′) = −(Qz)′
Em termos de notação pode-se abreviar
(Pz)′ = P ′z
e (Qz)′ = Q′z. Ora, se f : Ω ⊆ R3 → H, dada por f = u + iv + jp + kq =
(u+ iv) + j(p− iq) tem-se
Pf = u+ iv
Qf = p− iq
e ainda, dado que f ′ = u− iv − jp+ kq = (u− iv) + j(−p− qi)
P ′f = (Pf)′ = u− iv
Q′f = (Qf)′ = p+ iq.
Lema 3.5.1 Seja Ω, um subconjunto aberto de R3. Se as componentes de f : Ω → H
são de classe C1 então
P (Df) =
∂
∂x
Pf + i
∂
∂y
Pf − ∂
∂t
(Qf)′
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Q(Df) =
∂
∂x
Qf + i
∂
∂y
Qf +
∂
∂t
(Pf)′
Demonstração: Escreve-se f usando a decomposição f = Pf + (Qf)j,
Df = D(Pf) +D((Qf)j)
=
∂
∂x
Pf + i
∂
∂y
Pf + j
∂
∂t
Pf +
∂
∂x
(Qf)j + i
∂
∂y
(Qf)j + j
∂
∂t
(Qf)j
=
∂
∂x
Pf + i
∂
∂y
Pf − ∂
∂t
(Qf)′ +
(
∂
∂x
(Qf) + i
∂
∂y
(Qf) +
∂
∂t
(Pf)′
)
j
o que prova as igualdades, note-se que se usa a propriedade jz = z′j = z¯j para
z ∈ C.
Generalizando o operador de Dirac modificado para funções f = u+ iv+ jp+kq temos
(Mf)(z) = (Df)(z) +
1
t
(Q′f)
e o operador conjugado
(Mf)(z) = (Df)(z)− 1
t
(Q′f).
Definição 3.5.2 Seja Ω ∈ R3 aberto. Se f é de classe C2 em Ω e (Mf)(z) = 0 para
qualquer z ∈ Ω\{z : t = 0} a função f diz-se hiperholomorfa em Ω.
Lema 3.5.3 Seja f = u+ iv + jw de classe C2 então verifica-se
MMf = 4(Pf)− 1
t
∂Pf
∂t
+
(
4(Qf)− 1
t
∂Qf
∂t
+
Qf
t2
)
j
= 4f − 1
t
∂
∂t
f +
1
t2
(Qf)j.
onde 4 é o operador de Laplace em R3.
Demonstração: Começa-se por observar que
QMf = Q(Df +
1
t
Q′f)
= Q(Df) +
1
t
Q(Q′f)
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=
∂
∂x
(Qf) + i
∂
∂y
(Qf) +
∂
∂t
(Pf)′ +
1
t
Q(Q′f)
=
∂
∂x
(Qf) + i
∂
∂y
(Qf) +
∂
∂t
P ′f
e que
D
(
Q′f
t
)
=
1
t
∂
∂x
(Q′f) +
1
t
i
∂
∂y
(Q′f) +
1
t
j
∂
∂t
(Q′f) + j
Q′f
t2
=
1
t
(
∂
∂x
(Qf) +
∂
∂y
(Qf)i
)′
+
Qf
t2
j − 1
t
∂
∂t
(Qf)j.
Donde
MMf = M
(
Df +
1
t
Q′f
)
= DDf +D
(
Q′f
t
)
− 1
t
((
∂
∂x
(Qf) + i
∂
∂y
(Qf)
)′
+
∂
∂t
Pf
)
= 4Pf − 1
t
∂
∂t
(Pf) +
(
4Qf − 1
t
∂
∂t
(Qf) +
Qf
t2
)
j
= 4f − 1
t
∂
∂t
f +
1
t2
(Qf)j
o que completa a prova.
Lema 3.5.4 Seja f = u+ iv + jw de classe C2 então verifica-se
MMf = MMf.
Demonstração: Já foi observado que, a partir das definições, Mf +Mf = 2 ∂
∂x
f
MMf +MMf = 2M
(
∂
∂x
f
)
= 2
∂
∂x
(Mf)
= (M +M)Mf
= MMf +MMf.
logo MMf = MMf .
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Obviamente que qualquer (H)-solução é hiperholomorfa. Em particular os polinómios
Lkn(z) são hiperholomorfos, isto é,
(MLkn)(z) = 0
E a partir da igualdade anterior segue imediatamente
(DLkn)(z) = −
1
t
Q′(Lkn(z)).
Para o operador M tem-se o seguinte resultado.
Teorema 3.5.5 Para os polinómios Lkn(z) verifica-se a igualdade(
1
2
MLkn
)
(z) = (n+ k)Lkn−1(z)
Demonstração: A partir das definições de M e de M vem
(MLkn)(z) + (ML
k
n)(z) = (DL
k
n)(z) + (DL
k
n)(z)
= 2
∂
∂x
(Lkn(z))
= 2(n+ k)Lkn−1
como (MLkn)(z) = 0 vem o resultado pretendido.
Se Df = 0 a função diz-se monogénica ou regular. Do resultado anterior decorre uma
fórmula para o operador de Dirac conjugado quando aplicado a Lkn(z), isto é,
(DLkn)(z) = 2(n+ k)L
k
n−1(z)−
1
t
Q′(Lkn(z))
Definição 3.5.6 Seja f uma função de classe C2 definida num aberto de R3, se
MMf = 0 para todo t 6= 0 então dizemos que f é hiperbolicamente harmónica.

Capítulo 4
Procedimentos do Maple
4.1 O pacote de software - QuatPackage
O pacote de software desenvolvido por S. Bock [2] para o Maple - QuatPackage - é
constituído por um conjunto de comandos (ou funções) que permitem realizar cálculos
com expressões de variável quaterniónica. O que motivou o surgimento deste pacote
foi a necessidade de se calcular e utilizar noutras operações, em particular nas questões
de aproximação quaterniónica, um sistema de polinómios que se baseia no produto
permutativo (ver [6] e [22]) e cujo manuseamento por métodos tradicionais seria muito
trabalhoso. Segue-se uma descrição do processo de instalação e dos principais comandos
da QuatPackage.
4.1.1 Instalação da QuatPackage
Para instalar a QuatPackage num computador pessoal que use o MS Windows como
sistema operativo e onde esteja instalado o Maple 7 os passos são os seguintes:
1. Copiar a QuatPackage para o disco duro (habitualmente designado por C:);
2. Criar ou modificar o ficheiromaple.ini de forma a incluir o caminho para a livraria
da QuatPackage por exemplo: libname:="C:/QuatPackage/qarch",libname:
3. Guardar o ficheiro maple.ini dentro da pasta Maple no directório users, por
exemplo: C:/Programas/Maple 7/users/maple.ini.
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A versão utilizada neste trabalho foi escrita em Maple 7 mas usada numa versão pos-
terior a 9.5 num Macintosh com o sistema operativo Mac OS Panther. O processo de
instalação é o seguinte:
1. Copiar a QuatPackage para a pasta dos Aplicativos do disco duro (habitual-
mente designado por Macintosh HD);
2. Ao iniciar uma nova sessão no Maple deve-se escrever:
libname:="/Applications/QuatPackage/qarch",libname:
Dado que o pacote foi criado no e para o Windows não existe um processo mais eficaz
para realizar a instalação no Mac OS no entanto, basta escrever o caminho para a
livraria no início cada sessão e todas as funcionalidades da QuatPackage estarão
disponíveis.
4.1.2 Os comandos da QuatPackage
O pacote usa o prefixo Q para distinguir os comandos dos já existentes, com o mesmo
nome, em outros pacotes do Maple. Noutros casos foi atribuído ao comando um nome
descritivo da sua acção. O conjunto de comandos divide-se em duas partes: uma
dedicada ao cálculo com polinómios e outra dedicada à análise vectorial. Faz-se agora
uma descrição breve dos comandos, para mais pormenores deve-se consultar a ajuda
relativa a este pacote. No que concerne ao cálculo com polinómios destacam-se os
comandos:
• QsymmPowR3 - calcular polinómios quaterniónicos relativos a z1,z2;
• QsymmPowR4 - calcular polinómios quaterniónicos relativos a z1,z2 e z3;
• Qnormpoly - calcula a norma de um polinómio quaterniónico na fronteira da bola
unitária;
• Qreaddata - permite usar dados quaterniónicos guardados;
• Qreadscalmat - permite usar matrizes quaterniónicas escalares guardadas;
• Qscalarpoly - calcular o produto interno de dois polinómios quaterniónicos na
fronteira da bola unitária;
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• Qxop - calcular o produto permutativo de dois quaterniões;
• opD - operador generalizado de Cauchy-Riemann;
• spherHarmonic - calcular um sistema linearmente independente de monogénicas
esféricas internas/externas harmónicas
• taylorDecomp - decomposição de Taylor de polinómios (ou funções) monogénicos;
• FourierSeries - séries de Fourier baseadas em sistemas ortonormais diferentes;
• spherMonogenic - calcular um sistema linearmente independente de monogénicas
esféricas;
• spherMonogenic_onsRe - calcular a um sistema ortonormal linearmente indepen-
dente de monogénicas esféricas em relação ao produto interno real;
• spherMonogenic_onsQu - calcular a um sistema ortonormal linearmente inde-
pendente de monogénicas esféricas em relação ao produto interno quaterniónico;
• spherAntiMonogenic - calcular um sistema linearmente independente de anti-
monogénicas esféricas;
• spherAntiMonogenic_onsQu - calcular a um sistema ortonormal linearmente in-
dependente de anti-monogénicas esféricas em relação ao produto interno quater-
niónico.
No que toca à análise vectorial destacam-se:
• Qconj - determinar o conjugado quaterniónico;
• Qdotprod - calcular o produto escalar quaterniónico;
• Qinv - calcular o inverso de uma expressão quaterniónica;
• Qmatinv - calcular a inversa de uma matriz com componentes quaterniónicas
• Qmatmult - multiplicação quaterniónica de matriz-matriz ou matriz-vector;
• Qmult - multiplicação quaterniónica;
• Qnorm - calcular a norma de uma expressão quaterniónica;
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• Qpot - calcular a n-ésima potência de uma expressão quaterniónica.
Como já foi referido o sistema usado foi um Macintosh sendo necessário incluir no
início de cada sessão o caminho para a livraria do pacote. Começa-se então por:
> restart:
> libname:="/Applications/QuatPackage/qarch",libname:
E carrega-se o pacote como se faz habitualmente com o comando with().
> with(Quat):
A partir de agora todas as opções da QuatPackage estão disponíveis.
4.2 Novos procedimentos para a análise quaternió-
nica modificada
4.2.1 Procedimento para a construção dos polinómios Lkn(z)
A notação utilizada no pacote é diferente da que se tem vindo a fazer uso ao longo deste
trabalho. Esta diferença tem a ver com a notação original em que S. Bock escreveu os
comandos e com forma como o Maple organiza o cálculo com quaterniões. As unidades
imaginárias terão a correspondência
i = qi, j = qj e k = qk
e as variáveis reais serão
x = x0, y = x1 e t = x2.
Dada a importância do comando QsymmPowR3 nos novos procedimentos realiza-se
uma explicação sucinta deste comando. Assim sendo o comando QsymmPowR3 cal-
cula o polinómio quaterniónico homogéneo para dois quaterniões z1v1 e z2v2 usando o
produto generalizado (ou permutativo),
> QsymmPowR3(z1,z2,v1,v2);
O cálculo dos polinómios é realizado usando a fórmula recursiva
z1v1 × z1v2 = 1|v1+v2|(v1z1(z1(v1−1) × z2) + v2z2(z1× z2(v2−1)).
Começa-se por definir as variáveis z1 e z2 (variáveis totalmente regulares [5]).
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> z1:=x1-x0*qi;
z1 := x1− x0 ∗ qi
> z2:=x2-x0*qj;
z2 := x2− x0 ∗ qj
Calcula-se então a título de exemplo z12 × z23,
> QsymmPowR3(z1,z2,2,3);
(−2x1x0x23 + 2x1x03x2) ∗ qi+ (x03x22− 1
5
x05− 3x12x22x0 + x12x03) ∗ qj + x12x23−
3x12x2x02 − x02x23 + x04x2
Um comando bastante utilizado é Qpot, que calcula as potências de expoente natural
de uma expressão quaterniónica, por exemplo z2 para z = x0 + x1 ∗ qi+ x2 ∗ qj,
> Qpot(x0+x1*qi+x2*qj,2);
x02 − x12 − x22 + 2x0x1 ∗ qi+ 2x0x2 ∗ qj
ou ainda, em particular:
> Qpot(-1+3*qi+
√
7*qj,2);
−15− 6 ∗ qi− 2√7 ∗ qj
Começa-se então pelo procedimento que resulta da adaptação do comando já exis-
tente por forma a se obter os polinómios Lkn(z). Este procedimento calcula o poli-
nómio Lkn(z) para dados n, k e para z = x0+x1 ∗ qi+x2 ∗ qj, quaternião reduzido,
elemento de R3. Em termos de representação o polinómio Lkn(z) será denotado por
Lpol(n, k).
> Lpol:=proc(n::integer,k::integer,z)
> local L;
> if n=0 then RETURN(Qpot(qi,k)) else
> L:=collect(simplify((((n+k)!)/((n!*k!)))*QsymmPowR3(z,qi,n,k)),{qi,qj});
> fi: end:
Alguns exemplos:
> Lpol(2,2,x0+x1*qi+x2*qj);
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−6x02 − 6x12 + 2x22 − 12x0x1 ∗ qi− 4x0x3 ∗ qj 1
> Lpol(0,1,x0+x1*qi+x2*qj);
qi
> Lpol(1,0,x0+x1*qi+x2*qj);
x0 + x1 ∗ qi+ x2 ∗ qj
> Lpol(7,4,x0+x1*qi+x2*qj);
(6930x02x15 + 2310x06x1− 630x22x15 − 330x17 − 4950x04x22x1 + 7700x02x22x13 +
1650x02x1x24 − 11550x04x13 − 50x1x26 − 350x13x24) ∗ qi+ (−4950x2x12x04 +
462x2x6+3850x2x02x14−210x2x16+3300x02x23x12−10x27+330x02x25−990x4x23−
350x23x14 − 150x12x25) ∗ qj − 2310 ∗ x0x16 − 110x0x26 − 1386x05x22 − 6930x12x05 +
11550x03x14 + 990x03x24 + 9900x03x22x12 + 330x07 − 3850x0x22x14 − 1650x0x12x24
Em particular, pode-se calcular o valor de L35(z) em z = 2 + 3i+ 4j,
> Lpol(5,3,2+3*qi-4*qj);
−44952− 73904 ∗ qi+ 49920 ∗ qj
4.2.2 Procedimento para a construção dos polinómios Ekn(z)
Dado que os polinómios Lkn(z) se relacionam com os polinómios E
k
n(z) consegue-se
programar um procedimento que permite obter os polinómios Ekn(z). Estes polinómios
vão ser representados pelo comando Epol(n, k),
> Epol:=proc(n::integer,k::integer,z)
> local a, e, t;
> a:=floor(k/2):
> if n=0 and k>=1 then RETURN(Qpot(qi,k))
> elif n=0 and k=0 then RETURN(1)
> elif n>=1 and k=0 then RETURN(Qpot(z,n))
> else t:=[seq(binomial(n+1,p)*Lpol(n,k-2*p,z),p=0..a)]:
> e:=add(j,j=t):
> RETURN(collect(simplify(e),{qi,qj})): fi: end:
Exemplos:
> Epol(2,2,x0+x1*qi+x2*qj);
1Comparar com a página 25.
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−3x02 + 3x12 − x22 − 6x0x1 ∗ qi+ 2x0x3 ∗ qj
> Epol(3,0,x+y*qi+t*qj);
(3x02x1− x13 − x1x22) ∗ qi+ (3x02x2− x2x12 − x23) ∗ qj + x3 − 3x0x12 − 3x0x22
> Epol(7,5,x0+x1*qi+x2*qj);
(56x07 − 912x03x12x22 + 280x0x14x22 + 264x0x12x24 − 24x0x26 + 88x05x22 +
1960x03x14 − 1176x05x12 + 8x03x24 − 392x0x16) ∗ qi+ (352x0x13x23 + 176x1x2x05 +
112x0x2x15 − 608x13x03x2 + 32x1x03x23 − 144x0x1x25) ∗ qj + 912x02x13x22 −
1176x02x15 + 1960x04x13 − 24x02x1x24 − 440x22x04x1 + 56x17 − 56x15x22 −
392x06x1 + 24x1x26 − 88x13x24
Particularizando,
> Epol(5,2,2-1*qi+2*qj);
650− 321 ∗ qi− 178 ∗ qj
4.2.3 Procedimentos para a diferenciação parcial
Podem-se aplicar os operadores de diferenciação parcial ∂
∂x
e ∂
∂y
aos polinómios Lkn(z)
com a possibilidade de se escolher a ordem de derivação. O comando dxLpol(n, k,m, z)
calcula a derivada parcial de ordem m em relação à variável x0, para dados n, k e
z = x0 + x1 ∗ qi+ x2 ∗ qj. Para ∂
∂y
temos o comando análogo dyLpol(n, k,m, z).
> dxLpol:=proc(n::integer,k::integer,m::integer,z)
> local l;
> if m<=n then
> l:=(m!)*(binomial(n+k,m))*Lpol(n-m,k,z):
> RETURN(collect(simplify(l),{qi,qj})):
> else RETURN(0):
> fi: end:
Considere-se o polinómio L74(z). A sua quinta derivada parcial em relação a x0,
∂5
∂x05
L74(z)
é dada por:
> dxLpol(7,4,5,x0+x1*qi+x2*qj);
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831600x02 − 831600x12 − 166320x22 + 1663200x0x1 ∗ qi+ 332640x0x2 ∗ qj.
Quando m > n,
> dxLpol(2,1,3,x0+x1*qi+x2*qj);
tem-se o resultado esperado:
0.
E quando m = n,
> dxLpol(3,2,3,x0+x1*qi+x2*qj);
vem:
−60
É claro que para m = 0 se tem
dxLpol(n, k, 0, x0 + x1 ∗ qi+ x2 ∗ qj) = L(n, k, x0 + x1 ∗ qi+ x2 ∗ qj).
> Lpol(3,2,x0+x1*qi+x2*qj);
(−30x02x1 + 10x13 + 6x1x22) ∗ qi+ (−10x02x2 + 6x2x12 + 2x23) ∗ qj + 10x0x22 +
30x0x12 − 10x03
> dxLpol(3,2,0,x+y*qi+t*qj);
(−30x02x1 + 10x13 + 6x1x22) ∗ qi+ (−10x02x2 + 6x2x12 + 2x23) ∗ qj + 10x0x22 +
30x0x12 − 10x03
No que toca ao operador ∂
∂y
, tem-se:
> dyLpol:=proc(n::integer,k::integer,m::integer,z)
> local l;
> if m>n then RETURN(0) fi:
> if m<=n then
> l:=(m!)*(binomial(m+k,m))*(Lpol(n-m,k+m,z)):
> RETURN((collect(simplify(l),{qi,qj})))
> fi: end:
Alguns exemplos:
> dyLpol(3,2,2,x0+x1*qi+x2*qj);
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60x0 + 60x1 ∗ qi+ 12x2 ∗ qj
> dyLpol(6,4,3,x0+x1*qi+x2*qj);
(−25200x03 + 75600x12x0 + 8400x22x0) ∗ qi− 8400x1x22 + 16800x1x0x2 ∗ qj +
75600x02x1− 25200x13
4.2.4 A função exponencial quaterniónica
A função exponencial ez com z = x0 + x1 ∗ qi+ x2 ∗ qj ∈ R3\R pode ser escrita como
ez = ex0(cos ρ+ I(z)sin ρ)
onde
I(z) =
x1 ∗ qi+ x2 ∗ qj√
x12 + x22
e ρ =
√
x12 + x22.
O que torna possível a utilização desta função no Maple. Recorrendo a esta igualdade:
> expz:=proc(z)
> local im,iz,pul,ro,expon;
> im:=z-Qreal(z);
> iz:=im/(Qnorm(im));
> ro:=Qnorm(im);
> expon:=exp(Qreal(z))*(cos(ro)+iz*sin(ro));
> RETURN(expon): end:
> e_elevado_z:=expz(x0+x1*qi+x2*qj);
e_elevado_z := ex
(
cos(
√
x12 + x22) + (x1∗qi+x2∗qj)√
x12+x22
sin(
√
x12 + x22)
)
Diferenciando uma ou mais vezes, em relação à variável x0, é de esperar que:
∂m
∂x0m
ez = ez.
De facto,
> diff(e_elevado_z,x$7);
ex0
(
cos
(√
x12 + x22
)
+
(x1∗qi+x2∗qj ) sin
“√
x12+x22
”
√
x12+x22
)
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4.2.5 Os projectores P e Q
Os procedimentos seguintes referem-se aos projectores P e Q que actuam sobre uma
função g : Ω ⊆ R3 → H dada por g = u+ iv + jp+ kq e à involução principal P ′ e Q′
destes mesmos projectores. Os comandos são definidos como:
• projP (g) - projector P;
• projQ(g) - projector Q;
• projP_prim(g) - involução principal do projector P;
• projQ_prim(g) - involução principal do projector Q.
Seja
> g:=u+qi*v+qj*p+qk*q;
uma função.
> projP:=proc(f)
> local a,b,c;
> a:=Qreal(f);
> b:=coeff(f,qi);
> c:=collect(simplify(a+qi*b),{qi,qj,qk});
> RETURN(c): end:
> projP(g);
u+ v ∗ qi
> projQ:=proc(f)
> local a,b,c;
> a:=coeff(f,qj);
> b:=coeff(f,qk);
> c:=collect(simplify(a-qi*b),{qi,qj,qk});
> RETURN(c): end:
> projQ(g);
p− qi ∗ q
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> projP_prim:=proc(f)
> local a,b,c;
> a:=Qreal(f);
> b:=coeff(f,qi);
> c:=collect(simplify(a-qi*b),qi,qj,qk);
> RETURN(c): end:
> projP_prim(g);
u− v ∗ qi
> projQ_prim:=proc(f)
> local a,b,c;
> a:=coeff(f,qj);
> b:=coeff(f,qk);
> c:=collect(simplify(a+qi*b),{qi,qj,qk});
> RETURN(c): end:
> projQ_prim(g);
p+ qi ∗ q
Como exemplo da aplicação destes procedimentos pode-se utilizar a função exponencial,
> projP(e_elevado_z);
ex0cos(
√
x12 + x22) + ex0 x1√
x12+x22
sin(
√
x12 + x22) ∗ qi
ou um polinómio,
> projQ_prim(Lpol(3,2,x0+x1*qi+x2*qj));
6x12x2 + 2x33 − 10x3x02
4.2.6 O operador diferencial F1
Considere-se agora o operador diferencial (ver [19])
F1(f) = zf + fz + (x
2 − y2 − t2)∂f
∂x
+ 2xy ∂f
∂y
+ 2xt∂f
∂t
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que quando aplicado a (H)-soluções ainda gera (H)-soluções.
Aplicando F1 aos polinómios Ekn(z) obtém-se a fórmula
F1(E
k
n(z)) = (n− k + 2)Ekn+1(z).
Programando pela definição vem
> F1:=proc(f,z)
> local a,b,c,d,e,g,h,x00,x11,x22;
> a:=Qmult(f,z);
> b:=Qmult(z,f);
> x00:=1/2*(z+Qconj(z));
> x11:=coeff(z,qi);
> x22:=coeff(z,qj);
> c:=x00ˆ2-x11ˆ2-x22ˆ2;
> d:=diff(f,x);
> e:=diff(f,y);
> g:=diff(f,t);
> h:=collect(simplify(a+b+c*d+2*x00*x11*e+2*x00*x22*g),{qi,qj});
> RETURN(h): end:
E calculando por exemplo
> F1(Epol(2,1,x0+x1*qi+x2*qj),x0+x1*qi+x2*qj);
(12x03 − 12x0x22 − 36x12x0) ∗ qi− 24x0x2x1 ∗ qj − 36x02x1 + 12x13 + 12x22x1
Agora programa-se a fórmula, que se encontra demonstrada em [20],
> F1E:=proc(n::integer,k::integer,z)
> local fs, f1;
> f1:=(n-k+2)*Epol(n+1,k,z);
> fs:=collect(simplify(f1),{qi,qj});
> RETURN(fs): end:
e calcula-se
> F1E(2,1,x+qi*y+qj*t);
(12x03 − 12x0x22 − 36x12x0) ∗ qi+ 12x13 − 36x02x1 + 12x22x1− 24x0x2x1 ∗ qj
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É claro que se testou esta fórmula com vários exemplos, principalmente para valores de
n e k elevados, algo impossível de realizar, em tempo útil, pelos métodos tradicionais.
Embora se tenha obtido a confirmação via exemplos do resultado já se sabia que tal
iria acontecer dado que a demonstração da fórmula indica isso mesmo.
No entanto, para os polinómios Lkn(z) não existia uma fórmula correspondente. Usando
a mesma metodologia, aplicou-se F1 a estes polinómios e foi-se procurar regularidades
que permitissem obter uma fórmula.
Assim,
> F1(Lpol(3,3,x0+x1*qi+x2*qj),x0+x1*qi*+x2*qj);
(600x02x12 − 96x22x12 + 144x02x22 − 12x24 − 100x14 − 100x04) ∗ qi+ (288x02x2x1−
48x23x1− 64x2x13) ∗ qj − 288x0x22x1 + 400x03x1− 400x0x13
depois de algumas tentativas começou-se a observar uma regularidade que resultou na
fórmula:
F1(L
k
n(z)) = (n− k + 2)Lkn+1(z)− (n+ k)Lk−2n+1(z).
programando o procedimento
> F1L:=proc(n,k,z)
> local fs, f1;
> f1:=(n-k+2)*Lpol(n+1,k,z)-(n+k)*Lpol(n+1,k-2,z);
> fs:=collect(simplify(f1),{qi,qj});
> RETURN(fs): end:
> F1L(3,3,x+y*qi+t*qj);
(600x02x12 − 96x22x12 + 144x02x22 − 12x24 − 100x1−100x04) ∗ qi+ (288x02x2x1−
48x23x1− 64x2x13) ∗ qj − 288x0x22x1 + 400x03x1− 400x0x13
Finalmente enuncia-se o seguinte lema.
Lema 4.2.1 Para todo n ∈ N0, k = 0, 1, . . . , n+ 1 e z = x+ iy + jt temos
F1(L
k
n(z)) = (n− k + 2)Lkn+1(z)− (n+ k)Lk−2n+1(z)
Demonstração: A demonstração é feita por indução.
Mas antes, observe-se que para uma função f : Ω ⊆ R3 → R3 diferenciável
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F1(zf) = z
2f + zF1(f)
em particular
F1(if) = (zi− iz)f + iF1(f).
Prova-se a primeira igualdade procedendo-se de forma análoga para a segunda. Já
sabemos que
z2 = x2 − y2 − t2 + 2xyi+ 2xtj
aplicando a definição de F1 a zf vem
F1(zf) = z
2f + zfz + (x2 − y2 − t2)(f + z ∂
∂x
f) + 2xy(if + z ∂
∂y
f) + 2xt(jf + z ∂
∂x
f)
zF1(f) = z
2f + zfz + z(x2 − y2 − t2) ∂
∂x
f + 2zxy ∂
∂y
f + 2zxt ∂
∂x
f
subtraindo à primeira igualdade a segunda tem-se o resultado,
F1(zf)− zF1(f) = ((x2 − y2 − t2) + 2xyi+ 2xtj)f = z2f
Passa-se agora à demonstração do lema na qual se vai omitir a variável z para não
sobrecarregar a notação.
Tendo em conta a relação de recorrência que define Lkn(z), as duas igualdades anteriores
e a hipótese de indução vem
F1(L
k
n+1) = F1(zL
k
n + iL
k−1
n+1) = F1(zL
k
n) + F1(iL
k−1
n+1)
= z2Lkn + z(n− k + 2)Lkn+1 − z(n+ k)Lk−2n+1
+ ziLk−1n+1 − izLk−1n+1 + i(n− k + 4)Ln+2k−1 − i(n+ k)Lk−3n+2
= z2Lkn + (n− k + 2)Lkn+2 − z(n+ k)Lk−2n+1 + ziLk−1n+1 − izLk−1n+1
+ 2iLn+2k−1 − i(n+ k)Lk−3n+2
= z2Lkn + (n− k + 2)Lkn+2 − (n+ k)Lk−2n+2 + ziLk−1n+1 − izLk−1n+1 + 2iLk−1n+2
= zLkn+1 + (n− k + 2)Lkn+2 − (n+ k)Lk−2n+2 − izLk−1n+1 + 2iLk−1n+2
= Lkn+2 + (n− k + 2)Lkn+2 − (n+ k)Lk−2n+2 − izLk−1n+1 + iLk−1n+2
= (n− k + 3)Lkn+2 − (n+ k)Lk−2n+2 − izLk−1n+1 + i(zLk−1n+1 + iLk−2n+2)
= (n− k + 3)Lkn+2 − (n+ k + 1)Lk−2n+2
ficando assim provada a afirmação.
4.2. Novos procedimentos 63
4.2.7 O operador de Dirac modificado
Habitualmente diz-se que uma função f é monogénica (ou regular) se Drf = Dlf = 0.
Isto é, quando se aplica o operador de Dirac à esquerda e à direita a uma função
f e se verifica a igualdade anterior escreve-se Df = 0 e diz-se que f é monogénica.
Caso se verifique apenas Dlf = 0 ou Drf = 0 diz-se que f é monogénica à esquerda
respectivamente à direita. Algo de semelhante se passa com o operador de Dirac
modificado M .
Analogamente, tem-se o operador de Dirac modificado à esquerda e à direita e quando
Mlf = Mrf = 0, isto é, Mf = 0 diz-se que a função f é hyperholomorfa ou hipermono-
génica (ver [11] e [16]). Observe-se em primeiro lugar o operador de Dirac modificado
à esquerda. O comando a usar é: opM_l(f, id). A opção id trata-se dum identificador
que permite distinguir entre coordenadas cartesinas id = cartesian, ou coordenadas
esféricas id = spherical.
> opM_l:=proc(f,id)
> local m_l,cw;
> cw:=projQ_prim(f):
> m_l:=(opD_L(f,id))+Qmult((1/x2),cw):
> RETURN(collect(simplify(m_l),{qi,qj})):
> end:
Define-se a variável,
> z:=x0+x1*qi+x2*qj;
e calcula-se, por exemplo, z3
> Qpot(z,3);
(3x02x1− x13 − x1x22) ∗ qi+ (3x02x2− x2x12 − x23) ∗ qj + x03 − 3x0x12 − 3x0x22
e agora aplica-se o operador de Dirac modificado a f(z) = z3,
> opM_l(Qpot(z,3),cartesian);
0
comparando com o operador de Dirac2 à esquerda clássico
> opD_L(Qpot(z,3),cartesian);
2Também conhecido como operador de Cauchy-Riemann.
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−3x02 + x12 + x22
Observe-se agora o operador de Dirac modificado à direita,
> opM_r:=proc(f,id)
> local m_r,w;
> w:=projQ_prim(f):
> m_r:=(opD_R(f,id))+(w/x2):
> RETURN(collect(simplify(m_r),{qi,qj})):
> end:
aplicando
> opM_r(Lpol(3,2,x0+x1*qi+x2*qj),cartesian);
0
Então para os polinómios Lkn(z) tem-se opM_l(Lpol(3, 2, z)) = opM_r(Lpol(3, 2, z)) =
0 simplificando escreve-se M(L23(z)) = 0. Quanto aos polinómios E
k
n(z) aplica-se os
dois operadores anteriores,
> opM_l(Epol(3,2,x0+x1*qi+x2*qj),cartesian);
0
> opM_r(Epol(3,2,x0+x1*qi+x2*qj),cartesian);
0
pelo que se tem M(E23(z)) = 0.
Ainda em relação aos polinómios Lnk(z) é possível programar a acção do operador
D nestes polinómios sem recorrer ao comando opD_L ou opD_R usando a fórmula
seguinte:
DLkn(z) = −1tQ′Lkn(z).
> DLpol:=proc(p)
> local a,b;
> a:=projQ_prim(p):
> b:=simplify((-1/x2)*a):
> RETURN(collect(b,{qi,qj})):
> end:
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Comparando esta fórmula com a aplicação habitual do operador D.
> DLpol(Lpol(3,2,x0+x1*qi+x2*qj));
−2 x2 2 − 6 x1 2 + 10 x0 2
Agora aplica-se, por exemplo, o comando opD_L
> opD_L(Lpol(3,2,x0+x1*qi+x2*qj),cartesian);
−2 x2 2 − 6 x1 2 + 10 x0 2
e como seria de esperar obtém-se o mesmo resultado.
A função exponencial é (H)-solução dado que opM_l(ez) = opM_r(ez) = 0,
> opM_r(e_elevado_z,cartesian);
0
> opM_l(e_elevado_z,cartesian);
0
note-se a diferença quando se aplica, por exemplo, o operador opD_L
> opD_L(e_elevado_z,cartesian);
− sin
“√
x12+x22
”
ex0√
x12+x22
Para além do operador D o seu conjugado D também representa um papel importante.
É por isso natural que também se dispusésse de um operador de Dirac modificado
conjugado, M (ver [11] e [16]). Tem-se, portanto, os procedimentos para os operadores
conjugados à esquerda e à direita, opMbar_l(f) e opMbar_r(f) respectivamente.
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> opMbar_l:=proc(f,id)
> local m_l,cw;
> cw:=projQ_prim(f);
> m_l:=(opDbar_L(f,id))-(cw/x2);
> RETURN(collect(simplify(m_l),{qi,qj}));
> end:
> opMbar_r:=proc(f,id)
> local m_r,cw;
> cw:=projQ_prim(f);
> m_r:=(opDbar_R(f,id))-(cw/x2);
> RETURN(collect(simplify(m_r),{qi,qj}));
> end:
Observem-se alguns exemplos.
> opMbar_r(e_elevado_z,cartesian);
2
sin
“√
x12+x22
”
x1 ex0 qi√
x12+x22
+ 2
ex0 x2 sin
“√
x12+x22
”
qj√
x12+x22
+ 2 ex0 cos
(√
x1 2 + x2 2
)
> opMbar_l(Lpol(3,2,x0+x1*qi+x2*qj),cartesian);
−120 x0 x1 qi − 40 x0 x2 qj + 20 x2 2 + 60 x1 2 − 60 x0 2
É possível programar um procedimento para a acção do operadorM sobre os polinómios
Lkn. O comando é definido como MLpol_bar(n, k, z) referindo-se n, k e z ao polinómio
ao qual vai ser aplicado o operador de Dirac modificado conjugado.
> MLpol_bar:=proc(n,k,z)
> local a;
> a:=simplify(2*(n+k)*Lpol((n-1),k,z));
> RETURN(collect(a,{qi,qj}));
> end:
Fazendo
> opMbar_r(Lpol(7,5,x0+x1*qi+x2*qj),cartesian);
obtém-se
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166320 x0 2x1 4 + 7920 x0 2x2 4 − 15120 x1 4x2 2 − 11088 x1 6 + 11088 x0 6 − 240 x2 6(−5040 x1 2x2 4 − 166320 x1 2x0 4 + 110880 x0 2x1 2x2 2 − 23760 x2 2x0 4) qi
31680 x0 2x1 x2 3 + 73920 x0 2x2 x1 3 − 6048 x2 x1 5 − 6720 x1 3x2 3 − 1440 x1 x2 5
−47520 x0 4x2 x1 qj − 15840 x0 x1 x2 4 + 95040 x2 2x0 3x1 − 66528 x0 x1 5
−73920 x0 x1 3x2 2 + 221760 x0 3x1 3 − 66528 x0 5x1 .
> MLpol_bar(7,5,x0+x1*qi+x2*qj);
166320 x0 2x1 4 + 7920 x0 2x2 4 − 15120 x1 4x2 2 − 11088 x1 6 + 11088 x0 6 − 240 x2 6(−5040 x1 2x2 4 − 166320 x1 2x0 4 + 110880 x0 2x1 2x2 2 − 23760 x2 2x0 4) qi
31680 x0 2x1 x2 3 + 73920 x0 2x2 x1 3 − 6048 x2 x1 5 − 6720 x1 3x2 3 − 1440 x1 x2 5
−47520 x0 4x2 x1 qj − 15840 x0 x1 x2 4 + 95040 x2 2x0 3x1 − 66528 x0 x1 5
−73920 x0 x1 3x2 2 + 221760 x0 3x1 3 − 66528 x0 5x1
e para que não restem dúvidas faz-se a diferença entre estes dois resultados e constata-se
o que se estava à espera, isto é,
> opMbar_r(Lpol(7,5,x0+x1*qi+x2*qj),cartesian)-MLpol_bar(7,5,x0+x1*qi+x2*qj);
0.
4.2.8 Funções hiperbolicamente harmónicas
Na teoria clássica uma função f que satisfaz4f = DDf = DDf = 0 diz-se harmónica.
Em vez de harmónica chama-se hiperbolicamente harmómica à função f que satisfaça
a equação
MMf = MMf = 0.
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Como se viu as componentes u e v de uma (H)-solução f = u+ iv+wj são hiperbolica-
mente harmónicas enquanto que a terceira componente, w é função própria com valor
próprio −1 do operador de Laplace-Beltrami associado à métrica hiperbólica. O que
se segue é um procedimento que testa se uma dada função é hiperbólica harmónica.
> HipHar:=proc(f,id)
> local opl,opr;
> opl:=opMbar_l(opM_l(f,id),id);
> opr:=opM_l(opMbar_l(f,id),id);
> if evalb(opl=0)=true and evalb(opr=0)=true then
> print(É_Hiperbolica_harmonica!);
> elif evalb(opl=0)=true and evalb(opr=0)=false then
> print(Somente_opMbar_lopM_l=0);
> elif evalb(opl=0)=false and evalb(opr=0)=true then
> print(Somente_opMbar_ropM_r=0);
> elif evalb(opl=0)=false and evalb(opr=0)=false then
> print(Não_é_Hiperbolica_harmonica!);fi;
> end:
Exemplos:
> HipHar(x0, cartesian);
> HipHar(x0+0*qi+0*qj, cartesian);
> HipHar(0+0*qi+x2*qj+, cartesian);
> HipHar(0+0*qi+(1/x2)*qj, cartesian);
> HipHar(e_elevado_z, cartesian);
> HipHar(Lpol(5,3,x0+x1*qi+x2*qj), cartesian);
`É_Hiperbolica_harmonica`!
`É_Hiperbolica_harmonica`!
`É_Hiperbolica_harmonica`!
`Não_é_Hiperbolica_harmonica`!
`É_Hiperbolica_harmonica`!
`É_Hiperbolica_harmonica`!
É claro que a informação dada por este procedimento é pouco específica, para mais
pormenor considere-se o seguinte:
4.2. Novos procedimentos 69
> HipH := proc(f)
> localu, v, w,
> u_xx, u_yy, u_tt, u_t, teste_u,
> v_xx, v_yy, v_tt, v_t, teste_v,
> w_xx, wyy, w_tt, w_t, teste_w,
> LBu,LBv, LBw;
> u := simplify((1/2) ∗ (f +Qconj(f)));
> v := coeff(f, qi);
> w := coeff(f, qj);
> print(u); print(v); print(w);
> u_xx := simplify(diff(u, x0$2));
> u_yy := simplify(diff(u, x1$2));
> u_tt := simplify(diff(u, x2$2));
> u_t := simplify(diff(u, x2));
> LBu := simplify(x2 ∗ (u_xx+ u_yy + u_tt)− u_t);
> teste_u := evalb(LBu = 0);
> if teste_u = true then print(funcao, u, hiperbolica− harmonica)
> else print(u,NAO, hiperbolica− harmonica)fi;
> v_xx := simplify(diff(v, x0$2));
> v_yy := simplify(diff(v, x1$2));
> v_tt := simplify(diff(v, x2$2));
> v_t := simplify(diff(v, x2));
> LBv := simplify(x2 ∗ (v_xx+ v_yy + v_tt)− v_t);
> teste_v := evalb(LBv = 0);
> if teste_v = true then print(v, hiperbolica− harmonica)
> else print(v,NAO, hiperbolica− harmonica!)fi;
> w_xx := simplify(diff(w, x0$2));
> w_yy := simplify(diff(w, x1$2));
> w_tt := simplify(diff(w, x2$2));
> w_t := simplify(diff(w, x2));
> LBw := simplify((x22) ∗ (w_xx+ w_yy + w_tt)− x2 ∗ w_t+ w);
> teste_w := evalb(LBw = 0);
> if teste_w = true then print(w, funcao− propria)
> else print(w,NAO, funcao− propria)fi;
> if teste_u = true and teste_v = true and teste_w = true
> then print(f,Hiperbolica−Harmonica)
> else print(f,NAO,Hiperbolica−Harmonica)fi;
> end :
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O procedimento começa por identificar as funções componentes, de seguida testa se
as duas primeiras são hiperbolicamente harmónicas e se a terceira é função própria do
operador de Laplace-Beltrami. Esta informação fica disponível para, por exemplo, se
poder fazer uso das funções componentes combinando-as para se obter nova funções.
Verificadas as condições o procedimento determina se a função introduzida é ou não
hiperbólica harmónica. Aplicando a alguns dos exemplos anteriores:
> HipH(0+0*qi+1*qj, cartesian);
0
0
1
`A_função_0_é_hiperbólica_harmónica`
`A_função_0_é_hiperbólica_harmónica`
`1_NÃO_é_função_própria`
`0+0*qi+1*qj_NÃO_é_Hiperbólica_Harmónica`
> HipH(0+0*qi+(1/x2)*qj, cartesian);
0
0
1
x2
`A_função_0_é_hiperbólica_harmónica`
`A_função_0_é_hiperbólica_harmónica`
` 1
x2
_NÃO_é_função_própria`
`0 + 0 ∗ qi+ 1
x2
∗ qj_NÃO_é_Hiperbólica_Harmónica`
Para a função exponencial ez com z = x0 + x1 ∗ qi+ x2 ∗ qj
> HipH(e_elevado_z, cartesian);
ex0 cos
(√
x1 2 + x2 2
)
ex0 x1 sin
“√
x12+x22
”
√
x12+x22
ex0 x2 sin
“√
x12+x22
”
√
x12+x22
`A_função_ex0 cos
(√
x1 2 + x2 2
)
_é_hiperbólica_harmónica`
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`A_função_
ex0 x1 sin
“√
x12+x22
”
√
x12+x22
_é_hiperbólica_harmónica`
`
ex0 x2 sin
“√
x12+x22
”
√
x12+x22
_é_função_própria`
`ex0
(
cos
(√
x1 2 + x2 2
)
+
(x1 qi+x2 qj ) sin
“√
x12+x22
”
√
x12+x22
)
_é_Hiperbólica_Harmónica`
> HipH(Lpol(5,3,x0+x1*qi+x2*qj), cartesian);
−560 x0 2x1 3 + 56 x1 5 + 24 x1 x2 4 − 336 x2 2x0 2x1 + 280 x0 4x1 + 80 x1 3x2 2
−240 x0 x1 2x2 2 + 112 x2 2x0 3 − 280 x0 x1 4 + 560 x1 2x0 3 − 24 x0 x2 4 − 56 x0 5
224 x1 x2 x0 3 − 96 x1 x2 3x0 − 160 x1 3x0 x2
`A_função,_−560 x0 2x1 3 + 56 x1 5 + 24 x1 x2 4 − 336 x2 2x0 2x1 + 280 x0 4x1 +
80 x1 3x2 2,_é_hiperbólica_harmónica`
`A_função,_−240 x0 x1 2x2 2 + 112 x2 2x0 3 − 280 x0 x1 4 + 560 x1 2x0 3 − 24 x0 x2 4 −
56 x0 5,_é_hiperbólica_harmónica`
`224 x1 x2 x0 3 − 96 x1 x2 3x0 − 160 x1 3x0 x2 ,_é_função_própria`
`
(−240 x0 x1 2x2 2 + 112 x2 2x0 3 − 280 x0 x1 4 + 560 x1 2x0 3 − 24 x0 x2 4 − 56 x0 5) qi +(
224 x1 x2 x0 3 − 96 x1 x2 3x0 − 160 x1 3x0 x2) qj − 560 x0 2x1 3 + 56 x1 5 + 24 x1 x2 4 −
336 x2 2x0 2x1 + 280 x0 4x1 + 80 x1 3x2 2,_é_Hiperbólica_Harmónica`
Observe-se que o coeficiente da segunda parte imaginária de Lkn(z), isto é, Im2(L
k
n(z)),
pode ser obtido através do operador D fazendo
Im2(L
k
n(z)) = −tD((Lkn(z)).
Recorrendo, por exemplo, ao polinómio dado anteriormente vem,
> Im_2:=coeff(Lpol(5,3,x0+x1*qi+x2*qj),qj);
Im2 := 224 x1 x2 x0
3 − 96 x1 x2 3x0 − 160 x1 3x0 x2
> expand(-x2*opD_R(Lpol(5,3,x0+x1*qi+x2*qj),cartesian));
224 x1 x2 x0 3 − 96 x1 x2 3x0 − 160 x1 3x0 x2
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4.2.9 A h-distância
O procedimento seguinte permite calcular a h-distância entre dois pontos P e Q do
semi-espaço superior R+3 . O comando a usar é HyperDist(p, q) sendo p = a0+a1i+a2j
e q = b0 + b1i+ b2j dois pontos de R3+, isto é, pontos cujas terceiras componentes a2 e
b2 são positivas.
> HyperDist:=proc(p,q)
> local p1,p2,p3,q1,q2,q3,del,chdel;
> p1:=Qreal(p): p2:=coeff(p,qi):
> p3:=coeff(p,qj): q1:=Qreal(q):
> q2:=coeff(q,qi): q3:=coeff(q,qj):
> if q3>0 and p3>0 then
> del:=((q1-p1)ˆ2+(q2-p2)ˆ2+p3ˆ2+q3ˆ2)/(2*p3*q3):
> chdel:=evalf(arccosh(del)):
> RETURN(chdel):
> else error "ponto ou pontos não pertencentes ao seni-espaço superior":fi:
> end:
Determina-se, por exemplo, a distância entre 0+1∗qi+2∗qj e 10+1∗qi+12∗qj, sendo
o resultado apresentado em ponto flutuante dado que estamos a usar no procedimento
o comando evalf .
> HyperDist(0+1*qi+2*qj,10+1*qi+12*qj);
2.325875302
Introduzindo um ponto que não está em R+3 , por exemplo 10 + 1 ∗ qi − 12 ∗ qj o
procedimento devolve uma mensagem que nos alerta para o que acabámos de descrever.
Por exemplo:
> HyperDist(0+1*qi+2*qj,10+1*qi-12*qj);
Error, (in HyperDist) ponto ou pontos não pertencentes ao semi-espaço superior
O procedimento seguinte permite representar um ponto qualquer de R+3 .
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> hypdrawpts:=proc(z)
> local a,b,c,s;
> a:=Qreal(z): b:=coeff(z,qi): c:=coeff(z,qj);
> if c>0 then s:=[a,b,c]:
> pointplot3d(s,color=black,axes=boxed);
> else error "o ponto não está no semi-espaço superior":fi:
> end:
Representa-se graficamente a h-esfera apenas para confirmar que se trata de uma esfera
euclidiana.
> h_esferaplot:=proc(p,r)
> local p1,p2,p0,re,p22,p222;
> p1:=coeff(p,qi):
> p2:=coeff(p,qj):
> if p2>0 then
> p22:=simplify(p2*sinh(r)):
> p222:=simplify(p2*cosh(r));
> p0:=simplify(p-p1*qi-p2*qj):
> implicitplot3d([(x-p0)ˆ2+(y-p1)ˆ2+(z-p222)ˆ2=p22],
> x=-p222+p0..p0+p222, y=-p222+p1..p222+p1,
> z=0.00001..2*p222, scaling=constrained, axes=boxed);
> else error "o centro deve estar no semi-espaço superior":fi:
> end:
Tem-se, por exemplo, a h-esfera de h-centro (−1, 1, 1) e h-raio r = 1 que é de facto a
esfera euclidiana de centro (−1, 1, 1× cosh(1)) e raio r = 1× sinh(1):
> h_esferaplot(-1+1*qi+1*qj,1);
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> restart;
> libname:="/Applications/QuatPackage/qarch",libname;
libname := "/Applications/QuatPackage/qarch" , 
"/Applications/Maple 9.5/Maple 9.5.app/Contents/MacOS/lib"
> with(Quat):
> 
Polinómio L
Lpol - polinómio L
Comando:
       Lpol(n,k,z)
Parametros:
       n  - grau do polinómio
       k  - ordem da derivação parcial
       z  - quaternião reduzido
Procedimento:
Lpol:=proc(n::integer,k::integer,z) 
local L;
if n=0 then RETURN(Qpot(qi,k)) 
else 
L:=collect(simplify((((n+k)!)/((n!*k!)))*QsymmPowR3(z,qi,n,k)),{q
i,qj});fi;
end:
Polinómio E
Epol - polinómio E
Comando:
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       Epol(n,k,z)
Parametros:
       n  - grau do polinómio
       k  - ordem da derivação parcial
       z  - quaternião reduzido
Procedimento:
Epol:=proc(n::integer,k::integer,z)
local a, e, t;
a:=floor(k/2);
if n=0 and k>=1 then RETURN(Qpot(qi,k))
elif n=0 and k=0 then RETURN(1)
elif n>=1 and k=0 then RETURN(Qpot(z,n))      
else 
t:=[seq(binomial(n+1,p)*Lpol(n,k-2*p,z),p=0..a)];
e:=add(j,j=t);
RETURN(collect(simplify(e),{qi,qj})); fi;
end:
m-ésima derivada de L w.r.t. x
dxLpol - derivada de ordem m de L com respeito a x 
Comando:
       dxLpol(n,k,m,z)
Parametros:
       n  - grau do polinómio
       k  - ordem da derivação parcial
       m - ordem da derivação parcial com respeito a x
       z  - quaternião reduzido
Procedimento:
> dxLpol:=proc(n::integer,k::integer,m::integer,z)
  local l;
  if m>n then RETURN(0) fi:
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  if m<=n then
  l:=(m!)*(binomial(n+k,m))*Lpol(n-m,k,z):
  RETURN(collect(simplify(l),{qi,qj})):
  fi:
  end:
 
m-ésima derivada de L w.r.t. y
dyLpol - derivada de ordem m de L com respeito a y 
Comando:
       dyLpol(n,k,m,z)
Parametros:
       n  - grau do polinómio
       k  - ordem da derivação parcial
       m - ordem da derivação parcial com respeito a x
       z  - quaternião reduzido
Procedimento:
> DLpolY:=proc(n::integer,k::integer,m::integer,z)
  local l;
  if m>n then RETURN(0) fi:
  if m<=n then
  l:=(m!)*(binomial(m+k,m))*Lpol(n-m,k+m,z):
  RETURN(collect(simplify(l),{qi,qj})):
  fi:
  end:
Função exponencial
expz - função exponencial 
Comando:
       expz(z)
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Parametro:
     z  - quaternião reduzido 
       
Procedimento:
> expz:=proc(z)
  local im,iz,pul,ro,expon:
  im:=z-Qreal(z):
  iz:=im/(Qnorm(im)):
  ro:=Qnorm(im):
  expon:=exp(Qreal(z))*(cos(ro)+iz*sin(ro)):
  RETURN(expon):
  end:
Projector P
projP - projector P 
Comando:
       projP(f)
Parametro:
     f  - função definida num aberto de R^3 com valores em H 
       
Procedimento:
> projP:=proc(f)
  local a,b,c;
  a:=Qreal(f):
  b:=coeff(f,qi):
  c:=collect(simplify(a+qi*b),{qi,qj,qk}):
  RETURN(c);
  end:
Projector Q
projQ - projector Q 
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Comando:
       projQ(f)
Parametros:
     f  - função definida num aberto de R^3 com valores em H 
       
Procedimento:
> projQ:=proc(f)
  local a,b,c;
  a:=coeff(f,qj):
  b:=coeff(f,qk):
  c:=collect(simplify(a-qi*b),{qi,qj,qk}):
  RETURN(c);
  end:
Involução principal do projector P
projP_prim - involução principal do rojector P 
Comando:
       projP_prim(f)
Parametro:
     f  - função definida num aberto de R^3 com valores em H 
       
Procedimento:
> projP_prim:=proc(f)
  local a,b,c;
  a:=Qreal(f):
  b:=coeff(f,qi):
  c:=collect(simplify(a-qi*b),{qi,qj,qk}):
  RETURN(c):
  end:
Involução principal do projector Q
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projQ_prim - involução principal do rojector P 
Comando:
       projQ_prim(f)
Parametro:
     f  - função definida num aberto de R^3 com valores em H 
       
Procedimento:
> projQ_prim:=proc(f)
  local a,b,c;
  a:=coeff(f,qj):
  b:=coeff(f,qk):
  c:=collect(simplify(a+qi*b),{qi,qj,qk}):
  RETURN(c):
  end:
Operador diferencial F1 aplicado a E
F1E - operador diferencial aplicado ao polinómio E 
Comando:
       F1E(n,k,z)
Parametros:
     n - grau do polinómio
     k - ordem da derivação parcial
     z - quaternião reduzido
   
Procedimento:
F1E:=proc(n::integer,k::integer,z) 
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local fs, f1;
f1:=(n-k+2)*Epol(n+1,k,z):
fs:=collect(simplify(f1),{qi,qj}):
RETURN(fs):
end:
Operador diferencial F1 aplicado a L
F1L - operador diferencial aplicado ao polinómio L 
Comando:
       F1L(n,k,z)
Parametros:
     n - grau do polinómio
     k - ordem da derivação parcial
     z - quaternião reduzido
   
Procedimento:
F1L:=proc(n::integer,k::integer,z) 
local fs, f1;
f1:=(n-k+2)*Lpol(n+1,k,z)-(n+k)*Lpol(n+1,k-2,z):
fs:=collect(simplify(f1),{qi,qj}):
RETURN(fs):
end:
Operador de Dirac modificado à direita
opM_r - operador de Dirac modificado à direita 
Comando:
       opM_r(f,id)
Parametros:
     f - função de R^3 em R^3
83
     id - identificador que permite distinguir entre coordenadas cartesianas e esféricas 
   
Procedimento:
opM_r:=proc(f,id)
local m_r,w:
w:=projQ_prim(f):
m_r:=(opD_R(f,id))+(w/x2):
RETURN(collect(simplify(m_r),{qi,qj})):
end:
Operador de Dirac modificado à esquerda
opM_l - operador de Dirac modificado à esquerda 
Comando:
       opM_l(f,id)
Parametros:
     f - função de R^3 em R^3
     id - identificador que permite distinguir entre coordenadas cartesianas e esféricas 
   
Procedimento:
opM_l:=proc(f,id)
local m_l,cw;
cw:=projQ_prim(f):
m_l:=(opD_L(f,id))+(cw/x2):
RETURN(collect(simplify(m_l),{qi,qj})):
end:
Operador de Dirac aplicado a L
DLpol - operador de Dirac aplicado ao polinómio L
Comando:
       DLpol(p)
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Parametro:
     p - polinómio L
   
Procedimentos:
DLpol:=proc(p)
local a,b:
a:=projQ_prim(p):
b:=simplify((-1/x2)*a):
RETURN(collect(b,{qi,qj})):
end:
Operador de Dirac modificado conjugado à direita
opMbar_r - operador de Dirac modificado conjugado à direita 
Comando:
       opMbar_r(f,id)
Parametros:
     f - função de R^3 em R^3
     id - identificador que permite distinguir entre coordenadas cartesianas e esféricas 
   
Procedimento:
opMbar_r:=proc(f,id)
local m_l,cw;
cw:=projQ_prim(f):
m_l:=(opDbar_R(f,id))-Qmult((1/x2),cw):
RETURN(collect(simplify(m_l),{qi,qj})):
end:
Operador de Dirac modificado conjugado à esquerda
opMbar_l - operador de Dirac modificado à esquerda 
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Comando:
       opMbar_l(f,id)
Parametro:
     f - função de R^3 em R^3
     id - identificador que permite distinguir entre coordenadas cartesianas e esféricas 
   
Procedimento:
opMbar_l:=proc(f,id)
local m_l,cw;
cw:=projQ_prim(f):
m_l:=(opDbar_L(f,id))-Qmult((1/x2),cw):
RETURN(collect(simplify(m_l),{qi,qj})):
end:
Operador de Dirac modificado conjugado aplicado a L
MLpol_bar - operador de Dirac modificado conjugado aplicado ao polinómio L
Comando:
      MDLpol_bar(n,k,z)
Parametro:
     n - ordem do polinómio L
     k - ordem da derivação parcial
     z - quaternião reduzido
   
Procedimentos:
MLpol_bar:=proc(n,k,z)
local a:
a:=simplify(2*(n+k)*Lpol((n-1),k,z)):
RETURN(collect(a,{qi,qj})):
end:
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Testar se uma função é hiperbólica harmónica (simplificado)
HipHar - testar se uma função é ou não hiperbólica harmónica 
Comando:
      HipHar(f,id)
Parametros:
     f - função de R^3 em R^3
     id - identificador que permite escolher entre coordenadas cartesianas ou esféricas
   
Procedimentos:
HipHar:=proc(f,id)
local opl,opr;
opl:=opMbar_l(opM_l(f,id),id):
opr:=opM_l(opMbar_l(f,id),id):
if evalb(opl=0)=true and evalb(opr=0)=true then 
print(É_Hiperbolica_harmonica!):
elif evalb(opl=0)=true and evalb(opr=0)=false then 
print(Somente_opMbar_lopM_l=0):
elif evalb(opl=0)=false and evalb(opr=0)=true then 
print(Somente_opMbar_ropM_r=0):
elif evalb(opl=0)=false and evalb(opr=0)=false then 
print(Não_é_Hyperbolica_harmonica!):fi:
end:
Testar se uma função é hiperbólica harmónica (detalhado)
HipH - testar se uma função é ou não hiperbólica harmónica 
Comando:
      HipH(f,id)
Parametros:
     f - função de R^3 em R^3
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     id - identificador que permite escolher entre coordenadas cartesianas ou esféricas
   
Procedimentos:
HipH:=proc(f)
local u,v,w,
u_xx, u_yy, u_tt, u_t, teste_u,
v_xx, v_yy, v_tt, v_t, teste_v, 
w_xx, w_yy, w_tt, w_t, teste_w,
LBu,LBv,LBw:
u:=Qreal(f):
v:=coeff(f,qi):
w:=coeff(f,qj):
print(u):
print(v):
print(w):
u_xx:=simplify(diff(u,x0$2)):
u_yy:=simplify(diff(u,x1$2)):
u_tt:=simplify(diff(u,x2$2)):
u_t:=simplify(diff(u,x2));
LBu:=simplify(x2*(u_xx+u_yy+u_tt)-u_t):    
teste_u:=evalb(LBu=0):
if teste_u=true then print(A_função, u, é_hiperbólica_harmónica!)
else print(A_função, u, NÃO, é_hiperbólica_harmónica!)fi:
v_xx:=simplify(diff(v,x0$2)):
v_yy:=simplify(diff(v,x1$2)):
v_tt:=simplify(diff(v,x2$2)):
v_t:=simplify(diff(v,x2)):
LBv:=simplify(x2*(v_xx+v_yy+v_tt)-v_t):
teste_v:=evalb(LBv=0):
if teste_v=true then print(A_função, v, é_hiperbólica_harmónica!)
else print(A_função, v, NÃO,é_hiperbólica_harmónica!)fi:
w_xx:=simplify(diff(w,x0$2)):
w_yy:=simplify(diff(w,x1$2)):
w_tt:=simplify(diff(w,x2$2)):
w_t:=simplify(diff(w,x2)):
LBw:=simplify((x2^2)*(w_xx+w_yy+w_tt)-x2*w_t+w):
teste_w:=evalb(LBw=0).
if teste_w=true then print(w, é_função_própria!) 
else print(w,Não, é_função_própria!)fi:
if teste_u=true and teste_v=true and teste_w=true 
then print(f, é_Hiperbólica_Harmónica) else print(f, NÃO, 
é_Hiperbólica_Harmónica)fi:
end:
Distância hiperbólica entre dois pontos do semi-espaço 
superior 
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HyperDist - distância entre dois pontos P e Q do semi-espaço superior 
Comando:
       HyperDist(p,q)
Parametros:
     p - ponto do semi-espaço superior
     q - ponto do semi-espaço superior
   
Procedimento:
HyperDist:=proc(p,q)
local p1,p2,p3,q1,q2,q3,del,chdel;
p1:=Qreal(p):
p2:=coeff(p,qi):
p3:=coeff(p,qj):
q1:=Qreal(q):
q2:=coeff(q,qi):
q3:=coeff(q,qj):
if q3>0 and p3>0 then
del:=((q1-p1)^2+(q2-p2)^2+p3^2+q3^2)/(2*p3*q3):
chdel:=evalf(arccosh(del)):
RETURN(chdel):
else error "ponto ou pontos não pertencentes ao seni-espaço 
superior":fi:
end:
Representar um ponto do semi-espaço superior
hypedrawpts - representar um ponto do semi-espaço superior 
Comando:
       hypdrawpts(z)
Parametro:
     z - ponto do semi-espaço superior
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Procedimento:
hypdrawpts:=proc(z)
local a,b,c,s;
a:=Qreal(z):
b:=coeff(z,qi):
c:=coeff(z,qj):
if c>0 then s:={[a,b,c]}:
pointplot3d(s,color=black,axes=boxed):
else error "o ponto não está no semi-espaço superior":fi:
end:
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ERRATA
pág. linha onde está deve estar
4 13 |Im q|
2
|Im q|2 − |Im q|
2
|Im q|2
15 6 ?(ρ2dx ∧ dt)− ρdy ?(ρ2dx ∧ dt) = −ρdy
25 4 á à
30 2 (Lema 3.1.5) Lema 3.1.5
