Summary. Likelihood estimation and testing procedures are described for treating geographic variation in allelic frequencies as a logistic function of environmental variables. The basic response curve is sigmoidal, and avoids the necessity of invoking environmental thresholds imposed by a linear response nlodel. The one-locus two-allele, one-locus three-alleles, and two-locus two-allele cases are explicitly treated, and the extensions to multiple alleles and loci are indicated. Three cases of geographic variation in gametic frequencies are analyzed to illustrate the utility of these techniques. A biological rationale is given for a sigmoidal response curve, and the utility of the logit model for univariate and nmltivariate "analysis of variance" is indicated.
Introduction
Likelihood estimation and testing procedures have recently been developed for the analysis of geographic variation in allelic frequencies by Smouse and Kojima (1972) , who were concernedwith testing the hypothesis that genetic frequencies were correlated with the environment. The particular form of association postulated in that paper was specified by the regression equation : Pi = floZ, , i + fl~Z, + ... + fluZ~, .i (1) where Pi is the frequency of an allele in the i-th population, the Z's are a set of environmental measures of interest (Zoi is a dummy regression variable of I for all populations), and the fl's are the usual sort of regression coefficients. The linear model given by (1) is not the only possible choice of functional relationship, but forms a familiar and convenient point of departure for the analysis of pattern in geographic variation . Equation (I) suffers, however, from two limitations.
The first of these is that Pi, as formulated, is not bounded by (o, 1), as must be the case for a probability. This fact necessitates the imposition of thresholds, and the relationship takes the form shown in Fig. la . The necessity for thresholds becomes particularly important when several populations exhibit observed frequencies of I or o (c./. Table 3 of Kojima, el al., 1972) . Observed fixation may often arise solely as a result of finite sampling, however, and the iraSupported by AEC AT(11-1)-1552.
position of a threshold in such cases is an artifice at best.
The second limitation is that the model is inconvenient for multiple-locus analysis. If the two loci are segregating independently, the likelihood function (except for a combinatorial constant) is: 
is a quadratic equation in the Z's. The index (i) refers to tile population; the indices (f) and (k) reference alleles at the A and B loci, respectively. Tlle analysis degenerates to the sum of its single-locus components. If the two loci are not segregating independently, the likelihood function takes tile form:
is a linear function in the Z's. Although an appropriate test criterion to distinguish between (2) and (4) is easily constructed, it is difficult to relate the test to any meaningful statement about the fl-coefficients. The transition between the two models is rather forced.
The objective of this paper is to suggest an alternative to (1), and to show how it overcomes both of the above difficulties. This alternative is the logistic (or logit) model of Fisher (1935) and Finney 0952).
The Logit Model

One Locus
Let us define a regression hypothesis, not on P, but rather on lnP: ,,z.~ + fl.z. + ... + fl,~z~ --B',& (6) which may be rewritten either as"
where A Bx --Bo or as :
This formulation has the advantage that for all real values of the A's and Z's, P, is bounded by" o ~ P, ~ I .
The sigmoid form of (7) is shown in Fig. t b , and has the same general shape as (1), while avoiding arbitrarily sharp thresholds. Tile logistic model has received much attention in bioassay, and the reader interested in more detail is referred to Cox (1970) . 
The logistic formulation may be extended to multiple-allelic loci. Consider the three-allele case, where the counterpart of (6) 
which may be rewritten either as:
where A 1 = B 1 --B a and A s --B 2 --Ba, or as:
with e~ --!1 + exp {A;Zi} + exp {A'eZi)] -1 .
To obtain estimates of the A-coefficients, one differentiates the logarithm of the likelihood function with respect to each parameter (Ai), sets each of the resulting equations equal to zero, and solves for tile coefficients. For the two allele case, one has:
The resulting equations may be written in matrix form :
(is)
The matrix Z' is (K + 1)• I, and contains the independent regression variables for all I populations. U = diag {Nd ; P is the I• 1 vector of estimated frequencies; P is the I• 1 vector of observed frequencies {XdNi} ; and 0 is the I • 1 vector of zeroes. Equation (15) is not explicitly solvable in terms of tile Ais and one must iterate to a solution. It can be shown that the matrix of second partial derivatives, evaluated at P is: This is the standard Gauss-Newton procedure, and converges to the correct solution, provided 2{ is finite, which will usually be the case. Since (16) is strictly negative definite for all ,t, there is only one relative extremum, and the solution to (15) with U = diag {Ni}, and /;* and 1 g* given, respectively, by: 1;:'" = i~ and I~ Direct estimates of A~ and A 2 are not available from (18) and one must iterate to a solution. The matrix of second partial derivatives for the three allele case is easily shown to be:
where 1~'* is given by:
This leads to a three-allele counterpart of (17):
which converges to the correct solution, provided A* is finite. Since (22) is strictly negative definite for all A+ A', this solution is unique. The likelihood ratio test criteria developed by Smouse and Kojima (t 972) are valid for the logistic model developed here as well. The reader is referred to that paper for details.
Two Loci
The two-locus, two-allele case may be treated as a one-locus, four-allele case. The probabilities of the four gametes may be defined as:
In P22i = B'4Zi (25) which may be alternatively written:
h, (-,-n.)' z, : A;z, \Pi_-t
~PiT/= or as the four-allele equivalent of (l 2). The estimates of Aa, A=, and A a must satisfy a four-allele equivalent of ( 1 5) and (18). An iterative scheme similar to (24) will yield the maximum likelihood estimates, which are unique. The two-locus test criteria for the regression and lack of fit components of the geographic variation are, respectively: 2
and Piil~ is the estimated value of P~:jk under (25}.
Various sub-hypotheses may be tested by partitioning AR(AB) along similar lines to those described by Smouse and Kojima (1972) . The hypothesis that each locus responds independently (in logistic fashion) to the environmental variables is equivalent to the assumption:
(29) This is shown as follows. The logit of the nlarginal probability of the first locus (Pi~.) is written"
In view of (29), this may also be written'
which is logistic. Similarly:
and the two are independent. To show that independence implies (29) it is sufficient to note that the condition for independence is:
or alternatively:
., I , which implies (29).
A test of the validity of (29) is obtained by comparing A~(AB) of (27) 
where the analysis is done separately for each locus, as described above. The test of independence is thus seen to be: 
Aie( l~) AR(AB) -AR(A)-AR(IY)
At(A)
Illustrative examples
One Locus, Two Alleles In a study of Dros@hila pavani ) a linear regression model of P on latitude, elevation, and season required an environmental threshold for two loci (PGM and PGI). The observed frequencies of the PGM locus are plotted against the regression equation (used as an environmental index) in Fig. 2 . For comparison, the data were fitted to a logistic regression model, and the plot of observed frequencies against the altered regression equation (as an alternative environmental index) is shown in Fig. 3 . The fact that a whole set of populations (the January collections) have 15 = I suggests that the frequency is seasonally high and that finite sampling is responsible for the apparent fixation. The logistic model avoids the assertion that the PGM locus is seasonally "fixed". 
One Locus, Three Alleles
Genotype-environment relationships have been carefully examined in the harvester ant Pogonomyrmex barbatus by means of principal components analysis (Johnson, et al., 1969) . Clear associations were f~)und between allelic frequencies and environmental variables. I have examined the frequencies of the alleles of the Esh locus in the following fashion. The locus is a multiple allelic system, but all except three alleles are quite rare. I have pooled allele (6) and these rarer alleles into a single class, and have analyzed the locus as three-allele system. Only those populations with corresponding environmental measurements were used, and the reduced data set consists of twenty-five (25) collections, totalling 4806 alleles. The analysis of geographic variation in allelic frequencies is shown in Table 2 . The order of fitting shown is not the only one possible, but is the order for which maximum variation is removed at each stage. The order clearly effects the values of the components. It is worth noting that the allelic analysis shown above is correct for diploids if one may assume HardyWeinberg equilibrium within each population. This assumption is not always justified for this example (Johnson, el. al., 1969, estimates and the test criteria must therefore be viewed as approximate. The sizes of the components in Table 2 , however, are so large as to make significance testing pointless. The regression model accounts for 81% of the total variation among populations. Elevation contributes very little to the description if the other variables are fitted first, and might be deleted with no real loss in information; a model involving annual precipitation, mean January Temperature, mean July Temperature, and Growing Season accounts for 99.6% of the total regression component.
The observed frequencies of allele (8) Table 2 for Z-Variables) interpreted as measures of the transition from a subtropical coastal climate to an arid continental climate. The agreement between observed and expected frequencies is by no means perfect (the lack of fit variation is highly significant), but the pattern is nevertheless quite evident. The analysis shown in Table 2 constitutes an informative alternative to the principal components approach of Johnson, et al. (1969) .
Two Loci, Two Alleles Each
There is a paucity of published two-locus gametic data for large numbers of geographically dispersed populations. While many studies are conducted in such a fashion that multiple-locus genotypes are recorded for each individual, preoccupation witll single-locus patterns has precluded publishing multi- Table 2 for Z-Variables) obtain a gametic assay in many studies, but the desirability and/or utility of such a practice has yet to be established. The study of Drosophila pavani already mentioned was conducted so that overlapping sets of loci were assayed on individuals. Although the two-locus genotypes were assayed as zygotes, it is possible to estimate two-locus gametic frequencies within a population by means of maximum likelihood procedures. The strategy is to partition the double heterozygotes into coupling and repulsion phases in such a manner that tile total zygotic array is best predicted by the resulting twolocus gametic frequencies. These estimated frequencies may be used for the two-locus analysis outlined above, although the test criteria must be viewed as approximations. I ]lave chosen to utilize the PGM and G6PD loci to illustrate tile analysis, because tile double heterozygotes represent no more than 1o% of any given sample. The ambiguities arising from determining the gametic composition of this class are therefore minimal, and the analysis described above should constitute a good first approximation. The estimated gametic frequencies for these two loci are listed for all populations in Table 3 , along with tile three environmental measures of interest. The two-locus likelihood analysis is shown in Table 4 .
The overall regression component accounts for only about 47o./o of the among populations variation, but is nevertheless highly significant. Considering the coarseness of the environmental variables, the large lack of fit term is not at all surprising. The interaction component of the among populations term is large, and indicates that the two loci do not vary independently over geography.
The interaction component of the regression term is also quite large, indicating that the patterns of variation are not independent for the two loci. The sizes of the interaction terms suggest that perhaps more attention should be focused upon multiple-locus gametic patterns of geographic variation than has heretofore been the case, and that some effort toward careful gametic assay is warranted.
Discussion
I have described above tile statistical utility of the logistic model. There remains the question of whether a sigmoidal response curve should be expected with allelic frequencies, or whether the linear model proposed by Smouse and Kojima (1972) and described by equation (1) The equilibrium allelic frequency of the i-th population is seen to be' )eli
Pi =fli-t f2i
= /BlO + Bzo)] -1 iBm +  
which is the equivalent of equation (1). Alternatively, consider the selective model given by the zygotic selection coefficients (1-e-/,*:l 9 : 1 --e-hi), where/,i and I2i are related to the environment by : 
the logistic model. The reader is referred to Endler (1973) for a discussion of further models. I have assumed above a complete absence of migration among populations. If migration is added to the first model above, the pattern becomes more sigmoid. The greater the frequency of migration, the greater is the degree of curvature introduced. The second model becomes flatter with migration. Endler (1973) describes the effects of migration on several models. In general, the effect is to yield a sigmoidal pattern, and the logistic model described above should be quite generally useful in the analysis of geographic pattern in allelic frequencies.
The use of the logistic model is not restricted to the type of regression problem described above. The Zvariables may just as easily be chosen to represent the types of "contrast-variables" so familiar in analysis of variance. Using the same general approach described above, one may routinely deal with "analysis of variance" for multinomial situations [gametic frequenciesl, either at the univariate (one locus, two alleles) or the multivariate (one locus, multiple alleles; or multiple locus) levels.
