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Abstract 
 
Density-based clustering is an important problem of research for data scientists and has been 
investigated with interest in the past. Due to data proliferation, datasets of different sizes are 
getting introduced which involve high-dimensional data with varying densities. Such datasets 
include data with high-density regions surrounded by data with sparse density. The existing 
approaches to clustering are unable to handle these data situations well. We present a novel 
clustering algorithm that utilizes the concept of Mutual K-nearest neighbor relationship that 
overcomes the shortcomings of existing approaches on density based datasets. Our approach 
requires a single input parameter; works well for high-dimensional density based datasets and 
is CPU time efficient. We experimentally demonstrate the efficacy and robustness of our 
algorithm on synthetic and real-world density based datasets. 
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Chapter 1  
Introduction 
Cluster analysis is one of the most important areas of data mining and is being used in a 
plethora of applications across the world. The motivation behind cluster analysis is to divide the 
data into groups called clusters that are not only useful but also meaningful. Every member of a 
group is similar to one another and dissimilar to members belonging to other groups. The entire 
collection of the groups of similar points is referred to as clustering.    
Clustering has a wide variety of practical applications in real life that includes Biology, 
Functional Genomics, Medicine, Business, Climate and Information Retrieval. For example, in 
business the customer data can be categorized into smaller groups with meaningful 
relationships that can be applied to analyze the behavior of a particular customer segment for 
marketing and making business decisions. In Functional genomics, clusters can help detect 
genes that have different behavior or properties than another group of genes that can be used 
to predict genes associated with a particular disease. Another scenario where clustering has 
been widely used is networking and telecommunication where clustering is used to find 
locations to place base station towers to receive maximum signal strength.  Similarly, clustering 
can also be useful in information retrieval while using search engines. The results of similar 
nature can be grouped together into a single cluster that matches with a particular type of 
search query so as to retrieve them faster.  In some applications, clustering can be used to 
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prototype or summarize the dataset into representative points that are used as an input for 
further analysis.  
Clustering depends on the type of data, and the objective decided for clustering by a user. 
Broadly, [16] describes clustering into various categories: Well-Separated, Center-based, 
Contiguity based, conceptual clusters, and density-based clusters. Well-separated clusters are 
those clusters where similar data are very close to each other. Clusters can be of any shape and 
are far apart from each other.  Center-based clusters have each point closer to the center of its 
cluster than any other cluster.  Contiguity based clusters have every point closer to at least one 
point in its cluster than any other points in other clusters. Conceptual clustering has all points in 
a single cluster sharing some common property.  Density based clustering is based on density of 
regions where the clusters are identified by high-density regions. Some datasets may have 
regions of high-densities and low-densities and overlapping densities. 
In this thesis, we only focus on clustering based on varying density. We design a clustering 
algorithm that finds clusters in the region of high densities and low densities in datasets. The 
clustering algorithm uses a mutual k-nearest neighbor message-passing mechanism to find 
mutual relationships between points and form clusters.  We show experimentally that our 
proposed approach performs better than the state of the art algorithms on varying densities 
and high dimensions. 
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Motivation 
1.2.1 Drawbacks of existing density based clustering 
Fig 1.2.1 shows a density-based dataset that has high-density regions and low-density regions.  
The traditional clustering algorithms like DBSCAN will be able to identify regions of high-density 
regions such as regions A and C but will neglect the regions of low-density points in region B as 
outliers. In these types of datasets, traditional algorithms will not be able to achieve complete 
clustering. In certain situations, the data points in region B might be really useful and might 
have meaningful relationships between them. Thus, we need a mechanism to cluster such 
datasets so as to identify both low and high-density points and associate them with clusters. 
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Fig 1.2.1 A sample dataset with two dense regions and a sparse region 
 
Furthermore, most of the high dimensional data that is available is often sparse and have 
varying densities. Traditional density based clustering depend strictly on distance measures like 
Euclidean distance or cosine distance and does not work well on datasets with varying distances 
between points [10][16].  For higher dimensions, a single distance measure will be considered 
meaningless. Hence we need an approach that defines relationship based on the density of 
data rather than distance measures. 
 
1.2.2 Limitation of parameter tuning 
Existing density-based clustering algorithms like K-Means and DBSCAN are heavily dependent 
on input parameters. For example, DBSCAN requires two initial input parameters, namely 
Epsilon radius and minimum points which both have a significant influence on the clustering 
results. To get good clustering results from DBSCAN, we need to have well-trained set of Epsilon 
and MinPts values. To illustrate our point, we ran DBSCAN on a synthetic dataset with a dense 
region surrounded by a sparse region. We varied the input parameters and ran DBSCAN for 
multiple iterations. It was observed that with different input values the clustering results not 
only varied but also the algorithm disregarded several points as outliers that were located in 
low-density regions (Fig. 1.2.2). 
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Fig. 1.2.2 DBSCAN on synthetic dataset considers several points as outliers (blue colored points) 
Similarly, K-means algorithm is highly dependent on the initial selection of centroids and the 
number of clusters k. The value of k is hard to guess, and there is no way to find out how many 
clusters will be appropriate. When the data is two-dimensional, it is fairly easy to identify the 
value of k through visual inspection but for higher dimensions it becomes nearly impossible. 
Thus to determine the input parameters a priori, multiple iterations with different input values 
are run to generate the optimal set of clusters. This process can be extremely time-consuming 
with larger data size. Therefore, there is critical need for a mechanism that is not dependent 
completely on input parameters.  
 
1.2.3 Drawbacks of neighbor relationship approach to clustering 
Most of the existing algorithms for density based clustering such as Shared nearest neighbor or 
k-nearest neighbor considers closeness‖ of a relationship from given point to all its neighbors 
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and does not consider the other points perception of closeness with the given point. In k-
nearest neighbor, every point tries to find its k-nearest neighbors and forms a cluster. However, 
this notion does not work well for datasets with varying densities. A point in a region can see 10 
points as its 10- nearest neighbor, but some of those points might be closer to other regions 
and might be ideally suited to be a part of that region. So there is a need to develop a method 
that considers reciprocal relationships instead of nearest neighboring relationship of points. 
 
1.2.3 Benefits of our approach 
In this thesis, we show that our approach works well with density based datasets and can 
clearly identify dense clusters and sparse clusters. We compare the performance of our 
algorithm with the standard clustering algorithms and show that our algorithms performance is 
significantly better for high dimensional density based datasets. Moreover, we require only a 
single input parameter that is the k value that represents maximum number of mutual 
neighbors a point can have. Unlike most clustering algorithms, the user does not give number 
of clusters as an input parameter, so it not only helps in generating natural clusters but also 
does not depend on a user to guess the ideal number of clusters beforehand. Furthermore, we 
show with multiple runs of our algorithm on experimental data that varying k values slightly 
does not have a significant impact on clustering. The clustering is based on novel concept of 
mutual k nearest neighbors and identifies clusters with high density and removes them from 
further consideration and then finds clusters in the regions where the density is sparse. 
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 Furthermore, we improve the process of finding mutual neighbors by message passing 
between data points. The approach does not require scanning the entire table of pairwise 
distances.  Every point tries to find its mutual neighbor by communicating with its k-nearest 
points. Once a point receives its mutual k-nearest neighbors, it excludes itself from further 
consideration thereby reducing the size of data during the run-time. We implement the 
merging process that uses a similar approach where we find best mutual neighbors of each 
cluster and merge them one at a time till we get the required number of clusters. This approach 
does not require comparing every cluster with another cluster to merge, and hence is a more 
efficient approach than related works. 
 
Overview of Chapters 
The thesis is organized into 6 chapters. In Chapter 2, related density based clustering 
approaches are discussed along with their shortcomings on handling certain density-based 
datasets. In Chapter 3, we introduce Mutual K-nearest neighbor approach to clustering via 
message passing and discuss the algorithm with a simple example and also introduce an 
efficient approach to cluster merging. We also do a detailed complexity analysis of our 
approach. Chapter 4 deals with experimental setup and results. We provide an empirical 
comparison of the algorithm with existing density-based algorithms on synthetic and real world 
datasets. Chapter 5 concludes the thesis and provides a future scope for further improvement 
of the algorithm. 
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Chapter 2  
Related Work 
2.1 K-means  
K-means [16] is a very popular clustering algorithm that can apply to various clustering 
problems. It is simple to implement, fast and memory efficient in terms of computation.  Based 
on value of K and initial set of centroids it allocates each observation into k clusters represented 
by their centroids.  
The basic steps of the k-means algorithm are shown as a flowchart in figure Fig 2.1.  The idea 
behind k-means is to select the initial set of centroids and assign points to its nearest centroid. 
To assign points to its nearest centroid, we need a distance measure such as Euclidean, Jaccard, 
Manhattan, Mahalanobis or Cosine distance based on the type of data. K-Means can be applied 
equally well to Euclidean data as well as documents data which involves cosine similarity. Based 
on distance parameter, K-means runs for multiple iterations assigning points to centroids and 
stops when the new centroids remain unchanged.  In most cases, a weaker stopping condition 
 9 
 
may be applied for convergence of the algorithm. For example, repeating the algorithm till 2% 
of the given points change in a cluster. 
K-means however, possesses some weaknesses that are as follows: 
1) There are no pre-defined methods to determine centroids.  One way to determine a centroid 
will be to select randomly. However, there is a high chance that a random selection might result 
in sub-optimal clusters. Another approach is to run k-means with different centroids and select 
the one with the minimum sum of squared errors. 
2) K-means clustering does not work in non-globular clusters i.e. when the groups are of various 
shapes and sizes and does not appear to be spherical. 
3) If no point is allocated to a centroid k-means results in several empty clusters that might 
require additional strategies to avoid them [5]. 
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Fig. 2.1 A flow chart for k-means algorithm 
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2.2 DBSCAN  
DBSCAN [8] overcomes problems of k-means on non-globular clusters as it can detect clusters 
of any arbitrary shape and is resistant to noise [10][16]. DBSCAN uses two parameters for 
clustering: 
-    ε-Neighborhood: represents points within a radius of ε from a point p. 
-    MinPts: Minimum points in the ε-Neighborhood of p. 
A flowchart to explain the DBSCAN algorithm is shown in fig 2.2. The basic idea of the algorithm 
is to form clusters that have at least MinPts within the ε-Neighborhood. The points that do not 
fall in the ε-Neighborhood are disregarded as noise points. For uniform datasets, DBSCAN can 
detect dense regions and generates clusters of various shapes and sizes based on density. 
However, if the density is varying DBSCAN has trouble detecting density and it can mark several 
points as noise. We show experimentally that DBSCAN is unable to detect the correct set of 
clusters for a synthetic dataset with dense and sparse regions. Also, we show experimentally 
that DBSCAN is heavily dependent on the selection of input parameters. Varying input 
parameters even slightly causes a prominent change in clustering. Furthermore, for higher 
dimensional dataset it becomes even more complicated to find out the correct set of MinPts 
and epsilon radius, as it is hard to visualize unlike two-dimensional datasets. Another drawback 
is DBSCAN only considers a point’s closeness with other points in its radius but does not 
consider other point’s closeness with that point. 
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Fig. 2.2 A flow chart for DBSCAN algorithm 
 
2.3 Shared Nearest Neighbor (SNN) 
Shared Nearest Neighbor [5] overcomes the problem of clustering higher dimensional data by 
using the concept of shared neighbors.   
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Shared neighbor is a pairwise relationship of points which is the number of neighbors two 
points have in common. For example if a point A has neighbors C and D and B has neighbors C 
and D, shared nearest neighbor considers A and B to be similar based on the common shared 
neighbors C and D.  To explain the concept even further Shared Nearest Neighbors can be 
represented by a graph where vertex represents the points and edge represents the neighbor 
of a point. Fig 2.3.1 represents a sample graph with points and edges.  
 
Fig. 2.3.1 A graph representation for a dataset. 
Point 0 has two shared neighbors with point 1 which is 2 and 3. So points 0 and 1 has an edge 
weight of 2 that represents 2-shared neighbors between them.  Also, high strength points are 
decided by total sum of edges coming out of a point. For example, Point 0 has 3 edges with 
weights 2 each so the total strength is 6. The algorithm of SNN is described in Fig. 2.3.2. 
However SNN is based on K-nearest neighbor relationship that is a one-way relationship. In 
figure_2.3.2 0 and 1 are having high similarity based on shared neared neighbor concept but it 
does not consider if both 0 and 1 select each other as their neighbor or not.  
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Fig. 2.3.2 A flow chart for SNN algorithm 
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2.4 Mutual K-nearest neighbor 
Hu and Bhatnagar (2011) proposed a clustering algorithm for finding the mutual relationship 
between points using mutual relationships. The algorithm requires pairwise distance 
relationship calculation for every data point and comparing every point with another point to 
find mutual neighbors. The clustering requires sorting of pairwise distances in ascending order 
and reading the table of sorted pairwise distances one at a time to find mutual neighbors.  For 
example, if the dataset has 10,000 points, the algorithm will require sorting of 100 million 
points and reading a table of 100 million rows to calculate mutual neighboring relationships. If 
we keep on increasing the data size, it will not be feasible to store and process the pairwise 
distances in memory and will also require quadratic time to run the algorithm completely. 
In addition, the clustering step proposed by Hu and Bhatnagar (2011) requires comparison of 
every cluster with each other and is CPU time intensive if initial number of clusters generated is 
very large. Thus we need an efficient mechanism to not only find mutual nearest neighbors but 
also an efficient cluster merging operation that will prevent scanning every cluster in the set to 
merge. In this thesis, we extend the notion of mutual k-nearest neighbor relationship proposed 
by Hu and Bhatnagar (2011) and provide an efficient mechanism of finding mutual neighbors by 
message passing and forming clusters. Furthermore, we show that the proposed algorithm is 
better in terms of time and space complexity and we empirically show that it gives better 
performance than the algorithms proposed by previous work. 
 
 16 
 
 
Chapter 3  
Our Approach 
Mutual k-Nearest Algorithm with Message Passing 
This chapter deals in detail the design and implementation of Mutual k-Nearest Algorithm. The 
algorithm is based on the notion of mutual k-nearest neighbor relationships between data 
points and uses an efficient message passing system to figure out two-way nearest neighboring 
relationships. Most of the existing density based approaches like K-nearest neighbor and 
Shared nearest neighbor uses one way nearest neighboring relationship. For example, if a point 
p1 selects p2 as its nearest neighbor, it does not consider the relationship of p2 with p1. Mutual 
k-Nearest Neighbor relationship, on the other hand, considers reciprocal relationship as well i.e. 
p1 and p2 can only become a Mutual k-Nearest Neighbor pair if both p1 has p2 and p2 has p1 
as their nearest neighbor.  To formalize the definition of Mutual k-Nearest Neighbor 
relationship: 
Definition I: Points P1 and P2 with distance dp12 are Mutual k-Nearest Neighbors if between P1 
and P2:  
1) There are points fewer than k other points 
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2) There are more than k points, but many of these points have found mutual k-nearest 
neighbors among themselves, and thus refuse to be mutual k-nearest neighbors with 
any other points 
Fig 3.1 a, b and c illustrate the concept further. 
 
  
  
 
  a)         b) 
 
c) 
Fig 3.1 a. Sample points to explain mutual k-Nearest relationship.  Fig 3.1 b, c Sample points to 
describe definition I for k=2. 
In Fig 3.1 a, the single arrows represent nearest neighbor relationship and bi-directional arrows 
represent mutual relationships between the points. We can see that points P1 has P2 as its 
 
  
  
 
P2 
P1 
P1 
P2 
P3 
p4 
p5  
 
 
 
P1 P3 
P2 
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neighbor in its Euclidean space but the same is not true with point P2.  Similarly, points P5 has 
P3 as its neighbor but point P3 has already selected point P2 as it’s mutual nearest neighbor. Fig 
3.1 b illustrates the first part of the definition I where P1 has < 2 points between P2. So points 
P1 considers P2 as its mutual neighbor. Fig 3.1 c illustrates the second part of the definition I 
where points P1 and P2 has > 2 points between them so it considers P2 as its mutual neighbor. 
3.1 Finding Mutual Neighbors by message passing approach 
We will now illustrate with a simple example how message passing works to find mutual 
relationships for every point. Suppose we have two-dimensional data points as shown in the fig 
3.1.1. To explain the working of message passing algorithm we consider value of K as 2. 
 
 
Fig 3.1.1 A 2D data example to explain M-kNN algorithm with k=2 as input. 
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Message passing is an iterative process where every point sends request messages to nearest k 
points. The closeness of a point is determined by a pre-selected distance measure. The 
messages that are received by a particular point is a response message. Based on the messages 
sent and received, the mutual k-Nearest points are determined for every point. If a point p 
receives messages from the same set of points {p1, p2, p3…pn } that it sent request messages to, 
for multiple iterations, then p adds all the points into its mutual relationship. Since the 
relationship is mutual every point in the set {p1, p2, p3…pn} also adds p as mutual k-nearest 
neighbor. In the message passing procedure, every point has its individual k value. Initially, all 
the points have same k-value as supplied as an input.  
Table 3.1.1 shows message passing of points in the first iteration. Initially, k value is set to 2 for 
all points. 
 
Table 3.1.1 Message passing first Iteration. 
 
Points Request sent Response Received k Candidate Mutual K-nn 
A B, C  2  
B C, D A, C, D 2 C, D 
C B, E A, B, E 2 B, E 
D B, E B, E 2 B, E 
E C, D C, D 2 C, D 
F C, E  2  
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Every point sends messages to k points that are close a particular point in terms of distance 
measure. For this example, we consider the distance measure to be Euclidean. Based on points 
received there are 3 conditions: 
a) Point receives > k response messages: In this case, we select the best k points as its 
mutual k-Nearest neighbor candidate. 
b) Point receives exactly k-messages: we select all the points from which the messages 
were received as mutual k-nearest neighbor candidate. 
c) Point receives < k-messages: we upgrade the k value of the point to k+1. 
 
 
Table 3.1.2 M-kNN Table in 3rd iteration. 
In first iteration (Table 3.1.1), Point B receives messages from points A, C and D but selects 
points C and D as mutual k-nearest neighbor candidate as they are closer to point B than point 
A. Similarly, point F is unable to find its mutual k-nearest neighbor pair as other points have 
Points Request sent Response Received k-value Candidate Mutual KNN 
A B, C, D, E  4  
B C, D A, C, D, F 2 C, D 
C B, E A, B, E, F 2 B, E 
D B, E A, B, E, F 2 B, E 
E C, D A, D, E, F 2 C, D 
F B, C, D, E  4  
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already found their neighbor pair. F sends request to points B, C, D and E but none of these 
points reciprocate and sends messages to F. If a point gets the same mutual k-nearest neighbor 
candidate in last three iterations, we select them as the final neighbors and form our mutual K-
nearest neighbor table.  Table 3.1.2 shows the results after the 3rd iteration. In our example, 
points B, C, D, and E have already found their mutual K-nearest neighbor as they have selected 
same candidate mutual k-Nearest candidate points in 3 iterations. We notice A and F have 
received less than '2' messages and hence it keeps increasing its k-value in every iteration till 
they finally find each other and become mutual neighbors. The messages passing procedure 
continues till one of the conditions are met: 
a) All points find their k mutual neighbors 
b)  No more points are available in dataset that is searching for neighbors  
c)  User specified number of iterations is reached (Threshold) 
 
  Table 3.1.3. Message passing final Iteration. 
 
 
Points Request sent Response Received k-value Candidate Mutual KNN 
A B, C, D, E, F F 5 A 
F A, B, C, D, E A 5 F 
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Table 3.1.4. Final table after user specified iteration. 
As we can see from Table 3.1.3, in the final iteration A and F increase their k value and send 
messages to each other and become mutual neighbors. The other points have already found 
their final neighbors and hence are excluded from further consideration. Since, no more points 
are further available to become neighbors the procedure ends and a table is obtained with 
points and mutual neighbors as shown in Table 3.1.4. The entire procedure in formalized in 
Algorithm 1. As described in Algorithm 1, kg is the global k value that is provided by user. 
Initially every point has initial kp which is equal to global k value kg. Every point sends request 
messages to nearest k points using SendRequest function that finds best k points and sends 
messages to them. Responses to every point are received from GetResponse function. 
SelectBestK function selects the best k mutual neighbor i.e. the neighbors who were requested 
by a point and have also responded to a point and are closest in terms of a distance measure. 
Finally, if a point receives same mutual neighbors in last three iterations, it adds the mutual 
Points M-kNN 
A F 
B C,D 
C B,E 
D B,E 
E C,D 
F A 
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neighbors in final M-kNN table.  We then perform clustering on this table that is described in 
next section. 
 
Algorithm 1. Generating M-kNN table 
 
 
 
 24 
 
3.2 Clustering from Mutual k-Nearest Message passing table 
The M-kNN relationship table generated by Algorithm 1 will be used for clustering points in a 
dataset using two procedures. First procedure determines the initial set of clusters by reading 
the M-kNN table sequentially (Algorithm 1); Second procedure performs cluster merging 
operation on initial set of clusters in Mutual k-nearest neighbor way where it selects the best 
cluster to merge based on Mutual k-Nearest neighbor relationship of the cluster (Algorithm 2). 
For Algorithm 1 we define the following parameters: 
Definition 2: Radius of a point a P is defined as the average distances of all its mutual –k nearest 
neighbors from P. For point P which has distances with its M-kNN neighbors as d1, d2…. dk 
RP=
∑ 𝑑𝑖𝐾𝑖=1
𝐾
 
Definition 3: Cluster Initiator: A point that starts building clusters by first including all its M-kNN 
neighbors as a part of the cluster. 
 
Fig 3.2 An example to explain cluster initiator assignment 
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Radius of a point will help us determine the density of the clusters.  Fig 3.2 is used to illustrate 
the concept of cluster initiator assignment with 4 points. Bi-directional arrows represent mutual 
relationship between points. Let us assume the points P1, P2, P3, P4 are sorted in increasing 
value of radius respectively. We start with point P1 and assign P1 as its own initiator and is 
labeled 1. Point P1’s M-kNN points are points P2 and P3 so P1 becomes their initiator and 
hence P2 and P3 are labeled as 1.  Point P4 is not assigned so it is assigned to 2, but P4 has P3 
as its M-kNN neighbor that was already assigned to P1. But the distance of P3 and P4 is less 
than distance of P3 and P1.  Hence, P3 is newly assigned to P4’s initiator that is 2. 
To illustrate the process further, we continue with the same example described in Section 3.1. 
We calculate radius values of each point and sort them in ascending order according of radius 
values as shown in table 3.2.1.  We then start with a point P1. Since P1 has not been assigned to 
an initiator, we assign P1 as a cluster initiator.   
 
  
  
 
 
 
 
Table 3.2.1. Generating Preliminary Clusters. 
Points M-kNN Radius Cluster No. 
B C, D 2.25 B=1, C=1, D=1 
C B, E 2.25 C=1 
D B,E 2.25 D=1 
E C, D 2.25 E=2, C=1, D=2 
A F 4 A=1, F=1 
F A 4 1 
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We then check if P2, the mutual neighbor of P1, has been assigned to an initiator or not. In this 
case two scenarios can happen: 
a) If P2 has not been assigned an initiator, point P1 becomes its initiator. 
b) If mutual k-nearest neighbor point B is already assigned to an initiator we have two cases: 
1) If distance of P2 with its previous initiator > distance of  P2 with P1 Assign P1 as the 
initiator of the point 
2) If the distance of the point with its previous initiator < distance of P2: Make no changes. 
In our example (Table 3.2.1), B becomes a cluster initiator. C which is the mutual K-NN of B, is 
not assigned. Hence, B becomes an initiator of C. Similarly, we keep assigning cluster initiators 
and adding mutual k-nearest neighbors to its closest cluster initiator’s cluster. Point D was 
initially assigned to B but in further iteration the algorithm finds that distance of point E with D 
is less than distance of B and D. So D was assigned to E’s cluster. From the table 3.2.1, it is 
observed that there are three cluster initiators: A, B and E that form initial set of clusters. All 
the other points belong to either of these clusters. The algorithm for this procedure is 
mentioned in Algorithm 2.  The algorithm takes as an input radius sorted points and outputs a 
preliminary table of points with cluster labels. The next procedure of the algorithm is to merge 
clusters obtained. 
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Algorithm2. Generating initial set of clusters 
 
3.3 Clustering Merging 
Unlike, previous approaches to cluster merging we define a new cluster merging process via 
message passing. We repeat the process like section 3.1 but now clusters use message passing 
to find its mutual neighbors and merge to its best mutual k-nearest neighbor cluster. However, 
we define new metrics to measure inter-cluster distance that are as follows: 
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Definition 4: Linkage: A point has a linkage to a cluster N iff there is at least 1 point in N that is 
M-kNN of point p. 
Definition 5:  Closeness: Closeness of cluster Clusteri to Clusterj is number of points in Clusteri 
that has a Linkage to Cluster j 
Definition 6: Sharing: Sharing S of cluster Clusteri into Clusterj is number of Mutual k-Nearest 
Neighbor pairs that have one in Clusteri and other in Clusterj 
Definition 7: Connectivity: If Clusteri has ki points and Clusterj has ki points. Connectivity of 
Clusteri to Clusterj is defined as: 
Connectivityij = (Sharing / (ki X kj )) X  (Closeness/ ki) 
The merging process starts with every cluster sending k messages to clusters and finds out the 
best cluster that wants to be its mutual K-nearest neighbor. In order to merge, both clusters 
should have a high connectivity value with each other and should reciprocate to become 
mutual neighbors. Once two clusters become mutual K-nearest neighbor of each other they 
merge to form a single cluster. The new cluster will now be a union of M-kNN neighbors of two 
clusters. The new cluster will have to calculate new connectivity values while sending k 
messages to other clusters. 
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Cluster Request Sent Response Received  Points 
C1 C2,C3  A,F 
C2 C3, C1 C1,C3 B,C 
C3 C1,C2 C1. C2 D,E 
 
Table 3.3.1 Cluster merging first iteration 
To illustrate the message passing cluster merging, we continue the example of previous section 
with our preliminary clusters. From Table 3.3.1, we can see C2 sends messages to C3. Hence C2 
and C3 becomes mutual K-nearest neighbor of each other. So after the end of iteration C2 and 
C3 merge to form a single cluster. The process is repeated until we get a desired no. Of clusters.  
In this specific, example the algorithm converges after merging C2 and C3 and generates 2 
clusters as shown in Table 3.3.2. 
. 
Cluster Points 
C1 A,F 
C2 B,C,D,E 
 
Table 3.3.2 Cluster merging final iteration 
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Algorithm3. Merging Procedure to generate final clusters 
 
From Algorithm 3, we can see that the merging operation is done via message passing like 
Algorithm 1, except this time we use connectivity values between clusters rather than any 
distance function. SendRequest method is similar to Algorithm 1 that sends request to k-
neighboring cluster and Receive method finds the clusters that send response to a cluster. 
Then, we select only the closest mutual neighboring cluster to merge which have high 
connectivity value with the cluster and then update the merged cluster in original cluster. After 
merging operation, new connectivity values are calculated and then another iteration of 
message passing starts. The process not only prevents comparison of every cluster to other, it 
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also reduces the total number of clusters in each iteration.  Based on clustering requirement we 
can define a convergence criteria like stopping when the total number of clusters reach a 
specific value or the clusters have almost 0 connectivity values between each other. 
3.4 Complexity Analysis 
The Algorithm 1, as described in Section 3.1, runs for fixed iteration j and does not require 
distance information for every pair of points. The message passing of n points requires n 
iterations and to get best k nearest neighbors requires O (log n) complexity. So the total time 
complexity of creating mutual kNN table is O (jn)* O(log n) which is equal to O(n log n) since j is 
constant. Algorithm 2 requires one read of M-kNN table in O(n). Similarly, the Algorithm 3 
removes one cluster after every merge operation, so the complexity running for user specified 
number Of iterations, will be O (lm) that is O (m). So total complexity for all operations is 
O(nlogn) + O(n)+ O(m) which is equivalent to O(nlogn) for large datasets since O(nlogn) is 
higher in magnitude than O(n) and O(m).   
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Chapter 4  
Experimental Setup and Results 
 
4.1 Datasets 
This chapter deals with discussion of results that were obtained on M-kNN Message Passing 
algorithm (M-kNN) as described in previous chapter. In order to validate our algorithm we used 
a synthetic dataset and three datasets from UC Irvine’s Machine Learning repository. The 
details of the datasets are given on table 4.1. To demonstrate the functionality of our algorithm 
we design our own synthetic dataset with varying density.  The real world datasets have been 
read directly from tab separated flat files.  
 
 
 33 
 
 
Table 4.1 Synthetic and real world datasets used for experiments. 
 
 
 
4.2 Quality Metrics 
We use the following measures to test the accuracy and performance of our clustering 
algorithm.  
True Positives (TP): Number of points correctly identified by to be in a cluster by a clustering 
algorithm 
False Negative (FN): Number of points that actually belong to a cluster but are incorrectly 
clustered by clustering algorithm 
Sno Dataset Instances Attributes Attribute Types Class  
1 Synthetic 95 2 Real Valued, Continuous N/A 
2 Seeds 210 7 Real Valued, Continuous 1-3 
3 Pen Digits 10992 16 Integers in the range 0-100 0-9 
4 Plants 34781 65 States of US & Canada N/A 
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False Positive (FP): Number of points that are actually not a part of the cluster, are identified as 
a part of cluster by clustering algorithm. 
True Negative (T.N): Number of points that are actually not part of a cluster, are identified 
correctly by clustering algorithm. 
Precision (P): Ratio of number of points that were correctly predicted in their cluster to the 
total no points predicted. 
Precision = TP / TP + FP 
 
Recall(R): Ratio of number of points that were correctly predicted in their cluster to the total 
number points that actually belong to the cluster. 
Recall =TP / TP + FN 
F1-Score: Combines both precision and recall to describe the goodness of a clustering 
algorithm.  
F1-score=2* P* R/ (P + R) 
 
 
4.3 Experiments 
All the algorithms described in the thesis have been implemented on MATLAB 2013v1 running 
on Dell Precision T3600. The results of the algorithm are written in a flat file that contains point 
labels and corresponding cluster labels it belongs to that is used for further analysis.  
 35 
 
 
 
4.3.1 Synthetic datasets 
We chose a two-dimensional synthetic dataset to test our algorithm with varying densities 
having dense and sparse points. As we can see in Fig 4.2.1.1, there are four regions of high 
densities and regions of low-density points surround 2 of them.  We can also see that the low-
density points and high-density points are clearly separated from each other. Ideally, a 
clustering algorithm should be able to determine four dense clusters and two sparse clusters 
having a total of 6 clusters.  
 
 
Fig 4.3.1.1. Synthetic dataset with varying data density. 
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We then ran multiple iterations of DBSCAN algorithm with various values of min points and 
epsilon to obtain clusters as shown in Fig. 4.3.2 a, b ,c and d. The colored dots represent points 
belonging to same cluster. Black dot signifies an outlier detected by DBSCAN. We can clearly 
see DBSCAN is easily able to detect dense clusters, but it is unable to detect the sparse clusters 
accurately. Furthermore, DBSCAN marks a lot of points as outliers as indicated by points 
colored black. The drawback of DBSCAN algorithm is, it tries to cluster points with specific 
radius values and can only detect specific cluster densities based on the input parameters. On 
the other hand, we ran multiple iterations of the k-means algorithm with different initial 
centroids and constant k value (k=6) until we obtained the best clustering result.  We can see 
that K-Means is unable to detect dense and sparse clusters well, giving us undesired clustering 
results.  We then ran M-kNN on same synthetic dataset with various k values, and we kept 
performing M-kNN merge operation until we obtained 6 clusters. We noticed that, M-kNN 
identified dense clusters and removed them from further consideration and allowed 
surrounding sparse points to talk to each other and become mutual k nearest neighbor.  As a 
result of that, it is able to detect the sparse region surrounding the dense region and hence 
forms clusters. As shown in fig 4.3.4 – We can clearly see that M-kNN can find out 6 clusters, 
four dense and two sparse clusters in this dataset. Moreover, for small variations of K our 
clustering results remain approximately constant thereby showing that the algorithm does not 
fluctuate clustering results if we vary input parameters. From fig 4.3.4, we can see that 
clustering results produced by M-kNN doesn’t vary much after varying k from 3 to 5. Thus, we 
can see M-kNN works well when we have a dataset where the dense cluster is residing inside 
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the sparse cluster. We will prove, this even further by applying it to real-world dataset 
described in the next section. 
 
Fig. 4.3.2.a 
 
 
Fig. 4.3.2.b 
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Fig. 4.3.2.c 
 
Fig. 4.3.2 a, b, c, d: Results of DBSCAN with different parameter values. 
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Fig. 4.3.3 Best result of K-means at K=6 
 
 
Fig. 4.3.4 a. M-kNN results at k=3 
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Fig. 4.3.4 b. M-kNN results at k=4 
 
 
Fig. 4.3.4 c. M-kNN results at k=5 
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Fig 4.3.4 d. M-kNN results at k=6 
 
 
4.3.2 Pen Digits Dataset 
To test our algorithm we have used a real world dataset Pen-Based Recognition of Handwritten 
Digits, taken from the UCI Machine Learning repository. We have included training as well as 
test points for clustering for a total of 10,992 points along with 16 attributes. Since we were not 
aware of the ideal number of clusters, we ran M-kNN Algorithm until we obtained a threshold 
value of 50 clusters. We kept monitoring our clustering results starting from 500 clusters until 
we reached 50 clusters. For K-means, we ran several iterations with k values ranging from 50 to 
500 and for every iteration, we ran k-means for 10 times with different initial centroids and 
averaged out the clustering results. For DBSCAN Algorithm, we kept varying min. Points and 
epsilon values to obtain clusters ranging 50 to 500. Similarly, for Shared Nearest Neighbor 
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algorithm we varied k value and generate a graph. We then merged clusters until we obtained 
clustering results in that range.   
To evaluate performance of the results obtained from various algorithms we define our own 
metric. For a single cluster, we find out which class labels each of the points belong to and 
assign majority class label to that cluster. A class will be a majority class for a particular cluster if 
more than 60% of the points in that cluster have the same class label . For example, if M-kNN 
finds a cluster A with 5 points, 3 of which belong to class 1 and 2 belong to class 2, the majority 
class for cluster A will be class 1. So all points in Cluster A will have a majority class as class 1. 
Once we have obtained majority classes for all points, we compare them with original classes in 
our dataset and generate confusion matrix. The confusion matrix is used to calculate precision 
and recall values. 
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Fig. 4.3.2.1 Comparison of Precision and Recall for M-kNN vs other algorithms 
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Fig. 4.3.2.2 Comparison of F1-score for various clustering algorithms for Pen-digits dataset. 
 
When we plotted precision and recall values in a graph (Fig 4.3.2.1), we could clearly see M-
kNN performed better than existing algorithms. M-kNN gave a consistently high value of 
precision in every step than DBSCAN, SNN or K-Means. We can see that for 500 clusters or 
more, most of the clustering algorithms have very high precision and recall values but as we 
kept merging clusters until 50 clusters, the precision of the algorithms reduced. However, M-
kNN gave consistent performance and the precision and recall values were close to 90% even 
after merging till 50 clusters. M-kNN for 500 clusters gave very good results with precision value 
as high as 93%, which implies 93% of the points, have been correctly classified by the algorithm, 
compared to SNN and K-means that gives precision values at around 85%.  DBSCAN generated 
fewer clusters than our algorithm for various values of epsilon radius and min point and 
treating several points as noise. We then summarized the results obtained in Fig. 4.3.2.1 in Fig. 
0
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4.3.2.2 by averaging precision and recall values and then calculated the F1-score.  From Fig. 
4.3.2.2, we can clearly see M-kNN has a higher F1-score thereby showing the consistency of our 
algorithm. 
Furthermore, we also analyzed the size of each cluster for our algorithm by plotting sorted 
radius value of each cluster generated by our algorithm for 150 clusters and k-means at k=150 
and we notice that our algorithm finds sparser and bigger clusters when compared to k-means 
or SNN. As seen in fig.4.3.2.3, for M-kNN the biggest size of cluster found is 148 while that of K-
means is 93 and SNN is 104. 
 
 
Fig. 4.3.2.3 Comparison of cluster sizes for M-kNN, K-means and SNN for Pen-digits dataset. 
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4.3.3 Seeds Dataset 
To demonstrate our algorithms functionality even further, we also ran it on Seeds dataset from 
UC Irvine. UCI Seeds is a popular density based dataset used to validate clustering algorithms. In 
seeds dataset, we have kernels belonging to three different groups of wheat: Kama, Rosa and 
Canadian. There are 70 elements each in each group. Ideally, the clustering algorithm should 
generate three good quality clusters with 70 points per cluster. However, we applied a similar 
approach as in previous section monitoring clustering performance until we get 3 clusters. We 
can see that our clustering algorithm gives higher precision and recall values for this dataset as 
well. In fact, we can see from confusion matrix in Fig 4.3.3.1, M-kNN is even able to cluster one 
of the groups of kernels with 100% precision. Similar, to previous results the M-kNN clustering 
for every step of merging, does not affect the clustering results drastically. After we merge and 
obtain 3 clusters with merging algorithm, we obtained the highest precision value of 89% for 
our algorithm.  Like previous dataset, we summarized our results by calculating F1-score based 
on precision and recall values as shown in the bar graph in Fig 4.3.3.3. 
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Fig 4.3.3.1 Confusion matrix for M-kNN for seeds dataset at k=3 
 
Fig 4.3.3.2 Comparison of precision and recall for clustering algorithms for seeds dataset 
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Fig. 4.3.3.3 Comparison of F1- score clustering algorithms for seeds dataset 
 
4.4 Performance Analysis 
 A large high dimensional dataset Plants from UCI repository was used to and analyzed CPU 
time. Plants dataset has plants name as instances and state abbreviation as attributes. Each 
plant name has a list of comma separated state abbreviations that implies which state it 
belongs to. We transformed the dataset into vectors of binary digits 1 and 0, where 1 implies 
presence of a particular plant in a state. We used this dataset for clustering as well as CPU time 
analysis to measure our algorithm performance with time. The distance measure used for the 
dataset was Jaccard distance. 
In SNN, we first generate graph and then we use the graph to find SNN relationships and form a 
cluster. Similarly, KNN finds k nearest neighboring relationships between points and forms 
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clusters. M-kNN also uses a two-step approach to first find M-kNN relationship and then 
merges clusters on M-kNN relationship. We ran M-kNN, kNN and SNN starting from 2000 points 
till 10000 points and compared their CPU time performance that is shown in Fig 4.4.1.  The 
execution time taken by each of the algorithms is the total time for finding 200 clusters. We 
notice that M-kNN performs better giving almost linear performance with time as we increase 
the number of points.  
 
Fig. 4.4.1: Performance analysis of M-kNN and SNN on plants dataset. X-axis: Size of dataset. Y-
axis: time in seconds. 
 
 
Theoretically, to further enhance performance we can also implement M-kNN in parallel 
platforms. In parallel environment multiple processors will be executing M-kNN message 
passing algorithm.  Each processor will have points that form clusters by M-kNN approach. 
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Therefore, k processors will have k different clusters. Each cluster will also contain information 
about its mutual k-nearest neighbors. From Fig 4.4.2, when two clusters C1 and C2 are merged 
the processor PR2 is put into idle state and C2 is copied into C1. M-kNN information of C1 is 
then updated to its new neighbors. We merge and continue dropping processors until we 
obtain desired number of clusters. Thus, M-kNN execution can be improved further if we 
implement it in parallel processing environment.  The actual implementation is beyond the 
scope of the thesis. 
 
 
 
 
 
 
Fig. 4.4.2: Parallel implementation of M-kNN Message passing algorithm 
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Chapter 5  
Conclusion and Future work 
5.1 Conclusion 
Clustering algorithms have been used widely since past two decades in the field of data 
analytics. There have been several algorithms that have been developed which are capable of 
clustering various kinds of data. However, most of them are highly dependent on the initial 
selection of parameters and have to be run several times on a dataset to find out optimal 
clusters. Moreover, most of the existing approaches have high complexity and are not suited 
for high dimensional datasets. M-kNN clustering algorithm has an approach with less 
dependency on parameters and does not depend on users insights into the data. In particular, 
M-kNN performs best in datasets where low-density data overlaps over high-density data or a 
sparse cluster reside within the concave cavity of a densely packed cluster.  The message 
passing system between points allows points not only to pair with each other on the basis of 
distance value but also on the basis of closeness of other points about a particular point.  
 M-kNN further improves the clustering by mutual K-nearest, neighbor relationship by 
optimizing the process of message passing and merging of clusters. Previous work on M-kNN 
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involved extra sorting operation to discover M-kNN relationship and also required checking 
every possible pairwise distance values to find the mutual neighbor relationship. However, M-
KNN message passing allows a point only to send K messages to neighboring points thereby 
pruning the number of points and reducing the time to calculate mutual k neighbor relationship 
drastically.  Also, the merging takes place in the mutual k-nearest neighbor manner where 
every cluster merges with its best mutual k-nearest neighbor rather having to search the entire 
cluster set to find the one to merge.  
We tested M-kNN on synthetic and real-world datasets and compared our results with 
traditional algorithms. We selected datasets with high and low density and also a dataset that 
had well-defined regions of high density. Our analysis of results shows significant improvement 
in clustering quality for these datasets and improvement in clustering performance. In 
particular, for Pen Digits dataset M-kNN gave 90% F-measure on an average, which was better 
than the competing algorithms. M-kNN also performed well on high dimensional datasets in 
terms of CPU time giving results in almost linear CPU time that wouldn’t have been possible 
through previous approaches.  Also, the algorithm requires only one input parameter which is K 
value and the results are not highly dependent on value of K. We are confident that the M-kNN 
algorithm can be applied to many real-world situations specifically in situations where the data 
density is varying.  
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5.2 Future work 
Our clustering approach requires a central table where a cluster will look up for its M-kNN 
neighbor partner clusters. M-kNN can be improved even further if we could implement a 
decentralized algorithm of message passing and merging. A decentralized approach will allow 
M-kNN Algorithm to work on distributed systems. Besides, we can also make use of 
multithreaded programming to parallelize message passing operations between points and 
clusters which will make the M-kNN algorithm very efficient to cluster data on a larger scale.   
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