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Summary
We explore a simplicial group construction of Carlsson [Car84] in this Thesis.
This exploration takes both a macroscopic and a microscopic character. On one
hand, we provide a deep conceptual explanation of Carlsson’s construction and its
geometric realization. On the other hand, we compute in detail the mod 2 homology
of Carlsson’s construction in the case of actions by Z2, the discrete group with two
elements. In order to understand Carlsson’s construction conceptually, we use
the machinery of category theory and adjoint functors. We describe Carlsson’s
construction as the universal monoid on the action category. To compute the
mod 2 homology of Carlsson’s construction in detail, we rely on the machinery of
spectral sequences. We utilize the algebraic nature of Carlsson’s group construction
to create filtrations. These filtrations in turn define spectral sequences which we
analyze to obtain information about the homology of Carlsson’s construction.
Throughout this thesis, we emphasize the applications of our work to equiv-
ariant homology. We hope to indicate how category theory, simplicial homotopy





∆ Finite ordered sets and order-preserving maps
∆ ↓ X Simplex category of a simplicial set X
Cat Small categories and functors
Grpd Small groupoids and functors
Mon Monoids and monoid homomorphisms
Grp Groups and group homomorphisms
MonAct Monoid actions and morphisms of monoid actions
Cop Opposite category of C
PtC Pointed objects in a category C and basepoint-preserving maps
sC Category of simplicial objects in C and simplicial maps




“Live as if you were to die tomorrow. Learn as if you were to live
forever.”—Gandhi.
This thesis begins with a simplicial group construction of Carlsson. In the pa-
per [Car84], Carlsson introduced a simplicial group whose homotype type is the
loop space of a certain cofiber. This is the cofiber of the inclusion of a simpli-
cial G-set into its Borel construction. Carlsson understood his construction as an
equivariant generalization of James’ construction, as his notation JG(X) indicates.
However, this is wrong as Peter J. Eccles pointed out that Carlsson’s construction
actually generalizes Milnor’s construction in his review of [Car84] (see MR0721454
(85e:55019)). In Example 6.3.7, we will see that for the trivial action of the discrete
group of integers, then Carlsson construction degenerates into Milnor’s construc-
tion.
Carlsson stated his results for actions of a discrete simplicial group G. However,
his methods actually work for actions of a general simplicial group.
1
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1.1 Applications of Carlsson’s Construction
There are several applications of Carlsson’s construction. Firstly, Carlsson’s con-
struction is a simplicial group that models certain spaces of interest in homotopy
theory. For instance, to justify his construction, Carlsson himself noted that his
construction models certain quotients of a Thom complex by its lowest cells. In
particular, all stunted projective spaces are modeled. Carlsson had hoped that the
spectral sequence associated to the restricted mod p lower central series of his con-
struction can give some information about the homotopy of these spaces. However
studying this spectral sequence is not easy as Carlsson’s construction is not a free
simplicial group. We have some partial results on the weak convergence of lower
central series spectral sequence of Carlsson’s construction in Section 2 Chapter 8.
Using the fact that Milnor’s construction is the Kan construction on the suspension
space, we also obtain some generic results regarding this spectral sequence. See
Section 3 Chapter 8.
Secondly, Carlsson’s construction has applications to other areas of simplicial
homotopy theory. For instance, Carlsson’s construction has been applied to give
combinatorial descriptions of homotopy groups and to minimal simplicial sets (See
[Wu00], [MW09], [MW11] and [MPW11]). However, mainly only Carlsson’s con-
structions of trivial actions are used in such applications.
We would like to point out a third way in which Carlsson’s construction is inter-
esting. From the geometric realization of Carlsson’s construction, we can see that
the classifying space of Carlsson’s construction fits into a cofiber sequence. The
first term of this cofiber sequence is a simplicial G-set, the second term is its Borel
construction and the third term is the classifying space of Carlsson’s construction.
Thus the Puppe sequence relates the ordinary homology, the equivariant homol-
ogy and the homology of the classifying space of Carlsson’s construction. This
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suggests that if we can understand the homology of the classifying space of Carls-
son’s construction, then we may attack some problems in equivariant homology.
In Example 7.1.2, we illustrate this application. We consider the 3-sphere acting
on itself by conjugation action. The equivariant cohomology of a simplicial group
acting on itself by conjugation is known (see Proposition 7.1.1 which we took from
[Per].) The cohomology of the 3-sphere is nontrivial in only dimensions 0 and 3,
so the long exact sequence in cohomology allows us to compute the cohomology of
the classifying space of Carlsson’s construction from this equivariant cohomology.
Although this example is done backward, in the sense that we use known results in
equivariant cohomology in order to compute Carlsson’s construction, but we hope
that it serves as a good illustration of how Carlsson’s construction can be used to
attack problems in equivariant homology and cohomology.
This is a good place to make a remark. In this thesis, we use the nerve to
model the classifying space. In this Introduction, we use the term “classifying
space” when referring to the geometric realization and the term “nerve” when
referring the categorial construction. However, in the rest of this Thesis, we will
consistently use the term “nerve” throughout.
1.2 Historical Context
Carlsson’s construction belongs to a family of simplicial group and simplicial
monoid constructions. Classically, there are the constructions of Kan, James and
Milnor [Cur71] [Jam55] [Ada72]. As algebraic models of spaces, these constructions
can be studied by algebraic methods, above and beyond the traditional techniques
of homotopy theory. For example, Kan’s construction is a simplicial group that
models the loop space of a connected simplicial set. The spectral sequence asso-
ciated to the lower central series and its mod p analog are well suited to study
Kan’s construction because his construction is a free simplicial group. See Section
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3 Chapter 8 where we give a short survey on the application of this spectral se-
quence to Kan’s construction. As for James’ construction, his reduced free monoid
construction models the loop suspension of a pointed simplicial set. The word
length filtration is well suited to study James’ construction. See Section 3 Chapter
10 where we describe the splitting, after one suspension, of James’ construction
in terms of the successiveness quotients of its word length filtration. Finally, Mil-
nor’s construction is the reduced free group construction that also models the loop
suspension space.
As we have noted above, Carlsson’s construction generalizes Milnor’s construc-
tion to arbitrary simplicial group actions. This leaves open the generalization of
James’ construction to arbitrary simplicial monoid actions. Wu partially answered
this question in his paper [Wu98]. He introduced a simplicial monoid construction
whose classifying space is a certain cofiber. This is the cofiber of the inclusion from
a pointed M -set into its reduced Borel construction. See Definition 6.2.8 for a de-
scription of the reduced Borel construction. However, Wu’s result holds only for
trivial simplicial monoid actions. Still, are there other simplicial monoid actions
for which there is such a cofiber sequence?
1.3 Main Results: Universal Simplicial Monoid
Constructions
There are two parts of this Thesis. After reviewing some rudiments of category
theory in Chapter 2 and of simplicial homotopy theory in Chapter 3, we begin the
first part of this Thesis. This part begins in Chapter 4 and ends in Chapter 6.
This part of the Thesis began with the search for a conceptual understanding
of Carlsson’s and Wu’s constructions. For a simplicial monoid action, there is an
associated simplicial action category (see Definition 6.1.1). In each dimension, the
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action category is just the translation category obtained by viewing the monoid
action as a Set-valued functor (see Proposition 6.1.3; also see the List of Cate-
gories for the names we give to various categories used in this Thesis.) The nerve
of the simplicial action category is a bisimplicial set whose diagonal is the Borel
construction (see Proposition 6.2.3). Let U : Cat→Mon denote the left adjoint
to the inclusion functor Mon ↪→ Cat that views a monoid as a small category with
one object and call U(C) the universal monoid of a small category C (see Defini-
tion 4.1.1 and Proposition 4.1.2). The observation that both the constructions of
Carlsson and Wu are the universal monoids on the simplicial action category led
us to formulate the following question:
For which simplicial categories C is |N Ob(C)| → |NC| |Nη|−−→ |NU(C)|
a cofiber sequence of CW complexes?
Let us explain the terminology “simplicial category” used in above question.
In this Thesis, by “simplicial category”, we mean a simplicial object in Cat, the
category of small categories and functors between them. The reader should not be
confused with the other meanings of the term “simplicial category” used in the lit-
erature, for example, the simplicial model categories of Quillen [Qui67]. Similarly,
by a “simplicial groupoid” we mean a simplicial object in Grpd, the category of
small groupoids and functors between them.
As for the other notation in the cofiber sequence, we write Ob(C) for the set of
objects in C (see Definition 2.1.1), write N for the nerve functor (see Section 3.4),
write | • | for the geometric realization (see Definitions 3.1.5 and 3.3.3) and write
η : C → U(C) for the unit map of the universal monoid adjunction.
Theorem 4.4.6 and its Corollary provide a partial answer to this question. Re-
call that a totally disconnected category is a category whose each connected com-
ponent has only one object (see Definition 4.2.1).
Theorem 4.4.6. Let C be a simplicial category. If Cn is equivalent to a totally
1.3 Main Results: Universal Simplicial Monoid Constructions 6






Corollary 4.4.7. Let C be a simplicial category. If Cn is equivalent to a totally
disconnected category for all n, then





2. The cellular map |Nη| extends to a cofiber sequence of CW complexes
|N Ob(C)| → |NC| |Nη|−−→ |NU(C)|.
These results are significant since the cofiber sequence relates |NC| with two
simpler spaces, namely |N Ob(C)| and |NU(C)|. Since the simplicial category
Ob(C) is discrete in one index, |N Ob(C)| is really just |Ob(C)| (see Corollary
4.3.6.) The other space |NU(C)| is modeled by the universal monoid U(C). In
part 2 of this Thesis, we will exploit this algebraic structure of U(C). As the reader
will see, the technique of spectral sequences will yield interesting information about
the homology and homotopy of U(C) and its nerve.
The reader might ask why we consider simplicial categories instead of ordinary
categories? After all, every space can be modeled by a small category. In fact,
one-object categories are enough to model spaces, as Dusa McDuff has shown that
every simplicial set is weakly equivalent to the nerve of a monoid [McD79]. This
is a good question. Note that the first term of the cofiber sequence is |N Ob(C)|
which is just |Ob(C)|, as we have seen above. If C is an ordinary category, then
this is a discrete space, whose homotopy is uninteresting. We choose to consider
simplicial categories to ensure that the resulting cofiber sequence is nontrivial.
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A first attempt to prove the above results might be to observe that the universal
monoid U(C) is the cokernel of Ob(C)→ C (see Proposition 4.1.3) and try to take
the nerve functor. After all, the cofiber is the cokernel, up to homotopy. However,
this method does not work. The nerve functor is a right adjoint and commutes with
all limits (see Proposition 4.1.3). In general, the nerve functor does not commute
with colimits. We are forced to abandon this approach. However, this leads us
to understand our formulated question better. We are searching for a sufficient
condition such that the nerve functor preserves the fact that U(C) is the cokernel
of Ob(C)→ C, up to homotopy.
This first attempt did not work because the universal monoid functor is a left
adjoint but the nerve functor is a right adjoint. However, the nerve functor has
a wonderful property (see Proposition 3.4.5). Namely, the nerve of a one-object
category commutes with taking wedge sums, up to weak homotopy equivalence.
This suggests that we decompose C into a wedge sum.
A wedge sum decomposition exists if a category is equivalent to a totally discon-
nected category. In fact, a category is equivalent to a totally disconnected category
if and only if it is the wedge sum of a one-object category and several copies of
[1]. Drawing only the nonidentity arrows, the category [1] looks like • → • (see
Definition 2.1.5) and its groupoid completion [1] looks like •  • (see Definition
2.6.3). Since the universal monoid functor is a left adjoint, it commutes with col-
imits. Noting that the universal monoid of [1] is the group of integers, thus the
universal monoid of a category equivalent to a totally disconnected category is the
free product of a monoid and a free group (see Corollary 4.2.9). Together with the
observation that N [1] is contractible, we obtain Lemma 4.4.4 which is the main
technical content of Theorem 4.4.6.
The above results seem to be very abstract. To support these results, we give
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a concrete example involving homotopy colimits. We take C to be the simpli-
cial translation categories of a sSet-valued functor. The nerve of the simplicial
translation category is a bisimplicial set whose diagonal calculates the homotopy
colimit of the functor (see Chapter IV Example 1.8 of [GJ99], which we reproduce
in Definition 4.5.2). Our abstract results specialize to give a cofiber sequence whose
second term is the homotopy colimit.
Theorem 4.5.5. Let F : D → sSet be a functor. Suppose that the simplicial
translation category EDF satisfies the following condition:
(♥) For all n, for each morphism f : i → j in D, for each x ∈ Fn(i),
there exists an invertible morphism g : i→ j in D such that Fn(g)(x) =
Fn(f)(x).
Then there is a cofiber sequence∐
i∈Ob(D)
|F (i)| → | hocolim
D
F | → |NU(EDF )|.
In computations of homology, it is convenient to consider the reduced homol-
ogy. As such, in Chapter 5, we make modifications for a reduced version of the
above results. Given a pointed category C, its reduced universal monoid U [C] is a
quotient monoid of U(C) by identifying endomorphisms of the basepoint with the
identity (see Definition 5.1.1 and Proposition 5.1.3.)
Theorem 5.2.5. Let C be a pointed simplicial category. If Cn is equivalent to a
totally disconnected category for all n, then the unit map η : C → U(C) induces





Corollary 5.2.6. Let C be a simplicial category. If Cn is equivalent to a totally
disconnected category for all n, then
1.3 Main Results: Universal Simplicial Monoid Constructions 9




∣∣∣∣→ |NU [C]| .
2. The cellular map |Nη| extends to a cofiber sequence of CW complexes
|N Ob(C)| → |NC| |Nη|−−→ |NU [C]|.
We finally return to our original goal: to find a generalization of the results of
Carlsson and Wu. In Chapter 6, we take C to be a simplicial action category in
Corollaries 4.4.7 and 5.2.6. In Theorem 4.5.5, we have seen how the above abstract
results specialize to the case of simplicial translation categories. Action categories
are a further specialization of translation categories. A monoid action M y X
(see Definition 3.2.1) can be considered as a functor X : M → Set. The action
category is the translation category of this functor (see Proposition 6.1.3 and the
remarks just before it).
In Chapter 6, we introduce the FM(X)-construction (see Definition 6.3.1) which
generalizes the constructions of Carlsson and Wu (see Examples 6.3.9 and 6.3.8 re-
spectively). In so doing, the FM(X)-construction also generalizes the constructions
of Milnor and James (see Examples 6.3.7 and 6.3.6 respectively). The FM(X)-
construction is the universal monoid of the action category (see Proposition 6.3.3).
We also introduce a reduced version of this construction, the FM [X]-construction
in Definition 6.3.4.
Theorem 6.4.1. Let X be a simplicial M -set where M is a simplicial monoid.
Suppose the simplicial monoid action satisfies the following condition:
(♦) For all n, for all x ∈ Xn and for all m ∈ Mn, there exists an
invertible k ∈Mn such that xm = xk.
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Then there is a cofiber sequence
|X| → |X ×M EM | → |NFM(X)|.
In the reduced case, let X be a pointed simplicial M -set where M is a simplicial
monoid. If the simplicial monoid action also satisfies (♦), then there is a cofiber
sequence
|X| → |X oM EM | → |NFM [X]|.
A simplicial monoid action where every noninvertible monoid element acts triv-
ially satisfies the condition (♦). This observation, together with the above The-
orem, leads to Corollary 6.4.2. From Corollary 6.4.2, we deduce the results of
Carlsson and Wu. Indeed, every element of a simplicial group is invertible ele-
ments so Carlsson’s result follows, which we state as Corollary 6.4.5. Similarly,
Wu’s result for trivial simplicial monoid actions also follows, which we state as
Corollary 6.4.6. Recall that Carlsson’s construction reduces to Milnor’s construc-
tion for trivial actions of the group of integers. We deduce the geometric realization
of Milnor’s construction, which we state as Corollary 6.4.8. In Example 6.4.3, we
give a simplicial monoid action which satisfies (♦) yet is neither a trivial action
nor a simplicial group action. This Example shows that Theorem 6.4.1 strictly
contains the results of Carlsson and Wu.
The work in Chapter 6 provides a conceptual description of the constructions
of Carlsson and Wu. Theorem 6.4.1 did not only generalize their work, but also
explained the categorical origins of these constructions. Carlsson and Wu had
described their constructions explicitly. Carlsson’s construction is described in
terms of generators and relations, while Wu’s construction is a free product of
several copies of the same monoid modulo the basepoint. By formulating the
FM(X)-construction as the universal monoid of the action category, we obtain a
deeper and more conceptual understanding of the associated cofiber sequence.
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1.4 Main Results: Spectral Sequences
The advantage of simplicial monoid constructions is the algebraic structure. This
algebraic structure allows us to create filtrations. From these filtrations, we obtain
spectral sequences. A spectral sequence is an algebraic gadget that can be used to
approximate the homology and homotopy of a space. A spectral sequence consists
of a sequence of pages, or terms, such that each successive page gives a better
approximation of the target homology or homotopy. In this second part of the
Thesis, we use spectral sequences to obtain useful information about the homology
and homotopy of the FM [X]-construction. This part begins in Chapter 7 and ends
in the last chapter, Chapter 10.
The main theorem, Theorem 9.0.4, concerns the augmentation ideal filtration.
After the abstract work we have done in the first part, we now focus on a very
concrete and special setting, the Carlsson’s construction on Z2 actions. The sim-
plicial group Z2 is the discrete cyclic group with two elements. This special setting
promises applications to toric topology. Toric topology studies circle actions and
Z2 actions are the real analog of circle actions.
For a field K, the Dold-Thom theorem implies that the homotopy of the group
ring with coefficients in K is the homology with coefficients in K. This theorem
indicates that to study the homology of Carlsson’s construction, we should study
spectral sequences related to its group ring. The Carlsson’s construction of a
pointed Z2-set X is the reduced free group on X modulo the relation x · xt ∼ 1
for each x ∈ X, where t denotes the generator of Z2 (see Example 6.3.11). Thus
Carlsson’s construction of a Z2 action is the free product of several copies of Z2
and several copies of Z, the group of integers. Since Carlsson’s construction takes
this special form for Z2 actions, we choose to study its group ring with coefficients
in K = F2, the field of two elements. In Theorem 9.0.4, we filter this group ring
by the powers of the augmentation ideal to obtain a spectral sequence. But first,
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we need a definition of the simplicial graded algebra AG[X] which will serve as a
model of the E0 term.
Definition 9.0.3. Let G = Z2 and let X be a pointed simplicial G-set. The
simplicial graded F2-algebra AG[X] is defined dimensionwise by
(AG[X])n :=
T (F2[Xn]⊗F2(G) F2)
〈∀a ∈ An (a⊗F2(G) 1)2〉
.
Here the G-action on Xn allows us to view F2[Xn] as a right F2(G)-module, while
F2 is viewed as an F2(G)-module where G acts trivially on the left. We view
F2[Xn]⊗F2(G) F2 as an F2-module whose tensor F2-algebra is T (F2[Xn]⊗F2(G) F2).
Here An is the subset of Xn fixed under the G-action.
Theorem 9.0.4. Let G = Z2 be the discrete cyclic group with two elements and
X be a pointed simplicial G-set. Write A ⊂ X for the simplicial subset fixed by
the action.
1. The simplicial graded algebras AG[X] and
T (F2[X/G])
〈∀a ∈ A (aG)2〉 are isomorphic
to the E0 term of the spectral sequence {Er(F2(FG[X]))} associated to the
augmentation ideal filtration of the group ring F2(FG[X]).
2. If the orbit projection has a section, then the spectral sequence collapses at










where ∆˜s = {x1G ∧ · · · ∧ xsG| ∃i = 1, . . . , s− 1 (xi = xi+1 ∈ A)}.
3. If the reduced diagonal map A→ A ∧ A is mod 2 homologous to zero, then
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where the sum is taken over multi-indices λ = (λ1, . . . , λI), µ = (µ1, . . . , µJ)








. Also H˜λ(X/G;F2) is
short for H˜λ1(X/G;F2)⊗F2 · · ·⊗F2 H˜λI (X/G;F2) and similarly for H˜µ(A;F2).
Theorem 9.0.4 is a detailed study of the mod 2 homology of Carlsson’s con-
struction of Z2 actions. This theorem has really three results put together. For
part 1, we construct two simplicial algebras that model the E0 term. One of these
two simplicial algebras, namely
T (F2[X/G])
〈∀a ∈ A (aG)2〉 serves as the basis for parts 2 and
3 below. Through this simplicial algebra, we can describe the E1 term in terms of
the homology of certain spaces
(X/G)∧s
∆˜s
. To prove these simplicial algebras model
the E0 term, it is important that we focus on Z2 actions and use coefficients in F2.
The relation x · xt ∼ 1 implies the elements x− 1 and xt− 1 of the augmentation
ideal I are equal modulo a degree 2 term. The proof depends heavily on the simple
form of Carlsson’s construction and the use of characteristic 2.
In part 2, we find a condition for the E1 term to collapse. The condition that the
orbit projection has a section forces the short exact sequence Is+1 ↪→ Is  Is/Is+1
to split for all s. The orbit projection is the epimorphism from a simplicial G-set
to its orbit space (see Definition 7.2.1). For G = Z2, such a section exists if and
only if the Z2-set is a pushout of the form Y ∪A Y where A is a simplicial subset
of Y (see Proposition 7.2.4).
Other than the splitting of the short exact sequence Is+1 ↪→ Is  Is/Is+1,
we need the spectral sequence to be weakly convergent in order to obtain the
homology decomposition of part 2. This homology decomposition of Carlsson’s




for a group ring with coefficients in a field, it is completely understood when the
augmentation ideal powers have trivial intersection (see [Pas79] which we reproduce
in Proposition 9.3.1.) If the coefficient field is of characteristic prime p, then the
augmentation ideal powers of a group ring have trivial intersection if and only if the
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group is a residually nilpotent p-group of bounded exponent. We show in Corollary
8.2.8 that Carlsson’s construction of Z2 actions is a residually finite 2-group. The
above characterization thus implies that the spectral sequence associated to the
augmentation ideal filtration of F2(F Z2 [X]) is weakly convergent. Corollary 8.2.8
follows from Gruenberg’s Theorem [Gru57] that the free product of finitely many
residually finite p-groups is a residually finite p-group.
This homology decomposition of Carlsson’s construction generalizes a part of
Wu’s main theorem in [Wu98]. Wu’s main theorem concerns trivial actions of the
simplicial groups S0, S1 and S3. Under some mild conditions on the homology
theory, he showed that there is a multiplicative filtration of the homology of their
Carlsson’s construction in terms of the E1 terms of the spectral sequence associated
to the word length filtration (see Section 10.2 for more details). In particular, his
result holds for the mod 2 homology in the case of trivial S0 actions. For trivial
actions of S0 = Z2, the E1 terms of the spectral sequences associated to the word
length filtration and the augmentation ideal filtration coincide. Since the orbit
projection of a trivial action is just the identity map and hence obviously has
a section, thus our homology decomposition of Carlsson’s construction using the
augmentation ideal filtration generalizes this part of Wu’s theorem.
For part 3, we study the pinched subset ∆˜s in order to understand the spaces
(X/G)∧s
∆˜s
better. This part illustrates the technique of using a spectral sequence to
analyze another spectral sequence. The pinched set ∆˜s is a union of s− 1 subsets,
each of which is a smash product of several copies of the orbit space with the
reduced diagonal of the set fixed under the action (see Corollary 9.5.3). Given a
space written as a finite union of subspaces, there is a spectral sequence, the Mayer-
Vietoris spectral sequence, that approximates the homology of the total space in
terms of the intersections of the subspaces. Assuming that the the reduced diagonal
map of the fixed set is mod 2 homologous to zero, we show that the Mayer-Vietoris
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spectral sequence of ∆˜s collapses at the E
1 term. Together with some elementary
combinatorics, this gives a complete description of its homology in terms of the
homology of the orbit space and fixed set of X. The condition that the reduced
diagonal map is homologous to zero is quite a general condition: there are many
pointed spaces that satisfy this condition, for example, all reduced suspension
spaces (see Example 9.5.7).
We illustrate Theorem 9.0.4 by computing the mod 2 homology of an example
completely.
Example 9.6.1. The group Z2 acts on the pushout S2 ∪S1 S2 by flipping the left
and right copies of S2. The Betti number of the reduced mod 2 homology of its
Carlsson construction is given by
dim H˜t(F

























, t = 2k + 1, k ≥ 0
Using the Online Encyclopedia of Integer Sequences, we obtain numerical evi-




Z2 [S2 ∪S1 S2];F2)xt = 1− x
x3 − 2x2 − x+ 1 − 1.
Let us highlight some of the other significant results in this part of the Thesis.
We find a criterion such that Carlsson’s construction degenerates into Milnor’s
construction. Since a lot is known about Milnor’s construction, this allows us to
obtain a series of results. In Proposition 7.3.2, we show that if the orbit projection
has a section j and the simplicial group action G y X is free away from the
basepoint, then Carlsson’s construction on X is Milnor’s construction on
X
j(X/G)
(see Definition 7.3.1). Since the inclusion of James’ construction into Milnor’s
construction is a weak homotopy equivalence, using our criterion, we get a tensor
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algebra construction of Carlsson’s construction in Proposition 7.4.5. Bousfield and
Curtis [BC70] studied the spectral sequence associated to the lower central series of
Kan’s construction. Since Milnor’s construction is Kan’s construction after taking
one suspension, using our criterion again, we use this lower central series spectral
sequence to study Carlsson’s construction in Theorem 8.0.10.
Another piece of work we did is Proposition 7.4.8, where we give a simplicial
algebra model of K(FG[X]) where K is a field of characteristic prime p and G
is a discrete finite abelian p-group that acts trivially on X. The following results
generalize the results in Section 8 of Wu’s paper [Wu98]. In that paper, Wu proved
his results in the case K = Fp and G = Zpn .
As mentioned in Section 1.1 above, we hope Carlsson’s construction can be
applied to equivariant cohomology. We give an example to support this connection.
Recall the cofiber sequence |X| → |X ×M EM | → |NFM(X)| in Theorem 6.4.1.
Using the long exact sequence in cohomology, we compute the cohomology of the
classifying space of Carlsson’s construction on the 3-sphere acting on itself by
conjugation.
Example 7.1.2. Let S3 act on itself with the conjugation action. The cohomology





K, n = 4m,m ≥ 0,
K, n = 4m+ 3,m ≥ 1,
0, otherwise.
For completeness, we end the Thesis by reviewing known results on the word
length filtration. The word length filtration has been successful to study Wu’s
construction, i.e. the FM [X]-construction on trivial simplicial monoid actions. We
summarize the results of James [Jam55] and Wu [Wu98] regarding the word length
filtration in this Chapter.
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1.5 Future Problems
As with any good research problem, after completing this Thesis, we end up with
more new questions than the questions we answered. For example, can we gener-
alize Theorem 4.4.6 and its Corollary further? It is easy to point out a simplicial
category that is not equivalent to a totally disconnected category in every dimen-
sion, yet satisfies the conclusion of Theorem 4.4.6. The simplicial category which
is constantly [1] (recall this category looks like • → •) in each dimension is such an
instance. The challenge is to find other large classes of simplicial categories such
that we have the a cofiber sequence as in Corollary 4.4.7.
We also have not answered Carlsson’s dream. More focused work can be done to
study the homotopy of those quotiented Thom spaces using the spectral sequence
associated to the mod p lower central series.
Finally, our work only begins to indicate how simplicial group theory can ap-
proach problems in equivariant homology theory. There are two approaches to
this problem. The first one is to use the homology of Carlsson’s construction to
calculate the homology of its classifying space. For this, we can use either the
Leray-Serre spectral sequence or the counit map of the loop-suspension adjunc-
tion. The second one is to directly study the homology of its classifying space.
There has been work by Dwyer [Dwy01] on homology decompositions of classify-
ing spaces. However, mostly Dwyer’s work concentrates on finite discrete groups.
Some generalization of Dwyer’s work is needed for the case of infinite simplicial
groups, like Carlsson’s construction.
1.6 Organization of The Thesis
This thesis is organized as follows. We review the rudiments of category theory
and some basic algebra in Chapter 2. We then review simplicial homotopy theory
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in Chapter 3. In particular Section 3.4 relates these two introductory chapters by
reviewing basic facts about the nerve functor. In Chapter 4 we prove the main
result Theorem 4.4.6 and its Corollary. In Chapter 5 we prove the reduced version.
In Chapter 6 we specialize to simplicial monoid actions. In Chapter 7 we consider
direct descriptions of the homology of Carlsson’s construction. In Chapter 8 we
study the lower central series and its mod p analog. In Chapter 9 we study the
augmentation ideal filtration and prove the second main result Theorem 9.0.4. We
round up the Thesis in Chapter 10 with the word length filtration.
Chapter2
Category Theory
In this Chapter, we review category theory and some basic algebra. We make no
claim on originality: all of this is standard material. A reference we use is [Hig71].
2.1 Categories
Definition 2.1.1. Let C be a category. Notate by Ob(C) the collection of objects
of C and by Mor C the collection of morphisms of C. The source map is the
map s : Mor C → Ob(C) that sends a morphism to its source. The target map
t : Mor(C)→ Ob(C) is defined similarly.
Definition 2.1.2. A category C is small if both Ob(C) and Mor(C) are sets.
Our convention is to write small categories in ordinary font and categories which
are not necessarily small in bold font. The following Proposition is straightforward.
Proposition 2.1.3. The functor Ob commutes with arbitrary coproducts, i.e. for





For more about coproducts, see the next Section on colimits.
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Definition 2.1.4. A category C is a connected category if, for every two objects
X and Y there is a finite sequence of objects
X = X0, X1, . . . , Xn−1, Xn = Y
with morphisms
fi : Xi → Xi+1 or fi : Xi+1 → Xi
for each 0 ≤ i < n (both directions are allowed in the same sequence).
Example 2.1.5. The poset [n] = {0 < 1 < · · · < n} can be regarded as a
connected category with objects 0, 1, . . . , n and a unique morphism a → b if and
only if a ≤ b.
Definition 2.1.6. A functor F : C → D is a equivalence of categories if there
exists a functor G : D → C and two natural isomorphisms  : FG → 1D and
η : 1C → GF . Two categories C and D are equivalent if there exists an equivalence
of categories F : C → D.
Definition 2.1.7. A functor ϕ : C → D is faithful (respectively full, fully faithful)
if, for any two objects x and y in C, the set map
HomC(x, y)→ Hom(ϕ(x), ϕ(y))
f 7→ F (f)
is an injection (respectively surjection, bijection).
Definition 2.1.8. A functor ϕ : C → D is essentially surjective if, for each object
y in D, there exists an object x in C such that ϕ(x) is isomorphic to y.
Proposition 2.1.9 (see [Haz01]). A functor is an equivalence of categories if and
only if it is fully faithful and essentially surjective.
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Definition 2.1.10. A groupoid is a small category whose morphism is an isomor-
phism.
There is a correspondence between viewing a groupoid as a category and viewing
a groupoid as a set with a partially defined product operation. Brown provides
details of this correspondence in his survey [Bro87]. Let G be a groupoid. Let
i : Ob(G) → Mor(G) send an object to the corresponding identity morphism. If
a, b ∈ Mor(G) and t(a) = s(b), then the product ab is the composite b◦a which has
the property s(ab) = s(a) and t(ab) = t(b). This product is associative and i(x)
(for x ∈ Ob(G)) acts as identity. Each a ∈ Mor(G) has an inverse a−1 such that
s(a−1) = t(a), t(a−1) = s(a), aa−1 = i(s(a)) and a−1a = i(t(a)). In the groupoid
G, we refer to a as a morphism a : s(a)→ t(a).
Proposition 2.1.11. Let G be a groupoid. If G is connected, then the inclusion
functor AutG(x) ↪→ G is an equivalence of categories for any object x ∈ Ob(G).
Proof. The inclusion functor, call it ι, is fully faithful. Since every morphism of G
is an isomorphism, ι is essentially surjective. Therefore Proposition 2.1.9 implies
that ι is an equivalence of categories.
2.2 Colimits
Definition 2.2.1. A nonempty category J is filtered if all the following holds:




2. For every two arrows u, v : i→ j, there exists and object k in J and an arrow
w : j → k such that w ◦ u = w ◦ v.
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Definition 2.2.2. A co-cone of a functor F : D → C is an object X of C together
with a morphism ψi : F (i) → X for each object i of D, such that ψj ◦ F (f) = ψi
for every morphism f : i→ j in D. A colimit of a functor F : D → C is a co-cone
(X,ϕ) of F such that, for each co-cone (Y, ψ) of F , there exists a unique morphism
u : X → Y such that u ◦ ϕi = ψi for all objects i of D. We call D the diagram
category of this colimit.
We write colimD F for the colimit of a functor F : D → C. If D is a filtered
category, then we write lim−→D F instead.
Example 2.2.3. Let F : D → Set be a functor to the category of sets. The





where the equivalence relation is generated by x ∈ F (i) ∼ x′ ∈ F (i′) if there exists
a morphism f : i→ i′ in D such that F (f)(x) = x′.
Note that this relation ∼ is already an equivalence relation if D is filtered.
Example 2.2.4. Let F : D → sSet be a functor to the category of simplicial sets.
A colimit of simplicial sets is calculated dimensionwise, i.e.
(colim
D
F )n ∼= colim
D
Fn.
Example 2.2.5 (see Chapter 9 of [Hig71]). All colimits exist in the category Cat.
Definition 2.2.6. An object T in a category C is terminal if, for each object X
in C, there exists a unique morphism X → T .
Definition 2.2.7. Suppose the category C has a terminal object T . A basepoint
of an object X of C is a morphism T → X from the terminal object. A pointed
object of C is an object of C together with a basepoint. We denote by PtC the
category of pointed objects of C.
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Example 2.2.8. The terminal object in Set is the singleton. A pointed set is a
set X together with a distinguished element x0 ∈ X. We often write ∗ instead of
x0.
Example 2.2.9. Viewed as a category, the poset [0] has a single object 0 with
only its identity morphism. The category [0] is the terminal object in the category
Cat.
A functor ϕ : [0] → C from the terminal object [0] to a category C means a
choice of object ϕ(0) in C. Thus a basepoint of a category C is a choice of an
object in C.
Example 2.2.10. The category [0] is a groupoid since its only morphism is an
identity morphism. Hence, similar to the Example above, a pointed groupoid is a
groupoid with a choice of object as its basepoint.
2.3 Quotient Objects Defined by a Relation
In this Thesis, when introducing a construction, we will often use the notation
M
〈∼〉
where M is an object in some category of algebraic objects and ∼ is a binary
relation of M . This notation denotes the quotient object of M generated by the
relation ∼. For instance, we will define the universal monoid of a category C later
in (4.1.1) as
J(Mor(C))
〈∀X ∈ Ob(C) (1X ∼ 1), ∀f, g ∈ Mor(C) (t(f) = s(g) =⇒ g ◦ f ∼ f · g )〉 .
Here J(Mor(C)) is the free monoid on the set of morphisms of C (see Definition
2.5.1).
Let us work through this definition in concrete cases. By considering the equiv-
alence relation generated by ∼, we may assume without loss of generality that ∼
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is an equivalence relation. Suppose M is a monoid. For an equivalence relation R
of M , the set of R-equivalence classes forms a monoid if the multiplication of M
respects the equivalence. That is to say, if xRx′ and yRy′, then we require that
xyRx′y′. We denote by 〈∼〉 the smallest such equivalence relation. Then M/〈∼〉
is a quotient monoid of M .
For a group G, the quotient group G/〈∼〉 is easy to define. Since inverses exist
in a group, the relation ∼ is equivalent to a subset S of G that is to be identified
with 1. Then G/〈∼〉 is just the quotient of G by the normal subgroup generated
by S. In this case, this quotient is also the cokernel of F (S) → G where F (S) is
the free group on S (see Definition 2.5.6).
The case is similar for rings or algebras since additive inverses exist in a ring
or algebra. For a ring or algebra A, we replace the relation ∼ by a subset S of A
that is to be identified with zero. The quotient algebra A/〈∼〉 is then the quotient
of A by the two-sided ideal generated by S. If the ground field of this algebra is
K, then this quotient is also the cokernel of T (K(S))→ A.
Sometimes, we abbreviate the notation slightly. For instance, we define the
following graded algebra in Definition 9.0.3
(AG[X])n :=
T (F2[Xn]⊗F2(G) F2)
〈∀a ∈ An (a⊗F2(G) 1)2〉
.
In the equivalence relation, we mean that (a ⊗F2(G) 1)2 ∼ 0. Given an element of
an algebra, if we do not write down the equivalence, then it is understood that the
element is equivalent to zero. In the case of an element in a monoid or group, if
we do not write down the equivalence, then it is understood that the element is
equivalent to the identity.
2.4 Adjoint Functors
The following Definition and Proposition are taken from Wikipedia.
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Definition 2.4.1. Let U : D → C be a functor and let X be an object in C.
An initial morphism from X to U is an initial object in the category X ↓ U of
morphisms from X to U . In other words, it consists of a pair (A,ϕ) where A is
an object of D and ϕ : X → U(A) is a morphism in C such that: Whenever Y is
an object of D and f : X → U(Y ) is a morphism in C, then there exists a unique












Proposition 2.4.2. Let G : C→ D be a functor. The following are equivalent.
1. For each object Y in D, there exists an initial morphism from Y to G.
2. There exists a functor F : D → C, a natural transformation ε : FG → 1C
and another natural transformation η : 1D → GF such that the compositions
F
Fη−−→ FGF εF−−→ F and G ηG−−→ GFG Gε−−→ G are the identity transforma-
tions 1F and 1G on F and G respectively.
3. There exists a functor F : D → C and isomorphism HomC(FY,X) ∼=
HomD(Y,GX) natural in X and Y .
Definition 2.4.3. We call the above situation an adjunction. The functor F is
the left adjoint , the functor G is the right adjoint , the natural transformation η is
the unit and the natural transformation ε is the counit .
2.5 The Free Monoid and Free Group on A Set
For this thesis, the free monoid (or free group) on a set is a basic example of a left
adjoint.
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Definition 2.5.1. The underlying set of the free monoid on a set X consists of
words in the elements of X. Multiplication is defined by concatenation. We write
J(X) for the free monoid on X.
Proposition 2.5.2. The free monoid functor is left adjoint to the forgetful functor
Mon ↪→ Set. That is to say, the free monoid on X has the following universal
property:





Suppose given a set map f : X →M to a monoid M , there exists a unique monoid
homomorphism f˜ : J(X)→M such that the above diagram commutes.
Proof. Define f˜(x1x2 · · ·xn) = f(x1)f(x2) · · · f(xn). It is easy to check that f˜ is a
respects concatenation and makes the the above diagram commute.
For uniqueness, observe that for the diagram to commute, we must have f˜(x) =
f(x) for each x ∈ X. Since f˜ is a monoid homomorphism, f˜(x1x2 · · ·xn) =
f˜(x1)f˜(x2) · · · f˜(xn) = f(x1)f(x2) · · · f(xn).




〈∗ ∼ 1〉 .
Thus J [X] is the cokernel of the monoid homomorphism J(∗) → J(X) (see
Section 2.3).
A monoid can be viewed as a set with the identity element as basepoint. This
defines the inclusion functor Mon ↪→ PtSet.
Proposition 2.5.4. The reduced free monoid functor is left adjoint to the inclusion
functor Mon ↪→ PtSet. That is to say, the reduced free monoid on X has the
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following universal property:





Suppose given a pointed set map f : X → M to a monoid M , i.e. f(∗) = 1M .
Then there exists a unique monoid homomorphism f˜ : J [X] → M such that the
above diagram commutes.
Proof. The map f : X → M gives a homomorphism J(X) → M by the universal
property of the free monoid(see Proposition 2.5.2.) Call this induced map f by
abuse of notation. The condition f(∗) = 1M implies f(J(∗)) = {1M}. But J [X]
is the cokernel of J(∗) → J(X). The universal property of the cokernel gives
a homomorphism f˜ : J [X] → M . It is easy to check that f˜ is the required
homomorphism.
Definition 2.5.5. Let X be a pointed simplicial set (see Definition 3.1.1). James’
construction, written as J [X], is defined dimensionwise by setting J [X]n = J [Xn].
James’ construction is a classical simplicial monoid construction. This explains
our choice of notation J [X] of the reduced free monoid on a pointed set X. The
square bracket indicates that this construction is reduced.
Definition 2.5.6. The underlying set of the free group on a set X consists of the
words of the form
x11 x
2
2 · · · xnn ,
where xi ∈ X and 1 ∈ {±1}. Multiplication is defined by concatenation. We
write F (X) for the free group on X.
Thus F [X] is the cokernel of the group isomorphism F (∗)→ F (X) (see Section
2.3).
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A group can be viewed as a set with the identity element as basepoint. This
defines the inclusion functor Grp ↪→ PtSet. The proof of the following Proposition
is similar to Proposition 2.5.2.
Proposition 2.5.7. The free group functor is left adjoint to the forgetful functor
Grp ↪→ Set. That is to say, the free group on X has the following universal
property:





Suppose given a set map f : X → G to a group G, there exists a unique group
homomorphism f˜ : F (X)→ G such that the above diagram commutes.
Definition 2.5.8. The reduced free group on a pointed set X, written as F [X], is
F [X] :=
F (X)
〈∗ ∼ 1〉 .
The reduced free group F [X] is the cokernel of F (∗)→ F (X) (see Section 2.3).
The proof of the following Proposition is similar to Proposition 2.5.4.
Proposition 2.5.9. The reduced free group functor is left adjoint to the forgetful
functor Grp ↪→ PtSet. That is to say, the reduced free group on X has the
following universal property:





Suppose given a pointed set map f : X → G to a group G, i.e. f(∗) = 1G, then
there exists a unique group homomorphism f˜ : F [X] → G such that the above
diagram commutes.
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Definition 2.5.10. Let X be a pointed simplicial set. Milnor’s construction F [X]
is defined dimensionwise by setting F [X]n = F [Xn].
Milnor’s construction is another classical simplicial monoid construction. This
explains our choice of notation F [X] of the reduced free group on a pointed set X.
2.6 The Group Completion and The Groupoid
Completion
Definition 2.6.1. The group completion of a monoid M , written as M , is
F ({[m]|m ∈M}
〈∀m, k ∈M ([m][k] ∼ [mk])〉 .
Here [m] is just a copy of m. The square brackets are used to distinguish the
multiplication in M and in its group completion.
Proposition 2.6.2. The group completion functor is left adjoint to the inclusion







Given a monoid homomorphism ϕ : M → G to a group G, there exists a unique
group homomorphism ϕ˜ : M → G such that the above diagram commutes.
Proof. Define ϕ˜([m1]
1 [m2]
2 · · · [mn]n) = ϕ([m1])1ϕ([m2])2 · · ·ϕ([mn])n . This
map is well defined since ϕ˜([m][k]) = ϕ([m])ϕ([k]) = ϕ([mk]) = ϕ˜([mk]). It is
easy to check that the induced map ϕ˜ makes the above diagram commute.
For uniqueness, observe that for the diagram to commute, we must have ϕ˜[m] =
ϕ[m]. Since ϕ˜ is a group homomorphism, we must have ϕ˜([m1]
1 · · · [mn]n) =
ϕ˜([m1])
1 · · · ϕ˜([mn])n = ϕ([m1])1 · · ·ϕ([mn])n .
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Definition 2.6.3. Let • : Cat→ Grpd be the left adjoint to the inclusion functor
Grpd ↪→ Cat. The groupoid completion of a category C is C.
The existence of the groupoid completion can be checked in the book [Hig71].
The groupoid completion of a monoid which is viewed as a one-object category is
a group. Hence the groupoid completion restricts to the group completion. There











Proposition 2.6.4. Then there is an isomorphism of groups natural in the set X:
F (X) ∼= J(X).
Proof. The right adjoint of the free group functor is the forgetful functor Grp ↪→
Set. The right adjoint of the group completion of the free monoid is the composite
of Grp ↪→Mon with Mon ↪→ Set. These two right adjoints agree. Thus the free
group is naturally isomorphic to the group completion of the free monoid.
There is also a reduced version of the above Proposition.
Proposition 2.6.5. Then there is an isomorphism of groups natural in the pointed
set X:
F [X] ∼= J [X].
Proof. The group completion is a left adjoint and hence commutes with colimits.




In this Chapter, we review simplicial homotopy theory. We make no claim on
originality: all of this is standard material. A reference we use is [GJ99].
3.1 Simplicial Sets
Definition 3.1.1. Let C be a category. A simplicial object in C is a sequence of
objects X = {X0, X1, . . . , Xn, . . . } together with morphisms in C called faces and
degeneracies
di : Xn → Xn−1, si : Xn → Xn+1,
for each 0 ≤ i ≤ n. These morphisms are required to satisfy the simplicial identities
didj = dj−1di for i < j,
disj =

sj−1di for i < j,
identity for i = j, j + 1,
sjdi−1 for i > j + 1,
sisj = sj+1si for i ≤ j.
We denote by sC the category of simplicial objects in C.
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Let ∆ be the ordinal number category whose objects are finite ordered sets
[n] = {0, 1, · · · , n} for n ≥ 0 and whose morphisms are order-preserving maps
θ : [n] → [m], i.e. θ(i) ≤ θ(j) if i ≤ j. The morphisms of ∆ are generated by the
order embeddings di : [n− 1]→ [n] that misses i and si : [n+ 1]→ [n] that hits i
twice.
A simplicial object in C can alternatively be viewed as a contravariant functor
from ∆ to C.
Example 3.1.2. A simplicial category is a sequence of (small) categories C =
{C0, C1, . . . , Cn, . . . } together with functors called faces and degeneracies
di : Cn → Cn−1, si : Cn → Cn+1,
for each 0 ≤ i ≤ n, satisfying the simplicial identities.
Example 3.1.3. The standard n-simplex , written as 4[n], is represented by the
poset [n]. That is, the standard n-simplex is the simplicial set
Hom∆(•, [n]) : ∆op → Set
[k] 7→ Hom∆([k], [n])
Explicitly,
4[n]k = {(i0, i1, . . . , ik)| 0 ≤ i0 ≤ i1 ≤ · · · ≤ ik ≤ n}
for all k. The face dj : 4[n]k →4[n]k−1 is defined by
dj(i0, i1, . . . , ik) = (i0, i1, . . . , îj, . . . , ik)
deleting ij for 0 ≤ j ≤ k. The degeneracy sj : 4[n]k →4[n]k+1 is defined by
sj(i0, i1, . . . , ik) = (i0, i1, . . . , ij, ij, . . . , ik)
doubling ij for 0 ≤ j ≤ k.
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Definition 3.1.4. A simplicial map f : X → Y is a sequence of morphisms
{fn : Xn → Yn}n≥0 such that fn−1 ◦ dXi = dYi ◦ fn and fn+1 ◦ sXi = sYi ◦ fn for all
i and n. If each Xn is a subset of Yn such that the inclusions Xn ⊆ Yn form a
simplicial map, then X is called a simplicial subset of Y . A simplicial set X is said
to be isomorphic to a simplicial set Y , denoted by X ∼= Y , if there is a bijective
simplicial map f : X → Y .
The standard geometric n-simplex 4n is defined by




For i = 0, 1, . . . , n, define di : 4n−1 →4n and si : 4n+1 →4n by setting
di(t0, t1, . . . , tn−1) = (t0, t1, . . . , ti−1, 0, ti, . . . , tn−1),
si(t0, t1, . . . , tn+1) = (t0, t1, . . . , ti−1, ti + ti+1, ti+2, . . . , tn+1).










where (4n, x) is 4n labeled by x ∈ Xn and ∼ is generated by
(z, dix) ∼ (diz, x)
for any x ∈ Xn and z ∈ 4n−1 labeled by dix, and
(z, six) ∼ (siz, x)
for any x ∈ Xn and z ∈ 4n+1 labeled by six.
Example 3.1.6. The geometric realization of the standard n-simplex 4[n] is the
standard geometric n-simplex 4n.
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Definition 3.1.7. Let X be a simplicial set and A = {An}n≥0 with An ⊆ Xn. The
simplicial subset 〈A〉 of X generated by A is defined to be
〈A〉 =
⋂
{A ⊆ Y ⊆ X|Y is a simplicial subset of X}.
The simplicial subset 〈A〉 consists of all the elements in X that can be written
as iterated compositions of faces and degeneracies of the elements in A.
Definition 3.1.8. A simplicial set is discrete if all the faces and degeneracies are
identity maps. Given a set X, we denote by X the discrete simplicial set whose
faces and degeneracies are the identity maps 1X .
Sending a set to its discrete simplicial set defines an inclusion functor Set →
sSet.
Example 3.1.9. The standard 0-simplex 4[0] is the discrete singleton. Since lim-
its of simplicial sets are computed dimensionwise, and the singleton is the terminal
object in Set (see example 2.2.8), 4[0] is the terminal object in the category sSet
of the simplicial sets.
Proposition 3.1.10. Suppose given any simplicial set X = {Xn}n≥0. Then there
is natural bijection of sets
HomsSet(4[n], X) ∼= Xn.
Proof. Yoneda’s lemma [GJ99] implies that simplicial maps 4[n] → X classify
n-simplices of X.
Let X be a simplicial set and let x0 ∈ X0. Then the image of the classifying
map
fx0 : 4[0]→ X
is a simplicial subset of X consisting of only one element fx0(0, . . . , 0) in each
dimension. Thus a basepoint ∗ of X is a sequence of elements {fx0(0, . . . , 0︸ ︷︷ ︸
n+1
)}n≥0
corresponding to the element x0 ∈ X0.
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Definition 3.1.11. A simplicial set is called reduced if X0 has only one element.
Definition 3.1.12. A simplicial set X is said to be fibrant (or a Kan complex ) if it
satisfies the extension condition for each i: Let x0, x1, . . . , xi−1, xi+1, . . . , xn ∈ Xn−1
be any elements that are matching faces with respect to i, i.e. djxk = dkxj+1 for
j ≥ k and k, j + 1 6= i, then there exists an element w ∈ Xn such that djw = xj
for j 6= i.
Definition 3.1.13. Let X and Y be simplicial sets. The Cartesian product of X
and Y , written as X × Y , is defined to be
(X × Y )n = Xn × Yn










i ) for 0 ≤ i ≤ n.
A simplicial set I = {In}n≥0 is defined by




0, . . . , 0,
i︷ ︸︸ ︷
1, . . . , 1)|0 ≤ i ≤ n+ 1}




 t in , if 0 ≤ j < n + 1− i,t i−1
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 t in+2 , if 0 ≤ j < n + 1− i,t i+1
n+2





 0, if x < 0,1, if x ≥ 0.
Then I is actually isomorphic to the standard 1-simplex 4[1]. Let a simplicial
set X be given. Then the simplicial subsets X × 0 and X × 1 of X × I are given
by for each n, (X × 0)n = {(x, t0)|x ∈ Xn} and (X × 1)n = {(x, t1)|x ∈ Xn}.
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Definition 3.1.14. Let f, g : X → Y be simplicial maps. f is said to be homotopic
to g, written as f ' g, if there is a simplicial map (called homotopy)
F : X × I → Y
such that F |X×0 = f and F |X×1 = g. We say X and Y are homotopy equivalent if
there exists simplicial maps f : X → Y and g : Y → X such that g◦f is homotopic
to 1X and f ◦ g is homotopic to 1Y .
The simplicial map F satisfies the following commutative diagram:












Definition 3.1.15. The cone of a simplicial set X, written as CX, is defined as
follows. For each n, set (CX)n = {(q;xn−q)| 0 ≤ q ≤ n, xn−q ∈ Xn−q}. The faces
and degeneracies are given by
dj(q;xn−q) =
(q; dj−qxn−q), for q ≤ j ≤ n(q − 1;xn−q), for 0 ≤ j < q
sj(q;xn−q) =
(q; sj−qxn−q), for q ≤ j ≤ n(q + 1;xn−q), for 0 ≤ j < q
If X is a pointed simplicial set, then (q; ∗) ∼ ∗.
X is a simplicial subset of CX by identifying x with (0;x).
Definition 3.1.16. Let C
g←− A f−→ B be simplicial maps. The pushout X is a
simplicial set whose nth dimension is defined to be the pushout in the diagram of










The faces and degeneracies of X are induced that in B and C. We often write X
as B ∪A C and omit the dependence on the simplicial maps f and g.
Definition 3.1.17. A cofibration of simplicial sets is a simplicial monomorphism.
If f : X → Y is a cofibration of simplicial sets, then its homotopy cofiber , written
as Cf , is the pushout of CX ←↩ X f−→ Y . We say X → Y → Cf is a cofiber
sequence.
Let f : X → Y be a cofibration of simplicial sets. Then the quotient simplicial
set Y/X is homotopy equivalent to the homotopy cofiber. The homotopy cofiber
commutes with arbitrary wedge sums.
Proposition 3.1.18. Let {Ai ⊂ Xi} be a collection where Ai is a pointed simplicial














coker(Ai → Xi) = RHS.
Corollary 3.1.19. Let {Ai ⊂ Xi} be a collection where Ai is a simplicial subset







Proof. Define the pointed simplicial set X+i by adjoining a disjoint basepoint to Xi.
Let A+i be the pointed simplicial subset of X
+
i that contains Ai and this disjoint























, so this completes
the proof.
Definition 3.1.20. The simplex category of a simplicial set X, written as ∆ ↓ X,
is defined as follows. An object of ∆ ↓ X is a simplicial map σn : 4[n] → X (i.e.
a simplex of X by Proposition 3.1.10). A morphism of ∆ ↓ X is a simplicial map









Each morphism of ∆ ↓ X is induced by a unique morphism [m]→ [n] of ∆.





Proof. The standard simplices are the representable functors (see Example 3.1.3).
Every functor ∆op → Set is a colimit of representable functors [GJ99].
Definition 3.1.22. Let X be a simplicial set. An n-simplex x ∈ Xn is degenerate
if there exists an (n−1)-simplex y ∈ Xn−1 such that x = siy for some i. Otherwise,
the n-simplex x is said to be nondegenerate.
Definition 3.1.23. A simplicial setX is said to be finite dimensional if there exists
n ∈ N such that all m-simplices in X with m ≥ n are degenerate. A simplicial set
X is said to be of finite type if, for each dimension n, there are only finitely many
n-simplices in X. A simplicial set is called finite if it is both finite dimensional
and of finite type.
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The geometric realization of a finite dimensional simplicial set is a finite dimen-
sional CW complex. The geometric realization of a simplicial set of finite type is
a CW complex of finite type. The geometric realization of a finite simplicial set is
a CW complex with finitely many cells.
Definition 3.1.24. The nth skeleton of a simplicial set X, written as sknX, is
〈Xj| j ≤ n〉, i.e. simplicial subset of X generated by Xj for j ≤ n.
The natural skeleton filtration
sk0 ⊆ sk1X ⊆ · · · ⊆ sknX ⊆ skn+1 X ⊆ · · · ⊆ X
is exhaustive, i.e. X =
⋃











where ∂ 4 [n] := 〈4[n]k| k < n〉 = skn−1(4[n]) is the simplicial subset of 4[n]
generated by 4[n]k for k < n.
Example 3.1.25. The nth skeleton sknX is a finite dimensional simplicial subset
of X. If X is of finite type, then the nth skeleton sknX is of finite type (and thus
finite).




with the faces and degeneracies induced by those of 4[n]. The simplicial n-sphere
is a finite pointed simplicial set.
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Explicitly,
Snk
∼= {∗, (i0, . . . , ik)| 0 ≤ i0 ≤ · · · ≤ ik ≤ n with {i0, . . . , ik} = {0, 1, . . . , n}},
for k ≥ n, where ∗ = (0, 0, . . . , 0) ∼ (1, 1, . . . , 1) is the basepoint. For k < n, the
set Snk is a singleton {∗}.
3.2 Simplicial Monoid Actions
Before we describe simplicial monoid actions, let us first review monoid actions.
Definition 3.2.1. Let X be a set and M be a monoid. A monoid action M y X
is a function X ×M → X satisfying the following two axioms:
1. Associativity. x(mn) = (xm)n for ∀ m, n ∈ M, x ∈ X;
2. Identity. x 1M = x, x ∈ X.
We say that X is an M-set . A morphism of monoid actions from M y X to
K y Y is a pair (ϕ, f) where ϕ : M → K is a monoid homomorphism and
f : X → Y is a function such that the following diagram commute







Monoid actions and their morphisms form a category which we denote by MonAct.
Definition 3.2.2. Let X be a simplicial set and M be a simplicial monoid. A
simplicial monoid action is a simplicial map X ×M → X satisfying the associa-
tivity and identity axioms. We write x · m or xm for the image of (x,m) under
this map. We say that X is a simplicial M-set.
Similarly, simplicial monoid actions and their morphisms form a category sMonAct.
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Example 3.2.3. If X is a simplicial M -set, then so is each sknX.
Definition 3.2.4. Let X be a simplicial M -set and A = {An}n≥0 with An ⊆ Xn.
The simplicial M -subset 〈A〉 of X generated by A is defined to be
〈A〉 =
⋂
{A ⊆ Y ⊆ X|Y is a simplicial M -subset ofX}.
The simplicial subset 〈A〉 consists of all the elements in X that can be written
as iterated compositions of faces and degeneracies of the elements in A.
Definition 3.2.5. A simplicial M -set X is said to be finitely generated if there
exists a finite collection of simplices that generates X as a simplicial M -set.
3.3 Bisimplicial Sets
Definition 3.3.1. A bisimplicial set is a simplicial object in sSet. We denote by
s2Set the category of bisimplicial sets.
Alternatively, a bisimplicial set X can also be viewed as a functor
X : ∆op ×∆op → Set.
Each pair [m], [n] ∈∆ is associated to a set Xm,n.
Definition 3.3.2. Denote by diag : ∆op →∆op ×∆op the diagonal functor. The
diagonal of a bisimplicial set X is the simplicial set diagX.
The diagonal of the bisimplicial set X is the composite functor
∆op
diag−−→∆op ×∆op X−→ Set.
Its nth dimension is (diagX)n = Xn,n.
Definition 3.3.3. The geometric realization of a bisimplicial set X is | diagX|.
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Example 3.3.4. Let A be a simplicial set. Denote also by A the associated
bisimplicial set discrete in one index. Then diagA = A.
The following proposition is needed to prove Theorem 4.4.6.
Proposition 3.3.5 (See [BK72]). Let f : X → Y be a bisimplicial map. Its
diagonal diag f : diagX → diag Y is a weak homotopy equivalence if and only if
the simplicial map fn : Xn → Yn is a weak homotopy equivalence for all n.
3.4 The Nerve
Definition 3.4.1. The nerve of a small category C is the simplicial set
NC := HomCat(•, C) : ∆op → Set
[n] 7→ HomCat([n], C).
By viewing the poset [n] ∈ Ob(∆) as a category (see Example 2.1.5), the
category ∆ is a full subcategory of Cat. The nth level of the nerve is NCn =
HomCat([n], C), the set of functors [n] → C. Explicitly, an n-simplex of NC is a
string of n composable arrows x0
f1−→ x1 f2−→ · · · fn−1−−→ xn−1 fn−→ xn. The face and
degeneracy maps are given by
d0(x0
f1−→ x1 f2−→ · · · fn−1−−→ xn−1 fn−→ xn) = x1 f2−→ · · · fn−1−−→ xn−1 fn−→ xn,
di(x0
f1−→ x1 f2−→ · · · fn−1−−→ xn−1 fn−→ xn) = x0 f1−→ x1 f2−→ · · · fi−1−−→ xi−1
fi+1◦fi−−−−→ xi+1 fi+2−−→ · · · fn−→ xn, 0 < i < n,
dn(x0
f1−→ x1 f2−→ · · · fn−1−−→ xn−1 fn−→ xn) = x0 f1−→ x1 f2−→ · · · fn−1−−→ xn−1,
si(x0
f1−→ x1 f2−→ · · · fn−1−−→ xn−1 fn−→ xn) = x0 f1−→ x1 f2−→ · · · fi−→ xi id−→ xi
fi+1−−→ xi+1 fi+2−−→ · · · fn−→ xn, 0 ≤ i ≤ n.
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In particular, there is a 0-simplex of NC for each object of C. There is a
1-simplex for each morphism f : x → y in C. In other words, its zeroth level
(NC)0 = Ob(C) consists of all objects of C and its first level (NC)1 = Mor(C)
consists of all morphisms of C. Every 2-simplex of NC comes from a pair of






∨g ◦ f >
Example 3.4.2. If G is a discrete group, viewed as a category with one object
whose every morphism is isomorphic, then |NG| = K(G, 1) is a classifying space
of G. This Example is a corollary of Proposition 6.4.4.
Proposition 3.4.3. The nerve functor is a right adjoint. Hence it commutes with
all limits.
Proof. Yoneda’s lemma [GJ99] implies that NCn = HomsSet(∆[n], NC). Then by
definition of nerve, HomCat([n], C) = HomsSet(∆[n], NC). By Proposition 3.1.21,
any simplicial set X can be written as a colimit X ∼= colim
4[n]→X
in ∆↓X
4[n]. Thus the set
of all the poset categories {[n]} yields a colimit category colim∆↓X [n] such that
HomCat(colim
∆↓X
[n], C) = HomsSet(X,NC) since














The equation about Hom sets implies that the nerve functor is the right adjoint to





[n] : sSet→ Cat.
The nerve functor has a special property. Even though it is a right adjoint, it
commutes with coproducts.
Proposition 3.4.4. The nerve functor commutes with arbitrary coproducts of cat-



























This isomorphism commutes with faces and degeneracies.
The topological version of the following Proposition can be found in [Fie84]. For
a simplicial version, but only for binary free products, see [DK80]. The following
Proposition will play a crucial role in the proof of Lemma 4.4.4. This Lemma is
used to prove the main result in Chapter 4 (see Theorem 4.4.6).
Proposition 3.4.5. The nerve functor on monoids commutes, up to weak homo-
topy equivalence, with arbitrary coproducts of monoids. That is, each family {Mi}
of monoids induces a weak homotopy equivalence of simplicial sets:∨
NMi → N(∗Mi).
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The following Proposition tell us that the nerve functor N : Cat → sSet
embeds Cat as a full subcategory of sSet. It is through the nerve functor that a
small category models a simplicial set.
Proposition 3.4.6. The nerve functor is fully faithful.
Proof. First we show that the nerve functor is faithful. Let two different functors
ϕ, ψ : C → D be given. Thus there exists a morphism f : x0 → x1 in C such that
ϕ(f) : ϕ(x0)→ ϕ(x1) is different from ψ(f) : ψ(x0)→ ψ(x1). Hence Nϕ1 6= Nψ1.
Therefore the simplicial maps Nϕ and Nψ are different. This proves that the nerve
functor is faithful.
Next we show that the nerve functor is full. Let a simplicial map f : NC → ND
be given. Restricting to the zeroth level f0 : Ob(C)→ Ob(D) gives a map between
objects, while restricting to the first level f1 : Mor(C) → Mor(D) gives a map
between morphisms. A functor is specified by mappings objects and morphisms.
These maps f0 and f1 together specify a functor ϕ : C → D. An easy induction
shows that fn = (Nϕ)n for all n. Thus f = Nϕ which proves that the nerve
functor is full.
Proposition 3.4.7. Let ϕ, ψ : C → D be functors. If there exists a natural
transformation θ from ϕ to ψ, then Nθ is a homotopy taking Nϕ to Nψ.
Conversely, let f be a homotopy taking Nϕ to Nψ. Then there exists a natural
transformation θ from ϕ to ψ such that f = Nθ.
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Then we apply the nerve functor to the commutative diagram above. The nerve is a
right adjoint (see Proposition 3.4.3) and hence preserves products, so N(C× [1]) ∼=
NC ×N [1] = NC ×∆[1]. Thus Nθ gives the required simplicial homotopy.
To prove the converse, note that the homotopy f is the same as a simplicial














Similarly, we note NC ×∆[1] ∼= N(C × [1]). Thus f is a simplicial map between
two nerves, hence the fullness of the nerve functor (see Proposition 3.4.6) implies
that f = Nθ for some θ. This functor θ is a natural transformation from ϕ to
ψ.
Corollary 3.4.8. Let C and D be categories. If a functor ϕ : C → D is an
equivalence of categories, then Nϕ : NC → ND is a homotopy equivalence of
simplicial sets.
Proof. Since ϕ is an equivalence of categories, there exists a functor ψ : D → C,
a natural isomorphism between ϕ ◦ψ and 1D, and a natural isomorphism between
ψ ◦ ϕ and 1C . By Proposition 3.4.7, the simplicial map Nϕ ◦Nψ is homotopic to
N(1D) = 1ND and the simplicial map Nψ ◦ Nϕ is homotopic to N(1C) = 1NC .
Thus Nϕ : NC → ND is a homotopy equivalence whose homotopy inverse is Nψ.
Chapter4
A General Cofiber Sequence
4.1 Universal Monoids and Universal Groups
Definition 4.1.1. The universal monoid of a category C, written as U(C), is
J(Mor(C))
〈∀X ∈ Ob(C) (1X ∼ 1), ∀f, g ∈ Mor(C) (t(f) = s(g) =⇒ g ◦ f ∼ f · g )〉 .
(4.1.1)
Viewing a monoid as a category with one object defines an inclusion functor
Mon ↪→ Cat.
Proposition 4.1.2. The universal monoid functor U : Cat → Mon is the left
adjoint to the inclusion functor Mon ↪→ Cat. That is, the universal monoid of a








Given a functor ψ : C → M to a monoid M , there exists a unique monoid homo-
morphism ψ˜ : U(C) → M such that the above diagram commutes. Here the unit
map of the adjunction η : C → U(C) sends f 7→ f for each morphism f in C.
47
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Proof. Define ψ˜(f1 · · · fn) = ψ(f1) · · ·ψ(f2). We check that this map is well-
defined. There are two equivalence relations to check. First ψ˜(1X) = ψ(1X) = 1M
since the functor ψ sends identity morphisms to identity morphisms. Second
ψ˜(g ◦ f) = ψ(g ◦ f) = ψ(f)ψ(g), since the functor ψ preserves commutative dia-
grams, which agrees with ψ˜(fg) = ψ(f)ψ(g). It is easy to check that ψ˜ is a monoid
homomorphism which makes the above diagram commute.
For uniqueness, observe that the commutativity of the above diagram gives
ψ˜(f) = ψ˜(η(f)) = ψ(f). Since ψ˜ is a monoid homomorphism, this forces ψ˜(f1 · · · fn) =
ψ(f1) · · ·ψ(f2).
Proposition 4.1.3. The universal monoid U(C) is the cokernel of Ob(C) ↪→ C.
Proof. Let a functor ϕ : C → D be given such that the composite Ob(C) ↪→ C ϕ−→
D is a constant map. Thus the image of ϕ is a single object of D, call it x. By the
universal property of the universal monoid, since EndD(x) is a one-object category,
the map ϕ : C → EndD(x) gives a map ϕ˜ : U(C) → EndD(x). The composite
U(C)
ϕ˜−→ EndD(x) ↪→ D is the required unique map for the universal property of
the cokernel:








Example 4.1.4. Let G be a groupoid. Its universal monoid U(G) is in fact a
group. To see this, since U(G) is a quotient of the free monoid J(Mor(G)), it
suffices to show that each morphism f : x→ y of G has an inverse in U(G). Note
that G is a groupoid, so f has an inverse f−1 : y → x in G. Using the equivalence
relations that define U(G), we calculate ff−1 ∼ f−1 ◦ f = 1y ∼ 1 and similarly
f−1f ∼ 1. Thus f and f−1 are inverses in U(G). Therefore U(G) is indeed a
group.
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The universal monoid functor U : Cat → Mon restricted to Grpd factors











Definition 4.1.5. The universal group of a groupoid G is U(G).
Viewing a group as a groupoid with one object defines an inclusion functor
Grp ↪→ Grpd.
Proposition 4.1.6. The universal group functor U : Grpd → Grp is the left
adjoint to the inclusion functor Grp ↪→ Grpd. That is, the universal group of a








Given a functor ψ : G → H to a group H, there exists a unique group homomor-
phism ψ˜ : U(G) → H such that the above diagram commutes. Here the unit map
of the adjunction η : G→ U(G) sends f 7→ f for each morphism f in G.
Proof. We have shown in Example 4.1.4 that U(G) is a group. This Proposition
is then a special case of Proposition 4.1.2.
The formula (4.1.1) describes U(C) as a quotient of the free monoid J(Mor(G)).
In the case where C = G is a groupoid, since U(G) is a group, there is reason to
seek a formula that describes U(G) as a quotient of the free group F (Mor(G))
instead. We give such a formula in the next proposition. This formula is also
slightly shorter than that in (4.1.1).
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Proposition 4.1.7. Let G be a groupoid. There is an isomorphism of groups
natural in G:
U(G) ∼= F (Mor(G))〈∀f, g ∈ Mor(G) (t(f) = s(g) =⇒ g ◦ f ∼ f · g )〉 (4.1.2)
Proof. We verify the universal property in Proposition 4.1.6. Set the unit map η
from G to the RHS of (4.1.2) by sending f 7→ f for every morphism f of G. Let a












Define ψ˜(f1 . . . fn) = ψ(f1) · · ·ψ(fn). We check that the map ψ˜ is well-defined.
Indeed ψ˜(g ◦ f) = ψ(g ◦ f) = ψ(f)ψ(g), since the functor ψ preserves commutative
diagrams, which agrees with ψ˜(fg) = ψ(f)ψ(g). It is easy to check that ψ˜ is a
group homomorphism which makes the above diagram commute.
For uniqueness, observe that the commutativity of the above diagram gives
ψ˜(f) = ψ˜(η(f)) = ψ(f). Since ψ˜ is a group homomorphism, this forces ψ˜(f1 · · · fn) =
ψ(f1) · · ·ψ(f2).
4.2 Equivalence to a One-Object Category
For a simplicial category C, the sufficient condition in Theorem 4.4.6 and its Corol-
lary is that Cn is equivalent to a totally disconnected category for all n. In this
section, we analyze this condition in detail.
Recall that each category D can be written as a disjoint union (or coproduct)
of connected categories, which are called the connected components of D.
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Definition 4.2.1. A category is said to be totally disconnected if each connected
component contains only one object. A simplicial category is totally disconnected
if, in each dimension, it is totally disconnected.
Proposition 4.2.2. Let C be a nonempty category. The following are equivalent:
1. The category C is equivalent to a one-object category.
2. Any two objects in C are isomorphic.
3. For each object x ∈ Ob(C), the inclusion functor EndC(x) ↪→ C is an equiv-
alence of categories.
4. There exists an object x ∈ Ob(C) such that the inclusion functor EndC(x) ↪→
C is an equivalence of categories.
Proof. It suffices to show that 1 =⇒ 2 =⇒ 3 =⇒ 4 =⇒ 1.
1 =⇒ 2 Suppose θ : M → C is an equivalence of categories from a one-object
category M to a category C. The unique object ∗ of M is sent by the functor θ
to the object θ(∗) in C. Since θ is an equivalence of categories, it is, in particular,
essentially surjective. Thus every object of C is isomorphic to θ(∗) and therefore
any two objects of C are isomorphic.
2 =⇒ 3. Suppose that any two objects in C are isomorphic. Let an object
x ∈ Ob(C) be given. The inclusion functor EndC(x) ↪→ C is fully faithful. But
since any two objects in C are isomorphic, this inclusion functor is also essentially
surjective. Therefore this inclusion functor is an equivalence of categories.
3 =⇒ 4. Obvious.
4 =⇒ 1. Obvious.
Denote by ι the inclusion functor EndC(x) ↪→ C. We construct the inverse ι−1,
up to natural isomorphism, explicitly. Choose a family {cy : x→ y| y ∈ Ob(C), y 6=
x} of isomorphisms in C. For the morphism d : y → z in C, assign ι−1(d) = c−1z dcy.
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It is easy to check that ι−1ι = 1End(x) and c• is the natural isomorphism from ιι−1
to 1C .
Corollary 4.2.3. A category equivalent to a one-object category is connected.
Proof. Let C be a category equivalent to a one-object category. Given any two
objects x and y in C, the isomorphism between x and y connects them.
Example 4.2.4. A connected groupoid is equivalent to a one-object category.
For each object x in a connected groupoid G, the automorphism group AutG(x)
coincides with EndG(x). Therefore the inclusion functor AutG(x) ↪→ G is an
equivalence of categories.
We are ready to give examples of simplicial categories that satisfy the sufficient
condition of Theorem 4.4.6 and its Corollary.
Example 4.2.5. Let G be a simplicial groupoid. The above Example 4.2.4 states
that a connected groupoid is equivalent to a one-object category. Hence Gn is
equivalent to a totally disconnected category for all n.
Proposition 4.2.6. Let C be a category. The following are equivalent:
1. Each connected component of C is equivalent to a one-object category.
2. The category C is equivalent to a totally disconnected category.
Proof. 1 ⇒ 2. Write C = ∐Ai as a coproducts of connected components. Let
ψ : Ai → Mi be the given equivalence of categories where Mi is a one-object
category. Then
∐
ψi : C →
∐
Mi is the required equivalence of categories.
2 ⇒ 1. Let ϕ : C → ∐Mi be the given equivalence of categories where each
Mi is a one-object category. Let A be a connected component of C. Since A is
connected, the restriction of ϕ to A maps A to a single Mi for some i. It suffices
to show that this restriction ϕ|A : A→Mi is an equivalence of categories.
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Notice that ϕ, being an equivalence of categories is fully faithful. Hence ϕ|A is
fully faithful. Furthermore, since Mi has only one-object so automatically ϕ|A is
essentially surjective. Therefore ϕ|A is an equivalence of categories, as required.
Proposition 4.2.7. Let C be a category. Fix a basepoint x ∈ Ob(C).
If C is equivalent to a one-object category, then each family {cy : x → y| y ∈






Here [cy] is a category isomorphic to [1] whose nonidentity morphism is cy and [cy]
is the groupoid completion of [cy].
Conversely, if a category is the wedge sum of one-object categories and [1]’s,
then it is equivalent to a one-object category.
Proof. We verify the universal property. Let D be a category and functors α :


















Suppose there exists a functor γ : C → D such that α is the composite
EndC(x) ↪→ C γ−→ D and βy is the composite [cy] ↪→ C γ−→ D. For any mor-
phism y
d−→ z there exists x hd−→ x such that the following diagram commutes (just
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choose hd as c
−1










Therefore γ(d) = γ(cz ◦hd ◦ c−1y ) = γ(cz) ◦ γ(hd) ◦ γ(c−1y ) = βz(cz) ◦α(hd) ◦βy(c−1y ).
This shows the uniqueness of γ.
It is easy to check that this γ is indeed a functor such that α is the composite
EndC(x) ↪→ C γ−→ D and βy is the composite [cy] ↪→ C γ−→ D. This proves the
existence.
For the converse, the groupoid [1] is equivalent to the trivial one-object category
[0]. Since the wedge sum of one-object categories is still a one-object category, the
result follows.
Proposition 4.2.8. Let C be a category. Fix an object x ∈ Ob(C).
If C is equivalent to a one-object category, then each family {cy : x → y| y ∈
Ob(C), y 6= x} of isomorphisms in C induces a free product decomposition
EndC(x) ∗ F ({cy|y ∈ Ob(C), y 6= x})
∼=→ U(C).
Proof. Apply Proposition 4.2.7 and the fact that U is a left adjoint.
Corollary 4.2.9. If C is equivalent to a one-object category M , then there is an
isomorphism of monoids
U(C) ∼= M ∗ F [Ob(C)].
Proof. The monoid EndC(x) is isomorphic toM since any two one-object categories
are equivalent. The free group F ({cy|y ∈ Ob(C), y 6= x}) is isomorphic to the free
group generated by the set Ob(C)− {x}.
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4.3 Nerves of Sets
For a simplicial category C, we analyze the structure of N Ob(C) and its geometric
realization.
Definition 4.3.1. A category is called discrete if every morphism is an identity
morphism. A simplicial category is called a simplicial discrete category if in each
dimension it is a discrete category.
Example 4.3.2. A set X can be viewed as a category whose objects are the
elements in X and whose morphisms are identity morphisms. In this way, a set
can be viewed as a discrete category.
This defines an inclusion functor Set ↪→ Cat.
Example 4.3.3. Let C be a category. The set Ob(C) of objects can be viewed as
a discrete category, giving an inclusion functor Ob(C) ↪→ C.
Proposition 4.3.4. Let X be a set. There is an isomorphism of simplicial sets
natural in X:
NX ∼= X.
The LHS is the nerve of the set X which is viewed as a discrete category and
the RHS is the discrete simplicial set X.
Proof. Since the nerve functor preserves coproducts and every set is a coproduct
of singletons, the proposition reduces to the obvious isomorphism N∗ ∼= ∗. It is
easy to check the naturality.
Corollary 4.3.5. Let X be a simplicial set. Then there is an isomorphism of
bisimplicial sets
NX ∼= X.
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Here in the LHS the simplicial set X is viewed as a simplicial discrete category
and the RHS is the bisimplicial set discrete in one index.
Proof. There is an isomorphism in each dimension because of Proposition 4.3.4.
The naturality of this isomorphism implies the commutativity with faces and de-
generacies.
Corollary 4.3.6. Let C be a simplicial category. There is an isomorphism of CW
complexes |N Ob(C)| ∼= |Ob(C)|.
Proof. By definition, |N Ob(C)| = | diagN Ob(C)|. Apply the above Corollary
4.3.5 with X = Ob(C) and this becomes the required | diag Ob(C)| ∼= |Ob(C)|
(see Example 3.3.4).
4.4 The Main Theorem
Proposition 4.4.1. Let C be a category. The nerve Nη : NC → NU(C) of the
unit map factors through N Ob(C).
We abuse notation and write the induced map as Nη : NC
N Ob(C)
→ NU(C).
Proof. The unit map η : C → U(C) sends every identity arrow of C to the identity








Here the functor [0] → U(C) is uniquely determined since U(C) has only one
object.
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Apply the nerve functor to obtain







Thus N Ob(C) is sent to the unique basepoint of the reduced simplicial set NU(C)
which implies the required result.




→ NU(M) is an isomorphism of simplicial sets.
Proof. Since M has only one object, N Ob(M) = ∗. Thus the map NηM reduces
to the map NηM : NM → NU(M). Since M is a monoid, U(M) ∼= M and the
unit map ηM : M → U(M) is an isomorphism of one-object categories. Therefore
NηM : NM → NU(M) is an isomorphism of simplicial sets.
The technical content of Theorem 4.4.6 is contained in the next two lemmas.
Drawing only the nonidentity arrows, the groupoid [1] looks like • •.
Lemma 4.4.3. The map Nη[1] :
N [1]
N Ob([1])
→ NU([1]) is a weak homotopy equiva-
lence.
Proof. The monoid U([1]) is in fact the group of integers generated by the non-
identity morphism of [1]. Thus NU([1]) ∼= NZ. Also Ob([1]) is just {0, 1}. There











Here the inclusion j is induced by the faithful functor [1] ↪→ [1] and the map g
sends the unique 1-simplex of S1 to the nonidentity morphism of [1].
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To show that Nη[1] is a weak homotopy equivalence, it suffices to show that
j and g are both weak homotopy equivalences. First consider j. The geometric
realization of N [1] is the standard 1-simplex which is contractible. Hence N [1] is
weak homotopy equivalent to ∗. On the other hand the groupoid [1] is equivalent
to the category [0], hence N [1] is homotopy equivalent to N [0] = ∗. Thus j is a
weak homotopy equivalence.
Next consider g. The 1-sphere S1 is a K(Z, 1). Since U([1]) ∼= Z and g sends the
unique 1-simplex of S1 to a generator of U([1]), then g is a homotopy equivalence.
This completes the proof.




→ NU(C) is a weak homotopy equivalence.
Proof. Fix a basepoint x ∈ Ob(C). Since C is equivalent to a one-object category,












N{x} ∨∨y 6=xN Ob([cy])
i∧



















To show that NηC is a weak homotopy equivalence, it suffices to show that every
other map is a weak homotopy equivalence. We will describe each map in turn and
prove that it is a weak homotopy equivalence.
The monomorphism i is induced by the faithful functors EndC(x) ↪→ C and
[cy] ↪→ C in the numerator. In the denominator, the isomorphism Ob(C) ∼= {x} ∨
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∨
y 6=x{x, y} gives an isomorphism N Ob(C) ∼= Ob(C) ∼= N{x} ∨
∨
y 6=xN Ob [cy] by
Proposition 4.3.4. Since C is equivalent to a one-object category, EndC(x) ↪→ C is
an equivalence of categories by Proposition 4.2.2. Thus Corollary 3.4.8 implies that
N EndC(x)→ NC is a homotopy equivalence. Since the groupoid [cy] is equivalent
to [0] a one-object category, N [cy] is weakly equivalent to ∗. This implies i is a
weak homotopy equivalence.
The map f is the isomorphism of simplicial sets given in Proposition 3.1.18.
The map NηEndC(x) ∨
∨
y 6=xNη[cy ] is a weak homotopy equivalence. This is
because NηEndC(x) is an isomorphism of simplicial sets by Lemma 4.4.2 and Nη[cy ]
is a weak homotopy equivalence by Lemma 4.4.3.
The map h is induced by the isomorphism U(EndC(x)) ∼= EndC(x). The map




NU [cy]→ N( ∗
y 6=x
U [cy])
∼=−→ NF ({cy|y 6= x}).
The first map is a weak homotopy equivalence by Proposition 3.4.5. The second
map is an isomorphism since U([cy]) ∼= Z. Thus k is a weak homotopy equivalence
and so is h ∨ k.
The map g is the weak homotopy equivalence given by Proposition 3.4.5.
The map Nϕ is the nerve of the map ϕ given in Proposition 4.2.8. Since ϕ is
is an isomorphism of monoids, Nϕ is an isomorphism of simplicial sets.
Corollary 4.4.5. Let C be a category. If C is equivalent to a totally disconnected





Proof. Decompose C =
∐
iAi into its connected components. Since C is equiva-
lent to a totally disconnected category by assumption, each connected component
Ai is equivalent to a one-object category. Thus Lemma 4.4.4 gives weak homo-
topy equivalences NηAi :
NAi
N Ob(Ai)
→ NU(Ai) for all i. Consider the following



























To show that NηC is a weak homotopy equivalence, it suffices to show that
every other map is a weak homotopy equivalence. The map f is an isomorphism
since both the nerve functor and the Ob functor commute with coproducts (see
Proposition 3.4.4 and Proposition 2.1.3 respectively). The map g is an isomorphism
by Corollary 3.1.19. The map h is a weak homotopy equivalence by Proposition
3.4.5. The map k is an isomorphism since U is a left adjoint and thus commutes
with coproducts.
Theorem 4.4.6. Let C be a simplicial category. If Cn is equivalent to a totally






Proof. Corollary 4.4.5 says that each (Nη)n is a weak homotopy equivalence. Hence
Proposition 3.3.5 implies that diagNη : diag NC
N Ob(C)
→ diagNU(C) is a weak
homotopy equivalence.
Corollary 4.4.7. Let C be a simplicial category. If Cn is equivalent to a totally
disconnected category for all n, then
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2. The cellular map |Nη| extends to a cofiber sequence of CW complexes
|N Ob(C)| → |NC| |Nη|−−→ |NU(C)|.
Proof. Since by assumption, in every dimension n, each connected component of
the category Cn is equivalent to a one-object category, Theorem 4.4.6 applies to
give a weak homotopy equivalence diagNη : diag NC
N Ob(C)
→ diagNU(C). Then
the geometric realization | diagNη| :
∣∣∣diag NCN Ob(C) ∣∣∣ → | diagNU(C)| is a weak
homotopy equivalence of CW complexes, and hence it is a homotopy equivalence
by Whitehead’s Theorem. Definition 3.3.3 states that the geometric realization of
a bisimplicial set is the geometric realization of its diagonal. This proves item 1.
Since |N Ob(C)| → |NC| →
∣∣∣ NCN Ob(C) ∣∣∣ is a cofiber sequence, item 1 implies item
2.
In the next Section, we discuss a large family of examples where C is taken
to be the simplicial translation category associated to a sSet-valued functor. But
first, let us consider some simple examples.
Example 4.4.8. Let C be a simplicial discrete category (see Definition 4.3.1).
Then C is totally disconnected and hence we can apply Corollary 4.4.7. Since
every morphism of Cn is an identity morphism, U(Cn) is the trivial monoid (see
Definition 4.1.1). Thus U(C) is the trivial simplicial monoid so that NU(C) = ∗.
The cofiber sequence |N Ob(C)| → |NC| → |NU(C)| in Corollary 4.4.7 becomes
the trivial cofiber sequence
|NC| → |NC| → ∗.
In fact, since C is a simplicial discrete category, thus NC is isomorphic to
N Ob(C). Thus Corollary 4.3.6 implies that |NC| is isomorphic to |Ob(C)|.
The next example is about the fundamental groupoid. First recall the definition
of the fundamental groupoid.
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Definition 4.4.9. Let X be a simplicial set and A ⊂ X0, where X0 is the collection
of vertices (i.e. 0-simplices). The fundamental groupoid of X with basepoints in A,
written as Π(X,A), is defined as follows. An object of Π(X,A) is an element of A.
A morphism of Π(X,A) is a homotopy class of edges (i.e. 1-simplices) of X with
both endpoints in A.
The set of morphisms Π(X,A) correspond to the homotopy classes of based
simplicial maps
(4[1], {0, 1})→ (X,A).
These simplicial maps are required to send both endpoints of the standard 1-
simplex 4[1] into A.
Example 4.4.10. Let X be a bisimplicial set and A be a simplicial subset of X•0.
Since Π(X,A) is a simplicial groupoid, Example 4.2.5 implies that Π(X,A)n is
equivalent to a totally disconnected category for all n. Hence Corollary 4.4.7 applies
to give the cofiber sequence |N Ob(Π(X,A))| → |NΠ(X,A)| → |NU(Π(X,A)|.
Since Ob(Π(X,A)) is just A, Corollary 4.3.6 implies that |N Ob(Π(X,A))| is iso-
morphic to |A|. Then the cofiber sequence becomes
|A| → |NΠ(X,A)| → |NU(Π(X,A)|.
4.5 Translation Categories and Homotopy Col-
imits
In this Section, we specialize Corollary 4.4.7 to the case where C is a simplicial
translation category.
Definition 4.5.1. The translation category of a functor F : D → Set, written
as EDF , is defined as follows. The objects of EDF are of the form (i, x) with
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i ∈ Ob(D) and x ∈ F (i). For each morphism f : i→ j in D and for each x ∈ F (i),
there is a morphism f : (i, x)→ (j, F (f)(x)) in EDF .
The simplicial translation category of a functor F : D → sSet, also written
as EDF , is defined dimensionwise by setting (EDF )n = EDFn where Fn is the
composite functor
D
F−→ sSet •n−→ Set.
We use the following definition of the homotopy colimit (see Chapter IV Ex-
ample 1.8 of [GJ99]).
Definition 4.5.2. The homotopy colimit of a sSet-valued functor F is
hocolim
D
F = diag(NEDF ).





Lemma 4.5.3. Let F : D → Set be a functor and let f : i → j be a morphism
in D. A morphism f : (i, x)→ (j, F (f)(x)) in the translation category EDF is an
isomorphism if and only if f : i→ j is invertible in D.
Proof. For the forward direction, suppose that g : (j, F (f)(x)) → (i, x) is the in-
verse of f : (i, x)→ (j, F (f)(x)) inEDF . Thus the composite (i, x) f−→ (j, F (f)(x)) g−→
(i, x) is the identity morphism (i, x)
1i−→ (i, x) of the object (i, x), hence g ◦ f = 1i.
Similarly, the other composite shows that f ◦ g = 1j. Thus g is the inverse of f in
D.
For the backward direction, suppose that f−1 : j → i is the inverse of f : i→ j
in D. We check that (j, F (f)(x))
f−1−−→ (i, F (f−1)F (f)(x)) = (i, F (f−1f)(x)) =
(i, x) is the inverse of f : (i, x) → (j, F (f)(x)) in EDF . Indeed the composite
(i, x)
f−→ (j, F (f)(x)) f−1−−→ (i, x) is equal to (i, x) f−1◦f−−−→ (i, x), which is the identity
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morphism (i, x)
1i−→ (i, x). A similar check shows that the other composite is the
identity morphism of (j, F (f)(x)).
Proposition 4.5.4. Let F : D → Set be a functor. The following are equivalent:
1. The translation category EDF is equivalent to a totally disconnected category.
2. For each morphism f : i → j in D, for each x ∈ F (i), there exists an
invertible morphism g : i→ j in D such that F (g)(x) = F (f)(x).
Proof. 1 =⇒ 2. Suppose that EDF is equivalent to a totally disconnected cate-
gory. By Proposition 4.2.6, this is equivalent to saying that each connected com-
ponent of EDF is equivalent to a one-object category. By Proposition 4.2.2, this
is also equivalent to saying that any two objects in the same connected component
of EDF are isomorphic.
Let a morphism f : i → j in D and x ∈ F (i) be given. There are two cases:
either (i, x) and (j, F (f)(x)) are the same object or are distinct objects in EDF .
In the former case, this implies i = j and x = F (f)(x). We then pick g to
be 1i : i → i. Indeed F (1i)(x) = x = F (f)(x). In the latter case, the morphism
f : (i, x)→ (j, F (f)(x)) connects these two objects. Thus (i, x) and (j, F (f)(x) are
isomorphic objects in EDF . Let g : (i, x)→ (j, F (f)(x)) be such an isomorphism.
Then F (g)(x) = F (f)(x). Since g is an isomorphism in EDF , g : i→ j is invertible
in D.
2 =⇒ 1. Suppose that for each morphism f : i → j in D, for each x ∈ F (i),
then there exists an invertible morphism g : i → j in D such that F (g)(x) =
F (f)(x). It suffices to show that if a single morphism connects two objects (i, x)
and (j, y) in EDF , then these two objects are isomorphic in EDF . For this would
imply that any two objects in the same connected component of EDF are connected
by a finite sequence of isomorphisms and hence are isomorphic. This would imply
the required result (using Propositions 4.2.6 and 4.2.2.)
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Let two objects (i, x) and (j, y) which are connected by a single morphism
f : (i, x)→ (j, y) be given. If (i, x) and (j, y) are the same object, then obviously
they are isomorphic. Without loss of generality assume that (i, x) and (j, y) are
distinct objects. Then y = F (f)(x) so by assumption there exists an invertible
morphism g : i→ j in D such that F (g)(x) = F (f)(x). The previous Lemma then
implies that g : (i, x) → (j, F (g)(x)) = (j, F (f)(x)) = (j, y) is an isomorphism in
EDF . This completes the proof.
Theorem 4.5.5. Let F : D → sSet be a functor. Suppose that the simplicial
translation category EDF satisfies the following condition:
(♥) For all n, for each morphism f : i → j in D, for each x ∈ Fn(i),
there exists an invertible morphism g : i→ j in D such that Fn(g)(x) =
Fn(f)(x).
Then there is a cofiber sequence∐
i∈Ob(D)
|F (i)| → | hocolim
D
F | → |NU(EDF )|.
Proof. Using the previous Proposition, the condition (♥) implies that EDFn is
equivalent to a totally disconnected category for all n. Corollary 4.4.7 gives a
cofiber sequence
|N Ob(EDF )| → |N(EDF )| → |NU(EDF )|.
The CW complex |N Ob(EDF )| is isomorphic to |Ob(EDF )| = |
∐
i∈Ob(D) F (i)| by
Corollary 4.3.6 . Since geometric realization is a left adjoint and thus commutes
with colimits, thus |N Ob(EDF )| is also isomorphic to
∐
i∈Ob(D) |F (i)|. On the
other hand |N(EDF )| = | hocolimD F | by Definition 4.5.2. This gives the result.
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A morphism f : (i, x) → (j, F (f)(x)) of EDFn is determined by a pair (x, f)
where f : i → j is a morphism in D and x ∈ Fn(i). Hence the set of morphisms
Mor(EDFn) is isomorphic to
∐
f∈Mor(D) s(Fn(f)). Here s denotes the source of the





Since the free monoid functor J is a left adjoint, it commutes with coproducts.







∼= ∗f∈Mor(D) J (s(Fn(f)))∼
where the equivalence relation is generated by the following two equivalence rela-
tions. For each object i ∈ Ob(D) and for each x ∈ Fn(i), there is an equivalence
relation (x, 1i) ∼ 1. For each morphism f and g in D and each x ∈ Fn(i) if
t(f) = s(g), then there is an equivalence relation (x, f) · (Fn(f)(x), g) ∼ (x, g ◦ f).
We end with two simple examples of simplicial translation categories that satisfy
(♥).
Example 4.5.6. Let F : D → sSet be a functor. If D is a groupoid, then EDF
satisfies (♥). This is because we may take g = f in (♥) for every morphism of D
is invertible.
Example 4.5.7. Let F : D → sSet be a functor. If D is totally disconnected and
each Fn sends every morphism of D to an identity morphism, then EDF satisfies
(♥). To see why, let a morphism f : i → j in D and x ∈ Fn(i) be given. Since
D is totally disconnected, then j = i. Since Fn sends every morphism of D to an
identity morphism, so Fn(f) = 1i. Thus the morphism f : (i, x) → (j, F (f)(x))
in EDF is really an endomorphism of (i, x). Since (i, x) and (j, F (f)(x)) are the
same object, the condition (♥) is satisfied automatically.
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If D has only one object •, then a functor F : D → sSet corresponds to an
action of D, viewed as a discrete monoid, on the simplicial set F (•). We will
discuss simplicial monoid actions in greater detail in Chapter 6.
Chapter5
A General Cofiber Sequence: Reduced
Version
In this chapter, we describe the necessary changes for a reduced version of the
general cofiber sequence of Chapter 4.
5.1 Reduced Universal Monoids and Reduced Uni-
versal Groups
Definition 5.1.1. The reduced universal monoid of a pointed category C, written






〈∀X ∈ Ob(C) (1X ∼ 1), ∀f, g ∈ Mor(C) (t(f) = s(g) =⇒ g ◦ f ∼ f · g )〉 .
(5.1.1)
Viewing a monoid as a pointed category with one object defines an inclusion
functor Mon ↪→ PtCat. The proofs of the following Propositions are similar to
the proofs in Section 4.1.
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Proposition 5.1.2. Let C be a pointed category. The reduced universal monoid








Given a functor ψ : C →M to a monoid M such that ψ sends every endomorphism
of ∗ to 1M , i.e. ψ(EndC(∗)) = 1M , then there exists a unique monoid homomor-
phism ψ˜ : U [C]→ M such that the above diagram commutes. Here η : C → U [C]
sends f 7→ f for each morphism f in C.
The reduced universal monoid is related to the universal monoid by the follow-
ing formula.
Proposition 5.1.3. Let C be a pointed category. There is an isomorphism of
monoids natural in C:
U [C] ∼= U(C)〈EndC(∗) ∼ 1〉 .
Proposition 5.1.4. Let C be a pointed category and let C = A0 unionsq
∐
Ai be a
decomposition of C into its connected components where A0 contains the basepoint.
Then there is a monoid isomorphism:
U [C] ∼= U [A0] ∗ ∗U(Ai).
Proof. Note that EndC(∗) is just EndA0(∗) since A0 contains the basepoint. Hence
U(A0) ∗ ∗U(Ai)
〈EndC(∗) ∼ 1〉
∼= U(A0)〈EndA0(∗) ∼ 1〉
∗ ∗U(Ai).
Since U is a left adjoint, it commutes with coproducts. So U(C) = U(A0unionsq
∐
Ai) ∼=





∼= U(A0)〈EndA0(∗) ∼ 1〉
∗ ∗U(Ai).
Finally Proposition 5.1.3 applies to the pointed categories C and A0 to obtain the
required isomorphism.
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Example 5.1.5. Let G be a pointed groupoid. Similarly to Example 4.1.4, its
reduced universal monoid U [G] is in fact a group. The reduced universal monoid
functor U [•] : PtCat → Mon restricted to PtGrpd factors through Grp. This











Definition 5.1.6. The reduced universal group of a pointed groupoid G is U [G].
Viewing a group as a pointed groupoid with one object defines an inclusion
functor Grp ↪→ PtGrpd.
Proposition 5.1.7. Let G be a pointed groupoid. The reduced universal group








Suppose given a functor ψ : G → H to a group H such that ψ sends every auto-
morphism of ∗ to 1H , that is, ψ(AutG(∗)) = 1H , then there exists a unique group
homomorphism ψ˜ : U [G]→ H such that the above diagram commutes.
Proof. We have shown in Example 5.1.5 that U [G] is a group. This Proposition is
then a special case of Proposition 5.1.2.






. In the case where C = G is a groupoid, since U [G] is a group, there






instead. We give such a formula in the next proposition. This formula
is also slightly shorter than that in (5.1.1).
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Proposition 5.1.8. Let G be a pointed groupoid. There is an isomorphism of







〈∀f, g ∈ Mor(G) (t(f) = s(g) =⇒ g ◦ f ∼ f · g )〉 . (5.1.2)
5.2 Necessary Changes for Reduced Version
Proposition 5.2.1. Let C be a pointed category. The unit map η : C → U(C)
induces a map NC/N EndC(∗)
N Ob(C)
→ NU [C].
Proof. Proposition 4.4.1 gives a map Nη : NC
N Ob(C)
→ NU(C). Since η sends
every endomorphism of the basepoint to the identity, the composite NC
N Ob(C)
Nη−−→
NU(C)→ NU [C] factors through NC/N EndC(∗)
N Ob(C)
.
By abuse of notation we still call the induced map Nη : NC/N EndC(∗)
N Ob(C)
→ NU [C].
Proposition 5.2.2. Let C be a pointed category.
If C is equivalent to a one-object category, then each family {cy : ∗ → y| y ∈
Ob(C), y 6= ∗} of isomorphisms in C induces a monoid isomorphism
ϕ : F ({cy|y ∈ Ob(C), y 6= ∗})→ U [C]
generated by ϕ(cy) = ∗ cy−→ y.
Proof. Use Proposition 4.2.8 and Proposition 5.1.3.
The main additional lemma needed to be proven is the following reduced version
of Lemma 4.4.4.
Lemma 5.2.3. Let C be a pointed category. If C is equivalent to a one-object
category, then the unit map η : C → U(C) induces a weak homotopy equivalence
Nη : NC/N EndC(∗)
N Ob(C)
→ NU [C].
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Proof. Call the basepoint of C as x. Since C is equivalent to a one-object category,


























To show that NηC is a weak homotopy equivalence, it suffices to show that every
other map is a weak homotopy equivalence. We will describe each map in turn and
prove that it is a weak homotopy equivalence.
The monomorphism i is induced by the faithful functors [cy] ↪→ C in the numer-
ator. In the denominator, the isomorphism of sets Ob(C) ∼= ∨y 6=x{x, y} gives an
isomorphism N Ob(C) ∼= Ob(C) ∼= ∨y 6=xN Ob [cy] by Proposition 4.3.4. Since C is
equivalent to a one-object category, EndC(x) ↪→ C is an equivalence of categories.
Thus N EndC(x) → NC is a homotopy equivalence so that NC/N EndC(x) ∼= ∗.
Since the groupoid [cy] is equivalent to [0], N [cy] is weakly equivalent to ∗. This
implies i is a weak homotopy equivalence.
The map f is the isomorphism of simplicial sets given in Proposition 3.1.18.
The map
∨
y 6=xNη[cy ] is a weak homotopy equivalence. This is because Nη[cy ]
is a weak homotopy equivalence by Lemma 4.4.3.





∼=−→ NF ({cy|y 6= x}).
5.2 Necessary Changes for Reduced Version 73
The first map is a weak homotopy equivalence by Proposition 3.4.5. Hence h is a
weak homotopy equivalence.
The map Nϕ is the nerve of the map ϕ given in Proposition 4.2.8. Since ϕ is
is an isomorphism of monoids, Nϕ is an isomorphism of simplicial sets.
Corollary 5.2.4. Let C be a pointed category. If C is equivalent to a totally
disconnected category, then the unit map η : C → U(C) induces a weak homotopy
equivalence Nη : NC/N EndC(∗)
N Ob(C)
→ NU [C].
Proof. Decompose C = A0 unionsq
∐
i 6=0 Ai into its connected components where A0
contains the basepoint ∗. Since C is equivalent to a totally disconnected category
by assumption, each connected componentAi is equivalent to a one-object category.















































To show that NηC is a weak homotopy equivalence, it suffices to show that
every other map is a weak homotopy equivalence. The map f is an isomorphism
since N EndC(∗) = N EndA0(∗) and both the functors N and Ob commute with
coproducts (see Proposition 3.4.4 and Proposition 2.1.3 respectively). The map g
is an isomorphism by Corollary 3.1.19. The map h is a weak homotopy equivalence
by Proposition 3.4.5. The map k is an isomorphism by Proposition 5.1.4.
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The proofs of the following Theorem and Corollary follow exactly as in the
unreduced case.
Theorem 5.2.5. Let C be a pointed simplicial category. If Cn is equivalent to a






Corollary 5.2.6. Let C be a simplicial category. If Cn is equivalent to a totally
disconnected category for all n, then




∣∣∣∣→ |NU [C]| .
2. The cellular map |Nη| extends to a cofiber sequence of CW complexes
|N Ob(C)| → |NC| |Nη|−−→ |NU [C]|.
Chapter6
Generalization of the Constructions of
Carlsson and Wu
Carlsson generalized Milnor’s construction [Ada72]. Wu generalized James’ con-
struction. In this chapter, we will specialize the results of the previous chapter
on the homotopy cofiber sequence and obtain a simultaneous generalization of the
work of Milnor-Carlsson [Ada72] [Car84] and James-Wu [Jam55] [Wu98].
6.1 Action Categories
Definition 6.1.1. Let X be an M -set where M is a monoid. The action category ,
written as X//M , is defined as follows. The objects of X//M are the elements of
the set X and the morphisms are the morphisms x
m−→ xm for each x ∈ X,m ∈M .
If X is a simplicial M -set where M is a simplicial monoid instead, then the
simplicial action category of X, also written as X//M , is defined dimensionwise
by setting (X//M)n := Xn//Mn.
Similarly, we define the pointed action category.
Definition 6.1.2. Let X be a pointed M -set where M is a monoid. The pointed
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action category of X is the category X//M together with the object ∗ as basepoint.
An M -set where M is a monoid can be viewed as a functor M → Set, where M
is thought of as a one-object category. Indeed, given anM -setX, the corresponding
functor X : M → Set is specified by sending • to X and the morphism • m−→ • to
the action X
·m−→ X.
An action category is a special case of a translation category.
Proposition 6.1.3. Let X be an M-set where M is a monoid. Then the action
category is isomorphic to the translation category of X, viewed as a functor M →
Set, i.e.
X//M ∼= EMX.
Proof. Let ϕ : X//M → EMX be the functor ϕ(x) = (•, x) and ϕ(x m−→ xm) =
(•, x) ·m−→ (•,mx). The inverse of ϕ is the functor ψ : EMX → X//M defined as
ψ(•, x) = x and ψ(•, x) ·m−→ (•,mx) = (x m−→ xm).
Corollary 6.1.4. Let X be a simplicial M-set where M is a discrete simplicial




Lemma 4.5.3 specializes to the following.
Lemma 6.1.5. Let X be an M-set where M is a monoid. A morphism x
m−→ xm
in the action category X//M is an isomorphism if and only if m is invertible in
M .
Proposition 4.5.4 specializes to the following.
Proposition 6.1.6. Let X be a right M-set where M is a monoid. The following
are equivalent:
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1. The action category X//M is equivalent to a totally disconnected category.
2. For each x ∈ X and each m ∈M , there exists an invertible k ∈M such that
xm = xk.
6.2 The Borel Construction
Definition 6.2.1. Let M be a simplicial monoid. Define EM as the simplicial set
diagN(M//M), where M//M is the simplicial action category of the left transla-
tion action. This simplicial set becomes a left M -set under the action
m′ · (m m1−→ mm1 m2−→ · · · mn−−→ mm1 · · ·mn)
= m′m m1−→ m′mm1 m2−→ · · · mn−−→ m′mm1 · · ·mn.
The simplicial set EM is a contractible simplicial set with a free M -action (see
Lemma 4.2 of [BK72]).
Definition 6.2.2. Let X be a simplicial right M -set. Its Borel construction,
written X ×M EM , is the quotient simplicial set X×EM∼ under the equivalence
relations (xm, y) ∼ (x,my) for m ∈M,x ∈ X, y ∈ EM .
Proposition 6.2.3. Let X be a simplicial right M-set. There is an isomorphism
of simplicial sets:
diagN(X//M) ∼= X ×M EM.
Proof. Define g to be the following map:
diagN(X//M)→ X ×M EM
(x
m1−→ xm1 m2−→ · · · mn−−→ xm1 · · ·mn) 7→ (x, 1 m1−→ m1 m2−→ · · · mn−−→ m1 · · ·mn).
Define h to be the following map:
X ×M EM → diagN(X//M)
(x,m
m1−→ · · · mn−−→ mm1 · · ·mn) 7→ (xm m1−→ · · · mn−−→ xmm1 · · ·mn).
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The map h is well-defined since h(xm′,m m1−→ · · · mn−−→ mm1 · · ·mn) = xm′m m1−→
· · · mn−−→ xm′mm1 · · ·mn = h(x,m′m m1−→ · · · mn−−→ m′mm1 · · ·mn). It is easy to
check that g and h are inverses.
Corollary 6.2.4. There is an isomorphism of simplicial sets
diagNM → EM/M
(∗ m1−→ ∗ m2−→ · · · mn−−→ ∗) 7→ (1 m1−→ m1 m2−→ · · · mn−−→ m1 · · ·mn).
Proof. Apply the previous Proposition on the singleton M -set ∗. Since ∗//M ∼= M ,
the required result follows.
There is a reduced version of the above Borel constructions.
Definition 6.2.5. Let X be a pointed simplicial right M -set. The reduced Borel
construction is
X oM EM :=
X ×M EM
∗ ×M EM .
Proposition 6.2.6. Let X be a pointed simplicial right M-set. There is an iso-
morphism of simplicial sets:
X oM EM ∼= diag N(X//M)
N EndX//M(∗) .
Proof. Proposition 6.2.3 applies to give isomorphisms diagN(X//M) ∼= X×MEM






∼= X ×M EM∗ ×M EM = X oM EM.
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6.3 A Generalized Simplicial Monoid Construc-
tion




〈∀x ∈ X (x, 1) ∼ 1,∀x ∈ X∀m, k ∈M (x,m) · (xm, k) ∼ (x,mk)〉 .
For simplicial monoid actions M y X, the FM(X)-construction is a simplicial
monoid that is defined dimensionwise, i.e. (FM(X))n = F
Mn(Xn).
We will also refer to this construction as the FM(X)-construction on a (simpli-
cial) M-set X. To be rigorous, we should display the dependence on the monoid
action and write F (M y X) for the above construction. However, we follow the
usual convention in equivariant topology, and write simply FM(X) instead.
For a set X, we write J(X) for the free monoid and F (X) for the free group.
Therefore the notation JM(X) seems to be more appropriate for our above monoid
construction. However, we stick to the FM(X) notation due to historical reasons.
In [Car84], Carlsson named his group construction JG(X), mistakenly thinking
that his construction generalizes James construction. As we have noted in the
Introduction, Carlsson’s construction actually generalizes Milnor’s construction.
Thereafter, Wu named his monoid construction FM(X) [Wu98]. We will use Wu’s
notation. The constructions of Carlsson, Wu, Milnor and James are described in
detail later in this Chapter.
Proposition 6.3.2. The FM(X)-construction defines a functor F : MonAct →
Mon.
Proof. Let (ϕ, f) : M y X → K y Y a morphism of monoid actions be given.
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Thus the following diagram commutes:







This induces the monoid homomorphism
F (ϕ, f) : FM(X)→ FK(Y )
(x,m) 7→ (f(x), ϕ(m)).
We check that this homomorphism is well-defined. There are two equivalence re-
lations to check. First, F (ϕ, f)(x, 1) = (f(x), ϕ(1)) = (f(x), 1) = 1FK(Y ). Second,
the above commutative diagram implies f(xm) = f(x)ϕ(m) so
F (ϕ, f)[(x,m) · (xm, k)] = F (ϕ, f)(x,m) · F (ϕ, f)(xm, k)
= (f(x), ϕ(m)) · (f(xm), ϕ(k))
= (f(x), ϕ(m)) · (f(x)ϕ(m), ϕ(k))
= (f(x), ϕ(m)ϕ(k)) = (f(x), ϕ(mk))
which agrees with F (ϕ, f)(x,mk) = (f(x), ϕ(mk)).
The FM(X)-construction is the universal monoid of the action category.
Proposition 6.3.3. Let X be an M-set. There is a monoid isomorphism natural
in X:
FM(X) ∼= U(X//M).
Proof. Let a functor ϕ : X//M → K to a one-object category be given. We verify
the universal property. Here η sends the morphism x
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Define ϕ˜((x1,m1) · · · (xn,mn)) = ϕ(x1 m1−→ x1m1) · · ·ϕ(xn mn−−→ x1mn). We
check that this map is well-defined. There are two equivalence relations to check.
First, ϕ˜(x, 1) = ϕ(x
1−→ x) = 1K . Second, ϕ˜[(x,m)·(xm, k)] = ϕ(x m−→ xm)ϕ(xm k−→
xmk) = ϕ(x
mk−−→ xmk) = ϕ˜(x,mk).
For the uniqueness, observe that for the above diagram to commute we require
ϕ(x
m−→ xm) = ϕ˜(η(x m−→ xm)) = ϕ˜(x,m). Since ϕ˜ is a monoid homomorphism,
this forces ϕ˜((x1,m1) · · · (xn,mn)) = ϕ(x1 m1−→ x1m1) · · ·ϕ(xn mn−−→ x1mn).
The functor •//• : MonAct → Cat that sends a monoid action to its action








Definition 6.3.4. Let X be a pointed M -set where M is a monoid. Define the
following monoid construction
FM [X] :=
J [X ∧M ]
〈∀x ∈ X∀m, k ∈M (x,m) · (xm, k) ∼ (x,mk)〉 .
If X is a pointed simplicial right M -set where M is a simplicial monoid in-
stead, the simplicial monoid construction FM [X] is defined dimensionwise, i.e. set
(FM [X])n = F
Mn [Xn].
At times, it is convenient to confuse (x,m) with x∧m. This alternate notation
makes sense because we can view the reduced FM [X]-construction either as a
quotient monoid of J(X×M) or as a quotient monoid of J [X ∧M ]. The following
Proposition is verified by checking the universal property.
Proposition 6.3.5. Let X be a pointed simplicial M-set. There are isomorphisms
of monoids natural in M :
U [X//M ] ∼= FM [X] ∼= (F
M(X))
〈∀m ∈M (∗,m) ∼ 1〉
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Example 6.3.6. LetX be a pointed simplicial N-set. Here N is the discrete monoid
{1, t, t2, t3, . . .} with multiplication given by tn · tm = tn+m. (This is the monoid of
natural numbers under addition, although written in multiplicative notation.) If
the action is trivial, then there is an isomorphism of simplicial monoids
FN[X]→ J [X]
(x ∧ t) 7→ x.
In summary, James’ construction is the FN[X] construction with trivial action.
Example 6.3.7. Let X be a pointed simplicial Z-set. Here Z is the discrete group
of integers. Denote by t a generator of the integer numbers. If the action is trivial,
then there is an isomorphism of simplicial groups
F Z[X]→ F [X]
(x ∧ t) 7→ x.
In summary, Milnor’s construction is the F Z[X] construction with trivial action.
Example 6.3.8. Let X be a pointed simplicial M -set where M is a simplicial
monoid. If the action is trivial, then there is an isomorphism of simplicial monoids
FM [X]→ ∗x∈XMx〈∀m ∈M (m∗ ∼ 1)〉
(x ∧m) 7→ mx,
where Mx is a copy of M and the equivalence relation is generated by m∗ ∼ 1 for
the element m ∈M with the basepoint index ∗. We write mx for an element of the
copy Mx. Wu introduced the simplicial monoid construction, which is the RHS
of this isomorphism, in [Wu98]. The FM [X] construction thus generalizes Wu’s
construction.
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Example 6.3.9. In the paper [Car84], Carlsson defined a simplicial group, which
he denoted by JG(X). Let X be a G-set where G is a discrete simplicial group.
Carlsson defined JG(X) to be the quotient group
JG(X) = F (X ×G)/N,
where N is the normal subgroup generated by
{(x, g)(xg, h)(x, gh)−1|x ∈ X, g, h ∈ G}.
For simplicial actions, the simplicial group JG(X) is defined dimensionwise. Carls-
son’s construction is isomorphic to the group construction FG(X) defined above:
FG(X)
∼=−→ JG(X)
(x, g) 7→ (x, g)
Carlsson also defined a reduced version of this group. Let X be a pointed
simplicial G-set where G is a discrete simplicial group. He defined the reduced
version to be the quotient group
JG(X)/M
where M is the normal subgroup generated by {[∗, g]| g ∈ G}. This reduced version
is also isomorphic to our reduced version FG[X] defined above. That is,
JG(X)/M ∼= FG[X].
Due to the above isomorphisms, when G is a simplicial group, we will call
FG(X) or FG[X] as Carlsson’s construction.
Example 6.3.10. Let X be the simplicial circle S1 and G be a discrete simplicial
group. If the action is trivial, then FG[S1]n is the n-fold free product of G, i.e.
FG[S1]n = G ∗G ∗G ∗ · · · ∗G︸ ︷︷ ︸
n
.
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We can formally identify the n-fold free product G ∗G ∗ · · · ∗G with
ŝn−1sn−2 · · · s2s1s0G ∗ sn−1ŝn−2 · · · s2s1s0G ∗ · · · ∗ sn−1sn−2 · · · s2s1ŝ0G.
Thus
FG[S1]1 = G, F
G[S1]2 = G∗G = s0G∗s1G, FG[S1]3 = s1s0G∗s2s0G∗s2s1G, . . . .
Then we can naturally define the faces and degeneracies. Now we take the term
FG[S1]2 = G∗G = s0G∗s1G for example. The faces d0, d1, d2 : FG[S1]2 → FG[S1]1
are defined by
d0 :
 s0(g) 7→ gs1(g) 7→ 1 , d1 :
 s0(g) 7→ gs1(g) 7→ g , d2 :
 s0(g) 7→ 1s1(g) 7→ g .
Example 6.3.11. Let X be a pointed Z2-set. Denote the generator of Z2 by t so
that t2 = 1. There is an isomorphism of simplicial groups
F Z2 [X]→ F [X]〈∀x ∈ X (x · xt ∼ 1)〉
(x ∧ t) 7→ x.
6.4 A Cofiber Sequence Involving the Borel Con-
struction
Theorem 6.4.1. Let X be a simplicial M-set where M is a simplicial monoid.
Suppose the simplicial monoid action satisfies the following condition:
(♦) For all n, for all x ∈ Xn and for all m ∈ Mn, there exists an
invertible k ∈Mn such that xm = xk.
Then there is a cofiber sequence
|X| → |X ×M EM | → |NFM(X)|.
6.4 A Cofiber Sequence Involving the Borel Construction 85
In the reduced case, let X be a pointed simplicial M-set where M is a simplicial
monoid. If the simplicial monoid action also satisfies (♦), then there is a cofiber
sequence
|X| → |X oM EM | → |NFM [X]|.
Proof. Consider the pointed simplicial action category X//M . By assumption, for
all n, for all x ∈ Xn and m ∈ Mn, there exists an invertible k ∈ Mn such that
xm = xk. Hence Proposition 6.1.6 implies that (X//M)n is equivalent to a totally
disconnected category. Hence Corollary 5.2.6 gives a cofiber sequence
|N Ob(X//M)| →
∣∣∣∣ N(X//M)N EndX//M(∗)
∣∣∣∣→ |NU [X//M ]|.
Notice that |N Ob(X//M)| = |NX|, which by Corollary 4.3.5, is isomorphic to
|X|. Proposition 6.2.6 gives an isomorphism∣∣∣∣ N(X//M)N EndX//M(∗)
∣∣∣∣ := ∣∣∣∣diag N(X//M)N EndX//M(∗)
∣∣∣∣ ∼= |X oM EM |.
Finally, Proposition 6.3.5 gives an isomorphism |NU [X//M ]| ∼= |NFM [X]|. There-
fore we obtain the cofiber sequence
|X| → |X oM EM | → |NFM [X]|.
Corollary 6.4.2. Let X be a simplicial M-set. If every noninvertible element of
Mn acts trivially for all n, then there is a cofiber sequence
|X| → |X ×M EM | → |NFM(X)|.
For the reduced case, let X be a pointed simplicial M-set. Under the same
assumption, then there is a cofiber sequence
|X| → |X oM EM | → |NFM [X]|.
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Proof. We check that the simplicial monoid action satisfies the condition (♦). In-
deed, let x ∈ Xn and m ∈ Mn be given. There are two cases: either m fixes x or
m does not fix x. In the former case, xm = x = x1 so we may take k = 1. In the
later case, since xm and x are distinct, the assumption that every noninvertible
element of Mn acts trivially implies that m is invertible in Mn. Then we may take
k = m in (♦).
The following is an example of a simplicial monoid action that is neither triv-
ial nor a simplicial group action, yet satisfies (♦). Thus Theorem 6.4.1 strictly
generalizes the results of Carlsson and Wu.
Example 6.4.3. Let X = {x, y} be a (N × Z)-set where t acts on X trivially
and s permutes x and y. Here t is the generator of N and s is a generator of Z.
Explicitly, xt = x, yt = y, xs = y, ys = x. Writing out the action in full:
x · (ta, sb) =
 x, if b is even,y, if b is odd, y · (ta, sb) =
 y, if b is even,x, if b is odd,
where a is a nonnegative integer and b is any integer.
The action category X//(N×Z) is equivalent to a one-object category because
x
(1,s)−−→ y is an isomorphism with inverse x (1,s
−1)←−−−− y. Considering X as a discrete
simplicial (N×Z)-set, we have constructed a simplicial monoid action that satisfies
(♦). Clearly this action is neither trivial nor a simplicial group action.
The theorems of Carlsson and Wu can be deduced from Corollary 6.4.2. In the
paper [Car84], Carlsson proved only the unreduced case of the following result and
did not provide any details for the reduced case.
Proposition 6.4.4. Let H be a simplicial group. Then there is a homotopy equiv-
alence of CW complexes:
|H| ' Ω|NH|
6.4 A Cofiber Sequence Involving the Borel Construction 87
Proof. There is a weak homotopy equivalence G(WH) → H where G is Kan’s
construction and W is the bar construction (see Page 270 in [GJ99]). There is
another weak homotopy equivalence diagNH → WH (this is Proposition 3.1 of
[Wu98]). Combining these gives a weak homotopy equivalence G(diagNH)→ H.
The geometric realization of Kan’s construction is the loop functor, hence taking
geometric realization gives the result.
Corollary 6.4.5 (Carlsson’s Theorem [Car84]). Let X be a simplicial G-set where
G is a discrete simplicial group. Then the geometric realization of Carlsson’s con-
struction FG(X) (or isomorphically JG(X)) is
|FG(X)| ' Ω(X ×G EG/X).
In the reduced case, let X be a pointed simplicial G-set where G is a discrete
simplicial group. Then the geometric realization of the reduced Carlsson’s construc-
tion FG[X] is
|FG[X]| ' Ω(X oG EG/X).
Proof. Since every element of Gn is invertible, Corollary 6.4.2 applies. Here we give
the details only for the unreduced case. (The reduced case is similar.) Theorem
6.4.1 implies that the homotopy equivalence |NFM(X)| ' |(X ×G EG)/X|. Since
FG(X) is a simplicial group, |FG(X)| ' Ω|NFG(X)| by Proposition 6.4.4. Com-
bining these two homotopy equivalences gives the required |FG(X)| ' Ω((X ×G
EG)/X).
Inspecting the proof, we have shown that |NFM(X)| ' |(X ×G EG)/X|. This
is Proposition 6 of [Car84].
As another Corollary, we obtain Wu’s theorem for trivial simplicial monoid
actions.
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Corollary 6.4.6 (Wu’s Theorem [Wu98]). Let X be a pointed simplicial M-set
where M is a simplicial monoid. If the action is trivial, then there is a homotopy
equivalence of CW complexes
|X| ∧ |NM | ' |NFM [X]|.
Proof. By definition





Since the action is trivial, there is an isomorphism
X oM EM = (X ×M EM)/(∗ ×M EM) ∼= (X ×NM)/(∗ ×NM). (6.4.2)
Comparing (6.4.1) and (6.4.2) gives X ∧NM = XoMEM
X
.
Trivial monoid actions also satisfy the condition of Corollary 6.4.2. This Corol-
lary implies that |NFM [X]| ' |XoMEM
X
|. Thus |NFM [X]| ' |X| ∧ |NM | from the
above.
Example 6.4.7. Recall Example 6.3.10. Let X be the simplicial circle S1 and G
be a discrete simplicial group. By Wu’s Theorem (Corollary 6.4.6),
|NFG[S1]| ' |S1| ∧ |NG| ' ΣK(G, 1)
Since FG[S1] is a simplicial group, Proposition 6.4.4 implies that
FG[S1] ' ΩΣK(G, 1).
From this example Carlsson’s construction is an excellent simplicial group
model to study the suspension of the Eilenberg-MacLane spaces [MW09].
Corollary 6.4.8 (Milnor’s Theorem [Ada72]). Let X be a pointed simplicial set.
Then there is a homotopy equivalence of CW complexes
|F [X]| ' ΩΣ|X|.
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Proof. View X as a simplicial Z-set where the discrete group of integers Z acts
trivially. Recall Example 6.3.7 which states that F [X] ∼= F Z[X]. Apply Wu’s
Theorem 6.4.6 to get |NF [X]| ' |NZ| ∧ X ' S1 ∧ X = ΣX. Since F [X] is a
simplicial group, |F [X]| ' Ω|NF [X]| = ΩΣ|X| by Proposition 6.4.4, which is the
result.
For completeness, we include the following result that computes the geometric
realization of James’ construction. We include this result although we are unable
to deduce it as a corollary of Theorem 6.4.1.
Proposition 6.4.9 (James’ Theorem [Jam55]). Let X be a pointed simplicial set.
Then there is a homotopy equivalence of CW complexes
|J [X]| ' ΩΣ|X|.
Example 6.4.10. Consider Carlsson’s construction with G as Milnor’s construc-
tion F [X]. If F [X] acts trivially on the pointed simplicial set, then F F [X][X] is a
simplicial model for the loop space Ω(Σ|X| ∧ |X|). In particular, when the simpli-
cial set X = S1, the simplicial monoid construction is a simplicial model for the
loop space of 3-sphere.
Chapter7
The Homology of Carlsson’s Construction
and Its Nerve
7.1 The Long Exact Sequence in Cohomology
Let X be a simplicial G-set where G is a simplicial group. Recall Theorem 6.4.1
which gives a cofiber sequence |X| → |X ×G EG| → |NFG(X)|. Equivariant
cohomology is defined as the cohomology of the Borel construction:
H∗G(X) = H
∗(X ×G EG).
The long exact sequence associated to the above cofiber sequence then relates the
ordinary cohomology, the equivariant cohomology and the cohomology of the nerve
of Carlsson’s construction:
· · · → Hn−1(X)→ Hn(NFG(X))→ HnG(X)→ Hn(X)→ · · · . (7.1.1)
For a (simplicial) monoid M , the geometric realization of NM is the classifying
space BM . However, in this Thesis we will always use the notation NM rather
than BM .
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Proposition 7.1.1 (see [Per]). Let G be a simplicial group. Consider G as a
simplicial G-set with the conjugation action. If K is field, then
H∗G(G;K) ∼= H∗(NG;K)⊗K H∗(G;K).
Example 7.1.2. Let S3 act on itself with the conjugation action. The cohomology





K, n = 4m,m ≥ 0,
K, n = 4m+ 3,m ≥ 1,
0, otherwise.
Proof. We apply the Leray-Serre spectral sequence to the fibration
S3 → ES3 → NS3
to compute the homology of the nerve NS3:
Hn(NS
3) =
K, n = 4m,m ≥ 0,0, otherwise.
By the Universal Coefficient Theorem, the cohomology with coefficients in a field
is isomorphic to the corresponding homology. Thus the cohomology of NS3 is
Hn(NS3) =
K, n = 4m,m ≥ 0,0, otherwise.
Using Proposition 7.1.1, we have
HnS3(S
3) ∼= Hn(S3)⊗K Hn(NS3) =

K, n = 4m,m ≥ 0,
K, n = 4m+ 3,m ≥ 0,
0, otherwise.
7.1 The Long Exact Sequence in Cohomology 92
The long exact sequence (7.1.1) specializes to
· · · → Hn−1(S3)→ Hn(NF S3(S3))→ HnS3(S3)→ Hn(S3)→ · · · .
Since S3 has nonzero cohomology only in the 0th and the 3rd dimension, we obtain,
for n > 4,
Hn(NF S
3
(S3)) ∼= Hn(S3)⊗K Hn(NS3) =

K, n = 4m,m ≥ 2,
0, n = 4m+ 1,m ≥ 1,
0, n = 4m+ 2,m ≥ 0,
K, n = 4m+ 3,m ≥ 1.
Moreover, we have the exact sequences:
0→ H0(NF S3(S3))→ H0S3(S3)→ H0(S3)→ H1(NF S
3
(S3))→ 0, (7.1.2)




To handle the exact sequence (7.1.2), we consider the long exact sequence in
reduced cohomology instead. Since H˜n(•) = Hn(•) if n ≥ 1 and H˜0(•) = 0, (7.1.2)
degenerates to the following exact sequence
0→ H˜1(NF S3(S3))→ 0.
Hence H1(NF S
3
(S3)) = H˜1(NF S
3




For the second exact sequence (7.1.3), use the isomorphisms H4S3(S
3) ∼= K,
H3(S3) ∼= K andH3S3(S3) ∼= K to getH3(NF S
3




In order to obtain information about the cohomology of Carlsson’s construction
F S
3
(S3), we can try to use the Leray-Serre spectral sequence applied to the fibration
F S
3
(S3)→ EF S3(S3)→ NF S3(S3).
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Since the cohomology of NF S
3
(S3) has many non-zero terms, it leads to the com-
plicated computation of cohomology of Carlsson’s construction F S
3
(S3).
7.2 Sections of the Orbit Projection
Definition 7.2.1. Let X be a simplicial G-set where G is a simplicial group. The
orbit projection is the simplicial epimorphism X → X/G.
Definition 7.2.2. Let f : X → Y be a simplicial map. A section of f is a
simplicial map g : Y → X such that f ◦ g is the identity map on Y .
We will be concerned with the existence of sections of the orbit projection.
Proposition 7.2.3. Let X be a simplicial G-set where G is a simplicial group.
If the orbit projection has a section, then for each orbit O ⊂ Xn, the intersection
j(X/G)n ∩O is a singleton.
Conversely, if there exists a simplicial subset A of X, such that for each orbit
O ⊂ Xn, the intersection An ∩ O is a singleton, then the orbit projection has a
section.
Proof. Let p denote the orbit projection. Suppose p has a section j. Let an orbit
O ⊂ Xn be given. It suffices to show that O ∩ im jn = {j(O)}.
Clearly j(O) belongs to im jn. Since j is a section of p, we haveO = (p◦j)n(O) =
j(O)Gn. Thus j(O) ∈ O. Therefore j(O) is an element of O ∩ im jn.
Next we show that j(O) is the unique element in O ∩ im jn. Let an element x
of O∩ im jn be given. Then O = xGn. Furthermore, there exists an orbit O′ ⊂ Xn
such that x = j(O′). Therefore O = xGn = j(O′)Gn = (p ◦ j)n(O′) = O′ by using
again that j is a section of p. Thus j(O) = j(O′) = x. This proves the uniqueness.
For the converse, suppose that there exists a simplicial subset A of X, such that
for each orbit O ⊂ Xn, the intersection An ∩O is a singleton. Given a singleton S,
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let E(S) denote the unique element of S. Define j : X/G→ X by sending an orbit
O ⊂ Xn to E(An ∩ O). Clearly the composite X/G j−→ X → X/G is the identity.














Let an orbit xGn ∈ (X/G)n be given. Then dXi (jn(xGn)) = dXi (E(An ∩ xGn)).
On the other hand jn−1(d
X/G
i (xGn)) = jn−1(d
X
i (x)Gn−1) = E(An−1 ∩ dXi (x)Gn−1).
Since E(An ∩ xGn) is an element of An ∩ xGn, dXi (E(An ∩ xGn)) is an element
of dXi (An ∩ xGn) = An−1 ∩ dXi (x)Gn−1, by using the fact that A is a simplicial
subset of X. Since by assumption An−1 ∩ dXi (x)Gn−1 has a unique element, we
must have dXi (jn(xGn)) = d
X
i (E(An ∩xGn)) = E(An−1 ∩ dXi (x)Gn−1). Therefore j
commutes with faces. Similarly, one can show that j commutes with degeneracies.
This shows that j is a simplicial map.
Below we characterize those simplicial Z2-sets such that the orbit projection
has a section.
Proposition 7.2.4. Let X be a pointed simplicial Z2-set. The orbit projection has
a section if and only if, there exist simplicial sets A and Y with A as a simplicial
subset of Y , such that X is a pushout Y ∪A Y .
Proof. If the orbit projection has a section j, then X is a pushout j(X/G) ∪A
j(X/G)t where A ⊂ X is the set fixed under the action. Here t is the generator of
Z2.
Conversely, the orbit space of a pushout Y ∪A Y is isomorphic to Y . Thus the
map Y ↪→ Y ∪A Y that is the inclusion to the left copy of Y gives the required
section.
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For the Z2-set Y ∪A Y , its orbit space is isomorphic to Y and the set fixed
under the action is just A. There are two sections of the orbit projection. One of
them is the inclusion of (Y ∪A Y )/Z2 ∼= Y into the left copy of Y . The other is the
inclusion to the right copy of Y .
7.3 Actions Free Away from the Basepoint
Definition 7.3.1. Let X be a pointed simplicial G-set where G is a simplicial
group. The simplicial group action is free away from the basepoint if, in each
dimension n, for each x ∈ Xn different from the basepoint, if xg = x for some
g ∈ Gn then g = 1.
The following proposition follows directly from the above Definition.
Proposition 7.3.2. Let X be a pointed simplicial G-set where G is a simplicial
group. The simplicial group action is free away from the basepoint if it restricts to
a free action on X \ {∗}.
Proposition 7.3.3. Let X be a pointed simplicial G-set where G is a simplicial
group. If the orbit projection X → X/G has a section j and the simplicial group








In other words, under these conditions, Carlsson’s construction degenerates to
Milnor’s construction on the simplicial set X
j(X/G)
.
Proof. By Proposition 7.2.3, each orbit in Xn intersects j(X/G)n at only one point.
Since the simplicial group action is free away from the basepoint, each element in
Xn different from the basepoint ∗ is uniquely of the form xg for some x ∈ j(X/G)n
and some g ∈ Gn.
7.3 Actions Free Away from the Basepoint 96
Let ϕ : X → FG[X] send xg 7→ x ∧ g where x ∈ j(X/G)n and g ∈ Gn. Since






→ FG[X] from the reduced free group. Call this map ϕ by abuse of
notation.





by sending xh ∧ g 7→ (xh)−1(xhg) for x ∈ j(X/G)n and h, g ∈ Gn. Since
ψ(∗ ∧ g) = (∗−1)(∗g) = 1 and ψ(xh ∧ 1) = (xh)−1(xh) = 1, this induces a map





. This map factors through the
defining equivalence relation of Carlsson’s construction. Indeed ψ[(xh ∧ g)(xhg ∧
k)] = [(xh)−1(xhg)][(xhg)−1(xhgk)] = (xh)−1(xhgk) agrees with ψ(xh, gk) =





, which we will call ψ
by abuse of notation.
To complete the proof, we show that ϕ and ψ are inverses. For x ∈ j(X/G)n
and h ∈ Gn, we compute
ψ(ϕ(xh)) = ψ(x ∧ h) = (x−1)(xh) = xh
where we used the fact that x belongs to the quotiented set j(X/G) in the last step.
This shows that ψ ◦ ϕ is the identity map. On the other hand, for x ∈ j(X/G)n
and g, h ∈ Gn, we compute
ϕ(ψ(xh ∧ g)) = ϕ((xh)−1(xhg)) = (x ∧ h)−1(x ∧ hg) = xh ∧ g,
by using the defining equivalence relation of FG[X]. This shows that ϕ ◦ ψ is the
identity map. Therefore ϕ and ψ are inverses.
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7.4 Models for the Group Ring of Carlsson’s Con-
struction
By the Dold-Thom theorem, the homotopy of the group ring of Carlsson’s con-
struction is the homology of Carlsson’s construction. In this section, we describe
two different cases where we can construct a simplicial algebra to model the group
ring of Carlsson’s construction.
Definition 7.4.1. Let K be a field. The free K-module on a set X, written as
K(X), has elements which are finite sums of the form
∑
λ∈K,x∈X λxx.
IfM is a monoid, thenK(M) is its monoid ring with coefficients inK. Similarly,
if G is a group, then K(G) is its group ring with coefficients in K.
There is a reduced version of the above.
Definition 7.4.2. Let K be a field. The reduced free K-module on a pointed set
X, written as K[X], is
K(X)
〈∗〉
Thus K[X] is the cokernel of K(∗)→ K(X) (see Section 2.3).
Definition 7.4.3. Let M be a module over a field. The tensor algebra of M is a
graded algebra, written as T (M) =
⊕∞
r=0 Tr(M), whose rth grade is
Tr(M) = M ⊗K · · · ⊗K M︸ ︷︷ ︸
r
.
The tensor algebra is the free K-algebra on M .
Proposition 7.4.4. Let K be a field and let X be a pointed simplicial set. There
is an isomorphism of simplicial algebras natural in X:
α : T (K[X])→ K(J [X])
x 7→ x.
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Proof. The map above is induced by α : X → K(J [X]). Since α(∗) = 0, the univer-
sal property of the reduced free module extends to a map K[X]→ K(J [X]). The
universal property of the tensor algebra then extends it to a map α : T (K[X])→
K(J [X]). Call this map α by abuse of notation.
Now consider a map β : X → T (K[X]) that sends x 7→ x. Since β(∗) = 0, the
universal property of the reduced free monoid extends to a map J [X]→ T (K[X]).
The universal property of the free module then extends to a map β : K(J [X]) →
T (K[X]).
Obviously α and β are inverses.
For the naturality, let f : X → Y be a pointed simplicial map. We check that











Indeed K(J [f ])(αX(x)) = K(J [f ])(x) = f(x) which agrees with αY (T (K[f ])(x)) =
αY (f(x)) = f(x).
Proposition 7.4.5. Let K be a field and let X be a pointed simplicial G-set where
G is a simplicial group. If the orbit projection X → X/G has a section j and the
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]) ∼= T (K [ Xj(X/G)]) by Proposition 7.4.4 and |FG[X]| ∼=∣∣ΩXoGEG
X
∣∣ by Corollary 6.4.5, this implies the required result.
The second case we consider is the trivial action case. Below, we generalize the
results for the simplicial group rings Fp(F Zpn (X)) described in Section 8 of Wu’s
paper [Wu98].
Definition 7.4.6. Let K be a field of characteristic prime p. Let X be a pointed
set and G = Zpm1 ⊕ · · · ⊕ Zpmk be a finite abelian p-group. Define the K-algebra
BG[X] as
BG[X] :=
T (K({x1, . . . , xk|x ∈ X}))
〈xpmii , ∗i|x ∈ X, i = 1, 2, . . . , k〉
.
Here x1, . . . , xk are just copies of the element x ∈ X. The subscripts, which
correspond to the direct summands of G, are meant to distinguish these copies.
If X is a pointed simplicial set and G is a discrete simplicial finite abelian p-
group, then the simplicialK-algebra is defined dimensionwise by setting (BG[X])n =
BG[Xn].
Lemma 7.4.7. Let K be a field of characteristic prime p. Let X be a pointed
G-set where G = Zpm1 ⊕ · · · ⊕ Zpmk is a finite abelian p-group. For i = 1, 2 . . . , k,
denote by ti the generator of the ith direct summand of G. If the group action is
trivial, then there is an isomorphism of algebras natural in X
ϕ : BG[X]→ K(FG[X])
xi 7→ (x, ti)− 1.
Proof. Since the action is trivial, the map FG[X]→ ∗x∈XGx〈∀g∈G (g∗∼1)〉 that sends (x, g) 7→
gx is a natural isomorphism (see Example 6.3.8.) Hence it suffices to show that
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the following map is a natural isomorphism:
ψ : BG[X]→ K
( ∗x∈X Gx
〈∀g ∈ G (g∗ ∼ 1)〉
)
xi 7→ (ti)x − 1.
For convenience, call the algebra on the RHS as A.
Observe that the universal property of the tensor algebra implies that ψ :
K({x1, . . . , xk|x ∈ X}) → A extends to a map T (K({x1, . . . , xk|x ∈ X})) → A.
We check that this map factors through BG(X). Indeed ψ(xp
mi
i ) = ((ti)x−1)pmi =
(ti)
pmi
x − 1 since K is of characteristic p. Since ti generates Zpmi , so (ti)pmix = 1.
Hence ϕ(xp
mi
i ) = 0. Similarly ϕ(∗i) = (∗, ti) − 1 = 1 − 1 = 0. Therefore the map
ϕ factors to BG[X]→ K(FG[X]).
We now construct the inverse map. Consider the map θ : ∗x∈X Gx → BG[X]
that sends (ti)x 7→ xi + 1. Since θ((ti)∗) = ∗i + 1 = 1, the map factors through∗x∈X Gx
〈∀g∈G (g∗∼1)〉 . The universal property of the free module then gives a map A →
BG[X], which is also called θ by abuse of notation. It is easy to check that ψ and
θ are inverses.
Finally we check the naturality in X. Let f : X → Y be a morphism of












Indeed FG[f ](ψX(xi)) = F
G[f ]((ti)x−1) = (ti)f(x)−1 which agrees with ψY (BG[f ](xi)) =
ψY (f(x)i) = (ti)f(x) − 1.
Proposition 7.4.8. Let K be a field of characteristic prime p. Let X be a pointed
simplicial G-set where G is a discrete finite abelian p-group. If the simplicial group
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action is trivial, then there is an isomorphism of simplicial algebras
BG[X] ∼= K(FG[X]).
Proof. Define the map ϕ : BG[X] ∼= K(FG[X]) dimensionwise by using the previ-
ous Lemma 7.4.7. In each dimension n, the map ϕn is an isomorphism of algebras.
But the naturality part of the same Lemma implies that the map ϕ commutes
with faces and degeneracies and hence it is a simplicial map. Therefore ϕ is an
isomorphism of simplicial algebras.
Corollary 7.4.9. Let K be a field of characteristic prime p. Let X be a pointed
simplicial set and G be a discrete finite abelian p-group. There is an isomorphism
of algebras
H∗(Ω(NG ∧X);K) ∼= pi∗(BG[X]).
Proof. Proposition 7.4.8 implies that pi∗(BG[X]) ∼= pi∗(K(FG[X])). By the Dold-
Thom theorem, this becomes H∗(FG[X];K). Finally, by Corollary 6.4.6 this be-
comes the required H∗(Ω(NG ∧X);K).
Chapter8
The Lower Central Series Spectral
Sequence
In this chapter, let p denote a prime.
Theorem 8.0.10. Let X be a connected pointed simplicial G-set where G is a
simplicial group. If the orbit projection X → X/G has a section j and the simplicial
action is free away from the basepoint, then
1. The spectral sequence {Er(FG[X])} associated to the lower central series of











The groups E1(FG[X]) are homology invariants of X
j(X/G)
.
2. The spectral sequence {Er(p)(FG[X])} associated to the mod p restricted lower












of elements of finite order prime to p. The groups E1(p)(F
G[X]) are mod p
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8.1 The Spectral Sequence Associated to a Fil-
tration
References for this section are [Mac95] and [McC85]. Consider a filtration F •A of
a simplicial module A over a ring R. This can be a decreasing filtration
· · · ⊂ F sA ⊂ · · · ⊂ F 2A ⊂ F 1A = A.
For example the augmentation ideal filtration of a group ring which we will consider
in Chapter 9 is a decreasing filtration. In this Chapter, we will consider normal
series of a simplicial group, namely the lower central series and the mod p restricted
lower central series. Both of them are decreasing series. However, for the sake of
concreteness, we will describe the situation of simplicial R-modules in this Section.
One can also consider an increasing filtration
0 = F 0A ⊂ F 1A ⊂ · · · ⊂ F sA ⊂ · · · ⊂ A.
The word length filtration associated to a monoid which we will consider in Chapter
10 is an increasing filtration.










F s−1A if the filtration is increasing.
The fibration
F s+1A ↪→ F sA F sA/F s+1A
induces a homotopy long exact sequence:
· · · → pit+1(F s/F s+1)→ pit(F s+1)→ pit(F s)→ pit(F s/F s+1)→ · · · .
We write this long exact sequence as an exact couple where α has bidegree
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See Page 36 in [McC85] for more about exact couples. This exact couple determines
a spectral sequence {Er(A)}. We call {Er(A)} the spectral sequence associated to
the filtration F •A. From the exact couple and the fact that homotopy group
functors commute with the direct sum, we get that the E1 term is the homotopy
of the E0 term:
E1(A) = pi∗(E0(A)).
The (s, t)-th grade of the E1 term is E1s,t = pit(E
0




The filtration F •A yields a filtration of the homotopy group pi∗(A):
· · · ↪→ F̂ s+1pi∗(A) ↪→ F̂ spi∗(A) ↪→ · · · ↪→ F̂ 2pi∗(A) ↪→ F̂ 1pi∗(A) = pi∗(A),







F̂ spit(A). The spectral sequence converges at the E
r term if Er(A) = E∞(A).
If a decreasing filtration F •A satisfies
⋂∞
s=1 F
sA = 0, then the associated spec-




sA = A, then the associated spectral sequence is weakly convergent (see
Page 43 in [McC85]).
8.2 Residual Nilpotence
Recall that for subgroups H and K of a group G, the elements of the commutator
subgroup [H,K] are commutators [h, k] = h−1k−1hk where h ∈ H and k ∈ K. The
lower central series of a group G is the normal series
· · · ⊂ Γ3G ⊂ Γ2G ⊂ Γ1G = G
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where Γ1G = G and Γn+1 = [G,ΓnG]. If the group G is clear in the context, we
simply write Γ• for the lower central series of G. A group G is nilpotent if its lower
central series terminates, i.e. there exists n such that ΓnG = 1.
The lower central series yields quotients Γq/Γq+1 which are abelian groups.





where the Lie bracket is given by taking commutators. To see that the Lie bracket
is well-defined, let u ∈ Γq/Γq+1 and v ∈ Γk/Γk+1 be given. Write u ∈ Γq and
v ∈ Γk for the corresponding representatives, then
[u, v] = [u, v] (mod Γq+k+1).
The mod p restricted lower central series of a group G is the normal series
· · · ⊂ Γ(p)3 G ⊂ Γ(p)2 G ⊂ Γ(p)1 G = G
where Γ
(p)
q G is the normal subgroup of G generated by the set
{[x1, . . . , xs]pt | s ≥ 1, spt ≥ q, xi ∈ G}.
Here [x1, . . . , xs] is the iterated commutator [. . . [x1, x2], . . . , xs]. Again, we write
Γ
(p)
• simply if the group is understood. A group G is mod p nilpotent if its mod p
restricted lower central series terminates, i.e. there exists n such that Γ
(p)
n G = 1.












where the Lie bracket is given by taking commutators and the p-th power map
is x 7→ xp. To see that the Lie bracket is well-defined, let u ∈ Γ(p)q /Γ(p)q+1 and
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v ∈ Γ(p)k /Γ(p)k+1 be given. Write u ∈ Γ(p)q and v ∈ Γ(p)k for the corresponding repre-
sentatives, then
[u, v] = [u, v] (mod Γ
(p)
q+k+1).
Definition 8.2.1. We say P is a property of groups if (i) the trivial group has the
property P and (ii) given isomorphic groups G and H, the group G has property
P if and only if the group H has property P .
Example 8.2.2. Since the trivial group has each of the following properties, the
following are examples of properties of groups.
1. G is a finite group.
2. G is a finite p-group.
3. G is a nilpotent group.
4. G is a mod p nilpotent group.
Example 8.2.3. A finite p-group is mod p nilpotent. To see this, let a finite
p-group G of order pm be given. Since G is a finite p-group, G is nilpotent, i.e.
Γq = 1 for some natural number q. We claim that that Γ
(p)
pmq = 1. Indeed,
Γ
(p)
pmq = 〈[x1, . . . , xs]p
t
: s ≥ 1, spt ≥ pmq, xi ∈ G〉,
so it suffices to show that [x1, . . . , xs]
pt = 1. There are two cases. If s ≥ q, then
[x1, . . . , xs]
pt ∈ Γq since [x1, . . . , xs] ∈ Γq. Hence [x1, . . . , xs]pt = 1. On the other
hand, if s < q, then qpt > spt ≥ qpm. Thus t ≥ m. Note that G is of order pm,
so [x1, . . . , xs]
pm = 1 which implies [x1, . . . , xs]




pmq = 1 so that G is mod p nilpotent.
Definition 8.2.4. Let P be a property of groups. A group G is a residually P-
group if, for each nonidentity element x ∈ G, there exists a normal subgroup NG
such that x /∈ N and the quotient group G/N has the property P .
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Equivalently, a group G is residually P if, for each nonidentity element x ∈ G,
there exists a group epimorphism ϕ : G → H where H is a P-group such that
ϕ(x) 6= 1.
Example 8.2.5. The group of integers Z is a residually finite p-group. To see this,
let a nonzero integer n ∈ Z be given. There exists r > 0 such that |n| < pr. Let
ϕ : Z→ Zpr be the quotient map. Then ϕ(n) is nonzero in the finite p-group Zpr .
Each item in Example 8.2.2 has a residual analog. If a property of groups P
implies a property of groups Q, then a residually P-group is a residually Q-group.
A group G is residually nilpotent if and only if
⋂∞
n=1 ΓnG is trivial. A group G is




n G is trivial.
The following is a theorem of Gruenberg.
Proposition 8.2.6 (Gruenberg’s Theorem [Gru57]). The free product of finitely
many residually finite p-groups is a residually finite p-group.
Proposition 8.2.7. A free product of arbitrarily many copies of Z’s and Zp’s is a
residually finite p-group.
Proof. Let a group G which is a free product of Z’s and Zp’s be given. We write
G = ∗i∈I Ci where I is an index set and Ci is an isomorphic copy of either Z or
Zp. For each i ∈ I, fix a generator ti of Ci.
Let a word w = t
ni1
i1
· · · tnikik be given. Let H = Ci1 ∗ · · · ∗ Cik . Let ψ : G → H
be the group homomorphism given by
ψ(tj) =
tj, if j = i1, . . . , ik1H , otherwise.
This ψ(w) is a nonidentity element of H.
The cyclic group Zp is obviously residually finite p-group and we have shown
in Example 8.2.5 that Z is also a residually finite p-group. Thus Gruenberg’s
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Theorem (Proposition 8.2.6) implies that the group H is a residually finite p-
group. Since ψ(w) is a nonidentity element of H, there exists a group epimorphism
ϕ : H → K where K is a finite p-group such that ϕ(ψ(w)) 6= 1. Since the composite
G
ψ−→ H ϕ−→ K, this proves that G a residually finite p-group.
Corollary 8.2.8. Let X be a pointed Zp-set. Then Carlsson’s construction F Zp [X]
is a residually finite p-group. The spectral sequence {Er(p)(F Zp [X])} associated to
the mod p restricted lower central series is weakly convergent.
Proof. Decompose X = O0unionsq
∐
iOi into its orbits where O0 contains the basepoint.
The cyclic group Zp has only two subgroups, namely 1 and Zp. Hence each orbit
is isomorphic as a Zp-set to either the coset space 1\Zp or the coset space Zp\Zp.
Note that both the unreduced and the reduced Carlsson constructions of either
the coset spaces 1\Zp or Zp\Zp as free products of Z’s and Zp’s. Explicitly, there
are isomorphisms
F Zp [1\Zp] ∼= 1,
F Zp [Zp\Zp] ∼= F [Zp],
F Zp(1\Zp) ∼= Zp,
F Zp(Zp\Zp) ∼= F [Zp].
The free product decomposition F Zp [X] ∼= F Zp [O0]∗∗i F Zp(Oi) implies that F Zp [X]
is also a free product of Z’s and Zp’s. Thus F Zp [X] is a residually finite p-group
by Proposition 8.2.7.
In particular F Zp [X] is residually mod p nilpotent. Thus the spectral sequence
{Er(p)(F Zp [X])} associated to the mod p restricted lower central sequence is weakly
convergent.
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8.3 Proof of Main Theorem
To prove the main theorem of this Chapter, we apply the results of Bousfield and
Curtis regarding the spectral sequences associated to the lower central series and
restricted mod p lower central series of Kan’s construction (see [BC70]). We follow
the exposition of [Cur71].
For a reduced simplicial set K, Kan’s construction GK is the simplicial group
defined by
1. The group (GK)n has one generator x for every x ∈ Kn+1 and one relation
s0x = e for every x ∈ Kn;
2. The face and degeneracy operators are given by
dix =
di+1x, i > 0,d1x · d0x−1, i = 0,
six = si+1x.
Kan’s construction is a free simplicial group. Recall that a simplicial group G is
free if there exists sets Xn such that Gn = F (Xn) and, for each i = 0, 1, . . . , n, the
image si(Xn) lies in Xn+1.
Free simplicial groups have good connectivity properties which are used to prove
the convergence of the spectral sequence associated to their lower central series.
Precisely, if G is a connected free simplicial group with pii(G) = 0 for i ≤ n, then
pii(ΓrG) = 0 for i ≤ dn+ log2 re. Here dae denotes the least integer ≥ a.
To give a description of the Lie ring structure of the E0 term, we use a result of
Witt (see [HJ99]). Namely, if G is a free group, then there is a natural isomorphism
of Lie rings
Lu(Gab) ∼= L(G).
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Here Lu(A) ⊂ T (A) is the sub-Lie ring of the tensor ring T (A) generated by A, A
is an abelian group. Lu(A) is called the free Lie ring generated by A. Note that
T (A) is a Lie ring with bracket [x, y] = x⊗ y − y ⊗ x.
These ingredients are used to prove the following result of Bousfield and Curtis.
Theorem 8.3.1. Let K be a connected and simply connected simplicial set.
1. The spectral sequence {Er(GK)} associated to the lower central series of its





graded group associated to the induced filtration on pit(GK) = pit+1(K).
2. The groups E1(GK) are homology invariants of K.
There is an analog for the mod p case.
Theorem 8.3.2. Let K be a connected and simply connected simplicial set.
1. The spectral sequence {Er(p)(GK)} associated to the mod p restricted lower
central series of its Kan construction converges. Furthermore E∞(p)(GK) =⊕
s(E
∞
(p))s,t(GK) is the graded group associated to the filtration on pi∗(K)
modulo the subgroup of elements of finite order prime to p.
2. The groups E1(p)(GK) are mod p homology invariants of K.
We are now ready to prove the main theorem of this Chapter.
Proof of Theorem 8.0.10. By the assumption that the orbit projection X → X/G
has a section j and the simplicial action is free away from the basepoint, Proposition





. For a pointed simplicial set K,
there is an isomorphism F [K] ∼= G(ΣK) (see Page 294 in [GJ99]). In order to
apply Theorems 8.3.1 and 8.3.2 on the Kan construction of Σ X
j(X/G)
, we need to
check that Σ X
j(X/G)
is connected and simply connected.
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Connectedness is easy since Σ X
j(X/G)
is reduced. For simply connectedness, the
assumption that X is connected implies that the quotient X
j(X/G)
is also connected.












. The reduced homology coincides







the unreduced homology in dimension 1 is the abelianization of the fundamental









The Theorems 8.3.1 and 8.3.2 tell us that the E1 terms are homology invariants
of Σ X
j(X/G)




The Augmentation Ideal Filtration
Spectral Sequence
We use the following conventions in this Chapter. Unless otherwise stated, let G
denote the discrete cyclic group Z2 of two elements with generator t. In particular,
t2 = 1. Let X denote a (simplicial) G-set whose (simplicial) subset fixed under
the action is A. In this Chapter, we study the spectral sequence associated to the
augmentation ideal filtration of the group ring F2(FG[X]). The following simplicial
graded algebra AG[X] will serve as a model of the E0 term.
Definition 9.0.3. Let G = Z2 and let X be a pointed simplicial G-set. The
simplicial graded F2-algebra AG[X] is defined dimensionwise by
(AG[X])n :=
T (F2[Xn]⊗F2(G) F2)
〈∀a ∈ An (a⊗F2(G) 1)2〉
.
Here the G-action on Xn allows us to view F2[Xn] as a right F2(G)-module, while
F2 is viewed as an F2(G)-module where G acts trivially on the left. We view
F2[Xn]⊗F2(G) F2 as an F2-module whose tensor F2-algebra is T (F2[Xn]⊗F2(G) F2).
Here An is the subset of Xn fixed under the G-action.
We summarize the results of this Chapter in the following Theorem.
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Theorem 9.0.4. Let G = Z2 be the discrete cyclic group with two elements and
X be a pointed simplicial G-set. Write A ⊂ X for the simplicial subset fixed by the
action.
1. The simplicial graded algebras AG[X] and
T (F2[X/G])
〈∀a ∈ A (aG)2〉 are isomorphic
to the E0 term of the spectral sequence {Er(F2(FG[X]))} associated to the
augmentation ideal filtration of the group ring F2(FG[X]).
2. If the orbit projection has a section, then the spectral sequence collapses at











where ∆˜s = {x1G ∧ · · · ∧ xsG| ∃i = 1, . . . , s− 1 (xi = xi+1 ∈ A)}.
3. If the reduced diagonal map A → A ∧ A is mod 2 homologous to zero, then






where the sum is taken over multi-indices λ = (λ1, . . . , λI), µ = (µ1, . . . , µJ)








. Also H˜λ(X/G;F2) is
short for H˜λ1(X/G;F2)⊗F2 · · ·⊗F2 H˜λI (X/G;F2) and similarly for H˜µ(A;F2).
9.1 The Augmentation Ideal
Let K be a field and H be a group. The elements of the group ring K(H) are of
the form
∑
λ∈K,x∈H λxx. The augmentation map  : K(H) → K is generated by
x 7→ 1 for x ∈ H. The kernel of this map is the augmentation ideal I = I(K(H)).
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Below we will be interested in the group ring F2(FG[X]). The powers of the
augmentation ideal yield a filtration (called I-filtration in [Qui68])
· · · ⊆ Is+1 ⊆ Is ⊆ · · · ⊆ I1 ⊆ I0 = F2(FG[X]).
We denote the associated spectral sequence by {Er(F2(FG[X]))} (see Section 8.1
for details on how this spectral sequence is obtained).
Lemma 9.1.1. Let x, y be elements of a group H and I = I(K(H)) be the aug-
mentation ideal. The product of (x−1)+I2 and (y−1)+I2 in I/I2 is (xy−1)+I2.
Proof. Use the identity (x− 1)(y − 1) = (xy − 1)− (x− 1)− (y − 1) and the fact
that (x− 1)(y − 1) belongs to I2.
Proposition 9.1.2. Let X be a pointed simplicial G-set where G is a simplicial
group. The augmentation quotient I/I2 := I(F2(FG[X]))/I2(F2(FG[X])) is gener-
ated by
{(x, g)− 1 + I2|x 6= ∗, g 6= 1G}.
Proof. By the previous Lemma 9.1.1, the set S := {(x, g)− 1 + I2|x 6= ∗, g 6= 1G}
generates
{(x1, g1) · · · (xn, gn)− 1 + I2| ∀i = 1, . . . , n (xi 6= ∗ and gi 6= 1G)} (9.1.3)
However, the augmentation ideal I is generated by {h − 1| 1FG[X] 6= h ∈ FG[X]}.
Since each element 1 6= h ∈ FG[X] is a word of the form (x1, g1) · · · (xn, gn) where
all x1, . . . , xn are different from the basepoint ∗ and all g1, . . . , gn are different from
the identity 1G, I/I
2 is generated by (9.1.3). Therefore I/I2 is generated by S.
9.2 Algebra Models for the E0 Term
In this Section, we prove Part 1 of Theorem 9.0.4. The E0 term is a simplicial
graded algebra. We construct two simplicial algebras that are isomorphic to the E0
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term. We say informally that these simplicial algebras we constructed “model”the
E0 term.
Proposition 9.2.1. Let A be a graded algebra. Let Â be the completion of A with
respect to the filtration by degree:
· · · ⊂ A≥r ⊂ · · · ⊂ A≥1 ⊂ A≥0 = A,
where A≥r :=
⊕∞
i=r Ai. The above filtration induces a filtration on Â
· · · ⊂ Â≥r ⊂ · · · ⊂ Â≥1 ⊂ Â≥0 = Â.
Let E0(Â) be the associated graded algebra. Then the map Θ : E0(Â) → A whose
rth grade is given by Θr(f + Â≥r+1) = fr, where fr is the rth degree component of
f , is an isomorphism of graded algebras.
Proof. An element of Â is a formal power series of the form f = f0 +f1 + · · · fi+ · · ·
where fi is of degree i in A. An element of Â≥r is a formal power series of the form
f = fr + fr+1 + · · · whose lowest degree is at least r. The map Θr is well-defined
since if Â≥r+1, then fr = 0.
Let Λ : A → E0(Â) be the map whose rth grade is Λr(f) = f + Â≥r+1. It is
easy to check that Θ and Λ are inverses.
Recall Definition 9.0.3 for the description of AG[X].
Proposition 9.2.2. If the action is trivial, then AG[X] reduces to the earlier
BG[X] construction.
Proof. It suffices to work in one dimension. Without loss of generality assume
that X is a pointed G-set. In the case G = Z2 Definition 7.4.6 becomes BG[X] =
T (F2({x|x ∈ X}))
〈x2, ∗|x ∈ X〉 . Hence
BG[X] ∼= T (F2[X])〈x2|x ∈ X〉 . (9.2.4)
9.2 Algebra Models for the E0 Term 116
Since the action is trivial, t acts trivially on both the F2(G)-modules F2[X] and
F2. Thus F2[X]⊗F2(G) F2 ∼= F2[X] as F2-modules. This implies
AG[X] ∼= T (F2[X])〈x2|x ∈ X〉 . (9.2.5)
Comparing equations (9.2.4) and (9.2.4) gives the required isomorphism.
Lemma 9.2.3. Let X be a pointed G-set. There is an isomorphism of graded
algebras natural in X:
Φ : AG[X]→ E0(F2(FG[X]))
x⊗F2(G) 1 7→ (x, t)− 1 + I2
Proof. Since G = Z2, Example 6.3.11 gives the isomorphism of simplicial groups
FG[X] ∼= F [X]〈∀x ∈ X (x · xt ∼ 1)〉 (9.2.6)
(x, t) 7→ x
It suffices to show that the following map, which we call Φ by abuse of notation,
is an isomorphism:





〈∀x ∈ X (x · xt ∼ 1)〉
))
x⊗F2(G) 1 7→ x− 1 + I2
Write ⊗ := ⊗F2(G), x := x− 1, E0 := E0(F2(FG[X])) for short.
We first verify that Φ is well-defined, i.e. that the map (x, 1) 7→ x + I2 is
indeed F2(G)-linear. On the one hand, (x · t, 1) 7→ xt+ I2, and on the other hand
(x, t · 1) = (x, 1) 7→ x+ I2. Since x · xt = 1,
xxt+ x+ xt = (x− 1)(xt− 1) + (x− 1) + (xt− 1) = x · xt− 1 = 0.
This implies x+xt = −xxt ∈ I2 so that x+ I2 = −xt+ I2 = xt+ I2 as the ground
field is F2. Therefore both (x · t, 1) and (x, t · 1) are sent to the same thing which
verifies the F2(G)-linearity of the map (x, 1) 7→ x+ I2.
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Our definition Φ(x⊗1) = x+I2 is given for x ∈ X, then it can be extended to a
map T (F2[Xn]⊗F2(G) F2)→ E0. This is because Φ(∗⊗1) = ∗+ I2 = 1−1 + I2 = 0
and the tensor algebra T (F2[Xn] ⊗F2(G) F2) is generated by elements of the form
x⊗ 1. We check that this map factors through the defining equivalence relation of
AG[X]. Given a ∈ A, we have Φ((a⊗1)2) = (a+I2)2 = a2+I3. And a2 = (a−1)2 =
a2 − 1 = 0 since a ∈ A implies a2 = a · at = 1. Thus Φ((a⊗ 1)2) = a2 + I3 = 0, so
we have a well-defined map Φ : AG[X]→ E0.
Next we show that Φ is an epimorphism. It suffices to show that, when Φ is
restricted to the first grade, the map Φ1 : A
G
1 [X]→ I/I2 is an epimorphism, since
I/I2 generates E0. Using the isomorphism in (9.2.6), Proposition 9.1.2 implies
that the augmentation ideal is generated by x where ∗ 6= x ∈ X. Since, for each
x ∈ X, the element x + I2 is the image of Φ(x⊗ 1), this Proposition implies that
each element in I/I2 has a preimage under Φ. Therefore Φ is an epimorphism.
To show that Φ is a monomorphism, choose a subset B ⊂ X of elements not
fixed by the G-action that decomposes X into the disjoint union A unionsq B unionsq Bt.
Then the map f : FG[X] → FG[A] ∗ F (B) that sends a 7→ a for a ∈ A and
b 7→ b, bt 7→ b−1 for b ∈ B is a group isomorphism. The map e1 : FG[A] → ÂG[X]
generated by a 7→ a ⊗ 1 + 1 ⊗ 1 is well-defined. This is because e1(a · a) =
(a⊗ 1 + 1⊗ 1)(a⊗ 1 + 1⊗ 1) = (a⊗ 1)(a⊗ 1) + (1⊗ 1)(1⊗ 1) = (1⊗ 1) agrees with







i=0(b⊗1)i as the ground field is F2. The




0(F2(f))−−−−−→ E0(F2(FG[A] ∗ F (B)))
E0(e1∗e2)−−−−−→ E0(ÂG[X]) Θ−→ AG[X].
It is easy to check that this composite is the identity map on AG[X] and hence the
first map Φ is a monomorphism, as required.
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Finally, we check the naturality. Let f : X → Y be a morphism of pointed



















〈∀y ∈ Y (y · yt ∼ 1)〉
))f∗∨
Indeed f∗(ΦX(x⊗1)) = f∗(x−1+I2) = f(x)−1+I2 agrees with ΦY (AG[f ](x⊗1)) =
ΦY (f(x)⊗ 1) = f(x)− 1 + I2. Therefore Φ is natural in X.
This Lemma allows us to prove Part 1 of the main Theorem of this Chapter.
Proof of Part 1 of Theorem 9.0.4. Define the map Φ : AG[X] → E0(F2(FG[X]))
dimensionwise using the previous Lemma 9.2.3. In each dimension n, the map Φn
is an isomorphism of graded algebras. But the naturality part of the same Lemma
implies that the map Φ commutes with faces and degeneracies and hence it is a





〈∀a ∈ A (aG)2〉 by T . Let ϕ : F2[X] × F2 → T send (x, 1) 7→
xG. Since ϕ(x · t, 1) = xtG = xG agrees with ϕ(x, t · 1) = ϕ(x, 1) = xG, this
map factors to a map F2[X]⊗F2(G) F2 → T from the tensor product. The universal
property of the tensor algebra defines a map T (F2[X] ⊗F2(G) F2) → T . We check
that this map factors through the defining equivalence relations of AG[X]. Given
a ∈ A, indeed (a⊗ 1)2 is sent to (aG)2, which is in the quotient ideal of T . Thus
we have a map AG[X]→ T , which we call ϕ by abuse of notation.
Let ψ : X/G → AG[X] send xG 7→ x ⊗F2(G) 1. This map ψ is well-defined
since xt⊗F2(G) 1 = x⊗F2(G) t · 1 = x⊗F2(G) 1. The universal property of the tensor
algebra defines a map ψ : T (F2[X/G]) 7→ AG[X]. We check that this map factors
through the defining equivalence relations of T . Given a ∈ A, indeed (aG)2 is sent
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to (a ⊗F2(G) 1)2, which is in the quotient ideal of AG[X]. Thus we have a map
T → AG[X], which we call ψ by abuse of notation.
It is easy to check that ϕ and ψ are inverses. Therefore we have an isomorphism
AG[X] ∼= T = T (F2[X/G])〈∀a ∈ A (aG)2〉 . (9.2.8)
The isomorphisms (9.2.7) and (9.2.8) together complete the proof of this Part.
9.3 Collapse at the E1 Term
In this Section, we show that the existence of a section of the orbit projection
guarantees the collapse at the E1 term. We first show that the powers of the aug-
mentation ideal have trivial intersection. This implies that the spectral sequence
associated to the augmentation ideal filtration of F2(FG[X]) is weakly convergent.
The following Proposition gives a necessary and sufficient condition for the powers
of the augmentation ideal to have trivial intersection in the case where the coeffi-
cient ring is a field. Recall that a group has bounded exponent if there exists an
integer n ≥ 0 such that every element of the group has order at most n.
Proposition 9.3.1 (see Theorem 2.26 [Pas79]). Let H be a group and K be a
field of characteristic prime p. Then
⋂∞
k=1 I
k(K(H)) is trivial if and only if H is
residually nilpotent p-group of bounded exponent.
Corollary 9.3.2. The intersection
⋂∞
k=1 I
k(F2(F Z2 [X])) is trivial. Hence the spec-
tral sequence {Er(F2(F Z2 [X]))} is weakly convergent.
Proof. Corollary 8.2.8 states that F Z2 [X] is a residually finite 2-group. Since a
finite 2-group is a nilpotent 2-group of bounded exponent, the group F Z/2[X] is a
residually nilpotent 2-group of bounded exponent (see the comments after Example
8.2.5). Then the result follows from the Proposition above.
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Proposition 9.3.3. Let H be a group and let I be the augmentation ideal of its
group ring K(H) with coefficients in a field K. If
⋂
n I
n is trivial and the short






Proof. Since the coefficients are taken in a field, the split short exact sequences
imply that Is ∼= Is+1 ⊕ Is/Is+1 for all s. An easy induction shows that K(H) ∼=









Is/Is+1 → · · · →
n−1⊕
s=0
Is/Is+1 → · · ·
with the filtered system
K(H)/I1 → K(H)/I2 → · · · → K(H)/In → · · ·
















where we used the assumption that
⋂
n I
n is trivial is the last step.
Below, we give the Definition of the pinched subset ∆˜s.
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Definition 9.3.4. Denote by ∆˜s the following simplicial subset of (X/G)
∧s:
∆˜s = {x1G ∧ · · · ∧ xsG| ∃i = 1, . . . , s− 1(xi = xi+1 ∈ A)}.







Proof. Part 1 of Theorem 9.0.4 gives an isomorphism of simplicial graded algebras:
E0 ∼= T (F2[X/G])〈∀a ∈ A (aG)2〉 .
The s-th grade of the tensor algebra is Ts(F2[X/G]) ∼= F2[(X/G)∧s]. In terms
of this isomorphism, the terms of degree s in the ideal 〈∀a ∈ A (aG)2〉 are linear
combinations of smash products x1G∧· · ·∧xsG such that, for some i = 1, . . . , s−1,
the elements xi and xi+1 are equal and belong to A. The result follows by the
definition of the pinched subset ∆˜s.
Proof of Theorem 9.0.4 Part 2. First we show that the following short exact se-
quence is split for each s:
Is+1 ↪→ Is  Is/Is+1 (9.3.9)
For s = 0, the short exact sequence (9.3.9) always splits for any group ring. Assume






that sends x1 · · ·xs + Is+1 7→ x1G ∧ · · · ∧ xsG for x1, . . . , xs ∈ X. Here xi = xi − 1
as usual. Because of this isomorphism, it suffices to show that the following map
has a section:





x1 · · ·xs 7→ x1G ∧ · · · ∧ xsG.
By Proposition 7.2.4, the assumption that the orbit projection has a section
allows us to write X = Y ∪A Y t. Then every orbit xG can be written as yG for
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→ Is by β(y1G ∧ · · · ysG) = y1 · · · ys for
y1, . . . , ys ∈ Y . The map β is well-defined since if there exists some i = 1, . . . , s−1
such that both yi and yi+1 are equal to some a ∈ A, then yi yi+1 = (a− 1)(a− 1) =
a2 − 1 = 1− 1 = 0 since a2 = 1 in FG[X] so that β(y1G ∧ · · · ∧ ysG) = 0. Then β
is a section of α:
α(β(y1G ∧ · · · ∧ ysG)) = α(y1 · · · ys) = y1G ∧ · · · ∧ ysG.
Thus we have shown that the exact sequences (9.3.9) are split for each s.
We have shown that
⋂∞
k=1 I

















































which is the required (9.0.1).
We have shown that the short exact sequence (9.3.9) splits. This implies that
the associated long exact sequence in homology splits into short exact sequences.
Thus the spectral sequence collapses at the E1 term.
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9.4 The Mayer-Vietoris Spectral Sequence
In order to compute the E1 term, we first introduce the Mayer-Vietoris spectral
sequence (see [Hat04] [Cai11]). Let A be an abelian group. We consider the reduced
homology with coefficients in A.
Suppose that X = X1 ∪ · · · ∪ Xn is a pointed simplicial set with each Xi
a pointed simplicial subset of X. Associated with X is an abstract simplicial
complex K with vertices 1, 2, . . . , n and {i1, . . . , ip} ∈ K for Xi1 ∩ · · · ∩ Xip . For
each I = {i1, . . . , ip} ∈ K, define XI = Xi1 ∩ · · · ∩Xip . In particular X∅ = X.
Let (ZXI , ∂) be the Moore chain complex of XI (see Page 5 in [GJ99]):
Z(XI)0
∂←− Z(XI)1 ∂←− Z(XI)2 ∂←− · · · ,
where ∂ =
∑n
i=0(−1)idi, di’s are the faces of the simplicial abelian group ZXI . The
reduced homology group is defined in terms of the homology groups Hn(ZXI ⊗A)
of the Moore chain complex (ZXI ⊗ A, ∂):
H˜n(XI , A) = coker (Hn(Z∗ ⊗A)→ Hn(ZXI ⊗ A)) .
Let Ep,q =
⊕
#I=p(ZXI ⊗ A)q where #I denotes the number of elements in
the set I. Then E = ⊕p,q Epq is a double complex. For αIq ∈ (ZXI ⊗ A)q, the
vertical differential is ∂v(αIq ) := ∂α
I
q , which is the above differential of the chain
complex ZXI ⊗ A. For αIq ∈ (ZXI ⊗ A)q where I = {i1, . . . , ip}, the horizontal




j=1(−1)jα∂jIq where ∂jI := (i1, . . . , îj, . . . , ip) has
p− 1 elements by omitting the jth term. Here α∂jIq is an element of (ZX∂jI ⊗A)q




q Ep,q. The simplicial set X has the same homology as E0 (see
[Hat02]), i.e.
H˜∗(X;A) ∼= H∗(E0).
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There is an exact sequence (see Page 94 in [BT81]):
0→ En ∂
h
n−→ · · · ∂
h
1−→ E0 → 0,
where n is the number of Xi’s.
Denote F0 = im ∂
h
1 , . . . , Fn−2 = im ∂
h
n−1, Fn−1 = im ∂
h
n. Then we have the short
exact sequences
0→ En → Fn−1 → 0
0→ Fn−1 → En−1 → Fn−2 → 0
0→ Fn−2 → En−2 → Fn−3 → 0
...
0→ F1 → E1 → F0 → 0.
With respect to the differential ∂v : Ep,q → Ep,q−1, we obtain long exact sequences
· · · → Hq(Fn−2) i−→ Hq(En−2) j−→ Hq(Fn−3) ζ−→ Hq−1(Fn−2)→ · · ·
...
· · · → Hq(F1) i−→ Hq(E1) j−→ Hq(F0) ζ−→ Hq−1(F1)→ · · ·
We write this long exact sequence as an exact couple where i has bidegree (0, 0), j












The resulting spectral sequence is the Mayer-Vietoris spectral sequence
{Erp,q(X1 ∪ · · · ∪Xn), dr} ⇒ Hp+q−1(E0) = H˜p+q−1(X;A),
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9.5 Homology Decomposition of the Pinched Sub-
set
In this section, we write H˜(•) as H˜(•;F2) for short, the reduced homology with
coefficients in F2. A is the simplicial subset of X fixed under G-action.







is a simplicial subset of (X/G)∧s that decomposes into the following union (see
Corollary 9.5.3):(
∆(A) ∧ (X/G)∧s−2)∪((X/G) ∧∆(A) ∧ (X/G)∧s−3)∪· · ·∪((X/G)∧s−2 ∧∆(A)) .
Here ∆(A) ⊂ (X/G)∧2 is the reduced diagonal whose elements are aG∧aG for some
a ∈ A. This decomposition suggests using the Mayer-Vietoris spectral sequence
to study the homology of ∆˜s and thus we can obtain some information about the
E1 term. Below, we show that if the reduced diagonal map A → A ∧ A is mod 2
homologous to zero, then the Mayer-Vietoris spectral sequence of ∆˜s collapses at
the E1 term.








∪ ((X/G)∧s−2 ∧∆(A)) .
Here ∆(A) := {aG ∧ aG| a ∈ A} ⊂ (X/G)∧2 is the reduced diagonal of A.
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∪ ((X/G)∧s−1 ∧∆(A)) .
Let an element x1G ∧ · · · ∧ xsG of ∆˜s be given. There are two cases: either
xs−1 = xs ∈ A or xi = xi+1 ∈ A for some 1 ≤ i < s − 1. In the former case
x1G ∧ · · · ∧ xsG belongs to (X/G)∧s−1 ∧∆(A). In the latter case x1G ∧ · · · ∧ xsG
belongs to ∆˜s−1∧(X/G). Hence in either case x1G∧· · ·∧xsG belongs to the union
∆˜s−1 ∧ (X/G) ∪ (X/G)∧s−1 ∧∆(A). This proves one inclusion.
The proof of the reverse inclusion is similar.
The smash product distributes over the wedge sum. In the following, we will
consider the union of two sets in an ambient set. The next Proposition says that
the smash product also distributes over such a union.
Proposition 9.5.2. Let X and Y be pointed sets, let A and B be pointed subsets
of X. Then there is an equality of subsets of X ∧ Y :
(A ∪B) ∧ Y = (A ∧ Y ) ∪ (B ∧ Y ).
Proof. Let an element x ∧ y ∈ (A ∪B) ∧ Y of the LHS be given. Then x is either
in A or B. If x ∈ A, then x∧ y ∈ A∧ Y . If x ∈ B, then x∧ y ∈ B ∧ Y . Note that
A ∧ Y and B ∧ Y are subsets of the RHS. Then x ∧ y ∈ RHS.
Let an element x ∧ y ∈ (A ∧ Y ) ∪ (B ∧ Y ) of the RHS be given. Then x ∧ y
is either in A ∧ Y or B ∧ Y . Note that both A ∧ Y and B ∧ Y are subsets of the
LHS. Thus x ∧ y ∈ LHS.
Corollary 9.5.3. For s ≥ 2, the simplicial set ∆˜s decomposes into the following
union:
(
∆(A) ∧ (X/G)∧s−2)∪((X/G) ∧∆(A) ∧ (X/G)∧s−3)∪· · ·∪((X/G)∧s−2 ∧∆(A)) .
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As the expression begins to get very long, we introduce some notation to sim-
plify it.
Definition 9.5.4. A multi-index α = (α1, . . . , αd) is a sequence of positive integers.
The length of this multi-index is |α| = α1 + · · ·+αd and its dimension is dimα = d.
Definition 9.5.5. For k ≥ 2, let ∆k(A) denote the pointed simplicial subset of
(X/G)∧k whose elements are aG ∧ · · · ∧ aG︸ ︷︷ ︸
k
for some a ∈ A. We set the convention
∆
1





(A) ∧ · · · ∧∆αd(A).
The pointed simplicial set ∆
α
is a subset of
(X/G)∧α1 ∧ · · · ∧ (X/G)∧αd = (X/G)∧α1+···+αd = (X/G)∧|α|.
Proof of Corollary 9.5.3. We proceed by induction. For s = 2, the RHS reduces
to ∆(A). Indeed Proposition 9.5.1 says that ∆˜2 = ∆(A).
Suppose the above decomposition holds for some s ≥ 2. In the shorthand
notation, the induction hypothesis becomes
∆˜s = ∆
(2,1,...,1) ∪∆(1,2,...,1) ∪ · · · ∪∆(1,1...,2),















(2,1,...,1,1) ∪∆(1,2,...,1,1) ∪ · · · ∪∆(1,1,...,2,1) ∪∆(1,1,...,1,2).
Then we can use ∆
β ∧ (X/G) = ∆(β,1) in the last line. This proves the induction
step.
Recall that a pointed simplicial map f : X → Y is mod 2 homologous to zero
if, for all n, the induced map on homology H˜n(X;F2) → H˜n(Y ;F2) is the zero
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map. Since we are using homology with coefficients in F2 throughout, we throw
out the reference to “mod 2”. Let f1, . . . , fk be pointed simplicial maps. If fi is
homologous to zero for some i = 1, . . . , k, then the smash product f1 ∧ · · · ∧ fk is
homologous to zero. This is because the induced map (f1 ∧ · · · ∧ fk)∗ on homology
is just the tensor product (f1)∗ ⊗ · · · ⊗ (fk)∗.
Proposition 9.5.6. Let α and β be multi-indices of length s. Suppose that the
reduced diagonal map A→ A ∧ A is homologous to zero. If ∆α is a proper subset
of ∆
β
, then the inclusion ∆
α
↪→ ∆β is homologous to zero.
Proof. Recall that the higher reduced diagonal map dk : A → A∧k sends a to
a ∧ · · · ∧ a︸ ︷︷ ︸
k
for a ∈ A. We first show that for k ≥ 2, the higher reduced diagonal
map dk : A → A∧k is homologous to zero. This map is a monomorphism with
image ∆
k
(A) ∼= A. We can write dk as a composite:
dk : A→ A ∧ A 1A∧dk−1−−−−−→ A ∧∆k−1(A) ↪→ A∧k.
Since the first map is homologous to zero by assumption, dk is homologous to zero.





(A), that is the case where dimα = 1. Since ∆
α
is a proper subset of ∆
β
by
assumption, e := dim β ≥ 2. There is a commutative diagram
∆
s






> A ∧ · · · ∧ A︸ ︷︷ ︸
e
.
dβ1 ∧ · · · ∧ dβe
∧
Since e ≥ 2, the reduced diagonal map de is homologous to zero from what we have
shown above. Since A
ds−→ ∆s(A) is an isomorphism, the inclusion ∆s(A) ↪→ ∆β is
homologous to zero.
Finally we prove the general case where dimα = d > 1. Since ∆
α
is a
proper subset of ∆
β
by assumption, we can decompose the multi-index β into
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β = (γ(1), . . . , γ(d)) such that α1 = |γ(1)|, . . . , αd = |γ(d)|. Thus the inclusion map
∆
α
↪→ ∆β decomposes into a smash product of the inclusions ∆αj(A) ↪→ ∆γ(j) :
∆




(A) ∧ · · · ∧∆αd(A)
wwwww
> ∆




(A) ↪→ ∆γ(j) reduces to the case above. Hence it is homolo-
gous to zero. Thus after taking the smash product, the inclusion ∆
α
↪→ ∆β is
homologous to zero. (Actually one j is enough.)
Example 9.5.7. If X = ΣY , then the reduced diagonal map X → X ∧X is null-
homotopic and thus homologous to zero. The weak category of a space X is the
least k such that the higher reduced diagonal X → X ∧ · · · ∧X︸ ︷︷ ︸
k
is null-homotopic
(see Definition 2.2 of [BH60]). In this terminology, a non-contractible suspension
space has weak category 2. Berstein and Hilton, in the paper [BH60], introduced
the notion of weak category to study the Lusternik-Schnirelmann category.
Proposition 9.5.8. The collections
{∆I | I ⊂ {(2, 1, . . . , 1), . . . , (1, 1 . . . , 2)},#I = p}
and {∆α| dimα = s− p} are equal for p = 1, . . . , s− 1. Here all the multi-indices
are of length s.




. We proceed by induction on p. The base step
p = 1 is obvious.
Let I = {γ(j1), . . . , γ(jp)} where j1 < · · · < jp and γ(j) is the multi-index
(1, . . . , 2, . . . , 1) with 2 as the jth entry. By the inductive hypothesis, there exists
some β of dimension s − (p − 1) = s − p + 1 such that ∆J = ∆β where J =
{γ(j1), . . . , γ(jp−1)}. Recall that ∆J = ∆γ
(j1) ∩ · · · ∩ ∆γ
(jp−1)
. Since jp−1 is the
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largest term in this intersection, we can decompose β into (β′, 1, . . . , 1︸ ︷︷ ︸
s−jp−1−1
). Since β
has dimension s− p+ 1, β′ has dimension
(s− p+ 1)− (s− jp−1 − 1) = jp−1 − p+ 2.
There are two cases: either jp = jp−1 + 1 or jp > jp−1 + 1.
Consider the case where jp = jp−1 + 1. Then ∆I = ∆
δ
where, writing e :=
dim β′,








dim δ = e+ (s− jp−1 − 2) = (jp−1 − p+ 2) + (s− jp−1 − 2) = s− p,
which proves the induction step for this case.





. Here  is modified from β by contracting an adjacent pair of 1’s at the
jp-th and (jp + 1)-th places into a 2. In any case dim  = dim β − 1 = s− p. This
proves the induction step for this cases and completes the whole proof.
Corollary 9.5.9. Let I ⊂ {(2, 1, . . . , 1), . . . , (1, 1 . . . , 2)} where the multi-indices
are of length s. For each j = 1, . . . ,#I, the inclusion map ∆I ↪→ ∆∂jI is homolo-
gous to zero.





omitting the jth term.
Proof. Proposition 9.5.8 shows that there exists the multi-indices α and β of length
s such that ∆I = ∆
α
and ∆∂jI = ∆
β
. Since ∆I is a proper subset of ∆∂jI , then
Proposition 9.5.6 shows that the inclusion ∆I ↪→ ∆∂jI is homologous to zero, as
required.
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Lemma 9.5.10. If the reduced diagonal map A → A ∧ A is homologous to zero,
then the Mayer-Vietoris spectral sequence of ∆˜s = ∆
(2,1,...,1)∪· · ·∪∆(1,1...,2) collapses






Here I ranges over the nonempty subsets of {(2, 1, . . . , 1), . . . , (1, 1 . . . , 2)}.




j−→ Hq(Fp−1) i−→ E1p−1,q.






j=1 H˜q(∆∂jI). Since the reduced diagonal is homologous to zero, Corollary
9.5.9 tells us that each map H˜q(∆I) → H˜q(∆∂jI) is zero. Therefore α∂jIq = 0
and
∑#I
j=1(−1)jα∂jIq = 0 so that the differential d1 is the zero map. Therefore the
Mayer-Vietoris spectral sequence collapses at the E1 term.












since no ∆I is empty.
We are now ready to prove the last part of the main Theorem of this Chapter.
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Recall Proposition 9.5.8 which states that for p = 1, . . . , s − 1, the collections






























(A) = X/G by convention and ∆
k
(A) is isomorphic to A for k = 2, 3, . . .,
the homology of ∆˜s depends only on the homology of A and X/G. There must





Here if λ = (λ1, . . . , λI), then H˜λ(X/G;F2) is short for
H˜λ1(X/G;F2)⊗F2 · · · ⊗F2 H˜λI (X/G;F2).
It is similar for µ.
Thus cλ,µ is the number of α which are permutations of (1, . . . , 1︸ ︷︷ ︸
I
, a1, . . . , aJ) for
some integers a1, . . . , aJ ≥ 2 that satisfy I + a1 + · · · + aJ = s. After making the
substitution bi = ai−2, this condition is equivalent to b1+· · ·+bJ = s−I−2J where




















Since q = |ν| = |λ|+|µ| and dim ν = dimλ+dimµ, so the condition q−dimα =
t− s+ 1 in (9.5.11) is equivalent to |λ|+ |µ| = t− s+ dimλ+ dimµ+ 1. Similarly,
since dimα = dim ν, the condition dimα ≤ s− 1 becomes s ≥ dimλ+ dimµ+ 1.
Thus we obtain the required (9.0.2).
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Remark 9.5.11. In fact, the formula (9.0.2) is a finite sum, since the condition
dimλ+dimµ+1 ≤ s implies that |λ|+|µ| = t−s+(dimλ+dimµ+1) ≤ t−s+s = t.
Since the length is bounded above, there can only be finitely many λ and µ that
satisfy dimλ+ dimµ+ 1 ≤ s.
9.6 An Example
Consider the Z2-set Y ∪A Y . If A→ A ∧ A is homologous to zero and Y = X/Z2
has many trivial homology groups, then we can use Theorem 9.0.4 to compute
the homology of F Z2 [Y ∪A Y ]. In this section, we compute in detail the homology
groups of Carlsson’s construction of such an example S2 ∪S1 S2.
Example 9.6.1. The group Z2 acts on the pushout S2 ∪S1 S2 by flipping the left
and right copies of S2. The Betti number of the reduced mod 2 homology of its
Carlsson’s construction is given by
dim H˜t(F

























, t = 2k + 1, k ≥ 0
Proof. Write G = Z2. The pushout S2 ∪S1 S2 is connected. Thus its Carlsson’s
construction is connected and has trivial reduced homology in dimension 0. The
fact that S2∪S1S2 is connected also allows us to use (9.0.1) gives the decomposition
H˜t(F









Since S1 → S1 ∧S1 ∼= S2 is homologous to zero, equation (9.0.2) gives a homology
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2)⊗ · · · ⊗ H˜2(S2)︸ ︷︷ ︸
I






















t− s+ 1 + J
J
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t− s+ 1 + J
J
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t− s+ 1 + J
J
)(









is nonzero, then 2s−t−J−2 ≥ J−1.
That is, t ≤ 2s − 2J − 1 ≤ 2s − 3 since J ≥ 1. Thus H˜t(∆˜s) = 0 if t > 2s − 3.
Combining this observation with the fact that the only nontrivial homology group
of ((S2 ∪S1 S2)/G)∧s = (S2)∧s = S2s is in the 2s-th dimension, the short exact
sequence ∆˜s → S2s → S2s∆˜s induces the following long exact sequence in homology:














































0, t ≥ 2s+ 1,
F2 t = 2s,
0, t = 2s− 1,
H˜t−1(∆˜s) t ≤ 2s− 2.
For k ≥ 1, applying this formula to (9.6.12) gives
H˜2k(F

















By (9.6.13), the homology in the even dimensions is
dim H˜2k(F






2k − r + J
J
)(









2k − r + J
J
)(








only if 2k − r + J ≥ J or r ≤ 2k.
Similarly we can compute the homology in the odd dimensions:
dim H˜2k+1(F






2k − r + J + 1
J
)(
2r − 2k − J − 2
J − 1
)
for k ≥ 0.
Using these formulas, we compute by hand the homology in the dimension 1 to
12 to be
{dim H˜t(F Z2 [S2 ∪S1 S2];F2)}t=1,...,12 = {0, 2, 1, 5, 5, 14, 19, 42, 66, 131, 221, 417}.
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A search with the Online Encyclopedia of Integer sequences gives the sequence
A052547[OEI]. The Encyclopedia informs us that, for 1 ≤ t ≤ 12, the t-th Betti
number is the coefficient of xt in the power series expansion of
1− x
x3 − 2x2 − x+ 1.




Z2 [S2 ∪S1 S2];F2)xt = 1− x
x3 − 2x2 − x+ 1 − 1.
Chapter10
The Word Length Filtration Spectral
Sequence
In this chapter, we review results by James [Jam55] and Wu [Wu98] that use
the word length filtration of the FM [X]-construction and its associated spectral
sequence. James and Wu define the word length filtration differently. We begin by
describing James’ results.
10.1 James’ Construction
Definition 10.1.1. Let X be a pointed set. A word x1x2 · · ·xp in J [X] is in normal
form if each of the xi’s are different from the basepoint. An element w ∈ J [X] is
of length p if w is equal to some x1x2 · · ·xp in normal form. Let Jp[X] denote the
set of elements in J [X] that are of length at most p.
A pointed set map f : Y → Z induces a monoid homomorphism f˜ : J [Y ] →
J [Z]. Since f˜(x1 · · ·xp) = f(x1) · · · f(xp), an element of length p is sent to an
element of length at most p. Thus f˜ restricts to a pointed set map Jp[Y ]→ Jp[Z]
for each p. Therefore, for a simplicial set X, we have Jp[X] as a pointed simplicial
137
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subset of J [X].
The pointed simplicial sets Jp[X] gives a filtration of J [X]:
∗ = J0[X] ⊂ J1[X] ⊂ · · · ⊂ Jp−1[X] ⊂ Jp[X] ⊂ · · · ⊂ J [X].
James showed that the following cofiber sequence is split (see [Jam55] and see
Chapter 5 in [Nei09])







The splitting of (10.1.1) implies that the long exact sequence in homology also
splits into short exact sequences. Hence the spectral sequence associated to the
word length filtration collapses at the E1 term. The splitting of (10.1.1) also
implies the following theorem of James (see Page 143-144 in [Nei09]).
Proposition 10.1.2 (James Splitting Theorem [Jam55]). Let X be a pointed sim-
plicial set. Then there is a wedge sum decomposition




Proof. For each p, the splitting of (10.1.1) implies that
ΣJp[X] ' ΣJp−1[X] ∨ Σ Jp[X]
Jp−1[X]
.





Taking the filtered colimit gives the result.
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10.2 Wu’s Construction
In this section, let X be a pointed (simplicial) M -set where M is a (simplicial)
monoid such that the action is trivial. Then Example 6.3.8 gives an isomorphism
of simplicial monoids
FM [X] ∼= ∗x∈XMx〈∀m ∈M (m∗ ∼ 1)〉
where Mx is a copy of M and the equivalence relation is generated by m∗ ∼ 1 for
the element m ∈ M with the basepoint index ∗. We write mx for an element of
the copy Mx. In this section, we will identify F
M [X] with this simplicial monoid.
Definition 10.2.1. Let X be a pointed M -set where M is a monoid. Suppose
that the action is trivial. A word (m1)x1 · · · (mp)xp in FM [X] is reduced if each
of the xi’s are different from the basepoint, each of the mi’s is different from the
identity and xi 6= xi+1 for all i = 1, . . . , p− 1. An element w ∈ J [X] is of length p
if w is equal to some reduced word (m1)x1 · · · (mp)xp in normal form. Let FMp [X]
denote the set of elements in J [X] that are of length at most p.
For a pointed simplicial M -set X with trivial action, we have FMp [X] as a
pointed simplicial subset of FM [X]. The proof is similar to James’ construction
above.
Although we have an isomorphism FN[X] ∼= J [X] for trivial actions of the
discrete monoid of natural numbers N = {1, t, t2, · · · }, FNp [X] is in general distinct
from Jp[X]. This is because Wu’s definition of the word length is different from that
of James. To see this, let x and y be two distinct elements in X that are different
from the basepoint. Then xxyy is in normal form by Definition 10.1.1 and is of
length 4 in J [X]. However, xxyy is not a reduced word in FN[X] by Definition
10.2.1. In fact xxyy is of length 2 in FN[X] since xxyy = x2y2 = (t2)x(t
2)y.
Wu proved the following result.
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Proposition 10.2.2 (Theorem 1.1 in [Wu98]). Let F = R,C or H and let X be
a pointed space. Suppose that H∗ is a multiplicative homology theory such that (1)
both H∗(FP∞) and H∗(FP∞2 ) are free H∗(pt)-modules; and (2) the inclusion of
the bottom cell Sd → FP∞ induces a monomorphism in the homology. Then there
is a product filtration {FrH∗Ω(FP∞ ∧ X)| r ≥ 0} of H∗Ω(FP∞ ∧ X) such that
F0 = H∗(pt) and
Fr/Fr−1 ∼= Σ(d−1)rH∗(X∧r/∆̂r)
where d = dimR F , Σ is the suspension, ∆̂1 = ∗ and ∆̂r = {x1∧· · ·∧xr ∈ X∧r| xi =
xi+1 for some i} for r > 1. Furthermore, this filtration is natural with respect to
X.
Wu notes that if F = R, his result holds for mod 2 homology and if F = C
or H, then this result holds for integral homology. The overall strategy of Wu’s
proof is to show that the long exact sequence in homology induced by FMp−1[X]→
FMp [X]→ FMp [X]/FMp−1[X] splits into short exact sequences.
In the case F = R, this product filtration in the reduced mod 2 homology











To end this Chapter and the Thesis, we note that the homology decomposition
(9.0.1) we proved in Chapter 9 using the augmentation ideal filtration spectral
sequence specializes to the above homology decomposition in the case of trivial
Z2-actions. Indeed, for trivial Z2-actions, we have a homotopy equivalence
|F Z2 [X]| ' Ω(|NZ2| ∧X) ' Ω(RP∞ ∧X).
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