The log rank test is a popular nonparametric test for comparing the marginal survival distribution of two groups. When data are organized within clusters and the size of clusters or the distribution of group membership within a cluster is related to an outcome of interest, traditional methods of data analysis can be biased. In this thesis, we develop a within-cluster group weighted log rank test to compare marginal survival time distributions between groups from clustered data, correcting for cluster size and intracluster group size informativeness. The performance of this new test is compared with the unweighted and cluster-weighted log rank tests via a simulation study. The simulation results suggest the new test performs appropriately under scenarios of cluster size and intra-cluster group size informativeness, and produces higher power than the two comparison tests under non-informative scenarios. The new test is then illustrated on a live data set comparing time to functional improvement in task performance from patients with spinal cord injuries.
Two popular options are mixed effects models and generalized estimating equations (GEE) . While there are slight differences between these methods, they generally achieve the same goal of estimating and/or testing a response-covariate relationship for clustered data.
A problem that can arise with such methods is they implicitly assume that the size of the cluster is unrelated to the outcome of interest. When this is not true, we define such scenarios as having "informative cluster size." In many clinical settings, the assumption of non-informative cluster size is invalid. For example, in a dental study concerned with periodontal disease, the clusters could be the individuals and observations could be a periodontal disease score measured for each tooth. It is not unlikely that factors that are related to periodontal disease also affect the number of teeth within an individual. Failing to account for this interdependence can cause biased parameter estimates when traditional methods like random effects models and GEE are used. The bias arises in part from the fact that in traditional methods for clustered data like GEE, each observation contributes equally to the data. When the size of a cluster is correlated with the outcome measurement (i.e., when cluster size is informative), this can cause traditional estimators to be over-weighted in favor of clusters with larger sizes and potentially produce biased estimates and test statistics.
As a solution to the problem of informative cluster size, Hoffman, Sen, and Weinberg (2001) proposed the method of within-cluster resampling (WCR). In the application of WCR, one observation is selected at random and with replacement from each of the independent clusters. This one-per-cluster resampled data set consists of independent observations since the clusters are assumed to be independent. On this resampled data set, I.I.D. methods can be applied and an estimate of the parameter of interest generated. The properties of the I.I.D. method, such as unbiasedness, hold for the estimate from this resampled data set. However, one resampled analysis makes inefficient use of the data, as only the resampled portion of the data is used in generating the estimate thus giving undue weight to the randomly sampled observations. To make fuller use of the data, the process is repeated a large number of times and the WCR estimate of the parameter is defined as the average of the estimates from the many resampled data sets. As noted above, each resampled data estimate has the properties guaranteed by the I.I.D. method, such as unbiasedness. The WCR estimate retains many of these properties in averaging the resampled data estimate, but has the advantage that most or all of the data contribute to the estimate. Through this resampling scheme, WCR treats the clusters, and not the observations, as the primary experimental units in a natural and intuitive way.
By using one observation per cluster in calculating the parameter of interest, the selection process downweights observations from large clusters while upweighting observations from small clusters. When informative cluster size is present, WCR alleviates the problem of overweighting larger clusters in marginal analysis by giving equal weight to all clusters, regardless of size.
While WCR produces marginal estimates resistant to data with informative cluster size, there are two significant disadvantages: it is computationally intensive and the estimates it produces are themselves random. Williamson, Datta, and Satten (2003) provided a solution to these concerns when they showed that WCR estimators are asymptotically equivalent to estimators derived from estimating equations weighted by the inverse of cluster size. In the resampling process, WCR indirectly imposes a weight of the inverse cluster size. One observation is selected at random from each cluster. For a given cluster, every observation within that cluster has equal probability of being selected, so the probability of any one observation being chosen is 1/(cluster size). The contribution from that selected observation to the parameter or statistic of interest is only a fraction of the information contained within the cluster. estimates to be obtained directly from a dataset, but they also outperform WCR at small sample sizes. The technique of cluster-weighted averaging has subsequently been extended to many applications, including the rank sum test (Datta and Satten, 2005) , signed rank test (Datta and Satten, 2008) , estimation of correlation coefficients (Lorenz, Datta, and Harkema, 2011) , Cox proportional hazard modeling (Cong, Yin, and Shen, 2007) , and additional proportional hazard and parametric survival models (Williamson, Kim, Manatunga, and Addiss, 2008 ).
An additional type of informativeness can occur in clustered data when not only covariate values but also the distribution of covariate values within a cluster is related to the outcome of interest. For example, in the previously described hypothetical dental study on periodontal disease, a binary covariate of interest might be the presence or absence of caries in each tooth. In such a situation, not only is overall cluster size likely related to periodontal disease score but also the number of each individual's teeth with and without caries, i.e., the distribution of the binary covariate of interest. This has been referred to generally as sub-cluster covariate informativeness and specifically as intracluster group size (ICGS) informativeness when the covariate of interest is categorical, defining membership in groups to be compared (Dutta and Datta, 2015) . This type of informativeness can occur along with or independent of informative cluster size.
To account for sub-cluster covariate informativeness Huang and Leroux (2011) extended the idea of within-cluster resampling to the covariate level. The resampling procedure they introduced is as follows, in the context of a categorical, group-defining covariate. Within each cluster, a group is randomly selected, with equal probability of selection assigned to the groups regardless of their within cluster distribution. A value of the outcome variable of interest is then randomly selected from the set of observations within the cluster that belong to the randomly selected group. This process is repeated over all clusters. The resampled data set then consists of one observation per clusterthe randomly selected outcome variable from the randomly selected group. As this data subset contains only one randomly selected observation from each of the clusters, where clusters are assumed to be independent, I.I.D. methods can be applied to produce the desired estimate or statistic. As with the original implementation of WCR, the resampling process is repeated many times and the estimates produced from the resampled data sets are averaged to produce the WCR estimate. This cluster resampling procedure marginalizes any informativeness in the within-cluster group distribution, as it gives equal weight to each group within each cluster, regardless of the group distribution. For example, if a cluster contained nine observations in Group 1 and one observation in Group 2, the regular WCR method would on average sample Group 1 90% of the time.
Under sub-cluster resampling, the imbalance of the groups is mitigated as observations from Group 1 and Group 2 are selected with equal probability. Through this process, any relationship between the outcome of interest and the within-cluster group distribution is marginalized. This resampling technique has the same drawbacks as previously mentioned for WCR, in that it is computationally expensive and produces random estimates of the parameter of interest. Huang and Leroux thus modified the reweighting principle proposed by Williamson et al. (2003) 
CHAPTER II

METHODS
In this chapter, we present notation and terminology that will be used throughout the thesis. We briefly introduce the existing unweighted and cluster-weighted log rank tests and outline within-cluster resampling (WCR) methods. We then extend WCR to develop a new test suitable for comparing marginal failure time distributions for clustered data where informative ICGS may be present. In our application, we will focus on binary group comparison; however, the extension to data with additional groups will be straightforward.
Define M to be the number of clusters, which are assumed to be independent. Let i be the cluster index and j be the observation index within a cluster. Let Tij be the survival time and Cij be the censoring time for the j th observation within the i th cluster,
where Tij and Cij are assumed to be independent. The observed right-censored times are defined as Xij = min(Tij, Cij), and δij = I(Tij ≤ Cij,) is the indicator variable denoting whether the observation was censored. Let Gij be a binary indicator variable denoting group membership of the j th observation in the i th cluster. Note that Gij takes a value of either 0 or 1, and throughout this paper "Group 0" will be used when Gij takes the value 0 and "Group 1" will be used when Gij takes the value 1. Within the i th cluster, define ni to be the total number of observations, ni0 to be the number of observations that belong to Group 0, and ni1 to be the number of observations that belong to Group 1. Subsequently, ni can be expressed as the sum of all observations in both groups, i.e., ni = ni0 + ni1.
Therefore, the entire dataset is contained in Vi = {ni, Xij, Gij, δij, 1 ≤ j ≤ ni}, with 1 ≤ i ≤ M. Under this structure, the cluster size, and by extension the group sizes, are considered random variables.
We are interested in testing whether the marginal distribution of survival times between observations in Group 0 and Group 1 are equivalent. We can accomplish this by comparing marginal hazard rates between the two groups, where the hazard rate is
. For continuous data, the hazard rate can be expressed as ℎ( ) = ( )/ ( ), where ( ) is the probability density function and ( ) is the survival function. Using this relationship, testing the equality of survival times is equivalent to testing the equality of hazard functions. Our null hypothesis of interest is then H0: h0(t) = h1(t), where h0(t) is the hazard function for Group 0 observations and h1(t) the hazard function for Group 1 observations. In I.I.D. settings, there are many tests available to test this hypothesis, the log rank likely being the most popular. In order to extend the log rank test to clustered data, a moderate extension on the traditional notation is advantageous.
To define a log rank test for clustered data, we introduce the relevant counting and at-risk process necessary to define the statistic. Let ( ) = ∑ ∑ [ ≤ , =1 =1 = 1, = ] be the process counting events observed in Group k up to time t, with k = 0, 1. The number of events observed strictly prior to time t in Group k is expressed as
, and we define the "differential" process as ( ) = ( ) − ( −). The total number of events over both groups that have occurred up to time t is defined as
. The total number of events over both groups that have occurred before time t is defined as
, and we let
be the process counting the number of individuals still at risk of the event in Group k just before time t. The total number of individuals at risk in both groups just before time t can be
. The log rank test statistic, extended to clustered data, can then be defined as
Note that the statistic follows the recognizable "Observed -Expected" heuristic, where the first term is the number of observed events and the second term is the number of expected events under the null hypothesis. The variance of the log rank statistic can be
. Under the null hypothesis in the two group setting, 2 ( )/̂2( ) follows a limiting chi-squared distribution with one degree of freedom. In practice, the choice of k in defining the statistic is arbitrary to the construction of the statistic for comparing two groups.
The primary sampling units of this unweighted test are the individual observations. This can present a problem in the marginal analysis of clustered data when clusters are the primary experimental unit. The log rank test ignores potential dependencies within cluster and is potentially susceptible to bias from informative cluster size or informative within-cluster group size, as it equally weights all observations. Under scenarios where the cluster size or distribution of group membership within a cluster is dependent on a latent factor that also influences the survival times in that cluster, marginal estimates of the difference in group survival time based on the observations rather than the clusters could be biased and the log rank test might fail to maintain the appropriate size.
When the cluster is the primary sampling unit, the unweighted log rank test may not be appropriate as it considers observations as the primary sampling unit. To obtain a suitable statistic, we can apply the within-cluster resampling procedure described by Hoffman et al. (2001) . From the i th cluster, we randomly sample with replacement one observation (Xi*, Gi*, δi*), which includes the observed time, group membership, and censoring indicator for that observation. We repeat this process over all clusters and pool the observations. These combined, randomly selected observations form a subset data set composed of (Xi * , Gi * , δi * ), with 1 ≤ i ≤ M. This resampled data set consists of M observations, one from each cluster. As all observations have been randomly selected from individual clusters assumed to be independent, this resampled data set consists of statistically independent observations and I.I.D. methods can validly be applied. The log rank statistic is calculated from this resampled data set. The usual I.I.D. properties hold for this resampled data set, but analyzing one resampled data set is an inefficient use of the data that results in a statistic that is still random. Therefore, this resampling process is repeated a large number of times and resulting statistics are averaged to obtain the WCR log rank test statistic. The WCR variance is estimated by the average of the estimated variances from each resampled log rank test less the variance of the resampled data statistics. Using the WCR statistic and variance, the WCR test can be implemented as a chi-square test by squaring the statistic and diving by the variance, and comparing the result to the χ 2 distribution with one degree of freedom.
While the WCR method is effective, it is computationally expensive. The clusterweighted averaging principle advanced by Williamson et al. (2003) can be used to develop a cluster-weighted log rank test. By Williamson's proof, a cluster-weighted test would be asymptotically equivalent to the WCR test described in the previous paragraph.
Like WCR, the cluster-weighted test also treats the clusters and not the observations as the primary sampling unit. However, the cluster-weighted test can be performed directly on the full data set, significantly reducing computational burden, and has the additional advantage of being non-random. The test can be developed by reweighting the counting processes composing the log rank statistic by the inverse of the cluster size. Let the weighted process counting events observed in Group k up to time t be defined as
, and let the weighted process counting events 
. The weighted total number of individuals at risk just prior to time t over both groups can then be expressed as ̅ ( ) = ∑ ̅ ( ) =1 . A clusterweighted version of the log rank test statistic can then be defined as
Note that the weighted counting processes of statistic (2) Test statistic (2) appropriately analyzes the correct margin of interest by considering clusters as the primary sampling unit, and is resistant to any effects of ICS.
However, informative within-cluster group size may still present a problem for test (2).
To produce a statistic resistant to ICGS informativeness, we can employee a WCR strategy that marginalizes the within-cluster group distribution. For the i th cluster, we simulate Gi* to be 0 or 1, each with probability ½. If Gi* takes the value 0, we randomly sample (Xi*, δi*) from only the ni0 observations belonging to Group 0. If Gi* takes the value 1, we randomly sample (Xi*, δi*) from only the ni1 observations belonging to Group 1. We replicate this resampling over all clusters to create a pseudo data set of independent observations to which we can apply the standard log rank test. This process is repeated for a large number of pseudo data sets, and the WCR test statistic is calculated as the average of all the log rank statistics from the resampled data sets. The estimate of the WCR variance is calculated as described previously, by subtracting the variance of the resampled log rank statistics from the average of the estimated variances of the resampled log rank statistics (where the resampled variances are calculated according to standard I.I.D. theory). The test is implemented by comparing the quotient of the squared WCR statistic and variance to the χ 2 distribution with one degree of freedom. This WCR process is a modification on the typical resampling scheme, in that the observations forming the pseudo data sets are selected from the within-cluster groups and not the entire cluster. In the resampling process, equal weight is given to each of the two groups for a given cluster, regardless of the group distribution within the cluster. By randomly selecting one group from the discrete uniform distribution, any infomativeness of the subcluster group size will be marginalized.
The same extension of Williamson's reweighting method used to define the cluster-weighted statistic (2) can be applied here, which produces a statistic similar to equation (2) with inverse cluster size weights replaced by inverse within-cluster size group weights. We define the sub-cluster group weighted process counting the number of events observed in Group k up to time t as
When an observation comes from Group 0, = 0 and = 0 . When an observation comes from Group 1, = 1 and = 1 . We define the sub-cluster group weighted process counting the number of events observed in Group k prior to time
, and we express the weighted differential as ̃( ) =̃( ) −̃( −). The sub-cluster group weighted total number of events observed between the two groups up to time t is defined as ̃( ) = ∑̃( ) =1 , and the sub-cluster group weighted total number of events between both groups just prior to time t is expressed as ̃( −) = ∑̃( −) =1 . The differential is defined as ̃=̃( ) − ̃( −). The sub-cluster group weighted process counting the number of individuals still at risk of the event in group k just before time t is defined as
, and the within-cluster group weighted number of individuals still at risk between both groups just prior to time t is expressed as
. The sub-cluster group weighted log rank test is defined in terms of these weighted counting processes as
As with statistic (2), the number of observations within the cluster and by extension the within-cluster group sizes are considered random variables in (3). It is not possible to calculate the variance of (3) by replacing the unweighted counting process in the unweighted log rank test variance with their within-cluster group size weighted counterparts. The proper variance for (3) is a complex function of the cluster and group sizes, so we rely on the jackknife technique to obtain a valid estimate of the variance for ̃ as follows. Define ̃( − ) to be the value of ̃ obtained from a subset of the data with the i th cluster removed, and let ̃ * =̃−̃( − ) . The variance of ̃ is estimated by
where ̃ * is defined as −1 ∑̃ * =1 . Under suitable regularity conditions, we expect the statistic ̃2 /̃2(̃) to follow the chi squared distribution with one degree of freedom. We defer a formal theoretical justification of the asymptotic normality of our test statistic, and empirically justify this assertion with the simulation study in Chapter 3.
CHAPTER III
SIMULATION STUDY
To evaluate the performance of our weighted log rank test, we conducted a simple simulation study on clustered data. For each cluster, the number of observations in each of two groups were partially dependent on an underlying agent. This unobserved effect influenced both the event times within that cluster and the overall size of the cluster.
These associations among overall cluster size, within-cluster group size, and survival time produced the desired informative cluster and informative ICG size data. Several scenarios were considered with varying degrees of informative cluster size and ICG sizes.
Under these settings we compared the results of three tests: (1) Recall that M is the number of clusters, where we evaluated M = 30, 50, and 100.
Let i be the cluster index (1 ≤ i ≤ M). Define ni to be the total number of observations in cluster i, and define j to be the index for observations within the i th cluster (1 ≤ j ≤ ni).
The total sample size of the i th cluster is comprised of observations belonging to either Group 0 or Group 1. Define ni0 to be the number of observations belonging to Group 0 and ni1 to be the number of observations belonging to Group 1 in cluster i.
Using methods described by Cong, Yin, and Shen (2007) , we used the Cox proportional hazard model with positive frailty distribution to simulate correlated, clustered survival data. This model is parameterized as
where λ0(t) is the baseline hazard function, β is the vector of regression coefficients, Gij is a vector of covariates for observation j in cluster i, and wi is the frailty parameter for the i th cluster. For each cluster, the frailty variable was generated from a positive stable distribution which has the following probability density function described by Chambers, Mallows, and Stuck (1976) :
where θ was a Uniform(0,π) random variable and was independently generated from an exponential distribution with mean 1. The function is defined as
The value of α represents the measure of association between the observations in a cluster. Independence of observations is achieved as α approaches 1, while complete dependence is realized at α = 0. We ran all simulations with α = 0.5. A constant baseline hazard, λ0(t) = 0.25, was selected to produce viable survival times.
The size of the each cluster was determined by the following function:
We investigated three settings with varying cluster size: (n1, n2) = (10, 10), (n1, n2) = (15, 5), and (n1, n2) = (5, 15). Under the first scenario, cluster size was equal between all clusters and thus non-informative. Under the second scenario, clusters with larger frailty parameters had larger cluster sizes. We will refer to this scenario as "Positive ICS."
Under the third scenario, clusters with smaller frailty parameters had larger cluster sizes, and we define this scenario as "Negative ICS." Since the frailty parameter is an intensity parameter, large frailty parameters produce shorter failure times and the second scenario Censoring times, cij, were generated from the Uniform(0, k) distribution independent of the survival times. Values of k were selected such that approximately 25% or 50% of the total observations were censored, which we refer to as "light" and "heavy"
censoring. Distinct values of k were required for all combinations of beta values and cluster sizes to give the desired censoring percentage.
Results from the three tests are shown in Tables 1-6. Tables 1 and 2 depict outcomes from M = 30 under light and heavy censoring, respectively, while Tables 3-4 and 5-6 display similar results from M = 50 and M = 100, respectively. Figure 1 illustrates the comparable performance of the three tests for each combination of informative cluster size and informative ICGS. Figure 2 shows the power performance of the new test under varying sample size and censoring rates.
Our new test remained approximately unbiased and produced suitable power under all scenarios of cluster size and ICGS informativeness, even when the total number of clusters was small. For large M, even a small effect size produced a notable power increase. As expected, heavier censoring produced decreased power, while an increase in the total number of clusters resulted in an increase in power for all scenarios. The traditional log rank test performed adequately under scenarios lacking informative ICGS, even when cluster size informativeness was present. However, the power of our new test was consistently higher than that of the traditional log rank test in these situations, even under the non-informative scenario. In the presence of sub-cluster group informativeness, the traditional log rank test produces egregiously inflated size and power, regardless of the presence or absence of informative cluster size. The cluster-weighted log rank test yielded appropriate size and power estimates under simulations without ICGS, but when ICGS informativeness was present its size and power magnified similarly to the traditional log rank test. Only our test remains close to the nominal size and produces adequate power under all scenarios. Figure 1 illustrates the power curves for each of the three tests under the three ICGS informativeness scenarios. open to SCI patients with a spinal lesion above T11 who were not currently participating in an inpatient rehabilitation problem, and who met additional eligibility criteria detailed in another publication . Participants in this program completed a series of multiple sessions of standardized activity-based therapy aimed at functional motor recovery and were evaluated periodically with the Neuromuscular Recovery Scale (NRS). The NRS is a recently developed classification scale for neuromuscular recovery after motor incomplete spinal cord injury. Therapists evaluate individuals based on their performance of thirteen functional mobility tasks, which include standing, walking, and position changes. Each task receives a rating ranging from Phase 1 to Phase 4, where Phase 1 represents the lowest measure of capability and Phase 4 denotes a return to pre-injury ability. Additionally, there is a sub-classification within each phase ranging from A to C, allowing a range of sensitivity for each phase. The NRS was developed by NRN therapists and scientists, and has been shown to have reduced variability in outcome measures compared to other classification scales and to be responsive to functional improvement as patients receive therapy . Additionally, it has demonstrated appropriate construct validity and interrater reliability (Veloszo et al., 2015; Basso et al., 2015) .
The data set we analyzed contained 892 observations from 175 individuals.
Within individuals, observations were a series of assessments for 10 NRS tasks. The initial version of the NRS contained eleven tasks. Upon revision, one item measuring treadmill capacity was removed and three tasks assessing upper extremity function were added. We excluded the three items related to upper extremity function as there was paucity of data available due to their novelty. For each individual, the ten tasks were repeatedly evaluated throughout each patient's enrollment in the NRN approximately every twenty sessions of locomotor training. The number of evaluations per individual ranged from 2 to 24, with a mean of 5.1 and median of 4. For this analysis, we limited the data set to include only the 175 individuals who received an initial rating of Phase 1 or Phase 2 in all ten tasks, and who had at least one rating in each of the two phases.
The interest of this analysis was a marginal comparison of time to progression to the next NRS phase between items initially rated Phase 1 and items initially rated Phase 2. A substantial marker of functional improvement in NRN patients is the progression in phase score for an NRS item on reevaluation, e.g., from Phase 1 to Phase 2. Of specific interest in this analysis was whether there was a difference in time to phase progression for tasks that had an initial rating of Phase 1 compared to tasks with an initial rating of Phase 2. Under this analysis, individuals can be considered clusters and the ten tasks can be considered observations within clusters. For each task, the initial rating per individual will be either Phase 1 or Phase 2, with Phase 2 indicating higher functionality. Therefore, phase status for each observation (i.e., task) within an individual is the binary group covariate. As the time to progression to the next phase was evaluated for the same ten tasks for every individual, cluster size in this scenario was by definition non-informative.
However, individuals who are more severely impaired tend to have more tasks initially scored as Phase 1. As it is plausible that more severely impaired patients, i.e., Phase 1 patients, would require more therapy and therefore take longer to show functional improvement, it is reasonable to consider the possibility of ICGS informativeness in this data.
Out of the 1750 initial scores (10 phases from each of 175 individuals), 692 had an observed increase in phase while 1058 remained at their initial value at the final evaluation and were therefore considered to be right censored. To evaluate the marginal time to phase advancement for NRS tasks with an initial score of Phase 1 or 2, we applied our sub-cluster group weighted log rank test developed in Chapter 2 to the data and compared the results to the unweighted log rank test. The unweighted log rank test statistic was χ 2 = 53.6 with a p-value = 2.5 x 10 -13 . From this result, we conclude there is a significant difference in time to the next phase between items initially scored Phase 1 and items initially scored Phase 2. The weighted test statistic was χ 2 = 98.4 with a p-value = 3.49 x 10 -23 , so we similarly reject the null hypothesis and conclude the time to phase progression was not equivalent between initial Phase 1 and Phase 2 items. We reached the same conclusion with both tests, however, the weighted test produced a noticeably higher statistic than the unweighted log rank test. Based on either test there was convincing evidence that it takes longer for tasks with an initial rating of Phase 1 to progress to Phase 2 than it does for initial Phase 2 items to progress to Phase 3. By underestimating the Phase 2 survival function and overestimating the Phase 1 survival function, the unweighted estimate distinguished less of the overall difference in time to phase enhancement between the groups than did the ICGS estimator. While in this analysis the difference in the unweighted and ICGS weighted estimators did not affect the overall conclusion we made, under other conditions it is plausible that the difference could result in divergent assessments. 
CHAPTER V
DISCUSSION
In this thesis, we applied the method of within-cluster averaging to develop a weighted log rank test appropriate for data with intra-cluster group size informativeness.
We verified the validity of this test through a simulation study and applied the test to a data set of observations from patients with spinal cord injuries. The test developed in this thesis allows for the comparison of group-specific marginal survival time distributions in clustered data. As detailed in Chapter 2, the cluster-weighted averaging methods result in a simple and straightforward test. The unweighted log rank test is constructed as the sum of the difference in number of observed and expected events at each event time within a specific group. Our test weights the observed and expected event counting processes by the number of observations within a cluster that share a group. This results in a test that performs as the unweighted log rank test, but considers the cluster as the primary sampling unit which is appropriate in many marginal analyses.
In Chapter 3, we compared the results of the unweighted log rank test, a clusterweighted log rank test, and our group-weighted log rank test on simulated proportional hazards data with cluster size and intra-cluster group size informativeness. The results of these simulations showed that the unweighted and cluster-weighted tests were inappropriate when the distribution of covariate values were related to survival times within a cluster. Our new test was the only test to maintain appropriate size under simulations with ICGS informativeness. Additionally, the new test produced higher power than the unweighted and cluster-weighted tests, even under wholly noninformative scenarios. These results have practical implications for data analysis. When encountered with clustered data in a proportional hazards setting, an investigator does not need to speculate about the presence of ICGS informativeness in order to choose an appropriate test. The group-weighted log rank test developed in this thesis remains approximately unbiased in the presence of ICGS, but seems to outperform the unweighted log rank test should the group and/or cluster size be non-informative.
In Chapter 4, we compared the result of the unweighted log rank test to that from our group-weighted log rank test on a data set of patients with spinal cord injuries. We were interested in assessing time to functional improvement in task performance for lower proficiency items compared to higher proficiency items. From the results of the unweighted and group-weighted tests, we reached the same conclusion that the time to improvement was not equivalent in lower and higher ability tasks. However, there was an evident difference in the two test statistics. In a comparison of unweighted and weighted Kaplan-Meier corresponding to the unweighted and weighted tests, it was apparent that the unweighted survival estimator underestimated the overall difference in time to functional improvement between the two groups. While this difference was negligible in the results of this analysis, in other studies it could result in erroneous conclusions.
While the test presented in this thesis has immediate relevance for data analysis, there are a number of extensions that could be developed to expand the applicability. The weighted log rank test presented here was constructed specific to the comparison of marginal survival time between two groups. A simple extension would allow this test to compare survival time distributions among more than two groups. To implement a multigroup comparison on k groups, the weighted statistic ̃ can be calculated for k -1 arbitrarily selected groups and collected into a vector ̃. The variance-covariance matrix can be estimated using the jackknife technique proposed in Chapter 2, producing the estimate Σ. The test statistic can then be calculated as ̃Σ −1̃ and compared to the ( −1) 2 distribution. The developments in this thesis can also be naturally extended to the general class of weighted difference of hazards test statistics for survival data, particularly the Fleming Harrington tests (Harrington and Fleming, 1982) .
In the development of this test, it was assumed that all clusters contained at least one observation in each group. In practice, it would be reasonable to encounter data where all observations belong to a single group. Dutta and Datta (2015) detailed an extension to their clustered data rank sum test permitting scenarios in which some clusters had incomplete group membership. A similar extension could be applied to the test developed in this thesis to account for scenarios where ni0 = 0 or ni1 = 0 for any cluster.
Similar to the unweighted log rank test, the test presented here assumes that censoring is independent of observed survival times. When this assumption is violated, it can invalidate traditional analyses of survival data. Reweighting approaches have been developed to correct for dependent censoring (Robins and Finkelstein, 2000; Robins and Rotnitsky, 1993; Robins and Rotnitsky, 1995; Satten and Datta, 2000; , and the weights proposed for these methods could be included concurrently in the cluster-weighted test statistic developed in this thesis to produce a test statistic resistant to the effects of both informativeness due to clustering and dependent censoring.
In this thesis, we have empirically demonstrated the asymptotic normality of our test statistic under proportional hazards via simulation. Further simulation studies are necessary to explore the properties of this test under alternative hypothesis other than proportional hazards. Finally, a formal proof for asymptotic normality of the test statistic under general conditions will ultimately be required.
