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ABSTRACT 
Determinantal representations of algebraic curves are interesting in themselves, 
and their classification is equivalent to the simultaneous classification of triples of 
matrices. We present a complete description of determinantal representations of 
smooth irreducible curves over any algebraically closed field. We use the notion of the 
class of divisors of the vector bundle corresponding to a determinantal representation; 
we prove that two determinantal representations of a smooth curve F are equivalent 
if and only if the classes of divisors of the corresponding vector bundles coincide. We 
give a precise characterization of those classes of divisors that arise from vector 
bundles co-responding to determinantal representations of F. Then we obtain a 
parametrization of determinantal representations of F, up to equivalence, by the 
points of the Jacobian variety of F not on some exceptional subvariety. In particular it 
follows that any smooth curve of order 3 or greater possesses an infinite number of 
nonequivalent determinantal representations. We also specialize our results to sym- 
metrical and self-adjoint representations. 
1. INTRODUCTION 
Let k be an algebraically closed field, and let F(x,, xl, x2) be a projective 
plane curve of degree n over k. A determinantal representation U= 
U(r,, x1. x2) of F is a matrix of order n whose entries are linear in x0, x1, x2: 
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(A,, A,, A, matrices of order n over k) satisfying det U(r) = cF(r) (c E k, 
c + 0). 
Two determinantal representations Vi, U, of F are called equivalent if 
there exist constant matrices M, iV E GL(n, k) such that 
U, = MU,N. (2) 
Determinantal representations of an algebraic curve were investigated in 
[l, 2,8,11,12]. The notion of equivalence was considered in [l]. 
Certain special classes of determinantal representations are particularly 
interesting. A symmetrical determinantal representation U(x) = xoA, + x,A, 
+ xaA, of F is a determinantal representation satisfying U’(x) = U(X) for all 
x (i.e., A,, A,, A, are symmetrical matrices over k). Two symmetrical 
determinantal representations Vi, U, of F are called (symmetrically) equiva- 
lent if there exists a constant matrix P E GL( n, k) such that 
u, = P&P”. (3) 
Symmetrical determinantal representations were considered in [2,8]. 
Suppose now the ground field k is the complex field C, and F is a real 
curve (i.e., all its coefficients are real). A selfadjoint determinantal represen- 
tation U(x) = xoA, + xiA, + x,A, of F is a determinantal representation 
satisfying U*(x)= U(x) for x0,x1, x2 E R (i.e., A,, A,, A, are complex 
Hermitian matrices). Two self-adjoint determinantal representations Vi, U, of 
F are called (Hermitely) equivalent if there exists a constant matrix P E 
GL( n, C) such that 
u, = PU,P”. (4 
Self-adjoint determinantal representations were considered in [ 11,121. 
The study and classification of determinantal representations is an inter- 
esting problem in itself; it is equivalent to the algebraic problem of the 
simultaneous classification of triples of matrices. Furthermore, LivSic [6] has 
discovered a deep connection between self-adjoint determinantal representa- 
tions of real curves and the theory of colligations for pairs of commuting 
operators in a Hilbert space. 
In this paper we present a complete description of determinantal repre- 
sentations of smooth irreducible curves; a survey appears in [13]. Our main 
result is that there is a l-l correspondence between equivalence classes of 
determinantal representations of a smooth irreducible curve of degree n and 
certain nonexceptional classes of divisors of degree - n(n - 1)/2 on the 
curve. 
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2. EXAMPLES 
Before proceeding, we consider determinantal representations of smooth 
curves of order 2 and 3. For determinan tal representations of these curves we 
shall obtain a complete set of canonical forms, so that every representation is 
equivalent to exactly one canonical representation. We assume in this section 
that the ground field k has characteristic 0. 
It is well known (see [14]) that every smooth quadric can be brought, by a 
projective change of coordinates, to the following normal form: 
Fh Xl, x2) = x: - x0x2. (5) 
Given a determinantal representation of F, 
det(x,A+x,B+xoC)=sF(r,,r,,x,) (s~k, s#O), 03) 
we want to reduce it to the canonical form by the group action 
x,A + x,B + X& --, M( x,A + x,B + x,C)N, M,NEGL(2,k). (7) 
Alternatively, we may consider the group action 
(A,B,c)+(MAN,MBN, MCN), M,N E GL(2, k) (8) 
on triples (A, B, C) of constant matrices of order 2 satisfying (6). 
Since by (6) det A # 0, we may assume without loss of generality that 
A = Z and N = M- '. Equation (6) implies now that the system of elementary 
divisors of B is h2. Therefore, by the transformation B + MBM- ‘, B can be 
brought to the Jordan form: 
Bz” l 
[ 1 0 0’ 
Now we want to find a matrix M preserving B (MBM- ’ = B), and to 
reduce C to the canonical form by the transformation C + MCM- '. A matrix 
M preserving B is given by 
M=a; ; 
[ 1 (azo). 
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And using (6) it can be shown that, by the transformation C + MCM-‘, C 
can be brought to the form 
c= 0 0 
[ 1 1 0’ 01) 
Thus we have obtained the canonical form for determinantal representations 
of F: 
We conclude that any smooth quadric possesses exactly one determinan- 
tal representation, up to equivalence. When the quadric has been brought to 
the normal form (5), the canonical form for this representation is given by 
(1%. 
We proceed to the case of smooth cubits. By a projective change of 
coordinates every smooth cubic can be brought to the normal form 
(see [14]), where 8,, 0, E k are two distinct constants, different from 0. As 
before, we take a determinantal representation of Fo,B,: 
det(x,A + x,B + x,C) = sFolee(x,,, x1, x2) (sek, szo) (14) 
and consider the reduction to the canonical form by the group action 
(A,B,C)~(MAN,MBN,MCN), M, N E GL(3, k) (15) 
of triples (A, B, C) of constant matrices of order 3 satisfying (14). 
By (14), det A # 0, so we may assume again that A = I and N = M- ‘. 
Equation (14) implies now that the system of elementary divisors of B is X3, 
and by the transformation Z? + MBM-‘, B can be brought to the Jordan 
form 
0 
B=O [ 
1 0 
0 (16) 
0 0 
1.  
0 
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A matrix M preserving I3 (MBM- ’ = B) is given by 
1 b c 
M=a 0 1 b 
[ I 
(a # 0). (17) 
0 0 1 
Using (14) one can now show (we omit the details) that, by the transfor- 
mation C -+ MCM- ‘, C can be brought to the form 
Moreover, if C, C’ are two different matrices of this form, then MCM-’ = C’ 
is impossible. Substitution into (14) yields 
8,-t&-1 
q = e,e, - 
8, + 0, - 1 8, + e, +3z 
t= 
2 ’ 2 ’ 2 ’ 
d=+z(z-e,)(z-8,). (19) 
We have thus obtained a complete set of canonical forms for determinantal 
representations of Fo,+,: 
2 L A L 
tx, + Xl dx, + x2 wo 
= 0 Ix, + x1 - dx, + x2 
- x0 0 tx, + x1 
0 
+x,0 i 
1 0 
0 1 
0 0 0 
+x0 
-10 t 
(20) 
where I E k and t, q, d are determined by (19). 
We conclude that any smooth cubic possesses an infinite number (a 
“continuum”) of nonequivalent determinantal representations. When the 
cubic has been brought to the normal form (13), a complete set of canonical 
forms for these representations is given by (20). 
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According to (19) a canonical representation (20) of FB,B, is determined 
by two constants 1, d E k satisfying 
d2= -Z(-1+8,)(-1+8,). (21) 
Hence ( - I, d) is an affine point on FB,B, [affine coordinates (r, y) are 
defined by x = x1/x0, y = x2/x0]. It follows that nonequivalent determinan- 
tal representations of FB,B, are parametrized by the affine points on F, B . I 2 
3. VECTOR BUNDLES 
Let now k be any algebraically closed field, and let V(X) be a determi- 
nantal representation of a curve F of degree n. We define the corresponding 
vector bundle E(x) along the curve by 
E(X) = kerU(x). (22) 
The dimension of this vector bundle is governed by: 
PROPOSITION 1 [ 1,6,11]. 
If a is a regular point of F, then the vector bundle at it is one-dimm- 
sionul: dim E(a) = 1. 
Proof. Assume 
U(x) = [ ayjx, + afix + aCr,] , detU(x)=cF(x) (c#O), (23) 
and denote by Vii(r) the (n - l)th-order minor of the (i, j)th entry in V(x). 
Using the formula for the differentiation of a determinant and row expansion, 
we obtain 
~(a)=A~a+U..(a). 
c i, j ‘f ‘1 (24) 
Thus if all the minors of order n - 1 in V(r) vanish at x = a, then a is a 
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singular point of F; hence if a is a regular point of F, then rank U(a) = n - 1 
and dim e(u) = 1. n 
If the curve possesses singular points, the dimension of the vector bundle 
there may either remain 1 or increase; see [ll] for examples. 
If VI(x), U,(x) are two determinantal representations of F, the corre- 
sponding vector bundles ei( x), Ed are called equivalent if there exists a 
constant matrix T E GL(n, k) such that 
Q( ix) = q( x)T. (25) 
Clearly, the equivalence of determinantal representations implies the equiva- 
lence of the corresponding vector bundles. 
From now on we assume F is a smooth irreducible curve of degree n. We 
proceed to introduce the notion of the class of divisors of the vector bundle 
corresponding to a determinantal representation of F. First we recall briefly 
the theory of divisors on smooth curves (see e.g. [3,9, lo]). 
A divisor D on F is a finite formal sum of points on F with integer 
coefficients: D = CiniTi ( ni E Z, Tj on F). Clearly, the divisors on F form an 
(additively written) Abelian group. The sum of the coefficients of the divisor 
D is called the degree of D: deg D = Mini. 
A divisor D on F is called effective, written D > 0, if all its coefficients 
are nonnegative. We write D, > D, if D, - D, > 0. 
Let f(x) be a rational function along F, f(x) f 0 [f(x) = P(x)/Q(x), 
where P(x),Q( x are homogeneous polynomials in rO, xl, xs of the same ) 
degree not having F as a factor]. Denote by Z,, . . . , 2, the zeros and by 
P 1 ,..., Pl the poles of f(x) along F, and let n, ,..., nk and m, ,..., m, be the 
corresponding multiplicities. The divisor of f(x) is defined by 
divf(x) = ~n,Z, - xmjPj. 
I j 
(26) 
A divisor D on F is said to be equivalent to 0 (D = 0) if there exists a 
rational function f(x) such that D = div f(r). If D E 0, deg D = 0 (for a 
rational function has an equal number of zeros and of poles along F, counting 
multiplicities); the converse is in general false. Two divisors D,, D2 on F are 
called (linearly) equivalent (D, = D,) if D, - D, = 0. 
If G(x) is a homogeneous polynomial in xc,, xi, x2 that does not contain 
F as a factor, we define its divisor div G(r), similarly to (26), to be the sum of 
its zeros along F, each zero written with the corresponding multiplicity. By 
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Bezout’s theorem, degdiv G(x) = deg G(x). n. If P(x), Q(x) are homoge- 
neous polynomials of the same degree that do not contain F as a factor, then 
so that any two curves of the same degree that do not contain F as a factor 
possess equivalent divisors. 
For each divisor D on F we define the associated vector space over k, 
L(D), of rational functions along F by 
L(D)= {f(x)If(x)-Oordivf(x)+ D>O}. (27) 
L(D) is always finite-dimensional, and we denote Z(D) = dim L(D). Then if 
degD<O Z(D)=O. 
If D, = Ds, then Z(Dl) = I( D,), so that Z(D) depends only on the 
equivalence class of the divisor D. If D, Q D,, then L( Dl) c L( D,) and 
z( ol) < Z( D,) G Z(Dl> +dedQ - 01). (28) 
Z(D) can be calculated by the Riemann-Roth theorem: 
Z(D)=degD+l-g+Z(K-D), (29) 
where g = (n - l)( n - 2)/2 is the genus of F, and K is a canonical divisor 
defined by K = div E(x) for any curve E(x) of degree n - 3 (K is equivalent 
to the divisor of any differential on F). 
We shall need a generalization of the notion of the divisor of a rational 
function. Let f(x)=(&(x),..., f,(r)) f 0 be an n-tuple of rational functions 
along F; the multiplicity of a point T on F as a zero (as a pole) of f(r) is 
defined naturally as the minimum (as the maximum) of the multiplicities of 2’ 
as a zero (as a pole) of the nonzero entries of f(x). The divisor divf(x) is 
defined as in (26); alternatively, 
divf( x) = i=pf, “divf;(r). (30) 
r;cxi+b 
The divisor of an n-tuple of homogeneous polynomials in x0, x1, x2 of the 
same degree, not containing F as a factor, is defined similarly. 
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Let now U(x) be a determinantal representation of F, and let E(X) be the 
corresponding vector bundle. A rational section f(x) of E(X) is an n-tuple of 
rational functions along F such that f(x) E E(X) [f(x) f 01; a rational section 
can always be constructed by taking algebraic complements of a column in 
U(x) and dividing them by a homogeneous polynomial of degree n - 1. 
Assume f(x), g(x) are two rational sections of E(X); since F is smooth, 
dim e(r) = 1 for every x on F, and hence there exists a rational function r(x) 
along F so that f(x) = r(x)g( x) and 
divf(x) = divr(x)+divg(x) = divg(x). (31) 
Therefore the vector bundle E(X) determines uniquely a class of equivalent 
divisors on F; we call this class the class of divisors of E(x) and denote any 
divisor in it by div .s( x). 
Let U,(r), U,(x) be two determinantal representations of F. We claim 
that if the corresponding vector bundles Q(X), Q(X) are equivalent, i.e. 
Q(X) = si(x)T [T E GL(n, k)], th en their classes of divisors coincide: 
div &i(x) = div .ss( r). For let fi( x) be a rational section of ei( x); then fi( x) = 
f,(x)T is a rational section of Q(X). Since T is a constant, nonsingular matrix, 
fi(x), fi(x) have the same zeros and poles along F, including multiplicities; 
hence div&(r) = divf,(x), and our claim follows. 
Thus the class of divisors of the corresponding vector bundle is invariant 
under the equivalence of determinantal representations of F. 
REMARK. When the curve F is not smooth, the vector bundle corre- 
sponding to a determinantal representation of F may not be a vector bundle 
in the usual sense (see [9, lo]), since its fibers are not constant-dimensional. 
However, we see that when F is a smooth curve, the vector bundle 
corresponding to a determinantal representation U of F is indeed a vector 
bundle of rank 1 (a line bundle). It can be more precisely defined as the 
subbundle of the trivial bundle of rank n over the curve whose fiber at the 
point x is ker U(x). 
4. ADJOINT MATRIX OF THE DETERMINANTAL 
REPRESENTATION 
Let U(x) be a determinantal representation of F; in addition to the 
corresponding vector bundle e(x) = ker U(x), we shall consider frequent- 
ly in the sequel the vector bundle +(x) = coker U(r) [i.e. e(x)U(x) = 0, 
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U(x)+(x) = 01. Everything said previously about the vector bundle E(T) 
transfers naturally to the vector bundle $(x). 
Following the approach of Dixon [2], we shall study now the adjoint 
matrix A(x) = adj U(x) of the determinantal representation U. Let 
(32) 
Here oij is the (signed) (n - l)th-order minor of the (j, i)th entry in U(x). 
PROPOSITION 2. 
(a) Every entry of A(x) is a humogeneous polynomial in x0, x1, x2 of 
degree n - 1. 
(b) At no point x on F does A(x) = 0. 
(c) det A(x) = SF”-‘(X) (s E k, s # 0). 
(d) All the rows of A(r) are proportional along F, and so are all the 
columns. 
(e) Let us denote 
ai=div(vi, ,..., vi”), 
Then divvij = oi + pi. 
Proof. Assume that at a point x on F we have A(x) = 0; then we would 
have rank U(x) < n - 2 and dim E(X) > 2, a contradiction; (b) follows. 
If det U(x) = cF(x) (c # 0), 
detA(r)= [detU(x)]“-‘=c”~‘F”-‘(x), (34) 
and we get (c). 
Every row of A(x) belongs to E(x), and every column of A(x) belongs to 
G(X). Since both E(X) and G(X) are one-dimensional along F, all the rows and 
all the columns of A(r) are proportional along F, and we have (d). 
For all i, j, vi j is a homogeneous polynomial of degree n - 1 or vii = 0. If 
for some i, j we have vii = 0, then because of the proportionality of the rows, 
a whole row or a whole column in A(x) is zero along F, is consequently 
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divisible by F, and is thus identically 0. Thus det A(X) = 0, a contradiction, 
and we have (a). 
We proceed to prove (e). Since all the rows of A(x) are proportional along 
F, there exist rational functions Ai along F such that 
(“jl,.*., uin) =Jj("jl>"'P uj") (i,j=l,..., n). (35) 
By (33) we have 
&vJj=ai-aj (i,j=l,..., TL). (36) 
On the other hand, for every r, fij = vir/uj, and consequently div~j = divvi, 
- divvj,. Hence 
divui, - divuj, = ai - (Y. I’ 
divvi, - (Y~ = divu. 1’ -aj (i,j=l,..., n), (37) 
and for fixed r, divui, - (Y~ does not depend on i. Denote divui, - oi = /3,‘, so 
that divui, = ai + /?I and 
P, = inf divuir=i=Ff (cQ+/~;)= inf ai+/?:. 
i=l,...,n 
(38) 
, ..,n i=l,...,n 
But since for no x on F does A(x) = 0, the rows of A(r) have no common 
zeros along F, and infi _ i,, , n ai = 0. Thus /?, = &‘, and we obtain (e). n 
Part (e) of the last proposition implies a remarkable connection between 
the classes of divisors of the vector bundles e(x) = ker V( x ), +(x ) = 
coker V(x). Let Q(r) be any cnrve of degree n - 1. Clearly, 
uli 
- u,i,..., 
A’ 
1 
x ‘in) and Q(X) ini 
i I 
are rational sections of E(X) and G(X) respectively. We define 
C = divQ(r). Then 
a divisor C by 
div&(%)=ai-C, div~(x)=pi-c (i=l,...,n), (39) 
and since also C = divui j, we obtain from divuij = ai + pi 
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THEOREM 1. 
divs(x)+div$(r) = -C. (40) 
In the sequel we shall be interested in reconstructing a determinantal 
representation of F from its adjoint matrix. Therefore we prove the following 
converse to Proposition 2. 
PROPOSITION 3. Let 
(41) 
be a matrix whose entries are homogeneous polynomials in x0,x1,x2 of 
degree n - 1, such that: 
(a) all the rows of A(x) are proportional along F; 
(b) det A(x) f 0. 
Then there exists a determinantal representation U(x) of F such that 
adjU(x) = s.A(x) (s E k, s # 0). 
Moreover, if divvij = cxi + pi (i, j = 1,. . . , n), where q, pi are effective 
divisors, then 
dive(x) = oi - C (i=l,...,n), (42) 
where E(X) = ker U(x) is the corresponding vector bundle. 
Proof. Since all the rows of A(x) are proportional along F, we have 
rank A(r) = 1 along F. Therefore every minor of order 2 in A(x) vanishes 
along F and is consequently divisible by F. 
We note the following: 
LEMMA. Let A(x) be a matrix of order m whose entries are homogeneous 
polynomials in x0, x1, x2. Zf every minor of order m - 1 in A(x) is divisible 
by F’, then det A(x) is divisible by F1+l. 
Proof. Indeed, let p be the greatest power of F that det A(x) divides. 
Consider the adjoint matrix adj A(x); its every entry is divisible by F’, and 
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therefore det adj A(x) is divisible by (F’)“. But 
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detadjA(x) = [det A(x)] “-l. (43) 
Therefore the greatest power of F that [det A(x)]“-’ divides-which is 
p(m - 1)-must be at least Zm, i.e., 
p(m - 1) > Im, Pa ml m-l ’ 
and p > 1 + 1, so that det A(x) is divisible by F’+l. n 
By this lemma it follows inductively that every minor of order r in A(x) is 
divisible by F’- I. In particular det A(x) 
degdet A(x) = n(n - 1) = degF”-i(x); thus 
is divisible by F”- ‘. But 
det A(x) = S”-‘(x) (CEk), 
and since det A(x) f 0, c # 0. 
Next, any minor or order n - 1 in A(r) is divisible by F ” - 2. But such a 
(45) 
minor has degree (rr - l)( n - l), so it is equal to F”-‘(x) multiplied by a 
linear expression. It follows that we can define a matrix 
whose entries are linear in x0, xi, x2. Using (45), (46) it is easy to see that 
det U(x) = c”-‘F(x), (47) 
so that V(x) is a determinantal representation of F. It is equally easy to 
obtain 
adjU(x) = cnP2A(x). (46) 
Now assume divvij = ai + #?, (i, j = 1,. . . , n), where ai, pj are effective 
divisors. A(x) equals, up to a constant factor, the adjoint matrix of V(r); thus 
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by Proposition 2(b), for no point x on F does A(r) = 0, i.e., the entries oij of 
A(x) have no common zeros along F, and inf i, jdivuij = 0. Therefore 
Hence 
div(v,, ,..., oin)= j=tf 
,...,n 
divvij= j=r,if,,n((Ui+pj) 
= ai + inf pj = cxi. (59) 
j=l,...,n 
And it follows, as in (39) that div E(X) = oi - C, where E(X) = ker V(x) is the 
corresponding vector bundle. n 
5. CLASS OF DIVISORS OF THE CORRESPONDING 
VECTOR BUNDLE 
We shall establish now two properties of the class of divisors of the vector 
bundle corresponding to a determinantal representation of F. Then we shall 
show that the class of divisors of the corresponding vector bundle forms a 
complete system of invariants for determinantal representations. Our results 
supplement those of Cook and Thomas [l]. 
Let L(x) be any straight line, and denote T = divL(r). Recall also the 
divisor C defined in the previous section. 
THEOREM 2. Let U(r) be a determinantal representation of F, and let 
E(X) = ker U(x) be the corresponding vector bundle. 
(a) degdiv e(x) = - n(n - 1)/2. 
(b) Z(dive(x)+C-T)=O. 
In the language of line bundles [9, lo], the vector bundle corresponding 
to a determinantal representation U of F is a line bundle E with deg E = 
- n( n - 1)/2 and hO( E( n - 2)) = 0. 
Part (a) was previously proved, with a little different notation, in [l]. A 
divisor D of degree - n( n - 1)/2 will be called nonexceptional if it satisfies 
Z( D + C - T) = 0; clearly, this property depends only on the equivalence 
class of D. We may thus formulate Theorem 2 as follows: the class of divisors 
of the vector bundle E(X) corresponding to the determinantal representation 
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U(X) of F is a nonexceptional class of divisors of degree - n( n - 1)/2. We 
shall see later that the general class of divisors of degree - n(n - 1)/2 is 
indeed nonexceptional, but there do exist exceptional classes of divisors of 
degree - n(n - 1)/2. 
Proof of Theorem 2. We use the notation introduced in Proposition 2 
and during its proof. Fix any j (j = 1,. . . , n), and consider the rational 
functions fij,..., f,j be (WI. BY (3% 
divf,‘j+aj=cwi>O (i=l,...,n), (51) 
so that fii,. . . , fnj E L(aj). Moreover, we claim that these rational functions 
are linearly independent. 
Indeed, assume there exist ci,. . . , c, E k (not all zero) such that 
ci fij+ . . . + cnfnj = 0. Then 
along F. Therefore every entry in the row ci(uii,. . . , uln) 
+ f.. +c”(unl,..., u,,) is zero along F and thus is divisible by F. But this 
entry has degree n - 1 at most, and consequently it is identically zero. Hence 
Clbll,..., uIn)+ *** +C,(unl,...,2),,)=0, (53) 
i.e., the rows of A(x) are everywhere linearly dependent and det A(X) = 0, in 
contradiction to Proposition 2(c). 
We define now two subspaces of L(ai): 
V,=L(aj-7’)~ {f(x)(f(x)EOordivf(x)+aj-T'>O}. (55) 
In other words, Vs is the space of rational functions f such that the effective 
divisor div f + ai contains the divisor of the straight line L. We claim that 
vi f-l v, = 0. 
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Assume f E Vi n V,, f # 0. Since f E Vi, there exist ci,. . . , c, E k (not all 
zero) such that 
f=q&+ **. +cnfnj. (56) 
It follows that 
Let us denote 
(0 I,“‘, v,)=cl(vll,...,vln)+ .** +c,(v,, ..., v,,). (58) 
Then by (57), 
div(vi,..., v,)=divf+div(vj,,...,vj~)=divf+cuj>T, (59) 
since f E Vs. Thus for every i (i = 1,. . . , n), divvi > T. In particular the 
curve vi passes through all the points of intersection of the curve F with the 
straight line L. 
We can assume the straight line L was so chosen that it intersects the 
curve F in n distinct points. But then it follows that it intersects also the 
curve vi in at least n distinct points, and since deg vi d n - 1, we conclude, 
by Bezout’s theorem, that vi must contain L as a component. Hence 
c&, . . . . “I”)+ ... +c”(v”l)...) vnn)=(vl ,..., v,)=O (60) 
along L. Thus at every point of L the rows of A(x) are linearly dependent 
and det A(x) = 0. It follows that det A(x) is divisible by L(x), a contradiction 
to Proposition 2(c). 
We have thus two subspaces Vi, V, of L(aj) such that Vi I? Vs = 0. 
Consequently 
dim L(aj) >, dimV,+dimV,. (61) 
But dim L(aj) = Z(aj), dimV, = n, and dimV, = Z(aj - T); hence 
Z(oj) > Z((Y~ - T) + n. (62) 
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On the other hand, by (28) I( a j) < Z( a j - T) + deg T, so that finally 
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Z(aj)=Z(aj-T)+n. (63) 
Analogously we obtain 
Z(flj)=Z(pj-T)+n. (64 
Now we write down the Riemann-Roth theorem (29) for the divisor aj: 
Z(aj)=degaj+l-g+Z(K-aj). (65) 
Recalling the definitions of the divisors K, C, and T, we have K = (n - 3)T 
and C = (R - 1)T. Using Proposition 2(e), we obtain a j + pi = C = K + 2T; 
hence K - aj = pi - 2T, and we can rewrite (65) as 
(66) 
Similarly, we have 
(67) 
Summing (66) and (67), and taking into account that deg aj + deg pi = 
deg C = n( n - l), we obtain 
[Z(aj)-Z(aj-2T)]+[Z(/3j)-Z(/3j-2T)] =degaj+degPj-2g+2 
=n(n-l)-2g+2=2fl. 
(68) 
Substituting here (63) and (64), we get 
[Z(aj-T)-Z(a~-2T)]+[Z(13j-T)-Z(/3j-2T)] =O. (69) 
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By (28) Z(‘Y~ - T) > Z((Y~ - 2T) and Z( /Ii - T) 2 Z(j3, - 2T), so that both 
expressions in the square brackets are nonnegative and consequently zero, 
I.e.. 
z(aj-T)=z(aj-2T), Z(Pj - T) = z(p - 2T). (70) 
But for any divisor D on F, it is easy to see that if Z( D - 2’) = Z(D), then 
Z(D - P) = Z(D) for any point P on F, and consequently [3, p. 1961 
Z(D) = 0. Thus 
z(aj-T)=z(j?j-T)=O. (71) 
From (63), (64) we get now Z(aj) = Z(j?,) = n, and we also have Z(aj - 2T) 
= Z(j3 - 2T) = 0. Substituting all these into (66), we get 
degarj=n+g-l= 
n(n - 1) 
2 . (72) 
Since by (39) div E(X) = (Y j - C, (71) and (72) imply the theorem. n 
THEOREM 3. Two determinantal representations U(x), U’(x) of F are 
equivalent i. and only if the classes of divisors of the corresponding vector 
bundles E(X) = kerU(x), E’(X)= kerU’(x) coincide: dive = dive’(r). 
This result was previously obtained, using a little different terminology, in 
[l]. We have noted already that if two determinantal representations are 
equivalent, then the classes of divisors of the corresponding vector bundles 
coincide. Thus we have only to show the converse. We prove first several 
propositions. 
PROPOSITION 4. Let U(x) be a determinantal representation of F, and 
let E(X) = ker U(x) be the corresponding vector bundle. Zff = ( fi, . . . , f,) is a 
rational section of E(X), then the rational functions fi, . . . , f, are linearly 
independent. 
Proof. Clearly, we can prove the proposition as well for rational sections 
of the vector bundle G(X) = coker U(X); and since G(X) is one-dimensional, it 
suffices to prove it for one rational section of G(X). We use the notation of 
Proposition 2. 
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Any column 
of the adjoint matrix A(x) belongs to (p(x); hence 
‘lr/‘jr \ 
f= : 1 I unr/vjr 
is a rational section of +(x)+ But vlr/uj, = fij,. .., v,,/vj, = fnj [see (35)]; 
thus 
‘flj\ 
f= ; . 
,Lj, 
We have seen in the proof of Theorem 2 that the rational functions fij,. . . , f, j 
are linearly independent; hence we are done. n 
We note next that if D is a nonexceptional divisor of degree - n( n - 1)/2, 
then Z( - D) = n. Indeed, by the Riemann-Roth theorem (29), 
Z(-D)=deg(-D)+l-g+Z(K+D)=n+Z(K+D). (73) 
But K = C - 2T; hence 
Z(K+D)=Z(D+C-2T)<Z(D+C-T)=O, (74) 
since D is nonexceptional; thus by (73), I( - D) = n. 
PROPOSITION 5. Let U(x), U’(x) be two determinantal representations of 
F, and let E(x), E’(X) be the corresponding vector bundles. Zf divs(x) = 
div E’(X), then the vector bundles E(X), e’(z) are equiualent: E’(X) = E(x)T for 
some T E GL( n, k). 
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Proof Let f=(fi,...,f,) and f=(f;,...,f,‘) be rational sections of 
E(X) and E’( x ) respectively, and assume 
divf=divf’=D [D=divs(~)=divs’(~)]. (75) 
Both f,,. . . , f, and fr’, . . . , f,’ are linearly independent sets of rational 
functions. Of course 
div$-D>O, divf,‘-D>O (i=l,...,n), (76) 
so that fr,. . . , f, and f/, . . . , f,’ belong to L( - 0); since D is nonexcep- 
tional, Z( - D) = n; thus they form two different bases of L( - 0). Therefore 
there exists T E GL( n, k) such that 
(fi’>...> f,‘)=(fi~...Jx (77) 
i.e., f = jT and E’(X) = E(x)T. 
PROPOSITION 6. Let U(x), U’(x) be two determinuntal representations of 
F, and suppose ker U(x) = ker U’(x), coker U(x) = coker U’(x). Then U(x) 
and U’(x) differ only by a constant: U’(x) = cU(x) (c E k). 
Proof. We consider the adjoint matrices A(r) = adj U(r), A’(x) = 
adj U’(x), 
and use with A(r) the notation of Proposition 2. It is clearly sufficient to 
show that A(x) and A’(x) differ only by a constant factor. 
Since every row of A(X) belongs to ker U(X), every row of A’(x) belongs 
to ker U’(x), and ker U(x) = ker U’(x), there exist rational functions fi’ along 
F such that 
(vi;,..., v~n)=.((v~I,e**#in) (i=l,...,n). (79) 
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Similarly, there exist rational functions g, along F such that 
“ij “lj 
II [I =gj : (j=l,...,n). (80) “Lj “nj 
It follows that vii = f;vi j = g jvij (i, j = 1,. . . , n) and consequently f; = g j 
(i, j = I..., n). Thus there exists a rational function f along F such that 
v;j=fiij (i, j=l,...,n). (81) 
We consider now the rational functions fij, . . . , f, j satisfying (35): 
~j(vj~,.,.~uj”)=(ui~,“‘, 
vi,,); using (81), we can write 
f~j(vj~““‘ujn)=(u~~~“‘,v~“)’ (82) 
Now (35) implies [see (36)] that fij,.. ., f”j E L(aj); in the same way (82) 
implies that ffl j,. . . , ffnj E ~(a~). In the proof of Theorem 2 we have seen 
that Z(aj)= n and that fij,..., fnj are linearly independent; therefore also 
fflj, *. .t 
ffnj are linearly independent, and fij,. . . , fnj and fflj,. . . , ffnj form 
two different bases of L(oj). Thus there exists P E GL(n, k) satisfying 
(fflj>...>ff,j) =(fij~...~f,jlpe (83) 
Hence 
divf +div( fij,..., 
f,j>=div(ff~j,...,ff,j) 
=div( fij,..., f,j)P=div(fij,...,f,j), (84) 
and divf=O. It follows that f=sEk and v,li=svij (i, j=l,...,n) along 
F. Since vii, vii are polynomials of degree n - 1, we have vij = svij and 
A’(X) = sA( x), as required. n 
Proof of Theorem 3. Let U(X), v’(x) be two determinantal representa- 
tions of F, and let E(X) = ker U(x), E’(X) = ker U’(x), +(x) = coker U(x), 
G’(X) = coker u’(x). We assume div E(X) = dive’; by Theorem 1, this also 
implies div +( x ) = div +‘( x ). 
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By Proposition 5, there exists M E GL( n, k) such that 
E(X) = e'(x)M. (85) 
Similarly, there exists N E GL(n, k) such that 
G(X) = N&d- (86) 
Hence the determinantal representations U’(x) and MU(x)N have equal 
kernel and cokemel vector bundles; by Proposition 6, there exists c E k such 
that 
U’(X) = cMU(r)N, 037) 
and thus U(X) and U’(r) are equivalent. n 
6. CONSTRUCTION OF THE DETERMINANTAL REPRESENTATION 
UPON THE CLASS OF DIVISORS 
We shall prove now the converse of Theorem 2: given a nonexceptional 
divisor D of degree - n( n - 1)/2, we shall construct a determinantal repres- 
entation of F so that D belongs to the class of divisors of the corresponding 
vector bundle. Together with the theorems of the previous section, this will 
give us a complete classification of determinantal representations of F in 
terms of classes of nonexceptional divisors of degree - n(n - I)/2. 
THEOREM 4. Let D be a nonexceptional divisor of degree - n(n - 1)/2 
on F. There exists a deteminuntal representation U(r) of F such that the 
cluss of divisors of the corresponding vector bundle E(X) = ker U(x) coincides 
with the equivalence class of D: D = div E( x). 
In the language of line bundles [9, lo], a line bundle E with deg E = 
- n( n - 1)/2 and h”( E( n - 2)) = 0 is th e vector bundle corresponding to a 
determinantal representation U of F. 
We shall see in the following section that the general class of divisors of 
degree - n(n - 1)/2 is nonexceptional, and is therefore the class of divisors 
of the vector bundle corresponding to some determinantal representation of 
F. This was previously obtained in [l]. 
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Proof of Thmrem 4. We shah first construct the adjoint matrix A(X) of 
the desired determinantal representation U(X) and then reconstruct from it 
the determinantal representation itself. 
We assume the straight line L was so chosen that it intersects the curve F 
in n distinct points P,, . . . , P,: 
T = divL(x) = Pi + . . - + P,, 038) 
LEMMA. Zf A is a rwnexceptionul divisor of degree - n(n - 1)/2, there 
exist effective divisors ai, i = 1,. . . , n, equivalent to A + C and satisfying 
Ui> P,+ ... Pi-l+ P,+1+ *** + P,, ai g Pi. (89) 
Proof. First, if an effective divisor (Y~ is equivalent to A + C and 
$> P,+ 0.. +Pi_l+Pi+l+*** + P,,, then czi * Pi. Indeed, if also (Y~ > Pi, 
then since PI,..., P,, are all distinct, we would have LY( >, P, + . * * + P,, = T; 
thus A + C - T = ai - T 2 0, a contradiction, since A is nonexceptional and 
Z(A+C-T)=O. 
We can write ai=P,+ 0.. +Pi_l+Pi+l+ ... +P,+Hj for some ef- 
fective divisors Hi. Our aim is then to show the existence of effective divisors 
Hi such that 
p,+ ..f +Pi_l+Pi+,+ .‘. +P,,+Hi=A+C, (90) 
i.e. Hi=A+C-P1-... -Pi_1-Pi+,-... -P,. Thus all we have to 
proveisthat A+C-PI-..+ -Pi_l-Pi+l-... -P,, isequivalenttoan 
effective divisor; but this is true because 
deg(A+C-Pi- .-. -Pi_l-Pi+l- ... -P,) 
fl(n - 1) 
=- 
2 
+n(n-l)-(n-l)=g, (91) 
and by the Riemann-Roth theorem (29), every divisor of degree g or greater 
is equivalent to an effective divisor. 8 
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Since D is a nonexceptional divisor of degree - n( n - 1)/2, there exist 
by the lemma effective divisors q, i = 1,. . . , n, such that q = D + C and 
ai>P1-t ..* +Pi_l+Pi+l+ ... +P,, cq g Pi. (92) 
We define an additional divisor D’ of degree - n( n - 1)/2 by D + D’ 
= -C,i.e. D’= -C-D.Since(D+C-T)+(D’+C-T)=C-2T=KK, 
by the Brill-Noether reciprocity theorem [3] I( D’ + C - 7’) = I( D + C - T) 
and D’ is also nonexceptional. By the lemma there exist effective divisors pi, 
i=l ,...,n, such that pi= D’+C and 
pi+pl+ ... +Pipl+Pi+l+ ... +p,, 
Pi G+ 'i' 
For any i, j we have 
ai+pj=(D+C)+(D’+C)=C. (94) 
By the definition of C, we have LYE + pj = div Q(x) for a curve Q of 
degree n - 1. Since q + pj is an effective divisor, it follows from the residue 
theorem [3] that there exists a curve vtli of degree n - 1 such that 
divvij = q + pi. (95) 
Now, there exist nonzero constants cij E k (i, j = 1,. . . , n) such that upon 
setting 
vii = CijV’rli’ 
all the rows in the matrix 
are proportional along F. Indeed, we can define 
v;1 ’ .“ii 
cij = 7 . (along F), 
011 “ij 
(96) 
(97) 
(98) 
and cij are constants by (95). 
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Clearly 
divvij = (Y~ + bj (99) 
We claim now that det A(r) $0. 
It follows from (92)-(93) that if i # j then oi + pi > P, + . . . + P,. 
Hence, if i # j, then divvij 2 T and vii passes through the n distinct points 
of intersection of F with L. Since deg vii = n - 1, by Bezout’s theorem we 
conclude that vii is divisible by L. Thus all the nondiagonal entries in A(x) 
vanish along L, and we have there 
det A(r) = vii . . . v,,. ow 
But from (92)-(93) it follows that divvii = oi + pi ? Pi. Hence vii does 
not pass through the point Pi on L, and consequently is not divisible by L. 
From (100) it follows that det A(x) vanishes only at a finite number of points 
along L, and consequently det A(x) f 0. 
By Proposition 3 we conclude that there exists a determinantal represen- 
tation U(x) of F such that adj U(x) = sA( x) (s E k, s # 0). Moreover, letting 
E(x) = ker V(x) be the corresponding vector bundle, because of (99) we have 
divs(X) = (Y~ - C = D (190 
by the definition of cyi. The theorem is proved. 
7. NONEXCEPTIONAL CLASSES OF DIVISORS 
To complete the description of determinantal representations of the 
smooth irreducible curve F, we have to investigate the set of nonexceptional 
classes of divisors of degree - n( n - 1)/2 on F. To this end we use the 
Jacobian variety of F (see [lo]). 
Up to now we have implicity identified the homogeneous polynomial 
F(x,, xl, x2) and the curve determined by it in the projective plane P2(k). 
Now we shall denote, for greater clarity, by I the curve (I c P2( k)) 
determined by F. We denote by Pied(I) the set of classes of divisors of 
degree d on I. 
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The Jacobian variety J of P is a g-dimensional Abelian variety. We fix a 
base point PO on P and get a regular map 
PO + 0. 002) 
By additivity, we define p(D) for any divisor D on l’. 
If D,, D, are divisors of degree zero and D, = D,, then ~(0~) = p(D,). 
Therefore p induces a group homomorphism from Pie’(P) into J; this 
homomorphism is in fact an isomorphism. For every d, p induces a bijection 
from Pied(r) onto J. 
We consider now the dth symmetric product l’cd) of P, i.e. the set of 
unordered d-tuples { I’,, . . . , Pd } of points of P; red) is an irreducible, smooth 
projective variety of dimension d. We have a regular map 
rtd) + I, 
{P,,..., Pd} +p(P,+ * * * + P,). (103) 
The image of this map is a closed irreducible subvariety of J. For d < g this 
subvariety has dimension d, and we denote it by W,. 
We look now at the set Pit- n(“- 1)12( P) of classes of divisors of degree 
- n( n - 1)/2, and consider the image W in J of the set of exceptional classes 
of divisors under the bijection induced by ~1. A divisor D of degree - n( n - 
1)/2 is exceptional when Z( D + C - T) > 0, i.e. when D + C - T is equiva- 
lent to an effective divisor. Since 
n(n - 1) 
deg(D+C-T)= - 2 +n(n-l)-n=g-1, (104) 
this means that there exist P,, . . . , Pg_ 1 on P such that 
D+C-T=P,+ .*a +Pg_l, (105) 
i.e., D = P, + . . . + Pg_l + T - C and 
p(D)=p(P1+ ... +Pg_l)+p(T-C). 
Thus W = W,- r + p( T - C), i.e., W is a translate of W,_ i. Therefore W is a 
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closed irreducible subvariety of J of dimension g - 1; we call it the excep- 
tional subvariety. We note that it follows, as we have claimed earlier, that the 
general class of divisors of degree - n(n - 1)/2 is nonexceptional. 
Now we can summarize (by Theorems 2-4): 
Every smooth irreducible curve F possesses dete-rminantal representations. 
Up to the equivalence, the determinuntal representations of F are 
parametrized, via the class of divisors of the corresponding vector bundle, by 
the points of the Jacobian variety J not on the exceptional subvariety W. 
If n = 1,2 (F is a line or a smooth quadric), then the genus g = 0; the 
Jacobian variety consists of a single point, the exceptional subvariety is void, 
and F possesses, up to the equivalence, one determinantal representation. 
We have see this explicity in Section 2. If n > 3, then the genus g > 0, and it 
follows that F possesses infinitely many nonequivalent determinantal repre- 
sentations. 
Let’s look at the case n = 3 (F is a smooth cubic). The genus g = 1, and 
the Jacobian variety may be identified with the curve itself (see [9]). The 
exceptional subvariety reduces to a single point, and we conclude that up to 
the equivalence, the determinantal representations of F are parametrized by 
the points of F with one point removed, in accordance with Section 2. 
We note that though we have presented in the proof of Theorem 4 a 
procedure to construct determinantal representations of F, it is hard to 
perform explicitly, and the specific question of explicitly constructing all the 
nonequivalent determinantal representations of the given smooth irreducible 
curve F is still not readily answered. However, if we know one determinantal 
representation of F, we can easily obtain from it all the nonequivalent 
representations by using certain simple explicit transformations called ele- 
mentary transformations; they are surveyed in [13]. 
Finally, let the ground field k be the complex field C; then we can clarify 
the topological structure of the set of determinantal representations of F 
modulo the equivalence relation. 
Every determinantal representation of F determines a triple of complex 
matrices of order n and can be thus viewed as a point in C3”‘. The set of 
determinantal representations of F can therefore be given the induced 
topology from C3”*, and the set of equivalence classes of determinantal 
representations can be given the quotient topology (see [5]). 
The Jacobian variety J is now a connected compact complex manifold of 
dimension g and a complex Lie group; the symmetric product Icd) is a 
connected compact complex manifold of dimension d, and the mapping in 
(103) is holomorphic; its image W, (for d < g) is a connected compact 
analytic subvariety of J of dimension d (see [4] for all these). Thus the 
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exceptional subvariety W is a connected compact analytic subvariety of 
dimension g - 1. 
As in the general case, associating with each determinantal representa- 
tion, via the class of divisors of the corresponding vector bundle, a point in 
the Jacobian variety J gives a bijection from the set of equivalence classes of 
determinantal representations onto ./\W. This bijection is now easily seen to 
be continuous, and it is in fact a homeomorphism (one should note the 
continuity of the construction in the proof of Theorem 4; we omit the 
details). Thus the set of equivalence classes of determinantal representations 
of F is naturally homeomorphic to the Jacobian variety J jkm which the 
exceptional subvariety W was removed. 
8. SYMMETRICAL DETERMINANTAL REPRESENTATIONS 
We now specialize our results to symmetrical and to self-adjoint determi- 
nantal representations (see Section 1). In this section symmetrical determi- 
nantal representations will be considered. 
First we characterize, among all nonexceptional classes of divisors of 
degree - n( n - 1)/2, those which arise from vector bundles corresponding 
to symmetrical determinantal representations of F. 
THEOREM 5. Let D be a nonexceptional divisor of degree - n(n - 1)/2. 
There exists a symmetrical determinantal representation U(x) of F such that 
the class of divisors of the corresponding vector bundle E( x ) = ker U( x ) 
coincides with the equivalence class of D: D = dive(x) if and only if 
D+D= -C. (107) 
The condition (107) has been known previously (private communication 
by K. Hulek). 
Proof of Theorem 5. Assume there exists a symmetrical determinantal 
representation U(x) of F such that D = div E(X), where E(X) = ker U(x) is the 
corresponding vector bundle. Consider the vector bundle +(x) = coker U(x); 
since U(x) is symmetrical, Q(x) = [e(x)It, and therefore div+(x) = div E(X). 
By Theorem 1, 
D+D=dive(x)+div$(x)= -C, 008) 
as required. 
DETERMINANTAL REPRESENTATIONS OF CURVES 131 
Assume now conversely that D is a nonexceptional divisor of degree 
- n( n - 1)/2 satisfying D + D = - C. We shall “refine” the construction in 
the proof of Theorem 4 so as to obtain a symmetrical determinantal represen- 
tation V(x). As there, we assume the straight line L was so chosen that it 
intersects the curve F in n distinct points Pi.. . . , P,: 
T=divL(x)=P,+ ... +P,. 
Since D is a nonexceptional divisor of degree - n( n - 1)/2, there exist 
by tbe lemma in the proof of Theorem 4 effective divisors q, i = 1,. . . , n, 
such that lyi = D + C and 
q>,p,+ .*- + Pi-i+ P,+i+ . .- + P”, cii & Pi. (1W 
Since D + D = - C, for any i, j we have 
And as in (95), it 
q+aj=(D+C)+(D+C)=C. W) 
follows from the residue theorem that there exists a curve 
ulj of degree n - 1 such that 
divvlj = q + aj (i,j=l,..., n), W) 
Of course we can take v$ = vlj. 
Now we define nonzero constants cij E k (i, j = 1,. . . , n) as in (98): 
Vi; Vii 
cij=y:I (along F). (112) 
011 ‘lj 
ci j are constants by (ill), and we have cji = cij. Upon setting ui j = cijoij we 
obtain a symmetrical matrix: 
A(r,-[:;; 1:: ;;;I. 
whose rows are proportional along F. Also, 
divuij = ffi + ffi. 
(113) 
(114) 
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As in the proof of Theorem 4, det A(x) f 0. For it follows from (109) that 
if i#j,thendivuij=ai+o.>P,+ .. 
As there, we conclude that t h 
. + P, = T, while divvii = cri + oi 3 Pi. 
e only entries in A(x) which are not divisible by 
L are the diagonal ones; hence det A(x) is not divisible by L, and det A(x) f 0. 
By Proposition 3 there exists a determinantal representation U(x) of F 
such that adj U(x) = sA(x) (s E k, s # 0). It is given by (46): 
1 
U(x) = Fn-2(r) aW(4, 
and since A’(x) = A(x) for all x, we have U’(x) = U(x) for all x, i.e., U(x) is 
a symmetrical determinantal representation. If e(x) = ker U(x) is the corre- 
sponding vector bundle, because of (114) we have 
dive(x) = oi - C s D, 015) 
and we are done. 
As in the case of general determinantal representations, the class of 
divisors of the corresponding vector bundle forms a complete system of 
invariants for symmetrical determinantal representations. 
THEOREMS. Two symmetrical determinantal representations U(x), U’(x) 
of F are symmetrically equivalent if and only if the classes of divisors of the 
corresponding vector bundles E(X) = ker U(x), E’(X) = ker U’(x) coincide: 
divs(x) = dive’(x). 
Proof. Of course, if two symmetrical determinantal representations of F 
are symmetrically equivalent, the classes of divisors of the corresponding 
vector bundles coincide. 
Conversely, let U(x), U’(x) be symmetrical determinantal representations 
of F, let E(X) = ker U(x), E’(X) = ker U’(x) be the corresponding vector bun- 
dles, and assume div E(X) = div E’(X). Let (p(x) = coker U(x), G’(X) = 
coker U’(x); since U(x), U’(x) are symmetrical, 
44x>= M41 t? +'(X) = [E'(X)] t. (116) 
DETERMINANTAL REPRESENTATIONS OF CURVES 133 
Since divE(r) = dive’(r), there exists, by Proposition 5, P E GL(n, k) 
such that 
E(X) = &‘(X)P. 017) 
By (116) we have also 
Q(x) = P’$+). (118) 
Hence the determinantal representations U’(X) and PU(x)P” have equal 
kernel and cokemel vector bundles. By Proposition 6, there exists c E k such 
that 
vi(x) = cPU(x)P”, 019) 
i.e., 
U’(x) = (m)U(x)(6P)f, (120) 
and U( x ) and U’(x) are symmetrically equivalent. n 
To further investigate symmetrical determinantal representations of F, 
we recall from the previous section the bijection, induced by the map p, from 
the set of classes of divisors of degree - n(n - 1)/2 on F onto the Jacobian 
variety J. The condition (107) can be rewritten as 
We conclude, by Theorems 5-6, that up to the symmetrical equivalence, 
symmetrical determinantal representations of the smooth irreducible curve F 
are parametrized, via the class of divisors of the corresponding vector bundle, 
by the points 6 of the Jacobian variety 1 not on the exceptional subvariety W 
that satisfy 
2-S = -p(C). 022) 
It is known (see [7]) that in any g-dimensional Abelian variety A the 
equation 
n.x=a (nEN, aEA) (123 
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is always solvable and has a finite number of solutions; if p t n, where p is 
the characteristic of the ground field k, the number of solutions equals n2g. 
By (122) it follows that the smooth irreducible curve F possesses at most a 
finite number of symmetrically nonequivalent symmetrical determinuntal 
representations; if p z 2, this number is at most 4g. 
We conjecture that F always possesses symmetrical determinantal repre- 
sentations; to prove this and to determine the precise number of nonequiva- 
lent symmetrical representations one has to study the position of the solution 
set of the equation (122) in J relative to the exceptional subvariety W. 
9. SELF-ADJOINT DETERMINANTAL REPRESENTATIONS 
We assume now that the ground field k is the complex field C, and F is a 
real curve, i.e., all its coefficients are real (of course, we assume as before that 
F is smooth and irreducible). We shall consider self-adjoint determinantal 
representations of F. If U(x) is a self-adjoint determinantal representation of 
F, then U*(x) = U(X) for all x [where X=(X0, lcl, X2)] and det U(X) = cF(x) 
withcEIW, c#O. 
As in the symmetrical case, we start by characterizing, among all nonex- 
ceptional classes of divisors of degree - n(n - 1)/2, those which arise from 
vector bundles corresponding to self-adjoint determinantal representations 
of F. 
We introduce some notation. If D is any divisor on F, 
D= zn,Ti (n,EH, Ti on F), 
its conjugate D is defined by 
D = EniT,, 
024) 
(125) 
where ‘T;. is a point whose coordinates are complex conjugate to those of Ti. 
Since F is a real curve, D is a divisor on F; it is easily seen that if D, = D, 
then ol = o,, so that the conjugation can be defined also for classes of 
divisors. 
THEOREM 7. Let D be a nonexceptional divisor of degree - n(n - 1)/2. 
There exists a selfadjoint determinantal representation U(x) of F such that 
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the class of divisors of the corresponding vector bundle E(x) = ker U(x) 
coincides with the equivalence class of D: D = div E(x) if and only if 
D+B= -C. (126) 
Proof. Assume there exists a self-adjoint determinantal representation 
V(x) of F such that D = div E( x), where E(x) = ker V(x) is the corresponding 
vector bundle. Consider the vector bundle $J(x) = coker V(x); since U(x) is 
self-adjoint, G(X) = [s(X)]*, and it follows easily that dive(x) =div~(x). By 
Theorem 1, 
D+D=divs(x)+div+(x)= -C, (127) 
as required. 
Assume now conversely that D is a nonexceptional divisor of degree - 
- n(n - 1)/2 satisfying D + D = - C. We shall “refine” the construction in 
the proof of Theorem 4, this time so as to obtain a self-adjoint determinantal 
representation V(x). We let L be a real straight line (i.e. a straight line with 
real coefficients) that intersects F in n distinct points P,,. . . , P,: T = 
divL(x) = P, + . . . + P,. 
Since D is a nonexceptional divisor of degree - n( n - 1)/2, there exist, 
by the lemma in the proof of Theorem 4, effective divisors oi, i = 1,. . . , n, 
such that CX~ = D + C and 
cri>P,+ ... +Pi_l+Pi+l+ ... +P,, ffi $ Pi. (128) 
Since D + 5 = - C, for any i, j we have 
ai+Zj-(D+C)+(D+C)=C (129) 
[c 5 C, since by the definition C = div Q(X), where Q(x) may be taken to be 
a real curve of degree n - 1, so that divQ(x) = divQ(x)]. 
As in (95) there exists, by the residue theorem, a curve vlj of degree 
n - 1 such that 
divv,li = LY~ + ‘Yi (i,j=l,..., n). (130) 
And of course we can take vii = Glj (U!j is a curve whose coefficients are 
complex conjugate to those of vii). 
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We can define now nonzero constants cij E C (i, j = 1,. . . , n) as in (98): 
41 Ut'i 
cij = 7 : y- 
011 “lj 
(along F). (131) 
ci j are constants in view of (130) 
obtain a matrix 
and cji = Cij. Upon setting ui j = cijulj we 
a(+ [;:I 1:: ;;J (132) 
which is self-adjoint [A*(x) = A(%) for all x] and whose rows are proportional 
along F. Of course, 
divuij = oi + Zj. (133) 
We proceed to show that det A(x) f 0. We note that since both the curve 
F and the straight line L are real, their points of intersection are either real 
or appear in pairs of complex conjugates. We write 
T=divL(x)=P,+ **. +Pk+Pk+i+Pk+s+ ... +P,_i+P,,, 
P,=P, )...) &=Pk, &+I=PkiZ )..., P”_,=P,. (134) 
We check for which entries (i, j) in A(x) uij is not divisible by L. As in 
the proof of Theorem 4, this happens precisely when 
divuij = oi + ‘Yj $ T. (135) 
By (128) this is equivalent to Zj > Pi, i.e. to 
(136) 
According to (134) there are two possible cases: 
(a) i = l,..., k. In this case Pi = Pi and (136) implies j = i. 
(b) i=k+l,k+2,...,n_l,n. Leti=k+1;thenPi=Pk+aand(136) 
implies j = k + 2; if i = k + 2, then Pi = Pk+ 1 and (136) implies j = k + 1. 
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Arguing thus, we obtain 
{i,j}={k+1,k+2} )...) {n-l+}. 
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We conclude that along L, 
det A(x) 
0 
vkk 
0 
Vk+2,k+l 
vk+l,k+2 
0 
0 vn-1,n 
v”,,-l 0 
=v 11 * . . vkk( - Oki l,k+2vk+2,k+l) . ’ * ( - vn-l,nvn,n-l). 036) 
And since all the members of this product are not divisible by L, det A(x) 
does not vanish along L and det A(x) f 0. 
By Proposition 3 there exists a determinantal representation U(x) of F 
such that adj U(x) = sA(x) (s E C, s # 0). It is given by (46): 
u(x) = Fn_i(xJ Ada,
and since A*(x) = A(?) for all x, we have V*(x) = V(g) for all x, and V(x) is 
a self-adjoint determinantal representation. Letting e(x) = ker V(x) be the 
corresponding vector bundle, because of (133) we have 
dive(x) = q -C = D, 
and the proof is complete. n 
In contrast to the cases of general and of symmetrical determinantal 
representations, for self-adjoint determinantal representations the class of 
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divisors of the corresponding vector bundle does not form a complete system 
of invariants. For if U(r) is a self-adjoint determinantal representation of F, 
it is easily seen that U(x) and - U(x) are not Hermitely equivalent, though 
the corresponding vector bundles coincide: ker U(X) = ker[ - U(x)]. 
In the self-adjoint case we have: 
THEOREM 8. Let U(x), U’(x) be two self&joint determinantal represen- 
tations of F, and assume that the classes of divisors of the corresponding 
vector bundles E(X) = ker U(X), E’(T) = ker U’(x) coincide: div E(X) = 
div E’(X). Then U’(x) is Hermitely equivalent either to U(x) or to - U(X). 
Proof. Let @(x) = coker U(x), C/J’(X) = coker U’(x); since U(X), U’(X) are 
self-adjoint, 
@J(x) = [E(X))]*> #(x> = Pm** 039) 
Since div E(X) = div E’(X), there exists, by Proposition 5, P E GL( n, C) 
such that 
E(X) = &‘(X)P. (140) 
By (139) also 
c)(x) = P*+‘(x). 041) 
Hence the determinantal representations U’(x) and PU(x)P* have equal 
kernel and cokemel vector bundles. By Proposition 6 there exists c E C such 
that 
U’(x) = cPU(r)P*. (I421 
And since PU( x)P* and U’(x) are both self-adjoint determinantal representa- 
tions, c E R. 
If c > 0, 
u’(x) = (m)u(x)(fiP)* (143) 
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and U(X) and U’(x) are Hermitely equivalent. If c < 0, 
U’(x) = (GP)[ - u(x)](J-cP)* (144) 
and - U(X) and U’(X) are Hermitely equivalent. The theorem is proved. n 
If the degree n of the curve F is odd, we can form a complete system of 
invariants for a selfadjoint determinantal representation U(r) of F by adding 
to the class of divisors of the corresponding vector bundle the sign of the real 
number c in det U(X) = cF(x). Actually, when n is odd it is no restriction to 
consider only those self-adjoint determinantal representations of F that 
satisfy det U(X) = cF(x) with c > 0; this is the approach in [ll, 121, where the 
case of real cubits (n = 3) is investigated. 
Recalling now from Section 7 the bijection induced by ~1 between the set 
of classes of divisors of degree - n(n - 1)/2 on F and the Jacobian variety 
J, it is natural to try to describe the set H of points of the Jacobian variety J 
not on the exceptional subvariety W such that the divisors in the correspond- 
ing classes satisfy (126). This task was carried out in [12] for the particular 
case when F is a real smooth cubic (i.e., the genus g = l), and the conclu- 
sions are as follows. 
The set H is not void and is a topological manifold of dimension 1. 
Depending on the structure of the real part of F, H consists of either one or 
two connected components. One component is always noncompact; the 
additional component, if it exists, is compact. 
We also recall from [12] the notion of definiteness. A self-adjoint determi- 
nantal representation U(X) = xoA, + xiA, + xsA, of F is called definite if 
there exist c,,,c,,c,~R such that c,,A,+c,A,+csA,> 0. If F is a real 
smooth cubic, it was shown in [12] that definite self-adjoint determinantal 
representations of F are precisely those corresponding, via the class of 
divisors of the corresponding vector bundle, to the points in the compact 
component of H. 
Our conjecture is that all these results can be generalized to any real 
smooth curve F of genus g > 0, as follows. 
The set H is not void, and is a topological manifold of dimension g. H 
consists of a finite number of connected components. At most one of these 
components is compact. The compact component contains precisely those 
points of H that are associated, via the classes of divisors of the correspond- 
ing vector bundles, to the definite self_adoint determinantal representations 
ofF. 
In particular this would imply that any real smooth curve F of degree 
n > 3 possesses an infinite number of nonequivalent selfadjoint determinan- 
tal representations. 
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