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ABSTRACT
In the last ten years, DC microgrid approaches have gained more popularity for the
interconnection of distributed energy resources (DERs) and prosumers. The devices
(generation, storage, and load) connected to the network may contain operational
parameters that have the ability to be adjusted in real-time as to optimize the operation of
the microgrid. In this thesis, a simple unidirectional global communication scheme is
defined, implemented, and tested. The proposed approach relies on low frequency
sinusoidal components that are injected into the DC microgrid power lines. Using the
proposed communication approach, multiple parameters can be transmitted to the devices
connected to the microgrid. For implementation of the proposed method, no dedicated
hardware is needed; it only requires software modification of the converters interfacing to
the microgrid. Therefore, this method can be considered a convenient and effective means
for low-level communication on a DC microgrid. This thesis outlines the methods to
implement this communication while providing an example detection scheme
demonstrated in an emulation environment.
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CHAPTER 1

INTRODUCTION1
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As optimization schemes for DC microgrids improve, the ability to adjust control
parameters of connected devices (CD) becomes critical. This is especially true if the CD
has any type of storage or generation capabilities, in this case the connected devices
become prosumers and can more significantly affect system operation and overall quality
of service. Therefore, in order to change these parameters, a simple unidirectional
communication method is created: Low Frequency Components Communication (LFCC).
LFCC offers a simple global unidirectional communication method, protocol, and
detection scheme for low-level communication on the transmission lines of a DC microgrid
while only requiring modifications of the interfacing converters’ software. Following very
few constraints and assumptions, no hardware changes to the grid or CDs are needed.
The method involves injecting one or several small amplitude sinusoidal tones on
the DC power lines. The superimposed sine waves encode information in their spectra
while the amplitude is chosen to ensure all CDs can properly detect the injected tone. The
frequency range is chosen such that any connected converter can easily reject the injected
components as disturbances. Therefore, this communication style is expected to work in
the extremely and super low frequency bands (1-100Hz). The advantage of using lowfrequency sinusoidal injection is simplicity in transmitting and receiving, virtually no
electromagnetic compatibility (EMC) issues due to very low electromagnetic injection
(EMI), the ability to work at long distances, and the support of application specific
protocols. LFCC is typically unidirectional and provides global commands across the entire
microgrid, however bidirectional communication and addressability are evaluated in this
paper. The following chapter on communication methods provide a common and basic
structure for designing LFCC for some arbitrary microgrid.
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This method is certainly not the first to utilize the power lines as a form of
infrastructure for communication as commonly implemented technologies currently
include: power line communication (PLC), the utilization of droop style control as a form
of communication such as with DC Bus Signaling (DBS), and Power Line Signaling (PLS)
as a way of triggering an operating mode [1]. PLC is a verified technique amongst AC
grids, however this requires additional hardware to achieve due to its higher data rates
(300Hz to 250MHz) [2]. Utilization of this frequency band also introduces challenges
related to electromagnetic compliance and high probability of signal corruption due to a
noisy environment [2]. Droop is typically used as a control by varying the output voltage
in response to the load current [3] but this method of altering the DC voltage can certainly
be used as a communication method and extended to another parameter. Typically, though,
droop is considered only with respect to load conditions and is not extended to multiple
various user-chosen low-level parameters.
Other communication techniques have been designed specifically for the DC
microgrid, which also utilize the infrastructure (i.e. power lines) to perform
communication. In [4], a utilization of droop control in which communication is performed
through variable power levels and the use of binary signaling to overcome random load
variations, however compared to LFCC, this communication seems strictly related for
control purposes and doesn’t necessarily overcome the issues of droop as a communication
method as described in the previous paragraph. Other papers address using existing
protocols such as a CAN bus in [5] to perform PLC like communication, however this
would still come with the mentioned disadvantages of PLC and is also intended for a higher
throughput of data as compared to what is intended for LFCC. A technique more similar
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to LFCC is one that utilizes the existing converter to generate the communication signal.
In this case however, the communication relies on the already existing switching frequency
of the converter and the ability to vary it in response to load/power conditions [1]. This
method is still limited to reasons described of droop and this paper utilizes an FFT detection
method, which can be computational and memory intensive. Furthermore, altering the
switching frequency may not be a suitable method for all converters due to potential
operational issues and parametric algorithms dependent on the control frequency. Lastly,
in [6], frequencies from 16-26Hz are injected onto the grid from a voltage source converter
however this communication is regarded as energy packets in regards to energy being a
major control parameter and each frequency represents a 0 bit or 1 bit for a specific
converter. This is probably the most similar to LFCC however the utilization of the injected
frequencies is quite limited, and the use of binary representation could mean a considerable
amount of time would have to pass before the communication is decoded.
LFCC aims to allow a higher throughput of parameters without the complications
of more advanced methods such as PLC. This is possible since the parameters being
transmitted do not require large bandwidth with respect to data, however this method does
not claim to replace PLC, only to provide an alternative if the data only consists of lowlevel commands or parameters. The detection of the injected frequencies is performed by
a second order generalized integrator (SOGI) phase locked loop (PLL) (SOGI-PLL) in
conjunction with infinite impulse response (IIR) bandpass filters alongside a multiplexed
detection scheme to ensure low computational burden on the interfacing converters.
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COMMUNICATION METHODS2
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This section describes some general specifications and metrics for LFCC, how a
command will be represented by its parameters, and how to use the frequency space to
represent those command(s). The methods presented provide a basic structure onto which
can be modified or utilized to create a specific communication method. As said before this
allows LFCC to have an application specific protocol, which is necessary due the high
dependence of system variables. The methods are broken into two types based on their
parameterization: packet and layered. The methods are compared and then some more
advanced features of LFCC will be discussed relating to channel separation and feedback.
Since the commands are sent via frequency injection on the DC power lines, the
DC microgrid voltage can be represented by:

𝑉

(𝑡) = 𝑉

+𝑉

(𝑡)

Where 𝑉 is the nominal DC voltage of the grid and 𝑉

(2.1)

(𝑡) represents all the

injected frequencies that could exist for a given protocol. If the number of those injected
frequencies are given by 𝑛, then 𝑉

𝑉

(𝑡) =

(𝑡) expands to:

𝑉 (𝑡) =

𝐴 sin(2𝜋𝑓 𝑡)

(2.2)

The frequency values 𝑓 and corresponding amplitudes 𝐴 are described in the
following sections and the voltage 𝑉 refers to the parameter that makes up the command.
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Before detailing the generalized specifications, a few assumptions are assumed
about the DC microgrid system. These assumptions mainly depend on the controller for
the interfacing converters (the converter connected to the DC power lines):
1) The control is performed digitally with a microcontroller or digital signal processor
(DSP).
2) The control algorithms can be updated in deployment and there exists read-only
memory (ROM) space and computational and memory overhead.
3) There exists a voltage transducer/sensor at the DC grid power lines.
Assumption 2) is only intended for already deployed applications. Assumption 3)
assumes this sensor already exists, which is reasonable due to typical signals needed for
either control feedback or fault purposes, however this assumption is made in order to claim
this communication method requires no additional hardware.
2.1 SPECIFICATIONS AND METRICS
The specifications of LFCC are explained here in order for the user to properly
design LFCC for their system. Each system will be different and therefore the capabilities
of LFCC will depend on the DC microgrid configuration as well as the interfacing
converters. Therefore, the specifications and metrics are usually defined in the fuzzy sense
(e.g. small, large, low, high, etc.), as they are highly system dependent.
The first set of specifications deal with the signal attributes of the injected
frequency: the frequency range or bandwidth of LFCC and the injection amplitude. The
smallest frequency will mainly depend on the detection algorithm, but it is reasonable to
assume within the range of 0.5-10Hz. The highest frequency will largely be determined by
the input control bandwidth of the interfacing converters. The converters’ bandwidth need
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to large enough in order to reject the sinusoidal disturbances in order to not compromise
converter regulation. It is also assumed the sampling rate of the control algorithm is
significantly faster than the largest frequency of LFCC, therefore the detection algorithm
offers no substantial constraint to the largest transmitted frequency. With respect to
amplitude, information is only encoded in the spectra, however the amplitude must be
chosen in order satisfy the signal-to-noise ratio (SNR) requirements in terms of
detectability for all CDs. This should be in consideration to possible distortion from noise
(coupled or conducted from other devices), sensor/transducer non-linearities and
sensitivity, and digital specifications mainly being the analog to digital converter (ADC)
effective number of bits (ENOB).
The second set of specifications deal with how LFCC is used: the criticality of the
parameters to be changed and the required speed of response. The criticality is defined by
the largest consequence from either loss of communication or erroneous detection. This
means that should one of those two events occur, it is desirable for the quality, stability,
and safety of the grid to not be compromised. It is the authors opinion that the commands
used in LFCC are of low criticality and thus better suited for optimization purposes. This
is also supported by the fact that this method is essentially a simple encoding of commands
and there exists no encryption; malicious intent will not have dire consequences. Since the
criticality is made low, this means the requirements for the speed of response are also made
low. The speed of response is defined by the maximum length of time required for a CD to
decode a command sent via LFCC. This can be made arbitrarily large as the dynamics of
low criticality optimization parameters are most likely expected to occur over minutes to
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hours. This may also aid in reducing computational burden by allowing the CDs to
periodically sample the grid or operate at a down-sampled rate from the control algorithm.
The number of commands and parameters one wishes to use with LFCC are highly
user dependent and are based on the complexity and a given amount of frequency space.
Instead of placing this as a specification, this is better described by the metrics of each
communication method, each of which has certain advantages given the complexity and
type of command one wishes to implement.
In order to evaluate each communication method against the other, two criteria have
been developed to outline each method’s performance in terms of: parameterization depth
and frequency space utilization. Parameterization depth provides an insight to the quantity
of parameters a single command can reasonably take as well as the number of subparameters a parameter can contain, and frequency space utilization provides an insight to
how much of the frequency space a method will consume. For the sake of comparison,
speed of response is also included as a comparison metric, which has already been defined.
2.2 COMMAND MAPPING AND DEFINITIONS
Here, several terms common to LFCC are further explained for better
understanding. Also described is the parameterization of commands. The secondary
purpose of this section is to assist in the decoding of injected frequencies.
When speaking about the available frequencies, the entire spectrum is referred to
as the frequency space: the frequencies from the smallest to the largest frequency of LFCC.
If referencing a particular portion of the frequency space, that is referred to as a frequency
band. The frequency bands that belong to a particular command are collectively in the
command space. There will also be frequency bands in which it is desirable to have no
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injection or detection take place. This frequency band has a special name: the nullfrequency band. This exists to either remove frequency components that would cause
issues, such as known system frequencies which could cause false detection, or as a way
of providing a buffer between two frequency bands. If one frequency band were to end
where one starts, that particular value would be ambiguous between the two bands or cause
sporadic changes.
A command is comprised of one or several parameters and only serves as a
structural “parent” to organize the associated parameters. This helps to partition the
available spectrum in LFCC. As seen in Figure 2.1, the command/parameter hierarchy has
a type of pseudo-tree structure in the sense that there is a downward traversal, where each
parameter belongs to its own frequency band defined by the min and max frequency of that
band, so this can be explained in terms of branches, children, and parents (it’s a pseudotree since a child can have multiple parents). It may also be noticed that the parameters in
each branch can be of two types: a selection parameter or a value parameter. The selection
parameter presents itself as a way of selecting options or sub-parameters, which may also
allow a further traversal to another parameter. In the case where an option has an associated
value that needs to be chosen, the value parameter is used. The value need not be numeric
but is rather based on what the option of the selection parameter requires for its specific
application. For the selection parameter, the frequency band is evenly partitioned based on
the possible number of options. These partitions collectively make the parameter space and
may be referred to as sub-parameters. The value parameter may also be partitioned, or
numeric values may be linearly mapped within the frequency band. The value parameter is
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Figure 2.1 Command and parameter structure (command tree) (left) demonstrating selection and value parameters with
their associated frequency representation (right).

Figure 2.2 The selection parameter frequency band is evenly partitioned,
defined by its center frequency (a) whereas the value parameter frequency band
is defined only by its min and max frequency values (b).
typically the final parameter of a branch. The purpose of these two parameters is to discern
the decoding process and reveal the intention of the command more clearly.
2.2.1 ENCODING AND DECODING PARAMETERS
This section will outline the mathematical methods to encode and decode a
particular frequency band based on which type of parameter is used.
For frequency bands that are evenly partitioned, each partition is described by its
center frequency whose width is dependent on the parameter space width and number of
partitions, which is described and encoded by (2.3) and seen in Figure 2.2a.
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𝐶
𝑃

,𝑃

, 𝑃 , 𝑓 ∈ [𝑓

=𝑃, =𝑓, =𝑓
𝜌=

,𝑓

]

+ 𝜌(2𝑛 − 1) 𝑠. 𝑡. 𝑛 = 1,2, … 𝑛
𝑓

−𝑓
2𝑛

(2.3)

Where 𝑃 , indicates each partition and thus is 𝑃 ’s sub-parameters contained in the
parameter space 𝑃
partition, 𝐶

, 𝑓 is the injected frequency, 𝑓 , is the frequency that defines each

is the command space, 𝑓

frequencies parameter 𝑃 exists in, and 𝑛

and 𝑓

are the minimum and maximum

is the number of partitions within 𝑃 while 𝑛

indicates the specific partition. The width of each partition should be determined with
consideration to the accuracy of the detection algorithm, sensor ability, and max deviation
of signal (i.e. signal with noise). The value of 𝑃 is chosen by examining which partition
𝑓 falls in. This can be done by comparing the nearness of 𝑓 to each 𝑓 , . Supposing the
sub-parameters are a set: 𝑃

= 𝑃 , , 𝑃 , , … , 𝑃 , , then whichever element satisfies (2.4),

is the appropriate partition and thus value for 𝑃 .

min 𝑓 − 𝑃

(2.4)

Conversely, simply utilizing if else statements to check which frequency partition
the detected frequency falls within is acceptable as well.
When the frequency value is linearly mapped to a frequency band, then it could
prove useful to have that represent a certain setpoint or rate, the two variations typical of a
value parameter. The setpoint mapping compares the injected frequency with the width of
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the frequency band (Figure 2.2b) and computes a percentage that can be mapped to a real
system variable. The rate mapping compares the injected frequency not only in terms of
the frequency band, but also with respect to the band’s center frequency. Instead of
producing a reference or setpoint, this method would set a positive or negative rate of
change for the respective variable. For the rate case, the maximum (and minimum)
frequency of that band would be defined as the maximum rate of change for the assigned
variable.
For the setpoint mapped parameter, consider 𝑃 as defined in (2.3) and Figure 2.2b,
therefore to produce a value from 0% to100%, the encoding and decoding are performed
by (2.5a) and (2.5b) respectively, where 𝑃 is represented as a percentage.

𝑃
(𝑓
100%

𝑓 =

𝑃

=𝑃 =

−𝑓

𝑓 −𝑓
𝑓
−𝑓

) +𝑓

× 100%

(2.5𝑎)

(2.5𝑏)

In the case of the rate mapped parameter, the intention is to produce a value from
−100% to 100%; the encoding (2.6a) and decoding (2.6b) is a modification of (2.5):

𝑓 =

2𝑃
− 1 (𝑓
100%

𝑃

= 𝑃 = 2𝑃
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−𝑓

) +𝑓

−1

(2.6𝑎)

(2.6𝑏)

It is not uncommon that the value parameter is itself the selection parameter. For
example, if one parameter of the system needs constant adjustment, it makes sense to
dedicate a frequency band to that parameter. The rate and setpoint parameters would be
commonly used, although not exclusively, in the constant adjustment case.
2.3 COMMUNICATION METHODS
A detailed evaluation for each of the communication methods are presented here.
There exist two types based on their parameterization and transmission style: layered and
packet. In most cases, the frequency space can consist of multiple commands and can even
contain both methods for more complex schemes, but they are presented here, separately,
as single commands with multiple parameters. Therefore, for each method, the command
space will be the frequency space.
Consider a two-parameter command where each parameter has its own frequency
band, thus the command space is comprised of two frequency bands with a null-frequency
band in between described by (2.7) and is shown in Figure 2.3.

∈ [𝑓

𝐶

,𝑓

𝑃 , 𝑓 ∈ [𝑓
𝑓

=𝑓

,𝑓

],

𝑃 , 𝑓 ∈ [𝑓

],

𝑓

− 𝜖,
𝑓
𝜖=

𝑓
−𝑓
2
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∈ [𝑓
=𝑓

],

,𝑓
,𝑓

],

+ 𝜖,
(2.7)

Figure 2.3 Example two-parameter command. Command
Tree (a) and frequency allocation graph (b).

Where, with respect to the null-frequency band, 𝑓
and lower frequency limits, 𝑓

and 𝑓

describe the upper

is the center frequency, and 𝜖 is the half interval width.

Consider the first parameter 𝑃 to be a selection parameter comprised of three subparameters (𝑛

= 3) as defined in (2.3) but with the intervals defined in (2.7), and the

second parameter 𝑃 to be a setpoint value parameter.
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2.3.1 LAYERED-PARAMETER COMMANDS
Considering the two-parameter case defined above, using the layered method, the
injected frequency for each parameter of the command space are produced at the same time
for some time greater than the speed of response, where each parameter belongs to its own
frequency band (Figure 2.3 (b)). This can mathematically be seen in (2.8).

𝑉

Where 𝑉

(𝑡) = 𝐴 sin(2𝜋𝑓 𝑡) + 𝐴 sin(2𝜋𝑓 𝑡)

(2.8)

(𝑡) is the command voltage superimposed over the DC bus as was seen

in (2.1).
In this format commands are difficult to misinterpret, and since all parameters are
available for decoding, the speed of response for this method is significantly faster than the
packet method. These advantages come at the expense of a less efficient utilization of the
frequency space since each command’s parameters have their respective frequency band.
The parameterization depth can be reasonably high along with the quantity of subparameters a selection parameter can contain, however this is somewhat dependent on the
frequency space consumed, which can be the bottleneck.
2.3.2 PACKET-PARAMETER COMMANDS
Using the same two-parameter case, the packet method sends a single frequency at
one given time per command. Therefore, frequency 𝑓 , which represents the first parameter
𝑃 , will exist for some time 𝑡 , and then frequency 𝑓 , the representation for the second
parameter 𝑃 , will exist for some time 𝑡 where 𝑡 ’s start time is after 𝑡 ’s (Figure 2.4).
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Figure 2.4 Packet-parameter timing applied to the
command space.
Mathematically, this is still similar to (2.8) however with the modification as seen
in (2.9):

𝑉

Where 𝑡

,

(𝑡) = Π

,

(𝑡)𝐴 sin(2𝜋𝑓 𝑡) + Π

, ,

𝐴 sin(2𝜋𝑓 𝑡)

(2.9)

= 𝑡 + 𝑡 and the function Π is the rectangular function:

Π

,

(𝑡) = 𝑢(𝑡 − 𝑎) − 𝑢(𝑡 − 𝑏)

The advantage of this method is not so obvious until the command is expanded to
a greater than two-parameter case. At the expense of speed of response, frequency re-use
can be utilized due to the order dependent nature of this method, therefore parameters can
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re-use past frequency bands so long as the same frequency band is not used consecutively.
This may serve useful for LFCC implementations that do not have a large frequency space.
Frequency re-use can allow repeat use of frequency bands for a single command, which
allows for an extension of the number of parameters (Figure 2.5) or an extension of the
number of sub-parameters (Figure 2.6).

Figure 2.5 Frequency re-use allowing multiple parameters with the
same command space.
A requirement for this method is that only one frequency can be transmitted at a
time for a given command space even if the other frequencies are in other frequency bands.
If multiple frequencies existed at the same time with this method, it would be difficult to
discern the parameter it belongs to. To further help reduce misinterpretation, use of a
blanking period (no frequency injection) is recommended and timing structures may also
be a useful way to give distinction in a parameter sequence (Figure 2.7) However, the
addition of identifying features will inevitably detract from the speed of response and
indubitably add complication to the detection and decoding method.
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Figure 2.6 Frequency re-use allowing an extension of sub-parameters for parameter 𝑃 .
20

Anchor Point

Figure 2.7 Timing structure with a repeating sequence and blanking period for packet-parameters.

Anchor Point

The issues of this method mainly fall under missed detection, as the decoder may
interpret the current frequency value as a different parameter selection. Also, since the
decoder must wait for the next parameter, the speed-of-response can be significantly slower
as compared to the layered approach. Implementing this method with greater than 2-3
parameters per command may require a more advanced error detection scheme, therefore
the parametrization depth is limited, however this method can typically utilize a higher
quantity of sub-parameters more efficiently. This method excels at efficient frequency
space usage, and therefore the command space width is typically the best with this method
as well.
2.3.3 ENCODING AND DECODING COMMANDS
This section will outline the flow chart to algorithmically approach encoding and
decoding each communication method. This section will consider a multi-parameter
command for each communication method.
2.3.3.1 ENCODING AND DECODING LAYERED-PARAMETER COMMANDS
For layered-parameter commands, each system parameter that can be adjusted will
be mapped to a command hierarchy. For a given parameter to be updated, the command
space, which details the number of parameters and their associated frequency windows,
and each parameter in its literal form (e.g. Parameter 1, Sub-parameter 3, Value 55%) will
be passed to produce the corresponding frequencies. The following algorithm will typically
be followed:
1) Load commands into a queue in case of multiple parameter changes from the same
command space.
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2) Verify frequency values of the current command space are not be used, if so, wait,
otherwise proceed.
3) Check each parameter type and encode (parameter to frequency) according to the
frequency limits of each frequency band, which is provided from the command
space. This uses equations (2.3), (2.5a), and (2.6a).
4) Pass this set of frequency values to the converter reference signal portion of the
control code.
The decoding process is very similar to the encoding process, just traversed
backwards. However, it is provided here for clarity:
1) Detect all frequencies of a given command space and determine if detected
frequencies correctly represent a command.
2) Decode (frequency to parameter) detected frequencies based on parameter type
using equations (2.4), (2.5b), and 2.6b).
3) Convert parameters to corresponding control variable and update value.
2.3.3.2 ENCODING AND DECODING PACKET-PARAMETER COMMANDS
The process for the packet-parameter commands are actually quite similar however
require modifications due to the method of communicating the injected frequencies. For
the encoding process, an additional step is added to the layered case: Between step 3 and
4, the parameters pass through a dedicated timing structure, such as the one in Figure 2.7,
before being passed to the controller reference.
The decoding method is also similar except in the frequency detection step (step 1).
For the packet case, the detection algorithm must maintain memory of previously detected
frequencies (since only one frequency is transmitted at a time for a given command space)
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and therefore, must also be able to discern when the command is completed (blanking
period). The use of detection time-outs will be necessary, and the use of the known
command space hierarchy can help anticipate the future behavior of the command. For
example, if the given current parameter requires an additional parameter, the detection
software can prepare to monitor the other frequency band or determine failure of
communication for this particular command.
2.4 CHANNEL SEPARATION, ADDRESSABILITY, AND FEEDBACK
This section examines additional properties of LFCC that could be implemented:
channel separation, addressability, and feedback. Channel separation takes advantage of
system variables to expand the number of commands and possibly differentiate between
them, addressability assesses how and if each CD can be individually controlled with
LFCC and feedback allows a form of response between all CDs. Each property may be
utilized independently, alongside each other, or as a combined property.
Channel separation will utilize different parts of the DC microgrid system in order
to expand the frequency space. The maximum frequency of the frequency space will
typically stay the same, however the same frequency space can be utilized elsewhere on
the microgrid allowing a possible doubling or tripling of commands and or parameters.
This may allow certain devices to communicate exclusively or enable a bidirectional
communication structure thus better enabling feedback. This can be done in at least two
ways: current injection and utilization of multi-level voltage structures. The current
injection would prove to be more difficult than the voltage injection and thus it will not be
discussed, however it is presented as a possible method. The more likely form of channel
separation will appear in the multi-level voltage structure, commonly implemented in DC
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microgrids as a bi-level voltage structure. Therefore, as long as they can be independently
controlled, one frequency space can be implemented on the positive voltage rail, while the
other can be performed on the negative voltage rail.
Addressing may be desirable if more customized commands with respect to the
CDs are needed to be sent. Additionally, it may allow CDs to send back state and fault
information. If the quantity of CDs is below 20, then individual addressing of each CD can
be performed by assigning the sub-parameters for the primary parameter of a command to
each CD. Likewise, if bidirectional communication occurs, this method also allows the CD
to identify itself. However, for larger scale microgrids, this is not feasible. But even if
individual addressing cannot be performed, regional addressing can, being performed the
same way as individual addressing. Typically, the microgrid will serve a community which
can be organized via streets, cul-de-sacs, or quadrants, and addressing this way can still
allow a more customized control and can take advantage of characteristics of that grouping.
Feedback is explained last due to its usual need for individual addressing and
therefore it will have to utilize the addressability and channel separation paragraphs.
Feedback in this sense aims at certifying if the message from the transmitter has been
received and more so, correctly. While this can be implemented, especially taking
advantage of channel separation, feedback can also be performed implicitly. The
parameters LFCC targets will ultimately affect the operating state of the microgrid, and
assuming the number and type of CDs are known, a predicted response can be estimated
with respect to the current command. Therefore, if the microgrid behaves abnormally to
the command, then either there may exist erroneous or missed communication, incorrect
encoding or decoding settings, or a possible nefarious actor.
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CHAPTER 3

DETECTION METHOD3
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Microgrid Communication,” 2019, To be submitted to IEEE Transactions
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This section outlines how to detect the injected frequencies based on the methods
presented in the previous section. Since the commands are comprised of sine waves, the
detection can be limited to single-tone detection methods as only one tone will be present
per frequency band. Of course, there will be multiple tones present for layered-parameter
commands or multiple commands in general. Regardless, the method for detection can still
be of the single-tone method.
This section is not a survey on all possible methods but rather exemplifies one
possible technique, which can be replaced by another if desired. This paper utilizes an
infinite impulse response (IIR) bandpass filter followed by a phase-locked loop (PLL) that
uses a second-order generalized integrator (SOGI) as the phase detector. This is chosen
due to its robustness and low computational burden as an additional control loop, where
the SOGI phase detection helps alleviate the digital input filter burden due to its natural
bandpass filtering around its resonant frequency. PLLs are also advantageous to use
considering that most engineers that work with power electronics most likely have had to
interface with an AC grid, therefore this would necessitate working with a PLL and thus
would be a method the engineer is familiar with. For multiple frequencies, a multiplexed
detection method is discussed to allow evaluation of several frequency bands over time
while not increasing computational load at the expense of additional ROM space. This
detection method works for both the layered and packet-based commands.
3.1 FILTER AND SIGNAL CONDITIONING
Before the signal is processed by the SOGI-PLL, the signal must be conditioned
first. The system level process is described in Figure 3.1, which shows the necessary blocks
or operations that must occur before frequency detection. This figure also demonstrates the
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Figure 3.1 Demonstration of the required signal conditioning of a signal: 1.) DC subtraction and input saturation. 2.) Bandpass filtering
with IIR filters. 3.) Gain leveling with automatic gain control.

effects to an artificial signal for better understanding. There are three basic operations that
must occur:
1) DC component subtraction and input saturation.
2) Bandpass filtering about the frequency band.
3) Maintaining an amplitude of 1𝑉 for the SOGI.
The DC component subtraction is required in order for the SOGI-PLL to operate
correctly. This step is performed to assist the DC removal job of the filter however this is
performed by arithmetic subtraction of the known median grid voltage. This will most
likely not remove the DC component but significantly reduces its magnitude, which will
allow better transient performance and assist the bandpass filter completely removing the
DC component. As compared to subtracting the average value, which would be a digital
filter, this method provides a computationally efficient method. The DC removal, in
addition to input saturation, also help reduce any chance of overflow occurring with the
bandpass filter. The input saturation is designed to allow some maximum error from the
DC subtraction.
The bandpass filter has three main objectives: removal of any DC components,
removal of any high frequency noise, and isolation from other injected frequencies of
LFCC. Performing this step allows the SOGI to operate correctly and with higher
performance. The filter is designed as an infinite impulse response filter (IIR) due to their
computational efficiency (as compared to their finite impulse response (FIR) counterpart).
The non-linear phase aspect of IIR filters prove to be no issue as the detection scheme can
manage considerable delay and the frequency of the sine wave will not be affected by this
issue either [7]. This filter is typically designed around 60-80dB of attenuation at one
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decade above the upper passband frequency and similarly for one decade below the lower
passband frequency. Ripple in the passband is typically kept to a minimum and therefore
the Butterworth filter response is used in the design (although others may be used). The
order of the filter is typically kept below 16 to maintain computational efficiency while
maintaining good filter performance. Finally, the filter is implemented in the transposed
Direct-Form II configuration (Figure 3.2) in cascaded second-order sections to help reduce
the chances of overflow occurring [8], [9].

Figure 3.2 Second order transposed direct-form II IIR filter
structure. Coefficients 𝑏 are feedforward zeros while
coefficients 𝑎 are feedback poles.
Lastly, due to noticed performance issues with amplitudes greater than one, an
automatic gain control (AGC) (Figure 3.3) was added to ensure the best performance from
the SOGI. This is essentially a feedback loop which increases or decreases a gain that is
multiplied against the input signal in order to match the input signal’s amplitude to the
reference (𝑅) [8]. The AGC’s response is controlled by a gain parameter (𝛼), which
determines the feedback loop’s time constant [8].
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Figure 3.3 Automatic gain control (AGC) block diagram.
3.2 SOGI-PLL STRUCTURE
The SOGI-PLL is the heart of the detection method, which is the algorithm that
actually computes the estimated frequency value. In its simplest form, a PLL is a negative
feedback loop which uses a filter or compensator to control an internal oscillator (voltagecontrolled oscillator (VCO)) in order to match the incoming signal’s phase, and thus
frequency, based on a phase error signal generated from a phase detector. For this
application, the PLL is chosen to work in the rotating reference frame, which is what guides
the design process for the SOGI-PLL. As seen in Figure 3.4, the SOGI-PLL structure is
outlined and the SOGI, park transform, loop filter (or proportional integral (PI) controller),
VCO, frequency measurement with lock detection, and the discretization of the block
diagram will be discussed in the following paragraphs.
The rotating reference frame is used for the PLL as it allows a simpler control
problem; time-varying sinusoidal signals are transformed to DC-like signals. This stems
from the popular motor control application where a three phase signals is transformed to a
two-phase signal (Clarke transform to stationary reference frame) where the signals are
orthogonal to each other. Those orthogonal signals are then transformed again (Park
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Figure 3.4 SOGI-PLL structure block diagram showing all available signals.
transform to the rotating reference frame) to create DC-like orthogonal signals. The issue
with its application for the single-phase PLL is in order to be within the rotating reference
frame, the input signal needs an orthogonal signal as well. This is the purpose of the SOGI:
it provides the necessary quadrature signal in order to apply the Park transform to perform
the control in the rotating reference frame. There are various methods for producing
orthogonal signals from a signal phase input however this method provided two
advantages: a natural bandpass filtering effect around its resonant frequency and its ability
to be frequency adaptive.

Figure 3.5 Block diagram of the generalized form of the SOGI.
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The generalized structure of the SOGI is a second order structure (Figure 3.5) with
the following transfer functions:
𝑌(𝑠)
𝜔𝑠
=
𝑈(𝑠) 𝑠 + 𝜔

(3.1)

𝑌 (𝑠)
𝜔
𝜔
=
= 𝐻 (𝑠)
𝑈(𝑠) 𝑠 + 𝜔
𝑠

(3.2)

𝐻 (𝑠) =

𝐻 (𝑠) =

Where 𝐻 (𝑠) is the direct (in-phase) signal transfer function and 𝐻 (𝑠) is the
quadrature (orthogonal) signal transfer function. Signal 𝑈(𝑠) is the input signal and signals
𝑌(𝑠) and 𝑌′(𝑠) are the direct and quadrate output signals respectively. The term 𝜔 is the
chosen resonant frequency of the SOGI structure.

Figure 3.6 Demonstrating the unbounded output when a sinusoid is
applied at the SOGI's resonant frequency.
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With this structure however, the gain at the resonant frequency, that is the frequency
of interest for measuring, has infinite gain. This results in an ever-increasing unbounded
signal if a sinusoidal signal is applied to the SOGI at its resonant frequency (Figure 3.6)
[10], while producing the phase-quadrature signal. In order to take advantage of the
quadrature ability, a feedback loop is added to produce an error signal between 𝑌(𝑠) and
𝑈(𝑠), while also adding a gain 𝑘 (Figure 3.7). With this addition, the transfer functions
(3.1) and (3.2) now become:
𝑌(𝑠)
𝑘𝜔𝑠
=
𝑈(𝑠) 𝑠 + 𝑘𝜔𝑠 + 𝜔

(3.3)

𝑌 (𝑠)
𝑘𝜔
𝜔
=
= 𝐻 (𝑠)
𝑈(𝑠) 𝑠 + 𝑘𝜔𝑠 + 𝜔
𝑠

(3.4)

𝐻 (𝑠) =

𝐻 (𝑠) =

Figure 3.7 SOGI structure with added feedback and gain 𝑘.
In this case, the gain 𝑘 acts as a sort of damping factor for the SOGI and thus its
adjustment will determine the bandpass filter width as well as the dynamic response; the
smaller gain 𝑘 is, the filter becomes narrower at the expense of a slower time response [11],
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Figure 3.8 Bode plot and step response of the direct and quadrature transfer functions of the SOGI for
differing values of 𝑘.

which can be seen with the bode and step responses of the direct transfer function
and quadrature transfer function with varying values of 𝑘 (Figure 3.8).
The resonant frequency term (𝜔) can either be frequency fixed (constant) or be
made adaptive. Care must be taken to ensure this value does not initialize at zero, or the
SOGI-PLL will fail to operate [10]. In the frequency fixed case, input frequencies not
equivalent to 𝜔 will produce second harmonic ripples in the estimated parameters [12] and
tracking accuracy is degraded [10]. This is typically unwanted, especially for a frequency
tracking application, however it should be noted that the output response remains stable
and the average value of the signal still produces the correct frequency estimation.
Considering the PLL’s job is to estimate frequency, it makes sense to feed this term back,
to allow the SOGI to be frequency adaptive. For this paper, the frequency value is fed back
as a controlled ramp rate and the analytical method to do so will not be provided.
In terms of the SOGI, the output 𝑌(𝑠) and 𝑌′(𝑠) can be considered to be in the
stationary reference frame represented as vectors 𝑣 and 𝑣 respectively. These will be the
inputs to the Park transform (𝛼𝛽 → 𝑑𝑞), shown in (3.5), to produce the components in the
rotating reference frame, namely 𝑉 and 𝑉 . The necessary phase angle 𝜃 is provided from
the output of the VCO as seen in Figure 3.4. The quadrature vector (𝑉 ) is used as the phase
error for the control loop while the direct vector (𝑉 ) provides amplitude information about
the input signal to the SOGI, which is used in the PLL lock detection feature described
later in this section.

𝑉
𝑐𝑜𝑠𝜃
𝑉 = −𝑠𝑖𝑛𝜃
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𝑠𝑖𝑛𝜃 𝑣
𝑐𝑜𝑠𝜃 𝑣

(3.5)

Next, the loop filter is examined, which dictates the PLL response to the phase
error. In this case, if the SOGI is considered to be mostly detached from the dynamics of
the PLL loop, then it can be represented as a single pole (3.6) whose time constant is
determined by the resonant frequency 𝜔 and SOGI gain 𝑘 [12], [13].

𝐺(𝑠) =

1
2
, 𝑤ℎ𝑒𝑟𝑒 𝜏 =
𝜏 𝑠+1
𝑘𝜔

(3.6)

Considering the VCO can be represented as a simple integrator (1/𝑠), which
produces a sawtooth wave from 0 to 2𝜋 (for the phase angle), the small signal model for
the SOGI-PLL can be represented by Figure 3.9 whose open-loop and closed-loop transfer
function is represented by (3.7) and (3.8) respectively [12], [13].

𝐺 (𝑠) =

𝐺 (𝑠) =

𝑘 𝑠+𝑘
𝑠 𝜏 𝑠+1

𝑘 𝑠+𝑘
𝑠 𝜏 +𝑠 +𝑘 𝑠+𝑘

Figure 3.9 Small signal model of the SOGI-PLL.
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(3.7)

(3.8)

Figure 3.10 Controller bode diagram and step response for a
bandwidth of 20.3rad/s.
Considering the input frequency may contain some high frequency content, the loop
bandwidth is set considerably low in order to suppress any response to this noise [14].
Furthermore, considering that LFCC is designed for a slow speed of response, a damped
and slower time response from the PLL is perfectly acceptable. For this application, a
bandwidth of 5-20rad/s is recommended as an acceptable bandwidth. If a SOGI gain of 2
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is chosen and a bandwidth of 20rad/s is desired, the associated 𝑘 and 𝑘 gains for the PI
filter will be 24.15 and 8.576 respectively. The open-loop bode plot and closed loop step
response are shown in Figure 3.10.
The frequency measurement block of Figure 3.4 serves three purposes: Output of
the estimated frequency for decode, output of the estimated frequency for the adaptive
tuning of the SOGI structure, and finally determining if the PLL is locked on a signal or is
tracking. The tuning frequency value is simply a rate limited value with saturation. The
rate limiting allows slow adaptive dynamics, which is what is used to make the single pole
simplification of the SOGI block for the small signal PLL model. The saturation assures
the resonant frequency of the SOGI block will be within the limits of the frequency band
of interest. The lock detection determines if the decoding frequency is the same as the
tuning frequency or its past state. In other words, if the PLL is not locked, the decoding
frequency simply remains at its previous value until the PLL regains a locked state. The
lock detection is determined by examining the rate of change of the signal and examining
the direct vector (𝑉 ) to determine if the signal is of sufficient amplitude for detection. The
rate detection is performed by exponential averaging (Figure 3.11) (3.9) [8] and
measurement of the slope between the current and fifth sample. The amplitude is fixed at
1V from the AGC, however if the signal is unable to be amplified by the AGC, then that
signal is not suitable for frequency detection. Both the rate and amplitude are compared to
threshold values, which determine the lock state of the PLL for decoding purposes.

𝑦(𝑛) = 𝛼𝑥(𝑛) + (1 − 𝛼)𝑦(𝑛 − 1)
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(3.9)

Figure 3.11 Exponential averaging block diagram.
3.2.1 DISCRETIZATION OF THE SOGI-PLL
So far, the SOGI-PLL has been described in the Laplace domain as a continuoustime system, however in order to perform the algorithm digitally, the SOGI-PLL must be
discretized. The discretization will be described for the PI loop filter, VCO, and the SOGI
phase detector.
The PI loop filter is discretized via the trapezoidal (or bilinear) method (3.10), with
respect to the sampling period 𝑇 , due to its accuracy and stability properties. The accuracy
claim is with respect to the Euler forward and backward methods as the trapezoidal method
provides a better approximation given the same sampling period. The stability of
trapezoidal is also better than the aforementioned two since a stable continuous-time
system will map directly to the stable region of a discrete-time system [15]. However, to
avoid algebraic loop issues due to its implicit implementation, the VCO integrator is
discretized via Euler forward (3.11), an explicit method. The dynamics of the VCO
however, will not inherently suffer from the loss of accuracy from this method.

1 𝑇 𝑧+1
→
𝑠
2 𝑧−1

(3.10)

1
𝑇
→
𝑠 𝑧−1

(3.11)
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Careful attention must be made to the discretization method for the SOGI, as it is
imperative the 90° phase difference between the two outputs is maintained from the
continuous-time system. Since forward and backward Euler do not provide this property
[11], the following techniques must be considered: trapezoidal, second order integrator,
and third order integrator. Due to the results in [11], the third order integrator is used as the
discretization technique since it provided the best performance. This also avoids the
algebraic loop issues that would be caused if trapezoidal were used (note that if the
trapezoidal method is applied to the closed loop transfer function (3.3), the block diagram
can be restructured to avoid this). Therefore, given the difference equation in (3.12), the
approximation is described by (3.13) and shown in Figure 3.12 [11].

𝑦(𝑛) = 𝑦(𝑛 − 1) +

𝑇
[23𝑢(𝑛 − 1) − 16𝑢(𝑛 − 2) + 5𝑢(𝑛 − 3)]
12

(3.12)

1 𝑇 23𝑧
=
𝑠 12

(3.13)

− 16𝑧
1−𝑧

Figure 3.12 Third order integrator block diagram.
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+ 5𝑧

3.3 DETECTING MULTIPLE FREQUENCY BANDS
Considering that a single-tone detection method is being used and there will exist
multiple frequency bands, the process of detecting the frequencies for each frequency band
must be addressed. For the packet-parameter commands, the command space can be
relatively small due to its ability of frequency re-use, therefore a single SOGI-PLL can be
used with a wider designed frequency tracking ability. However, multiple commands or
the layered-parameter commands will most likely be used. At this point, multiple SOGIPLLs will need to be used for each frequency band (or command space for the packetparameter commands) and while 2-3 simultaneous SOGI-PLL loops may be possible, the
more frequencies needed to be detected, the higher the computational burden. Therefore, a
technique to perform efficient detection is created: the multiplexed SOGI-PLL.
3.3.1 MULTIPLEXED DETECTION SCHEME
The multiplexed detection scheme allows the SOGI-PLLs to be scheduled to run in
a staggered manner. An example of this is demonstrated in Figure 3.13 for a three PLL
case. This essentially down-samples the SOGI-PLL by the total number of PLLs and allows
only one SOGI-PLL to run per control cycle. Considering the control loop period is
significantly shorter than the detected frequencies, it is possible to allow for 10-15 SOGIPLLs in a single program to run properly before sampling issues arise. Furthermore, it is
also possible to reduce the order of the digital filters since the order typically falls with
decreasing sampling frequency. Since the signal conditioning and SOGI-PLL are
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parametric, this approach can be thought of as gain scheduling, where each frequency band
has its own corresponding gains and coefficients.

Figure 3.13 PLLs operated under the multiplexed detection scheme.
.
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CHAPTER 4

COMMUNICATION EMULATION DESIGN AND RESULTS4
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Microgrid Communication,” 2019, To be submitted to IEEE Transactions
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This section describes the emulation hardware and design for testing. The methods
presented from the previous chapters have been tested in the MATLAB/Simulink
environment, however since the corresponding hardware works with the code generation
feature of Simulink, the simulation is merged with the emulation. This allows quicker
testing that allows for examination of how the code will actually run. To demonstrate, the
example layered-parameter command of Figure 2.3 is used and verified with the emulation
setup.
4.1 HARDWARE PLATFORM DESCRIPTION AND DESIGN
Considering that the simulation program in Simulink can be directly compiled to
the target processor, it makes more sense to convert the simulation to an emulation
platform. In this case, Imperix control hardware (BoomBox) is used, which boasts a TI
DSP (TMS320C28346). This DSP is apart of the C2000 Delphino series, which is
commonly used in power electronic devices such as with solar inverters, motor drives, and
uninterruptable power supplies, to name a few. To emulate the voltage transducer, a
compactRIO 9035 utilizes a 9263 analog output C-Module to represent the signal the
voltage transducer would create, which is fed directly to the BoomBox ADC. A simple
setup diagram is shown in Figure 4.1 along with the physical setup in Figure 4.2.

Figure 4.1 Basic structure of the emulation platform.
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Figure 4.2 Actual hardware emulation setup in laboratory.
Once the software is verified on the BoomBox, control code that would operate the
power electronic devices for a house, (such as the interfacing converter, battery converters,
and AC inverter) can be verified to operate alongside the LFCC communication software.
Once successful, a live-scale DC microgrid can be built using Imperix half-bridge power
electronic modules, which directly interface with the BoomBox. This demonstration is
highlighted in Figure 4.3 which shows a community energy source (CES) converter
injecting LFCC commands on the transmission line and a house (House 2), separated by
800m of equivalent circuit cabling, receiving and decoding the injected frequencies. This
thesis will only demonstrate the emulation aspect.
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Figure 4.3 Live-scale DC microgrid demonstration diagram.

4.2 LAYERED-PARAMETER COMMAND DEMONSTRATION
The demonstration utilizes the example of Figure 2.3 and is repeated here as Figure
4.4 with the appropriate frequency values (4.1). For each frequency band, there will be a
dedicated SOGI-PLL, which will be running simultaneously in this demonstration.

Figure 4.4 Example two-parameter command with
demonstration frequency values. Command Tree (a) and
frequency allocation graph (b).
𝐶 ∈ [3,15],

𝑃 ∈ [3,7],
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𝑃 ∈ [9,15]

(4.1)

The compactRIO will emulate the voltage transducer connected to the transmission
lines and output a sequence of 9 commands every 20 seconds to allow the command to be
detected. Utilizing the debugging software of Imperix, the response of each SOGI-PLL (for
each frequency band) as well as the actual parameter value will be displayed in Figure 4.5.
The “Parameter Values” graph will show the percentage value of each parameter where
𝑃 , is denoted as P_1_1, and likewise for the remaining sub-parameters, in the legend. The
“SOGI-PLL Frequency Detection” graph will show three frequency values for each SOGIPLL: f_out is the frequency value sent to the decoding algorithm, f_tune is the frequency
value sent to the SOGI in order to adaptively tune the resonant frequency, and f_avg is the
response of the exponential filter, which helps the lock detection process. When the SOGIPLL is locked, f_out is the same value as f_avg.
The commands and their associated encoded frequency values are shown in Table
4.1. The results of this demonstration (Figure 4.5) include number markers (markers 1-5
will be denoted M1-M5 in this text) to indicate certain events or behavior to discuss. The
demonstration proceeds as follows: Each sub-parameter will initialize at zero (M1), the
command sequence will initiate (M2), and then frequency injection will cease (M6).
Table 4.1 Command Sequence and Parameter to Frequency Conversion
Command Iteration

1

2

3

4

5

6

7

8

9

Sub-Parameter (SP)

𝑃,

𝑃,

𝑃,

𝑃,

𝑃,

𝑃,

𝑃,

𝑃,

𝑃,

SP Frequency Value (Hz)

3.67

5

3.67

6.33

5

6.33

6.33

5

3.67

Value-Set Parameter (VSP)

50%

25% 75% 15% 85% 95%

0%

0%

0%

VSP Frequency Value (Hz)

12

9

9

9

10.5

13.5
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9.9

14.1

14.7
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Figure 4.5 Result of the emulation demonstration: Display of the response of the SOGI-PLLs and the change in the sub-parameter
values.

Overall, the parameters changed to the correct value, however some issues did
result (M3-M5), therefore the cause of those events with their solution will be discussed in
order of their occurrence.
Marker M3 points out that the parameter values momentarily take on another value
before the correct value. More so, the momentary value is the value of the previous value
that was changed. This is due for two reasons: premature PLL locking for the selection
parameter PLL and the locking state is not observing if the value-set parameter PLL is
locked. To solve the premature locking, the exponential averaging, rate detection, and
threshold values will have to be tuned for a more robust locking scheme. Additionally, the
locking algorithm will be dependent on the transient behavior of the control loop, so further
tuning of the PI gains and SOGI gain can allow for a faster rise-time and thus a reduction
of false-positive locks. To solve the second issue, each command change should verify that
all appropriate SOGI-PLLs in the command space are locked.
Marker M4 demonstrates that any behavior that is allowed to pass through in the
locked state will traverse to the actual parameter value. This can be considered in terms of
a frequency to parameter rejection ratio (FPRR) and can be improved with either refined
SOGI-PLL tuning or by inserting a low frequency lowpass filter between the estimated
frequency and the sub-parameter being changed.
Finally, marker M5 demonstrates that for the same sub-parameter, the SOGI-PLL
output two different frequency values. However, due to the partitioned nature of the
frequency band, this had no dire effects on the result. However, this would be an issue with
the detection algorithm, and it can be noticed that the frequency changes due to a change
in SOGI-PLL 2 from Figure 4.5. This means that there exists cross-talk between the two
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frequency injection bands, and therefore the filter design will either need to be stricter in
the transient and stop bands or the null-frequency band will need to be made wider.
At M6, where frequency injection stops, notice that the PLL values seem to
stochastically vary. This is most likely due to the SOGI-PLL responding to the noise of the
system or input. The importance of this is to notice that the f_out values remain the same
despite this behavior. This demonstrates that the PLL is in tracking mode (i.e. not locked)
and thus no value change will occur until the lock state resumes.
All solutions are easily solvable however they were left in to demonstrate common
pitfalls and issues that come with the implementation of LFCC. This demonstration still
enforces that a voltage transducer measuring the DC grid voltage can detect the small
injected frequencies of LFCC and multiple tones can be accurately decoded to alter some
parameter using the encoding and decoding methods presented in Chapter 2.
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CHAPTER 5

DISCUSSION AND CONCLUDING REMARKS5

5

M. Davidson and A. Benigni, “Low Frequency Injection as a Method of Low-Level DC
Microgrid Communication,” 2019, To be submitted to IEEE Transactions
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This paper demonstrates the use of a simple communication method by injecting
low frequency sinusoidal components on a DC microgrid voltage rail. Through only
software modifications and the provided methods in Chapter 2, low-level communication
used generally for low criticality system parameters, such as what would be used in
optimization, can be effectively commanded by creating an application specific protocol
catered to the site of deployment. The ability of channel separation, addressability, and
feedback were also assessed for more customized control. Finally, this was demonstrated
on an emulation platform utilizing an actual DSP commonly used in these applications and
an emulated voltage transducer signal.
For most systems, commands will be comprised of few parameters where each
parameter will not contain many sub-parameters. This method does not replace dedicated
communication lines with either copper or fiber, as these are designed for high data
throughput, but rather allows a global or semi-global system parameter to easily be changed
with the existing DC microgrid infrastructure. Example parameters of interest in a DC
microgrid would be maximum current consumption or output (for renewables), desired
levels of state of charge (SOC) for CDs with grid storage, and parameters related to better
utilization of the CD’s renewables.
Considering that only the layered-parameter command was demonstrated, the
future of this work will continue to develop and demonstrate the packet-parameter
commands, channel separation on differing voltage rails, and the multiplexed detection
scheme. Once this is verified, integration with actual control code and a live-scale DC
microgrid will further validate LFCC as a valid communication method. A Simulink library
can be developed for each decode and encode method as well as for each communication
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method for faster simulation and emulation implementation, which could also be extended
to a C/C++ library to allow ease of implementation in actual deployment.
Future work stemming from the content of this thesis include: designing methods
to better numerically define the specifications of LFCC, testing the feasibility of
communication given abnormal conditions and noise, further refining of the addressability
and feedback methods, and a survey on all detection methods (single and multi-tone).
Possible future detection methods would focus on frequency locked loops (FLLs), differing
filter implementations (such as wave lattice), recursive and or zoom fast Fourier transform
(FFT) methods, and further investigation into rotating and stationary reference frame
methods.
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