This paper is concerned with the existence and exponential stability of anti-periodic solutions of a neutral BAM neural network with time-varying delays in the leakage terms. Using some analysis skills and Lyapunov method, a series of sufficient conditions for the existence and exponential stability of anti-periodic solutions to the neutral BAM neural networks with time-varying delays in the leakage terms are presented. Our results are new and complement some previously known ones.
Introduction
In the last three decades, considerable attention has been paid to BAM neural networks as well as various generalizations for their essential applications in classification, pattern recognition, optimization, signal and image processing, parallel computation, associative memory and nonlinear optimization problems and so on [1, 2, 7, 9, 11, 13, 15, 17, 21, 25, 28, 29, 30, 33, 34, 37, 38, 39, 40, 41, 42] . Recently, Li and Li [16] studied the following neutral delay BAM neural networks with time-varying delays in leakage terms
a ji (t)f j (y j (t − τ ji (t))) + m j=1 p ji (t)g j (y j (t − σ ji (t))) + I i (t),
b ij (t)h i (x i (t − ξ ij (t)))
q ij (t)k i (x i (t − ς ij (t))) + J i (t), (1.1) where i = 1, 2, · · · , n; j = 1, 2, · · · , m, t ∈ R, n, m are the number of neurons in layers, x i (t) and y i (t) denote the activations of the i-th neuron and the jth neuron at time t; a i and b j represent the rate with which the ith neuron and jth neuron will reset their potential to the resting state in isolation when they are disconnected from the network and the external inputs at time t; f j , g j , h j and k j are the input-output functions (the activation functions); α i , β j , τ ji , σ ji , ξ ij and ς ij are transmission delays at time t; a ji and p ji are elements of feedback templates at time t and b ij , q ij are elements of feed-forward templates at tiem t; I i , J j denote biases of the ith neuron and the jth neuron at time t, i = 1, 2, . . . , n, j = 1, 2, . . . , m. By using the exponential dichotomy of linear differential equations, fixed point theorems and constructing a Lyapunov functional, Li and Li [16] obtained some sufficient conditions to guarantee the existence and exponential stability of almost periodic solution for model (1.1).
We know that the existence and stability of anti-periodic solutions play a key role in characterizing the behavior of nonlinear differential equations [3, 4, 10, 14, 18, 19, 20, 22, 23, 24, 26, 27, 31, 32, 35, 36] . For example, the signal transmission process of neural networks can often be described as an anti-periodic process. In recent years, the anti-periodic problems of neural networks have been investigated by numerous scholars [3, 4, 10, 18, 19, 20, 22, 23, 24, 26, 31, 35] . Considering that a typical time delay called Leakage (or "forgetting") delay may exist in the negative feedback term of the neural networks system (these terms are variously known as forgetting or leakage terms), some authors discussed the anti-periodic solution of neural networks with delays in the leakage terms (see [5, 6, 8, 12, 14, 20, 24, 27, 36] ). Very recently, another type of time-delays, namely, neutral-type time-delays which always appears in the study of automatic control, population dynamics and vibrating masses attached to an elastic bar, etc., has recently drawn considerable attention [16] .
To the best of our knowledge, up to now, there are very few papers that focus on the existence and stability of anti-periodic solution to neutral BAM neural networks with time-varying delays in the leakage terms. Thus, it is important and necessary to investigate the existence and stability of anti-periodic solution for neutral BAM neural networks with time-varying delays in the leakage terms.
The purpose of this paper is to focus on the existence and exponential stability of anti-periodic solution of system (1.1). By the fundamental solution matrix, Lyapunov function and constructing fundamental function sequences based on the solution of networks, we establish a series of sufficient conditions of existence and global exponential stability of anti-periodic solutions of the neutral BAM neural network with timevarying delays in the leakage terms. Our results not only can be applied directly to many concrete examples of neural networks, but also extend, to a certain extent, some previously known ones. In addition, an example is given to illustrate the feasibility and effectiveness of our main results. Our results are a good complement of Li and Li [16] .
The organization of the rest of this paper is as follows. In Section 2, we give some notations and preliminary results. In Section 3, we present some sufficient conditions for the existence and global exponential stability of anti-periodic solution of the neutral BAM neural network with time-varying delays in the leakage terms. In Section 4, an example is given to illustrate the feasibility and effectiveness of our main theoretical findings in previous sections.
Preliminary results
In this section, we shall present some notations and introduce some lemmas which are used in the following sections.
For any vector V = (v 1 , v 2 , . . . , v n ) T and matrix D = (d ij ) n×n , we define the norm as
respectively. Let
where
, ||ψ|| = sup
We assume that system (1.1) always satisfies the following initial conditions:
T be the solution of system (1.1) with initial conditions (2.1). We say the solution
, y j (t + T ) = −y j (t) for all t ∈ R and i = 1, 2, . . . , n, j = 1, 2, . . . , m, where T is a positive constant.
Throughout this paper, for i = 1, 2, · · · , n, j = 1, 2, · · · , m, it will be assumed that there exist constants such that a
We also assume that the following conditions hold.
(H2) For all t, u ∈ R and i = 1, 2, · · · , n, j = 1, 2, · · · , m,
where T is a positive constant. (H3) The following inequality holds.
where α = min 1≤i≤n,1≤j≤m {a
. . , n, j = 1, 2, . . . , m. Definition 2.1. The solution (x * (t), y * (t)) T of system (1.1) is said to be globally exponentially stable if there exist constants β > 0 and M > 1 such that
for each solution (x(t), y(t)) T of system (1.1).
Next, we present three important lemmas which are necessary for proving our main results in Section 3.
Proof. Since
By the definition of matrix norm, we get
are any constants. Then there exists β > 0 such that
Proof. Let
Obviously, 1i (β), 2j (β)(j = 1, 2, · · · , n; j = 1, 2, · · · , m) is continuously differential function. We can easily check that
By using the intermediate value theorem, there exist constants
This completes the proof of Lemma 2.3.
Lemma 2.4. Assume that (H1) and (H3) are satisfied. Then for any solution (x 1 (t), x 2 (t), · · · , x n (t), y 1 , y 2 , · · · , y m ) T of system (1.1) there exists a constant
Proof. From (1.1), we have
Then we have
then system (1.1) can be written as the following equivalent form
Solving the inequality (2.5), we have
It follows from Lemma 2.2 that
Then it follows that |x i (t)| ≤ σ * , |y j (t)| ≤ σ * , i = 1, 2, · · · , n, j = 1, 2, · · · , m for all t > 0. This completes the proof of Lemma 2.4.
Main results
In this section, we present our main result that there exists the exponentially stable anti-periodic solution of (1.1).
Theorem 3.1. Assume that (H1)-(H4) hold true. Then any solution (x * (t), y * (t)) T of system (1.1) is globally exponentially stable.
which leads to
In view of the condition (H1), we get
where 0 ≤ ξ j , γ j , ε i , ι i ≤ 1, i = 1, 2, · · · , n, j = 1, 2, · · · , m. Now we consider the following Lyapunov function
where β is given by Lemma 2.3. Differentiating V (t) along solutions to system (1.1), together with (3.3), we have
It follows from Lemma 2.3 that
Then Eq.(3.7) can be rewritten as
for all t > 0. Thus the solution (x(t), y(t)) T of system (1.1) is globally exponentially stable. Proof. It follows from system (1.1) and (H2) that for each k ∈ N , we have
Obviously, for any k ∈ N, (x(t),ȳ(t)) is also the solution of system (1.1). If the initial functions ϕ i (s), ψ j (s)(i = 1, 2, · · · , n, j = 1, 2, · · · , m) are bounded, it follows from Theorem 3.1 that there exists a constant γ > 1 such that 10) where t + kT > 0, i = 1, 2, · · · , n. Since for any k ∈ N we have
By Lemma 2.4, we know that the solutions of system (1.1) are bounded. In view of (3.10) and (3.12), we can easily see that {(−1) k+1 x i (t + (k + 1)T )} uniformly converges to a continuous function x * (t) = (x * 1 (t), x * 2 (t), · · · , x * n (t)) T on any compact set of R n . In a similar way, we can easily prove that {(−1) k+1 y j (t+ (k + 1)T )} uniformly converges to a continuous function y * (t) = (y * 1 (t), y * 2 (t), · · · , y * m (t)) T on any compact set of R m . Now we show that x * (t) is T -anti-periodic solution of (1.1). Firstly, x * (t) is T -anti-periodic, since
Then we can conclude that x * i (t) is T -anti-periodic on R. Similarly, y * j (t) is also T -anti-periodic on R. Thus we can conclude that (x * (t), y * (t)) T is the solution of system (1.1).
In fact, together with the continuity of the right side of system (1.1), let k → ∞, we can easily get
(3.14)
Therefore, (x * (t), y * (t)) T is a solution of (1.1). Finally, by applying Theorem 3.1, it is easy to check that (x * (t), y * (t)) T is globally exponentially stable. This completes the proof of Theorem 3.2.
An example
In this section, we give an example to illustrate our main results derived in previous sections. Consider the following neutral BAM neural network with time-varying delays in the leakage terms
where Then all the conditions (H1)-(H4) hold. Thus system (4.1) has exactly one π-anti-periodic solution which is globally exponentially stable.
Conclusions
In this paper, we investigated the asymptotical behavior of a neutral BAM neural networks with timevarying delays in the leakage terms. Applying the fundamental solution matrix of coefficient matrix, we derive a series of new sufficient conditions to guarantee the existence and global exponential stability of an anti-periodic solution for the neutral BAM neural networks with time-varying delays in the leakage terms. The obtained conditions are easily to check in practice. Finally, an example is given to illustrative the feasibility and effectiveness.
