This paper presents a system which extensively exploits user's eye gaze information for operating services and appliances in the emerging home network system (HNS). We design and implement the system called AXELLA, which captures user's gaze, then invokes a service operation, and finally announces the response via voice. AXELLA interprets the gaze information together with supplementary information as a gaze context, and triggers a service module associated by a service rule. Thus, a simple gazing activity can be used for various service operations. Service developers (or even home users) can easily develop context-aware HNS services with the eye-gaze-based UI. We demonstrate a practical service called "See and Know" implemented using AXELLA, where a user can acquire the current status information of every appliance just by looking at the appliance. It was shown that the proposed system can reduce the artificial dependency significantly with respect to ease-of-learning and system scalability.
Introduction
With the emerging ubiquitous technologies, various objects have been equipped with network functionalities. A home network system (HNS) is a major application of such ubiquitous technologies. In a HNS, general household appliances, such as a TV, a DVD/HDD recorder, an air-conditioner, lights, curtains, a ventilator, an electric kettle and sensors, are connected to a LAN at home, in order to provide sophisticated services for home users. It is expected in the near future that a great variety of services and appliances for a HNS will be available. Several products are already on the market (e.g., [3] [13] [19] ). Currently, a user interface (UI) for the HNS services is supposed to be provided with a hand-held device (e.g., a handy-phone, a PDA, a proprietary remote controller, etc.) [ However, as the number of appliances and services grows, a user will face with the problem of artificial dependency. Here we mean the artificial dependency by a set of factors that the user has to comply with, in order to use the HNS services 1 . For example, to use a service the user has to be familiar with usage of the hand-held device (or the control panel). The user also has to learn how to operate services on the UI, which generally varies from appliance to appliance as well as service to service. Moreover, the UI must keep up with the new appliances and services deployed. The problem is that the artificial dependency would be accumulated exponentially in the number of appliances and services, without careful consideration. The artificial dependency always exists but can be reduced. Therefore, we consider it quite important for the future HNS to minimize the artificial dependency.
In this paper, we introduce user's eye gaze as a UI for HNS services, which aims to reduce the artificial dependency especially in the aspects of ease of learning (adaptability) and system scalability. Specifically, we develop a system called AXELLA (Adaptive and eXtensible Environment for Legacy and Leading Appliances), which exploits user's eye gaze for operating HNS services. We assume such scenarios that a user can use HNS services easily just by "looking" at some appliances.
We first point out the following four requirements, which are unique but essential for such an eye-gaze-based UI for a HNS: (a) appliance-wise eye tracking, (b) context-aware actions, (c) switching to service mode and (d) system response with non-visual medium. Based on these requirements, we then design and implement four sub-systems for AXELLA. Specifically, as for (a), we introduce an eye gaze analyzer with a face tracking system, which has been developed in our previous work. For (b), we propose a context-based service processor. To achieve (c), we exploit a small wireless device, called trigger button. For (d), we select a voice-based information presentation using a text-to-speech technology.
What most original and significant in AXELLA is that it interprets the gaze information as a context. Specifically, we use supplementary information including time, location and userID together with the gaze. Upon receiving the gaze context, AXELLA activates a service module associated by a service rule. Thus, a simple gazing activity can be used for triggering various service operations. Since the service rule is written in a simple IF-THEN format, the developer (or even home user) can create and customize context-aware HNS services easily.
As a practical example, we implement an appliance presence service called "See and Know" using AXELLA. When a user looks at an appliance, the system speaks its current status, taking the current context into consideration. Through qualitative discussion, we show that the proposed system can reduce the artificial dependency significantly with respect to ease-of-learning and system scalability.
