Patterns of housing unit distributions in 59 large urban areas in the United States from 1950 to 2010 were evaluated using 4 measures: density, the index of dissimilarity for variation in density, the centralization ratio, and Moran's I for clustering. The mean values for the first 3 measures consistently declined over the period, but wide variation was observed among the urban areas with both large increases as well as large decreases. The measures were correlated with one another as expected. Simple multivariate analysis showed centralization and clustering to be strongly related to variation with weak or no direct relationship with density. Larger urban areas exhibited greater complexity, tending to have higher values for all 4 measures. Average values varied by region, with areas in the Northeast generally having the highest values while those in the South were consistently lowest. However, a significant shift occurred with urban areas in the West changing from having below-average densities in 1950 to the highest densities in 2010. Cluster analysis was used to develop a typology of urban areas in 2010, classifying them into 6 groups.
Introduction
No single measure can capture the complexity of urban patterns, including the distribution of housing units. For example, while density is an extremely important aspect of the urban pattern, two areas having the same densities can have very different distributions of their housing units. Therefore, multiple measures of urban patterns can better describe and distinguish urban areas.
Large numbers of measures of urban patterns can be-and have beendeveloped to reflect the different ways urban areas can vary. While each may have something to contribute, looking at too many measures can create excessive complexity. It can become difficult to distinguish one measure from another, to understand what aspect of the urban pattern each is trying to reflect.
For the urban patterns research considering the distribution of housing units in large urban areas in the United States from 1950 to 2010, a limited set of four measures of those patterns are identified. These are measures of housing unit density, variation in the density of housing units, the degree of centralization of housing units, and the more general clustering by density. This paper employs the 4 measures to examine the patterns of 59 large urban areas in the United States from 1950 to 2010. An account of the development of these measures, their rationale, and an evaluation of the suitability of these measures is provided in an earlier paper (Ottensmann 2017) . This paper recapitulates the discussion of the literature and the issues related to the use of multiple measures of urban sprawl. The urban patterns dataset and the definition of the urban areas are described and definitions of the 4 measures are presented. The core of the paper is the analysis of urban patterns over the 60-year period. It begins by considering the basic trends in the 4 measures. Next comes the consideration of the relationships among the measures, the relationships of the measures to the sizes of the urban areas, and difference in the measures across regions. The final section uses cluster analysis to develop a typology of 6 groups of urban areas with similar urban patterns, looking at the characteristics of these clusters.
Some Prior Efforts at Measuring Urban Patterns 1
Around the beginning of this century, interest developed in the measurement of urban patterns with the objective of quantifying levels of urban sprawl. These efforts assumed sprawl to be a complex, multidimensional phenomenon requiring the consideration of multiple measures of urban patterns. The current work being reported here is only referring to the measurement of urban patterns without reference to urban sprawl. The appropriateness of the assumptions regarding sprawl and the approaches pursued in its measurement will be considered in the following section. In any event, this body of work makes substantial contributions to the general measurement of urban patterns.
The work by Galster and his colleagues (2001) is one of the earlier and most widely cited papers developing and applying multiple measures of land use patterns to produce an index of urban sprawl. They viewed sprawl as a multidimensional construct and identified 8 dimensions of land use patterns for its measurement: density, continuity, concentration, clustering, centrality, nuclearity, mixed uses, and proximity. The paper includes diagrams illustrating the distinctions being made. Low values on any dimension were assumed to be associated with greater levels of sprawl. They operationalized measures for these, calculated values for 6 of the dimensions for 13 large urban areas in the United States, and combined the results using z-scores to produce a sprawl index.. In a subsequent paper (Cutsinger, et al. 2005) 
they extended
This section and the following 2 sections are repeated from the earlier paper, "Developing Multiple 1 Measures of Urban Patterns" (Ottensmann 2017) in order that this paper can be self-contained and not require reference back to that paper. the project to include 14 measures and calculated values for 50 areas, using principal components analysis to create the final index. Malpezzi and Guo (2001) defined a large number of measures of urban form based on the distribution of the population across census tracts. These included measures of variation, negative exponential model parameters, spatial autocorrelation coefficients, measures of distances to the center, and measures derived from gravity models. Values were calculated for 25 large metropolitan areas, with the results being summarized using principal components analysis. Chen (2002a, 2002b) started by defining 4 basic factors or dimensions of sprawl: density, land use mix, degree of centering, and street accessibility. They identified multiple measures of each factor and then used principal components to extract the common variance as a measure of each dimension. This was done for 83 large metropolitan areas for which the required data were available. The 4 resulting factors were then combined arithmetically to produce the final sprawl index. This work was later expanded and updated with new data but following they same general approach (Ewing and Hamidi 2014; Smart Growth America 2014) .
Taking a somewhat more focused approach, Thai (2005) considered 4 dimensions -metropolitan area population size, population density, the degree of equal distribution (entropy and index of dissimilarity), and the degree of clustering (Geary and Moran spatial autocorrelation indices). Both population and employment distributions were used in calculating the latter two sets of measures. In an interesting innovation, he simulated alternative prototypical urban patterns and used the measures to compare these. He then calculated and analyzed the latter 2 sets of measures for 219 metropolitan areas using Census Transportation Planning Package data for population and employment.
A very different approach to the measurement of urban patterns and sprawl was taken by Huang, Lu, and Sellers (2007) , using satellite imagery rather than the census and similar data that had been used in the previous studies. The more finely grained satellite data led to their using metrics developed for landscape ecology. These included measures of complexity, patch shape, compactness, porosity, and holes in the urban area. The work was also distinctive in that they calculated values for 77 metropolitan areas distributed throughout the world. Eschewing principal components or factor analysis, they used cluster analysis to group metropolitan areas having similar patterns across these measures.
Taking advantage of detailed data that were available, Frenkel and Ashkenazi (2008) calculated multiple measures for 78 "towns" rather than metropolitan areas in Israel. They included a mix of 13 measures-several types of density, landscape metrics including scatter, fractal dimension, patch size and shape, and leapfrog indices, and land use mix. Factor analysis on 2 subsets of these measures was used to produce two indices for scatter and land use mix. Schneider and Woodcock (2008) also used satellite imagery to examine urban patterns and growth in 25 mid-sized cities from around the world. Groups of measures included the size of the built-up area and its rate of change; the density of built-up land (the ratio of built-up to total land); fragmentation, scatter, and patch density; and population density using census data. The presentation of results included abundant use of maps and charts. Schwarz (2010) explicitly included both landscape metrics and populationrelated socioeconomic indicators for the analysis of 231 European cities. The landscape metrics included such things as the extent of discontinuous area, fractal dimension, a shape index, compactness, patch size, and so on-over 25 measures. Some of the socioeconomic indicators were density and size of population and housing units, the index of dissimilarity and Gini coefficient for variation, Moran's spatial autocorrelation coefficient, and measures of mixed uses and socioeconomic status. Factor analysis was used to reduce the large set of measures to 6 factors having the most significant variation. Cluster analysis was then used to group the cities into similar types.
In perhaps the most ambitious effort, Angel and his coauthors (Angel 2012 ) examined a global sample of over 3,600 large cities, a sample of 120 cities to examine change from 1990-2000, and additional smaller samples covering longer time periods. Both satellite and census data were used. The measures included the extent of the urban area, density, centralization (using the density gradient), and fragmentation and compactness (using multiple measures).
Unlike the prior studies, Angel and his coauthors acknowledged the contribution of the earlier efforts measuring sprawl but avoided "the negative connotation of the term" in their work (Angel, 2010, p. 5) . A similar intent informs the current work. The studies reviewed have provided an abundant set of possibilities for measuring urban patterns. (In some instances, perhaps too many, as it becomes confusing to attempt to understand the distinctions among the very large numbers of measures.) In part for the reasons given by Angel and his coauthors, this research considers its subject the measurement of urban patterns more generally, not urban sprawl.
Not All of the Measures are Measures of Urban Sprawl
Another reason informs the decision not to refer to the measures of urban patterns presented here as measures of urban sprawl: I do not believe that numbers of the measures used in many of the studies can reasonably be considered to be valid measures of urban sprawl. This section addresses this contention from 3 perspectives. The first raises questions regarding the logical argument for considering the multiple dimensions of sprawl. Next is the failure to consider relationships that must almost certainly exist among some measures of urban patterns. Finally, a simple test is proposed for whether a measure can be assumed to be a valid measure of urban sprawl, with two commonly used measures failing the test. Throughout this section, two types of measures included in many of the studies are considered as examples: the variation of density and centralization. 2 The inspiration for using multiple measures for different dimensions of sprawl comes from at least two sources. First, the literature on sprawl provides large numbers of widely varying definitions. So one might not see it as unreasonable to conclude that sprawl might be a complex phenomenon that has multiple dimensions. And second, sprawl is one type of urban pattern. Urban patterns are obviously complex and vary over many different dimensions. The conclusion is that therefore sprawl has multiple dimensions.
Neither of these arguments is logically very sound. The existence of multiple definitions of sprawl does not imply that the various definitions are even consistent, much less that they represent aspects of a more general concept of urban sprawl. To say that urban patterns are complex and multidimensional and that sprawl is an aspect of the urban pattern does not necessarily imply that urban sprawl (whatever that might be) is complex and multidimensional. That is not a logically correct inference. Sprawl could be multidimensional, but needn't be.
The multidimensional sprawl efforts did not address these issues. Rather, they began by asserting that sprawl is a phenomenon to be measured along multiple dimensions. Then comes the identification of the dimensions of sprawl. At least for some of the measures, the approach appeared to be identifying measures of the general urban pattern and adopting these as measures of sprawl. The overall population or housing unit density of the urban area is a measure of the urban pattern, so this can then be considered to be a measure of sprawl. (Given generally accepted ideas about sprawl, most would not argue with that.) Some other measures of the urban pattern identified were the extent of the variation in density across the urban area and the degree of centralization of the population or housing units within the urban area. So these were considered to be measures of sprawl as well.
When one identifies other measures, it becomes necessary to specify which direction is associated with greater amounts of sprawl and which with less sprawl. This was not explicitly addressed. Instead, the direction was simply asserted, apparently as being obvious. Less variation in density was associated with more sprawl and lower levels of centralization were associated with more sprawl. I believe that these "obvious" choices arose from looking at the characteristics of urban areas thought to be more or less sprawling (and often considering only urban areas in the United States in the early 21st century). The areas seen to be more sprawling had less variation in density and less centralization than areas seen to have less sprawl.
Around the turn of the century, I was involved in research developing and using multiple measures of 2 urban sprawl. I withdrew from that work, but for other reasons. So to the extent that this section can be seen as a criticism of such work, I should be included. Mea culpa.
This brings us to the second issue. The issue of identifying any given variable as a measure of urban sprawl is confounded by the failure to acknowledge the virtual necessity of significant relationships among some of the measures being considered. Population or housing unit density is nearly always taken as one measure of sprawl, which most agree is characterized at least in part by low-density development. The variation in density across smaller subareas is frequently offered as another dimension of sprawl. But given the form of most urban areas, lower variation in density is necessarily strongly related to lower overall density. Density in urban areas generally declines, at least to some extent, with distance from the center. The boundary of the census Urbanized Areas and of the urban areas used in the current research is established by some minimum density threshold. So for all urban areas, the areas of minimum density nearer the periphery have approximately the same value (though of course they may vary in extent). Urban areas with high overall densities will necessarily have more higher-density areas. So with the same minimum densities and more higher density areas, the higher density urban areas will have greater variation in density. It is not clear whether having lower variation in density is indicative of greater sprawl simply because it is indicative of lower overall density or whether there actually might be some other aspect of variation that can be considered to be an aspect of sprawl.
The same holds for any measure of centralization. For an area to exhibit centralization, areas near the center necessarily must have higher densities than areas near the periphery. Therefore more centralization must be associated with greater variation in density and greater overall density. Less centralization will thus be associated with lower densities and less sprawl.
A simple test is proposed to establish whether any measure can legitimately be considered to be a measure of urban sprawl: If you have 2 areas where virtually all observers would agree that one area exhibits greater sprawl than the other, any valid measure of urban sprawl must necessarily indicate greater (or equal) sprawl in the more sprawling area. If it indicates less sprawl, it fails as a measure of sprawl.
Consider this hypothetical example: Two urban areas are at one point in time identical. Let's assume they are typical urban areas in the Northeast or Midwest with fairly high densities in the center declining to very low-density, large-lot suburban development at the periphery. Each has a large parcel of undeveloped land near the periphery that will be the only area changed in the succeeding period.
In the first area, the large parcel is developed in the same manner as the surrounding area, with very low-density large-lot suburban development. The second area, on the other hand, has adopted smart growth principles. The large parcel is developed as a much higher-density, mixed use development, perhaps as a transitoriented development around a transit stop. I would submit that virtually all observers would agree that the first urban area is the more sprawling, while the second area with the denser mixed-use development is less sprawling. Now let's look at some potential measures of sprawl, first density. The second area has added the higher density development, so its overall density will be higher than the first area. The first area, which is more sprawling, has the lower density. So density meets the test as a measure of sprawl.
Next consider variation in density, however measured. Before the new development, variation in density, like everything else, was identical for the 2 areas. Density of the new development for the first area was near the minimum for the urban area, likely resulting in at least a slight increase in the variation in density. The second urban area added an area with higher densities. Still, given what reasonably might be expected with compact development at the periphery, it likely would have been far less than the highest densities near the center. Rather, it is quite likely that the density of the new development would have been much closer to the mean density for the entire urban area. Adding a new area with densities closer to the mean would have the effect of reducing the variation in density, however measured. So the second area with the compact development would have less variation, and the first, more sprawling area, would have the greater variation. But the assumption has been that more sprawl would be associated with less variation. So variation in density fails as a measure of urban sprawl.
A similar issue exists with centralization as a measure of urban sprawl. By adding more development farther away from the center, the second area will obviously be measured to be less centralized than the first. But since less centralization has been taken as being indicative of more sprawl and the first area would show greater centralization, this measure too fails as a measure of urban sprawl.
Data and Definition of Urban Areas
This research uses a dataset that was developed with data on numbers of housing units in census tracts for large urban areas in the United States from 1950 to 2010. The tracts for urban portions of metropolitan areas were identified within the Combined Statistical Areas (CSAs) as delineated by the Office of Management and Budget for 2013 (U.S. Bureau of the Census 2013). CSAs were used rather than the more commonly employed Metropolitan Statistical Areas (MSAs) as it was felt they more properly represented the full extent of the metropolitan areas, including those instances in which 2 or 3 MSAs should more properly be considered to be parts of a single area. For those MSAs which were not incorporated into a CSA, the MSA was used.
The 59 CSAs and MSAs with 2010 populations over one million were selected for the creation of the dataset. A number of these areas had multiple large centers associated with separate urban areas than had grown together. This posed the issue of identifying those cases in which a second or third urban area could be considered sufficiently large in relation to the largest area to be considered as an additional center.
The decision was made by comparing the population of census Urbanized Areas (either from the current census or the last census in which the areas were separate) with the largest area. A center was considered to be an additional center if its population were greater than 28 percent of the population of the largest area. The three areas included with the lowest percentages were Akron (with Cleveland), Tacoma (with Seattle), and Providence (with Boston).
The primary data source for this research was the Neighborhood Change Database developed by the Urban Institute and Geolytics (2003) . This unique dataset provides census tract data from the 1970 through 2000 censuses, with the data for 1970 through 1990 normalized to the 2000 census tract boundaries. Population and housing unit data from the 2010 census were added by aggregating the counts from the 2010 census block data (U.S. Bureau of the Census 2012).
Housing unit densities-the numbers of housing units divided by the land areas of the tracts in square miles-are used in this research rather than the more commonly employed population density measure for two reasons. Housing units better represent the physical pattern of urban development as they are relatively fixed, while the population of an area can change without any changes in the stock of housing. Other studies of urban patterns have made similar arguments for choosing housing units over population, for example Galster, et al. (2001) ; Theobald (2001) ; Radeloff, Hammer, and Stewart (2005); and Paulsen (2014) .
Using housing units also allows the extension of the analysis to census years prior to 1970. The census includes data on housing units classified by the year in which the structure was built, and these data are included in the Neighborhood Change Database. The 1970 year-built data can be used to estimate the numbers of housing units present in the census tracts for 1940, 1950, and 1960 . Several prior studies have used the housing units by year-built data to make estimates for prior years in this manner, though they have used more recent census data to make the estimates, not the earlier 1970 census data (Radeloff, et al. 2001; Theobald 2001; Hammer, et al. 2004; Radeloff, Hammer, and Stewart 2005) .
Sources of error in these housing unit estimates for earlier years from the yearbuilt data arise from imperfect knowledge of the year in which the structure was built and from changes to the housing stock due to demolitions, subdivisions, and conversion to or from nonresidential uses. These errors increase for estimates farther back in time. Numbers of housing units for 1970 to 1990 were estimated from the 2000 year-built data and compared with the census counts in the Neighborhood Change Database. The judgment was made that estimates 2 decades back involved acceptable levels of error, but this was not the case for 3 decades back. As a result, the decision was made to use the housing unit estimates for 1950 and 1960 but not for 1940.
Urban areas were defined for each census year from 1950 to 2010 consisting of those contiguous tracts meeting a minimum housing unit density threshold. For the definition of Urbanized Areas for the 2000 and 2010 censuses, a minimum population density of 500 persons per square mile was required for a block or larger area to be added to an Urbanized Area (U.S. Bureau of the Census 2002 Census , 2011 . Using the ratio of population to housing units for the nation in 2000 of 2.34 persons per unit, a density of 500 persons per square mile is almost exactly equivalent to 1 housing unit per 3 acres or 213.33 units per square mile. This was used as the minimum urban density threshold. Note that this is a measure of gross density, not lot size, as the areas of roads, nonresidential uses, and vacant land are included.
The location of the central business district (CBD) must be specified to measure distances. One of the only efforts by the Census to do so came in a report for the 1982 economic censuses (U.S. Bureau of the Census 1983). This lists the census tracts comprising the CBD for many larger cities. This information was used to identify the CBD tracts for those urban areas included and for which the tract numbering and boundaries were the same for 2000. For the other urban centers, the tract or tracts for the CBD were identified by determining the location of the city hall or other major government buildings and examining the pattern of major roads, which generally converge on the CBD. The centroid of the CBD tract or tracts was taken as the center. Distances to the center were measured in miles from the centroids of each of the census tracts in the urban area.
Finally, for calculating the measure of centralization for urban areas having multiple centers, census tracts had to be assigned to a center. For areas having separate urbanized areas in 2010 for each center, tracts were assigned using those boundaries. In other areas, tracts were assigned to the nearest center. In a few instances, modifications were made based on the particular geography of the area. For example, for Tampa-St. Petersburg, tracts on either side of Tampa Bay were assigned to the center on that side, even though in a few instances they were actually closer to the other center. 3
The Measures of Urban Patterns
Four measures of urban patterns have been identified to describe various aspects of the distribution of housing units within urban areas. These are measures of housing unit density, variation in density, centralization of housing units, and clustering of units. Each of the measures is defined in this section. More detail on how and why the measures were selected is provided in the earlier paper on the development of these measures of urban patterns (Ottensmann 2017 ).
More detail on the construction of the dataset and the delineation of the urban areas is provided in 3 Ottensmann (2014).
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Density
The first measure is the density of housing units per square mile in the entire urban area:
where u i is the number of housing units in census tract i, U is the total number of housing units in the urban area, a i is the land area of tract i in square miles, and A is the total land area of the urban area.
Variation: Index of Dissimilarity
The degree of variation in density across the census tracts in the urban area is measured with the index of dissimilarity:
The index of dissimilarity varies from 0 to (almost) 1. Zero means no variation in housing unit density; density is the same for all census tracts. The maximum value near 1 would occur if all housing units were concentrated in a single tract. The value of the index of dissimilarity is the proportion of all housing units in the urban area that would have to be shifted to other census tracts to create a uniform distribution, no variation.
Centralization Ratio
The centralization ratio is 1 minus the ratio of the mean distance housing units are located from the center to the mean distance if housing units were uniformly distributed across the census tracts:
where s i is the distance from the center of census tract i to the center of the urban area in miles. The centralization ratio can be interpreted as the proportional reduction in the
mean distance to the center compared with the mean distance if housing units were uniformly distributed.
Clustering: Moran's I
Clustering can be seen as a situation where higher density tracts tend to be located in the vicinity of other higher density tracts and lower density tracts near other lower density tracts. This is measured using a coefficient of spatial autocorrelation of census tract housing unit densities, Moran's I:
where n is the number of census tracts, d i is the housing unit density in tract i, d i = u i /a i and the w ij are the elements of the n x n weight matrix specifying the relationships among the tracts. A contiguity weight matrix is used in which w ij equals 1 if tract j is contiguous with tract i and 0 otherwise. A tract is considered to be contiguous with another tract if the two tracts share a common vertex. Moran's I varies from +1 (maximum clustering), to 0, (essentially a random distribution of densities), to -1 (highand low-density tracts completely intermixed).
Urban Patterns, 1950-2010
Values of the four measures of urban patterns have been computed for the 59 large urban areas for each census year from 1950 to 2010. This section presents the results from analyzing these measures from a variety of perspectives. It begins looking at the basic trends-the mean values for each year and the changes from the start of the period to the end. Next comes the examination of the relationships among the measures, both the correlations as well as multivariate regressions considering relationships among several sets of 3 measures. The measures are related to the size of the urban area, the subject of the following section. Regional variation is also significant and considered. Finally, a typology of the urban areas based on these measures, developed using cluster analysis, is presented.
Basic Trends
The first step is the examination of the mean values across the 59 urban areas for each of the 4 measures for each census years from 1950 to 2010. These are shown in Table 1 . The first 3 measures, density, dissimilarity, and centralization show consistent
decline over each decade, with the exception of the final decade for centralization. Moran's I, the measure of clustering, on the other hand, increased somewhat for several decades and then declined, ending up in 2010 close to where it had started in 1950. Given that the mean values declined for the first 3 measures, it is not surprising that the degree of variation across the areas declined as well. The standard deviations for density and centralization decreased by over a third, and the standard deviation for centralization dropped by a quarter. While Moran's I did not decline over the period, its standard deviation also fell by over a fifth. At least based on these 4 measures, the urban patterns in these areas have been becoming more similar over time.
New York had among the highest values in 1950 for density, dissimilarity, and centralization and was joined by other older, generally larger urban areas. This continued to be the case in 2010 for dissimilarity and centralization. However, Los Angeles, San Francisco-Oakland-San Jose, and Las Vegas moved ahead of New York with respect to density. The areas with the lowest values on these 3 measures were primarily smaller urban areas in the South. Clustering, as measured using Moran's I, showed a more varied pattern. The areas with the highest values tended to be larger urban areas, but a very different set led the list in 2010 than in 1950. The areas with the smallest values were even more of a mix.
Next is the examination of the changes from 1950 to 2010. Table 2 presents summary statistics for both the differences between the 2 years and the percentage changes over the period. For density, dissimilarity, and centralization, the means show the average declines evident from the figure in Table 1 , along with the very small increase for Moran's I. But very striking are the extremely large ranges for these measures of change. The mean change in density was a decline of 187 housing units per square mile. However, the areas varied from a far greater drop of 1,100 units per square mile to an increase in density of virtually the same amount. The greatest increases in density were in rapidly growing Sunbelt areas. The greatest declines were in large, older urban areas, led by New York. Clearly the densities in the urban areas moved in very different directions over this 60-year period and did not support the notion of universally declining densities and increasing sprawl. Further analysis of the patterns of density change can be found in Ottensmann (2016) .
Change in the variation in density as measured by the index of dissimilarity likewise varied widely. Changes ranged from a decrease of over 0.18 to and increase of over 0.15, and this is in comparison to a mean value in 1950 of nearly 0.37. These are percentage changes of over a third down to over 80 percent up. The areas with the greatest increases were small-to medium-sized Sunbelt areas, led by Austin. The greatest losers were a mixed bag, but again, smaller-to medium-sized areas.
Centralization also moved in both directions, from at the largest decline of 0.42 to a more modest increase of 0.11. The greatest increases were again in Sunbelt cities, once more led by Austin. But interestingly, Los Angeles experience the fifth greatest increase in centralization. The areas with the greatest declines were a mix that cannot be easily described.
Finally, while the mean change in clustering as measured by Moran's I was very small, individual areas experienced very significant changers. A declines of 0.28 to an increase of 0.38 show the range of change in clustering. The areas experiencing the largest changes in both directions were primarily located in the Sunbelt. Some of the maximum percentage increases were extremely high. The measures had wide variation at the start of the period, with some values being very small. Thus it was possible for the largest percentage changes to be this extreme, as they were starting from a small base.
Relationships Among Measures
The 4 measures of urban patterns are not independent. They are necessarily related to one another. First the bivariate relationships among the measures are considered. Table 4 presents the correlations among these variables for 1950 and for 2010. The general patterns are fairly similar in the 2 years, with most of the correlations being somewhat higher in 1950. All of the correlation coefficients are statistically significant at the 0.001 level in 1950. In 2010, 2 of the correlations were only significant at the 0.05 level.
Beginning with the relationships of density to the other measures: It was expected that the variation in density measured by the index of dissimilarity would be positively correlated with density. The definition of the urban areas includes tracts exceeding a minimum density threshold. Every urban area will have tracts with densities near this minimum. Urban areas with higher densities will necessarily have more higher density tracts. Therefore urban areas with higher densities will have greater variation in density and higher values for the index of dissimilarity. This is borne out with correlations between density and dissimilarity of 0.67 in 1950 and 0.48 in 2010. These are higher than the correlations with the centralization ratio and Moran's I, especially in 2010. The relationships of density to these measures will be explored in more detail below. It is necessarily the case that the centralization ratio and Moran's I would be positively correlated with the dissimilarity index. Both centralization and clustering of housing units require that there be variation in densities across the census tracts. And indeed, the correlations are high in both years, ranging from 0.60 to 0.84, all highly significant. And of course the centralization ratio and Moran's I are also strongly related, expected since centralization is one specific form of clustering. Now returning to the relationships of density with centralization and clustering. Given that the latter are positively related to the index of dissimilarity and that this measure of variation is related to density, it follows that there would be positive relationships. But this leaves open the question as to whether these correlations of the centralization ratio and Moran's I with density are solely the result of the common relationships with dissimilarity or whether density directly affects centralization and clustering. To explore this, simple multiple regression models using both density and the index of dissimilarity to predict the centralization ratio and Moran's I are considered. The results for the 1950 and 2010 measures are shown in Table 4 . The index of dissimilarity was a strong predictor of both the centralization ratio and Moran's I in each of the 2 years with the regression coefficients highly significant at the 0.001 level. In 1950, density was also a significant predictor of each measure but with significance only reaching the 0.05 level. And by 2010, density was no longer a statistically significant predictor of either centralization or clustering. So at least in the most recent year, the relationships of the centralization ratio and Moran's I to density seem primarily a product of their relationships to variation as measured by the index of dissimilarity. Density appears to have had minimal direct relationship with these two measures.
Relation to Size of Urban Area
From the observations that very large urban areas had the highest densities, dissimilarities, and centralization ratios, a reasonable hypothesis would be that these values of the urban pattern measures might related to the size of the urban area. In addition to the current size of the urban area, urban patterns developed very differently in the nineteenth and early twentieth century before the use of the automobile started to become more common. Thus it could also be the case that the urban pattern measures might be related to the size of the urban area in the early twentieth century, reflecting the persistence of that earlier development. For the current size of the urban area, the number of housing units is used as that is the primary focus of the research. Urban area size in the early twentieth century required different data. The Census Bureau first defined Metropolitan Districts around cities of 100,000 or more in 1910 and reported populations and other data for these areas. (The Metropolitan Districts were the forerunners of the current Metropolitan Statistical Areas but were composed of incorporated municipalities and minor civil divisions, not counties.) The Metropolitan District populations in 1910 are being used as the measure of urban area size in the early twentieth century for those areas for which they were delineated. For cities with populations less than 100,000, the city populations are used. This seems reasonable because those areas were likely to have limited suburban population outside the city. And Las Vegas is not included as it was not incorporated as a city until 1911 so there was no census report of population (U.S. Bureau of the Census 1913). Table 5 The correlation of 1910 population with 2010 density was substantially lower than the correlation with 1950 density, 0.37 versus 0.67, but it was still statistically significant. This should probably not be surprising given the large amounts of new lower-density suburban development in all of the urban areas, with the older and larger urban areas experiencing the greatest declines in density. But it was surprising that the correlations of dissimilarity and centralization with 1910 population, 0.74 and 0.77 were the highest observed for either year or type of comparison. And the correlation for Moran's I was also higher than its correlation with 2010 housing units. The effect of early twentieth century size and the development that occurred prior to 1910 appears to have persisted for the entire century. 
Differences by Region
In noting the areas with the highest and lowest values for the 4 urban pattern measures, frequent references were made to the regions in which those areas were located. To examine regional variation further, Table 6 gives the mean values of the measures in 1950 and 2010 for the areas located in each of the 4 census regions.
In 1950, urban areas in the Northeast had the highest average values for 3 of the 4 measures and its mean was only a small amount behind the areas in the Midwest for Moran's I. Areas in the South had the lowest means for all 4 of the measures. Averages for urban areas in the Midwest and West were in the middle, sometimes closer to the Northeast, other times closer to the South. But the Northeast and the South clearly represented the extremes, on average, with respect to their urban patterns.
The pattern for mean densities saw major changes by 2010. Average densities in the Northeast and Midwest plummeted to a fraction of their 1950 values and were very similar by 2010. Urban areas in the South saw a much smaller drop in the average density and remained the lowest. However, the mean density for the urban areas in the West had increased substantially, from just over 1,100 units per square mile to more than 1,400. The Northeast had the highest average values for the other 3 measures, For both dissimilarity and centralization, the means declined from 1950 to 2010 in every region. So the overall declines noted earlier in these measures occurred fairly uniformly across urban areas in all regions of the country. Also consistent with the overall pattern over time, Moran's I saw smaller changes in the means for the census regions, with 2 increases and 2 declines.
Typology of Urban Areas
The final analysis seeks to develop a typology of urban areas based on their urban patterns, identifying groups of areas that are similar. Cluster analysis of the areas based on their sizes (number of housing units) and the values of the 4 urban pattern measures in 2010 was used to develop this typology.
Cluster analysis is a very subjective procedure that can produce varying results. The approach taken was to create the clusters by partitioning, with the number of clusters having to be specified. Here are the details: Because the magnitudes of the variables were very different, the clustering was performed using z-scores. K-median clustering was employed as it seemed to produce more consistent and reasonable results than k-means clustering. This may have been the case because of the skewed distributions and extreme values for some of the variables, for example, numbers of housing units. After trying different numbers of clusters, the partition using 6 clusters was selected as producing reasonable groupings of the urban areas. Finally, the resulting clusters can and did vary somewhat depending upon the starting points used for the initial clusters. Rather than having results based on the random selection of those points, the default choice, the decision was made to establish the starting groups by setting approximately equal clusters based on the number of housing units, which seemed at least a somewhat logical choice. Table 7 lists the urban areas in each of the 6 clusters, which are ordered based on the mean sizes of the areas. Table 8 presents the mean values for each of the 5 variables for the urban areas included in each cluster. The overall means for all 59 areas are also included for comparison. Each cluster will be discussed in turn.
Cluster I includes 7 of the very largest urban areas, having a mean of nearly 4 million housing units, far greater than for any of the other clusters. The average density was the highest of all of the clusters at nearly 1,500 housing units per square mile. These areas also had the highest mean values for each of the other 3 measures. And these values were all substantially greater than the next highest mean value for the other clusters. Areas in Cluster I are located in the Northeast, Midwest, and West, with none in the South. These are clearly the largest areas with the most complex urban patterns. The 13 urban areas that form Cluster II are among the larger urban areas, with an average of over a million housing units. The mean density was nearly as high as that for Cluster I at over 1,350 units per square mile. But for dissimilarity, centralization, and Moran's I, these areas were average. The means for each of these measures were literally closer to the means for all of the areas than any of the other clusters. The areas were scattered throughout the Midwest, South, and West, with none in the Northeast.
The average size of the 11 urban areas in Cluster III was somewhat smaller at slightly over 700,000 housing units. The mean density of slightly under 1,000 units per square mile was almost identical to the overall mean for all of the urban areas. Variation as measured by dissimilarity was a little below the overall average but not by much. It Centralization and clustering were the distinctive measures for this cluster, with mean values that were by far the lowest for all of the clusters. All of these areas were located either in the South (8) or the West (3).
Cluster IV includes only 6 urban areas with a mean size of over 600,000 units. The average density of just under 1,000 units per square mile is just somewhat below the overall average. Dissimilarity is just slightly above the overall average. As was the case for the previous cluster, centralization and clustering distinguish the urban areas in this cluster, but in the opposite directions. The means for these measures were second highest among all of the clusters, trailing only the values for the largest urban areas in Cluster I. These urban areas were located in the Midwest with the exception of Rochester, which is not that far from the Midwest.
The 7 urban areas in Cluster V had a mean size of about 550,000 housing units and a below-average density of 900 units per square mile. But the variation as measured by the mean index of dissimilarity was easily the second highest behind only Cluster I. Mean centralization was significantly above average, but less than for the previous cluster. The average for Moran's I, however, was close to the overall mean for all of the areas. All but 1 of the areas can be described as older urban areas in the Northeast and Midwest, at least if Louisville is counted as being at least partially in the Midwest. While the city is in the South, the urban area extends into Indiana. And Louisville was founded in the eighteenth century as part of the initial settlement of the TransAppalachian West. But the clear outlier in this group is Austin. Cluster VI is the largest group, with 15 smaller urban areas having an average size of 500,000 units. These areas had the lowest mean density of less than 800 housing units per square mile. The averages for the other 3 measures were likewise below the overall averages for all areas. The value for dissimilarity was clearly the smallest among all of the clusters. Centralization and Moran's I were second smallest. The list is clearly dominated by areas in the South with 11 urban areas in that region. Over half of the urban areas in the South are in this cluster. The remaining areas in this cluster can only be considered to be areas that have urban patterns very much like typical southern areas: Dayton, Hartford, Indianapolis, and Kansas City.
Finally, a brief look at how the urban areas in the clusters changed on average from 1950 to 2010. The mean changes in the 4 urban pattern measures for the urban areas in each of the 6 clusters are presented in Table 9 . The mean change in density for all areas over the period was negative. However, for the urban areas in clusters II and III, the second and third largest on average, the mean changes in density were positive. The average urban areas in these clusters increased in density over time.
All of the clusters had mean changes in the index of dissimilarity and centralization that were negative. Declines in these measures were clearly pervasive. Cluster V with smaller urban areas in the Northeast and Midwest stands out as having a much smaller average decline in variation compared with the other clusters. And with respect to centralization, the urban areas in Cluster III with medium-sized urban areas in the South and West had a much, much greater drop in centralization than the other clusters, with a mean decline over twice as large as the next closest cluster.
For all of the urban areas, the mean change in Moran's I was barely positive, providing no clue to the differences that would exist among the clusters among the clusters. For 2 of the clusters, the mean change in Moran's I was negative, Clusters II and III, with cluster III having by far the larger average decline. In the other direction, Cluster VI consisting of the smallest urban areas mainly in the South had a mean increase in Moran's I that was nearly the same magnitude as the decrease for Cluster III, much higher than the average gains for the other 3 clusters that saw increases.
Conclusions
Four measures have been used to characterize the pattern of the distribution of housing units in urban areas: density, the index of dissimilarity for variation, the centralization ratio, and Moran's I for clustering. Given the complexity of urban patterns, these measures could not be expected to comprehensively and unambiguously characterize the differences among the urban areas. But they have contributed to an increased understanding of those patterns.
On average, density, dissimilarity, and centralization declined for the 59 large urban areas from 1950 to 2010. The average for Moran's I saw little change. But equally or more significant was the tremendous variation in the changes for the individual urban areas. Some areas saw very large declines, much larger than the average, while others saw equally large increases. Clearly these urban areas were changing in very different ways.
The nature of the measures assured that the values would be related. For example, centralization and clustering would not be possible without variation in density. This was borne out by the significant correlations among the measures in both 1950 and 2010. Trying to unpack the relationships among the measures, density and dissimilarity were regressed on centralization and Moran's I. Dissimilarity was strongly related to both centralization and clustering. Density, on the other hand, had only a small effect (in 1950) or no significant effect (2010) on these measures. So a picture starts to emerge of variation being strongly related to density, while centralization and Moran's I are more closely related to variation.
All of the measures were strongly positively related to the size of the urban area. This is a noteworthy finding that larger urban areas not only tend to have have higher densities but also show show greater complexity in their urban patterns.
Clear and statistically significant differences existed for the means for all of the measure across census regions. Urban areas in the Northeast generally had the highest average values while urban areas in the South were consistent lowest, both in 1950 and 2010. The measures did capture some interesting shifts among the urban areas in the different regions over the 60-year period, with the urban areas in the West having average densities nearly as low as the South in 1950 and climbing to become far higher than for any other region by 2010.
In an attempt to look at the patterns associated with all 4 measures at once, cluster analysis was used to develop a typology of the urban areas for 2010. The areas were grouped into 6 clusters. The first cluster included the very largest urban areas having the highest mean values on all 4 measures. Next were large areas, mostly in the West but with some in the South, characterized primarily by densities nearly as high as for the first cluster. The third grouping consisted of medium-sized areas in the South plus a few in the West having very low levels of centralization and clustering. Mostly smaller areas in the Midwest were in the fourth cluster and had high levels of clustering and centralization. The areas in the fifth grouping were again smaller, now concentrated in the Northeast, with lower densities and greater centralization. Finally, smaller areas generally in the South made up the final cluster and had below-average values for all of the measures.
These results, either taken individually or together, do not produce a clear pictures of how urban patterns vary across this set of urban areas. They do start to suggest a picture of the variation in these patterns. They provide some evidence of the utility of the 4 measures in characterizing urban patterns. And hopefully this can provide a fruitful basis for further research.
