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The quantum approximate optimization algorithm (QAOA) first proposed by Farhi et al. promises
near-term applications based on its simplicity, universality, and provable optimality. A depth-p
QAOA consists of p interleaved unitary transformations induced by two mutually non-commuting
Hamiltonians. A long-standing question concerning the performance of QAOA is the dependence of
its success probability as a function of circuit depth p. We make initial progress by analyzing the
success probability of QAOA for realizing state transfer in a one-dimensional qubit chain using two-
qubit XY Hamiltonians and single-qubit Hamiltonians. We provide analytic state transfer success
probability dependencies on p in both low and large p limits by leveraging the unique spectral
property of the XY Hamiltonian. We support our proof under a given QAOA ansatz with numerical
optimizations of QAOA for up to N=20 qubits. We show that the optimized QAOA can achieve the
well-known quadratic speedup, Grover speedup, over the classical alternatives. Treating the QAOA
optimization as a quantum control problem, we also provide numerical evidence of how the circuit
depth determines the controllability of the QAOA ansatz.
I. INTRODUCTION
Quantum approximate optimization algo-
rithm (QAOA) promises near-term applications for
quantum devices given its simplicity, universality and
provable optimality. In contrast to quantum adiabatic
algorithms [10, 11], QAOA adopts abrupt switching
between two different Hamiltonian evolutions [12]. This
simple strategy can reduce the complexity of Hamil-
tonian controls by obviating the need to continuously
vary Hamiltonian in time. Fine-tuned controls over
Hamiltonian trajectories are otherwise necessary for
the traditional quantum adiabatic algorithms. Despite
its simplicity, QAOA is computationally universal [22].
It also has important implications in computational
complexity: the efficient classical sampling of a depth-1
QAOA will collapse the polynomial hierarchy to the
third level [9]. Lastly, from Pontryagin’s maximum
principle [31], QAOA is optimal for solving variational
problems whose cost function is a linear function of the
system Hamiltonian [35].
Despite these attractive properties, to be suitable for
near-term quantum devices, a long-standing question re-
mains to be addressed: how does the success probability
of QAOA depend on its circuit depth? Near-term quan-
tum device’s computation time is limited by noise and
decoherence. This in turn limits the realizable quantum
algorithms to relatively short circuit depth. To under-
stand QAOA’s potential or limitations for near-term ap-
plications, it is therefore critical to understand its per-
formance when fixing the upper bound on the depth of
the QAOA circuit.
∗ email: murphyniu@google.com
It is exceedingly hard to study the QAOA performance
without choosing the QAOA Hamiltonian and optimiza-
tion problem. This is mainly due to the lack of a sufficient
condition for QAOA to achieve optimality in a generic
scenario. Since the QAOA success probability directly
depends on its optimality, a bound on QAOA success
probability scaling usually requires problem-specific nu-
merical optimizations. Recently, specific properties of the
chosen optimization problem and QAOA Hamiltonians
are utilizied to design protocols that imitate the Grover
search algorithm [17, 30], or to prepare highly entangled
quantum states [15, 16]. These encouraging results spot-
light the importance of the problem and hardware spe-
cific information such as the controllable system Hamil-
tonians in designing QAOA algorithms for improving its
performance guarantee.
In this work, we make initial progress towards answer-
ing this question by analyzing the performance of QAOA
for state transfer in a one-dimensional qubit chain using
the XY Hamiltonians and single-qubit Hamiltonians as
QAOA ansatzes. We choose quantum state transfer as
our QAOA optimization task considering its simplicity
and wide applications [1, 2, 5–7, 28, 36]. State transfer
is a preliminary requirement for realizing quantum net-
works which are necessary for connecting quantum com-
puters to form large-scale computation network [8, 18].
We choose the QAOA Hamiltonian ansatz based on the
experimental availability, where XY couplings are avail-
able in existing superconducting qubit device [14]. More-
over, the XY Hamiltonian’s particle number conserving
nature makes it suitable for realizing state transfer within
a given particle number subspace, which can mitigate
unwanted information leakage into the higher excitation
subspace.
We harness the analytic spectral features of the XY
Hamiltonians to derive explicit success probability Psucc
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2dependencies on circuit depth p for state transfer in two
different limits. In the low circuit depth and short QAOA
duration limits we have limp→0,δ→0 Psucc ∝ p2; and in the
large circuit depth limit we have limp→∞,δ→0 Psucc ∝ p4p.
Our proof reconfirms the achievable Grover speedup with
QAOA ansatz [17]. As a compliment to the system-
specific analysis, we apply the existing results of the
Lieb-Robinson bound to the QAOA success probabil-
ity with any 2-local bounded-norm qubit Hamiltonians
for one-dimensional state transfer. To verify the opti-
mality of our scaling proof, we numerically optimize the
associated QAOA ansatz for different circuit depth and
overall runtime. Our numerical results confirm the ex-
pected quadratic Grover-like scaling. We also demon-
strate an interesting connection between the achievable
success probability and its controllability dependency on
the circuit depth: once the circuit depth is too low, the
QAOA is no longer controllable when the control land-
scape is full of local optima that are not globally optimal.
The structure of the paper is as follows: in Sec. II we
introduce the basic setup of the QAOA for state trans-
fer using the XY Hamiltonian; in Sec. III we derive the
QAOA success probability as a function of circuit depth
in both low and large circuit depth limit; we discuss the
associated quantum speed limit in Sec. IV; we summarize
the performance of the QAOA in regard to circuit depth,
runtime and number of qubits in Sec. V, and conclude in
Sec. VI.
II. QAOA FOR STATE TRANSFER
We introduce in this section the basic concept of quan-
tum state transfer and its realization through QAOA.
Quantum state transfer has been proposed in both quan-
tum optical systems and condensed matter system [2, 36].
Different state transfer schemes include the use of quan-
tum disorder [5, 6], optimal control [37], long-range in-
teraction [28] and adiabatic evolution under a moving
potential [1]. Unlike the majority of these existing ap-
proaches, QAOA resorts to a discrete set of operations of
a size given by the QAOA circuit depth. Such a circuit-
based model is naturally suitable for near-term quantum
devices such as superconducting qubits and ion traps, but
more flexible than the traditional circuit-based model us-
ing gates only from a predefined universal gate set.
The state transfer problem of interest is defined in
a one-dimensional qubit chain of length N . We use
|n〉 to represent a product state of a positive eigen-
state of the local Pauli-z operator at the nth site and
the negative eigenstates of the local Pauli-z of other
sites: σzn|n〉 = |n〉, σzi,i 6=n|n〉 = −|n〉, e.g. |n〉 =
|0〉1|0〉2 · · · |0〉n−1|1〉n|0〉n+1 · · · |0〉N . We denote |0〉 as
the product state of the negative eigenvalue eigenstate of
the local Pauli-z operators: |0〉 = |0〉1|0〉2 · · · |0〉N . If we
treat qubits as spins, and negative eigenvalue of Pauli-
z operator as an excitation of the spin state, the state
transfer problem we will solve lies in the span of zero and
single excitation subspaces. In this subspace, a quantum
state with boundary excitation is represented as
|ψi〉 = α|1〉+ β|0〉, (1)
with |α|2+|β|2 = 1. Starting from the state |ψi〉, the task
of state transfer is therefore to realize a unitary transfor-
mation U such that:
|ψf 〉 = U |ψi〉 = α|N〉+ β|0〉. (2)
We choose the two Hamiltonians used for QAOA iter-
ation to be
HˆC = |N〉〈N | = 1
2
(σzN + IN ), (3)
HˆB =
N∑
i=1
(σxi σ
x
i+1 + σ
y
i σ
y
i+1). (4)
The reasons for our choice of QAOA Hamiltonians are
two-fold: (1) HˆC ’s plus one eigenstate is our transferred
target state |N〉 and can thus serve as a Grover-like or-
acle by assigning a phase to the target state; (2) HˆB is
off-diagonal and induces a swap operation between neigh-
boring qubits, and thus can move the excitation around
for the purpose of state transfer.
Since the total qubit-z operator Sz =
∑N
i=1 σ
z
i com-
mutes with both HˆC and HˆB and |1〉 is an eigenstate
of the total qubit-z operator: Sz|1〉 = (1 − N)|1〉, the
total excitation is conserved throughout the QAOA sim-
ulation. We can therefore solve the quantum dynamics
in the subspace spanned by {|0〉, |1〉, |2〉, · · · , |N〉}.
Denoting the unitary evolution under HˆC for a time
duration t as U(HˆC , t) and the unitary evolution under
HˆB for time duration t
′ as U(HˆB , t′), a depth p QAOA
realizes the following unitary transformation:
Up =
p∏
k=1
U(HˆC , δ
C
k )U(HˆB , δ
B
k ), (5)
where the durations of evolutions under given Hamiltoni-
ans are represented by δBk and δ
C
k . Here, each kth QAOA
iteration consists of a unitary evolution under HˆB for
time δBk then followed by a unitary evolution under HˆC
for time δCk . Since the eigenvalues of HˆB are not rational,
unlike the original QAOA, the rotation angle δBk of HˆB
is not restricted to (0, 2pi).
Since the zero excitation state of the system is invariant
under the unitary evolution of both Hamiltonians, the
state transfer task is equivalent to realizing the unitary
transformation: |1〉 → |N〉. Thus, we can quantify the
fidelity of state transfer by the fidelity between Up|1〉 and
|N〉:
F = |〈N |Up|1〉|2 = 〈1|U†pHˆCUp|1〉. (6)
This is equivalent to the success probability, so we will
use them interchangeably henceforth. We can then treat
3state transfer as a special kind of maximization satis-
faction problem, except that the cost function F here
contains only one clause as opposed to many clauses in
traditional QAOAs [12].
It is shown in [7] that if we have complete control over
the amplitudes of XY coupling at different sites, perfect
state transfer can be realized through a single unitary
evolution under the XY Hamiltonian. This is, however,
unrealistic for near-term devices, where the system cali-
bration for such fine-tuned interactions is costly and the
maximum interaction strength is limited.
III. SUCCESS PROBABILITY SCALING AS A
FUNCTION OF CIRCUIT DEPTH
In this section, we derive the success probability scal-
ing as a function of circuit depth. Our analysis is based
on an iterative procedure using the knowledge from the
spectrum of the QAOA ansatz Hamiltonian.
To simplify our analysis, we adopt the following QAOA
ansatz: the duration under the evolution of dispersion
Hamiltonian HˆB , δ, is short and the same for different
iterations, and the evolution under the diagonal Hamil-
tonian HˆC is of angle pi, resembling a Grover oracle:
Up =
(
e−ipi|N〉〈N |U(HˆB , δ)
)p
. With this ansatz, our re-
sult can be connected to the scaling analysis in conven-
tional Grover search and thus serves as a lower bound
on the success probability for the optimized QAOA to be
discussed in the subsequent sections.
We first diagonalize the dispersion Hamiltonian HˆB in
the single excitation subspace to obtain its kth eigen-
state:
|φk〉 = 1√
N/2
N/2∑
n=1
(
sin
[
knpi
N/4 + 1
]
|2n〉+ sin
[
k(n+ 1/2)pi
N/4 + 1
]
|2n− 1〉
)
, (7)
with the kth eigenvalue being Ek = 2 cos[
kpi
N/2+1 ].
Given the initial state of the system as |ψ0〉 = |1〉, the
system evolves to |ψ1〉 = e−iHˆBδ|1〉 after a depth one
QAOA. Then the success probability of transferring the
excitation to the other end of chain after a depth one
QAOA is
Psucc(1) = 〈1|eiHˆBδ|N〉〈N |e−iHˆBδ|1〉 = |fN1 (δ)|2, (8)
where we use fN1 (δ) = 〈N |e−iHˆBδ|1〉 to represent the
amplitude of target state. Now we apply another QAOA
iteration to update the quantum system to
|ψ2〉 = U(HˆB , δ)U(HˆC , pi)|ψ1〉
= e−i2HˆBδ|1〉 − 2e−iHˆBδ|N〉〈N |e−iHˆBδ|1〉
(9)
This gives the success probability of the state transfer
after a depth two QAOA as:
Psucc(2) = 〈ψ2|N〉〈N |ψ2〉 = |fN1 (2δ)− 2fN1 (δ)fNN (δ)|2,
(10)
where fNN (δ) = 〈N |e−iHˆBδ|N〉 denotes the amplitude of
the state |N〉 remaining in state |N〉 after Hamiltonian
evolution under HˆB for time δ. Similarly, we continue the
iteration to obtain the success probability after a depth
three and depth four QAOA:
Psucc(3) = f
N
1 (3δ)− 2fN1 (2δ)fNN (δ)− 2fN1 (δ)fNN (2δ) + 4
(
fNN (δ)
)2
fN1 (δ), (11)
Psucc(4) = f
N
1 (4δ)− 2fN1 (3δ)fNN (δ)− 2fN1 (2δ)fNN (2δ)− 2fN1 (δ)fNN (3δ) + 4
(
fNN (δ)
)2
fN1 (2δ)
+ 4
(
fNN (δ)
)2
fNN (2δ) + 4f
N
N (2δ)f
N
N (δ)f
N
1 (δ)− 8
(
fNN (δ)
)3
fN1 (δ).
(12)
Now we provide expression for transition amplitude used above given the exact eigenstates of the dispersion Hamil-
tonian HˆB in Eq. 7:
4fN1 (δ) =
N/2∑
k=1
〈N |φk〉〈φk|1〉e−iEkδ,
≈ − iδ
2
√
N + 1
(
cos
(
2pi(N/2)2 + 4piN/2 + pi
2(N/4 + 1)
)
csc
(
piN/2 + 2pi
2(N/4 + 1)
)
+ cos
(
pi
2(N/4 + 1)
)
csc
(
piN/2 + 2pi
2(N/4 + 1)
))
= −iF (N)δ,
(13)
fNN (δ) =
N/2∑
k=1
〈N |φk〉〈φk|N〉e−iEkδ,
≈ iδ
2
√
N + 1
{
1
2
[
− cos
(
4piN2 + piN − pi
2(N + 1)
)
csc
(
piN
N + 1
)
+ 2N + cos
(
pi(N − 1)
2(N + 1)
)
csc
(
piN
N + 1
)]
×
[
cos
(
piN
2(N + 1)
)
csc
(
pi
2(N + 1)
)
+ cos
(
pi(N + 2)
2(N + 1)
)
csc
(
pi
2(N + 1)
)]
−
[
cos
(
3piN
2(N + 1)
)
csc
(
pi − 2pi
2(N + 1)
)
− cos
(−4piN2 − piN
2(N + 1)
)
csc
(
pi − 2piN
2(N + 1)
)]
−
[
cos
(
piN
2(N + 1)
)
csc
(
2piN + pi
2(N + 1)
)
− cos
(
4piN2 + 3piN
2(N + 1)
)
csc
(
2piN + pi
2(N + 1)
)]}
=− iG(N)δ
(14)
where the approximation is made to include only the
terms that are of either zero or first order in δ, under
the limit δ → 0. And both F (N) and G(N) are real-
valued. For a QAOA of depth p, we deduce the success
probability dependency on transition probabilities fN1 (δ)
and fNN (δ) as
Psucc(p) =
p∑
j=1
(−1)j
∑
~vj∈Vj
fN1 (~vj(1)δ)
j−1∏
k=1
fNN (~vj(k + 1)δ)
(15)
where ~vj is a vector with each element representing the
value of a j partition of p that belongs to the set Vj =
{~vj |
∑j
k=1 ~vj(k) = p}. The success probability can be in
turn be expressed as
Psucc(p) ≈
∣∣∣∣∣∣
p+1∑
j=1
Ajδ
j
∣∣∣∣∣∣
2
, (16)
with the each amplitude Aj given by
A1 = −ipF (N), (17)
A2 = −F (N)G(N)p(p+ 1)(p+ 2)
3
, (18)
lim
n→∞An ≈ −F (N)G(N)
np2n−1. (19)
Eq. (19) is derived from the asymptotic value of the prod-
uct of all possible values of n integers p1, p2, . . . , pn whose
sum equals p:
∑n
i=1 pi = p.
So far we have only kept the leading order in O(δ)
together with all orders of O
((
p2δ
)n)
which will be non-
negligible when p2δ ∼ 1 or p2δ  1. For the scaling
analysis, we neglect constant terms in the sum and find
the success amplitude to be
5p+1∑
j=1
Ajδ
j = −i(p+ 1)F (N)δ − [F (N)G(N)p3δ2 + · · ·+ F (N)G(N)pp2p+1δp+1]
= −i(p+ 1)F (N)δ − F (N)G(N)p
3δ2
[
(G(N)p2δ)p − 1]
(G(N)p2δ)2 − 1 .
(20)
Since the amplitude is composed of imaginary and real parts, the success probability of a depth-p QAOA is thus
found to be
Psucc(p) ≈ (p+ 1)2F (N)2δ2 +
F (N)2G(N)2p6δ4
[
(G(N)p2δ)p − 1]2
[(G(N)p2δ)2 − 1]2 . (21)
This success probability dependence can be used as a
lower bound on the QAOA performance after optimiza-
tion where the duration of each evolution can be of flex-
ible value. In the large depth limit, the term with the
largest power of p dominates:
lim
p→∞Psucc(p) ∝ p
4p+2. (22)
This exponential growth in success probability is based
on the assumption that δ is a small constant (which does
not change with the circuit depth p), and the dominant
contribution to the transition amplitudes is of the lowest
order in δ. Such exponential dependence is also found by
increasing the speed of adiabatic Hamiltonian evolution,
see [27]. We also observe such exponential growth in our
numerically optimized QAOA (see Sec. III).
In the low-depth limit, only the lowest order of δ terms
dominates:
lim
p→1
Psucc(p) ∝ F (N)2δp2. (23)
Then the total number of steps required to achieve the
target state is of order O(1/(δF (N))) = O(
√
N). This
quadratic Grover-like dependence on circuit depth can be
understood by mapping a Grover algorithm to a QAOA
routine. The dispersion step of Grover iteration, which
is a rotation of angle pi around the equal superposition
state:
Us = H
⊗N (−2|0〉〈0|+ I)H⊗N , (24)
with H representing the Hadamard gate, can be gener-
alized to a rotation around any state that is not parallel
to the target state |ψ〉 [23]:
Us = −2|ψ〉〈ψ|+ I. (25)
If we choose |ψ〉 = e−iδHˆB |1〉, the corresponding pth
Grover iteration for searching the transferred state |N〉
starting from the initial state |1〉 can then be represented
by the unitary realized by a depth p QAOA circuit as
UpGrover =
(
e−iHˆ
1
cpieiHˆBδ1e−iHˆ
2
cpie−iHˆBδ1
)p
, (26)
where Hˆ1c =
1
2 (σ
z
N + IN ) and Hˆ
2
c =
1
2 (σ
z
1 + I1).
IV. QUANTUM SPEED LIMIT
As a supplement to the success probability scaling
analysis presented in the previous section that is lim-
ited to our specific choices of the QAOA Hamiltoni-
ans, we review in this section the general constraints on
the QAOA performance using spatially local Hamilto-
nians imposed by the Lieb-Robinson bound. The Lieb-
Robinson bound [21] is a powerful tool to study the prop-
agation of quantum correlation and thus quantum infor-
mation in many-body quantum systems [13]. It serves as
a lower bound on the success probability for the QAOA
performance of the same total runtime. Although such
a bound is not tight, nor does it directly depends on the
circuit depth of QAOA, it provides a basic reference of
the optimality of QAOA in regard to its success proba-
bility scaling as a function of physical time. And in fact,
the theoretical insights of Lieb-Robinson bound help us
to understand the performance of numerically optimized
QAOAs in the next section.
We rewrite our QAOA iterations as an evolution under
the time-dependent Schro´dinger equation with the time-
dependent Hamiltonian:
Hˆ(t) = s(t)HˆC + [1− s(t)]HˆB , (27)
where s(t) is the time varying control parameter that can
only take on the values zero and one. Thus it realizes the
bang-bang form of QAOA iterations.
Note Hˆ(t) can be written as the sum of nearest-
neighbor interacion terms: Hˆ(t) =
∑
i hi,i+1(t). Thus,
by Lieb-Robinson bound, the maximum speed of quan-
tum information propagation in this system is bounded.
This speed determines how fast operations on the first
qubit can affect observables on the last qubit at some
later moment of time, and thus upper bounds the speed
of state transfer. For convenience, let us call the first
qubit A, the last qubit B, and the rest part C (see
6Fig. 1). The Lieb-Robinson bound determines the maxi-
mum operator norm of the commutator between any op-
erators OA and OB on the first and the last qubit at
a later time t. More specifically, denoting L = N − 1
as the distance between the first and the last qubit
and J = maxi maxt ‖hi,i+1(t)‖ as the maximum inter-
action strength, the Lieb-Robinson bound for a nearest-
neighbour Hamiltonian on aD-dimensional square lattice
[13, 28] is given by
‖[OA(t), OB(0)]‖ ≤ 2‖OA‖‖OB‖
∞∑
k=L
(2Jt(4D − 1))k
k!
.
(28)
In the one-dimensional system, the above bound simpli-
fies to [28]:
‖[OA(t), OB(0)]‖ ≤ 2‖OA‖‖OB‖
∞∑
k=L
(6Jt)k
k!
(29)
≤ 2‖OA‖‖OB‖ exp(6eJt− L) (30)
= 2‖OA‖‖OB‖ exp (vt− L), (31)
where the Lieb-Robinson velocity v = 6eJ is approxi-
mately 32.616 because J = ‖σxi σxi + σzi σzi ‖ = 2. Conse-
quently, 1/v ≈ 0.03.
FIG. 1. The emergent light cone in state transfer problem,
where the quantum state localized at A (the first qubit) is
transfered to B (the last qubit) through the quantum channel
C consisting of qubits in the middle. In the short-range two-
local system, a non-relativistic light-cone x = vt emerges.
The amount of information that can be transferred outside of
the lightcone is exponentially small.
Let U0A = IA and U
1
A = σ
x
A. The uni-
tary transformation of the whole system is induced
by the time-dependent Hamiltonian as UABC(t) =
T exp(∫ t
0
−iHˆ(t′)dt′). Specifically, with initial state
of the system given by ρ0 = |0〉〈0|, we can inter-
pret this procedure as a quantum channel where the
input state is ρkABC = U
k
Aρ0U
k†
A , and the output
state, the reduced density matrix of B, is σkB(t) =
TrAC(UABC(t)ρ
k
ABCU
†
ABC(t)).
Ref. [4] shows that σkB(t) depend on k as follows. For
any observable OB and associated time evolved operator
OB(t) = U
†
ABC(t)OBUABC(t), we have:
TrB
[
OB(σ
0
B(t)− σ1B(t))
] ≤ ‖OB(t)‖, (32)
where  = 2 exp(vt − L) is given by the Lieb-Robinson
bound. Here, we have used U1†A U
1
A = I, the definition of
operator norm, and the Lieb-Robinson bound.
Therefore σ1B(t) and σ
0
B(t) are  close in the trace norm:
‖σ1B(t) − σ0B(t)‖1 ≤ . By using the following inequality
between the trace distance and the fidelity, F (ρ, σ) ≥
1− 12‖ρ−σ‖1, we obtain a bound on the fidelity between
σ1B(t) and σ
0
B(t):
F (σ1B(t), σ
0
B(t)) ≥ 1−
1
2
. (33)
Now we would like to bound the success probability P (t)
of a excitation of qubit state transferred from site 1 to
the site N after the evolution under Hˆ(t) for time t which
depends on the fidelity defined above as:
1− P (t) = F 2(σ1B(t), σ0B(t)) ≥ (1−
1
2
)2. (34)
Rearranging, we obtain an upper bound for the success
probability of the QAOA as a function of time and the
length of the qubit chain:
P (t) ≤ − 1
4
2, (35)
From the above expression, we can identify three dif-
ferent regions of temporal dynamics. At the early time
when t  L/v, we have  = 2 exp(vt − L))  1 and the
probability of success is nearly zero. In this first region,
the success probability is exponentially suppressed and
remains almost zero in time. When t ≈ L/v we have
 = c exp(vt − L) < 1 and the first term of the right-
hand side of Eq. (35) dominates, which gives rise to an
exponentially growing success probability. Finally when
t > L/v, the second term of Eq. (35) starts balancing out
the first term, and gives rise to a steady growing region.
A rough estimation of perfect state transfer time can be
given by setting − 142 = 1⇒  = 2, which gives
t ≈ L/v. (36)
The main weakness of the Lieb-Robinson method is the
lack of dependence on the specific form of Hamiltonian
and the circuit depth. Nevertheless, it offers useful in-
sights into the difficulty of state transfer problems. In
the later numerical section, we confirm the existences of
the exponentially suppressed region, the exponentially
growing region (see Fig. 9), the steady growing region,
and the linear dependence between tf required for state
transfer and the number of qubits N (see Fig. 11).
V. NUMERICAL OPTIMIZATION OF THE
QAOA
Our analytic success probability versus circuit depth
scaling analyses so far do not assume the optimality of
the QAOA solution. To verify the tightness of these re-
sults for optimized QAOAs, we explore in this section
7the numerically optimized QAOA performance in regard
to its success probability scaling as a function of the cir-
cuit depth and the physical runtime. We start by intro-
ducing briefly our numerical optimization method, and
then describe and analyze the optimized QAOA perfor-
mance obtained from our numerical method. We show
that the quadratic Grover-like speedup shown in our an-
alytic spectral analysis is also present in the numerically
optimized QAOA solutions. We also show that when
the circuit depth is too low, the given QAOA protocol
becomes uncontrollable: its control landscape no longer
possesses only global optimal but also many local op-
timum points. Consequently, the optimized QAOA no
longer necessarily guarantees the existence of a high fi-
delity state transfer scheme. This finding unveils the re-
lation between the F − p scaling and the controllability
of the underlying physical system.
We optimize QAOA parameters under two different
constraints, one with limited physical run time and the
other one with unlimited physical run time. Both situa-
tions are experimentally relevant. If the coherence time
is sufficiently large, we may want to achieve state trans-
fer with a minimum number of switches between HˆB and
HˆC . In contrast, if the switching operation is easy, the
total physical run time should be minimized. The prac-
tical implementation of QAOAs on near-term quantum
computing hardware is outside the scope of this article.
A. Numerical methods
We use a gradient descent method to numerically de-
termine the maximum achievable fidelity given tf and
p. We choose the optimization parameters as the dura-
tion for each QAOA Hamiltonian evolution δkB and δ
k
C
of each kth iteration with k ∈ [p] for a depth-p QAOA.
The total physical runtime is the sum of all QAOA it-
erations: tf =
∑
k(δ
k
B + δ
k
C). We chose the parameter
ranges for the physical run time tf and the circuit depth
p by preliminary numerical experiments. Table II and
?? summarize the parameters we performed grid search
on. To increase the reliability of the total number of
random restarts for gradient descent iterations, we ran
preliminary experiments with a varying size of random
uniform (over 1-simplex) initial conditions, and discov-
ered that 200 random initial conditions were enough for
N = 2→ 15 qubits cases to find approximate global opti-
mal solutions. For N = 16→ 20 qubits, we increased the
number of random restarts to 400. We use L-BFGS Mat-
lab toolbox for the QAOA optimization, which can be
efficiently parallelized for large-scale experiments. These
numerical results to be discussed below are summarized
in Table III.
B. Numerical results for unlimited tf
We start with the optimized QAOA performance when
the physical run time tf is not fixed. The analytic re-
sult at low circuit depth limit (Eq. (23)) coincides with
our numerically result in Section V B 1. And the connec-
tion between QAOA circuit depth and the controllability
is demonstrated in the numerical results on the control
landscape in Section V B 2.
1. Maximum achievable fidelity versus circuit depth p
Figure 2 shows maximum achievable fidelity F as a
function of circuit depth p with no constraints on tf for
N = 2→ 20 qubits. The circuit depth dependence of suc-
cess probability in Fig. 2 agrees with our analytic result:
at the very beginning the quadratic dependence domi-
nates (Eq. (23)), and a while later the exponential slow
down dominates (Eq. (35)). The time duration ansatz
used in our analytical result in Sec. III is also supported
in our numerically optimized solution; see Fig. 4 for ex-
ample, where the intervals for s(t) = 1 corresponding to
the evolution under HˆC is shorter on average than the
duration in which s(t) = 0.
2. Control landscape
The optimization of QAOA can be regarded as a quan-
tum control problem, where the durations of different
QAOA Hamiltonian evolutions are the control parame-
ters, and the fidelity of the state transfer is the control
cost function to be maximized. Under this analogy, when
the system is controllable, the landscape of the control
cost function over parameter space generically has only
global minima [26, 29, 34]. When the system is uncontrol-
lable, the quantum control landscape admits many local
minima [33]. In our case, if we allow the circuit depth
to be infinite, the system is controllable; but the con-
trollability for an intermediate number of circuit depths
demands further investigation. As a simple example, we
plot the control landscape for N = 3 qubits in Fig. 5
with p = 2, 4. Fig. 5 shows that the QAOA ansatz with
p = 2 is uncontrollable, as there are many local minima.
In contrast, the case p = 4 admits only global minima
(at least for the plotted part); thus more controllable.
We review the control viewpoint of optimizing QAOA in
Appendix A.
C. Numerical results for fixed tf : optimized QAOA
We now discuss the optimized QAOA performance
with a fixed physical run time tf . In Section V C 1, we
investigate the controllability dependence on tf . Second,
in Section V C 2, we discuss the Lieb-Robinson type scal-
ing emerged in the optimized QAOA performance.
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FIG. 2. Maximum achievable fidelity F using QAOAs as a
function of the circuit depth p with no constraints on tf for
N = 2 → 20 qubits. The dots are numerical points. We fit
the results with quadratic function F (p) = ap2 + bp + c, as
represented by the lines. We observe that the fidelity grows
at low circuit depth, and then slowly converges to 1.0.
1. Maximum achievable fidelity F versus circuit depth p
In this section, we numerically study the maximum
achievable fidelity F versus the circuit depth p for a fixed
tf in Figs. 6 to 7. Generally speaking, the larger circuit
depth QAOA should always perform better than lower
depth ones. However, if p is too large, the difficulty of
the QAOA optimization increases and the optimization
can get stuck in local optima. This results in a non-
monotonic behavior in numerically optimized fidelity as
a function of circuit depth. For fixed tf , there is a circuit
depth p beyond which fidelity can no longer be improved.
As shown in Fig. 6, for tf = 6 , the maximum achievable
fidelity does not increase for circuit depth larger than
p = 3, and for tf = 13, the maximum achievable fidelity
does not increase for circuit depth larger than p = 4.
This observation is also intimately related to the control-
lability of the QAOA: for the fixed run time, there exists
a threshold circuit depth below which the QAOA is no
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FIG. 3. Maximum achievable fidelity F as a function of the
circuit depth p with no constraints on tf for N = 2 → 20
qubits.The dots are numerical points. We fit the results with
inverted exponential function F (p) = 1− exp(−a(p− b)). We
can observe fidelity grows rapidly at low circuit depth, and
then the fidelity slowly converge to unity.
longer controllable.
2. Maximum achievable fidelity F versus physical run time
tf
In this subsection, we investigate the performances of
the QAOA with a fixed physical runtime in Figure 8. We
identify three different temporal dependencies of fidelity
as predicted by the Lieb-Robinson bound, as depicted
in Fig. 9: exponentially suppressed region; exponentially
growing region; and steady growing region. We find that
the longer the physical run time tf is, the better achiev-
able fidelity will be under the condition that the circuit
depth p is sufficiently large and tf is outside of the highly
suppressed region. For a low depth circuit, the oscillat-
ing in success probability occurs (Fig. 8(a)), which is a
sign of uncontrollability. Such oscillation disappears for
sufficiently large p, see Fig. 8(b). The three regions of the
growth region become more apparent as circuit depth in-
90 20 40 60
time t
0
1
s(
t)
FIG. 4. An optimal bang-bang solution obtained through
numerical optimizations for N = 10 qubits and circuit depth
p = 15. In this case, the optimal solution favors much shorter
duration for the evolution under HˆB than that under HˆC .
This is in accord with our analytical result in Sec. III.
creases, see in Fig. 10.
In Fig. 11, we fit the minimum required run time tf for
achieving fidelity F = 0.99 as a function of the number
of qubits (N = 2→ 19). The linear dependence from the
Lieb-Robinson bound Eq. (36) is seen with tf ∼ 2.439N .
Given the same amount of run time, we show in Fig. 12
that the QAOA with a higher circuit depth necessarily
achieves higher success probability.
The Lieb-Robinson bound gives a prediction about
the size of the exponentially suppression region: ts ∼
N/(6eJ) = 0.03N . Practically, we define the exponen-
tially suppressed time as the time needed to make fidelity
higher than 0.01. To see if it agrees with our numerical
result, we plot the exponentially suppressed time as a
function of the number of qubits in Fig. 13. Our nu-
merical result is ts ∼ 0.246N with a coefficient of deter-
mination r2 = 0.997. We remark that the discrepancy
between 0.246N and 0.03N is because our QAOAs only
operate in the span of zero and single excitation sub-
spaces, while the Lieb-Robinson bound considered the
full N -qubit Hilbert space.
VI. SUMMARY
We study the QAOA’s success probability scaling as
a function of circuit depth and the physical runtime for
implementing state transfer problems. By carefully uti-
lizing the spectral properties of the QAOA Hamiltonians,
we obtain analytic expressions for the success probability
scaling as a function of the circuit depth. At the low-
circuit-depth and short-physical-duration limit, our ana-
lytic results reproduce the Grover-like quadratic speedup.
We further study the success probability scaling in nu-
merically optimized QAOAs for a chain of up to N = 20
qubits (limited by computational resources). These nu-
merical experiments confirm the quadratic speed up and
match with the Lieb-Robinson analysis of quantum speed
limit, i.e., when the circuit depth p is sufficiently large,
(a)
(b)
FIG. 5. A comparison of the control landscapes of the QAOA
with low circuit depth (p = 2) and of that with a larger circuit
depth (p = 4) for a three-qubit system. (a) The control land-
scape for two chosen variables of a depth-2 QAOA, which
admits a maximum achievable fidelity of 0.787. As we ob-
served many local minima, the system is uncontrollable. (b)
The control landscape for two chosen variables of a depth-4
QAOA, which admits a maximum achievable fidelity of 1.000.
Since all local minima are global minima, the system is con-
trollable.
with the increase of tf , there are three different scenar-
ios of success probability scaling: (1) exponentially sup-
pressed region, (2) exponentially growing region and (3)
steadily growing region. Treating QAOA optimization
as a quantum control problem, we demonstrate the re-
lation between the circuit depth and the controllability
of QAOA: when the circuit depth is too low for a fixed
distance state transfer, the control landscape possesses
many locally optimal solutions that are not globally op-
timal and the QAOA becomes uncontrollable. Although
the state transfer problem we considered here is relatively
simple, , our results offer valuable insights into the per-
formance of QAOAs by connecting its optimality to the
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(a) Plots for a small tf = 6.
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(b) Plots for a medium tf = 13.
FIG. 6. Maximum achievable fidelity F versus circuit depth p
with the same fixed tf for N = 5, 10, 15, 19 qubits. For fixed
tf , we observed that there exists a circuit depth p beyond
which there will be no improvement of fidelity. We find a
depth-3 circuit is sufficient for tf = 6 while a depth-4 circuit
is needed for tf = 13.
Grover speedup and its success probability dependence
on circuit-depth to the controllability the QAOA ansatz.
To fully explore the application of QAOA, however, more
work remains to be done to study the effect of realistic
quantum noise on QAOA implementations.
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FIG. 11. Minimum required run time tf for achieving fidelity
F = 0.99 versus the number of qubits (N = 2 → 19). The
Lieb-Robinson bound gives a lower bound of approximately
tf = 0.03N + c.
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FIG. 12. Maximum achievable fidelity F versus physical run
time tf using QAOA as a function of different different circuit
depth p. The lines with oscillating behaviors are uncontrol-
lable.
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FIG. 13. Exponentially suppressed time tf (achieved fidelity
F < 0.01) versus the number of qubits (N = 2 → 20). The
Lieb-Robinson bound gives a bound approximately of tf ∼
0.03N + c. The exponentially suppressed time is defined as
the time needed to make fidelity higher than 0.01.
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Appendix A: Optimal control solution and Pontryagin’s maximum principle
In this appendix, we first solve the dynamical equation of our system in the span of zero and single excitation
subspaces. Then we apply optimal control theory [19, 31] to help design our state transfer protocol.
The dynamic of the system is governed by the Schro¨dinger’s equation (with ~ = 1):
d|ψ(t)〉
dt
= −iHˆ(t)|ψ(t)〉. (A1)
Let |ψ(t)〉 = ∑Ni=1 Ci(t)|i〉, where Ci(t)s are the complex amplitudes of the wave function defined in computational
basis. We choose ~c(t) = {C1(t), C2(t), · · · , CN (t)} as the dynamic variables for our problem. Substituting |ψ(t)〉 =∑N
i=1 Ci(t)|i〉 into Eq. (A1), we have
N∑
j=1
d
dt
Cj(t)|j〉 = −i
{
s(t)Hˆc + [1− s(t)]HˆB
} N∑
j=1
Cj(t)|j〉
= −i
{
s(t)|N〉〈N |+ [1− s(t)]
N−1∑
h=1
[σxhσ
x
h+1 + σ
y
hσ
y
h+1]
}
N∑
j=1
Cj(t)|j〉
= −is(t)CN (t)|N〉+
{
−i[1− s(t)]
N−1∑
h=1
[
σxhσ
x
h+1 + σ
y
hσ
y
h+1
]} N∑
j=1
Cj(t)|j〉.
(A2)
Left multiplying both sides by 〈j|, we get
d
dt
Cj(t)〈j|j〉 = −is(t)CN 〈j|N〉+
{
−i[1− s(t)]〈j|
N−1∑
h=1
[σxhσ
x
h+1 + σ
y
hσ
y
h+1]
}
N∑
k=1
Ck(t)|k〉
= −i
{
s(t)CN 〈j|N〉+ [1− s(t)]
N∑
k=1
Bj,kCk
}
,
(A3)
where
Bj,k = 〈j|
N−1∑
h=1
[σxhσ
x
h+1 + σ
y
hσ
y
h+1]|k〉
= 2δ(k − j − 1).
(A4)
Then we arrive in the dynamics equation in the form ~˙c(t) = f(~c(t), s(t)).
d
dt
Cj(t) = −i
{
s(t)CN 〈j|N〉+ [1− s(t)]
N∑
k=1
Bj,kCk(t)
}
= −i
{
s(t)CNδjN + 2[1− s(t)]
N∑
k=1
δ(k − j − 1)Ck
}
=
N∑
k=1
Aj,kCk,
(A5)
where
Aj,k = −i {s(t)δjN + 2[1− s(t)]δ(k − j − 1)} . (A6)
The cost function (action) for our state transfer problem is given by
J [~c(tf )] = −|CN (tf )|2, (A7)
which only depends on the final state. Thus the problem we are solving is of Mayer type [31]. Then the control
Hamiltonian is linearly dependent to the conjugate momentum ~p and control dynamics is
Hcontrol = ~p
T · f(~c(t), s(t)) = ~pT ·A · ~c, (A8)
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such that the conjugate momentum is determined by the control Hamiltonian in the same way as that in the classical
mechanics:
~˙p = −∂~cHcontrol(~c, ~p, s). (A9)
With the fixed total time tf , the boundary condition for conjugate variable is given by
~p(tf ) =
∂J(t)
∂~c
∣∣∣∣
t=tf
. (A10)
Denote the components of ~p to be Pi(t). Pi(t) should satisfy:
d
dt
Pj(t) = −is(t)PNδjN + 2[1− s(t)]Pj+1. (A11)
Subsequently, the necessary and sufficient conditions for an optimal control s(t) is determined by:
∂Hˆ
∂s
= 0,
∂2Hˆ
∂s2
≥ 0. (A12)
However, this cannot be applied to linear control problem where ∂Hˆ∂s is not a function of s. Pontryagin’s principle
comes to rescue, which replace two criteria with three new ones that are necessary and sufficient.
Hcontrol(~c
∗, ~p∗, s∗) ≤ Hcontrol(~c∗, ~p∗, s),∀t ∈ [0, tf ] (A13)
~p(tf ) = ∂~cJ [~c(tf )], (A14)
∂tJ [~c] +Hcontrol(~c
∗, ~p∗, s∗)|t=tf = 0 (A15)
Since the control Hamiltonian is a linear function of the control parameter s(t)(0 ≤ s(t) ≤ 1) , s(t) should be
maximized when ∂sHcontrol < 0 and should be minimized when ∂sHcontrol > 0. The optimal control for QAOA is
therefore determined from Pontryagin’s theorem as follows:
s(t) =
{
0 ∂Hˆcontrol∂s > 0
1 ∂Hˆcontrol∂s < 0
(A16)
Then, the best control solution s(t) is of bang-bang form, which corresponds to switching between two constant
controls for each time duration. The bang-bang form of control contains abrupt switch between two values of s(t) at
time t0 determined by ∂sHcontrol|t=t0 = 0, or specifically as
~pT · F · ~c = 0, (A17)
where the matrix elements of F are given by
Fij = δiN − 2δ(j − i− 1). (A18)
It is therefore trivial to verify whether a given control s(t) as a function of t is optimal or not. However, finding
the ‘optimal’ control is generally hard due to the mutual dependency of control and system dynamics. A brute force
search on switching time is already computationally formidable but is still unable to find the optimal control without
specifying the number of bangs.
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Appendix B: Details of our numerical optimization
In this appendix, we provide more details on our numerical optimizations. Table II summarizes the parameters tf
and p we performed grid search on. In the first round of grid search (Run 1), we investigate the general performance
of optimized QAOAs with different fixed total run time tf and circuit depth p. To investigate the perfomance of
optimized QAOA within or near the exponentially suppressed region, we performed the second round of grid search
which scanned more densely spaced total run time over a smaller interval. Table III overviews our numerical results
and their implications.
In these tables, we adopt the MATLAB style to represent arrays, for example, a ”0.2:0.2:1.6” corresponds to an
array of ”[0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6] and a ”1:5” corresponds an array of ”[1 2 3 4 5]”.
TABLE I. Parameters of the first and the second round of grid searches over tf and p. The first round were used to determine
the general performance of optimized QAOAs. The second round were used to investigate the performance of optimized QAOAs
near or within the exponentially suppressed region that we have identified.
Runs N 2 3 4 5 6 7 8 9 10 11
Run 1: p 1:7 1:8 1:9 1:10 1:11 1:12 1:13 1:14 1:15 1:16
tf 1:8 1:10 1:12 1:14 1:16 1:18 1:20 1:22 1:25 1:27
Run 2: p 1:7 1:8 1:9 1:10 1:11 1:12 1:13 1:14 1:15 1:16
tf 0.2:0.2:1.6 0.2:0.2:2.0 0.2:0.2:2.4 0.2:0.2:2.8 0.2:0.2:3.2 0.2:0.2:3.6 0.2:0.2:4.0 0.2:0.2:4.4 0.2:0.2:5.0 0.2:0.2:5.4
N 12 13 14 15 16 17 18 19 20
Run 1: p 1:17 1:18 1:19 1:20 1:2:23 1:2:25 1:2:27 1:2:29 1:2:31
tf 1:30 1:32 1:34 1:36 1:2:39 1:2:41 1:2:43 1:2:45 1:2:47
Run 2: p 1:17 1:18 1:19 1:20 1:2:23 1:2:25 1:2:27 1:2:29 1:2:31
tf 0.2:0.2:6.0 0.2:0.2:6.4 0.2:0.2:6.8 0.2:0.2:7.2 0.2:0.4:7.8 0.2:0.4:8.2 0.2:0.4:8.6 0.2:0.4:9.0 0.2:0.4:9.4
TABLE II. Parameters of the grid search over p with no constraints on tf . The obtained numerical results are presented and
analyzed in Section V B.
N 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
p 1:7 1:8 1:9 1:10 1:11 1:12 1:13 1:14 1:15 1:16 1:17 1:18 1:19 1:20 1:22 1:24 1:26 1:28 1:30
TABLE III. Overview of our numerical results. We consider the performance of optimized QAOAs with unlimited tf in
Section V B and that with fixed tf in Section V C. In Section V C 1, we study the maximum achievable fidelity F as a function
of circuit depth p , and investigated the controllability of QAOAs. In Section V C 2, we study the maximum achievable fidelity
F as a function of total run time tf , and investigate the Lieb-Robinson type quantum speed limit emerged in QAOAs.
Figures Max achi. F Physical run time tf Circuit depth p Number of qubits N Goal
Section V B
Figure 2 Max achi. F unlimited tf (a): p =[1:6]; (b): p =[1:11] N = 2→ 20 QAOA
Figure 4 N/A unlimited tf p = 15 N=10 bang-bang sol.
unlimited tf Figure 5 z variable unlimited tf p = 2, 4 N = 3 Landscape
Section V C 1
Figure 6(a) y variable tf = 6 x variable: [1:9] [5,10,15,19] Controllability
Figure 6(b) y variable tf = 13 x variable: [1:9] [5,10,15,19]
Figure 7(a) y variable sufficiently large x variable: [1:6] [2,4,6,8]
Fixed tf Figure 7(b) y variable sufficiently large x variable: [1:15] [10,12,14,16]
Section V C 2
Figure 8(a) y variable x variable: all p = 2 [5,10,15,19] LR-bound
Figure 8(b) y variable x variable: all p = 9 [5,10,15,19]
Figure 10(a) y variable x variable: all sufficiently large [2,4,6,8]
Figure 10(b) y variable x variable: all sufficiently large [10,12,14,16]
Fixed p Figure 12(a) y variable x variable: [1:25] sufficiently large N = 10
Figure 12(b) y variable x variable: [1:30] sufficiently large N = 15
Figure 11 F > 0.99 y variable sufficiently large x variable: [2:20]
Figure 13 F < 0.01 y variable sufficiently large x variable: [2:20]
