Classification of arithmetic root systems  by Heckenberger, I.
Advances in Mathematics 220 (2009) 59–124
www.elsevier.com/locate/aim
Classification of arithmetic root systems
I. Heckenberger
Universität München, Theresienstraße 39, 80333 Munich, Germany
Received 11 September 2007; accepted 8 August 2008
Available online 6 September 2008
Communicated by Andrei Zelevinsky
Abstract
Arithmetic root systems are invariants of Nichols algebras of diagonal type with a certain finiteness
property. They can also be considered as generalizations of ordinary root systems with rich structure and
many new examples. On the other hand, Nichols algebras are fundamental objects in the construction of
quantized enveloping algebras, in the noncommutative differential geometry of quantum groups, and in
the classification of pointed Hopf algebras by the lifting method of Andruskiewitsch and Schneider. In
the present paper arithmetic root systems are classified in full generality. As a byproduct many new finite
dimensional pointed Hopf algebras are obtained.
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1. Introduction
The theory of Nichols algebras is relatively young, but it is affected by various research areas
of mathematics and theoretical physics. It is dominated and motivated by Hopf algebra theory in
the following way. Let H be a Hopf algebra with coradical filtration H0 ⊂ H1 ⊂ · · · such that H0
is a Hopf subalgebra of H . Let grH denote the N0-graded Hopf algebra
⊕
i Hi/Hi−1. Then H
possesses a rich invariant, namely the subalgebra B(V ) ⊂ grH generated by the vector space V
of H0-coinvariants of H1/H0. It is called a Nichols algebra [4] in commemoration to W. Nichols
who started to study these objects systematically [19]. Nichols algebras can be described in
many different ways [2,20,21]. The importance of such algebras was detected and pointed out
E-mail address: i.heckenberger@googlemail.com.0001-8708/$ – see front matter © 2008 Elsevier Inc. All rights reserved.
doi:10.1016/j.aim.2008.08.005
60 I. Heckenberger / Advances in Mathematics 220 (2009) 59–124in many papers by Andruskiewitsch and Schneider, see for example [4] and [1]. Their structure
was enlightened, mainly in the case when H0 is the group algebra of a finite group, among
others in [3,5,9,18]. Nichols algebras were used by Andruskiewitsch and Schneider to start a
very promising program [4] to classify pointed Hopf algebras with certain finiteness properties.
This so called lifting method was already successfully performed for finite dimensional pointed
Hopf algebras where H0 is the group algebra of an abelian group and all prime factors of the
dimension of H0 are bigger than 7 [6].
Nichols algebras appear in a natural way also in the construction of quantized Kac–Moody
algebras [17, Sect. 8.2.1] [14, Sect. 3.2.9] and their Z2-graded variants [16]. Using a particular
Nichols algebra, Yamane [23] described a Z/3Z-graded quantum group which has a representa-
tion theory fitting into the general picture. Nichols algebras are also natural objects in the theory
of covariant differential calculus on quantum groups initiated by Woronowicz [22]. Further, Ba-
zlov [8] proved that the cohomology ring of a flag variety can be considered as a subalgebra of
a particular Nichols algebra of nonabelian group type. In contrast to these various interesting
aspects of the subject, one still does not know too much about the structure of Nichols algebras
in general.
Color Lie algebras [7] are generalizations of Lie algebras. For the study of their struc-
ture methods are developed which are useful also to analyze Nichols algebras. For example,
Kharchenko [15] proved that any Hopf algebra generated by skew-primitive and group-like el-
ements has a restricted Poincaré–Birkhoff–Witt basis. Here “restricted” means that the possible
powers of the root vectors can be bounded by an integer number. In contrast to color Lie alge-
bras, this bound may be different from 2, and therefore significant new classes of examples can
be expected. However note that under some hypotheses all examples are deformations of the up-
per triangular part of a semisimple Lie algebra [5,20]. Kharchenko’s results apply in particular to
Nichols algebras B(V ) of diagonal type, that is when V is a direct sum of 1-dimensional Yetter–
Drinfel’d modules over H0. Motivated by the close relation to Lie theory, to any such Nichols
algebra a Weyl groupoid and an arithmetic root system were associated [12]. These constructions
were used in [13] and [11] to determine rank 2 and rank 3 Nichols algebras of diagonal type with
a finite set of PBW generators without dealing with the complicated defining relations of B(V ).
In this paper the classification is performed for Nichols algebras of diagonal type and of arbitrary
(finite) rank, where Kharchenko’s PBW generators form a finite set, following the ideas in [10]
and [11]. The main results are collected in Theorems 17 and 22. The idea of the classification
is simple: Nichols algebras of diagonal type with a finite set of PBW generators correspond to
Weyl groupoids which are full and finite [13, Thm. 3]. The determination of full and finite Weyl
groupoids is a purely combinatorial problem, but due to the relatively large number of solutions
a classification with a small amount of explicit computations seems to be out of reach. The main
idea, which is followed in this text, is to divide the problem again and again into subcases, until it
is possible to decide whether the Weyl groupoids corresponding to the given parameters are finite
or not. To do so it is important to mention that the sufficient conditions for the finiteness and the
infiniteness of a Weyl groupoid, respectively, are very different in their nature. In order to detect
the finiteness of a given Weyl groupoid, the idea of the longest element in a Weyl group was
adapted. The corresponding technique is developed in Section 2, see in particular Proposition 5.
Good criterions for the infiniteness were already developed in [13] and [11], see for example
Proposition 6, and they can be applied successfully also in the general setting.
Together with the classification results for rank 2 and rank 3 Nichols algebras of diagonal
type, the first half of Question 5.9 of Andruskiewitsch [1] is answered. With this classification
result a large amount of algebras are detected which did not appear previously in the literature.
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many open problems remained unsolved, for example to clarify the relationship of these algebras
to Lie superalgebras and related structures, and to describe them with help of generators and
relations [1, Question 5.9].
The structure of the paper is as follows. In Section 2 some definitions are recalled and general
statements regarding arithmetic root systems and Weyl groupoids are proven. A particularly im-
portant role in the proof of the main theorems is played by Proposition 5, which helps to show
that a given Weyl groupoid is finite. The other key tool for the classification is Proposition 6,
which was first proven in [11]. It gives a criterion for a subset of an arithmetic root system to be
a basis of an arithmetic root subsystem.
In Section 3 some facts about arithmetic root systems of ranks 2 and 3 are collected. These
will be needed for the explicit computations in later sections. In Section 4 arithmetic root systems
of rank 4 are classified, see in particular Theorem 17. To make the proof shorter, first arithmetic
root systems with some additional hypotheses are analyzed. Section 5 deals with so called simple
chains, which are generalized Dynkin diagrams of a very special type. They appear as subgraphs
of the infinite (with respect to the rank) families of examples of arithmetic root systems, and
play therefore an important role for the general theory. The most technical part of the paper
is Section 6, where arithmetic root systems of rank higher than 4 are studied and classified,
see Theorem 22. The paper ends with the tables containing the generalized Dynkin diagrams
of all connected arithmetic root systems. The tables for the rank 2 and rank 3 cases are taken
from [11,13], whereas the tables for the examples of rank 4 and higher are new. Some additional
computations needed for the proof of the finiteness of the arithmetic root systems corresponding
to the diagrams in Tables 3, 4 are given in Section 7.
In the present paper the notations and conventions in [13] and [11] are followed and several
results from these papers will be used.
2. On the finiteness of the Weyl groupoid
Let k be a field of characteristic zero, d ∈ N, and χ a bicharacter on Zd with values in k∗ =
k \ {0}. This means that
χ(x + y, z) = χ(x, z)χ(y, z), χ(x, y + z) = χ(x, y)χ(x, z)
for all x, y, z ∈ Zd . Let E = {e1, . . . , ed} be a basis of Zd . Set qij := χ(ei , ej ) for all i, j ∈
{1, . . . , d}.
In [12] the Weyl groupoid Wχ,E associated to χ and E was defined, see also [13] for the
related definition of W extχ,E . Since these groupoids play the central role in the classification pre-
sented here, the definitions will be recalled.
The set
W˜ := {(T ,F ) ∣∣ T ∈ AutZ(Zd), F is a basis of Zd}
is a groupoid with partial composition law
(T ,F ) ◦ (T ′,F ′) =
{
(T T ′,F ′) if T ′(F ′) = F,
0 otherwise.
For all f, f′ ∈ Zd define mf,f′ ∈ N0 ∪ {∞} by the following formula,
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{
m ∈ N0
∣∣ χ(f, f)mχ(f, f′)χ(f′, f) = 1 or
χ(f, f)m+1 = 1, χ(f, f) 	= 1}. (1)
By convention one defines mf,f′ := ∞ if the number on the right-hand side of Eq. (1) does not
exist. For any basis F of Zd and any f ∈ F define, if possible, sf,F ∈ AutZ(Zd) by
sf,F (f′) :=
{−f if f = f′,
f′ + mf,f′ f if f′ ∈ F, f′ 	= f.
Of course, sf,F is well defined if and only if all numbers mf,f′ with f′ ∈ F \ {f} are finite. Then the
Weyl groupoid Wχ,E associated to the bicharacter χ on Zd and the basis E of Zd is the smallest
subgroupoid of W˜ which satisfies the following conditions.
• (id,E) ∈ Wχ,E .
• If (id,F ) ∈ Wχ,E and sf,F is defined then also relations (sf,F ,F ) ∈ Wχ,E and (id, sf,F (F )) ∈
Wχ,E hold.
Further, let W extχ,E be the smallest subgroupoid of W˜ which contains Wχ,E and all pairs
(T ,F ) with the properties (id,F ) ∈ Wχ,E , T (F ) = F . The Weyl groupoid Wχ,E (respectively
W = W extχ,E) is called full, if sf,F is well defined whenever (id,F ) ∈ Wχ,E ((id,F ) ∈ W extχ,E) and
f ∈ F . If Wχ,E (or equivalently W extχ,E) is full and finite then the triple (, χ,E) is called an
arithmetic root system [13], where
=
⋃{
F
∣∣ (id,F ) ∈ Wχ,E}
=
⋃{
sfk,Fk−1 · · · sf2,F1sf1,F0(E)
∣∣ k  0, fi ∈ Fi−1,
F0 = E, Fi = sfi ,Fi−1(Fi−1) for 1 i  k
}
. (2)
An immediate consequence of the definition is that
= −, (3)
since −f = sf,F (f) ∈ sf,F (F ) ⊂ for all f ∈ F with (id,F ) ∈ Wχ,E . Note that  is finite if and
only if Wχ,E is finite.
The generalized Dynkin diagram of the pair (χ,E) is a (non-directed) graph Dχ,E with the
following properties:
(i) there is a bijective map φ from {1, . . . , d} to the vertices of Dχ,E ,
(ii) for all i ∈ {1, . . . , d} the vertex φ(i) is labeled by qii ,
(iii) for all i, j ∈ {1, . . . , d} the number nij of edges between φ(i) and φ(j) is either 0 or 1. If
i = j or qij qji = 1 then nij = 0, otherwise nij = 1 and the edge is labeled by qij qji .
One says that the arithmetic root system (, χ,E) is connected, if the generalized Dynkin
diagram of (χ,E) is a connected graph.
It is obvious from the definition, that two Weyl groupoids Wχ,E and Wχ ′,E′ are isomorphic
(as groupoids), if there is an isomorphism τ :Zd → Zd such that
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χ ′
(
τ(e1), τ (e2)
)
χ ′
(
τ(e2), τ (e1)
)= χ(e1, e2)χ(e2, e1)
for all e, e1, e2 ∈ E. In this case one says that Wχ,E and Wχ ′,E′ are twist equivalent. Then also the
corresponding arithmetic root systems are termed twist equivalent. An immediate consequence of
this definition is that two arithmetic root systems (, χ,E) and (′, χ ′,E′) are twist equivalent
if and only if their generalized Dynkin diagrams coincide.
Further definitions, notations, and facts can be found in [11].
In order to classify arithmetic root systems one has to solve two problems. First, one has to
detect Weyl groupoids which are not full or not finite. This can be done effectively using sub-
systems of arithmetic root systems, see [11]. Second, one has to be able to check the finiteness
of full and finite Weyl groupoids. To do the latter in [11] the group Gχ,E was introduced. How-
ever, in general it is not easy to determine the structure of this group. As an alternative approach
Proposition 5 will be proved. This allows to conclude the finiteness of Wχ,E from the finiteness
of standard subgroupoids of W extχ,E and from the existence of one element with a special property.
In the rest of this section, if not stated otherwise, let Wχ,E be a full Weyl groupoid. For
(id,F ) ∈ Wχ,E let +F denote the set +F =∩ N0F .
Proposition 1. (See [13, Prop. 1].) Let F be a basis of Zd such that (id,F ) ∈ Wχ,E . Then the
equation =+F ∪ −+F holds.
Proof. Let F ′ be a basis of the Z-module Zd , such that (id,F ′) ∈ Wχ,E . Let Vχ,F ′ be a
d-dimensional vector space over k with basis {x1, . . . , xd}. Define a Zd -graded Zd -module
structure on Vχ,F ′ by letting fi · xj = χ(fi , fj )xj , degxi = fi for all i, j ∈ {1,2, . . . , d}. Let
+(B(Vχ,F ′)) ⊂ N0F ′ be the set of positive (with respect to the basis F ′ of Zd ) roots of the
Nichols algebra B(Vχ,F ′) as defined in [12, Sect. 3], and let (B(Vχ,F ′)) = +(B(Vχ,F ′)) ∪
−+(B(Vχ,F ′)). It is well known that(B(Vχ,F ′)) depends only on χ and F ′, but not on Vχ,F ′ .
Then F ′ ⊂(B(Vχ,F ′)) by construction, and (B(Vχ,sf′,F ′ (F ′))) =(B(Vχ,F ′)) for all f′ ∈ F ′
by [12, Prop. 1, Rem. 2.1]. By the inductive definition of Wχ,E ,(B(Vχ,F ′′)) =(B(Vχ,F )) for
all bases F ′′ of Zd such that (id,F ′′) ∈ Wχ,E . In particular, F ′′ ⊂(B(Vχ,F )) ⊂ N0F ∪ −N0F
for all bases F ′′ of Zd such that (id,F ′′) ∈ Wχ,E . Thus  ⊂ N0F ∪ −N0F . The claim of the
lemma follows from Eq. (3). 
Proposition 2. Let F be a basis of Zd such that (id,F ) ∈ Wχ,E and let f0 ∈ F . Then +sf0,F (F ) =
+F ∪ {−f0} \ {f0}. In particular, +F ∩ −+E is finite.
Proof. By definition of sf0,F one has sf0,F (f) − f ∈ Zf0 for all f ∈ F . Hence if f =
∑
f∈F aff
for some f ∈ Zd , af ∈ Z, then f −∑f∈F afsf0,F (f) ∈ Zf0. By Proposition 1 one has +sf0,F (F ) ⊂
N0F ∪−N0F . Thus if f ∈+sf0,F (F ) and f /∈ Zf0, then f ∈ N0F ∩=
+
F . On the other hand, if
f ∈+
sf0,F (F )
and f = mf0, m ∈ Z, then m2 = 1, since f and f0 belong to bases of Zd . Therefore
equation sf0,F (f0) = −f0 gives that +sf0,F (F ) ⊂
+
F ∪ {−f0} \ {f0}. Multiplication with −1 yields
−+sf0,F (F ) ⊂ −
+
F ∪ {f0} \ {−f0}, and hence Proposition 1 gives equality in the above relation.
The second part of the claim of the proposition follows from the fact that any element of Wχ,E
can be written as a finite product of elements of the form (sf,F ,F ). 
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equivalence class of f in Zd/ZF ′. For a subset E′ of E set
W extχ,E′⊂E =
{
(T ,F ) ∈ W extχ,E
∣∣ there exists (T ′,E) ∈ W extχ,E such that
T ′(E) = F and [e]E′ =
[
T ′(e)
]
E′ =
[
T T ′(e)
]
E′ for all e ∈ E
} (4)
and Wχ,E′⊂E = W extχ,E′⊂E ∩Wχ,E . Obviously, W extχ,E′⊂E is a subgroupoid of W extχ,E and Wχ,E′⊂E
is a subgroupoid of Wχ,E .
Lemma 3. Assume that (T ,F ) ∈ W extχ,E and F ′ ⊂ F . If T (F ) ∩ ZF ′ = F ′ and [T (f)]F ′ = [f]F ′
for all f ∈ F \ F ′, then T (F ) = F . Moreover, if additionally T (f) = f for all f ∈ F ′ then T = id.
Proof. By assumption, T (F \ F ′) ∩ ZF ′ = ∅ and T (F ) ∩ ZF ′ = F ′, and hence T (F ′) = F ′.
In particular, since T ∈ AutZ(Zd), T induces an automorphism of Zd/ZF ′. Since (id,F ),
(id, T (F )) ∈ W extχ,E , one has T (F ) ⊂ N0F ∪ −N0F and F ⊂ N0T (F ) ∪ −N0T (F ). Thus equa-
tion [T (f)]F ′ = [f]F ′ implies that for all f ∈ F \ F ′ relations T (f) − f ∈ N0F ′ and f − T (f) ∈
N0T (F ′) = N0F ′ hold. Therefore T (f) = f for all f ∈ F \ F ′. 
Proposition 4. Suppose that W extχ,E is full. Let E′ 	= ∅ be a subset of E and d ′ the number of
elements of E′. Let χ ′ denote the bicharacter on Zd ′ = ZE′ ⊂ Zd such that χ ′(e, e′) = χ(e, e′)
for all e, e′ ∈ E′. Then the map Φext :W ext
χ,E′⊂E → W extχ ′,E′ defined by (T ,F ) → (T ZE′ ,F ∩ZE′)
is an isomorphism.
Proof. Suppose that (T ,F ) ∈ W ext
χ,E′⊂E . By definition of W
ext
χ,E′⊂E the set F ∩ ZE′ is a basis
of ZE′. In the same way one obtains that T (F ∩ ZE′) = T (F ) ∩ ZE′ is a basis of ZE′. Thus
T ZE′∈ AutZ(ZE′), and hence the map Φ˜ext :W extχ,E′⊂E → W˜d ′ , where
W˜d ′ =
{
(T ′,F ′)
∣∣ T ′ ∈ AutZ(ZE′), F ′ is a basis of ZE′},
given by (T ,F ) → (T ZE′ ,F ∩ ZE′), is a well-defined map of groupoids.
First it will be proved that the map Φ˜ext is injective. If (T1,F1), (T2,F2) ∈ W extχ,E′⊂E then there
exist (T ,F1) ∈ W extχ,E such that T (F1) = F2 and [f]E′ = [T (f)]E′ for all f ∈ F1. Assume now that
Φ˜ext((T1,F1)) = Φ˜ext((T2,F2)). Then F1 ∩ ZE′ = F2 ∩ ZE′ and hence Lemma 3 implies that
F1 = F2. Moreover, (T −12 T1,F1) with F ′ = F1 ∩ ZE′ satisfies the assumptions of the second
part of Lemma 3 and therefore one has T1 = T2.
It remains to show that the image of Φ˜ext is equal to W ext
χ ′,E′ . First of all W
ext
χ ′,E′ is con-
tained in Φ˜ext(W ext
χ,E′⊂E). Indeed, if (T
′,E) ∈ W extχ,E , [T ′(e)]E′ = [e]E′ for all e ∈ E, and e′ ∈ E′,
then (sT ′(e′),T ′(E), T ′(E)) ∈ W extχ,E′⊂E since W extχ,E is full. Therefore Φ˜ext((sT ′(e′),T ′(E), T ′(E))) =
(sT ′(e′),T ′(E′), T ′(E′)).
Take now (T ,F ) ∈ W ext
χ,E′⊂E and let (T
′,E) be in W extχ,E satisfying the conditions in Eq. (4).
Then equation (T ,F ) = (T T ′,E) ◦ (T ′,E)−1 holds, and (T T ′,E), (T ′,E) ∈ W ext
χ,E′⊂E . There-
fore it is sufficient to show that
Φ˜ext((T ,E)) ∈ W ext′ ′ whenever (T ,E) ∈ W ext ′ . (∗)χ ,E χ,E ⊂E
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all e ∈ E. Since E =+E ∪ −+E , T (E \ E′) ⊂+E . Thus T (E) ⊂ N0E. Since E ⊂+T (E) ∪
−+T (E) by Proposition 1, and −+T (E) ⊂ −N0T (E) ⊂ −N0E, it follows that E ⊂+T (E), and
hence E = T (E). In this case Φ˜ext((T ,E)) ∈ W ext
χ ′,E′ .
Assume now that T (E′)∩−+E 	= ∅. Let f ∈ T (E′)∩−+E and T ′ = sf,T (E)T . Then+T ′(E) =
+T (E) ∪ {−f} \ {f} by Proposition 2. Since −f ∈ N0E, we get |+T ′(E) ∩ −+E | = |+T (E) ∩
−+E | − 1. Moreover, T ′|ZE′ = sf,T (E′)T |ZE′ , and hence
Φ˜ext((T ,E)) = (T |ZE′ ,E′) ∈ W extχ ′,E′ ⇔ Φ˜ext((T ′,E)) = (sf,T (E′)T |ZE′ ,E′) ∈ W extχ ′,E′ .
By Proposition 2 the set +T (E) ∩ −+E is finite, and hence (∗) holds for (T ,E) by induction on
|+T (E) ∩ −+E |. 
Proposition 5. Assume that W extχ,E is full and that there exist (T ,E) ∈ W extχ,E , e ∈ E and f ∈+
such that T (E) = E \ {e} ∪ {−f}. Set E′ := E \ {e}. Let χ ′ denote the bicharacter on Zd−1 =
ZE′ ⊂ Zd such that χ ′(e′, e′′) = χ(e′, e′′) for all e′, e′′ ∈ E′, and assume that W ext
χ ′,E′ is finite.
Then W extχ,E is finite.
Proof. It suffices to show that the set  is finite. By assumption one has (id, T (E)) ∈ Wχ,E
and hence Proposition 2 gives that +T (E) ∩ −+E is finite. Moreover, Proposition 1 implies that
=+T (E) ∪ −+T (E) =+E ∪ −+E and hence it remains to show that the set
+T (E) ∩+E =∩ (−N0f + N0E′) ∩ (N0e + N0E′) =∩ N0E′
is finite. By assumption W ext
χ ′,E′ is finite. Hence [13, Prop. 2] implies that there exists (id,E′′) ∈
W ext
χ ′,E′ such that E
′′ ⊂ −N0E′. Then E′′ = −E′ by Proposition 1 (for F replaced by E′′ and E
replaced by E′). Thus by Proposition 4 there exists (T ′,E) ∈ W extχ,E such that T ′(E′) = E′′ and
T ′(e) ∈ (e + ZE′) ∩+E . Since (T ′,E) ∈ W extχ,E , the definition of W extχ,E gives that (id, T ′(E)) ∈
W extχ,E . Thus
+
T ′(E) ∩−+E is finite by Proposition 2. Hence the set∩N0E′ = −(∩−N0E′)
is finite because of the relations
∩ −N0E′ =∩ N0E′′ ∩ −N0E′ ⊂∩+T ′(E) ∩ −+E. 
Finally, a very important statement on arithmetic root subsystems is recalled, which is one
of the key tools to recognize infinite Weyl groupoids. In the technical parts of this paper this
proposition is used very often, and usually no explicit reference to it will be made.
Proposition 6. (See [11, Prop. 4, Lemma 5].) Let r ∈ N with r < d . Assume that F =
{f1, . . . , fr} ⊂ +E is a set of linearly independent elements of Zd such that for all j  r and
all m1, . . . ,mj−1 ∈ N0 one has
fj −
j−1∑
i=1
mifi /∈ {mf | m ∈ Z, f ∈, mf 	= fj }. (5)
Then (χ; f1, . . . , fr ) = (∩ ZF,χ ZF×ZF ,F ) is an arithmetic root system.
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to emphasize the finiteness of the set⋃{
F ′
∣∣ (id,F ′) ∈ Wχ ′,F }=∩ ZF,
where χ ′ = χ ZF×ZF .
Note that relation (5) holds in particular if
fj −
j−1∑
i=1
mifi /∈
(
N0E \ {fj }
)∪ −N0E. (6)
3. Connected arithmetic root systems of ranks two and three
Recall the notation in Section 2. In [13] and [11] arithmetic root systems of rank 2 and rank 3
were classified. The results are collected in Tables 1 and 2. For the considerations in rank 4 and
higher the following facts will be needed.
Lemma 8. Let (, χ,E) be a connected rank 2 arithmetic root system. If q11q12q21q22 = −1
then one of the following two systems of equations holds:
q11 + 1 = q12q21q22 − 1 = 0, q22 + 1 = q11q12q21 − 1 = 0.
Proof. Since (, χ,E) is connected, one has q12q21 	= 1. Thus the claim follows from [11,
Prop. 9(i)]. 
According to Table 2 one obtains the following lemma.
Lemma 9. Let (, χ,E) be a connected rank 3 arithmetic root system. Then the following as-
sertions hold.
(i) If q13q31 = 1 and q11, q22, q33 	= −1 then either (χ,E) is of Cartan type or relations
qii ∈ R3, q22, qjj ∈ R6 ∪ R9, qjj qj2q2j = q22q2iqi2 = 1,
(qj2q2j q22 − 1)
(
qj2q2j q
2
22 − 1
)= 0
hold for an i ∈ {1,3} and j = 4 − i.
(ii) If qij qji 	= 1 for all i 	= j then ∏i<j qij qji = 1 and ∏3i=1(qii + 1) = 0. Moreover, if
also relations q11 = −1 and q22, q33 	= −1 hold then relations q212q221 = q213q231 ∈ R3 and
q12q21q22 = q13q31q33 = 1 hold.
(iii) If q13q31 = 1 and q22 = −1, q11q12q21 = 1, q11, q33 	= −1, then one of the following is
true.
• q23q32q33 = 1,
• q23q32q233 = 1, (q11q233 − 1)(q11q333 + 1) = 0,• q33 = −q11 ∈ R3, q23q32 ∈ {−1,−q33}.
(iv) If q13q31 = 1, q33 = −1, q11, q22 	= −1, and q11q12q21 = q12q21q22 = 1 then either equa-
tion q22q23q32 = 1 or relations q2 q23q32 = 1, q11 ∈ R3 ∪ R4 ∪ R6 hold.22
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Generalized Dynkin diagrams of connected arithmetic root systems of ranks 1 and 2
Row Generalized Dynkin diagrams Fixed parameters

q
q ∈ k∗
1  
q q−1 q q ∈ k∗ \ {1}
2  
q q−1 −1  
−1 q −1 q ∈ k∗ \ {−1,1}
3  
q q−2 q2 q ∈ k∗ \ {−1,1}
4  
q q−2 −1  
−q−1 q2 −1 q ∈ k∗ \ {−1,1},
q /∈ R4
5  
ζ q−1 q  
ζ ζ−1q ζq−1 ζ ∈ R3,
q ∈ k∗ \ {1, ζ, ζ 2}
6  
ζ −ζ −1  
ζ−1 −ζ−1 −1 ζ ∈ R3
7  
−ζ−2 −ζ3 −ζ2  
−ζ−2 ζ−1 −1  
−ζ2 −ζ −1 ζ ∈ R12
 
−ζ3 ζ −1  
−ζ3 −ζ−1 −1
8  
−ζ2 ζ −ζ2  
−ζ2 ζ3 −1  
−ζ−1 −ζ3 −1 ζ ∈ R12
9  
−ζ ζ−2 ζ3  
ζ3 ζ−1 −1  
−ζ2 ζ −1 ζ ∈ R9
10  
q q−3 q3 q ∈ k∗ \ {−1,1},
q /∈ R3
11  
ζ2 ζ ζ
−1
 
ζ2 −ζ−1 −1  
ζ −ζ −1 ζ ∈ R8
12  
ζ6 −ζ−1 −ζ−4  
ζ6 ζ ζ
−1
 
−ζ−4 ζ5 −1  
ζ ζ−5 −1 ζ ∈ R24
13  
ζ ζ2 −1  
−ζ−2 ζ−2 −1 ζ ∈ R5
14  
ζ ζ−3 −1  
−ζ −ζ−3 −1  
−ζ−2 ζ3 −1  
−ζ−2 −ζ3 −1 ζ ∈ R20
15  
−ζ −ζ−3 ζ5  
ζ3 −ζ4 −ζ−4  
ζ5 −ζ−2 −1  
ζ3 −ζ2 −1 ζ ∈ R15
16  
−ζ −ζ−3 −1  
−ζ−2 −ζ3 −1 ζ ∈ R7
(v) If q13q31 = 1, q33 = −1, and q12q21q22 = q22q23q32 = 1 then either equation (q11 −
q22)(q
2
11 − q22) = 0 or equation q11 = −1 or relations q11 ∈ R3, q11q22 = −1 hold.
(vi) If one has q13q31 = 1, q11 = q22 = −1 and q33 	= −1, then one of the following is true.
• q12q21 = −1, q33 ∈ R3, q223q232q33 = 1,
• q23q32q33 = 1 and one of the numbers −q12q21, −q12q21q23q32, q212q221q23q32 and
q312q
3
21q23q32 is equal to 1,
• q12q21q23q32 = 1, (q23q32q33 − 1)(q23q32q2 − 1)(q23q32 + q33) = 0.33
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Generalized Dynkin diagrams of connected arithmetic root systems of rank 3
Row Gener. Dynkin diagrams Fixed parameters
1   
q q−1 q q−1 q q ∈ k∗ \ {1}
2   
q2 q−2 q2 q−2 q q ∈ k∗ \ {−1,1}
3   
q q−1 q q−2 q2 q ∈ k∗ \ {−1,1}
4   
−1 q−1 q q−1 q   
−1 q −1 q−1 q q ∈ k∗ \ {−1,1}
5   
−1 q−2 q2 q−2 q   
−1 q2 −1 q−2 q q ∈ k∗ \ {−1,1}
  
q2 q−2 −1 q2 −q−1 q /∈ R4
6   
−1 q−1 q q−2 q2 q ∈ k∗ \ {−1,1}
  
−1 q −1 q−2 q2  




q
−1
−1
q−1 q2
q−1
7   
−1 q−1 q q−3 q3 q ∈ k∗ \ {−1,1}
  
−1 q −1 q−3 q3  




q
−1
−1
q−1 q3
q−2
q /∈ R3
  
q3 q−3 −1 q2 −q−1
8   
q q−1 −1 q q−1   
−1 q −1 q−1 −1 q ∈ k∗ \ {−1,1}
  
−1 q−1 q q−1 −1   
−1 q q−1 q −1
9   
q q−1 −1 r−1 r q, r, s ∈ k∗ \ {1}
  
q q−1 −1 s−1 s  




−1
−1
−1
q r
s
qrs = 1, q 	= r ,
  
r r−1 −1 s−1 s q 	= s, r 	= s
10   
q q−1 −1 q−1 q q ∈ k∗ \ {−1,1}
  
q q−1 −1 q2 q−2  




−1
−1
−1
q q
q−2
q /∈ R3
11   
ζ ζ−1 −1 ζ−1 ζ ζ ∈ R3
 




−1
−1
−1
ζ ζ
ζ
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Row Gener. Dynkin diagrams Fixed parameters
12   
−ζ−1 −ζ −ζ−1 −ζ ζ ζ ∈ R3
13   
ζ ζ−1 ζ ζ−2 −1   
ζ ζ−1 −ζ−1 ζ2 −1 ζ ∈ R3 ∪ R6
14   
−1 −ζ −ζ−1 −ζ ζ   
−1 −ζ−1 −1 −ζ ζ ζ ∈ R3
  
−ζ−1 −ζ −1 −ζ−1 ζ−1
15   
−1 ζ−1 ζ ζ −1 ζ ∈ R3
  
−1 ζ −1 ζ −1  




ζ
−1
ζ
ζ−1 ζ−1
ζ−1
  
−1 ζ−1 −ζ−1 ζ−1 −1
16   
−1 ζ−1 ζ −ζ−1 −ζ ζ ∈ R3
  
−1 ζ −1 −ζ−1 −ζ  




ζ
−1
−1
ζ−1 −ζ
−1
  
ζ −1 −1 −ζ−1 −ζ   
ζ −ζ−1 −ζ −ζ−1 −ζ
17   
−1 −1 −1 ζ −1 ζ ∈ R3
  
−1 −1 ζ ζ−1 −1  




−ζ
ζ
−1
−ζ−1 ζ−1
−ζ−1
  
−1 ζ −1 −ζ −1   
−1 ζ −ζ −ζ−1 −1
  
−1 ζ−1 ζ−1 −ζ−1 −1
  
−1 ζ−1 ζ −ζ −1  




−1
−1
ζ
−1 ζ−1
−ζ
  
−1 −1 −1 −ζ−1 ζ−1
18   
ζ ζ−1 ζ ζ−1 ζ−3   
ζ ζ−1 ζ−4 ζ4 ζ−3 ζ ∈ R9
(vii) If q13q31 = 1 and −q22, q12q21q22, q22q23q32 	= 1, then q12q21q22q23q32 = −1 and one
has
q22 ∈ R3 ∪ R6, qii = −1, q222q2iqi2 = 1, q2j qj2 = −q22, qjj ∈
{−1,−q−122 }
for some i ∈ {1,3} and j = 4 − i.
(viii) If q13q31 = 1, q11 = q33 = −1, q12q21q22 = 1, and q22 	= −1, then either q22q23q32 = 1 or
q23q32 = −1, q22 ∈ R3 ∪ R4 ∪ R6, or q2 q2 = q2 ∈ R3.23 32 22
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
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
−1 q−1 −qq22
q
q2q22q44
q33
q
−qq44
q−1
Fig. 1. A diagram with two triangles.
(ix) If qij qji 	= 1 for all i 	= j then for all i there exists j 	= i such that (qii + 1)(qiiqij qji −
1) = 0.
4. Connected arithmetic root systems of rank four
In the remaining part of this section let (, χ,E) be a connected rank 4 arithmetic root system.
Lemma 10. One has
∏
i 	=j (qij qji − 1) = 0.
Proof. Assume that qij qji 	= 1 for all i, j ∈ {1,2,3,4} with i 	= j . Since (χ; e1, e2, e3 + e4) is
finite by Proposition 6, one obtains the equation
4∏
i=2
q1iqi1
4∏
i=3
q2iqi2 = 1
from Lemma 9(ii). Again by Lemma 9(ii) and the finiteness of (χ; e1, e2, e3) and (χ; e1,
e2, e4) this yields 1 = q14q41q24q42 = (q12q21)−1 which is a contradiction. 
Lemma 11. For given a, b ∈ {1,2,3,4} with a 	= b one has the equation ∏i 	=a(qaiqia −
1)
∏
i 	=b(qbiqib − 1) = 0.
Proof. Without loss of generality assume that a = 1 and b = 2 and that the claim of the lemma
is false. By the previous lemma one has q34q43 = 1. Consider (χ; e1, e2 + e3, e4). Then
one gets (
∏4
i=2 q1iqi1)q24q42 = 1 which is a contradiction to q13q31 	= 1 and the finiteness of
(χ; e1, e2, e4). 
Lemma 12. The graph Dχ,E is not a labeled cycle graph.
Proof. Assume that (q12q21 − 1)(q23q32 − 1)(q34q43 − 1)(q14q41 − 1) 	= 0 and qij qji = 1 if
|i − j | = 2. Then the finiteness of (χ; e1 + e2, e3, e4) implies that q23q32q34q43q14q41 = 1.
By symmetry this gives that qij qji = q12q21q23q32q34q43q14q41 whenever j = i + 1 or (i, j) =
(1,4), and hence these qij qji are all equal to the same third root of 1, say q . From Lemma 9(ii)
one obtains that (q11q12q21q22 + 1)(q33 + 1)(q44 + 1) = 0. By Lemma 8 one gets that∏4
i=1(qii + 1) = 0. Without loss of generality assume that q11 = −1. Apply se1,E . The resulting
generalized Dynkin diagram is shown in Fig. 1. If it is a cycle, then we get a contradiction to
the above claim that the labels of all edges are equal. Otherwise Lemma 11 gives the desired
contradiction. 
Lemma 13. If Dχ,E is as in Fig. 2, then one of the two systems of equations q22 + 1 =
(qr − 1)(qs − 1) = 0, q22q − 1 = (q − r)(q − s) = 0 is valid.
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q11 q q22
r
s
q33
t
q44
Fig. 2. A rank 4 GDD.
 





q11 q q22
r
s
q33
q44
Fig. 3. A rank 4 GDD.
 
q q4 q
4
Fig. 4. (χ; e1 + 2e2 + e3 + e4, e3 + e4).
Proof. The finiteness of (χ; e1, e2 + e3, e2 + e4) and Lemma 9(ii) imply that
(q222 − 1)(q222q2 − 1) = 0. Similarly, considering (χ; e1 + e2, e2 + e3, e4) one obtains that
(q222qr − 1)(q222qs − 1) = 0. Thus one has two possibilities. In the first case one has q22 = −1
and (qr − 1)(qs − 1) = 0, and in the second the equations q222q2 = 1 and (q − r)(q − s) = 0
hold. Suppose that q22q = −1 and q222qr = 1. Then q22 	= −1, and hence Lemma 9(vii) applied
to (χ; e1, e2, e3) gives that q22qr = −1. This is a contradiction to r 	= 1. 
Lemma 14. If Dχ,E is as in Fig. 2 then (q33 + 1)(q44 + 1) = 0. In particular, (, χ,E) is Weyl
equivalent to an arithmetic root system (′, χ ′,E) such that Dχ ′,E is a labeled path graph.
Proof. Suppose that (q33 +1)(q44 +1) 	= 0. By the finiteness of the set(χ; e2, e3, e4) one gets
q22 = −1, q33r = 1, q44s = 1, r2 = s2, and r ∈ R3 ∪ R6. Further, the finiteness of (χ; e1 + e2,
e3, e4) gives that q11q = 1. By Lemma 13 one can assume that qr = 1. Note that e1 + e3 +
e4 /∈  and e1 + e2 + e3 + e4 ∈ . Thus, since χχop(e2, e1 + e2 + e3 + e4) = s 	= 1, one has
e1 + 2e2 + e3 + e4 ∈ . Note that e1 + 2e2 /∈  because of the relation q22 = −1. Then one
obtains a contradiction to the finiteness of (χ; e1 + 2e2 + e3 + e4, e3 + e4), see Fig. 4, and
relation q ∈ R3 ∪ R6.
To obtain the last assertion of the lemma assume that q33 = −1 and apply se3,E . 
Lemma 15. If Dχ,E is as in Fig. 3 then one has either q22 = −1, and at least two of qr, qs and
rs are equal to 1, or at least two of q22q , q22r and q22s are equal to 1.
Proof. Assume first that q22 = −1. Then one can apply se2,E and hence Lemma 11 gives the
claim.
Consider now the case q22 	= −1. Assume first that q11qq22 = −1. By Lemma 8 this implies
that q11 = −1 and q22q = 1. Then one can apply se1,E , and the previous case implies that (q−1r−
1)(q−1s − 1) = 0.
Finally, by twist equivalence one can assume that q11qq22, q22rq33 and q22sq44 are different
from −1. Then the finiteness of (χ; e1 + e2, e2 + e3, e2 + e4) and Lemma 9(ii) imply that
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q11 q q
−1
q
q
q33
q44
⇒  





q11 q q33q
q−133 q−1
q
q33
q44
Fig. 5. Reflection of a rank 4 GDD.
at least one of q222qr, q
2
22qs and q
2
22rs is equal to 1. Without loss of generality suppose that
q222qr = 1. Then relation q22 	= −1 gives that q22qr 	= −1, and hence Lemma 9(vii) applied to
(χ; e1, e2, e3) implies that q22q = q22r = 1. 
Proposition 16. If (, χ,E) is not of Cartan type then it is Weyl equivalent to an arithmetic root
system (′, χ ′,E) such that Dχ ′,E is a labeled path graph.
Proof. By Lemmata 10, 11, 12 and 14 it suffices to show the claim under the assumption that
Dχ,E is of the form given in Fig. 3.
If q22 = −1 then by Lemma 15 one can assume that qr = 1 and qs = 1. If q = −1 then
by [11, Lemma 16] one can suppose additionally that q33 = q44 = −1. Then the finiteness of
(χ; e1, e2, e3) implies that (χ,E) is of Cartan type which is a contradiction. On the other
hand, if q 	= −1 then one can apply se2,E and Lemma 14 gives the claim.
Assume now that q22 	= −1. Further, by Lemma 15 one can suppose additionally that q22r =
q22s = 1. Then Lemma 9(ii) and the finiteness of (χ; e3, e1 + e2, e2 + e4) give that equation
(q22q − 1)(q22 − q) = 0 (7)
holds. Moreover, since (χ,E) is not of Cartan type, [11, Corollary 13] implies that one of
(χ; e1, e2), (χ; e2, e3) and (χ; e2, e4) has a generalized Dynkin diagram appearing in
Rows 3, 5, 6, or 7 of Table 2. One has the following possibilities.
(i) q33 = −1. Apply se3,E . The claim follows from the second paragraph of the proof of this
lemma.
(ii) q11 = −1, q = q−222 . Apply se1,E and use Lemma 15 to obtain that −q−122 r = 1, that is
q22 ∈ R4. This is a contradiction to Eq. (7).
(iii) q22 ∈ R3, q = −q22, q11 = −1. This is again a contradiction to (7).
(iv) q22 ∈ R3, q11q = 1, q3 	= 1. Recall again (7).
(v) q33 ∈ R3, q322 	= 1. Since q33 	= −1 and q33r 	= 1, Lemma 9(ix) and the finiteness of
(χ; e3, e1 + e2, e2 + e4) imply that q22q = 1, that is one has q = r = s = q−122 . Thus
Lemma 9(vii) applied to (χ; e3, e1 + e2, e2 + e4) gives that equation q33q2 = −1 is ful-
filled. Apply now the transformation in Fig. 5. If q33q = −1 then the claim follows from
the second paragraph of the proof of this lemma. Otherwise Lemma 15 gives that q33q2 = 1
which is a contradiction to equation q33q2 = −1. 
Theorem 17. Let k be a field of characteristic 0. Then twist equivalence classes of connected
arithmetic root systems of rank 4 are in one-to-one correspondence to generalized Dynkin dia-
grams appearing in Table 3. Moreover, two such arithmetic root systems are Weyl equivalent if
and only if their generalized Dynkin diagrams appear in the same row of Table 3 and can be
presented with the same set of fixed parameters.
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diagrams of the representants of a unique Weyl equivalence class (χ,E), where χ is a bicharacter
on Z4 and E is a fixed basis of Z4. In order to prove that these diagrams correspond to arithmetic
root systems one has to show that W extχ,E is finite. If (χ,E) is of Cartan type then this follows
from [12, Thm. 1]. In all other cases Proposition 5 will be applied. One checks first that W extχ,E
Table 3
Generalized Dynkin diagrams of connected arithmetic root systems
of rank 4
Row Gener. Dynkin diagrams Fixed parameters
1    
q q−1 q q−1 q q−1 q q ∈ k∗ \ {1}
2    
q2 q−2 q2 q−2 q2 q−2 q q ∈ k∗ \ {−1,1}
3    
q q−1 q q−1 q q−2 q2 q ∈ k∗ \ {−1,1}
4    
q2 q−2 q2 q−2 q q−1 q q ∈ k∗ \ {−1,1}
5  





q q−1 q
q−1
q−1
q
q
q ∈ k∗ \ {1}
6    
−1 q−1 q q−1 q q−1 q q ∈ k∗ \ {−1,1}
   
−1 q −1 q−1 q q−1 q
   
q q−1 −1 q −1 q−1 q
7    
−1 q−2 q2 q−2 q2 q−2 q q ∈ k∗, q4 	= 1
   
−1 q2 −1 q−2 q2 q−2 q
   
q2 q−2 −1 q2 −1 q−2 q
   
q2 q−2 q2 q−2 −1 q2 −q−1
8    
−1 q−1 q q−1 q q−2 q2 q ∈ k∗ \ {−1,1}
   
−1 q −1 q−1 q q−2 q2
   
q q−1 −1 q −1 q−2 q2
 





q q−1 q
q−1
q−1
−1
q2
−1
(continued on next page)
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Row Gener. Dynkin diagrams Fixed parameters
9    
q2 q−2 q2 q−2 q q−1 −1 q ∈ k∗, q2, q3 	= 1
   
q2 q−2 q2 q−2 −1 q −1
 





q2 q−2 −1
q2
q−1
−1
q−1
q
 





q2 q−2 −1
q2
q
−1
q−3
−1
   
q2 q−2 q2 q−2 −1 q3 q−3
   
q2 q−2 q q−1 −1 q3 q−3
10    
q−1 q −1 q−1 q q−1 q q ∈ k∗ \ {−1,1}
   
−1 q−1 −1 q −1 q−1 q
   
−1 q q−1 q −1 q−1 q
   
−1 q−1 q q−1 −1 q −1
   
−1 q−1 q q−1 q q−1 −1
   
−1 q −1 q−1 −1 q −1
11    
q−2 q2 −1 q−2 q2 q−2 q q ∈ k∗, q4 	= 1
   
−1 q−2 −1 q2 −1 q−2 q
   
−1 q2 q−2 q2 −1 q−2 q
   
−1 q−2 q2 q−2 −1 q2 −q−1
   
−1 q2 −1 q−2 −1 q2 −q−1
   
q2 q−2 −1 q2 q−2 q2 −q−1
is full and using [11, Thm. 12] one recognizes that W ext
χ,E′⊂E is finite for all subsets E
′ ⊂ E
of 3 elements. It remains to find an element (T ,E) with respect to one fixed representant of
the Weyl equivalence class which has the property T (E) ⊂ E \ {e} ∪ {−f} for some e ∈ E and
f ∈+E . These elements (T ,E) are listed in Section 7.
It remains to prove that all arithmetic root systems have a generalized Dynkin diagram appear-
ing in Table 3. By [12, Thm. 1] and Proposition 16 it suffices to consider pairs (χ,E) such that
Dχ,E is a labeled path graph as given in Fig. 6. In what follows, several cases will be considered
according to the set I = {i ∈ {1,2,3,4} | qii = −1}.
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Row Gener. Dynkin diagrams Fixed parameters
12    
q−1 q −1 q−1 q q−2 q2 q ∈ k∗ \ {−1,1}
   
−1 q−1 −1 q −1 q−2 q2
   
−1 q q−1 q −1 q−2 q2
 





−1 q−1 q
q−1
q−1
−1
q2
−1
 





−1 q −1
q−1
q−1
−1
q2
−1
 





q q−1 −1
q
q
q−1
q−1
13    
q q−1 q q−1 −1 q2 q−2 q ∈ k∗ \ {−1,1}
 





q q−1 −1
q
q
−1
q−2
−1
 





−1 q −1
q−1
q−1
q
q
 





−1 q−1 q
q−1
q−1
q
q
14    
q q−1 q q−1 −1 −q −q−1 q ∈ k∗ \ {−1,1}
 





q q−1 −1
q
−1
−1
−q−1
−1
 





−q−1 −q −1
−q−1
−1
−1
q
−1
   
q q−1 −1 −1 −1 −q −q−1
   
−q−1 −q −q−1 −q −1 q−1 q
(continued on next page)
Step 1. q2ii 	= 1 for all i ∈ {1,2,3,4}. By Lemma 9(i) for (χ; e1, e2, e3) and (χ; e2, e3, e4)
one obtains that there exist m1,m2,m3,m4 ∈ {1,2} such that qm122 r = qm222 s = qm333 s = qm433 t = 1.
More precisely, either (χ,E) is of Cartan type, in which case Dχ,E appears in Rows 1–5 of
Table 3, or one has without loss of generality q11 ∈ R3, q22r = 1, q33s = 1, (q22s − 1)(q222s −
1) = 0, and q3 , q3 	= 1. If q2 s = 1 then Lemma 9(i) for (χ; e2, e3, e4) gives that q33t =22 33 22
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Row Gener. Dynkin diagrams Fixed parameters
15    
−ζ−1 −ζ −ζ−1 −ζ −ζ−1 −ζ ζ ζ ∈ R3
16    
−1 −ζ −ζ−1 −ζ −ζ−1 −ζ ζ ζ ∈ R3
   
−1 −ζ−1 −1 −ζ −ζ−1 −ζ ζ
   
−ζ−1 −ζ −1 −ζ−1 −1 −ζ ζ
   
−ζ−1 −ζ −ζ−1 −ζ −1 −ζ−1 ζ−1
17    
−ζ −ζ−1 −ζ −ζ−1 −ζ −ζ−1 ζ ζ ∈ R3
   
−ζ −ζ−1 −ζ −ζ−1 −1 −1 ζ
 





−ζ −ζ−1 −1
−ζ
ζ−1
−1
−1
ζ
 





−ζ −ζ−1 −1
−ζ
ζ
−1
−ζ
−1
   
−ζ −ζ−1 ζ ζ−1 −1 −ζ−1 −ζ
   
−ζ −ζ−1 −ζ −ζ−1 −1 −ζ−1 −ζ
18    
ζ−1 ζ ζ−1 ζ ζ ζ−1 −1 ζ ∈ R3
   
ζ−1 ζ ζ−1 ζ −1 ζ −1
 





ζ−1 ζ −1
ζ−1
ζ−1
−1
ζ−1
ζ
 





ζ−1 ζ −1
ζ−1
ζ
−1
−1
 





ζ−1 ζ ζ
ζ−1
ζ−1
−1
−1
 





ζ−1 ζ ζ−1
ζ
ζ
−1
−1
q44t = 1. In this case the finiteness of (χ;2e1 + e2,2e2 + e3, e3 + e4), see Fig. 7, relation
q233 = r−6 	= 1 and Lemma 9(ii) give a contradiction.
On the other hand, if q22s = 1 then Lemma 9(i) for (χ; e1 + e2, e3, e4), see Fig. 8, implies
that q44t = 1, and either r = t , r3 	= 1, or r2 = t , r6 	= 1. Consider first the case r2 = t . Applying
Lemma 9(i) to (χ; e2 + e3,2e1 + e2,2e3 + e4), see Fig. 9, one obtains that q11r = −1 or
q11r2 = 1 or q11r3 − 1 = q211r3 − 1 = 0 which is a contradiction to q11 ∈ R3 and r6 	= 1. In the
last case one has r = t . Apply now Lemma 9(i) to (χ; e2 + e3,2e1 + e2, e3 + e4), see Fig. 10,
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Row Gener. Dynkin diagrams Fixed parameters
19    
−ζ −ζ−1 −1 −ζ −ζ−1 −ζ ζ ζ ∈ R3
   
−1 −ζ −1 −ζ−1 −1 −ζ ζ
   
−1 −ζ−1 −ζ −ζ−1 −1 −ζ ζ
   
−1 −ζ −ζ−1 −ζ −1 −ζ−1 ζ−1
   
−1 −ζ−1 −1 −ζ −1 −ζ−1 ζ−1
   
−ζ−1 −ζ −1 −ζ−1 −ζ −ζ−1 ζ−1
20    
ζ−1 ζ −1 ζ−1 ζ ζ −1 ζ ∈ R3
   
ζ−1 ζ −1 ζ−1 −ζ−1 ζ−1 −1
   
−1 ζ−1 −1 ζ −1 ζ −1
   
−1 ζ ζ−1 ζ −1 ζ −1
   
−1 ζ−1 −1 ζ ζ ζ−1 −1
   
−1 ζ ζ−1 ζ ζ ζ−1 −1
 





−1 ζ−1 ζ
ζ−1
ζ−1
−1
ζ−1
ζ
 





−1 ζ −1
ζ−1
ζ−1
−1
ζ−1
ζ
 





ζ ζ−1 −1
ζ
ζ
ζ−1
−1
 





ζ ζ−1 ζ
ζ
ζ−1
ζ−1
−1
(continued on next page)
and conclude that (q11r + 1)(q11r2 − 1) = 0. If q11r = −1 then Dχ,E appears in Row 17 of
Table 3. Otherwise relation r3 	= 1 implies that r = −q11, and hence Dχ,E appears in Row 15 of
Table 3.
Step 2. q11 = −1, qii 	= −1 for all i ∈ {2,3,4}. By Lemma 9(ii) for (χ; e1 + e2, e2 + e3,
e3 + e4), see Fig. 11, and Lemma 8 one obtains that either equation (rq222s −1)(sq233t −1) = 0 is
fulfilled, or relations q22sq33, q33tq44 	= −1, q22r = 1 and (rq222s − s)(rq222s + s) = 0 hold. The
last case is a contradiction to q222 	= 1.
Step 2.1. Assume first that rq222s = 1. Since q22 	= −1, Lemma 9(vii) for (χ; e1, e2, e3)
gives that q22r = q22s = 1. Further, Lemma 9(i) for the set (χ; e2, e3, e4) implies that (q33s −
1)(q2 s − 1) = 0.33
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Row Gener. Dynkin diagrams Fixed parameters
21    
−1 ζ−1 ζ ζ−1 ζ ζ −1 ζ ∈ R3
   
−1 ζ−1 ζ ζ−1 −ζ−1 ζ−1 −1
   
−1 ζ −1 ζ−1 ζ ζ −1
   
−1 ζ −1 ζ−1 −ζ−1 ζ−1 −1
   
ζ ζ−1 −1 ζ ζ ζ−1 −1
   
ζ ζ−1 −1 ζ −1 ζ −1
 





ζ ζ−1 ζ
ζ−1
ζ−1
−1
ζ−1
ζ
22    
−ζ ζ −1 −ζ ζ ζ −ζ ζ ∈ R4
   
−1 −ζ −1 ζ −1 ζ −ζ
   
−1 ζ −ζ ζ −1 ζ −ζ
 





−1 −ζ ζ
−ζ
−1
−1
−ζ
−1
 





−1 ζ −1
−ζ
−1
−1
−ζ
−1
   
−1 −ζ ζ −1 −1 ζ −ζ
   
−1 ζ −1 −1 −1 ζ −ζ
 





−ζ ζ −1
−ζ
−1
ζ
−ζ
−1
   
q11 r q22 s q33 t q44
Fig. 6. Labeled path graph.
 




q11r
r−2
r−2
r2 r2
r2
Fig. 7. (χ;2e1 + e2,2e2 + e3, e3 + e4).
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q11 r r
−1
t q44
Fig. 8. (χ; e1 + e2, e3, e4).
  
r−1 r q11r r2 r−2
Fig. 9. (χ; e2 + e3,2e1 + e2,2e3 + e4).
  
r−1 r q11r r r−1
Fig. 10. (χ; e2 + e3,2e1 + e2, e3 + e4).
 




−q22r
q22sq33
q33tq44
rq222s sq
2
33t
s
Fig. 11. (χ; e1 + e2, e2 + e3, e3 + e4).
  
t−2 t2 −1 t2 q44
Fig. 12. (χ; e2 + 2e3, e1 + e2, e3 + e4).
  
t−1 t q44 t2 −1
Fig. 13. (χ; e2 + e3, e3 + e4, e1 + e2).
  
−1 t t−1 t q44
Fig. 14. (χ; e1, e2, e3 + e4).
If q22r = q22s = q233s = 1 then again by Lemma 9(i) for (χ; e2, e3, e4) one obtains that
q33t = 1, and either q44 ∈ R3, t6 	= 1, or q44t = 1. Note that also relation t4 = q−222 	= 1 holds.
Therefore Lemma 9(iii) for (χ; e2 + 2e3, e1 + e2, e3 + e4), see Fig. 12, implies that q44 =
t−1 ∈ R10 (since in this setting for Lemma 9(iii), only the equations q23q32q233 = 1, q11q333 = −1
are possible). This is a contradiction to the finiteness of (χ; e2 + e3, e3 + e4, e1 + e2), see
Fig. 13, and Lemma 9(iv).
On the other hand, if q22r = q22s = q33s = 1 then by Lemma 9(i) for (χ; e2, e3, e4) one
obtains that either equations q233t = 1, q44t = 1 hold, or equation q33t = 1 is valid. In the first
case Dχ,E appears in Row 8 of Table 3. In the second case the finiteness of(χ; e1, e2, e3 + e4),
see Fig. 14, and Lemma 9(v) imply that q44t = 1 or q244t = 1 or q44 = −t ∈ R3. Then Dχ,E
appears in Rows 6, 7 and 16 of Table 3, respectively.
Step 2.2. Now suppose that rq222s 	= 1 and sq233t = 1. Since relation q33 	= −1 holds,
Lemma 9(vii) for (χ; e2, e3, e4) gives q33s = q33t = 1. Further, Lemma 9(vii) for (χ; e1,
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−1 r q22 s q33 t q44 ⇒    
−1 r−1 −rq22 s q33 t q44
Fig. 15. Reflection of a rank 4 GDD.
 




−1
r−1s
s−1
rs s
s
Fig. 16. (χ; e1 + e2,2e2 + e3, e3 + e4).
  
s−1 s −s s q44
Fig. 17. (χ; e2 + e3, e1 + e2, e3 + e4).
  
q11 r −1 s−1t s−1
Fig. 18. (χ; e1, e2 + e3, e3 + e4).
e2, e3) yields (q22r − 1)(q22s − 1)(q22rs + 1) = 0. If (q22r − 1)(q22s − 1) 	= 0 then one can
change the representant of the Weyl equivalence class via the transformation in Fig. 15 and
therefore one can assume that (q22r − 1)(q22s − 1) = 0.
In the first case one has q22r = 1, and hence r 	= s. Lemma 9(i) for the set (χ; e2, e3, e4)
implies that q33 = q44 and either q22 ∈ R3 or q222s = 1. If q222s = 1 then Dχ,E appears in Row 9
or Row 18 of Table 3. Otherwise one has the relations r ∈ R3, s3 	= 1, and hence Lemma 9(ii)
for (χ; e1 + e2,2e2 + e3, e3 + e4), see Fig. 16, implies that rs3 = 1, and either r−1s = −1 or
r2s2 = s2. This is impossible since r ∈ R3.
In the second case equation q22s = 1 holds, and hence relation rq222s 	= 1 implies that r 	= s.
Therefore Lemma 9(iv) for(χ; e1, e2, e3) tells that r = s2 and s ∈ R3 ∪R4 ∪R6. If s ∈ R4 then
Lemma 9(i) for (χ; e2, e3, e4) implies that (χ,E) is of Cartan type and hence Dχ,E appears in
Row 3 of Table 3. On the other hand, if s ∈ R3 ∪ R6 then Lemma 9(i) for (χ; e2 + e3, e1 + e2,
e3 + e4), see Fig. 17, gives a contradiction.
Step 3. q22 = −1, qii 	= −1 for all i ∈ {1,3,4}.
Step 3.1. Assume first that q11r 	= 1. Then by [11, Lemma 16] for the sets (χ; e1, e2, e3)
and(χ; e1, e2 + e3, e4) one has q33s = q44t = 1. Further, [11, Lemma 16] for(χ; e1, e2 + e3,
e3 + e4), see Fig. 18, implies that equation (s − t)(s2 − t) = 0 holds.
If s2 = t then relation s4 	= 1 and Lemma 9(iii) for (χ; e1, e2, e3) and (χ; e1, e2 + e3, e4)
imply that q211r = 1 and(
s−1q211 − 1
)(
s−1q311 + 1
)= (s−2q211 − 1)(s−2q311 + 1)= 0.
The latter equations contradict to the assumptions s4 	= 1 and q211 	= 1.
If s = t then consider first two special cases. If q11 ∈ R3, r3 	= 1, and q11r2 	= 1, then the
transformation in Fig. 20 shows that (, χ,E) is Weyl equivalent to an arithmetic root system
appearing in Step 1.
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−q−111 −q311 −q
−3
11 −q311 −q
−3
11
Fig. 19. (χ; e1 + e2, e3, e4).
   
q11 r −1 s s−1 s s−1 ⇒    
q11 q211r
−1 − q11r2 s s−1 s s−1
Fig. 20. Reflection of a rank 4 GDD.
   
q11 s−1 −1 s s−1 s s−1 ⇒    
−q11s−1 s −1 s−1 −1 s s−1 ⇒
   
−q11s−1 s s−1 s −1 s−1 −1 ⇒    
−q11s−1 s s−1 s s−1 s −1
Fig. 21. Reflections of rank 4 GDD’s.
   
r−1 r −1 r−1 q33 t q44⇒    
−1 r−1 −1 r −q33r−1 t q44⇒    
−1 r r−1 r −q33r−1 t q44
Fig. 22. Reflections of rank 4 GDD’s.
  
r−1 r −1 r−2 r
Fig. 23. (χ; e1, e2,2e3 + e4).
On the other hand, if rs = 1 then the transformations in Fig. 21 and relation q11s−1 = q11r 	= 1
show that (, χ,E) is Weyl equivalent to an arithmetic root system appearing in Step 2.
Finally, apply Lemma 9(iii) to (χ; e3, e2, e1) and conclude that either q211r = 1, (s−1q211 −
1)(s−1q311 + 1) = 0 or q11 = −s−1 ∈ R3, r ∈ {−1,−q11}. If q211r = q211s−1 = 1 then one gets
rs = 1, and if q211r = −q311s−1 = 1 then (χ; e1 + e2, e3, e4), see Fig. 19, is of infinite Cartan
type. It remains to check the case q11 = −s−1 ∈ R3, r3 	= 1. As noted above one can assume
also that q11r2 = 1 and rs 	= 1. However, relations q11 = −s−1 ∈ R3 and q11r2 = 1 imply that
(rs − 1)(rs + 1) = 0 which is a contradiction to relations −s ∈ R3, r3 	= 1 and rs 	= 1.
Step 3.2. Suppose now that q11r = 1. Then r2 = q−211 	= 1.
Step 3.2.1. Consider the case when rs = 1. Then the transformations in Fig. 22 show that
if q33 	= r then (, χ,E) is Weyl equivalent to an arithmetic root system appearing in Step 2.
Therefore one can assume that q33 = r . Now use that (χ; e2, e3, e4) is finite and q33, q44 	= −1
and apply [11, Thm. 12]. If r = t−1 = q44 then Dχ,E appears in Row 10 of Table 3. If q244t =
q33t = 1 then Dχ,E can be found in Row 11 of Table 3. If q44t = q233t = 1 then Dχ,E appears
in Row 12 of Table 3. If q44t = q333t = 1 then Lemma 9(iii) applied to (χ; e1, e2,2e3 + e4),
see Fig. 23, implies that r ∈ R4 and then one can find Dχ,E in Row 22 of Table 3. If q44 =
−t = −r−1 ∈ R3 then Row 19 of Table 3 contains Dχ,E . Finally, if r = −t−1 = −q44 ∈ R3 then
Lemma 9(iii) tells that (χ; e1, e2 + e3, e3 + e4), see Fig. 24, is not finite.
Step 3.2.2. Assume now that rs 	= 1. Note that Lemma 8 applied to the set (χ; e3, e4) im-
plies also relation q33tq44 	= −1. Then Lemma 9(ii) for (χ; e1 + e2, e2 + e3, e3 + e4), see
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r−1 r −1 −1 r
Fig. 24. (χ; e1, e2 + e3, e3 + e4).
 




−1
−q33s
q33tq44
rs q233st
s
Fig. 25. (χ; e1 + e2, e2 + e3, e3 + e4).
  
−1 rs −1 s q44
Fig. 26. (χ; e1 + e2, e2 + e3, e4).
   
r−1 r −1 s s−1 t q44 ⇒  





q44 t −1
s−1
rs
−1
r−1
−1
⇒    
r−1 r −1 r−1s−1 rs t q44
Fig. 27. Reflections of rank 4 GDD’s.
  
r−1 r −1 s q44
Fig. 28. (χ; e1, e2 + e3, e4).
Fig. 25, gives that one of equations q233st = 1, q33s = 1 holds. Therefore by Lemma 9(vii) for
(χ; e2, e3, e4) one obtains that q33s = 1. Further, Lemma 13 and the transformations in Fig. 27
give that (rst − 1)(s−1t − 1) = 0, and hence either rs = −1 or (by Weyl equivalence) one can
assume that q33t = 1. Note that relations rs = −1 and s 	= t imply that rst = 1 and hence t = −1
which is a contradiction to q33, q44 	= −1 and [11, Lemma 10(i)] for (χ; e3, e4). Therefore one
can suppose that s = t .
By relation rs 	= 1 and Lemma 9(vi) for (χ; e1 + e2, e2 + e3, e4), see Fig. 26, one obtains
that (rs + 1)(q44s − 1)(rs2 − 1) = 0. On the other hand, Lemma 9(iii) for (χ; e1, e2 + e3, e4),
see Fig. 28, together with relations s2 	= 1, rs 	= 1 implies that either q44s = 1 or q244s = 1,
q344 = −r . Since q244 	= 1, these two conditions give that q44s = 1.
If rs = −1 or rs2 = 1 or r2s3 = 1 then Dχ,E appears in Rows 14, 13 and 9 of Table 3,
respectively. Otherwise the transformations in Fig. 30 show that (, χ,E) is Weyl equivalent to
an arithmetic root system appearing in Step 3.1.
Step 4. q11 = q22 = −1, q33, q44 	= −1. One can assume that r = −1, because otherwise the
transformation in Fig. 31 gives an arithmetic root system from Step 2. Further, Lemma 9(vii) for
the arithmetic root system (χ; e2, e3, e4) implies that equation
(q33s − 1)(q33t − 1)(q33st + 1) = 0
holds.
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s−1 s q44 s −s
Fig. 29. (χ; e3, e4, e1 + 2e2 + e3).
   
r−1 r −1 s s−1 s s−1 ⇒  





s−1 s −1
s−1
rs
−1
r−1
−1
⇒
 





s−1 s −1
s−1
r−1s−1
−1
rs2
rs
⇒    
−r2s3 r−1s−2 −1 s s−1 s s−1
Fig. 30. Reflections of rank 4 GDD’s.
   
−1 r −1 s q33 t q44 ⇒    
−1 r−1 r s q33 t q44
Fig. 31. Reflection of a rank 4 GDD.
   
−1 −1 −1 s s−1 t q44 ⇒  





q44 t −1
s−1
−s
−1
−1
−1
⇒    
−1 −1 −1 −s−1 −s t q44
Fig. 32. Reflections of rank 4 GDD’s.
  
−1 −s −1 s s−1
Fig. 33. (χ; e1 + e2, e2 + e3, e4).
Step 4.1. Consider the case q33s = 1. Since q233 	= 1, one obtains that s2 	= 1. Then using
Lemma 13 and the first of the transformations in Fig. 32 one obtains that (s − t)(st + 1) = 0 and
hence by the second of the above transformations one can assume that s = t . Further, Lemma 9(i)
applied to(χ; e3, e4, e1 +2e2 + e3), see Fig. 29, gives relations q44s = 1 and s ∈ R3 ∪R4 ∪R6.
Then Lemma 9(vi) for(χ; e1 + e2, e2 + e3, e4), see Fig. 33, gives that s ∈ R3 ∪R4. In this case
Dχ,E appears in Rows 9 and 13 of Table 3, respectively.
Step 4.2. Assume that q33t = 1 and q33s 	= 1. Then Lemma 9(ii) for (χ; e1 + e2, e2 + e3,
e3 + e4), see Fig. 34, implies that either s = −1 or −s3t−1 = s2t−1 = 1. Therefore it remains to
consider the case s = −1. By Lemma 9(vii) for(χ; e1, e2 +e3, e3 +e4), see Fig. 35, and since
t2 	= 1 one gets t ∈ R4. If q44t 	= 1 then [11, Lemma 10](i) gives that(χ; e1, e2 + e3, e3 + 2e4),
see Fig. 36, is of infinite Cartan type, a contradiction. Hence one has q44 = t−1 ∈ R4. In this case
Dχ,E appears in Row 4 of Table 3.
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



−1
−st−1
q44
−s st−1
s
Fig. 34. (χ; e1 + e2, e2 + e3, e3 + e4).
  
−1 −1 t−1 −t−1 q44
Fig. 35. (χ; e1, e2 + e3, e3 + e4).
  
−1 −1 t−1 −1 tq444
Fig. 36. (χ; e1, e2 + e3, e3 + 2e4).
 




−1
t−1
−s−1q44
−s s−1t−1
s
Fig. 37. (χ; e1 + e2, e2 + e3, e3 + e4).
  
−1 −r−1 r−1 −r −r−1
Fig. 38. (χ; e1 + e2, e2 + e3, e4).
   
−1 r r−1 r −1 t q44⇒    
−1 r−1 −1 r −1 t q44⇒    
r−1 r −1 r−1 r t q44
Fig. 39. Reflections of rank 4 GDD’s.
Step 4.3. Suppose now that q33st = −1 and q33s 	= 1 	= q33t . Then s 	= −1, t 	= −1, st 	= 1,
and by Lemma 8 for (e3, e4) also relation s−1q44 	= 1 holds. Hence by Lemma 9(ii) for
(χ; e1 + e2, e2 + e3, e3 + e4), see Fig. 37, one obtains that q44 = −1 which is a contradic-
tion.
Step 5. Consider the setting q11 = q33 = −1, q22, q44 	= −1. Lemma 9(vii) applied to
(χ; e1, e2, e3) gives that (q22r − 1)(q22s − 1)(q22rs + 1) = 0.
Step 5.1. The case q22r = 1. If q22s = 1 then the transformations in Fig. 39 show that
(, χ,E) is Weyl equivalent to an arithmetic root system in Step 3. Therefore assume that
q22s 	= 1. In this case [11, Lemma 16] for (χ; e2, e3, e4) implies that q44t = 1. Moreover,
the transformations in Fig. 40 and Lemma 13 show that either equations s = −1, −r−1t = 1, or
equation st = 1 holds. If s = −1 and t = −r then Lemma 9(vii) for(χ; e1 +e2, e2 +e3, e4), see
Fig. 38, and relation r2 = q−222 	= 1 imply that r ∈ R4, and hence Dχ,E appears in Row 22 of Ta-
ble 3. Otherwise one has st = 1 and then Lemma 9(vii) for(χ; e1, e2+e3, e4), see Fig. 41, tells
that relations s ∈ R3 ∪R6 and r = s2 hold. Moreover Lemma 9(vii) for(χ; e1 +e2, e2 +e3, e4),
see Fig. 42, implies that s ∈ R3, and then Dχ,E can be found in Row 21 of Table 3.
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−1 r r−1 s −1 t t−1 ⇒    
−1 r−1 −1 s −1 t t−1 ⇒  





t−1 t s
s−1
r−1s
−1
r
r−1
Fig. 40. Reflections of rank 4 GDD’s.
  
−1 r −r−1s s−1 s
Fig. 41. (χ; e1, e2 + e3, e4).
  
−1 r−1s −r−1s s−1 s
Fig. 42. (χ; e1 + e2, e2 + e3, e4).
  
−rs−1 s −1 t q44
Fig. 43. (χ; e1 + e2, e3, e4).
  
−rs−1rs−1 −1 t q44
Fig. 44. (χ; e1 + e2, e2 + e3, e4).
 




−s
−1
−q44t
s st
s
Fig. 45. (χ; e1 + e2, e2 + e3, e3 + e4).
  
−1 −1 −1 s−1 q44
Fig. 46. (χ; e1, e2 + e3, e4).
Step 5.2. The case q22r 	= 1, q22s = 1, s2, q244 	= 1. By [11, Lemma 16] for (χ; e1 + e2,
e3, e4), see Fig. 43, and for(χ; e1 +e2, e2 +e3, e4), see Fig. 44, one obtains that either q44t = 1
or r = −1, s ∈ R4. If q44t 	= 1 then Lemma 9(ii) for (χ; e1 + e2, e2 + e3, e3 + e4), see Fig. 45,
implies that st = 1. Therefore Lemma 9(vi) for (χ; e1, e2 + e3, e4), see Fig. 46, gives a contra-
diction.
Thus it remains to consider the case q22s = q44t = 1, q22r, s2, t2 	= 1. By Lemma 9(ii) for
(χ; e1 + e2, e2 + e3, e3 + e4), see Fig. 47, one gets equation (st − 1)(rst − 1) = 0.
Step 5.2.1. Assume that q22s = q44t = st = 1, r 	= s, s2 	= 1. By Lemma 9(viii) for
(χ; e1, e2, e3) one gets that either r = −1, s ∈ R3 ∪ R4 ∪ R6, or r2 = s−2 ∈ R3. If s ∈ R6
and r2 = s−2 then Lemma 9(vi) for (χ; e1, e2 + e3, e4), see Fig. 48, gives a contradiction.
Otherwise one has either s ∈ R3, r2 = s, or r = −1, s ∈ R3 ∪ R4 ∪ R6. Then Lemma 9(iii) for
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


−rs−1
−1
−1
rs−1 st
s
Fig. 47. (χ; e1 + e2, e2 + e3, e3 + e4).
  
−1 r −1 s−1 s
Fig. 48. (χ; e1, e2 + e3, e4).
  
s s−1 −1 rs−1 − rs−1
Fig. 49. (χ; e4, e2 + e3, e1 + e2).
  
−1 s s−1 −1 −1
Fig. 50. (χ; e3, e2, e1).
   
−1 r s−1 s −1 r−1s−1 rs⇒  





−1 r −1
s−1
r−1
−1
rs
−1
⇒    
−1 r r−1 r −1 r−1s−1 rs
Fig. 51. Reflections of rank 4 GDD’s.
  
−s −s−1 −1 −s−1 s−1
Fig. 52. (χ; e4, e2 + e3, e1 + e2).
   
−1 r q22 s −1 t q44 ⇒    
−1 r−1 −q22r s −1 t q44
Fig. 53. Reflection of a rank 4 GDD.
(χ; e4, e2 + e3, e1 + e2), see Fig. 49, implies that r = −1 and s ∈ R4. Then Dχ,E appears in
Row 12 of Table 3.
Step 5.2.2. Assume that q22s = q44t = rst = 1, and r 	= s, s2 	= 1, r2s2 	= 1. If r 	= −1 then the
transformations in Fig. 51 imply that (, χ,E) is Weyl equivalent to an arithmetic root system
from Step 5.1. Therefore one can assume that r = −1. By Lemma 9(viii) for (χ; e3, e2, e1),
see Fig. 50, one gets relation s ∈ R3 ∪ R4 ∪ R6. If s ∈ R4 then Dχ,E can be found in Row 9 of
Table 3. Otherwise Lemma 9(iii) for(χ; e4, e2 +e3, e1 +e2), see Fig. 52, gives a contradiction.
Step 5.3. Assume now that q22r 	= 1 	= q22s and q22rs = −1. Then the transformation in
Fig. 53 shows that (, χ,E) is Weyl equivalent to an arithmetic root system in Step 5.2.
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−1 r q22 s q33 t −1 ⇒    
−1 r−1 −q22r s q33 t −1
Fig. 54. Reflection of a rank 4 GDD.
   
−1 r r−1 r t−1 t −1⇒    
−1 r−1 −1 r t−1 t −1⇒    
r−1 r −1 r−1 −rt−1 t −1
Fig. 55. Reflections of rank 4 GDD’s.
 




−1
r−1
−s−1t
r−1s s−1t
s
Fig. 56. (χ; e1 + e2, e2 + e3, e3 + e4).
 




−rs−1
s−1
−s−1t
rs−1 s−1t
s
Fig. 57. (χ; e1 + e2, e2 + e3, e3 + e4).
   
−1 r r−1 r r−1 t −1 ⇒    
−1 r−1 −1 r r−1 t −1
⇒    
r−1 r −1 r−1 −1 t −1 ⇒    
r−1 r −1 r−1 t t−1 −1
Fig. 58. Reflections of rank 4 GDD’s.
Step 6. q11 = q44 = −1, q22, q33 	= −1. By Lemma 9(vii) for (e1, e2, e3) one gets (q22r −
1)(q22s − 1)(q22rs + 1) = 0. The transformation in Fig. 54 shows that one can assume that
(q22r − 1)(q22s − 1) = 0. By symmetry one can suppose that equation (q33s − 1)(q33t − 1) = 0
holds, too.
Step 6.1. Suppose first that q22r = q33t = 1 and r2, t2 	= 1. If q22s = q33s = 1 then Dχ,E
appears in Row 10 of Table 3. If q22s = 1 and q33s 	= 1 then the transformation in Fig. 55 shows
that (, χ,E) is Weyl equivalent to an arithmetic root system in Step 3. Finally, if q22s 	= 1 and
q33s 	= 1 then one obtains a contradiction to [11, Corollary 13] for (χ; e2, e3).
Step 6.2. Assume now that q22r = q33s = 1 and s 	= t , r2, s2 	= 1. Then Lemma 9(ii) for
(χ; e1 + e2, e2 + e3, e3 + e4), see Fig. 56, implies that r = s. Therefore if t 	= −1 then by the
transformations in Fig. 58 one can see that (, χ,E) is Weyl equivalent to an arithmetic root
system from Step 5. Thus suppose that t = −1. If r ∈ R4 then Dχ,E appears in Row 8 of Table 3.
Otherwise the transformations in Fig. 59 show that (, χ,E) is Weyl equivalent to an arithmetic
root system from Step 4.
Step 6.3. Suppose now that q22s = q33s = 1 and q22r, q33t 	= 1, s2 	= 1. Then Lemma 9(ii) for
(χ; e1 + e2, e2 + e3, e3 + e4), see Fig. 57, gives a contradiction.
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r−1 r −1 r−1 −1 −1 −1 ⇒  





r−1 r r−1
r
−r−1
−1
−1
−1
⇒    
r−1 r r−2 −r −1 −1 −1
Fig. 59. Reflections of rank 4 GDD’s.
   
q11 r −1 s −1 t q44 ⇒  





q11 r s
s−1
st
−1
t−1
−q44t
Fig. 60. Reflection of a rank 4 GDD.
   
q11 r −1 −1 −1 t t−1 ⇒  





q11 r −1
−1
−t
−1
t−1
−1
⇒    
q11 r −t −t−1 −1 t t−1
Fig. 61. Reflections of rank 4 GDD’s.
   
−1 −1 −1 s −1 t q44 ⇒  





q44 t s
s−1
−s
−1
−1
−1
Fig. 62. Reflection of a rank 4 GDD.
   
−1 −1 −1 s −1 s−1 s ⇒    
−1 −1 s s−1 −1 s −1 ⇒    
−1 −1 s s−1 s s−1 −1
Fig. 63. Reflections of rank 4 GDD’s.
Step 7. q22 = q33 = −1, q11, q44 	= −1. If s 	= −1 then the transformation in Fig. 60 and
Lemma 13 give first that either st = 1 or rs = 1. By twist equivalence one can assume that st = 1.
Then the above transformation shows also that (, χ,E) is Weyl equivalent to an arithmetic root
system from Step 3 or Step 4.
Assume now that s = −1. By [11, Lemma 16] for (χ; e1, e2 + e3, e4) and twist equivalence
one can assume that q44t = 1, and hence t2 	= 1. Therefore the transformation in Fig. 61 tells that
(, χ,E) is Weyl equivalent to an arithmetic root system in Step 3.
Step 8. q11 = q22 = q33 = −1, q44 	= −1. If r 	= −1, then by the transformation in Fig. 31,
(, χ,E) is Weyl equivalent to an arithmetic root system in Step 5. Assume now that r = −1.
If s 	= −1, then Lemma 13 and the transformation in Fig. 62 shows that st = 1. In this case, if
q44t = 1 or q44t 	= 1 then the transformations in Figs. 63 and 64 give an arithmetic root system
from Step 6 and Step 5, respectively.
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−1 −1 −1 s −1 s−1 q44 ⇒    
−1 −1 s s−1 −1 s −s−1q44
Fig. 64. Reflection of a rank 4 GDD.
   
−1 −1 −1 −1 −1 t t−1 ⇒  





−1 −1 −1
−1
−t
−1
t−1
−1
⇒    
−1 −1 −t −t−1 −1 t t−1
Fig. 65. Reflections of rank 4 GDD’s.
  
−1 −1 −1 t q44
Fig. 66. (χ; e2, e3, e4).
  
−1 −1 −1 −1 −t−1
Fig. 67. (χ; e1, e2, e3 + e4).
   
−1 −1 −1 s s−1 s −1 ⇒    
−1 −1 −1 s −1 s−1 −1 ⇒    
−1 −1 s s−1 −1 s s−1
Fig. 68. Reflections of rank 4 GDD’s.
   
−1 −1 −1 s t−1 t −1 ⇒    
−1 −1 −1 s −1 t−1 −1 ⇒  





−1 −1 s
s−1
st−1
−1
t
t−1
Fig. 69. Reflections of rank 4 GDD’s.
Consider now the case when s = −1. If q44t = 1 then t2 	= 1 and hence the transformations
in Fig. 65 show that (, χ,E) is Weyl equivalent to an arithmetic root system in Step 5. On the
other hand, if q44t 	= 1 then Lemma 9(vi) for (χ; e2, e3, e4), see Fig. 66, implies that either
q44 ∈ R3, t2q44 = 1, or t = −1, q44 ∈ R4. In the second case Dχ,E appears in Row 2 of Table 3,
and in the first case, where t ∈ R3 ∪R6, Lemma 9(vi) for(χ; e1, e2, e3 + e4), see Fig. 67, gives
a contradiction.
Step 9. q11 = q22 = q44 = −1, q33 	= −1. By the same arguments as in Steps 4 and 5.3 one
can assume that equations r = −1, (q33s − 1)(q33t − 1) = 0 hold.
Suppose that r = −1, q33s = 1, and s2 	= 1. As in Step 4.1 it suffices to consider the case
t = s. Then the transformations in Fig. 68 give an arithmetic root system from Step 5.
Assume that r = −1, q33t = 1, and s 	= t , t2 	= 1. Then Lemma 13 and the transforma-
tions in Fig. 69 give that s = −1. Moreover, by Lemma 9(vi) for the arithmetic root system
(χ; e1, e2, e3), see Fig. 70, one has t ∈ R4, and hence Dχ,E appears in Row 9 of Table 3.
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−1 −1 −1 −1 t−1
Fig. 70. (χ; e1, e2, e3).
  
−1 −1 s −1 −1
Fig. 71. (χ; e1, e2 + e3, e4).
Step 10. q11 = q22 = q33 = q44 = −1. Following the argument at the beginning of Step 4 one
can assume that r = t = −1. Then Lemma 9(vii) for the set (χ; e1, e2 + e3, e4), see Fig. 71,
tells that s = −1 and hence Dχ,E appears in Row 1 of Table 3. 
5. Simple chains
The results of the previous section show that labeled path graphs play an important role in the
study of generalized Dynkin diagrams. As a preparation for Theorem 22 here a special class of
such graphs will be studied.
Let E be a basis of Zd , where d  2, and let χ be a bicharacter on Zd .
Definition 18. Assume that (, χ,E) is an arithmetic root system of rank d  2 and Dχ,E is a
labeled path graph. Call this graph a simple chain (of length d) if
(q11q12q21 − 1)(q11 + 1) = 0, (qddqd,d−1qd−1,d − 1)(qdd + 1) = 0,
q2iiqi−1,iqi,i−1qi,i+1qi+1,i = 1 for 1 < i < d.
By Lemma 9(vii) the latter equations hold if and only if
−qii = qi−1,iqi,i−1qi,i+1qi+1,i = 1 or qiiqi−1,iqi,i−1 = qiiqi,i+1qi+1,i = 1. (8)
If (i , χi,Ei), where i ∈ {1,2}, are arithmetic root systems, the generalized Dynkin diagrams
Dχi ,Ei are labeled path graphs, and E1 = {e1, . . . , en} ⊂ E2 = {e1, . . . , ed}, where 2  n < d ,
then Dχ2,E2 is called a prolongation of Dχ1,E1 to the right by a simple chain (of length d − n) if
(qddqd,d−1qd−1,d − 1)(qdd + 1) = 0 and
q2jj qj−1,j qj,j−1qj,j+1qj+1,j = 1 for n j < d.
Similarly one defines prolongation of a labeled path graph to the left by a simple chain. Be-
cause no other prolongations will be considered, usually the attribute “by a simple chain” will be
omitted.
Lemma 19. If Dχ,E is a simple chain and Dχ ′,E is Weyl equivalent to Dχ,E then Dχ ′,E is a
simple chain.
Proof. If i ∈ {1, . . . , d} and qii 	= −1 then Eq. (8) for Dχ,E implies that Dχ,E = Dχ ′,E , where
χ ′ = χ ◦ (se ,E × se ,E). Otherwise application of se ,E gives the transformation in Fig. 72. Thusi i i
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r s −1 s−1 t u ⇒
  p
−rs s−1 −1 s −s−1t u
Fig. 72. Reflection of a simple chain.



C(d, q; i1, . . . , ij )
Fig. 73. Notation for simple chains.
   
−1 q−1 −1 q q−1 q −1
Fig. 74. Simple chain of length 4.
    
−1 q−1 −1 q q−1 q −1 q−1 q
Fig. 75. Simple chain of length 5.
equation (rs − 1)(r + 1) = 0 implies that (−rs + 1)((−rs)s−1 − 1) = 0 and equations (pr −
1)(r + 1) = 0, s = 1/pr2 imply that
(
p(−rs) − 1)(−rs + 1) = (−pr/pr2 − 1)(−r/pr2 + 1)= 0.
Thus the claim follows by symmetry. 
Let Dχ,E be a simple chain and set q := q2ddqd−1,dqd,d−1. By (8) this means that if qdd 	= −1
then q = qdd and if qdd = −1 then q = qd−1,dqd,d−1. Eq. (8) imply that for all i ∈ {1, . . . , d −1}
one has qi,i+1qi+1,1 ∈ {q, q−1} and q211q12q21 ∈ {q, q−1}. Moreover, the knowledge of q and all
indices i with 1  i  d and qi−1,iqi,i−1 = q , where q01q10 := 1/q211q12q21, determines Dχ,E
uniquely. Therefore the symbol in Fig. 73 will be used for the simple chain of length d for which
q = qd−1,dqd,d−1q2dd holds, and for which equation qi−1,iqi,i−1 = q , where 1  i  d , is valid
if and only if i ∈ {i1, i2, . . . , ij }. Additionally the convention 1 i1 < i2 < · · · < ij  d is fixed,
where 0  j  d . For brevity, in the running text also the notation C(d, q; i1, . . . , ij ) will be
used.
Example 20. For q ∈ k∗ \ {1} the generalized Dynkin diagrams in Figs. 74 and 75 are simple
chains of length 4 and 5, respectively. One has qi−1,iqi,i−1 = q if and only if i ∈ {1,3,4}, and
hence for these simple chains the symbols in Figs. 76 and 77, respectively, will be used.
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

C(4, q;1,3,4)
Fig. 76. Simple chain of length 4.



C(5, q;1,3,4)
Fig. 77. Simple chain of length 5.
Proposition 21. Two simple chains C(d, q; i1, . . . , ij ), where 0  j  d , and C(d ′, q ′; i′1, i′2,
. . . , i′
j ′), where 0  j ′  d ′, are Weyl equivalent if and only if d = d ′ and one of the following
conditions hold:
(i) q = q ′, j = j ′, (ii) qq ′ = 1, j + j ′ = d + 1.
Proof. If qi−1,iqi,i−1 	= qi,i+1qi+1,i for some 1  i < d then Eq. (8) implies that qii = −1 and
exactly one of qi−1,iqi,i−1, qi,i+1qi+1,i is equal to q . Hence one has either i ∈ {i1, . . . , ij } or
i + 1 ∈ {i1, . . . , ij }, but both relations can not be fulfilled. In this case applying the reflection
sei ,E is equivalent to replacing the index i respectively i + 1 in the argument of C by i + 1
respectively i. Therefore (i) implies that the given simple chains are Weyl equivalent. Further,
if ij = d then qd−1,dqd,d−1 = q and qdd = −1. Application of sed ,E transforms q to q−1 and
leaves all qi−1,iqi,i−1 with 1 i  d−1 invariant. Thus the simple chain C(d, q; i1, . . . , ij−1, d)
is Weyl equivalent to C(d, q−1; i′1, . . . , i′d−j , d), where relation {i1, . . . , ij−1} ∪ {i′1, . . . , i′d−j } ={1,2, . . . , d − 1} holds. Hence using the first part of the proof one concludes that if condition (ii)
holds then the two chains C(d, q; i1, . . . , ij ) and C(d, q ′; i′1, i′2, . . . , i′j ′) are Weyl equivalent.
On the other hand, if qi−1,iqi,i−1 = qi,i+1qi+1,i for some 1  i < d then the simple chain is
invariant under the reflection sei ,E . Similarly, if ij 	= d then qd−1,dqd,d−1qdd = 1 and the simple
chain is invariant under the reflection sed ,E . Therefore the claim of the proposition follows from
the first part of the proof. 
6. Connected arithmetic root systems of rank higher than four
Having once all arithmetic root systems of rank 4, it is relatively easy to classify those of
higher rank too. The methods used are the same as in Section 4. The aim of this section is to
prove the following theorem.
Theorem 22. Let k be a field of characteristic 0. Then twist equivalence classes of connected
arithmetic root systems of rank bigger than 4 are in one-to-one correspondence to generalized
Dynkin diagrams appearing in Table 4. Moreover, two such arithmetic root systems are Weyl
equivalent if and only if their generalized Dynkin diagrams appear in the same row of Table 4
and can be presented with the same fixed parameter.
Again first several special cases will be analyzed before the theorem can be proven.
Let E = {e1, . . . , ed} be a basis of Zd , where d  5, and let χ be a bicharacter on Zd such that
(, χ,E) is a connected arithmetic root system.
Lemmata 10, 11, and 12 can be generalized as follows.
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vertices and some edges. Then G has three vertices.
Proof. Assume to the contrary that there exists r  4 such that
r−1∏
i=1
(qi,i+1qi+1,i − 1)(q1rqr1 − 1) 	= 0.
Table 4
Generalized Dynkin diagrams of connected arithmetic root systems of rank 5 and more
Row Gener. Dynkin diagrams Fixed parameters
1



C(d, q; )
q ∈ k∗ \ {1}
2



C(d, q; i1, . . . , ij ) q ∈ k∗ \ {−1,1}



C(d, q
−1; i1, . . . , id+1−j ) 1 j  (d + 1)/2
3



C(d − 1, q
2; ) q−2
q
q ∈ k∗ \ {−1,1}
4



C(d − 1, q
2; i1, . . . , ij ) q
−2 q
q ∈ k∗, q4 	= 1



C(d − 1, q
−2; i1, . . . , id−j ) q
2 −q−1
1 j  d − 1
5



C(d − 1,−ζ
−1; ) −ζ
ζ
ζ ∈ R3
6



C(d − 1,−ζ
−1; i1, . . . , ij ) −ζ
ζ
ζ ∈ R3


C(d − 1,−ζ ; i1, . . . , id−j )
−ζ−1 ζ−1
1 j  d − 1
7



C(d − 2, q; )
 q−1 q q−2 q2 q ∈ k∗ \ {−1,1}
8



C(d − 2, q; )






q−1
q−1
q
q
q ∈ k∗ \ {1}
9



C(d − 2, q; i1)
 q−1 q q−2 q2 q ∈ k∗ \ {−1,1}



C(d − 2, q
−1;1, . . . , d − 2)  q
−1 q−2 q2



C(d − 2, q; )






q−1
q−1
−1
q2
−1
(continued on next page)
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Row Gener. Dynkin diagrams Fixed parameters
10



C(d − 1, q; i1, . . . , ij )
q−2 q2 q ∈ k∗ \ {−1,1}



C(d − 2, q; i1, . . . , ij−1)






q−1
q−1
−1
q2
−1
2 j  d − 1



C(d − 2, q
−1; i1, . . . , id−j ) 





q
q
q−1
q−1
11     
ζ ζ−1 ζ ζ−1 −1 ζ−1 ζ ζ−1 ζ ζ ∈ R3
 





ζ ζ−1 −1 ζ −1 ζ−1 ζ
ζ ζ
−1
  





ζ ζ−1 ζ ζ−1 −1
ζ−1
ζ
ζ
−1
  





ζ ζ−1 ζ ζ−1 ζ
ζ−1
ζ−1
ζ
−1
12     
ζ ζ−1 ζ ζ−1 ζ ζ−1 ζ−1 ζ −1 ζ ∈ R3
    
ζ ζ−1 ζ ζ−1 ζ ζ−1 −1 ζ−1 −1
  





ζ ζ−1 ζ ζ−1 −1
ζ
ζ
−1
ζ
ζ−1
  





ζ ζ−1 −1 ζ −1
ζ−1
ζ−1
ζ
−1
By [11, Lemma 2] and Proposition 6 one gets ∑r−1i=3 ei ∈+E . Thus by Proposition 6 the triple
(χ; e1, e2,∑r−1i=3 ei , er ) is an arithmetic root system. By equations χχop(e2,∑r−1i=3 ei ) = q23q32
and χχop(
∑r−1 ei , er ) = qr−1,rqr,r−1 the generalized Dynkin diagram of the arithmetic rooti=3
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Row Gener. Dynkin diagrams Fixed parameters
  





ζ ζ−1 −1 ζ ζ−1
ζ−1
ζ
ζ
−1
  





−1 ζ −1 ζ−1 −1
ζ−1
ζ
ζ
−1
  





−1 ζ−1 ζ ζ−1 −1
ζ−1
ζ
ζ
−1
  





−1 ζ −1 ζ−1 ζ
ζ−1
ζ−1
ζ
−1
 





−1 ζ ζ−1 ζ −1 ζ−1 ζ
ζ ζ
−1
  





−1 ζ−1 ζ ζ−1 ζ
ζ−1
ζ−1
ζ
−1
 





−1 ζ−1 −1 ζ −1 ζ−1 ζ
ζ ζ
−1
    
−1 ζ −1 ζ−1 −1 ζ−1 ζ ζ−1 ζ
    
−1 ζ−1 ζ ζ−1 −1 ζ−1 ζ ζ−1 ζ
   

ζ−1 ζ
−1 ζ−1
ζ ζ−1 ζ
ζ−1
ζ
    
ζ ζ−1 −1 ζ ζ−1 ζ−1 ζ ζ−1 ζ
(continued on next page)
system (χ; e1, e2,∑r−1i=3 ei , er ) contains a labeled cycle with four vertices which is a contra-
diction to Lemmata 10, 11, and 12. 
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13     
−1 ζ−1 ζ ζ−1 ζ ζ−1 ζ−1 ζ −1 ζ ∈ R3
    
−1 ζ −1 ζ−1 ζ ζ−1 ζ−1 ζ −1
    
−1 ζ−1 ζ ζ−1 ζ ζ−1 −1 ζ−1 −1
    
ζ ζ−1 −1 ζ −1 ζ−1 ζ−1 ζ −1
    
−1 ζ −1 ζ−1 ζ ζ−1 −1 ζ−1 −1
  





−1 ζ−1 ζ ζ−1 −1
ζ
ζ
−1
ζ
ζ−1
    
ζ ζ−1 ζ ζ−1 −1 ζ −ζ ζ −1
    
ζ ζ−1 −1 ζ −1 ζ−1 −1 ζ−1 −1
  





−1 ζ −1 ζ−1 −1
ζ
ζ
−1
ζ
ζ−1
  





−1 ζ−1 −1 ζ −1
ζ−1
ζ−1
ζ
−1
    
ζ ζ−1 ζ ζ−1 −1 ζ ζ−1 ζ−1 −1
  





ζ ζ−1 −1 ζ ζ−1
ζ
ζ
−1
ζ
ζ−1
  





−1 ζ ζ−1 ζ −1
ζ−1
ζ−1
ζ
−1
The following lemmata will be helpful to find (T ,E) ∈ W extχ,E such that the generalized Dynkin
diagram Dχ◦(T ×T ),E of the Weyl equivalent arithmetic root system (T −1(),χ ◦ (T ×T ),E) is
of a particularly simple shape.
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Row Gener. Dynkin diagrams Fixed parameters
  





ζ−1 ζ −1 ζ−1 ζ
ζ−1
ζ−1
ζ
−1
  





−1 ζ−1 −1 ζ ζ−1
ζ−1
ζ
ζ
−1
  





−1 ζ ζ−1 ζ ζ−1
ζ−1
ζ
ζ
−1
  





ζ−1 ζ −1 ζ−1 −1
ζ−1
ζ
ζ
−1
 





ζ−1 ζ ζ−1 ζ −1 ζ−1 ζ
ζ ζ
−1
    
ζ−1 ζ −1 ζ−1 −1 ζ−1 ζ ζ−1 ζ
    
−1 ζ−1 −1 ζ ζ−1 ζ−1 ζ ζ−1 ζ
    
−1 ζ ζ−1 ζ ζ−1 ζ−1 ζ ζ−1 ζ
(continued on next page)
Lemma 24. Assume that Dχ,E is given by Fig. 78, where both boxes may contain an arbitrary
finite labeled graph. Then equation p8 = −1 holds, and (, χ,E) is Weyl equivalent to an arith-
metic root system with generalized Dynkin diagram given in Fig. 79.
Proof. Without loss of generality assume that the vertex i ∈ {1,2, . . . ,5} of the graph in Fig. 80,
considered as a subgraph of the generalized Dynkin diagram Dχ,E in Fig. 78, corresponds to the
basis element ei ∈ E. Then (χ; e1 + e2, e2 + e3, e3 + e4, e4 + e5) is an arithmetic root system
and by Lemma 9(ii) it has the generalized Dynkin diagram shown in Fig. 81. Therefore one has
p8 = −1. Indeed, since p3,p6,p7 	= 1, relation p28 	= 1 would contradict to Lemma 23. Now set
T := se3,E and observe that the arithmetic root system (T −1(),χ ◦ (T ×T ),E), which is Weyl
equivalent to (, χ,E), satisfies the claim of the lemma. 
Lemma 25. For all d  5 the graph Dχ,E does not contain a subgraph shown in Fig. 82, where
p,q, r, s, t 	= 1 (but u is allowed to be equal to 1), and 5 n d .
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14     
ζ −ζ ζ −ζ −1 −1 −1 −ζ ζ ζ ∈ R4
 





ζ −ζ −1 ζ −1 −ζ ζ
ζ −1
−1
  





ζ −ζ ζ −ζ −1
−1
ζ
−1
ζ
−1
    
ζ −ζ ζ −ζ ζ −ζ −1 −ζ ζ
   

−1 ζ
−1 −ζ
ζ −ζ ζ−ζ
ζ
   

−1 −ζ
ζ −ζ
ζ −ζ ζ−ζ
ζ
15     
ζ2 ζ−2 ζ2 ζ−2 −1 ζ−1 ζ ζ−2 ζ2 ζ ∈ R5
 





ζ2 ζ−2 −1 ζ2 −1 ζ−2 ζ2
ζ2 ζ
−1
  





ζ2 ζ−2 ζ2 ζ−2 −1
ζ−1
ζ2
ζ
ζ−1
−1
   

−1 ζ2
−1 ζ−2
ζ2 ζ−2 ζ2
ζ−2
ζ2
   

−1 ζ−2
ζ2 ζ
−2
ζ2 ζ−2 ζ2
ζ−2
ζ2
    
ζ2 ζ−2 ζ2 ζ−2 ζ2 ζ−2 −1 ζ −1
    
ζ2 ζ−2 ζ2 ζ−2 ζ2 ζ−2 ζ ζ−1 −1
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16
    

q q−1 q q−1
q q
−1
q q−1 q
q−1
q
q ∈ k∗ \ {1}
17      
ζ ζ−1 ζ ζ−1 ζ ζ−1 −1 ζ−1 ζ ζ−1 ζ ζ ∈ R3
  





ζ ζ−1 ζ ζ−1 −1 ζ −1 ζ−1 ζ
ζ ζ
−1
   





ζ ζ−1 ζ ζ−1 ζ ζ−1 −1
ζ−1
ζ
ζ
−1
    

ζ ζ−1 −1 ζ
−1 ζ−1
ζ ζ−1 ζ
ζ−1
ζ
   





ζ ζ−1 ζ ζ−1 ζ ζ−1 ζ
ζ−1
ζ−1
ζ
−1
    

−1 ζ −1 ζ−1
ζ ζ
−1
ζ ζ−1 ζ
ζ−1
ζ
    

−1 ζ−1 ζ ζ−1
ζ ζ
−1
ζ ζ−1 ζ
ζ−1
ζ
(continued on next page)
Proof. Assume to the contrary that the claim of the lemma is false. Then (χ; e1, e2,∑n−2i=3 ei ,
en−1, en) is an arithmetic root system with generalized Dynkin diagram of the same form but
only with five vertices, that is e3 = en−2. Therefore it is sufficient to prove the lemma for n = 5.
Set f1 := e1 + e3, f2 := e2 + e3, f3 := e4 and f4 := e5. On the one hand (χ; f1, f2, f3, f4)
is finite. On the other hand one has χχop(f1, f3) = s, χχop(f3, f2) = s, χχop(f2, f4) = t and
χχop(f4, f1) = t , which is in view of s 	= 1, t 	= 1 a contradiction to Lemmata 10, 11 and 12. 
Lemma 26. The graph Dχ,E does not contain a subgraph shown in Fig. 83, where p,q, r, s,
t, u 	= 1.
Proof. Again one can perform an indirect proof. If Dχ,E would contain a subgraph as above
then (χ; e1, e2, e3 + e4, e3 + e5, e5 + e6) would be an arithmetic root system. Note that
χχop(e1, e3 + e4) = χχop(e1, e5 + e6) = χχop(e1, e3 + e5) = 1 and χχop(e2, e1), χχop(e2,
100 I. Heckenberger / Advances in Mathematics 220 (2009) 59–124Table 4 (continued)
Row Gener. Dynkin diagrams Fixed parameters
18      
ζ ζ−1 ζ ζ−1 ζ ζ−1 ζ ζ−1 ζ−1 ζ −1 ζ ∈ R3
     
ζ ζ−1 ζ ζ−1 ζ ζ−1 ζ ζ−1 −1 ζ−1 −1
   





ζ ζ−1 ζ ζ−1 ζ ζ−1 −1
ζ
ζ
−1
ζ
ζ−1
   





ζ ζ−1 ζ ζ−1 −1 ζ −1
ζ−1
ζ−1
ζ
−1
   





ζ ζ−1 −1 ζ −1 ζ−1 ζ
ζ−1
ζ−1
ζ
−1
   





ζ ζ−1 ζ ζ−1 −1 ζ ζ−1
ζ−1
ζ
ζ
−1
   





−1 ζ −1 ζ−1 ζ ζ−1 ζ
ζ−1
ζ−1
ζ
−1
   





ζ ζ−1 −1 ζ −1 ζ−1 −1
ζ−1
ζ
ζ
−1
   





−1 ζ−1 ζ ζ−1 ζ ζ−1 ζ
ζ−1
ζ−1
ζ
−1
   





−1 ζ −1 ζ−1 ζ ζ−1 −1
ζ−1
ζ
ζ
−1
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  





ζ ζ−1 −1 ζ ζ−1 ζ −1 ζ−1 ζ
ζ ζ
−1
   





−1 ζ−1 ζ ζ−1 ζ ζ−1 −1
ζ−1
ζ
ζ
−1
  





−1 ζ −1 ζ−1 −1 ζ −1 ζ−1 ζ
ζ ζ
−1
     
ζ ζ−1 −1 ζ −1 ζ−1 −1 ζ−1 ζ ζ−1 ζ
  





−1 ζ−1 ζ ζ−1 −1 ζ −1 ζ−1 ζ
ζ ζ
−1
     
−1 ζ −1 ζ−1 ζ ζ−1 −1 ζ−1 ζ ζ−1 ζ
    

−1 ζ ζ−1 ζ
−1 ζ−1
ζ ζ−1 ζ
ζ−1
ζ
     
ζ ζ−1 ζ ζ−1 −1 ζ ζ−1 ζ−1 ζ ζ−1 ζ
     
−1 ζ−1 ζ ζ−1 ζ ζ−1 −1 ζ−1 ζ ζ−1 ζ
    

−1 ζ−1 −1 ζ
−1 ζ−1
ζ ζ−1 ζ
ζ−1
ζ
    

ζ−1 ζ −1 ζ−1
ζ ζ
−1
ζ ζ−1 ζ
ζ−1
ζ
(continued on next page)
e3 + e4), χχop(e2, e5 + e6) and χχop(e2, e3 + e5) are all different from 1, the latter because
of Lemma 9(ii). Depending on the other values of χχop this gives a contradiction to one of
Lemmata 10, 11, or 25. 
Lemma 27. Assume that Dχ,E contains a subgraph shown in Fig. 84, where i  2. Then for all
j  i + 2 one has qjj ∈ {t, t−1,−1}, and for all j  i relation qj,j+1qj+1,j ∈ {t, t−1} holds.
Moreover, if qjj = −1 for some j < i then (qj+1,j+1 + 1)(qj,j+1qj+1,j qj+1,j+1 − 1) = 0.
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19      
ζ −ζ ζ −ζ ζ −ζ −1 −1 −1 −ζ ζ ζ ∈ R4
  





ζ −ζ ζ −ζ −1 ζ −1 −ζ ζ
ζ −1
−1
   





ζ −ζ ζ −ζ ζ −ζ −1
−1
ζ
−1
ζ
−1
     
ζ −ζ ζ −ζ ζ −ζ ζ −ζ −1 −ζ ζ
    

ζ −ζ −1 ζ
−1 −ζ
ζ −ζ ζ−ζ
ζ
    

−1 ζ −1 −ζ
ζ −ζ
ζ −ζ ζ−ζ
ζ
    

−1 −ζ ζ −ζ
ζ −ζ
ζ −ζ ζ−ζ
ζ
20
     

q q−1 q q−1 q q−1
q q
−1
q q−1 q
q−1
q
q ∈ k∗ \ {1}
Proof. Perform induction on i. If i = 2 then the claim can be obtained immediately from The-
orem 17. In the general case consider the arithmetic root systems (χ; e2, e3, . . . , ei+2) and
(χ; e1, . . . , ei−2, ei−1 + ei , ei+1, ei+2). To both of them one can apply the induction hypoth-
esis and hence the first part of the claim follows. If qjj = −1 then consider the arithmetic root
system (s−1ej ,E(),χ ◦(sej ,E ×sej ,E),E). By Lemma 25 and the first part of the claim one obtains
that qj,j+1qj+1,j = qj+1,j+1 	= −1 is not possible. 
Proposition 28. Suppose that (χ,E) is not of Cartan type. Then (, χ,E) is Weyl equivalent to
an arithmetic root system (′, χ ′,E) such that Dχ ′,E is a labeled path graph.
Proof. Note that the proposition holds for arithmetic root systems of rank at most four according
to Proposition 16 and the classification results in rank at most 3. The general case will be proven
by induction over the rank d .
Assume that d  5 and (χ,E) is not of Cartan type. Then there exists a subset E′ ⊂ E with
d − 1 elements such that (χ ZE′×ZE′ ,E′) is not of Cartan type and (χ;E′) is a connected
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21       
ζ ζ−1 ζ ζ−1 ζ ζ−1 ζ ζ−1 −1 ζ−1 ζ ζ−1 ζ ζ ∈ R3
   





ζ ζ−1 ζ ζ−1 ζ ζ−1 −1 ζ −1 ζ−1 ζ
ζ ζ
−1
    





ζ ζ−1 ζ ζ−1 ζ ζ−1 −1 ζ −1
ζ−1
ζ−1
ζ
−1
    





ζ ζ−1 ζ ζ−1 ζ ζ−1 ζ ζ−1 ζ
ζ−1
ζ−1
ζ
−1
     

ζ ζ−1 ζ ζ−1 −1 ζ
−1 ζ−1
ζ ζ−1 ζ
ζ−1
ζ
     

ζ ζ−1 −1 ζ −1 ζ−1
ζ ζ
−1
ζ ζ−1 ζ
ζ−1
ζ
     

−1 ζ −1 ζ−1 ζ ζ−1
ζ ζ
−1
ζ ζ−1 ζ
ζ−1
ζ
     

−1 ζ−1 ζ ζ−1 ζ ζ−1
ζ ζ
−1
ζ ζ−1 ζ
ζ−1
ζ
22
      

q q−1 q q−1 q q−1 q q−1
q q
−1
q q−1 q
q−1
q
q ∈ k∗ \ {1}





p1
p2 p3
p4 p5
p6 p7
p8
Fig. 78. GDD with triangle.
arithmetic root system. By induction hypothesis it is Weyl equivalent to an arithmetic root system
(′, χ ′,E′) such that Dχ ′,E′ is a labeled path graph. Hence, since W extχ,E is full, (, χ,E) is
Weyl equivalent to an arithmetic root system with unlabeled generalized Dynkin diagram shown
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−p2p6 p−16 −1 p−17 −p4p7 p5
Fig. 79. Another GDD.
 





1 2 4 5
3
Fig. 80. Part of Fig. 78.
 

















		
		
	








q11p1p2 p3 p4p5q55
p2p6p8
p1p
2
2p6
1/p7
p28
p4p7p8
p24p5p7
1/p6
Fig. 81. GDD of rank 5.







  . . . 







q11
q22
p
q
q33
r q44 qn−2,n−2
s
t
qn−1,n−1
u
qnn
Fig. 82. A special GDD of rank d .
   







q11 q22 q33 q44
q55
q66
p q r
s t
u
Fig. 83. GDD of rank 6.
in Fig. 85, where it is allowed that some (but not all) nonhorizontal edges in this diagram are
omitted. Moreover, according to Lemmata 11, 12 and 23 all nonhorizontal edges in Fig. 85
up to either two neighboring or one single edge have to be omitted (that is labeled by 1). If
precisely two neighboring nonhorizontal edges are labeled by numbers different from 1, see
Figs. 86 and 87, then Lemmata 14 and 24 imply the claim of this proposition.
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
q11 qi−1,i−1
r
qii
s
qi+1,i+1
t
qi+2,i+2
Fig. 84. GDD with graph Di+1.
		
		
	


. . . 











1 2 d − 2 d − 1
d
Fig. 85. GDD of rank d .
 . . .     . . . 




Fig. 86. 1st special case of Fig. 85.
   . . . 




Fig. 87. 2nd special case of Fig. 85.
 . . .    . . . 

q11 qi−1,i−1
r
qii
s
qi+1,i+1 qd−1,d−1
t
qdd
Fig. 88. GDD with graph of type E.
Thus without loss of generality one can assume that Dχ,E is a connected labeled graph as
shown in Fig. 88, where 1 i  d − 1 and r, s, t 	= 1, and (χ; e1, . . . , ei ) is not of Cartan type.
If i = 1 or i = d − 1 then Dχ,E is a labeled path graph and we are done. Otherwise the finiteness
of (χ; ei−1, ei , ei+1, ed) and Theorem 17 imply that one of the following is true:
(1) r = s = t = qii = qi−1,i−1 = qi+1,i+1 = qdd = −1.
(2) t 	= −1, qii = −1, r, s ∈ {t, t−1}.
(3) t 	= −1, qii 	= −1, r, s ∈ {t, t−1}, and there exist mi,i−1,mi,i+1,mi,d ∈ {1,2} such that
q
mi,i−1
ii r = qmi,i+1ii s = qmidii t = 1.
Consider the first case. By the same argument one obtains for 1 < j < i by induction on i − j
and by considering (χ; e1, . . . , ej−1,∑il=j el , ei+1, ed) that qj−1,j−1 = qj−1,j qj,j−1 = −1.
By symmetry this gives that (χ,E) is of Cartan type which is a contradiction to the hypothesis
of the proposition.
In the second case for T = sei ,E the arithmetic root system (T −1(),χ ◦ (T ×T ),E) is Weyl
equivalent to (, χ,E). Because of Lemmata 10, 11 and 26 its unlabeled generalized Dynkin
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q11 p q22 r q33 s q44 t q55
Fig. 89. GDD with chain graph.
 



q11pq22
q22rq33
q33sq44
q44tq55
s
r
q222pr q
2
44st
q233rs
Fig. 90. GDD of rank 4.
diagram is of the form as in Fig. 86 or Fig. 87 and hence the claim of the proposition holds
following the arguments above.
It remains to prove the proposition in the third case under the assumption that(χ; e1, . . . , ei )
is not of Cartan type. This means that there exists j < i such that qmjj qj,j+1qj+1,j 	= 1 for all
m ∈ Z or qmjj qj,j−1qj−1,j 	= 1 for all m ∈ Z. Obviously, then qjj ∈ Rm+1 for some m ∈ N.
Suppose that j is maximal with this property. Then Lemma 27 implies that qjj = −1. Indeed,
otherwise relations qj,j−1qj−1,j , qj,j+1qj+1,j ∈ {qjj , q−1jj } and qjj ∈ Rm+1 give a contradiction
to the choice of j . Moreover, qjj = −1 and Lemma 27 also imply that qj,j+1qj+1,j qj+1,j+1 = 1.
In this case (sej ,E(),χ ◦ (sej ,E × sej ,E),E) is an arithmetic root system which in view of
Lemma 25 has a generalized Dynkin diagram as in Fig. 88. Further, the properties of the third
case apply, but χ ′(ej+1, ej+1) = −1 where χ ′ = χ ◦ (sej ,E × sej ,E). Therefore by induction on
i − j one can show that (, χ,E) is Weyl equivalent to an arithmetic root system as in case 2
and hence the claim of the proposition is proven. 
Lemma 29. If Dχ,E contains a subdiagram as shown in Fig. 89, where relations p, r, s, t 	= 1
hold, then (q222pr − 1)(q244st − 1) = 0. In particular, if for all i, j ∈ {1,2, . . . , d} with|i − j |  2 one has qij qji = 1, and I is the set of numbers i ∈ {2,3, . . . , d − 1} such that
q2iiqi,i−1qi−1,iqi,i+1qi+1,i 	= 1, then |I | 2 and |i − j | 1 for all i, j ∈ I .
Proof. Consider (χ; e1 + e2, e2 + e3, e3 + e4, e4 + e5). Its generalized Dynkin diagram
is shown in Fig. 90. Hence Lemmata 11 and 12 imply the first part of the claim. For
the second part, suppose that |I |  2 and i, j ∈ I with j − i  2. Then the finiteness of
(χ; ei−1, ei ,∑j−1l=i+1 el , ej , ej+1) contradicts the first part of the proof. 
Lemma 30. If Dχ,E contains a subdiagram as shown in Fig. 89, where additionally relations
q222pr = q244st = 1, q233rs 	= 1, and p, r, s, t 	= 1 hold, then the following relations are satisfied:
(p − s)(ps − 1) = (r − t)(rt − 1) = 0, q233rs ∈
{
r, r−1
}
, (9)
q22rq33, q33sq44 ∈
{−1,1/q233rs}. (10)
Moreover, if q33sq44 = t then equation q55t = 1 holds.
Proof. The arithmetic root system (χ; e1 + e2, e2 + e3, e3 + e4, e5) corresponds to the gen-
eralized Dynkin diagram shown in Fig. 91 and hence by Theorem 17 one gets relations
I. Heckenberger / Advances in Mathematics 220 (2009) 59–124 107 





q11pq22 r q33sq44
q233rs
t
q22rq33
q55
Fig. 91. GDD of rank 4.
    
−ζ −ζ−1 −ζ −ζ−1 −ζ −ζ−1 −1 −1 ζ
Fig. 92. GDD of rank 5.
(r − t)(rt − 1) = 0, q233rs ∈ {r, r−1}, and q22rq33 ∈ {−1,1/q233rs}. By the same reason one
gets q55t = 1 whenever q33sq44 = t . The remaining relations follow by symmetry. 
Proof of Theorem 22. As in the proof of Theorem 17 one shows that if Dχ,E appears in Ta-
ble 4 then W extχ,E is finite, and two arithmetic root systems corresponding to generalized Dynkin
diagrams in Table 4 are Weyl equivalent if and only if these diagrams appear in the same
row of Table 4 and can be presented with the same fixed parameter. For the list of elements
(T ,E) ∈ Wχ,E mentioned in Proposition 5 confer Table 4. In order to determine the Weyl equiv-
alence classes Proposition 21 is helpful.
It remains to prove that if W extχ,E is full and finite then Dχ,E appears in Table 4. This will be
done by induction over d . Further, Proposition 28 is used to reduce to the case where Dχ,E is
a labeled path graph. More precisely, assume that qij qji = 1 whenever |i − j |  2. Moreover,
[12, Thm. 1] tells that if (χ,E) is of Cartan type then W extχ,E is full and finite if and only if (χ,E)
is of finite Cartan type. These examples appear in Rows 1, 3, 7, 8, 16, 20, and 22 of Table 4. Thus
it suffices to consider pairs (χ,E) such that W extχ,E is full and finite but (χ,E) is not of Cartan
type.
Since (χ; ei , ei+1, ei+2, ei+3) is finite for all i  d − 3, by Theorem 17 any connected sub-
graph of Dχ,E with four vertices has to appear in Table 3. Using this fact it is sufficient to
consider prolongations of the labeled path graphs in Table 3 by (not necessarily simple) chains.
This will be done in several steps.
Step 1. Assume that (qdd + 1)(qddqd,d−1qd−1,d − 1) 	= 1. Then, since the set

(
χ;
i∑
j=1
ej , ei+1,
d−1∑
j=i+2
ej , ed
)
is finite for all i  d − 3, Theorem 17 implies that the generalized Dynkin diagram of
(χ; e1, e2, . . . , ed−2) is a simple chain. Moreover, since the set (χ; ed−3, ed−2, ed−1, ed) is
finite, either Dχ,E appears in one of Rows 4, 5, and 6 of Table 4, or it is a prolongation of the first
or the second graph in Row 17 of Table 3 to the left by a simple chain. Using the reflection sed ,E
the two latter cases are Weyl equivalent, and hence it is sufficient to consider the second diagram
in Row 17 of Table 3.
Assume that d = 5. Since (χ; e1, e2 + e3, e4, e5) is finite, Dχ,E is given in Fig. 92, where
ζ ∈ R3. Then (χ; e1, e2 + e3, e3 + e4, e4 + e5) has generalized Dynkin diagram as shown in
Fig. 93, which gives a contradiction to Theorem 17.
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−ζ −ζ−1 −ζ −ζ−1 ζ ζ−1 −1
Fig. 93. GDD of rank 4.
    
q11 q−2 q2 q−2 q q−1 −1 q3 q−3 ⇒   





q11 q−2 q2 q−2 −1
q
q2
−1
q−3
−1
⇒
 





q11 q−2 −1 q2 −1 q−2 q2
q−1 q−1
q
Fig. 94. Reflections of a GDD of rank 5.
    
q2 q−2 q q−1 −1 q3 q−3 q3 q55 ⇒  





q2 q−2 −1 q2 −1 q3 q55
q q−3
−1
Fig. 95. Reflection of a GDD of rank 5.
 





q−3 q3 −1
q−1
q2
q
q−1
−q3q55
Fig. 96. GDD of rank 4.
Step 2. Assume that equations
(q11 + 1)(q11q12q21 − 1) = 0, (qdd + 1)(qddqd,d−1qd−1,d − 1) = 0
hold, and there exist at least two integers i with 1 < i < d such that q2iiqi,i−1qi−1,iqi,i+1qi+1,i 	=
1. Then by Lemma 29 there exist exactly two such numbers and they differ by 1. Thus by Theo-
rem 17 Dχ,E is a prolongation of one of the following diagrams in Table 3 to the left and/or to
the right by simple chains: Diagram 6 in Row 9, Diagram 4 in Row 14, Diagram 5 in Row 17,
Diagram 6 in Row 22, Diagram 7 in Row 22.
Step 2.1. Prolongations of Diagram 6 in Row 9 of Table 3. One has q ∈ k∗ and q2, q3 	= 1. Pro-
longation to the left together with the transformations in Fig. 94 give a contradiction to q 	= −1
and Lemma 24.
For a prolongation to the right consider the transformation in Fig. 95. Let e1, e2, e3, e4 corre-
spond to the four vertices of the second diagram of Fig. 95 lying on the same straight line, and
let e5 correspond to the fifth vertex. The generalized Dynkin diagram of (χ; e3 + e5, e2 + e5,
e3 + e4, e1 + e2) is given in Fig. 96. By Lemma 14 one obtains that q55 = q−3, and Lemma 13
gives that q ∈ R5. Then the first diagram in Fig. 95 coincides with the first diagram in Row 15 of
Table 4.
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q2 q−2 −1 q2 −1 q−2 q2
q−1 q−1
q
Fig. 97. GDD of rank 5.
     
q2 q−2 q q−1 −1 q−2 q2 q−2 q2 q−2 q2 ⇒  




 
q2 q−2 −1 q2 −1 q−2 q2 q−2 q2
q q2
−1
.
Fig. 98. Reflection of a GDD of rank 6.
    
q11 q−1 q q−1 −1 −1 −1 −q −q−1 ⇒  





q11 q−1 −1 −q−1 −1 −q −q−1
q −1
−1
Fig. 99. Reflection of a GDD of rank 5.
 





q q−1 −1
q
−q−1
−1
−1
−q11q−1
Fig. 100. GDD of rank 4.
 





q q−1 −1
−1
−q−1
−1
q
−1
Fig. 101. GDD of rank 4.
In a further prolongation to the right by a simple chain of length 1 one has q ∈ R5. Moreover,
since (χ; e1, e2, e3, e4 + e5, e6) is finite, one can only have the case shown in the first diagram
of Fig. 98. Apply the transformation shown in Fig. 98. For the last diagram in the figure, where
e1, . . . , e5 correspond to the vertices lying on the same straight line and e6 corresponds to the
remaining vertex, the generalized Dynkin diagram of (χ; e1 + e2, e2 + e6, e3 + e6, e3 + e4, e5)
has the form as shown in Fig. 97, which is a contradiction to Lemma 24 and q ∈ R5.
Step 2.2. Prolongations of Diagram 4 in Row 14 of Table 3. By symmetry it suffices to prolong
to the left or to both directions by simple chains. Assume that q2 	= 1 and (q11 +1)(q11 −q) = 0.
Then Weyl equivalence admits the transformation shown in Fig. 99. With the same notation as in
Step 2.1 the finiteness of (χ; e2 + e5, e3 + e5, e3 + e4, e1 + e2), see Fig. 100, and Theorem 17
imply that q11 	= −1. Therefore it remains to check the case when q11 = q . Starting again with
the original diagram, Weyl equivalence admits the transformation shown in Fig. 102. Assign the
nodes of the right diagram of Fig. 102 from left to right and top to bottom to the basis vectors ei ,
where 1  i  5. Applying Lemma 13 to (χ; e1 + e2, e2 + e3, e3 + e4, e5), see Fig. 101, one
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q q−1 q q−1 −1 −1 −1 −q −q−1 ⇒   





q q−1 q q−1 −1
−1
q
−1
−q−1
−1
Fig. 102. Reflection of a GDD of rank 5.
     
q q−1 q q−1 −1 −1 −1 q−1 q q−1 q ⇒  




 
q q−1 −1 q −1 q−1 q q−1 q
q −1
−1
Fig. 103. Reflection of a GDD of rank 6.
  





−1 −1 −1 q−1 q
q−1
q−1
q
q
⇒







 







q
q
q−1
q−1
−1
q
q
−1
−1
−1
Fig. 104. Reflection of a GDD of rank 5.
      
q q−1 q q−1 q q−1 q q−1 −1 −1 −1 q−1 q
Fig. 105. Prolongation of the first diagram in Fig. 102.
  





q q−1 q q−1 −1 q −1 q−1 q
−1 q
−1
Fig. 106. (χ; e1, e2 + e3, e3 + e4, e4 + e5, e5 + e6, e6 + e7).
obtains that q ∈ R4. In this case, see the left diagram in Fig. 102, Dχ,E appears in Row 14 of
Table 4.
Next it will be shown that there is no prolongation of the left diagram of Fig. 102 to the
right. To this end note that since (χ; e2, e3, e4, e5, e6) is finite, by the previous arguments any
prolongation to the right has to be like the first diagram in Fig. 103, where q ∈ R4. Apply the
transformation indicated in Fig. 103. Using the conventions in Step 2.1 for the obtained diagram,
the generalized Dynkin diagram of the arithmetic root subsystem(χ; e1 + e2, e2 + e3, e3 + e6,
e4, e5) becomes the first diagram in Fig. 104. Using the transformation in Fig. 104 one obtains a
contradiction to Lemma 25.
It remains to consider prolongations of the left diagram in Fig. 102 to the left, where q ∈ R4.
Since (χ;E \ {e2}) is finite, one has to have q11 = q and q12q21 = q−1. This prolongation
of length 1 is the first diagram in Row 19 of Table 4. The prolongation of length 2 is shown
in Fig. 105. In this case the generalized Dynkin diagram of (χ; e1, e2 + e3, e3 + e4, e4 + e5,
e5 + e6, e6 + e7), see Fig. 106, is a contradiction to Theorem 22 for d = 6.
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q11 −ζ−1 −ζ −ζ−1 ζ ζ−1 −1 −ζ−1 −ζ ⇒  





q11 −ζ−1 −1 −ζ −1 −ζ−1 −ζ
−1 ζ−1
ζ
Fig. 107. Reflection of a GDD of rank 5.
    
−ζ −ζ−1 ζ ζ−1 −1 −ζ−1 −ζ −ζ−1 q55 ⇒ 





q55−ζ−1−ζ−ζ−1−1
ζ−1
−ζ
ζ
−1
−1
⇒     
ζ −1 −1 −ζ−1 −ζ −ζ−1 −ζ −ζ−1 q55
Fig. 108. Reflections of a GDD of rank 5.
    
q11 ζ −1 −ζ ζ −1 −1 ζ −ζ
Fig. 109. 1st prolongation in Step 2.4.
 





−ζq11 −ζ ζ
−ζ
ζ
−1
−ζ
Fig. 110. GDD in Step 2.4.
    
−1 −ζ ζ −1 −1 ζ −ζ ζ q55
Fig. 111. 2nd prolongation in Step 2.4.
Step 2.3. Prolongations of Diagram 5 in Row 17 of Table 3. Let ζ ∈ R3. Consider first prolon-
gations to the left. In this case the transformation indicated in Fig. 107 yields a contradiction to
Lemma 24.
Let still ζ ∈ R3, and consider now prolongations to the right. Perform the transformations
shown in Fig. 108. The last diagram in Fig. 108 does not correspond to an arithmetic root system,
as shown in Step 1.
Step 2.4. Prolongations of Diagram 6 in Row 22 of Table 3. Assume that ζ ∈ R4. For a prolon-
gation to the left by a simple chain of length 1, see Fig. 109, (χ; e1 + e2, e2 + e3, e3 + e4, e5)
has the generalized Dynkin diagram shown in Fig. 110. This is a contradiction to Theorem 17.
Any prolongation to the right by a simple chain of length 1 takes the form shown in Fig. 111.
In this case (χ; e4 + e5, e3 + e4, e2 + e3, e1 + e2) has the generalized Dynkin diagram shown
in Fig. 112 which is again a contradiction to Theorem 17.
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q55 ζ ζ
−ζ
−ζ
−1
−1
−1
Fig. 112. GDD in Step 2.4.
    
q q−1 q q−1 q q−2 q2 q−2 q55
Fig. 113. Prolongation in Step 3.1.
    
q11 q−2 q2 q−2 q2 q−2 q q−1 q
Fig. 114. 1st prolongation in Step 3.2.
   
q11 q−2 q q−1 q q−2 q2
Fig. 115. GDD of rank 4 in Step 3.2.
    
q2 q−2 q2 q−2 q q−1 q q−1 q55
Fig. 116. 2nd prolongation in Step 3.2.
Step 2.5. Prolongations of Diagram 7 in Row 22 of Table 3. In a prolongation to the left
by a simple chain of length 1 apply se2,E , and in a prolongation to the right by a simple chain
apply se1,E . Then one obtains a diagram which was already considered in Step 2.4.
Step 3. Assume that equations
(q11 + 1)(q11q12q21 − 1) = 0, (qdd + 1)(qddqd,d−1qd−1,d − 1) = 0
hold and that there exists exactly one integer i with 1 < i < d such that
q2iiqi,i−1qi−1,iqi,i+1qi+1,i 	= 1. Again it is sufficient to consider prolongations of those labeled
path graphs by simple chains which appear in Table 3 and satisfy equations (q11 +1)(q11q12q21 −
1) = 0 and (q44 + 1)(q44q34q43 − 1) = 0.
Step 3.1. Prolongations of the diagram in Row 3 of Table 3. The prolongations to the left
appear in Row 7 and Row 9 of Table 4. If one prolong to the right then one gets the generalized
Dynkin diagram shown in Fig. 113, where q55 ∈ {q2,−1} and q2 	= 1. If q55 = q2 then (χ,E) is
of infinite Cartan type. If q55 = −1 then by Theorem 17 (χ; e2, e3, e4, e5) is finite if and only
if q2 = −1, in which case again equation q55 = q2 holds.
Step 3.2. Prolongations of the diagram in Row 4 of Table 3. If one prolongs to the left then
one obtains the diagram in Fig. 114, where q11 ∈ {q2,−1} and q2 	= 1. In this case(χ; e1 + e2,
e2 + e3, e3 + e4, e4 + e5) has the generalized Dynkin diagram shown in Fig. 115, which contra-
dicts Theorem 17.
Prolongation to the right gives the diagram in Fig. 116, where equation
(q55 + 1)(q55 − q) = 0
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q−1 q q−1 q q q−1 q q−1 −1 q q−1
Fig. 117. 3rd prolongation in Step 3.2.
  





q−1 q −1 q−1 q
q−1
q
q
q−1
Fig. 118. (χ; e6, e5, e3 + e4, e2 + e3, e1 + e2).
    
−1 q−1 q q−1 q q−2 q2 q−2 q55
Fig. 119. Prolongation in Step 3.3.
holds. If equation q55 = q is valid then (, χ,E) is of infinite Cartan type. On the other hand, if
q55 = −1 then Lemma 30 implies that q ∈ R3. In this case Dχ,E is the last graph in Row 13 of
Table 4.
By the first part of Step 3.2 there exists no prolongation of the generalized Dynkin diagram
in Fig. 116 to the left. A prolongation of length 1 to the right has to be of the form shown in
Fig. 117, where q ∈ R3, because of the finiteness of (χ; e1, e2, e3, e4, e5 + e6). In this case
however, one obtains a contradiction to the finiteness of (χ; e6, e5, e3 + e4, e2 + e3, e1 + e2),
see Fig. 118, and to Theorem 22 with d = 5.
Step 3.3. Prolongations of the labeled path graphs in Row 8 of Table 3. Note that the first
and second diagrams in Row 8 are Weyl equivalent via se1,E , and the second and third are Weyl
equivalent via se2,E . Therefore any prolongation of one of these generalized Dynkin diagrams
is Weyl equivalent to a prolongation of another one. Thus it is sufficient to consider the first
diagram in Row 8.
The prolongations to the left appear in Rows 9 and 10 of Table 4. Consider now prolongations
to the right. One obtains the diagram in Fig. 119, where (q55 +1)(q55 −q2) = 0 and q2 	= 1. Then
Lemma 30 implies that q ∈ R3 and q55 = q−1. Thus the diagram in Fig. 119 and its prolongations
were already considered in Step 3.2 in relation with Fig. 116.
Step 3.4. Prolongations of the labeled path graphs in Row 9 of Table 3. As in Step 3 Weyl
equivalence allows to reduce to the consideration of the second and fifth diagrams. Suppose that
q2, q3 	= 1.
Consider first prolongations of the second diagram to the left. Assume that equation
(q11 + 1)(q11 − q2) = 0 holds. Weyl equivalence admits the transformations shown in Fig. 120.
Lemma 29 for the last diagram in Fig. 120 implies that q ∈ R5. This diagram and its prolonga-
tions to the left were already considered in Step 2.1.
Similarly, any prolongation of the fifth diagram in Row 9 of Table 3 to the left admits the
transformations in Fig. 121. In Step 2.1 it was shown that the last diagram in Fig. 121 does not
correspond to an arithmetic root system.
Consider now prolongations to the right. Both for the second and the fifth diagrams, the pos-
sible prolongations Dχ,E are as in Fig. 122, where q2 	= 1 and q3 	= 1. For the prolongation
of the second diagram we have r = q . Then Lemma 30 tells that r ∈ {q2, q−2}, a contradic-
tion to q3 	= 1. For the prolongation of the fifth diagram we have r = q3. Lemma 30 gives that
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q11 q−2 q2 q−2 q2 q−2 −1 q −1 ⇒   





q11 q−2 q2 q−2 −1
q2
q−1
−1
q−1
q
⇒  





q11 q−2 −1 q2 −1 q−2 q2
q−3 q
−1
⇒     
q11 q−2 q−3 q3 −1 q−1 q q−2 q2
Fig. 120. Reflections in Step 3.4.
    
q11 q−2 q2 q−2 q2 q−2 −1 q3 q−3 ⇒   





q11 q−2 q2 q−2 −1
q2
q
−1
q−3
−1
⇒     
q11 q−2 q2 q−2 q q−1 −1 q3 q−3
Fig. 121. Other reflections in Step 3.4.
    
q2 q−2 q2 q−2 −1 r s t u
Fig. 122. Prolongation in Step 3.4.
    
q−1 q −1 q−1 q q−2 q2 q−2 q55
Fig. 123. Prolongation of length 1 in Step 3.5.
     
q−1 q −1 q−1 q q q−1 q q−1 q q66
Fig. 124. Prolongation of length 2 in Step 3.5.
(−1)2q−2r ∈ {q2, q−2}, again a contradiction to q3 	= 1. Therefore there exist no prolongations
to the right of the Diagrams 2 and 5 in Row 9 of Table 3.
Step 3.5. Prolongations of the labeled path graphs in Row 12 of Table 3. Again Weyl equiv-
alence allows to reduce to the consideration of the first diagram. The prolongations to the left
appear in Rows 9 and 10 of Table 4. A prolongation of length 1 to the right takes the form shown
in Fig. 123, where q2 	= 1 and (q55 + 1)(q55 − q2) = 0. Thus Lemma 30 gives that q ∈ R3 and
q55 = q2. This diagram coincides with the last one in Row 12 of Table 4.
A prolongation of length one to the right of the diagram in Fig. 123, where q ∈ R3 and
q55 = q2, has to be of the form shown in Fig. 124, where q66 = q−1, since (χ; e1, e2, e3,
e4 + e5, e6) is finite. In this case the arithmetic root system (χ; e5 + e6, e4 + e5, e3 + e4,
e2 + e3, e1) corresponds to the generalized Dynkin diagram in Fig. 125, which is a contradic-
tion to Theorem 22 for d = 5.
It remains to consider prolongations of the diagram in Fig. 123 to the left, where q ∈ R3
and q55 = q−1. Assume that Dχ,E is of the form shown in Fig. 126, where q ∈ R3 and
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q−1 q q q−1 −1
q
q
q−1
q−1
Fig. 125. (χ; e5 + e6, e4 + e5, e3 + e4, e2 + e3, e1).
     
q11 q q
−1
q −1 q−1 q q q−1 q q−1
Fig. 126. Twofold prolongation in Step 3.5.
  





q11 q q
−1
q −1
q
q−1
q−1
q
Fig. 127. (χ; e1, e2, e3 + e4, e4 + e5, e5 + e6).
      
q−1 q q−1 q q−1 q −1 q−1 q q q−1 q q−1
Fig. 128. Further twofold prolongation in Step 3.5.
    

q−1 q −1 q−1
q q
−1
−1 q q−1q
q−1
Fig. 129. (χ; e1 + e2, e2 + e3, e3 + e4, e4 + e5, e5 + e6, e7).
    
q q−1 q q−1 −1 q2 q−2 q2 q55
Fig. 130. Prolongation of length 1 in Step 3.6.
(q11 + 1)(q11q − 1) = 0. Then the arithmetic root system (χ; e1, e2, e3 + e4, e4 + e5, e5 + e6)
has generalized Dynkin diagram as shown in Fig. 127, and hence Theorem 22 for d = 5 implies
that q11 = q−1. Thus the diagram in Fig. 126 is the fourth last diagram in Row 18 of Table 4.
For a prolongation of length one to the left of the diagram in Fig. 126 one again has the only
possibility shown in Fig. 128 since (χ; e1, e2 + e3, e4, e5, e6, e7) has to be finite. However in
this case (χ; e1 + e2, e2 + e3, e3 + e4, e4 + e5, e5 + e6, e7), see Fig. 129, has to be finite, which
is a contradiction to Theorem 22 with d = 6.
Step 3.6. Prolongations of the first diagram in Row 13 of Table 3. The prolongations to the left
appear in Rows 9 and 10 of Table 4. A prolongation of length 1 to the right takes the form shown
in Fig. 130, where q2 	= 1 and (q55 + 1)(q55q2 − 1) = 0. Thus Lemma 30 gives that q ∈ R3. If
q55 = −1 then Weyl equivalence admits the transformations in Fig. 131. The third diagram in
Fig. 131 and all of its prolongations were already considered in Step 3.5 and hence for q55 = −1
the diagram in Fig. 130 and all of its prolongations are Weyl equivalent to generalized Dynkin
diagrams appearing in Step 3.5.
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q q−1 q q−1 −1 q−1 q q−1 −1 ⇒     
q q−1 q q−1 −1 q−1 −1 q −1
⇒     
q q−1 q q−1 q−1 q −1 q−1 q
Fig. 131. Reflections in Step 3.6.
     
q11 q−1 q q−1 q q−1 −1 q−1 q q−1 q
Fig. 132. Prolongation of rank 6 in Step 3.6.
      
q q−1 q q−1 q q−1 −1 q−1 q q−1 q q−1 q77
Fig. 133. Prolongation of rank 7 in Step 3.6.




  





q
q
q−1
q−1
−1 q −1
q−1
q−1
q
q77
Fig. 134. (χ; e1 + e2, e2 + e3, e3 + e4, e4 + e5, e5 + e6, e6 + e7).
      
q11 q−1 q q−1 q q−1 q q−1 −1 q−1 q q−1 q
Fig. 135. Another prolongation of rank 7 in Step 3.6.
       
q q−1 q q−1 q q−1 q q−1 q q−1 −1 q−1 q q−1 q
Fig. 136. Prolongation of rank 8 in Step 3.6.
If q55 = q ∈ R3 then the diagram in Fig. 130 is the first diagram in Row 11 of Table 4. Because
of its symmetry it is sufficient to consider its prolongations to the left and to both directions,
respectively. So assume next that Dχ,E takes the form shown in Fig. 132, where q ∈ R3 and
(q11 + 1)(q11 − q) = 0. If q11 = −1 then similarly to the transformations in Fig. 131 one obtains
a prolongation of the third diagram of Fig. 131 which was already considered in Step 3.5. On the
other hand, if q11 = q then Dχ,E appears in Row 17 of Table 4.
The diagram in Fig. 132 has no prolongation to the right. Indeed, if Dχ,E is of the form
shown in Fig. 133 with q ∈ R3 and (q77 + 1)(q77 − q) = 0 then the finiteness of (χ; e1 + e2,
e2 + e3, e3 + e4, e4 + e5, e5 + e6, e6 + e7), see Fig. 134, is a contradiction to Lemma 25. Thus it
remains to consider prolongations of the diagram in Fig. 132 to the left.
Suppose that relations q ∈ R3 and (q11 + 1)(q11 − q) = 0 hold and that Dχ,E is of the form
shown in Fig. 135. If q11 = −1 then similarly to the transformations in Fig. 131 one obtains a
prolongation of the third diagram of Fig. 131 which was already considered in Step 3.5. On the
other hand, if q11 = q then Dχ,E appears in Row 21 of Table 4. For an additional prolongation
to the left one can again assume that Dχ,E is of the form shown in Fig. 136, where q ∈ R3. In
this case the finiteness of (χ; e1, e2 + e3, e3 + e4, e4 + e5, e5 + e6, e6 + e7, e8), see Fig. 137, is
a contradiction to Theorem 22 for d = 7.
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q q−1 q q−1 q q−1
−1 q
−1 q−1 qq
−1
q
Fig. 137. (χ; e1, e2 + e3, e3 + e4, e4 + e5, e5 + e6, e6 + e7, e8).
   
q q−1 q q−1 −1 −q −q−1 ⇒  





q q−1 −1
q
−1
−1
−q−1
−1
⇒    
q q−1 −1 −1 −1 −q −q−1
Fig. 138. Reflections in Step 3.7.
   
−ζ −ζ−1 −ζ −ζ−1 −1 −ζ−1 −ζ ⇒  





−ζ −ζ−1 −1
−ζ
ζ
−1
−ζ
−1
⇒    
−ζ −ζ−1 ζ ζ−1 −1 −ζ−1 −ζ
Fig. 139. Reflections in Step 3.8.
    
ζ−1 ζ ζ−1 ζ ζ ζ−1 −1 ζ q55
Fig. 140. Prolongation in Step 3.9.
Step 3.7. Prolongations of the first and last diagrams in Row 14 of Table 3. The last diagram
in Row 14 of Table 3 can be obtained from the first one by replacing q by −q−1, and hence it is
sufficient to consider prolongations of the first graph.
By Lemma 30 for any prolongation to the right one has to have the relation {−q,−q−1} =
{q, q−1} = {−1} which is a contradiction to q2 	= 1. Moreover, since the first diagram of Row 14
is Weyl equivalent to the fourth one via the transformations in Fig. 138, any prolongation of the
first diagram to the left is Weyl equivalent to a diagram which was already considered in Step 2.2.
Step 3.8. Prolongations of the last diagram in Row 17 of Table 3. By Lemma 30 for any pro-
longation to the right one has to have the relation {−ζ,−ζ−1} = {ζ, ζ−1} which is a contradiction
to ζ ∈ R3. Moreover, since the last diagram of Row 17 is Weyl equivalent to the fifth one via the
transformations in Fig. 139, any prolongation of the last diagram of Row 17 to the left is Weyl
equivalent to a diagram which was already considered in Step 2.3.
Step 3.9. Prolongations of the first two diagrams in Row 18 of Table 3. By Weyl equivalence
it is sufficient to consider one of these diagrams. Look first for prolongations of the first diagram
to the right, that is, assume that Dχ,E takes the form shown in Fig. 140, where ζ ∈ R3 and
(q55 + 1)(q55ζ − 1) = 0. If q55 = ζ−1 then this diagram was already considered in Step 3.5. If
q55 = −1 then up to Weyl equivalence this diagram and its prolongations were already considered
in Step 3.2 related to Fig. 116.
Assume now that ζ ∈ R3 and Dχ,E is a prolongation to the left of length 1 of the second dia-
gram in Row 18 of Table 3. Apply the transformations in Fig. 141. The last diagram in Fig. 141
was already considered in the first part of this step. In the same way one can see that any prolon-
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q11 ζ ζ
−1
ζ ζ
−1
ζ −1 ζ −1 ⇒   





q11 ζ ζ
−1
ζ −1
ζ−1
ζ−1
−1
ζ−1
ζ
⇒
  





q11 ζ −1 ζ−1 −1
ζ
ζ
ζ−1
−1
⇒
  





−q11ζ ζ−1 −1 ζ ζ−1
ζ
ζ
ζ−1
−1
⇒
  





−q11ζ ζ−1 −1 ζ −1
ζ
ζ−1
ζ−1
−1
⇒  





−q11ζ ζ−1 ζ ζ−1 −1 ζ ζ−1
ζ−1 ζ−1
−1
⇒     
−q11ζ ζ−1 −1 ζ −1 ζ ζ−1 ζ ζ−1 ⇒     
q11 ζ −1 ζ−1 ζ ζ ζ−1 ζ ζ−1
Fig. 141. Reflections in Step 3.9.
    
ζ−1 ζ −1 ζ−1 ζ ζ −1 ζ−1 q55
Fig. 142. Prolongation of rank 5 in Step 3.10.
    
q11 ζ ζ
−1
ζ −1 ζ−1 ζ ζ −1 ⇒     
q11 ζ −1 ζ−1 −1 ζ −1 ζ −1
Fig. 143. Reflections in Step 3.10.
   
q11 ζ ζ
−1
ζ ζ ζ−1 ζ
Fig. 144. (χ; e1, e2 + e3, e3 + e4, e4 + e5).
gation to the left of the second diagram in Row 18 of Table 3 is Weyl equivalent to a prolongation
of the first diagram to the right and hence it was already considered in the first part of this step.
Step 3.10. Prolongations of the first six diagrams in Row 20 of Table 3. One can see that such
prolongations are Weyl equivalent to prolongations of the first diagram.
Assume first that Dχ,E is of the form shown in Fig. 142, where ζ ∈ R3. Then one obtains a
contradiction to relation (10) in Lemma 30.
Now suppose that Dχ,E is a prolongation of length one to the left, and apply the transforma-
tion shown in Fig. 143, where ζ ∈ R3. Then (χ; e1, e2 + e3, e3 + e4, e4 + e5) with respect to
the second diagram of Fig. 143 has the generalized Dynkin diagram displayed in Fig. 144. Hence
Theorem 17 implies that q11 = ζ−1. In this case the first diagram of Fig. 143 coincides with the
eleventh diagram in Row 13 of Table 4.
By the above argumentations a prolongation to the left of length 2 of the first diagram in
Row 20 of Table 3 has to take the form shown in Fig. 145, where ζ ∈ R3 and (q11 + 1)(q11ζ −
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q11 ζ ζ
−1
ζ ζ
−1
ζ −1 ζ−1 ζ ζ −1
Fig. 145. Prolongation of rank 6 in Step 3.10.
    
q11 ζ −1 ζ−1 −ζ−1 ζ−1 −1 ζ ζ−1
Fig. 146. (χ; e1 + e2, e2 + e3, e3 + e4, e4 + e5, e5 + e6).
    
−1 ζ−1 ζ ζ−1 ζ ζ −1 ζ−1 q55
Fig. 147. Prolongation to the right in Step 3.11.
    
q11 ζ −1 ζ−1 ζ ζ−1 ζ ζ −1
Fig. 148. Prolongation to the left in Step 3.11.
    
−ζ ζ −1 −ζ ζ ζ −ζ ζ q55
Fig. 149. Prolongation to the right in Step 3.12.
1) = 0. In this case, the finiteness of(χ; e1 +e2, e2 +e3, e3 +e4, e4 +e5, e5 +e6), see Fig. 146,
gives a contradiction to Theorem 22, d = 5.
Step 3.11. Prolongations of the first six diagrams in Row 21 of Table 3. One can see that such
prolongations are Weyl equivalent to prolongations of the first diagram.
Assume first that Dχ,E is of the form shown in Fig. 147, where ζ ∈ R3. Then one obtains a
contradiction to relation (10) in Lemma 30.
Now suppose that Dχ,E is a prolongation of length one to the left of the first diagram in
Row 21 of Table 3, see Fig. 148, where ζ ∈ R3 and (q11 +1)(q11ζ −1) = 0. If q11 = −1 then the
finiteness of (χ; e1 + e2, e3, e4, e5) gives a contradiction to Theorem 17. On the other hand, if
q11 = ζ−1 then the transformation se′1,E′se2,E , where E′ = se2,E(E) and e′1 = e1 +e2 = se2,E(e1),
gives a prolongation to the left of the first diagram in Row 20 of Table 3. Therefore the diagram
in Fig. 148 with q11 = ζ−1 and all of its prolongations to the left were already considered in
Step 3.10.
Step 3.12. Prolongations of the first three diagrams in Row 22 of Table 3. Again all such
prolongations are Weyl equivalent to prolongations of the first diagram. Moreover, a prolongation
of length one to the right of the first diagram in Row 22 of Table 3 would be of the form displayed
in Fig. 149, where ζ ∈ R4, which is a contradiction to relation (9) in Lemma 30.
Finally, a prolongation of length one to the left of the first diagram in Row 22 of Table 3 is via
the transformations given in Fig. 150 Weyl equivalent to a diagram which was already considered
in Step 2.4. Prolongations to the left of length bigger than one can be handled with the analogous
transformations.
Step 4. Assume that equations
(q11 + 1)(q11q12q21 − 1) = 0, (qdd + 1)(qddqd,d−1qd−1,d − 1) = 0
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q11 ζ −ζ ζ −1 −ζ ζ ζ −ζ ⇒     
q11 ζ −1 −ζ −1 ζ −1 ζ −ζ
⇒   





q11 ζ −1 −ζ ζ
−ζ
−1
−1
−ζ
−1
⇒     
q11 ζ −1 −ζ ζ −1 −1 ζ −ζ
Fig. 150. Reflections in Step 3.12.
hold and one has q2iiqi,i−1qi−1,iqi,i+1qi+1,i = 1 for all i with 1 < i < d . Then Dχ,E is a simple
chain and it appears in Row 1 or Row 2 of Table 4.
With Steps 1–4 the analysis of generalized Dynkin diagrams which are labeled path graphs is
finished and Theorem 22 is proven. 
7. On the finiteness of the Weyl groupoid
According to the proofs of Theorems 17 and 22 for generalized Dynkin diagrams Dχ,E of
Tables 3 and 4 elements (T ,E) ∈ W extχ,E are given such that T (E) consists of d − 1 elements
of E and one element of −+E . It suffices to consider one single representant in each Weyl
equivalence class, and generalized Dynkin diagrams of Cartan type can be ignored.
The starting point in each row is the first diagram which is a labeled path graph. The num-
bering of the vertices of this diagram is from left to right by 1 to d . Abbreviate m1e1 + m2e2 +
m3e3 + m4e4 by 1m12m23m34m4 , where imi is omitted if mi = 0 and imi is replaced by i if
mi = 1. For the map sfi ,F , where fi is the ith element of the basis F , the symbol si will be used.
Lower indices to bases of Zd indicate the corresponding generalized Dynkin diagram by giving
the position of the diagram in the row of its Weyl equivalence class.
7.1. Computations for Table 3
Rows 6 and 10: T := s4s3s2s1.
E = (1,2,3,4) → (−1,12,3,4) → (2,−12,123,4) → (2,3,−123,1234) → (2,3,4,−1234)
Rows 7, 11, 15, 16 and 19: T = s1s2s3s4s3s2s1.
(1,2,3,4) → (−1,12,3,4) → (2,−12,123,4) → (2,3,−123,1234) → (2,3,12342,−1234)
→ (2,123242,−12342,4) → (1223242,−123242,3,4) → (−1223242,2,3,4)
Row 8: T = s1s2s4s3s2s1.
(1,2,3,4)1 → (−1,12,3,4)2 → (2,−12,123,4)3 → (2,3,−123,1234)4
→ (2,12324,4,−1234)3 → (122324,−12324,4,3)2 → (−122324,2,4,3)1
Row 9: T = s1s4s2s3s4s1s2s3s2s1.
I. Heckenberger / Advances in Mathematics 220 (2009) 59–124 121(1,2,3,4)1 → (−1,12,3,4)1 → (2,−12,123,4)1 →
(
2,1232,−123,1234)1
→ (12232,−1232,3,1234)1 → (−12232,2,3,1234)1
→ (−12232,2,12324,−1234)2 → (−12232,122324,−12324,3)3
→ (4,−122324,2,122334)4 → (1223342,3,2,−122334)6 → (−1223342,3,2,4)6
Row 12: T = s1s2s4s3s2s1.
(1,2,3,4)1 → (−1,12,3,4)1 → (2,−12,123,4)2 → (2,3,−123,1234)4
→ (2,12324,4,−1234)2 → (122324,−12324,4,3)1 → (−122324,2,4,3)1
Row 13: T = s1s2s4s3s2s1.
(1,2,3,4)1 → (−1,12,3,4)1 → (2,−12,123,4)1 → (2,3,−123,1234)2
→ (2,12324,4,−1234)1 → (122324,−12324,4,3)1 → (−122324,2,4,3)1
Row 14: T = s3s4s1s2s4s3s2s1.
(1,2,3,4)1 → (−1,12,3,4)1 → (2,−12,123,4)1 → (2,3,−123,1234)2
→ (2,12324,4,−1234)4 → (122324,−12324,4,3)2 → (−122324,2,4,122334)5
→ (3,2,1223342,−122334)5 → (3,2,−1223342,4)5
Row 17: T = s1s2s3s4s3s2s1s4s1s2s3s4s3s2s1.
(1,2,3,4)1 → (−1,12,3,4)1 → (2,−12,123,4)1 → (2,3,−123,1234)1
→ (2,3,12342,−1234)2 → (2,123242,−12342,4)3
→ (1223242,−123242,3,123243)4 → (−1223242,2,3,12233445)6
→ (123243,2,3,−12233445)6 → (−123243,1223243,3,−1223242)4
→ (2,−1223243,1223343,4)3 → (2,3,−1223343,1223344)2
→ (2,3,1223345,−1223344)1 → (2,1223445,−1223345,4)1
→ (1233445,−1223445,3,4)1 → (−1233445,2,3,4)1
Row 18: T = s4s2s3s4s1s2s3s2s1.
(1,2,3,4)1 → (−1,12,3,4)1 → (2,−12,123,4)1 →
(
2,1232,−123,1234)1
→ (12232,−1232,3,1234)1 → (−12232,2,3,1234)1
→ (−12232,2,12324,−1234)2 → (−12232,122324,−12324,3)3
→ (4,−122324,2,122334) → (4,3,2,−122334)4 5
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(1,2,3,4)1 → (−1,12,3,4)1 → (2,−12,123,4)3 → (2,3,−123,1234)7
→ (2,12324,4,−1234)7 → (122324,−12324,123242,3)7
→ (−122324,2,123242,3)8 → (−122324,1223242,−123242,123342)4
→ (4,−1223242,2,123342)4 → (4,−1223242,1223342,−123342)6
→ (4,1223442,−1223342,2)6 → (1223443,−1223442,3,2)6
→ (−1223443,4,3,2)5
Row 21: T = s1s2s3s4s2s3s4s1s2s3s4s2s3s1s2s4s3s2s1.
(1,2,3,4)1 → (−1,12,3,4)3 → (2,−12,123,4)6 → (2,3,−123,1234)7
→ (2,12324,4,−1234)7 → (122324,−12324,123242,3)7
→ (−122324,2,123242,3)7 → (−122324,1223242,−123242,123342)6
→ (4,−1223242,2,123342)3 → (4,−1223242,1223342,−123342)4
→ (4,1223442,−1223342,1233342)4 → (1223443,−1223442,3,1233342)5
→ (−1223443,4,3,1233342)5 → (−1223443,4,1233442,−1233342)6
→ (−1223443,1233443,−1233442,3)7 → (−1223443,1233443,−1233442,3)7
→ (2,−1233443,4,1233543)7 → (2,3,1233544,−1233543)7
→ (2,1233644,−1233544,4)6 → (1243644,−1233644,3,4)3
→ (−1243644,2,3,4)1
Row 22: T = s1s2s3s4s2s4s1s2s3s2s4s1s2s4s3s2s1.
(1,2,3,4)1 → (−1,12,3,4)1 → (2,−12,123,4)2 → (2,3,−123,1234)4
→ (2,12324,4,−1234)6 → (122324,−12324,4,12334)6
→ (−122324,2,4,12334)7 → (−122324,122334,123342,−12334)5
→ (3,−122334,12233643,2)8 → (3,123342,−12233643,2)8
→ (123442,−123342,−122334,1223342)5 → (−123442,3,−122334,1223342)4
→ (−123442,1223442,4,−1223342)6 → (2,−1223442,4,1223542)6
→ (2,3,1223543,−1223542)4 → (2,1223643,−1223543,4)2
→ (1233643,−1223643,3,4)1 → (−1233643,2,3,4)1
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Row 2: T := sd · · · s2s1.
Rows 4, 5 and 6: T := s1s2 · · · sd−1sdsd−1 · · · s2s1.
Row 8, i1 = 1: T := s1s2 · · · sd−3sd−2sdsd−1sd−2 · · · s2s1.
Row 9, (i1, . . . , ij ) = (1, . . . , j): T := s1s2 · · · sd−3sd−2sdsd−1sd−2 · · · s2s1.
Row 10: T := s5s4s3s2s4s5s1s2s4s3s2s1.
Row 11: T := s1s2s4s3s5s2s3s4s5s1s2s3s4s3s2s1.
Row 12: T := s1s2s4s3s5s4s3s2s4s3s5s2s4s3s1s2s4s2s3s5s1s2s3s4s5s1s2s3s4s3s2s1.
Row 13: T := s1s2s3s4s5s2s4s3s5s1s2s4s3s2s1.
Row 14: T := s1s2s3s4s5s2s4s3s5s1s2s4s5s2s4s3s5s1s2s4s3s2s1.
Row 16: T := s1s2s3s4s5s6s3s5s4s2s3s5s6s1s2s3s5s4s3s2s1.
Row 17: T := s1s2s3s4s5s6s4s5s3s4s6s2s3s4s1s2s3s5s3s4s6s2s3s4s5s6s1s2s3s4s5s4s3s2s1.
Row 18: T := s1s2s3s4s5s6s3s5s4s6s2s3s5s1s2s3s4s3s5s6s2s3s5s4s6s1s2s3s5s4s3s2s1.
Row 20: T := s1s2s3s4s5s6s7s4s6s5s3s4s6s7s2s3s4s6s1s2s3s4s5s4s6s7s3s4s6s5s2s3s4s6s7s1s2 ×
s3s4s6s5s4s3s2s1.
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