Introduction
The complete sequence of the human genome chromosomes is now almost obtained. Various donors of diverse ethnogeographic categories (e.g., African-American, Chinese, Caucasian, etc.) have been enrolled and offered samples that were used to obtain the final reconstructed genome sequence. Despite the fact that natural polymorphism is necessarily faded by this consensus, the final sequence corresponds, more or less, to the individual sequences from the donors.
Hopefully, the sequences of the genes, that contain coding information which produces proteins, are usually much more conserved than non-coding regions,
and genes are what most of the research teams are looking for. The facts that several (up to six) codons can encode the same amino acid and that different amino acids can have identical chemical properties explain that close (or even distant) DNA sequences can produce protein sequences that fold identically and are able to perform exactly the same task.
In order to represent the various nucleotides that can be found at a given location, the original DNA alphabet {A, C, G, T } has been naturally extended to a more complex one, the IUB/IUPAC where a letter represents several nucleotides, e.g. D → A, G, T or M → A, C.
Gene expression is controlled from an important region, upstream from the gene. This region contains several important binding sites where additional proteins, initiating or regulating the transcription, attach themselves to the DNA sequence. Binding sites, are sites in a biological molecule that will come into contact with a site in another molecule permitting the initiation of some biological process (for instance, transcription or translation). These binding sites are usually very specific DNA sequences, that tolerate only very elementary changes, they are the keyholes of specific keys and any violent alteration prevents the additional protein to bind, and moreover the gene sequence from being transcripted [Stormo 2000 ]. The sequences that are found between the binding sites might differ from one organism to the other.
To illustrate these concepts, let us consider the regulatory regions of the hemoglobin genes (α, β, γ, ζ hemoglobins more precisely) where uppercase letters correspond to the gene sequence and bold lowercase letters correspond to a specific binding site sequence. As a result, various techniques are used to represent these polymorphisms, using either the extended alphabet we presented before or a more precise encoding that takes into account the relative frequency of each nucleotide. We can consider mainly two techniques, named Position Weight Matrices (PWM for short) where for each position, the probability of each nucleotide is given, and logo sequences [Schneider et al. 1990 ].
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The Position Weight Matrix [Thompson et al. 1994 ] of a set of strings of length m is a 4 × m-matrix that reports the frequency of each nucleotide for all possible locations. In our example, we have: Weighted Sequences are extensively used in Computational Molecular Biology for representing relatively short sequences such as binding sites as well as long sequences such as profiles of protein families (see [Gusfield 1997 ], 14.3). In addition, they are also used to represent complete chromosome sequences (see [Gusfield 1997], 16.15. 3) that have been obtained using a whole-genome shotgun strategy [Venter et al. 2001 ,Myers et al. 2000 with an adequate cover. The cover is the average number of fragments that appear at a given location. Usually, the cover is large enough so that errors as well as SNPs are clearly spotted and removed by the consensus step. In the case of whole-genome shotgun processes, we would like to dig out information that has been previously undetected after being faded during the consensus step (for example the consensus step wrongly chooses a symbol for a specific position than another). As a result, errors in the genome are not removed by the consensus step but remain and a probability is assigned to them based on the frequency of symbols in each position.
These are some biological examples where weighted sequences can be important. Generally speaking, a weighted sequence could be defined as a sequence of (symbol, weight) pairs, S = (s 1 , w 1 ), (s 2 , w 2 ), · · · (s n , w n ) , where w i is the weight of symbol s i in position i (i.e. occurrence probability of s i at position i).
Note that this definition is more general than the one that refers to weighted alphabets. In a weighted alphabet the weight of a letter is fixed and does not depend on the position in the string. In our case, the weight is not fixed.
Our goal is to design efficient algorithms for a set of string operations on these sequences. Suppose for example that a biologist wants to find whether a sequence at hand (which may as well be a weighted sequence) occurs in a specific protein family with high probability in order to decide whether a specific protein belongs in a family of proteins. This can be accomplished by pattern matching algorithms on weighted sequences. Weighted sequences have also been used in event management systems [Wang et al. 2003 ].
In this paper we propose efficient algorithms for a set of problems on weighted sequences taken from the Computational Biology area. Our results can be compared with the Weighted Suffix Tree (WST) [Iliopoulos et al. 2003a] . The WST has all the merits of the usual suffix tree with the difference that its construction is heavily based on the choice of the probability of occurrence 1 k . It is crucial for its construction that k is a fixed and small constant. When k changes then the suffix tree must be reconstructed from scratch. In addition, for arbitrary k, the size of the WST is exponentially growing and so k must be a very small constant. Our algorithms for pattern matching are more general since they allow for arbitrary k, while at the same time we investigate pattern matching with gaps.
In addition, we use known techniques to discover repetitions and regularities, in particular covers, of weighted sequences. We show that a well known technique by Crochemore [Crochemore 1981 ] cannot be used efficiently in the case of weighted sequences. In fact, the O(n log n) time algorithm given in [Iliopoulos et al. 2003b ] has a slight error and in fact it is an O(n 2 ) time al-5 gorithm. We use another well known technique [Karp et al. 1972 ] to compute repetitions of a particular length (as well as covers) in O(n log n) time.
The paper is organised as follows. In Section 2, we provide basic definitions on weighted sequences. In Section 3 we describe an efficient algorithm for finding repetitions in a weighted sequence while in Section 4 we design an algorithm for locating the covers of a weighted sequence. In Section 5, algorithms for some versions of exact pattern matching problem are presented. Finally, some concluding remarks are given in Section 6.
2 Preliminaries
In this section we provide some definitions needed throughout the paper. In addition, the problem definition is given and two probability measures are introduced.
Basic Definitions
Let Σ = {1, 2, . . . , σ} be an alphabet of cardinality σ = |Σ|. A sequence s of length n is represented by s[1.
and n = |s| is the length of s. Sequence s is also called a solid sequence in order to distinguish them from weighted sequences. An empty sequence is denoted by ε; we write
A weighted sequence is defined as follows.
Definition 1. A weighted sequence s = s 1 s 2 · · · s n over an alphabet Σ is a sequence of sets of couples. In particular, each s i is a set ((1, π i (1)), (2, π i (2)), . . . ,
, where π i (q) is the occurrence probability of character q at position i.
We represent each position of the weighted sequence as a vector that contains all the symbols of the alphabet and their corresponding probabilities; if a character does not appear in a specific position then its probability will be zero. An instance of a weighted (sub)sequence p is a (sub)sequence of p where a symbol has been chosen for each position. We will represent each couple (q, π i (q)) as π i (q) q , as shown in the example below.
is the Position Weight Matrix that represents a weighted sequence of length 6.
Note that the sum of probabilities for each column is 1. In this case s 
Metrics of Information Content on Weighted Sequences
Since each symbol at position i of the text t is assigned a probability of occurrence it is logical to assume that an occurrence of a solid pattern p in the weighted text t must also have a probability of occurrence. In this way, we define how likely is to find an occurrence of p in a specific position of t. In the following we provide two different matching measures that could serve as information content metrics on weighted sequences. 1. Multiplicative Probability is the product of the probabilities of the symbols of t that match p:
2. Average Probability is the average of the probabilities of the symbols of t that match p:
Note that the Average Probability Measure (APM) allows for characters with zero probability. In general, the average probability measure is by far less strict than the Multiplicative Probability Measure (MPM) for a given cut-off probability 1 k . It is easy to see that all matches of the MPM are contained in the set of matches for APM. As a result, by using the APM we are more loose with respect to the matches we are going to get while by using MPM we become much more strict.
Example 4. Let t be the weighted sequence defined in Equation (1) and p = ACT A, which occurs in t at position 2. Then the multiplicative probability of The above definitions can be extended to cover the case where both the pattern p and the text t are weighted sequences. In this case we denote by π ti (q) the probability of the symbol q at position i of t, and by π pj (q) the probability of the symbol q at position j of p. As a result, we define the match between two positions as follows:
.n] be weighted se-
and t[i] match with respect to (at least one) q.
for some position j of the pattern, and some position i of the text. Then p[j] and t[i] match because there is at least one symbol (precisely two: C and T ) that occurs in both of
Similarly to Definition 3 we get the following definition of a match, in the case where both the pattern and the text are weighted.
.m] and t = t[1.
.n] be weighted sequences. We say that p occurs in (or matches) t at position i if and only if
We call P i w aver the weighted average probability of the match of p at position i of t. Similarly, we can define the weighted multiplicative probability of the match of p at position i of t.
For the rest of the paper we will assume that p is a solid pattern. For the cases where the algorithm is applicable to weighted patterns as well, it will be explicitly indicated. Moreover, we will be interested in occurrences of the pattern with probability larger than a threshold
Computation of repetitions
In solid sequences the algorithms of Crochemore [Crochemore 1981 ] and Karp [Karp et al. 1972] are well known and have O(nlogn) time complexity for computing repetitions. Their difference is that the first algorithm computes repetitions of all possible lengths while the second can compute repetitions of prespecified length.
However Crochemore's algorithm (henceforth Algorithm C) fails to find repetitions in weighted sequences in O(nlogn) time. In fact it needs O(n 2 ) time to be able to compute all repetitions. However Karp's algorithm (henceforth Algorithm KMR) can be applied for computing repetitions in weighted sequences.
Why Algorithm C Fails for Weighted Sequences
This section assumes that the reader is familiar with the algorithm of Crochemore for finding repetitions [Crochemore 1981 ]. We briefly describe the algorithm, to assist the discussion of the application of this algorithm on weighted sequences later on. Given a string x of length n, the algorithm proceeds in precisely n/2 stages, where at stage i a vector E i of length O(n) is being computed. E i is a vector of integers (called classes), representing factors of length i. A repetition of length i can then be identified starting at position j of x if and only if
As explained above, the algorithm performs O(n) stages. In order to work in O(n log n) overall time, each vector E i cannot be computed from scratch; The trick is that the values of E i−1 that are not modified in E i , implicitly specify new factors, of length i. The choice of which values of E i−1 should be modified is based on the number of occurrences of each integer (factor) in E i , i.e. the values to be modified are for those factors that appear less often.
For example, for some string x ∈ {a, b} * , consider the integer 7 in E 3 representing the factor aba; at the next stage factors of length 4 are computed;
thus the class 7 of E 3 will split into "subclasses": those aba that are followed by a (thus giving abaa), and those that are followed by b (giving abab). If we know that abaa appears more often in x than abab we can leave unmodified all those positions of E 3 that contain 7 and are followed by a (thus, 7 represents at this stage the factor abaa) and assign a new integer to those positions in E i−1 that contain 7 and are followed by b. Of course, the same procedure should be followed for all classes of E i−1 .
The problem on weighted sequences becomes clear: we cannot increment factors implicitly; we have to update their probabilities of occurrence at each step so that we know whether these repetitions have a probability ≥ 1 k . As a result, we are obliged to process all classes which leads to an O(n 2 ). The authors of [Iliopoulos et al. 2003b ] did not notice this problem so they claimed that the complexity is O(n log n), which is wrong. Alternatively, one could try find all the repetitions without computing probabilities, and then compute the probabilities of the actual repetitions. This is no better because the length of each repetition can be O(n) (thus, O(n) multiplications) for each repetition. Moreover, if we don't compute probabilities throughout the algorithm we might end up with 13 O(|Σ| n ) factors. As a result, it seems that adopting this approach for finding repetitions in weighted sequences will probably not lead to an o(n 2 ) algorithm.
Algorithm KMR
Algorithm KMR computes equivalence classes, similar to Algorithm C, but it proceeds in log n stages of O(n) time each. It has been successfully applied to weighted sequences [Iliopoulos et al. 2004b] .
Throughout the algorithm, integers (called equivalence classes) are used to represent factors. Since any position in a weighted sequence may contain more than one symbols, more than one factors of the same length can start from the same position. Identifying repetitions then comes down to identifying positions that contain at least one common factor. Those positions are called equivalent.
More formally:
Definition 8. Given a weighted sequence s, positions i and j of s are a-equivalent (a ∈ {1, 2, . . . , n} and i, j ∈ {1, 2, . . . , n − a + 1}) -written iE a j-if and only if there exists at least one substring f of length a, that occurs at (starts at) both positions i and j.
An equivalence relation E a is represented as an n−a+1 vector v
of sets of integers, where each v
contains the labels of the equivalence classes of E a to which each factor starting at position i belongs.
The following lemma (see Fig. 1 ) is the basic mechanism of the KMR algorithm: Lemma 1. For integers i, j, a, b with b ≤ a we have iE a+b j precisely when iE a j and i + bE a j + b (1) or, equivalently, when iE a j and i + aE b j + a (2).
To solve the problem of locating repeated substrings of length d over a weighted sequence w, KMR algorithm proceeds as follows: 1. Scan w to construct relation E 1 2. Use Lemma 1 to construct successively, the relations E 2 , E 4 , E 8 , . . . , E r , where r = 2 log 2 d .
3. Use Lemma 1 to construct the relation E d from the relations E 1 , E 2 , . . . , E r
The first stage of the algorithm -constructing E 1 -is straightforward. Constructing new equivalence relations from existing ones (used repeatedly in stages 2 and 3) is what follows. This procedure is using e a + e b pushdown stores, P (1), . . . , P (e a ) and Q(1), . . . , Q(e b ), where e a , e b represent the number of distinct equivalence classes in E a and E b respectively.
1. Sort the vector v (a) using the P -pushdown stores; that is, run through v (a) , and for each factor x at each position i, push i into P (x). Note that the same position i may be pushed into more than one stacks. So far, having the 15 same position i in more than one P -stack causes no problem, since these stacks are distinct. But, for the sake of the explanation, let's distinguish them in the following way: we will use i x to denote the position i when it refers to the factor x starting at i; thus, i x will denote the same position i but referring to it's second factor x ( = x).
2. In success, pop each P (x) until it is empty. As the number i x is popped from P (x), push it into the Q-pushdown stores Q(y) y ∈ v
. Note that there may be more than one factors y of length b starting at position d + a. Therefore, position i x will be pushed into all appropriate Q stacks. However, when another P stack, say P (x ), is popped, it is possible that the same position i x (referring to different factor) will be pushed into the same Q stacks as i x . Had we not distinguished i x from i x , we would end up with the same position i appearing more than once in the same stack Q(y), and of course the ambiguity as to which factor starting at position i this refers to, would make it impossible to go on to the third step.
3. Finally, construct v (a+b) : Successively pop each Q-stack until empty. Start with a variable class counter c initially set to 1. As each i x is popped from a given stack Q(y) test whether or not x is equal to x , where x is the factor represented by position j just previously popped from the same stack; that is, element j x was previously popped. If this is so, then iE a j and i + bE a j + b, so iE a+b j; therefore, insert c in the set v
and increment c to c + 1. When stack Q(y) is exhausted, increment c to c + 1 before beginning to pop the next Q-stack. Whenever i x is the first element from a Q-stack, insert c into v
automatically.
An example of this procedure -constructing E 5 using the precomputed equivalence relations E 3 and E 2 -for a weighted string w is shown in Fig. 2 . Note that for simplicity the probabilities of the factors have been omitted and, the actual factors (rather than integers representing those factors) appear in v (3) and v (2) .
Moreover, a table showing the correspondence between the new integers and the factors they represent, is given for the reader to verify the correctness of the algorithm.
Expected Running Time Analysis
As previously described, in our approach, we use the definition of Equivalent
Families of Repetitions on a weighted sequence X in order to compute all repetitions of length d. Since X is a weighted sequence we have to bound the size of each equivalence relation E i .
In the following lines we analyze the time complexity of the algorithm using two important lemmas.
Based on the probability threshold k we split the positions of a weighted sequence X into three distinct categories:
1. White Positions: are positions that contain a symbol with probability 1. We also call them solid positions. The size of the equivalence relation E 1 is at most |Σ|n. This is because in each position each character might appear with a non-zero probability. As a result, Step 1 P -stacks 8 aba 10 abb 9 bab 9 aab 6 aba 9 abb 7 bab 8 aab 4 aba 8 abb 7 baa 5 bab 11 bba 10 bbb 8aaa 3 aab 1 aba 3 abb 2 baa 2 bab 4 bba 9 bbb aaa aab aba abb baa bab bba bbb
Step 2 Q-stacks 9 bbb 4 bba 7 bab 5 bab 2 bab 7 baa 7 bab 9 bab 8 abb 7 baa 2 baa 1 aba 3 abb 9 abb 6 aba 1 aba 4 aba 8 aba 5 bab 6 aba 6 aba 8 aab 6 aba 3 aab 9 aab 8aaa aa ab ba bb
Step 3 v of each class will be n, and as a result |E 2 | ≤ |Σ| 2 n. Continuing the same way, the size of the equivalence relation will be at some point O(|Σ| n n) (e.g. when the the repetitions are of size n 4 ). However, we did not take into account the fact that the probability of occurrence 1 k is rather large, which means that k is assumed to be small (k ≤ 10).
Intuitionally, since k is a small fixed constant we cannot have long chains of symbols with small probability. As a result, the number of possible and valid Proof. Since an arbitrary symbol of Σ participates in a branching position with probability ≤ 1 − 1 k then for a factor with λ branching positions it holds:
We would like to bound λ:
As a result, all possible factors with probability of occurrence ≥ Lemma 3. When a position in an arbitrary equivalence relation E i is extended by one character that belongs in a branching position, then this position will participate in at most |Σ| classes in the equivalence relation E i+1 .
Proof. Assume position j in a class C i f of the equivalence relation E i . This position is extended by a character that participates in a branching position. So, this position will participate in at most |Σ| classes in the equivalence relation E i+1 since at most |Σ| different symbols can participate with a non-zero probability in a branching position.
Both lemmas will be used to prove the following theorem that will be used extensively to prove the time complexities of the algorithms. Proof. By Lemma 2, each position in the equivalence relation E i , 1 ≤ i ≤ n, has at most λ branching positions. By Lemma 3 each such branching position will result in at most |Σ| different factors. Combining both lemmas we get that a factor with λ branching positions may participate in |Σ| λ classes instead of one.
As a result, the maximum size of each equivalence relation will be ≤ |Σ| λ n.
Setting c = |Σ| λ , the theorem follows.
Note that Theorem 1 provides a very rough estimate of the constant c. A more tight analysis will lead to a much smaller constant. Before stating the result of the paper we have to discuss the space complexity of the algorithm. Assuming 20 that d = 2 i − 1, for arbitrary i, we need to store all equivalence relations of size 2 j , for all j ≤ i − 1 to report the repetitions of length d based on Lemma 1.
As a result, the space complexity of the algorithm will be O(n log d). However, by computing in an online manner the equivalence relations we achieve linear space. That is, if we have computed equivalence relation E 2 j then we only need to store this relation (in order to compute the relation E 2 j+1 ) and the sum we 
Experimental Results
In this paragraph we provide some experimental results for the computation of repetitions in weighted sequences using the previously defined algorithm. The algorithm was implemented in C++ using the Standard Template Library (STL), and run on a Pentium-4M 1.7GHz system, with 256MB of RAM, under the Red Hat Linux operating system (v9.0). The datasets used for testing the performance of the algorithm consisted of many copies of a small random weighted sequence. We chose this repeated structure, rather than totally random files, in order to get a fair comparison of the running times. 
22
The latter shows a linear increase with respect to the logarithm of the factor length (O(log 2 d)). Thus, the overall running time is O(n log d).
However, an interesting aspect of the algorithm is being revealed in the bot- 
Computation of Regularities
Regularities in a sequence may come under many guises. They may correspond to approximate repetitions randomly dispersed along the sequence, or to repetitions that occur in a periodic or approximately periodic fashion. The length and number of repeated elements one wishes to be able to identify may be highly variable. In this section we extend KMR algorithm to compute covers on weighted sequences.
Computation of Covers
Covers in weighted sequences fall into two categories: (1) allow overlaps to pick different symbols from one single position and (2) factors that overlap choose the same symbols for overlapping regions. Notice that the first kind of covers allows border-less covers to overlap while the second does not.
For example, consider the weighted sequence To locate all the length-d covers we first use the algorithm described in Section 3.2 to find all the length-d repetitions. Then by spending O(n) extra time (thus O(n log n) total time) we can find either type of covers :
Type (1). For every factor occurring at position 1 (there is a constant number of them), scan E d for occurrences of the same factor; if the distance of consecutive occurrences is always ≤ d then a cover has been found.
Type (2). For every factor occurring at position 1, compute its border array (1), only now reject occurrences that start at positions other than some border of the previous occurrence.
The computation of type (1) and stored. For example, consider that we will combine the equivalence relations E a and E b to obtain E a+b . The identification of a factor in E a+b takes only constant time since it can be constructed by the concatenation of one factor from E a with one factor from E b .
Experimental Results
Similarly, the running time for locating the weighted covers is shown in Figure 4 , with respect to the input size (top), and the factor length (bottom). The running time for both types of covers grows asymptotically in the same manner as that of weighted repetitions, O(n log d). 
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As expected, weighted covers of type (2) need more time to be computed since, in contrast with type (1) covers, a border array has to be constructed, and overlapping between consecutive occurrences of the same factor needs to be tested. Nevertheless, the asymptotic growth is still O(n log d).
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Exact Pattern Matching
In this section we provide algorithms for the problem of exact pattern matching on weighted sequences. The problem we are going to tackle is the following:
and an arbitrary constant k ≥ 1, find all occurrences of p in t with matching probability ≥ 1 k .
The solution to the exact pattern matching problem depends on the matching measure (multiplicative or average) in use. In this section we present the solutions for both measures. In the first paragraph we presents how Algorithm KMR presented in 3.2 can be used for the exact pattern matching problem (under the multiplicative measure), while in the rest paragraphs we introduce alternative algorithms for the same problem.
Algorithm KMR for Pattern Matching in a Weighted Sequence
Assume that m = |p|. Then, this problem can be viewed as finding the E m -class of repetitions in the input sequence p$X, where $ / ∈ Σ.
By using the algorithm described in Section 3 
END pattern match
Given Theorem 2, the following theorem can be trivially proved:
Theorem 3. The above algorithm computes the occurences of pattern p of length m in a weighted sequence X of length n in O((n+m) log m) time and linear space.
Average Probability
In this paragraph we are interested in the solution of the pattern matching problem under the average probability measure. In more detail we are interested in finding all occurrences of p in t with average probability ≥ 1/k, that is P i aver > 1/k. For a small constant k, the construction of the weighted suffix tree cannot be accomplished in linear time, as in [Iliopoulos et al. 2003a] , because the number of factors of t is no longer linear. Moreover the use of Karp's algorithm as above is not efficient due to the size of the equivalent classes.
For instance, consider a text t where each position contains exactly two symbols, from an alphabet Σ, each of which has probability 0.5, e.g.
Then, every possible substring of length m has an average probability 0.5 while the number of such substrings in t is O(n2 m ), which results in a suffix tree of size O(n2 m ). Consequently, a small constant k does not allow us to adopt an approach similar to [Iliopoulos et al. 2003a ].
An O(n log m)-time algorithm, that works for arbitrary k, is possible based on the Fast Fourier Transform (FFT). First we find the number of matches between the pattern p and the text t for each position of t by using the FFT.
Our approach is similar to the one used in [Gusfield 1997] Let M (t, p, i) be the number of characters of t and p that match when p It is straightforward to see that:
As a result, the problem is reduced to finding the match-count for each character. For each character q construct two bit vectorsp q andt q , where the ith position is 1 if q occurs in p[i] and t[i] respectively with non-zero probability, otherwise it is 0. We pad the right end ofp q with n zeros and the right end oft q with m zeros. This is necessary for the application of the FFT algorithm [Fischer et al. 1974] . By renumbering the indices of both bit vectors to run from 0 to n + m − 1, the number of matches for symbol q at position t[i] is:
where the indices are modulo n + m. The extra zeros were added so that when the right end ofp q is to the right of the end of t then no additional false matches are counted. This is the cyclic correlation ofp q andt q , and M q (t, p) is computed by the FFT algorithm in O(n log m) operations. As a result the vector M (t, p)
by Equation 3 can be computed in O(|Σ|n log m) time. To this point, we have computed the occurrences of p in t without taking into account the probabilities.
By scanning M (t, p) we can report all positions that contain m in O(m+n) time.
The problem now is to compute the average probability of each occurrence of p in t. In the same manner as the construction ofp q andt q we construct the vectorsp q andt q containing the probabilities of occurrence of character q in each position. Then in the same way:
whereM q (t, p) is the sum of the probabilities of occurrence of p in t for character
This is the cyclic correlation of two vectors and by using the FFT algorithm it can be computed in O(n log m) time. The computation ofM (t, p) needs O(|Σ|n log m) time by Equation 5. As a result, by using vectors M (t, p) and M (t, p) we can find all occurrences with average probability greater than 1 k by just locating positions i in M (t, p) which contain m, and checking whether
Multiplicative Probability
In this paragraph we describe an alternative algorithm for the pattern matching problem using the multiplicative probability measure following the methodology presented in 5.2.
Assume that pattern p is a solid sequence and that k is arbitrary. Pattern p has an occurrence at position t[i] with probability
Applying the logarithm we get:
By this simple trick we got rid of the product and so we can apply the same O(n log m) algorithm described in 5.2 to find all occurrences. Note that this trick does not work when both the pattern and the text are weighted sequences.
In this case, the only known algorithm is the straightforward O(mn) dynamic programming algorithm.
Pattern Matching with Gaps
We consider the problem of pattern matching on weighted sequences by allowing gaps between occurrences of successive symbols of the pattern p in the text t. Example 6. Let p = T GA,
, and α = 1. Then p occurs in t at position 1, with 1-bounded gaps, since π 1 (T ) = 0.5, π 2 (G) = 0.5, and π 4 (A) = 0.4; thus:
Note the gap (of size 1) between the second and the third symbols of p inside t.
Since gaps are allowed between the occurrences of symbols of p, it is possible that more than one occurrences of p end in a single position i in t. In what follows we will compute for each position i of t only one occurrence of p, namely the occurrence of p at i with the maximum probability, given that this probability is larger than 1/k. For each position the occurrence with the maximum probability (given that this probability is larger than 1/k) is given in the m-th row. The only remaining detail are the lists of prefixes that must be maintained during the construction of the matrix. This list must support three operations: 1) insert a new element in the head of the list, 2) delete an element from the tail of the list and 3) find the maximum element among the elements in the list. By using a heap-ordered queue we can support all three operations in constant time. If we want to store the whole matrix so that after its computation we are able to trace it back for occurrences then each cell must have its own list. This means, that when moving from D(i − 1, j) to D(i, j) we have to copy the whole list and maybe make changes to its head and tail. This means that the time complexity of the algorithm will be O(mnα) and the same goes for the space complexity.
However, based on the facts that the matrix D is computed column by column and that the only difference between two adjacent lists are only in their head and tail we can reduce the time complexity to O(mn). We use a simplified version of the persistent lists described in [Kaplan et al. 2000] . These lists support the operations of removing an element from the tail of a list, adding an element to its head, identifying the maximum element and copying the list (in fact it records the history of the structure with respect to update operations) in constant amortized time (for worst case constant time complexity refer to [Kaplan 1998 ]). This means, that over a sequence of n operations the total cost will be O(n).
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The algorithm presented in this section refers to the multiplicative probability measure. However, it can easily be adapted for the average probability by adding the maximum probabilities of the characters of the pattern instead of multiplying them. For unbounded gaps we can use the same algorithm by setting α = n − m + 1.
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Conclusions
In the following table the results described in this paper are given.
Problem Time Complexity
Repetitions O(n log m)
Covers O(n log m)
Simple Pattern Matching O((n + m) log m)
Pattern Matching with Gaps O(mn)
We presented algorithms on several problems on weighted sequences. These sequences seem to model various real life problems. Apart from the use of weighted sequences that was described in the introduction, they also appear in the field of event management for complex networks, where each event has a timestamp [Wang et al. 2003 ], as well as in DNA micro-array analysis, where expression levels of genes are recorded under different experimental conditions.
Weighted sequences are approximate by definition. However, this approximation measure is not the same as the usual distance metrics, like the Hamming distance or the edit distance. The probabilities in the weighted sequence provide a measure of our uncertainty concerning the data of the sequence. The error introduced by metrics like Hamming distance, provide a measure of the error that really exists between two sequences. As a result, it would be very interesting to design approximate pattern matching algorithms for weighted sequences.
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