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ABSTRACT 
The James Webb Space Telescope (JWST) is a segmented deployable telescope that will require on-orbit alignment 
using the Near Mared Camera as a wavefront sensor. The telescope will be aligned by adjusting seven degrees of 
freedom on each of 18 primary mirror segments and five degrees of freedom on the secondary mirror to optimize the 
performance of the telescope and camera at a wavelength of 2 microns. With the completion of these adjustments, the 
telescope focus is set and the optical performance of each of the other science instruments should then be optimal 
without making further telescope focus adjustments for each individual instrument. This alignment approach requires 
confocality of the instruments after integration and alignment to the composite metering structure, which will be verified 
during instrument level testing at Goddard Space Flight Center with a telescope optical simulator. In this paper, we 
present the results from a study of several analytical approaches to determine the focus for each instrument. The goal of 
the study is to compare the accuracies obtained for each method, and to select the most feasible for use during optical 
testing. 
Keywords: James Webb Space Telescope, telescope, science instruments, focus 
1. INTRODUCTION 
Figure 1 is an artist's conception of the James Webb Space Telescope Observatory. The Observatory architecture 
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d Figure 1. The JWST Observatory. 
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consists of a deployable Optical Telescope Element (OTE) with a 6.6 m diameter, segmented, primary mirror that is 
passively cooled to 30 - 50 K at the thermally stable L2 LaGrange point orbit. The curved focal surface from the 
telescope is located within the mechanical volume allocated to the Integrated Science Instrument Module 0. The 
ISIM structure, the enclosure, the suite of instruments and guider and the other auxiliary hardware such as electrical 
harnesses and thermal devices and the kinematic mounts that interface the ISIM to the telescope is called the Integrated 
Science Instrument Module. The ISIM structure consists of a composite metering structure designed to interface by way 
of kinematic mounts to each of the optical benches of the science instruments and the guider. The structue is also 
kinematically mounted to the telescope primary mirror structure. An enclosure surrounds the ISIM structure, isolates the 
ISIM region thermally from the other regions of the Observatory, and serves as a radiator for the science instruments and 
guider. (Note: The ISIM and enclosure are located behind the primary mirror in.Figure 1). Light from the OTE is 
directed toward the instrument apertures by individual instrument pick-off mirrors located along the OTE light path. The 
four Science Instruments (SIs) are: The ?Jear-gnfr@ed -era (NIRCam), the Eear-lnfra&ed Wtrometer (NIRSpec), 
the xid--@fr@ed Instrument (MIRT), and the Fine Guidance Sensor (FGS) which consists of both a Guider and a 
- Tunable Filter (TF). During on-orbit commissioning, the telescope focus will be set as a result of the wavefront sensing 
and control process using the NIRCam. On-orbit adjustment of the telescope focus to optimize the performance of each 





The science instruments and guider will be integrated to the ISIM structure and optically tested at Goddard Space night 
Center with an QTE m u l a t o r ,  or OSIM. The OSIM will be used for optical performance testing of the Engineering 
Test Unit @TU) ISIM and SIs and the Flight ISIM and SIs and FGS. These tests will be conducted in the Space 
Environmental System (SES) thermal vacuum chamber at Goddard. The science instruments must be aligned in the test 
configuration to be confocal meaning “with the same focus.” 
One of the more important objectives of this study is to compare and contrast various methods used for the determination 
of best focus. In section 2 we discuss the optical models of the OTE and the SIs. In section 3 we describe the modeling 
process and in Section 4 we describe the focus methods considered. Finally, in Section 5 we summarize the results. 
2. CODE v MODELS OF THE SCIENCE INSTRUMENTS AND GUIDER 
OTE-Monolith-Rev-B 
S0501044.seq (short wavelength channel) 
LO50 1044.seq (long wavelength channel) 
OTE-NIRS-Al-V2-MlRROR-cold.len 
O T E ~ ~ ~ A l ~ V 2 ~ ~ 0 R ~ c o l d . s e q  
Imager-model .len 
Table 1 lists the filenames of the Code V models we used for the SIs, Guider and OTE. Figure 3 shows a Code V layout 
of the instrument designs. We excluded the Guider from this study since that instrument was being redesigned. At the 
time of this work, we analyzed the integrated OTE and SI models. 




NIRCam Short Wavelength 
Channel 
NIRCam Long Wavelength 
Channel 
Fi_ : 2. Optical layouts of the science instruments. 
3. THE MODELING PROCESS 
3.1 Noise-Free Data 
For each optical model of the 0% and SI, a set of through-focus Point Spread Functions (PSF) was generated. The 
defocus occurred at the image surface of the OTE and in the direction along the chief ray at the field point under 
consideration for the particular instrument. In this way, a “pure” focus error was introduced with no lateral shift allowed 
between the OTE and each SI. The PSFs were generated at a single field point for each SI, corresponding to the center of 
an individual detector. For each simulation, PSFs were generated over a range of OTE defocus values from + 5 mm to -5 
mm in steps of 0.5 mm. For each simulation, a total of 21 data sets was created in X, Y, Z Matlab format with X, Y 
corresponding to detector pixel coordinates and Z corresponding to intensity on the detector at the pixel location. The 
PSF intensity values were normalized to the Strehl Ratio for each data set. The PSF data was oversampled for each 
detector pixel by a factor of five. Data was later rebinned for the appropriate detector pixel size. The simulated PSFs 
were polychromatic with the wavelengths and bandwidths indicated in Table 2. Uniform spectral weighting was assumed 
with 5 wavelengths to cover the band. Detector pixel sizes for each instrument are also included in Table 2. 
To ensure that the quality of the focus metric is being evaluated and not the quality of the intepolation scheme, a Matlab 
algorithm was used as a common interpolation algorithm to determine the best focus. If a function is sufficiently 
sampled, then perfect interpolation can be achieved by convolving the sampled function with sin(m)/m. But, due to the 
infiinite extent of the sinc function, better results are obtained in-practice by using approximations to the sinc. Park and 
Schowengerdt‘ (1983) have shown that a parametric cubic approximation to the sinc yields the optimum results and we 
used the version of this approach available in Matlab. 
The data sets were analyzed using the methods described in Section 4 
Table 2. List of modeling parameters for the various instruments. 
Minimum RMS Spot Size 
- predicted value from 
Code V (mm of defocus 
from nominal) 
NIRCam Long 1.4922 
NIRCam Short 0.07686 
NIRSpec 0.29210 
MIRI -0.60190 
2.12 R = 5  18 0.014930556 0.015291667 2048x2048 17.7 short 
l--- 3.00 0.4 um 18 0.014930556 0.015291667 2048x2048 8.65 
1UlJSLam ' NIRcam 
Minimum RMS Wavefront 
Error - predicted value from 






For the purpose of comparison of each metric against a standard best focus value, Code V was used to calculate the best 
focus position for each SI using the criteria of minimum rms wavefront error at the specific field point of interest. This 
does not exactly match the criteria used during the design process for each instrument. For instance, in the case of 
NIRCam, the designer minimized the rms wavefront error over the field of view of the instrument resulting in a region of 
minimum rms around the middle of the field with larger excursions around the outer perimeter. During an actual 
measurement of focus for each instrument at GSFC, the data collection and analysis process will be more complex than 
our simple simulations here. For the focus verification test, the determination of best focus over the field of view of each 
SI will be determined using a minimum of five field points for each SI (one close to center and four near the edges or 
corners). 
Table 3 lists the predicted Code V best focus values for each instrument. For comparison, we also show the minimum 
rms spot size best focus predictions. 
3.2 Noisy Data 
A program called OPTOOL2 was used to add detector noise to the simulated PSFs. The user can select the focal plane 
array quantum efficiency, dark current, charge diffusion, and read noise; then detected images can be simulated. The 
input for this program is OPD data created using Code V. Along with OPD data, the vertical and horizontal f-numbers, 
entrance pupil diameter, and pupil mask geometry were also output. OPTOOL direct integration was used to calculate 
the PSFs with a grid spacing of 4.5 microns for the NIRCam and NIRSpec and 6.25 microns for MIRI, corresponding to 
a factor of 4 oversampling in all cases. Finally, detector effects were added and the PSFs were down sampled to their 
respective pixel sizes. Three different detector noise cases were nux (I) noisy = Stellar Energy Distribution (SED) of 5, 
(2) noisier = SED of 50, and (3) noisiest = SED of 5000. 
4. A DESCRIPTION OF THE METHODS 
4.1 High Pass Filter 
One method selected for study was reported by Price and Cough3 to output the most disparate signals between in-focus 
and out-of-focus scanning microscopy images. Bos4 acquired with Mars lander cameras. The approach is described 
mathematically in Equation 1 where gij represents the image and ** symbolizes a two-dimensional convolution. 
Inspection of Eq. 1 reveals that F1 is the summation of a high pass filter operation. We investigated the performance of 
the high pass filter with and without the summation operation. One promising approach used the maximum pixel value 
produced by the high pass filtering operation. 
F1 is the summation of a high pass filter operation. With the aid of equation (l), a single number indicative of the 
image’s quality of focus can be determined for each out of focus image. 
4.2 Statistical Image Variance 
The statistical image variance is given by Equation (2): 
This equation yields another metric that can also be used to evaluate the quality of the focus. 
4.3 Peak Pixel 
This focus metric is simple and straightforward. For each out-of-focus image, the intensity is normalized to the peak 
value, and then the peak pixel value is plotted versus image number or focus position. 
4.4 Encircled Energy 
Encircled energy is a common metric used in the evaluation of system performance for astronomical telescopes. By 
measuring the ratio of energy contained within a small region around a PSFs center to the energy contained within an 
entire PSF, one can gain insight beyond a simple Strehl Ratio measurement. Encircled energy as a function of radial 
extent provides information about the distribution of low, mid, and high spatial frequencies in an image. Since encircled 
energy is one of the main performance metrics for JWST as well as being a valuable metric for understanding system 
performance in general, we chose to use it as one of the metrics for this study. 
The simple encircled energy calculation used for this study has two main preprocessing steps: noise floor subtraction and 
PSF centering. The floor was assumed to be the mean of all data within a given PSF, and that value was subtracted from 
each numerical value in each PSF. The second operation was centering of the PSF centroid at the center of the image. 
Unfortunately, as the signal to noise ratio decreased and the signal approached the noise floor, the centroid of the PSF 
moved around sufficiently to affect the consistency of the encircled energy results. 
The encircled energy algorithm performs two operations: upsampling and integration. For this study, the data was 
upsampled by four times using a bicubic interpolation scheme to fill in the upsampled data. This improves the 
subsequent integration since we have finer sampling at the edges. For small radii, the grid-to-circle conversion is more 
consistent when more pixels are used to approximate the circle. The integration itself is straightforward: sum up the 
energy contahed within the entire PSF and sum up the energy contained within a specified radii. The ratio of those two 
sums yields a percent encircled energy. For noiseless data, encircled energy provides a consistent and reliable technique 
for determining defocus; however as noise increases, the encircled energy calculation diverges. A more robust data 
preprocessing could likely improve the performance of this metric for images with low SNR. 
4.5 Phase Retrieved Focus Values 
Phase-retrieval is an image-based wavefront sensing method that utilizes point source images to recover optical phase 
information. The most famous application of phase-retrieval was for the diagnosis of the Hubble Space Telescope mirror 
edge defect5 Phase-retrieval is also the last step of the JWST optical commissioning process and is referred to as “fme- 
phasing.” Details on the entire JWST commissioning process, as applied to the JWST Testbed Telescope, are discussed 
in these proceedings6. Results from the government fine-phasing algorithm as applied to data from the Testbed 
Telescope are also discussed in these proceedings7. 
A number of image-based phase-retrieval techniques have been developed that can be classified into one of two general 
categories: (a) iterative transform * or (b) parametric. 9, lo For the study considered in this paper, phase-retrieval was 
utilized to recover just a single optical parameter, defocus. As a result, it is often more efficient in such cases to 
implement a parametric approach by solving for the defocus value that minimizes the least-squares objective function: 
Various implementations of the parametric approach include minimizing alternative objective functions as well as 
implementing a variety of nonlinear optimization methods such as Levenburg-Marquardt, simplex, and quasi-Newton 
techniques.” The Levenburg-Marquardt and quasi-Newton techniques were utilized in this study. 
The Code V models of JWST were used to generate the OPDs while trahslating the focal-plane under various noise 
scenarios. The phase-retrieval algorithm was then applied to the leading and trailing images of each intensity data set, 
after registering the images to the center of the image array. A set of defocus values was then returned that minimizes 
the x2 function defined in Equation (3) at each image location. The algorithm was not applied to images collected near 
focus since the estimation of the phase values near best focus is easily biased by spurious noise values. As a final step, 
the phase-retrieval defocus values (in waves) were fit using linear least squares to the measured defocus position (mm). 
The best focus position for each data set was then found by interpolation from the retrieved defocus values. 
5. SUMMARY OF RESULTS 
First we compared results from the focus methods using the noise-free, high-resolution NIRCam short-wavelength 
PSF‘s. The results obtained from the variance, peak pixel, encircled energy and high pass filter methods are shown in the 
Figure 3. The various color coded plots represent encircled energy diameters of 1, 2, 5,  10, and 20 pixels. From this 
comparison chart, several conclusions were drawn for the noise free simulations: (1) the method that represented the 
sharpest determination of focus was the high pass filter method, and ( 2) each method yielded a slightly different best 
focus position. 
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Figure 3. Comparison of methods for determination of best focus for NIRCam short wavelength 
channel. Encircled enem curves are indicated in color. 
Encircled Energy results are shown in Figure 4 for noise- free PSF data for all the instruments. Peak pixel results for all 
the instruments are shown in Figure 5. 
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Figure 4. Encircled energy results for each model. In the figure, Instrument #1 = NIRCam, Instrument #2 = NJRCam short wavelength 
channel, Instrument #3 = NIRSpec, Instument #M = MIRI. Curves are plotted for encircled energy within a circle with a 
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Figure 5. Results for peak pixel method, noise free data In the figure, Instrument #1 = NIRCam long wavelength channel, Instrument 
#2 = NIRCam short wavelength channel, Instrument #3 = NIRSpec, Instrument #4 = MIlU. Curves are shown for encircled 
energy within a circle with a diameter of 1,2,5,10, and 20 pixels. 
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Figure 6. Results for phase retrieval method for noise free data in the NIRCam short wave channel. The plots 
show the recovered Zemike focus term, Z4, in waves, versus the amount of defocus at the OTE focal 
plane. Note that for each plot the value obtained for the best focus in mm is indicated by Do. 
Results obtained from the phase retrieval method are shown in Figure 6. In this figure, the plots show the &mike focus 
term (a) retrieved from the algorithm for each OTE defocus value. Different results are shown for different €‘#s that are 
used to fit the data. The best focus is determined by fitting a straight line through the data and then determining the zero 
point intercept, Do. Since the algorithm has more diffculty recovering the data for in-focus PSFs the data points close to 






0.065065 -1.33646 2.49177 -0.4995 0.00032164 
0.9559 2.418665 0.47689 -3.4998 -0.27119 
0.9996 -0.946445 0.017325 -3.4998 
-0.9991 -1.9992 -2.00969 -0.864825 
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