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ABSTRACT
This thesis studies the problem of initiation of propagation of excitation waves in one-
dimensional spatially extended excitable media. In a study which set out to determine
an analytical criteria for the threshold conditions, Idris and Biktashev [68] showed that
the linear approximation of the (center-)stable manifold of a certain critical solution
yields analytical approximation of the threshold curves, separating initial (or bound-
ary) conditions leading to propagation wave solutions from those leading to decay
solutions.
The aim of this project is to extend this method to address a wider class of ex-
citable systems including multicomponent reaction-diffusion systems, systems with
non-self-adjoint linearized operators and in particular, systems with moving critical
solutions (critical fronts and critical pulses). In the case of one-component excitable
systems where the critical solution is the critical nucleus, we also extend the theory to
a quadratic approximation for the purpose of improving the accuracy of the linear ap-
proximation. The applicability of the approach is tested through five test problems with
either traveling front such as Biktashev model, a simplified cardiac excitation model
or traveling pulse solutions including Beeler-Reuter model, near realistic cardiac exci-
tation model.
Apart from some exceptional cases, it is not always possible to obtain explicit so-
lution for the essential ingredients of the theory due to the nonlinear nature of the
problem. Thus, this thesis also covers a hybrid method, where these ingredients
are found numerically. Another important finding of the research is the use of the
perturbation theory to find the approximate solution of the essential ingredients of
FitzHugh-Nagumo system by using the exact analytical solutions of its primitive ver-
sion, Zeldovich-Frank-Kamenetsky equation.
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INTRODUCTION
1.1 Threshold Phenomenon
The threshold phenomenon “deals with the minimal, an event, or stimulus just strong
enough to be perceived or to produce a response” [118] and the presence of it “im-
poses the restriction on the types of mathematical model suitable to describe” bio-
logical/chemical systems [45]. Despite its extreme importance, it is not completely
understood. Below, we list some examples of how understanding the threshold phe-
nomenon can be rather important:
• Propagation of excitation in the heart involves action potential and threshold
value controls if an applied stimulus is sufficient enough to generate an ac-
tion potential. Understanding the mechanisms of initiation of propagating is
extremely crucial as successful propagation enables continuous electrical and
chemical communication between cells and failure may lead to serious medical
conditions [140].
• Another typical example of how the threshold phenomenon plays a key role is
prey-predator system, popular area of extensive study of the relation between
species and their environment. The threshold phenomenon in a prey-predator
system must be carefully examined as the effect would just be so dramatic [96].
Starting from low population densities of the prey and predator, a typical inter-
action between two species can be as follows [129]: initially, there occurs an
13
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increase of the prey population until self-limitation mechanisms take part so no
further growth is possible. On the other hand, the predator population starts in-
creasing as long as the prey density is above a certain threshold. As the excess
predators cause the prey population to decrease, the predator population then
declines rapidly due to starvation or emigration.
• Threshold phenomenon also plays a key role in understanding many age-related
diseases such as Alzheimer and Parkinson. Studies on neuronal changes in
brain suggest that the threshold hypothesis helps to explain “some of the asso-
ciations between clinical and pathological findings” [1, 113]. The importance of
the threshold concept in the clinical analysis of such diseases lies in its implica-
tions for diagnosis and further research into treatment.
1.2 An Introduction to Excitable Media
Originally, the term excitability has come to be used to refer to the “property of living
organisms to respond strongly to the action of a relatively weak external stimulus”
[141]. A well-known example of excitability is the ability of nerve cells to generate and
propagate electrical activity. To better understand the mechanisms of the electrical
activity in cells, it is helpful to categorise all cell types into two distinct types, excitable
and non-excitable.
Many cells maintain a stable equilibrium electric potential. For some, if electric cur-
rents are applied to the cell for a short period of time, the potential returns directly to its
equilibrium value once the applied current is removed. These type of cells are called
non-excitable. The epithelial cells that line the walls of the gut are typical examples
of non-excitable cells. Excitable cells, however, are characterized by an ability to re-
spond to sufficiently strong applied current in a specific way such that the membrane
potential goes through a large excursion, called an action potential, before eventu-
ally returning to rest. Some classic examples are cardiac cells, smooth and skeletal
muscle cells, secretory cells, and most neurons [74].
By definition, an excitable medium is a spatially distributed system, each element
of which possesses the property of excitability and it is usually defined as nonlinear
reaction-diffusion system, where the reaction term defines how the constituents of the
system are transformed into each other, and the diffusion part provides propagation
of information [7, 55, 141].
14
1.2. AN INTRODUCTION TO EXCITABLE MEDIA
The phenomenon of the excitability can be widely seen in nature and one example
of which is forest fire [6, 35]. By way of illustration, consider a forest consisting of
fully grown trees. Each individual tree may be in one of the following three states:
quiescent (the tree is healthy, unburnt), excited (the tree is on fire) and refractory (the
tree is temporarily unable to become excited). If a tree is excited, it will transfer its
excitation to its nearest neighbors, and hence the fire on a site will spread through
diffusion, followed by refractory period, during which a tree is no longer responsive
to a fire. After a certain amount of time, the site eventually returns more or less back
to its original state as the forest regrows. Thus, the entire forest can be considered a
notable example of excitable media. Figure 1.1 illustrates a typical process of a tree
on a site with excitability features in order.
University of Utah
Mathematical Biology
theImagine 
Possibilities
Examples of Excitable Media
• B-Z reagent
• Nerve cells
• cardiac cells, muscl c lls
• Slime mold (dictystelium discoideum)
• CICR (Calcium Induc d Calcium R lease)
• Forest Fires
Features of Excitability
• Threshold Behavior
• Refractoriness RefractoryResting Excited Recovering
• Recovery What about flush toilets? – p.2/??Figure 1.1: A tree with the features of excitability. Copyright 2016 by J. P. Keener [73].
Reprinted with permission.
There are a wide variety of areas where the term “excitable medium” has been
used repeatably for decades in many fields including physical, chemical and biological
systems and so on [32, 71, 87]. Some prominent examples of excitable media can be
listed as follow [40, 123, 141]:
• propagation of electrical excitation in various biological tissues, including nerve
fiber and myocardium,
• concentration waves in the bromate-malonic acid reagent (the Belousov-
Zhabotinsky reaction),
• waves of spreading depression in the retina of eye,
• pattern formation on tongue,
15
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• the Mexican wave (or La Ola).
1.3 Problem Statement and Aims
This thesis considers the problems of initiation of propagating waves in terms of one-
dimensional reaction-diffusion system,
@u
@t
ÆD@
2u
@x2
Å f(u), (1.1)
where u :R£R!Rk is a k-component reagents field, k¸ 1, defined for x 2R and t 2RÅ,
vector-function f : Rk! Rk describes the reaction rates and D 2 Rk£k is the matrix of
diffusivity. Equation (1.1) is assumed to be an excitable medium that is a system
composed of elementary segments or cells, each of which possesses the following
properties [41]:
• an equilibrium resting state ur such that the solution to (1.1) will decay to it
whenever the initial datum is below a certain threshold,
• a threshold for excitation such that any applied stimulus below this threshold pro-
duces no persistent change in the system while a stimulus above this threshold
induces the cell to change from resting state to an excited state,
• a diffusive-type coupling to its nearest neighbors.
Our aim is to analyse wave motion in (1.1) that has been a topic of extensive studies,
both in biological media as well as in chemical processes according to following initial
and boundary conditions
u(x,0)ÆurÅUsX(x), Dux(0, t)Æ¡IsT(t), (1.2)
where X and T describe the shape of the initial and boundary profiles, Us and Is
are amplitude and strength of those profiles, respectively. The cases of initial value
problem and boundary value problem are handled separately as follow:
• Case 1: Us Æ 0, Is 6Æ 0. This is the case when the current is injected at the bound-
ary point xÆ 0 during some time interval. For a fixed boundary profile T(t), there
exist a corresponding threshold strength value Is¤ such that the solution tends
to propagating wave (“ignition”) as t!1 whenever Is È Is¤, and the solution
tends to resting state (“failure”) otherwise. This fixed value is called a threshold,
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and the corresponding curve that illustrates a graphical representation of the re-
lationship between a set of boundary profiles and the corresponding threshold
values is called a strength-duration curve.
• Case 2: Us 6Æ 0, Is Æ 0. Here the perturbation is instantaneous at t Æ 0, but is
spread in space. For a fixed initial profile X(x), there exist a corresponding thresh-
old strength valueUs¤ such that the solution tends to propagating wave as t!1
whenever Us ÈUs¤, and to resting state otherwise. This fixed value is called a
threshold, and we shall call the corresponding critical curve a strength-extent
curve.
From a mathematical point of view, the problem of initiation of propagation of
excitation waves in one-dimensional spatially extended excitable media is spatially-
distributed, non-stationary, nonlinear. Due to the complex nature of the problem, it is
not always possible to solve the initiation problem analytically, and hence the solu-
tion is mostly approximated by numerical simulations. However, it is highly desirable
to have a closed-form analytical solutions to this kind of problems and there have
been numerous phenomenological and heuristic approaches aiming to obtain such
answers e.g. [58, 79, 103, 115].
The motivation for this research is based on the results of McKean and Moll [88]
and Flores [48], who established that the boundary in the space of initial data of the
equation between the basins of attraction of the resting state and the propagating
wave solution is a stable manifold of a certain “standing wave” solution, later alterna-
tively called as critical nucleus.
The critical nucleus is a unique unstable nontrivial time independent solution of
the one-component case of (1.1) with exactly one positive eigenvalue. It plays a key
role in understanding the threshold phenomenon in one-component excitable media.
The reason is that the critical nucleus does not depend on the sort of initial data and
it appears as a long transient if the initial data are very near the threshold between
ignition and decay. One of the analytical approaches attempting to describe the criti-
cal conditions benefits from this understanding. In [101], Neu and co-workers derived
an analytical expression for the relationship between the parameters of the initial con-
dition using Galerkin style approximations. Another analytical approach to determine
the critical conditions is based on the idea of the stable manifold of the critical solution.
Idris and Biktashev [68] have demonstrated that linearisation of the stable manifold in
the functional space leads to an analytical expression for initiation criteria for a simple
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bistable model.
The purpose of this thesis is to quantify the threshold curve performing the bound-
ary between initial (or boundary) conditions leading to propagation wave solution and
initial (or boundary) conditions leading to the resting state as an extension further
study of [68]. Moreover, as the analytical ignition criteria for the one-component case
do not agree very well with their numerically obtained critical curves, we investigate
the feasibility of improving the accuracy by using a quadratic rather than a linear
approximation of the critical manifold, and related problems. Finally, we extend the
method to the case where there are no critical nucleus solutions. This is observed
in multicomponent reaction-diffusion systems, where it has been previously demon-
strated that instead of critical nucleus, one has unstable propagating waves, such as
critical pulses [49] or critical fronts [67].
1.4 Thesis Outline
The contents of the thesis are divided into seven chapters. This chapter was intended
to give a brief introduction about the main area of the study, initiation problem. Def-
initions of some concepts needed for the understanding of the problem have been
shortly provided. We will end the chapter by describing the contents of the thesis.
Introduction chapter is followed by the literature review beginning with the descrip-
tion of some concepts and terminologies including reaction-diffusion system and ac-
tion potential in Chapter 2. We then describe some well-known mathematical models
of excitable cells and excitability properties of each starting with the classic Hodgkin-
Huxley model, its logical reduction FitzHugh-Nagumo (FHN) model and its general-
isation version Beeler-Reuter model. We also explain the generic form of spatially
extended excitable systems and their traveling wave solution. Details of the test prob-
lems for two different traveling wave solutions are given. The first, models with travel-
ing front, consists of Zeldovich-Frank-Kamenetsky (ZFK) equation, McKean equation
and the simplified front model due to Biktashev. The second, models with traveling
pulse, includes spatially extended FitzHugh-Nagumo system and spatially extended
Beeler-Reuter model. The chapter is then closed with a brief history of the mathemat-
ical approaches to the initiation problem and a review of some essential numerical
methods.
Chapter 3 describes the proposed analytical methods, including both the linear
and quadratic approximations of the one-component case, and the linear approxi-
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mation for the multicomponent case. Subsequent sections are dedicated to specific
examples of application of the described method.
Though the method is analytical in nature, it is generally unlikely to obtain the
essential ingredients analytically due to the nature of the equations having nonlinear
term(s). Therefore, we need to take the aid of numerical methods for calculating these
ingredients numerically. Further, these numerical methods can be handled as a veri-
fication of the analytical derivation. We also describe direct numerical simulations of
the threshold curves in order to compare them with their analytical approximation. A
detailed outline of the technique introducing the numerical approaches to the initiation
problem is given in Chapter 4.
The applicability of the approach is demonstrated on five test problems and Chap-
ter 5 is devoted to one-component test problems with critical nucleus solutions. The
models considered are Zeldovich-Frank-Kamenetsky and McKean equations and both
the linear and quadratic approximations are employed for comparison with direct nu-
merical simulations.
In Chapter 6, we test the ignition criteria for the multicomponent systems. The
theory will be carried out on Biktashev model with moving critical front, and FitzHugh-
Nagumo system and Beeler-Reuter model with moving critical pulses where their
ingredients are found numerically. As ZFK equation is a one-component version of
FHN system (with ° Æ 0,v ´ 0), the perturbation method is performed to analytically
obtain the ingredients of FHN with small excitability parameter ¯. Both strength-extent
and strength-duration curves are examined for all models except Biktashev model
where only the strength-duration case is considered as its strength-extent analysis
has been performed by Idris [66].
In Chapter 7, we summarise the work in this thesis. We present a short review of
the results and some possible further directions.
Finally, due to discontinuity of the right-hand sides of McKean and Biktashev mod-
els some non-standard numerical techniques are discussed in the appendices.
Some of the material contained in this thesis is used in the following publications:
• B. Bezekci, I. Idris, R. D. Simitev and V. N. Biktashev, Semi-analytical approach
to criteria for ignition of excitation waves, Phys. Rev. E, 92:042917, 2015.
• B. Bezekci and V. N. Biktashev, Strength-duration relationship in an excitable
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medium, submitted to Phys. Rev. E.
• B. Bezekci and V. N. Biktashev, Fast-slow asymptotic for semi-analytical ignition
criteria in FitzHugh-Nagumo system, in preparation, to be submitted to Chaos.
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LITERATURE REVIEW
2.1 Chapter Introduction
In this chapter, review of the relevant literature is given. Section 2.2 explains defi-
nitions and description of several key concepts including reaction-diffusion systems
and action potential. Section 2.3 describes some of the research on excitable cells
and their mathematical models of how action potentials in the cells are initiated and
propagated. Section 2.4 begins with the generic form of one-dimensional spatially
extended excitable systems followed by some forms of traveling wave solutions of it
and finally we then progress onto the models that we consider in the following chap-
ters. We shall then outline various mathematical approaches to the initiation problem
listed according to their publication year in Section 2.5. The chapter is concluded with
some essential numerical methods in Section 2.6 which can be used to find numeri-
cal threshold curve or to obtain the ingredients of explicit analytical expression of the
threshold curve.
2.2 Fundamentals and Definitions
In this section, we introduce some concepts that will be needed for the understanding
of the topic.
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2.2.1 Reaction-Diffusion Systems
One of the much studied nonlinear and chaotic dynamics is reaction-diffusion sys-
tems since they, rather typically, arise in many areas such as physical, chemical, bio-
logical media and so on. The study of these phenomena requires a variety of different
methods from many areas of mathematics for instance bifurcation and stability theory,
singular perturbations, numerical analysis, just to mention a few. Typically, a reaction-
diffusion system is obtained by combining Fick’s law of diffusion with the chemical re-
action rate law [120, p. 783-789]. One-component reaction-diffusion system is consid-
ered as the simplest which is known as the KPP (Kolmogorov-Petrovsky-Piskounov)
equation [77]
@u
@t
ÆD @
2u
@x2
Å f (u), (2.1)
where t and x respectively represent time and space position in one dimension, u Æ
u (x, t) is a state variable and describes density/concentration of a substance and D is
the diffusion coefficient. f (u) describes a local reaction kinetics and when it is equal
to zero, the equation represents a pure diffusion process called as heat equation in
the literature. There are various well-known choices of f (u) and here we introduce
some of them [53] :
• f (u) Æ u (1¡u) yields Fisher’s equation named after R. A. Fisher who [44] de-
scribed the spatial spreading of biological population u over a one-dimensional
habitat,
• f (u) Æ u ¡1¡u2¢ is known as Newell-Whitehead-Segel equation [102, 122] aris-
ing after carrying out a suitable normalization in the study of thermal convection
of a fluid heated from below. Considering the perturbation from a stationary
state, the equation describes the evolution of the amplitude of the vertical veloc-
ity if this is a slowly varying function of time t and position x,
• f (u) Æ u (1¡u) (u¡µ), 0 Ç µ Ç 1 (or its particular degenerate case f (u) Æ u2¡
u3) gives the general Zeldovich-Frank-Kamenetsky equation [139] that mainly
emerges in the combustion theory. This equation also known as Nagumo equa-
tion modeling the transmission of electrical pulses in a nerve axon,
• f (u)Æ¡uÅH(u¡a) is a variant of Nagumo equation named as one-component
McKean model [89] with H(¢) being Heaviside step function and in terms of hav-
ing piecewise smooth kinetics it is similar to “realistic” cardiac models.
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The last two equations will be further reviewed in the following sections in details
as they are the only ones with threshold parameters. On the other hand, two com-
ponent reaction-diffusion systems also have a great deal of importance especially in
chemical reaction systems, epidemiology and pattern formation research. A classical
two-component activator-inhibitor system is described by the following partial differ-
ential equations
@u
@t
ÆD1@
2u
@x2
Å f 1 (u,v) ,
@v
@t
ÆD2@
2u
@x2
Å f 2 (u,v) , (2.2)
where D1 and D2 are nonnegative diffusion coefficients, u and v are the state of
the system, f 1 and f 2 are the local dynamics. In a 1952 article in Biomathematics,
Alan Turing proposed that pattern formation could be understood using a simple two-
component system of reaction-diffusion equations [130]. Since then, there have been
further experimental and theoretical studies based on Turing’s theoretical work.
Additionally, reaction-diffusion systems with more than two components have been
widely investigated and one of the major areas of interest within the field of electro-
physiology is the mathematical description of the excitation and propagation of nerve
impulses firstly proposed by Hodgkin and Huxley [61]. In their Nobel Prize work, they
described how action potentials in neurons are initiated and propagated. Another ex-
ample of the system of equations (2.2) is promoted by the FitzHugh-Nagumo model
[47] that is a simplified version of the Hodgkin-Huxley model and is accepted as the
prototype of an excitable system. These two models will be explained in detail in the
following sections.
2.2.2 Action Potential
Neurons are specialized cells in the body of living organisms and they are basically
responsible for transmitting information to other nerve cells or other types of cells,
such as muscles. Transient electrical signals are considered to be particularly impor-
tant as they carry time-sensitive information over long distances and these electrical
signals are produced by changes in the current flow into and out of the cell, driving
the electrical potential across the cell membrane away from its resting value [70].
Membrane potential (also transmembrane potential or membrane voltage) refers
to the electrical potential difference in the concentration of ions on each side of the
23
CHAPTER 2. LITERATURE REVIEW
membrane. When the membrane potential is consistent so that there is no distin-
guishable change in it, the membrane potential is held at a stable value called resting
potential, i.e. unstimulated, polarized state of a neuron and it varies among different
cell types.
A typical action potential is initiated by a sudden change in the transmembrane
potential. During this event, the membrane potential changes rather dramatically and
noticeably usually from negative to positive. An action potential can be divided into
three phrases: depolarization, repolarization and hyperpolarization and we briefly de-
scribe each of which below.
An action potential is not produced unless a stimulus current of a sufficient magni-
tude is injected. Depolarization phase, or rising phase occurs once when a large
enough positive stimulus exceeding a certain value, at which point the neuron gen-
erates an action potential, is inputted. A simplified picture is that there is a certain
value of the minimum membrane potential giving rise to the action potential is called
as threshold potential. In this phase, the negative membrane potential becomes
positive for a very short time and it reaches its most positive value such that the
depolarization phase is then completed.
The next phase of the action potential is called repolarization, or falling phase
referring to the change in the membrane potential that returns it to a negative value
just after the action potential has reached its maximum. The membrane repolarizes
beyond the resting state due to the flow of potassium out of the cell where the third
phase called as hyperpolarization starts. This phase causes the potassium channels
to close so the membrane potential level it with the steady state resting potential.
The duration of an action potential can be divided into two phases. Absolute
refractory period comes immediately after the start of an action potential. During
this period, it is impossible to produce a second action potential no matter how strong
a stimulating current is applied. Relative refractory period follows the first phase
immediately and lasts until the membrane returns to the resting state. During this
phase, another action potential can be produced only if the stimulus is stronger than
those normally required to reach the threshold.
It is very important to bear in mind that the intensity of a stimulus does not affect
the strength of the action potential. If that stimulus exceeds the necessary threshold,
the neuron or, in general, any excitable cell will give a complete response and an
action potential will be transmitted from one end of the axon to the other. Otherwise,
there is no response. This characteristic property of action potentials is called as “all
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or none” principle.
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Figure 2.1: General shape of the phases of a typical action potential with respect to
time and voltage, adopted from [22].
Figure 2.1 shows the typical shape of an action potential on an expanded time
scale. The various parts of the action potential are labeled and the responses of
the stimulus current below the threshold that do not cause enough depolarization to
trigger an action potential are labeled as “failed initiation”.
2.3 Mathematical Models for Excitable Cells
The purpose of this chapter is to review several mathematical models describing the
generation of action potential.
2.3.1 Hodgkin-Huxley Model
Action potential has been the subject of extensive research in the field of electro-
physiology due to its dominant feature of the nervous system. In 1952, Alan Hodgkin
and Andrew Huxley conducted one of the most valuable studies in this research area.
In their work, Hodgkin and Huxley developed a mathematical model to analyse and
explain the ionic mechanisms underlying the initiation and propagation of action po-
tentials in a giant squid [61]. They received the 1963 Nobel Prize in physiology and
medicine together with John Eccles. Considering that they developed the model well
before the advent of electron microscopes or computer simulations, one could say
this Nobel Prize was well earned.
To describe the cell membrane, Hodgkin and Huxley constructed a simple elec-
trical equivalent circuit, as shown in Figure 2.2. The cell membrane is a lipid bilayer
and it acts as a capacitor with constant capacitance, C. During their experiments,
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Hodgkin and Huxley determined the sodium (NaÅ) and potassium (KÅ) ions to be
two most important species implied in the generation of the action potential. The NaÅ
and KÅ channels are considered to be resistors described by voltage-dependent con-
ductances gNa and gK , respectively. The ionic currents of these two are denoted
by iNa and iK . The model also considers a third ionic current lumping together all
other ions designated by iL and a third leak conductance, gL, being independent of
the membrane potential. The electrochemical gradients driving the flow of ions are
represented by an electric source with voltages VNa, VK and VL.
C
iC iNa iK iL
gNa gK gL
VNa VK VL
b b b b
Intracellular
Extracellular
Figure 2.2: The typical representation of the membrane as an electric circuit contain-
ing active NaÅ and KÅ channels, a leakage channel and a membrane, adapted from
[61].
By employing Kirchhoff’s law, we have the following relationship between the sum
of ionic currents, the capacitive current iC and an externally applied current Iext
iNaÅ iK Å iLÅ iC Æ Iext, (2.3)
where the capacitive current can be mathematically written as
iC ÆC
dV
dt
. (2.4)
The membrane voltage, V , is the potential difference between intracellular and extra-
cellular environments and is the same for each parallel branch of the circuit. As a
result, Hodgkin and Huxley described the individual ionic current as
is(V )Æ gs (V ¡Vs) , (2.5)
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for sodium, potassium and leak branches, i.e. s Æ NaÅ, KÅ and L. Substituting this
quantity for each current into (2.3) and employing (2.4) give a mathematical formula-
tion of electrical activity as a first-order differential equation
C
dV
dt
Æ Iext¡ gNa (V ¡VNa)¡ gK (V ¡VK )¡ gL (V ¡VL) . (2.6)
Hodgkin and Huxley proposed the specific forms for the sodium and potassium con-
ductances as a product of gating variables and maximum conductances. Particularly,
they found
gK (n)Æ n4 g¯K , gNa (m,h)Æm3hg¯Na,
where g¯K and g¯Na are constants. The unknown functions n, m and h are gating
variables representing activation of the potassium current, activation of the sodium
current and inactivation of the sodium current, respectively and they all have dimen-
sionless values in the range of (0,1). Each of these gating variables obeys a simple
linear differential equation
ds
dt
Æ®s (1¡ s)¡¯ss, (2.7)
where ®s, ¯s, sÆ n,m,h are the rate constants that describe the transition rates of per-
missive and non-permissive gates. Further, applying the voltage clamp experimental
technique let Hodgkin-Huxley fix the membrane voltage, V , at almost any desired
value. Thus, steady-state of the gating variables can be found using the fact that the
rates of opening and closing are equal at steady-state
s1 Æ ®s
®sÅ¯s
, t!1.
An analytical solution of (2.7) can then be found as
sÆ s1¡ (s1¡ s0)exp(¡t/¿s) , (2.8)
where s0 is the initial condition and the quantity ¿s is called the time constant defined
in terms of the rate constants at a constant membrane potential
¿s Æ 1
®sÅ¯s
.
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We summarise the equations proposed by Hodgkin and Huxley to describe the nerve
action potential as follows:
C
dV
dt
ÆIext¡ g¯Na(V ¡VNa)m3h¡ g¯K (V ¡VK )n4¡ gL(V ¡VL), (2.9a)
dm
dt
Æm1¡m
¿m
, (2.9b)
dh
dt
Æh1¡h
¿h
, (2.9c)
dn
dt
Æn1¡n
¿n
. (2.9d)
Hodgkin and Huxley were able to fit their experimental data to derive the following
expressions for voltage-dependent rate constants
®n(V )Æ 0.01(V Å55)1¡exp[¡(V Å55)/10] , ¯n(V )Æ 1.125exp[¡(V Å65)/80], (2.10a)
®m(V )Æ 0.1(V Å40)1¡exp[¡(V Å40)/10] , ¯m(V )Æ 4exp[¡(V Å65)/18], (2.10b)
®h(V )Æ0.07exp[¡(V Å65)/20], ¯h(V )Æ
1
1Åexp[¡(V Å35)/10] . (2.10c)
The values of the constants are given in Table 2.1. As (2.9) is a set of four coupled
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Figure 2.3: (a) Hodgkin-Huxley waveform of the membrane potential with different
external currents applied at tÆ 0 ms and lasting for 0.05 ms, (b) the time constants of
the model.
nonlinear ordinary differential equations, it is impossible to find an explicit solution.
Hence, computer simulations are required to numerically approximate the action po-
tential of Hodgkin-Huxley squid axon model. In Figure 2.3, the voltage profile for four
different applied external stimuli (a) and time constants for Iext Æ 200 (b) are plotted.
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The initial conditions are fixed as (V0,m0,h0,n0) Æ (0,0.0529,0.5961,0.3177), to four
places of decimals.
Action potential generation in Hodgkin-Huxley model is a threshold phenomenon
and a great deal of effort has been made to determine such threshold experimentally.
The effect of a stimulus on the membrane potential varies according to its amplitude.
A smaller amplitude stimulus results in small magnitude response in the membrane
potential but it is insufficient to produce an action potential. This insufficient stimulus
is known as subthreshold stimulus. In the figure, two subthreshold external stimuli
Iext Æ 80 and Iext Æ 108.31 are shown such that the change in the voltage is small
and when the applied current is turned off, the magnitude of the potassium current
increases that acts to repolarize the membrane voltage so it returns to the resting
potential.
On the other hand, a large enough stimulus that produce an action potential is
called as superthreshold (or suprathreshold) stimulus (see Iext Æ 108.32 and Iext Æ
200 cases in the figure). In this case, the applied external stimulus can cause a large
change in the membrane potential and sodium influx via voltage-dependent sodium
channels further depolarizes the membrane potential until the membrane potential
reaches to the sodium equilibrium potential. Then, the potassium channels open that
cause potassium efflux from the cell and the cell becomes hyperpolarized due to a
small undershoot in the membrane potential. Finally, the recovery stage back to the
steady-state resting potential is associated with the action of sodium and potassium
pumping.
In the Hodgkin-Huxley model, some certain strength of the injected current can
produce partial-amplitude spike that is neither “none” nor “all” response. This inter-
mediate response will be further detailed in the FitzHugh-Nagumo model analysis.
Parameters Value Units
Membrane capacitance (C) 1 ¹F/cm2
Maximum sodium conductance ( g¯Na) 120 mS/cm2
Maximum potassium conductance ( g¯K ) 36 mS/cm2
Leak conductance ( g¯L) 0.3 mS/cm2
Sodium equilibrium potential (VNa) 115 mV
Potassium equilibrium potential (VK ) ¡12 mV
Leak equilibrium potential (VL) 10.613 mV
Table 2.1: Hodgkin-Huxley model constant parameters.
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2.3.2 FitzHugh-Nagumo Model
2.3.2.1 Bonhoeffer-van der Pol Model
The Hodgkin-Huxley model has to be judged one of the most successful mathematical
models in the field of electrophysiology. Ever since their publication in 1952, many
researchers have tended to focus on the generation of the nerve action potential.
Due to the complexity of a 4-variable system, a particular attention has been devoted
to obtain simpler and more mathematically tractable reduced-order systems.
In 1961, Richard FitzHugh sought to obtain two-dimensional simplification of the
Hodgkin-Huxley model by means of his observation indicating that the gating variable
m is much faster than that of the variables n and h, and that for the parameters values
specified by Hodgkin and Huxley the value of nÅh remains approximately constant
during the action potential of the system [46, 47]. Therefore, he obtained following
two-variable model
C
dV
dt
ÆIext¡ g¯Nam31 (0.8¡n) (V ¡VNa)¡ g¯Kn4(V ¡VK )¡ gL(V ¡VL), (2.11a)
dn
dt
Æn1¡n
¿n
. (2.11b)
Furthermore, FitzHugh discovered that the nullcline of V and n had approximately
cubic and linear shapes, respectively. This led to the following two-variable model
dV
dt
ÆIextÅV ¡ V
3
3
¡W , (2.12a)
dW
dt
Æ² (V ¡a¡bW) , (2.12b)
where V and W are dimensionless, normalized dynamic state variables being excita-
tion (fast) and recovery (slow) variables respectively, a, b and ² are constant parame-
ters.
FitzHugh in his original papers called this model the Bonhoeffer-van der Pol
model as he devised the model in the same way as the Van der Pol equation was
devised. Van der Pol equation known as the first model representing the heart’s dy-
namics [132] is the special case of (2.12) with a Æ b Æ Iext Æ 0. In another well-known
study, Nagumo et al. [98] described a prototype of a single cell excitable system and
came up with essentially the same form as (2.12). Thus, these equations (2.12) have
tended to be known as the FitzHugh-Nagumo model.
It is very useful to sketch the phase-plane for understanding the qualitative be-
haviour of the system (2.12). Figure 2.4 aims to illustrate the typical phase plane for
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Figure 2.4: (a) Excitation variable solution of equations (2.11) with different exter-
nal currents applied at t Æ 10 ms and lasting for 1 ms, (b) typical phase plane for
Bonhoeffer-van der Pol model. Dotted green and red lines are nullclines of V and
W where dV /dt Æ 0 and dW /dt Æ 0, respectively. Other remaining lines are the time
parametrized trajectories. The resting state of the system (1) is stable. Subthreshold
perturbations (2) result in a simple return to resting state, but superthreshold pertur-
bations (3) generate a large excursion ( action potential) before returning to rest. First,
there is a phase (4) of rapid excitation, followed by a period (5) when the system
remains in the excited state. After the end of excitation phase (6), the system is at ab-
solute refractory period (7) and then recovers excitability (8) as it returns to the resting
state [131].
Bonhoeffer-van der Pol model exhibiting the threshold behaviour along with excitation
variable behaviour over time at varying values of applied current, Iext. The initial con-
dition are set to be resting steady state (V0,W0) Æ (1.2,¡0.625) for parameter values
²Æ 0.08, aÆ 0.7, bÆ 0.8. The chosen value of weak stimulus (subthreshold) that does
not lead to excitation is 0.2, and that of stronger stimuli (superthreshold) that cause
excitation to occur are 0.61 and 3.
A remarkable property of excitability in neuronal cells conducted by FitzHugh
[45, 46], who explained the absence of all-or-none responses in the Hodgkin-Huxley
model is such that any intermediate response between “all” and “none” can be ob-
tained if the stimulus intensity is well-adjusted. In other words, the Hodgkin-Huxley
model does not have a well-defined firing threshold. This property is called “quasi-
threshold” and is also valid for the FitzHugh-Nagumo model. As can be seen in Fig-
ure 2.4, the injected stimulus Iext Æ 0.6 produce this intermediate response between
sub- and superthreshold.
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2.3.2.2 The Generalized FitzHugh-Nagumo Model
There are also many other equivalent forms of the system, some of which can be
found in [112]. Here, we only introduce the generalized FitzHugh-Nagumo equation
that is in the following form
²
dv
dt
Æ f (v,w), (2.13a)
dw
dt
Æg(v,w), (2.13b)
where 0· ²¿ 1 represents the ratio of time scales. The nullcline f (v,w)Æ 0 resembles
a cubic shape and the nullcline g(v,w) only has one intersection with f (v,w).
2.3.3 Beeler-Reuter Model
Following the Hodgkin and Huxley, many researchers have extended their pioneer-
ing formulation to describe the electrophysiology of various specific cell types. In
1977, G.W. Beeler and H. Reuter [12] developed one of the simplest physiologically-
based model and successfully proposed a mathematical model of the action potential
of mammalian cardiac ventricular muscle cell based on experimental data from the
guinea pig.
Beeler-Reuter model is the first study taking into account the calcium currents.
Hence, compared to Hodgkin-Huxley model (with three ionic currents), the model con-
sists of four ionic conductance components. These are: the usual fast inward current
carried primarily by sodium, INa; a slow inward current carried mostly by calcium, Is; a
time-activated outward current based mainly on potassium ions, Ix1; and an outward
time-independent potassium current, IK1. Kirchhoff’s law gives the following total ionic
current expression as a combination of sum of these four currents, capacitive current
IC, and an externally applied current Iext
INaÅ IK1 Å Ix1Å IsÅ IC Æ Iext. (2.14)
The equation for the membrane potential is then
dV
dt
Æ 1
Cm
¡
Iext¡ INa¡ Is¡ IK1 ¡ Ix1
¢
, (2.15)
where Cm is the membrane capacitance. The fast inward sodium current INa has an
extra inactivation variable j as opposed to the standard Hodgkin-Huxley formulation
INa(V ,m,h, j)Æ
¡gNam3h jÅgNac¢ (V ¡ENa) , (2.16)
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where gNa is the maximum sodium conductance, gNac is the steady-state sodium
conductance, and ENa is the sodium reversal potential. Similarly, the slow inward
current Is is determined by
Is(V ,d, f ,Ca)Æfgs d f (V ¡Es(Ca)), (2.17)
where fgs is the fully activated channel conductance of slow currents, d and f are
the activation and inactivation gate variables, respectively. The reversal potential Es
depends on the intracellular calcium ion concentration (using Nernst’s equation)
Es(Ca)Æ¡82.3¡13.0287ln(Ca). (2.18)
The time-independent outward potassium current IK1 is simply a function of the mem-
brane potential given by
IK1(V )Æ 0.0035
"
4
¡
e0.04(VÅ85)¡1¢
e0.08(VÅ53)Åe0.04(VÅ53) Å
0.2(V Å23)
1¡e¡0.04(VÅ23)
#
(2.19)
and time-activated outward potassium current has a single gating variable x1
Ix1(V ,x1)Æ 0.8x1 e
0.04(VÅ77)¡1
e0.04(VÅ35)
. (2.20)
The time evolution of the intracellular calcium concentration is described by
dCa
dt
Æ¡10¡7IsÅ0.07(10¡7¡Ca) (2.21)
and each dimensionless gating variable yÆm,h, j,d, f ,x1 obeys
dy
dt
Æ y1¡ y
¿y
, (2.22a)
¿y Æ 1
®yÅ¯y
, (2.22b)
y1 Æ
®y
®yÅ¯y
, (2.22c)
where y1 is the steady-state curve, ¿y is the time constant curve, ®y and ¯y represent
33
CHAPTER 2. LITERATURE REVIEW
the opening and closing rates. The values for the rate constants are found as
®m(V )Æ ¡ (V Å47)e¡0.1(VÅ47)¡1, ¯m(V )Æ 40e
¡0.056(VÅ72), (2.23a)
®h(V )Æ 0.126e¡0.25(VÅ77), ¯h(V )Æ
1.7
e¡0.082(VÅ22.5)Å1, (2.23b)
® j(V )Æ 0.055e
¡0.25(VÅ78)
e¡0.2(VÅ78)Å1 , ¯ j(V )Æ
0.3
e¡0.1(VÅ32)Å1, (2.23c)
®d(V )Æ
0.095e¡0.01(V¡5)
e¡0.072(V¡5)Å1 , ¯d(V )Æ
0.07e¡0.017(VÅ44)
e0.05(VÅ44)Å1 , (2.23d)
® f (V )Æ
0.012e¡0.008(VÅ28)
e0.15(VÅ28)Å1 , ¯ f (V )Æ
0.0065e¡0.02(VÅ30)
e¡0.2(VÅ30)Å1 , (2.23e)
®x1(V )Æ 0.0005e
0.083(VÅ50)
e0.057(VÅ50)Å1 , ¯x1(V )Æ
0.0013e¡0.06(VÅ20)
e¡0.04(VÅ20)Å1 . (2.23f)
Parameters Value Units
Membrane capacitance (Cm) 1 ¹F/cm2
Maximum sodium conductance (gNa) 4 mS/cm2
Steady-state sodium conductance
¡gNac¢ 0.003 mS/cm2
Sodium reversal potential (ENa) 50 mV
Fully activated conductance of slow inward ions (fgs) 0.09 mS/cm2
Table 2.2: Beeler-Reuter model constant parameters.
(V 0,Ca0,m0,h0, j0,d0, f 0,x10)Æ
¡¡84.624,1.782£10¡7,0.011,0.988,0.975,0.003,0.999¢ .
(2.24)
The values of the Beeler-Reuter model parameters are displayed in Table 2.2 and
the solution of the model with the resting steady-state initial conditions given by (2.24)
is shown in Figure 2.5. Two out of four consecutive (above-threshold) stimuli gen-
erate action potentials in the same way as Hodgkin-Huxley model. In both models,
the rapid upstroke of the action potential is mainly due to the sodium current, INa.
However, there are some significant differences between the two, for example their
plateau shapes. The plateau shape and duration of an action potential generated by
the Beeler-Reuter model highly depend on the presence of the activation of Ix1 or
the inactivation of Is and these can be changed via alterations in the parameters. For
example, the increased Is produces a higher plateau and longer action potential. Sim-
ilarly, a significant decrease in the parameter fgs yields an action potential similar to
the Hodgkin-Huxley model.
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Figure 2.5: Standard Beeler-Reuter model waveform of the membrane potential with
different external currents applied at tÆ 10 ms and lasting for 1 ms.
2.4 Spatially Extended Excitable Systems
In the previous section, the excitability has been formulated for a number of single-
cell systems, i.e. in terms of ordinary differential equations (ODEs). Here, we are
presenting traveling waves in excitable media by means of a diffusion term leading
to the spreading excitation from one cell to another. In this thesis, our interests are
restricted to models in one spatial dimension. Thus, the theory of wave propagation
in excitable media is based on the following reaction-diffusion system of partial differ-
ential equations (PDEs)
@u
@t
Æ @
@x
µ
D
@u
@x
¶
Å f(u), (2.25)
where u : R£R! Rk is a k-component dynamic variable, k ¸ 1, defined for x 2 R and
t 2 RÅ, vector-function f : Rk! Rk describes the nonlinear kinetics of the system and
D 2Rk£k is the matrix of diffusivity. Although D can be a function of space, time and/or
the density of the modeled species, we restrict our attention to the systems where the
properties of D do not depend on the space and time variables.
In the late 1930’s, the one-component case of equation (2.25) with particular ki-
netic term was first proposed by Fisher who intended to describe the propagation of
advantageous genes [44] and was studied mathematically by Kolmogorov, Petrovskii
and Piskunov [76] followed by Zeldovich and Frank-Kamenetsky [138] who developed
a model for flame propagation in the following year.
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2.4.1 Traveling Wave Solutions
Now, we present an approach called traveling wave that allows to reduce the reaction-
diffusion system from PDEs to ODEs. This helps us to describe the profile of the wave
under the assumption that wave propagates at a constant velocity without changing
the profile. In the transformed equation, the dynamic variable gives the profile as a
function of traveling wave coordinate.
From a mathematical point of view, if the solution of (2.25) can be written in the
following form
u (x, t)ÆU (», t) »Æ x¡ ct, (2.26)
then u (x, t) is a traveling wave and it moves at a positive constant speed c in the
positive x direction. Hence, (2.25) reads
Ut ÆD@»»UÅ c@»UÅ f(U). (2.27)
Note that the traveling wave solution is the stationary solution of the equation (2.27),
i.e. Ut Æ 0 [97].
2.4.2 Classification of the Traveling Waves
Any stationary solution of (2.27) gives a traveling wave with a constant speed c. In
particular, if the velocity c Æ 0, then the traveling wave is called the standing wave.
When c 6Æ 0, consider two points P and Q such that P ÈQ. Some examples of traveling
waves can be categorised in one dimension as [42, 75]:
• Periodic wave trains of wavelength L are represented by limit cycles of period L
in the profile equation.
• Traveling front where U (¡1) and U (1) exist and are different from each other:
lim
»!¡1
U (»)Æ P, lim
»!1
U (»)ÆQ.
• Traveling back satisfying the opposite condition:
lim
»!¡1
U (»)ÆQ, lim
»!1
U (»)Æ P.
• Traveling pulse where U is not a constant and U (¡1) and U (1) exist and are
the same:
lim
»!§1
U (»)ÆR, where R Æ P or Q.
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There also are forms in two dimensions such as (xÆ (a,b) ,aÆ r cos(µ),bÆ rsin(µ))
• Target patterns where u (x, t)ÆU (r, t) and U is periodic in t.
• Rotating patterns (including e.g. spiral waves) where u (x, t)ÆU (r,µ¡ ct) and U
is periodic in the second argument.
wavetrain
front
back
pulse
Figure 2.6: Representation of some traveling wave patterns. Solid red lines represent
the membrane potential variable, while dashed blue lines are for the inactivation vari-
able.
A front solution is always a connection between two different points as »! §1.
This connection is called a heteroclinic orbit. A pulse solution connects a single point
by a loop to itself as »!§1 . These connections are called homoclinic orbits. Trav-
eling fronts and traveling pulses are of particular importance in applications. Hence,
the models with these two traveling waves are reviewed in the following section.
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2.4.3 Models with Traveling Front
2.4.3.1 Zeldovich-Frank-Kamenetsky (ZFK) equation
In 1962, Nagumo et al. [98] who characterized the FitzHugh model as an equivalent
electrical circuit proposed a mathematical model of the nerve axon as
@3z
@t@x2
Æ @
2x
@t2
Å¹¡1¡ zÅ²z2¢ @z
@t
Å z, (2.28)
where ¹ È 0, 0 Ç ² Ç 316 and z is the normalized potential. In the following year, same
authors [99] introduced a more general active transmission equation in neuron
@u
@t
Æ @
2u
@x2
¡ (uÅ1)(u¡m) (u¡1), (2.29)
where ¡1Çm· 0. ZFK equation (also known as Nagumo’s equation or Bistable equa-
tion) is a generic form of (2.29) [74, 89, 139]
@u
@t
Æ @
2u
@x2
Å f (u), (2.30)
where f (u) Æ ¡ (u¡u1) (u¡u2) (u¡u3), u1 Ç u2 Ç u3, u2 Ç (u1Åu3) /2 and f (u) has
three roots at u1, u2, u3. The values u Æ u1 and u Æ u3 are stable steady solutions
of the ordinary differential equation du/dtÆ f (u). Meanwhile, u2 is the threshold state.
The ZFK equation has the traveling front solution connecting two different steady
states (heteroclinic trajectory) at each end of the domain.
Time independent solution of (2.30) is found in [101] and such solution is called
critical nucleus. Specifically, (2.30) with the quadratic kinetic term, f (u)Æ u (µ¡u) has
a unique critical nucleus as
uˆ(x)¼ 3µ
2
sech2
Ãp
µ
2
x
!
, (2.31)
while the critical nucleus solution for the cubic kinetic term, f (u)Æ u (µ¡u) (1¡u) can
be found analytically [48, 68] 1
uˆ(x)Æ 3µ
p
2
(1Åµ)p2 Åcosh(xpµ )
p
2¡5µÅ2µ2
. (2.32)
1 Actually, expressions given in both of these works contain typos.
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2.4.3.2 McKean equation
Another one-component simplification of the FitzHugh-Nagumo system was carried
out by McKean [89]. He started with the following equivalent form
@u
@t
Æ@
2u
@x2
Åu (1¡u) (u¡a)Åv, (2.33a)
@v
@t
Æ¯u¡°v, (2.33b)
with 0Ç aÇ 1, ¯¸ 0, °¸ 0. McKean suggested the piecewise-linear representation of
(2.33) as a simplification version as follow
@u
@t
Æ@
2u
@x2
¡uÅH(u¡a)Åv, (2.34a)
@v
@t
Æ¯u¡°v, (2.34b)
where H(¢) is the Heaviside step function defined as
H(w)Æ
8<:1, if w¸ 00, if wÇ 0.
It has commonly been assumed that ZFK equation with cubic kinetic term and
u-component of McKean model have a similar phase plane for large values of the
threshold parameters µ and a as piecewise-linear function has a similar shape to the
cubic function (see Figure 2.7). Fast subsystem of (2.34) can be obtained neglecting
the recovery component of the system by setting v´ 0, ¯Æ 0, and °Æ 0
@u
@t
Æ @
2u
@x2
¡uÅH(u¡®). (2.35)
Equation (2.35) is known as McKean equation and provided 0 Ç a Ç 1/2, it has a
unique critical nucleus solution found in [90] as
uˆ(x)Æ
8>>>><>>>>:
aexÅm, if x·¡m,
1¡e¡m cosh(x), if xÇm,
ae¡xÅm, if x¸m,
where m Æ ¡ ln(1¡2a)/2. The key role of the critical nucleus will be outlined in more
detail later in this chapter. The propagating front solutions of ZFK and McKean models
are sketched in the left panel of Figure 2.8.
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u
0 1θ
u(1− u)(u− θ) Θ(u-a)-u
u
0 a 1
Figure 2.7: Comparison between cubic and piecewise-linear functions for same cho-
sen parameters µ Æ aÆ 0.5.
2.4.3.3 Biktashev Model
The FitzHugh-Nagumo model has been one of the most studied excitable media since
the 1960s as it allows a fair amount of analytical and qualitative study. However, it has
been realized that this model does not adequately produce some phenomena. Bikta-
shev [16, 17] made the observation that the widely used FitzHugh-Nagumo model is
not able to capture the propagation failure due to the dissipation of the wavefront, a
phenomenon seen in more realistic models.
The construction of the Biktashev model is based on spatially extended version of
the original Hodgkin-Huxley model
@E
@t
Æ@
2E
@x2
¡ g¯Na(E¡ENa)m3h¡ g¯K (E¡EK )n4¡ gL(E¡EL), (2.36a)
@m
@t
Æm1(E)¡m
¿m(E)
, (2.36b)
@h
@t
Æh1(E)¡h
¿h(E)
, (2.36c)
@n
@t
Æn1(E)¡n
¿n(E)
, (2.36d)
where a diffusion term is only added into the membrane potential equation (repre-
sented in different letter E) and the membrane capacitance parameter C is fixed at
the value 1. Biktashev aimed to formulate the front separately from other phases of
the waves as a simplified model based on the Hodgkin-Huxley model. As the sodium
current iNa is more responsible for the rapid increase of the membrane potential in
the front than all other ionic currents, a limit g¯Na!1 was considered. Thus, the vari-
able n is neglected while m and h which are responsible for the sodium current iNa
remain.
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Another simplification to notice is that the values of ¿m(E) (as seen in Figure 2.3-
(b)) at the front are considerably small compared to other time constants of the prob-
lem. Therefore, the differential equation for m is eliminated on account of it always
being close to its quasi-stationary value m1(E). Thus, the remaining two equations
are
@E
@t
Æ@
2E
@x2
Å INa(E)m31(E)h, (2.37a)
@h
@t
Æ 1
¿h(E)
(h1(E)¡h) , (2.37b)
where INa(E)Æ gNa (ENa¡E). This system differs from the FitzHugh-Nagumo model
in that there is an assumption that the variable h is a slow variable. Here, both dy-
namic variables E, h are considered as fast variables. Another simplification is based
on qualitative considerations where m1(E) and h1(E) are assumed to be step-like
functions. Hence, they are replaced with
m1(E)ÆH(E¡Em)Æm31(E), h1(E)ÆH(Eh¡E) ,
where H(¢) is the Heaviside step function. Further simplifications can be made by
replacing ¿h(E) and INa(E) with constants and by suitable rescaling so that Eh Æ 0,
Em Æ 1. Hence, (2.37) finally becomes
@E
@t
Æ@
2E
@x2
ÅH(E¡1)h, (2.38a)
@h
@t
Æ 1
¿¤
(H(¡E)¡h) , (2.38b)
where ¿¤ is a dimensionless parameter. In the original paper [16], this parameter was
taken to be ¿. However, we find it convenient to replace it by ¿¤ in order not to clash
with the notation in the rest of this thesis, where ¿ is used to designate time in the
moving frame of reference.
As (2.38) is a simplified model of the excitation front, one of the attractions of
the Biktashev model is to have analytical solutions such as traveling wavefront. The
traveling front solution of (2.38), going rightwards, is in the form
E (x, t)Æ eE(z), h (x, t)Æ eh(z), zÆ x¡ ct,
where cÈ 0 is the wave speed. Hence, (2.38) becomes
¡c eE0 Æ eE00ÅH¡ eE¡1¢ eh, (2.39a)
¡ceh0 Æ 1
¿¤
¡
H(¡ eE)¡ eh¢ , (2.39b)
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with the following auxiliary conditions
eE (¡1)Æ!È 1, eE (Å1)Æ¡®Ç 0, (2.40a)eh (¡1)Æ0, eh (Å1)Æ 1 (2.40b)
and the phase of the front solution is chosen such that eE(0)Æ 0 at zÆ 0, eE(¡¢)Æ 1 at
zÆ¡¢ requiring that eE(z) 2C1 and eh(z) 2C0. This problem has a family of propagating
front solutions depending on one parameter, the pre-front voltage ®,
eE(z)Æ
8<:!¡
¿¤2c2
1Å¿¤c2 exp
³
¡ z
¿¤c
´
(z·¡¢),
¡®Å®exp(cz) (z¸¡¢),
(2.41a)
eh(z)Æ
8<:exp
³
¡ z
¿¤c
´
(z· 0),
1 (z¸ 0),
(2.41b)
where !Æ 1Å¿¤c2 (®Å1), ¢Æ 1c ln
¡1Å®
®
¢
and c is an implicit function of ¿¤ and ®,
¿¤c2 ln
Ã
(1Å®)¡1Å¿¤c2¢
¿¤
!
Å ln
µ
®Å1
®
¶
Æ 0. (2.42)
Note that here the pre-front voltage ® is fixed and the only parameter is ¿¤. The
transcendental equation (2.42) has two solutions for c if ¿¤ È ¿ˆ¤ ¼ 7.674 and it has
been shown that the propagating front solution (2.41) with smaller speed value is
unstable with exactly one positive eigenvalue while the solution (2.41) with bigger
speed value is stable [16, 60]. The propagating front solution (2.41) is sketched in the
right panel of Figure 2.8.
u
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Figure 2.8: Propagating front profiles for three front models, (a) ZFK (red solid line)
and McKean (blue dashed line), (b) Biktashev models.
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2.4.4 Models with Traveling Pulse
2.4.4.1 Spatially extended FitzHugh-Nagumo system
There are many different forms derived from the original FitzHugh-Nagumomodel that
have been used as to model the cardiac/neuron dynamics. One of which (in spatially
extended form) has been introduced in [101] as
ut ÆuxxÅ f (u)¡v, (2.43a)
vt Æ° (®u¡v) , (2.43b)
where f (u) is cubic polynomial function in the form f (u)Æ u ¡u¡¯¢ (1¡u), the variables
u and v represent respectively membrane potential and the recovery variables, ° is a
small parameter describing the ratio of time scales of the variables u and v, and ® is
a constant. The parameter ¯ plays a key role in the fast dynamics of the model as it
is the threshold state of the system that must be in the range (0,1/2) in order for the
system to have a qualitative electro-physiological meaning [84, 85].
A propagating pulse solution to equation (2.43) is a function of the single variable
»Æ x¡ ct, i.e. (u (») ,v (»)) that satisfies
¡cu0 Æ u00Å f (u)¡v, ¡cv0 Æ ° (®u¡v) , (2.44)
where (u,v)! (0,0) as »!§1. There is a large volume of published studies on the
FitzHugh-Nagumo model and some of them particularly need to be mentioned. For
example, one study by Hastings [56] proven that the FitzHugh-Nagumo model has
two propagating pulse solutions with different values of speed c such that when cÆ cs,
the solution is called slow pulse solution and when c Æ c f , the solution is called the
fast pulse solution with 0Ç cs Ç c f . Yet another major study based on the significance
of small ° reviewed singular perturbation theory analysis of the FitzHugh-Nagumo
model where the propagating pulse solution can be derived by piecing together solu-
tions of certain reduced systems [27]. In addition, there are many other studies about
the stability of the propagating pulse solution stating that the slow pulse solution is
unstable and fast pulse is stable (see, for example [26, 27, 38, 56, 69]).
2.4.4.2 Spatially extended Beeler-Reuter model
Generally speaking, the analysis of models with several variables is much more com-
plicated than the fever variables models. The original Beeler-Reuter model has 8 vari-
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ables, with widely different time scales. The membrane potential equation of the spa-
tially extended Beeler-Reuter model is in the form
V t ÆDr2V Å IT ,
where D is the diffusion constant and IT is the instantaneous total ionic current
IT Æ¡IK1(V )¡ Ix1(V ,x1)¡ INa(V ,h, j)¡ Is(V ,d, f ,Ca).
Other 7 other variables’ equations and the values for the rate constants are held
same as described in Subsection 2.3.3. Several attempts have been made to obtain
the propagating pulse solution of the spatially extended Beeler-Reuter model, see for
example [31, 125]. One popular approach is to calculate conduction velocity restitu-
tion curve that splits into two branches, one for the stable pulse velocity and one for
the unstable pulse velocity.
2.5 Mathematical Approaches to Initiation Problem
2.5.1 An Introduction the Initiation Problem
In this section, we will look at the literature investigating the behaviour of the solutions
of the nonlinear reaction-diffusion equation
@u
@t
ÆD@
2u
@x2
Å f(u), tÈ 0. (2.45)
We start by specifying the perturbation of the initial and boundary conditions in the
following form
u(x,0)Æu0(x)ÆurÅUsH(xs¡ x)e, Dux(0, t)Æ¡Is(t)Æ¡IsH(ts¡ t)e, (2.46)
where ur is the resting state, xs is the spatial extent, Us is the stimulus amplitude, Is
is the strength of the current lasting for time duration ts, H(¢) is the Heaviside step
function and e determines which reagents are being injected.
For convenience and brevity, the above notation will be adopted for all articles
referred even though the problem itself is different in some mentioned papers.
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2.5.2 A Brief History of the Mathematical Approaches
In the following, we state some of the crucial literature according to the publication
date:
Weiss(1901): There have been several experimentally tested theoretical models ad-
dressing the relationship between the minimum stimulus amplitude required to ex-
cite an axon and the duration for which the stimulus is applied even well before the
development of intracellular and voltage-clamp techniques. The study of the charge-
duration relation was first carried out by Weiss [135] who experimentally derived the
following linear equation
Q Æ aÅbts, (2.47)
where Q is the threshold charge, a and b are unknown constants. In his original
formula, Weiss did not interpret the constants a and b physically and hence they were
later on replaced by the rheobasic current multiplied by the chronaxie, Irh£¿ and the
the rheobasic current, Irh [24] so (2.47) becomes
Q Æ Irh (¿Å ts) , (2.48)
which is known as the Weiss excitation law for the charge. In neuroscience, the
rheobasic current refers to the minimal current amplitude of indefinite duration re-
quired to evoke an action potential and the chronaxie is a duration measurement for
electrical stimulation related to the time constant of the cell membrane [109, 136].
Lapicque(1907): Another empirical equation was developed by Lapicque [79] ( see
also its translated version [25]) who reiterated Weiss’s equation in a different form
for which the relation between the pulse strength and duration was instead formu-
lated. This relation is named as strength-duration curve. Lapicque observed that the
strength of the current Is required to stimulate an action potential increased as the
duration ts was decreased. Hence, he proposed the following current law for excitation
Is Æ Irh
µ
1Å ¿
ts
¶
. (2.49)
As previously pointed out that the rheobase current, Irh may be defined as the
minimal current amplitude of infinite duration for which threshold can be reached and
also note that the chronaxie time of the cell, ¿ refers to the value of the pulse duration
ts at twice the rheobase current. Another important relation is the one between the
charge, Q and the stimulus strength, Is represented by Q Æ Ists and hence Weiss
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excitation law for the charge (2.48) actually reduces to the Lapicque current law for
excitation (2.49). These two empirical laws are two different ways aiming to express
the requirement for excitation.
Is, Q
Q
Is
2Irh
τ
Irh
Is = Irh
(
1 + τ
ts
)
Q = Irhts(1 +
τ
ts
)
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(
1 + τ
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Figure 2.9: (a) Lapicque hyperbolic strength-duration curve for current Is and the
Weiss linear strength-duration relationship for charge Q. (b) Universal strength-
duration curves in the logarithmic form, for current, energy and charge, with the dura-
tion axis divided by the chronaxie [52].
The sketch of the Lapicque hyperbolic strength-duration curve and the Weiss lin-
ear charge-duration relationship is shown in Figure 2.9. Another electrical parameter
that is used to describe a stimulus is energy, the minimum of which is located at pulse
duration equal to the chronaxie. It is also plotted in the right panel of Figure 2.9 for
illustration purposes only.
Blair(1932): An alternative expression for threshold stimulating current was based
on the realization that the nerve cell membrane could be represented by a parallel re-
sistance R and capacitance C. In 1932, Blair [20, 21] published a purely phenomeno-
logical method relying on an RC network to formulate the strength-duration curve. He
proposed the following exponential function for the current required to stimulate the
nerve
Is Æ Irh1¡exp(¡ts/¿)
. (2.50)
In view of all models that have been mentioned so far, Blair’s formula is closely related
to that of Lapicque (2.49) and to Weiss’s law (2.48), and they all nearly fit the same
data [20].
Rashevsky(1933), Monnier(1934) and Hill(1936): Blair’s model has a number of at-
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tractive features and to give two of them: fairly accurately fit experimental outcomes
and mathematically simple descriptive approach for the strength-duration curve. Thus,
a number of researchers began to focus on it, among which three important ones are
Rashevsky, Monnier and Hill [58, 94, 108]. They developed a “two-factor” mathemat-
ical model of excitation and inhibition (the two extended Blair’s model). The equa-
tions they considered are equivalent and so are their results. Based on the literature
observed, higher priority has been given to Hill’s article, and therefore we use his
notation.
Hill examined the relationship among the stimulus, the excitability of the tissue,
and its accommodation, where the term “accommodation” [100] is used to describe
the membrane potential response to a sufficiently slow increase in the stimulating
current without exciting. This phenomenon of accommodation resulted in Hill’s two
time-constant model
Is Æ Irh (1¡·/¸)exp(¡ts/¸)¡exp(¡ts/·)
, (2.51)
where ·, ¸ are the time constant of excitation and the time constant of accommoda-
tion, respectively. The constants · and ¸ satisfy ¸À · and in particular when ¸/·!1,
Hill’s equation (2.51) reduces to Blair’s equation (2.50).
All above approaches are basically experimental and the parameters of the equa-
tions can be measured and calculated through some data fitting algorithms such as
Levenberg-Marquardt method, one of the most used iterative procedure that will be
explained in the following section.
Rushton(1937): Study of spatially extended excitable media goes as far back as 1937,
when Rushton [115] first introduced a concept of the “liminal length”. This concept is
based on very impressive result that the ability of a stimulus to initiate a wave depends
also on its spatial extent. We can exemplify this in one of the model we consider,
i.e. Zeldovich-Frank-Kamenetsky equation. As pointed out earlier, the kinetic term in
(2.30) is a cubic polynomial with two of its three zeros are stable and the other (its
middle zero) is unstable. For any initial condition with the stimulus amplitude above
the unstable zero, the solution initiates the propagation wavefront and it tends to its
smaller stable zero otherwise [126].
Noble and Stein(1966): One of most noticeable features of the strength-duration
curve is that the threshold reduces when the time duration increases. Based on simpli-
fication of the Hodgkin-Huxley membrane equations, Noble and Stein [104] explored
the influence of the membrane activation time and accommodation on the strength-
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duration curve. They also deduced that the strength-duration curve time constant is
highly dependent on the geometry of the stimulus.
Aronson and Weinberger(1975): There have been a lot of works on the semi-linear
diffusion equation after the publication of the classical papers by Fisher [44] , Kol-
mogorov, Petrovski and Piskunov [76] (both in the year 1937), and Zeldovich and
Frank-Kamenetsky [139] (in 1938)
@u
@t
Æ @
2u
@x2
Å f (u) , (2.52)
where f (u) is the continuous nonlinear function allowed to have various qualitative
behaviour. Aronson and Weinberger [3] systematically investigated the behaviour of
the solution of (2.52) as t!1. They pointed out that the solution of (2.52) converges
to a traveling wave under some assumptions on the function f and the initial condition
u (x,0). For example, they introduced “heterozygote inferior” case with the following
feature of f
f 2C1 [0,1] , f (0)Æ f (1)Æ 0, f 0 (0)Ç 0, f (u)Ç 0 in (0,a) , (2.53a)
f (u)È 0 in (a,1) for some a 2 (0,1) ,
Z 1
0
f (u)duÈ 0, (2.53b)
where the equilibrium states u Æ 0 and u Æ 1 are stable while u Æ a is unstable. It
is pointed out for this case that if u (x,0) 2 [0,a), then limt!1u (x, t) Æ 0 and that if
the initial distribution u (x,0) 2 [a,1] for every x, then limt!1u (x, t) Æ 1 uniformly on R.
Consequently, this case exhibits a threshold phenomenon. Subsequent well-known
work by Fife and McLeod [43] proved the existence, uniqueness, and stability for
traveling front solutions to the equation (2.52) in the case
f (0)Æ f (1)Æ 0, f 0 (0)Ç 0, f 0 (1)Ç 0. (2.54)
McKean and Moll(1986): Another systematic study of (2.52) was reported by McK-
ean and Moll [90] who studied equation (2.52) with the kinetic term specified as a
piecewise-linear function introduced first by McKean [89], f (u) Æ ¡uÅH(u¡a) pro-
vided that a Ç 1/2. This study set out with the aim of investigating the asymptotic be-
haviour of the solution as t!1 and made a noteworthy contribution to the previous
understanding of the asymptotic behaviour of the solution. They demonstrated that
there exists a threshold surface in the space of initial data that separates collapsing
solutions (subthreshold case) from expanding ones (superthreshold case).
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Figure 2.10: Illustration of the threshold surface separating initial conditions tending
to the equilibrium value 0 (blue lines) from those leading to the excited value 1 (red
lines). The initial conditions on the critical surface (black lines) tend towards a saddle
point designated by s. This figure is adapted from [90].
There is another important insight from this study: apart from these two resting
and excited state solutions, there is a unique, nontrivial, time-independent solution on
the threshold surface that satisfies,
@2uˆ
@x2
Å f (uˆ)Æ 0. (2.55)
This unstable solution is known as the critical nucleus (or standing wave) and it sep-
arates the set of initial conditions leading to the excited state, from the set of initial
conditions evolving towards its resting state. Hence, it acts as a threshold separat-
ing two outcomes and is a saddle of codimension one. Figure 2.10 illustrates this
threshold surface.
In the following years, Flores [48, 49] who studied (2.52) for f (u)Æ u (1¡u) (u¡a)
used Sturm’s theorem to prove that the linearization spectrum of the equation around
the critical nucleus has exactly one positive eigenvalue, while all other eigenvalues
are negative.
Moll and Rosencrans(1990): After the observation of the existence of a threshold
surface introduced by McKean and Moll [90], a number of researchers showed an
increased interest in determining such threshold surface. In another major study, Moll
and Rosencrans [93] tried to trace this threshold surface numerically. They chose
rectangular pulse initial condition lying on the surface and analysed if the resulting
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solution would either decay to the resting state 0 or expand into a propagation wave.
If the eventual solution is a decay solution, they increased the amplitude of the initial
condition and decreased it otherwise. By repeating the procedure, they eventually
obtained the threshold surface as a relation between the amplitude and the width of
the initial pulse.
Neu et al.(1996): One of the analytical approaches to the initiation problem is based
on the method of projected dynamics, introduced by Neu, Preissig and Krassowska
[101] in 1996. They proposed that the equation (2.52) can be written as the gradient
flow of an energy functional
@u
@t
Æ¡±E (u)
±u
, (2.56)
where E is energy and ±E/±u is the variational derivative. For potential u (x, t) with
u (x, t)! 0 as x!1, energy can be defined as
E (u)Æ
Z 1
¡1
µ
u2x
2
ÅF (u)
¶
dx, (2.57)
where F (u)Æ¡R f ¡u0¢du0. The potential u (x, t) can be parametrized in the form u (x, t)Æ
U (x,a (t)) where a (t)Æ a1 (t) , ¢ ¢ ¢ ,aN (t) is a time-dependent vector of parameter. If the
exact solution is in this from, then (2.56) gives a system of ordinary differential equa-
tions of the form
M
da
dt
Æ¡rE, (2.58)
where ri Æ @/@ai and M is an N £N symmetric matrix whose components are given
by
mi j Æ
Z 1
¡1
@U
@ai
@U
@a j
dx. (2.59)
They then specifically chose the Gaussian pulse with time-dependent parameters for
the amplitude a(t) and the pulse width 1/k(t) 2
U (x, t)Æ a(t)e¡(k(t)x)2 . (2.60)
Inserting the Gaussian representation of u (2.60) into the projected dynamics (2.58)
yields a pair of ordinary differential equations
a˙Æ¡a ¡2k2Å1¡ pa¢ , (2.61a)
k˙Æ¡k ¡2k2¡ qa¢ , (2.61b)
2though not every equation can be written in this form.
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where p and q are constants
pÆ 7
p
6
18
¼ 0.9526, qÆ
p
6
9
¼ 0.2722. (2.62)
The phase plane for the projected dynamics (2.61) has resting state at (0,0) and
critical nucleus at (1.47,0.447) . The stable manifolds of the critical nucleus divide the
phase plane into two regions: non-excitable and excitable. The non-excitable region
corresponds to the initial conditions that fail to start the propagation of excitation while
the excitable region refers to the initial conditions that succeed in starting the propa-
gation.
Idris and Biktashev(2008): As emphasized previously, the stable manifold of the crit-
ical nucleus is the threshold surface separating initial conditions leading to initiation
of propagation and to decay. Idris and Biktashev [68] showed that approximation of
this manifold by its tangent linear space yields an analytical criterion of initiation. They
considered the linearization of (2.52) near the critical nucleus and obtained analytical
expressions for both strength-duration and strength-extent curves.
2.6 Review of Some Essential Numerical Methods
Numerical methods are necessary to study the initiation problem since analytical re-
sults are not always possible to obtain explicitly. Even when analytical solutions are
feasible it can be convenient to validate and estimate their accuracy by means of
some numerical procedure. In this section, we will present a brief introduction to fi-
nite difference and finite element methods for simulation of the initiation problem and
some numerical methods for the computation of the ingredients of the analytical solu-
tion to the problem. Eigenvalues and eigenfunctions play an important part in formu-
lating the analytical solution to the initiation problem. Any discretized version of the
linear differential operator can be written in a matrix form so that the eigenpairs of the
system become the eigenpairs of such discrete matrix. There exist several iterative
methods for finding eigenpairs, two of which will be outlined in this section: power
iteration and Arnoldi methods. Least-squares fitting is a common technique to find
the best fitting curve. One of the most widely used iterative estimation technique is
Levenberg-Marquardt method, and thus it will also require to be mentioned. Finally,
we will introduce Piecewise Cubic Hermite Interpolating Polynomial (PCHIP) method,
a method for interpolation scattered data to obtain a smooth continuous set of data.
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2.6.1 Finite Difference Method
One of the simplest and of the oldest methods to solve (partial) differential equa-
tions is the finite difference methods. The main idea is to replace the derivatives in
the equations by their finite difference approximations. This converts the main equa-
tions into a system of algebraic equations, which can be conveniently implemented
in various computational programming languages and packages (C, Maple, Matlab,
Mathematica, etc.).
In all cases, for simulation of time-dependent problems, we discretize the problems
on a regular space grid on a finite interval x 2 [0,L] as an approximation of x 2 [0,1),
with fixed space step ¢x and a regular time grid with time step ¢t. We first introduce
a rectangular mesh or grid consisting of points (tn,xi) with
0Æ t0 Ç t1 Ç t2, ¢ ¢ ¢ , 0Æ x1 Ç x2 Ç ¢¢ ¢ Ç xN Æ L (2.63)
so that
xi Æ (i¡1)¢x, tn Æ n¢t, i Æ 1, . . . ,N nÆ 0, . . . . (2.64)
The grid function uˆni denotes the numerical approximation, of u (xi, tn)
uˆni ¼u (xi, tn) .
Approximate time derivative with the explicit Euler forward difference is
@uˆni
@t
Æ uˆ
nÅ1
i ¡ uˆni
¢t
ÅO (¢t) . (2.65)
Except where stated otherwise, we use explicit second-order central difference ap-
proximations in space for the diffusion term
@2uˆni
@x2
Æ uˆ
n
iÅ1¡2uˆni Å uˆni¡1
¢x2
ÅO ¡¢x2¢ . (2.66)
Hence, the discretization formula for (2.45) is
uˆnÅ1i Æ uˆni ÅD¢t
µ uˆniÅ1¡2uˆni Å uˆni¡1
¢x2
¶
Å¢tf
¡
uˆni
¢
. (2.67)
Notice that the approximate time and space discretizations have errors of size O (¢t)
and O
¡
¢x
2¢, respectively. Hence, approximate solution (2.67) has an associated error
of
¢uˆÆO (¢t)ÅO
¡
¢x
2¢ .
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The proposed finite difference approximation scheme is said to be consistent if this
error goes to zero as ¢x ! 0 and ¢t ! 0. According to the von Neumann stability
analysis (which is detailed in e.g. [127]), this numerical scheme is stable if
max(D)¢t
¢x2
Ç 1
2
,
where max(D) is the maximum value of the elements of D.
2.6.2 Finite Element Method
Another widely used numerical technique for finding the approximate solution to the
(partial) differential equations is the finite element method (FEM), also known as finite
element analysis (FEA). The main concept of the FEM is to subdivide the mathe-
matical model into smaller components of simple geometry called finite elements. To
summarise in general terms how the FEM works, we shall study the method for the
approximate solution of the initiation problem (2.45). For simplicity, here we consider
one-component case so that the diffusion term of which component becomes scalar,
i.e. Dˆ ÆD (m,m) for m¡ th component, and repeat the same procedure for any other
remaining component equation in the system.
First of all, as in the finite difference method, the finite interval domain x 2 [0,L] is
to be used as an approximation of x 2 [0,1). We then divide this domain into smaller
regions such that 0 Æ x1 Ç x2 Ç ¢¢ ¢ Ç xN Æ L where the constant mesh spacing is as-
sumed, i.e. ¢x Æ L/(N ¡1). Next, we construct suitable basis (also known as trial or
shape) functions © j(x) with j Æ 1, ¢ ¢ ¢ ,N. There are a number of choices available for
the type of basis function. For example, nodal kind of basis function satisfies
© j (xi)Æ
8<:1, if i Æ j,0, if i 6Æ j,
where i, j Æ 1,2, ¢ ¢ ¢ ,N. We then multiply one-component case of equation (2.45) with
an arbitrary test function V (x) so that integrating the resulting expression over the
domain leads to Z L
0
½
@uˆ
@t
¡ Dˆ @
2uˆ
@x2
¡ f (uˆ)
¾
V (x) dxÆ 0, (2.68)
which is known as the weak formulation ( or variational form) [124, 128]. Using homo-
geneous Neumann (no-flux) boundary condition, this further simplifies to
(uˆt,V )Å Dˆ (ruˆ,rV )Æ ( f ,V ) , (2.69)
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where (a,b)Æ
LR
0
a>b dx. An approximate solution is expressed as a linear combination
of the basis functions
uˆ (x, t)Æ
NX
jÆ1
® j(t)© j(x), (2.70)
where ® j(t) are unknown coefficients yet to be determined by minimising the error
between the exact and the approximate solutions. Substituting the ansatz (2.70) into
the equation (2.69) yields
NX
jÆ1
®0j(t)
¡
© j,V i
¢Å Dˆ NX
jÆ1
® j(t)
¡r© j,rV i¢Æ ( f ,V i) .
In the Galerkin finite element method, the test function is the same as the basis func-
tion [30], i.e. V i Æ©i, i Æ 1,2, . . . ,N
NX
jÆ1
®0j(t)
¡
© j,©i
¢Å Dˆ NX
jÆ1
® j(t)
¡r© j,r©i¢Æ ( f ,©i) . (2.71)
Since © j
¡
x j
¢ Æ 1 and © j (xi) Æ 0 for all j 6Æ i, the expansion coefficients ® can be re-
placed with approximate solution uˆ. Thus, (2.71) can be written in a matrix form as
A
duˆ
dt
Å DˆBuˆÆF (uˆ) , (2.72)
where AÆ
³
A i, j
´
is known as the mass matrix with entries A i, j Æ
¡
©i,© j
¢
, BÆ
³
Bi, j
´
is
known as the stiffness matrix with entries Bi, j Æ
¡r©i,r© j¢ and F (uˆ) Æ ( f (uˆ) ,©i). An
explicit piecewise linear representation of the basis functions is given by
© j (x)Æ 1
¢x
8>>>><>>>>:
x¡ xi¡1, x 2 [xi¡1,xi] ,
xiÅ1¡ x, x 2 [xi,xiÅ1] ,
0, otherwise,
and its derivative is
©0j (x)Æ
1
¢x
8>>>><>>>>:
1, x 2 [xi¡1,xi] ,
¡1, x 2 [xi,xiÅ1] ,
0, otherwise.
This basis function is shown in Figure 2.11. For the given basis function, the elements
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Figure 2.11: An illustration of the basis function.
of the mass matrix AÆ £ai, j¤ can be calculated as
AÆ ¢x
6
0BBBBBBBBB@
2 1 0 ¢ ¢ ¢ 0
1 4 1
...
0 . . . . . . . . . 0
... 1 4 1
0 ¢ ¢ ¢ 0 1 2
1CCCCCCCCCA
, (2.73)
while the elements of the stiffness matrix BÆ £bi, j¤ are
BÆ 1
¢x
0BBBBBBBBB@
1 ¡1 0 ¢ ¢ ¢ 0
¡1 2 ¡1 ...
0 . . . . . . . . . 0
... ¡1 2 ¡1
0 ¢ ¢ ¢ 0 ¡1 1
1CCCCCCCCCA
. (2.74)
In the finite difference formulation, the time derivative is expressed in forward Euler
form. However, here we employ the generalized trapezoidal rule (also known as µ-
scheme) [110], in which the residual is evaluated at nÅµ, with this notation implying
uˆnÅµ Æ µuˆnÅ1Å (1¡µ) uˆn, (2.75)
where 0 · µ · 1 is a real parameter. Based on the above, the fully discrete problem
(2.72) becomes £
AÅ¢tµDˆB
¤
uˆnÅ1 ÆF
³
uˆnÅµ
´
Å £A¡¢t (1¡µ) DˆB¤ uˆn. (2.76)
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For this scheme, the stability condition and error analysis are dependent upon the
choice of the parameter µ. In scheme (2.76), µ Æ 0 gives the explicit Euler method with
truncation error proportional to O (¢t)ÅO
¡
¢x
2¢, µ Æ 1/2 gives the second-order neutrally
stable Crank-Nicolson method with truncation error proportional to O
¡
¢t
2¢ÅO ¡¢x2¢,
and µ Æ 1 gives the first-order accurate implicit Euler rule that is unconditionally stable
with truncation error proportional to O (¢t)ÅO
¡
¢x
2¢ [23].
2.6.3 Power Iteration
The power iteration method ( also known as the Von Mises iteration [91]) is very good
at approximating the largest eigenvalue in the magnitude of a given diagonalisable
matrix A 2Cn£n as well as its associated eigenvector. Recall that if ¸ and q are respec-
tively eigenvalue and eigenvector for the matrix A, then Aq Æ ¸q. The power iteration
method is motivated by this definition. Given any arbitrary vector of unit Euclidean
norm as an initial approximation of the dominant eigenvector corresponding to the
eigenvalue of largest magnitude, the power iteration method can then be computed
via the following iterative procedure:
Input: Any given diagonalisable matrix A 2Cn£n, a user-defined small
parameter tolerance and an arbitrary initial vector b2Cn
Output: The dominant eigenvalue and corresponding eigenvector of A
Set: q1 Æ b/kbk2;
for nÆ 1,2,3. . . do
vÆAqn ;
qnÅ1 Æ v/kvk2;
¸nÅ1 Æ qnÅ1>AqnÅ1;
if kqnÅ1¡qnk2 Ç tolerance then
break
end
end
Algorithm 1: The power method computation of the first eigenpair.
In the algorithm above, the eigenvector is normalized at each iteration so that it gets
closer to the desired eigenvector. The power iteration method can be terminated
56
2.6. REVIEW OF SOME ESSENTIAL NUMERICAL METHODS
whenever the convergence criterion is met, i.e. the change in the eigenvector (or
eigenvalue) is negligibly small. Note that the algorithm can be of interest when the
matrix A is large and sparse and when there is a sufficient gap between the first
two largest eigenvalues in magnitude [54]. The main advantage of this method is
a faster convergence, especially when these two eigenvalues are distinct. However,
the method also has some major drawbacks, like returning only an estimate of one
eigenvector with the eigenvalue of largest magnitude.
2.6.4 Arnoldi Iteration
The power iteration method will only converge to a single eigenvalue of a given matrix
A. However, in many cases, it is likely that a small subset of the spectrum of a large-
scale matrix is to be sought. There are several approaches to computing a small
number of eigenvalues of such large matrix and one of the best-known approaches is
the Arnoldi method.
In 1951, Arnoldi [2] described an algorithm to provide a relatively good approxi-
mation to some eigenvalues after a relatively small number of iterations. It was later
discovered that his algorithm can indeed lead to an efficient technique for approximat-
ing eigenvalues of large sparse matrices. In the following, a general description of the
Arnoldi method and one of its variations will be presented.
Basic Arnoldi Iteration
The basic idea of the Arnoldi algorithm is grounded on projecting a given matrix
A 2Cn£n onto a properly chosen low-dimensional subspace, and then solving a rather
small eigenvalue problem performing QR algorithm, an approach to compute the
eigenvalues and eigenvectors of a given matrix developed by Francis [51]. The Arnoldi
method [2, 116, 137] is an orthogonal projection method onto the kth order Krylov sub-
space,
Kk Æ span
n
q,Aq, ¢ ¢ ¢ ,Ak¡1q
o
, (2.77)
where q can be any starting normalized vector in Cn. For such given matrix A 2Cn£n,
QR factorization is defined as a decomposition of the form A ÆQR where Q 2 Cn£n
is an orthogonal matrix and R 2 Cn£n is an upper triangular matrix. However, the
QR factorization of matrix AKk is unstable and thus, instead of using this subspace,
the Arnoldi iteration derives the (stabilized) Gram-Schmidt procedure to produce an
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orthonormal basis of the Krylov subspace,
Kk Æ span {q1,q2, ¢ ¢ ¢ ,qk} . (2.78)
Let Qk be the n£k matrix formed by the Arnoldi vectors q1,q2, ¢ ¢ ¢ ,qk, each of which is
constructed from the previous Arnoldi vectors except q1, arbitrarily chosen normalized
vector (see Algorithm 2 for the exact procedure). Then, k¡step Arnoldi factorization
is of the form,
AQk ÆQkHkÅhkÅ1,kqkÅ1e>k , (2.79)
or equivalently
AQk ÆQkÅ1H¯k, (2.80)
where Hk 2 C(k)£k and H¯k 2 C(kÅ1)£k are upper Hessenberg matrices, QkÅ1 2 Cn£(kÅ1),
and ek Æ (0,0, ¢ ¢ ¢ ,1)>. Note that the matrices Qk, Hk, QkÅ1 and H¯k are uniquely deter-
mined by the first column of Qk, an arbitrary normalized initial vector q1. The Arnoldi
iteration can be essentially viewed in the following algorithm:
Input: Any given diagonalisable matrix A 2Cn£n, a user-defined small
parameter tolerance and an arbitrary initial vector b2Cn
Output: Upper Hessenberg matrix and a set of nÅ1 orthonormal vectors
Set: q1 Æ b/k(b)k2;
for nÆ 1,2,3. . . k do
vÆ Aqn ;
for j=1:n do
h jn Æ v>q j ;
vÆ v¡h jnq j;
end
h(nÅ1)n Æ k(v)k2;
if h(nÅ1)n Ç tolerance then
break
end
qnÅ1 Æ v/h(nÅ1)n;
end
Algorithm 2: Basic Arnoldi iteration method.
Note that the above procedure will stop if h(nÅ1)n Ç tolerance for some n and
tolerance, a small parameter typically chosen to be equal to the machine precision.
The advantage of this algorithm is that the matrixHk has a modest number of nonzero
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entries and it represents the orthogonal projection of A onto the Krylov subspace. The
eigenvalues and eigenvectors of Hm can be computed efficiently using, for instance,
the QR algorithm. The eigenvalues of Hk are called Ritz values and provide a good
approximation for the eigenvalues of A. Also, the Ritz eigenvector, Qk y, can be taken
as an approximation of the eigenvector of A where y is an eigenvector of Hk associ-
ated with any considered eigenvalue of Hk.
Implicitly Restarted Arnoldi Iteration
One of the main disadvantages of the basic Arnoldi iteration method is that the re-
quired number of steps is typically large. This is the main issue especially when the
starting matrix, A, is very large. Another problem with this approach is that one cannot
set certain criteria for detection of the eigenvalues. For example, in some cases, only
first k eigenvalues of the largest real part may be required. To date, various methods
have been developed and introduced to compute a specific number of eigenpairs of
a given matrix in a more efficient manner. A numerically stable approach, named as
implicitly restarted Arnoldi method, that combines Arnoldi process with the implicitly
shifted QR algorithm is to be introduced here.
The method was proposed by Lehoucq and Sorensen [80] and the technique has
been also implemented in a freely available software package called ARPACK [81] by
them. This process is more convenient than some traditional approaches since it lets
the user specify in advance the number of eigenvalues with certain specified features
such as largest real part or largest magnitude. Hence, the required storage is fixed.
The Implicitly Restarted Arnoldi Method can be accomplished in the following three
steps [5]:
1. Extend a k¡step Arnoldi factorization to a length mÆ kÅ p Arnoldi factorization:
AQk ÆQkHkÅhkÅ1,kqkÅ1e>k )AQm ÆQmHmÅhmÅ1,mqmÅ1e>m. (2.81)
2. Reorder the m¡step Arnoldi factorization in such a way that the desired eigen-
values appear in the leading submatrix of Hm:
AQm ÆQmHmÅhmÅ1,mqmÅ1e>m)AQ˜m Æ Q˜mH˜mÅ h˜mÅ1,m q˜mÅ1e>m. (2.82)
3. Truncate the reordered m¡step Arnoldi factorization to get a new k¡step Arnoldi
factorization :
AQ˜m Æ Q˜mH˜mÅ h˜mÅ1,m q˜mÅ1e>m.)AQ˜k Æ Q˜kH˜kÅ h˜kÅ1,k q˜kÅ1e>k . (2.83)
59
CHAPTER 2. LITERATURE REVIEW
In step 2, p Æm¡ k steps of the shifted QR algorithm on the Hessenberg matrix
Hm have been performed so that the eigenvalues of the leading principal submatrix
H˜m are ordered. In step 3, the unwanted eigenvalues are eliminated. Please refer to
[80, 81], for more detailed explanations and derivations of some expressions.
2.6.5 Levenberg-Marquardt Algorithm
The Levenberg-Marquardt algorithm is one of the most widely used standard itera-
tive technique to solve nonlinear least squares problems. This optimization algorithm,
which was introduced firstly by Kenneth Levenberg in 1944 [82] and revised by Don-
ald Marquardt in 1963 [86], provides a numerical solution to the following nonlinear
least squares curve fitting problem:
S(µ)Æ
mX
iÆ1
[yi¡ f (xi,µ)]2 , (2.84)
where (y1, y2, ¢ ¢ ¢ , ym) is the desired output vector, f (x,µ) is the function of an indepen-
dent variable x and n parameters µ, and S(µ) is the function to be minimised.
The Levenberg-Marquardt algorithm is an iterative technique that starts with an
initial guess for the n parameters µ that are updated at every iteration until stopping
criterion is satisfied, i.e. the absolute change in the parameter estimates between two
consecutive iteration steps is less than a user-defined tolerance value. Furthermore,
the Levenberg-Marquardt algorithm acts as a combination of two other well-known
minimisation methods: the steepest descent method and the Gauss-Newton method.
When the parameters are far from their optimal value, the Levenberg-Marquardt al-
gorithm behaves like a steepest descent method. Similarly, it behaves like a Gauss-
Newton method when the parameters are close to their optimal value.
2.6.6 Piecewise Cubic Hermite Interpolating Polynomial
Interpolation is a method of estimating and constructing new data points within the
range of a finite set of known data points. One major purpose of using an interpola-
tion technique is to construct a regular grid from an irregular set of data points. For
this procedure, we focus on a shape-preserving interpolant method called piecewise
cubic Hermite interpolating polynomial (PCHIP). It is beyond the scope of this study
to rigorously and formally analyse this method, but reader should refer to [92] for its
detailed explanation and MATLAB implementation.
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There are two main advantages of the PCHIP interpolant [105]. First, this ap-
proach produces a monotone interpolant on each interval between two consecutive
measurements, i.e. it never overshoots the data. Secondly, the resulting interpolant
has one continuous derivative, which is reasonable provided that the signal being
measured is expected to be continuous.
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ANALYTICAL THEORY
3.1 Chapter Introduction
The focus of this chapter is to describe the analytical framework of the research.
The problem considered in this thesis is the ignition of propagating waves in one-
dimensional bistable or excitable systems. In Section 3.2, this problem will be mathe-
matically formulated. Analytical initiation criterion for such problem will be divided into
two cases: stimulation by voltage and stimulation by current. Section 3.3 and Sec-
tion 3.4 address how the linear approximation of the critical curves for each case can
be derived. An extension of the method from a linear to a quadratic approximation of
the (center-)stable manifold for both cases are also provided in each section. Finally,
the summary of the chapter is presented in Section 3.5.
3.2 Problem Formulation
We consider the problems of initiation of propagating waves in one spatial dimension,
which is formulated as a reaction-diffusion system,
@u
@t
ÆD@
2u
@x2
Å f(u), (3.1)
where u :R£R!Rk is a k-component reagents field, k¸ 1, defined for x 2R and t 2RÅ,
vector-function f : Rk! Rk describes the reaction rates and D 2 Rk£k is the matrix of
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diffusivity. We assume that this system has a stable spatially uniform equilibrium state,
called resting state,
u(x, t)Æur, f(ur)Æ 0, (3.2)
and a family of stable propagating wave solutions of the form
u(x, t)Æuw(x¡ cwt¡ sw),
uw(1)Æur, uw(¡1)Æu¡,
(3.3)
where u¡ is also a stable spatially uniform equilibrium, f(u¡)Æ 0, which may or may not
coincide with ur. In this thesis, we restrict our attention to the two types of propagating
wave solutions, and these are propagating pulse, which is the case when u¡ Æur and
propagating front otherwise. In (3.3), cw È 0 is a fixed constant, the wave propagation
speed, and sw is an arbitrary constant, the parameter of the family.
The main purpose of this study is to investigate the behaviour of the solutions of
the system (3.1) set on x 2 [0,1), t 2 [0,1) subject to the following initial and boundary
conditions,
u(x,0)Æu0(x)ÆurÅus(x), xÈ 0,
Dux(0, t)Æ¡Is(t), tÈ 0. (3.4)
Typically, these solutions either approach the propagating wave solution (“ignition”)
or the resting state (“failure”) as t!1, as illustrated in Figure 3.1. 1 Without loss of
generality, we assume that the functions us(x) and Is(t) have a finite support, us(x)´ 0
for xÈ xs, and Is(t)´ 0 for tÈ ts.
Our analysis is carried out focusing attention on the cases when only one of us(¢)
and Is(¢) is nonzero. If the dependence is on just one parameter, then one talks about
threshold value(s) of the parameter, separating the two outcomes. When there are two
parameters, one can talk about a threshold curve, or a critical curve. The simplest and
standard formulations are:
• “Stimulation by voltage”:
Is(t)Æ 0, us(x)ÆUsX(x). (3.5)
1More precisely, since (3.4) is defined on half-line x 2RÅ and the propagating wave solution (3.3) on
the whole line x 2R, the convergence should be understood in an appropriate sense, e.g. convergence
in any finite interval fixed in a co-moving frame of reference.
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That is, the initial condition is the resting state ur, displaced by the magnitude
defined by parameter Us with a normalized spatial profile defined by X(x). In all
specific examples, we shall use simply a rectangular profile of a width xs,
X(x)ÆH(xs¡ x)e, (3.6)
where H(¢) is the Heaviside step function and e 2Rk is a constant vector defining
the modality of the perturbation. Then the critical curve can be considered in the
plane (xs,Us), and we call it “strength-extent curve”.
• “Stimulation by current”:
us(x)Æ 0, Is(x)Æ IsT(t). (3.7)
That is, the initial condition is the unperturbed resting state, but there is a con-
stant current injected through the left boundary of the interval, where Is defines
the strength of the current and T(t) its normalized temporal profile. Similar to
stimulation by voltage case, we consider a rectangular profile of duration ts,
T(t)ÆH(ts¡ t)e, (3.8)
where the fixed vector e determines which reagents are being injected. The
critical curve will then be in the plane (ts, Is), and widely used standard term for
it is “strength-duration curve”.
We find it convenient to formalize the initiation problem as one posed on the whole
real line x 2R,
@u
@t
ÆD@
2u
@x2
Å f(u)Åh(x, t), (x, t) 2R£RÅ,
u(x,0)ÆurÅus(x), h(x, t)´ 0 for tÈ ts, (3.9)
where the initial condition is an even continuation of the one in (3.4),
us(¡x)´us(x)Æ
8<:UsX(x), x¸ 0,UsX(¡x), xÇ 0 (3.10)
and the forcing term is formally represented by
h(x, t)Æ 2IseH(ts¡ t)±(x), (3.11)
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where ±(¢) is the Dirac delta function. This term is derived firstly by integrating (3.9)
with respect to x from ¡² to ². Then, we take into account the boundary condition given
by (3.4) and the fact that the solution to either (3.9) or (3.1) is an even and continuous
function of x, while its derivative is discontinuous. Finally, we obtain the expression
(3.11) by taking the limit ²! 0.
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Figure 3.1: Response to slightly below- and slightly above-threshold initial con-
ditions in the McKean model. Parameter values: µ Æ 0.05, Is Æ 0, xs Æ 0.6,
Us Æ 0.557123722019382 (sub-threshold) (a) and Us Æ 0.557123722019383 (super-
threshold)(b).
3.3 Initiation by Voltage: Strength-Extent Curve
In this section, a mathematical formulation of the threshold curve in the (xs,Us)-plane
that serves as a boundary between initial conditions leading to the propagating wave
solution and initial conditions leading to the resting state is provided. To obtain the
expression for the strength-extent curve, we consider the problem (3.9) with h(x, t)´ 0
for all t and the initial conditions (3.10). We begin with the principal assumption that
there exists a critical solution, which is defined as a self-similar solution,
u(x, t)Æ uˆ(x¡ ct),
0ÆDd
2uˆ
d»2
Å c duˆ
d»
Å f(uˆ),
uˆ(1)Æur, uˆ(¡1)Æ uˆ¡
(3.12)
(where uˆ¡ may be different from u¡ but in our examples uˆ¡ Æur when u¡ Æur) which
is unstable with one unstable eigenvalue. Naturally, the speed c of the critical solution
is also entirely different from the speed cw of the stable wave solution.
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Similar to the stable wave solution, there is then a whole one-parametric family of
critical solutions,
uˆ(x¡ ct¡ s), s 2R. (3.13)
Due to this translation invariance, this solution always has one zero eigenvalue. Hence
its stable manifold has codimension two, whereas its center-stable manifold has codi-
mension one and as such, it can partition the phase space, i.e. it can serve as a
boundary between basins of different attractors (see Figure 3.3). Our strategy is to
approximate this center-stable manifold. In the first instance, we consider a linear
approximation.
3.3.1 Linear Approximation
Let us rewrite the reaction-diffusion system (RDS) (3.1) in a frame of reference moving
with a constant speed c, so that u(x, t)Æ u˜(»,¿), »Æ x¡ ct¡ s, ¿Æ t,
@u˜
@¿
ÆD@
2u˜
@»2
Å c@u˜
@»
Å f(u˜),
u˜(»,0)ÆurÅus(»Å s).
We linearize this equation on the critical solution, which is stationary in the moving
frame
u˜(»,¿)Æ uˆ(»)Åv(»,¿). (3.14)
The linearization gives
@v
@¿
ÆD@
2v
@»2
Å c@v
@»
ÅF(»)v,
v(»,0)ÆurÅus(»Å s)¡ uˆ(»),
(3.15)
where
F(»)Æ @f
@u
¯¯¯¯
uÆuˆ(»)
(3.16)
is the Jacobian matrix of the kinetic term, evaluated at the critical solution.
Equation (3.15) is a linear non-homogeneous equation, with time-independent lin-
ear operator,
@¿vÆLv, L ,D @
2
@»2
Å c @
@»
ÅF(»). (3.17)
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For the sake of simplicity, let us assume that the eigenfunctions of L ,
LV j(»)Æ¸ jV j(»), (3.18)
are simple and form a basis in an appropriate functional space, and the same is true
for the adjoint L Å 2. Then the general solution of problem (3.15) in that space can be
written as a generalized Fourier series
v(»,¿)ÆX
j
a j(¿)V j(»). (3.19)
The coefficients a j will then satisfy decoupled ODEs,
da j
d¿
Æ¸ ja j,
a j(0)Æ
D
W j(»)
¯¯¯
v(»,0)
E
, (3.20)
the scalar product
D
¢
¯¯¯
¢
E
is defined as
D
a
¯¯¯
b
E
Æ
1Z
¡1
a>bd»,
and W j are eigenfunctions of the adjoint operator,
L ÅW j Æ¸ jW j, L Å ÆD> @
2
@»2
¡ c @
@»
ÅF>(»), (3.21)
normalized so that
D
W j
¯¯¯
Vk
E
Æ
8<:1, if j Æ k,0, otherwise. (3.22)
Another assumption, which simplifies formulas and is true for all examples consid-
ered, is that all eigenvalues important for the theory are real. We shall enumerate
the eigenpairs in the decreasing order of ¸ j, so by assumption we always have
¸1 È¸2 Æ 0È¸3 È . . . .
The solution of (3.20) is
a j(¿)Æ e¸ j¿a j(0).
2This assumption will, of course, have to be verified in each particular case.
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By assumption, ¸1 È 0, and due to translational symmetry, ¸2 Æ 0, and the rest of the
spectrum is assumed within the left half-plane. Hence the condition of criticality is
a1(0)Æ 0.
Using the definition of a1(0), we have, in terms of the original model (3.15),D
W1(»)
¯¯¯
us(»Å s)
E
Æ
D
W1(»)
¯¯¯
uˆ(»)¡ur
E
. (3.23)
This is an equation of the center-stable space, i.e. a tangent space to the center-
stable manifold of the critical solution. Note that this tangent space is different for
every choice of the critical solution as identified by choice of s.
General Setting
Let us now consider the typical formulation, when the spatial profile of the initial per-
turbation is fixed and only its magnitude is varied,
us(x)ÆUsX(x). (3.24)
Then (3.23) gives
Us
D
W1(»)
¯¯¯
X(»Å s)
E
Æ
D
W1(»)
¯¯¯
uˆ(»)¡ur
E
or
Us Æ N 1
D1(s)
, (3.25)
where the numeratorN 1 is a constant, defined entirely by the properties of the model,
N 1 Æ
D
W1(»)
¯¯¯
uˆ(»)¡ur
E
, (3.26)
and the denominator D1 depends on the shift s,
D1(s)Æ
D
W1(»)
¯¯¯
X(»Å s)
E
. (3.27)
Hence to get the ultimate answer, we need an extra condition to fix the value of the
shift s.
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The Case of Critical Nucleus
This is the case when c Æ 0, i.e. the critical solution is stationary, and moreover it is
even in x. Then there is a natural choice of sÆ 0 prescribed by symmetry. It can also
be motivated directly by considering the problem for x 2 R as an even extension of
the problem for x 2RÅ. In this case the position of the critical nucleus is fixed, there is
no translational invariance, no associated zero eigenvalue, and we can consider the
stable space, tangent to the stable manifold, as symbolised in Figure 3.2, rather than
center-stable manifold.
That is, we have x Æ », t Æ ¿, u Æ u˜, uˆ(¡») ´ uˆ(»), and (3.25) gives the explicit
expression for the threshold
Us Æ
1R
0
W1(»)> (uˆ(»)¡ur) d»
1R
0
W1(»)>X(»)d»
. (3.28)
If, further, the stimulation is done by a rectangular perturbation of the resting state,
X(»)ÆH(xs¡»)H(xsÅ»)e, (3.29)
then we have
Us Æ
1R
0
W1(»)> (uˆ(»)¡ur) d»
xsR
0
W1(»)>ed»
. (3.30)
This case was first considered in [68].
The Case of Moving Critical Solution
This is the case when cÈ 0, and then we call the critical solution either a critical pulse
(for u¡ Æ ur) or a critical front (u¡ 6Æ ur) [67]. The problem now does not have the
symmetry » 7! ¡» and the previous “intuitively obvious” choice of s is not generally
applicable. Recall that our approach is based on linearization, whereas the original
problem does not, in fact, contain small parameters. In this formulation, the criticality
condition depends on an “arbitrary” parameter s.
We select an optimal value of the parameter, so as to minimise the error in the pre-
diction. This is done based on a “skew-product” approach [14, 15, 50], which consider
solutions u(x, t) of (3.1) in the form
u(x, t)Æ u˜(»,¿),
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Figure 3.2: Diagram of a stable manifold of the stationary critical solution. The empty
circle denotes the critical nucleus and thin solid black lines represent the critical trajec-
tories that form the stable manifold. The critical trajectory (bold solid line) divides the
family of initial conditions into two classes: sub-threshold trajectories (blue lines) and
super-threshold trajectories (red lines). Note that the filled circle is the intersection
point of the initial condition and the stable manifold.
where »Æ x¡ s(t), ¿Æ t, so u˜(¢,¿) describes evolution of the shape of the wave profile
in a frame of reference which moves according to the law defined by the shift s(t), and
the dynamics of the shift s(t) is determined from an extra condition, such as
¡(u(s(t), t))´ 0, (3.31)
for an appropriately selected function ¡(¢), which allows to choose a unique value of
s for any given profile u(¢, t) at any given time t, perhaps with some inequalities to
distinguish the front from the back. This extra condition is an essential step for the
determination of the parameter s, and a popular and efficient choice of functional ¡(¢)
can be made when one considers perturbations of a relative equilibrium, as done e.g.
in [13, 33, 78]. This choice is based on the following observation, adapted to our
case of a one-parametric symmetry group. An infinitesimal increment of the shift s is
equivalent, in this situation, to a corresponding infinitesimal change of coefficient a j in
an expansion like (3.19). Let V j(»)Æ uˆ0(») be the “translational” mode, corresponding
to ¸ j Æ 0. Then a (locally) unique fixation of s can be achieved by requiring that a j Æ 0.
In our present situation, the index of the projector to the shift mode is j Æ 2. The
resulting extra requirement is to be applied to the solution at all moments of time,
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including the initial condition, for which it givesD
W2(»)
¯¯¯
urÅus(»Å s)¡ uˆ(»)
E
Æ 0,
leading to
Us
D
W2(»)
¯¯¯
X(»Å s)
E
Æ
D
W2(»)
¯¯¯
uˆ(»)¡ur
E
. (3.32)
Another interpretation of the same requirement is that the condition a2(0)Æ 0, in addi-
tion to the already imposed condition of criticality a1(0) Æ 0, makes sure that at least
two first terms in the Fourier series (3.19) are zero, thus making v(»,0) “smaller” in
that sense.
The two conditions give a system of two similar equations,8<:UsD1(s) ÆN 1,UsD2(s) ÆN 2, (3.33)
where
N ` Æ
D
W`(»)
¯¯¯
uˆ(»)¡ur
E
, `Æ 1,2, (3.34)
and
D`(s)Æ
D
W`(»)
¯¯¯
X(»Å s)
E
, `Æ 1,2. (3.35)
The definitions of N 1, D1 here agree with the ones given earlier in (3.26), (3.27). We
note that, if uˆ¡ 6Æur, integrals (3.34) converge if W`(»!¡1)! 0 sufficiently quickly.
System (3.33) is a nonlinear system of two equations for two unknowns, s and Us.
It is linear and over-determined with respect to Us. The compatibility condition for the
two equations for Us is N 1D2(s)¡N 2D1(s)Æ 0, orD
©(»)
¯¯¯
X(»Å s)
E
Æ 0
where
©(»)ÆN 1W2(»)¡N 2W1(»), (3.36)
presenting a nonlinear equation for s. For a rectangular stimulus profile,
X(x)ÆH(xÅ xs)H(xs¡ x)e,
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the compatibility condition becomes
¡sÅxsZ
¡s¡xs
¥(») d»Æ 0
where
¥(»)Æ e>©(»). (3.37)
This equation for s can be transformed into a more convenient form if we introduce
the anti-derivative of ¥(»),
¥(»)Æ ´0(»).
Then
´(¡sÅ xs)¡´(¡s¡ xs)Æ 0, (3.38)
that is, the two points »Å Æ¡sÅxs and »¡ Æ¡s¡xs are points of equal value of function
´(¢). If this function happens to be unimodal, then a unique solution of the compati-
bility condition is guaranteed to exist, and if its monotonic pieces ´Å(¢) and ´¡(¢) are
effectively invertible with, say, dom
¡
´Å
¢ È dom¡´¡¢ pointwise, then (3.38) leads to a
parametric equation for the critical curve Us(xs). If we denote the value of function ´(¢)
in (3.38) by ³ and take it as the parameter, then we have
»§(³)Æ (´§)¡1(³),
xs(³)Æ 12
¡
»Å(³)¡»¡(³)¢ ,
s(³)Æ¡1
2
¡
»Å(³)Å»¡(³)¢ ,
Us(³)ÆN 1
±
D1 (s(³)) .
(3.39)
For reference, we also summarise here the definitions of the ingredients of (3.39)
given earlier:
´(»)ÆN 1I 2(»)¡N 2I 1(»), (3.40)
I 1,2(»)Æ
Z »
e>W1,2(»0)d»0, (3.41)
N 1,2 Æ
1Z
¡1
W>1,2(») (uˆ(»)¡ur) d», (3.42)
D1(s)ÆI 1(»Å)¡I 1(»¡). (3.43)
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Figure 3.3: The sketch of a center-stable manifold of a moving critical solution. The
dashed black line denotes the critical solution, while the solid black lines represent
the critical trajectories that form the center-stable manifold. The bold solid black line
is the critical trajectory that divides the family of initial conditions into two classes:
sub-threshold trajectories (blue lines) and super-threshold trajectories (red lines). The
point where the curve of initial conditions intersects the center-stable manifold is
shown as the filled circle.
We note that for the case of critical nucleus, c Æ 0, uˆ is an even function, opera-
tors L and L Å commute with the operator of inversion » 7! ¡», function W1 is even,
function W2 is odd, N 2 Æ 0, I 2 is even, ´ is even, »Å Æ¡»¡, s Æ 0 and (3.39) formally
recovers the result (3.25) obtained previously based on the choice s Æ 0 as “intuitive”
and “natural”.
3.3.2 Quadratic Approximation of the Stable Manifold
The use of a linear approximation around the critical solution for the situation when
distance from it is not guaranteed to be very small is, admittedly, the weakest point of
our approach. In this section, we consider the second-order approximation, in order to
assess the limits of applicability of the linear approximation, and possibly to improve
it. We restrict consideration to the case of critical nucleus, i.e. reaction-diffusion sys-
tem is a scalar equation. We use the formulation on x 2 (¡1,1) and space of even
functions u(¢, t). Even though we only consider the scalar equation, we intend our
quadratic theory to be also applicable to the multicomponent systems.
Rather than using the matrix notation as in the linear approximation, we shall now
proceed with explicit notation for the components of the reaction-diffusion systems,
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use Greek letters for superscripts to enumerate them, and adopt Einstein’s summation
convention for those indices. In this way we start from the generic reaction-diffusion
system
@u®
@t
ÆD®¯@
2u¯
@x2
Å f ®(u¯),
then consider the deviation v® of the solution u® from the critical nucleus uˆ®,
u®(x, t)Æ uˆ®(x)Åv®(x, t),
the equation defining the critical nucleus,
D®¯
@2uˆ¯
@x2
Å f ®(uˆ)Æ 0, (3.44)
and the Taylor expansion of the equation for the deviation,
v˙® ÆD®¯v¯xxÅ f ®,¯(uˆ)v¯Å 12 f
®
,¯°(uˆ)v¯v°Å . . . ,
where overdot denotes differentiation with respect to time, subscripts (¢)x denote dif-
ferentiation with respect to space and Greek subscripts after a comma designate a
partial differentiation by the corresponding reactive components. The right and left
eigenfunctions are defined respectively by
D®¯@xxV¯ j(x)Å f ®,¯(x)V¯ j(x)Æ¸ jV® j(x)
and
D¯®@xxW¯ j(x)Å f ¯,®(x)W¯ j(x)Æ¸ jW® j(x),
where j 2 {1,2,3, . . . }, and the biorthogonality condition is
D
W j
¯¯¯
Vk
E
,
1Z
¡1
W® j(x)V®k(x)dxÆ
8<:1, if j Æ k,0, otherwise.
We consider only even solutions, so in the subsequent sums only those j that corre-
spond to even eigenfunctions are assumed. We seek solutions in the form of general-
ized Fourier series in terms of the right eigenfunctions,
v®(x, t)ÆX
j
a j(t)V® j(x), (3.45)
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where the Fourier coefficients are defined by
a j(t)Æ
D
W j(x)
¯¯¯
v(x, t)
E
,
1Z
¡1
W® j(x)v®(x, t)dx. (3.46)
Time-differentiation of this gives
a˙ j Æ¸ ja jÅ
X
m,n
Q jm,naman, (3.47)
where
Q jm,n ÆQ jn,m,
1
2
1Z
¡1
W® j(x) f ®,¯°(uˆ(x))V¯m(x)V°n(x)dx. (3.48)
We assume that eigenvalues are real and ordered from larger to smaller, ¸1 È 0, ¸2 Æ 0
is of course the eigenvalue corresponding to the translational symmetry and an odd
eigenfunction V2 Æ uˆ0, and ¸ j Ç 0 for all j ¸ 3. Our task is to determine conditions on
initial values of the Fourier coefficients
A j , a j(0)Æ
1Z
¡1
W® j(x)v®(x,0)dx
that would ensure that
a1(1)Æ 0,
which means that the trajectory approaches the critical nucleus, so the initial condition
is precisely at the threshold.
Let us rewrite the system (3.47) as an equivalent system of integral equations,
a j(t)Æ e¸ j t
0@A jÅ tZ
0
e¡¸ j t
0 X
m,n
Q jm,nam(t
0)an(t0)dt0
1A .
Successive approximations to the solution can be obtained by direct iterations of this
system,
a(iÅ1)j (t)Æ e¸ j t
0@A jÅ tZ
0
e¡¸ j t
0 X
m,n
Q jm,na
(i)
m (t
0)a(i)n (t
0)dt0
1A . (3.49)
Taking a(0)j Æ 0 for all j, we have
a(1)j Æ A je¸ j t.
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With account of ¸1 È 0, ¸ j Ç 0, j ¸ 3, and a(1)j (t)! 0, this implies that
A1 Æ 0, A j 2R, j ¸ 3,
which is the answer we have from the linear approximation. The next iteration pro-
duces
a(2)j (t)Æe¸ j t
Ã
A jÅ
X
m,n¸3
Q jm,nAmAn
¸ j¡¸m¡¸n
!
¡ X
m,n¸3
Q jm,nAmAn
¸ j¡¸m¡¸n
e(¸mÅ¸n)t.
Assuming that the sums converge, the last term always tends to zero as t!1 be-
cause ¸n ·¸3 Ç 0 for all n¸ 3, and the first term tends to zero for all j ¸ 3 for the same
reason. So, the condition a(2)1 (t)! 0 implies that the first term vanishes for j Æ 1, that
is,
A1 Æ¡
X
m,n¸3
Q1m,nAmAn
¸1¡¸m¡¸n
, (3.50)
which is our second-order (quadratic) approximation for the critical condition, as op-
posed to the first-order (linear) approximation which states simply that A1 Æ 0. We see
that the linear approximation will be more accurate when An, n ¸ 3 are smaller, and
that for given magnitudes of An, the linear approximation will be better if ¸1¡¸m¡¸n,
the smallest of which is ¸1¡2¸3, are larger (remember we exclude all eigenpairs with
odd eigenfunctions, including nÆ 2).
Further iterations of (3.49) lead to still higher-order approximations of the stable
manifold of the critical nucleus, and possibly further improvement of the critical condi-
tion. This, however, is beyond the scope of this thesis.
Substitution into (3.50) of the definition of A j in terms of the stimulation amplitude,
A j Æ
1Z
¡1
W j(x)> (ur¡ uˆ(x)ÅUsX(x)) dx,
leads to a quadratic equation for Us,
AUs2ÅBUsÅC Æ 0 (3.51)
where
A Æ X
n,m¸3
Rm,nDmDn,
BÆD1¡2
X
n,m¸3
Rm,nN mDn,
C Æ¡N 1Å
X
n,m¸3
Rm,nN mN n,
(3.52)
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and
Rm,n Æ
Q1m,n
¸1¡¸m¡¸n
ÆRn,m,
N j Æ
1Z
¡1
W j(x)> (uˆ¡ur) dx,
D j Æ
1Z
¡1
W j(x)>X(x)dx.
(3.53)
Note that the definitions of N j, D j here are the same as in (3.34), (3.35), with
account of sÆ 0.
An essential detail is the question of properties of the spectra of L and L Å. In
the above derivation, we assumed that these two spectra coincide, are discrete and
all eigenvalues are simple. In the specific cases we consider in the following chapters,
these assumptions will be tested numerically; in particular, we shall observe that the
spectra can in fact be continuous, so the formulas should be generalized, to replace
summation over eigenvalues to integrals with respect to the spectral measure, and
convergence issue becomes even more complicated.
3.3.3 A Priori Bound in the Critical Nucleus Case
Finally, we comment on a simple a priori bound for the critical curve, which follows
from considerations different from the analysis of the center-stable manifold of the
critical solution, and therefore may provide useful extra information. It applies for the
case of kÆ 1, when the critical solution is the critical nucleus:
@u
@t
Æ @
2u
@x2
Å f (u), (3.54)
with the assumptions that f (u j)Æ 0, j Æ 1,2,3, u1 Æ ur Ç u2 Ç u3, f (u)Ç 0 for u 2 (u1,u2)
and f (u)È 0 for u 2 (u2,u3). In these terms, successful initiation means that at large t
solution u(x, t) is a trigger wave from u1 to u3, and the failure of initiation means that
u(x, t)! u1 as t!1 uniformly in x.
It follows from the results by Fife and McLeod [43], that any initial conditions such
that u(x,0) 2 [u2,u3] for x 2 (¡1,x1) and u(x,0) 2 [u1,u2] for x 2 (x2,1) guarantee igni-
tion, and for rectangular initial conditions (3.24) this means that even for the smallest
excess of Us over u2¡u1, this initial condition will produce ignition, provided that xs is
large enough, so we have
U¤s (xs)&U¤s , xs!1, (3.55)
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where
U¤s Æ u2¡u1. (3.56)
3.4 Initiation by Current: Strength-Duration Curve
This section provides an analytical description of the threshold curve in the (ts, Is)-
plane that separates the boundary conditions leading to initiation from those leading
to decay. To obtain explicit approximations to the strength-duration curves, we con-
sider problem (3.9) with vanishing initial condition, i.e. initial condition is resting state,
us Æur and with the boundary condition given by (3.11) at xÆ 0.
3.4.1 Linear Approximation
Linear procedure for the strength-duration analysis is rather similar to the previous
case, thus we omit some intermediate calculations. The linearized equation in this
case is
@v
@¿
ÆD@
2v
@»2
Å c@v
@»
ÅF(»)vÅ h˜(»,¿),
v(»,0)Æur¡ uˆ(»), (3.57)
where
h˜(»,¿)Æh(»Å c¿Å s,¿) (3.58)
is the forcing term as measured in the moving frame of reference. The coefficients of
the generalized Fourier series will now satisfy the following decoupled ODEs:
da j
d¿
Æ¸ ja jÅh j(¿),
a j(0)Æ
D
W j(»)
¯¯¯
v(»,0)
E
, (3.59)
where
h j(¿)Æ
D
W j(»)
¯¯¯
h˜(»,¿)
E
. (3.60)
The solution of (3.59) is
a j(¿)Æ e¸ j¿
0@a j(0)Å ¿Z
0
h j(¿0)e¡¸ j¿
0
d¿0
1A .
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Since the stimulation is supposed to be finite in time, h j(¿) ´ 0 for ¿ È ts, then the
condition of criticality is in turn
a1(ts)Æ 0
which implies
a1(0)Å
tsZ
0
h1(¿0) e¡¸1¿
0
d¿0 Æ 0,
from which we seek to obtain the critical curve based on linear approximation.
General Setting
Using the definitions of a1(0) and h1(¿0), we have
tsZ
0
e¡¸1¿
0 D
W1(»)
¯¯¯
h(»Å c¿0Å s,¿0)
E
d¿0 Æ
D
W1(»)
¯¯¯
uˆ(»)¡ur
E
. (3.61)
Consider the boundary condition with a rectangular profile,
h(x, t)Æ 2IseH(ts¡ t)±(x). (3.62)
Then (3.61) gives
2Is
tsZ
0
e¡¸1¿
0
W1(¡c¿0¡ s)>ed¿0 Æ
1Z
¡1
W1(»)> (uˆ(»)¡ur) d». (3.63)
The Case of Critical Nucleus
This is the case when c Æ 0, and we again choose s Æ 0 due to symmetry considera-
tions. Hence, (3.63) gives the classical Lapicque-Blair-Hill formula [21, 58, 79]
Is Æ Irh1¡ e¡¸1ts , (3.64)
where the rheobase is
Irh Æ
¸1
1R
0
W1(»)>uˆ(»)d»
W1(0)>e
. (3.65)
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The Case of Moving Critical Solution
In a similar fashion to the case of strength-extent curve, two criticality conditions
a1 (ts) Æ 0 and a2 (ts) Æ 0 must be obeyed. Taking into account these two criticality
conditions, we have 8>>><>>>:
2Is
tsR
0
e¡¸1¿
0W1
¡¡c¿0¡ s¢>ed¿0 ÆN 1,
2Is
tsR
0
e¡¸2¿
0W2
¡¡c¿0¡ s¢>ed¿0 ÆN 2. (3.66)
System (3.66) is a nonlinear system of two equations for two unknown parameters, Is
and s. By eliminating the parameter Is, we find the compatibility condition as follows:
tsZ
0
h
N 2e¡¸1¿
0
W1
¡¡c¿0¡ s¢>e ¡N 1e¡¸2¿0W2 ¡¡c¿0¡ s¢>eid¿0 Æ 0. (3.67)
This can be further simplified by using the following change of variable,
¿0 Æ ¡ (³Å s)
c
that leads to
¹(s), N 1e
¸2s/c
c
¡cts¡sZ
¡s
e¸2³/cW2 (³)>ed³¡N 2e
¸1s/c
c
¡cts¡sZ
¡s
e¸1³/cW1 (³)>ed³Æ 0. (3.68)
Equation (3.68) defines the shift s for a given ts (or vice versa). After finding the value
of s, one only needs to employ this value in one of the compatibility conditions in (3.66)
in order to find the amplitude Is since both produce the same result. This completes
the construction of the strength-duration curve Is(ts).
3.4.2 Quadratic Approximation of the Stable Manifold
As in Section 3.3, we adopt Einstein’s summation convention for indices notation to
find the quadratic approximation of the stable manifold of the critical nucleus solution.
In this way, we start from the initiation problem as one posed on the whole real line
x 2R,
@u®
@t
ÆD®¯@
2u¯
@x2
Å f ®(u¯)Å2Is e®H(ts¡ t)±(x),
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where Is 6Æ 0. Now, linearizing this equation around the critical nucleus uˆ® using
u®(x, t)Æ uˆ®(x)Åv®(x, t),
where the equation defining the critical nucleus is given by (3.44). Using Taylor expan-
sion, we have
v˙® ÆD®¯v¯xxÅ f ®,¯(uˆ)v¯Å f ®,¯°(uˆ)v¯v°Å2Is e®H(ts¡ t)±(x)Å . . . .
Here, yet again, we seek solutions in the form of generalized Fourier series given by
(3.45) and its Fourier coefficients are defined by (3.46). But, in this case, the time
differentiation of the Fourier coefficients yields,
a˙ j(t)Æ
D
W® j(x)
¯¯¯
v˙®(x, t)
E
Æ¸ ja jÅ
X
m,n
Q jm,namanÅ2IsE jH(ts¡ t), (3.69)
where
E j ÆW® j(0)e® (3.70)
and Q jm,n is same as in (3.48). The system (3.69) can be written in an equivalent
system of integral equations,
a j(t)Æe¸ j t
24A jÅ2IsE j 1
¸ j
³
1¡e¡¸ jmin(t,ts)
´
Å
tZ
0
e¡¸ j t
0 X
m,n
Q jm,nam(t
0)an(t0)dt0
35 .
Once again, we use the direct iteration method to obtain the approximate solution
a(iÅ1)j (t)Æ e¸ j t
24A jÅ2IsE j 1
¸ j
³
1¡e¡¸ jmin(t,ts)
´
Å
tZ
0
e¡¸ j t
0 X
m,n
Q jm,na
(i)
m (t
0)a(i)n (t
0)dt0
35 .
Taking a(0)j Æ 0 for all j, we have
a(1)j (t)Æ e¸ j t
·
A jÅ Is
2E j
¸ j
³
1¡e¡¸ jmin(t,ts)
´¸
.
Considering ¸1 È 0 and ¸ j Ç 0 for all j ¸ 3, we have a(1)1 ! 0 as t!1, this corresponds
to the linear approximation. The next iteration produces
a(2)j (t)Æ e¸ j t
24A jÅ Is 2E j
¸ j
³
1¡e¡¸ jmin(t,ts)
´
Å
tZ
0
e¡¸ j t
0 X
m,n
Q jm,na
(1)
m (t
0)a(1)n (t
0)dt0
35
Æ e¸ j t
0@A jÅ Is 2E j
¸ j
³
1¡e¡¸ jmin(t,ts)
´
Å
tZ
0
(X
m,n
e¸m t
0
·
AmÅ Is 2Em
¸m
³
1¡e¡¸mmin(t0,ts)
´¸
£e¸n t0
·
AnÅ Is 2En
¸n
³
1¡e¡¸nmin(t0,ts)
´¸
e¡¸ j t
0
Q jm,n
¾
dt0
¶
.
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Note that e(¸mÅ¸n¡¸1)t! 0 as t!1 because ¸k · ¸3 Ç 0 for k Æm,n. By requiring that
a(2)1 (t)! 0, we derive the following quadratic equation for Is,
³1Is2Å³2IsÅ³3 Æ 0, (3.71)
where
³1 Æ 4
X
m,n
Q1m,n
hEmEn
¸m¸n
n1¡e¡¸1ts
¸1
¡ e
(¸n¡¸1)ts ¡1
¸n¡¸1
¡ e
(¸m¡¸1)ts ¡1
¸m¡¸1
¡ e
¡¸1ts ¡e(¸m¡¸1)ts ¡e(¸n¡¸1)ts Å1
¸mÅ¸n¡¸1
oi
,
³2 Æ 2
X
m,n
Q1m,n
hAmEn
¸n
ne(¸m¡¸1)ts ¡1
¸mÅ¸n¡¸1
¡ e
(¸m¡¸1)ts ¡1
¸m¡¸1
o
Å AnEm
¸m
n e(¸n¡¸1)ts ¡1
¸mÅ¸n¡¸1
¡ e
(¸n¡¸1)ts ¡1
¸n¡¸1
oi
¡2E1
¡
e¡¸1ts ¡1¢
¸1
,
³3 Æ¡
X
m,n
Q1m,n
AmAn
¸mÅ¸n¡¸1
ÅA1.
Note that, in the case of strength-duration curve, the definitions of A j are slightly
different from those of defined in the strength-extent curve analysis. It is basically due
to the initial condition being the unperturbed resting state, i.e. Us Æ 0. Overall, these
coefficients are to be determined as
A j , a j(0)Æ
1Z
¡1
W® j(x)v®(x,0)dxÆ
1Z
¡1
W j(x)> (ur¡ uˆ(x)) dx. (3.72)
3.4.3 A Priori Bound in the Critical Nucleus Case
We conclude this section with a simple a priori bound for the threshold curve, which
is applicable to scalar equations. For Us Æ 0 and boundary conditions (3.4,3.62), an
appropriate a priori bound has been obtained by Mornev [95]. In our notations, it
implies that
I¤s (ts)& I¤s , ts!1, (3.73)
where
I¤s Æmax juˆ0(x)j Æ juˆ0(x¤)j Æ
µ
¡2
Z u2
u1
f (u)du
¶1/2
, (3.74)
and x¤ is the coordinate point where uˆ(x¤)Æ u2.
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3.5 Chapter Summary
In this chapter, we provided analytical formulations of strength-extent and strength-
duration relationships for the problems of initiation of propagating waves in one spatial
dimension. These formulations are based on an approximation of the (center-)stable
manifold of a certain critical solution. The structure of each of these formulations is
similar.
Firstly, we have proposed a method of obtaining the linear approximation analyti-
cal criterion for ignition of excitation waves, under the assumption of the existence of
a critical solution. For scalar equation, the critical solution is the critical nucleus, un-
stable time-independent solution with one positive eigenvalue whose stable manifold
has codimension one that partitions the phase space separating ignition solutions
from decay solutions. Moreover, in multicomponent reaction-diffusion systems, the
critical solution is called either critical front or critical pulse (both moving) whose sta-
ble manifold has codimension two and its center-stable manifold has codimension
one that also partitions the phase space separating the two outcomes.
In the case of the critical nucleus, we have also considered the second-order ap-
proximation for each critical curve analysis. This allowed us to assess the limits of
applicability of the linear approximation and to further improve it. Another practical
finding for the critical nucleus case is the existence of an a priori bound for the critical
curve. This criterion provides a necessary condition to have ignition.
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4.1 Chapter Introduction
This chapter is devoted to numerical techniques for approximating the expressions for
the critical curves and all the ingredients of the analytical critical curves. Direct numer-
ical simulations are needed to compare and/or to validate the analytical solution. In
Section 4.2, numerical strength-extent threshold curve based on finite difference and
finite element simulations is given in detail. In Section 4.3, a similar analysis for nu-
merical strength-duration threshold curve is provided. The analytical initiation criteria
proposed in the previous chapter provided both the linear and quadratic approxima-
tion of the threshold curves. However, it is not always possible to derive the analytical
formula for the ingredients of these curves. The essential ingredients of the linear ap-
proximation are the critical solution and the leading eigenpair for the one-component
systems while two leading eigenpairs are needed for the multicomponent systems.
In addition, for the quadratic approximation in the critical nucleus solution case, we
need as many eigenpairs as possible to achieve better accuracy. In Section 4.4, we
propose a hybrid approach, where these key ingredients are determined numerically.
The chapter is then concluded with a summary in Section 4.5.
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4.2 Direct Numerical Simulation of the
Strength-Extent Curve
Numerical methods especially play an important role when partial or ordinary differ-
ential equations cannot be solved analytically and/or it can be used as a verification
of the analytical result as stated earlier. In this section, we introduce both finite dif-
ference and finite element discretization formula for the following generic initial and
boundary value problem:
ut ÆDuxxÅ f (u) ,
u(x,0)ÆurÅUsH(xs¡ x)e, xÈ 0, (4.1)
Dux(0, t)ÆDux(L, t)Æ 0, tÈ 0,
where a finite interval x 2 [0,L] is considered as an approximation of x 2 [0,1).
4.2.1 Finite Difference Discretization Formula
The finite difference discretization formula for the above problem (4.1) can be obtained
using explicit forward Euler differencing in time and explicit central differencing in
space
uˆnÅ1i Æ uˆni Å
D¢t
¢x2
¡
uˆni¡1¡2uˆni Å uˆniÅ1
¢Å¢tf¡uˆni ¢ , (4.2)
in conjunction with its initial condition and no-flux Neumann boundary condition at
xÆ 0 and xÆ L
uˆ0i ÆurÅUsH(xs¡ xi)e,
uˆ00 Æ uˆ02, uˆ0NÅ1 Æ uˆ0N¡1, (4.3)
uˆnÅ10 Æ uˆnÅ12 , uˆnÅ1NÅ1 Æ uˆnÅ1N¡1.
In (4.3), points with subscripts 0 and N Å1 are known as “ghost points” since they
reside outside of the grid, which the solution is defined. We thus respectively replace
them by the values with subscripts 2 and N ¡ 1 using no-flux Neumann boundary
conditions.
4.2.2 Finite Element Discretization Formula
To solve the initial value problem (4.1) using a finite element discretization, we find it
more convenient to perform the numerical computation of a single component, and
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then we repeat the same procedure for any other remaining component’s equation
in the system. Apparently, the diffusion term of such considered equation becomes
scalar, i.e. Dˆ ÆD (m,m) for m¡ th component, and hence, its finite element discretiza-
tion formula becomes
£
AÅ¢tµDˆB
¤
uˆnÅ1 ÆF
³
uˆnÅµ
´
Å £A¡¢t (1¡µ) DˆB¤ uˆn, (4.4)
where F
¡
uˆnÅµ
¢ Æ µF¡uˆnÅ1¢Å (1¡µ)F (uˆn) and 0 · µ · 1 is a real parameter. The ini-
tial condition is same as in the case of finite difference discretization formula and
the boundary conditions are implemented when constructing the mass and stiffness
matrices A and B, both of which are defined in Section 2.6.
4.2.3 Threshold Curve
We solve a sequence of the “stimulation by voltage” initial-value problem (4.1) in order
to obtain the threshold curve in the stimulus strength-extent plane. This is achieved
by fixing stimulation extent xs and varying amplitude Us. We use a standard bisection
method to determine the threshold value for Us which we denote as U¤s . In essence,
the idea is to start from an upper estimateUs (superthreshold), known to be sufficient
for ignition, and a lower estimate Us (subthreshold), known to fail to ignite, and take
the average of these two values to be used as the new amplitude of the initial condition.
Then, we solve (4.1) for this initial condition, and update the amplitude according
to the solution giving rise to excitation or not. This procedure leads to the following
bisection loop (Algorithm 3).
This bisection loop is repeated until the absolute difference between Us and Us is
less than a user-defined tolerance value. In fact, to achieve the best result, we typically
use zero tolerance, i.e. repeat the bisection loop as long as Us# remains distinct from
both Us and Us given the processor precision. The critical amplitude U¤s for the given
xs is determined by the final value of Us#. From a computational viewpoint, the zero
tolerance, in this algorithm, refers to the number of significant digits desired for the
approximation of jUs¡Usj. Hence, it could conceivably be said that the last value of
Us and Us are equally likely approximations Us# of U¤s , as either of them may happen
to be equal to (UsÅUs)/2 in computer arithmetics.
This procedure will be repeated as many times as necessary to obtain the strength-
extent threshold curve.
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Input: xs, Us, Us
Output: U¤s
Set Us# :Æ 12
³
UsÅUs
´
;
while
³
jUs¡Usj ¸ tolerance
´
do
Solve (4.1) with Us ÆUs# via FD (4.2) & (4.3) or FE (4.4) ;
if ignition then
Us :ÆUs#;
else
Us :ÆUs#;
end
end
U¤s :ÆUs#
Algorithm 3: Bisection loop for finding amplitude U¤s for a fixed parameter xs.
4.3 Direct Numerical Simulation of the
Strength-Duration Curve
Now, we consider the second case where the initial condition is the unperturbed rest-
ing state and there is a constant current injected through the left boundary of the
interval,
ut ÆDuxxÅ f (u) ,
u(x,0)Æur, xÈ 0, (4.5)
Dux(0, t)Æ¡IsH(ts¡ t)e, Dux(L, t)Æ 0, tÈ 0.
4.3.1 Finite Difference Discretization Formula
In the case of initiation by current, the finite difference discretization formula remains
the same as (4.2), while we now have the following initial and boundary conditions
uˆ0i Æur,
uˆ00 Æ uˆ02Å2¢xIsH(ts¡ t0)D¡1e, uˆ0NÅ1 Æ uˆ0N¡1, (4.6)
uˆnÅ10 Æ uˆnÅ12 Å2¢xIsH(ts¡ tnÅ1)D¡1e, uˆnÅ1NÅ1 Æ uˆnÅ1N¡1,
where no-flux Neumann boundary condition is applied at xÆ L.
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4.3.2 Finite Element Discretization Formula
For the sake of simplicity, here we find it more convenient to consider the initiation
problem defined on the whole line x 2 R, as given by equation (3.9). Once again,
we aim to solve the one-component version of (3.9), i.e. the transmembrane voltage
equation
@u
@t
Æ Dˆ @
2u
@x2
Å f (u)Å2IsH(ts¡ t)±(x), u(x,0)Æ ur, (x, t) 2R£RÅ. (4.7)
The discretization formula based on the finite element method is
A
duˆ
dt
Å DˆBuˆÆF (uˆ)Å2IsH(ts¡ t)G, (4.8)
where the entries of the load vector G are given by
G i Æ
Z L
0
±(x)©i(x)dx, (4.9)
which has only one nonzero entry, G1 Æ 1 by definition of Dirac Delta function. Finally,
we apply the generalized trapezoidal rule to (4.8) to get
£
AÅ¢tµDˆB
¤
uˆnÅ1 ÆF
³
uˆnÅµ
´
Å £A¡¢t (1¡µ) DˆB¤ uˆnÅ2IsH(ts¡ t)G. (4.10)
One should bear in mind here that this discretization formula is only for transmem-
brane equation of (3.9), and the discretization formula for the remaining equations
can be obtained in a similar way, except that the last term in (4.10) is removed and
that the diffusion coefficient and kinetic term, of course, differ from component to
component.
4.3.3 Threshold Curve
Numerical strength-duration threshold curve can be obtained in a similar fashion to
the case of the strength-extent curve. We solve (4.5) using the finite difference dis-
cretization, or (3.9) using the finite element discretization, for fixed stimulation time
duration ts and varying the strength of the current Is. For any initial upper estimate Is
(superthreshold), known to be sufficient for ignition, and lower estimate Is, known to
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fail to ignite, the following bisection algorithm gives the threshold value I¤s :
Input: ts, Is, Is
Output: I¤s
Set Is# :Æ 12
³
IsÅ Is
´
;
while
³
jIs¡ Isj ¸ tolerance
´
do
Solve (4.1) with Is Æ Is# via FD (4.2) & (4.6) or (4.7) via FE (4.10) ;
if ignition then
Is :Æ Is#;
else
Is :Æ Is#;
end
end
I¤s :Æ Is#
Algorithm 4: Bisection loop for finding the strength of the current I¤s for a fixed
parameter ts.
This procedure is repeated as many times for different ts as necessary to obtain
the strength-duration curve.
4.4 Hybrid Approach
4.4.1 Rationale
As outlined in the previous chapter, the linear approximation of the strength-extent
threshold curves requires the knowledge of uˆ(x), W1(x), and, for the non-self-adjoint
cases, also W2(x), whereas for the strength-duration threshold curves, we also need
the first leading eigenvalue ¸1 as ¸2 Æ 0 due to the translational symmetry. In the
critical nucleus case, we have also proposed the quadratic approximation of both
strength-extent and strength-duration critical curves, in which ideally the whole spec-
trum of ¸`, W`, V`, `Æ 1,3,5, . . . is needed. As will be discussed in the following chap-
ters, these can be calculated explicitly only in a few special cases. Therefore, for the
purpose of determining these key factors numerically, we present a hybrid approach,
after which the analytical expressions (3.30), (3.39), (3.64) or (3.66) can be applied.
In the following, we describe in detail how to numerically compute each of these key
factors.
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4.4.2 The Case of Critical Nucleus
Shooting: The numerical approximation of the critical nucleus is determined by solv-
ing a nonlinear boundary-value problem. The first essential step is to provide a good
initial guess for the solution, and this can be done by using the bisection loop de-
scribed in the previous sections. The idea of having initial or boundary conditions
very close to the threshold values is based on the behaviour of the generated solu-
tions that approach the saddle point uˆ(x) to within a small distance and will remain in
its vicinity for a long time. Keeping in mind similar derivations can be made concerning
“initiation by current”, here we propose the numerical procedure for finding the critical
nucleus according to the initial condition. Using an initial condition with its amplitude
Us# very close to the exact threshold U¤s (xs), we can approximate the critical nucleus.
The first step is to find the speed of the change of the voltage profile over time, which
is measured by computing
S(t)Æ jju˙jj2L2 Æ
Z L
0
u2t (x, t)dx. (4.11)
We observe that when the voltage profile is the slowest, it is also the closest profile to
the critical nucleus, and therefore, we can take this voltage profile as an approximation
of the critical nucleus. Thus, we find the time moment at which the minimum value of
S(t) is achieved,
t# Æ argmin(S(t)), (4.12)
so that the numerical solution at t Æ t# is taken as an estimate of the critical nucleus
uˆ(x). This can be immediately used for the next step, or serve as an initial guess for a
more advanced boundary-value solver if a higher accuracy is required. This process
can be accomplished by the following algorithm:
Input: Pre-found value of Us# for an arbitrarily chosen initial width xs
Output: uˆ
Solve nonlinear problem:
@u
@t
ÆD @
2u
@x2
Å f (u) for u (x,0)Æ urÅUs#H(xs¡ x);
Find: S(t)Æ jju˙jj2L2 Æ
LR
0
u2t (x, t)dx, t
# Æ argmin(S(t));
Solve nonlinear problem till tÆ t#: @u
@t
ÆD @
2u
@x2
Å f (u) and set uˆÆ u.
Algorithm 5: Numerical computation of the critical nucleus.
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Note that the center-stable manifold of the unique critical nucleus solution cor-
responds to the threshold curve that separates ignition initial conditions from decay
initial conditions. Hence, the above procedure should produce (nearly) the same uˆ(x)
for any choice of xs. To verify the validity of this key assumption, and to assess the
accuracy of the found critical nucleus, we used the procedure for different values of
xs.
Marching: With the numerical approximation of the critical nucleus uˆ#(x), we next
describe the algorithm used to calculate the principal eigenvalue ¸1 and the corre-
sponding eigenfunction W1. Since ¸1 by definition is the eigenvalue with the largest
real part, we should expect that the solution of the differential equation
@w
@t
ÆL Åw , D>@
2w
@x2
ÅF> (x)w, (4.13)
for almost any initial conditions, should satisfy
w(t,x)ÆCe¸1tW1(x) (1ÅO (1)) , t!1, (4.14)
for some constant C.
The numerical estimate of ¸1 can be found fitting the linear part of the graph of
ln jw(0, t)j to a straight line by least squares such that the slope gives this leading
eigenvalue. We have also verified that the profile w(t,x)/w(t,0) remained virtually un-
changed during this linear part, and took the most recent profile as the ignition mode
W1(x). An equivalent (and more general) procedure of estimating the eigenvalue ¸1
for a time interval from t to tÅ±t is
ln
³D
w(x, tÅ±t)
¯¯¯
w(x, t)
E´
±t
D
w(x, t)
¯¯¯
w(x, t)
E ,
under the assumption that this estimate converges as t!1. Again, the results of
these obtained ¸1 and W1(x) can be immediately used or serve as an initial approx-
imation for a more sophisticated eigenvalue problem solver if a better accuracy is
required.
So far, we have numerically derived all key ingredients needed for the linear ap-
proximation of the critical curves. However, we have also proposed the quadratic ap-
proximation, which requires the whole spectrum, as emphasised before. From a nu-
merical point of view, we must consider a limited number of eigenpairs, not the whole
infinite spectrum. Thus, we extend this method to calculate a number of eigenpairs
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with largest eigenvalues as long as they are real. For a one-component excitable
medium, the critical solution is the critical nucleus, and hence L ÆL Å. To obtain the
desired number of eigenpairs, we need to numerically solve (4.13) for a number of lin-
early independent initial conditions, then use the Gram-Schmidt procedure to extract
a solution that is orthogonal to W1, which will give the ¸2 and W2 pair, then solution
orthogonal both to W1 and W2 to obtain ¸3 and W3 and so on.
Now, we turn our attention to calculation of the eigenpairs based on a modified
power iteration method in an algorithmic form. To preserve stability and computational
efficiency, we use random number generator to assign an initial guess of W1, and
then we set W2 as the spatial derivative of W1, W3 as the spatial derivative of W2,
and so on. This guarantees that the initial estimation of the eigenfunctions is linearly
independent, as required, while the initial guess for the eigenvalues is set to be zero.
If we choose a time domain t 2 (0,T), then, the following algorithm is applied until the
desired convergence criterion is fulfilled:
Input: Any linearly independent initial estimation of
¡
W01,W
0
2, ¢ ¢ ¢ ,W0n
¢
Output: (¸1,W1) , (¸2,W2) , ¢ ¢ ¢ , (¸n,Wn)
Set: ¸01,¸
0
2, ¢ ¢ ¢ ,¸0nÃ 0;
for i Æ 1,2, . . . do
for kÆ 1,2, . . . ,n do
Solve: WikÃ exp
¡
L ÅT
¢
Wi¡1k ;
Orthogonality: WikÃWik¡
k¡1P
mÆ1
­
Wik
¯¯
Wim
®£Wim ;
Normalization: WikÃ
Wik°°°Wik°°° ;
Eigenvalue : ¸ikÃ
ln
µ¿
Wik
¯¯¯
Wi¡1k
À¶
T ;
end
if j¸ik¡¸i¡1k j · tolerance for all k then
break;
end
end
Algorithm 6: Numerical computation of n principal eigenpairs of a self-adjoint oper-
ator by “marching”.
We have chosen the stopping criterion according to the absolute change in each
eigenvalue, and such convergence criterion can also be stated in terms of the change
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in the eigenfunctions.
4.4.3 The Case of Moving Critical Solution
Co-moving Frame of Reference: As in Section 3.3.1, the idea of symmetry reduc-
tion can be here used in numerical simulations to replace the problem of moving
critical solution by the problem of a stationary critical solution. For that purpose, we
consider the unperturbed nonlinear equation
@u
@t
ÆD@
2u
@x2
Å f(u), (4.15)
where the position of the front, s, is defined implicitly by
¡(u(s, t))Æ 0,
and some extra inequalities may be also needed so that the front is distinguishable
from the back. Then, in the comoving frame of reference »Æ x¡ s(t), ¿Æ t, we have an
unknown function of time and space,
u˜(»,¿)Æu(x, t),
and an unknown function of time, s(t), the system of PDEs and a finite constraint
@u˜
@¿
ÆD@
2u˜
@»2
Å ds
d¿
@u˜
@»
Å f(u˜),
¡(u˜(0,¿))Æ 0. (4.16)
A relative equilibrium, including the moving critical solution, in the system (4.15), corre-
sponds to an equilibrium in (4.16). This allows us to solve the comoving system (4.16)
in a similar technique as the one described for the case of stationary critical solution.
Shooting: The moving critical solutions can be found solving initial value problems
for (4.16). The amplitude of the initial condition is chosen close to the initiation thresh-
old with high precision to improve the accuracy of the numerical computation of the
moving critical solutions. In the computation of the solutions of (4.16), we use Lie
operator splitting, known to be the simplest splitting method, to divide the equation
(4.16) into four subsystems, each of which is to be assigned as follows:
1. updating u˜ by an explicit first-order (forward Euler) scheme, for the nonlinear
kinetics term f(u˜);
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2. updating u˜ by a scheme semi-implicit (Crank-Nicholson) in time, and central
difference in space, for the diffusion term D
@2u˜
@»2
;
3. finding the convection speed
ds
d¿
based on a “virtual” or “predictor” convection
substep, that would update u˜ by an explicit in time, two-point upwind scheme
without smoothing;
4. the actual updating of u˜ by an implicit in time, 3-point upwind scheme with
smoothing (Beam-Warming, [11]) for the convection term
ds
d¿
@u˜
@»
, using the value
of
ds
d¿
found in the previous substep.
Continuation: The accuracy of the moving critical solution found by the shooting
method described above is not always sufficient. Hence, alternatively, we can find
the non-stationary critical solution as a solution of boundary-value problem (3.12),
an autonomous system for uˆ(»), with parameter c. We aim to calculate conduction
velocity restitution curve [125] that can be found from the following periodic boundary-
value problem using popular continuation software AUTO [34]:
0ÆDd
2uP
d»2
Å cP duPd» Å f(uP ),
uP (»ÅP)´uP (») ,
(4.17)
where P is the spatial period of the waves. When the problem is well posed, (4.17)
defines a curve in the (P, cP ,uP (»)) space. In the limit P!1, this curve splits into two
branches, the upper branch with stable propagating pulse solution, (cw,uw(»)) and the
lower branch with the unstable critical pulse solution, (c, uˆ(»)), which is of interest to
us.
To determine the unstable speed and the critical pulse, we proceed as follows.
We consider (4.17), with an extra parameter corresponding to “stimulation current”
added to the transmembrane voltage equation. Starting from an initial guess of cw,
the numerical derivation is performed by following Algorithm 7 below.
AUTO uses collocation to discretize the solutions, we, therefore, use piecewise
Hermite interpolation [92] to interpolate the solution obtained by AUTO to the regular
grid (for further details, see the related part in Section 2.6).
Marching: The shooting and continuation procedures described above let us deter-
mine the critical solution, which includes both uˆ#(») and c# Æ ds/d¿. We here seek to
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Input: An initial guess of cw and Iext Æ 0
Output: cP , uˆ(»)
D
d2uP
d»2
Å cP duPd» Å f(uP )Å IexteÆ 0, uP (»ÅP)´uP (») .
• Start from the equilibrium of the system and increase the continuation parame-
ter Iext until a Hopf bifurcation point is located. This is an essential step to com-
pute the homoclinic orbit.
• Continue the cycle from the Hopf in the (cP ,P)-plane, down by cP until the lo-
cus of the fold is depicted.
• By using (Iext, cP ,P) as the principal continuation parameters, decrease the va-
lue of Iext to be smaller than a predefined tolerance value. AUTO stores the va-
riables with 12 digits of precision. Hence, we set this tolerance value very close
to machine precision O
¡
10¡12
¢
.
• Trace the periodic orbit in the (P, cP )-plane both ways,
where lower branch gives the unstable speed cP along with the corresponding
critical pulse uˆ(»).
Algorithm 7: Numerical critical pulse obtained using the continuation software
AUTO.
determine the right and left eigenfunctions, which are found by calculating solutions
of
@v
@¿
ÆLv,D@
2v
@»2
Å c#@v
@»
ÅF(»)v, (4.18)
and
@w
@¿
ÆL Åw , D>@
2w
@»2
¡ c#@w
@»
ÅF>(»)w. (4.19)
The leading eigenvalue ¸1 and corresponding right eigenfunctions V1 and left eigen-
functions W1 are obtained in the ¿!1 limit for almost any initial conditions in (4.18)
and (4.19). The second eigenvalue ¸2 and the corresponding eigenfunctions V2 and
W2 are obtained as linearly independent solutions of the same equations, satisfying
the constraints D
W2
¯¯¯
V1
E
Æ
D
W1
¯¯¯
V2
E
Æ 0, (4.20)
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using a Gram-Schmidt style process, adopted for our non-self-adjoint situation. Over-
all, following Algorithm 8 can be written for obtaining a number of eigenvalues and
corresponding left and right eigenfunctions.
Input: Any linearly independent initial estimation of
¡
V01,W
0
1
¢
,¡
V02,W
0
2
¢
, ¢ ¢ ¢ ,¡V0n,W0n¢
Output: (¸1,V1,W1) , (¸2,V2,W2) , ¢ ¢ ¢ , (¸n,Vn,Wn)
Set: ¸01,¸
0
2, ¢ ¢ ¢ ,¸0nÃ 0;
for i Æ 1,2, . . . do
for kÆ 1,2, . . . ,n do
Solve: VikÃ exp(LT)Vi¡1k , WikÃ exp
¡
L ÅT
¢
Wi¡1k ;
Biorthogonality: VikÃVik¡
k¡1P
mÆ1
­
Vik
¯¯
Wim
®£Vim,
WikÃWik¡
k¡1P
mÆ1
­
Wik
¯¯
Vim
®£Wim;
Normalization: VikÃ
Vik°°°Vik°°° , W
i
kÃ
Wik°°°Wik°°° ;
Eigenvalue : ¸ikÃ
ln
µ¿
Wik
¯¯¯
Wi¡1k
À¶
T ;
end
if j¸ik¡¸i¡1k j · tolerance for all k then
break;
end
end
Algorithm 8: Numerical computation of n principal eigenpairs of a non-self-adjoint
operator by “marching”.
Arnoldi Iterations: Using the marching method discussed above to compute the re-
quired eigenvalues and eigenfunctions with the required accuracy sometimes causes
higher computational costs. In this case, we use the standard implicitly restarted
Arnoldi iterations as explained in Section 2.6, using the implementation described
in [107]. The eigenvalues with the biggest real parts and corresponding left and right
eigenfunctions are found by considering the matrix representation of the right-hand
side of (4.18) and (4.19). The Arnoldi iterative method can also be, of course, im-
plemented to determine the eigenpairs of the self-adjoint problem (4.13). Figure 4.1
show the matrix representation of discretized version of the one-component equation,
which is a tridiagonal matrix with all other entries are zero. This leads us to the Arnoldi
method so that the computational cost can be reduced.
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Figure 4.1: A matrix representation of the discretized L operator for one-component
reaction-diffusion system.
We now turn our attention to one of the main advantages of the hybrid approach.
All essential ingredients required for the theory are independent of the choices of
the initial and boundary profiles. Thus, the hybrid method is computationally efficient,
as opposed to direct numerical simulations, which naturally require a complete rerun
when a different family of initial or boundary profile is considered.
4.5 Chapter Summary
This chapter reviewed the direct numerical simulation of the threshold curves and
the numerical methods required to approximate the key ingredients of the analyti-
cal threshold curves. Initially, two numerical methods for solving initial and bound-
ary value problem were introduced. These standard approaches are finite difference
method and finite element method and the choice of the numerical method to use
depends on the specific model considered. A numerical procedure for identifying the
critical curve has been developed using the bisection method, an algorithm for find-
ing the threshold values by means of some upper and lower estimates which are
respectively known to be sufficient for ignition and to fail to ignite.
The ingredients of the analytical expressions for the threshold curves are not al-
ways explicitly found, except for a few specific ones. For the purpose of finding them
numerically, we proceeded to employ a hybrid approach. A numerical estimate of the
critical nucleus has been given by the fact that for any initial (or boundary) condition
near to the threshold, the solution of the problem approaches to the critical nucleus to
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within a small distance and remains in its vicinity for a long time. In the case of moving
critical solution, we have provided two different techniques for numerically evaluating
the critical solution, one of which is devoted to an operator splitting method for semi-
implicit time-stepping in which the critical solution is estimated as the slowest point
of the trajectory, and the other is based on the conduction velocity restitution curve
requiring solving periodic boundary value problem with the aid of the continuation
software AUTO.
Other essential ingredients of the analytical threshold curves are the eigenpairs.
To find as many eigenvalues and eigenfunctions as desired, we used a modified
power iteration method combined with the Gram-Schmidt orthogonalization proce-
dure. This method, however, may be too expensive computationally, especially when
the discrete matrix representation of the right-hand side of the problem is very large.
Therefore, we have used the standard implicitly restarted Arnoldi iterations as well for
the same purpose.
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5.1 Chapter Introduction
The two previous chapters have covered the analytical formulation of the ignition cri-
teria for the initiation problem and the hybrid approach that aims to find the essential
ingredients of the analytical theory numerically along with how to obtain the threshold
curves by direct numerical simulations. In this chapter, we demonstrate the applicabil-
ity of the approach on two one-component test problems, both of which have unique,
unstable, time-independent critical nucleus solution, whose center-stable manifold
is the boundary between ignition and decay. In Section 5.2, we analyse the initi-
ation problem in the Zeldovich-Frank-Kamenetsky (ZFK) equation, one-component
reaction-diffusion equation with cubic nonlinearity. The second test problem we con-
sider is the piecewise linear analogue of the ZFK equation, known as the McKean
equation and its detailed analysis is provided in Section 5.3. For both model types,
two different initiation protocols, namely, initiation by current and initiation by voltage
are addressed, and the linear and quadratic approximation of the stable manifold are
compared with numerical results. Finally, a brief summary of the chapter given in
Section 5.4.
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5.2 Zeldovich-Frank-Kamenetsky Equation
In this section, we demonstrate the ignition criteria on one-component bistable reaction-
diffusion equation, Zeldovich and Frank-Kamenetsky (ZFK) equation [138]. This equa-
tion is also known as “Nagumo equation” [89] and “Schlögl model” [119]. We consider
the equation in the following form:
kÆ 1, DÆ
³
1
´
, uÆ
³
u
´
,
f(u)Æ
³
f (u)
´
, f (u)Æ u(u¡µ)(1¡u), (5.1)
where µ is the threshold parameter satisfying µ 2 (0,1/2). The critical nucleus solution
uˆÆ
³
uˆ
´
for this equation is known exactly [48, 68] 1
uˆ(x)Æ 3µ
p
2
(1Åµ)p2 Åcosh(xpµ )
p
2¡5µÅ2µ2
. (5.2)
The critical curve based on the linear approximation of the critical manifold also re-
quires the first leading eigenvalue ¸1 and corresponding eigenfunctionW1 ÆV1 Æ
³
V 1
´
which are solutions of
d2V 1
dx2
Å ¡¡3uˆ2Å2(µÅ1)uˆ¡µ¢V 1 Æ¸1V 1,
¸1 È 0, V 1(§1)Æ 0. (5.3)
We have been unable to solve this eigenvalue problem analytically. As stated in ref-
erence [68], the critical nucleus given by (5.2) is an even function, therefore uˆ0 is the
eigenfunction of L corresponding to ¸ Æ 0. By Sturm’s oscillation theorem, uˆ0 Æ V 2
and ¸2 Æ 0, and therefore, there is indeed exactly one simple eigenvalue ¸1 È 0.
For µ¿ 1, the nonlinear kinetic term can be approximated by f (u)¼ u(u¡µ). Then,
the critical nucleus (5.2) is O (µ) uniformly in x, and is approximately
uˆ(x)¼ 3µ
1Åcosh(xpµ )
Æ 3
2
µsech2(x
p
µ /2), (5.4)
as in [101]. In the same limit, the eigenvalue problem (5.3) has the solution
¸1 ¼ 54µ, V 1 ¼ sech
3(x
p
µ /2). (5.5)
1 As pointed out before, expressions given in both of these works contain typos.
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5.2.1 Hybrid Approach
Numerical computation of the essential ingredients needed for the linear approxima-
tion of the critical curves is carried out using the “shooting” algorithm described in
Section 4.4.2. Figure 5.1 illustrates the processes involved in obtaining the critical
nucleus (a) and ignition mode (b) in ZFK model numerically. The stimulation is done
by fixing the threshold parameter and the excitation width at the values µ Æ 0.15 and
xs Æ 0.6. The left panel of the figure shows how typical functions S(t) are evolved at
near-threshold initial conditions. As seen, the minimum value of S(t) is achieved at
about t# ¼ 50, and therefore the solution u(x, t#) of the nonlinear problem (3.1) pro-
vides an estimate of the critical nucleus. Meanwhile, the right panel of the figure is the
graph of ln jw(0, t)j, the solution of the linear problem (4.13) at xÆ 0 in the semilogarith-
mic coordinates. We observe that the solution after an initial transient, mostly expiring
before tÆ 10, grows exponentially. The estimate of the ignition eigenvalue ¸1 is given
by the increment of this exponential growth. We also find the numerical estimate of
the ignition mode V 1(x) ÆW1(x) given by the most recent profile w(x, t)/w(0, t) such
that it remains almost unchanged, i.e. after tÆ 10.
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Figure 5.1: Illustration of numerical computation of critical nucleus and ignition mode
by “shooting” and “marching” in ZFK. (a) Typical functions S(t) at near-threshold
initial conditions in (3.1), (3.4), (3.5), (3.6), (5.1). Parameters: µ Æ 0.15, xs Æ 0.6,
U¤s ¼ 1.1676. . . , jU¤s ¡U¤s j Ç 10¡5, L Æ 20, ¢x Æ 0.02, ¢t Æ 4¢x2/9. (b) Growth of the
numerical solution of (4.13) in semilogarithmic coordinates, and its linear fit, defining
the numerical value of ¸1.
The results of these numerical procedures are shown in Figures 5.2 and 5.3.
From the plots given in Figure 5.2(a), we can see that the numerical predictions of
the critical nuclei obtained using the shooting procedure agree very well with those
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derived analytically (5.2) for all threshold parameters µ ranging from 0.05 to 0.45 with
increment 0.1, whereas the accuracy of the approximation obtained for µ¿ 1, unsur-
prisingly, is not good for larger µ. The eigenvalues and corresponding eigenfunctions
of the adjoint linearized problem are sketched in Figure 5.2(b) and 5.3. Comparing
both analytical formula for the first eigenvalue (5.5) obtained in the limit of small µ and
the numerically found first eigenvalue, we see that the two start deviating noticeably
already for µ ¼ 0.1, and the further increase in µ leads to a monotonic increase for the
ignition eigenvalue ¸1(µ) until it approximately reaches to 0.3. From this value on, ¸1(µ)
stops increasing and starts decreasing, and the ignition mode V 1 stops shrinking and
starts expanding, and later even loses the unimodal shape and becomes bimodal
(see µ Æ 0.45 curve in the top left panel of Figure 5.3).
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Figure 5.2: Numerical computation of the components of the hybrid approach in ZFK.
(a) Critical nucleus solutions for a µ from 0.05 (bottom) to 0.45 (top) with step 0.1:
numerical found by shooting, uˆ#(x); exact analytical given by (5.2); approximate an-
alytical for µ¿ 1 given by (5.4). (b) First four eigenvalues, found by marching based
on numerical nucleus as functions of µ. Parameters used for numerical computation:
µ Æ 0.05, 0.15, 0.25, 0.35, 0.45, xs Æ 3, LÆ 30, ¢x Æ 0.02, ¢t Æ 4¢x2/9.
Figure 5.2(b) also provides insight into the behaviour of ¸ j, j È 1. The first immedi-
ate observation from this figure is that all these eigenvalues are negative, as assumed
by the theory. Moreover, the distance j¸3¡¸5j grows with µ, while the distance j¸5¡¸7j
remains approximately the same and relatively small. This suggests that the eigen-
value ¸3 lies in the discrete spectrum, while the remaining eigenvalues in the figure
¸5 and ¸7 are located within the continuous spectrum. This is due to the finite length
L of the computational interval, and at increasing values of L, the distance j¸5¡¸7j
decreases. This is further confirmed by the study of the corresponding eigenfunctions:
the eigenfunctions V 1 and V 3 corresponding to the discrete eigenvalues ¸1 and ¸3 are
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well localised towards the left end of the interval x 2 [0,L], whereas those correspond-
ing to the continuous eigenvalues are evidently non-localised, i.e. vary significantly
throughout x 2 [0,L], as shown in Figure 5.3.
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Figure 5.3: Numerical computation of the first four ignition mode of the ZFK equation
for a selection of values of µ. Parameters used are same as in Figure 5.2.
5.2.2 Linear Approximation of the Strength-Extent Curve
In the small-threshold limit µ ¿ 1, both critical nucleus and the leading eigenpair
are exactly known. Substituting them into (3.30) gives an explicit expression for the
strength-extent curve in the form [68]
U¤s ¼
9¼µ
8
£
4arctan
¡
ex˜s
¢Å2tanh(x˜s)sech(x˜s)¡¼¤ , (5.6)
where x˜s Æ 12 xs
p
µ .
In particular, if the amplitude of the initial condition is below the threshold parame-
ter, then the ignition is impossible. In other words, the strength-extent curve approxi-
mation remains above the a priori lower bound (3.56), U¤s Æ µ, for all xs.
Comparison of this approximation with the direct numerical simulations is shown
in Figure 5.4(a). Result obtained for small threshold parameter is in close agreement
with numerical results, whereas it gets worse when the values of µ get bigger but this
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is totally expected as the analytical expressions used are only valid in the limit of small
µ.
Comparison of the resulting hybrid numeric-asymptotic prediction with the direct
numerical simulations is shown in Figure 5.4(b). As can be seen from the plots, better
agreement is observed over the entire parameter range of µ, as opposed the results
of the left panel. There are, however, still some large deviations, which are observed
when U¤s gets large. The reason for this is that the theory involves a linear approx-
imation, and for large U¤s all A j are large. We also note that for U¤s . 1, the hybrid
approximation achieves a better accuracy for larger µ. This is because the spectral
gap, which is related to the accuracy of the linear approximation, ¸1¡2¸3 grows with
µ. Please refer to the discussion after equation (3.50) for more detailed explanation.
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Figure 5.4: Strength-extent curves for the ZFK model, for µ Æ 0.05, 0.15, 0.25, 0.35,
0.45 (bottom to top), comparison of direct numerical simulations (lines with symbols)
with theoretical predictions (dashed lines), (a) for the exact analytical answers in the
µ¿ 1 limit; (b) for the hybrid method, using the numerically found ignition eigenpairs.
Discretization parameters: ¢x Æ 0.03, ¢t Æ 4¢x2/9, LÆ 100.
5.2.3 Quadratic Approximation of the Strength-Extent Curve
The second-order approximation of the strength-extent curve is characterized by a
quadratic equation given by (3.51) whose coefficients involve double infinite sums
over stable modes of the linearized problems, and in practice, we cannot evalu-
ate these infinite sums analytically. There is, however, particularly useful information
buried within these coefficients, which simplifies the quadratic approximation. This is
that these expressions have denominators increasing with the stable mode indices,
so one may expect that depending on the properties of the spectrum, the terms in the
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series may quickly decay and one can get a sufficiently accurate result by retaining
only a few principal terms.
As discussed in the previous subsection, the linearized problem has one discrete
stable eigenvalue and the subsequent eigenvalues are part of the continuous spec-
trum. For convenience, we thus retain only discrete eigenvalues and discard the rest,
which gives nÆmÆ 3 in (3.51). Therefore, we get a closed expression for the critical
curve,
U¤s ¼
2R3,3N 3D3¡D1Å
q
D21Å4R3,3D3 (N 1D3¡D1N 3)
2R3,3D23
(5.7)
or by expanding the square root,
U¤s ¼
N 1
D1
¡
Q13,3 (N 1D3¡D1N 3)2
D31 (¸1¡2¸3)
, (5.8)
the coefficients in which are defined by (3.48) and (3.53).
The resulting approximations of the critical curves are shown in Figure 5.5. It can
be seen from these figures that the quadratic correction term in (5.7) gives noticeably
better results for µ Æ 0.05 and µ Æ 0.15 when compared with the linear approxima-
tion due to the relatively small denominator (¸1¡2¸3), whereas the results for other
threshold parameters are less improved because the linear approximation for those
are already reasonably good.
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Figure 5.5: Quadratic approximation of the strength-extent curve for ZFK model for
µ Æ 0.05, 0.15, 0.25, 0.35, 0.45 (bottom to top) compared with direct numerical simula-
tions (lines with symbols). The lower bound Us Æ µ is indicated by green dashed lines.
Parameters: ¢x Æ 0.03, ¢t Æ 4¢x2/9, LÆ 100.
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5.2.4 Linear Approximation of the Strength-Duration Curve
In the small-threshold limit µ¿ 1, the classical Lapicque-Blair-Hill formula (3.64)
I¤s Æ
Irh
1¡ e¡¸1ts , (5.9)
has the following rheobase and eigenvalue forms [68]:
Irh Æ
45
64
¼µ3/2, ¸1 Æ 5µ4 . (5.10)
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Figure 5.6: Strength-duration curves for the ZFK model, for µ Æ 0.05, 0.15, 0.25, 0.35,
0.45 (bottom to top), comparison of direct numerical simulations (lines with symbols)
with theoretical predictions (dashed lines), (a) for the exact analytical answers in the
µ¿ 1 limit; (b) for the hybrid method, using the numerically found ignition eigenpairs.
Discretization parameters: ¢x Æ 0.03, ¢t Æ 4¢x2/9, LÆ 30.
Figure 5.6(a) illustrates this approximate strength-duration curve, compared to the
direct numerical simulations. For chosen parameter values, the comparison is, yet
again, significantly better with smaller values of µ, as expected.
Remark that the performance of the resulting approximation based on the analyti-
cal expression for the strength-duration curve (5.9) and (5.10) can be further improved
by obtaining the essential ingredients numerically. This is done considering (5.9), in
which the rheobase is, instead, defined according to (3.65), as
Irh Æ
¸1
1R
0
V 1(x)uˆ(x)dx
V 1(0)
. (5.11)
The plot of the hybrid numeric-asymptotic prediction is compared with the direct
numerical simulations as shown in Figure 5.6(b). As depicted in the figure, reasonable
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agreement between the two data sets is observed when the threshold parameter is
small.
It should be noted that the strength-duration curve approximation remains above
the a priori lower bound (3.74)
I¤s Æ
0@¡2 µZ
0
u(u¡µ)(1¡u)du
1A1/2 Æ µ3/2p(2¡µ)p
6
,
for all ts. However, this bound lies outside of the domain of interest.
5.2.5 Quadratic Approximation of the Strength-Duration Curve
For the quadratic approximation, once again, we retain in (3.71) only the leading term,
using the same reasoning as in strength-extent threshold curve analysis. Setting nÆ
mÆ 3 gives a closed expression for the critical curve in the strength-duration plane,
³1I¤s
2Å³2I¤s Å³3 Æ 0, (5.12)
where
³1 Æ
4Q13,3E
2
3
¸23
n1¡e¡¸1ts
¸1
¡2e
(¸3¡¸1)ts ¡1
¸3¡¸1
¡ e
¡¸1ts ¡2e(¸3¡¸1)ts Å1
2¸3¡¸1
o
,
³2 Æ
4Q13,3A3E3
¡
1¡e(¸3¡¸1)ts¢
(2¸3¡¸1) (¸3¡¸1)
¡ 2E1
¡
e¡¸1ts ¡1¢
¸1
,
³3 Æ¡
Q13,3A
2
3
2¸3¡¸1
ÅA1,
the coefficients in which are defined by (3.48), (3.70) and (3.72). Figure 5.7 shows
the comparison between the quadratic approximation of the critical curves and the nu-
merical curves. Compared to the linear approximation, one can see some significant
improvement for µ Æ 0.05, 0.15, 0.25, 0.35, while the discrepancy between analytical
and numerical results continues for µ Æ 0.45.
5.3 McKean Equation
Our second example is a piecewise-linear representation of the ZFK equation, con-
sidered first by McKean in [89] and then also in [111]:
kÆ 1, DÆ
³
1
´
, uÆ
³
u
´
,
f(u)Æ
³
f (u)
´
, f (u)Æ¡uÅH(u¡a), (5.13)
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Figure 5.7: Quadratic approximation of the strength-extent curve for ZFK model for µ Æ
0.05, 0.15, 0.25, 0.35, 0.45 (bottom to top) compared with direct numerical simulations
(lines with symbols). Parameters: ¢x Æ 0.03, ¢t Æ 4¢x2/9, LÆ 100.
where we assume that a 2 (0,1/2), and H(¢) is the Heaviside step function. In contrast
to the ZFK equation with smooth right-hand side, this model has a discontinuous right-
hand side, similar to the front model we consider in the following chapter. Using direct
numerical simulations based on finite differences leads to qualitatively different be-
haviour from expected due to this discontinuity: the discretized critical nucleus solution
is not unique and is stable, although it is expected to be an even, unique, unstable,
nontrivial time-independent solution of the discretized equation. This phenomenon is
somehow similar to “propagation block” or “propagation failure” observed in several
different forms of discrete reaction-diffusion system (see e.g. [37, 62, 65, 72]), with
the exception is that here we are dealing with even solutions and spatially localised
solutions. It has been established that the generic system with a smooth cubic non-
linearity has “frozen solutions” for sufficiently large discretization steps [72]. For the
McKean model with its discontinuous right-hand side, the frozen solutions, however,
exist for all discretization steps. The details of the non-uniqueness and stability of the
discrete critical nucleus are contained in Appendix B. This motivates us to use the
finite-element approach to the numerical computation of the essential ingredients of
the theory, the critical nucleus and the ignition mode, as well as the critical curves.
The finite-element approach is discussed in detail in Appendix A.
The critical nucleus solution in this equation is found exactly in a closed form,
uˆ(x)Æ
8><>:
1¡ (1¡a) cosh(x)
cosh(x¤)
, x· x¤,
a exp(x¤¡ x), x¸ x¤,
(5.14)
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where
x¤ Æ 12 ln
µ
1
1¡2a
¶
(5.15)
obtained by the fact that uˆ(x) and its derivative are continuous at this point. This
solution is illustrated in Figure 5.9(a).
5.3.1 Analytical Derivation of the Eigenvalue Problem
In this subsection, we turn our attention to the solution to the eigenvalue problem of
the McKean equation. As the right-hand side of this equation includes the discontin-
uous Heaviside step function, its linearization contains the Dirac delta function, and
thus the linearized equation becomes singular. We present a precise formulation of
eigenvalue problem and solution of it below.
To begin with, we linearize (5.13) around critical nucleus using
uÆ uˆ(x)Å²u1 (x, t) ,
where ²u1 is a small perturbation, ²¿ 1. Then, (5.13) becomes
²
@u1
@t
Æ d
2uˆ
dx2
Å²@
2u1
@x2
Å f (uˆÅ²u1) . (5.16)
Taking a linear Taylor series expansion to express f (uˆÅ²u1) in the form
f (uˆÅ²u1)Æ f (uˆ)Å²@ f
@u
(uˆ)u1ÅO
¡
²2
¢
.
Using the definition of Dirac delta function ±(u)Æ dH(u)du and the chain rule, we have·
@ f
@u
¸
uÆuˆ
Æ¡1Å
·
@H(u¡a)
@u
¸
uÆuˆ
Æ¡1Å @H(x¤¡ x)
@x
.@uˆ
@x
¯¯¯
xÆx¤
Æ¡1¡ 1
uˆ0(x¤)
± (x¡ x¤) .
By neglecting higher order terms, equation (5.16) thus reduces to
@u1
@t
Æ @
2u1
@x2
Å
µ
¡1Å 1
a
± (x¡ x¤)
¶
u1. (5.17)
Consider the solution of the linearized equation (5.17) of the form u1 (x, t) Æ e¸tV (x)
which leads to the following eigenvalue problem
¸V Æ d
2V
dx2
Å
µ
¡1Å 1
a
± (x¡ x¤)
¶
V , (5.18)
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where V (x) are some eigenfunctions. This eigenvalue problem can also be expressed
as
¸V ÆLV , (5.19)
where the linearization operator is
L , @
2
@x2
¡1¡ 1
a
±(x¡ x¤). (5.20)
Due to the singular term in the eigenvalue problem (5.18), it is not straightforward to
obtain the solution. To tackle this singularity, we integrate (5.18) from x¤¡½ to x¤Å½Z x¤Å½
x¤¡½
¸V (x)dxÆ
Z x¤Å½
x¤¡½
V 00(x)dx¡
Z x¤Å½
x¤¡½
V (x)dxÅ 1
a
Z x¤Å½
x¤¡½
± (x¡ x¤)V (x)dx,
for an arbitrary constant ½. Taking the limit as ½! 0, we obtain the following condition
V 0 (x¤Å0)¡V 0 (x¤¡0)Å 1aV (x¤)Æ 0. (5.21)
Using this condition along with assumption that we are looking for an even function V
which is bounded as x!1, we can conclude that the eigenvalue problem (5.18) is
equivalently written as
d2V (x)
dx2
¡ (¸Å1)V (x)Æ 0, (5.22a)
V (1)Æ 0, V 0(0)Æ 0, V 0 (x¤Å0)¡V 0 (x¤¡0)Å 1aV (x¤)Æ 0. (5.22b)
This problem has one positive eigenvalue. This eigenvalue and the corresponding
eigenfunction can be written in the form
¸1 Æ¡1Å·2,
V 1 Æ
8><>:
cosh(·x)
cosh(·x¤)
, x· x¤,
exp(·(x¤¡ x)) , x¸ x¤,
(5.23)
where
·Æ 1
2a
Å 1
2x¤
W0
³ x¤
a
e¡x¤/a
´
(5.24)
and W0(¢) is the principal branch of the Lambert W-function as defined e.g. in [29]. Re-
mark that in the eigenvalue formulation, Lambert W-function always returns a positive
real value for all values of a in the range (0,1/2) and therefore, it is guaranteed that ¸1
is a positive definite function of a.
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5.3.1.1 Asymptotic Analysis of the Eigenvalue
Alternatively, the leading eigenvalue can be asymptotically obtained. Employing the
condition (5.21) and the continuity property of V 1 at x¤, we have
tanh(º)Æ¡1Å µ
º
, (5.25)
or equivalently,
e2º (2º¡µ)Æ µ, (5.26)
where ºÆ ·x¤ Æ ·2 ln
¡ 1
1¡2a
¢È 0 and µ Æ x¤/aÈ 0. The domain of the threshold parameter
a can be redefined as a Æ 1/2¡® where ® 2 (0,1/2). First, we examine asymptotic
estimation of eigenvalue when ®! 0. In this case,
µ Æ ¯
1¡e¡¯ , x¤ Æ
¯
2
,
where ¯Æ¡ ln(2®) and ¯!1 as ®! 0. In the limit of small ®, we derive the following
expressions:
e¡µ Æ exp
·
¡¯
³
1¡e¡¯
´¡1¸Æ exph¡¯ÅO ³¯e¡¯´iÆ e¡¯ h1ÅO ³¯e¡¯´i ,
µe¡µ Æ ¯e
¡¯ £1ÅO ¡¯e¡¯¢¤
1ÅO ¡e¡¯¢ ¼¯e¡¯
h
1ÅO
³
¯e¡¯
´
¡O
³
e¡¯
´i
¼¯e¡¯
h
1ÅO
³
¯e¡¯
´i
,
where we have used L’Hôpital’s rule and the fact that O
¡
e¡¯
¢ ¿ O ¡¯e¡¯¢. Hence,
µe¡µ ! 0 as ¯!1 which is why Taylor series of the Lambert W-function around 0
can be used
W0
³
µe¡µ
´
¼ µe¡µÅO ¡µ2¢ .
Therefore, · can in turn be written as
·Æ µÅW0
¡
µe¡µ
¢
2x¤
¼ µÅµe
¡µ
¯
Æ 1
1¡e¡¯ Åe
¡¯
h
1ÅO
³
¯e¡¯
´i
¼ 1Å2e¡¯ÅO
³
¯e¡2¯
´
Æ 1Å4®ÅO ¡®2 ln(®)¢ (5.27)
and corresponding asymptotic formula for ¸1 in terms of ® is
¸(1/2)1 Æ 8®ÅO
¡
®2 ln(®)
¢
. (5.28)
The above expression is plausible when a! 1/2. For the case a! 0, we have
x¤ ¼ a, µ ¼ 1 and assume that lim
a!0
º Æ º¤. The value of º¤ is obtained from the tran-
scendental equation (5.25) as
º¤ Æ 12W0
¡
e¡1
¢Å 1
2
¼ 0.6392,
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from which the asymptotic approximate eigenvalue can be written as a function of a
¸(0)1 ¼
º2¤
a2
¼ 0.4086
a2
. (5.29)
The behaviour of the analytical and asymptotic eigenvalue analysis at different
values of a is illustrated in Figure 5.8.
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Figure 5.8: The sketch of the asymptotic behaviour of the principal eigenvalue com-
pared with analytically found ignition eigenvalue.
5.3.2 Hybrid Approach
In this model, since the exact analytical solution for the critical nucleus and the igni-
tion eigenpair are known for an arbitrary a 2 (0,1/2), the “hybrid approach” is not nec-
essary. However, for technical purposes, we address it here as well, to show when
the approach used with finite-element discretization it works satisfactorily.
Figure 5.9 illustrates the processes of numerical computation of the critical nu-
cleus and the ignition mode in McKean model for a range of threshold parameter
varying from 0.05 to 0.45 with increment 0.1. As seen in the top panel of this fig-
ure, the minimum of S(t) decreases when a increases. To obtain the minimum of
S(t) and t# Æ argmin(S(t)), the bisection loop is terminated as long as the absolute
difference between upper and lower estimate for the threshold is sufficiently small,
i.e. jU¤s ¡U¤s j Ç 10¡7. The numerical estimate of the critical nucleus is then found
taking uˆ#(x) Æ u(x, t#). The sketch of these numerical critical nuclei compared with
corresponding exact solutions is shown in the left bottom panel of Figure 5.9.
We now proceed to calculate the principal eigenpair numerically. Equation (5.17)
has solution in the form
u1 Æ
1X
jÆ1
a je¸ j tV j(x), a1 6Æ 0,
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Figure 5.9: Critical nucleus solutions and ignition modes of the McKean model (5.13)
for various values of the parameter a varying from 0.05 to 0.45 with increment 0.1.
In the bottom panel, the dashed lines and lines with symbols represent the analytical
and numerical approximations, respectively. Parameters used: xs Æ 0.6, ¢x Æ 0.03, ¢t Æ
4¢x2/9, jU¤s ¡U¤s j Ç 10¡7, LÆ 10.
which yields
u1 (x, t)¼ a1e¸1tV 1(x), (5.30)
as t!1 since a2 Æ 0 because the critical nucleus is an even function and its derivative
corresponds to the second eigenfunction, and ¸ j Ç 0 for all j ¸ 3. Fixing a1 using the
fact that the ignition mode is normalized with its maximum at x Æ 0, i.e. V 1(0) Æ 1
results in
V 1(x)¼ u1 (x, t)u1 (0, t)
.
The comparison between this numerical eigenfunction and exact analytical eigen-
function is depicted in the right bottom panel of Figure 5.9. As seen, the numerical
solution produces a good approximation of the analytical one for every threshold pa-
rameter considered.
As an alternative approach to the standard marching procedure of identifying the
ignition eigenvalue discussed in Section 4.4, we use the least-square method. From
(5.30), we have the following condition for the principal eigenvalue
ln(u1 (0, t))¼ ln(a1)Å¸1t,
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for all t È 0.For a given data set {(ts, ln[u1 (0, ts)]) , . . . , (tn, ln[u1 (0, tn)])}, we obtain the
following expression for leading eigenvalue ¸1 using the least-square method
¸1 Æ
Ã
nP
jÆs
ln
¡
u1
¡
0, t j
¢¢!£Ã nP
jÆs
t j
!
¡
Ã
nP
jÆs
t j ln
¡
u1
¡
0, t j
¢¢!£ (n¡ sÅ1)
³Pn
jÆs t j
´2¡Ã nP
jÆs
t2j
!
£ (n¡ sÅ1)
. (5.31)
The computation of this eigenvalue expression for two different discretization steps
Discretization step ¢x Æ 0.03 ¢x Æ 0.01
Analytical eigenvalue 2.2714 2.2714
Standard marching 2.2453 2.2627
Least-square 2.3391 2.2852
Table 5.1: The comparison between exact analytical eigenvalue and numerical ones
obtained by the standard marching procedure and least-square method. Parameters:
ts Æ 0.8, tn Æ 25, aÆ 0.32, LÆ 15.
compared with the numerical prediction based on the standard marching procedure
and corresponding exact eigenvalue is given in Table 5.1. As seen, using the marching
method to compute the leading eigenvalue gives a more accurate result.
5.3.3 Linear Approximation of the Strength-Extent Curve
Substituting (5.14), (5.15), (5.23), (5.24) into (3.25), we obtain the analytical expres-
sion for the strength-extent curve,
U¤s (xs)Æ
8>><>>:
·N
sinh(·xs)
, xs Ç x¤,
·N
sinh(·xs)¡cosh(·xs)
¡
e·(x¤¡xs)¡1¢ , xs È x¤,
(5.32)
where
N Æ sinh(·x¤)
·
Å a
·Å1 cosh(·x¤)¡
1¡a
2cosh(x¤)
µ
sinh((·Å1)x¤)
·Å1 Å
sinh((·¡1)x¤)
·¡1
¶
.
Figure 5.10(a) shows this theoretical prediction compared with the direct numerical
simulations. As in ZFK equation, the ignition is impossible if the amplitude of the initial
condition is below the threshold parameter. Hence, we require to apply the a priori
bound U¤s Æ a to improve the theoretical prediction. This is also shown in the figure.
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Figure 5.10: Strength-extent curves in McKean model: direct numerical simulations
(red circles) vs (a) linear theory, for aÆ 0.05 at the bottom increased by 0.1 to aÆ 0.45
at the top, and (b) linear and quadratic theories, for a Æ 0.48. Blue long-dashed lines:
analytical dependencies given by (5.32). Green short-dashed lines: the lower bound
Us Æ a in (a) and the predictions given by quadratic theory in (b). Discretization: ¢x Æ
0.01, ¢t Æ 4¢x2/9, LÆ 10.
5.3.4 Quadratic Approximation of the Strength-Extent Curve
The linear approximation of the strength-extent curve can be improved by consider-
ing the second-order approximation. This is particularly needed when obtaining the
threshold curve for the parameter a close to 1/2 in which case the analytical strength-
extent curves move away from its numerical predictions.
To obtain the quadratic approximation of the critical curve, we adopt the method
described in Section 3.3.2. For our scalar McKean model, we have f ®,¯° Æ f 00 and
W®1(x)ÆV 1(x). Further, we define the expressions of Q1m,n and A j as
Q1m,n ÆQ1n,m,
1
2
1Z
¡1
W®1(x) f ®,¯°(uˆ(x))V¯m(x)V°n(x)dx
Æ
1R
¡1
V 1(x) f 00 (uˆ(x))Vm(x)V n(x)dx
2kV 1k ¢ kVmk ¢kV nk
, (5.33)
A j , a j(0)Æ
1Z
¡1
W® j(x)v®(x,0)dxÆ
1R
¡1
[u(x,0)¡ uˆ(x)]V j(x)dx°°V j°° , (5.34)
where the eigenfunctions are normalized.
For the quadratic approximation, the knowledge of the whole spectrum is ideally
required. We know that the linearization spectrum of the critical nucleus has only one
unstable eigenvalue ¸1 È 0, and due to translational symmetry, ¸2 Æ 0, and the rest of
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the spectrum lies entirely in the left half-plane. The first aim of this part of the section
is to find these remaining stable eigenvalues and corresponding eigenfunctions. To
obtain these eigenpairs, we replace the infinite interval [0,1) by a finite interval [0,L]
with a homogeneous Dirichlet boundary condition at xÆ L, aiming to consider the limit
L!1.
The solution of eigenvalue problem (5.22) in this case is the linear combination of
the pair of trigonometric functions
©
cos(¹x),sin(¹x)
ª
with ¹ being a positive constant
where ¸Æ¡1¡¹2. For each case xÇ x¤ and xÈ x¤, the solution has the same form
V¹(x)Æ
(
c1 cos(¹x)Å c2 sin(¹x), xÇ x¤,
c3 cos(¹x)Å c4 sin(¹x), x¤ Ç x,
(5.35)
where ci, i Æ 1,2,3,4 are constants to be determined. Employing the homogeneous
Dirichlet boundary condition at xÆ L, the continuity condition at xÆ x¤ and the equality
(5.21) gives the following relations between these four unknown coefficients:
c2 Æ 0,
(c1¡ c3)cos
¡
¹x¤
¢Æ c4 sin¡¹x¤¢ ,
c3 sin
¡
¹x¤
¢¡ c4 cos¡¹x¤¢Æ c1 µsin¡¹x¤¢Å 1a¹ cos¡¹x¤¢
¶
, (5.36)
c3 cos
¡
¹L
¢Æ¡c4 sin¡¹L¢ .
This enables us to deduce the following transcendental equation for ¹ in terms of a,
x¤ and L,
h
¡
¹
¢
, tan
¡
¹L
¢¡ tan¡¹x¤¢¡ a¹cos2 ¡¹x¤¢ Æ 0, (5.37)
and the corresponding generalized eigenfunction in the form
V¹(x)Æ
(
¡a¹cos¡¹x¢ , xÇ x¤,
¡£a¹Åsin¡¹x¤¢cos¡¹x¤¢¤cos¡¹x¢Åcos2 ¡¹x¤¢sin¡¹x¢ , x¤ Ç x. (5.38)
Now, we investigate the asymptotic behaviour of the transcendental equation (5.37).
When ¹! 0 and L!1 we have ¹ » L¡1 such that ¹x¤! 0, cos
¡
¹x¤
¢ ¼ 1, sin¡¹x¤¢ ¼
¹x¤. Hence the transcendental equation reduces to
tan
¡
´
¢Æ aÅ x¤
L
´, (5.39)
where ´ Æ ¹L. For any positive integer k, we define ´ Æ k¼Å ²k for j²kj ¿ 1. Thus, the
left-hand side of the last equality simplifies to
tan(k¼Å²k)Æ tan(²k)¼ ²k,
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and the right-hand side of which becomes
aÅ x¤
L
(k¼Å²k)¼
aÅ x¤
L
k¼.
Hence ´ is in turn
´¼ k¼
³
1Å aÅ x¤
L
´
and finally ¹ can be obtained explicitly as
¹Æ ´
L
Æ k¼
L
³
1Å aÅ x¤
L
´
¼ k¼
L
. (5.40)
For these asymptotic values, the eigenfunction expression also simplifies to
V k(x)Æ
(
tan
¡ k¼
L x¤
¢
cos
¡ k¼
L x
¢
, xÇ x¤,
sin
¡ k¼
L x
¢
, x¤ Ç x.
(5.41)
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Figure 5.11: The sketch of the roots of the transcendental eigenvalue equation com-
pared with the approximate eigenvalue for two different choices of the domain length
(a) LÆ 40x¤ and (b) LÆ 100x¤ where the threshold parameter is set to aÆ 0.32.
Figure 5.11 illustrates the comparison between the roots of the transcendental
equation (5.37) and explicit asymptotic form of ¹ given by (5.40) within two bounded
domains L Æ 40x¤ and L Æ 100x¤. As seen from the figure, it is no surprising that the
asymptotic estimations get closer to their analytical counterparts when the considered
domain L is increased. However, the larger L results in high computational cost due to
the number of eigenvalues and eigenfunctions growing with the domain size. For this
reason, we stick to the transcendental equation (5.37) in order to obtain the values of ¹
and hence, the stable eigenvalues via ¸Æ¡1¡¹2 and their associated eigenfunctions.
Note that the stable spectrum of the linearized problem is entirely continuous.
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After finding analytical expressions for the eigenpairs, the next step is to calculate
Q1m,n, A j and A1. When calculating Q1m,n (5.33) there occurs a discontinuity at x Æ x¤
that can be removed by modifying the Heaviside step function as
Hˆ(x)Æ 1
2
Å 1
¼
arctan(x/²) , (5.42)
for a small parameter ². Hence, f 00 (uˆ(x)) becomes
f 00 (uˆ(x))Æ¡ 2(x¤¡ x)²
a2¼
£
(x¤¡ x)2Å²2
¤2 . (5.43)
For reducing the size of the equations, we introduce the following short notations:
Cx¤´ Æ cos
¡
¹´x¤
¢
, Cxs´ Æ cos
¡
¹´xs
¢
, Sx¤´ Æ sin
¡
¹´x¤
¢
, Sxs´ Æ sin
¡
¹´xs
¢
,
Tx¤´ Æ tan
¡
¹´x¤
¢
, Hx¤c Æ cosh(kx¤) , Hx¤s Æ sinh(kx¤) , for ´Æm,n.
the expression for Q1m,n can thus be rewritten as
Q1m,n Æ
R L
0 V 1 (x) f
00 (uˆ(x))Vm (x)V n (x) dx
kV 1k ¢kVmk ¢kV nk
Æ 2a
2²¹m¹nI1Å2²Hx¤c I2
a2¼kV 1k ¢kVmk ¢kV nk
,
where
I1 Æ¡
Z x¤
0
cosh(·x)
(x¤¡ x)cos
¡
¹mx
¢
cos
¡
¹nx
¢£
²2Å (x¤¡ x)2
¤2 dx,
I2 Æ¡
Z L
x¤
e·(x¤¡x)
(x¤¡ x)
³
¡£a¹mÅSx¤mCx¤m ¤cos¡¹mx¢Å ¡Cx¤m ¢2 sin¡¹mx¢´£
²2Å (x¤¡ x)2
¤2
£
³
¡£a¹nÅSx¤n Cx¤n ¤cos¡¹nx¢Å ¡Cx¤n ¢2 sin¡¹nx¢´ dx.
Now, we first perform the change of variable y Æ x¤¡x
²
and use the following second-
order Taylor series to approximate these two definite integrals
sin(° (x¤¡²y))Æ sin
¡
°x¤
¢¡°²ycos¡°x¤¢ÅO ¡²2¢ ,
cos(° (x¤¡²y))Æ cos
¡
°x¤
¢Å°²ysin¡°x¤¢ÅO ¡²2¢ ,
exp(²y)Æ 1Å²yÅO ¡²2¢ ,
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for any scalar °. Thus, I1 and I2 are evaluated as
I1 Æ¡ 1
²2
Z x¤/²
0
£
Hx¤c ¡·²yHx¤s
¤ ¢ £Cx¤m Å¹m²ySx¤m ¤ ¢ £Cx¤n Å¹n²ySx¤n ¤ ¢ y¡
1Å y2¢2 dy,
Æ¡
µ
Hx¤c C
x¤
m S
x¤
n ¹nÅHx¤c Cx¤n Sx¤m¹m¡kHx¤s Cx¤mCx¤n
2²
¶
£
µ
arctan
³ x¤
²
´
¡ ²x¤
²2Å x¤2
¶
¡ H
x¤
c C
x¤
mC
x¤
n
2²2
µ
1¡ ²
2
²2Å x¤2
¶
ÅO (1) ,
I2 Æ¡ 1
²2
Z 0
¡(L¡x¤)/²
h
¡¡a¹mÅSx¤mCx¤m ¢¡Cx¤m Å¹m²ySx¤m ¢Å ¡Cx¤m ¢2 ¡Sx¤m ¡¹m²yCx¤m ¢i£h
¡¡a¹nÅSx¤n Cx¤n ¢¡Cx¤n Å¹n²ySx¤n ¢Å ¡Cx¤n ¢2 ¡Sx¤n ¡¹n²yCx¤n ¢i ¢ (1Å·²y) y¡
1Å y2¢2 dy
Æ a
2²
£
¹m¹nCx¤n
¡
a¹mSx¤m ÅCx¤m
¢Å¹n¹mCx¤m ¡a¹nSx¤n ÅCx¤n ¢Å·a¹m¹nCx¤mCx¤n ¤
£
µ
arctan
µ
¡L¡ x¤
²
¶
Å (L¡ x¤)²
(L¡ x¤)2Å²2
¶
¡ a
2¹m¹nC
x¤
mC
x¤
n
2²2
µ
²2
²2Å (L¡ x¤)2
¡1
¶
ÅO (1) .
By taking the limit ²! 0, we obtain
Q1m,n Æ¡
1
kV 1k ¢kVmk ¢kV nk
½
Hx¤c
·
¹m¹n
¡
Cx¤m S
x¤
n ¹nÅCx¤n Sx¤m¹m
¢Å ¹m¹nCx¤mCx¤n
a
¸
(5.44)
Å ¹m¹nC
x¤
mC
x¤
n e¡·x¤
2
¾
,
where the L2-norm of the eigenfunctions are
kV 1k Æ
p
2
½
1
2·
h
cosh(·x¤)sinh(·x¤)Å·x¤¡cosh2 (·x¤)
³
e¡2·(L¡x¤)¡1
´i¾1/2
,
kVmk Æ
p
2
·
a2¹m
2
¡
Cx¤m S
x¤
m Å¹mx¤
¢Å ¡a¹mÅCx¤m Sx¤m ¢2
2¹m
³
CLmS
L
mÅ¹mL¡Cx¤m Sx¤m ¡¹mx¤
´
¡
¡
a¹mÅSx¤mCx¤m
¢¡
Cx¤m
¢2
¹m
µ¡
Cx¤m
¢2¡ ³CLm´2¶Å
¡
Cx¤m
¢4
2¹m
³
Cx¤m S
x¤
m ¡¹mx¤¡CLmSLmÅ¹mL
´¸1/2
.
Meanwhile, initial values of the Fourier coefficients can be determined as
Am Æ
2
LR
0
[u (x,0)¡ uˆ (x)]Vm (x) dx
kVmk
Æ 2kVmk
(
Ush1
¡
¹m;xs
¢¡h3 ¡¹m¢ , xs Ç x¤,
Ush2
¡
¹m;xs
¢¡h3 ¡¹m¢ , x¤ Ç xs,
(5.45)
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where
h1
¡
¹m;xs
¢Æ¡aSxsm , h2 ¡¹m;xs¢Æ¡aSx¤m ¡µa¹mÅSx¤mCx¤m¹m
¶¡
Sxsm ¡Sx¤m
¢¡ ¡Cx¤m ¢2 ¡Cxsm ¡Cx¤m ¢
¹m
,
h3
¡
¹m
¢Æ a¹m (1¡a)
1Å¹m2
£
Cx¤m tanh(x¤)Å¹mSx¤m
¤Å a ¡Cx¤m ¢2
1Å¹m2
h
¹mCx¤m ÅSx¤m ¡¹mex¤¡LCLm¡ex¤¡LSLm
i
¡aSx¤m ¡
a2¹mÅaSx¤mCx¤m
1Å¹m2
h
Cx¤m ¡¹mSx¤m ¡ex¤¡LCLmÅ¹mex¤¡LSLm
i
.
Similarly, kV nk and An can be found replacing subscript m by n. The initial value of
the first Fourier coefficient can be expressed in a similar manner using the leading
eigenfunction,
A1 Æ
2
LR
0
[u (x,0)¡ uˆ (x)]V 1 (x) dx
kV 1k
Æ 2kV 1k
(
Usg1 (·;xs)¡ g3 (·) , xs Ç x¤,
Usg2 (·;xs)¡ g3 (·) , x¤ Ç xs,
(5.46)
where
g1 (·;xs)Æ H
xs
s
·
, g2 (·;xs)Æ
Hx¤s ¡Hx¤c
¡
e·(x˜¡xs)¡1¢
·
,
g3 (·)Æ H
x¤
s
·
¡ 1¡a
2cosh(x¤)
·
sinh((·Å1)x¤)
·Å1 Å
sinh((·¡1)x¤)
·¡1
¸
Å aH
x¤
c
·Å1
³
1¡e(·Å1)(x¤¡L)
´
.
Before we formulate the quadratic approximation, it is helpful to introduce the following
quantity
Rm,n ÆRn,m Æ
2kV 1kQ1m,n
kVmkkV nk (¸1¡¸m¡¸n)
Æ 2
kV 1kQ1m,n
kVmkkV nk
¡
¸1Å2Å¹m2Å¹n2
¢ . (5.47)
Substituting (5.45), (5.46) and (5.47) into (3.50), we obtain the quadratic equation for
Us (
AUs2ÅBUsÅC Æ 0, xs Ç x¤,
AUs2ÅBUsÅC Æ 0, x¤ Ç xs,
(5.48)
where
A Æ X
n,m¸3
Rm,nh1
¡
¹m;xs
¢
h1
¡
¹n;xs
¢
, (5.49a)
BÆ g1 (·;xs)¡
X
n,m¸3
Rm,n
£
h1
¡
¹m;xs
¢
h3
¡
¹n
¢Åh3 ¡¹m¢h1 ¡¹n;xs¢¤, (5.49b)
C Æ X
n,m¸3
Rm,nh3
¡
¹m
¢
h3
¡
¹n
¢¡ g3 (·)ÆC, (5.49c)
A Æ X
n,m¸3
Rm,nh2
¡
¹n;xs
¢
h2
¡
¹m;xs
¢
, (5.49d)
BÆ g2 (·;xs)¡
X
n,m¸3
Rm,n
£
h2
¡
¹m;xs
¢
h3
¡
¹n
¢Åh3 ¡¹m¢h2 ¡¹n;xs¢¤. (5.49e)
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A representative result is shown in Figure 5.10(b). This was obtained for L Æ 10
and 287 eigenvalues. As seen, the quadratic approximation agrees well with direct nu-
merical simulation, considerably better than the linear approximation, for the selected
a.
5.3.5 Linear Approximation of the Strength-Duration Curve
The linear approximation of the strength-duration curve can be found using the ana-
lytically derived expression given by (5.9). However, it must be noted that in this case,
the rheobase is found as
Irh Æ
¸1
1R
0
V 1(x)>uˆ(x)dx
V 1(0)
Æ¸1 cosh(·x¤)
8<:
x¤Z
0
cosh(·x)
cosh(·x¤)
µ
1¡ (1¡a) cosh(x)
cosh(x¤)
¶
dx
Å
1Z
x¤
exp(·(x¤¡ x))a exp(x¤¡ x)dx
9=;Æ¸1N ,
where N is same as used in the strength-extent curve formula.
This linear prediction formalism compared with the direct numerical simulations is
depicted in Figure 5.12(a). As in ZFK equation, the a priori bound for these chosen
threshold parameters is outside of the duration domain. As shown in the figure, the
linear approximation of large parameter value close to 1/2 better fits to the numerical
simulation than that of small parameter value. This is due to the fact that the leading
eigenvalue is inversely proportional to the threshold parameter a. Even for larger a,
there are still some deviations between the linear theory and numerical simulations,
which can be reduced by considering the second-order approximation that will be
outlined in the following subsection.
5.3.6 Quadratic Approximation of the Strength-Duration Curve
By substituting (5.44), (5.45) and (5.46) in the coefficients of the quadratic equation
for Is (3.71), the second-order approximation of the strength-duration curve can be
immediately generated.
Figure 5.12(b) shows graphs of the linear and quadratic approximation of the
strength-duration curves along with its numerical result for aÆ 0.4. As in the strength-
extent curve analysis, the quadratic approximation was obtained for L Æ 10 and 287
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Figure 5.12: Strength-duration curves in McKean model: direct numerical simulations
(red circles) vs (a) linear theory (blue lines), for aÆ 0.35 at the bottom , aÆ 0.4, aÆ 0.45
to a Æ 0.48 at the top, and (b) linear and quadratic theories, for a Æ 0.4. Blue long-
dashed lines: analytical dependencies. Green short-dashed line: the predictions given
by quadratic theory. Discretization: ¢x Æ 0.01, ¢t Æ 4¢x2/9, LÆ 10.
eigenvalues. Confirming the hypothesis, the accuracy of the second-order approxi-
mation is much closer to the direct numerical simulation compared to the first-order
approximation.
5.4 Chapter Summary
In this chapter, the applicability of the ignition criterion has been tested on two one-
component reaction-diffusion systems, both of which have the same type of time-
independent critical solution, which corresponds to the critical nucleus. The impor-
tance of this critical nucleus solution is that its center-stable manifold has codimen-
sion one and separates the basins of attraction of propagation front solutions and
decaying solutions.
We have firstly reviewed Zeldovich-Frank-Kamenetsky (ZFK) equation for which
closed analytical formulas for the leading eigenpair is known only for µ¿ 1. Therefore,
the hybrid approach has been implemented to provide numerical estimation of the
ingredients of the linearized theory and their performance has been assessed as
satisfactory since hybrid numeric-asymptotic prediction is somewhat better than the
explicit expression for the threshold curves given in the small threshold limit.
For ZFK equation, the linearized problem has only one discrete stable eigenvalue
and thus, the quadratic theory result of the threshold curves has been estimated by
means of only first two principal eigenpairs. The resulting quadratic approximations
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of the critical curves has led to further improvement in accuracy as opposed to the
linear approximation. We also gave the explicit forms of a priori lower bound for the
ignition threshold.
The second test problem we considered in this chapter is McKean equation for
which both the critical nucleus and leading eigenpair is known exactly. However, we
have used the hybrid approach method here as well in order to validate the efficiency
of the method as the right-hand of the equation has discontinuous term, which directs
us towards the finite element numerical treatment. In some cases, the linear predic-
tions do not match well with the direct numerical simulations. This is the case espe-
cially for the strength-duration threshold curve analysis. For this reason, the quadratic
approximation of the threshold curves have been employed in order to perform the
discrepancy reduction.
Figure Parameter(s) & Discretization & L
Fig. 5.1 µ Æ 0.15,xs Æ 0.6,jU¤s ¡U¤s j Ç 10¡5,¢x Æ 0.02,¢t Æ 4¢x2/9,LÆ 20
Fig. 5.2 & 5.3 µ Æ 0.05,0.15,0.25,0.35,0.45,¢x Æ 0.02,¢t Æ 4¢x2/9,LÆ 30
Fig. 5.4 µ Æ 0.05,0.15,0.25,0.35,0.45,¢x Æ 0.03,¢t Æ 4¢x2/9,LÆ 100
Fig. 5.5 µ Æ 0.05,¢x Æ 0.03,¢t Æ 4¢x2/9,LÆ 100
Fig. 5.6 µ Æ 0.05,0.15,0.25,0.35,0.45,¢x Æ 0.03,¢t Æ 4¢x2/9,LÆ 30
Fig. 5.7 µ Æ 0.05,0.15,0.25,0.35,0.45,¢x Æ 0.03,¢t Æ 4¢x2/9,LÆ 100
Fig. 5.9 aÆ 0.05,0.15,0.25,0.35,0.45,xs Æ 0.6,¢x Æ 0.01,¢t Æ 4¢x2/9,LÆ 10
Fig. 5.10 (a) aÆ 0.05,0.15,0.25,0.35,0.45,¢x Æ 0.01,¢t Æ 4¢x2/9,LÆ 10
Fig. 5.10 (b) aÆ 0.48,¢x Æ 0.01,¢t Æ 4¢x2/9,LÆ 10
Fig. 5.11 aÆ 0.32,LÆ 40x¤(a),LÆ 100x¤(b)
Fig. 5.12 aÆ 0.35,0.4,0.45,0.48(a),aÆ 0.4(b),¢x Æ 0.01,¢t Æ 4¢x2/9,LÆ 10
Table 5.2: The complete set of parameters and discretization values used in the fig-
ures.
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MULTICOMPONENT SYSTEMS
6.1 Chapter Introduction
In the previous chapter, we have demonstrated the applicability of the approach
on one-component test problems. This chapter is focused on the multicomponent
reaction-diffusion systems with moving critical solutions. In Section 6.2, we provide a
brief introduction to a caricature model of cardiac excitation propagating fronts, Bikta-
shev model, in which hybrid method is proposed and implemented to calculate the ex-
act analytical closed-form solution of its critical front and leading eigenpair, followed by
the derivation of the linear approximation of the strength-duration curve. Section 6.3
and Section 6.4 are dedicated to the systems that have critical pulse solutions. In
Section 6.3, we consider FitzHugh-Nagumo system serving as a prototype of an ex-
citable system and in Section 6.4, we present the results of a modified Beeler-Reuter
model. For the modified Beeler-Reuter model, the ingredients of the analytical igni-
tion criterion are exclusively numerically obtainable. For FitzHugh-Nagumo system,
on the other hand, there is a well-known alternative approach called perturbation the-
ory that can be used to find approximate solutions of the critical pulse and the first
two leading eigenvalues along with corresponding left and right eigenfunctions by
using the exact solution of the one-component version of the model, Zeldovich-Frank-
Kamenetsky equation. This perturbation method is also given in detail as well as the
strength-duration and the strength-extent curve analysis of these two models. Finally,
a brief summary of the chapter is offered in Section 6.5.
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6.2 Biktashev Model
The first example of this chapter is the Biktashev model [16], simplified cardiac ex-
citation front model. As described in more detail in Subsection 2.4.3.3, this is a
two-component reaction-diffusion system (3.1) with u Æ (E,h)>, D Æ
Ã
1 0
0 0
!
and f Æ
( fE, fh)>, where
fE(E,h)ÆH(E¡1)h,
fh(E,h)Æ
1
¿¤
(H(¡E)¡h) , (6.1)
and H(¢) is the Heaviside step function. The component E corresponds to the trans-
membrane voltage, the component h describes the inactivation gate of the fast sodium
current, and ¿¤ is the dimensionless parameter.
The critical front solution uˆÆ (Eˆ, hˆ)> is described by [16]
Eˆ(»)Æ
8>>><>>>:
!¡ ¿¤
2c2
1Å¿¤c2
e»/(¿¤c), »·¡¢,
¡®Å®e¡c», »¸¡¢,
hˆ(»)Æ
8>><>>:
e»/(¿¤c), »· 0,
1, »¸ 0,
(6.2)
where
!Æ 1Å¿¤c2 (1Å®), ¢Æ 1c ln
µ
1Å®
®
¶
, (6.3)
and the front speed c is defined by an implicit equation
¿¤c2 ln
µ
(1Å®)(1Å¿¤c2)
¿¤
¶
Å ln
µ
®Å1
®
¶
Æ 0, (6.4)
or equivalently
¿¤ Æ g(¯,¾) , 1Å¾1¡¯ ¯
¡1/¾, (6.5)
where
¾Æ ¿¤c2, ¯Æ®/(®Å1). (6.6)
In terms of (3.3), this front solution has u´E, ur Æ¡® and u¡ Æ!.
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6.2.1 Hybrid Approach
This section aims at providing a numerical scheme for computing the critical front
and the first two leading eigenpairs of the Biktashev model even though we know the
explicit form of them. The hybrid approach is needed not only because it helps to
validate the analytical result but also because, in some cases, it is the only option as
the analytical derivation is not always possible.
In the comoving frame of reference »Æ x¡ s (¿), ¿Æ t, we have
E˜(»,¿)ÆE(x, t), h˜(»,¿)Æ h(x, t),
such that (6.1) reads,
@E˜
@¿
Æ @
2E˜
@»2
Å ds
d¿
@E˜
@»
ÅH(E˜¡1)h˜,
@h˜
@¿
Æ ds
d¿
@h˜
@»
Å 1
¿¤
¡
H(¡E˜)¡ h˜¢ , (6.7)
with the initial condition
E˜ (»,0)ÆEsH(¡»)H(»Å2xs)¡®. (6.8)
To find the critical solutions, we use shooting procedure and adjust the initial condi-
tion by employing the bisection method, as described in Section 4.4. The idea behind
this shooting procedure is to solve initial value problem (6.7) and (6.8) using operator
splitting method (see, for example [50]). This can be achieved by splitting (6.7) into
four subsystems. Due to the discontinuous right-hand sides, it is essential to use the
standard finite element method, at least when dealing with these discontinuous terms.
The complete discretization formula for the critical front of the model is presented in
Appendix C.
Figure 6.1 gives the comparison of the numerical critical front obtained using op-
erator splitting method and its analytical closed-form solution given by (6.2). We can
see that the shooting procedure provides a good approximation of the critical front
for the selected parameters. For two initial conditions, Figure 6.2 shows the evolution
of E component in the comoving frame of reference. For each case, the solution ap-
proaches the critical front, i.e. the solution at ¿Æ 120 in the figure and then gives rise
to the stable propagating wave if the initial condition is above the threshold or decays
back to the resting state otherwise.
Numerical experiments suggest that there are two values of the speed c satisfy-
ing 0 Ç cslow Ç c f ast Ç 1 such that the faster front is stable, and the slower front is
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Figure 6.1: Comparison between analytical and numerical critical fronts of the Bik-
tashev model (a), and error analysis (b). Parameters: ® Æ 1, ¿¤ Æ 8.2, xs Æ 1.5,
jEs¡Esj Ç 10¡6, ¢» Æ 0.05, ¢¿ Æ 4¢»2/9, LÆ 20.
unstable, hence a slower front either dissipates or increases in the speed to the fast
branch solution depending on the initial condition being below- and above-threshold,
respectively [16, 60]. This can be seen in the right panel of Figure 6.2 where the blue
circle and green square symbols represent fast and slow front speeds for the selected
pair of ® Æ 1, ¿¤ Æ 8.2, and the red line indicates how the speed of the front changes
over the time interval ¿ 2 (0,1000). For initial conditions slightly above threshold, the
front speed gets closer to the slow speed and stays in the vicinity of it for a long time
before developing into the fast speed while the initial condition slightly below threshold
results in the front speed to drop to zero eventually. Concerning the behaviour of the
Biktashev model near-threshold initial conditions, a different numerical scheme was
presented in [66, 67]. However, the method used here provides additional reliability
and validity in a discontinuity eliminating manner.
The next step after finding the critical front of the Biktashev model is the determi-
nation of the right and left eigenfunctions along with the corresponding eigenvalues
employing the marching procedure detailed in Section 4.4. To begin with, we linearize
(6.7) about the critical front
¡
Eˆ, hˆ
¢
using
E˜ (»,¿)Æ Eˆ (»)Å²E (»,¿) ,
h˜ (»,¿)Æ hˆ (»)Å²h (»,¿) , (6.9)
where ²¿ 1, jE (»,¿) j ¿ 1, jh (»,¿) j ¿ 1. This results in the following linearized equa-
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Figure 6.2: Response to below- and above-threshold initial conditions in the Bikta-
shev model. Evolution of E component in the comoving frame of reference and the
speed of the front for sub-threshold Es Æ 2.59403 (bottom panel) and super-threshold
Es Æ 2.59404 (top panel) initial conditions. Parameters used: ¢n Æ 20, ¢» Æ ¢/¢n,
¢¿ Æ 4¢»2/9, LÆ 25¢, ®Æ 1, ¿¤ Æ 8.2, xs Æ 1.5.
tion:
@E
@¿
Æ @
2E
@»2
Å c@E
@»
¡ 1
Eˆ0 (¡¢)± (»Å¢) hˆEÅH(¡¢¡»)h,
@h
@¿
Æ c@h
@»
Å
µ
1
Eˆ0(0)
± (»)E¡h
¶
/¿¤, (6.10)
while the adjoint linearized problem is
@E¯
@¿
Æ @
2E¯
@»2
¡ c@E¯
@»
¡ 1
Eˆ0 (¡¢)± (»Å¢) hˆE¯Å
± (»)
¿¤Eˆ0(0)
h¯,
@h¯
@¿
Æ¡c@h¯
@»
ÅH(¡¢¡») E¯¡ h¯
¿¤
, (6.11)
where cÆ ds
d¿
.
The eigenfunctions of the linearized and adjoint linearized problems are respec-
tively called as the right and left eigenfunctions. The numerical scheme aiming for
determining the first two left and right eigenfunctions and the corresponding eigen-
values of Biktashev model is presented in Appendices C.2 and C.3, and these are
compared with their exact analytical counterparts explicitly given in Appendix C.4. In
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Figure 6.3: Comparison between first two right and left eigenfunctions of Biktashev
model. Parameters: ®Æ 1, ¿¤ Æ 8.2, ¢n Æ 100, ¢» Æ¢/¢n, ¢¿ Æ 4¢»2/9, LÆ 25¢.
Figure 6.3, the eigenfunctions obtained using hybrid method fairly resemble exact
analytical eigenfunctions. The largest difference between the numerical and analyti-
cal eigenfunctions is observed in the vicinity of the discontinuous values, » Æ 0 and
»Æ¡¢. This is totally expected as the numerical scheme used to calculate the eigen-
functions is the second-order accurate, except near discontinuities, where it reduces
to the first-order accuracy and introduces spurious oscillations due to Beam-Warming
method [39].
In the operator splitting method, as we have chosen the time step ¢¿ proportional
to the second power of the spatial step, ¢¿ Æ 4¢»2/9, any error raised by the splitting
procedure is negligibly small (see, for example [63]) compared to the highest error as-
sociated with one of the subsystems. The truncation error in the numerical scheme is
therefore approximately proportional to O
¡
¢»
2¢. This can be verified by looking at how
the absolute error between analytical and numerical leading eigenvalues changes
with the discretization step ¢», as shown in Figure 6.4.
6.2.2 Linear Approximation of the Strength-Duration Curve
The result of the calculation of the strength-duration curve for Biktashev model is
visualized in Figure 6.5 on which the linear approximation is based on the formulas
(3.66) and (3.68). For every chosen duration of stimulus ts, we calculate the zeros
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Figure 6.4: The absolute error between analytical and numerical first eigenvalues of
the Biktashev model for different choices of discretization steps. As seen the absolute
error is the second-order as the scheme promises.
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Figure 6.5: Equation (3.68) that defines the shift s in terms of ts and comparison
of analytical and numerical strength-duration curve for the Biktashev model for the
following choice of parameters: ¢» Æ 0.03, ¢¿ Æ 4¢»2/9, L Æ 30, ¿¤ Æ 7.8, ® Æ 2/3 (a,c)
and ¿¤ Æ 8, ®Æ 9/11 (b,d).
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of (3.68) in order to find the value of the shift s. We then substitute this value of
s into one of the equation in (3.66) (since both produce the same result) to get the
corresponding value of Is. In the simulations, we choose two different set of the model
parameters, ¿¤ Æ 7.8, ®Æ 2/3 and ¿¤ Æ 8, ®Æ 9/11 from which the resulting curves are
respectively shown in Figure 6.5(a,c) and Figure 6.5(b,d). The shape of ¹(s) is rather
similar for both cases and the main difference between the two is the closeness of the
s values for two different duration of stimulus values, ts Æ 3 and ts Æ 10. We observe
that the theoretical critical curve for the first set of parameter values is well adapted
to the direct numerical simulation threshold curve for smaller values of ts, and then
bends down dramatically as the value of ts increases. The theoretical prediction for
the second set of parameters values, however, gets better with ts.
6.3 FitzHugh-Nagumo System
Our second test problem in this chapter is another example of two-component reaction-
diffusion system with critical pulse solution rather than front, namely, the FitzHugh-
Nagumo (FHN) system, which is considered as a ZFK equation extended by a slow
variable, describing inhibition of excitation. This model is considered as a prototype
for excitable systems, and hence has been extensively studied. As mentioned before,
there are many different forms of the kinetics terms of the FHN system and we con-
sider the model in the form
kÆ 2, DÆ diag(1,0), uÆ
³
u,v
´>
,
f(u)Æ
³
fu(u,v), fv(u,v)
´>
,
fu(u,v)Æ u(u¡¯)(1¡u)¡v,
fv(u,v)Æ °(®u¡v), (6.12)
for fixed values of the slow dynamics parameters, ° Æ 0.01 and ® Æ 0.37, and two
values of the excitation threshold for the fast dynamics, ¯Æ 0.05 and ¯Æ 0.13.
6.3.1 Hybrid Approach
System (6.12) has an unstable propagating pulse solution as opposed to its reduced
form, the ZFK equation with nontrivial stationary solution. It is known (see e.g. [49]
and references therein) that in the limit °& 0, v-component of the critical pulse is
very small compared to u-component of it which is close to the critical nucleus of the
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¯ c ¸1 ¸2
0.05 0.2561 0.17204 §1 ¢10¡5
0.13 0.2328 0.18619 §1 ¢10¡5
Table 6.1: Nonlinear and linear eigenvalues for the FitzHugh-Nagumo system.
corresponding ZFK equation. However, this by itself does not provide a well enough
approximation for the linearized theory (see, however, Section 6.3.4) and we used
only the hybrid approach. As discussed in Section 4.4.3, we have obtained the critical
pulse using numerical continuation software AUTO and Figure 6.6 shows the corre-
sponding conduction velocity (CV) restitution curves such that the lower branches
at P È 7.5 ¢ 103 give the critical pulses and the upper branches estimate the stable
propagating pulse solution, which is not the case of interest to us in this thesis. The
corresponding unstable propagation pulse speeds are given in Table 6.1.
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Figure 6.6: CV restitution curves for the FHN model for two selected values of the
model parameter.
6.3.2 Linear Approximation of the Strength-Extent Curve
The result of the linear approximation of the strength-extent curve based on the formu-
las (3.39)–(3.43) is shown in Figure 6.8. The “pre-compatibility” function ´(») defined
by (3.40) in both cases is not unimodal, and has two local maxima and one local min-
imum, at least for ¯Æ 0.05. Hence, the implementation of the algorithm (3.39)–(3.43)
requires investigation of the local extrema. We find that in both cases the local max-
imum nearest to » Æ 0 provides the adequate answer. The corresponding theoretical
critical curves, as shown in the bottom panel of Figure 6.8, are compared with the
curves obtained by direct numerical simulation. Although the eigenfunctions for the
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Figure 6.7: FHN theory ingredients for (a) ¯Æ 0.05 and (b) ¯Æ 0.13. Shown are com-
ponents of scaled vector functions, indicated in top right corner of each panel, where
uˆÆSuˆ, W j ÆS¡1W j, and SÆ diag(1,10). The space coordinate is chosen so that »Æ 0
at the maximum of uˆ. Correspondence of lines with components is according to the
legends at the top. Other parameters: °Æ 0.01, ®Æ 0.37, ¢» Æ 0.03, ¢¿ Æ 4¢»2/9.
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two cases look rather similar, as is illustrated in Figure 6.7, the theory works some-
what better for ¯Æ 0.05 than for ¯Æ 0.13 and better accuracy is associated with smaller
value of ¸1.
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Figure 6.8: Results of linearized FitzHugh-Nagumo theory for (a,c) ¯Æ 0.05 and (b,d)
¯ Æ 0.13. (a,b): The pre-compatibility function ´(»), used to compute the theoretical
critical curve. The u(») component of the critical solution uˆ is also shown for posi-
tioning purposes. (c,d): Comparison of the theoretical critical curves obtained in the
linear approximation, and the critical curves obtained by direct numerical simulations.
Parameters same as Fig. 6.7.
6.3.3 Linear Approximation of the Strength-Duration Curve
Figure 6.9 illustrates the calculation of the strength-duration curve for FHN model for
¯Æ 0.05 and ¯Æ 0.13 according to the formulas (3.66) and (3.68). The equation (3.68)
has two roots, one of them is negative close to zero and the other is positive. We find
that in both cases the smaller root denoted by blue circle and red square points in
Figure 6.9(a,b) gives the corresponding value of s. The critical curves compared with
those obtained from direct numerical simulation are sketched in Figure 6.9(c,d). From
this plot, it can be seen that the theoretical prediction for both values of parameter is
almost equally close to the numerical prediction.
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Figure 6.9: Equation (3.68) that defines the shift s in terms of ts and comparison of
analytical and numerical strength duration-curve for the FHN model for ¯ Æ 0.05 and
¯Æ 0.13. Other parameters: °Æ 0.01, ®Æ 0.37, ¢» Æ 0.03, ¢¿ Æ 4¢»2/9, LÆ 60.
6.3.4 Perturbation Theory Analysis of the Model
Perturbation theory is one of the most reliable and popular method for finding an
approximate solution to a problem by reducing the problem to a related, relatively
easy problem with the exact analytical solution. In this section, we will present how
the perturbation theory can be employed to obtain the critical pulse, and even the
leading eigenfunctions and corresponding eigenvalues of FHN system using the exact
solution of its fast subsystem, ZFK equation. Clearly, when we set ° Æ 0 and v ´ 0,
FHN system transforms into ZFK equation and formally, we use a series in ° and the
solution of ZFK equation to have the approximation to the full solution of FHN system.
Finding the Unstable Pulse
To find the critical pulse, we start with the usual procedure looking for solutions of
the form u(x, t)Æ u˜(»,¿), v(x, t)Æ v˜(»,¿) where »Æ x¡ c¿, ¿Æ t and the positive constant
c is the propagation speed of the rightward traveling wave, yet to be determined.
Then, FHN system can be converted into the following system of first-order ordinary
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differential equations:
u˜» Æ w˜,
w˜» Æ cw˜¡ f (u˜)Å v˜, (6.13)
v˜» Æ °(®u˜¡ v˜)c .
The traveling wave solution vanishes at infinity along with its first derivative
lim
j»j!1
u˜Æ lim
j»j!1
v˜Æ lim
j»j!1
w˜Æ 0.
Hastings has proven that for a sufficiently small °, there are at least two distinct pos-
itive numbers c such that the above system has a homoclinic orbit [56]. It has been
also proven that the pulse with higher speed is stable, while the slower wave is un-
stable with the speed values c
¡
°
¢ ¼ p2 ¡12 ¡°¢ and c ¡°¢ ¼ O ¡p° ¢ [49, 57]. Since the
critical pulse corresponds to the pulse with slower speed, we restrict our analysis to
the slow-wave case. In this case, the basic idea of the perturbation method analysis is
to divide the domain of the problem into two subdomains such that the small positive
parameter of the problem, being ° for FHN system, causes the rapid change in the
solution in one region while the solution varies slowly in the other region. These two
regions are called as inner and outer regions while the solutions obtained in these
regions are called as inner and outer solutions, respectively. As a final step, the inner
and outer solutions are then matched together to ensure that the approximate solu-
tion is uniformly valid in the whole domain. This is achieved by using transition zone,
in which the two solutions are asymptotically equal.
Inner Solution: Even though there are various possibilities, we find the following inner
expansion proposed first by [27] more convenient:
u˜inner Æ u˜0Å°1/2u˜1Å°u˜2Å . . . ,
v˜inner Æ °1/2v˜1Å°v˜2Å . . . , (6.14)
cÆ °1/2c1Å . . . ,
where v˜0 ´ 0 and c0 Æ 0 as ZFK equation is one-component and its critical nucleus
solution has zero velocity. Substituting this into equation (6.13) and collecting the
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terms according to the order of °1/2, we have
d2u˜0
d»2
Å f (u˜0)Æ 0, (6.15)
d2u˜1
d»2
Å f 0 (u˜0) u˜1¡ c1du˜0d» ¡ v˜1 Æ 0, (6.16)
dv˜1
d»
¡ ®u˜0
c1
Æ 0. (6.17)
Coefficient c1 can be determined by multiplying (6.16) by du˜0/d» throughout and then
integrating the result using the equations (6.15) and (6.17) therein,
c1 Æ
0B@ ®H u˜20d»H ³du˜0
d»
´2
d»
1CA
1/2
, (6.18)
where the integration is performed over the domain of u˜0. As we aim to obtain explicit
analytical expressions if possible, we consider the limit of small ¯. For u. ¯ we can
estimate f (u)¼ u ¡u¡¯¢ for which the critical nucleus of ZFK is equal to,
u˜0 Æ 3¯sech2
³
»
p
¯ /2
´
/2,
so that the coefficient c1 can be found as c1 Æ
q
5®
¯
. Equation for v˜1 (6.17) is a first-
order separable differential equation with solution,
v˜1 Æ
3¯
p
®
¡
sinh
¡
»
p
¯ /2
¢Åcosh¡»p¯ /2¢¢p
5 cosh
¡
»
p
¯ /2
¢ . (6.19)
We can write the solution of (6.16) in the form,
u˜1 Æ g(»)du˜0d» ,
as du˜0d» is the eigensolution of the governing equation (6.16). This transformation leads
to
c1
du˜0
d»
Å v˜1 Æ d
2g
d»2
du˜0
d»
Å2dg
d»
d2u˜0
d»2
Integrating twice and using equation (6.17), we get¡
u˜00
¢2 dg
dz
Æ v˜1(z)u˜0(z)Å c1
Z z
¡1
¡
u˜00(z)
¢2 dz¡ 1
c1
Z z
¡1
(u˜0(z))2 dz.
By defining the right-hand side of above equation as F(z), we obtain
u˜1 Æ u˜00
Z »
¡1
F(z)¡
u˜00
¢2 dz,
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which has an analytical solution in the following closed form,
u˜1 Æ
¡6p®e»
p
¯
³
e2»
p
¯
p
¯ Å3e»
p
¯¯»¡4e»
p
¯
p
¯ ¡3¯»¡5p¯ ´p
5¯
³
e»
p
¯ Å1
´3 . (6.20)
Outer Solution: As outer variables, we use ³ defined by ³ Æ °1/2», and assume that
the outer expansion is proceeded in powers of °1/2 as
u˜outer Æ °1/2uˆ1 (³)Å . . . ,
v˜outer Æ °1/2vˆ1 (³)Å . . . . (6.21)
Substituting these into (6.13) and collecting the terms according to the order of °1/2,
we get
¯uˆ1Å vˆ1 Æ 0, (6.22)
c1
dvˆ1
d³
Æ®uˆ1¡ vˆ1, (6.23)
which have the following nontrivial solutions
vˆ1(³)Æ Ae
¡³
µ
®Å¯p
5®¯
¶
, (6.24)
uˆ1(³)Æ¡A
¯
e
¡³
µ
®Å¯p
5®¯
¶
, (6.25)
where the constant A is to be determined by the condition that the inner and outer
expansions give the same result in the transition zone. This can be achieved by re-
quiring that the inner solution at the boundary layer (i.e. as »!1) is equal to the
outer solution at the boundary layer (i.e. as ³! 0). In other words, we require that
lim
»!1
v˜1 Æ lim
³!0
vˆ1, (6.26)
which gives
A Æ 6¯
p
®p
5
.
In the literature, the condition (6.26) is known as Van Dyke’s matching principle [133].
So, we have derived all the terms of the inner and outer approximations of the critical
pulse of the FHN system. Figure 6.10 shows the inner and outer solutions of u and
v components of FHN system for the parameter values, ° Æ 0.01, ¯ Æ 0.05, ® Æ 0.37.
In the negative » region, the inner solution is wholly valid. In the positive » region, on
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the other hand, neither the inner nor the outer solutions alone can be the solution and
it is desired to combine these two solutions in a way that this so-called "composite
solution" is to be valid. This is done by adding the inner and outer approximations and
subtracting the common part, the overlap term, which would take into account twice,
otherwise. Thus, our final critical pulse solution based on perturbation theory, valid in
the whole domain, is in the following form,
uˆÆ
8>><>>:
u˜inner(»), »Ç 0,
u˜inner(»)Å u˜outer(»)¡ u˜overlap, »È 0,
(6.27)
vˆÆ
8>><>>:
v˜inner(»), »Ç 0,
v˜inner(»)Å v˜outer(»)¡ v˜overlap, »È 0,
(6.28)
where the overlapping parts are
u˜overlap Æ lim
»!1
u˜inner, v˜overlap Æ lim
»!1
v˜inner.
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Figure 6.10: Inner and outer solutions of (a) uˆ and (b) vˆ components of the perturbed
critical pulse. Parameters used: °Æ 0.01, ¯Æ 0.05, ®Æ 0.37.
Figure 6.11 shows the critical pulse solutions of FHN system based on the asymp-
totic perturbation theory analysis compared with the ones obtained using hybrid ap-
proach for two selected set of parameters ° Æ 0.001, ¯ Æ 0.05, ® Æ 0.37 (top panel)
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Figure 6.11: The plot of the perturbed critical pulse compared with the one obtained
numerically. Two set of parameter values are chosen: °Æ 0.001, ¯Æ 0.05, ®Æ 0.37 (a,b)
and °Æ 0.00001, ¯Æ 0.01, ®Æ 0.37(c,d).
and ° Æ 0.00001, ¯ Æ 0.01, ® Æ 0.37 (bottom panel). As seen, the asymptotic result
gets closer to the numerical critical pulse when the parameters ¯ and ° both become
smaller, which is indeed expected.
Finding the Leading Eigenfunctions and Corresponding Eigenvalues
In a similar fashion, perturbation theory can be applied to approximate the eigen-
functions and eigenvalues of FHN system. For the purpose of demonstration of the
method, the eigenvalue problem is, generally speaking, to be solved as a two-stage
process for which the inner and outer approximations are taken into account sepa-
rately. However, in this model, we only need to look at the inner approximate solution
due to its validity almost in the whole domain as the outer approximations would
make a very small contribution to the composite solution, which is neglected. So, the
composite solution simply encompasses the inner approximations. To begin with, we
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linearize the FHN system around the critical pulse,
u(t,»)Æ u˜(»)ÅU (t,») , v(t,»)Æ v˜(»)ÅV (t,») ,
such that FHN system with the quadratic nonlinearity becomes
@U
@t
Æ @
2U
@»2
¡ c@U
@»
Å ¡2u˜¡¯¢U ¡V , (6.29)
@V
@t
Æ¡c@V
@»
Å° (®U ¡V ) . (6.30)
Let the above linearized equation support solution of the form U (t,») Æ e¸tÁ(») and
V (t,»)Æ e¸tÃ(»), which leads to the following eigenvalue problem,
¸ÁÆ d
2Á
d»2
¡ cdÁ
d»
Å ¡2u˜¡¯¢Á¡Ã,
¸ÃÆ¡cdÃ
d»
Å°¡®Á¡Ã¢ ,
where Á(») and Ã(») are some eigenfunctions. This eigenvalue problem can be written
in the form,
¸V ÆLV , (6.31)
where
L Æ
Ã
@2
»
¡ c@»Å2u˜¡¯ ¡1
°® ¡c@»¡°
!
, V Æ
Ã
Á
Ã
!
.
Inserting the speed and critical pulse defined in the inner expansion analysis into the
operator L , we have
L Æ
Ã
@2
»
¡°1/2c1@»Å2
¡
u˜0Å°1/2u˜1
¢¡¯ÅO (°) ¡1
O (°) ¡°1/2c1@»ÅO (°)
!
,
which can be considered as a combination of two linear operators,
L ÆL 0Å°1/2L 1ÅO (°),
where
L 0 Æ
Ã
@2
»
Å2u˜0¡¯ ¡1
0 0
!
, L 1 Æ
Ã
¡c1@»Å2u˜1 0
0 ¡c1@»
!
.
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Now, we expand the eigenvalues and eigenfunctions in a power series in terms of
°1/2,
¸Æ e¸Å°1/2 b¸ÅO (°),
V Æ eV Å°1/2 bV ÅO (°).
This kind of expansion has been widely used in the field of quantum mechanics, see
for example [117]. Implementing this eigenpair expansion into the original eigenvalue
problem (6.31), we have³e¸Å°1/2 b¸´³ eV Å°1/2 bV ´Æ ³L 0Å°1/2L 1´³eV Å°1/2 bV ´ÅO (°).
Equating this in terms of the coefficients of the powers of °1/2, we get
e¸ j eV j ÆL 0 eV j, (6.32)e¸ j bV jÅ b¸ j eV j ÆL 1 eV jÅL 0 bV j, (6.33)
for j Æ 1,2, . . .. At order °0, we have (6.32) which refers to the eigenvalue problem of
the unperturbed problem, ZFK equation. The leading eigenvalue and corresponding
eigenfunction of the ZFK equation are known explicitly as [68]
eV 1 Æ
Ã eÁ1eÃ1
!
Æ
Ã
sech3
¡
»
p
¯ /2
¢
0
!
, e¸1 Æ 5¯4 .
Also note that the derivative of the critical nucleus of ZFK equation corresponds to
the second eigenfunction with zero eigenvalue
eV 2 Æ
Ã eÁ2eÃ2
!
Æ
0@du˜0d»
0
1A , e¸2 Æ 0.
Our first goal is to find an analytical expression for the perturbed eigenvalue that can
be obtained using the identity of self-adjoint problems. We can rewrite (6.33) as¡e¸ j¡L 0¢ bV j Æ ¡L 1¡ b¸ j¢ eV j. (6.34)
As we already know the first two leading eigenvalues of the linearized eigenvalue
problem of ZFK equation, we take the inner product between the left-hand side of
(6.33) and eV j to get,DeV j ¯¯¯ ¡e¸ j¡L 0¢ bV jEÆ e¸ jDeV j ¯¯¯ bV jE¡DL Å0 eV j ¯¯¯ bV jEÆ e¸ jDeV j ¯¯¯ bV jE¡ e¸ jDeV j ¯¯¯ bV jEÆ 0,
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since L Å0 Æ L 0 and L 0 eV j Æ e¸ j eV j. Using this result in (6.33), we obtain a simple
expression for the perturbed eigenvalues,
b¸ j Æ
DeV j ¯¯¯L 1 eV jEDeV j ¯¯¯ eV jE , (6.35)
where we have used the fact that all eigenvalues of the unperturbed system are real.
For example, for j Æ 1, we find the leading eigenvalue as
b¸1 Æ
1R
¡1
eÁ1 ¡¡c1@»Å2u˜1¢ eÁ1d»
1R
¡1
eÁ21d» Æ
3
p
5®
2
, (6.36)
and for j Æ 2, b¸2 Æ 0 due to the translational symmetry.
The linear approximations of the critical curves require the knowledge of the left
eigenfunctions, i.e. the eigenfunctions of the adjoint linearized equation. Hence, we
skip the details of the analytical construction of the right eigenfunctions. For the
adjoint-linearized problem for FHN system, we have
¸W ÆL ÅW , (6.37)
where
L Å Æ
Ã
@2
»
Å c@»Å2u˜¡¯ °®
¡1 c@»¡°
!
, W Æ
Ã
Á¤
Ã¤
!
.
This can be written using the inner expansions of the critical pulse and the speed as
L Å Æ
Ã
@2
»
Å°1/2c1@»Å2
¡
u˜0Å°1/2u˜1
¢¡¯ÅO (°) O (°)
¡1 °1/2c1@»ÅO (°)
!
,
which can be simplified as a combination of two adjoint linear operators
L Å ÆL Å0Å°1/2L Å1ÅO (°),
where
L Å0 Æ
Ã
@2
»
Å2u˜0¡¯ 0
¡1 0
!
, L Å1 Æ
Ã
c1@»Å2u˜1 0
0 c1@»
!
.
Since ° is a small parameter, we expand the left eigenfunctions in series as
W ÆfW Å°1/2cW ÅO (°).
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The expansion of the eigenvalue is same as in the case of the linearized problem.
Inserting this expansion into (6.37) and equating the system up to the order of °1/2,
we have
e¸ jfW j ÆL Å0fW j, (6.38)e¸ jcW jÅ b¸ jfW j ÆL Å1fW jÅL Å0cW j. (6.39)
It must be emphasized that the eigenvalues of the linearized and adjoint-linearized
systems must be same and from above two equations we can obtain first two per-
turbed eigenvalues as b¸1 Æ 3p5®2 , b¸2 Æ 0,
as expected. Now, we look for the eigenfunctions of the perturbed adjoint problem.
For j Æ 1, we begin with the first component of the first left eigenfunction satisfying the
following partial differential equation³
@2» Å2u˜0¡¯¡ e¸1´ bÁ¤1 Æ ¡b¸1¡ c1@»¡2u˜1¢ eÁ¤1 . (6.40)
In other words, we need to solve an equation in the form of @2
»
bÁ¤1ÅP(»)bÁ¤1 ÆR(») where
P(»)Æ 2u˜0¡¯¡ e¸1, R(»)Æ ¡b¸1¡ c1@»¡2u˜1¢ eÁ¤1 with all ingredients known. The solution
of the homogeneous equation (R(») Æ 0) is eÁ¤1 Æ sech3 ¡»p¯ /2¢ and for the solution of
the full non-homogeneous equation, we introduce
bÁ¤1(»)Æ eÁ¤1(»)º(»),
motivated by the reduction of order approach so we can reduce the equation (6.40)
to
º00Å 2
eÁ¤1 0eÁ¤1 º0 Æ
ReÁ¤1
which has the solution in the form
º(»)Æ
»Z
¡1
»R
¡1
eÁ¤1(»)R(»)d»ÅC1¡ eÁ¤1(»)¢2 d»ÅC2,
where C1 and C2 are the constants of the integration. The explicit expression for bÁ¤1 is
bÁ¤1(»)Æ eÁ¤1(»)º(»)Æ 8³
e»
p
¯ /2Åe¡»
p
¯ /2
´3 £ (C2Å I1ÅC1I2) (6.41)
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where
I1 Æ¡ 9
p
®»e»
p
¯p
5¯
³
e»
p
¯ Å1
´ ,
I2 Æ
³
e6»
p
¯ Å9e5»
p
¯ Å60»p¯e3»p¯ Å45e4»p¯ ¡45e2»p¯ ¡9e»p¯ ¡1´e¡3»p¯
192
p
¯
.
This eigenfunction expansion must be bounded at »Æ¡1 since the composite eigen-
function is exactly equal to inner expansion in the left half plane, and also in the limit
»!¡1, we have
lim
x!¡1
8³
e»
p
¯ /2Åe¡»
p
¯ /2
´3 Æ 0,
lim
x!¡1
8I1³
e»
p
¯ /2Åe¡»
p
¯ /2
´3 Æ 0,
lim
x!¡1
8I2³
e»
p
¯ /2Åe¡»
p
¯ /2
´3 Æ¡1,
and consequently, the constant C1 must be zero. Then (6.41) simplifies to
bÁ¤1 Æ 8³
e»
p
¯ /2Åe¡»
p
¯ /2
´3 (C2Å I1). (6.42)
In order to determine the coefficient C2, we first find the ingredients of the second
components of the first adjoint eigenfunction as
eÃ¤1 Æ¡ eÁ¤1e¸1 Æ ¡4sech
3 ¡»p¯ /2¢
5¯
, (6.43)
bÃ¤1 Æ c1 eÃ¤1 0¡ bÁ¤1 ¡ e¸1 eÁ¤1b¸1 . (6.44)
The value of the coefficient C2 can then be found from orthogonality condition
D
W1
¯¯¯
V 2
E
Æ
0. In the expanded form, this can be written as*Ã
u00
0
! ¯¯¯ Ã eÁ¤1eÃ¤1
!+
Å°1/2
(*Ã
u00
0
! ¯¯¯ Ã bÁ¤1bÃ¤1
!+
Å
*Ã
u01
v01
! ¯¯¯ Ã eÁ¤1eÃ¤1
!+)
Å°
*Ã
u01
v01
! ¯¯¯ Ã bÁ¤1bÃ¤1
!+
Æ 0,
where the first term is actually equal to zero as the derivative of the critical nucleus
of ZFK equation, u00, is an eigenfunction corresponding to zero eigenvalue and eÁ¤1
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refers another eigenfunction of ZFK equation with biggest real eigenvalue so their
inner product is equal to zero. Similarly, the second term in the above formula also
vanishes since the sum of all three definite integrals is equal to zero as calculated
below,
1Z
¡1
u00 bÁ¤1 d»ÆC2
1Z
¡1
u00 eÁ¤1 d»Å
1Z
¡1
u00 eÁ¤1 I1d»Æ 81¼
p
5®
200
,
1Z
¡1
u01 eÁ¤1 d»Æ¡9¼
p
5®
40
,
1Z
¡1
v01 eÃ¤1 d»Æ¡ 1e¸1
1Z
¡1
v01 eÁ¤1 d»Æ¡9¼
p
5®
50
.
Therefore, the coefficient C2 can be found from the third term as,
C2 Æ
1R
¡1
¡
v01 eÁ¤1 I1Å e¸1v01 eÁ¤1 ¡ c1v01 eÃ¤1 0¡ b¸1u01 eÁ¤1 I1¢ d»
1R
¡1
¡b¸1u01 eÁ¤1 ¡v01 eÁ¤1¢ d» ,
in which the integrals seem to be too complicated for an explicit analytical answer, but
these integrals can be evaluated using some numerical integration techniques such
as trapezoidal rule. Finding this constant C2 completes the derivation of the first left
eigenfunction. For the second left eigenfunction, the formulas (6.43) and (6.44) above
do not work as ¸2 Æ 0, we use the following eigenfunction expansion instead
Á¤2 Æ °1/2 bÁ¤2 , Ã¤2 Æ eÃ¤2 Å°1/2 bÃ¤2 .
Substituting this expansion into adjoint linearized equation (6.37) and equating coeffi-
cients of powers of °1/2, we have
bÁ¤2 00Å ¡2u0¡¯¢ bÁ¤2 Æ 0, ¡bÁ¤2 Å c1 eÃ¤2 0 Æ 0,
with solutions
bÁ¤2 Æ¡3¯3/2sech2 ³»p¯ /2´tanh³»p¯ /2´ /2,
eÃ¤2 Æ 3
p
5¯3/2sech2
¡
»
p
¯ /2
¢
10
p
®
. (6.45)
Figure 6.12 shows the first two estimated perturbed eigenfunctions of FHN system
for the parameters ¯ Æ 0.05, ® Æ 0.37. Since we have employed the inner expansion
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here, it is expected to have the perturbed eigenfunctions bounded at »Æ¡1. What is
surprising is that they are also vanishing at »Æ1. The reason for this is not clear but
we assume it is related to the outer eigenfunction solution which likely has a very small
contribution to the composite eigenfunction solution and hence, we do not consider
the outer expansion here.
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Figure 6.12: Plot of the two components of first (a) and second (b) eigenfunctions of
FHN system. Parameters used: ¯Æ 0.05, ®Æ 0.37.
Strength-Duration Curve
After finding the eigenfunctions of the model in closed forms, the next primary aim of
this section is to assess the critical curves by means of the formulas obtained through
the use of perturbation theory. We exclusively attempt to investigate the strength-
duration curve.
In our proposed procedure, the value of s is given by the transcendental equa-
tion (3.68). Employing the first component of the first two left eigenfunctions in the
equation, we are left with
f
¡
¯,°, s, ts
¢
,2N 2e¸1s/c
"¡
1Åp°C2
¢
I3
¡
¯, s, ts
¢¡ 9p°®p
5¯
I4
¡
¯, s, ts
¢#
(6.46)
Å3N 1p°¯I5
¡
¯, s, ts
¢Æ 0.
The integral I3 in this equation is calculated as
I3
¡
¯, s, ts
¢Æ ¡cts¡sZ
¡s
e¸1»/csech3
³
»
p
¯ /2
´
d»Æ 1p
¯
³
¨1
³
e¡(ctsÅs)
p
¯
´
¡¨1
³
e¡s
p
¯
´´
,
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where
¨1
¡
½
¢Æ 2½(aÅ1)/2 ¡a½ÅaÅ½¡1¢¡
½Å1¢2 ¡½(aÅ1)/2 ¡a2¡1¢­¡¡½,1, (aÅ1)/2¢ , aÆ 2¸1cp¯
and ­ is the Lerch transcendent as defined e.g. in [10] given by
­ (z,k,q)Æ
1X
nÆ0
zn
(qÅn)k , (6.47)
provided that jzj Ç 1 and q 6Æ 0,¡1, . . .. The integral I3 is also calculated as a function
of Lerch transcendent as
I4
¡
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¯ sech3
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,
where
¨2
¡
½
¢Æ ½(bÅ1)/2
6
¡
½Å1¢3 £¡¡¡b2Å2bÅ3¢½2Å ¡¡2b2Å6bÅ8¢½¡b2Å4b¡3¢ ln¡½¢
¡4b½2¡8b½Å4½2¡4bÅ12½Å8¤¡ ½(bÅ1)/2 (bÅ1)¡b2¡4bÅ3¢
12
­
¡¡½,2, (bÅ1)/2¢
Å
¡
ln
¡
½
¢
b3¡3b2 ln¡½¢¡b ln¡½¢Å6b2Å3 ln¡½¢¡12b¡2¢½(bÅ1)/2
12
­
¡¡½,1, (bÅ1)/2¢ ,
bÆ 2
Ã
¸1
c
p
¯
Å1
!
and finally the integral I5 is calculated as
I5
¡
¯, s, ts
¢Æ ¡cts¡sZ
¡s
sech2
³
»
p
¯ /2
´
tanh
³
»
p
¯ /2
´
d»
Æ sech
2 ¡sp¯ /2¢¡sech2 ¡(ctsÅ s)p¯ /2¢p
¯
.
Moreover, one of the FHN system parameters, namely, ¯ has been assumed to
be small. A further simplification of these integrals can be made using this smallness
assumption by employing the change of variable, ½ Æ e»
p
¯ , so that the limits of all
three integrals become close to 1. Hence, these integrals can be evaluated as the
Taylor expansion around 1 and they become regular functions,
I3
¡
¯, s, ts
¢Æ 8p
¯
e¡(ctsÅs)
p
¯Z
e¡s
p
¯
½(aÅ1)/2¡
½Å1¢3 d½ ¼ 1p¯
1¡(ctsÅs)
p
¯Z
1¡s
p
¯
¡
1Å ¡½¡1¢ (a/2¡1)¢ d½
Æ¸1tssÅ°1/2c1ts
³
¸1ts/2¡ s
p
¯ ¡1
´
¡°c21ts2
p
¯ /2,
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Plugging these back into the transcendental equation (6.46), we have
N 2e¸1s/c
³
1Å°1/2C2
´³
¸1tssÅ°1/2c1ts
³
¸1ts/2¡ s
p
¯ ¡1
´
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Å 3N 1¯
3/2
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³
°c1tss
p
¯ /2Å°3/2c21ts2
p
¯ /4
´
Æ 0,
and equating this up to the order of °1/2 gives the value of s as
sÆ c1 (2¡¸1ts)
2
¡
¸1C2¡ c1
p
¯
¢ ÅO ¡°¢ . (6.48)
Having demonstrated how to obtain a closed expression for s for small parameter ¯,
the final step is to substitute the value of s into one of the equations in (3.33), i.e.
Is Æ N 1
2
tsR
0
e¡¸1¿0W1 (¡c¿0¡ s)> ed¿0
Æ ¡cN 1
2e¸1s/c
·¡
1Åp°C2
¢
I3
¡
¯, s, ts
¢¡ 9p°®p
5¯
I4
¡
¯, s, ts
¢¸ .
(6.49)
The plots of the asymptotic threshold curves given by equation (6.49), compared
against the direct numerical simulations, are shown in Figure 6.13. In the left panel
of the figure, since the value of slow dynamics parameter ° is fixed to 10¡5, the nu-
merical curve for ZFK equation is also sketched, and it can be observed that there is
a good agreement between the two numerical curves. In the right panel of the figure,
the values of both ° and ¯ are increased compared to the figure on the left panel
which is why the hybrid numeric-asymptotic prediction is presented instead of the nu-
merical result of ZFK. Expectedly, the asymptotic threshold curve, in this case, is not
better than the hybrid prediction. For each figure, we also plot the classical Lapicque-
Blair-Hill formula (3.64), where the values of the chronaxie and rheobase are obtained
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using the Levenberg-Marquardt nonlinear, least-squares fitting algorithm described in
Section 2.6. The asymptotic threshold curve at larger ts performs slightly better than
the formula (3.64) for much smaller value of °. As evident from both figures, the classi-
cal Lapicque-Blair-Hill formula does not always fit the numerical data well. We believe
that the fully analytical linear approximation and/or the second-order approximation
of the strength-duration curve would presumably surpass this formula (3.64).
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Figure 6.13: (a) Sketch of the comparison between analytical and numerical strength-
duration curve where we used the perturbation analysis for analytical derivation and
Lapicque and ZFK curves also plotted for the parameters ¯Æ 0.01, ®Æ 0.37, °Æ 10¡5.
(b) Same for ¯Æ 0.05, ®Æ 0.37, °Æ 10¡2, apart from we do not include ZFK result and
add hybrid approach analytical derivation instead.
6.4 The Modified Beeler-Reuter Model
In this section, we apply the theory to a variant of the classical Beeler-Reuter (BR)
model [12], modified to describe phenomenologically the dynamics of neonatal car-
diac cells [4, 18, 19, 106]:
kÆ 7, DÆ diag(1,0,0,0,0,0,0), (6.50)
uÆ
³
V ,h, j,x1,d, f ,Ca
´>
(6.51)
f : (V ,h, j,x1,d, f ,Ca)> 7!
¡
f V , f h, f j, f x1 , f d, f f , f Ca
¢
(6.52)
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where
f V Æ ¡IK1(V )¡ Ix1(V ,x1)¡ INa(V ,h, j)¡ Is(V ,d, f ,Ca),
f h Æ ®h(V )(1¡h)¡¯h(V )h,
f j Æ ® j(V )(1¡ j)¡¯ j(V ) j,
f x1 Æ ®x1(V )(1¡ x1)¡¯x1(V )x1,
f d Æ ®d(V )(1¡d)¡¯d(V )d,
f f Æ ® f (V )(1¡ f )¡¯ f (V ) f ,
f Ca Æ ¡10¡7IsÅ0.07(10¡7¡Ca),
where the ionic currents are given by
IK1(V )Æ 0.35(0.3¡®) IK1(V ),
IK1(V )Æ
4
¡
e0.04(VÅ85)¡1¢
e0.08(VÅ53)Åe0.04(VÅ53) Å
0.2(V Å23)
1¡e¡0.04(VÅ23) ,
Ix1(V ,x1)Æ g ix(V )x1,
g ix(V )Æ 0.8e
0.04(VÅ77)¡1
e0.04(VÅ35)
,
INa(V ,h, j)Æ (gNa (m(V ))3 h jÅ gNac )(V ¡ENa),
Is(V ,d, f ,Ca)Æ gs d f (V ¡Es(Ca)).
The dynamic variable m is fixed at its quasi-stationary state,
m(V ) Æ ®m(V )/(®m(V )Å¯m(V )),
the gate opening and closing transition rates are described as the following:
®x1(V )Æ 0.0005e
0.083(VÅ50)
e0.057(VÅ50)Å1 , ¯x1(V )Æ
0.0013e¡0.06(VÅ20)
e¡0.04(VÅ20)Å1 ,
®m(V )Æ V Å471¡e¡0.1(VÅ47) , ¯m(V )Æ 40e
¡0.056(VÅ72),
®h(V )Æ 0.126e¡0.25(VÅ77), ¯h(V )Æ
1.7
e¡0.082(VÅ22.5)Å1,
® j(V )Æ 0.055e
¡0.25(VÅ78)
e¡0.2(VÅ78)Å1 , ¯ j(V )Æ
0.3
e¡0.1(VÅ32)Å1,
®d(V )Æ
0.095e¡0.01(V¡5)
e¡0.072(V¡5)Å1 , ¯d(V )Æ
0.07e¡0.017(VÅ44)
e0.05(VÅ44)Å1 ,
® f (V )Æ
0.012e¡0.008(VÅ28)
e0.15(VÅ28)Å1 , ¯ f (V )Æ
0.0065e¡0.02(VÅ30)
e¡0.2(VÅ30)Å1 ,
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® f c ¸1 ¸2
0.105 0.04232 0.01578 §2 ¢10¡8
0.115 0.04497 0.01515 §1 ¢10¡8
Table 6.2: Nonlinear and linear eigenvalues for the modified Beeler-Reuter model.
and the calcium reversal potential is defined by the Nernst law,
Es(Ca)Æ¡82.3¡13.0287ln(Ca).
Here ® is the excitability parameter and special attention was given to ®Æ 0.105 and
®Æ 0.115, as in [19]. The other parameters of the model are fixed as follows:
gNa Æ 2.4, gs Æ 0.45, gNac Æ 0.003, ENa Æ 50,
the default parameter values as used in [4, 18, 19, 106].
6.4.1 Hybrid Approach
As in the FitzHugh-Nagumo system, the critical solution is a moving pulse, and thus,
we obtain the CV restitution curves and the critical pulse in a similar way. The CV
restitution curves for the modified Beeler-Reuter model is sketched in Figure 6.14
and the corresponding unstable propagation pulse speeds are given in Table 6.2.
Apart from the critical pulse, the solution at lower branches, the knowledge of the first
two left eigenfunctions and the corresponding eigenvalues is also required. These
ingredients have been found by the straightforward marching method and then verified
by Arnoldi iterations.
6.4.2 Linear Approximation of the Strength-Extent Curve
Figure 6.16 shows the results of the semi-analytical prediction of the strength-extent
curves according to the formulas (3.39)–(3.43). The pre-compatibility functions ´(»)
are this time nearly unimodal compared to those of FHN system, but the shape of the
´(») graphs is considerably different even though the eigenfunctions for the two cases,
as seen in Figure 6.15, look quite similar. The resulting theoretical critical curves,
shown in Figure 6.16(c,d), are much better for ®Æ 0.105 than for ®Æ 0.115.
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Figure 6.14: CV restitution curves for the BR model for two selected values of the
model parameter. Stable (upper) and unstable (lower) branches are shown by differ-
ent line types.
6.4.3 Linear Approximation of the Strength-Duration Curve
Figure 6.17 exhibits the strength-duration threshold curve analysis for BR model for
two different excitability parameters, ®Æ 0.105 and ®Æ 0.115. The resulting theoretical
critical curves are derived according to the formulas (3.66) and (3.68). Firstly, the
values of s are determined by the transcendental equation (3.68) and compared to
FHN system, it is easier to detect the zeros of this equation, two of which are shown
in the top panel of the figure for ts Æ 3 and ts Æ 10. Then, the remaining part is to
insert the found value of s back into theoretical threshold curve generated by (3.66).
The bottom panel of the figure shows these threshold curves being compared with
numerical critical curves. As can be seen from the figure, the analytical estimate for
®Æ 0.115 provides a somewhat better approximation than that for ®Æ 0.105.
6.5 Chapter Summary
In this chapter, we have successfully tested the initiation of excitation waves on mul-
ticomponent reaction-diffusion test problems. Two different initiation protocols have
been reported for the models considered, except for the Biktashev model, in which
only the linear approximation of the strength-duration curve analysis has been per-
formed as the critical curve in the strength-extent plane is covered in [66]. For this
model, the analytical expression for the critical front and first two left and right eigen-
pairs are explicitly known. We have proposed a hybrid approach based on operator
splitting as a combination of the finite element and finite difference methods to cal-
culate these ingredients numerically. This hybrid procedure for such a model having
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Figure 6.15: BR theory ingredients for (a) ®Æ 0.105 and (b) ®Æ 0.115. Shown are com-
ponents of scaled vector functions, indicated in top right corner of each panel, where
. . . uˆÆSuˆ, W j Æ 104S¡1W j, and SÆ diag(10¡2,1,1,1,1,1,105). The space coordinate is
chosen so that »Æ 0 at the maximum of Vˆ . Correspondence of lines with components
is according to the legends at the top.
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Figure 6.16: Results of BR theory for (a,c) ® Æ 0.105 and (b,d) ® Æ 0.115. (a,b): The
pre-compatibility function ´(»), used to compute the theoretical critical curve. The V (»)
component of the critical solution uˆ is also shown for positioning purposes. (c,d): Com-
parison of the theoretical critical curves obtained in the linear approximation, and the
critical curves obtained by direct numerical simulations.
discontinuous right-hand side is essential, especially when there are no existing an-
alytical closed forms of the ingredients, which is the case for most of the realistic
cardiac excitation models.
Apart from the case of moving critical front, we have also considered two test
problems with moving critical pulse, FihzHugh-Nagumo and Beeler-Reuter models.
The critical pulse and eigenpairs for both models have been respectively obtained by
using AUTO continuation package and the marching method. These ingredients have
been then employed in the analytical description of the threshold curves.
To compare the performance of the proposed approach with direct numerical
threshold curves, the results of two set of parameter values for each model has been
presented. These results have indicated that the described method perform well, but
differently according to the parameters values and possible explanations given in the
text.
The FHN system is considered as a ZFK equation extended by a slow variable. It
is possible, therefore, that the perturbation theory can be applied in a straightforward
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Figure 6.17: Equation (3.68) that defines the shift s in terms of ts and comparison of
analytical and numerical strength-duration curve for the BR model for ® Æ 0.105 and
®Æ 0.115.
way to determine the critical pulse and the first two eigenfunctions corresponding
to the first two leading eigenvalues of FHN system, and even hence the critical curve
itself analytically. This alternative approach has also been given in details in this chap-
ter.
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Figure Parameter(s) & Discretization & L
Fig. 6.1 ®Æ 1,¿¤ Æ 8.2,xs Æ 0.6,¢» Æ 0.05,Us Æ 2.59404,¢¿ Æ 4¢»2/9,LÆ 30
Fig. 6.2 (top) ®Æ 1,¿¤ Æ 8.2,xs Æ 1.5,Us Æ 2.59403,¢» Æ 0.05,¢¿ Æ 4¢»2/9,LÆ 20
Fig. 6.2 (bottom) ®Æ 1,¿¤ Æ 8.2,xs Æ 1.5,Us Æ 2.59404,¢» Æ 0.05,¢¿ Æ 4¢»2/9,LÆ 20
Fig. 6.3 ®Æ 1,¿¤ Æ 8.2,¢n Æ 7,¢» Æ¢/¢n,¢¿ Æ 4¢»2/9,LÆ 40¢
Fig. 6.4 ®Æ 1,¿¤ Æ 8.2,¢n Æ 5,6,7,8,9,10,¢» Æ¢/¢n,¢¿ Æ 4¢»2/9,LÆ 40¢
Fig. 6.5 (a,c) ¿¤ Æ 7.8,®Æ 2/3,¢» Æ 0.03,¢¿ Æ 4¢»2/9,LÆ 30
Fig. 6.5 (b,d) ¿¤ Æ 8,®Æ 9/11,¢» Æ 0.03,¢¿ Æ 4¢»2/9,LÆ 30
Fig. 6.6 °Æ 0.01,®Æ 0.37,¯Æ 0.05(red,blue),¯Æ 0.13(green,violet)
Fig. 6.7 & 6.8 °Æ 0.01,®Æ 0.37,¯Æ 0.05(a),¯Æ 0.13(b),¢» Æ 0.03,¢¿ Æ 4¢»2/9
Fig. 6.9(a,c) °Æ 0.01,®Æ 0.37,¯Æ 0.05,¢» Æ 0.03,¢¿ Æ 4¢»2/9,LÆ 60
Fig. 6.9(b,d) °Æ 0.01,®Æ 0.37,¯Æ 0.13,¢» Æ 0.03,¢¿ Æ 4¢»2/9,LÆ 60
Fig. 6.10 & 6.12 °Æ 0.01,®Æ 0.37,¯Æ 0.05
Fig. 6.11(a,b) °Æ 0.001,¯Æ 0.05,®Æ 0.37
Fig. 6.11(c,d) °Æ 10¡6,¯Æ 0.01,®Æ 0.37
Fig. 6.13(a) ¯Æ 0.01,®Æ 0.37,°Æ 10¡5
Fig. 6.13(b) ¯Æ 0.05,®Æ 0.37,°Æ 10¡2
Fig. 6.14 ®Æ 0.105(red,blue),®Æ 0.115 (green,violet)
Fig. 6.15 ®Æ 0.105(a),®Æ 0.115(b),¢» Æ 0.03,¢¿ Æ 4¢»2/9
Fig. 6.16 ®Æ 0.105(a,c), ®Æ 0.115(b,d),¢» Æ 0.03,¢¿ Æ 4¢»2/9
Fig. 6.17 ®Æ 0.105(a,c),®Æ 0.115(b,d),¢» Æ 0.03,¢¿ Æ 4¢»2/9
Table 6.3: The complete set of parameters and discretization values used in the fig-
ures.
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CONCLUSION AND FUTURE WORK
In this final chapter, we shall summarise the results we have obtained in this thesis,
and then discuss the implications and limitations of the research. We finally conclude
the chapter with an outline of further directions.
7.1 Summary and Main Results
The main aim of this thesis was to substantially extend the method proposed in [68]
for analytical description of the threshold curves that separate the basins of attraction
of propagating wave solutions and of decaying solutions of certain reaction-diffusion
models of spatially-extended excitable media. The specific aims of this thesis were:
• Extending the proposed theory to analysis of a wider class of excitable sys-
tems, including multicomponent reaction-diffusion systems, systems with non-
self-adjoint linearized operators and in particular, systems with moving critical
solutions (critical fronts and critical pulses).
• Building an extension of this method from a linear to a quadratic approximation
of the (center-)stable manifold of the critical solution to demonstrate the discrep-
ancy between the analytical based on the linear approximation and numerical
threshold curves encountered when considering this quadratic approximation.
The mathematical structure of the theory of these main aims listed above has been
outlined in Chapter 3. The essential ingredients of the theory are the critical solution
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itself, and the eigenfunctions of the corresponding linearized operator. For the linear
approximation in the critical nucleus case, we need the leading left (adjoint) eigen-
function; in the moving critical solution case, we need two leading left eigenfunctions;
and for the quadratic approximations we require as many eigenvalues and left and
right eigenfunctions as possible to achieve better accuracy. Of course, closed analyt-
ical formulas for these ingredients can only be obtained in exceptional cases, and in
a more typical situation a “hybrid” approach is required, where these ingredients are
obtained numerically. In Chapter 4, we have provided insight into how the numerical
computation of these essential ingredients and the direct numerical simulation of the
threshold curves can be carried out. Specifically, the following has been covered in
Chapter 4:
• The finite difference and finite element numerical simulations of the strength-
extent and strength-duration curves generated using the bisection algorithm.
• A numerical procedure for the determination of the critical nucleus that is a
unique, time-independent solution of one-component reaction-diffusion equa-
tion.
• A shooting technique for the numerical solution of the initial value problem with
the initial condition very close to initiation threshold in order to identify the mov-
ing critical solution, in particular the critical front, by means of the operator split-
ting method.
• Providing insight into how the conduction velocity restitution curves are com-
puted with the help of the continuation software AUTO [34] as a solution of the
periodic boundary value problem such that one end of this curve (lower branch)
defines the critical pulse solution.
• Numerical computation of the eigenvalues, and left and right eigenfunctions us-
ing modified power iteration method that solves the linearized and adjoint lin-
earized eigenvalue problems.
• Proposing the standard implicitly restarted Arnoldi iterative method to approx-
imately determine the eigenpairs as an alternative and usually less time-
consuming technique compared to the power iteration.
The analytical theory and hybrid procedure have been demonstrated on five dif-
ferent test problems given in Chapter 5 and Chapter 6. Chapter 5 is dedicated to
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the one-component reaction-diffusion test problems where the critical solution is the
critical nucleus and Chapter 6 contains the multicomponent test problems with either
critical front or critical pulse solution. Some results that we have presented in these
chapters are as follows:
• The hybrid numerical method of calculating the essential ingredients of the the-
ory has been applied in a simple, generic manner as described in Chapter 4
even when we have the closed analytical formulas for some of these ingredients
so that the hybrid method is effectively validated.
• In all models, the analytical threshold curves are compared with the ones ob-
tained from direct numerical simulations. We have applied both the linear and
quadratic approximations for one-component test problems, ZFK and McKean
models. The quadratic approximation agreed very well with numerical threshold
curves compared to the linear approximations’ results, as would be expected.
• For the models with discontinuous right hand sides, the standard finite difference
discretization leads to the “frozen solution” phenomenon, which directs us to
a finite-element approximation instead and this approach prevented this frozen
solution as in explained in more detail in the appendices at the end of this thesis.
• For the multicomponent test problems, one is unlikely to obtain the analytical
description of the ingredients of the threshold curves, so we have invoked the
hybrid numerical-asymptotic method to deal with these ingredients. Neverthe-
less, we have presented a reasonable approach for FHN system to provide a
full analytical treatment by the use of the perturbation theory that benefits from
the exact analytical solutions of its primitive version, ZFK equation.
• We have also developed a numerical procedure based on an operator splitting
procedure for obtaining the critical front in a comoving frame of reference and
the first two leading left and right eigenfunctions along with corresponding eigen-
values for Biktashev model, as described in detail in Appendix C.
7.2 Research Implications and Limitations
As is emphasised in this thesis, the essential ingredients of the theory can not al-
ways be analytically calculated, and therefore we have presented the hybrid approach,
which describes how to obtain these ingredients numerically. The main disadvantages
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of such approach are that it naturally causes some error in the prediction of any con-
sidered ingredient(s), and also increases the computational expense of the theory.
For example, when performing the quadratic approximation in McKean equation, we
have considered a limited number of eigenpairs instead of the whole spectrum, and a
finite interval x 2 [0,L) as an approximation of x 2 [0,1). With this in mind, the choice
of the parameter L is directly related to the required computation time and consider-
ing the performance of the quadratic approximation related to L, a large amount of
computational effort is usually required.
The accuracy and efficiency of the hybrid computation of the essential ingredients
are dependent on the numerical scheme and mesh resolution. In general, we have
chosen the spatial and temporal discretizations in the way that we keep the numerical
error under control and the computation time as small as possible. It is obvious that
some of the numerical schemes discussed in this thesis do not outperform other long-
running and mathematically more complicated numerical schemes. In particular, the
numerical study of Biktashev model has introduced the spurious oscillations and first-
order accurate result near the discontinuities due to Beam-Warming method, which
can be tackled using some advanced shape-preserving advection schemes (see, for
example, [114]). However, these approaches demand high computational cost, which
is why they are beyond the scope of this thesis.
Obviously, we have considered stepwise rectangular initial and boundary profiles
throughout the thesis. However, the theory can be easily generalized to any kind of
shape. Note that the hybrid approach determining the essential ingredients of the
theory is actually independent of the choice of both initial and boundary profiles.
As the results of the theory pointed out, our method provides more accurate re-
sults for some parameter values than the others, especially in the linear analysis. Even
though the quadratic approximation offered for one-component test problems with the
critical nucleus solutions provides more accurate estimates, still it is not fully under-
stood why the choice of parameter values significantly matters. We can, however,
point several possible likely explanations for this disagreement based on empirical ev-
idences. As can be observed from the related figures, the linear approximation works
better if the correction induced by the quadratic approximation is small. Yet again,
this has been verified only for the scalar equations since we have not investigated
the quadratic approximation for the cases of moving critical solutions. Another possi-
ble explanation for such discrepancy would be linked to the behaviour of the discrete
and continuous spectra, and hence corresponding eigenfunctions. We also believe
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that the absolute difference between the first (for the case of the critical nucleus) or
second (for the case of the moving critical solutions) leading eigenvalue and the next
eigenvalues with biggest real part has the effect of making the linear approximation
better or worse.
7.3 Future Work
• The theory established in this thesis is limited to one spatial dimension. There-
fore, it could be of interest for further researches to adopt the theory to two and
three dimensions.
• The proposed theory based on the moving critical solutions involves only the
linear approximation. As an additional consideration, the quadratic approxima-
tion for the cases of moving critical solutions can also be carried out. This could
lead us to understand why the performance of the theory varies according to the
choices of the parameters.
• Another extension of the work worth considering would be to investigate the
theory on some up-to-date realistic cardiac excitation models [28], simplified
cardiac models with unusual properties [36, 59], and other excitable media such
as combustible media [64, 83, 121], pipe flow [8, 9] etc.
• Throughout the theory, we have made the assumption that the spectrum is real.
This is, however, not necessarily the case for the non-self-adjoint problems,
which remains an interesting direction for future research.
• Although it is rather hard to obtain, development of new procedure to provide
closed analytical formulas for essential ingredients could also be another inter-
esting line of research. This is needed especially when we compare our theory
with some other well-known approaches. For instance, it is known that the clas-
sical Lapicque-Blair-Hill formula does not always work well. We have shown that
this is indeed the case for the FHN system by means of the asymptotic pertur-
bation theory analysis.
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FINITE ELEMENT DISCRETIZATION FOR THE MCKEAN
MODEL
Here, we present the finite element discretization formula for the McKean model to
solve initial-value problems both for the nonlinear equation,
@u
@t
Æ @
2u
@x2
¡uÅH(u¡a),
and its linearization,
@v
@t
Æ @
2v
@x2
¡vÅ±(u¡a)v.
These are equivalent (for u decreasing in x) to
@u
@t
Æ @
2u
@x2
¡uÅH(x¤¡ x),
@v
@t
Æ @
2v
@x2
¡vÅ 1
u0(x¤)
±(x¡ x¤)v,
where x¤ Æ x¤(t) is defined by
u(x¤(t), t)Æ a.
As the right-hand sides of each equation include Heaviside step and Dirac delta func-
tions, the finite-element treatment is required for both cases, and we present the de-
tails for both cases together, by writing both as
@w
@t
Æ @
2w
@x2
Å f (w,x), (A.1)
163
APPENDIX A. FINITE ELEMENT DISCRETIZATION FOR THE MCKEAN MODEL
where wÆ u, f Æ¡uÅH(u¡a)Æ¡uÅH(x¤¡x) in one case, and wÆ v, f Æ¡vÅ±(u¡a)vÆ
¡vÅ (1/u0(x¤))±(x¡ x¤)v in the other case.
Multiplying (A.1) by any “test function” ©(x), and integrating over the domain gives
the weak formulation of the problem,Z L
0
©(x)
½
@w
@t
¡ @
2w
@x2
¡ f (w,x)
¾
dxÆ 0.
As is known and stated in Section 2.6, the solution of the weak formulation is also
the solution of the original equation. After integration by parts and taking into account
Neumann boundary conditions for w, the weak formulation can be formally re-written
as Z L
0
·
©(x)
µ
@w
@t
¡ f (w,x)
¶
Å @©
@x
@w
@x
¸
dxÆ 0. (A.2)
The difference is, of course, that whereas the original formulation requires that w is
twice differentiable in x, the weak formulation (A.2) uses only first derivatives of w,
and can be applied as long as the test functions © are once differentiable.
The standard finite element method is the Galerkin method applied to (A.2). It uses
a set of linearly independent functions,© j(x), j Æ 1, . . . ,N, called the finite elements, as
the test functions, and seeks the approximation of the solution in the span of this
same set:
w(x, t)¼ wˇ(x, t)Æ
NX
jÆ0
wˇ j(t)© j(x). (A.3)
Substitution of (A.3) into (A.2) for ©Æ©i, i Æ 1, . . . ,N, leads to the system of equations
NX
jÆ0
A i, j
dwˇ j
dt
Å
NX
jÆ0
Bi, jwˇ j ÆC i
¡
wˇ j
¢
, i Æ 1, . . . ,N,
or in the vector form, for wˇ(t)Æ
³
wˇ j
´
,
A
dwˇ
dt
ÅBwˇÆC, (A.4)
where the coefficients are given by
A i, j Æ
Z L
0
©i(x)© j(x)dx, (A.5a)
Bi, j Æ
Z L
0
©0i(x)©
0
j(x)dx, (A.5b)
C i
¡
wˇ j
¢Æ Z L
0
©i(x) f
Ã
NX
jÆ0
wˇ j© j(x),x
!
dx. (A.5c)
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Throughout the thesis, we stick to the same simple and popular choice of the test
function, the piecewise linear tent functions:
©i (x)Æ
8>>>><>>>>:
(x¡ xi¡1) /¢x, x 2 [xi¡1,xi] ,
(xiÅ1¡ x) /¢x, x 2 [xi,xiÅ1] ,
0, otherwise
(A.6)
for a regular grid of (xi),
xi Æ (i¡1)¢x, i Æ 1, . . . ,N, ¢x Æ L/ (N¡1). (A.7)
Obviously, in this case
© j(xi)Æ
8<:1, if i Æ j,0, otherwise
and therefore wˇ(xi)Æ wˇi. For these test functions, the mass matrix AÆ
³
A i, j
´
and the
stiffness matrix BÆ
³
Bi, j
´
are tridiagonal matrices as respectively given in (2.73) and
(2.74) whereas the load vector CÆ
³
C i
´
is expressed as
C (wˇ)Æ¡AwˇÅF, (A.8)
where FÆ
³
F i
´
and differs for the nonlinear problem and for the linearized problem.
For the nonlinear problem, wˇÆ uˇ, we get FÆF(1)ÅF(2), where
F (1)i Æ
1
2¢x
8>>>>>>><>>>>>>>:
¢x
2, uˇi¡1 È a, uˇi È a,
(x¤¡ xi¡1)2, uˇi¡1 È a, uˇi Ç a,
¢x
2¡ (x¤¡ xi¡1)2, uˇi¡1 Ç a, uˇi È a,
0, otherwise,
(A.9)
and
F (2)i Æ
1
2¢x
8>>>>>>><>>>>>>>:
¢x
2, uˇiÅ1 È a, uˇi È a,
(x¤¡ xiÅ1)2, uˇiÅ1 È a, uˇi Ç a,
¢x
2¡ (x¤¡ xiÅ1)2, uˇiÅ1 Ç a, uˇi È a,
0, otherwise
(A.10)
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for i Æ 2, . . . ,N¡1, and
F1 Æ 14¢x
8>>>>>>><>>>>>>>:
2¢x2, uˇ1 È a, uˇ2 È a,
(x¤¡ x0)2Å (x2¡ x¤)2, uˇ1 Ç a, uˇ2 È a,
2¢x2¡ (x¤¡ x0)2¡ (x2¡ x¤)2, uˇ1 È a, uˇ2 Ç a,
0, otherwise,
(A.11)
and
FN Æ 14¢x
8>>>>>>><>>>>>>>:
2¢x2, uˇN¡1 È a, uˇN È a,
(x¤¡ xNÅ1)2Å (xN¡1¡ x¤)2, uˇN¡1 È a, uˇN Ç a,
2¢x2¡ (x¤¡ xNÅ1)2¡ (xN¡1¡ x¤)2, uˇN¡1 Ç a, uˇN È a,
0, otherwise
(A.12)
for the boundary points. In these formulas, where x¤ is the point such that uˇ(x¤, t) Æ
a by linear interpolation, i.e. for m such that (uˇm ¡ a)(uˇmÅ1 ¡ a) · 0, we have x¤ Æ
((uˇmÅ1¡a)xmÅ (a¡ uˇm)xmÅ1) /(uˇmÅ1¡ uˇm), and the definition (A.7) is extended to i Æ 0
and i ÆNÅ1.
For the linear problem, wˇÆ vˇ, we get
Fm Æ 1a¢x2
£
(xmÅ1¡ x¤)2 vˇmÅ (xmÅ1¡ x¤) (x¤¡ xm) vˇmÅ1
¤
, (A.13)
FmÅ1 Æ 1a¢x2
£
(xmÅ1¡ x¤) (x¤¡ xm) vˇmÅ (x¤ Æ¡xm)2 vˇmÅ1
¤
, (A.14)
F j Æ 0, j 6Æm,mÅ1, (A.15)
where m and x¤ are defined based on the nonlinear solution uˇ based on the same
rule as above.
After forming the mass and stiffness matrices, and the load vector, we are left to
apply the generalized trapezoidal rule [110] to approximate the time derivative in the
residual of (A.4), which results in
(AÅ¢tµB)wˇnÅ1 Æ (A¡¢t (1¡µ)B)wˇnÅC, (A.16)
for the regular discretization of time
tn Æ n¢t, nÆ 0,1. . . , ¢t Æ t1¡ t0. (A.17)
and the parameter µ is fixed to 1/2 so that we have a second-order neutrally stable
scheme.
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ON "FROZEN NUCLEI" IN THE MCKEAN EQUATION
As already mentioned in the previous chapters, the critical nucleus solution, which
is even, unstable, nontrivial time-independent solution of one-dimensional one-
component reaction-diffusion system (3.1) (with k=1) plays a crucial role in under-
standing initiation of propagating waves in ZFK and McKean equations. In addition,
such solution is unique as shown e.g. in [101]. For the sake of completeness and gen-
erality, we have presented the general technique approximating this critical nucleus
as outlined in Section 4.4 but without describing specific numerical integration. The
choice of the numerical method solving the discretized version of McKean equation is
particularly important, we have considered the standard finite difference discretization
at first. The numerical results based on this discretization, however, are not promising
and convincing since the numerical critical nucleus as defined by the standard differ-
ence scheme is not actually unique and is stable. This scenario is similar to “propa-
gation block” or “propagation failure” observed in several different forms of discrete
reaction-diffusion system (see e.g. [37, 62, 65, 72]). Keener [72] established that the
generic system with a smooth cubic nonlinearity has “frozen solutions” for sufficiently
large discretization steps. Roughly speaking, for McKean model, however, the frozen
solution exists for all discretization steps due to the discontinuous right-hand side, as
will be explained in more details below.
For the regular grid discretization,
u j Æ u(x j), x j Æ j¢x, j 2Z, u¡ j ´ u j,
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the "discrete critical nucleus" is the nontrivial solution of
u j¡1¡2u jÅu jÅ1
¢x2
¡u jÅH(u j¡a)Æ 0. (B.1)
Since the critical nucleus is even in x and strictly monotonically decreasing in 0· xÇ
1, we let u j È a for j 2 0,m and u j Ç a otherwise. Then, we set v j Æ u j ¡H(u j ¡a) so
that (B.1) takes the same form on the each of the intervals
v j¡1¡2v jÅv jÅ1¡¢x2v j Æ 0. (B.2)
For v j/¾ j, this gives
¾2¡ ¡2Å¢x2¢¾Å1Æ 0,
and so ¾Æ¹ or ¾Æ 1/¹, where
¹ , 2Å¢x
2Å¢x
p
4Å¢x2
2
. (B.3)
The general solution of equation (B.2) satisfying the boundary condition lim j!1 v j Æ 0
is
v j Æ
8<:A¹
¡ j, j ¸m,
B
¡
¹ jÅ¹¡ j¢ , j ·mÅ1, (B.4)
for some constants A and B, and these are specified by the matching conditions
implying that the two solutions should coincide at j Æm and j ÆmÅ1
A Æ
¡
¹2mÅ1¡1¢
¹m
¡
¹Å1¢ , BÆ¡ 1¹m ¡¹Å1¢ . (B.5)
The critical nucleus solution is then obtained by substituting these coefficients into
(B.4) and then v j back into u j Æ v jÅH(u j¡a)
uˆ j Æ
8>>>><>>>>:
1¡ ¹
jÅ¹¡ j
¹m
¡
¹Å1¢ , j 2 0,mÅ1,¡
¹2mÅ1¡1¢¹¡ j
¹m
¡
¹Å1¢ , j 2m,1,
(B.6)
where we have considered a 2 (uˆmÅ1, uˆm), i.e. there is no corresponding value of the
discretized solution exactly equal to a. The parameter a can be written as
a 2
µ
¹m¡¹¡m¡1
¹mÅ1Å¹m ,
¹mÅ1¡¹¡m
¹mÅ1Å¹m
¶
Æ ¡am,am¢ .
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Figure B.1: Non-uniqueness of the discrete critical nucleus solutions is observed for
some aÈ a1(¢x), and for all aÈ a2(¢x).
This verifies that there is a range of possible values of a for a given m. Hence, at a
fixed discretization step ¢x, the critical nucleus solution discontinuously depends on
the parameter a, and it is possible to obtain more than one solution for some com-
binations of ¢x and a, as opposed to the uniqueness property of the critical nucleus.
Indeed, this can be shown by solving the inequality
amÅ1 Ç am,
we find the following relation
mÈm1 ,
ln
¡
¹2Å¹Å1¢
2ln¹
¡ 3
2
. (B.7)
Considering that the discrete critical nucleus solution (B.6) approximates the exact
critical nucleus solution (5.14), we have the corresponding matching point coordinate
x¤ È x¤1 ¼¢xm1, (B.8)
and then from (5.15)
aÈ a1 ¼ 12
³
1¡e¡2x¤1
´
Æ 1
2
"
1¡exp
Ã
¡¢x
Ã
ln
¡
¹2Å¹Å1¢
ln¹
¡3
!!#
. (B.9)
Equations (B.3), (B.7), (B.8) and (B.9) define a1 as a function of ¢x, such that for
aÈ a1(¢x) there can be more than one discrete solution corresponding to the same a.
Similarly, by solving the inequality
amÅ2 Ç am,
we obtain
mÈm2 ,
ln
¡
¹4Å¹3Å¹2Å¹Å1¢
2ln¹
¡ 5
2
. (B.10)
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In this case, the matching point coordinate is x¤2 ¼ ¢xm2 and we have the following
relation derived from (5.15)
aÈ a2 ¼ 12
³
1¡e¡2x¤2
´
Æ 1
2
"
1¡exp
Ã
¡¢x
Ã
ln
¡
¹4Å¹3Å¹2Å¹Å1¢
ln¹
¡5
!#
. (B.11)
Figure B.1 shows the graph of functions a1 (¢x) and a2 (¢x), which characterizes the
non-uniqueness of the discrete critical nucleus solutions.
Moreover, to investigate the stability of the discrete critical nucleus solution, we
consider the linearized system around the critical nucleus
dv j
dt
Æ v j¡1¡2v jÅv jÅ1
¢x2
¡v j, j 2Z. (B.12)
The spectrum of the system (B.12) in `2(Z) is [¡1¡4/¢x2,¡1], with eigenpairs
W j Æ exp(i· j)Åexp(¡i· j), ¸Æ¡1¡2(1¡cos·)/¢x2, · 2R.
Thus, the discretized critical nuclei are almost surely asymptotically stable in the linear
approximation. Contrary to the expectation that any initial condition with amplitudeUs
either ignites or decays (likewise for Is), the result of the direct numerical simulation
encounters time-independent solutions behaving like these “critical nucleus” solutions.
Generally speaking, these “frozen” solutions are to be observed for all discretization
steps and the region where “frozen” solutions occur is inversely proportional to the
discretization step. This “frozen” region is illustrated in Figure B.2.
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Figure B.2: The "frozen" nuclei solution of the McKean model obtained by direct nu-
merical simulations for different discretization steps where panel (a) corresponds to
the strength-extent curve analysis and panel (b) is for the strength-duration curve.
Parameters: aÆ 0.48, LÆ 10, ¢t Æ 4¢x2/9.
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NUMERICAL APPROACHES TO THE BIKTASHEV MODEL
This appendix contains the discretization formula for the Biktashev model. Specifically,
we aim to provide the numerical procedure for finding the critical front and first two
leading eigenvalues and the corresponding left and right eigenfunctions accordingly.
To begin with, we consider an even extension of the model,
@E
@t
Æ @
2E
@x2
ÅH(E¡1)h,
@h
@t
Æ 1
¿¤
(H(¡E)¡h) , x 2 (¡1,1) , t 2 (0,1) , (C.1)
E (x,0)ÆEsH(xs¡ x)H(xsÅ x)¡®.
In the co-moving frame of reference »Æ x¡ s (¿), ¿Æ t, (C.1) becomes
@E
@¿
Æ @
2E
@»2
Å s0 (¿) @E
@»
ÅH(E¡1)h,
@h
@¿
Æ s0 (¿) @h
@»
Å 1
¿¤
(H(¡E)¡h) , » 2 (¡1,1) ,¿ 2 (0,1) , (C.2)
E (»,0)ÆEsH(¡»)H(»Å2xs)¡®.
We also need to impose a pinning condition in order to find the value of s0 which varies
at each time step. This can be achieved by considering the shape of E component
of the critical front solution. A common way to define such condition is to choose a
constant E¤ represented once in the front profile for every time step,
E (s (¿),¿)ÆE¤. (C.3)
For simplicity, we take E¤ Æ 0.
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C.1 Discretization Formula for the Critical Front
Numerical analysis of the critical front for Biktashev model is based on a combination
of finite element and finite difference methods by using the operator splitting method
(see e.g. [50]). Finite element method is used to handle the right-hand sides of the
equations with discontinuous terms involving the Heaviside step function. For the stan-
dard finite difference discretization, we use the Beam-Warming scheme for the first
spatial derivatives of both E and h. We set the domain of » and ¿ coordinates to be
¡L· »· L, 0· ¿· ¿ f so that the grid points »i, ¿n are
»i Æ¡LÅ i¢», ¿n Æ n¢¿,
where ¢» È 0 and ¢¿ È 0 are fixed space and time steps, and i Æ 1,2, ¢ ¢ ¢ ,N, n Æ
0,1, ¢ ¢ ¢ ,M for N,M È 0 . For convenience, we use the following shorthand notations:
Eni , h
n
i as the numerical approximation of E (»i,¿n) and h (»i,¿n), E
n
i¤ Æ 0 as our pinning
condition which will be further explained later, and finally cn Æ s0 (¿n) as the speed at
n¡ th time step. Using these representations, we solve (C.2) numerically using oper-
ator splitting method approach in the following seven steps:
Step 1(Finite element method): As a first step, we solve E equation without the ad-
vection term as it is multiplied by the speed which is not determined yet
@E
@¿
Æ @
2E
@»2
ÅH(E¡1)h. (C.4)
We have to employ the finite element method due to the discontinuous Heaviside step
function which gives
[AÅ¢¿Bµ]EnÅ1/2i Æ [A¡¢¿B (1¡µ)]Eni Å¢¿Dhni , (C.5)
where we set µ Æ 0.5. The matrices A and B are the mass and stiffness matrices as
defined in (2.73) and (2.74), while the matrix D is the matrix obtained from the kinetics
term
DÆ £di, j¤Æ Z L
¡L
H(E¡1)©i(»)© j(»)d», (C.6)
which is a tridiagonal matrix with following diagonal elements,
di,i Æ
Z L
¡L
H(E¡1)©2i (») d»Æ
1
¢»2
µZ »i
»i¡1
H(E¡1)(»¡»i¡1)2 d»
Å
Z »iÅ1
»i
H(E¡1)(»iÅ1¡»)2 d»
¶
Æ I3 iÅ I4 i, for i Æ 2,3, ¢ ¢ ¢ ,N¡1 (C.7)
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where
I3 i Æ 13¢»2
8>>>>>>><>>>>>>>:
¢»
3, E i¡1 È 1, E i È 1,¡
»¤i¡1¡»i¡1
¢3 , E i¡1 È 1, E i Ç 1,
¢»
3¡ ¡»¤i¡1¡»i¡1¢3 , E i¡1 Ç 1, E i È 1,
0, otherwise,
(C.8)
I4 i Æ 13¢»2
8>>>>>>><>>>>>>>:
¢»
3, E i È 1, E iÅ1 È 1,
¢»
3¡ ¡»iÅ1¡»¤iÅ1¢3 , E i È 1, E iÅ1 Ç 1,¡
»iÅ1¡»¤iÅ1
¢3 , E i Ç 1, E iÅ1 È 1,
0, otherwise.
(C.9)
The supradiagonal elements of D are evaluated as
di,iÅ1 Æ
Z L
¡L
H(E¡1)©i(»)©iÅ1(»)d»Æ 1
¢»
Z »iÅ1
»i
H(E¡1)(»iÅ1¡») (»¡»i) d»
Æ 1
6¢»2
8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:
¢»
3, E i È 1, E iÅ1 È 1,
3»iÅ1»¤iÅ1
2Å3»iÅ1»2i ¡2»¤iÅ13¡»3i
¡6»iÅ1»i»¤iÅ1Å3»i»¤iÅ12, E i È 1, E iÅ1 Ç 1,
»3iÅ1¡3»iÅ1»¤iÅ12Å2»¤iÅ13¡3»i»¤iÅ12
¡3»i»¤iÅ12Å6»i»iÅ1»¤iÅ1, E i Ç 1, E iÅ1 È 1,
0, otherwise,
(C.10)
and finally the subdiagoanal elements are
di¡1,i Æ
Z L
¡L
H(E¡1)©i(»)©i¡1(»)d»Æ 1
¢»2
Z »i
»¡1
H(E¡1)(»¡»i¡1) (»i¡») d»
Æ 1
6¢»2
8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:
¢»
3, E i¡1 È 1, E i È 1,
3»i»¤i¡1
2Å3»i¡1»¤i¡12Å3»i»2i¡1¡»3i¡1
¡6»i¡1»i»¤i¡1¡2»¤i¡13, E i¡1 È 1, E i Ç 1,
»3i Å6»i»i¡1»¤i¡1Å2»¤i¡13¡3»i¡1»2i
¡3»i»¤i¡12¡3»i¡1»¤i¡12, E i¡1 Ç 1, E i È 1,
0, otherwise.
(C.11)
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Inserting the no-flux boundary conditions at each end gives
d1,1 Æ 13¢»2
8>>>>>>><>>>>>>>:
2¢»3, E1 È 1, E2 È 1,
2¢»3¡
¡
»2¡»¤2
¢3¡ ¡»¤2 ¡»2Å2¢»¢3 , E1 È 1, E2 Ç 1,¡
»¤2 ¡»2Å2¢»
¢3Å ¡»2¡»¤2¢3 , E1 Ç 1, E2 È 1,
0, otherwise,
(C.12)
dN,N Æ 13¢»2
8>>>>>>><>>>>>>>:
2¢»3, EN¡1 È 1, EN È 1,¡
»N¡1Å2¢»¡»¤N¡1
¢3Å ¡»¤N¡1¡»N¡1¢3 , EN¡1 È 1, EN Ç 1,
¡¡»N¡1Å2¢»¡»¤N¡1¢3Å2¢»3¡ ¡»¤N¡1¡»N¡1¢3 , EN¡1 Ç 1, EN È 1,
0, otherwise.
(C.13)
Having in mind that the tent functions we have chosen are piecewise linear, the
points »¤i¡1, »
¤
iÅ1, »
¤
2 and »
¤
N¡1 are then obtained from the linear interpolation method
»¤kÅ1 Æ
[E (»kÅ1)¡1]»kÅ [1¡E (»k)]»kÅ1
E (»kÅ1)¡E (»k)
,
for kÆ 1, i¡2, i,N¡2.
Step 2(Thomas algorithm): Inserting the elements of the matrices A, B and D into
(C.5) yields 2666666664
¯1 °1 0 0
®2 ¯2 °2
®3 ¯3
. . .
. . . . . . °N¡1
0 ®N ¯N
3777777775
0BBBBBBBBB@
EnÅ1/21
...
...
...
EnÅ1/2N
1CCCCCCCCCA
Æ
0BBBBBBBBB@
±1
...
...
...
±N
1CCCCCCCCCA
, (C.14)
where
¯k Æ ak,kÅ¢¿ (1¡µ)bk,k, for kÆ 1,2, ¢ ¢ ¢ ,N,
®mÅ1 Æ °m Æ am,mÅ1Å¢¿ (1¡µ)bm,mÅ1, for mÆ 2, ¢ ¢ ¢ ,N¡1,
±1 Æ
£
a1,1Å¢¿ (1¡µ)b1,1
¤
En1 Å
£
a1,2Å¢¿ (1¡µ)b1,2
¤
En2 Å¢¿
£
d1,1hn1 Åd1,2hn2
¤
,
±i Æ
£
ai,i¡1Å¢¿ (1¡µ)bi,i¡1
¤
Eni¡1Å
£
ai,iÅ¢¿ (1¡µ)bi,i
¤
Eni Å
£
ai,iÅ1Å¢¿ (1¡µ)bi,iÅ1
¤
EniÅ1
Å¢¿
£
di,i¡1hni¡1Ådi,ihni Ådi,iÅ1hniÅ1
¤
, for i Æ 2, ¢ ¢ ¢ ,N¡1,
±N Æ
£
aN,N¡1Å¢¿ (1¡µ)bN,N¡1
¤
EnN¡1Å
£
aN,N Å¢¿ (1¡µ)bN,N
¤
EnN
Å¢¿
£
dN,N¡1hnN¡1ÅdN,NhnN
¤
.
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System (C.14) is a tridiagonal system of N equations that can be solved using a
standard Gaussian elimination method such as Thomas algorithm and using such
algorithm is sometimes crucial as it leads to a reduced computational cost. The back
substitution procedure (see e.g. [134] for more detailed explanation) generates the
solution as
°0i Æ
8><>:
°i
¯i
, i Æ 1,
°i
¯i¡®i°0i¡1
, i Æ 2,3, ¢ ¢ ¢ ,N¡1,
(C.15)
±0i Æ
8><>:
±i
¯i
, i Æ 1,
±i¡®i±0i¡1
¯i¡®i¡°0i¡1
, i Æ 2,3, ¢ ¢ ¢ ,N¡1,
(C.16)
EnÅ1/2N Æ ±0N ,
EnÅ1/2i Æ ±0i¡°0iEnÅ1/2iÅ1 , i ÆN¡1,N¡2, ¢ ¢ ¢ ,1. (C.17)
Step 3(Finding the value of the speed): We have divided E equation in (C.2) into
two parts and it remains to find the solution of the advection step in the splitted
scheme. Before we update the solution, it is necessary to find the value of the speed
according to the pinning condition EnÅ1/2i¤ Æ 0, where the index i¤ corresponds to an
integer value, indicating the spatial position at which the solution is equal to zero ini-
tially, i.e. »i¤ Æ 0. As the Beam-Warming method is a second-order accurate scheme,
we find the speed value using the Beam-Warming scheme by means of the discretized
solution found in the previous step as,
cÆ¡
¢»
³
3EnÅ1/2i¤ ¡4E
nÅ1/2
i¤¡1 ÅE
nÅ1/2
i¤¡2
´
2¢¿
³
EnÅ1/2i¤ ¡2E
nÅ1/2
i¤¡1 ÅE
nÅ1/2
i¤¡2
´ (C.18)
¡
rh
¢¿
2¢»
³
3EnÅ1/2i¤ ¡4E
nÅ1/2
i¤¡1 ÅE
nÅ1/2
i¤¡2
´i2¡ 2¢¿2
¢»2
³
EnÅ1/2i¤ ¡2E
nÅ1/2
i¤¡1 ÅE
nÅ1/2
i¤¡2
´³
EnÅ1/2i¤ ¡E¤
´
¢¿2
¢»2
³
EnÅ1/2i¤ ¡2E
nÅ1/2
i¤¡1 ÅE
nÅ1/2
i¤¡2
´ .
This formula is actually derived from the following standard Beam-Warming dis-
cretization, which is quadratic in c.
Step 4(Beam-Warming scheme): The next step is to use the Beam-Warming scheme
to update the solution of advection term of E component at step nÅ1,
EnÅ1i ÆEnÅ1/2i Å
c¢¿
2¢»
³
3EnÅ1/2i ¡4EnÅ1/2i¡1 ÅEnÅ1/2i¡2
´
Å
Ã
c¢¿p
2¢»
!2 ³
EnÅ1/2i ¡2EnÅ1/2i¡1 ÅEnÅ1/2i¡2
´
.
(C.19)
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Step 5(Finite element method): In a similar manner, the equation of h component
can be divided into two parts and once again, we use finite element method to solve
h equation with the advection term removed
@h
@¿
Æ 1
¿¤
(H(¡E)¡h) , (C.20)
which gives
A
·
1Å ¢¿µ
¿¤
¸
hnÅ1/2i ÆA
·
1¡ ¢¿ (1¡µ)
¿¤
¸
hni Å
¢¿G
¿¤
, (C.21)
where the load vector G is
G Æ [g i]Æ
Z L
¡L
©i(»)H(¡E) d», (C.22)
with entries
g i Æ 1
¢»
µZ »i
»i¡1
H(¡E) (»¡»i¡1) d»Å
Z »iÅ1
»i
H(¡E) (»iÅ1¡») d»
¶
Æ I5 iÅ I6 i,
where
I5 i Æ 12¢»
8>>>>>>><>>>>>>>:
¢»
2, E i¡1 Ç 0, E i Ç 0,¡
»¤i¡1¡»i¡1
¢2 , E i¡1 Ç 0, E i È 0,
¢»
2¡ ¡»¤i¡1¡»i¡1¢2 , E i¡1 È 0, E i Ç 0,
0, otherwise,
(C.23)
and
I6 i Æ 12¢»
8>>>>>>><>>>>>>>:
¢»
2, E i Ç 0, E iÅ1 Ç 0,
¢»
2¡ ¡»iÅ1¡»¤iÅ1¢2 , E i Ç 0, E iÅ1 È 0,¡
»iÅ1¡»¤iÅ1
¢2 , E i È 0, E iÅ1 Ç 0,
0, otherwise,
(C.24)
for i Æ 2,3, ¢ ¢ ¢ ,N¡1. On the boundaries, we have
g1 Æ 12¢»
8>>>>>>><>>>>>>>:
2¢x2, E1 Ç 0, E2 Ç 0,
2¢»2¡
¡
»¤2 ¡»2Å2¢»
¢2¡ ¡»2¡»¤2¢2 , E1 Ç 0, E2 È 0,¡
»¤2 ¡»2Å2¢»
¢2Å ¡»2¡»¤2¢2 , E1 È 0, E2 Ç 0,
0, otherwise,
(C.25)
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gN Æ 12¢»
8>>>>>>><>>>>>>>:
2¢x2, EN¡1 Ç 0, EN Ç 0,¡
»N¡1Å2¢»¡»¤N¡1
¢2Å ¡»¤N¡1¡»N¡1¢2 , EN¡1 Ç 0, EN È 0,
2¢»2¡
¡
»¤N¡1¡»N¡1
¢2¡ ¡»N¡1Å2¢»¡»¤N¡1¢2 , EN¡1 È 0, EN Ç 0,
0, otherwise.
(C.26)
The spatial points that are not actually on the grid can be found using the linear
interpolation method,
»¤kÅ1 Æ
E (»kÅ1)»k¡E (»k)»kÅ1
E (»kÅ1)¡E (»k)
, (C.27)
for kÆ 1, i¡2, i,N¡2.
Step 6(Thomas algorithm): Yet again, we would like to make our computation less
expensive. The equation (C.21) can be written as a tridiagonal matrix system,
2666666664
ˆ¯
1 °ˆ1 0 0
®ˆ2 ˆ¯ 2 °ˆ2
®ˆ3 ˆ¯ 3
. . .
. . . . . . °ˆN¡1
0 ®ˆN ˆ¯N
3777777775
0BBBBBBBBB@
hnÅ1/21
...
...
...
hnÅ1/2N
1CCCCCCCCCA
Æ
0BBBBBBBBB@
±ˆ1
...
...
...
±ˆN
1CCCCCCCCCA
, (C.28)
where
ˆ¯k Æ
·
1Å µ¢¿
¿¤
¸
ak,k, for kÆ 1,2, ¢ ¢ ¢ ,N,
®ˆmÅ1 Æ °ˆm Æ
·
1Å µ¢¿
¿¤
¸
am,mÅ1, for mÆ 2, ¢ ¢ ¢ ,N¡1,
±ˆ1 Æ a1,1
·
1¡ ¢¿ (1¡µ)
¿¤
¸
hn1 Åa1,2
·
1¡ ¢¿ (1¡µ)
¿¤
¸
hn2 Å
¢¿g1
¿¤
,
±ˆi Æ
·
1¡ ¢¿ (1¡µ)
¿¤
¸¡
ai,i¡1hni¡1Åai,ihni Åai,iÅ1hniÅ1
¢Å ¢¿g i
¿¤
for i Æ 2,3, ¢ ¢ ¢ ,N¡1,
±ˆN Æ aN,N¡1
·
1¡ ¢¿ (1¡µ)
¿¤
¸
hnN¡1ÅaN,N
·
1¡ ¢¿ (1¡µ)
¿¤
¸
hnN Å
¢¿gN
¿¤
,
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so that the Thomas algorithm results in
°ˆ0i Æ
8><>:
°ˆi
ˆ¯
i
, i Æ 1,
°ˆi
ˆ¯
i¡®ˆi°ˆ0i¡1
, i Æ 2,3, ¢ ¢ ¢ ,N¡1,
(C.29)
±ˆ
0
i Æ
8><>:
±ˆi
ˆ¯
i
, i Æ 1,
±ˆi¡®ˆi±ˆ0i¡1
ˆ¯
i¡®ˆi¡°ˆ0i¡1
, i Æ 2,3, ¢ ¢ ¢ ,N¡1,
(C.30)
hnÅ1/2N Æ ±ˆ
0
N ,
hnÅ1/2i Æ ±ˆ
0
i¡ °ˆ0ihnÅ1/2iÅ1 , i ÆN¡1,N¡2, ¢ ¢ ¢ ,1. (C.31)
Step 7(Beam-Warming scheme): Once again, we use the second-order accurate
Beam-Warming scheme with truncation error O
¡
¢¿
2,¢»2
¢
for the advection term of
the h component
hnÅ1i ÆhnÅ1/2i Å
c¢¿
2¢»
³
3hnÅ1/2i ¡4hnÅ1/2i¡1 ÅhnÅ1/2i¡2
´
Å
Ã
c¢¿p
2¢»
!2 ³
hnÅ1/2i ¡2hnÅ1/2i¡1 ÅhnÅ1/2i¡2
´
.
(C.32)
The numerical computation of the critical front is achieved by solving (C.2) accord-
ing to above seven-step procedure using the “shooting” technique as described in
Section 4.4. As the Biktashev model is a two-component system, to find the numeri-
cal estimation of the critical front, we calculate S(¿) as
S(¿)Æ
LZ
¡L
¡
E2¿(»,¿)Åh2¿(»,¿)
¢
d». (C.33)
C.2 Discretization Formula for the Linearized
Problem
We linearize the system (C.2) about the critical front
¡
Eˆ, hˆ
¢
using
E (»,¿)Æ Eˆ (»)Å²E (»,¿) ,
h (»,¿)Æ hˆ (»)Å²h (»,¿) , (C.34)
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where ²E and ²h are small perturbations, ²¿ 1. Hence, we have the following system
of equations:
@E
@¿
Æ @
2E
@»2
Å c@E
@»
¡ 1
Eˆ0 (¡¢)± (»Å¢) hˆEÅH(¡¢¡»)h,
@h
@¿
Æ c@h
@»
Å
µ
1
Eˆ0(0)
± (»)E¡h
¶
/¿¤. (C.35)
We solve this linearized equation with the operator splitting technique by splitting the
system into four equations. We use either the finite element or finite difference meth-
ods to obtain the solution of each of these four equations as follows:
Step 1(Finite element method): First of all, we solve
@E
@¿
Æ @
2E
@»2
¡ 1
Eˆ0 (¡¢)± (»Å¢) hˆEÅH(¡¢¡»)h,
using the finite element method this yields·
AÅ¢¿µ
µ
BÅ L
Eˆ0 (¡¢)
¶¸
EnÅ1/2i Æ
·
A¡¢¿ (1¡µ)
µ
BÅ L
Eˆ0 (¡¢)
¶¸
Eni Å¢¿Khni , (C.36)
where the matrices K and L are
KÆ£ki, j¤Æ Z L
¡L
H(¡¢¡»)©i(»)© j(»)d»,
LÆ£l i, j¤Æ Z L
¡L
± (»Å¢) hˆ(»)©i(x)© j(»)d»Æ hˆ (¡¢)©i (¡¢)© j (¡¢) .
The matrix L has exactly 4 non-zero elements and these are
l i, j Æ hˆ (¡¢)
¢»2
8>>>>>>>>>>><>>>>>>>>>>>:
(»mÅ1Å¢)2 , i Æ j Æm,
¡ (»mÅ1Å¢) (¢Å»m) , i Æm, j ÆmÅ1,
¡ (¢Å»m) (»mÅ1Å¢) , i ÆmÅ1, j Æm,
(¢Å»m)2 , i Æ j ÆmÅ1,
0, otherwise,
(C.37)
where »m ·¢· »mÅ1. Actually, this can be further simplified by discretizing the spatial
domain in the way that ¢ is situated exactly on the grid that makes L with only one
non-zero element. On the other hand, the diagonal entries of the matrix K are found
as
ki,i Æ
Z L
¡L
H(¡¢¡»)©2i (») d»
Æ 1
¢»2
µZ »i
»i¡1
H(¡¢¡») (»¡»i¡1)2 d»Å
Z »iÅ1
»i
H(¡¢¡») (»iÅ1¡»)2 d»
¶
Æ I7 iÅ I8 i,
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where
I7 i Æ 13¢»2
8>>>>>>><>>>>>>>:
¢»
3, E i¡1 Ç¡¢, E i Ç¡¢,
¡ (¢Å»i¡1)3 , E i¡1 Ç¡¢, E i È¡¢,
¢»
3Å (¢Å»i¡1)3 , E i¡1 È¡¢, E i Ç¡¢,
0, otherwise,
(C.38)
and
I8 i Æ 13¢»2
8>>>>>>><>>>>>>>:
¢»
3, E i Ç¡¢, E iÅ1 Ç¡¢,
¢»
3¡ (»iÅ1Å¢)3 , E i Ç¡¢, E iÅ1 È¡¢,
(»iÅ1Å¢)3 , E i È¡¢, E iÅ1 Ç¡¢,
0, otherwise.
(C.39)
The supradiagonal elements of K are evaluated as
ki,iÅ1 Æ
Z L
¡L
H(¡¢¡»)©i(»)©iÅ1(»)d»Æ 1
¢»2
Z »iÅ1
»i
H(¡¢¡») (»iÅ1¡») (»¡»i) d»
Æ 1
6¢»2
8>>>>>>><>>>>>>>:
¢»
3, E i Ç¡¢, E iÅ1 Ç¡¢,
3»iÅ1¢2Å6»iÅ1»i¢Å2¢3Å3»i¢2Å3»iÅ1»2i ¡¢3, E i Ç¡¢, E iÅ1 È¡¢,
»3iÅ1¡3»i»2iÅ1¡2¢3¡3»i¢2¡3»iÅ1¢2¡6»i»iÅ1¢, E i È¡¢, E iÅ1 Ç¡¢,
0, otherwise.
(C.40)
The subdiagonal elements of K are also found as
ki¡1,i Æ
Z L
¡L
H(¡¢¡»)©i(»)©i¡1(»)d»Æ 1
¢»2
Z »i
»i¡1
H(¡¢¡») (»¡»i¡1) (»i¡») d»
Æ 1
6¢»2
8>>>>>>><>>>>>>>:
¢»
3, E i¡1 Ç¡¢, E i Ç¡¢,
3»i¢2Å2¢3Å3»i»2i¡1¡»3i¡1Å6»i¡1»i¢Å3»i¡1¢2, E i¡1 Ç¡¢, E i È¡¢,
»3i ¡3»i¡1»2i ¡6»i»i¡1¢¡2¢3¡3»i¢2¡3»i¡1¢2, E i¡1 È¡¢, E i Ç¡¢,
0, otherwise,
(C.41)
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and on the boundaries, we have
k1,1 Æ 13¢»2
8>>>>>>><>>>>>>>:
2¢»3, E1 Ç¡¢, E2 Ç¡¢,
2¢»3¡
¡
2¢»¡¢¡»2
¢3¡ (»2Å¢)3 , E1 Ç¡¢, E2 È¡¢,¡
2¢»¡¢¡»2
¢3Å¢»3, E1 È¡¢, E2 Ç¡¢,
0, otherwise,
(C.42)
kN,N Æ 13¢»2
8>>>>>>><>>>>>>>:
2¢»3, EN¡1 Ç¡¢, EN Ç¡¢,¡
»N¡1Å2¢»Å¢
¢3¡ (¢Å»N¡1)3 , EN¡1 Ç¡¢, EN È¡¢,
2¢»3Å (¢¡»N¡1)3¡
¡
»N¡1Å2¢»Å¢
¢3 , EN¡1 È¡¢, EN Ç¡¢,
0, otherwise.
(C.43)
Step 2(Beam-Warming scheme): The second step is to solve the pure advection
equation using the Beam-Warming scheme giving
EnÅ1i ÆEnÅ1/2i Å
c¢¿
2¢»
³
4EnÅ1/2iÅ1 ¡3EnÅ1/2i ¡EnÅ1/2iÅ2
´
Å
Ã
c¢¿p
2¢»
!2 ³
EnÅ1/2i ¡2EnÅ1/2iÅ1 ÅEnÅ1/2iÅ2
´
,
(C.44)
that finishes the numerical scheme of E component of the linearized problem.
Step 3(Finite element method): Again the finite element method is conveniently em-
ployed to numerically solve the first equation of h component,
@h
@¿
Æ
µ
1
Eˆ0(0)
± (»)E¡h
¶
/¿¤,
that results in ·
AÅ ¢¿µA
¿¤
¸
hnÅ1/2i Æ
·
A¡ ¢¿ (1¡µ)A
¿¤
¸
hni Å
¢¿M
¿¤Eˆ0(0)
Eni , (C.45)
where
MÆ£mi, j¤Æ Z L
¡L
±(»)©i(»)© j(»)d»Æ©i(0)© j(0)
Æ 1
¢»2
8>>>>>>>>>>><>>>>>>>>>>>:
»2rÅ1, i Æ j Æ r,
¡»rÅ1»r, i Æ r, j Æ rÅ1,
¡»r»rÅ1, i Æ rÅ1, j Æ r,
»2r , i Æ j Æ rÅ1,
0, otherwise,
(C.46)
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such that »r · 0· »rÅ1.
Step 4(Beam-Warming scheme): Similar to E equation, we employ the Beam-Warming
scheme for pure advection equation of h component,
hnÅ1i ÆhnÅ1/2i Å
c¢¿
2¢»
³
4hnÅ1/2iÅ1 ¡3hnÅ1/2i ¡hnÅ1/2iÅ2
´
Å
Ã
c¢¿p
2¢»
!2 ³
hnÅ1/2i ¡2hnÅ1/2iÅ1 ÅhnÅ1/2iÅ2
´
,
(C.47)
that completes the numerical solution of the linearized equation.
C.3 Discretization Formula for the Adjoint Linearized
Problem
The adjoint linearized problem Biktashev model is
@E¯
@¿
Æ @
2E¯
@»2
¡ c@E¯
@»
¡ 1
Eˆ0 (¡¢)± (»Å¢) hˆE¯Å
± (»)
¿¤Eˆ0(0)
h¯,
@h¯
@¿
Æ¡c@h¯
@»
ÅH(¡¢¡») E¯¡ h¯
¿¤
. (C.48)
This problem can also be solved in 4-steps as follows:
Step 1(Finite element method): We begin with the equation of E¯ component and
solve first the following,
@E¯
@¿
Æ @
2E¯
@»2
¡ 1
Eˆ0 (¡¢)± (»Å¢) hˆE¯Å
± (»)
¿¤Eˆ0(0)
h¯,
with the solution based on the finite element method,·
AÅ¢¿µ
µ
BÅ L
Eˆ0 (¡¢)
¶¸
E¯nÅ1/2i Æ
·
A¡¢¿ (1¡µ)
µ
BÅ L
Eˆ0 (¡¢)
¶¸
E¯ni Å
¢¿M
¿¤Eˆ0(0)
h¯ni . (C.49)
Step 2(Beam-Warming scheme): As the advection term has a negative sign in the
front, the Beam-Warming numerical scheme is in this case,
E¯nÅ1i ÆE¯nÅ1/2i ¡
c¢¿
2¢»
³
3E¯nÅ1/2i ¡4E¯nÅ1/2i¡1 Å E¯nÅ1/2i¡2
´
Å
Ã
c¢¿p
2¢»
!2 ³
E¯nÅ1/2i ¡2E¯nÅ1/2i¡1 Å E¯nÅ1/2i¡2
´
.
(C.50)
Step 3(Finite element method): Using the finite element method to solve
@h¯
@¿
ÆH(¡»¡¢) E¯¡ h¯
¿¤
,
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let us obtain,
·
AÅ A¢¿µ
¿¤
¸
h¯nÅ1/2i Æ
·
A¡ ¢¿A (1¡µ)
¿¤
¸
h¯ni Å¢¿ME¯ni . (C.51)
Step 4(Beam-Warming scheme): We conclude the numerical solution of the adjoint
problem by solving the pure advection equation for h¯ component,
h¯nÅ1i Æh¯nÅ1/2i ¡
c¢¿
2¢»
³
3h¯nÅ1/2i ¡4h¯nÅ1/2i¡1 Å h¯nÅ1/2i¡2
´
Å
Ã
c¢¿p
2¢»
!2 ³
h¯nÅ1/2i ¡2h¯nÅ1/2i¡1 Å h¯nÅ1/2i¡2
´
.
(C.52)
We note that the Thomas algorithm can also be applied to the diagonal systems
(C.36), (C.45), (C.49) and (C.51) in a similar manner to the earlier calculation steps in
Section C.1. Hence, we skip the similar derivations here.
For this model, the linear approximation of the critical curves requires the knowl-
edge of the critical front as well as the first two leading eigenvalues and corresponding
left and right eigenfunctions. The numerical calculating of the eigenpairs are deter-
mined by the modified power iteration method discussed in Section 4.4 using the
numerical solutions of the linearized and adjoint linearized problems, and these two
last sections are dedicated to how to derive such numerical solution of these prob-
lems by means of the operator splitting method. Alternatively, the implicitly restarted
Arnoldi method can be used to estimate these essential ingredients, in which case
we use the matrix representations of the discretized versions of the equations (C.35)
and (C.48).
C.4 Analytical Eigenfunctions
The numerical estimation of the first two leading eigenvalues and corresponding left
and right eigenfunctions must agree with the analytical results found in [66]. We briefly
provide the analytical expressions of the eigenfunctions with the aim of comparing
them with their numerical versions (please refer to [66] for more details). Equation
(C.35) support solutions of the form E Æ e¸¿Á (») and hÆ e¸¿Ã (») and inserting this into
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(C.35) leads to a temporal eigenvalue problem with the general solution,Ã
Áa
Ãa
!
Æ a1
Ã
1
¡ºq
!
eº1»Åa3
Ã
1
0
!
e¡º¯2»,
Ã
Áb
Ãb
!
Æ b1
Ã
0
1
!
eº1»Åb2
Ã
1
0
!
e¡º2»Åb3
Ã
1
0
!
e¡º¯2», (C.53)
Ã
Ác
Ãc
!
Æ c2
Ã
1
0
!
e¡º2»,
where
ºÆ 1Å¿¤c
2
c¿¤
, º1 Æ 1Å¸¿¤c¿¤
, º2 Æ cÅ
p
c2Å4¸
2
, º¯2 Æ c¡
p
c2Å4¸
2
, (C.54)
and the three intervals are defined based on the discontinuous Heaviside and Dirac
delta functions as » 2 (¡1,¡¢) (a), » 2 (¡¢,0)(b) and » 2 (0,1) (c). The arbitrary con-
stants are determined from matching conditions of the solutions in these three inter-
vals, which gives a system of six equations,
a1®cº1e¡º1¢¡a3®cº¯1eº¯2¢Åb2eº2¢
¡
®cº2¡e¡º¢
¢Åb3eº¯2¢ ¡®cº¯2¡e¡º¢¢Æ 0,
a1e¡º1¢Åa3eº¯2¢¡b2eº2¢¡b3eº¯2¢ Æ 0,
a1ºqÅb1 Æ 0,
b1®¿¤c2Å c2 Æ 0,
b2Åb3¡ c2 Æ 0,
b2º2Åb3º¯2¡ c2º2 Æ 0. (C.55)
The solvability condition for this system gives a characteristic equation
f (¸; c,®,¿¤),®c (º2¡ º¯2)eº¢¡1Å ¿¤c (º1Å º¯2)
(1Å¸¿¤)2Å¿¤c2
e¡(º1Åº2¡º)¢ Æ 0, (C.56)
from which the leading eigenvalue can be identified. On the other hand, the eigenpairs
of adjoint linearized problem (C.48) support the solutions in the form E¯ Æ e¸¿Á¤ (») and
h¯Æ e¸¿Ã¤ (») with the solution,Ã
Á¤a
Ã¤a
!
Æ a¤2
Ã
1
°3
!
e°2»,
Ã
Á¤b
Ã¤b
!
Æ b¤1
Ã
0
1
!
e¡°1»Åb¤2
Ã
1
0
!
e°2»Åb¤3
Ã
1
0
!
e°¯2», (C.57)
Ã
Á¤c
Ã¤c
!
Æ c¤1
Ã
0
1
!
e¡°1»Å c¤3
Ã
1
0
!
e°¯2»,
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where
°Æ 1Å¿¤c
2
¿¤c
, °1 Æ 1Å¸¿¤
¿¤c
, °2 Æ cÅ
p
c2Å4¸
2
,
°¯2 Æ c¡
p
c2Å4¸
2
, °3 Æ 1c ¡°1Å°2¢ , ¢Æ 1c ln
µ
1Å®
®
¶
. (C.58)
Similarly, the arbitrary constants are determined from the matching conditions which
give a system of six equations
a¤2®c°2e
¡°2¢¡b¤2e¡°2¢
¡
®c°2Åe¡°¢
¢¡b¤3e¡°¯2¢ ¡®c°¯2Åe¡°¢¢Æ 0,
a¤2e
¡°2¢¡b¤2e¡°2¢¡b¤3e¡°¯2¢ Æ 0,
a¤2°3e
¡°2¢¡b¤1e°1¢ Æ 0,
b¤2®¿¤c°2Åb¤3®¿¤c°¯2Å c¤1 ¡ c¤3®¿¤c°¯2 Æ 0,
b¤2 Åb¤3 ¡ c¤3 Æ 0,
b¤1 ¡ c¤1 Æ 0, (C.59)
with the same solvability condition (C.56).
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