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Abstract
We study L2-maximal regularity in a Hilbert space H for non-autonomous linear evolution
equations of the form
u˙(t) +A(t)u(t) = f(t) t ∈ [0, T ], u(0) = u0. (1)
where A(t), t ∈ [0, T ] arise from a non-autonomous sesquilinear forms a(t, ·, ·) with constant
domain V ⊂ H. L2−maximal regularity result is proved recently in [7] when a is Hölder
continuous of type α > 1/2. In this paper we recover the same results by the approximation
method developed in [19], [35] and [20]. The method uses an appropriate approximation AΛ(·)
of A(·) for which
u˙Λ(t) +AΛ(t)uΛ(t) = f(t) t ∈ [0, T ], uΛ(0) = u0 (2)
has L2-maximal regularity where Λ is a subdivision of [0, T ]. Furthermore, we show that there
exists a sequence (Λn)n∈N of subdivisions of [0, T ] depending on the modulus of continuity such
that the sequenece of the solutions uΛn of (2) converges in L
2(0, T, V )∩H1(0, T, H)∩C(0, T, V )
uniformly on the initial datas (u0, f) to the solution u of (1) as n → 0. Moreover, we show
that such an uniform converges with respect to initial datas holds for arbitrary subdivision of
[0, T ] under a little more assumptions on the modulus of continuity.
keywords: Sesquilinear forms, non-autonomous evolution equations, maximal regularity, approx-
imation.
MSC: 35K45, 35K90, 47D06.
Introduction
Let V,H be two separable Hilbert space such that V is continuously and densely embedded into
H. Consider a non-autonomous form
a : [0, T ]× V × V 7→ C
such that a(t, ., .) is sesquilinear for all t ∈ [0, T ], a(., u, v) is measurable for all u, v ∈ V,
|a(t, u, v)| ≤M‖u‖V ‖v‖V t ∈ [0, T ], u, v ∈ V, (boundedness)
and
Re a(t, u, u) ≥ α‖u‖2V t ∈ [0, T ], v ∈ V, (coerciveness)
∗
1
for some α > 0 and M ≥ 0. For each t ∈ [0, T ] we associate a unique operator A(t) ∈ (V, V ′) such
that
a(t, u, v) = 〈A(t)u, v〉 for all u, v ∈ V.
Then we say that the non-autonomous Cauchy problem
u˙(t) +A(t)u(t) = f(t), u(0) = u0 (3)
has L2-maximal regularity in H if for every f ∈ L2(0, T,H) and u0 ∈ V there exists a unique
function u belonging to MR (V,H) := L2(0, T ;V ) ∩H1(0, T ;H) such that u satisfies (3).
Considering (3) on V ′, Lions proved on 1961 (see [26] or [12, p. 620]) the following L2-maximal
regularity in V ′ result:
Theorem 0.1. (Lions) For all f ∈ L2(0, T ;V ′) and u0 ∈ H, the problem (3) has a unique solution
u ∈ MR (V, V ′) := L2(0, T ;V ) ∩H1(0, T ;V ′).
Theorem 0.1 requires only the measurability of t 7→ a(t, u, v) for all u, v ∈ V . However, in
applications to boundary valued problems maximal regularity in V ′ is not sufficient. Only the part
A(t) of A(t) in H does realize the boundary conditions in question. One is more interested on
L2-maximal regularity in H :
Problem 0.2. If f ∈ L2(0, T ;H) and u0 ∈ V , does the solution u of (3) belong to H1(0, T ;H) ?
This problem is asked by Lions in [26, p. 68] for u0 = 0 and a(t, u, v) = a(t, v, u), i.e., a
is symmetric. A recent result by Dier [14], show that the answer of this question is negative
in general.On the other hand, some positive results are due to Lions [26, p. 68, p. 94, ], [26,
Theorem 1.1, p. 129] and [26, Theorem 5.1, p. 138] and to Bardos [9] under additional regularity
assumptions on the form a, the initial value u0 and the inhomogeneity f. More recently, this
problem has been studied with some progress and different approaches by Arendt, Dier, Laasri
and Ouhabaz [6], Arendt and Monniaux [7], Ouhabaz [27], Dier [15], Haak and Ouhabaz [29],
Ouhabaz and Spina [30] and Dier and Zacher [16]. Results on multiplicative perturbation are
established in [6, 15, 8].
In this paper we are interested with the following nice result due to Arendt and Monniaux [7]:
Theorem 0.3. Assume that D(A(0)1/2) = V and that there exists 0 ≤ γ < 1 and a continuous
function ω : [0, T ] −→ [0,+∞) with
sup
t∈[0,T ]
ω(t)
tγ/2
<∞ and
∫ T
0
ω(t)
t1+γ/2
<∞ (4)
such that
|a(t, u, v)− a(s, u, v)| ≤ ω(|t− s|)‖u‖V ‖v‖Vγ (t, s ∈ [0, T ], u, v ∈ V )
where Vγ := [H,V ] is the complex interpolation space. Then the Cauchy problem (3) has L
2-
maximal regularity in H. Moreover, for each f ∈ L2(0, T,H) and u0 ∈ V the solution u of (3) is
continuous on [0, T ] with values in V.
The aim of this paper is to give an explicit approximation of the problem (3) under the assump-
tion of Theorem 0.3, which is very useful to obtain qualitative properties of the unknown solution
u of (3). The method employs an approximation by discretisation of the function A(.) : [0, T ] 7→
(V, V ′) and then taking a suitable limit. Namely, let Λ := (0 = λ0 < λ1 < ... < λn+1 = T ) be a
subdivision of [0, T ]. Consider an approximation AΛ : [0, T ]→ L(V, V ′) of A given by
AΛ(t) := λk+1 − t
λk+1 − λkAk +
t− λk
λk+1 − λkAk+1 for t ∈ [λk, λk+1]
2
with
Aku := 1
λk+1 − λk
∫ λk+1
λk
A(r)udr, u ∈ V, k = 0, 1, ..., n.
The integral above makes sense since t 7→ A(t)u is Bochner integrable on [0, T ] with values in V ′
for all u ∈ V. Note that ‖A(t)u‖V ′ 6 M‖u‖V for all u ∈ V and all t ∈ [0, T ] and t 7→ A(t) is
strongly measurable by the Pettis’ Theorem [3, Theorem 1.1.1]. This is true since V and H are
separable and t 7→ A(t) is weakly measurable.
We prove that for all u0 ∈ V and f ∈ L2(0, T ;H), the non-autonomous problem
u˙Λ(t) +AΛ(t)uΛ(t) = f(t), a.e. on (0, T ), uΛ(0) = u0 (5)
has a unique solution uΛ ∈ MR(V,H) ∩ C(0, T, V ), and (uΛ)Λ converges weakly in MR(V,H) as
|Λ| → 0, and the weak limit u := lim
|Λ|→0
uΛ solves uniquely (3). This provides an alternative proof of
Theorem 0.3 and an approximation of the solution. Moreover, we show that for each null sequence
(tn)n∈N ⊂ R+ such that
lim
n→∞
ω(tn)
t
γ/2
n
= 0
and all uniforme subdivision (Λn)n∈N of [0, T ] with |Λn| = tn2 , the sequence (uΛn)n∈N converges
(strongly) to u in MR(V,H) ∩ C(0, T, V ) as n→ 0 uniformly on the initial datas (x0, f). Thanks
to (4), such a null sequence exists . If, in addition, we assume that
lim
t→0
ω(t)
tγ/2
= 0,
then we show that (uΛ)Λ converges to u uniformly on the initial datas (u0, f) in MR(V,H) ∩
C(0, T, V ) as |Λ| → 0 for arbitrary uniform subdivision Λ of [0, T ]. More precisely, we obtain that
‖u− uΛ‖MR ≤ c
[
ω(2|Λ|) + ω(2|Λ|)|Λ|γ/2 +
∫ 2|Λ|
0
ω(s)
s1+γ/2
ds
][
‖u0‖V + ‖f‖L2(0,T ;H)
]
,
and
‖u− uΛ‖C(0,T,V ) ≤ c
[
ω(2|Λ|) + ω(2|Λ|)|Λ|γ/2 +
∫ 2|Λ|
0
ω(s)
s1+γ/2
ds
][
‖u0‖V + ‖f‖L2(0,T ;H)
]
for some positive constant c > 0 depending only on M,α, γ and cH , where cH is the continuous
embedding constant of V into H. For this we first prove that (uΛ)Λ converges in MR(V, V
′)
uniformly on the initial datas (u0, f) as |Λ| → 0. This will be proved in Section 1 in a more general
situation.
It is well known that the solution of a non-autonomous linear evolution equation can be given by a
strongly continuous evolution family {U(t, s) : 0 ≤ s ≤ t ≤ T } ∈ (H). Our approximation approach
will allows us to study whether or not this evolution family is eventually norm continuous. This
will be the subject of a future work.
1 Uniform convergence on Banach spaces
In this section we consider a more general setting. Namely, let (D, ‖.‖D) and (X, ‖.‖) be two
Banach spaces such that D is continuously and densely embedded into X (we write D →֒
d
X) and
let A : [0, T ]→ L(D,X) be a strongly measurable and bounded function. Let p ∈ (1,∞) be fixed.
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Definition 1.1. We say that A has Lp-maximal regularity on the bounded interval [0, T ], and we
write A ∈ MRp(0, T ), if for each interval [a, b] ⊂ [0, T ] and every f ∈ Lp(a, b;X) there exists a
unique function u belonging to Lp(a, b;D) ∩W 1,p(a, b;X) such that
u˙(t) +A(t)u(t) = f(t) a.e. on [a, b], u(a) = 0. (6)
Note that W 1,p(a, b;X) ⊂ C([a, b];X), so that u(a) = 0 in (6) is well defined. The maximal
regularity space
MRp(D,X) := MRp(a, b,D,X) := L
p(a, b;D) ∩W 1,p(a, b;X)
is a Banach space for the norm
‖u‖MR := ‖u‖Lp(a,b;D) + ‖u‖W 1,p(a,b;X).
Definition 1.1 can be reformulate in terms of sum methods. For this, we denote byMR0(a, b,D,X)
the closed subspace ofMRp(a, b,D,X) consisting of all functions u that satisfies u(a) = 0. For each
[a, b] ⊂ [0, τ ] consider the two unbounded linear operators A = Aa,b and B = Ba,b with domains
D(A) = Lp(a, b;D) and D(B) = {u ∈W 1,p(a, b;X), u(a) = 0} defined by
(Af)(t) = A(t)f(t) and (Bu)(t) = u˙(t) for almost every t ∈ [a, b].
Thus A : [0, T ] → L(D,X) has Lp−maximal regularity if and only if the unbounded operator
A +B with domain D(A+B) = MR0(D,X) is invertible.
Remark 1.2. (i) Assume that A ∈ MRp(0, T ). Then the uniqueness of solvability in each subin-
terval [a, b] implies that (Aa,b + Ba,b)−1 is the restriction to Lp(a, b;X) of (A0,T + B0,T )−1.
(ii) Remark that A ∈ MRp(D,X) if and only if ρ+A ∈ MRp(D,X) for some (or all) ρ ∈ C.
In fact, if f ∈ Lp(a, b;X), ρ ∈ C and g(t) := eρtf(t). Then a function u ∈MRp(D,X) satisfies
u˙(t) +A(t)u(t) + ρu(t) = f(t), a.e. on [a, b], u(a) = 0
if and only if v(·) := eρ·u(·) ∈MRp(D,X) satisfies
v˙(t) +A(t)v(t) = g(t), a.e. on [a, b], v(a) = 0.
If A ∈ MRp(0, T ), then for all 0 ≤ a ≤ b ≤ T the homogeneous problem
u˙(t) +A(t)u(t) = f(t) a.e. on [a, b], u(a) = x (7)
has a unique solution u ∈MRp(D,X) for all f ∈ Lp(a, b;X) and for all x in the trace space
Tr = Trp(a, b,D,X) := {u(a), u ∈MRp(a, b,D,X)}.
The trace space is a Banach space with the norm
‖x‖Tr := inf {‖u‖MR : u(a) = x} .
Note that the trace space does not depend on the interval [a, b]. It is isomorphic to the real
interpolation space (X,D) 1
p∗
,p, where
1
p∗ +
1
p = 1. Moreover,
MRp(D,X) →֒
d
C([a, b];Tr).
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The reader may consults e.g., [5], [32] [31] and the references therein for further references.
For autonomous Cauchy problems, that is if A(.) = A is constant, Lp-maximal regularity is
independent of the bounded interval [0, T ] and of p ∈ (1,∞) [24, 11, 34]. Further, if A has Lp-
maximal regularity then A is closed as unbounded operator on X and −A generates a holomorphic
C0-semigroup (T (t))t≥0 on X [4, 17, 24]. In Hilbert spaces an operator A has L
p-maximal regu-
larity if and only if −A generates a holomorphic C0-semigroup [13]. This equivalence is restricted
to Hilbert spaces [23], see also [21]. In this section we will denote by MR the set of all operators
A ∈ L(D,X) having Lp-maximal regularity.
Now we recall that a strongly measurable function A : [0, T ] −→ (D,X) is (uniformly) relatively
continuous (in the sense of [5, Definition 2.5]) if for every ε > 0 there exist δ > 0 and η ≥ 0 such
that for all x ∈ D and for all t, s ∈ [0, T ] one has
‖A(t)x−A(s)x‖ ≤ ε‖x‖D + η‖x‖ (8)
whenever |t − s| ≤ δ. Note that if A is relatively continuous then A is bounded. The notion of
relative continuity was introduced in by Arendt, Chill, Fornaro and Poupaud, to establish Lp-
maximal regularity [5, Theorem 2.7].
Next we assume that there exists an approximation An : [0, τ ] 7−→ L(D,X) (strongly measur-
able) of A with the following properties:
(H1) there exists C > 0 such that ‖An(t)‖L(D,X) ≤ C for all t ∈ [0, τ ] and n ∈ N,
(H2) for each x ∈ D one has An(t)x→ A(t)x as n→∞ in X t−a.e. on [0, τ ],
(H3) for every ε > 0 there exist η ≥ 0, n0 ∈ N such that for all x ∈ D,n ≥ n0, t ∈ [0, τ ] one has
‖An(t)x −A(t)x‖ ≤ ε‖x‖D + η‖x‖. (9)
(H4) An ∈MRp(0, T ) for all n ∈ N.
Then the following stability result was proved by EL-Mennaoui and Laasri [19, Theorem 4.5].
Theorem 1.3. Let A : [0, T ] −→ L(D,X) be strongly measurable and relatively continuous. As-
sume that A(t) ∈ MR for all t ∈ [0, T ] and An satisfy the hypothesis (H1) − (H4). Let un ∈ Tr
and fn ∈ Lp(0, T ;X) such that xn −→ x in Tr and fn −→ f in Lp(0, T ;X). Then the sequence
(un)n∈N of solutions of
u˙n(t) +An(t)un(t) = fn(t) a.e on [0, T ], un(0) = xn (10)
converges in MRp(D,X) and u := lim
n→∞
un is the unique solution of
u˙(t) +A(t)u(t) = f(t) a.e on [0, T ], u(0) = x. (11)
The aim of this section is to show that for x = xn = 0 the convergence established in Theorem
1.3 is actually uniform with respect the the inhomogeneity f. If η = 0 in (9), then we obtain that
such a convergence is uniform with respect to both initial datas f and x.
Theorem 1.4. Let A : [0, T ] −→ L(D,X) be strongly measurable and relatively continuous. As-
sume that A(t) ∈MR for all t ∈ [0, T ] and An satisfy the hypothesis (H1)− (H4). Then for every
ε > 0 there exists n0 ∈ N such that for all n ≥ n0 one has
‖(A+B)−1 − (An +B)−1‖(Lp(0,T,X),MRp(D,X)) ≤ ε. (12)
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Proof. We proceed in three steps and follow the same idea as in the proof of [19, Theorem 4.5].
Step 1. By [19, Lemma 4.1] there exists a constant M(A) > 0 and ρ1 ≥ 0 independent on
t ∈ [0, T ] such that
‖(ρ+ A(t) +B)−1‖L(Lp(a,b;X),MRp(a,b,D,X)) ≤M(A) (13)
and
‖(ρ+ A(t) +B)−1‖L(Lp(a,b,X)) ≤
M(A)
1 + ρ
, (14)
for all ρ ≥ ρ1 and all [a, b] ⊂ [0, T ]. On the other hand, we have from [19, Lemma 4.2] that there
exists ρ2 ≥ 0, δ > 0 and n0 ∈ N such that for each [a, b] ⊂ [0, T ], |b− a| ≤ δ implies that
‖(An − A(t))(ρ+ A(t) +B)−1‖L(Lp(a,b;X)) ≤ 3/4, (15)
for all t ∈ [0, T ], n ≥ n0 and all ρ ≥ ρ2. Since A satisfies the assumptions (H1) − (H4), we also
have that
‖(A− A(t))(ρ+ A(t) +B)−1‖L(Lp(a,b;X)) ≤ 3/4, (16)
for all t ∈ [0, T ] and all ρ ≥ ρ2 provided that |b− a| ≤ δ.
Step 2. Let δ > 0, ρ0 := max{ρ1, ρ2} ≥ 0 and n0 ∈ N be as in the first step and assume that T ≤ δ.
Let t0 ∈ [0, T ] and ρ > ρ0 be fixed. Let ε > 0 and let k0 ∈ N be such that
∞∑
k=k0+1
‖
(
(An − A(t0))(ρ+ A(t0) +B)−1
)k
‖L(Lp(0,T ;X) ≤
ε
3M(A)
(17)
and
∞∑
k=k0+1
‖
(
(A − A(t0))(ρ+ A(t0) +B)−1
)k
‖L(Lp(0,T ;X) ≤
ε
3M(A).
(18)
For each k ∈ {1, ..., k0} and n ∈ N with n ≥ n0 we set
Ik,n :=
(
(An − A(t0))(ρ+ A(t0) +B)−1
)k
and Ik :=
(
(A− A(t0))(ρ+ A(t0) +B)−1
)k
.
According to (H3), (13) and (14), there exists n1 ∈ N and η ≥ 0 such that for each n ≥ N0 :=
max{n0, n1}
‖I1,nf − I1f‖Lp(0,T,X) = ‖(An − A)(ρ+ A(t0) +B)−1f‖Lp(0,T,X)
≤ ε
′
2M(A)
‖(ρ+ A(t0) +B)−1f‖MRp(D,X) + η‖(ρ+ A(t0) +B)−1f‖Lp(0,T,X)
≤ ε
′
2
‖f‖Lp(0,T,X) +
ηM(A)
1 + ρ
‖f‖Lp(0,T,X)
where ε′ := 4ε
9M(A)k20
. Thus choosing ρ ≥ ρ0 large enough we obtain
‖I1,nf − I1f‖Lp(0,T,X) ≤ ε′‖f‖Lp(0,T,X)
for all n ≥ N0. This estimate together with (15) and (16), yield
‖I2,nf − I2f‖Lp(0,T,X) = ‖I1,nI1,nf − I1I1f‖Lp(0,T,X)
≤ ‖I1,n(I1,n − I1)f‖Lp(0,T,X) + ‖(I1,n − I1)I1f‖Lp(0,T,X)
≤ 3
4
ε′‖f‖Lp(0,T,X) +
3
4
ε′‖f‖Lp(0,T,X) =
3
2
ε′‖f‖Lp(0,T,X),
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and thus
‖Ik,nf − Ikf‖Lp(0,T,X) ≤
3
4
k0ε
′‖f‖Lp(0,T,X) =
ε
3M(A)
‖f‖Lp(0,T,X) (19)
holds for all n ≥ N0 and every k = 1, 2, .., k0. Combining (17), (18) and (19) we deduce
‖(An +B)−1f−(A+B)−1f‖MR
= ‖(ρ+ A(t0) +B)−1
(
I + (An − A(t0))(ρ+ A(t0) +B)−1
)−1
f
− (ρ+ A(t0) +B)−1
(
I + (A − A(t0))(ρ+ A(t0) +B)−1
)−1
f‖MRp(D,X)
≤ ‖(ρ+ A(t0) +B)−1‖(Lp(0,T,X),MRp(D,X)‖
∞∑
k=1
(Ik,n − Ik)f‖Lp(0,T,X)
≤M(A)
( ε
3M(A)
+
ε
3M(A)
+
ε
3M(A)
)
‖f‖Lp(0,T,X) = ε‖f‖Lp(0,T,X)
for all n ≥ N0.
Step 2. Let now [0, T ] be an arbitrary closed and bounded interval and set
τ := max{0 ≤ τ ′ ≤ T such that (12) holds on [0, τ ′]}.
Then τ ≥ δ. We show that τ = T. Assume by contradiction that τ < T and let τ ′0 < τ such
that τ − τ ′0 ≤ δ/2. Then (12) holds if we consider the Cauchy problems (10) and (11) on [0, τ ′0]
or on [τ ′0, (τ
′
0 + δ) ∧ T ], and thus on [0, (τ ′0 + δ) ∧ T ] by taking into account Remark 1.2 (i). Thus
(τ ′0 + δ) ∧ T ≤ τ, which is a contradiction. This completes the proof.
The main result of this section is the follwing.
Theorem 1.5. Let A : [0, T ] −→ L(D,X) be strongly measurable and relatively continuous. As-
sume that A(t) ∈ MR for all t ∈ [0, T ] and An satisfy the hypothesis (H1)− (H4). Let x ∈ Tr and
f ∈ Lp(0, T ;X). Let un, u ∈MRp(D,X) be, respectively, the solution of
u˙n(t) +An(t)un(t) = fn(t) a.e on [0, T ], un(0) = x (20)
and
u˙(t) +A(t)u(t) = f(t) a.e on [0, T ], u(0) = x. (21)
Then for each ε > 0 there exists n0 ∈ N and η˜ > 0 such that for all n ≥ n0
‖un − u‖MR ≤ ε
[
‖x‖Tr + ‖f‖Lp(0,T ;X)
]
+ η˜η‖x‖Tr.
Proof. Let ε > 0. Choose ϑ ∈ MRp(D,X) such that ϑ(0) = x and ‖ϑ‖MR ≤ 2‖x‖Tr. Set gn :=
−ϑ˙(·) − An(·)ϑ(·) + f(·) and g := −ϑ˙(·) − A(·)ϑ(·) + f(·) ∈ Lp(0, T ;X). Then there exist vn, u ∈
MRp(D,X) such that
v˙n(t) +An(t)vn(t) = gn(t) a.e on [0, T ], vn(0) = 0
and
v˙(t) +A(t)v(t) = g(t) a.e on [0, T ], v(0) = 0.
By the uniqueness of solvability, un = vn + ϑ and u = v + ϑ. It follows,
‖un − u‖MR =‖vn − v‖MR = ‖(An +B)−1gn − (A+B)−1g‖MR
≤ ‖(An +B)−1(gn − g)‖MR + ‖(An +B)−1g − (A+B)−1g‖MR
≤M‖Anϑ−Aϑ‖Lp(0,T ;X) + ‖(An +B)−1g − (A+B)−1g‖MR
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where
M := sup
n∈N
‖(An +B)−1‖(Lp(0,T,X),MRp(D,X))
which is finite by the uniform boundedness principal. Next, Theorem 1.4 and condition (H3) imply
that there exists n0 ∈ N and η ≥ 0 such that
‖Anϑ−Aϑ‖Lp(0,T ;X) ≤
ε
4M
‖ϑ‖MR + η‖ϑ‖Lp(0,T ;X) ≤
ε
2M
‖x‖Tr + 2η‖x‖Tr
and
‖(An +B)−1g − (A+B)−1g‖MR ≤ ε
4c+ 2
‖g‖Lp(0,T ;X)
≤ ε
4c+ 2
(‖ϑ˙+Aϑ‖Lp(0,T ;X) + ‖f‖Lp(0,T ;X))
≤ ε
2
‖x‖Tr + ε‖f‖Lp(0,T ;X)
for all n ≥ n0, where c = max{1, supt∈[0,T ] ‖A(t)‖L(D,X)}. This shows the claims.
2 Non-autonomous forms: assumptions and preliminary re-
sults
Throughout the following sections H,V are two separable Hilbert spaces over C such that V →֒
d
H ;
i.e., V is densely embedded into H and
‖u‖ ≤ cH‖u‖V (u ∈ V )
for some constant cH > 0. Let V
′ denote the antidual of V. The duality between V ′ and V is
denoted by 〈., .〉. As usual, by identifying H with H ′, we have V →֒ H ∼= H ′ →֒ V ′. These
embeddings are continuous and
‖f‖V ′ ≤ cH‖f‖ (f ∈ V ′)
see e.g., [10]. We denote by (· | ·)V the scalar product and ‖ · ‖V the norm on V and by (· | ·), ‖ · ‖
the corresponding quantities in H. Let a : [0, T ]× V × V → C be a non-autonomous sesquilinear
form satisfying
|a(t, u, v)| ≤M‖u‖V ‖v‖V (t ∈ [0, T ], u, v ∈ V ) (22)
and
Re a(t, u, u) ≥ α‖u‖2V (t ∈ [0, T ], u ∈ V ) (23)
for some constants α,M > 0 and a(., u, v) is measurable for all u, v ∈ V. We assume in addition,
that there exists 0 ≤ γ < 1 and a non-decreasing continuous function ω : [0, T ] −→ [0,+∞) with
sup
t∈[0,T ]
ω(t)
tγ/2
<∞, (24)
∫ T
0
ω(t)
t1+γ/2
dt <∞ (25)
and
|a(t, u, v)− a(s, u, v)| ≤ ω(|t− s|)‖u‖V ‖v‖Vγ (26)
8
for all t, s ∈ [0, T ] and for all u, v ∈ V where Vγ := [H,V ]γ is the complex interpolation space.
Note that
V →֒ Vγ →֒ H →֒ V ′γ →֒ V ′
with continuous embeddings. By the Lax-Milgram theorem, for each t ∈ [0, T ] there exists an
isomorphism A(t) : V → V ′ such that 〈A(t)u, v〉 = a(t, u, v) for all u, v ∈ V. It is well known
that −A(t), regarding as unbounded operator with domain V, generates a bounded holomorphic
semigroup e−·A(t) of angle θ := pi2 − arctan(Mα ) on V ′. We call A(t) the operator associated with
a(t, ·, ·) on V ′. We have also to consider the operator A(t) associated with a(t, ·, ·) on H :
D(A(t)) := {u ∈ V : A(t)u ∈ H}
A(t)u = A(t)u.
Then−A(t) generates a holomorphic C0-semigroup (of angle θ) e−sA(t) onH which is the restriction
to H of e−·A(t), and we have
e−·A(t) =
1
2iπ
∫
Γ
e·µ(µ+A(t))−1dµ (27)
where Γ := {re±ϕ : r > 0} for some fixed ϕ ∈ (θ, pi2 ) (see e.g. [2, Lecture 7],[22],[28, Chapter 1] or
[36, Chap. 2]).
The following proposition is of great interest for this paper.
Proposition 2.1. [7, Section 2] Let b be any sesquilinear form that satisfies assumptions (22)-(23)
with the same constants M and α and let γ ∈ [0, 1[. Let B and B be the associated operators on
V ′ and H, respectively. Then there exists a constant c > 0 which depends only on M,α, γ and cH
such that
1. ‖(λ− B)−1‖(V ′γ ,H) ≤
c
(1 + |λ | )1− γ2 ,
2. ‖(λ− B)−1‖(V ) ≤
c
1 + |λ | ,
3. ‖(λ− B)−1‖(H,V ) ≤
c
(1 + |λ | ) 12 ,
4. ‖(λ− B)−1‖(V ′,H) ≤
c
(1 + |λ | ) 12 ,
5. ‖(λ− B)−1‖(V ′γ ,V ) ≤
c
(1 + |λ | ) 1−γ2
,
6. ‖e−sB‖(V ′γ ,H) ≤
c
sγ/2
,
7. ‖e−sB‖(V ′γ ,V ) ≤
c
s
1+γ
2
,
8. ‖e−sB‖(V ′,V ) ≤
c
s
1
2
,
9. ‖Be−sB‖(H) ≤
c
s
,
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10. ‖e−sB‖(V ) ≤ c
for each t ∈ [0, T ], s ≥ 0 and λ /∈ Σθ := {reiϕ : r > 0, |ϕ| < θ}.
Let Λ = (0 = λ0 < λ1 < ... < λn+1 = T ) be a uniform subdivision of [0, T ], i.e.,
|Λ| := sup
l
|λl+1 − λl| = |λk+1 − λk| for each k = 0, 1, ..., n.
Consider a family of sesquilinear forms ak : V × V → C given by
ak(u, v) :=
1
λk+1 − λk
∫ λk+1
λk
a(r;u, v)dr, u, v ∈ V (28)
for each k = 0, 1, ..., n. Remark that ak satisfies (22) and (23) for all k = 0, 1, ...n. The associated
operators are denoted by Ak ∈ (V, V ′) and are given by
Aku := 1
λk+1 − λk
∫ λk+1
λk
A(r)udr, u ∈ V, k = 0, 1, ..., n. (29)
The function aΛ : [0, T ]× V × V → C defined for t ∈ [λk, λk+1] by
aΛ(t;u, v) :=
λk+1 − t
λk+1 − λk ak(u, v) +
t− λk
λk+1 − λk ak+1(u, v), u, v ∈ V, (30)
is a non-autonomous sesquilinear form which satisfies (22)-(23) with the same constants α and M.
The associated time dependent operator is denoted by
AΛ(.) : [0, T ]→ (V, V ′) (31)
and is given for t ∈ [λk, λk+1] by
AΛ(t) := λk+1 − t
λk+1 − λkAk +
t− λk
λk+1 − λkAk+1. (32)
Then AΛ converges strongly and almost everywhere to A and also on (L2(0, T, V ), L2(0, T, V ′)) as
|Λ| → 0 [20, Lemma 2.1].
Remark 2.2. All estimates in Proposition 2.1 holds for AΛ(t) with constant independent of Λ
and t ∈ [0, T ], since aΛ satisfies (22)-(23) with the same constants M and α, also γ and cH does
not depend on Λ and t ∈ [0, T ].
Recall that a coercive and bounded form b : V × V → C associated with the operator B on H has
the Kato square root property if
D(B1/2) = V. (33)
We prove below that aΛ(t, ·, ·) has the square root property for all t ∈ [0, T ] if aΛ(0; ·, ·) has it.
This is essentially based on the abstract result due to Arendt and Monniaux [7, Proposition 2.5].
They proved that for two sesquilinear forms a1, a2 : V × V → C which satisfies (22)-(23), the form
a1 has the square root property if and only if a2 has it provided that
|a1(u, v)− a2(u, v)| ≤ c‖u‖V ‖v‖Vγ u, v ∈ V
for some constant c > 0.
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Proposition 2.3. Assume a(0, ., .) has the square root property. Then aΛ(t, ., .) has the square
root properties for all t ∈ [0, T ], too.
Proof. Let t ∈ [0, T ] and let k ∈ {0, 1, · · · , n} be such that t ∈ [λk, λk+1]. Then Then assumption
(26) implies that
| aΛ(t, u, v)−a(0, u, v) | ≤ 1
λk+1 − λk
∫ λk+1
λk
| a(r;u, v)− a(0, u, v) | dr
+
1
λk+2 − λk+1
∫ λk+2
λk+1
| a(r;u, v)− a(0, u, v) | dr
≤ 1
λk+1 − λk
∫ λk+1
λk
ω(r)‖u‖V ‖v‖Vγdr +
1
λk+2 − λk+1
∫ λk+2
λk+1
ω(r)‖u‖V ‖v‖Vγdr
≤ 2 sup
t∈[0,T ]
ω(t)‖u‖V ‖v‖Vγ .
Now the claim follows from [7, Proposition 2.5].
The following results will play an important role latter in the study of the convergence. We first
prove that aΛ has also a modulus of continuity of the same art as for a. In what follows we extend
ω to [0, 2T ] by setting ω(t) = ω(T ) for T ≤ t ≤ 2T.
Proposition 2.4. For all u, v ∈ V, t, s ∈ [0, T ]
|aΛ(t, u, v)− aΛ(s, u, v)| ≤ ωΛ(|t− s|)‖u‖V ‖v‖Vγ (34)
where ωΛ : [0, T ] −→ [0,+∞[ is defined by
ωΛ(t) :=
{ t
|Λ|ω(4|Λ|) for 0 ≤ t ≤ 2|Λ|,
2ω(2t) for 2|Λ| < t ≤ T.
Moreover, ∫ T
0
ωΛ(s)
s1+γ/2
ds ≤ 4
1− γ2
sup
t∈[0,T ]
ω(t)
tγ/2
+ 2γ/2
∫ 2T
0
ω(s)
s1+γ/2
ds <∞, (35)
and
sup
t∈[0,T ]
ωΛ(t)
tγ/2
≤ 21+γ/2 sup
t∈[0,T ]
ω(t)
tγ/2
<∞. (36)
Proof. Let u, v ∈ V and t, s ∈ [0, T ]. For the proof of (34) we distinguish three cases
Case 1: If λk ≤ s < t ≤ λk+1 for some fixed k ∈ {0, 1, · · · , n}. Then we obtain, using (26) and the
fact that ω is non-decreasing, that
|aΛ(t, u, v)− aΛ(s, u, v)| =
∣∣∣ λk+1 − t
λk+1 − λk ak(u, v) +
t− λk
λk+1 − λk ak+1(u, v)
− λk+1 − s
λk+1 − λk ak(u, v)−
s− λk
λk+1 − λk ak+1(u, v)
∣∣∣
=
(t− s)
|Λ|
∣∣∣ak(u, v)− ak+1(u, v)
∣∣∣
≤ (t− s)|Λ|
1
|Λ|
∫ |Λ|
0
| a(r + λk, u, v)− a(r + λk+1, u, v) | dr
≤ (t− s)|Λ|
1
|Λ|
∫ |Λ|
0
ω(λk+1 − λk)‖u‖V ‖v‖Vγdr =
(t− s)
|Λ| ω(|Λ|)‖u‖V ‖v‖Vγ
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Case 2: If λk ≤ s ≤ λk+1 ≤ t ≤ λk+2, then we deduce from Step 1 that
|aΛ(t, u, v)− aΛ(s, u, v)| ≤ |aΛ(t, u, v)− aΛ(λk+1, u, v)|+ |aΛ(λk+1, u, v)− aΛ(s, u, v)|
≤ t− λk+1|Λ| ω(|Λ|)‖u‖V ‖v‖Vγ +
λk+1 − s
|Λ| ω(|Λ|)‖u‖V ‖v‖Vγ
=
t− s
|Λ| ω(|Λ|)‖u‖V ‖v‖Vγ .
Case 3: If now λk ≤ s ≤ λk+1 < · · · < λl ≤ t ≤ λl+1. Then λl−λk+1 ≤ t− s ≤ λl+1−λk and thus
|t− s+ λk+1 − λl+1| ≤ |Λ|. (37)
It follows that
aΛ(t, u, v)− aΛ(s, u, v)
=
λl+1 − t
λl+1 − λl al(u, v) +
t− λl
λl+1 − λl al+1(u, v)−
λk+1 − s
λk+1 − λl ak(u, v)−
s− λk
λk+1 − λk ak+1(u, v)
=
λl+1 − t
|Λ| [al(u, v)− ak(u.v)] +
t− λl
|Λ| [al+1(u, v)− ak+1(u.v)]
+
λl+1 − λk+1 + s− t
|Λ| ak(u, v) +
λk − λl + t− s
|Λ| ak+1(u, v)
Because of (37) and since λk − λl = λk+1 − λl+1, we deduce that
| aΛ(t, u, v)− aΛ(s, u, v) | ≤ λk+1 − t|Λ| ω(λl − λk) +
t− λk
|Λ| ω(λl+1 − λk+1)
+
| t− s+ λl+1 − λk+1 |
|Λ| ω(λl+1 − λl)
≤ ω(λl − λk) + ω(λl+1 − λl)
≤ 2ω(2(t− s)).
This completes the proof of (34).
Let now prove (35). By construction we have
∫ T
0
ωΛ(t)
t1+γ/2
dt =
∫ 2|Λ|
0
ω(4|Λ|)
|Λ| t
−γ/2dt+
∫ T
2|Λ|
ω(2t)
t1+γ/2
dt
≤ 2
γ
2
+1
1− γ2
ω(4|Λ|)
(4|Λ|)γ/2 + 2
γ/2
∫ 2T
0
ω(t)
t1+γ/2
dt
≤ 4
1− γ2
sup
t∈[0,T ]
ω(t)
tγ/2
+ 2γ/2
∫ 2T
0
ω(t)
t1+γ/2
dt
which is finite by (24). The inequality (36) is easy to prove.
Note that condition (26) implies that A(t)−A(s) ∈ (V, V ′γ) for each t, s ∈ [0, T ] and
‖A(t)−A(s)‖(V,V ′γ) ≤ ω(|t− s|). (38)
According to Proposition 2.4, similar estimates hold for AΛ(·) :
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Lemma 2.5. For each t, s ∈ [0, T ] we have AΛ(t)−AΛ(s) ∈ (V, V ′γ),
‖AΛ(t)−AΛ(s)‖(V,V ′γ) ≤ ωΛ(|t− s|) (39)
and
‖AΛ(t)−A(t)‖(V,V ′γ) ≤ 2ω(2|Λ|). (40)
Proof. The estimate (39) follows from (34). For the second statement, let t ∈ [0, T ] and let
k ∈ {0, 1, · · · , n} be such that t ∈ [λk, λk+1]. Then
AΛ(t)−A(t) = λk+1 − t
λk+1 − λk [Ak −A(t)] +
t− λk
λk+1 − λk [Ak+1 −A(t)]
=
λk+1 − t
(λk+1 − λk)2
∫ λk+1
λk
[A(r) −A(t)]dr + t− λk
(λk+1 − λk)2
∫ λk+2
λk+1
[A(r) −A(t)]dr.
Then using (38) and the fact that ω is non-decreasing we obtain
‖AΛ(t)−A(t)‖(V,V ′γ) ≤
λk+1 − t
(λk+1 − λk)2
∫ λk+1
λk
ω(t− r)dr + t− λk
(λk+1 − λk)2
∫ λk+2
λk+1
ω(t− r)dr
≤ ω(|Λ|) + ω(2|Λ|) ≤ 2ω(2|Λ|),
which proves the claim.
3 L2-maximal regularity in H : a weak approximation
Recall that V,H denote two separable Hilbert spaces and a : [0, T ]×V×V → C is a non-autonomous
form satisfying (22)-(26) such that D(A(0)1/2) = V. Let A(t) the operator associated with a(t, ., .)
on V ′ for each t ∈ [0, T ] and consider the non-autonomous Cauchy problem
u˙(t) +A(t)u(t) = f(t) a.e. on [0, T ], u(0) = u0 (41)
Let Λ be an uniform subdivision of [0, T ],
AΛ : [0, T ]→ (V, V ′) and aΛ : [0, T ]× V × V → C
be given by (31)-(32) and (30), respectively, and consider the Cauchy problem
u˙Λ(t) +AΛ(t)uΛ(t) = f(t) a.e. on [0, T ], uΛ(0) = u0. (42)
Clearly, t 7→ aΛ(·, u, v) is piecewise C1 for all u, v ∈ V.Moreover, aΛ has the Kato square property by
Lemma 2.3. Then the Cauchy problem (42) has L2−maximal regularity inH by [9, Theorem 1.1] or
[6, Theorem 4.2]. On the other hand, we known by Lions’ theorem that for a given f ∈ L2(0, T,H)
and u0 ∈ V the Cauchy problem (41) has a unique solution u ∈ MR(V, V ′). Furthermore, it is
known that the seqeunce (uΛ)Λ of solutions of (42) converges (strongly) in MR(V, V
′) to u as |Λ|
goes to 0 [20, Proposition 3.2]. The main result of this section show that (uΛ) converges weakly in
MR(V,H) to u as |Λ| goes to 0. This in particular gives an alternative proof of Theorem 0.3.
Theorem 3.1. Let f ∈ L2(0, T ;H) and u0 ∈ V and let uΛ ∈ MR(V,H) be the solution of (42).
Then uΛ converges weakly in MR(V,H) as |Λ| −→ 0 and u := w − lim
|Λ|→0
uΛ satisfies (41).
13
For the proof we need first some preliminary lemmas. Let f ∈ L2(0, T ;H) and u0 ∈ V, then the
solution uΛ of (42) satisfies the following key formula
uΛ(t) = e
−tAΛ(t)u0 +
∫ t
0
e−(t−s)AΛ(t)f(s)ds+
∫ t
0
e−(t−s)AΛ(t)(AΛ(t)−AΛ(s))uΛ(s)ds (43)
for all t ∈ [0, T ]. This formula is due to Acquistapace and Terreni [1] and was proved in a more
general setting in [7, Proposition 3.5]. For the operator valued function AΛ, this formula can be
derived in a more classical way. In the sequel we will use the following notations:
uΛ,1(t) := e
−tAΛ(t)u0, uΛ,2(t) :=
∫ t
0
e−(t−s)AΛ(t)f(s)ds (44)
and
uΛ,3(t) :=
∫ t
0
e−(t−s)AΛ(t)(AΛ(t)−AΛ(s))uΛ(s)ds. (45)
The next two lemmas follow, thanks to Proposition 2.4, Lemma 2.5 and Remark 2.2, by using the
same argument as in the proof of Arendt and Monniaux [7, Theorem 4.1].
Lemma 3.2. Let QµΛ : L
2(0, T,H) → L2(0, T,H) denotes the linear operator defined for all g ∈
L2(0, T,H) and µ ≥ 0 by
(QµΛg)(t) :=
∫ t
0
(AΛ(t) + µ)e−(t−s)(AΛ(t)+µ)(AΛ(t)−AΛ(s))(AΛ(s) + µ)−1g(s)ds t-a.e. (46)
Then lim
µ→∞
‖QµΛ‖L2(0,T,H) = 0 uniformly on Λ and thus I − QµΛ is invertible on L2(0, T,H) for µ
large enough and for all Λ.
Lemma 3.3. There exists constant c > 0 depending only on α,M, γ and cH such that
‖AΛuΛ,1‖L2(0,T,H) ≤ c‖u0‖2V , (47)
‖AΛuΛ,2‖L2(0,T,H) ≤ c‖f‖L2(0,T,H). (48)
According to Lemma 3.2 and replacing AΛ(t) with A(t)Λ + µ, we may assume without loss
of generality that QΛ = Q
µ
Λ satisfies ‖QΛ‖(L2(0,T,H)) < 1, and then I − QΛ is invertible by the
Neumann series. Now we can give the proof of Theorem 3.1.
Proof. (of Theorem 3.1) Since (I −QΛ) is invertible in L2(0, T,H), we deduce from (43) that
u˙Λ = AΛuΛ = (I −QΛ)−1(AΛu1Λ +AΛu2Λ).
This equality and Lemma 3.3, yield the estimate
‖u˙Λ‖L2(0,T ;H) ≤ c
[‖u0‖V + ‖f‖L2(0,T ;H)] (49)
for a constant c > 0 independent of the subdivision Λ. Since for all t ∈ [0, T ] one has uΛ(t) =
uΛ(0) +
∫ t
0 u˙Λ(s)ds, we conclude that
‖uΛ‖H1(0,T ;H) ≤ c
[‖u0‖V + ‖f‖L2(0,T ;H)] (50)
for some constant c > 0 independent of the subdivision Λ. Then there exists a subsequence of (uΛ),
still denoted by (uΛ) that converges weakly to some v ∈ H1(0, T,H) as |Λ| −→ 0.
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We known that the Cauchy problem (41) has a unique solution u ∈MR(V, V ′) by Lions’ theorem.
On the other hand, (uΛ) converges strongly to u on MR(V, V
′) by [20, Proposition 3.2]. In
particular, uΛ −→ u in L2(0, T, V ). Thus AΛuΛ −→ Au in L2(0, T, V ′) as |Λ| −→ 0 by [20, Lemma
2.1]. It follows, by the uniqueness of the limits , that u = v ∈ H1(0, T,H) since
u˙Λ = f −AΛuΛ −→
|Λ|→0
f −Au = u˙ in L2(0, T, V ′).
This completes the proof.
4 L2-maximal regularity in H : uniform approximation
Assume that H,V and a : [0, T ]× V × V −→ C are as in Section 2. Let (f, u0) ∈ L2(0, T,H)× V,
Λ be a uniform subdivision of [0, T ] and u, uΛ ∈ MR(V,H) be the solutions of (41) and (42) re-
spectively. In the previous section we have seen that (uΛ) converges weakly to u in MR(V,H) as
|Λ| −→ 0. The aim of this section is to prove that this convergence holds for the strong topology
of MR(V,H) and uniformly on the initial data u0 and f.
The following result is the key idea of this section.
Theorem 4.1. There exists a positive constant c > 0 depending only on M,α, γ and cH such that
‖u− uΛ‖H1(0,T,H) ≤ c
[
ω(2|Λ|) + ω(2|Λ|)|Λ|γ/2 +
∫ 2|Λ|
0
ω(t)
t1+γ/2
dt
][
‖f‖L2(0,T,H) + ‖u0‖V
]
. (51)
With this estimate theorem in hand, the study of the uniform convergence, with respect to
initial datats, of uΛ −→ u in MR(V,H) becomes easy. Due to the results of Section 1 and
hypothesis that ω satisfies all we need is to look when
lim
|Λ|→0
ω(2|Λ|)
|Λ|γ/2 = 0 (52)
holds. Endeed, clearly (38) implies that A : [0, T ] −→ (V, V ′) is, in particular, continuous. More-
over, AΛ : [0, T ] −→ (V, V ′) satisfies conditions (H1)-(H4) (see Section 1) by taking D = V and
X = V ′. Thus one can apply Theorem 1.5 and conclude that uΛ −→ u in L2(0, T, V ) uniformly on
the initial data u0 ∈ V ⊂ H = Tr(V, V ′) and the homogeneity f ∈ L(0, T,H).
Corollary 4.2. There exists a null sequence (tn)n∈N ⊂ [0, T ] depending on ω such that for every
ε > 0 there exists n0 ∈ N such that for all n ≥ n0 one has
‖u− uΛn‖MR ≤ ε
[‖u0‖V + ‖f‖L2(0,T,H)].
for all subdivisions Λn of [0, T ] with 2|Λn| = tn.
Proof. We claim that
lim inf
t→0
ω(t)
tγ/2
= 0.
Other wise the integral ∫ T
0
ω(s)
s1+γ2
ds =∞
which contradict the assumption (25). This and Theorem 4.1 completes the proof.
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Finally, if we assume that ω satisfies the following addition condition
lim
t→0
ω(t)
tγ/2
= 0, (53)
then the statement of Corollary 4.2 holds for all uniform subdivision Λ of [0, T ].
Corollary 4.3. For all ε > 0 there exists δ > such that for each subdivision Λ of [0, T ]
|Λ| ≤ δ =⇒ ‖u− uΛ‖MR ≤ ε
[‖x0‖V + ‖f‖L2(0,T,H)].
Now we give the proof of Theorem 4.1:
Proof. (Proof of Theorem 4.1.) We will use the representation formula (43), notations (44)-(45)
and the the corresponding quantities for the solution u of (41). We proceed by several steps.
a) First, we estimate AΛuΛ,1 − Au1 in L2(0, T,H). Let t 6= 0. We obtain using the second
estimate in Proposition 2.5 and the estimates (6) and (10) in Proposition 2.1 that
‖AΛ(t)uΛ,1(t)−A(t)u1(t)‖H = ‖AΛ(t)e−tAΛ(t)u0 −A(t)e−tA(t)u0‖H
≤ ‖e−tAΛ(t)[AΛ(t)u0 −A(t)u0]‖H + ‖[e−tAΛ(t) − e−tA(t)]AΛ(t)u0‖H
= ‖e−tAΛ(t)[AΛ(t)u0 −A(t)u0]‖H +
∫ t
0
‖e−(t−s)AΛ(t)(AΛ(t)−A(t))e−sA(t)u0‖H
≤ 2cω(2|Λ|)
(
1
tγ/2
+ c
∫ t
0
1
sγ/2
ds
)
‖u0‖V . (54)
Similarly, combining the estimates (1) and (3) in Proposition 2.1 and the estimate (40) in Propo-
sition 2.1 we obtain
‖AΛ(t)uΛ,2(t)−A(t)u2(t)‖H
≤
∫ t
0
‖[AΛ(t)e−(t−s)AΛ(t) −A(t)e−(t−s)A(t)]f(s)‖Hds
≤ 1
2π
∫ t
0
∫
Γ
|λ | e−(t−s)Reλ‖(λ−AΛ(t))−1(AΛ(t)−A(t))(λ −A(t))−1f(s)‖Hdλds
≤ 1
π
∫ t
0
ω(2|Λ|)
∫
Γ
e−(t−s)Reλ
c2
|λ | 1−λ2
‖f(s)‖Hdλds
=
c2ω(2|Λ|)
π
∫ t
0
‖f(s)‖H
∫ ∞
0
e−(t−s)r cos(ν)
r
1−γ
2
drds
=
c2ωΛ(t)
2π
∫ t
0
‖f(s)‖H
∫ ∞
0
e−ρ cos(θ)
( ρt−s )
− 1+γ
2
dρds
=
c2ω(2|Λ|)
π
∫ ∞
0
e−ρ cos(ν)
ρ
1−γ
2
dρ
∫ t
0
‖f(s)‖H(t− s)−
1+γ
2 ds. (55)
The last integral is well defined since the function h : R → R given by h(t) = t− 1+γ2 for t ∈]0, T ]
and h(t) = 0 for t ∈]−∞, 0]∩]T,+∞[ belongs to L1(R) because 1+γ2 < 1. The estimates (54) and
(55) yield, respectively,
‖AΛuΛ,1 −Au1‖L2(0,T,H) ≤ cω(2|Λ|)‖u0‖V (56)
16
and
‖AΛuΛ,2 −Au2‖L2(0,T,H) ≤ cω(2|Λ|)‖f‖L(0,T,H) (57)
for a positive constant c > 0 that depends only on M,α, γ and cH .
b) Next, we prove the following estimate
‖QΛ −Q‖(L2(0,T,H)) ≤ c
[
ω(2|Λ|) + ω(2|Λ|)|Λ|γ/2 +
∫ 2|Λ|
0
ω(s)
s1+γ/2
]
(58)
where Q : L2(0, T,H) −→ L2(0, T,H) is defined via formula which is analogous to (46). To this
end, for g ∈ L2(0, T,H) and t ∈ [0, T ] we write
‖(QΛg)(t)− (Qg)(t)‖H
≤
∫ t
0
‖AΛ(t)e−(t−s)AΛ(t)(AΛ(t)−AΛ(s))(A−1Λ (s)−A−1(s))g(s)‖Hds
+
∫ t
0
‖AΛ(t)e−(t−s)AΛ(t)(AΛ(t)−A(t)−AΛ(s) +A(s))A−1(s)g(s)‖Hds
+
∫ t
0
‖(AΛ(t)e−(t−s)AΛ(t) −A(t)e−(t−s)A(t))(A(t) −A(s))A−1(s)g(s)‖Hds
= IΛ,1(t) + IΛ,2(t) + IΛ,3(t)
Replacing A(s) by A(s) + µ and according to Proposition 2.1 we may assume ‖A−1Λ (s)‖(V ′γ ,V ) ≤ c
and ‖A−1Λ (s)‖(H,V ) ≤ c. Next, by the estimates (6) and (9) in Proposition 2.1 together with (39)
and (40), we have
IΛ,1(t) =
∫ t
0
‖AΛ(t)e−
t−s
2
AΛ(t)e−
t−s
2
AΛ(t)(AΛ(t)−AΛ(s))(A−1Λ (s)−A−1(s))g(s)‖Hds
≤ 21+γ/2c2
∫ t
0
ωΛ(t− s)
(t− s)1+γ/2 ‖(A
−1
Λ (s)−A−1(s))g(s)‖V ds
= 21+γ/2c2
∫ t
0
ωΛ(t− s)
(t− s)1+γ/2 ‖(A
−1
Λ (s)(AΛ(s)−A(s))A−1(s))g(s)‖V ds
≤ 23+γ/2c2ω(2|Λ|)
∫ t
0
ωΛ(t− s)
(t− s)1+γ/2 ‖A
−1
Λ (s)‖(V ′γ ,V )‖A−1(s)‖(H,V )‖g(s)‖Hds
≤ 23+γ/2c4ω(2|Λ|)
∫ t
0
ωΛ(t− s)
(t− s)1+γ/2 ‖g(s)‖Hds
= 23+γ/2c4ω(2|Λ|)(hΛ ∗ ‖g(·)‖H)(t),
where hΛ(t) := ωΛ(t)t
−1−γ/2 for t ∈ [0, T ] and hΛ(t) := 0 for t ∈ (−∞, 0[∩]T,+∞). Proposition 2.4
implies that hΛ ∈ L1(R) and that ‖hΛ‖L1(R) is bounded uniformly with respect to the subdivision
Λ. Therefore we obtain ∫ T
0
I2Λ,1(s)ds ≤ cω(2|Λ|)2
∫ T
0
‖g(s)‖2Hds (59)
where the positive constant c > 0 is independent of Λ.
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Again using as above the estimates (6) and (9) in Proposition 2.1, we obtain for the second term
IΛ,2
IΛ,2(t) :=
∫ t
0
‖AΛ(t)e−(t−s)AΛ(t)(AΛ(t)−A(t)−AΛ(s) +A(s))A−1(s)g(s)‖Hds
≤ 21+γ/2c3
∫ t
0
‖(AΛ(t)−A(t) −AΛ(s) +A(s))‖(V ′γ ,H)
‖g(s)‖H
(t− s)1+γ/2 ds
≤ 21+γ/2c3
∫ t
0
κΛ(t− s)‖g(s)‖Hds
where
κΛ(t) :=


[ω(t) + ωΛ(t)]t
−(1+ γ
2
) if 0 ≤ t < 2|Λ|,
4ω(2|Λ|)t−(1+γ2 ) if 2|Λ| < t ≤ 2T,
0 if t ∈]−∞, 0]∩]2T,+∞[.
Here we have used simultaneously both estimates (39) and (40) from Lemma 2.5. Because of (25)
and (35), the function t 7→ kΛ(t) belongs to L1(R), and by a simple calculation we obtain
‖κΛ‖L1(R) ≤ c
(ω(2|Λ|)
|Λ|γ/2 +
∫ 2|Λ|
0
ω(s)
s1+γ/2
ds
)
and therefore,
∫ T
0
I2Λ,2(s)ds ≤ c
(ω(2|Λ|)
|Λ|γ/2 +
∫ 2|Λ|
0
ω(s)
s1+γ/2
ds
)2 ∫ T
0
‖g(s)‖2Hds (60)
for a constant c = c(M,α, cH , γ) > 0 independent of Λ.
b) For the last term IΛ,3(t), we set g˜(t, ·) := (A(t)−A(·))A−1(·)g(·). Again by Lemma 2.5 and (4)
and (5) from Proposition 2.1 and we obtain
IΛ,3(t) :=
∫ t
0
‖(AΛ(t)e−(t−s)AΛ(t) −A(t)e−(t−s)AΓ(t))g˜(t, s)‖Hds
≤ 1
2π
∫ t
0
∫
Γ
|λ | e−(t−s)Reλ‖(λ−AΛ(t))−1(AΛ(t)−A(t))(λ −A(t))−1g˜(t, s)‖Hdλds
≤ 1
2π
∫ t
0
∫
Γ
|λ | e−(t−s)Reλ‖(λ−AΛ(t))−1‖(V ′,H)‖(AΛ(t)−A(t))(λ −A(t))−1 g˜(t, s)‖V ′dλds
≤ CV
′
γ
2π
∫ t
0
∫
Γ
|λ | e−(t−s)Reλ c2ω(2|Λ|)
(1 + |λ|)1/2 ‖(λ−A(t))
−1‖(V ′γ ,V )‖g˜(t, s)‖V ′γdλds
≤ ω(2|Λ|)CV
′
γ
c2
π
∫ t
0
∫
Γ
|λ | e−(t−s)Reλ
(1 + |λ|)1− γ2 ‖g˜(t, s)‖V ′γdλds
≤ ω(2|Λ|)CV
′
γ
c2
π
∫ t
0
∫ ∞
0
r
γ
2 e−(t−s)r cos(ν)‖g˜(t, s)‖V ′γdrds
where CV ′γ is the injection constant of V
′
γ into V
′. Next, since
‖g˜(t, s)‖V ′γ ≤ ω(t− s)‖A−1(t)‖(H,V )‖g(s)‖H ,
we conclude that
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IΛ,3(t) ≤ ω(2|Λ|)
CV ′γ c
2
π
∫ ∞
0
e−ρ cos(ν)
ρ−γ/2
dρ
∫ t
0
ω(t− s)
(t− s)1+ γ2 ‖g(s)‖Hds
= ω(2|Λ|)CV
′
γ
c2
π
∫ ∞
0
e−ρ cos(ν)
ρ−γ/2
dρ(h ∗ ‖g(·)‖H)(t)
where h : R −→ R is defined analogously as hΛ above. Taking into account (25), it follows
∫ T
0
I2Λ,3(s)ds ≤ cω(2|Λ|)2
∫ T
0
‖g(s)‖2Hds (61)
for a constant c > 0 independent of Λ, and thus the desired estimate (58) is proved.
c) Finally, by using Lemma 3.3 we conclude from a)− b) that
‖AΛuΛ −Au‖L2(0,T,H) ≤ ‖(I −QΛ)−1(AΛuΛ,1 −Au1)‖L2(0,T,H)
+ ‖(I −QΛ)−1[AΛuΛ,2 −Au2]‖L2(0,T,H)
+ ‖(I −QΛ)−1(Q −QΛ)(I −Q)−1(Au1 +Au2)‖L2(0,T,H)
≤ c
[
ω(2|Λ|) + ω(2|Λ|)|Λ|γ/2 +
∫ 2|Λ|
0
ω(s)
s1+γ/2
ds
][
‖u0‖V + ‖f‖L2(0,T,H)
]
where c > 0 is independent of Λ. Further, since u and uΛ satisfy (42) and (41), respectively, we
have
‖u˙Λ − u˙‖L2(0,T,H) ≤ c
[
ω(2|Λ|) + ω(2|Λ|)|Λ|γ/2 +
∫ 2|Λ|
0
ω(s)
s1+γ/2
ds
][
‖u0‖V + ‖f‖L2(0,T,H)
]
. (62)
Now since u(t) and uΛ(t) belong to V for almost every t ∈ [0, T ], we have
uΛ(t) = uΛ(0) +
∫ t
0
u˙Λ(s)ds and u(t) = u(0) +
∫ t
0
u˙(s)ds
almost everywhere. This completes the proof.
5 Continuity of solutions
Assume that H,V and a : [0, T ] × V × V −→ C are as in the previous section. The aim of the
this section is the prove that (uΛ)Λ converges to u in the space C([0, T ], V ) uniformly on (f, u0)
provided that (53) holds. Note that uΛ −→ u in C([0, T ], H) since MR(V, V ′) is continuously
embedded into C(0, T,H).
Theorem 5.1. Assume that a : [0, T ]× V × V → C satisfies (22)-(26) with D(A(0)1/2) = V. Let
Γ be a another subdivision of [0, T ] that is finer than Λ. Then
‖uΓ−uΛ‖C(0,T,V ) ≤ c
(
ω(2|Λ|)+ω(2|Γ|)|Γ|γ/2 +
ω(2|Λ|)
|Λ|γ/2 +
∫ 2|Λ|
0
ω(s)
s1+γ/2
ds
)[
‖u0‖V +‖f‖L2(0,T,H)
]
(63)
for some positive constant c > 0 depending only on M,α, γ and cH .
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Proof. We will use the notation of the the previous sections and we will proceed, as in the proof
of Theorem 4.1, in several steps. To this end, we will adapt the proof of [7, Theorem 4.4] to our
situation.
Step a: By using (2) and (5) in Proposition 2.1 for (λ−AΓ(t))−1 and (λ−AΛ(t))−1, respectively,
and (40) we obtain for every t ∈ [0, T ] that
‖u1,Λ(t)− u1,Γ(t)‖V ≤ 1
2π
∫
Γ
e−tReλ‖(λ−AΛ(t))−1(AΛ(t)−AΓ(t))(λ −AΓ(t))−1u0‖V dλ
≤ 2c
2ω(2|Λ|)
π
∫
Γ
e−tReλ
(1 + |λ|) 3−γ2
dλ‖u0‖V
≤ 2c
2ω(2|Λ|)
π
( ∫ ∞
0
1
(1 + r)
3−γ
2
dr
)
‖u0‖V .
Step b: Again the estimates (4) and (5) in Proposition 2.1 and formula (40) imply that
‖(λ−AΛ(t))−1(AΛ(t)−AΓ(t))(λ −AΓ(t))−1f(s)‖V ≤ 2c2ω(2|Λ|) ‖f(s)‖H
(1 + |λ|)1− γ2 .
Therefore, we obtain by using Fubini’s theorem that for all λ ∈ Γ \ {0}
‖u2,Λ(t)− u2,Γ(t)‖V = ‖
∫ t
0
1
2iπ
∫
Γ
e−(t−s)λ(λ−AΛ(t))−1(AΛ(t)−AΓ(t))(λ −AΓ(t))−1f(s)dλds‖V
≤ c
2ω(2|Λ|)
π
∫ ∞
0
1
(1 + r)1−
γ
2
(∫ t
0
e−(t−s)r cos(ν)‖f(s)‖Hds
)
dr
≤ c
2ω(2|Λ|)
π
‖f‖L2(0,T,H)
∫ ∞
0
1
(1 + r)1−
γ
2
(∫ t
0
e−2(t−s)r cos(ν)ds
)1/2
dr
≤ c
2ω(2|Λ|)√
2 cos(ν)
( ∫ ∞
0
1√
r(1 + r)1−
γ
2
dr
)
‖f‖L2(0,T,H).
Step c: It remains to estimate ‖u3,Λ(·)− u3,Γ(·)‖V . For this for each h ∈ C(0, T, V ) we set
(PΛh)(t) :=
∫ t
0
e−(t−s)AΛ(t)(AΛ(t)−AΛ(s))h(s)ds.
From [7, Lemma 4.5] we have PΛh ∈ C(0, T, V ). Thanks to Proposition 2.4 and Lemma 2.5 one
can prove in a similar way as in Step 3 of the proof of [7, Theorem 4.4] (see also Step 3 of the proof
of Lemma 3.2) that ‖PΛ‖(C(0,T,H) ≤ 1/2 and thus I − PΛ is invertible on (C(0, T,X)). Therefore,
we obtain by using the representation formula (43)
uΛ,3 − uΓ,3 = (I − PΛ)−1(uΛ,1 − uΓ,1) + (I − PΓ)−1(uΛ,2 − uΓ,2) (64)
+ [(I − PΛ)−1(PΛ − PΓ)(I − PΓ)−1(uΓ,1 + uΓ,2) (65)
The term on the right hand side of (64) is treated in Step a)-b). We need only to estimate the
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difference PΛ − PΓ on (C(0, T, V )). For each h ∈ C(0, T, V ) and t ∈ [0, T ] we have
(PΛh− PΓh)(t)
=
∫ t
0
e−(t−s)AΛ(t)
[AΛ(t)−AΛ(s)−AΓ(t) +AΓ(s)]h(s)ds
+
∫ t
0
[
e−(t−s)AΛ(t) − e−(t−s)AΓ(t)](AΓ(t)−AΓ(s))h(s)ds.
=
∫ t
0
e−(t−s)AΛ(t)
[AΛ(t)−AΛ(s)−AΓ(t) +AΓ(s)]h(s)ds
+
∫ t
0
1
2iπ
∫
Γ
e−(t−s)λ(λ−AΛ)−1(AΛ(t)−AΓ(t))(λ −AΓ)−1(AΓ(t)−AΓ(s))h(s)ds.
By the estimate (5) in Proposition 2.1 and the formula (40),
‖(λ−AΛ)−1(AΛ(t)−AΓ(t))(λ −AΓ)−1(AΓ(t)−AΓ(s))h(s)‖V
≤ 4c2ω(2|Λ|) ωΓ(t− s)
(1 + |λ|)1−γ ‖h(s)‖V .
Thus remarking that ωΓ(t) ≤ 2ω(t) for every t ∈ [0, T ], it follows that
‖
∫ t
0
1
2iπ
∫
Γ
[
e−(t−s)λ(λ−AΛ)−1(AΛ(t)−AΓ(t))(λ −AΓ)−1
]
(AΓ(t)−AΓ(s))h(s)ds‖V
≤ 2c2ω(2|Λ|)
∫ t
0
1
π
∫ ∞
0
e−(t−s)r cos(θ)
ωΛ(t− s)
r1−γ
‖h(s)‖V drds
= 2cω(2|Λ|)
∫ t
0
1
π
∫ ∞
0
e−ρ cos(θ)
ωΛ(t− s)
ρ1−γ
(t− s)1−γ‖h(s)‖V dρ
t− sds
≤ 2ω(2|Λ|)c
2
π
∫ t
0
( ∫ ∞
0
e−ρ cos(ν)
ρ1−γ
dρ
)ωΓ(t− s)
(t− s)γ ‖h(s)‖V dρds
≤ cω(2|Λ|)‖h‖C(0,T,V ).
for some constant c = c(α,M, γ, T ) independent of Γ and Λ. Next, writing
e−(t−s)AΛ(t)
[AΛ(t)−AΛ(s)−AΓ(t) +AΓ(s)]h(s)
= A
−1/2
Λ (t)A
1/2
Λ (t)e
−(t−s)AΛ(t)
[AΛ(t)−AΛ(s)−AΓ(t) +AΓ(s)]
we obtain by (7) and (8) in Proposition 2.1 and since e−·AΛ(t) is an analytic C0-semigroup on V
∫ t
0
‖e−(t−s)AΛ(t)[AΛ(t)−AΛ(s)−AΓ(t) +AΓ(s)]h(s)‖V ds
≤ c321+γ/2
∫ t
0
κΛ,Γ(s)‖h(t− s)‖V ds
where
κΛ(t) :=


[ωΓ(t) + ωΛ(t)]t
−(1+ γ
2
) if 0 ≤ t < 2|Λ|,
4ω(2|Λ|)t−(1+γ2 ) if 2|Λ| < t ≤ 2T,
0 if t ∈]−∞, 0]∩]2T,+∞[.
Because of (25) and (35), the function t 7→ kΛ,Γ(t) belongs to L1(R), and by a simple calculation
we obtain
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‖κΛ‖L1(R) ≤ c
(ω(2|Λ|)
|Λ|γ/2 +
ω(2|Γ|)
|Γ|γ/2 +
∫ 2|Λ|
0
ω(s)
s1+γ/2
ds
)
for some positive constant c > 0 depending only on M,α, γ and cH . We conclude then
‖u3,Λ(t)− u3,Γ(t)‖V ≤ c
(
ω(2|Λ|) + ω(2|Λ|)|Λ|γ/2 +
ω(2|Γ|)
|Γ|γ/2 +
∫ 2|Λ|
0
ω(s)
s1+γ/2
ds
)[
‖u0‖V + ‖f‖L2(0,T,H)
]
.
for some positive constant c > 0 (probably different from the previous one) depending only on
M,α, γ and cH , and the proof is complete.
We finish this section with our main result.
Theorem 5.2. 1. There exists a null sequence (tn)n∈N ⊂ [0, T ] depending on ω such that for
every ε > 0 there exists n0 ∈ N such that for all n ≥ n0 one has
‖uΓn − uΛn‖C(0,T,V ) ≤ ε
[‖u0‖V + ‖f‖L2(0,T,H)]
for all subdivision Λn and Γn of [0, T ] with |Γn| < |Λn| = tn2 .
2. u ∈ C([0, T ], V ) and there exists a null sequence (tn)n∈N ⊂ [0, T ] depending on ω such that
for every ε > 0 there exists n0 ∈ N such that for all n ≥ n0 one has
‖u−uΛn‖C(0,T,V ) ≤ ε
[‖u0‖V + ‖f‖L2(0,T,H)]
for all subdivision Λn of [0, T ] with |Λn| = tn2 .
3. Assume moreover that (53) holds. Then uΛ −→ u in C([0, T ], V ) uniformly on u0 and f as
|Λ| → 0. More precisely,
‖u− uΛ‖C(0,T,V ) ≤ c
(
ω(2|Λ|) + ω(2|Λ|)|Λ|γ/2 +
∫ 2|Λ|
0
ω(s)
s1+γ/2
ds
)[
‖u0‖V + ‖f‖L2(0,T,H)
]
for all subdivision Λ and for some positive constant c > 0 independent of Λ.
Proof. Assertion 1) follows by similar argument as in the proof of Corollary 4.2. By Theorem
5.1, uΛ is a Cauchy sequence, and thus converges in C([0, T ], V ). In other hand, we known that
uΛ −→ u strongly in C([0, T ], H). Therefore, assertion 2) is a direct consequence of 1) and the
assertion 3) follows directly from the estimate (63) and the additional condition (53).
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