Deep optical observations of the spectra of 12 Galactic planetary nebulae (PNe) and 3 Magellanic Cloud PNe were presented in Paper I by Tsamis et al. (2003b), who carried out an abundance analysis using the collisionally excited forbidden lines. Here, the relative intensities of faint optical recombination lines (ORLs) from ions of carbon, nitrogen and oxygen are analysed in order to derive the abundances of these ions relative to hydrogen. The relative intensities of four high-l C II recombination lines with respect to the well-known 3d-4f λ4267 line are found to be in excellent agreement with the predictions of recombination theory, removing uncertainties about whether the high C 2+ abundances derived from the λ4267 line could be due to non-recombination enhancements of its intensity.
intensities of four high-l C II recombination lines with respect to the well-known 3d-4f λ4267 line are found to be in excellent agreement with the predictions of recombination theory, removing uncertainties about whether the high C 2+ abundances derived from the λ4267 line could be due to non-recombination enhancements of its intensity.
We define an abundance discrepancy factor (ADF) as the ratio of the abundance derived for a heavy element ion from its recombination lines to that derived for the same ion from its ultraviolet, optical or infrared collisionally excited lines (CELs). All of the PNe in our sample are found to have ADF's that exceed unity. Two of the PNe, NGC 2022 and LMC N66, have O 2+ ADF's of 16 and 11, respectively, while the remaining 13 PNe have a mean O 2+ ADF of 2.6, with the smallest value being 1.8. Garnett & Dinerstein (2001a) found that for a sample of about a dozen PNe the magnitude of the O 2+ ADF was inversely correlated with the nebular Balmer line surface brightness. We have investigated this for a larger sample of 20 PNe, finding weak correlations with decreasing surface brightness for the ADF's of O 2+ and C 2+ . The C 2+ ADF's are well correlated with the absolute radii of the nebulae, though no correlation is present for the O 2+ ADF's. We also find both the C 2+ and O 2+ ADF's to be strongly correlated with the magnitude of the difference between the nebular [O III] and Balmer jump electron temperatures (∆T ), corroborating a result of Liu et al. (2001b) for the O 2+ ADF. ∆T is found to be weakly correlated with decreasing nebular surface brightness and increasing absolute nebular radius.
There is no dependence of the magnitude of the ADF upon the excitation energy of the UV, optical or IR CEL transition used, indicating that classical nebular temperature fluctuations-i.e. in a chemically homogeneous medium-are not the cause of the observed abundance discrepancies. Instead, we conclude that the main cause of the discrepancy is enhanced ORL emission from cold ionized gas located in hydrogen-deficient clumps inside the main body of the nebulae, as first postulated by Liu et al. (2000) for the high-ADF PN NGC 6153. We have developed a new electron temperature diagnostic, based upon the relative intensities of the O II 4f-3d λ4089 and 3p-3s λ4649 recombination transitions. For six out of eight PNe for which both transitions are detected, we derive O 2+ ORL electron temperatures of ≤300 K, very much less than the O 2+ forbidden-line and H + Balmer jump temperatures derived for the same nebulae. These results provide direct observational evidence for the presence of cold plasma regions within the nebulae, consistent with gas cooled largely by infrared fine structure and recombination transitions; at such low temperatures recombination transition intensities will be significantly enhanced due to their inverse power-law temperature dependence, while UV and optical CELs will be significantly suppressed. Key Words: ISM: abundances -planetary nebulae: general tary nebulae (PNe). In a companion paper, Tsamis et al. (2003a) have presented a similar analysis of a number of Galactic and Magellanic Cloud H II regions. The main focus of these papers is on the problem of the optical recombination-line emission from heavy element ions (e.g. C 2+ , N 2+ , O 2+ ) in photoionized nebulae. The main manifestation of this problem is the observed discrepancy between nebular elemental abundances derived from weak, optical recombination lines (ORLs; such as C II λ4267, N II λ4041, O II λλ4089, 4650) on the one hand and the much brighter collisionally-excited lines (CELs; often collectively referred to as forbidden lines) on the other (Kaler 1981; Peimbert, Storey & Torres-Peimbert 1993; Liu et al. 1995 Liu et al. , 2000 Liu et al. , 2001b Garnett & Dinerstein 2001a; Tsamis 2002; Tsamis et al. 2003a) , with ORLs typically being found to yield ionic abundances that are factors of two or more larger than those obtained from CELs emitted by the same ions. A closely linked problem involves the observed disparity between the nebular electron temperatures derived from the traditional [O III] (λ4959+λ5007)/λ4363 CEL ratio and the H I Balmer discontinuity diagnostic: the latter yields temperatures that are in most cases lower than those derived from the [O III] ratio (Peimbert 1971; Liu & Danziger 1993b; Liu et al. 2001b; Tsamis 2002) .
The ORL analysis of the current paper is based upon deep optical spectra of twelve galactic and three Magellanic Cloud PNe that were acquired by Tsamis et al. (2003b; hereafter Paper I) . Paper I describes how the observations were obtained and reduced and presents tabulations of observed and dereddened relative intensities for the detected lines. Collisionally excited lines (CELs) in the spectra were used to derive nebular electron temperatures and densities from a variety of diagnostic ratios. They also derived CEL-based abundances for a range of heavy elements, using standard ionization correction factor (icf) techniques to correct for unobserved ion stages.
In the current paper we analyze the ORL data that were presented in Paper I. In Section 2 we derive recombination-line ionic abundances for a number of carbon, nitrogen and oxygen ions. Section 3 presents a comparison between total C, N and O abundances derived from ORLs and from ultraviolet, optical and infrared CELs and derives abundance discrepancy factors (ADF's; the ratio of the abundances derived for the same ion from ORLs and from CELs) for a range of carbon, nitrogen and oxygen ions. In Section 4 we investigate how ORL/CEL ADF's correlate with other nebular parameters, such as the difference between [O III] forbidden line and H I Balmer jump temperatures; the Hβ nebular surface brightness; and the nebular absolute radius. Section 5 looks at whether the observational evidence provides support for the presence of classical Peimbert-type temperature fluctuations within the nebulae, and whether the observational evidence points to strong density variations within the nebulae. In Section 6 we present evidence for the presence of cold plasma (Te ≤ 2000 K) in a number of nebulae in our sample, making use of the fact that the strengths of several well observed O II and He I recombination lines have sufficiently different temperature dependences for the relative intensities of two O II lines, or two He I lines, to be used as diagnostics of the electron temperatures prevailing in their emitting regions. Section 7 summarizes our conclusions.
RECOMBINATION-LINE ABUNDANCES

Carbon ions: C
2+ /H + , C 3+ /H + and C 4+ /H + We have detected recombination lines of carbon from all of the PNe, with the exception of LMC N66. C II lines in particular were detected from all galactic nebulae, as well as from SMC N87 and LMC N141; C III lines were detected from the majority of them, excluding NGC 3132 and My Cn 18 only. The strongest observed C II optical recombination line is the λ4267 (V 6) 3d-4f transition, which was consistently recorded with a high signal-to-noise (S/N) ratio in our high resolution deep spectra (see Fig. 1 in Paper I). We derived C 2+ /H + abundance ratios from it using the recently calculated effective recombination coefficients of Davey, Storey & Kisielius (2000) , which include both radiative and dielectronic processes; it should be noted that abundance ratios derived using λ4267 are insensitive to the adoption of Case A or B. The C II λ4267 line has been used in the past in abundance analyses of galactic PNe (e.g. Kaler 1986 , Rola & Stasińska 1994 ) with conflicting results. It has also been detected from a number of LMC and SMC planetary nebulae (Barlow 1987; Meatheringham & Dopita 1991;  and from SMC N42 by Vassiliadis et al. 1992) . No detections of this line have been reported however for LMC N141 and SMC N87 and carbon ORLs have not been used to date in abundance studies of Magellanic Cloud PNe.
Due to the structure of the C + ion, the configuration of the valence orbital gives rise to only one atomic term, compared to three atomic terms for N + and O + (e.g. Kuhn 1969; Allen 1973) . As a result there are fewer C II recombination lines than of O II or N II, so they are of greater intensity. As an observational consequence of this fact, in several PNe of our sample we have also detected C II recombination lines from higher principal quantum numbers, originating from states above the 4f 2 F o level. In Table 1 we compare the observed intensities of these lines of high excitation energy, normalized such that I(λ4267) = 1.00, against the recombination theory predictions of Davey et al. (2000) . This permits us to check whether the 4f 2 F o -ng 2 G transitions which populate the upper level of 3d-4f λ4267 can be safely attributed to recombination only, or whether unidentified processes contribute as well. This is of importance in the light of results from this and previous works (e.g. the PN studies of Kaler 1981 Kaler , 1986 Rola & Stasińska 1994 and Liu et al. 1995 as well as the H II region analysis of Tsamis et al. 2003a) , which found that the C 2+ /H + abundances derived from the λ4267 recombination line are often significantly higher than those derived from the collisionally excited C III] λ1908 line. This fact had sometimes been attributed in the past to erroneous recombination coefficients, inaccurate line detections, or blending of the λ4267 transition with a line from an unknown ionic species.
In the case of NGC 3242, Table 1 shows that the agreement between observations and theory is excellent for all detected lines. The 4f 2 F o -7g 2 G λ5342 line is blended with a feature identified as [Kr IV] λ5345.9 (cf. Hyung, Aller & Feibelman 1999, their Table 6 ) and its intensity was retrieved though Gaussian profile fitting. For NGC 5315 the agreement is very good for both detected lines of high excitation. For NGC 5882 the λ6462 line is stronger by 49 per cent and the λ4802 line weaker by 19 per cent than predicted, relative to λ4267. For IC 4191, as measured on the fixed-slit spectrum, the former line is stronger than predicted by 40 per cent, while the λ5342 line is within 8 per cent of the predicted value. It should be noted that apart from λ4802, the other high-level C II lines are covered in our lower resolution 4.5Å FWHM spectra only and the modest discrepancies for NGC 5882 and IC 4191 regarding the λ6462 line are within the estimated error margins. In the above cases the λ4802 line was deblended from the N II λ4803.3 line via Gaussian line fitting.
In conclusion, the good consistency among the observed and predicted relative intensities of C II 4f
2 F o -ng 2 G transitions in this PN sample suggests that there is no other mechanism competing with recombination that could contribute to the excitation of the 3d-4f λ4267 line. Thus the high S/N ratio detections of the other C II lines from the current PN sample indicate that C II λ4267 is a reliable C 2+ abundance diagnostic. A similar conclusion can be drawn from the C II recombination lines found in the spectrum of the Orion Nebula (M 42). In Table 1 we extend the above comparison to 4f-ng C II transitions from M 42, whose intensities were presented recently by Baldwin et al. (2000) . These authors did not mark the listed lines as C II transitions, but left them unidentified (cf. their Table 1 ). However, the measured wavelengths and our examination of their relative intensities leave no doubt as to their identity. The agreement with theory is excellent in this case as well, confirming beyond reasonable doubt the interpretation of recombination excitation for these lines.
The C
3+ /H + abundance ratios were derived from the λ4187 (V 18) line and from the λ4650 (V 1) multiplet, using the effective radiative and dielectronic recombination coefficients of Péquignot, Petitjean & Boisson (1991) and Nussbaumer & Storey (1984) , respectively; they are insensitive to the assumption of Case A or B. The C III (V 16) triplet at λ4069 was also detected from NGC 2022, NGC 3242, NGC 5882 and NGC 6818. This multiplet is primarily excited by radiative recombination and is usually seriously blended with [S II] and O II V 10 lines in medium resolution spectra; its overall intensity was retrieved via multiple Gaussian fitting. As was noted by Liu (1998) , the observed relative intensities of C III V 16, V 18 and V 1 multiplets are not in accord with theoretical predictions; in an analysis of the spectrum of NGC 4361 he found that the C 3+ /H + abundance ratio derived from these three C III multiplets spans a range of 0.4 dex, which he attributed to probable uncertainties in the effective recombination coefficients. The four PNe for which all V 16, V 18 and V 1 multiplets have been detected offer a further testing ground for the reliability of current ORL C III recombination coefficients. An instructive case is that of the high excitation nebula NGC 2022. As is apparent from our high resolution 1.5Å FWHM spectra of this object, the auroral [S II] λλ4068, 4075 lines are virtually absent and the observed intensity of C III V 16 is most accurately recorded, since it is less affected by blending effects. In this nebula, the observed C III λλ4069, 4187 and λ4650 multiplets have intensity ratios of 1.80 : 0.34 : 1.00, versus the theoretical ratios of 0.59 : 0.21 : 1.00 calculated using the effective radiative and dielectronic recombination coefficients of Péquignot et al. (1991) and Nussbaumer & Storey (1984) , respectively. In the case of NGC 5882, the observed multiplet intensities show ratios of 2.38 : 0.22 : 1.00. Similarly for IC 4191, where C III λ4069 is not detected, the observed intensities of λ4187 (V 18) and λ4650 (V 1) have a ratio of 0.20 : 1.00. We see that the theoretical predictions for the relative intensities of λ4187 and λ4650 appear to be more secure than that for λ4069. It would seem that the effective recombination coefficient for the λ4069 V 16 multiplet has been underestimated by a factor of ∼2-4, or else that it is blended with an unknown line from an ion of similar excitation.
As a result of the above discussion, in our ORL abundance analysis for C 3+ we have discarded values derived from the λ4069 triplet; instead, we have adopted C 3+ /H + abundance ratios as derived from an intensity-weighted mean of the C III λ4187 and λ4650 lines.
Regarding C
4+ , we have derived C 4+ /H + fractions for a number of galactic PNe from the C IV λ4658 line, using the Case A effective recombination coefficients of Péquignot et al. (1991) . The ionic and total carbon abundances derived from recombination lines are presented in Tables 2 and 3 for the Galactic and Magel- lanic Cloud PNe, respectively (see Appendix A for a discussion of the adopted icf scheme in the derivation of total C abundances). Table 4 (see also Appendix A).
Nitrogen ions: N
The N 2+ /H + fractions were derived using effective recombination coefficients from Escalante & Victor (1990) , assuming Case A for singlets and Case B for triplets. The adopted N 2+ /H + abundances are derived for each nebula by averaging the values obtained from each N II line, weighted according to the predicted relative intensity of the transition. The λ4379 (V 18) N III recombination line was detected from all galactic PNe, except NGC 5315 and My Cn 18. We derived N 3+ /H + abundances from it using the effective radiative and dielectronic recombination coefficients of Péquignot et al. (1991) and Nussbaumer & Storey (1984) respectively. The N IV 5g-6h λ4606 line has also been detected from the high excitation nebulae NGC 2022, NGC 2440, NGC 3918, NGC 6302 and NGC 6818; it was used for the derivation of N 4+ /H + abundances employing effective recombination coefficients as in the case of N III λ4379. a The value before the dash is for the entire nebula; those after are from a fixed-slit observation. In Table 5 we present ORL O 2+ /H + ionic ratios for the complete sample (for the Magellanic Cloud objects, these ratios and total O abundances are listed in Table 3 ). Effective recombination coefficients are taken from Storey (1994) for 3s-3p transitions (under LS-coupling) and from Liu et al. (1995, hereafter LSBC) eraging the values from all 3-3 multiplets and the co-added 3d-4f transitions have been adopted as the recombination line values in the subsequent discussion. The O 2+ /H + values listed for the 3d-4f lines in Table 6 were obtained by summing all the intensities and dividing by the sum of all the recombination coefficients, allowing an underestimated dielectronic recombination coefficient for this multiplet, or to additional contributions, e.g. high-temperature dielectronic recombination originating from very hot regions, which might also contribute to the strengths of other O II lines. Liu et al. (2001b) looked at this issue in detail and concluded that the discrepancy was most likely due to the lower accuracy of the recombination coefficients available for the V 15 multiplet.
Oxygen ions: O
for weak unobserved or blended multiplet components, as listed in Table 4 (a) of LSBC.
In Table 7 we present a summary of the oxygen recombination-line ionic and total abundances, including the O 3+ /H + fractions for several PNe derived by Liu & Danziger (1993a) Péquignot et al. (1991) . For a discussion on the derivation of total O abundances the reader is referred to Appendix A. 
COMPARISON OF ORL AND CEL ABUNDANCES
Total C, N and O abundances
The total elemental abundances of C, N and O obtained for the current PN sample from CELs (Paper I) and from ORLs are presented in Table 8 , on the usual log N (H) = 12.0 scale, where they are compared with average abundances for Galactic PNe (for both Type I and non-Type I nebulae) derived by Kingsburgh & Barlow (1994) and the solar photospheric abundances of Grevesse, Noels & Sauval (1996) and Allende Prieto et al. (2001 Prieto et al. ( , 2002 .
Abundance grids and ionic ADF's
Comparisons between the ionic abundances obtained from the UV, optical and IR collisionally excited lines (Paper I) and those from ORLs (Tables 2-7) are presented in Fig. 1 In Paper I we used the ISO LWS far-IR fine structure (FS) lines presented by Liu et al. (2001a) Kingsburgh & Barlow (1994) .
c Solar photospheric abundances from Grevesse et al. (1996) , except O and C which are from Allende Prieto et al. (2001 Prieto et al. ( , 2002 −4 and 3.41×10 −4 respectively for NGC 6818. The latter values for these two PNe are plotted in Fig. 1 . Fig. 1 shows that in all nebulae and for all ions where ionic abundances from both ORLs and CELs have been derived, the values from the optical recombination lines are consistently higher than those derived from the collisionally excited lines (UV, optical or IR). This includes the Magellanic Cloud nebulae SMC N87, LMC N66 and LMC N141; no such comparisons had been reported so far regarding extragalactic PNe. In Table 9 we present a listing of the ionic abundance discrepancy factors, ADF(X i+ ), defined as the ratio of the ORL ionic abundance to the UV, optical (OPT) or IR CEL ionic abundance. For comparison, data for the previously studied planetary nebulae NGC 7009 (LSBC), NGC 6153 (Liu et al. 2000) , the galactic bulge nebulae M 1-42, M 2-36 (Liu et al. 2001b) , as well as for NGC 6644 and NGC 6572 (from unpublished ESO 1.52 m observations) are also included.
Possible exceptions to the general pattern of large ADF(X i+ ) values include C 3+ /H + in NGC 3918, where abundances derived from the C III λλ4187, 4650 ORLs and the C IV λ1550 resonant doublet almost coincide; for the same nebula the N 4+ /H + abundance obtained from the N IV λ4606 ORL is 10 per cent less that the value derived from the N V λ1240 CEL; also N 3+ /H + in NGC 6302, where identical values are derived from the N III λ4379 ORL and the N IV] λ1486 intercombination line. This could be due to an underestimation on our part of the actual electron temperature pertaining to highly ionized species in these two high-excitation nebulae; adopting a higher Te in order to derive C 3+ /H + , N 3+ /H + and N 4+ /H + would result in lower CEL abundances and produce a discrepancy with the ORL values as well. Alternatively, it could mean that at least in some nebulae the mechanisms that are responsible for the abundance discrepancies do not affect species of different ionization degree in the same way.
The current work has revealed two further nebulae, NGC 2022 and LMC N66, which exhibit extreme ORL/CEL ADF's: factors of 16 and 11, respectively, for O 2+ /H + . These nebulae are added to a rare class of PNe, along with NGC 6153, M1-42, and Hf 2-2, that exhibit ORL/CEL ADF's of ten or more. We also reveal another object, the Type-I bipolar nebula NGC 2440, whose ORL/CEL abundance discrepancy factor of 5 is similar to those of NGC 7009 and M 2-36 (see Table 9 ).
Taking into account that in Paper I we presented both 'lowdensity' (adopting [O III] 88 µm/52 µm densities) and 'highdensity' values (adopting densities from [Ar IV], [Cl III]), we note the following regarding the N 2+ /H + and O 2+ /H + fractions derived from the far-IR FS lines that were plotted in Fig. 1 : for NGC 3132 and IC 4406, which have a low mean density, the 'low-density' values are plotted for both N 2+ and O 2+ , while for all remaining PNe (including NGC 2022 and NGC 6818), which are of higher mean densities, the 'high-density' values are plotted. From our Paper I discussion of the results of Rubin (1989) it follows that the low critical densities of the far-IR N 2+ and O 2+ lines lead to their emission being biased towards lower-than-average density nebular regions, while this is not true for the UV and optical lines, whose emissivity ratios relative to Hβ are less sensitive to variations in nebular density, owing to the significantly higher critical densities of the lines in question. However, it is obvious from Fig. 1 λλ4959, 5007 lines. This shows that even though density variations are present in the nebulae, no significant bias in the inferred CEL abundances is present, since very satisfactory agreement amongst the derived values is achieved (see also the relevant discussion in Section 5.1). Alternatively, this could mean that whatever other bias there is, it affects all UV, optical and IR CEL abundances in a rather similar manner.
In Sections 5.1 and 5.2 we will look further into the arguments for or against the existence of density or temperature fluctuations in our present PNe sample.
C/O and N/O elemental ratios
Tables 10 and 11 respectively present the (C 2+ /O 2+ , C/O) and (N 2+ /O 2+ , N/O) abundance ratios derived from pure ORL and pure CEL line ratios. In both tables the last column may contain two values: the one before the vertical dash is computed with the total oxygen CEL abundance found if we use the O 2+ (λ4959+λ5007)/H + ionic ratio in the icf method; the value after the dash adopts the oxygen abundance found using the O 2+ (λ1663)/H + ratio. In the case of the CEL N/O ratio the value after the dash is for nitrogen and oxygen CEL abundances computed by adopting the N 2+ (λ1751)/H + and O 2+ (λ1663)/H + ionic ratios, respectively, in the icf method.
The results presented in Tables 10 and 11 address an issue that we have noted in earlier papers: although CELs and ORLs can often yield very different abundances for the same ion relative to hydrogen, ORL-based and CEL-based abundance ratios for two different ions are usually quite comparable. This is because ORL/CEL abundance discrepancy factors are not very different from one ion to the next for a given nebula (Table 9 ). It appears that fairly reliable abundance ratios for ions (e.g. C 2+ /O 2+ ) and for elements (e.g. C/O) may be obtained, provided that both abundances are based on the same type of line (e.g. ORL/ORL or CEL/CEL). It should be noted however that any residual differences between such ORL/ORL and CEL/CEL elemental ratios may be real and could yield clues about the relative nucleosynthetic histories of the ORL and CEL emitting media. We urge further study of this issue. In Fig. 2 we show the CEL C 2+ /O 2+ and N 2+ /O 2+ ratios compared with the corresponding ratios derived from ORLs.
The criterion of Kingsburgh & Barlow (1994) states that Type I PNe are those objects that have experienced envelope-burning conversion to nitrogen of dredged-up primary carbon, i.e. PNe with a N/O ratio greater than the (C + N)/O ratio of H II regions in the host galaxy, the latter being 0.8 for our own Galaxy. According to this criterion three objects in our sample, NGC 2440, NGC 6302 and My Cn 18, all bipolar, qualify as Type I PNe by virtue of their ORL N/O ratios; but only the first two qualify based on their CEL N/O ratios.
CORRELATIONS
ORL/CEL ADF's versus Te discrepancies
The O 2+ ORL/CEL abundance discrepancy factor is known to be strongly correlated with the difference between the [O III] forbidden line and H I Balmer jump electron temperatures (Liu et al. 2001b ). In Fig. 3 (top) we plot the ratio of C 2+ /H + ionic abundances derived from the C II λ4267 ORL to those from the C III] λ1908 CEL versus the difference between the [O III] nebular to auroral forbidden line temperature and the Balmer jump temperature, for a sample of 17 planetary nebulae. We see that a strong, positive linear correlation exists between
A linear fit to the 17 PNe plotted in Fig. 3 (top) a Parenthesized values are from Rola & Stasińska (1994) . Table 10 . Comparison of C/O abundance ratios from CELs and ORLs. Prieto et al. (2001 Prieto et al. ( , 2002 , respectively. Grevesse, Noels and Sauval (1996) .
ADF( C 2+
the sixteen planetary nebulae plotted in the bottom panel of Fig. 3 , yields,
ADF( O
2+
H + ) = (0.224 ± 0.053) + (21.6 ± 2.4) × 10 −5 ∆T,
with a linear correlation coefficient of 0.92. The correlations of the abundance discrepancy factors for doubly ionized C and O with the difference between the [O III] and Balmer jump nebular temperatures are significant, since they provide a strong observational indication that the nebular thermal structure is intimately tied to the problem of discordant-ORL versus CEL-abundance determinations.
Abundance discrepancy factors versus PN intrinsic surface brightnesses
Nebular surface brightness can be considered as an evolutionary parameter, since for an expanding nebula it decreases as the nebula ages and the mean density drops. Garnett & Dinerstein (2001a) found that for a sample of about a dozen PNe the magnitude of the ADF(O 2+ /H + ) discrepancy factor was inversely correlated with the mean nebular Balmer line surface brightness, 'suggesting that the abundance problem is a function of PN evolution'. In Fig. 4 we have plotted ADF(O 2+ /H + ) and ADF(C 2+ /H + ) values, taken from the same sources as used for Fig. 3 (described in Section 4.1), against mean nebular Hβ surface brightnesses, for samples of 21 and 20 PNe, respectively. Here the surface brightness, S(Hβ), is defined as the flux received per square arcsec of the nebula corrected for interstellar extinction. For all galactic PNe we use nebular angular radii, Hβ integrated fluxes and logarithmic extinction coefficients, c (Hβ) rad , from Cahn, Kaler & Stanghellini (1992; CKS92) ; for the Cloud PNe integrated fluxes are from Meatheringham et al. (1988) ; for LMC N66 we adopt an angular radius of 1.5 arcsec (Dopita et al. 1993 ), for LMC N141 we adopt 0.30 arcsec (Shaw et al. 2001) , while for SMC N87 we adopt 0.23 arcsec (Stanghellini et al. 2003) . The ORL/CEL abundance ratios for NGC 6572 were derived from our unpublished ESO 1.52-m observations.
From Fig. 4 , we confirm that the abundance discrepancy factors are inversely correlated with the nebular surface brightness. A linear fit to the 21 PNe plotted in Fig. 4 (top) yields,
with a linear correlation coefficient of −0.55; while a linear fit to the 20 PNe plotted in Fig. 4 (bottom) yields,
with a linear correlation coefficient of −0.64, i.e. the fit and correlation coefficient is not very strong for ADF(O 2+ /H + ) (Fig. 4,  upper) , being quite better for ADF(C 2+ /H + ) (Fig. 4, lower) .
Abundance discrepancy factors versus PN absolute radii
Fig. 5 plots the ADF(O 2+ /H + ) and ADF(C 2+ /H + ) abundance discrepancy factors versus nebular absolute radii. For all galactic PNe we have used the absolute radii quoted by CKS92, except for NGC 3132 where the radius was derived assuming a distance to the nebula of 600 pc (Sahu & Desai 1986 ) and an angular radius of 22.5 arcsec (CKS92). For the Cloud PNe we adopted the following: for LMC N66 a radius of 0.324 pc (Dopita et al. 1993) ; for LMC N141 a radius of 0.074 pc, adopting a nebular angular radius of 0.30 arcsec (Shaw et al. 2001 ) and assuming the same distance to the LMC (50.6 kpc) as adopted by Dopita et al. (1996) ; finally for SMC N87 a radius of 0.067 pc, based on the (photometric) optical HST diametre of 0.45 arcsec (Stanghellini et al. 2003) and assuming a distance to the SMC of 60 kpc.
We see that a positive linear correlation exists between ADF(C 2+ /H + ) and the absolute nebular radius for 20 PNe [ Fig. 5(bottom) ], which can be fitted by,
with a linear correlation coefficient of 0.69. difference is also inversely correlated with S(Hβ) and positively correlated with the absolute nebular radii (Fig. 6) .
A linear fit to the 25 nebulae plotted in Fig. 6 (left) yields, ∆T = (−17.6 ± 6.1) × 10 3 − (1517 ± 481) × log S(Hβ),
with a linear correlation coefficient of −0.55. The relation between ∆T and the nebular radii for the same 25 objects [ Fig. 6 (right) ] can be fitted by, ∆T = (−853 ± 744) + (28.1 ± 7.6) × 10 3 R,
which has a linear correlation coefficient of 0.61. In Fig. 6 , apart from the 11 nebulae whose BJ temperatures were measured in the context of this study, we also included data for 6 objects published previously (see Section 4.1 for details on these), along with data for a further 8 nebulae whose BJ and [O III] temperatures were presented by Liu & Danziger (1993b) . 
THE EFFECTS OF NEBULAR DENSITY AND TEMPERATURE VARIATIONS
Density inhomogeneities
In Paper I nebular electron densities derived from various diagnostic ratios were presented. text of Rubin's (1989) examination of the effects of varying Ne on nebular abundances; the general conclusion from Rubin's work is that when there are variable density conditions, the intensity ratios of forbidden lines with low critical densities relative to Hβ (or any recombination line with a volume emissivity ∝ Ne 2 ), will generally underestimate the true ionic abundances. We saw that in accord with these theoretical predictions, abundances from far-IR lines are, in general, underestimated relative to UV and optical values (that are subject to smaller bias due to their higher Ncr), when the 'low' [O III] 52µm/88µm densities are adopted for the calculations. On the contrary, we saw that when higher Ne's were adopted In all cases, however, and even after accounting for modest density variations, the CEL abundances derived from UV, optical or IR lines remain consistently lower than the ORL values (Fig. 1) . Viegas & Clegg (1994) showed that dense clumps with Ne > 10 6 cm −3 can have a substantial effect on the derived [O III] forbidden-line temperature, via collisional suppression of the nebular λλ4959, 5007 lines; in this way the observationally derived Te([O III]) could be significantly overestimated and CEL abundances accordingly underestimated. In their analysis of the extreme nebula NGC 6153, Liu et al. (2000) discussed the case for the existence of dense condensations with a very small filling factor as a potential explanation for the large ORL/CEL abundance discrepancies. They concluded that such dense clumps would have a different effect on different CEL lines. In particular, they found that in the increased density environment of the condensations, most IR and optical CELs would be collisionally suppressed, accounting for the abundance ratios, thus covering part of the distance from the ORL values; on the other hand however, the abundances derived from the high critical density UV CELs, using the downward corrected electron temperatures that result from allowing for the collisional suppression of the λλ4959, 5007 lines, would become so enhanced as to exceed the ORL abundance results. The conclusion in this case is that the existence of dense condensations is not in itself a sufficient solution to the problem, since it requires the discrepancies to be correlated with the critical densities of the various CELs, something not indicated by the observations. Peimbert (1967) first proposed that in the presence of temperature fluctuations within nebulae, adoption of the [O III] (λ4659 + λ5007)/λ4363 line ratio as a standard thermometer would result in the underestimation of elemental abundances as derived from CELs, since that line ratio would be biased towards hightemperature nebular regions. Generally speaking, if variations in electron temperature exist along the line of sight through a nebula, abundance ratios derived from the ratio of a collisionally excited line to a recombination line (e.g. the most commonly used recombination line, Hβ) will be underestimated, while those derived from a pure recombination line ratio should be almost insensitive to Te and thus largely unaffected by any incorrect assumptions regarding the nebular temperature distribution. Peimbert (1971) found possible evidence for the existence of such temperature fluctuations, by comparing for three PNe the temperature derived from the ratio of the Balmer continuum jump to the intensity of Hβ with that obtained from the [O III] nebular to auroral CEL ratio; he found that the latter temperatures were higher than Te(BJ). This result has been supported by further observations of more planetary nebulae (e.g. Liu & Danziger 1993b). The Balmer jump temperatures that we presented for 12 PNe in However, the validity of the C III] λ1908/C II λ4267 ratio (or even that of the C IV λ1549/C III λ4650 ratio) as a reliable nebular thermometer is ambiguous, since there is evidence that, at for PNe which exhibit non-uniform, inhomogeneous abundances, the C II λ4267 ORL and C III] λ1908 CEL do not originate in the same gaseous component. Harrington & Feibelman (1984) argued that such is the case for the hydrogen-deficient material which exists at the centre of the planetary nebula A 30 in the form of condensations. Subsequent, detailed photoionization modelling of HST and ground-based spectra of several of the knots in A 30 (Borkowski et al. 1993 , Ercolano et al. 2003 has confirmed that the ORLs and CELs originate from different regions of the knots.
Temperature fluctuations
We have investigated our results for evidence that temperature fluctuations may contribute to the observed abundance discrepancies. The major premise of this scenario is that ionic abundances derived from the intensity ratio of two lines with very different temperature dependencies-e.g. I([O III] λ1663)/I(Hβ)-will be severely biased if an incorrect Te is adopted in calculating line emissivities. Since, on average, Te(BJ) ≤ Te([O III]), and since the standard practice is to use the [O III] optical line ratio temperature in order to calculate both the emissivities of CELs and of Hβ, the possibility of systematically underestimating CEL abundances is there; should then ORL abundances that are insensitive to temperature bias be trusted more and if so why do they point towards heavy element overabundances in most nebulae? One way to try to answer this question is to examine the effects of changing the adopted Te on ionic abundances derived from CELs that have different temperature dependencies.
In the current study the standard electron temperature from the [O III] (λ4659 + λ5007)/λ4363 line ratio was adopted in order to derive all ionic abundances of doubly ionized species. If we suppose however that the Te pertinent to the nebular zones where doubly ionized species exist is lower than that, e.g. that it may be as low as the H I BJ temperature, then the ionic abundances derived from CELs would all be underestimated by our adoption of (Table 9) , that all CEL C 2+ , N 2+ and O 2+ abundances are systematically lower than those derived from ORLs, by rather similar factors.
For instance, the average C 2+ λ4267/λ1908 ADF for eighteen nebulae is 5.4, while the O 2+ (ORL/λ4959 + λ5007) ADF is 5.1; also the O 2+ ORL/λ1663 ADF for ten nebulae is 5.7 (Table 9). This apparent uniformity cannot be reconciled with the different behaviour that one would expect amongst the discrepancy ratios in the case of temperature fluctuations of the type envisaged by Peimbert. We would expect the C 2+ ORL/CEL ADF's to be greater than that for O 2+ , since the 75 kK excitation energy of the upper levels of the λ1908 doublet exceeds the 62 kK excitation energy of the upper level of the λ4363 transition. However, in the extreme nebula NGC 2022 the ADF for C 2+ is 10, but that for O 2+ is 16, i.e. the opposite of that expected; in the other extreme nebulae NGC 6153 (Liu et al. 2000) and M 1-42 (Liu et al. 2001b ) the corresponding factors are almost equal. Similarly, we would expect the C 3+ ORL/CEL ADF to be greater than that for C 2+ , due to the higher excitation energy of the C IV λ1549 resonant doublet (Eex ≃ 93 kK), relative to that of C III] λ1908 (Eex ≃ 75 kK); however, this is not the case for the nine PN with both C 2+ λ4267/λ1908 and C 3+ ORL/λ1549 ADF's documented, where on average, these abundance discrepancy factors are 5.3 and 3.9, respectively.
Having just seen that in the presence of temperature fluctuations we would expect ADF(C 2+ /H + ), as defined in the previous section, to be affected more by errors in Te than in ADF(O 2+ /H + ), our fits (Eqs. 1 and 2) show that actually it may well be that the opposite is true, judging from the slightly steeper ADF(O 2+ /H + ) function (Fig. 3) . This behaviour of the two discrepancy factors conflicts with that expected for temperature fluctuations of the standard type.
Probably, however, the most serious obstacle to the classical temperature fluctuation hypothesis lies with the IR abundance results. Inspection of Fig. 1 Ruiz et al. (2003) and Peimbert et al. (2004) have presented deep optical echelle spectra of NGC 5307 and NGC 5315, respectively, deriving O 2+ ADF's of 1.9 and 1.7 for these two PNe (we obtained an optical O 2+ ADF of 2.0 for NGC 5315; see Table 9 ). They argued that these ADF's could be explained by classical temperature fluctuations, corresponding to t 2 values of 0.051 and 0.056, respectively. NGC 5307 has no measurements available for its far-IR FS lines, but ISO spectra exist for NGC 5315. Peimbert et al. (2004) chose not to use the the 52-and 88-µm [O III] ISO LWS line fluxes presented by Liu et al. (2001a) , on the grounds that the electron density of 2290 cm −3 yielded by the intensity ratio of these two lines lies between the respective critical densities of 3800 and 1800 cm −3 . However in Paper I we found that for NGC 5315 (and for all the other PNe in our sample with electron densities exceeding one or both of these critical densities), the adoption of an electron density given by the mean of the densities from the [ (Table 7 of Paper I). If the rather typical ADF's of ∼2 derived for these two PNe were caused by temperature fluctuations in a chemically homogeneous medium, then the IR to optical [O III] doublet flux ratio should yield significantly lower temperatures than the much more temperaturesensitive λ4363/(λ5007+λ4959) ratio. This is not the case, so we conclude that classical temperature fluctuations cannot explain the ADF's of ∼2 found for those two nebulae.
EVIDENCE FOR COLD PLASMA FROM ORL ELECTRON TEMPERATURES
Electron temperatures from He I ORL ratios
Liu (2003) It is of interest to investigate what patterns might be shown by the lower-ADF PNe in the current sample, so we have derived He I electron temperatures using the curves presented by  based on the data of Smits 1996). We used his λ6678/λ4471 curves only, since the λ5876/λ4471 curves have minima between 6000-10000 K, which allow matches to a given line intensity ratio at both low and high temperature. Column 5 of Table 12 presents the dereddened λ6678/λ4471 flux ratios (from Paper I) and the derived values of Te(He I) are listed in column 6. Also presented in Table 12 are the nebular electron densities (column 2; adopted from Table 6 of Paper I) that were used to interpolate between the densitydependent λ6678/λ4471 curves, as well as the nebular [O III] and hydrogen Balmer-jump electron temperatures (columns 3 and 4), which were taken from Table 7 of Paper I. Very accurate relative flux calibration over the wavelength range spanning the two He I lines is required, since the λ6678/λ4471 ratio varies by only 55-60% between electron temperatures of 1000 K and 16000 K. Despite the stringent requirement on the accuracy of the relative flux calibration over such a wide wavelength range, six of the nine PNe listed in Table 12 
Electron temperatures from O II ORL ratios
In this subsection we present observational evidence that the O II ORLs detected from several of our PNe are emitted from ionized gas which is at temperatures much lower than those derived from either the H I Balmer discontinuity or the [O III] optical forbidden lines, for which values were derived in Paper I (see also the current Table 12 ). We will make use of the temperature sensitivity of the ratio of the intensities of the λ4089 and λ4649 lines of O II, a technique that was first used by Wesson, Liu & Barlow (2003) , who a Fixed-slit observation;
b Scanning-slit observation; c Adopted O II 4089.29Å intensity is after correction for Si IV 4088.85Å, using the measured intensity of Si IV λ4116.10Å and adopting a 2:1 flux ratio for the 4s 2 S-4p 2 P o Si IV λ4089/λ4116 doublet components.
derived very low electron temperatures for two hydrogen-deficient knots in the planetary nebula Abell 30. The intensities of recombination lines originating from states of different valence orbital angular momentum have different dependences on electron temperature. By comparing the intensity of a line in the O II 4f-3d transition array with one from the 3p-3s array, for example, it is possible to deduce a recombination line temperature. There are several potential difficulties in using such lines to measure the electron temperature. Firstly, the variation of the intensity ratios with temperature is weak, typically a factor of two or three when the temperature changes from 300 K to 10000 K, meaning that it is important to ensure that the intensities of the weak recombination lines are determined as accurately as possible. Secondly, the relative intensities may be affected by the distribution of population in the recombining ion ground state, O 2+ 3 P in this case. The available O II recombination coefficients assume that the levels of this term are populated according to their statistical weight (Storey 1994) . If the electron density is sufficiently low, this may not be the case, with the energetically higher levels of the O 2+ 3 P state being relatively underpopulated; this has been observed for the low density H II regions 30 Doradus, LMC N11B and SMC N66 (Tsamis et al. 2003a ). Equally, a very low electron temperature would have the same effect.
To attempt to circumvent this second problem, we consider the ratio of intensities of λ4089 from the 4f-3d transition array and λ4649 from the 3p-3s array. These lines originate from the state of highest total angular momentum, J, in each case and should therefore both be mainly populated from the O 2+ 3 P2 level. The published recombination coefficients for these two lines (LSBC and Storey 1994, respectively) are only valid for temperatures Te ≥ 5000 K. Since we wish to investigate the very low temperature regime we have extended the recombination coefficient calculations to temperatures Te ≥ 300 K. Figure 7 shows the corresponding intensity ratio for temperatures between 300 K and 15000 K. The calculations could not easily be taken to even lower temperatures due to numerical problems in the recombination coefficient codes.
Measurements of the intensities of λ4089 and λ4649 were given in Paper I. The λ4089 line is isolated and measurement of the intensity is relatively straightforward.
3 The λ4649 line, on the other hand is part of a complex blend in which we identify five components, two lines of the O II multiplet V 1, λ4649.13 and λ4650.84, and three lines of the C III multiplet V 1, λλ4647.42, 4650.25, 4651.47. We have made new five-component fits to this blend for a subset of the PNe, using the known wavelength separations between the lines, assuming that all five lines have the same width as the C II λ4267 line (the strongest heavy element ORL in the spectra), and using the expected intensity ratio of 5:3:1 for the three C III lines. The resulting λ4089 to λ4649 line ratios and derived electron temperatures are given in Table 12 for the six PNe for which both lines were detected, while the derived relative intensities for λ4649.13 and λ4650.84 can be found in Table B13. Note that the O II electron temperatures presented here in Table 12 supersede those that were listed, without discussion, in Table 7 of Paper I.
Inspection of Table 12 shows that two of the eight PNe with derived λ4089/λ4649 O II electron temperatures show values below our 300 K theoretical calculation limit. The fixed-slit and scanning-slit observations of IC 4191 yield Te's of 3900 K and 2150 K, respectively, while NGC 5882 has the highest measured Te(O II) of 8700 K. It can be shown that these values are reduced further when one takes into account the small contribution to the O II λλ4089, 4649 intensities from the normal nebular gas at Te([O III]) temperatures. Once this contribution is subtracted from the observed O II intensities, the revised O II ORL ratios (not shown in Table 12 ) indicate electron temperatures of less than 300 K for six PNe, while for NGC 5315 and NGC 5882 the resulting temperatures are 4350, and 7190 K respectively. These findings point to- wards the presence of ultra-cold plasma regions in a large fraction of our sample PNe.
DISCUSSION
In Sections 3 and 5.2 it was demonstrated that there is no dependence of the magnitude of the nebular ORL/CEL abundance discrepancy factors upon the excitation energy of the UV, optical or IR CEL transition used (see Table 9 ), indicating that classical (i.e. in a chemically homogeneous medium) nebular temperature fluctuations are not the cause of the observed abundance discrepancies. This reinforces the same conclusion that was reached in Paper I, based there upon the fact that [O III] electron temperatures derived from the ratio of the 52 and 88-µm FS lines to the 4959 and 5007-A forbidden lines were greater than or comparable to those derived from the ratio of the higher excitation energy 4363-Å transition to the 4959 and 5007-Å lines-if temperature fluctuations in the ambient nebular material were the cause of the ORL/CEL abundance discrepancies then the IR line-based ratio should yield lower temperatures. We conclude instead that the main cause of the abundance discrepancies is enhanced ORL emission from cold ionized gas located in hydrogen-deficient clumps inside the nebulae, as first postulated by Liu et al. (2000) for the high-ADF PN NGC 6153.
When nebular heavy element abundances exceed about five times solar, cooling by their collisionally excited infrared finestructure (IR FS) lines is alone sufficient to balance the photoelectric heating from atomic species. Since cooling by the lowexcitation IR FS lines saturates above a few thousand K, nebular electron temperatures in such high-metallicity regions will drop to values of this order, the exact value being determined by the H to heavy element ratios and the input ionizing spectrum. It is therefore physically plausible and self-consistent for the heavy element ORLs that yield enhanced abundances relative to those derived from CELs to also indicate very low electron temperatures for the regions from which they emit.
Liu et al. (2000) in their empirical modelling of NGC 6153 had postulated the presence of H-deficient ionized clumps within the nebula that would be cool enough to suppress optical forbiddenline emission and even some infrared fine-structure line emission but which would emit strongly in heavy element recombination lines, due to the inverse power-law temperature dependence of ORL emission. Péquignot et al. (2002) have constructed photoionization models of NGC 6153 and M 1-42 incorporating H-deficient inclusions and found equilibrium Te's of ∼ 10 3 K in the H-deficient clumps and ∼ 10 4 K in the ambient gas, with the H-deficient ionized regions being within a factor of two of pressure equilibrium with the ambient nebular gas. In both cases, the H-deficient model components contained only ∼ 1% of the total ionized mass, so that the overall metallicity of the whole nebula was close to that of the 'normal' high-temperature component.
Similar, or lower, mass fractions for the postulated H-deficient clumps in the typical PNe studied here, which have lower ADF's than the extreme cases discussed above, should ensure that their integrated IR FS line emission will not represent a significant perturbation to the integrated IR FS emission from the ambient hightemperature nebular material that forms the majority of the nebular mass, particularly if the H-deficient clump electron densities exceed the rather low critical densities of 500 -3000 cm −3 that correspond to the [O III] and [N III] IR FS lines that have been investigated in this paper. The strong inverse power-law temperature dependence of ORL emission means that material at a temperature of 500 K will emit an ORL such as O II λ4649 eighteen times more strongly than at 10 4 K. If 0.5% of the nebular mass was located in 500 K clumps having an electron density ten times that of the ambient nebular gas, then the integrated ORL emission from the clumps would exceed that from the ambient gas by a factor of nine.
Hydrogen is not expected to be entirely absent in the postulated H-deficient clumps. The steep inverse power-law temperature dependence of its recombination emission from the clumps could be responsible for the strong correlation, discussed in Section 4.1, between the C 2+ or O 2+ ADF's and the temperature difference, ∆T , between the [O III] optical forbidden line and H I Balmer jump electron temperatures (see Fig. 3 ). The correlation between ionic ADF's and decreasing nebular surface brightness (Fig. 4) , or increasing absolute nebular radius (Fig. 5) , may indicate that the density contrast between the H-deficient clumps and the ambient nebular material increases as the nebula evolves, i.e. that the clump density decreases less than the ambient nebular density does as the nebula expands. Such a situation might arise if the clump ionized gas originates from photoevaporation of dense neutral cores (cometary knots) of the kind found in the Helix Nebula (Meaburn et al. 1992; O'Dell et al. 2000) and the Eskimo Nebula (NGC 2392; O'Dell et al. 2002) . Indeed, the location of NGC 2392 in the ∆T vs. S(Hβ) and ∆T vs. Radius diagrams (Fig. 6) is consistent with this picture and indicates that NGC 2392 is a candidate high-ADF nebula. In confirmation of this, optical and ultraviolet large aperture measurements presented by Barker (1991) for six positions in NGC 2392 yielded λ4267/λ1908 C 2+ ADF's ranging from 7 to more than 24. We thus show NGC 2392 in the ADF(C 2+ ) vs. ∆T diagram (Fig. 3 ) and the ADF(C 2+ ) versus Radius diagram (Fig. 5) using a mean C 2+ ADF of 18 derived for the positions observed by Barker. It would be of interest to obtain deep optical spectra of this nebula in order to examine its heavy element ORL spectrum in detail.
Available spatial analyses of long-slit PN spectra show that ORL/CEL ADF's peak towards the center of nebulae in the cases of NGC 6153 (Liu et al. 2000) and NGC 6720 (Ring Nebula; Garnett & Dinerstein 2001b ). An examination of the results presented by Barker (1991) for NGC 2392 shows that the same trend is present in those data too: the inferred ADF(C 2+ ) increases towards the centre of the PN (along the aligned positions 4, 2, and 1; cf. Fig. 1 of that paper). In NGC 6720 especially, the location of peak O II ORL emission does not coincide with the positions of the HSTresolved dusty cometary knots, which populate the main shell of the Ring, but is displaced inwards from that of the peak [O III] emission (Garnett & Dinerstein 2001b) . We speculate that such an effect could be due to the advanced photo-processing of knots in the Ring Nebula that were overcome by the main ionization front in the past and whose relic material, rich in heavy elements, is now immersed in the He 2+ nebular zone, being subjected to the intense radiation field of the central star. The question of the possible relationship between the ORL/CEL abundance discrepancy problem and the cometary knot complexes observed in many PNe warrants further investigation. Ruiz et al. (2003) and Peimbert et al. (2004) have argued against the presence of H-deficient knots in NGC 5307 and NGC 5315 on the grounds that their 34 km s −1 resolution echelle spectra did not reveal a difference between the radial velocities or line widths of the heavy element ORLs and those of the main nebular lines, of the type exhibited by the high-velocity H-deficient knots in the born-again PNe A30 and A58. We note however that the H-deficient knot model that has been invoked to explain the ORL/CEL ADF's of typical planetary nebulae makes no specific predictions as to whether the knots should exhibit a different kinematic pattern from the bulk of the nebula. Scenarios for the origin of such knots in 'normal' PNe include i) the evaporation of primitive material (comets, planetesimals) left over from the formation of the progenitor star (e.g. , which would predict ORL C/O and N/O ratios typical of the unprocessed ISM material out of which the star formed; or ii) that they originated as incompletely mixed material brought to the surface by the 3rd dredgeup and ejected along with the rest of the AGB progenitor star's outer envelope during the PN formation phase. In the latter case, the knots' ORL C/O and N/O ratios should show the same nucleosynthetic signatures as the rest of the ejected envelope. Although the postulated H-deficient clumps may not exhibit different kinematics from the bulk of the nebular material, the low inferred electron temperatures of the clumps and the consequent very low thermal broadening means that heavy element ORL's in high-ADF nebulae should exhibit much narrower line widths than do the strong forbidden lines. For example, a C II λ4267 line originating from 1000 K material should have a FWHM of 2 km s −1 if thermal broadening dominates, i.e. if velocity broadening of the line is minimal, as when the emission comes from the edge of the nebula, where material is moving in the plane of the sky, or comes from wellseparated approaching and receding velocity components, e.g. near the centre of the nebula. Thus observations of suitably chosen nebular sub-regions at a resolving power of 1.5×10
5 may be capable of confirming the presence of the postulated cold plasma clumps. Storey P. J., 1994 , MNRAS, 282, 999 Torres-Peimbert S., Peimbert M., Peña M., 1990 , A&A, 233, 540 Tsamis Y. G., 2002 , ApJS, 83, 87 Viegas S., Clegg R. E. S., 1994 Wesson R., Liu X.-W., Barlow M. J., 2003, MNRAS, 340, 253 
APPENDIX A: THE CALCULATION OF ELEMENTAL ABUNDANCES FROM RECOMBINATION LINES
In this Appendix we discuss the derivation of total C, N and O abundances for our PN sample from ORL ionic abundances. We discuss each PN individually in order to highlight differences in the adopted icf scheme.
NGC 3242: the C II λ4267, C III λλ4069, 4187 and λ4650 lines are detected; we adopt C 3+ /H + = 2.03 × 10 −4 , as an intensity weighted mean from the λλ4187, 4650 lines only. The unseen C + is corrected for using the KB94 icf formula: icf (C) ≡ 1 + O + /O 2+ = 1.01. We calculate the C/H fraction using,
This yields C/H = 8.45×10 −4 ; this value is only 2 per cent more than the one found if C 4+ /H + = 1.88 × 10 −5 , as derived from C IV λ4658 is not added in. The latter value is an upper limit to the . An ORL abundance is not available for C + , so it was estimated using the Paper I CEL ratio of C + /C 2+ = 0.155 (given the small ionic concentration of C + , 9 per cent maximum, the error introduced should be negligible); adding this to the remaining three ionic stages we find, C/H = 7.50 × 10 −4 (if instead we correct for C + using an icf (C) = 1.09, we arrive at a value which is smaller by only 3 per cent).
From an intensity weighted mean of four N 2+ /H + ratios ( Table NGC 6818: the C II λ4267, C III λλ4069, 4187 and λ4650 and C IV λ4658 lines are detected; C 3+ /H + = 1.37 × 10 −4 , is the intensity-weighted mean from the λλ4187, 4650 lines only (Table 2) . Using exactly the same argument as in the case of NGC 2022, we attribute the λ4658 line to C 4+ only; we obtain C 4+ /H + = 4.47 × 10 −5 . If we assume that the ratio C + /C 2+ = 0.129 derived from the CELs in Paper I is also valid for the ORLs, we deduce a total abundance of C/H = 7.71 × 10 −4 . The N II λλ5676, 5679 lines from multiplet V3 are detected; they yield N 2+ /H + = 4.27 × 10 −4 ( IC 4406: C II λ4267, C III λλ4187, 4650 are detected (Table 2) ; the He 2+ concentration is only 6 per cent, so it is assumed that the C 4+ /H + abundance is negligible. Using Eq. A1, with icf (C) = 1.31 to account for unseen C + , we find C/H = 11.27 × 10 −4 ( Nitrogen ORLs have not been detected from either SMC N87, LMC N66 or LMC N141, hence no inference can be made about their N abundances from optical recombination lines.
APPENDIX B: A COMPARISON OF OBSERVED AND PREDICTED INTENSITIES OF O II ORLS
In Table B13 we present a comparison of the dereddened O II line intensities detected from all nebulae, against the predicted intensities from recombination theory. The comparison is relative to the strongest expected line within each multiplet for the 3-3 transitions, while for the collection of 3d-4f transitions it is relative to the strongest expected 3d-4f line at 4089.3Å. The bracketed figures are the estimated absolute errors in the values, arising from the line profile fitting method only, and do not include any possible systematic errors (for instance, those arising from the calibration process or the corrections for atmospheric and interstellar extinction). In the case of some of the 4f-3d lines, additional, weaker, lines from the same multiplet contribute, as listed in Table 4 (a) of LSBC. The I obs values listed for some of the 4f-3d lines in Table B13 therefore include contributions from weaker components of the multiplet, but the contributions from such blending lines were corrected for using the theoretical branching ratios listed in Table 4 (a) of LSBC in order to arrive at the I obs /I pred values in the final column of Table B13, which refer to the listed multiplet component alone. 
