Many machine learning algorithms can be formulated as the minimization of a training criterion which involves a hyper-parameter. This hyper-parameter is usually chosen by trial and error with a model selection criterion. In this paper we present a methodology to optimize several hyper-parameters, based on the computation of the gradient of a model selection criterion with respect to the hyper-parameters. In the case of a quadratic training criterion, the gradient of the selection criterion with respect to the hyper-parameters is efficiently computed by back-propagating through a Cholesky decomposition. In the more general case, we show that the implicit function theorem can be used to derive a formula for the hyper-parameter gradient involving second derivatives of the training criterion.
Introduction
Many machine learning algorithms can be Fomdafied: as the mimimnizatiom of a. training c~iteliam which imuolves a hyper-parameter, kept fixed during this minimization.-For e x m p k , in the segwnlariza8co.nl Erammonk f12], one hyper-parameter controls the strength of the penalty term: a larger penal'ty term rediaces the "complexity" of the resulting function. A common example is weight decay, used with neurd networks md linear regression, to penalize the 2-norm of the parameters. A model selection criterion can be used to select hyper-parametem, more generally to compare and choose among models which may have a different capacity. Many model selection criteria have been proposed in the past [ 13, I , 61. When there is only a single hyper-parameter one can easily explore how its value affects the model selection criterion: typically one tries a finite number of values of the hyper-parameter and picks the one which gives the lowest value of the model selection criterion. In this paper we present a methodology to simultaneously select many hyper-parameters using the gradient of the iriodrl selection criterioii with respect to the hyper-parameters. This methodology can be applied when some differentiability and continuity conditions of the training criterion are satisfied. The use of multiple hyper-parameters has already been proposed in the Bayesian literature: one hyper-parameterper input feature was used to control the prior on the parameters associated to that input feature [9] . In this case, the hyper-parameters can be interpneted as scale parameters for the prior distribution on the parameters, for different directions in parameter space. In Sections 2 , 3 and 4, we explain how the gradient with respect to the hyper-parameters can be computed. In the conclusion, we briefly describe the results of preliminary experiments performed with the proposed methodology (described in more details in [7, 4] ), and we raise some important open questions concerning the kind of "over-fitting" that can occur with the proposed methodology.
Objective Functions for Hyper-Parameters
The methodology presented in this paper can be applied in a variety of settings, but we concentrate here on the familiar supervised machine learning task from i.i.d data: we are given a set of independent data points, D = { z l , . . . , ZT}, all generated by the same unknown distribution P ( 2 ) . We want to choose a function f from a given set of functions F to minimize the expectation E z ( Q ( f , 2 ) ) of a given loss functional Q(f, 2). 
Training Criteria
In its most general form, a training criterion C is any real-valued function of the set of empirical losses Q ( f , z i ) :
In the cases in which we are interested, C is parameterized by a vector of real-valued hyper-parameters X = (XI,. . . , X q ) , and the function f = F ( z , e) E 3 is associated to the parameter vector 0 E R c Rs. We 
Model Selection Criteria
The model selection criterion E is a criterion that is used to select hyper-parameters or more generally to choose one model among several models. Ideally, it should be the expected generalization error (for a fixed A), but P (2) is unknown, so many alternatives have been proposed, which are either approximations, bounds, or empirical estimates. Most model selection criteria have been proposed for selecting a single hyper-parameter that controls the "complexity" of the class of functions in which the learning algorithms finds a solution, e.g. the minimum description length principle [IO] , structural risk minimization [ When f is fixed, the empirical risk 4 E t Q ( f , z t ) is an unbiased estimate of the generalization error of f (but it becomes an optimistic estimate when f is chosen within F to minimize the empirical risk). Similarly, when X is fixed, the cross-validation criterion is an almost unbiased estimate (when K approaches 1 0 1 ) of the generalization error of f x ,~. When X is chosen to minimize the cross-validation criterion, this minimum value also becomes an optimistic estimate. Likewise, when there is a greater diversity of functions fx,D that can be obtained for different values of A, there is more risk of overfitting the hyper-parameters. In this sense, the use of hyperparameters proposed in this paper can be very different from the common use in which a hyper-parameter helps to control overfitting. Instead, a blind use of the extra freedom brought by many hyper-parameters could deteriorate generalization.
Optimizing Hyper-Parameters for a Quadratic Training Criterion
In this section we analyze the simpler case in which the training criterion C is a quadratic polynomial of the parameters 8. The dependence on the hyper-parameters X can be of higher order, as long as it is continuous and differentiable almost everywhere:
where 8, b E RS, a E R, and H E R s x s .
For a minimum of (2) to exist requires that H be positive definite. It can be obtained by solving the linear system
dC ae which yields the solution
The gradient of the model selection criterion E with respect to X is + -where we have denoted by 2 I the partial derivative of y with respect to x when y is seen as a function of x and v (i.e, keeping x and v fixed, so that even if v is a function 2, that dependency is not accounted in that derivative).
Later on in this text we will drop the l x , u notation when all the dependencies are taken into account (Le, this is 3~ ). For example, in the case of the cross-validation criteria, 9 /e,A = 0, and 
I x
In the quadratic case, the influence of X on 0 is spelled out by (4), yielding
Although the second sum can be readily computed, -&-in the first sum is more challenging: we consider several An even better solution (which was suggested by Leon Bottou) is to return to equation (3), which can be solved in about s3/3 multiply-add operations (when 0 E 72"). The idea is to back-propagate gradients through each of the operations performed to solve the linear system. The objective is to compute the gradient of E with respect to H and b through the effect of H and b on 0, in order to finally compute E, as illustrated in figure 1. The back-propagation costs the same as the linear system solution, i.e., s 3 / 3 operations, so this is the approach that we have kept for our implementation. Since H is the Hessian matrix, it is positive definite and symmetric, and (3) can be solved through the Cholesky decomposition of H (assuming H is full rank, which is likely if the hyper-parameters provide some sort of weight decay). The Cholesky decomposition of a symmetric positive definite matrix H gives H = LL' where L is a lower diagonal matrix (with zeros above the diagonal). It is computed in time O ( s 3 ) as follows: The computation of the gradient of 8 with respect to the elements of H and b proceed in exactly the reverse order.
We start by back-propagating through the back-substitution steps, and then through the Cholesky decomposition. Note that for another application it has already been proposed to differentiate the Cholesky algorithm [ 1 11. See [3] for the details of the gradient computation.
3.1
In this subsection, we consider as an example the case of multiple weight decays for linear regression, with K-fold cross-validation as the model selection criterion. The hyper-parameter X j will be a weight decay associated to the j-th input variable. The training criterion for the k-th partition is
Weight Decays for Linear Regression
The objective is to penalize separately each of the input variables (as in [9] ), a kind of "soft variable selection" (see [7] for more discussion and experiments with this setup). The training criterion is quadratic, as in (2) 
Optimizing Hyper-Parameters for a Non-Quadratic Criterion
If the training criterion C is not quadratic in terms of the parameters 8, it will in general be necessary to apply an iterative numerical optimization algorithm to minimize the training criterion. In this section we consider what happens after this minimization is performed, i.e., at a value of 8 where $$ is approximately zero and $$ is positive definite (otherwise we would not be at a minimum of C). We will use the implicit function theorem to obtain the derivative of 0 with respect to X at this point. Under appropriate conditions of continuity and differentiability, we have ae dG dG
ae ax for a vector-valued function G of the vectors 8 and A. In particular we consider here G(8, A) = $$ = 0, so we obtain a general formula for the gradient of the parameters with respect to the hyper-parameters:
Consider more closely the case of a neural network with one hidden layer and squared loss:
For example, if we want to use hyper-parameters for penalizing the use of inputs, we have a criterion similar to (8), and the cross-derivatives are easy to compute:
The Hessian and its inverse require more work, but can be done respectively in at most O(s2) and O ( s 3 ) operations. See for example [5] for the exact computation of the Hessian for multi-layer neural networks. See [2, 81 for a diagonal approximation which can be computed and inverted in O(s) operations. a2 c aw,,, axk = 6 k , j wCj.
Summary of Experiments and Conclusions
In this paper, we have presented a new methodology for simultaneously optimizing several hyper-parameters, based on the computation of the gradient of a model selection criterion with respect to the hyper-parameters, taking into account the influence of the hyper-parameters on the parameters. We have considered both the simpler case of a training criterion that is quadratic with respect to the parameters and the more general non-quadratic case. We have shown a particularly efficient procedure in the quadratic case that is based on back-propagating gradients through the Cholesky decomposition and back-substitutions. This was an improvement: we have arrived at this s 3 / 3 operations procedure after studying first an O(s5) procedure and then a procedure taking about (2s3) operations for computing the gradients taking into account the influence of X no 8. In the particular case of input weight decays for linear regression, the computation can even be reduced to about (~/ m )~/ 3 operations when there are m outputs. We have performed preliminary experiments with the proposed methodology in several simple cases, using conjugate gradients to optimize the hyper-parameters. The application to linear regression with weight decays for each input is described in [7] . The hyper-parameter optimization algorithm is used to perform a soft selection of the input variables. A large weight decay on one of the inputs effectively forces the corresponding weights to very small values. Comparisons are made in [7] with ordinary regression as well as with stepwise regression methods and the adaptive ridge or LASSO, suggesting that the proposed method gives better results when there are many true non-zero regression coefficients and the correlation between the inputs is large. Another type of application of the proposed method has been explored, in the context of a "real-world" problem of non-stationary time-series prediction [?I. In this case, an extension of the cross-validation criterion to sequential data which may be non-stationary is used. Because of this non-stationarity, recent data may sometimes be more relevant to current predictions than older data. The training criterion is a sum of weighted errors for the past examples, and these weights are given by a parametrized function of time (as the wi(X) in eq. 1). The parameters of that function are two hyper-parameters that control when a transition in the unknown generating process would have occurred and how strong that change was or should be trusted. In these experiments, the weight given to past data points is a sigmoid function of the time: the threshold and the slope of the sigmoid are the hyper-parameters, representing respectively the time of a strong transition and the strength of that transition. Optimizing these hyperparameters, we obtained statistically significant improvements in predicting one-month ahead future volatility of Canadian stocks. The comparisons *ere made against several linear, constant, GARCH and ARMA models of the volatility. The experiments were performed on monthly return data from 473 Canadian stocks from 1976 to 1996. The measure of performance is the average out-of-sample squared error in predicting the squared returns. Single-sided significance tests were performed taking into account the auto-covariance in the temporal series of errors and the covariance of the errors between the compared models. When comparing the prediction of the first moment (expected return), no model significantly improved on the historical average of stock returns (constant model). When comparing the prediction of the second moment (expected squared returns), the method based on hyper-parameters optimization beat all the other methods, with a p-value of 1 % or less. What remains to be done? first, more experiments, in particular with the non-quadratic case (e.g.. MLPs), and with model selection criteria other than cross-validation (which has large variance). Second, there are important theoretical questions that remain unanswered concerning the amount of overfitting that can be brought when too many hyper-parameters are optimized. As we have outlined in the introduction, the situation with hyper-parameters may be compared with the situation of parameters. However, whereas the form of the training criterion as a sum of independent errors allows to define the capacity for a class of functions and relate it to the difference between generalization error and training error, it does not appear clearly to us how a similar analysis could be performed for hyper-parameters.
