Using Error-and Grammaticality-Specific Word Embeddings For Grammatical Error Detection by 金子 正弘
学t彦i番号16890509
修士論文
文法誤 り検 出のための正誤情報 と文法誤 りパターンを
考慮 した単語分散表現
金子 正弘
2018年2月23日
首都大学東京大学院
システムデザイン研究科 情報通信システム学域

金子 正弘
審査委員1
小町 守 准教授
山口亨 教授
高間 康史 教授
(主指導教員)
(副指導教員)
(副指導教員)

?
文法誤 り検 出のための正誤情報 と文法誤 りパター ンを
考慮 した単語分散表現*
金子 正弘
修論要旨
作文中における誤 りの存在や位置を示す ことができる文法誤 り検 出は,第 二言語
学習者の自己学習 と語学教師の自動採点支援 において有用である.一 般的に文法誤
り検 出は典型的な教 師あ り学習のアプローチによ って解決可能 な系列 ラベ リング
のタスクとして定式化で きる.例 えば,BidirectionalLongShor七一TermMemory
(Bi-L,STM)を用いて英語 の文法誤 り検 出の世界最高精度 を達成 している研究があ
る.彼 らの手法 は,言 語学習者 コーパスがネイテ ィブの書いた生 コーパス と比較 し
てスパースである問題に対処するために,事 前 に単語分散表現 を大規模なネイテ ィ
ブコーパスで学習 している.
しか し,先 行研究 で用い られている文法誤 り検出のアル ゴリズムのほ とんどは,
ネイティブコーパスにおける単語の文脈 をモデル化す るだけであ り,言 語学習者に
鮪 の文灘 りを塘 していない.こ れは,Iwouldliket。g。on/insu1㎜er.の
ように前置詞誤 りを含 む文と正 しい文が判別器 に類似 したベ ク トルの入力 として扱
われてしまう問題 がある.
そこで,我 々は文法誤 り検出における単語分散表現 の学習 に正誤情報 と文法誤 り
パターンを考慮す ることで この問題 を解 決す る3つ の手法を提案する.た だ し,3
つ目の手法 は最初に提案する2つ の手法を組み合わせたものである.
●1つ 目の手法 は,学 習者 の誤 りパ ター ンを用 いて単 語分散表現 を学習す る
Errorspecificwordembedding(EWE)であ る.具 体的に は,単 語列 中の
ターゲ ット単語 と学習者がターゲ ッ ト単 語に対 して誤 りやすい単語 を入れ替
え負例 を作成することで,正 しい表現 と学習者 の誤 りやすい表現 が区別 され
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る よ うに学習 す る.
。2つ 目の 手 法 は,正 誤 情 報 を考 慮 した単 語分 散 表 現 を学 習 す るGrammati-
calityspecificwordembedding(GWE)であ る.単 語 分 散表 現 の学 習 の際
に,n-gramの正 誤 ラベ ル の予 測 を行 うこ とで,正 文 に含 まれ る単語 と誤 文
に含 まれ る単 語 を 区別 す るよ うに学 習 す る.こ の 研究 に お いて,正 誤情 報 と
は周 囲 の文 脈 に照 らして ターゲ ッ ト単 語が正 しい または 間違 って い る とい う
ラベル とす る.
●3つ 目の 手 法 は,EWEとGWEを 組 み 合 わ せ たError&grammaticali七y
specificwordembeddi皿g(E&GWE)であ る.E&GWEは 正 誤 情報 と誤 り
パ ター ンの両 方 を考慮 す る こ とが 可能 であ る.
本 研 究 にお け る実験 で は,英 語学 習者 作文 の文 法誤 り検 出タス クに おい て,
E&GWEで 学習 した単語分散表現 で初期化 したBi-LSTMを用いた結果,世 界最
高精度を達成 した.さ らに,我 々は大規模 な英語学習者 コーパスであるLang-8を
使 った実験 も行 った.そ の結果,文 法誤 り検 出において ノイズを含むコーパスか ら
は誤 りパ ター ンを抽出 して学習することが有効であることが示 された.さ らに,従
来手法 のC&Wやword2vecでは文法的妥当性 が高いフ レーズ対 と低い フ レーズ
対 の類似度が高 くなるように学習 して しま うが,提 案手法であるEWE,GWEと
E&GWEは 文法的妥当性が高いフ レーズ対では類似度 が高 くな り,文法 的妥当性
が低 いフレーズ対では類似度 が低 くなるように学習することを示 した.こ のことか
ら,EWE,GWEとE&GWEは 文脈上の関連を維持 しなが ら,文 法誤 りを含むフ
レーズ対 と正 しいフレーズ対の類似度が低 くなるように学習す ることがわかる.
本研究の主要な貢献 は以下の通 りで ある.
● 正 誤情 報 と文 法誤 りパ ター ンを考慮 す る提 案 手 法で 単 語分散 表 現 を初 期 化 し
たBi-LSTMを使 い,FirstCertificateinEnglish(FCE-public)コー パ ス
にお いて 世界 最 高精度 を達成 した.
・FCE-publicとNUSCorpusofLearnerEnglish(NUCLE)デー タにLang-
8か ら抽 出 した誤 りパ ター ンを追 加 す る こ とで文 法誤 り検 出の精 度 が 大幅 に
向上 す る こ とを示 した.
・ 誤 りタイ プ ごとの提 案 手法 の有 効性 につい て分 析 を行 った.
??
?
??
?
・我 々が提案 した単語分散表現の学習方法 は,正 しい単語 と誤 った フレーズ対
を区別することができることを示 した.
・正誤情報と文法誤 りパ ターンを考慮 した単語分散表現を可視化 し分析 した.
。実験 で使用 した コー ドと提案手法で学習 された単語分散表現を公開 した.
本稿で はまず第2章 で英語学習者作文における文法誤 り検 出に関す る先行研究 を
紹介する.第3章 では提案手法である正誤情報 と誤 りパ ター ンを考慮 した単語分散
表現の学習モデルについて説明する.次 に,第4章 ではFCE-pubhcとNUCLEの
評価データであるCoNLL,デー タセ ッ トを使 い提案手法を評価 する.第5章 では文
法誤 り検 出モデル と学習された単語分散表現 における評価 を行 い,最 後に第6章 で
まとめる.
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Abstract
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第1章 は じめに
作文中にお ける誤 りの存在や位置 を示すこ とがで きる文法誤 り検出は,第 二言語
学習者の 自己学習 と語学教師の自動採点支援 において有用である.一 般的に文法誤
り検 出は典型的な教師 あ り学習の アプローチによって解決可能な系列 ラベ リング
の タスクと して定式化で きる.例 えば,BidireCtionalL,ongShOrt-TermMemory
(Bi-LSTM)を用いて英語の文法誤 り検 出の世界最高精 度を達成 してい る研究[1]
がある.彼 らの手法 は,言 語学習者コーパスがネイティブが書 いた生 コーパスと比
較 してスパースである問題 に対 処するために,事 前に単語分散表現 を大規模 なネイ
ティブコーパ スで学習 している.
しか し,ReiとYaunakoudakisの研究[1]を含む多 くの文法誤 り検 出の研究に
おいて用 い られて いるアルゴ リズムのほとんどは,ネ イティブコーパスにおける単
語の文脈 をモデル化するだけであ り,言 語学習者 に特有 の文法誤 りを考慮 していな
い.こ れは,下 記 の例文の ように前置詞誤 りを含む文 と正 しい文が判別器 に類似 し
たベ ク トルの入力 俵1のword2vecとC&Wの列)と して扱われて しまう問題が
ある.
∫初・uldliketogo・η/in3ummer.
我々は文法誤 り検 出における単語分散表現の学習に正誤情報 と文法誤 りパ ターン
を考慮す ることで この問題を解決す る3つ の手法を示す.た だ し,3つ 目の手法は
最初 に提案する2つ の手法を組み合わせたものである.
1つ 目の手法 は,学 習者 の誤 りパター ンを用いて単語分散表現 を学習す るError
specificwordembedding(EWE)である.具 体的には,単 語列 中のターゲッ ト
単語 と学 習者が ターゲ ッ ト単語に対 して誤 りやすい単語を入れ替 え負例 を作成する
ことで,正 しい表現 と学習者の誤 りやすい表現が区別 され るよ うに学習す る.
2つ 目の手法は,正誤情報 を考慮 した単語分散表現を学習するGrammaticality
specificwordembedding(GWE)である.単 語分散表現の学習の際に,皿一gram
の正誤 ラベル の予測 を行 うことで,正 文 に含 まれる単語 と誤文 に含 まれ る単語 を
区別するように学習す る.こ の研究において,正 誤情報 とは周囲の文脈に照 らして
ターゲ ッ ト単語が正 しいまたは間違 っているとい うラベル とす る.
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表1.1:フレーズ対 のcos類似 度
フレーズ対 word2vecC&WEWEGWEE&GWE
inSUlumer&。ns_
insummer&inspring
insummer&inEnglish
on.summer&onspring
0.84
0.84
0.40
0.85
0.75
0.77
0.46
0.71
0.64
0.90
036
0.82
0.58
0.80
025
0.76
O.54
0.88
0.30
0.80
3つ 目の手法は,EWEとGWEを 組み合わせたError&grammaticality
specificwordembedding(E&GWE)である.E&GWEは 正誤情報 と誤 りパ
ター ンの両方を考慮す ることが可能である.
表1.1は,word2vec[2],C&W[3],EWE,GWEとE&GWEそれぞれのモ
デルのフレーズ対のcos類似度を示 している.フ レーズ対の類似度はそれぞれの単
語対の単語ベク トルの平均ベク トルの類似度 によって計算 した.insummerとon
s㎜erは 前置詞誤 りの関係 であ り,word2vecとC&Wでは類似度 の高いベク ト
ルとして学習 されて しまっているが,EWE,GWEとE&GWEで は類似度が低 く
なるように学習 されている.そ して,文 法的妥当性が高い フレーズ対 ではすべての
提案モデルで類似度が高くなって いる.一 方で,文 法的妥当性の低い フレーズ対で
は類似度が低 くなっている.こ れ らのことか ら,EWE,GWEとE&GWEは 文脈
上の関連を維持 しなが ら,文 法誤 りを含むフ レーズ対 と正 しいフレーズ対 の類似度
が低 くなるように学習 されていることが分かる.
本研 究に お ける実 験 で は,英 語 学習者 作文 の文 法誤 り検 出タ ス クにお いて,
E&GWEで 学習 した単語分散表現で初期化 したBi-LSTMを用 いた結果,世 界最
高精度 を達成 した、 さらに,我 々は大規模 な英語学習者 コーパスであるLang-8[4]
を使 った実験 も行った.そ の結果,文 法誤 り検 出において ノイズを含む コーパスか
らは誤 リパター ンを抽 出して学習す ることが有効であることが示 された.
本研究の主要な貢献 は以下の通 りである.
.正 誤情 報 と文 法誤 りパ ター ンを考慮 す る提 案 手 法で単 語 分散 表現 を初期 化 し
たBi-LSTMを使 い,FirstCertificateinEnglish(FCE-public)コーパ ス
[5]におい て世界 最 高精度 を達成 した.
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●FCE-publicとNuCLEデータ[6]にLang-8から抽出 した誤 りパ ター ンを
追加することで文法誤 り検 出の精度 が大幅 に向上することを示 した.
●我々が提案 した単語分散表現の学習方法は,正 しいフレーズ と誤 ったフレー
ズ対 を区別することがで きる.
●実験で使用 したコー ドと提案手法で学習 された単語分散表現 を公開 した㌔
本稿 ではまず第2章 で英語学習者作文における文法誤 り検出に関する先行研究を
紹介す る.第3章 では提案手法である正誤情報 と誤 りパ ターンを考慮 した単語分散
表現 の学習モデルについて説明す る.次 に,第4章 で はFCE-publicとNUCLEの
評価 セッ トであるCoNLL-14データセ ッ ト[7]を使 い提案手法 を評価する.第5章
では文法誤 り検 出モデル と学習 された単語分散表現における評価 を行い,最 後に第
6章でまとめる.
‡https:〃github、c。m/kanek。masahir。/grammatical.err。r-detecti。n
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第2章 先行研究
文法誤 り検出の研究の多 くは前置詞の正誤[8],冠詞の正誤[9]や形容詞 と名詞の
対 の正誤[10]のように特定のタイプの文法誤 りに取 り組 む ことに焦 点が当て られ
ている.一 方で,特 定のタイ プで はなく文法誤 り全般 に取 り組んだ文法誤 り検 出の
研究は少な い.[R,eiとYannakoudakis[1]は,word2vecを埋 め込み層の初期値 と
した双 方向のBi-LSTMを提案 し,FCE-publicに対 して全ての誤 りを対象 とす る
文法誤 り検 出タスクにおいて現在世界最高精度 を達成 している.我 々も全ての文法
誤 り検 出タスクの手法 に取 り組むが,正 誤情報 や学習者の誤 りパ ター ンを考慮 した
単語分散表現を使 う.
誤 りパター ンを考慮 した研究と しては,Sawaiら[11]の学習者誤 りパターンを用
いた動詞の訂正候補を提案す る手法や,Liuら[12]の類義語辞書および英 中対訳辞
書か ら作成 した誤 りパ ターンを元に中国人英語学習者作文の動詞選択 誤 りを自動訂
正する手法がある.こ れ らの研究 とは,動 詞選択誤 りだけを検 出対象 としている点
が異な り,Liuらの研究 に関 しては,我 々が学習者 コーパスか ら誤 りパ ターンを作
成 している点が異 なる.
正誤情報 のよ うな正解 ラベル を考慮 した単語分散表現 を学習す る研究 としては,
英語学習者作のスコア予測 タスクにおいてAlikanio七isら[13]は,各単語の作文ス
コアへの影 響度 を学習す ることによって単 語分散表現 を構築す るモデル を提 案 し
た.具 体的 には,ス コア予測によ り特定の単語 の作文ス コアに対する影響度 を学習
し,作 成 した負例 との ランキ ングにより文脈 を学習する.こ の研究では平均2乗 誤
差 を用いて文書 レベルのスコアか ら単語埋め込 みを学習する.一 方で,我 々の研究
では ヒンジ損失 を用いて単語 レベルの2値 誤 り情報か ら単語埋め込みを学習する.
文法誤 り検出のための負例作成に関 しては、Liuら[14]の研究がある.ラ ベル付』
けされていない コーパスか ら負例 を作成す ることで文法誤 り検 出を学習す る,た だ
し,こ の研究は負例 を用いた誤文作成が 目的である。 さらに,ル ールベ ースを使 い
負例を作成 している点 も異なる.ル ールベースは網羅性 が欠点であ る.一 方で,単
語列に対 して負例 を作成 している点が我々の研究 と同じである.
大規模な言語学習者 コーパスであるLang-8を用いた文法誤 り訂正の研究 として,
統計的機械翻訳手法[15]とニ ューラルネ ッ トワー クを用 いた同時解析 モデル[16]
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な どがあ る.我 々の研究では上記の研究のようにLang-8を直接学習データとして
使 うので はな く,Lang-8から文法誤 りパター ンを抽出 し単語分散表現の学習に使
用 した.Lang-8を直接学習デー タとして使 ったLSTMべ ・一スの分類器では期待す
るような結果 は得 られなかったが,誤 りパター ンとして有益な情報 を抽出すること
で文法誤 り検 出の精度 を向上させ ることが可能であ ることを示す.
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第3章
表現
正誤情報 と誤 りパターンを考慮 した単語分散
この章では提案手法であるEWE,GWEとE&GWEに おける単語分散表現の学
習方法について詳 しく述べてい く.こ れ らのモデルは,既 存 の単語分散表現 の学習
アルゴ リズムで あるC&WEmbedding[3]を正誤情報 と誤 りパター ンを考慮で き
るように拡張 している.そ のため,我 々は初めにC&Wの 単語分散表現学習につい
て説明する.そ して,そ の次に提案手法であるBi-L,STMを使 った文法誤 り検出の
ための単語分散表現学習の具体 的な方法について述べていく.
3.1C&WEmbedding
Collober七とWeston[3]の研 究 は,局 所 的 な文 脈 を元 に ター ゲ ッ ト単 語 の分 散
表 現 を学 習す る ため のn-gramベー スのニ ュー ラル ネ ッ トワ ー クを提 案 した.具 体
的に は,サ イ ズnの 単 語列S=(w1,...,Wt,_,Wn)中の ター ゲ ッ ト単 語 娩 の表 現
を同 じ単 語 列 に存 在 す る他 の単 語(∀w,i∈SIWt≠Wt)を元 に学習 す る.分 散 表現 を
学習す るため に,モ デ ル は ター ゲ ッ ト単:9Wtを語 彙Vか らラン ダム に選 択 した単
語 と入 れ替 える こ とに よ り作成 した負 例3ノ=(Wl,_,Wc,_,Wnlωc～v)とSを比
較 す る.そ して,負 例5'と も とも との単 語列Sを 区別 す る よ うに学 習 す る.単 語
列の単 語 を埋 め込 み層 でベ ク トル に変 換 し,単 語列 θ と負 例 θ'をモ デル に入 力 す
る,変 換 され た それ ぞれ の ベ ク トル を連 結 し入 力 ベ ク トルgc∈Rn×Dと す る.D
は各単 語 の 埋 め込 み層 の 次元数 で あ る.そ して,入 力 ベ ク トルmは 式3.11のよ う
に線 形変 換 され る.そ の後,隠 れ層 のベ ク トルiは 式3ユ2の よ うに線形 変換 され,
出力!@)を 得 る.
i==σ(1'1,ThiX十bh)(3.11)
f([z7)=肌)ん毫十bo(3,12)
Whiは入力ベク トル と隠れ層の間の重み行列,VII。hは隠れ層のベ ク トル と出力層の
重み行列,b。とbhはそれぞれバイアス,σ は要素 ごとの非線形関数 七anhである.
このモデル は正 しい単語列Sが 単語 を入れ替えた ことによりノイズを含 む負例S'
よりランキ ングが高 くな るようにす ることで分散表現 を学習す る.そ して式3.13
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9=Oor:
f(x):Sca)er
bus w111
㈲
ptck bus wi)1
{b}
pick
図3.1=単語分散表現を学習する提案手法(a)EWE(b)GWEの構造 両方のモデ
ルはwindowサイズの単語列の単語ベ ク トルを結合 し隠れ層に入力 している.そ の
際i,EWEの出力はスカラー値であ り,GWEの 出力はスカラー値 と単語列 の中央
単語のラベルであ る.
によって正 しい単語列 とノイズを含む単語列の差が少な くとも1に なる ように最適
化 される.
lOtsSconte.fct(S,5"')ニmax(0,1-f(x)+f(め) (3.13)
ガ は負例S「の単語 ωeを埋め込 み層で変換 されたベ ク トルに変換することで得 ら
れた値であ るt1-f(x)十f(x')の結果 と0を 比較 し,大 きい方の値 を誤差 とする.
3.2文 法誤 りパターンを考慮 した表現学習(EWE)
EWEは,C&WEmbeddingと同じモデルで単語分散表現 を学習す る.た だ し,
負例 をランダムで作成するのではなく,学 習者が ターゲ ット単語 筋 に対 して誤 り
や すい単語 ω,と入れ 替える ことで作成す る.こ うす ることで,学 習者の誤 りパ
ターンを考慮 して負例 を作成 し,タ ーゲッ ト単語の分散表現 が誤 りやすい単語 と区
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別 され る よ うに学 習 され る.学 習 の際,wcは 条件付 き確率P(w。1Wt)によ りサ ン プ
リング され る.
1・Wc,wt1・P(WclWt)==(3.21)Σ
Wc'lw・',ωオ
ここで ω孟は ター ゲ ッ ト単 語,媛 は 競 と対応 す る ω。の集 合 で あ る.学 習 者 の誤
りパ タ ー ン と して,学 習者 コーパ ス か ら抽 出 した誤 りの 訂 正前 の単 語 に対 して誤
りの訂 正後 の単 語 を入 れ 替 え候補 とす る.図3.1(a)はEWEの 表 現 学 習 に お け る
ネ ッ トワー ク構 造 を示 して い る.
Tんebuswitlpicky・uup露9配α吻 ・urんotelentery/*entTzznce.
上 の文はFCE-publicのテ ス トデ ータに 含 まれ てい る文で あ る.こ の文 で は,en七ery
が誤 りでentranceが正 しい単 語 であ る.こ の 場 合,Wtはentranceであ り ωcが
enteryであ る.今 回 の実 験 で は,1対1の 誤 りパ ター ンの み を使 用 す る.
一方,入 れ替 え候 補 を学 習者 が誤 りや す い単 語 にす るこ とで,入 れ替 え候 補 が な
い単 語 や頻 度 の少 な い単 語 で文 脈 を適切 に 学習 で きな い とい う問 題 が生 じる.こ の
問題 をword2vecを使 い事 前 学 習 した ベ ク トル を単 語そ れ ぞ れの初 期 値 とす る こ と
で解 決 す る.文 脈 が既 に学 習 され たベ ク トル を フ ァイ ンチ ューニ ングす る こ とで,
入 れ替 え候 補 が な い単語 や少 な い単語 も文脈 を学習 す る こ とが 可能 に な る.
3、3正誤情報を考慮 した表現学習(GWE)
Alikaniotisら[13]の作文スコア予測のように,C&WEmbed(lingをそれぞれの
単語の局所的な言語情報だけでな く,タ ーゲ ッ ト単語が どれだけ単語列 の正誤 ラベ
ルに貢献 しているか を考慮 して学習す るように拡張 する.図3.1(b)はGWEの表
現学習のネ ットワーク構造を示 している.単 語 の正誤情報 を分散表現 に含めるため
に,我 々は単語列の正誤 ラベルを予測する出力層 を追加 し,式3.13を2つの出力の
誤差関数 から構成 され るように拡張する.
!9__(gv)二 耽 ん・i+b。・
gy=5qブtmam(!9。ammar@))
置・・8圃 。・(θ)一一 Σ 多・1。9ω
(331)
(3.32)
(3,33)
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lOSSoveratt(5,5')ニα ・IOSScontex亡(θ,θ')十(1一α)・los$predict(5)(334)
式331のfg,ammarは,単 語 列 θ の ラ ベ ル の 予 測 値 で あ る 、式3,32の よ うに,
fgrammar、に対 して ソフ トマ ック ス関 数 を用 いて 予測確 率 〃を計算 す る.式3.33で
交 差 エ ン トロ ピー関 数 を用 い て誤 差IOSSp,。dictを計算 す る.こ こで,汐 は ターゲ ッ
ト単 語 の正 解 ラベ ル のベ ク トルで あ る.そ して,式3.34の よ うに2つ の誤 差 を組
み 合 わせ てIoss。verallを計算 す る.こ こで α は,2つ の 誤差 関数 の重 み付 けを決 定
す るハ イパ ーパ ラメー タで あ る.
我 々 は,学 習 の ため の単 語列 の正 誤情報 と してFCE-pu.blicとNUCLEにも とも
と付 け られて い る正誤 の2値 ラベ ル を用 いた.Lang-8に関 して は動 的 計 画法 を使
い タグ付 けを行 った.GWEの 負例 は,C&Wと 同様 に ランダ ムに作 成 され て い る.
3.4文 法誤 りパターンと正誤情報を考慮 した表現学習(E&GWE)
E&GWEは,EWEとGWEを 組 み合 わせ た モ デ ルで あ る.具 体 的 に は,
E&GWEモ デル は負 例 をEWEの ように誤 りパ ター ンか ら作成 し,GWEの よ
うにスコアと正誤の予測 を行 う.
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第4章 分 類 器=Bidirec七ionalLSTM(Bi-LSTM)
我 々 は英 語 の文 法 誤 り検 出 のす べ て の実 験 で 分 類 器 と してBi-LSTM[1]を用
い る.Bi-LSTMは こ の タ ス ク に お い てCondi七ionalRandomField(CRF)や
ConvolutionalNeuエalNe七works(CNN)など の他 の モ デル と比 較 して 高 い 精度
(世界 最高 精度)を 出 した.LSTMは 以 下 の よ うに計算 され る:
i古二 σ 侃 。e右+Mlihht-、+1・Vi。Ct-、+うの
f`ニ σ(VVf,e‡+叫 んん・一 ・+wノ 。c・-1+b/)
Ct==it∈)9(12Vce〔3t-十一VV.hん亡_1十bc)十!』(∋Ct_-1
0オニ σ(鴎 ¢et十 Ψy』んん古_1十 耽cC孟 十 うo)
ん亡二 〇tOん(の
(4.01)
(4.02)
(4.03)
(4.04)
(4.05)
こ こで,銑 は単 語 軌 のベ ク トル であ り,鴨 。,恥 。,肌 。と 鴎,は 重 み 行列 で あ
る.bi,bf,b。とb。は それ ぞれ バ イア スで あ る.LSTMは 入 力情報 を制御 す るため
に入 力 ゲー トit,メモ リセルCt,忘 却 ゲ ー トftと出力 ゲ ー トOtを持 つ.gとhは
シグモ イ ド関数 で あ り,α はtanhであ る.そ して,○ は ア ダマー ル積 で あ る.
我 々は,図4.1の よ うにLSTMを 両 方 向 に拡 張す る.右 方 向 と左 方 向 の 両方 向
か ら単語 分 散表現 ε琶をLSTMに 入 力す る.
oオニVVoh(ん9⑭ 研)+わ 。 (4.06)
Bi-LSTMモデルは,そ れぞれの単語分散表現Wtを 隠れベ ク トル 瑠 と 研 にマ ッ
ピングする.硬 と 研 はそれぞれ左か ら右 方向LSTMと 右 から左方向LSTMの 隠
れベク トルを表 してる.⑭ は連結である.そ して,W。hは重み行列であ りb。はバ
イアス とす る.先 行研究 と同様に,我 々はさらに隠れ層 と出力層の間に線形変換 を
行 う追加 の隠れ層 を導入する.
出力Otに対 してソフ トマ ックス関数 を適用す ることで予測ラベルの確iBytを得
る.正 解 ラベル と予測 ラベルの確率 ㍑ をもとに交差エ ン トロピー関数 を使い誤 差
を算出し学習する.
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yi=Oor1 Yヱ=Oor1 Y3:00r1
Extra
hidden
Extre
hidden
Extra
hidden
●● ● ●● ● ●● ●
ele2e3
図4.1=BidirectionalLSTMネッ トワ ー ク.単 語 ベ ク トルeiが 隠 れ 層 に入 力 され
そ れ ぞれ の単 語 の ラベ ル を予測 す る.
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第5章 英語学習者 コーパスにおける文法誤 り検出
5.1実 験設定
我 々 は分 類器 と単 語分 散表 現 の ため の学 習 デー タと して,FCE-public学習 デ ー
タ,NUCLEデ ー タ とLang-8を用 い る.そ して,評 価 デ ー タ と してFCE-public
テ ス トデ ー タ とCoNLL-14[7]テス トデ ー タ を用 い る.開 発 デ ー タ は そ れ ぞ れ
FCE-pubnc開発 デ ー タ とCoNLL-13[6]開発 デー タとす る 、
単語 の削 除誤 りに関 して は,削 除誤 りの直 後 の単 語 に誤 りタグ を付 け た.過 学 習
を防 ぐた め に,学 習 デ ータ上 で頻度 が1の 単 語 を未知 語 と した.
我 々 は まず単 語 分散 表現 の学 習 につ いて,提 案 手法(EWE,GWEとE&GWE)
と既存 手法(word2vecとC&W)を比較 す る.そ の た めに,従 来 手法 と提 案 手法 そ
れぞ れ の単 語分 散表 現 で初期 化 された分 類 器Bi-LSTMをFCE-publicの学 習 デ ー
タを使 って学 習 し,文 法誤 り検 出 を行 った.
FCE-publicデー タ セ ッ ト.FCE-publicデータセ ッ トは文 法誤 り訂 正 にお け
る最 も有 名 な英 語 学 習者 コーパ スの1つ で あ る.こ の コー パ ス に は英 語 学 習 者 に
よって書 か れた 作文 が 含 まれて い る.そ して,文 法 誤 りの種 類 に基 づ い て タ グ付 け
が さ れて い る.我 々 は公 式 に 分割 され た コーパ ス を使 用 した:学 習 デ ー タ30,953
文,テ ス トデ ータ2,720文と開発 デ ー タ2,222文で あ る.FCE-publicでは,誤 り
パ ター ンの ター ゲ ッ ト単語 と して4,184単語が 含 まれ て い る.入 れ替 え候 補 と して
は9,834トー ク ン,6,420タイ プが含 まれて い る.
NUOLEとOo.IVLL.提 案 手法 に よ る誤 り検 出精度 の 向上 をFCE-publicだけ
で はな く他 のデ ー タで も検証 す るため に,CoNL,L-13[6],CONLL-14[7]の共通 タス
クの デー タ とNUSCorpusofLearnerEnglish(NUCLE)[6]を用 い る.NUCLE
は英 語 学習 者 であ るシ ンガ ポール の大学 の学生 に よ って書 かれ た1,414個の作 文 が
含 まれ て い る.含 まれて い る文法 誤 りは,英 語 を母語 とす る プロの英 語教 師 に よ っ
て 訂正 とア ノテー シ ョンが され て いる.
学習 デ ー タ と してNUCLEの57,151文,開 発 デー タと してCoNLL-13の1,381
文 そ してテ ス トデー タと してCoNLL-14の1,312文を用 いる.誤 りパ ター ンの ター
ゲ ッ ト単 語 と して6,204単語 が含 まれ てい る.入 れ 替 え候補 と して は13,617トー一
ク ン,9,249タイ プが 含 まれ て い る.誤 った文 に対 して 動的 計 画法 に よ り正解 の タ
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グ付 け を行 った.
Lang-8コーパ ス.さ らに,我 々 は単 語分 散 表 現 の学 習の た め に大 規 模 な英 語
学 習 者 コ ーパ スLang-8をFCE-publicとNUCLEに追 加 し使 う.そ の 際,分 類
器Bi-LsTMの 学 習 に はFCE-publicとNucLEだけ をそ れ ぞ れ の実 験 で使 う.
Lang-8コーパ スに は,英 語学 習者 に よ って 書 かれ た英 文 を人 手 で タグ付 け した100
万 文 以上 の デ ー タが あ る.Lang-8を単 語 分散 表現 の学 習 に使 うの は,大 規 模 デ ー
タに お け る提 案手 法 の効 果 につ いて調 べ るためで あ る.
Lang-8は大規 模 な 学 習者 コー パ スで あ るが,訂 正 され て い な い箇所 が 正用 例 と
判 断 され た結果 訂正 されて いな い とは 限 らず,単 に ア ノテ ー シ ョンされて いな い場
合 もあ る とい う ノイ ズ が 含 まれて い る[4].一方 で,訂 正 された 箇 所 は正 しい可 能
性 が 高 い とい う特 徴 が あ る.そ のた め 我 々 は,Lang-8を直接 学 習 デー タ と して 用
い る よ り誤 りパ ター ンを抽 出 し単 語 分散 表現 を学 習 した ほ うが文 法誤 り検 出の精 度
が向 上す るので は な いか と考 えた.
こ の こ と を検 証 す る た め に,以 下 の2つ の 設 定 で 比 較 す る:(1)FCE-public
とNUCLEそ れ ぞ れ の 誤 りパ タ ー ンにLang-8から抽 出 した 誤 りパ タ ー ン を追
加 す る.そ して,誤 りパ ター ン を 用 い て学 習 され た 単 語 分散 表 現 に よ って初 期
化 され たBi-LSTMをFCE-pUbliCとNUCLEの そ れ ぞ れ だ け を使 い 学 習 す る
(FCE十EWE-L8,FCE十E&GWE-■8,NUCLE十EWE-L8とNUCLE十E&GWE-
L8,表5.lb);(2)word2vecで初期 化 され たBi-LSTMの 学習 デ ー タ と してFCE-
publicとNUCLEの そ れ ぞ れ に 直i接Lang-8を追 加 す る(FCE&L8+W2Vと
NUCLE&L8十W2V,表5.Ib).
単 語 分 散表 現 を学 習す るため にLang-8から誤 りパ ター ンを抽 出す る負例 作 成 の
過程 は以 下の 通 りで あ る:
1.動的計画法 を使 い正 しい文 と誤 った文から単語のペ アを抽出す る.
2,抽出 された単語のペアが学習データ(FCE-publicかNUCLE)によ って作
成 された語彙に含 まれていた場合誤 りパター ンとする.
Lang-8は誤 りパ ター ンの ターゲ ッ ト単語 と して10,372タイ プが含 まれて い る.そ
して,入 れ替 え候 補 と して272,561トー ク ン,61,950タイ プが含 まれて い る.
FCE十EWE-L8とFCE十E&GWE-L8の 実 験 で は,単 語分 散 表現 の学 習 の ため
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にL,ang-8とFCE-publicの学 習 デー タ を組 み合 わせ て 誤 りパ ター ンと した.し か
しな が ら,La皿g-8の誤 りパ ター ンの数 がFCE-publicと比較 して非 常 に多 いため,
我 々はそれ ぞ れ の頻 度 の比率 が1対1と な る よ う正 規 化 した.
5.2評 価尺度
先行 研究[1]のよ うに,我 々 は メイ ンの評価 手 法 と してFo.sを使 う.
precision・recall
Fe.sニ(1+O.52)・(521)
0.52・precision十γ馳eeall
この評価 尺 度 は,誤 り訂正 タ ス クのCoNLL-14の共通 タス クで も用 い られ て い る
[7].Fo.sはprecisionとrecallの両 方 の組 み合 わせ で あ り,precisionに2倍の 重
み を割 り当 てて い る.な ぜ な ら,誤 り検 出 にお い ては正 確 な フ ィー ドバ ックが カバ
レッジよ り重 要 であ るか らで あ る[17].
5.3単 語分散表現
先 行 研 究[1]で用 い られて い た単 語 分 散 表 現 と揃 え,C&W,EWE,GWEと
E&GWEの 埋 め込 み 層 の次 元数 は300と し,隠 れ 層 の次 元数 は200と した.単 語
分散表 現 の事 前学 習で 用 い られ るword2vec[2]としてGoogleNews*からク1]一ル
した デー タか ら学 習 したモ デル を用 い る.単 語 列 の 長 さは3,予 備 実験 に よ り単 語
列 か ら作 成 す る負例 は600,式(8)の線 形補 間 の α はO.03,パラメー タの 初期学 習
率 は0.001とし,ADAMア ル ゴ リズ ム[18]によって最 適化 した.そ してGWEの
初期 値 は ラ ンダム と し,EWEは 事前 学 習 され たword2vecを初 期 値 に した.
5.4分 類 器
EWE,GWEとE&GWEをBi-LSTMを 用いた文法誤 り分類器の単語分散表現
の初期値 として使用 し,入 力文中の単語の正誤 の予測 を行 う,ネ ッ トワー クおよび
パラメータの設定は,word2vecを初期値 にしたBi-LSTMを使 った先行研究[1]と
寧http8:〃giもhub.c。m/㎜ihalt隅/w。rd2vec-G。。gleNews.vect。rs
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同じ設定である.具 体的には,埋 め込み層の次元数は300とし,隠 れ層の次元数 は
200とし,隠 れ層 と出力層の間の隠れ層の次 元数は50と した.初 期学習率 を0,001
とした.そ して,ADAMア ルゴ リズム[18]で,バッチサイズを64文 として最適
化 した.
5.5実 験結果
表5.laは,Bi-LSTMを2つ の ベ ー ス ラ イ ン で 初 期 化 し た モ デ ル
(FCE十word2vec,FCE十C&W,NUCLE十word2vecとNUCLE十C&W)
と提 案 手 法 を使 った モ デ ル(FCE+EWE,FCE+GWE,FCE+E&GWE,NU-
CL,E十EWE,NUCLE十GWEとNUCLE十E&GWE)のFCE-pUblicとNUC]IE
を用 いて 学 習 した誤 り検 出の 結 果 を示 して い る.FCE-publicで学 習 したモ デ ル
はFCE-publicのテ ス トデ ー タを使 い,NUCLEで 学 習 した モ デ ル はCoNLL-14
[7ユの テ ス トデ ー タ を使 い 評 価 した.FCE+word2vecに関 して は2つ の モ デ ル
が あ る.FCE+word2vec(R&Y,2016)は先 行 研 究[1]で報 告 され て い る値 で あ
る.FCE十word2vec((R&Y,2016)の再実 装)は 先 行研 究 の再実 装 の結 果 で あ る.
NUCLE十E&GWEとFCE十E&GWEは,そ れぞ れ の コーパ スのEWEとGWE
を組 み合 わ せ ため モ デ ル で あ る.表5.1bは 大規 模 な コ ーパ ス で あ るLa皿g-8を学
習 デー タ に追 加 した文 法誤 り検 出の結 果 を示 して い る.そ して,我 々は ウィル コク
ソ ンの符 号lr贋位検 定(P≦0.05>を5回 行 った.
表5.laと5.lbか ら,FCE-publicとNUCLEに お け るPrecision,Recal1
とFo .sに関 して そ れ ぞ れ の 手 法 を 以 下 の よ う に ラ ン ク付 け す る こ と が で き
る:(FCE,NUCLE)十E&GWE-L8>(FCE,NUCLE)十EWE-L8>(FCE,
NUCLE)十E&GWE>(FCE,NUCLE)十GWE>(FCE,NUCLE)十EWE>
(FCE,NUCLE)十word2vec>(FCE,NUCLE)+C&W.文法 誤 り検 出 に お い て
誤 りパ タ ー ンと正 誤情 報 を考慮 す る こ とで 一貫 して精 度 が 向上 して い る.こ の こ と
か ら,提 案 手 法 が文 法誤 り検 出で は有 効で あ る こ とが わか る.そ して,我 々の提 案
手 法 はLang-8コーパ ス を使 うこ とな く先行 研 究 と比 較 して統 計 的 有 意 差 が あ る.
我 々の 提 案 手法 はFCE-publicにお いて全 て の評 価 尺度 にお いて世 界 最 高精 度 で あ
る先行研 究[1]を上 回 った.そ して,FCE&L8十word2vecとFCE十EWE-L8の結
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果か ら,直 接分類器 の学習データとして使 うよ り誤 りパ ターンとして抽 出 し使 うほ
うが良 いことがわかる.こ れはLa皿g-8の正 しい文に ノイズが多 く含まれているた
めと考 えられる.さ らに,上 記の実験 か らGWEと 組み合わせ ることで さらに精度
が向上することがわか る.
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Bi-LSTM十embeddings PrecisionRecaH∫ も.5
FCE十word2vec(R&Y,2016) 46,128,541.ユ
FCE十word2vec((R&Y,2016)の再実 装) 45、8土0,127.8±0.440.5土0.3
FCE+C&W 45.1=丑=0,326.7±0.439.6=』0.3
FCE十EWE 46.1士0.1★28.0土0,1★40.8士0,1★
FCE十GWE 46.5士0,1★28.3±0.4☆412土02★
FCE+E&GWE 46.7士0ユ★28.6=』0,1★41.4±0.1★
NUCLE十word2vec 25.1土0324,1土1,124.9士0,1
NUCL,E+C&W 22.9±0,222.6=LO.622.9=』0,1
NUCLE+EWE 25,7土0,4★25,3土0.2☆25.6土0,3★
NUCLE+GWE 25.8土0,3★25.6±0.1☆25.8土02★
NUCE十E&GWE 26.0土0、1☆26、0±0.4☆26、0土0,1★
(a)上表はFCE-publicだけ,下表 はNUCLEだ けで学習されたBi-LSTMと単語分散表現
のそれぞれのテス トデータにおける誤 り検出精度.
Bi-LSTM十embeddings PrecisionRecall∫ π〕.5
FCE&L8十word2vec
FCE十EWE-L8
FCE十E&GWE-L8
12.3±2.632.8士2214.0±2.6
50.5士3.4★・30.1士1.2★44.4±2.7★
50.8=ヒ3.6☆30.0±12☆44.6±2,8★
NUC■E&L8十word2vec
NUCE十EWE-L8
NUCLE十E&GWE-L8
18.5±0.118.6土0.118.5± α1
28,3士0.2☆282±0.2☆283士0,1★
29.0土0.1☆28.8±0.1★28.9±0.1★ ・
(b)大規模なLang-8コーパスを追加で使 いBi-LSTMか.単語分散表現の どち らかを学習.
表5.1:Bi-LSTMを使 った誤 り検 出 の結 果.ア ス タ リス クはPrecision,Recallと
Fosの そ れ ぞ れ がFCE十word2vec((R&Y,2016)の再 実 装)に 対 して有 意 水 準
0.05で有 意 差 が あ るこ とを示 す.
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第6章 考察
表6.1は,FCE-publicのテス トデー タに お け るそ れ ぞれ の モ デル の誤 りタイ プ
ご との正解 数 を示 して い る.誤 りタイ プはFCE-publicの正 解 ラベル を用 いる.
まず,従 来 手法 と提案 手法 で正 解数 が大 き く異 な る,動 詞誤 りと無冠 詞 の誤 りにつ
いて 分析す る(表6.1の(a)と(b)).動詞 誤 りに関 して は提 案 手法 の正解 数 が 多い.
一 方で
,無 冠 詞 に関 して はべ 一ス ライ ンで あ るFCE+word2vecとFCE十C&Wの
ほ うが正解 数 が多 い.提 案 手 法 のほ うが無 冠 詞 の正 解数 が 少な い の は,誤 りパ ター
ンが単語 ペ アを抽 出 し作成 されて お り,単 語 が 欠 落 して いる誤 りが含 まれて いな い
た め と考 え られ る.1-gramベー ス の誤 りパ タ ー ンを用 い た単 語 分散 表 現 で は入れ
替 え誤 りに特 化 した学 習 を行 うため,誤 りパ ター ンに含 まれて いない よ うな他 の誤
りを文脈 を手 がか りに学 習 す る ことは難 しい と考 え られ る.
次 に,我 々はLang-8から抽 出 した誤 りパ ター ンを使 うこ とに よ る影 響 につ い て
調 べ る(表6.1の(b)と(c)).FCE十EWEとFCE十EWE-L8は 名詞 誤 りと名 詞 曲
用 誤 りに お いて正 解 数が 大 き く異 な る.名 詞 誤 りとはsuggestionとadviceのよ う
な 誤 りで あ り,名詞 曲用 誤 りとはtimeとtimesのよ うな誤 りであ る.FCE十EWE-
L8は,名 詞 誤 りと名詞 曲用 誤 りの 両方 で正 解数 が 多 い.理 由 と して は,名 詞 誤 りと
名 詞 曲用 誤 り とも にLang-8に含 まれ てい る誤 りパ ター ンの数 がFCE-publicと比
較 して10倍 ほ ど多い ため と考 え られ る.
表6.2は 従 来 手 法 で あ るFCE十word2vecと最 も 精 度 の 高 い提 案 手 法 で あ る
FCE十E&GWE-L8の テス トデ ー タに対 す る検 出例 を示 して い る.表62(a)は 名
詞 誤 りの検 出例 を示 して い る.FCE十word2vecは名 詞 誤 りを検 出で きて いな い が,
FCE十E&GWE-L8は 名 詞誤 りを検 出す る ことが で きて いる.名 詞 曲用 誤 りに関 し
て は表62(b)で示 されて い る,こ こで,FLCE十word2vecは誤 りを1つ も検 出す る
ことがで きてい な い.一 方で,FCE十E&GWE-L8は 名 詞 曲用 誤 りを検 出す るこ と
がで きて い る.こ れ は,]lang-8から抽 出 した誤 りパ タ ー ンに含 まれ てい たた め と考
え られ る.saleとclothsの検 出 は両方 の モデ ルが 失敗 してい る.し か し,前 者 は構
文的情 報 を必 要 と し,後 者 は常識 を必 要 とす る ため誤 り検 出が難 しい と考 え られ る.
表62(c)で は,FCE+W2Vは 冠 詞誤 りの検 出 に成功 したが,FCE+E&GWE-L8
は検 出 に失 敗 した.こ の結 果 は無冠 詞 と同様 に誤 りパ ター ンの構 造 上,挿 入 誤 りを
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誤 りタイプ 動詞誤 り 無冠詞 名詞選択誤 り 名詞曲用誤 り
(a)
FCE十word2vec
FCE十C&W
5648269
5346247
(b)
FCE十EWE
FCE十GWE
FCE+E&GWE
60372912
62432911
64403114
(c)
FCE+EWE-L8
FCE十E&GWE-L8
66363719
67403918
誤 りの合計数 1311127732
表6.1:誤りタイ プご との正解 数
Bi-LSTM十embeddingβ検出結果
Gold Thεbuswi皿plekyouupr塘htatyourhote1θ脆オ7u笛cε.
(a)FCE十word2vec Thebu8wi皿pickyouuprightatyourhotelen、tery.
FCE+E&GWE-L8 Thεbu8wiUpickyou肛prightatyourhotεlentery,
Gold Thereareshop5whichsel`cJoオんθβ,∫ood,andbook5一
(b)FCE十word2vec Thereare臼hopswhidhs乱le5doth5,food5,aロdbooks…
FCE十E&GWE-L8 Thereareshop5whidh8ale5cloths,fbods,a皿dbooks・
Gold Anthebusesand地εMTRhaveair-condition,
(c)FCE・十word2vec Anthebu5e8andMTRhaveair-conditloロ.
FCE+E&GWE-L8 AnthebusesandMTRhavea廿.condition.
表62:FCE十word2vecとFCE十E&GWE-L8を用 い た誤 り検 出の 例.正 解 を イ
タ リック体 と し検 出結果 を太字 で表 す.
適切 に学 習 で きて い ない こ とを示 して い る.
図6.1は,学 習 デ ー タ内 で 高頻 度 な 誤 りの単 語 分 散 表 現(FCE+word2vecと
FCE十E8eGWE-L8)をt-SNEを用 い て 可視 化 した 図で あ る.我 々 は典 型 的 な前
置詞 とi助詞 を い くつか プロ ッ トした.学 習者 が誤 りに くい単 語 はFCE十E&GWE-
L8とFCE十word2vecで似 た よ うな 位 置 と して 学 習 され て い る.一 方 で,学 習者
が 誤 りや す い 単 語 に 関 して は誤 りの 出現 頻度 に比 例 してFCE十E&GWE-L8と
FCE十word2vecで離 れた位 置 と して学習 されて い る こ とがわ か る.例 え ば,under
やwalkのよ うに あ ま り誤 りと して出現 しな い単 語 はFCE十word2vecの近 くに位 置
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図6,1=FCE十word2vecとFCE十E&GWE-L8に よ っ て 学 習 さ れ た 単 語 分 散
表 現 のt-SNEに よ る 可 視 化.赤 色 がFCE十word2vecの単 語 で あ り,青 色 が
FCE十E&GWE-L8の 単語 で あ る.
している.一・方で,wasやcollldのようによく誤 られ る単語はFCE十E&GWE十]L8
の点はFCE十word2vecと比較 して より遠 くに移動 して いる.そ して,こ の 図中の
ほとん どすべての単語が上に移動 しているので,上 方向に移動する距離が誤 りやす
さに対応 していると推測 される.こ の可視化は学習者による誤 りに対す る分析に使
うことができる.
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第7章 おわ りに
本稿 で我々は,文 法誤 り検出のための正誤情報 と文法誤 りパ ターンを考慮 した単
語分散表現 の学習手法 を提案 した.そ の結果,FCE-publicとNUCLEの2つの
コーパスにおいて文法誤 り検 出の精度向上を行 うこ とがで きた.そ して,提 案手法
で単語分散表現 を初期化 したBi-・LSTMモデルを使 いFCE-publicデータセッ トに
おいて世界最高精度 を達成 した.学 習者 コーパスによって学習された単語分散表現
は正 しいフ レーズ と誤 った フレーズを区別することが可能である.さ らに我 々は,
L,ang-8コーパスを用いた追加の実験 を行 った.そ の結果,我 々は誤 りパター ンを抽
出 して学習するほうが直接L,ang-8コーパスを分類器 の学習データに追加 するより
良いことがわかった.そ して,い くつかの典型的な誤 りに対 して検出結果 を分析 し,
学習 された単 語分散表現の特 徴を明 らかに した.学 習 した単語分散表現 は,NLP
の応 用先の1つ である言語学習に役立つ一般 的なものであ ることを願 っている.
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付録
FCE-publicで用い られている誤 りタイプについて説明する.誤 リタイプはDiane[19】の
タグに基づいている,2つ のタグから誤 リタイプは構成 され ている.1つ 目のタグは誤 りの
種類 を表 してお り,2つ 目のタグは対象単語のクラスを表す.2つ のタグを組み合わせ るこ
とで誤 リタイプを表現す る.例 えば,動 詞選択誤 りであれば1つ 目の タグが置換のR,2つ
目の タグは動詞のV,こ の2つ を組み合わせたR>『として表 す.
一般的な誤 り(1つ 目のタグ)
?
?
?
?
?
誤 っ た 形(wrongFormused)
欠 損(somethingMissing)
置 換(wordorphraseneedSReplacing)
不 必 要(wordorphエaseisUnnecessary)
誤 っ た 派 生(wordiswronglyDerived)
単語 クラス(2つ 目のタグ)
?
?
?
?
?
?
?
?
?
照 応(Anaphoric)
共 起(Conjunc七ion)
限定詞(Determiner)
形 容詞(Adjective)
名 詞(Noun)
数 量詞(Quan七ifier)
前 置詞(Preposition)
動言司(Verb)
副 詞(Adverb)
記 号誤 り(誤 りの種 類 十P)
MP記 号挿 入(punctuationMissing)
MP記 号置 換(punctuationneedsReplacing)
UP記 号削 除(Unnecessarypunctua七ion)
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合意誤 り(AG十 単語 クラス)
AGA
AGD
AGN
AGV
照 応 合 意 誤 り 〔Anaphoricagreementerror)
限 定 詞 合 意 誤 り(Determineragreemen.七error)
名 詞 合 意 誤 り(Nounagreementerror)
動 詞 合 意 誤 り(Verbagreementerror)
可 算名 詞 誤 り(C十 単 語 ク ラス)
CN可 算名 詞誤 り(countabilityofNounerror)
CQ亘r算 名 詞 に よる数 量詞 誤 り(wrongQua=ntifierbecauseofnouncou皿tabi11七y)
CD可 算 名詞 に よる限定詞 誤 り(wro皿gDeterminerbecauseofnou皿countability)
空似言葉(Falsefriend)(FF十単語クラス)
全ての空似言葉 はFFで タグ付けされる.必 要な単語クラスはA,c,D,J,N,Q,T,
VとYの いずれかである.こ の誤 りは空似言葉 を扱 っていることが確実な場合にのみ使用
され る.そ の他の場合は置換Rが 使 われ る.
その他の誤 り
?
?
?
?
?
?
?
?
?
?
?
?
?
項 構 造 誤 り(incorrectArgumentStructure)
複 合 誤 り(CompoundError)
連 結 語 句 誤 り(CoLloca七ionerror)
慣 用 句 誤 り(IDiomerror)
不 正 な 名 詞 の 形 成(lncorrectformationofNounplural)
動 詞 の 不 正 な 使 い 方(lncorrectVerbin且ection)
不 適 切 な ラベ ル(inappropriateregister>
誤 字 脱 字(Spellingerror)
ア メ リカ 英 語(AmericanSpelling)
ス ペ ル 混 同 誤 り(SpeMngco]nfusionerror)
動 詞 の 時 制 誤 り(wrongTenseofVerb)
語 順 誤 り(incorrectWordorder)
否 定 形 誤 り(illcQrrec七formationofnega七ive)
27
CNは,学 習 者 が 名 詞 の 意 図 され た 意 味 で 利 用 で きな い 形 を使 用 した こ と を表 す.例
え ば,thecountry'snaturalbeau七ie呂やtwotransportsなどで あ る、 一 方 で,可 算 ま
た は 不 可 算 に 関 わ らず 間 違 っ た 形 が 使 用 さ れ た 場 合,そ の 誤 りはFNと す る.例 え ば,
vacation/vacationsであ る・
AS(項 構 造誤 り)はMT(前 置詞 の欠損,例 えばheexplainedme)また はUT(不 必要
な前 置詞,例 えばhetoldtome)では網羅 で きな い誤 りを対象 とす る.ASは,特 に第4文
型 を とる動詞 に対 して使 用 され る.例 え ぼ,itcaused七roubletomeはi七causedtrouble
tomeIitcau$edmetroubleと1つの誤 りと して 訂 正す る.
CE(複 合 誤 り)は,意 図 した意 味 が確 立で きな い複数 の誤 りや 単語 の集 合 をカ バーす る包
括的 な誤 りで ある.こ の誤 りを用い る ことで,学 習 者の誤 りに関 す る有 用 な情 報 をほ とん ど
得 られな い箇所 を除外す る こ とがで きる.
SX(ス ペ ル混 同誤 り)は,ス ペル の混 同の可 能性 をカバ ーす る.
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