For post peta-scale supercomputers that have tens of thousands of cores, efficient parallel algorithms for finite element analysis (FEA) have been in great demand. The domain decomposition method (DDM) is a well-known technique for parallel FEA and the hierarchical DDM (HDDM) is an efficient implementation of the DDM on massively parallel computers. The HDDM has two-level parallelization and is expected to achieve highly parallel efficiency. However, the HDDM is essentially the same as the original DDM. Therefore, the number of subdomains may increase with an increase in the problem size, and then the DDM and HDDM would suffer from an increase in the number of iterations and reduction in parallel efficiency. In this study, for huge-scale FEA in the post peta-scale era, a two-level extension of the HDDM is proposed. The proposed method adopts the DDM for solving a linear equation in the interior of a subdomain, that is, a recursive algorithm.
Introduction
In the post peta-scale era, efficient parallel algorithms for the finite element analysis (FEA) have been in great demand. The domain decomposition method (DDM) (Glowinski et al., 1983) (Quarteroni and Vali, 1999 ) is a well-known technique for parallel FEA. Particularly, the hierarchical DDM (HDDM) (Yagawa and Shioya, 1994) that is based on the non-overlapping DDM and iterative substructuring is an efficient implementation of the DDM on massively parallel computers. The HDDM has two-level parallelization and is expected to achieve highly parallel efficiency on various parallel computers. For example, the HDDM is implemented in the ADVENTURE system (Yoshimura et al., 2002) and applied to large-scale analyses for real-world problems (Yoshimura et al., 2012) (Miyamura et al., 2015) . However, the HDDM is essentially the same as the original DDM. Therefore, the number of subdomains may increase with an increase in the problem size, and then the DDM and HDDM would suffer from an increase in the number of iterations and a reduction in parallel efficiency. To overcome this issue, the finite element tearing and interconnecting (FETI) method (Farhat and Roux, 1991) and balancing domain decomposition (BDD) method (Mandel, 1993) were developed as the preconditioner for the DDM. For example, the BDD method successfully reduced the number of iterations to about one-several tenths compared to the original DDM (Ogino, 2016) . However, it's difficult to perform the coarse grid correction because a huge-scale FEA requires to solve a large-scale coarse problem. Moreover, a prediction method of the optimal number of subdomains has been proposed (Yamada et al., 2009) . However, for a huge-scale FEA in the post peta-scale era, the DDM and HDDM still suffer from the huge number of subdomains.
Ogino, Yodo, Shioya and Kawai, Mechanical Engineering Letters, Vol.4 (2018) [DOI: 10.1299/mel. In this study, a two-level extension of the HDDM is proposed. The proposed method adopts the DDM for solving a linear equation in the interior of a subdomain; that is, it has a recursive algorithm, and then may be extended to a multi-level version easily. First, the HDDM and its two-level extension are described. Second, some numerical examples are presented. Finally, the conclusion of this study is summarized.
Two-level extension of the hierarchical domain decomposition method 2.1 Domain decomposition method
Consider a linear equation arising in the context of FEA,
where is the symmetric positive definite matrix, is the unknown vector, and is the right-hand-side vector. In this study, we consider the non-overlapping decomposition of the original mesh into subdomains. In the case of four subdomains, Eq. (1) can be expressed as
where superscript ( ) means corresponding to subdomain ; subscripts and denote the interior of a subdomain and the interface boundary, respectively; and ( ) is a subdomain Boolean matrix that restricts the interface boundary.
With a static condensation of interiors, in the case of subdomains, Eq. (2) can be partitioned to
The coefficient matrix of Eq. (3) is symmetric positive definite and generally solved by an iterative method, such as the conjugate gradient (CG) method. After Eq. (3) is solved, ( ) can be calculated using Eq. (4) with . To solve Eq. (3) using the CG method, to calculate the multiplication of the coefficient matrix and a vector, the following subdomain linear equations must be solved for ( ) in each subdomain:
Equations (4) and (5) have a form similar to Eq. (1), and solving Eqs. (4) and (5) is called a local FEA in this study.
Hierarchical domain decomposition method
The HDDM is an efficient implementation of the DDM for distributed-memory and massively parallel computers. The HDDM adopts the master-slave model and a multiple master system in parallel computation. Therefore, the HDDM groups subdomains using a processor that is called a part. Let be the number of parts and ( ) be the number of subdomains in part . Then the total number of subdomains is = ∑
( ) =1
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where superscript ( , ) means corresponding to subdomain in part , ( ) is a part Boolean matrix that restricts the interface boundary from global to a part, and ( , ) is a subdomain Boolean matrix that restricts an interface boundary from a part to a subdomain. The HDDM has two-level parallelization, as is clear from Eq. (6), for example, MPI is used for the part level and OpenMP is for the subdomain level. Thus, the HDDM is expected to obtain highly parallel efficiency on massively parallel computers. However, the HDDM is essentially the same as the DDM. Therefore, for huge-scale analysis in the post peta-scale era, the DDM and HDDM may suffer from a slow convergence rate and low parallel efficiency because of the huge number of subdomains. By contrast, with the small number of subdomains in huge-scale analysis, the problem size of the local FEA becomes large. Because the local FEA must be performed in every CG iteration, an efficient parallel solver for the local FEA is needed.
Two-level extension of HDDM
The HDDM adopts a two-level domain decomposition, as shown in Fig. 1 . With such a domain decomposition, interface boundary can be grouped into 1 and 2 . However, the HDDM uses the information only to determine a communication pattern in parallel computing. Therefore, in this study, a truly two-level algorithm of the HDDM is developed using a two-level interface boundary. We consider an extension of the HDDM in a two-level algorithm. First, superscript ( ) means corresponding to subdomain at the first-level decomposition and superscript ( , ) is for subdomain at the second-level decomposition in the first level's subdomain . As shown in Fig. 1(c) , there is no shared region between interface boundaries 2 of the first level's subdomains. Thus, when solving Eq. (1) using the DDM with the first-level decomposition, Eq. (5) for the first level's subdomains can be independently solved using the DDM with the second-level decomposition. Let 1 be the number of subdomains in the first level and 2 ( ) be the number of subdomains in the first level's subdomain , and then the total number of subdomains is
. With first-level static condensation, Eq. (1) is partitioned as Ogino, Yodo, Shioya and Kawai, Mechanical Engineering Letters, Vol.4 (2018) [DOI: 10.1299/mel.18-00088]
Moreover, by considering the second-level decomposition, the first level's subdomain matrices are expressed as
As seen above, most calculations of Eqs. (8) and (9) in the first-level decomposition can be performed using the second level's subdomain matrices. Note that local FEA in the first level must be performed for solving Eq. (8) using the CG method. With the second-level decomposition, Eq. (5) in the case of 2 ( ) = 2 is rewritten as
Clearly, Eq. (10) is solved using the following equations:
Then, a DDM solver is called to perform a local FEM. In a two-level manner, the coefficient matrix of Eq. (1) is rewritten as
As can be observed, the coefficient matrix has a recursive block structure. The proposed method can be extended to a multi-level version easily. Fig. 2 shows a multi-level HDDM based on the CG method for solving a linear equation.
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4. Calculate initial residual and search direction is the convergence criterion at the current level.
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Numerical experiments
To verify the proposed method, numerical examples are presented. A two-level HDDM was implemented in ADVENTURE_Thermal (Shioya et al., 2003) . Consider the FEA of the three-dimensional steady heat transfer problem. Figure 3 shows a test model. A small-scale problem using 24,576 linear tetrahedral elements and 4,913 nodes, and a medium-scale problem using 1,572,864 linear tetrahedral elements and 274,625 nodes were performed. Figure 4 shows the domain decomposition of the small-scale problem. As a convergence criterion, 1 = 10 −6 and 2 = 10 −12 were used.
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To solve a linear equation using the DDM with the first-level decomposition, a subdomain linear equation was solved using the DDM with the second-level decomposition. Then, a DDM solver was called to perform a local FEM. Moreover, a multi-level HDDM algorithm was also explained. The proposed method was verified using simple numerical experiments. As a result, the two-level HDDM successfully reduced the first level's number of iterations compared with the original HDDM. The proposed method led to a higher cost than the original method. However, the convergence tolerance control technique was useful for reducing the total cost of the proposed method. Furthermore, by applying a preconditioner, such as the FETI method and BDD method, the proposed method had a potentially good computational cost.
