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Department of Chemical and Biomolecular Engineering, University of Delaware, Newark, DelawareABSTRACT We calculate the displacement of a single spherical particle from the minimum of a harmonic well positioned near
a plane wall and immersed in a uniform flow. A failure to account for the fluctuations in particle position orthogonal to the plane
(leading to fluctuations in hydrodynamic drag) results in large discrepancies, with the naive displacement calculated by
assuming no fluctuations in the balance of forces. The chief criterion for neglecting such fluctuations is that the stiffness of
the harmonic potential exceeds the thermal stresses on the particle by at least two orders of magnitude. For micrometer-diam-
eter particles typically employed in force spectroscopy of DNA, macromolecules, and molecular motors, this can lead to errors of
up to 100% in the measured properties. The Supporting Material to the article provides an implementation of this model intended
to fit experimental measurements for the stiffness of the harmonic potential constraining the particle.INTRODUCTIONThe science and practice of quantifying molecular-scale
forces in biology has seen almost unbounded growth in
the last two decades due to the effective combination of
microscopic observation and micromanipulation (1–12).
The forces generated by the motion of molecular motors
(13) or the stretching of actin (14), for instance, manifest
on a scale, pico-Newtons, that directly influences
colloidal-scale particles. Hence, colloids are frequently
used as probes of such forces. Many methods for measuring
single-molecule forces exist under this paradigm, including
atomic force microscopy (15), biomembrane force probe
(16), optical tweezers (17), and magnetic tweezers (18).
With optical tweezers (17,19–29), a highly focused laser
exchanges momentum with a colloidal particle, pinning it to
the focus. Under the most simplified view, the optical forces
acting on the colloidal particle may be ascribed to a
harmonic potential—the optical trap is a Hookean spring.
The spring stiffness is proportional to the beam power,
and the force exerted on the colloid is equal to the product
of the stiffness and the displacement of the particle’s center
from the focus. A similar circumstance arises when a colloid
is tethered by a macromolecule (e.g., DNA or a protein) to
another particle or surface. The elasticity of the molecule
exerts a conservative—and in certain limits, Hookean—
force on the colloid to which it is attached. This elastic-
like force confines the particle to a locus set by the mole-
cule’s stiffness.
In these cases and others, the stiffness of the potential
constraining the colloid is a useful, if not a fundamental,
property of interest. The typical goal is to measure the posi-
tion of the particle as the spring is stretched by an additional,
imposed, and known force. The stiffness is inferred from theSubmitted June 10, 2012, and accepted for publication December 5, 2012.
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0006-3495/13/02/0863/10 $2.00slope of the force-displacement curve that results from
a seemingly straightforward balance of forces on the colloid.
The additional force applied may have many sources, for
example, thermal forces from which equipartition deter-
mines the stiffness. Magnetic or electric fields might be em-
ployed with ferromagnetic or charged particles, and even
optical tweezers themselves can be used to pull apart
colloids adjoined by a macromolecule. Subject to these
conservative forces, the statistical distribution of the
colloid’s position in space is governed by the Boltzmann
weighted probability. Because Brownian motion leads to
fluctuations in the particle’s position, this distribution may
be necessary to construct an appropriate average of the force
balance on the constrained colloid. There is no problem for
the experiment we have depicted, however, because the
imposed force is prescribed, and therefore, the Boltzmann
distribution is also known.
One other force, hydrodynamic drag, is frequently used
to displace bound colloids and thereby construct a force-
displacement curve, as described in other works
(6,23,30,31). When putting a harmonically bound colloidal
particle in a flow field, the force exerted by the Hookean
spring is balanced by the hydrodynamic drag force.
However, such forces are nonconservative and give rise to
nonequilibrium statistical distributions of the colloid’s posi-
tion. Here, we lack a priori knowledge of this distribution
and cannot easily average the balance of forces on the
colloid. As this work makes clear, care must be taken in
the application and interpretation of such a force balance.
The chief problem is that near an interface the hydrody-
namic drag of a colloidal particle is not homogeneous
(i.e., it is not independent of position). It varies as the
particle moves nearer to and farther from the interface, for
instance, by diffusion. Consequently, neither the hydrody-
namic drag force nor the statistical distribution of the parti-
cle’s position is known, and a force-extension curve cannothttp://dx.doi.org/10.1016/j.bpj.2012.12.014
864 Swan and Furstbe drawn directly for experimental observations of the parti-
cle’s position.
In this article, we study a canonical problem with broad
applicability: a particle is bound by a harmonic potential
in steady, uniform flow near a moving plane wall (see
Fig. 1). This circumstance is identical to that of a particle
trapped by optical tweezers near an interface and function-
ally similar to that of a colloid tethered to an interface by
a macromolecule. Although more complicated construc-
tions are possible, this approach encompasses the salient
physical features. We proceed to calculate the nonequilib-
rium probability distribution of the particle’s position in
the harmonic well, and to determine the average particle
displacement. The average hydrodynamic force, denoted
hFHi, can be calculated from a balance of linear momentum
on the particle: hFHi ¼ hFSi ¼ khDxi, where FS is the
force due to the harmonic potential, k is the stiffness of
the potential, and Dx is the particle’s displacement calcu-
lated from the nonequilibrium probability distribution.
This describes a new force-extension relationship, which
depends, in the correct way, on the distance of the minimum
in the harmonic well from the wall. Our results provide, to
our knowledge, a new model from which the stiffness can
be inferred. When compared with approximations that treat
the hydrodynamic drag as homogeneous, these results iden-
tify errors in the predicted stiffness that may diverge as the
stiffness or distance from the wall decreases. This occurs
because particles very near the interface experience stronger
inhomogeneities in the drag force. The results that follow
match qualitatively the behavior of bound particles in other
flow fields (shear flow, for instance). We have made these
calculations, but present the problem of uniform flowFIGURE 1 This depicts a canonical experiment involving a single
particle immersed in a uniform flow, u, generated by a moving wall. The
particle is located at r and bound by a Hookean spring fixed at rt . One phys-
ical realization of this circumstance would be a particle bound by an optical
trap at rt and near a surface. The particle is immersed in a fluid that is trans-
lating uniformly with the surface (i.e., as with a microscopy slide trans-
lating in the laboratory reference frame).
Biophysical Journal 104(4) 863–872because it is the most straightforward pedagogically and is
applicable to the biophysical measurements of interest.
Although we chose to focus on the problem of flow, these
results provide a general picture of how hydrodynamics
distort the interpretation of forces in any case where noncon-
servative forces and out-of-equilibrium distributions arise.
One example is the motion of motor proteins. Similar hydro-
dynamic couplings have been found important in the study
of complex fluids via two-particle microrheology (32).
Additional errors in tethered-bead measurements are known
to arise from the tethering itself and how that restricts the
conformation of macromolecules (33). We ignore such
effects here. The final section of the article discusses in
detail how to apply the results, as well as heuristics for using
experimentally imposed and measured quantities to deter-
mine what approximations for the hydrodynamic drag are
appropriate.BACKGROUND
The Langevin equation for the force on a colloidal-scale
particle (10 nm to 3 mm) is
m€xðtÞ ¼ RFU$ð _x uÞ þ FS þ FB; (1)
where m is the mass of the particle, x is the particle position,
RFU is the hydrodynamic resistance tensor, u is a uniform
macroscopic flow of solvent in which the particle is
immersed evaluated at the particle’s center, FS is the Hoo-
kean spring force, and FB is the Brownian force (34). The
Brownian force has zero mean and instantaneous covariance
in a Newtonian solvent so that hFBðtÞi ¼ 0 and
hFBðtÞFBð0Þi ¼ 2kBTRFUdðtÞ. The fluctuation-dissipation
theorem holds regardless of the tensorial nature of the
hydrodynamic drag. For colloidal-scale particles with
density comparable to that of water and immersed in water,
the timescale for inertial relaxation ranges from tens of pico-
seconds to microseconds. From the perspective of all but the
most sophisticated measurement techniques, the inertia of
the colloids relaxes instantaneously.
For a single spherical colloid isolated in an otherwise
unbounded fluid, RFU ¼ 6phaI, where h is the fluid
viscosity, a is the particle’s radius, and I is the identity
tensor with unity on its diagonal and zeros elsewhere.
This is the Stokes drag coefficient. SinceRFU is independent
of the particle’s position, the hydrodynamic resistance is
termed homogeneous. The introduction of finite boundaries
or other particles into the fluid changes RFU fundamentally,
as it will now depend on the position of the particle. In these
cases, the hydrodynamic drag is said to be inhomogeneous.
If the particle fluctuates about a mean position so that
a stationary particle distribution exists, then averaging
the Langevin equation over that stationary distribution indi-
cates that
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If the resistance tensor, RFU , characterizing the hydrody-
namic drag force on the particle is independent of particle
position (i.e., homogeneous), then it commutes with the
average. The Hookean spring force is simply
hFSi ¼ khDxi ¼ RFU $hui; (3)
where k is the spring stiffness and hDxi is the average
displacement of the spring from equilibrium. We have re-
tained the average around the flow field, since this
may depend on particle position (e.g., shear flow).
This alone is enough to produce the desired force-displace-
ment curve from which the spring stiffness, k, may be in-
ferred, viz.
k ¼ hui $ RFU $ huihui$hDxi : (4)
In a similar way, if the hydrodynamic drag is not homoge-
neous (i.e., RFUhRFUðxÞ, or, equivalently, VRFUs0), we
may infer the spring stiffness as
k ¼ hui $ hRFU $ ð _x uÞihui $ hDxi : (5)
This is problematic from the experimentalist’s point of view,
as the quantity in the numerator cannot be measured directly
or easily. If the statistical distribution of the particle position
in space is known to high precision, then a model for the
drag force might be combined with this distribution to
compute the average: hRFU $ ð _x uÞi. This seems unfea-
sible, since under flow, fluctuations in the particle position
transverse and normal to the wall are coupled. The central
problem is that knowledge of the imposed flow rate does
not allow direct determination of the hydrodynamic force.
The picture is only complicated by consideration of
a nonuniform flow field.
Consider this simple example: a spherical colloidal
particle of radius a is held by an optical trap in a uniform
Newtonian flow field, u, with viscosity h. If the fluid is
unbounded, then the Stokes drag alone determines the
hydrodynamic force on the particle, so that the trap stiff-
ness is 6phaðu$uÞ=ðu$hDxiÞ. However, were the particle
near a solid, planar surface (e.g., the coverslip of a micro-
scope slide holding the sample), the Stokes drag no
longer accurately represents the rate of energy dissipated
in the fluid. Rather, because the fluid must pass between
the particle and the coverslip, the rate of dissipation is
higher. To conserve mass, the uniform flow, u, is parallel
to the planar surface. In this case, Faxe´n described the
hydrodynamic drag force in the direction parallel to the
wall asFH$u ¼ 6pha
1 9
16
a
z
þ.
ðu$uÞ; (6)
where z, the distance of the center of the particle from the
wall, is large relative to the particle radius, a (35). In the
limit that z=a/1, the hydrodynamic drag diverges as
lnðz=a 1Þ (36). Consequently, the drag is highly inhomo-
geneous. A correctly averaged but difficult to evaluate
equation for the stiffness of the spring is
k ¼ 
u$
*0B@ 6pha
1 9
16
a
z
þ.
1CAð _x uÞ+
u$hDxi : (7)
Again, the probability distributions over which the above
averages must be evaluated do not come from an equilib-
rium Boltzmann distribution but derive from the nonequilib-
rium distribution set up by the flow. The most common
approximation of this average is to assume the particle
resides at a fixed height, zt, above the coverslip, so that
bk ¼
0BB@ 6pha
1 9
16
a
zt
þ.
1CCA u$uu$hDxi: (8)
If the particle resides near the wall (z=az1) then fluctua-
tions that bring it closer to or farther from the wall will
change the effective hydrodynamic drag logarithmically.
Fluctuations of equal probability in either direction would
result in a drag force stronger than the value used to computebk . The stiffness is underestimated. Correlations in the fluc-
tuations of the particle’s height about its mean will
contribute to the average in a way this naive approximation
cannot explain. A more sophisticated approach would be to
perform the average over the equilibrium Boltzmann distri-
bution so that
keq ¼
*
6pha
1 9
16
a
z
þ.
+
eq
u$u
u$hDxi: (9)
However, this approach assumes that the particle flux, j  _x,
is uncorrelated with the particle height above the wall, z.
The Boltzmann distribution has zero particle flux, whereas
the nonequilibrium, stationary distribution is restricted
only by the probability conservation condition, V$j ¼ 0.
Therefore, the equilibrium distribution approximation is
incorrect too, since correlations between the instantaneous
particle flux characterized by _x and the particle’s height
above the wall cannot be assumed to be zero. A different
approach is needed.Biophysical Journal 104(4) 863–872
FIGURE 2 The orthogonal components of the diffusivity tensor for
a spherical particle near a wall normalized on DN are plotted as a function
of distance from the wall normalized on the particle radius, a. In addition,
the asymptotically correct forms of the components of the diffusivity in the
limits where the particle is near the wall and far from the wall are given and
depicted as bold lines.
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UNIFORM FLOW
Suppose a single particle with center at r and radius a is
trapped in a harmonic well centered at rt with potential
U ¼ k
2
ðr rtÞ$A$ðr rtÞ; (10)
with A ¼ ðI ezezÞ þ Aezez. A plane wall with normal ez is
translating uniformly with speed u ¼ uex near the particle.
Then, the probability distribution, P, for the particle’s posi-
tion is governed by a Smoluchowski equation:
_P ¼ V$j; (11)
where the flux is
j ¼ uP D$ðbVU þ V ln PÞP; (12)
with D the mobility tensor for the particle near a wall
and b1 ¼ kBT the thermal energy. We will consider
a steady probability distribution, P ¼ Peq þ Pef , where
VlnPeq ¼ bVU and Pe ¼ ua=DN is the Peclet number,
with DN the bare diffusivity of the particle far from the
wall. Consequently, the governing equation for the nonequi-
librium perturbation to the probability distribution, f,
becomes
0 ¼ u$bVUPeq  PeV$½uf  D$ðbVUf þ Vf Þ: (13)
Further simplification, in which the Smoluchowski equation
is made dimensionless, results in the balance
0 ¼Gbu$A$ðr rtÞPeq  Pebu$Vf
þ GV$½D$A$ðr rtÞf  þ V$D$Vf ;
(14)
where lengths are scaled on a and the diffusivities on DN,
and bu ¼ u=u. The dimensionless harmonic stiffness is
G ¼ bka2. This scaling is treated implicitly and holds
throughout the rest of the article. We seek to determine
the average displacement in the direction of the flow from
the well minimum
bu$hr rti ¼ bu$Z ðr rtÞPdr ¼ Pebu$Z ðr rtÞfdr: (15)
In the solution of this problem, it will prove useful to note
that for a single particle near a wall, the diffusion tensor is
diagonal and may be written as (36,37)
DðzÞ ¼ DkðzÞðI ezezÞ þ DtðzÞezez; (16)
and the two orthogonal components are plotted in Fig. 2
along with their approximate functional forms when theBiophysical Journal 104(4) 863–872particle is near and far from the wall. The equilibrium prob-
ability distribution (Pe ¼ 0) is
Peq ¼ Q1exp

 G
2

r2 þ Aðz ztÞ2

; (17)
in the region z>1, with r2 ¼ ðr rtÞ  ðI ezezÞ  ðr rtÞ
and
Q ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2
A

p
G
3s "
1þ erf
 ﬃﬃﬃﬃﬃﬃﬃ
GA
2
r
ðzt  1Þ
!#
: (18)Stiff-well asymptotics
When the harmonic potential is stiff relative to thermal fluc-
tuations (G[1) there is a small region centered around
the well, rt, in which the particle is strongly confined. The
width of that region corresponds to the rescaled length
R ¼ G1=2ðr rtÞ, which is order unity. Within that region,
the perturbation to the probability distribution may be simi-
larly rescaled (f ¼ Gbf )to balance the harmonic forces with
Brownian and hydrodynamic forces, viz.
bD : Abf ¼  bu$A$RbPeq þ Pe
G1=2
bu$Vbf
 R$A$bD$Vbf  bD : VVbf : (19)
The operator : is the double dot product defined here and forP3second-degree tensors as A : B ¼ i; j¼1AijBji. In the above
equation, we have assumed that the particle moves little
from the well minimum so that the diffusivity is approxi-
mated to lowest order, as bD ¼ DðztÞ. With these scalings,
the average displacement becomes
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G
bu $Z Rbf dR; (20)
where the limits of integration lie at jRj/N, at whichbf/0. To lowest order, the average displacement from the
well minimum is
bu$hr rti ¼  Pe
GbD : Abu$
Z
R
bu$A$RbPeq
þ R$A$bD$Vbf þ V$	bD$Vbf 
dR; (21)
which, via integration by parts, may be expressed as
bu$hr rti ¼  Pe
GbD : Abu$
bu$A$ Z RRbPeqdR

Z bf V$	bD$A$RR
dRdR: (22)
Note that V$ðbD$A$RRÞ ¼ bD : ARþ bD$A$R, so that
bu$hr rti ¼  Pe
GbD : Abubu :

A$
Z
RRbPeqdR
þ bu$hr rti þ 1bD : Abu$bD$A$hr rti
(23)
where we have inserted the definition of the displacement it-
self to simplify the equation.
In this same limit (G[1), the equilibrium probability
distribution is bPeq ¼ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃA=ð2pÞ3q expðR$A$R=2Þ, and
therefore, upon integrating, bu$bD$A$hr rti ¼ ðPe=GÞbu$A$A$bu. We may conclude that the average displacement
in the flow direction [Dx ¼ bu$ðr rtÞ] is hDxi ¼
Pe=½GDkðztÞ, as might be expected from naive averaging
of the Langevin dynamics.
A similar scaling procedure may be followed in the calcu-
lation of the fluctuations in the strong field limit:
bu$hðr rtÞðr rtÞi  hðr rtÞðr rtÞieq$bu
¼ Pe
G3=2
bu$Z RRbf dR$bu; (24)
where
bu$hðr rtÞðr rtÞieq$bu
¼ 1
G
bu$Z RRbPeqdR$bu ¼ bu$ðGAÞ1$bu (25)
by quadrature. In this case, we find that hDx2i
hDx2ieq ¼ ½Pe=GDkðztÞ2. Consequently, the fluctuations in
excess of equilibrium, hðDx  hDxiÞ2i  hDx2ieq, are zero.
To this order of approximation, the well binds the particleso tightly that it only experiences those fluctuations corre-
sponding to its equilibrium distribution.Pliant well asymptotics
In Cartesian coordinates, the Smoluchowski equation may
be written
0 ¼GDxPeq Pe vf
vDx
þ G

DkðzÞ

v
vDx
ðDxf Þ
þ v
vDy
ðDyf Þ

þ A v
vz
½DtðzÞðz ztÞf 

þ DkðzÞ

v2f
vDx2
þ v
2f
vDy2

þ DtðzÞ v
2f
vz2
þ D0tðzÞ
vf
vz
;
(26)
with Dy the equivalent of Dx in the direction perpendicular
to bu and parallel to the wall. In general, we are most inter-
ested in the displacement of the particle in the flow direc-
tion, so that fluctuations along Dy are irrelevant and may
be averaged out of the Smoluchowski equation. Consider
the lateral moments of the nonequilibrium contribution to
the probability distribution function denoted fi:
fi ¼
ZN
N
ZN
N
DxifdDxdDy: (27)
Appropriate multiplication and integration of the Smolu-
chowski equation leads to governing equations for the fi:
0 ¼AGDt	ðz ztÞf 00 þ f0
þ D0tðz ztÞf0
þ Dtf 000 þ D0tf 00;
(28)
0 ¼ Pef þ GbP  D f þ AD 	ðz z Þf 0 þ f 
0 eq k 1 t t 1 1
þ AD0tðz ztÞ f1
þ Dt f 001 þ D0tf 01; (29)
and
0 ¼ 2Pef1 þ 2Dkf0  G

2Dkf2  ADt
	ðz ztÞf 02 þ f2

 AD0tðz ztÞf2
þ Dtf 002 þ D0tf 02; (30)
with
bPeq ¼ 2p
G2Q
exp

 AG
2
ðz ztÞ2

: (31)
Each moment is subject to the boundary conditions fi/0 as
z/N and AGð1 ztÞfi þ f 0i ¼ 0 at z ¼ 1. The governing
equation for f0 is homogeneous, and therefore, f0 ¼ 0.
That is, the flow does not drive the averaged vertical distri-
bution of the particle out of equilibrium. Consequently, the
probability weighted displacement, f1, is independent of
the Peclet number and may be determined independent ofBiophysical Journal 104(4) 863–872
FIGURE 3 The nonequilibrium displacement for a particle in a uniform
flow above a plane in a harmonic well at zt with strength G and relative
strength in the direction perpendicular to the wall A ¼ 0:5. The cross marks
represent the asymptotic value of the function jðG; ztÞ in the pliant-well
limit,G  1. The curves proceeding from leftmost to rightmost correspond
to zt  1 ¼ 10, 7.85, 6.16, 4.83, 3.79, 2.98, 2.34, 1.83, 1.44, 1.13, 0.886,
0.695, 0.546, 0.428, 0.336, 0.264, 0.207, 0.162, 0.127, 0.1.
868 Swan and Furstthe other moments. The fluctuations, f2, are OðPeÞ and
dependent explicitly on f1. The complete moments of the
nonequilibrium probability distribution are simply

Dxi
 Dxi
eq
¼ Pe
ZN
1
fidz: (32)
where h$ieq is an average over the equilibrium distribution
for the particle.
In the limit that G  1, the particle is allowed to
move more freely through the weak potential. By allowing
that f1 ¼ G1=2bf 1 and Z ¼ G1=2ðz ztÞ  Oð1Þ, we may
determine the distribution function in a region that balances
the weak harmonic forces with hydrodynamic and Brownian
forces explicitly, viz.

ﬃﬃﬃﬃﬃ
2A
p
r
eAZ
2=2 ¼ ðA 1Þbf 1 þ AZbf 01 þ bf 001 : (33)
Since Z is order unity in this boundary layer, Dk ¼ Dtz1.
In these coordinates, the nonequilibrium displacement
becomes
hDxi ¼ Pe
G
ZN
0
bf 1ðZÞdZ; (34)
and by integrating over the governing equation for bf 1,
we find that hDxi ¼ Pe=G for G  1. Physically, the
particle spends little time near the well minimum so that
to first order, the variation of the drag with respect to
distance from the wall is unimportant—only the Stokes
drag matters.
In a similar way, letting f2 ¼ PeG3=2bf 2 in this same
scaling regime, we find that
0 ¼ 2bf 1 þ ðA 2Þbf 2 þ AZbf 02 þ bf 002 ; (35)
so that the fluctuations about the well are

Dx2
 Dx2
eq
¼

Pe
G
2ZN
0
bf2ðZÞdZ: (36)
Integrating over the governing equation for bf 2 leads
to the conclusion that hDx2i  hDx2ieq ¼ ðPe=GÞ2 as
well. The fluctuations in excess of equilibrium:
hðDx  hDxiÞ2i  hDx2ieq are zero here as well. In this
case, the particle spends most of its time far from the
wall, where the hydrodynamic drag is homogeneous. This
undermines the only mechanism the flow has to enhance
the fluctuations in position.Biophysical Journal 104(4) 863–872Solution of the full Smoluchowski equation
The quantity jðG; ztÞ ¼ hDxiGDkðztÞ=Pe is a useful
measure of the effect of moderate well stiffness, as it is
the ratio of the actual displacement to the displacement in
the stiff-well limit. The stiff-well limit displacement,
Pe=GDkðztÞ, is commonly used as a model of the displace-
ment of a particle in the harmonic well regardless of the well
stiffness. Therefore, any deviation of jðG; ztÞ from unity
measures the error in this faulty assumption. As G/N,
jðG; ztÞ approaches unity by design. From the previous
boundary layer analysis, we expect that it will approach
DkðztÞ as G/0.
In the numerical solution of the Smoluchowski equation,
account must be taken of the boundary layers near and far
from the well in the strong and weak potential limits. In
particular, we determine numerical solution of the boundary
value problem for f1ðzÞ on the finite domain z˛½1; z, where
we have chosen the quantity z such that it scales as G1 for
G<1. In this way, the domain grows faster than the far-field
boundary layer, and the probability density within the
boundary layer is properly incorporated. For all values of
G, we use zR100. With the correct limits on the computa-
tional domain, the MATLAB routine bvp4c reliably solves
for the probability-weighted displacement with arbitrary
well stiffness through finite differences and a boundary
collocation scheme that focuses the discretization in regions
over which the solution changes most rapidly (e.g., near zt
when G[1). The average displacement of a particle in
the flow direction is plotted in Fig. 3.
We see that the displacement of the particle may be larger
than (by no more than 5%) and smaller than that predicted
by the stiff-well limit. At a given distance from the wall,
as the stiffness is decreased from the limit G[1, the
Nanoscale Forces near Interfaces 869displacement increases. This is because diffusion within the
well results in an equal probability of finding the particle
above and below zt. The hydrodynamic drag is nonlinear
in zt and grows stronger as the particle approaches the
wall, hence the larger displacement. As the stiffness is
further decreased, the particle is free to diffuse further
from the wall, where the drag is weaker. This gives rise to
a smaller displacement of the particle from its equilibrium
position. The latter process continues monotonically as the
particle diffuses further from the wall.
We also solve for f2 and compute the fluctuations. In
Fig. 4, we plot the magnitude of the fluctuations parallel
to the wall in excess of equilibrium:ðDx  hDxiÞ2 Dx2
eq
GDkðztÞ
Pe
2
: (37)
This has been normalized by ½Pe=ðDkðztÞGÞ2, to make the
excess fluctuations independent of the flow velocity. We
see that as the perturbation theory predicted, the excess fluc-
tuations go to zero in the limit of both stiff and pliant wells.
However, in the interim, the fluctuations grow considerably.
This detail is important, as application of the equipartition
theorem (38), which relates equilibrium fluctuations to the
stiffness of the well, may be compromised by the flow.
The probability distribution of the particle is not the equilib-
rium distribution.
Physically, diffusion of the particle nearer to (or
farther from) the wall results in increased (or decreased)
hydrodynamic drag due to the flow and increased (or
decreased) displacement. As a result, there is an enhance-
ment of the fluctuations of the particle’s position along
the wall by a factor proportional to ½Pe=ðDkðztÞGÞ2. Since
Pe=ðDkðztÞGÞ is the form of the displacement of the particle
normalized by its radius in the limit of a very stiff trap, weFIGURE 4 The fluctuations in excess of equilibrium for a particle in
a uniform flow above a plane in a harmonic well at zt with strength G
and relative strength in the direction perpendicular to the wall A ¼ 0:5.
The legend is the same as in Fig. 3.may infer that if the displacement of the particle is larger
than its radius, then the equipartition theorem will not be
directly applicable. The fluctuations are larger than those
expected from equilibrium. Consequently, any application
of the equipartition theorem in this limit will lead to an
underestimate of the stiffness. This miscalculation is likely
present in studies that use flow to induce stretching of
biomolecules and infer the stiffness via equipartition (see
Kim et al. (31), among others). Although the transverse fluc-
tuations in particle position are enhanced by the flow, those
perpendicular to the wall remain unaffected. Therefore, the
equipartition theorem is still valid for the perpendicular
fluctuations.IMPLICATIONS FOR FORCE SPECTROSCOPY
In a typical uniform flow experiment, the velocity of the
wall and fluid is imposed and the particle displacement
measured. From this, the stiffness of the harmonic potential
is inferred. This is in contrast to the analytical approach, in
which the potential stiffness is known a priori and the
particle displacement is calculated. Therefore, for the exper-
imentalist, the analytically determined correction for
displacement of a particle near a moving wall,
jðG; ztÞ ¼ GDkðztÞ
Pe
hDxi; (38)
is an important one. In particular, it is commonly assumed
that the direct balance of hydrodynamic drag with the
harmonic force determines the well stiffness: bG ¼ Pe=
½hDxiDkðztÞ. This we saw is true only far from the wall
(as zt/N) or with stiff wells (G/N). Contrast that
with the actual value of the stiffness, G ¼ Pe=
½hDxiDkðztÞjðG; ztÞ. The relative error in the stiffness in-
ferred from the stiff-well assumption is
eðG; ztÞ ¼
G bG
G
¼
1 1jðG; ztÞ
: (39)
The error in stiffness is independent of the flow speed but
has a severe dependence on the well stiffness and distance
from the wall. The error in inferred stiffness is plotted in
Fig. 5. We can see clearly that far from the wall, zt=a>2,
the inferred stiffness differs from the exact value by <4%
for all wells stiffer than the characteristic Brownian stress,
G>1. However, near the wall, zt=a ¼ 1:1, for instance, an
error on the order of 25% is possible when Gz10. This of
course decreases with increasing stiffness. As the displace-
ment correction in uniform flow is nonmonotonic, the error
for stiff wells appears to be bounded regardless of how close
the origin of the well is to the wall. In the pliant well limit,
G  1, jðG; ztÞ/DkðztÞ so that the error in inferred stiff-
ness is eðG; ztÞ ¼ j1 1=DkðztÞj. This error diverges when
the particle is very near the wall.Biophysical Journal 104(4) 863–872
FIGURE 5 The error in inferred stiffness for a particle above a moving
plane in a harmonic well with minimum on zt , strength G, and relative
strength in the direction perpendicular to the wall, A ¼ 0:5. The legend is
the same as in Fig. 3.
870 Swan and FurstApplication of these results experimentally requires
treating jðG; ztÞ as a known function determined by
the modeling in this article. Consider that hDxi is measured
in the experiment and zt, Pe, DkðztÞ are imposed. Then
Eq. 38 becomes a nonlinear equation defining the stiffness,
G. Graphically, we may draw a line with slope
DkðztÞhDxi=Pe and zero intercept on the plot of jðG; ztÞ
versus G. The stiffness is given by the point where the
line intercepts jðG; ztÞ (see Fig. 6). The asymptotic analyses
for stiff and pliant wells presented earlier may be used to
confirm that this intercept is unique as well.
With this perspective, we may conclude generically that
for larger DkðztÞhDxi=Pe, the well is more pliant and there-
fore the error is greater when using the simplest approxima-
tion of the hydrodynamic drag. For values of the slopeFIGURE 6 The harmonic stiffness, G, is inferred from the solution to the
nonequilibrium problem jðG; ztÞ by drawing a line with slope equal to
DkðztÞhDxi=Pe (a combination of experimentally known and measured
quantities). The intersection of the line with jðG; ztÞ defines the unique
value of the well stiffness. Plotted here is jðG; 1:1Þ with relative strength
in the direction perpendicular to the wall, A ¼ 0:5.
Biophysical Journal 104(4) 863–872DkðztÞhDxi=Pe<0:03, and distances from the wall zt>1:1,
the error made in assuming a stiff well is e<10%. This
heuristic offers a simple means of using imposed and
directly measured quantities to determine the influence of
nonequilibrium effects on a particular experiment. In addi-
tion, we have included MATLAB functions in the Support-
ing Material that find this intercept by solving the equation
jðG; ztÞ ¼ ðDkðztÞhDxi=PeÞG for an unknown G, numeri-
cally. In this context, hDxi, Pe and zt are taken as experimen-
tally determined inputs. This enables direct calculation of
the well stiffness by combining measured quantities and
the model derived herein by solution of the Smoluchowski
equation.
For a particle 2 mm in radius, we can estimate the value of
G for at least two physical potentials. In the small-extension
regime, DNA has been found to have a Hookean stiffness of
103  101 pN/mm, for which G ¼ 100  102 (3). Obvi-
ously this lies in a region for which the deviation from the
stiff-well approximation is substantial. A long-chain poly-
mer tether can be even less stiff, so that G is also very small.
These calculations are clearly relevant. For optical tweezers,
the typical stiffness is in the range G ¼ 102  106. Here, the
stiff-well approximation is satisfactory, though the closer
the particle is trapped to the wall the less suitable it
becomes.
The use of fluctuations and the equipartition theorem to
estimate the stiffness of the well may seem to avoid these
complications. However, because the probability distribu-
tion of the particle’s position parallel to the wall is not the
equilibrium distribution, this cannot be applied haphazardly.
As we noted earlier, if the particle is displaced by more than
a few radii from its equilibrium position, the flow is of suffi-
cient strength to enhance the fluctuations in its position. As
the particle diffuses closer to the interface, the drag
increases, and it is pulled farther from its equilibrium posi-
tion. When the particle diffuses away from the plane, the
converse happens. The fluctuations in excess of equilibrium
are proportional to Pe2, and for a given experiment, their
magnitude can be estimated from Fig. 4.
Finally, it is worth noting that the dimensionless stiffness,
G ¼ ka2=kBT, depends on the particle size. It might seem
natural to design an experiment for the stiff-well limit by
increasing a, but jðG; ztÞ depends explicitly on zt, which
for a fixed distance from the wall decreases with increasing
a. Introducing a larger colloid to achieve an effectively
stiffer trap would seem to reduce the error inferred by the
stiff-well limit. However, this augments the hydrodynamic
interactions between the particle and the wall, thereby
making the hydrodynamic resistance more inhomogeneous.
The problem of nonequilibrium distributions affecting the
measurement of stiffness induced by flow is an unavoidable
one. Rather, the choice of particle size is irrelevant, and
a combination of the heuristic just described and a model
for jðG; ztÞ must be employed for accurate determination
of the harmonic well stiffness. The stiffness is an intrinsic
Nanoscale Forces near Interfaces 871property of the harmonic well, and an experiment involving
flow cannot be designed to subvert the nonequilibrium
response.CONCLUSION
Although it has long been known that the coupling of
hydrodynamic forces and nonequilibrium distributions
leads to profound physical effects (shear thickening, for
example (39)), we have applied the same principles to the
forces exerted on a single particle bound near a wall by
a harmonic potential. The consequences of this coupling
are just as profound. When the well is stiff (G ¼
ka2=kBT[1), the simplest physical approximation for the
inhomogeneous hydrodynamic drag predicts the correct
physical behavior. However, for values of stiffness
commonly associated with force spectroscopy experiments
(Gz1), the forces on the particle differ greatly from the
simplest approximation. The errors associated with this
approximation are large but can be mitigated through use
of a model for the hydrodynamic force that accounts for
fluctuations in the particle’s position. This is given by the
function jðG; ztÞ described herein. However, a simple
heuristic ensures that errors of <10% result from use of
the stiff-well approximation: that the measured quantity
DkðztÞhDxi=Pe<0:03 with zt>1:1.SUPPORTING MATERIAL
Supporting analysis is available at http://www.biophysj.org/biophysj/
supplemental/S0006-3495(12)05126-0.
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