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a b s t r a c t
In this paper we investigate the adequacy of the own funds a company requires in order
to remain healthy and avoid insolvency. Two methods are applied here; the quantile
regression method and the method of mixed effects models. Quantile regression is capable
of providing a more complete statistical analysis of the stochastic relationship among
random variables than least squares estimation. The estimated mixed effects line can
be considered as an internal industry equation (norm), which explains a systematic
relation between a dependent variable (such as own funds) with independent variables
(e.g. financial characteristics, such as assets, provisions, etc.). The above two methods are
implemented with two data sets.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
The failure of several insurers around the world led the insurance industry to concern solvency as one of its main
priorities. In the United States alone there were over 700 property-liability insurance company insolvencies since 1970,
and the cost of insolvencies that occurred were particularly significant (see Grace et al. [1]). Solvency is the ability of a
company to pay all past debts.
In the past most of the studies were focused on the United States insurance market. The National Association of
Insurance Commissioners (NAIC) is an association of state insurance commissioners in theUnited States designed to promote
consistent insurance regulation (see NAIC (2007)). NAIC introduced the insurance regulatory information system (IRIS)
ratios, a system that established and operated to monitor the financial condition of insurers for the purposes of detecting
financial distress and preventing insolvency. The risk-based capital (RBC) was developed by the NAIC and is the minimum
theoretical amount of capital that an insurance company needs to support its overall business operations. RBC is used to set
capital requirements considering the size and degree of risk taken by the insurer. The RBC is expressed as a risk-based capital
ratio, i.e. the total capital of the company divided by the company’s risk-based capital. NAIC also introduced the Financial
Analysis and Surveillance Tracking (FAST) scoring system that was implemented to classify solvent and insolvent insurers.
Best’s interactive financial strength analysis is an interactive financial strength assessment that provides anobjective opinion
on the ability of a specific insurance operation to meet its ongoing obligations to policyholders (see Best [2]).
In the USA there are well-designed monitoring systems able to identify companies that are in financial distress early
enough to take the appropriate actions and minimize the number of insolvent companies. In the literature of insurance
science, there are several papers that have applied NAIC’s introduced systems (IRIS, RBC, FAST), as well as Best’s rating and
other techniques, to predict insurer insolvencies.
Harrington and Nelson [3] used regression analysis to estimate the relationship between premium-to-surplus ratios and
insurer characteristics including asset and product mix variables. Ambrose and Caroll [4] examined the efficiency of Best’s
recommendation, insurance regulatory information system (IRIS) ratios, and other financial measures in their statistical
ability to classify solvent and insolvent life insurers. Butsic [5] introduced solvency measurement for property-liability risk-
based capital (RBC) applications.
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Brockett et al. [6] introduced a neural network artificial intelligence model as an early warning system for predicting
insurer insolvency by using financial and other insurer operations data such as those available in the annual statements filed
with the NAIC. Cummins et al. [7], by using logistic regression, provided an empirical analysis between property-liability
insurer insolvency risk relative to RBC. Grace et al. [36] classified insurers based on RBC ratio and on FAST mechanism that
was developed and designed to screen and prioritize insurance companies for more in-depth financial analysis. Cummings
et al. [7]compared the RBC system, the FAST audit ratio and a cash flow simulation system developed by them. Browne
et al. [8] have found exogenous factors such as interest rates, real estate and stock market returns, personal income and
unemployment, which are positively related to life-health insurer insolvencies.
Chen and Wong [9] investigated solvency of general property-liability and life insurance companies in Asia (Japan,
Singapore, Malaysia and Taiwan) and found the factors that significantly affect general insurers’ financial health in Asian
economies. Schmeiser [10] developed an internal risk management approach for property-liability insurers that is based
on dynamic financial analysis, by using a simulation technique modeling, the central risk factor from the investment and
underwriting areas of an insurance company. Sherris [11] considered links between solvency, capital allocation and fair rate
of return in insurance. Pitselis [12] presented an overview for solvency supervision, including regulations and prediction of
insolvency. Pitselis [13] applied robust cross section regression model for the estimation of the capital and other financial
components an insurance company should hold in order to manage losses and avoid insolvencies.
During the last decade there is a great effort of the European Union (EU) to reform its regulatory system and create a
common universal approach, the Solvency II. Eling et al. [14] provided a nice overview of the Solvency II process, outlining
the specifics of Solvency II as they currently stand and suggested important areas of future research. They presented various
aspects of the EU’s efforts to develop a harmonized set of insurer solvency regulations and provided a basic understanding
of Solvency II, encouraging additional research on best practices for successful risk-based capital standards.
The first contribution of the paper is to present the effort of EU to reform the existing regulatory system of Solvency I
and create a new system of Solvency II. Part of our presentation focuses on solvency capital requirements (SCR) standard
formula and the amount of own funds eligible to cover the SCR and minimum capital requirements (MCR).
The secondmajor contribution of the paper is to investigate the adequacy of the own funds a company requires to remain
healthy and avoid insolvency. Two methods that may be useful in judging insurer strength are presented, the quantile
regression (QR) method and the method of mixed effects models. These methods can be considered as internal industry
models, approved by the regulatory authority, and can be used as alternatives to the SCR standard formula and could be
used by the regulators to provide early warning of insurer insolvencies.
More specifically, the QR methodology provides a way of describing and testing how the relationship between the own
funds and other financial characteristics changes across the distribution of the conditional capital. The quantile regression
model is capable of providing a more complete statistical analysis of the stochastic relationship among random variables
than least squares estimation for small, medium and large firms. The application of mixed effects method can provide us
with an industry equation (industry norm), which illustrates the stochastic relationship among random variables, for small
mediumand large companies. Themixed effectsmodels for life andnon-life insurersmaybeused to estimate the appropriate
amount of own funds an insurer should hold in order to pay all possible claims, in relation to some important financial
components, such as assets, provisions, written premiums, etc.
Two data sets of firms were used in our analysis. The variables that were selected are financial characteristics obtained
from the balanced sheets of insurance companies.
An insurance company to meet all its obligations, over a specified time horizon, must be close to the industry norm.
Companies that deviate substantially from the industry norm can be under supervision, control or suspension by the
regulatory authority. Ourmethodology canbeused as an internalmodel approvedby the regulatory authority and canbe also
implemented during the period of adaptation of the Solvency II. Thismethod does not require any particular classification or
much subdivision of risks, but it is based only on past balanced sheet data. The quantile regression method and the method
of mixed effects models are well known in the literature of statistics and econometrics, and will be used in our work, as
tools, for solvency supervision.
The rest of the paper is organized as follows. Section 2 briefly presents some general considerations for the new EU
prudential supervision system, the Solvency II aswell as SCR standard formula, and the total balance sheet approach andOwn
Funds as introduced by Solvency II. In Section 3, we present an introduction of quantile regression methodology. Section 4
describes the method of mixed effects parameter estimation. Section 5 illustrates empirical results based on the two data
sets. Some concluding remarks are given in Section 6.
2. General considerations on Solvency II
2.1. SCR standard formula
In this section, we briefly illustrate some general considerations of the new EU prudential supervisory system, the
Solvency II, the solvency capital requirements standard formula introduced by Solvency II and some fundamental principles
of the total balance sheet approach on own funds. The Solvency II is the EU’s project to reform prudential regulation of
insurance, providing a safety net for policyholders and supportingmarket stability. This economic reform takes into account
insurance functions such as risk management and capital allocation facing the global economy (see HM Treasury [15]).
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The Solvency II system will be based on a more risk-based capital than the current one (Solvency I). Furthermore, solvency
requirements should be focused on capturing most essential risks to which an insurance undertaking is exposed.
The Commission Services have organized three pillar requirements: The first pillar is concerned with the achievement of
harmonized and transparent technical provision in EU. This achievement requires, in addition to old techniques, advanced
statistical techniques as well as stochastic financial methods.
Pillar I solvency capital requirementswill be based on amarket-consistent, total balance sheet approach. Based on Pillar I,
a number of capital treatments have to be tested for each main risk category/module, the simple one, which is designed for
small and medium sized companies and the other one somewhat more risk sensitive, which is designed for large sized
companies (see CEA [16]).
Solvency II experts have proposed two capital level requirements: a main target level solvency requirement and a
minimum capital. The target capital should reflect the economic capital that a company needs to operate safely and the
minimum capital level should serve as a trigger level (safety margin) for severe regulation action.
Pillar II requirements will include principles for internal control and sound risk management of insurance undertaking
and to help insurers to have good monitoring of risks and adequate capital.
Pillar III requirementswill be closely aligned to the contents of the other twopillars including disclosure and transparency
of the Solvency II (see Linder and Ronkainen [17]).
Solvency II is sufficiently harmonized (across all Pillars) so that the risks in different locations and companies are
treated consistently. Since then, a lot of meetings and a lot of improvements have been made and the deadline for the
implementation of the European Union’s Solvency II directive has been pushed from 2010 to 2012.
A new quantitative impact study is concerned with valuation requirements for: (a) assets, technical provisions and
other liabilities, (b) cost of capital approach, (c) eligible elements to cover capital requirements and (d) solvency capital
requirements based on a standard formula (see CEIOPS [18,19]).
The standard formula is the method firms are expected to use to calculate SCR when they do not have their own internal
model and therefore should be suitable for calculation by smaller firms. The standard formula is divided into modules,
following the risk classification: non-life underwriting risk, market riskmodel, credit risk, operational risk, life underwriting
risk, and health underwriting risk. In each module, proxies for individual risks are transformed into a capital charge. The
capital charges for individual risks are combined to generate an estimate of SCR.
The SCR formula uses the result of the following modules as input information: the basic solvency capital requirement
(BSCR), the operation risk (SCRop) and the expected profit (non-life) (EPNL), or loss arising from next year’s business. The
SCR formula is then given by the results of the following function:
SCR = BSCR− SCRop − EPNL.
The SCR can be determined either by a standard approach or by an approved (partial) internal model with the standards for
approval being achievable. For more details on SCR standard formula the reader may refer to CEIOPS [19].
The rules for calculating the amount of the available capital are the sameof those of Solvency I, but the calculation requires
some adjustments on hidden reserves/deficits arising: (a) from the difference between the statutory-accounting values of
assets and their value, and (b) from the difference between the statutory-accounting valuation of technical provisions and
their valuation.
There are standard formulas on a modular basis for the treatment of: market risk, credit risk, non-life underwriting risk,
life underwriting risk, operational risk, life underwriting risk and health underwriting risk. Participants may be requested
to test a number of different modeling approaches for the same risk (see CEA [16]).
The Committee of European Insurance and Occupational Pensions Supervisors (CEIOPS) [18] provided the EU with
techniques for the calculation of MCR based on Solvency I for a transition period until the adaptation Solvency II. The CEIOPS
also provided with techniques for the calculation of a post-transition MCR based on SCR standard formula. The calculation
of the SCR, can be achieved either by the standard formula, by partial internal models, or by full internal models.
Firms are likely to be asked to provide the results of applying these formulas to their business as well as further
information designed with the aim of assessing the importance of various sub-risks. The CEIOPS [19] provided the EU with
technical details in order to make Solvency II operational.
2.2. Total balance sheet approach and own funds
Solvency II will be based on a total balance sheet approach and harmonizedwith accounting rules and regulations. Under
this approach, assets and liabilities are to be valued on a market-consistent basis. IFRS provisions can be used as a basis for
valuing the assets. In cases where market values are unavailable, the balanced sheet items must be revalued. The greatest
changes to be expected (in comparison with Solvency I) will involve the liabilities side of the future solvency balance sheet.
Therefore, companies have to revalue their technical provisions. These provisions are important for determining the eligible
capital components for covering the solvency capital requirement. The ratio between available eligible capital and SCR is an
indicator of a company’s capitalization, which requires that the amount of the available eligible capital should at least equal
to SCR (see GDV [35]).
Themain focus of Solvency II is the policyholder protection, the economic balance sheet (market-consistent, total balance
sheet) should be based on the policyholder perspective, which means that adequate level of capital is needed by financial
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institutions to absorb the losses incurred by the risks of their operations. The function of own funds can serve as a buffer
against risk and absorb financial losses, where necessary.
Solvency II requires insurance companies to have own funds available to cover the SCR andMCR capital requirements. The
solvency of the insurance company can be assessed by means of the ratio between own funds and the capital requirements.
If this ratio is greater than one, then the insurer fulfills the solvency requirements.
The determination of the amounts of own funds eligible to cover the two capital requirements are based on (a) the
determination of the basic own funds and ancillary own funds (b) the classification of own funds and (c) the eligibility of
own funds.
As own funds items possess different quantities and provide for different levels of absorption of losses, those items will
be classified into three tiers depending on their nature and in terms of the extent to which they meet certain criteria (see
Article 93, CEA, [20]). The role of tier limits is to ensure that in normal circumstances insurers have an appropriate level of
protection for policyholders. Limits should be provided as guideline, with a degree of flexibility applied. It is important that
these limits should be expressed as a percentage of the SCR and/or MCR rather than the percentage on the total own funds
in order to avoid acceleration effects. Different limits should apply on capital covering the MCR than those applying to the
capital covering the SCR. However, before limits are set on the MCR, an understanding of the confidence level at which MCR
would be calibrated is required.
Eligible capital (own funds) is essentially the difference between the capital market consistent value of assets and
liabilities. All capital items – in the balance sheet – have to be assessed on an economic basis consistent with the Solvency II
regime. The amount of eligible own funds is derived based on balance sheet basic own funds and the ancillary own funds not
on the balanced sheet. Capital requirements are calculated based on a comprehensive analysis of risks, taking into account
the interaction between assets and liabilities, risk mitigation and diversification (see CEA, [21]).
Both ourmodels, themixed effectsmodel and the quantile regressionmodel can be applied to estimate the eligible capital
(own funds) of a company, as well as elements of the standard formula, such as, BSCR, or SCRop, or EPNL, in relation to some
financial characteristics. Of course, we have to consider data availability for each single module in order to have a reliable
estimation of the adequate capital an insurance company requires to cover all its risks.
3. Quantile regression
The quantile regression (QR) model introduced by Koenker and Bassett [22], extends the notion of ordinary quantiles in
a location model to a more general class of linear models in which the conditional quantiles have a linear form. QR has been
used in a broad range of applications in economics, geology, survival analysis and econometrics (see Koenker [23]).
Least squares estimation of mean regression models describes how the conditional mean of Y depends on the covariates
X . QR describes how the conditional distribution of Y depends on the covariates X at each quantile, enabling one to obtain
a more complete description of how the conditional distribution of Y given X = x depends on x.
If the model predicts that the β coefficients change with quantile τ , then we have evidence of heterogeneity in the
population. This heterogeneity is often the result of unequal variances (heteroscedasticity). The ordinary sample quantiles
are all equally spaced on the interval [0, 1], with each distinct order statistic occupying an interval of length exactly 1/n,
while the lengths of the regression quantile solution intervals are irregular and depend on the configuration of the design
as well as the realized values of the response variable. Pairs of points now play the role of order statistics and serve to define
the estimated linear conditional quantile functions.
The QR are inherently robust to contamination of the response observations, while they can be quite sensitive to
contamination of the design observation xi (see Koenker [23]).
The estimation of the capital (own funds) of a company will have an expected value that is a linear function of the
explanatory variables. The vector β describes how the explanatory variables affect the capital of an average company, while
the QR describes the effect on small, medium and large companies. The use of QR gives us a better description of financial
risks for different size of companies, which means that we can discover whether the size of a firm has a significant impact
on the capital in relation with other financial characteristics.
QR methodology provides a way of describing and testing how the relationship between the capital and other financial
characteristics changes across the distribution of the conditional capital. In addition, this method allows us to model the
performance of firms that underperform or overperform in the sense that the conditional mean under — or overpredicts the
firms’ own funds.
New legislations, stricter rules indicate that some changes over time occurred across the claim distribution. Therefore, it
is essential to examine these changes at different points of the distribution. The LSE investigate only changes in the mean
when the entire shape of the distribution changes dramatically. QR estimationmay bemore efficient from the ordinary least
squares when the distribution is not normal (see Buchinsky [24]). Therefore, QRmay bemore appropriate than least squares
estimation in the context of the insurance industry.
For the application of the quantiles, as an example, we consider the Australian Prudential Regulatory Authority (APRA)
standard,which requires that a riskmargin should be established on a basis that is intended to secure the insurance liabilities
of the insurer at a given level of sufficiency, which is 75 per cent. Given that general insurance, actuaries in Australia are now
required to estimate a 75th percentile of the distribution of outstanding claims for recording in profit and loss statements
(see Pitt [25]).
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Leggett and Craighead [26] have found that the use of the QR methodology gives us a deeper understanding than the
classical regression of the financial risks that the variable annuity product is exposed.
3.1. Quantile regression estimation
We now consider the QR model by assuming a sample (yi, xi), i = 1, . . . , n, with yi as the dependent variable and xi as
the vector of explanatory variables. The general linear model has the form
E(yi|xi) = x′iβ, (3.1)
while the quantile regression can be defined as
yi = x′iβτ + uτi , Qτ (yi|xi) = x′iβτ , (3.2)
where Qτ (yi|xi) denotes the conditional quantile of yi, conditional on the regressors xi, βτ is a vector to be estimated and uτi
is the error term satisfying the quantile restriction Qτ (uτi |xi) = 0.
In practice, given that any data set contains only a finite number of observations, only a finite number of quantile
estimates will be numerically distinct, although this number can be quite large. Note also that the various QR estimates
are correlated (see Buchinsky [24]). With QR we can show how various financial characteristics have a different impact on
different quantiles.
In general, the τ th sample quantile (0 < τ < 1) of y solves
min
b
(∑
i:yi≥b
τ |yi − b| +
∑
i:yi<b
(1− τ)|yi − b|
)
. (3.3)
In quantile regression we proceed similarly. The objective function
R(β) = min
β
1
n
n∑
i=1
ρτ (uτi) = min
β
(∑
i:yi≥b
τ |yi − xTi β| +
∑
i:yi<b
(1− τ)|yi − xTi β|
)
, (3.4)
where ρτ (u) = (τ − I(u < 0))u is the check function and I(.) is the indicator function. This function is piecewise linear,
continuous and it is differentiable except at the point at which one or more residuals, yi − xTi β are zero. At each point (3.4)
has directional derivatives in all directions, depending, however, on the direction of evaluation (see Koenker [23]). The K×1
vector of first-order conditions for the problem in (3.4) is given by
1
n
n∑
i=1
(τ − 1/2+ 1/2 sgn(yi − x′iβτ ))x =
1
n
n∑
i=1
[ψ(xi, yi,β)] = 0. (3.5)
It can be shown that under certain regulatory conditions that E[ψ(xi, yi,β)] = 0 and
√
n(βˆτ − βτ )→L N(0,Λτ ), (3.6)
where
Λτ = τ(1− τ)(E[fuτ (0|xi)xix′i])−1E[xix′i](E[fuτ (0|xi)xifx′i])−1, (3.7)
with
E[fuτ (0|xi)] =
∂E[ψ(xi, yi,β)]
∂β′τ
(3.8)
and
τ(1− τ)E[xix′i] = E[ψ(xi, yi,β)ψ(xi, yi,β)′]. (3.9)
Note that if fuτ (0|x) = fuτ (0) then any two quantile parameter vectors βτi , i = 1, 2, should differ only in their intercepts but
not in their slope coefficients (see Buchinsky [24]). Estimators of the asymptotic covariance matrixΛτ can be achieved with
various methods, such as order statistics estimation (see Mood et al. [27]), bootstrap method (see Efron and Tibshirani [28])
and kernel estimation (see Powell [29]).
Based on order statistic estimation we have
Λτ = σ 2τ E[xx′]−1, (3.10)
where
σ 2τ =
τ(1− τ)
f 2uτ (0)
. (3.11)
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The second term of (3.10) is easily estimated by Eˆ[xx′] = 1/n∑ni=1 xix′i . The term σ 2τ , can be extracted from the confidence
interval constructed from the [nτ ]th order statistics of uˆτ1 , . . . , uˆτn . In general, an exact confidence interval can be computed
for the τ th quantile of a random variable Y ∼ FY (.). Specifically,
Pr(y(j) ≤ ξτ ≤ y(k)) = Pr(y(j) ≤ ξτ )− Pr(y(k) ≤ ξτ ), (3.12)
where y(j) and y(k) are the jth and kth order statistics of y1, . . . , yn, respectively. For details of the derivation of the confidence
interval, the reader may refer to Mood et al. [27].
4. Mixed effects models
Mixed effects models is a mixture of fixed effects and random effects of the explanatory variables. Many studies have
analyzed data for investigating changes over time in a characteristicwhich ismeasured repeatedly for each study. There is no
requirement for balance in data. Thedata have to be analyzedbyusing somevariant of a two-stagemodel. In this formulation,
the probability distribution for the multiple measurements has the same form for each individual, but the parameters of
that distribution vary over individual. The distribution of these parameters, or random effects, in the population constitutes
the second stage of the model. A presentation of the theory of mixed effects models among other places can be found in
Laird andWare [30], Hsiao [31] and Greene [32]. Suppose we want to estimate insurer’s capital in relation with some other
financial characteristics such as assets, technical provisions, reserves, written premiums etc. We differentiate among life
and property-liability insurance.
In the following we consider random-effects models by following the Laird and Ware [30] formulation. Then for each
individual unit, i (i = 1, 2, . . . ,m), we have the following model:
Yi = Xiα+ Zibi + ei, (4.1)
where Yi is an ni × 1 response vector for the observations in the ith unit, Xi is an ni × p design matrix for the fixed effects
for observations in group i, α denote a p × 1 vector of unknown population parameter (fixed effects), Zi is a known ni × k
design matrix for the random effects for observations in group i, bi denote a k × 1 vector of unknown individual (random)
effects distributed as N(0,D), i is a ni × 1 vector of errors distributed as N(0,3i). 3i is a k × k covariance matrix for the
errors in the unit i and D is a k× k covariance matrix for random effects.
When all covariance parameters are known, and α is treated as a fixed effect, then if we write Var(Yi) = Vi = 3i+ZiDZ ′i
andW = V−1i we have
α̂ =
(
m∑
i=1
X ′iWiXi
)−1 m∑
i=1
X ′iWiYi (4.2)
and
b̂i = DZ ′iWi(Yi − Xîα). (4.3)
The estimate for bi is also empirical Bayes, since it has the form b̂i = E(b̂i|Yi, α̂, θ).
When the covariance matrices are unknown, but estimates of θ,3i and D are available, we set Vˆi = 3ˆi + ZˆiDˆZˆi′.
5. Empirical results
In this section, we present numerical illustrations, applied into two different data sets, based onmethodologies that have
been presented in Sections 3 and 4. The first data set obtained from the Bulletin of General Secretariat of Trade [33], and
contains data for life and non-life insurers for the year 2004.
The second data set contains data property-liability insurers obtained from the Bulletin of General Secretariat of
Trade [34] for the years 1996–2002. The insurance companies that have been chosen are considered healthy (solvent)
according to the Supervisory Authority.
5.1. Application on life and non-life data
Here we illustrate how our models perform on the first data set. At the end of the year there were 71 insurance
undertakings with head office in Greece. After examining our data (validity of data, missing values etc.) we were left with
41 non-life insurers and 16 life ones. So, in total we had 57 insurance companies which have their head offices in Greece.
The variables that were selected are those that are available in the Bulletin and that are appropriate for our estimation. In
the final step we have selected four significant explanatory variables for our models.
Of course we could havemore reliable results if the abovementionedmethodologies could be applied to a larger number
of insurance companies and for more than one year of experience. Therefore, this work can be considered as a guide for
further investigation and research in the framework of solvency supervision.
Table 1 presents a descriptive statistics of the data (non-life and life) aswell as the values of some financial characteristics
(variables) of each company that has been chosen for the analysis.
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Table 1
Summary statistics.
Assets Capital Provisions Investments WPremium
Non-life n = 41
Minimum 2675062 1819260 15249 2663404 1520
Mean 139476730 19408797 110038437 112853077 45020125
Median 44859477 7266887 34668147 33139095 13688645
Maximum 731290999 92006432 612850169 621508095 252740206
Std Deviation 198834548 25431654 167142169 167659277 71741449
Life n = 16
Minimum 1837166 1497977 46892 1753418 379756
Mean 130871787 22452689 90565481 89854137 19809187
Median 44859477 7266887 34668147 33139095 13688645
Maximum 31510839 6924052 15548643 17477097 9398477
Std Deviation 286730859 46883851 219264085 224051217 30401900
Note: Descriptive Statistics for variables used in our analysis for non-life and life companies.
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Fig. 1. Quantile regression estimates for insurance data representing the empirical quantiles of the capital (x-axis), in relation with assets (A), with
provisions (P), with investments (I) and with written premium (WP), respectively, (y-axis).
5.1.1. Quantile regression application for life and non-life data
In this section, we illustrate the application of quantile regression (QR) estimation and compare it with least squares
estimation. The internal company standards and the supervision authority requirements require the actuary to determine
the impact that some financial characteristics of the balance sheet have on the capital (own funds). The variables that were
selected are those in the model below
OF = f (A, P, I,WP). (5.1)
In the following, we will illustrate a way of analyzing the effect of assets, provisions, investments and written premium on
the capital (own funds) of a company on the whole range of the distribution.
Fig. 1 presents the concise summary of the QR model for our example. Each plot depicts one coefficient in the quantile
regression model. For each of the 4 coefficients we plot the quantile regression estimates for τ . Thus, each of the plots have
a horizontal quantile, or τ , scale and the vertical scale the covariate effect. The solid line with filed dots represents the point
estimates, with the shaded (gray) area depicting a 90% point wise confidence band.
In the first panel we have the estimated quantile function of the capital associated with the total assets of an insurance
company. As we can see, assets have a positive effect on the own funds. In the lower quantile of the distribution the effect
is considerably small having the tendency to increase up to the median of the distribution, while after that the median
becomes quite uniform. This means that in small, small-medium companies the effect of assets is small, increasing up to
medium companies and in the sequel becomes uniform.
Provisions have a negative effect on the own funds of a company affecting more companies with small capital. The
disparity of the effect is evident between the 30% and 40% quantile, and quite uniform after the medium.
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Fig. 2. Scatterplots and quantile regression fits on own funds vs assets (A), provisions (P), investments (I) and written premium (WP). Seven quantile
regression lines for different values of 0.05, 0.1, 0.25, 0.50, 0.75, 0.90, 0.95 are superimposed on the scatter plot. The median τ = 0.5 is indicated by the
darker solid line and the least squares estimate of the conditional mean function is indicated by the dashed line.
Investments have a positive effect on the own funds. More specifically, the effect is substantially higher in small
companies. The disparity of the effect is much larger in the lower quantiles of the distribution and somewhat uniform after
the 40% quantile.
The effect ofwritten premiumseems to have a small uniformnegative effect in thewhole distribution. The effect becomes
smaller as we move toward the upper tail of the distribution.
Fig. 2 provides us with a further interpretation of the behavior of assets, provisions, investments and written premium,
with respect to the own funds, in the whole range of the distribution. Seven quantile regression lines for different values of
0.05, 0.1, 0.25, 0.50, 0.75, 0.90, 0.95 are superimposed on the scatter plot. The median τ = 0.5 is indicated by the darker
solid line and the least squares estimate of the conditional mean function is indicated by the dashed line.
In assets and own funds plot, the conditional median fit seems to be the same with the mean fit, which indicates that the
LSE provides a rather good estimate of the conditional mean for companies with low provisions.
The conditionalmedian andmean fits, in provisions and capital plot, are slightly different, a fact that is partially explained
by the asymmetry of the conditional density and partially by a few unusual points with low provisions and high own funds.
The same phenomenon is described in the investments and capital plot, a fact partially explained by the asymmetry of
the conditional density and partially by a few unusual points with low investments and high own funds, which means that
LSE provides a rather poor estimate of the conditional mean for companies with high investments and low own funds.
The conditional median and mean fits are a slightly (parallel) different for written premium and own funds plot, a fact
partially explained by the asymmetry of the conditional density and partially explained by a few unusual points with low
written premiums and high own funds, as well as by companies with high written premiums and low own funds. The
consequence of the non-robustness is that the LSE provides a rather poor estimate of the conditional mean for companies
with very high written premium and low own funds or very low written premium and high own funds.
Finally, in the following Table 2, we illustrate the quantile regression coefficients showing the importance of each
financial characteristic for five quantile regressions, namely 0.05, 0.25, 0.50, 0.75, 0.95, in comparison with the least squares
coefficients.
5.1.2. Mixed effects application for life and non-life data
In the following section, we approach solvency supervision with a general application of the mixed effects model.
The application of mixed effects models for life and non-life insurers can provide us with an industry norm (line), which
illustrates the stochastic relationship among random variables for small, medium and large firms. We will estimate the
capital (own funds) a company requires to cover all its risk based on some other financial characteristics. A lot of preliminary
work (stepwise analysis, analysis of variance, etc.) have been done in order to select the important variables and identifying
fixed and random effects.
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Table 2
LSE and quantile regression.
LSE τ = 0.05 τ = 0.25 τ = 0.50 τ = 0.75 τ = 0.95
Assets 0.3095 0.1624 0.2495 0.5146 0.5244 0.7003
Provisions −0.7459 −0.0438 −0.6551 −0.6432 −0.6444 −0.8175
Investments 0.5546 0.3439 0.5393 0.2016 0.1876 0.1341
WPremium −0.1177 −0.0404 −0.1426 −0.0992 −0.0778 −0.0143
LSE and estimated QR lines corresponding to the quantiles (0.05, 0.25, 0.50, 0.75, 0.95) for non-life and life companies together.
Table 3
Mixed effects model estimation.
Value Std. Error DF t-value p-value
Assets 0.1941 0.0572 52 3.3912 0.0013
Provisions −0.7111 0.0883 52 −8.0515 <0.0001
Investments 0.6657 0.0894 52 7.4446 <0.0001
W-Premium −0.1765 0.0410 52 −4.3036 0.0001
Note: Mixed effect parameter estimation for the year 2004 with the capital (own funds) as a dependent variable and Assets, Provisions, Investments and
Written-Premium as independent variables.
We consider as fixed effects the type of insurer (life or non-life), which constitute the entire population of the insurance
market and as random effects we consider the size of a company (small, medium, large), which defines the variability in the
performance of companies of different size due to different undertaking risks. Unobservable effects, at company level, can
also be incorporated into random effects.
The estimated mixed effects line can be considered as the industry equation (norm). If there is a systematic relation
between a dependent variable, such as own funds and other financial characteristics, insurance companies that deviate
substantially from the estimated relationship (industry norm) may be under supervision, control or suspension by the
regulatory authority.
Table 3 presents the mixed effect regression coefficients (no intercept) with the own funds as a dependent variable and
assets, provisions, investments and written premium as the selected independent variables. An inspection of parameter
estimates, indicates a considerable variability in the coefficients. More specifically, the mixed effects model indicates that
themean capital is expected to increase by 0.1941 if we increase the value of assets, by 1, holding the rest of the independent
variables constant, and that mean is expected to increase by 0.6657 if we increase the value of investments by 1. Similarly
the mean capital is expected to decrease by 0.7110 if we increase the value of provisions by 1 and is expected to decrease by
0.1765 if we increase the value of written premium by 1, respectively, holding the rest of independent variables constant,
respectively.
Based on the above mixed effects industry norm we can describe the adequacy of the capital (own funds) of any insurer
in the market. An insurer that has predicted own funds closer to the industry norm own funds, can be referred to as healthy
insurer, while an insurer that has a predicted own funds substantially different from the industry norm own funds, can be
subject of regulatory scrutiny. In a similar way, we can create an industry norm for other insurance components such as,
provisions, IBNR, premium, etc. Thismethodology can be considered as internalmodel, approved by the regulatory authority,
and can be used as alternative to the SCR standard formula. Themixed effectsmodel can also be applied to estimate elements
of the standard formula, such as, BSCR, or RPS, or NL_PC, in relation to some financial characteristics.
An advantage of the mixed effects model is that, data of insolvent companies are not needed for the estimation of the
required parameters.
5.2. Application on property-liability data
Here we illustrate how our models perform on the second data set (Property Liability). Initially, we collected data for
70 property-liability insurance companies. After examining our first data set (validity of data, missing values etc.), we were
left with 31 healthy companies that operated from the period 1996 and remained healthy throughout until the year 2002.
Applications of the above mentioned models are applied in order to predict insurer insolvency.
Before analyzing the results we provide a summary statistics for our data. Table 4 presents a descriptive statistics of the
initial data as well as the values of some financial characteristics (independent variables) of each company that primarily
have been chosen for the analysis. The values of these characteristics are in thousands of Euros.
5.2.1. Quantile regression application for property-liability data
In this section, we illustrate the application of QR estimation and compare it with least squares estimation. As in
the previous data set, a lot of preliminary work (stepwise analysis, analysis of variance for the importance of regression
coefficients, etc.) has been done for determining what explanatory variables to include in our models. The variables that
were selected are those in the model below
OF = f (TC, TA, CR,OC, TP, TD, I, PC, EXP). (5.2)
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Table 4
Summary statistics in 1000 of Euros.
Healthy property-liability insurers
Variable description Name Mean St. Deviation
Total claims TC 23292.19 42392.40
Total investments TI 52570.75 142491.83
Total assets TA 83082.77 199472.86
Equity capital EC 6831.81 12790.36
Own funds OF 13781.86 24722.04
Reserves R 4361.22 12015.47
Current risk CR 9249.02 18776.73
Outstanding claims OC 24929.95 75557.13
Total provisions TP 57491.01 159604.77
Total of debts TD 10760.98 18291.26
Total liabilities TL 83092.83 199470.72
Written premium WP 26871.33 47891.30
Earned premium EP 39688.27 74006.64
Incoming I 29618.65 54520.32
Paid claims PC 16842.63 31434.68
Expenses EX 26370.51 47377.26
Net profits before tax NP 1661.10 5947.01
Note: Descriptive statistics for the primary variables that were available and used in our analysis for healthy property-liability insurance companies.
As you can see in this data set the own funds are affected bymore variables than in the first data set. This happens because
of the fact that property-liability data analysis was based on seven years of experience (1996–2002), while life and non-life
analysis was based only on the year 2004 (the last year available data). In the following we will illustrate a way of analyzing
the effect of the nine variables on the own funds of a company on the whole range of the distribution.
Similarly as in Fig. 1, Fig. 3 presents plots for each coefficient in the quantile regressionmodel. For each of the 9 coefficients
we plot the quantile regression estimates for τ . Thus, each of the plots have a horizontal quantile, or τ , scale and the vertical
scale the covariate effect. The solid line with filed dots represents the point estimates, with the shaded (gray) area depicting
a 90% point wise confidence band.
In the second panel we observe that the estimated function of own funds associated with the total claims is below zero,
which means that the higher the total claims the lower the own funds. Concerning the behavior of own funds we see that in
the lower quantiles the effect is much higher than in the higher quantiles. This means that companies with small own funds
are affected much more from the total quantiles, than companies with large own funds. A similar behavior we observe in
the fourth panel that is associated with the total claims.
In the third panel we see that total assets have a positive affect on own funds in the whole range of the distribution,
although in companies with large own funds seems to be affected a bit more from their total assets. In the fifth panel the
outstanding claims have no effect on the own funds.
Total provisions have a negative effect on own funds. This means that companies with large own funds are affectedmuch
more from the total provisions than companies with small own funds (sixth panel). Total debts have a negative effect on
own funds. The disparity of the effect is much higher in small companies (seventh panel).
In the eighth panel we observe that companies with small own funds are affected positively from their investment.
Between 35% and 60% the effect is quite uniform and then the disparity of the effect becomes larger. In the ninth panel we
observe that total provisions have positive effect on own funds. We also observe that the effect is much higher in the lower
quantiles than in the higher quantiles, which means that companies with small own funds are affected much more from
total provisions than companies with large own funds.
In the last panel we observe a negative effect of expenses on own funds. In general companies with large own funds are
not affected by their expenses. However, we see a negative effect in the lower quantiles of the distribution and a disparity
of the effect between 20% and 40% quantiles and between 65% and 95% quantiles.
Similarly as in Fig. 2, Fig. 4 provides us with a further interpretation of the behavior of TC, TA, CR, OC, TP, TD, I, PC and
EXP, in relation to the own funds, in the whole range of the distribution. Seven quantile regression lines for different values
of 0.05, 0.1, 0.25, 0.50, 0.75, 0.90, 0.95 are superimposed on the scatter plot. The median τ = 0.5 is indicated by the darker
solid line and the least squares estimate of the conditional mean function is indicated by the dashed line.
In the same spirit as in the interpretation of Fig. 2, we observe that the conditional median and mean fits are a slightly
different for TC, TA, CR, OC, TP, TD, I, PC and EXP in relation to the own funds plot (exceptionally large difference appears on
the median and mean fits in the panel of outstanding claims with respect the own funds), a fact partially explained by the
asymmetry of the conditional density and partially explained by a few unusual points that appeared in cases of low values
of CR, OC, I, PC and EXP and high own funds, respectively. The consequence of these unusual points is that the LSE provides
a rather poor estimate of the conditional mean for companies with low values of CR, OC, I, PC and EXP and high own funds.
Finally, in Table 5, we illustrate the quantile regression coefficients showing the importance of each financial
characteristic for five quantile regressions, namely 0.05, 0.25, 0.50, 0.75, 0.95, in comparison with the least squares
coefficients.
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Fig. 3. Quantile regression estimates for insurance data representing the empirical quantiles of the capital (x-axis), in relation with TC, TA, CR, OC, TP, TD,
I, PC and EXP respectively, (y-axis).
Table 5
LSE and quantile regression.
Variable LSE τ = 0.05 τ = 0.25 τ = 0.50 τ = 0.75 τ = 0.95
Intercept 458.2102 −145.3368 8.6258 5.0496 10.6983 1.8665
TC −0.1002 −0.1743 −0.1175 −0.0273 −0.0018 0.0064
TA 0.9707 0.9576 0.9636 0.9842 0.9813 1.0012
CR −0.3461 −0.3668 −0.3895 −0.2102 −0.0686 0.0049
OC 0.0043 −0.0146 0.0055 0.0002 −0.0043 −0.0050
TP −0.9472 −9.1833 −0.9348 −0.9787 −0.9960 −1.0056
TD −0.9443 0.9556 −0.9491 −0.9785 −1.0016 −9.9760
I 0.0461 0.0393 0.0671 0.0284 0.0171 0.0080
PC 0.1619 0.1993 0.1300 0.0601 0.0124 −0.0063
EXP −0.0517 −0.0305 −0.0422 −0.0103 −0.0219 −0.0034
LSE and estimated QR lines corresponding to the quantiles (0.05, 0.25, 0.50, 0.75, 0.95) for property-liability companies.
5.2.2. Mixed models for property-liability data
As in the previous data set we will estimate the capital (own funds) a company requires to cover all its risk based on
some other financial characteristics.
The choice of the independent variables was based on our preliminary work (stepwise analysis, analysis of variance, etc.)
that has been done in order to select the important explanatory variables as shown in Table 6.
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Fig. 4. Scatterplots and quantile regression fits on capital vs TC, TA, CR, OC, TP, TD, I, PC and EXP. Seven quantile regression lines for different values of
0.05, 0.1, 0.25, 0.50, 0.75, 0.90, 0.95 are superimposed on the scatter plot. The median τ = 0.5 is indicated by the darker solid line and the least squares
estimate of the conditional mean function is indicated by the dashed line.
Table 6
Mixed effects model estimation.
Variable Value Std. Error DF t-value p-value
Intercept 370.9529 146.3959 201 2.53390 0.0120
TC −0.1070 0.0162 201 −6.59877 <0.0001
TA 0.9712 0.0106 201 92.02223 <0.0001
CR −0.3487 0.0303 201 −11.50434 <0.0001
OC 0.0061 0.0018 201 3.38271 0.0009
TP −0.9464 0.0114 201 −82.83865 <0.0001
TD −0.9442 0.0357 201 −26.42804 <0.0001
I 0.0483 0.0108 201 4.45216 <0.0001
PC 0.1718 0.0259 201 6.62696 <0.0001
EXP −0.0582 0.0130 201 −4.46618 <0.0001
Note: Parameter estimation for each individual year from 1996–2002 with OF as a dependent variable and TC, TA, CR, OC, TP, TD, I, PC and EXP as the
independent variables.
As fixed effects we consider the year (repeatable levels of experimental factors) of insurer (property-liability), which
constitute the entire population of the insurance market and as random effects we consider the size of a company (small,
medium, large), which defines the variability in the performance of companies of different size due to different undertaking
risks. Unobservable effects, at company level, can also be incorporated into random effects.
The mixed effect coefficients indicate that the mean of OF is expected to increase by 0.9712 if we increase the value of
TA, by 1, and that mean is expected to increase by 0.1718 if we increase the value of PC by 1, holding the rest of independent
variables constant. Similarly, the mean of OF is expected to increase by 0.0061 if we increase the value of OC by 1 and is
expected to increase by 0.0483 if we increase the value of I by 1, holding the rest of independent variables constant. Also,
themean of OF is expected to decrease by 0.9464 ifwe increase the value of TP by 1, holding the rest of independent variables
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constant. In the same way the mean OF is expected to decrease by 0.9442 or 0.3487 or 0.1070 or 0.0582, if we increase the
value of TD, or TP, or CR, or TC or EX by 1, respectively, keeping the rest of independent variables constant.
Based on the above mixed effect industry norm we can describe the adequacy of the own funds of any insurer in the
market. An insurer that has a predicted capital close to the industry norm capital, can be referred to as healthy insurer, while
an insurer that has a predicted capital substantially different from the industry norm capital, can be subject to regulatory
scrutiny.
6. Concluding remarks
In this article we have treated a problem concerning solvency supervision with respect to the capital (own funds) as
dependent variable, and other financial characteristics applied into two different data sets. The first data set contains life
and non-life insurers, while the second data set contains property-liability insurers.
QR methodology provided a way of describing and testing how the relationship between the own funds and other
financial characteristics, changes across the distribution of the conditional own funds. The use of QR provided a nice
description of financial risks for different sizes of the company, showing that the size of a firm has a significant impact
on the capital (own funds) in relation with other financial characteristics.
Themixed effects model for solvency supervision also applied to identify insurance companies that deviate substantially
from the industry norm (mixed effects line). We have considered as fixed effects the type of insurer (life or non-life) and
as random effects we consider the size of a company (small, medium, large). We have estimated the capital (own funds) a
company requires to cover all its risk based on some other financial characteristics. The own funds in the second data set
are affected bymore variables than in the first data set. This happens because of the fact that property-liability data analysis
was based on seven years of experience (1996–2002), while life and non-life analysis was based only on the year 2004 (the
last year available data). However, the variables that are contained in both models behave similarly.
These methodologies can be considered as internal models, approved by the regulatory authority, and can be used as
alternatives to the SCR standard formula. Both models, the mixed effects model and the quantile regression model can be
also applied to estimate elements of the standard formula, such as, BSCR, or RPS, or NL_PC, in relation to some financial
characteristics.
For more reliable results the same methodology should be applied to a larger number of insurance companies and for
a larger number of years and future work should include more financial characteristics of the balance sheet. Of course, the
availability of data is required. Solvency supervision must also take into account not only the endogenous factors (good
management, good estimation of technical reserves, etc.), but also the exogenous factors (rates of return, unemployment
rate etc.) as well the peculiarity of the insurance market of each country.
The model of quantile regression as well as the mixed effects model can be also applied to CEIOPS’s risk classification
standard formula which is divided intomodules as described in Section 2. In eachmodule, the results of our approach can be
singed out to serve as a placeholder risk capital charge. Of coursewe have to consider data availability for each singlemodule
in order to have a reliable estimation of the adequate capital an insurance company requires to cover all its risks. Subdivision
of risks can lead a simplemixed effects model to a hierarchical model, taking into account the riskmodule classification (see
CEIOPS [18,19]).
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