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In this paper we establish symmetry results for positive solutions of semilinear 
elliptic equations of the type Au +f(u) =O with mixed boundary conditions in 
bounded domains. In particular we prove that any positive solution u of such an 
equation in a spherical sector C(cl, R) is spherically symmetric if a, the amplitude of 
the sector, is such that Ota in. By constructing counterexamples we show that 
this result is optimal in the sense that it does not hold for sectors Z(a, R) with 
amplitude ?T <a < 2n. More general symmetry properties are established for positive 
solutions in domains with axial symmetry. These results extend the well-known 
theorems of B. Gidas, W. M. Ni, and L. Nirenberg [Comm. Math. Phys. 68 (1979) 
209-2431 to sector-like domains and mixed boundary conditions. 0 1989 Academic 
Press, Inc. 
0. INTRODUCTION 
In a well-known paper [IS], Gidas et uZ. prove, among other results, that 
any positive C*-solution of the problem 
Au +f(u) = 0 in B 
u=o on aB, 
(0.1) 
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with f of class C’ and B = (.Y E iw”; 1x1 < R}, is spherically symmetric and 
du/8p<OforO<Ixl=p<R. 
The proof of this result is essentially based on the maximum principle 
and a method of moving parallel hyperplanes up to a critical position, 
introduced by Alexandroff and already used by Serrin in [ 161. 
In this paper we will use similar techniques to prove spherical or axial 
symmetry results for positive solutions of semilinear elliptic equations with 
mixed boundary conditions in “sectorial” domains. In order to be more 
precise we require some notation. 
Let (p, 9,) . . . . 9,_ ,) be the polar coordinates in DB”, p 20, 9;~ [0, rc], for 
1 G id n - 2, and 9, ~~, E [0,27c). We define the spherical sector Z(a, R) of 
radius R > 0 and amplitude c( E (0,271) by 
C(cc, R) = {XE iw”; 0 < 1x1 = p < R, 9, E (0, rc) and 9,-, E (0, cc)}. 
Consequently, &Z’(cr, R) = r,, u l-r, where f, = {x E &?(a, R); 1x1 = R} 
andr,={~EaC(CL,R);9,_~=Oor9,~~,=cr}. 
We consider the equation 
Au +f(u) = 0 in C(cr, R) (0.2) 
and the boundary conditions 
u=o on I-, (0.3) 
au 0 -=
dV 
onr,, 
where v is the outward unit normal. 
Our first result is the following 
THEOREM 0.1. Let O<C~<TC and feC’([W+). If UEC’(C(CI,R)) is a 
solution of (0.2)-(0.4) and u is positive in ,E’(a, R), then u is spherically 
symmetric and &lap < 0 for 0 < p < R. 
For more general sector-like domains in Iw”, n 2 3, we obtain a result of 
axial symmetry which we now describe. 
Let x=(x’,x,), x’EIW”-‘, x’=(r,$ ,,..., Qn-2), where (r,9 ,,..., $,m2) 
are now the polar coordinates in [WnP1, 0 <r = Ix’], 9,, . . . . ,!J,-, E [0, TC], 
9,,_, E [0, 271). (Thus, we use here the cylindrical coordinate system.) 
We consider the domain 
A,= {xeR”;S ,,..., 9,m,E(0,71),0<Q,P2<a, 
0 <r < (~(9,) . . . . 9 ,,-3,-~,),a<x,<bl, 
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where a < 0 < b and cp: [0, n]“- 3 x [a, b] + R + is continuous, of class C* 
in [0, ?l]n-3 x (a, b), and satisfies 
4% > ‘.‘, Q”--3, x,)>O for all 9 I, . . . . 8%3E lx, 711 and a<x,<b 
(0.5) 
(P(%, . . . . K-3, x,)=0 for x,=a or x,=b 
and a,, . . . . QnP3~ [O,n]. (0.6) 
The boundary of A r is aA, = r, u rl, where 
r,= (xcA,;r=(p(9 ,,..., 9,-,,x,)}, 
~,={~E~,;9,_~=Oor$,_~=a}. 
In other words, r, is made of two portions of hyperplanes. In dimension 
n = 3 the function cp depends only on x, =x3, that is cp = up. 
We consider again the equation 
Au +f(u) = 0 in A, (0.7) 
with boundary conditions (0.3) and (0.4) (where f,, and r, are the sets 
which have just been defined). 
THEOREM 0.2. Let 0 < c1< 7c and f~ C’(DB + ). If u E C*(A,) is a solution 
of (0.7), (0.3), (0.4) and u is positive in A,, then u does not depend on $,-, 
(i.e., au/a9,_,=0) and au/&<0 in A,. 
Let us note immediately that, for n > 3, Theorem 0.1 follows from 
Theorem 0.2. In fact in the particular case when A, = Z(N, R), from 
Theorem 0.2 we determine that any positive solution U(X) of (0.2)-(0.4) 
does not depend on 9, _ *. Thus U(X) can be extended to a positive solution 
of problem (0.1) in the ball B with radius R. Then by the theorem of Gidas 
et al. [S], U(X) must be radial and au/ap < 0 for 0 < p < R. 
The results of Theorems 0.1 and 0.2 are optimal in the sense that they do 
not hold as soon as c1> n. In fact we have the following 
THEOREM 0.3. Let n<a<2n, n>2 and f(s)=sP. There exists a real 
p(n) with 1 <p(n) andp(n) < (n + 2)/(n - 2) when n 3 3 such that, ifD(2) <p 
(when n=2) or ifP(n)<p<(n+2)/(n-2) (when na3), there exists a 
solution UE C’(Z(a, R)) of (0.2)-(0.4), with u > 0 in C(cr, R) and u is not 
spherically symmetric. 
Remark 0.1. To derive the symmetry results of Theorems 0.1 and 0.2 
and those of Section 4, we use the method of Alexandroff in the form 
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developed by Gidas ez al. [8]. This method involves moving parallel 
hyperplanes up to a critical position and analyzing the properties of the 
function U(X) in the family of “caps” of a domain Q which are cut out by 
these hyperplanes. Here we further require an extension of this method 
which allows one to consider somewhat more general geometries. In par- 
ticular, in some cases (as in the proof of Theorem 0.1 in Section 3), the 
mirror image of the whole cap itself is no longer entirely contained in R. 
This leads us to define other (smaller) caps, by allowing their boundaries to 
change. The precise statement of this extension is given in Section 2. 
Remark 0.2. Let us recall that an alternative proof of the theorem of 
Gidas et al. in the particular case n = 2, andJ2 0, is given by Lions in [9]. 
The method of [9] applies only when n = 2 and f is continuous and non- 
negative, but, on the other hand, it allows weaker smoothness assumptions 
on f and U. The-method used in [9] relies on the Schwarz symmetrization 
and the classical isoperimetric inequality (see [3, 14, 151) as well as on the 
well-known Pohozaev identity [12]. It is worthwile to observe that the 
same proof can be repeated here for the sector Z(a, R) and yields the result 
of Theorem 0.1 in dimension 2, when f> 0. Namely it is sufficient to sub- 
stitute the Schwarz symmetrization with the a-symmetrization (see [3, 111) 
and to use an isoperimetric inequality for sectors (see [3, 10, 111) and a 
particular form of the Pohozaev’s identity derived in [lo]. 
This proof too, of course, applies only for 0 < a < n. 
This method, based on symmetrization techniques, clarifies the relation 
between the smmetry result of Gidas et al. (resp. of Theorem 0.1) on one 
hand and the classical isoperimetric inequality (resp. the isoperimetric 
inequality for sectors) on the other hand. In fact in both cases, the proof 
relies on the fact that the domains considered (viz. the ball or the sector 
with amplitude CI < n) are optimal with respect to an isoperimetric 
inequality. In fact in [lo] it is proved that the sectors Z(a, R), with 
a E (0, rr], are optimal with respect o an isoperimetric inequality defined in 
[ll], while the sectors Z(cc, R) with aE (71, 27r) are not and this is true in 
any dimension. We think that this is the very geometric reason which 
distinguishes the case a < rc from the case LX > rc. 
Remark 0.3. The question of finding a symmetrization approach to 
these symmetry results in any dimension or for a general f even in dimen- 
sion 2 remains an open question. 
We conclude this section with an outline of the paper. Section 1 is 
devoted to recalling some preliminaries. In Section 2 we present the method 
of “moving hyperplanes with changing boundaries” on which are based the 
proofs of Theorems 0.1 and 0.2. The proof of Theorem 0.1 for n = 2 is 
detailed in Section 3, while in Section 4 we treat the n-dimensional case and 
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prove Theorem 0.2. More general axially symmetric domains are also con- 
sidered in Section 4. Theorem 0.3 is proved in Section 5 by using a method 
of comparison of mmlma of functionals inspired from the work of Brezis 
and Nirenberg [6]. Finally in Section 6 we construct another coun- 
terexample to symmetry properties for solutions of mixed boundary 
problem in a cylinder. 
1. PRELIMINARIES 
For the reader’s convenience, we include here the statements of some 
well-known results. 
Let u d 0 be a C2-solution of the differential inequality 
Lu = a&x) u,,,, + bi(X)U,, + C(X)U 2 0 (1.1) 
in a domain Q, where L is a uniformly elliptic operator whose coefficients 
are uniformly bounded in absolute value. 
PROPOSITION 1.1 (Maximum Principle). Zf u vanishes ar some point in Q 
then ur0. 
LEMMA H (Hopf’s Lemma). Suppose there is a ball B in Q with a point 
P E X2 on its boundary and suppose u is continuous in Q u P and u(P) = 0. If 
u & 0 in B then for any outward directional derivative at P, 
$P)>O. 
Proof See [8, 13, 161. 
LEMMA S. Let Q be a domain in R” with the origin 0 on its boundary. 
Assume that near 0 the boundary consists of two transversally intersecting 
C2-hypersurfuces p = 0 and a = 0. Suppose p, a < 0 in 52. Let w be a function 
in C”(a), with w <0 in 52, w(0) = 0, satisfying the dtfferentiul inequality 
(1.1) in a. Assume 
UijPxz~x, 2 0 at 0. (1.2) 
If this is zero assume furthermore that USE C2 in a near 0 and that 
at 0 (1.3) 
for uny first order derivative D at 0 tangent to the submanifold 
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{p=O}n {a=O}. Then, f or any direction s at 0 which enters R transver- 
sally to each hypersurface 
(i) g < 0 at 0 in case of strict inequality in (1.2) 
(ii) either dw/& <O or aw/as = 0 and a2w/as2 < 0 at 0 in the case of 
equality in (1.2). 
Prooj: See [8, 161. 
Lastly we quote here a useful lemma from Gidas et al. ( [ 8, Lemma 2.11). 
Consider a function U(X) satisfying 
-Au =f(u) in Q (1.4) 
with f E C’ and Q bounded domain. 
LEMMA 1.1. Consider an arbitrary line x, and suppose v I(x,,) > 0, v, ( x0) 
being the component along the x,-axis of the outer normal v(x,,) at the point 
x0 E aLI. For some E > 0 assume u is a C2-function in oe where Sz, = Q n 
(lx-x01 c&j, u>O but u f 0 in Q, and u=O on %2n {\x-xol <E). 
Moreover suppose that lK2 n {Ix- x0( <E} is smooth. Then there exists 
6 > 0 such that u,, < 0 in Q n {1x-x0( <S}. 
Note that this actually is a slight and straightforward modification of 
Lemma 2.1 of [S] since we do not assume u > 0 in Q. 
2. MOVING HYPERPLANES WITH CHANGING BOUNDARIES 
Let 52 c R” be a C2-bounded domain. We fix a direction y and choose a 
system of coordinates such that y coincides with the positive x,-axis. Then 
we define the hperplanes T,, IER, T,= (xER”; x,=A). 
We let A decrease from + cc until Ti begins to intersect a, and denote 
by A,, the largest A for which this happens, that is 
&=sup{A; T,nQ#@}. 
The open cap cut out in Q, by T,, “to the right” of Ti will be denoted by 
Q,, 0, = (x E Q; x, > A}. The symmetric point of x with respect o Tj. will 
be denoted by x1, x1=(2,?-x,, x2, . . . . x,). By using a prime (‘) we will 
refer to the “mirror images” with respect to T,, sZ> = {x; x”EQ,). We 
denote by vr(x) the component along the x,-axis of the outward normal 
v(x) at a point x E BQ and we set 
a,sz= +af2; v,f~j>Of. 
SYMMETRY PROPERTIES 183 
T A 
FIGURE 1 
For 1< A,, we consider domains DA E s2j. which satisfy the assumptions 
(Fig. 1) 
Ti = aDj. n 52, is such that r, n T;. = /zr (2.1) 
DA is open (2.2) 
aD,~(T,nQ) and aD~nd,f2#0, for any connected 
component D’j of D, (2.3) 
fA is “smooth” (for example, C’) (2.4) 
if 2 < 1, and XE D, then there exist sequences ,Jj L 1, 
xi ED,, such that xj -+ x. (2.5 1 
if ;., 7 1, xjg D,,, and x,-+x then xEblu(X2nT,). (2.6) 
Properties (2.5) and (2.6) are a kind of left lower semicontinuity 
property and upper semicontinuity property (respectively) of the set 
mapping I -+ Dj.. 
Remark 2.1. When one takes D,=sZ,, the assumptions (2.1k(2.6) are 
easily verified. 
Remark 2.2. A simple example of a family of sets DA satisfying the 
above properties is given by D, = {x E Q; A < xi < h(L)} where h is a real 
valued continuous function. In this case, when h(L) < I,, r, = {xEQ~; 
x1 = h(A)}. 
We consider a solution U(X) E C2(@ of the equation 
Au +f(u) = 0 in Q, 
wherefis an arbitrary function of class C’. 
(2.7) 
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We denote by v the outward normal to Dj. on r; and similarly by v’ the 
outward normal to D’ on r;; that is, v’ is the mirror image of V. We now 
define the numbers 
1,,=Inf{isuchthatD~cQ,forall~~(~,&)) 
A,=Inf{/!such that v,(x)>O,foranyx~X?,\T,,, 
for all p E [A, A,)} 
A, = Inf( 1 such au/& d 0 on r, and au/&’ 2 0 on r; 
for all p E [i, &)}. 
We will call Q,, , Sz,,, and Q,, “optimal,” “maximal,” and “appropriate” 
caps, respectively. (The first two names are taken from [8].) We set 
A = max(l,, A,, A3} and make the assumption 
A,, /I,, A, are well defined, so that A <Jo. (2.7’) 
THEOREM 2.1. Suppose that u > 0 in Q, u = 0 on &2,, \ T, ( c aLI), and 
(2.7’) holds. Then, for each 1, A <I <I, we have 
u(x) < u(x”) in DA (2.8) 
Wx) < o 
ax, 
,for all x E Q,. 
Remark 2.3. (1) The result of Gidas et al. ([S, Theorem 2.11) 
corresponds to the case D, = 52,. 
(2) This theorem therefore is an extension of Theorem 2.1 of [S], in 
that it allows the domain D1 to depend more strongly on II, with a “chang- 
ing boundary.” By this expression we refer to that portion of aDi. which is 
neither in XJ nor on T, and may vary with A. The utility of this extension 
(as it will be seen in the forthcoming sections) is that one may construct 
such a one parameter family of sets D, even when the natural cap itself Q, 
no longer reflects inside the domain Sz (i.e., Qi clz Q). For this more general 
construction, we require the “continuous dependence” of D, with respect o 
1 and the a priori information on the sign of the outer derivatives of u on 
r, and r>. which are stated above. Thus there is a somewhat larger 
flexibility in the choice of the sets D, in this fashion. 
(3) This method, of course, may be helpful only if one can obtain a 
priori information about the sign of some directional derivatives of u in 
some regions (this is condition A > A,). The way it actually is applied below 
is by “bootstrapping” on the directions along which the sign is known. 
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The choice of the sets D, depends on each particular problem one is con- 
sidering. This is illustrated in the next section, in the proof of Theorems 0.1 
and 0.2. Calling y the vector normal to TA we will use the result of 
Theorem 2.1 to upgrade the information on the angles between T, and 
some fixed hyperplane, for those TA along which au/ay $0. 
(4) The proof essentially follows the lines of the proof developed by 
Gidas et al. There are only a few new cases to be analyzed due to the 
geometry of the sets DA. 
As in [8], the proof rests on the maximum principle applied to the 
function w defined by w(x) = u(x) - U(X) in DA, where V(X) = u(x”). 
Before proving Theorem 2.1 we state a few lemmata. We denote, by D!, 
a connected component of D j,. 
LEMMA 2.1. Let A be greater than or equal to A. If we have 
u(x) < u(x”) and & (x) 60 but u(x) f u(x”) in 0: (2.10) 
1 
then U(X) < u(x") in 0; and (au/ax,)(x) -c 0 on (T, n aD;)\aQ. 
Proof. The proof is the same as that of Lemma 2.2 of [8] and 
Lemma A.2 of [ 11. It relies on the maximum principle and the fact that the 
function w(x) defined above satisfies a linear elliptic equation (as it will be 
recalled in the next lemma). 1 
LEMMA 2.2. Let 12 A. Under assumption (2.10) we have 
u(x) < u(xA) on r,n I$ 
Proof: The function w(x) satisfies the equation 
dw +f(o) -f(u) = 0 in DX 
Thus, by the theorem of the mean in integral form, we have 
Aw(x) + c(x) w(x) = 0 
(2.11) 
for some function c(x). In addition w(x)>0 in 0: and w(x) & 0, because 
of (2.lO). 
Then, if u(X) = u(X”), for some 2 E rl n D’j’ we could apply the maximum 
principle and Lemma H (see Section 1) at the point X, to the function w(x), 
obtaining 
2 (2) = a -g (,;)-au G(“)<O. (2.12) 
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On the other hand, we know that for ia A >A,, &/dv’30 on r->, and 
au/& < 0 on Tj; Thus (2.12) is not possible and the lemma is proved. 1 
Proof of Theorem 2.1. By Lemma 1.1 we have that for i < I, and 1. 
close to &, (2.8) and (2.9) hold. 
Let us define 
p = inf{J; I > /i such that (2.8) and (2.9) hold 
for all i’ 2 I., 1’ < %,}. 
Obviously p < 1,. The claim is precisely that p = A. 
Arguing by contradiction we suppose that p > /i. Then, by property (2.5) 
we know that 
u(x) < u(x@) in D, and g-c0 in&Z,= u s2,. (2.13) 
1 1 i p 
Since p > /1> 1, and (2.3) holds, there exists a point x0 E aI52 n aDo,, for 
any connected component D”, of D,, such that x; E Q. But 0 = u(xO) < u(x~) 
so that u(x) $ u(x”) in Di. Then, we can apply Lemma 2.1 to derive 
u(x) -c u(xp) in D, and 
au 
-CO on T,nQ. 
ax, 
(2.14) 
Since p > A 2 1,, applying Lemma 1.1 to the points belonging to 
T, n XJ and using (2.14) we get 
there exists E>O such that & (x) ~0, for XEO/,-,. (2.15) 
1 
Consequently, by the definition of I*, there exists a sequence pj r p and a 
sequence of points X/ED, such that 
U(Xj) p u(x”i) I . (2.16) 
Without loss of generality we can assume that xi + X. By (2.6), (2.14), 
and (2.16), LED,, u (&J n T,) and u(Z) = u(P). Because of (2.14), 
1 E aD, u (a52 n 7’,) and we have various possibilities: 
(a) x~(af22DJ\T, 
(b) XsT,d 
(c) XEl-,. 
Case (a) is not possible since the assumption p > ,4 > 2, implies .?’ E Q so 
that 0 = u(Z) < ~(2”) as u > 0 in 0. 
SYMMETRY PROPERTIES 187 
Neither is case (b) possible. In fact by (2.14) and Lemma 1.1 we would 
then have (&/&X,)(X) < 0. 
On the other hand, for j sufficiently large, the straight segment joining x, 
to x3 belongs to Sz and by the theorem of the mean it contains a point yj 
such that (&#x,)(yi) B 0. Since yj -+ X we would obtain a contradiction to 
(2.15). 
Finally, case (c) is not possible since (2.14) allows us to apply to p 
Lemma 2.2 and derive that U(X) < u(x”) on r,, while u(X) = u(Y). 
Therefore p must be equal to n and the proof of Theorem 2.1 is 
complete. 1 
Now (as in [IS]) we extend the previous theorem to “optimal caps.” To 
do this we need to make another assumption. 
Take any point P E aQ n rj. and suppose that near P, XJ, and Ti are 
two C2-hypersurfaces p = 0 and ai. = 0, respectively, with p, o* < 0 in R. 
Let us set A, =max{A,, Jw3}. 
THEOREM 2.2. Suppose that for all P E 852 n r, such that v,(P) = 0 we 
have 
P.&(P) ’ 0 (2.17) 
and u>O in 52, u=O on aQ,,,\T,,,, and -~<<,<I~,. Then for any 1, 
A 1 < A <A,,, (2.8) and (2.9) hold. 
Proof The proof makes use of a lemma of Serrin (Lemma S in 
Section 1) and it is similar to the proof of Theorem 3.1 of [8]. We will 
repeat a few steps for the reader’s convenience. 
As in the previous theorem we start by considering the number 
,U =inf{/i, <A such that (2.8) and (2.9) hold for all n’>,n}. 
Our aim is to prove that p= /i, . Arguing by contradiction we suppose that 
p > /1 r. Thus by (2.5) we have 
u(x) < u(xp) in D, and &-co in Q,= u Q,. (2.18) 
I A < ,‘ 
By (2.3) we get the existence of a point x0 E a, Sz n aDE, for any 
component DF of D,, such that x{ E 52, hence 0 = u(xO) # u(xg) > 0. This 
allows us to apply Lemma 2.1 to obtain 
u(x) < u(xp) in D, and au<0 on 
8x1 
T n52. P (2.19) 
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From the definition of p one of the following holds: 
(i) There exists a sequence yi converging to some point y on T, with 
(a"/ax,)(~j)20. 
(ii) There exists a sequence p, /* p and a sequence of points x, E D,, 
such that u(x,) 3 u(xyi). 
The first alternative is not possible. This is just proved applying 
Lemma S and using the same procedure as that in Theorem 3.1 of [S], 
case (i). We will not repeat the argument here. 
Regarding case (ii) we can suppose, as in the proof of the previous 
theorem, that x,---f ZED~ u (&Qn 7’,). From (2.19) it follows that 
x E D, u (&Z n r,,) and we have various possibilities: 
(a) X6 T,,nS; 
(b) XET, 
(c) XE (d,Q n do,)\ T, 
(d) .f~iK?ndD, and v,(%)=O. 
Case (a) is not possible as it follows easily from the proof of Theorem 3.1 
of [S], case(ii). 
Cases (b) and (c) have already been considered in the proof of the 
previous theorem where it was shown that they cannot occur. 
Finally case (d) has been partially treated in the proof of Theorem 3.1 of 
[S], case (ii) with the aid of Lemma H applied to the function w(x) at the 
point x. There, Lemma H was used to show that (&/&I(.?) < 0, if 12 denotes 
the outward normal to &2 at ,t. This property together with some 
additional argument formed the conclusion that the case analogous to (d) 
was not possible. 
Here, however, a new situation arises from the fact that X may belong to 
don FP and vr(X) is allowed to be zero. In the last case, in virtue of (2.17) 
we can apply Lemma S to the function w(x) at the point X, obtaining 
(&v/&)(Z) < 0, from which we conclude as in [S, Theorem 3.1, case (ii)]. 
Thus, p must be equal to A, which ends the proof. [ 
Next, we consider the case of mixed boundary problems. We start with a 
result for the special case n = 2. The more general situation is detailed later 
in this section. 
Let 52 be a bounded domain in tQ2, whose boundary is made of two parts 
r, and r,, where rI is a segment, that we denote by OA (where 0 = (0,O) 
and A = (a, 0)), laying on the x,-axis and r, c {x2 GO> is a C2-curve, 
intersecting orthogonally the x,-axis at the point A (Fig. 2). We fix a unit 
vector y such that y . e, > 0, where el is the unit vector (1,O). Then we con- 
sider the straight line T, orthogonal to y and passing through the point 
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FIGURE 2 
P, E (1,O). Let 0 be a unit vector, different from y, such that (y, a) is a 
positive orientation of the plane and G . e, > 0. We denote by R, the 
straight line orthogonal to c and passing through P, and by G’ and Ri the 
mirror images, with respect to T,, of CJ and R,, respectively (Fig. 2). We 
define S1 as the “angle” between T, and RI, of vertex P,, and denote by 
D, c 52 the open set D, = Q n S,. As usual 0; will be the reflection of D, 
with respect to T, and x1 the symmetric point of x (Fig. 2). As before Q, 
will be the open cap cut out in s2 by T,, “to the right” of TA. More 
precisely, DA = {x E 52; (x - PA). e < 0 < (X-P).). y }. We denote by v the 
outward normal to 1352; here, along r, it is just the x,-direction. 
We fix a solution U(X)E C*(6) of (2.7), with f~ C’. Then we set 
&=sup{l; T,nQ#(a} and 
A,1 = Inf{A such that 0; c Q, for all p E [A, A,,)} 
& = Inf{ I such that v . y > 0, for any x E IX?,,\ T,, for all p E [A, A,)) 
&=Inf i.suchthat~<OonR,,nRand~>OonR;,nR 
{ 
for all p E [A, 1,) 
We assume here that 
1,, 1,, and il, are well defined so that .4 < 2,. (2.19) 
We have 
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THEOREM 2.3. Let (2.19’) hold and assume that u > 0 in Q, u = 0 on 
ro”Q,, aulatf=o on r,n{x,>2A-a). !f aupx,<o, .for all 
x E rl n {x, > A }, then, ,for all A <c ,! < i.,, we have 
au(x) 
-<o 
ay 
for all X E 4 j, 
u(x)<u(x;) foraNxED;.. (2.21) 
Remark 2.4. In particular it could occur that y = e, = (1,0) and R, 
corresponds to the x,-axis, i.e., g = e2 = (0, 1). Then, as shown later, the 
assumption &/ax, < 0 on f, n {x, > A } is a consequence of the other 
assumptions in this case. 1 
Before proving Theorem 2.3 we observe that Lemmata 2.1 and 2.2 still 
hold with obvious modifications, namely: 
LEMMA 2.3. Let ,I b A. Suppose that 
u(x) < u(x”) and but U(X) f u(x") in D, (2.22) 
then u(x) < u(x”) in Di, and au/+(x) < 0 on T, n Q. 
Proof: The proof is the same as that of Lemma 2.1. i 
LEMMA 2.4. Let 12 A. Under the assumption (2.22) we have 
u(x) < u(x”) on (R, n r;Z)\(ro u Tj,). (2.23) 
Proof: Compare the proof of Lemma 2.2. 1 
Proof of Theorem 2.3. Let us start by proving that there exist I’s for 
which (2.20) and (2.21) hold. 
We distinguish two cases (Fig. 3), 
(i) T;.,nr, =0 
(ii) Ti,,” f-I = A. 
In the first case we can apply Lemma 1.1 to deduce (as in Theorem 2.1) 
the existence of A’s for which (2.20) and (2.21) hold. 
In the second case, since r, and r, are orthogonal and au/& = 0 on 
r1 n {xi b 2A -a}, we can extend u, outside of 52, by reflection with 
respect o ri. In doing this, the new function so constructed will still be of 
class C2. Then, A will be on a smooth part of the boundary of the new set 
and, since u(A) = 0, we can apply Lemma 1.1 as before. 
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Case i) Case ii) 
FIGURE 3 
We define 
p=inf{A<I<I ,, such that (2.20) and (2.21) hold for all 1’>,1}. 
Our aim is to prove that ,u = A. Arguing by contradiction we suppose 
that p> /i. Then, by continuity 
u(x) < u(xp) in D, and $(x)<O forallxEQ2,= IJ Q,. 
J.<P 
(2.24) 
Since p > /i 3 &, for some point X~E Ton I'D, we have x; EQ, so that 
0= u(.xO) < u(xg) and hence u(x) & u(xP) in D,. Thus we can apply 
Lemma 2.3 to obtain 
u(x)<u(x”) in D, and g(x)<0 on T,nl2. (2.25) 
Moreover, since au/& =0 on rI n {x, b2A-a} and &/ax, <O on 
r,n (x,>A} we have 
g(x)<o at x=P,=Tpnrl. (2.26) 
Since p> /i 2 I,, from (2.25), (2.26), and Lemma 1.1 applied to the point 
A, = I-, n T, we deduce the existence of E > 0 such that &@y(x) < 0, for 
XEQ,-.. 
Consequently, by the definition of p, there exists a sequence pj P p and a 
sequence of points xj F D, such that xi + X E D, u (T, n r,) and 
u(Xj) 2 u(,“i). (2.27) 
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The last inequality, together with (2.25) gives u(X)= u(Y) so that 
x E do,, u (T, n r,). We have various possibilities 
(a) -f~(~o~~~,L)\(~puR,l) 
(b) XE T,no 
Cases (a) and (b) are analogous to cases (a) and (b) of Theorem 2.1. 
Hence we know that they are ruled out. 
Case (c) is not possible because (2.25) allows us to apply Lemma 2.4 and 
to conclude that U(X) < u(Y) on (R, n Q)\(r, u T,), while here we would 
have u(X) = u(P). 
Finally we prove that case (d) is not possible. We could have either R, 
equal to the x,-axis and y = e, or not. In the second case we would have 
3’ E 52 and hence u(3) > 0 while u(X) = 0. 
In the first case both X and X@ E ri and X = A, with u(X) = 0. If u(P) > 0, 
case (d) would be impossible because u(X) = u(3). Thus, we may assume 
that u(S) = 0. This implies that 3’ is a local minimum of u along the 
segment r, and hence (&/ax, )(X”) = 0. 
In the same way as at the beginning of the proof we can extend u 
outside of 9, by reflection with respect to r,. Of course the function 
w(x) = u(x”) - u(x), defined in Dir, can also be extended outside of 52 in the 
same way. 
In doing so A will be on a smooth part of the boundary of the new set 
obtained and w(X) = w(A) = 0. 
Hence we can apply Lemma H (see Section 1) to the function w at the 
point A and we obtain 
-g(A)= -$A)<0 
I I 
(2.28) 
because we have seen that (&/ax, )(A’) = 0. 
On the other hand, since u >O in Q and u(A) = 0, we know that 
(&/ax,)(A) < 0 which contradicts (2.28). 
Therefore case (d) is not possible and the proof is complete. 1 
Now we prove that the assumption au/&i < 0 on r, n (x, > A} is not 
needed when y = e, and 0 = e2. As it turns out, this condition is then a 
consequence of the geometry of the problem (and we use this fact in the 
next section). 
THEOREM 2.4. We suppose here that y = e, . Assume that u > 0 in f2, 
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u=O on Ton{x,>Aj, i?u/&=O on f,n{x,>2/1--a}, and that (2.19’) 
holds. Then, for all A < A < I, we have 
E (p,t)<o I 
(2.29) 
and hence (2.20) and (2.21) hold. 
Proof. We proceed as in the proof of Theorem 2.3, until we reach 
(2.26). In fact that was the only point where the assumption au/ax, K 0 on 
ri n {x, > A} was needed. 
To derive (2.29) (and hence (2.26)) we argue as follows. 
We take any 3, k p and consider the function w(x) in D,. 
Since Tj, is orthogonal to ri c R, we can apply Lemma S to w(x) at the 
point PA = f r n Ti. We obtain 
$(P,)zO or $(P,)>O (2.30) 
for any direction s which enters S, transversally to TA and ri . In particular 
if s = (I/d, - l/d) we have 
$(PJ=(&& 
> 
2w(PJ= -2&(PJ=O 
since au/ax, is identically zero on r, n {xi > 2,4 -u}. Thus, the only 
possibility in (2.30) is (aw/as)(P,)>O which, together with (au/ax,)(P,) 
=O, yields (au/Bx,)(PJ >O. Therefore (2.29) holds for A 2~ > A. This 
allows us to continue the proof as in Theorem 2.1 and hence we obtain 
(2.20), (2.21), and also (2.29) since p = ,4. m 
Lastly we consider the n-dimensional case. 
Let 52 be a bounded domain in l%” whose boundary is made of 
two manifolds, r, and ri. We suppose that r, lies on the hyperplane 
5 = {x, = 0 } and r, is a C2-hypersurface intersecting orthogonally rr. We 
fix an arbitrary direction x, in 5 and consider the 2-dimensional plane jl 
spanned by x, and x,. Let y be a unit vector in the plane p such that 
y . e, :> 0, where e, is the unit vector (1, 0, . . . . 0). Then we consider the 
hyperplane Ti. orthogonal to y and passing through the point 
P, = (A, 0, . ..) 0). Let Q be a unit vector in the plane p, different from y, such 
that (y, 0) is a positive orientation of the plane and u. e, > 0. We denote by 
R, the hyperplane orthogonal to ~7 and passing through P,. Then, IJ’, R;, 
Q1, Sj,, and D;, will have the same meaning as in the 2-dimensional case. 
Finally we denote by I,, the largest A such that Ti. n 0 # a. 
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We fix a solution U(X) E C’(a) of (2.7) with,J‘E C“, and define jbl, i.,, i.,, 
and A as before. We assume that they are well defined so that A -C &. 
Theorems 2.3 and 2.4 also hold for higher dimensions: 
THEOREM 2.5. Assume that u > 0 in L?, u=O on r,n a, &/i?x,, = 0 on 
I-, n {x, 3 2A - %,}. If &/ax, < 0, ,for all x E f, n {x, > A f, then, for all E,, 
A <A < Lo, (2.20) and (2.21) hold. 
THEOREM 2.6. Suppose that y = e,, r~ = e,, u > 0 in CJ, u = 0 on 
f, r‘l {x, > A], and au/ax,, = 0 on I’, A {x, > 2A -A,}. Then for all 
A <i-c&,, (2.20), (2.21), and (2.29) hold. 
Proof: The proofs of the two previous theorems are exactly similar to 
those of Theorems 2.3 and 2.4 and we omit the details. m 
3. PR~~F OF THEOREM 0.1 IN DIMENSION Two 
In this section we prove Theorem 0.1 in the case n = 2. The proof is 
divided into several steps. 
We first consider the case when the angle cc satisfies a E (7c/2, n]. We 
denote by 0 the vertex of C(cr, R) = {(p, 9); 0 < p < R, 0 < 9 < a} and by A 
and B, respectively, the points A = (R, 0), B = (R, a). From now on the 
sector L(a, R) will simply be denoted by C. 
Step 1. We consider the point Al = (A, 0), 0 < A< R, on OA c rl 
(A, = 0, A, = A), and denote by T,(B) the straight line passing through A, 
and forming with the x,-axis an angle of amplitude BE (0, 7r/2]. In a 
general manner, we denote by y the “outer” normal to T,(B), that is the 
vector of polar angle b - n/2. For any x E .Z we denote by a,.(x) the angle 
between the oriented straight line from A, to x, and the x,-axis. 
Then we consider the angles /I = k7c/2”, where m is a positive integer 
greater than 1 and k is any odd positive integer smaller than 2”- i, that 
is ke (1, 3, . . . . 2”-‘- 11. For AE (0, R) and fi=k~/2~, m82 (i.e., 
0 <p < n/2), we define the open sets 
Dj,(b)= XEt;~<Gj,(X)<$}. 
i 
(3.1) 
That is, DA(p) is the part of C bounded by the straight lines T,(kx/2”) and 
T (hn/2”-’ m~E2 k= I= T,((k- ~)742”)~ where h = (k - 1)/2. For example, for 
we have p=z/4 and D,(7r/4)= {xEZ; O<aj,(x)<rc/4}. 
Instead, for m = 3, k = 1, 3 we get /I = rc/8 or p = 37~18 and hence 
D,(n/8) = {xEZ; O<a,(x) < n/8} while 0,(371/g) = {xEC; 7c/4<c1(x) < 
3n/8} (Fig. 4). 
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If b = n/2 we consider, as before, the open sets (caps) 
Q,= xEC;o<cQ(x)<q O<A<R. 
We then define 
if tGA<R (3.2) 
where x1 denotes the symmetric of x with respect o the line xi = 1 (Fig. 5). 
In other words, for 0 < 1~ R/2, D,(742) is the part of C bounded by the 
straight lines T,(7r/2) and T,,(z -a). 
With this definition of DA(P) we apply the principle of moving hyper- 
planes with changing boundaries described in the previous section. 
Step 2. We start by taking p = 742 and R/2 < A. < R. We observe that 
the assumption CI > 42 implies that D;(x/2) c L', where D;(n/2) is the 
reflection of DA(n/2) with respect o TJn/2). 
FIGURE 5 
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Because of the definition (3.2) and the Neumann condition, &/I% = 0 on 
OA we can apply Theorem 2.4 to u(x), obtaining 
~(x)=~(x)<O 
I 
forallxEZ:n rj, i 
0 
(3.4) 
and 
u(x) < u(xi) for all x E D, (3.5) 
$A;)<0 (3.6) 
1 
for every R/2 < A < R. (Note that in the notations of Sections 2, we have 
here A=L,=R/2.) 
We claim that, for any R/2 <I < R, 
E(x)<0 forallxECnT, (3.7 
u(x) < 24(x”) for all x E D, , (3.8 
where xi. is the mirror image of x with respect to the line Tn(k7c/2”). 
To prove (3.7) and (3.8) we argue by induction on m. First, we observe 
that because of (3.4), (3.6) we can apply Theorem 2.3 to U(X) obtaining 
(3.7) and (3.8) for m=2, k= 1. (That is for (3.7), (du/~?y)(x) ~0 for all 
x~Cn T,(n/4).) Then suppose that (3.7) and (3.8) hold for m - 1, that is 
for j? = kK/2” - ‘, k E ( 1, 3, . . . . 2” ~ * - 1). In particular this implies that, for 
every R/2 -c 2 CR, 
$(x)cO for all x E .E n T,(kn/2”-‘) (3.9) 
and for any k E { 1, 3, . . . . 2”-’ - 1). 
Because of (3.1), (3.6) and (3.9) we can apply Theorem 2.3 to the 
function U(X) in Dn(kn/2”) obtaining (3.7) and (3.8). 
Then, clearly, by density we also have, for all A E [R/2, R), 
g(x)<0 on TAB) n Z foranyj?E 0,; . 
( I 
(3.10) 
Step 3. Next, our aim is to prove (3.10) for any ;1 E (0, R). To do this 
we need to move the line T,(x/2) beyond the position A = R/2. Since the 
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definition of 0,(x/2) changes for A> R/2 we can no longer use 
Theorem 2.4. 
Actually the arguments used in Theorem 2.3 or 2.4 apply also to the 
new definition of D,(n/2), with easy modifications. For the reader’s 
convenience we repeat the main steps. 
We set 
,U = inf{l E (0, R) such that (3.4) and (3.5) hold for any 1’ > A}. (3.11) 
By the previous step we know that p < R/2. 
Let us prove that p #R/2. If p = R/2 we could repeat exactly the same 
proof of Theorem 2.4 reaching a contradiction. Thus p must be less than 
R/2. 
Let us show that p < R/4. Suppose that ~12 R/4. Since we know that 
p < R/2, 0,(7c/2) is defined by (3.3). From (3.4) and (3.5) it follows that 
u(x) f 24(x”) and $(x)=~(x)<O for all x E D, : . 
1 0 
On the other hand U(X) & u(xP) in D,(n/2), because r, n dDp(7c/2) # 0. 
Therefore we can apply Lemma 2.3 to derive 
u(x)< u(xp) in D, t 0 and (3.12) 
As in Theorem 2.4 it is easy to show that (&@)(A,) = (&/8x,)(.4,) < 0. 
Thus, applying Lemma 1.1 to the point B = r, n T,(7r/2) we get the 
existence of E > 0 such that (&lay)(x) < 0, for all x E D,-,(z/2). 
By the definition of p we construct a sequence pj /1 p and a sequence of 
points xi E D,(7c/2) such that xj + X E aD, and u(xj) > ~(a$+). 
We reach a contradiction by showing that X cannot belong to aD,,. To 
prove this we argue as in Theorem 2.3, cases (a)-(d). The new situation 
here arises from the possibility that X = AZ2 or X E r, n T,,(n: -a). These 
two cases are easily treated by means of Lemma S. (Here the angles are 
larger than 7r/2 so that the condition (1.2) of Lemma S holds as an 
inequality. Hence the first case of Lemma S, i.e., analogous to the Hopf 
Lemma, applies). We omit the details. 
The case X E T,,(n - CC) n C is similar to case (c) of Theorem 2.3 because 
by (3.10) we have 
“~0 on T,,(x-ct)nZ, 
ay 
since 7r-ct<E 
2 
and 
Thus p < R/4 so that (3.4) (3.5), and (3.6) hold for all I >, R/4. 
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Then, arguing by induction as before we prove (3.7) (3.8), and hence 
(3.10), for all A E (R/4, R). 
Then, repeating the same arguments for the range of i in (R/2”, R/2" ') 
we see that (3.7), (3.8), and (3.10) hold for any in (R/2", R), h a positive 
integer, and hence for any 1, E (0, R). 
Therefore we have 
$(x)60 on Tj,(P) n z9 forallAE(O,R) and /?E 0,; . ( 1 
(3.13) 
Step 4. Let us now prove the theorem when the angle cx E (0, n/2]. 
It is obvious that, by a finite number of reflections with respect to I‘, , 
the function u can be extended to a new function defined in a sector 
C(a’, R) with a’~ (7t/2, n]. Denoting again by U(X) this new function we 
have that U(X) > 0 on C(a’, R) and the only points where u(x) can be zero 
are those belonging to the reflections of the segments which compose r,. 
Since the normal derivative &.@i is zero on these segments and au/as 2 0 
on r,, for any direction s entering C(a, R) it is quite easy to see that, with 
the aid of Lemma 2.2, the previous steps can be repeated for the new 
function U(X) defined in C(a’, R), even if U(X) is not strictly positive in 
C(a’, R). Thus, all the results obtained in the previous steps apply to u(x). 
In particular (3.13) holds. 
We consider any point P E L’(a, R) and denote by (p, 9) its polar coor- 
dinates. Let P, be the point in C(a, R) with polar coordinates (p, 9,), 
9, < 9 < n/2. Of course P, E TAF(Q), for some A, E (0, R) and A, -+ 0, P, --+ P
as 9, -+ 9. Since 9, < 9 < a d 7112 we can apply (3.13) obtaining 
(3.14) 
where yE is the unit normal to Tic:($), that is the vector with polar angle 
9 - 7t/2. From (3.14) we get 
g(P)30 for any PEC(CL,R). (3.15) 
The results of the previous steps, and in particular (3.13), also apply to 
the function v(x) = u(p, 9) = u(p, a - 9). Thus we also obtain 
g(P)= -g(P)>0 for any PEC(~,R). (3.16) 
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From (3.15) and (3.16) we obtain (%/dS)(P)=O for any PEZ(E,R) 
which implies that the function u is spherically symmetric. Moreover, 
au/@ < 0, 0 < p < R, since (3.6) holds for any 1 E (0, R). 
Thus Theorem 0.1 is proved for any sector C(cl, R) c R2 with c1 E (0, n/2]. 
Step 5. Let us prove Theorem 0.1 for a sector C(a, R) of amplitude 
a E (742, lr]. 
Let us consider any point PE Z(a, R), with polar coordinates (p, q/2), 
O<p<R. 
Since ~112 < 7~12, arguing as before and using (3.13) we obtain 
g(P)20 and $(P)>O, (3.17) 
where V(X) = o(p, 9) = u(p, 0: - 9). 
Then (8u/d$)(P) = (&/i%)(p, a/2) = 0, 0 < p < R. 
Thus the function u solves (0.1) and satisfies the boundary conditions 
(0.3) and (0.4) in the sector Z’(U/~, R). Since a/2 < 7c/2, by the previous step 
we know that u must be spherically symmetric and &/+I < 0. 
This concludes the proof in the case 12 = 2. 1 
4. THE CASE n 3 3 
We start by proving Theorem 0.2. 
Proof of Thorem 0.2. The proof is similar to that of Theorem 0.1, in the 
case II = 2. Therefore we will indicate only the main steps. 
We observe immediately that we can extend the solution U(X) outside of 
A, by reflection with respect o fr. This implies, as in the previous section, 
that we can consider only the case of sectorial domains A, with amplitude 
a E (7c/4,7c/2). Then we extend U(X) to a new function defined in the 
sectorial domain A zcr, relative to the same function q. 
The continuous function ‘~(9,) . . . . 9,- 3, x,) reaches its maximum at a 
point (9,) . . . . 9, - 3, X,)E [0, rrln-’ x (a, b). Without loss of generality we 
can suppose that X, = 0. 
We set j=(9 ,,..., gnP3, 0), R = q(j) > 0 and consider the point 
A = (2, 0) = (R, 9,) . . . . 9,- 3, 0,O). Hence A E r, n r, since Qnez = 0 and 
r = R = q(j). For simplicity, we suppose that A belongs to the x,-axis in 
the hyperplane x, = 0. 
We denote by T(b) = T,(b) the (n - 1)-dimensional hyperplane 9,-z = B 
and by T,(b) the hyperplane parallel to T(p) and passing through the 
point A, = (x,, . . . . x,) = (A, 0, . . . . 0). Let y be the unit vector orthogonal to 
T,(j), with polar angle 9, ~ z = a - n/2. 
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As in the previous section we consider the angles p = kn/2m where m is 
any positive integer and k is an odd positive integer smaller than 2”‘+ ‘. 
For 1 E (0, R) and /J = kn/2”, m > 2, we define the open sets Di(/?) as 
the part of A,, bounded by the hyperplanes Ti(hr/2”-‘) and T,(kn/2”), 
h = (k - 1)/2. 
Instead, for b = n/2 we define D,(7cc/2) as the open set in A,, bounded 
by T,(O) and Tj~(7c/2) if R/2 <A < R, while D,(n/2) is the open set in A*, 
bounded by Tl(7c/2) and T*,(rC - 2~) if 0 < I < R/2. 
Repeating the procedure of moving the hyperplanes T,(p), as in the 
previous section, and applying Theorems 2.5 and 2.6 we can prove that 
g(x)<0 on TAB) n A:,, 
for all L E (0, R) and 
71 a ( -1 E 0, 2 
$x)10 on T,(O) n Aza. 
In the same way as for (3.15), from (4.1) it follows that 
(4.1) 
(4.2 
-g(P)20 for any PEA,. 
n 2 
(4.3) 
Applying the same results to the function u(x’, x,) = U(T, $,, . . . . 
a-snp2, x,) we get 
L(P)==0 a8 for every P E A, (4.4) n-2 
From (4.2) and (4.4) the assertion of Theorem 0.2 follows. 1 
As already remarked in the Introduction, Theorem 0.1 follows from 
Theorem 0.2 in the case n 2 3. 
Now we consider more general axially symmetric domains. In particular 
we will treat the case of sectorial domains which do not satisfy (0.6). 
Using the same notation as in the Intruduction we define 
C,={XER”;~ ,,..., $,~~,~[O,nl,O<,~,~~<a, 
O<r<g(9, ,...) 9,-,,x,),a<x,<b}, 
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where a < 0 < b and q: [0, rclnP 3 x [a, b] + R + is continuous and of class 
C2 in [0, rclnP3 x,(a, b) and satisfies 
(PC9 Qn-3A)>O 1, . . . . 
for all 9,) . . . . 9,- 3 E [0, rc], a < x, < b (4.5) 
(P(9 1 , ..., Q"-3, a)=M 49 ,, . . . . Qn--3, b)=m 
for all 9,) . . . . 9, ~ 3 E [0, II], where m and A4 are constants. (4.6) 
We set X, = r, u f, u T2, where 
r,= (xEe,;r=q@ I,..‘, &4,X,)} 
~l={~~~ia;$n~2=Oor9,~2=cc} 
r,={x~C,;x=(r,9~ ,..., 9,-,,a)orx=(r,$ ,,..., Qnp2,b), 
91, . . . . Qnp3E co, nl, L2E co, al}. 
We consider again the problem 
Au +f(u) = 0 in C, (4.7) 
with one of the following conditions on r,, 
u=o on r2 (4.8) 
au -j-p0 on r2 
e<o 
ar 
on r2. (4.10) 
THEOREM 4.1. Let f be a function of class C’ and u E C’ a solution of 
(4.7), (0.3), (0.4), and (4.8) (or (4.9) or (4.10)). Zf u is positive in C, and 
0 < u < x, then u is axially symmetric (that is it does not depend on 9, _ 2) 
and au/& < 0 in C,. 
Proof. The proof is similar to that of Theorems 0.1 and 0.2 and we will 
not detail it here. The only difference is that here aC, has a flat part which 
is r,. The conditions (4.8k(4.10) are useful to ensure that the contradic- 
tion argument used in the proof of Theorem 0.1 to show that p = 0 (see 
Section 3) can be completed. They play a role in proving that the limit 
point X (see the proof of Theorem 0.1, step 3) cannot belong to r2. 1 
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5. COUNTEREXAMPLES FOR Z>X 
This section is concerned with the proof of Theorem 0.3 stated in the 
Introduction. That is, we construct some counterexamples to show that the 
symmetry results which we have discussed so far no longer hold as soon as 
CI > n. We continue to assume, as before, that n 3 2. 
We are considering here the problem 
‘4u + us = 0, u>O in c(a,R) (5.1) 
u=o on Z, (5.2) 
au z=o onr,. 
(The notation C(cr, R), Z,,, Z, is that of Section 1.) 
We are going to prove here that for any c( > rc (a < 27c), there is a range 
of exponents s for which a nonsymmetric positive solution of (5.1 t(5.3) 
exists. 
A solution of (5.1)-(5.3) will be constructed by a variational method. 
Therefore, we introduce the functional spaces 
V, = V(E(cr, R)) = { 24 EH’(C(a, R)); u = 0 on To} 
V,* = V*(C(c(, R)) = {U E V,; u is spherically symmetric}. 
Let s2 be a domain of R”, u a function defined on Q, u # 0. For all p > 1, 
we consider the functional 
JpJAu) = 
Ja lDu12 dx 
{JQ JuIp dx}““’ 
We simply write Jp,z rather than Jp,Z‘Ca,Rj. We set 
I,(a, R) = Inf J,,,(u) UE v, 
U#O 
Z,*(a, R) = Inf J,.,(u). 
UE v; 
U#O 
As long as we consider the radius R >O fixed, we simply write Zp(x), 
Z,*(a) rather than Z,(CX, R), Z,*(cr, R) (and similarly for the notation I’,, I’,*, 
and Jp,a or even J,). 
The proof of Theorem 0.3 rests on the following comparison of inlima: 
PROPOSITION 5.1. Let CI be such that TC < x < 271. For n B 3, let 
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q = 2n/(n - 2); th en Z,(a) <Z,*(a). For n = 2, if p is sufficiently large, then 
Z,(a) <: Z,*(a). 
This comparison will be established below. First we show how 
Theorem 0.3 is derived from this proposition. To start with, an immediate 
consequence of this inequality is the following 
COROLLARY 5.1. Let a be such that X-C a < 271 and n b 3. Then, there 
exists E >0 (depending on n, a, and R) such that for any p with 
2n/(n -- 2) -E <p < 2n/(n - 2), Z,(a) <Z,*(a). 
Proof: It relies on the fact that 
lim Z,(a) = Z,(a). 
PfY 
(5.4) 
(Note that Z,(a) < cc for p Q q by the Poincare-Sobolev embedding 
theorem.) 
Indeed, clearly, by Holder’s inequality 
Z,,(a) 2 Z,(a) jC(a, R)12((p--qupy). (5.5) 
On the other hand, for any 6 > 0, there exists UE V, such that 
J,(u) <Z,(a)+& But since J,(o) + J,(u) as p 7 q, we see that for p 
sufficiently close to q, Z,(a) < Z,(a) + 26. This, together with (5.5), implies 
(5.4). Now, for exactly the same reasons, we have 
lim Z,*(a) = Z,*(a). 1 (5.6) 
P/Y 
We can now prove Theorem 0.3. 
ProoJ: For anyp such that 2<p<q if n>3 or 2<p<co if n=2, the 
embedding V, 4 Lp(C(a, R)) is compact. Therefore, as is well known, the 
inlimum in the definition of Z,(a) is actually a minimum; i.e., it is achieved. 
Since J,( Iv1 )= J,(u), we have thus found a positive function u E I’, such that 
J,,du) = wEy$oj J,,,(w) = Z,(a). PI (5.7) 
Now for the range q - E < p < q (given by Corollary 5.1) if n > 3 or for p 
sufficiently large, say p >pO if n = 2, we know that J,,,(u) <Z,(a), hence u is 
not spherically symmetric. 
The function u being a solution of the variational problem satisfies the 
associated Euler-Lagrange equations, 
du+pup-l=o in E(a, R), (5.8) 
580/87/l-14 
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with the “natural” boundary conditions 
u=o on Z,; au z==o onr,. (5.9) 
Here, p E R is some Lagrange multiplier. Multiplying (5.8) by u and using 
the boundary conditions, one finds 
lulp dx; (5.10) 
hence, p is positive. Setting u = ,u 1’(p-2)u, we obtain a positive solution u 
of (5.1)-(5.3) which is not spherically symmetric for the range 
(n + 2)/(n - 2) -6 <s < (n + 2)/(n - 2) if n > 3 or s >pO - 1 for n = 2. 1 
We now turn to the proof of Proposition 5.1. The cases n z 3 and n = 2 
will be treated separately. We require for each of these cases a few lemmata. 
We recall that we denote q = 2n/(n - 2) when n > 3. 
LEMMA 5.1. Asume that n B 3. For any CI, 0 < c1< 271, 
(5.11) 
where we let 
Proof. To start with we recall that the ratio J4,Q is dilation invariant. 
That is, if u E H’(F), let 
w(x) = pu(x, + 1(x-x())); 
then, for any 1, p > 0 and any x0 E R”, J,,~.(w) = J, &u). 
We assume that coordinates are chosen so that ’ 
C(7c, R) = (x = (x1, . ..) x,) E R”, 0 < 1x1 <R, x, > O}. 
If UE V, (= V(C(rc, R))), then setting u(x) = 0 for x E R; = {XE R”, 
x, > 0}, (xl > R, we extend u into a function UE H’(R”,). Hence, 
Zq(n) 2 yq. 1. 
On the other hand, by density of CF( KY’+) (the C” functions having 
compact support in the closed half space @) the dilation invariance of the 
ratio Z, clearly implies Z&K) = I,( R; ). 
Now, let tx be an arbitrary angle, 0 <u < 27r. Let us fix a point x,, E Z, 
such that 0 < lx01 <R and such that for small E > 0 the ball of radius E 
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FIGURE 6 
about x,,, B,(x,), intersects the sector ,E(a, R) exactly along a half ball 
which we denote B,+ (x,,) (see Fig. 6). 
Now, by the dilation invariance of Z,, let u E V(C(n, R)) be an arbitrary 
function. If we set U’(X) = u( (R/ E x we obtain a function uE E V(C(rr, 8)). ) ) 
Furthermore, if we think of uE as extended by 0 in IF!; \JY(n, E) we have 
J q,z(n,duE) = Jq,.qn,du7 = Jq,~(n,,&4. 
Clearly, this invariance shows that Zq(C(~, E)) = Z,(C(n, R)). 
Next, if we let T be the rotation such that x-+x,,+ T(x) transforms 
Z(R, E) into B,+ (x0), and W(X) = u( T-‘(x - x,,)), then for any u E I’(,?Jrr, E)), 
w belongs to V(C(ol, R)) when we extend w by setting w(x) =O for 
x E C(a, R)\ B: (x,,). Since 
J ~,wdw) = Jq,m,du) 
we obtain at once the inequality 
z,wa, R)) <Z&q% 6)) = z&c, = Z&R”, ). I 
Remark 5.1. The infimum Z,(C(a, R)) actually represents the “best con- 
stant” for the Sobolev embedding in the class of functions vanishing on a 
part of the boundary, i.e., Z,,. Various properties in a general setting and 
estimates for this kind of constant have ben derived by Lions et al. [lo]. 
In particular, in [lo] it is shown that 
Z,(a) = Z,*(a) 
while 
if O<a<x and q = 2n/(n - 2) (5.12) 
Z,(a) = Z,(n) <Z,*(a) if nCaC271 and q = 2n/(n - 2). (5.13) 
LEMMA 5.2. We assume here that n > 2. The following equality holds for 
allp such that 2<p<q if n>3 or 2<p when n=2, 
Z,(x) = Z,*(n). 
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Proof Let u E V, be an arbitrary function. We denote B, = { XE R”, 
1x1 CR}. The function v is extended by reflection into a function fi defined 
on B, by setting 
qx,, . ..) x,) = II . ..) 1x,1). 
Clearly, I? E HA( B,) and we have 
JP.BR(fi) = 2’ - 2’vp,n(zl). (5.14) 
Let us set 
Sp(BR) = we”gf),(O) JPdw). (5.15) 
The relation (5.14) which holds for an arbitrary u E V, obviously yields 
21-2’PZ,(~)&S,,(BR). (5.16) 
Now, using the Schwarz symmetrization, it is well known that 
(5.17) 
where d = {WE II;( w is spherically symmetmric}. 
Now, if w E d\(O), then the restriction v of w to C(rr, R) is a function in 
V,* and w = v” so that (5.14) holds. Therefore (w being arbitrary) we see 
that 
S,(BR)>21-2’pl,*(~). (5.18) 
Comparing (5.16) with (5.18) we get ZJrr)bZ,*(n), whence 
for the range of p’s indicated in the lemma. 1 
LEMMA 5.3. We assume that n >2, 2 <p< q, if n > 3 or p> 2 if n = 2. 
For all a E (0, 2x) the following relation holds (R > 0 fixed), 
Proof: Let UE V,*. Thus, u is radial and U(X) = v( [xl) for a function 
v: [0, R] --+ IR. A straightforward computation shows that 
1 ~ VP 
H(v), (5.19) 
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where 
H(u)= jFc& ,uys),2ds).(~oRco,,n-1 ,v(s),pds)-2’p. ( 
Here, o,, is the area of the unit sphere in R”. 
We let X= {uEC’[O, R]; u(R)=01 and p=Inf,Gx,l,, H(u). Thus, we 
obtain 
I* = AT 
P3a ( > 
1--2/p 
271 P 
(5.20) 
for all c1 E (0,2n). The proof of Lemma 5.3 is complete. 1 
Proof of Proposition 5.1. (1) Case n > 3. We are now ready to prove 
Proposition 5.1 for the case n 2 3. Indeed, in this case, let a be an angle 
such that 7c < a < 271. Then, by Lemma 5.3, Z,*(E) > ZT(rc). By Lemmata 5.1 
and 5.2 we know that 
and therefore 
(2) Case n = 2. In order to complete the proof of Proposition 5.1 for 
the case n = 2 we require still another lemma which specifies the depen- 
dence of the constants Z,(U) with respect to R. Therefore we turn back to 
the notation Z,(z(a, R)). 
LEMMA 5.4. For n > 2 and for ail 01 E (0,2x), 2 < p if n = 2 or 2 d p < q if 
n 2 3, the following relation holds, 
Z,(Z(a, R)) = R2--n+2n’pZp(C(cx, 1)). (5.21) 
Proof. Let u E V(C(a, R)). We set v(x) = u(Rx), for every x E C(a, 1). 
Then, u E V(E(a, 1)) and the mapping u + o is one-to-one and onto 
V(z(a, 1)). A straightforward computation yields 
J p,,wc,dv) = R2-“+2”‘PJp,Z~r,R,(u). 
The correspondence u+ u thus readily implies (5.21). 1 
LEMMA 5.5. With the same assumptions as those in Lemma 5.4, we 
furthermore suppose that 71 -c a -c 2~. Then, 
Z,WT R/2)) > Z,(C(a, R)). 
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Proof: The proof exactly follows the argument of Lemma 5.1. It suffices 
to observe that for a certain rotation T and a point x0 conveniently chosen 
(Ix01 = R/2) we have 
xo + T(C(n, R/2)) = ,?-?a, RI 
(compare Fig. 7). 1 
We are now ready to complete the proof of Proposition 5.1 for the case 
n = 2. From Lemmata 5.3 and 5.5 we have 
By Lemma 5.2, Zp*(C(rc, R)) = Zp(z(rc, R)). Then, from Lemma 5.4 we have, 
for the case n=2, 
Hence, when n = 2, we obtain 
lim 4’Vk RI) > CC > 1 
p- 00 Z,(Z(a, R)) ‘x ’ 
Therefore, for p sufficiently large, Z,*(U) > Z,(U). 
The proof of Proposition 5.1 is thereby complete. 1 
Remark 5.2. The difference between the cases n > 3 and n = 2 can be 
understood easily. We are using, when n 2 3, the dilation invariant ratio 
J,,,(u). In that case, we also know (Sobolev embedding theorem) that 
V, G Lq(z(cr, R)) and therefore that Z,,, > 0. 
For the case n = 2, however, the dilation invariant ratio would be 
FIGURE 7 
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But since there is no embedding I/, G L,, the inlimum of the above ratio 
is just zero. Nevertheless, the ratio Jp,1x is asymptotically (when p --) co) 
dilation invariant and this is what we have used in the previous proof. 
6. FURTHER REMARKS 
In this section we construct some other counterexamples (geometrically 
different from those of the previous section) which show that suitable 
boundary conditions only (in particular au/&r = 0 on r,) are not sufficient 
to force a positive solution of a semilinear elliptic equation to be constant 
along certain directions. 
As in the previous section, we use here a method of comparison of 
minima of functionals. 
We consider the cylinder D,, = (0, h) x o c R”, n > 2, h > 1, where o is 
the unit ball in R”-‘. Let x=(xl,y), x,ER, PER”-‘, r,=[O,h]x&~, 
where aw is the boundary of o, r1 = w x { 0, h}. 
We consider the problem 
du+uP-‘=o, u>O, inD, 
u=o on r, (6.1) 
au/an=0 on r1 
and introduce the spaces 
V,,={u~H’(D,,);u=0onT,} 
V,* = (U E Vh such that u(xl, y) = u(y); u E HA(o). 
For all p > 1, we consider the functional 
J,(u) = j~* IDul* dx (jDh I4 ’ W2’” 
and set 
Obviously Z,(D,) < Z,*(D,). Moreover, by easy computation, we have 
Z;(h) = j+’ -21P)K, (6.2) 
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Let us denote by B, an n-dimensional ball with radius E>O such that 
B, c D, G D, for all h > 1. Choosing a fixed function cp E C;(B,:) and 
extending it by 0 in Dh\ B, we obtain 
(6.3) 
for all h 2 1. Note that the constant A4 in (6.3) does not depend on h > 1. 
Now take p > 2 as it is always possible by the Sobolev embedding 
theorem. Then, by (6.2), it is possible to find h > 1 such that 
Z,*(h) > A4 for all h > h. (6.4) 
From (6.4) and (6.3) we deduce 
I,(h) <Z,*(h) for all h>h and p>2. (6.5) 
Thus we have obtained a comparison among the infima of the functional 
J,(U) in the spaces Vh and Vz. 
Then, by taking p > 2 such that the embedding V, 4 LP(D,) is compact 
(i.e., ~<2n/(n-2) when n3 3, p< +co when n=2) we can assert that 
Z,(h) is achieved by a positive function u(x) which is a solution of (6.1). 
Because of (6.5) the function V(X) does not belong to V,*. By standard 
regularization theorems it is also possible to prove that u E C2(6,). 
Thus we have proved the following 
PROPOSITION 6.1. Let n > 2. Then there exists h > 1 such that for all 
h>handl<p-l<(n+2)/(n-2),ifn>3or l<p-l-coo ifn=2, there 
exists a solution UE C*(B,,) of (6.1) such that u > 0 in D, and u does not 
belong to Vt . 
Remark 6.1. We do not know whether it is possible to construct a 
counterexample for all h and not only for h > 15. As a matter of fact it seems 
to be an interesting open problem to determine whether for all h one can 
find a counterexample of if there is some critical size h* such that for any 
h <h* and for any C’ function f, the following holds: a positive solution 
UE C2(a,) of du+f(u) =0 in D, together with the boundary conditions 
u = 0 on r,, au/an = 0 on rr is independent of x1. 
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