Identifying the drivers that control the reproductive success of a population is vital to forecasting the consequences of climate change in terms of distribution shift and population dynamics. In the present study, we aimed to improve our understanding of the environmental conditions that allowed the colonization of the Pacific oyster, Crassostrea gigas, in the Bay of Brest since its introduction in the 1960s. We also aimed to evaluate the potential consequences of future climate change on its reproductive success and further expansion.
Identifying the drivers that control the reproductive success of a population is vital to forecasting the consequences of climate change in terms of distribution shift and population dynamics. In the present study, we aimed to improve our understanding of the environmental conditions that allowed the colonization of the Pacific oyster, Crassostrea gigas, in the Bay of Brest since its introduction in the 1960s. We also aimed to evaluate the potential consequences of future climate change on its reproductive success and further expansion.
Three reproductive traits were defined to study the success of the reproduction: the spawning occurrence, synchronicity among individuals and individual fecundity. We simulated these traits by applying an individualbased modeling approach using a Dynamic Energy Budget (DEB) model. First, the model was calibrated for C. gigas in the Bay of Brest using a 6-year monitoring dataset (2009) (2010) (2011) (2012) (2013) (2014) . Second, we reconstructed past temperature conditions since 1960 in order to run the model backwards (hindcasting analysis) and identified the emergence of conditions that favored increasing reproductive success. Third, we explored the regional consequences of two contrasting IPCC climate scenarios (RCP2.6 and RCP8.5) on the reproductive success of this species in the bay for the 2100 horizon (forecasting analysis). In both analyses, since phytoplankton concentration variations were, at that point, unknown in the past and unpredicted in the future, we made an initial assumption that our six years of observed phytoplankton concentrations were informative enough to represent "past and future possibilities" of phytoplankton dynamics in the Bay of Brest. Therefore, temperature is the variable that we modified under each forecasting and hindcasting runs.
The hindcasting simulations showed that the spawning events increased after 1995, which agrees with the observations made on C. gigas colonization. The forecasting simulations showed that under the warmer scenario (RCP8.5), reproductive success would be enhanced through two complementary mechanisms: more regular spawning each year and potentially precocious spawning resulting in a larval phase synchronized with the most favorable summer period. Our results evidenced that the spawning dates and synchronicity between individuals mainly relied on phytoplankton seasonal dynamics, and not on temperature as expected. Future research focused on phytoplankton dynamics under different climate change scenarios would greatly improve our ability to anticipate the reproductive success and population dynamics of this species and other similar invertebrates.
Introduction
In the mid-1960s, the Pacific oyster Crassostrea gigas was introduced from Japan to several European locations for shellfish aquaculture. Since the early 2000s, a massive spread of this species has been observed (Dutertre et al., 2010) , with the expansion of its biogeographic distribution along the northwestern European coasts surpassing the initial introduction area giving the species an invasive status in several coastal ecosystems (Thomas et al., 2016) . Today, numerous wild oyster populations can be found along most of Europe's coastlines, from the northern Mediterranean Sea to southern Norway (Miossec et al., 2009) , in some cases forming massive and remarkable biogenic reefs (especially along French Atlantic coasts). In Europe, the Bay of Brest (Brittany, western France) is currently the northernmost European site where oyster spat collection is cost-effective for oyster farmers. The most recent evaluation of C. gigas adult wild stocks in the bay revealed around 10,000 tons of oysters in 2005 (Lejart, 2009 ), although they were insignificant in the 1980s. The increase of seawater temperature in many shallow embayments of the Bay of Brest since the 1990s is assumed to allow more successful oyster reproduction, with higher fecundity, more frequent spawning, faster larval development and thus higher recruitment rates (e.g. Thomas et al., 2016) .
As a general rule, the reproductive cycle of bivalves involves several key steps: growth and ripening of gametes (gametogenesis and fecundity), gamete release or spawning (partial or total at the individual scale, synchronous or asynchronous between individuals and/or subpopulations), resting stage or regression period (in the case of no spawning) and then subsequent gonad redevelopment (Gosling, 2003) . In temperate waters, where both temperature and food availability follow a seasonal cycle, oyster reproduction is also highly seasonal. Although gametogenesis can often continue for months, the spawning process is, in comparison, a very brief event, in the range of few days for C. gigas, (e.g. Bernard et al., 2016) . This fleeting short duration event is a key step for reproduction and subsequent recruitment success, but perfect synchrony is not always achieved. Firstly, gamete release can be hindered by unfavorable environmental thermic or trophic triggers. In such cases, oysters do not spawn but instead, once ripeness is reached, the gametes start a degeneration process called resorption (see description of this process in Steele and Mulcahy, 1999) . Secondly, spawning can be partial for some individuals and asynchronous between individuals, in which case subsequent larval abundance remains low. Generally, spawning is total and synchronous, ensuring the efficient meeting of gametes between all individuals and maximizing the number of larvae and the subsequent recruitment (Gosling, 2003) . In France, C. gigas gametogenesis occurs over the spring months and accelerates in June. Spawning events then occur between July and September, as soon as the seawater temperature exceeds 18-19°C. In fact, for this species, it is commonly admitted that temperature has a dual effect. It drives the gametogenesis rate, with a cumulative effect (the "day-degrees" hypothesis, Mann, 1979) and acts as a threshold (instantaneous effect) to trigger spawning (Pouvreau et al., 2006; Castaños et al., 2009; Bernard et al., 2016) . In addition, the overall condition index of oysters, especially the number of gametes produced (fecundity), depends directly on food availability (Chávez-Villalba et al., 2002; Enriquez-Diaz et al., 2009) . Consequently, water temperature and phytoplankton concentration are assumed to be the main environmental factors that drive oyster reproductive processes in temperate waters.
The timing of life-history events, such as onset of gametogenesis, spawning and larval metamorphosis, are crucial, as they represent key steps in the population dynamics (Walther et al., 2002) . The occurrence of these periodic biological events (i.e. phenology) has been investigated in several ecosystems and for many species. The majority of these studies highlighted that global climate change has profound impacts on species phenology (Parmesan, 2007) . For example, based on a multi-decennial biological study of Macoma balthica in the Wadden Sea, Beukema et al. (2009) showed that global warming leads to a decrease in the reproductive effort of M. balthica and an earlier spawning date. Similar exercises were provided for other species: effect of salinity dynamics on spatfall abundance in Crassostrea virginica on the coasts of Louisiana (Soniat et al., 2006) and Maryland (Kimmel and Newell, 2007) in the USA, positive correlation between phytoplankton abundance and mussel recruitment in Mytilus spp. on the Oregon coast in the USA (Menge et al., 2009) or effect of seawater temperature on the reproduction process in Pecten maximus in Ireland (Shephard et al., 2009) , Crepidula fornicata in France (Valdizan et al., 2011) , and Cerastoderma edule in Ireland (Morgan et al., 2013) . However, these time series are often limited in their spatial and temporal resolutions and additional modeling tools are thus needed to properly analyze climate effects, describe multi-stressor interactions, and define realistic future scenarios. Since the beginning of the 1990s, several ecophysiological models have been developed in this way (Beiras et al., 1994; Navarro and Thompson, 1996; Barillé et al., 1997) . Recently, much interest has been focused on a mechanistic model based on the Dynamic Energy Budget (DEB) theory developed by Kooijman (2010) . This generic modeling framework simulates bioenergetic fluxes within a living organism according to the variability of its environment through a set of equations and parameters. The advantage of this model is the possibility it offers to work at the individual level and to couple the life cycle with environmental forcing. This kind of model typically facilitates the study of biological traits in the entire life cycle of an organism and helps to better understand the population dynamics level, although the scaling up from the individual to the population level remains a challenging issue. Within the past ten years, several DEB models have been successfully developed for key bivalves, especially for Crassostrea gigas (e.g. Pouvreau et al., 2006; Bernard et al., 2011) , Mytilus edulis (e.g. Rosland et al., 2009; Filgueira et al., 2011; Thomas et al., 2011) , Pecten maximus (Lavaud et al., 2014) , and Crassostrea virginica (Filgueira et al., 2014) . More recently, DEB models shown that they are powerful tools to predict the impact of climate change on life traits in species (Thomas et al., 2016; Montalto et al., 2015) In this context, the specific objective of this study was to examine how the reproductive ecology of C. gigas might be affected by climatedriven changes in temperature according to six food dynamics in the Bay of Brest. To achieve this, we chose a challenging approach involving hindcast and forecast simulations of Pacific oyster reproduction from 1960 to 2100. Using a rich biological and environmental dataset resulting from 6 years (2009) (2010) (2011) (2012) (2013) (2014) of field monitoring in the Bay of Brest (seawater temperature and phytoplankton), and the Dynamic Energy Budget (DEB) model (Bernard et al., 2011) , we first explored the current variability of the oyster reproductive pattern (fecundity, spawning dates, and spawning synchronicity). Second, we ran the model backwards in order to reconstruct historical spawning dates and fecundity since 1960 (hindcasting approach), and to reveal tendencies or shifts in the phenology of reproduction of this species since its introduction until the present day. Finally, we simulated the potential evolution of the reproductive patterns of C. gigas in the Bay of Brest over the next 100 years (forecasting approach) using results from climate models for two extreme IPCC (Intergovernmental Panel on Climate Change) regional climate projections: RCP2.6, the "drastic decrease of CO 2 emissions" scenario and RCP8.5 the "business as usual" scenario.
Material & Methods

Study site
The Bay of Brest (western Brittany, France) is a semi-enclosed marine system (Fig. 1 ). This shallow bay spans an area of nearly 180 km 2 , with a mean depth of 8 m. It has a maximal tidal range of 8 m during spring tides. Approximately half of the total area has a depth < 5 m, offering many large and shallow embayments (mud to coarse gravel and maerl benthic beds) that are very favorable for bivalve life cycle. The intertidal and catchment areas of the rivers and streams flowing into the bay derive from the Elorn river (watershed of 402 km 2 ) in the north, and the Aulne river (watershed of 1842 km 2 ) in the south. The bay is connected to the Atlantic Ocean (Iroise Sea) by a small strait (1.8 km wide, 50 m deep). Strong tidal currents (5 knots in the strait and 2.5 knots inside the bay) allow water renewal, preventing eutrophication and stratification.
Shellfish aquaculture and marine fisheries generate important economic activities within the bay, with approximately 40 fishing boats (dredge fishing) and 13 shellfish producers (382 ha of concessions). Many filter-feeding species are exploited, including the flat native oyster (Ostrea edulis), the introduced Pacific oyster (Crassostrea gigas), the great scallop (Pecten maximus), the variegated scallop (Mimachlamys varia), the native mussel (Mytilus edulis), the warty venus (Venus verrucosa), the native and introduced clams (Rudipates decussatus and philippinarum), and the cockle (Cerastoderma edule).
The Pacific oyster, introduced in the mid-1960s, is currently the most important exploited bivalve species, in term of resident biomass, inhabiting the bay. Approximately 500 tons are produced every year, but the wild population, forming massive biogenic reefs in many estuarine areas located in the eastern part of the bay, was estimated to be 10,000 tons in 2005 (Lejart, 2009) . Local densities within the reefs can reach > 1000 individuals/m 2 and the total colonized surface was estimated to be 300 ha, with a mean oyster density of 84 individuals/m 2 (Lejart, 2009) .
Within the Bay of Brest ( Fig. 1 ), our monitoring station was located in the vicinity of the wild oyster reefs in Daoulas Bay at the Pointe du Chateau site (48°20′03″N, 04°19′14.5″W) (see Petton et al., 2016) . This monitoring station is part of a French national monitoring network on oysters (RESCO and VELYGER monitoring programs, https://wwz. ifremer.fr/velyger/Acces-aux-Donnees/Rade-de-Brest), which was implemented after the high mortality events that occurred all along the French coast in 2008 (e.g. Pouvreau et al., 2016) .
Oyster-DEB model
The oyster-DEB model was derived from the standard DEB model described by Kooijman (2010) and was first applied to C. gigas by Pouvreau et al. (2006) . Model equations and parameter values (Appendix A; Tables A.1, A.2 and A.3) were mostly taken from the model of Bernard et al. (2011) , which described the processes of energy allocation to gametogenesis and resorption in starvation conditions (Appendix A; Fig. A ). This version of the model was also used and re-described by Thomas et al. (2016) . To account for inter-individual variability, we followed the modeling strategy of Thomas et al. (2016) , simulating 30 individuals with different initial conditions. The model was initialized with observed oyster individual shell length (L) and dry flesh mass (DFM), following the equations described in Table A3 . The 30 simulated individual growth trajectories were then pooled to calculate average growth patterns and standard deviations.
Spawning is triggered when two thresholds are reached: a seawater temperature threshold (T S ) set to 18.7°C and a gonado-somatic index threshold (GSI) of 47.2%, where GSI is defined as a mass ratio between the gonadic and total DFM (Pouvreau et al., 2006) . To assess fecundity, individual oocyte production was estimated from the cumulated energy allocated to the gamete buffer with the cost of production of a single oocyte set to 9.3 × 10 −4 J. The gonad buffer is entirely emptied when spawning occurs (no partial spawning). Since 30 individual trajectories are simulated from real length and DFM observation, conditions leading to potential spawning asynchrony between individuals could be studied. When the conditions for spawning are not met (T S and GSI remain below the thresholds), the energy stored in the gonad buffer is used for maintenance during low food conditions, as previously specified by Thomas et al. (2016) and Bernard et al. (2011) and described in Steele and Mulcahy (1999) .
Since the Pacific oyster is an intertidal species, an immersion time factor, t im , representing the daily immersion time ratio, was applied to the ingestion function to take into account the influence of tidal emersion on oyster growth (Table A. 3; Thomas et al., 2016) . In this study, the value of t im was estimated from high frequency measurements (every 15 min) during one day. During emersion, seawater temperature was used as a proxy for body temperature. Obviously, this constitutes a first approximation, since it has been demonstrated that extreme temperature variation during aerial exposure may affect oyster metabolism and survival (Seaman, 1991) . However, we considered that aerial exposure in temperate environments encountered in the Bay of Brest would have limited effect, as demonstrated by Thomas et al. (2016) .
Environmental forcing variables
Two forcing variables are taken into account in the oyster-DEB model, namely food density and seawater temperature (Fig. 2 ). Both types of data were monitored from 2009 to 2014 in the eastern part of the Bay of Brest at the Pointe du Chateau station (48°20′03″N, 04°19′14.5″W) ( Fig. 1 , see Petton et al., 2016) . Daily Sea Surface Temperature (SST) data were obtained continuously by high-frequency recording with sensors (SP2T/STPS); phytoplankton concentrations were obtained through bi-weekly sampling of seawater and phytoplankton determination and counting under a microscope. As recommended by previous authors (Pouvreau et al., 2006; Bernard et al., 2011; Thomas et al., 2016) , the total phytoplankton concentration (i.e. cell number per liter) was used here as a proxy for food.
The six years of environmental monitoring provided contrasting forcing conditions. The spawning temperature threshold of 18.7°C (which represents the threshold for spawning in the Pacific oyster) was reached in different moment according to the years: around mid-June in 2009 and 2014 (18 June in 2009 and 21 June in 2014) and around mid-July in 2012 and 2013 (23 July in 2012 and 11 July in 2013). The 6-year dataset also provided several food conditions, especially concerning the onset of the spring blooms (28 March in 2014 against 12 The red star indicates our monitoring station ("Pointe du Chateau"), located in the vicinity of a wild oyster reef. Each year, a set of 300 adult oysters (18 months old) collected naturally as wild spat was installed and monitored at this station from March to December (see RESCO, http://wwz.ifremer.fr/ observatoire_conchylicole). We also monitored environmental parameters (seawater temperature, salinity, and phytoplankton) at the same location. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) June in 2013) and the magnitude of the summer blooms (low in 2011 and high in 2012, 2013 and 2014) .
Particulate Inorganic Matter (PIM expressed in mg/L) is known to play a role in oyster ingestion regulation and was previously used by Thomas et al. (2016) in a highly turbid shellfish ecosystem. We tested this third environmental parameter, but PIM concentrations are low in the Bay of Brest (< 10 mg/L) and no effect was found in our model validation step. Thus, we did not consider PIM concentrations as a relevant forcing variable for the Bay of Brest location.
Oyster data for validation procedure
Oyster growth and reproduction were monitored jointly to the environmental monitoring (Fig. 1) . Each year, a set of 300 adult oysters (18 months old) was monitored from March to December. The method used is detailed on the website of the French national monitoring program on oyster growth and survival (RESCO, http://wwz.ifremer.fr/ observatoire_conchylicole). Individual shell length (L) and dry flesh mass (DFM) were measured on a subset of 30 individuals, every two weeks from spring to autumn and every month in the winter for the duration of the study (from 2009 to 2014). From the regular monitoring of DFM over time, we were able to characterize four traits of the reproductive cycle: the period of gametogenesis (increase in DFM), onset of spawning (drop in DFM; within an interval of 15 days), fecundity (DFM difference before and after spawning) and autumnal regression (decrease in DFM).
Model calibration
As each study site has its own environmental properties (especially taxonomic phytoplankton composition and subsequent food value, but also spawning triggers potentially linked to low level regional adaptation), some parameters were calibrated for the Bay of Brest by minimizing a sum of squares deviation between the predictions and the data, namely X k , the half saturation coefficient, which controls the oyster energy uptake, κ X , the assimilation efficiency, and the two spawning triggers, GSI and T S . The assimilation efficiency was defined as an affine function of phytoplankton concentration of the type ax + b with a = −1.8 × 10 −7 and b = 0.80. The b-value corresponds to the maximum value that κ X can reach (e.g. Barillé et al., 1997; Robert et al., 2006) and the x-value is the phytoplankton concentration.
Hindcasting approach (1960 to 2014)
The model was first used to backwards simulate yearly growth and reproductive traits of Pacific oysters since their introduction in 1960, with the aim of detecting the emerging conditions that permitted a better reproductive success in the Bay of Brest. To take into account enough inter-individual variability, the model simulated 180 individual trajectories each year. Each individual differs in terms of initial condition values (E, E R , and V; Table A .2). This "test sample" was created by pooling all the individuals initially sampled during our 6-year monitoring program (n = 6 × 30 = 180 individuals).
Since SST data were not available for the whole period, daily water temperature in the Bay of Brest was calculated between January 1960 and December 2014 by using daily recordings of the air temperature and a logistical regression obtained by the SSlogis function implemented in the R software (Appendix B ; Fig. B .1). Clearly, using air temperature instead of direct seawater temperature is not ideal, but Pacific oysters in the Bay of Brest always live in shallow embayments where air temperature and water temperature are relatively well correlated (see correlations obtained over the 6 years of monitoring).
For the hindcasting analyses, we also paid particular attention to the periods before and after 1995, since climatologists identified a first temperature shift (in the western English Channel) due to climate change in this year (L' Hévéder et al., 2017) .
As phytoplankton concentrations (food source) were also not available over this long historical period, we used our 6-year monitoring as six potential phytoplankton scenarios (i.e. scenarios A to F correspond to the phytoplankton concentrations and variations observed from 2009 to 2014 respectively, Table 1 ). Briefly, the six years were defined by the onset of the spring bloom (from early to late) and the level of the summer bloom (from low to high). Therefore, six hindcasting analyses were performed from 1960 to 2014 and reproductive success was analyzed under these six potential phytoplankton scenarios.
Forecasting approach (2040 to 2100)
Projections of oyster reproduction patterns were made for the 2040-2100 period. The same pool of 180 individuals used for the hindcasting approach and the same six scenarios of phytoplankton concentration were used. Monthly atmospheric temperatures (T Atm ) were obtained from regional climatic models, following two IPCC Representative Concentration Pathways (RCP): RCP8.5 and RCP2.6. The RCPs are the latest generation of scenarios that provide inputs to climate models and there are four reference scenarios of changes in Fig. 2 . Environmental forcing used for the DEB model simulations, from 2009 to 2014 in the Bay of Brest: phytoplankton concentration (green) and seawater surface temperature (SST, pale blue line). Grey areas indicate temporal windows where SST is higher than 18.7°C, the spawning threshold. The date above the graph indicates the first time SST reaches this threshold in a given year. The date below the graph indicates the first significant bloom apparition (> 1 million cells/l). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) Table 1 Identification and characteristics of the six phytoplankton scenarios. The date of the first bloom is defined when a peak of 1,000,000 cells/L is reached. The onset of the main spring bloom is classified into three categories: Early, Normal, and Late, when the first bloom is observed in March, April, and May/June, respectively. Summer blooms are also classified into three categories according to their concentrations and occurrences. radiative forcing for the 2006-2300 period (Appendix C; Fig. C.1 ). RCPs are temporally and spatially explicit (resolution of approximately 60 km) and provide a quantitative description of concentrations of climate change pollutants and their radiative forcing in the atmosphere (Moss et al., 2010) . In this study, we used the two extreme scenarios: RCP8.5 and RCP2.6. A Taylor diagram (see next section) was devised to choose the most suitable model (the CNRM-CM5 model) for our study site among the 14 existing climatic models for each RCP scenario (Fig.  C.2) . For each scenario, monthly SST was calculated from the monthly T Atm using linear regression (see Appendix B; Fig. B.2) .
Statistical analysis
Simulations and observed data were compared using a Taylor diagram. This diagram provides a statistical summary of the agreement between a reference (field data) and modeling results (Taylor, 2001) . Three statistical measures are associated with the Taylor diagram: rootmean-square (RMS) difference, normalized standard deviation and Pearson correlation. To compare temperature patterns of climatic scenarios (past, present, and future), we distinguished annual SST and summer SST, since reproductive success is partly dependent on summer seawater temperature. For the historical reconstruction, an analysis of variance (ANOVA) was used to test the null hypothesis of no difference in annual SST or summer SST according to a time factor (before and after ocean warming in 1995). An analysis of variance (ANOVA) with Welch correction was used to test the null hypothesis of no difference in spawning date according to the six phytoplankton profiles for the three temperature conditions over each annual time series (past, and RCP2.6 and RCP8.5 scenarios). Finally, linear regression and Pearson correlation were used to test the trends in reconstructed and predicted life history traits, as well as their relationships with environmental forcing (Appendix D). All statistical analyses were performed using R 3.2.2 software (R Core Team, 2018).
Results
Model validation
Throughout the six simulated years, there was a good fit between observations and simulations in oyster growth, with a mean correlation coefficient up to 0.9 and a normalized standard deviation close to 1 (Fig. 3) .
Each year, from March to August, the simulated DFM rose steadily due partly to the increase in gonad weight during active gametogenesis. The highest DFM value was reached prior to spawning (Fig. 4) . The simulated spawning date agreed with observations over the entire 6year period. After spawning (all years except 2013), the slow decrease in weight observed during the autumnal period was accurately reproduced by the model. For the year without spawning (year 2013, see above), the model satisfactorily captured the gonad resorption processes (slow decrease in gonad weight). In comparison to the observed data, the maximum DFM value simulated were similar in 2011, 2012, and 2013. There was a slight overestimation for years 2010 and 2014 and a slight underestimation for 2009 ( Fig. 4) .
Concerning spawning behavior, the observed DFM data (sharp decrease in DFM) showed that spawning took place in July in 2009 and 2011, in August in 2010 and 2012 and in early September in 2014, whereas there was no spawning at all in 2013. The model also succeeded in capturing this type of precise phenomenon. In addition, simulations obtained from individual trajectories (n = 30) highlighted three potential types of spawning events (Fig. 4) :
-Synchronous and massive events (notation: S), where all individuals spawn at the same time within an interval of a few days: early in the season (mid-July in 2009) or late in the season (end of August in 2010 and 2012).
-Multiple spawning events (notation: MS), showing some individuals that spawn at different times within the season. This is the case in 2014, where two periods of spawning events can be observed in the simulation curves: 28 individuals spawn once on 1 September whereas the other two individuals spawn twice, first on 3 July and then on 1 October. -Lack of spawning or "no-spawning" events (2013, notation: NO),
showing an absence of DFM loss followed by a slow decrease during autumnal regression.
Concerning the fecundity, which was represented by oocyte production at spawning time, the simulation trends mainly coincided with the observed data ( Fig. 4) .
3.2.
Model application: evolution in the reproductive strategy of C. gigas from 1960 to 2100
Environmental conditions from 1960 to 2100
In the hindcasting analyses (1960 to 2014), the reconstructed mean annual SST (1960-2014) showed a significant increase over the last 50 years (Fig. 5 , linear regression: r 2 = 0.36, P < .001 and slope = 0.02°C year −1 ) as the reconstructed mean summer SST for the same period (Fig. 5 , linear regression: r 2 = 0.15, P < .005 and slope = 0.02°C year −1 ). More specifically, the mean annual SST and summer SST were significantly higher during the period 1995-2014 ( Fig. 5 , ANOVA: d.f. = 1, P < .001).
In the forecasting analyses, the projected mean annual and summer seawater temperature showed little or no increase over the next 100 years under RCP2.6 ( Fig. 5 , Annual SST: linear regression: r 2 = 0.05, P < .001 and slope = 0.00614°C year −1 ; Summer SST: linear regression: r 2 = 0.04, P = n.s. and slope = −0.01°C year −1 ), whereas a large increase was predicted for the next 100 years under RCP8.5 (Fig. 5 , Annual: linear regression: r 2 = 0.74, P < .001 and slope = 0.04°C year −1 ; Summer: linear regression: r 2 = 0.41, P < .001 and slope = 0.04°C year −1 ). Note that differences between 
Simulated phenological changes
Concerning the hindcasting approach (from 1960 to 2014, Fig. 6a ), the mean spawning date ranged from 12 August (phytoplankton-scenario A) to 19 September (phytoplankton-scenario F). For the forecasting approach (from 2040 to 2100), under the RCP2.6 scenario ( Fig. 6b) , which is considered the lowest emissions scenario, the mean spawning date varied from 4 August (phytoplankton-scenario A) to 6 September (phytoplankton-scenario F), which was very similar to the hindcasting results (Fig. 6a) . Under the RCP8.5 scenario (Fig. 6c) , considered as the warmest scenario, the mean spawning date varied from 1 August (phytoplankton-scenario A) to 10 August (phytoplankton-scenario F), which was earlier than the historical analyses and the RCP2.6 scenario. Phenological changes were simulated in the past and RCP8.5 climatic scenarios. For half of the phytoplankton scenarios (A, C, and E), an advanced spawning date on the period 1960-2014 was simulated in the range of 0.1-0.25 day y −1 (Fig. 6a ). Concerning the period 2040-2100, an advanced spawning date was simulated in the range of 0.05 to 1.02 day y −1 with RCP8.5 scenario (Fig. 6c) , whatever the phytoplankton scenarios tested. No phenological changes were simulated under the RCP2.6 scenario (Fig. 6b ). Correlations between spawning dates and summer SSTs were found for many scenario configurations (Table D .1). In each case, the correlation highlighted an earlier spawning date with an increase of summer SST.
Last, Fig. 7 illustrates that for both hindcasting and forecasting simulations seasonal phytoplankton profiles had more impact on the spawning date than temperature (Fig. 7) , except for the phytoplankton scenario F where the variability du to climate seems stronger. Globally the variability in the spawning date associated with the bloom (ANOVA: df = 5, P < .001) exceeds the variability associated with climate scenarios (ANOVA: df = 1, P > .001).
Spawning behavior
Another point highlighted by our results concerns the type of spawning (NO, S or MS) according to climatic and phytoplankton scenarios ( Figs. 6 and 8) . From 1960 were more frequent before 1995 for all the phytoplankton scenarios tested. From 1995 to 2014, NO events progressively decreased, and disappeared completely under RCP8.5 after 2070. In contrast, under RCP 2.6, an increase of the NO events is simulated after 2070 and reached a frequency similar to the ones simulated after 1995 in the hindcasting analyses. Only few multiple spawning events (MS) were simulated under the hindcasting analyses with phytoplankton scenarios A and C (Fig. 8) . Most of the events were synchronous (S) under RCP2.6, MS events were rare for all phytoplankton scenarios, whereas they became increasingly frequent under the RCP8.5 scenario at the 2070 horizon, in particular under phytoplankton scenarios D and F. Fig. 9 shows the annual mean fecundity of individuals according to the phytoplankton/climatic scenarios. Significant differences in fecundity existed between phytoplankton scenarios (ANOVA: d.f. = 5, P < .001), with lower values in scenarios A, B, and C and higher values in scenarios D, E, and especially F. No decadal trends were observed either in the past or in RCP2.6 scenarios. Under the RCP8.5 scenario, all phytoplankton profiles except F presented an increase of the fecundity but with very low slope values. A significant correlation was also found between the individual fecundity and the summer SST (except for the phytoplankton scenario F, see Table D .2).
No real change in fecundity
Discussion
This study was the first application of the oyster-DEB model in the Bay of Brest, the northernmost area in France where C. gigas currently forms massive biogenic reefs, some 40 years after its introduction in Europe for aquaculture purposes. Our objective was to identify when environmental conditions became more favorable for the reproductive success of this species (hindcasting approach) and what might be expected concerning its reproduction at the 2100 horizon (forecasting approach). We highlighted three major results: first, the unexpected complex coupling effect of phytoplankton dynamics and temperature cycle on the reproductive process; second, the progressive increase of spawning occurrences over time; and third, the potential phenological change in spawning date, especially under the RCP8.5 "business as usual" scenario.
Calibration of the oyster-DEB model in a new environment
Compared to the Bay of Bourgneuf (Thomas et al., 2016) , where a similar model was applied, the Bay of Brest presents higher phytoplankton concentrations, especially during summer, leading to potential phenotypic plasticity to these local conditions (Dutertre et al., 2016) . In order to apply the model to this new environment, some parameters were re-calibrated: two parameters implicated in feeding processes and two parameters implicated in spawning processes.
For feeding processes, the recalibration concerned the food half saturation coefficient (X k ) and the assimilation efficiency (κ X ). DEB models for filter-feeders commonly use a single value of assimilation independent of the quality/quantity of phytoplankton (e.g. Bernard et al., 2011; Thomas et al., 2016) . However, many laboratory experiments have shown that assimilation efficiency is expected to vary according to phytoplankton ingested by oysters, both in terms of quality and quantity (e.g. Barillé et al., 1997; Robert et al., 2006) . In case of high blooms, keeping κ X constant systematically led to an overestimation of oyster growth in the Bay of Brest. Thus, we introduced a decreasing relationship of assimilation efficiency with phytoplankton concentration. As recently discussed for blue mussels (Picoche et al., 2014) , in situ experiments concerning the dietary regime of oysters would be a real contribution to the improvement of this point in future studies.
Reproducing the spawning traits over the 6 years of monitoring, particularly the spawning dates, was a key step making it possible for us to study C. gigas phenology. Particular attention was therefore paid to the two values that are known to control spawning processes: the temperature threshold T S and the gonado-somatic index (GSI). These two parameters are sufficient to roughly but simply capture all the environmental and endogenous factors that control spawning, as Fig. 8 . Percentage of the spawning strategy simulated in C. gigas according to phytoplankton scenarios (A to F) for the hindcasting and forecasting approaches. (S) Synchronous spawning, all individuals spawn completely and simultaneously, (MS) multiple spawning, individuals spawn at different dates or spawn twice, (NO) no spawning occurred. The historical period was divided into two periods, before and after 1995, following the occurrence of a shift in mean annual temperature, as observed in Fig. 5 . described initially by Sastry (1979) . Considering a temperature threshold as a trigger for spawning is largely accepted for this species (e.g. Bernard et al., 2011; Cardoso et al., 2013) . However, depending on its habitat, but also on the way water temperature is measured (whether or not this is high frequency, in phase with tidal cycle, etc.), values used for T S can vary between 17°C (Castaños et al., 2009 ) and 20°C (Pouvreau et al., 2006) . More recently, Thomas et al. (2016) used a 19°C threshold in their study. In hatcheries, technicians know that freespawning events can occur for C. gigas if the water temperature in the tanks exceeds 18.5°C. To avoid accidental spawning in broodstock conditioning, they carefully maintain water temperature below 18°C. The calibration procedure for the Bay of Brest used in the present study gave a threshold value T S of 18.7°C, which is very close to this empirical hatchery knowledge. Concerning the GSI, values generally vary between 0.40 and 0.60 in Crassostrea gigas according to previous studies (Kang et al., 2003; Cardoso et al., 2007) . In the present study, we also found that spawning date predictions were sensitive to the GSI value, especially since this parameter is calculated as a ratio between two state variables. A single value of 0.47, for the whole 2009-2014 period, allowed the model to accurately capture the observed spawning dates in the Bay of Brest.
Further improvements
As in previous applications of the oyster DEB model (e.g. Bernard et al., 2011; Thomas et al., 2016) , our model correctly mimics growth and reproduction patterns observed in the field in the environment of the Bay of Brest (Fig. 4) . Simulated spawning dates were always within the observed ranges and the model was able to simulate the three categories of spawning observed: synchronous spawning (2009-2012), multiple spawning (2014) or no-spawning events (2013) . Such a spawning strategy was suspected to occur in the field, but has remained difficult to demonstrate easily (see Bernard et al., 2016) . Clearly, many discrepancies remain between the simulations and observations and many of these could probably be explained by the simplifications made during our modeling strategy. For example, we reproduced part of the observed variability by considering 30 simulated individuals each year.
However, except for their initial values (V, E, E R ), the individuals do not differ in terms of DEB parameters. Future work could include the introduction of variability in some key parameters to mimic potential genetic variability within the population (Gangnery et al., 2004) .
Concerning the forecasting approach, using IPCC model outputs is supposedly the best way to obtain more realistic temperature dynamics under different climatic scenarios. However, regarding the phytoplankton scenarios, the method used here needs to be improved in future studies. After having considered several options and testing them, it appeared that using the 6 years of phytoplankton dynamics acquired from 2009 to 2014 as six different phytoplankton scenarios for past and future simulations was the best solution. Nevertheless, satisfactory models of phytoplankton dynamics at the regional scale are also currently being developed (e.g. Lévy et al., 2015; Niu et al., 2015) . Of course, such models are strongly dependent on area characteristics and require accurate physical, biogeochemical, and biological data. Such models are not yet available for the Bay of Brest, but coupling our approach to these models will be a promising direction for further work.
Larger and earlier spawning in the future
Temperature is known to be a major driving factor for gametogenesis. It not only acts as a trigger for spawning but also as a "cumulative" function that controls gametogenesis (Sastry, 1979; Barber and Blake, 1991) . This mechanism is taken into account in the oyster-DEB model as temperature controls all metabolic rates following the Arrhenius function. Here, for all phytoplankton scenarios tested, we have shown that the recent increase of seawater temperature promoted spawning events after 1995. Establishment of oysters in the Bay of Brest was temperature-limited prior to 1995, as has been demonstrated in other areas on the French Atlantic coast (Dutertre et al., 2010; Thomas et al., 2016) . It also appeared from our forecasting approach that this phenomenon would be enhanced in the future under the RCP8.5 scenario, for which no-spawning events would completely disappear after 2070. Conversely, under the RCP2.6 scenario, their frequency would be maintained, or even increased, after 2070. Indeed, the RCP2.6 scenario Fig. 9 . Fecundity of C. gigas simulated according to environmental scenarios. Grey dots: hindcasting results from 1960 to 2014, white and black dots: forecasting results from 2040 to 2100 under RCP2.6 and RCP8.5 scenarios, respectively. Results are given for the six phytoplankton profiles (A to F). The slope of the linear regression of fecundity over the entire period is given in each graph with its significance level (n.s. not significant, *P < .05, **P < .01, ***P < .001).
would lead to a progressive return to "normal temperature values" and spawning behavior obtained under this scenario after 2070 would be similar to that observed in the hindcasting analyses before 1995.
If the occurrence of spawning is guaranteed under warmer conditions, onset of spawning would also be affected. Over the 140-year period tested here (using RCP8.5), the spawning phenology of C. gigas would be significantly earlier under five of the six phytoplankton scenarios (A = −0.07 day y −1 , B = −0.05 day y −1 , C = −0.07 day y −1 , D = −0.34 day y −1 , and F = −1.00 day y −1 ; Table D.1.1). This modeling result is in agreement with the existing literature. Studies on the reproductive phenology of terrestrial and aquatic species have often concluded that reproduction processes are advanced by rising temperatures (Parmesan and Yohe, 2003) . Although there have been less studies focused specifically on marine invertebrates, they have led to the same conclusion. Martin and Planque (2006) showed for instance, in the English Channel, that the date of the first observation of zoeae was negatively correlated with increasing sea temperature. In a more southern location, the Bay of Bourgneuf, Thomas et al. (2016) showed that the spawning date of C. gigas was advanced by 4 day y −1 after the 1990s. Similarly, in the Wadden Sea, Philippart et al. (2003) demonstrated that the spawning date of the bivalve Macoma baltica was earlier, with an average advancement of 0.44 day y −1 since 1970 and a phenological advancement of 0.99 day y −1 since 1985.
A question of timing: unexpected interactions between food and temperature
Although food availability and temperature have been well studied and are both known to regulate reproduction in marine invertebrates (e.g. Olive, 1992 Olive, , 1995 Reitzel et al., 2004) , relatively little is understood about the temporal coupling effects of food variability and temperature seasonal cycle. It is assumed that a temperature threshold is the input signal for the spawning window and that phytoplankton is the driver that first impacts the growth of an individual and then allows (or not) the allocation of sufficient energy for the reproduction buffer. Starr et al. (1990) concluded that a major advantage of phytoplankton as a spawning cue is that it integrates various environmental parameters indicating favorable conditions for larval success. The influence of seasonal phytoplankton blooms on oyster reproduction is described in many studies (e.g. Mori, 1979; Deslous-Paoli, 1982; Ruiz et al., 1992; Kang et al., 2000; Enriquez-Diaz et al., 2009) , but not in terms of phasing with the seasonal temperature cycle. Such coupling effects were studied in more detail with a DEB approach by Bernard et al., 2011 and Thomas et al., 2016. Our study gives further insights into this complex coupling/phasing effect. To summarize the results obtained here, Table 2 provides an overview of all the hindcasting and forecasting simulations. According to the year, phytoplankton dynamics can be synchronized with the temperature annual cycle (cases of "Normal blooms", scenarios A, B, C) or more desynchronized in the case of early blooms (scenario F) or late blooms (scenarios E, D). Such phasing/dephasing will control, to a certain extent, the type and the onset of spawning, ranging from the absence of spawning (NO) to potentially two spawning events during the summer (MS). This summary table also shows the trends according to climatic scenarios.
Modeling approaches of the primary production within the Bay of Brest (but also long-term mesocosms experiments) are now required to further study this question. The nature, onset, and amplitude of phytoplankton blooms are modified by global warming (e.g. Edwards and Richardson, 2004) . For example, in the western Scheldt Estuary, an earlier bloom onset was reported with increasing temperature over the last 30 years (Kromkamp and Van Engeland, 2009 ). Mesocosms experiments also showed that the degree of response varies among taxonomic groups. For instance, spring blooms of diatoms, which are a principal food source for oysters, are assumed to remain relatively fixed in time as they are dependent on light intensity, which is generally presumed as invariant with global warming (Sommer et al., 1986; Edwards and Richardson, 2004) . Nevertheless, cloud cover is expected to increase with climate change (known as "global dimming"; Stanhill and Cohen, 2001; Liepert, 2002; Roderick and Farquhar, 2002) . This "global dimming" could alter the timing and magnitude of phytoplankton blooms Winder et al., 2012) , leading to potential mismatches. Temperature elevation has also been shown to have a strong negative influence on cell size and peak biomass of phytoplankton Winder et al., 2012) . These studies, along with others (e.g. Morán et al., 2010; Hoegh Guldberg and Bruno, 2010) , predict a gradual shift towards smaller primary producers and reduced productivity in a warmer ocean. Clearly, there is a number of mechanisms associated with climate change that may have an effect on the timing, quality, and magnitude of phytoplankton blooms and that may have direct consequences for the reproductive success of filter feeders. In the Bay of Brest, there was some evidence that the timing of phytoplankton blooming or phytoplankton peaks has already been modified and/or shifted (e.g. Cloern, 2001) . However, these trends were not included, at the moment, in our phytoplankton scenarios. Such modifications should be taken into account in future studies.
Conclusion
Understanding the responses of species to climate change is one of the most pressing issues biologists face today. Here, by using a modeling tool (DEB model) coupled to IPCC scenarios, our study provides new insights into the reproductive responses of a common and widespread marine invertebrate, the Pacific oyster, with respect to global warming. We have demonstrated that the increase in seawater temperature has allowed more spawning events in the Bay of Brest since 1995 and that this phenomenon would be further enhanced in a warmer world (RCP8.5 scenario), in association with a progressively earlier onset of spawning. However, seawater temperature was not the only driving factor for changes in terms of spawning phenology. The potential variability in the seasonal pattern of phytoplankton blooms also played a predominant role. The phasing of phytoplankton seasonal blooms with the temperature seasonal cycle should lead to significant modifications in the reproductive pattern (no-spawning versus multiple spawning events), which may be decisive for the subsequent recruitment dynamics. Therefore, our results show that predicting temperature conditions in the future (IPCC scenarios) would not be sufficient to accurately predict the reproductive success of filter-feeding species. Further research focused on phytoplankton dynamics under different climate change scenarios is now required in the Bay of Brest, a Table 2 Overview and summary of all results obtained through hindcasting and forecasting simulations concerning the spawning occurrence according to environmental conditions of phytoplankton (described in Table 1 ) and summer temperature (Cold: < 13°C; Normal: < 14°C; Hot: > 14°C). Different phasing between phytoplankton seasonal blooms and temperature values (especially in early summer) gave different responses in terms of spawning events: no occurrence of spawning (NO), synchronous spawning (S, late to precocious), and multiple spawning events (MS). remarkable phytoplankton-rich environment at the northern limit of C. gigas populations in France.
