River bank retreat around two meander bends in South Wales was monitored over a two-year period with dense grid-networks of erosion pins. Results show that strong seasonality in river bank erosion occurs, with almost all retreat taking place in the winter months of December, January and February. Catchment instrumentation and field observations allowed this seasonal pattern to be interpreted with respect to a range of geomorphological, hydrological and meteorological processes or indices. Frost action emerges as the strongest control of average and maximum bank erosion at the upstream sites. Intense cryergic disturbance of the bank surface often takes place in winter and prepares a layer of material for ready removal during subsequent stage rises. Minimal fluvial erosion occurs on unprepared banks. Detailed regression analyses provide the first statistical demonstration in a bank erosion study of the dominance of frost-related variables over other factors. Moreover, multiple regression equations developed for the first half of the study period successfully predicted bank erosion rates in the second half, and vice-versa. Although fluvial or hydrological factors seem to control the area of bank eroded, the indication here that the amount or intensity of erosion is largely determined by previous cryergic activity suggests that these processes may warrant closer scrutiny in future investigations.
INTRODUCTION
River bank erosion has recently attracted considerable attention from geomorphologists, hydrologists and engineers for a number of reasons. The meandering tendency of rivers has yet to be fully explained, but selective bank erosion is clearly a fundamental component process. Over longer time-scales, lateral stream migration can significantly influence floodplain development (Lewin, 1978; Schumm and Lichty, 1963; Wolman and Leopold, 1957) and, if impingement on the valley side occurs, lateral erosion can cause slope instability. Moreover, a significant (and often the dominant) source of sediment output from a catchment may be produced by erosion of stream banks and bluffs. Bank retreat may also cause environmental problems by undermining roads and buildings, destroying valuable agricultural land and, if rivers marking local or national boundaries shift their course, legal or diplomatic disputes may result.
Previous work has tended to adopt one of three approaches. First, long-term channel movement has been studied by superimposing early maps and aerial photographs taken at different dates, usually over the last 150 years (e.g. Lewin and Hughes, 1976 ). This type of investigation has added usefully to an understanding of river behaviour over the recent historical period, but it has often proved difficult to explain the channel movements that are observed. Second, engineering stability analyses of sections of river bank subject to periodic failure have been attempted (e.g. Thomson, 1970; Thome and Tovey, 1981) . These have tended to focus on larger river systems and have thrown light on failure mechanisms, although actual rates of erosion (and seasonal variations) are rarely reported. The third approach to emerge recently has been the monitoring over time of rates, patterns and, to a lesser extent, processes of river bank erosion in the field. If a spatial perspective is adopted (e.g. Dickinson and Scott, 1979) , then bank retreat is monitored (often over a single measurement interval) at a number of sites: controlling processes are then inferred by attempting to relate differences in amounts of erosion to specific characteristics of the sites. It is seldom easy, however, to pin-point the significant features of a site which are apparently promoting or retarding bank erosion.
Hitherto, few studies have been based upon results from a short-term investigation designed to show how changing bank erosion rates monitored over Trans Hooke (1979) , and Kesel and Baumann (1981) . Consequently this study as a whole was designed to couple detailed observation of bank erosion processes with measurement of the temporal fluctuations in the rate of bank erosion for a small stream in South Wales; these variations could then be examined statistically with respect to changes in a number of potentially important hydrological and meteorological variables. This paper concentrates on the results of the statistical analyses.
STUDY AREA AND INSTRUMENTATION

Catchment and site descriptions
The study catchment (the Ilston basin, Gower) drains a total area of 30 km2 (Fig. 1) . It is underlain by rocks of the Avonian series comprising the south crop of the South Wales coalfield: Millstone Grit, Namurian Shales, Coal Measures and Carboniferous Limestone (Owen, 1971 ). The Ilston is a gravel-bed river and two meander loops were chosen for study: Middle Ilston (MI) meander at SS 554909, where five erosion sites (named MII, MI2A, MI2B, MI2C and MI3) were established and Parkmill Ilston (PI) meander at SS 548891, further downstream, where site PI/I was established (Fig. 1) . At the MI meander, the river drains an area of 6-75 km2, bank height averages 1-1 m and channel slope is 0-015. Drainage basin area at site PI/I is 13-18 km2, bank height rises to 1-5 m and channel slope is 0-005. Full particle-size information is available but is not presented here: all banks are composed of fine-grained, cohesive material (21 per cent-83 per cent silt-clay content) which overlies a thin band of coarse basal gravels.
Data collection techniques
The bulk of the bank erosion data was provided by dense networks of erosion pins which, despite the problems associated with the technique (Haigh, 1977; Lawler, 1978) , proved to be reasonably successful. In total, 230 erosion pins were installed between March 1977 and January 1978, and read at roughly monthly intervals until June 1979. The pins were set in grid networks composed of vertical lines (mostly at a I m longstream spacing), each with 4-8 pins. Pin density exceeded that of all similar studies (Lawler, 1984 , pp. 43-5) and more than 3800 individual pin measurements were made during the study period. Readings were taken on 22 occasions at Middle Ilston site 1 (MI/I)-the first to be instrumented-with 15 recordings at the remaining five sites.
Three gauging stations were established in the catchment to provide continuous flow data at points near to the erosion sites (Fig. 1) (Fig. 1) .
Again, cross-correlation checks revealed a very strong similarity in thermal regime. Data for rainfall and soil-moisture variables were also obtained from Penmaen.
RESULTS
Strong seasonality in bank erosion was noted at all sites, with most material removal taking place in the winter months of December, January and February (Fig. 2) . This is typical of humid temperate environments (see, for example, Hill, 1973; Hooke, 1979; Wolman, 1959 
Selection of variables
Efforts were made to be as comprehensive as possible in variable selection, and a number of indices were chosen which aimed to measure different aspects of the same control. Thus, the 37 independent variables used in the initial multiple regression analysis may be grouped into five hydro-meteorological categories: air frost/air minimum temperature; ground frost/grass minimum temperature; precipitation; soil moisture and antecedent wetness; streamflow. Table I gives Table I ). The daily rainfall record at Penmaen yielded some measures of average and peak precipitation inputs to be used as crude substitutes for direct raindrop erosion or bank moisture. Perhaps a better estimate of bank moisture status is the Antecedent Precipitation Index often used as a guide to initial catchment wetness in simple runoff models: the version used here is based on daily precipitation totals, calculated using the formula given in Gregory and Walling, (1973, p. 187) ( Table I ). Soil Moisture Deficit values were also used to help characterize the wetness of each measurement interval (Table I) . Finally, a range of streamflow indices, summarizing average discharge and velocity, and average and peak stages were calculated from the autographic record at Cartersford gauging station (Fig. 1 , Table I Table II ) and represents a roughly linear relationship (Fig. 3A) , as does FTCYC%, the number of 'frost shifts' (Fig. 3B) . Slightly less convincing relationships emerge when duration of freezing (Fig. 3C ) and mean minimum air temperature (Fig. 3D) are considered, where evidence of non-linearity can be seen. The associations between indices of streamflow and bank erosion rate tend to have greater scatter and lower correlations than the frost-erosion relationships (Figs 3 and 4) , although both groups suffer from a lack of values at the higher ranges. ) although selecting which one to remove can be a problem. For this study, a preliminary multiple regression analysis was run which identified the 'best' ten independent variables. This group was then shortened by working down the list in the order of inclusion and eliminating all variables which correlated excessively (pairwise r> 0-8) with other independent variables higher up the 'ranking'. In practice, although multi-collinearity was noticed in preliminary analyses, the 'shortlisting' method seemed to present little hindrance to subsequent interpretation. The summary results for the multiple regression analysis on the shortened list of variables (Table III) show that a very high value for R2 was achieved. AIRFR% (air frost frequency), as the variable most strongly correlated with ERRATE (Table II) , entered the equation first, explaining 94-2 per cent of the variation in bank erosion rate. The rainfall frequency index, GT5MM%, was included at step two, accounting for a further 2-1 per cent of the variance, but insignificant contributions were made by all other variables. It is interesting that GT5MM% was entered as the second variable in the equation: no rain-splash bank erosion was observed in the field and it is thought more likely that it is acting as a crude surrogate for either bank moisture (which may enhance material erodibility and the efficacy of cryergic processes) or streamflow characteristics.
Because this was thought to be the first time that frost variables had been demonstrated statistically to be of major importance in bank erosion, and because some of the relationships and distributions of Figures 3-5 might be considered less than ideal for the use of the general linear model (Lawler, 1984 , pp. 354-61), it was considered prudent to perform checks on the results in the following three areas. First, the initial three erosion periods had made use of synthesized, retrodicted flow data (although these are considered to be reasonably reliable (Lawler, 1984 , pp. 331-8), because gauging station records had not then been available. Little difference to the results emerged, though, when the multiple regression analysis was repeated without these first three periods. Second, the profusion of low or zero values in the frost-erosion relationships (Fig. 3) was suspected to have artificially inflated the respective correlation coefficients. Again, however, when the analyses were repeated using only those measurement periods which had experienced at least one frost (n reduces to 11), minimal differences were observed. Nor did the results change significantly when the largest observation was temporarily removed from the dataset (Fig. 3A) . Finally, some power and logarithmic transformations were employed to tackle the varying degrees of non-linearity displayed in Table III is the 'split-data' or 'split-record' test, often used by engineering hydrologists to gauge the efficiency of streamflow-synthesizing equations (e.g. Hamlin, 1971) . With this technique, the behaviour of some variable in response to controlling factors is monitored over a period of time: only the first half of the record, though, is used to formulate a (regression) model, the predicted values of which are compared to the second half of the original data-sequence. The first half of the data (measurement intervals 1-11 inclusive), comprising the first 424 days of the 834-day study period, was chosen for the initial multiple regression analysis, using the independent variables that were free from excessive collinearity (see Table III ). AIRFR% and GT5MM% were again included at steps 1 and 2 respectively and together explained 94-6 per cent of the variation in bank erosion rate. The full equation, with five independent variables (including MDDIS), was then used to generate predicted bank erosion data for the whole 27-month period and may be compared to the observed sequence in Figure 6A . Naturally, departures of predicted from actual values increase in the second half of the period, but accordance is generally good. A tendency to underestimate lowpoints and slightly overestimate peaks is noticeable, although the period of peak erosion rate (December 1978-February 1979) is over-predicted by less than 34 mm a-1 (a mean bank retreat of 64-6 mm instead of the observed 58-6 mm)-an error of 10-2 per cent. The reverse was then carried out by obtaining a multiple regression equation for measurement intervals 12-22 inclusive. AIRFR% and GT5MM% again entered at steps 1 and 2, together accounting for 97-4 per cent of erosion rate variance. Using the complete equation, predicted bank erosion values for the first half of the study period were generated and compared to the observed (Fig. 6B) . Agreement is much stronger than the previous attempt (Fig. 6A) , which probably reflects the greater range of erosion encountered in the latter half of the study. Generally, bank erosion was slightly over-predicted for the first period. Table IV In summary, the 'split-record' exercise has appeared to confirm the general appropriateness and validity of the regression model and has suggested that the relationship between bank erosion rate and a small set of hydrological and meteorological variables was reasonably constant over the two years monitored. These and other parts of the analysis lend considerable statistical support to the field observations that cryergic processes acting .on moistened banks are very important in lateral erosion of the River Ilston at site MI/I.
Split-data tests. Perhaps one of the most powerful tests of a model of the kind given in
Maximum erosion (ERMAX)
Less detailed correlation and regression analyses of this dependent variable have been carried out partly because ERMAX represents, of course, the reading from just one erosion pin at each of the 22 recordings and hence is probably subject to greater variability than a figure for average erosion. Patterns of correlation between maximum erosion and the independent variables (Table II) are similar to those noted for erosion rate in that the highest r values are obtained for the air frost indices, followed by streamflow, ground frost, rainfall and antecedent moisture factors. Air-frost frequency (AIRFRO) is the dominant explanatory variable (r = + 0-944). As with erosion rate, a preliminary multiple regression analysis was used as a basis for excluding collinear variables. The summary results for the repeated regression (Table V) (Fig. 7) . As with average erosion, maximum erosion shows clear late-winter seasonal peaks (with the 1979 winter about twice as erosive as the 1978 season), and also a small subsidiary peak in late summer. Despite these complexities, the predicted time series models the peaks and troughs of the seasonal trends quite well, with a standard error of the estimate of 11-13 mm (Fig. 7) . It seems, then, that maximum erosion here is a function of both the efficacy of bank material preparation by frost action and the processes of sediment removal by flow events, whereas average erosion appears to be determined largely by cryergic processes operating in the presence of moisture.
Percentage of pins recording erosion (ERODE%)
This index is intended to represent, however imperfectly, the spatial extent of erosion, as used by Hooke (1979, p. 47) . The correlation matrix for ERODE% and each independent variable can be seen in Table II . Generally, the strongest relationships are between ERODE% and the flow variables, followed by the indices of frost, antecedent moisture and precipitation. The highest r value (+ 0-902) is for mean daily maximum stage (MMAXST). The multiple regression results, using independent variables free from excessive intercorrelation, are summarized in Table VI . Almost 87 per cent of the variation in ERODE% is accounted for by the two peak-flow variables, MMAXST and AMAXST (although both Table III) found that antecedent precipitation index was the best predictor for percentage of pins eroding at four of her Devon sites, with discharge variables emerging most strongly for the other nine sites). Repeated runs of the correlation and regression analysis, using datasets from which had been removed, in turn, (a) the first three erosion periods with hindcast flow data (b) the most erosive period, and (c) the eleven periods in which no air frosts had been recorded, revealed negligible changes in results, with the dominant role of the peak-flow variables remaining. (Fig. 2) . The inclusion of a rainfall-derived variable at step 2 in all six equations (Table VIII) is thought to represent not the direct impact of raindrop erosion but the role of bank moisture in promoting the efficacy of cryergic processes and easing material entrainment. It may also be reflecting streamflow in a crude way (Kesel and Baumann, 1981, p. 68). The general impression that cryergic activity can play a part in river bank erosion is not a novel observation in itself but, to the writer's knowledge, this is the first time that the extent of the influence of frost action has been quantified and its dominance over other variables demonstrated statistically. Some other workers have pointed in a qualitative (though valuable) way to the role of frost activity in river bank erosion in humid temperate environments. Wolman (1959) was perhaps the first to examine these effects in any detail and showed for the Watts Branch, Maryland, USA, that while cryergic processes were not dominant, they enhanced the effectiveness of stage rises by increasing the susceptibility of bank material to fluid erosion. Leopold (1973) added a description of the effects of ice crystal growth for the same study area. Knighton (1973) noted that, while frost action was not a particularly active agent of bank erosion on the River BollinDean, Cheshire, it did lead to the disaggregation of surface material and an increase in its erodibility. McGreal and Gardiner (1977) also observed that freezing processes can be important in the removal of material from river banks in Northern Ireland. Hill (1973) has demonstrated reasonably strong bivariate correlations between indices of frost and bank erosion on the Clady River, also in Northern Ireland.
DISCUSSION
In the light of these studies, and the results of the Ilston project, a case might be made for greater consideration of preparation processes in general, and cryergic activity in particular, in relation to future investigations of bank erosion in humid temperate environments. This argument is perhaps underlined by the fact that, whilst other rivers may (and do) behave differently, the Ilston study is considered reasonably representative on at least three counts. First, the study area is not unusually frost-prone: commensurate with its westerly, maritime position, Penmaen experiences only about 30 air frosts per annum. Second, comparison of study period climatic data with longer-term records suggested that the period of erosion monitoring was not climatologically extraordinary in any way. Third, analysis of particle size distributions indicated that the Ilston bank materials were reasonably, but not excessively, frost-susceptible (Lawler, 1984 , pp. 224-8).
CONCLUSIONS
A strongly seasonal pattern in bank erosion was observed with most material removal taking place in the winter months between December and March. In winter, river banks were subjected to vigorous cryergic disturbance, and streamflow events only seemed to become really effective when acting upon banks which had been preconditioned by frost activity. Indices of frost, in fact, emerged in correlation analysis as the strongest controls of average and maximum bank erosion at all Middle Ilston sites. Generally, however, correlation coefficients between measures of bank erosion and hydro-meteorological variables are much stonger than in comparable studies: this is thought to reflect perhaps the representativeness of the erosion data gathered from a very dense pin network, the limited distances between erosion sites and the points from which hydrological and meteorological information was collected, and the selection of a large range of reasonably meaningful surrogate independent variables based on detailed field observation. Rainfall-derived variables were shown to be additional influences on bank erosion at all sites: it is possible, however, that these variables were representing the increase in effectiveness of cryergic processes in the presence of moisture and/or streamflow levels. Multiple regression equations generally achieved high R2 values and low standard errors, indicating their predictive capability for bank erosion at these sites (e.g. Fig. 6 ). The downstream site (PI/I) emerged differently to the others: although frost action was observed here, most bank retreat was accomplished through fluvial corrasion and the collapse of overhangs. Hence, statistically, erosion was most strongly associated with peak-flow indices. Stage variables also seemed to control the areal extent of erosion at most sites. With air-frost frequency, however, emerging as the dominant influence on average and maximum erosion at the MI sites, a more explicit consideration of cryergic activity in future research on bank erosion in humid temperature environments may be appropriate.
