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Interaction of vacancies with grain boundaries (GBs) is involved in many pro-
cesses occurring in materials, including radiation damage healing, diffusional creep,
and solid-state sintering. We analyze a model describing a set of processes occurring
at a GB in the presence of a non-equilibrium, non-homogeneous vacancy concentra-
tion. Such processes include vacancy diffusion toward, away from, and across the
GB, vacancy generation and absorption at the GB, and GB migration. Numerical
calculations within this model reveal that the coupling among the different processes
gives rise to interesting phenomena, such as vacancy-driven GB motion and acceler-
ated vacancy generation/absorption due to GB motion. The key combinations of the
model parameters that control the kinetic regimes of the vacancy-GB interactions
are identified via a linear stability analysis. Possible applications and extensions of
the model are discussed.
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2I. INTRODUCTION
Many processes in materials involve vacancy generation or absorption by grain bound-
aries (GBs). For example, in materials subjected to energetic radiation, large amounts of
vacancies and interstitials are produced from displacement cascades, which then diffuse to
dislocations and GBs and are absorbed by them with a varying degree of efficiency. Va-
cancy absorption can cause dislocation climb and displacements of GBs. In turn, a moving
GB can sweep out a larger amount of vacancies than a stationary one, which can enhance
its efficiency as a vacancy sink. Another example is furnished by the creep deformation
of materials. At high temperatures and under sustained mechanical loads, many materi-
als undergo slow, time-dependent plastic flow controlled by diffusion of vacancies between
sources and sinks located at GBs [1–7]. For example, in the case of tensile creep, the de-
formation occurs by elongation of the grains in the tensile direction by vacancy generation
at GBs normal to that direction and vacancy absorption at GBs parallel to that direction.
Interaction of vacancies with moving grain boundaries is also an important process during
solid-state sintering [8, 9]. Understanding such interactions is important for the develop-
ment of materials with improved radiation tolerance, creep-resistance and other desirable
service characteristics.
In a previous paper [10], an irreversible thermodynamics theory of creep deformation of
polycrystalline materials was developed based on a sharp-interface treatment of GBs. The
GBs were represented by geometric surfaces capable of vacancy generation and absorption
and moving under local thermodynamic forces. Kinetic equations of creep deformation were
derived taking into account capillary effects, deviations of the vacancy concentration from
equilibrium, and the effect of mechanical stresses on GB thermodynamics and kinetics. For
future applications, the general equations of the theory were specialized for the particular
case of a linear-elastic solid with a small vacancy concentration.
In the present paper we apply the theory [10] to study the particular case of a single
planar GB separating two semi-infinite grains in a single-component system, with the goal
of gaining a more detailed understanding of the GB-vacancy interactions. As the initial
condition, a non-equilibrium vacancy distribution is created in both grains. This initial
state can be thought of as produced by irradiation of the material by energetic particles.
Radiation cascades produce both vacancies and interstitials. Interstitials are much more
mobile than vacancies and soon annihilate at various defects or form clusters. In this work
we neglect the role of the interstitial clusters and focus the attention on later stages of
the system evolution which are controlled by vacancy diffusion towards grain boundaries.
Alternatively, the initial state could be obtained by rapidly quenching the material from
a higher temperature or rapidly heating it up to a higher temperature. Non-equilibrium
vacancies can also be created by vacancy fluxes driven by differences between the local
equilibrium vacancy concentrations near surfaces with different curvature. This process is
3relevant to solid-state sintering and has recently been studied by the phase-field approach
[11–13] and other computational methods [14]. Our model assumes that the vacancy sinks
and sources only exist at the GB. Agglomeration of vacancies into clusters inside the grains
is neglected. The operation of sinks and sources at the GB drives the system toward
thermodynamic equilibrium by sucking in the excess vacancies or by injecting additional
vacancies into the grains. In addition to the vacancy generation and annihilation at the
boundary, the equilibration (relaxation) process involves vacancy diffusion toward or away
from the boundary, diffusion of atoms across the boundary, and GB migration driven by
the discontinuity in the vacancy concentration that arises across the boundary. We perform
a detailed parametric analysis of the vacancy relaxation processes, identifying the possible
kinetic regimes and the dimensionless parameters governing the individual relaxation modes.
In Section II we recap the main assumptions of the theory [10] and specialize its equations
for the particular case of a planar GB between two linearly-elastic grains. In Section III
we perform a numerical study of the vacancy evolution under various initial conditions
and some of the most representative combinations of the model parameters. The choices
of the model parameters are largely guided by the linear stability analysis of the model
reported in Appendix B. This analysis identifies the normal modes of the vacancy relaxation
process and the dimensionless combinations of the parameters corresponding to the normal
modes. The numerical calculations demonstrate the effect of GB motion on the vacancy
absorption, the vacancy-driven GB migration, and other interesting effects arising from
the interaction of moving GB with vacancies. In Section IV we summarize the work and
formulate conclusions. The supplementary file accompanying this paper [15] contains a
complete set of figures obtained by the numerical calculations.
II. THEORY
A. General equations for a planar grain boundary
Consider two semi-infinite grains in a single-component solid. The grains are labeled
α and β and are separated by a planar GB (Fig. 1). The lattice site generation and
annihilation process occurring at the GB causes rigid-body motion of the lattice of each
grain toward or away from the GB. The grains can also translate past each other parallel
to the GB plane by GB sliding or due to the shear-coupling effect [16, 17]. The respective
velocities of the grains with respect to a chosen laboratory reference frame are denoted vαL
and vβL, respectively.
∗ In addition to the rigid-body motion, atoms in the grains can diffuse
through the lattice by the vacancy mechanism. The atomic diffusion fluxes relative to the
reference frame attached to the lattices of the grains are JαL and J
β
L, respectively. Atoms
can also diffuse along and across the moving GB. The respective diffusion fluxes measured
∗ See the Table in Appendix A for a list of the notation used in this paper.
4relative to the GB structure are Jb and Jn = Jnn
α, where nα is the unit normal vector
pointing from grain α into grain β. The two-dimensional diffusion flux Jb measures the
number of atoms in the GB plane crossing a unit GB length per unit time.
The entire bicrystal is subject to an applied mechanical stress. The elastic stresses arising
inside the grains are represented by two Cauchy stress tensors σα and σβ, respectively.
Thermodynamic properties of the interior regions of the grains are described by the
grand-canonical potentials (per unit volume)
ωα ≡ f
α
s −Mαcα
Ωα
(1)
and
ωβ ≡ f
β
s −Mβcβ
Ωβ
, (2)
where fαs and f
β
s are the free energies per lattice site, Ωα and Ωβ are the respective atomic
volumes, Mα = ∂f
α
s /∂cα and Mβ = ∂f
β
s /∂cβ are the diffusion potentials of atoms relative
to the vacancies, and cα and cβ are the atomic concentrations (fractions of occupied lattice
sites) in the grains. The grand-canonical and diffusion potentials are functions of temper-
ature, concentration and lattice strain relative to a chosen reference state. In this work,
temperature is assumed to be uniform and permanently fixed.
Diffusion inside the grains follows the phenomenological equations [10]
JαL = −Lα∇Mα, (3)
and
JβL = −Lβ∇Mβ, (4)
respectively, where Lα > 0 and Lβ > 0 are diffusion kinetic coefficients. Combined with the
mass conservation law, these equations describe the evolution of the atomic concentrations
in space and time. Accordingly, the grand-canonical potentials, diffusion potentials and
stresses are functions of the position vector x and time t.
For the description of GB processes, we will use the values of the aforementioned func-
tions extrapolated toward the GB from either grain. The following notation is introduced
for the extrapolated properties [10]. For any vector field A(x, t), let Aα and Aβ be the
boundary values of A obtained by extrapolation from the grains α and β, respectively, at
the same location. Then [A] ≡ Aα−Aβ represents the jump of A across the boundary and
〈A〉 ≡ (Aα + Aβ)/2 is the average GB value of A. Similar notations are used for scalar
and tensor fields. In particular, diffusion of atoms across the boundary is described by the
phenomenological equation
Jn = Lt [M ] , (5)
while diffusion along the boundary by
Jb = −Lp∇b 〈M〉 , (6)
5where ∇b 〈M〉 is the two-dimension gradient of 〈M〉 in the GB plane. In Eqs.(5) and (6),
Lt > 0 and Lp > 0 are the kinetic coefficients for trans-boundary and intra-boundary
diffusion, respectively (note that they have different dimensions).
The four diffusion fluxes JαL, J
β
L, Jb and Jn are subject to two constraints. First, note
that the number of atoms να added to grain α at the GB (per unit area per unit time) is
να =
cα
Ωα
nα· (vb − vαL)− nα·JαL, (7)
while the number of atoms added simultaneously to grain β is
νβ = − cβ
Ωβ
nα·
(
vb − vβL
)
+ nα·JβL. (8)
Here, the dot denotes the inner product (contraction) of vectors or tensors and vb is the
GB velocity relative to the laboratory reference frame. The lattice velocities and lattice
diffusion fluxes appearing in these equations are obtained by extrapolation to the GB from
the respective grains. The atoms entering the GB from the grains can spread along it by
GB diffusion. The conservation of atoms dictates that
να + νβ = −∇b·Jb, (9)
where ∇b·Jb is the two-dimensional divergence of the GB flux Jb. In addition, the normal
diffusion flux across the GB can be expressed by [10]
Jn =
1
2
(νβ − να). (10)
Equations (9) and (10) impose two constraints on the diffusion fluxes existing at the GB.
They can be rewritten as[ c
Ω
]
vb·nα −
[ c
Ω
vL
]
·nα − [JL] ·nα = −∇b·Jb (11)
and
Jn = −
〈 c
Ω
〉
vb·nα +
〈 c
Ω
vL
〉
·nα + 〈JL〉 ·nα, (12)
respectively.
To formulate the site generation and GB migration equations, we decompose the lattice
velocity jump [vL] and the average lattice velocity 〈vL〉 into components normal and parallel
to the GB: [vL] = [vL]⊥ + [vL]|| and 〈vL〉 = 〈vL〉⊥ + 〈vL〉||. Similarly, for the GB traction
vector s = nα·σ we have 〈s〉 = 〈s〉⊥ + 〈s〉|| and [s] = [s]⊥ + [s]||. We will assume that the
interiors of the grains and the GB itself remain in mechanical equilibrium at all times. This
is a reasonable approximation if we focus the attention on relatively slow thermally-activated
processes such as diffusion. Under mechanical equilibrium conditions, the traction vector is
continuous across the GB plane, [s]⊥ = [s]|| = 0, and thus 〈s〉 = s [10]. It is assumed that
6the stress does not cause decohesion of the material, which would result in the formation
of grain boundary cracks, pores and similar defects.
The normal component of the lattice velocity jump [vL]⊥ is a measure of the site gen-
eration rate at the GB. As shown previously [10], the thermodynamic driving force for the
site generation at a planar GB is 〈ω〉 − nα·s⊥. The term nα·s⊥ captures the effect of the
normal GB stress on the vacancy creation and annihilation process. The kinetic equation
of this process can be written in the form
nα· [vL]⊥ = R (〈ω〉 − nα·s⊥) , (13)
where R > 0 is the respective kinetic coefficient. This coefficient controls the ability of
the GB to absorb or generate vacancies. By contrast to some of the earlier models, we do
not assume that the GB is a “perfect” sink/source of vacancies. By varying the parameter
R one can model GBs with a poor sink/source efficiency (small R) and with nearly ideal
efficiency (large R). Based on the general knowledge of GBs [18] and recent simulations [19],
it is expected that the sink/source efficiency depends on the GB structure, crystallographic
parameters, local chemistry and other factors.
Finally, the GB motion is driven by the grand-canonical potential jump [ω] and the shear
stress 〈s〉|| parallel to the GB plane. The kinetic law of GB motion is [10]
vGB = −LGB
(
[ω] + β
∣∣∣〈s〉||∣∣∣) , (14)
where the kinetic coefficient LGB > 0 represents the GB mobility and vGB = n
α·vb−nα· 〈vL〉
is the GB migration velocity. The latter describes the GB motion relative to the lattices of
the grains and is independent of the choice of the reference frame. In Eq.(14), the second
term in the driving force arises from the shear-coupling effect [16, 17]. It is assumed that
there is a certain direction in the boundary plane, defined by a unit vector t, such that
application of the shear stress 〈s〉|| parallel to that direction causes normal GB motion with
a speed proportional to 〈s〉|| · t. Conversely, normal GB motion causes relative translation
of the grains with a velocity [vL]|| parallel to t. The shear-coupling effect is described by
the equation [vL]|| ·t = βvGB, where the coupling factor β depends on the crystallographic
characteristics of the GB [16, 17]. The coupling factor is not unique to a given GB. It
can change with temperature, direction of the shear stress and other factors as discussed
in more detail in the recent literature [20]. It can also vary in time as the grain boundary
structure changes due to the absorption or emission of vacancies [21]. Some GBs respond
to applied shear stresses by rigid sliding of the grains relative to each other. For such GBs,
called uncoupled, the second term in the right-hand side of Eq.(14) vanishes. Instead, the
mechanical response of the boundary to applied shear is described by a sliding law
[vL]|| = Ks 〈s〉|| , (15)
7where Ks > 0 is the sliding coefficient. The GB migration is then solely driven by the jump
[ω]. Some GBs that are coupled at low temperatures can switch from coupling to sliding
as temperature increases [17].
B. Specific model of a bicrystal
We will next specialize the above equations for a particular case when the vacancy
concentration is small and the elastic deformations in the grains can be treated in the
small-strain approximation [10]. As the reference state of the small-strain tensor ε we
choose the stress-free solid without vacancies (c = 1). The vacancies produce an isotropic
stress-free deformation
ε0 =
∆Ωv
3Ω′
(1− c) I, (16)
where I is a 3× 3 unit tensor, Ω′ is the atomic volume in the reference state, and ∆Ωv < 0
is the vacancy relaxation volume under zero stress conditions. The total lattice strain is
ε = ε0 + S : σ, (17)
where S is the rank-four tensor of elastic compliances (the double-dot contraction of two
second-rank tensors a and b is defined by a : b = Tr(abT ) ).
Thermodynamic integration gives the following expressions for the grand-canonical and
diffusion potentials inside the grains [10]:
ω =
1
Ω
(
kT ln
1− c
1− c∗ −∆Ωvcσh +
Ω′
2
σ : S : σ
)
, (18)
M = M∗ + kT ln
c(1− c∗)
c∗(1− c) + ∆Ωvσh. (19)
Here, c∗ is the equilibrium atomic concentration in stress-free grains, M∗ is the respective
equilibrium diffusion potential, σh = Tr(σ)/3 is the hydrostatic part of the stress tensor,
and
Ω = Ω′ [1 + Tr(ε)] = Ω′
[
1 +
∆Ωv
Ω′
(1− c)
]
(20)
is the atomic volume. In the latter equation, the term Tr(S : σ) has been neglected due to
the small-strain approximation of the elastic deformation.
We next take into account that the vacancy concentration cv ≡ (1 − c) is very small
(cv  1). Accordingly, all equations can be reformulated in terms of the small parameter
cv and simplified. Equations (18) and (19) become
ω =
kT
Ω′
ln
cv
c∗v
− ∆Ωv
Ω′
σh, (21)
M = M∗ − kT ln cv
c∗v
+ ∆Ωvσh, (22)
8where c∗v = 1− c∗ is the equilibrium vacancy concentration in the absence of stresses. Note
that we have neglected the term ∆Ωvcv/Ω
′ in Eq.(20) in comparison with unity.
Using the diffusion potential from Eq.(22), the lattice diffusion equations (3) and (4)
take the form
JL = D
cv
Ω′c∗v
∇cv −D ∆Ωvc
2
v
Ω′kTc∗v
∇σh, (23)
where D is the diffusion coefficient in stress-free grains with the equilibrium vacancy con-
centration. Equation (23) was derived in our previous work [10] by establishing a relation
between the kinetic coefficients Lα and Lβ and the diffusion coefficient D by the vacancy
mechanism:
D =
LαkTΩc
∗
v
c2v
(24)
(and similarly for Lβ). The first term in Eq.(23) represents the usual concentration-gradient
driving force for vacancy diffusion, whereas the second term captures the stress-gradient
effect. Since we assume that the grains do not contain sinks or sources of vacancies, the
continuity equation can be applied, leading to the diffusion equation
∂cv
∂t
=
Dcv
c∗v
∇2cv + D
c∗v
(∇cv)2 − vL·∇cv
− D∆Ωv
kTc∗v
c2v∇2σh −
2D∆Ωv
kTc∗v
cv∇σh · ∇cv. (25)
The site generation and GB migration equations (13) and (14) include the discontinuity
and the average value of the grand-canonical potential. To simplify the calculations, we
will assume that the hydrostatic stress is continuous across the boundary. This assumption
is more strict than the mechanical equilibrium conditions alone, which only requires that
the traction vector be continuous.† Under this assumption,
[ω] =
kT
2Ω′
ln
cαv
cβv
, (26)
〈ω〉 = kT
2Ω′
ln
cαv c
β
v
(c∗v)
2 −
∆Ωvσh
Ω′
. (27)
In these equations, cαv and c
β
v are the GB values of the vacancy concentration extrapo-
lated from the grains. Similarly, [M ] and 〈M〉 appearing in the trans-boundary and intra-
boundary diffusion equations are given by
[M ] = −kT
2
ln
cαv
cβv
, (28)
〈M〉 = M∗ − kT
2
ln
cαv c
β
v
(c∗v)
2 + ∆Ωvσh. (29)
† A discontinuity of the hydrostatic stress would create an additional driving force for grain boundary
migration. This force is quadratic in stress and under real conditions is usually small.
9III. NUMERICAL STUDY
A. The governing equations
The following case is chosen for a parametric numerical study. Suppose the grains α and
β are separated by a plane incoherent GB normal to the Cartesian direction x (Fig. 2). At
the left end, the grain α is attached to a fixed wall at x = 0. The reference frame is also
attached to the wall. At the right end, the grain β terminates at a movable wall (piston)
capable of exerting a prescribed normal stress σ11 without shear (σ12 = σ13 = 0). Let
xGB(t) denote the current GB position and x = l(t) be the right end of grain β. The lateral
dimensions of the grains are assumed to be much larger than l. All intensive properties of the
system depend only on the coordinate x, making the problem effectively one-dimensional.
The temperature is fixed.
Suppose the lateral dimensions of the system were initially adjusted so that in the absence
of the external force (σ11 = 0), the system reached thermodynamic equilibrium with stress-
free grains. The equilibrium vacancy concentration in this state is c∗v. The lateral dimensions
of the grains were then fixed once and for all. Next, the vacancy concentration was modified
(e.g., by irradiation) and/or a stress σ11 was applied. This creates a new initial state whose
subsequent evolution we wish to investigate. Note that during this evolution, the boundary
conditions ensure that the lateral lattice strains, ε22 and ε33, remain fixed at the initial,
stress-free value [cf. Eq.(16)],
ε22 = ε33 =
∆Ωv
3Ω′
c∗v. (30)
To simplify the calculations, the grains will be treated as homogeneous, elastically
isotropic media with a Young modulus E and Poisson’s factor ν. As before, it is assumed
that mechanical equilibrium is always maintained (∇ · σ = 0). Consequently, σ22 and σ33
must be equal functions of only x (σ22(x) = σ33(x)), σ11 must be uniform throughout the
system and equal to its boundary value at x = l, and all other stress components must be
zero. Furthermore, as was done above, we will neglect the stress-free strain produced by
the vacancies. In this approximation ε22 = ε33 = 0 and the isotropic Hooke’s law is readily
solved for the normal strain ε11 and lateral stresses σ22 and σ33:
ε11 =
(1 + ν)(1− 2ν)
E(1− ν) σ11, (31)
σ22 = σ33 =
ν
1− ν σ11. (32)
Thus, all stresses and strains in the system are uniform, time-independent, and are uniquely
defined by the applied normal stress σ11. The hydrostatic part of the stress tensor is
σh =
1
3
(
1 + ν
1− ν
)
σ11. (33)
10
The lattice velocity field vL(x, t) is generally related to the deformation rate by ∂vL/∂x =
ε˙11. However, due to the neglect of the stress-free strain, ε11 is constant and thus ∂vL/∂x =
0. Each grain moves with a uniform velocity as a rigid body. Because grain α is attached
to the wall, its velocity vanishes, while grain β moves with a time-dependent velocity vβL(t).
Diffusion inside the grains is described by Eqs.(23) and (25), which simplify to
JL =
Dcv
Ω′c∗v
∂cv
∂x
(34)
and
∂cv
∂t
=
Dcv
c∗v
∂2cv
∂x2
+
D
c∗v
(
∂cv
∂x
)2
− vL∂cv
∂x
, (35)
respectively. Note that the stress derivatives appearing in Eqs.(23) and (25) have vanished
due to the spatial uniformity of the stress tensor.
Turning to GB processes, the axial symmetry of the problem precludes lateral diffusion
in the GB. Thus Jb = 0 and the mass conservation equation (11) takes the form
(
cβv − cαv
) dxGB
dt
+ vβL +
D
c∗v
(
cβv
(
∂cv
∂x
)
β
− cαv
(
∂cv
∂x
)
α
)
= 0. (36)
Note that in the second term we replaced cβv
β
L by v
β
L due to the smallness of the vacancy
concentration. The normal flux of atoms across the boundary is
Jn = − 1
Ω′
dxGB
dt
+
vβL
2Ω′
+
D
2c∗vΩ′
(
cαv
(
∂cv
∂x
)
α
+ cβv
(
∂cv
∂x
)
β
)
, (37)
where we have used Eq.(12) and approximated cα + cβ ≈ 2 and cβ ≈ 1. Using [M ] from
Eq.(28), the kinetic equation of trans-boundary diffusion (5) becomes
− 2dxGB
dt
+ vβL +
D
c∗v
(
cαv
(
∂cv
∂x
)
α
+ cβv
(
∂cv
∂x
)
β
)
= −L′t ln
cαv
cβv
(38)
with the kinetic coefficient L′t = kTΩ
′Lt. The vacancy generation equation (13) simplifies
to
vβL = −R (〈ω〉 − σ11) , (39)
while the GB migration equation (14) reduces to
vGB =
dxGB
dt
− 1
2
vβL = −LGB [ω] . (40)
Equations (39) and (40) show that, under vacancy equilibrium conditions, ω must be uni-
form throughout the system and equal to σ11. The equilibrium vacancy concentration c
eq
v
must be also uniform and satisfy the equation
kT
Ω′
ln
ceqv
c∗v
=
∆Ωv
Ω′
σh + σ11, (41)
11
where we used Eq.(27) for 〈ω〉. When σ11 = 0, ceqv reduces to its stress-free value c∗v.
If the term with ∆Ωv could be dropped, Eq.(41) would reduce to Herring’s relation
for the effect of applied stress on the vacancy concentration in solids [2, 22]. However,
this term is generally non-negligible since ∆Ωv is usually not much smaller than Ω
′. This
term captures the additional effect of lateral elastic deformation on the equilibrium vacancy
concentration in stressed solids. In the bicrystal considered here, the lateral stresses arise
due to the constraint opposing the Poisson deformation caused by the normal stress. We
note in passing that in other cases lateral stresses can be more significant. In epitaxial
thin films, lateral (in-plane) stresses can be high while σ11 is zero, or at least much smaller.
Under such conditions, it is the lateral stress that dictates the vacancy concentration in the
film.
In the final form, the vacancy generation and GB migration equations take the forms
vβL = −
RkT
2Ω′
ln
cαv c
β
v
(ceqv )
2 (42)
and
dxGB
dt
− 1
2
vβL = −
kTLGB
2Ω′
ln
cαv
cβv
, (43)
respectively.
B. The numerical method for solving the equations
The kinetic equations formulated above form a closed system that can be solved numer-
ically as follows. The diffusion equation (35) is solved inside each grain individually, with
vαL ≡ 0 in grain α and the instantaneous lattice velocity vβL(t) in grain β. Note that both
equations must be solved in domains with moving boundaries. At x = 0 and x = l(t), the
zero-flux conditions ∂cv/∂x ≡ 0 are applied. We need two more boundary conditions at
the GB and must know the velocities vβL and x˙GB. This information is provided by the four
equations (36), (38), (42) and (43). The initial condition for the vacancy concentration can
be chosen arbitrarily. We thus need to solve a system of partial differential equations in
two variable-size domains simultaneously with differential equations describing the bound-
ary conditions at the moving interfaces. Similar equations often arise when describing the
dynamics of solidification, phase precipitation, and other processes involving a phase forma-
tion. In the present case, both grains represent the same phase but have variable dimensions
due to the grain boundary motion and the lattice site formation and annihilation at the
boundary.
Numerical simulations were performed using an explicit-in-time finite difference approx-
imation to the differential equations, coupled to a nonlinear solver that treats the inter-
face conditions implicitly. More specifically, the spatial domains 0 < x < xGB(t) and
12
xGB(t) < x < l(t) were mapped to fixed computational domains 0 < z < 1 and 1 < z < 2,
respectively, via the transformations
z =
x
xGB(t)
, x < xGB(t), (44)
z = 1 +
x− xGB(t)
l(t)− xGB(t) , l(t) > x > xGB(t), (45)
which result in a new set of differential equations that explicitly involve coefficients that
depend on xGB(t) and l(t). Given the solution at time t = n∆t, the vacancy concentration
field at time t = (n+1)∆t was computed at interior points of the grains (excluding the GB)
by using a first-order-accurate explicit time differencing scheme (“forward Euler method”),
together with no-flux boundary conditions at the sample ends. To complete the solution at
this time step, the four additional unknowns cαv , c
β
v , v
β
L and dxGB/dt were solved by applying
Newton’s method to the four equations (36), (38), (42) and (43). The derivatives (∂cv/∂x)α
and (∂cv/∂x)β appearing in Eqs.(36) and (38) are evaluated using one-sided derivatives
using the latest interior values of the vacancy concentration. Good initial guesses for the
nonlinear solver are available from the previous time step. Given the updated velocities
of the lattice and the GB, new values of l(t) and xGB(t) were obtained by again using
a first-order time difference to complete the solution at the new time level. Numerical
stability considerations restrict the size of the time step ∆t to scale with the square of the
spatial mesh, but this is not a serious limitation in one spatial dimension. For numerical
convenience, in all calculations reported below, the equilibrium vacancy concentration is
c∗v = 10
−4. For comparison, in most materials the vacancy concentration near the melting
point ranges from 10−3 to 10−5 [23].
C. Dimensionless form of the governing equations
The numerical results will be analyzed in terms of the following dimensionless variables:
time τ = Dt/l20, coordinate ξ = x/l0, the system length ξl = l/l0, the GB position ξGB =
xGB/l0, the lattice velocity η = v
β
Ll0/D, the stress s = σ11Ω
′/kT , and the normalized
vacancy concentration C = cv/c
∗
v, where l0 is the initial length of the bicrystal. The
dimensionless GB velocity is
ηGB =
vGBl0
D
=
dξGB
dτ
− η
2
. (46)
The dimensionless diffusion equations of the model become
∂C
∂τ
= C
∂2C
∂ξ2
+
(
∂C
∂ξ
)2
, grain α, (47)
∂C
∂τ
= C
∂2C
∂ξ2
+
(
∂C
∂ξ
)2
− η∂C
∂ξ
, grain β. (48)
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The vacancy concentration fields in the grains are subject to the boundary conditions
∂C/∂ξ ≡ 0 at ξ = 0 and ξ = ξl(t), and to the following boundary equations at ξ = ξGB(t):
− 2dξGB
dτ
+ η + c∗v
(
Cα
(
∂C
∂ξ
)
α
+ Cβ
(
∂C
∂ξ
)
β
)
= −λt ln Cα
Cβ
, (49)
c∗v (Cβ − Cα)
dξGB
dτ
+ η + c∗v
(
Cβ
(
∂C
∂ξ
)
β
− Cα
(
∂C
∂ξ
)
α
)
= 0, (50)
η = −ρ
(
1
2
lnCαCβ − b
3
(
1 + ν
1− ν
)
s− s
)
, (51)
dξGB
dτ
=
1
2
η − λ ln Cα
Cβ
. (52)
These equations depend on the dimensionless parameters λt = (l0/D)L
′
t, λ = (kT l0/DΩ
′)LGB,
ρ = (kT l0/DΩ
′)R and b = ∆Ωv/Ω′. These parameters control the trans-boundary diffusion,
the GB mobility, the rate of vacancy generation/annihilation at the GB, and the vacancy
relaxation volume, respectively.
Note that ξl(0) = 1 by definition. At any moment of time, the current length of the
sample can be found by the integration
ξl(τ) = 1 +
τˆ
0
η(τ)dτ. (53)
The evolution of the system depends on the initial vacancy distribution C(ξ, 0) in each
grain, the initial GB position ξGB(0), and the applied stress s. The system eventually
reaches equilibrium with a stress-dependent uniform vacancy concentration ceqv . The latter
can be obtained from Eq.(51) by setting η = 0, which gives
lnCeq ≡ ln c
eq
v
c∗v
=
(
1 +
b
3
(
1 + ν
1− ν
))
s. (54)
Without loss of generality, we will assume that s = 0 and thus Ceq = 1. Under this con-
dition, the dynamics are only driven by diffusive redistribution of the vacancies between
the grains and absorption of non-equilibrium vacancies by the grain boundary. For nonzero
stress, the solution can be readily obtained by redefining the dimensionless vacancy concen-
tration as C = cv/c
eq
v , where c
eq
v refers to the equilibrium state under s 6= 0. The evolution
equations are then obtained by simply replacing c∗v by c
eq
v and re-interpreting D as the
diffusion coefficient in the stressed lattice with the vacancy concentration ceqv .
D. The normal modes of relaxation
The linear stability analysis of the model presented in Appendix B shows that there are
two non-trivial relaxation modes near the system equilibrium. The linear stability analysis
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assumes that the GB and lattice velocities and the deviation of the vacancy concentration
from equilibrium all decay with time in proportion to exp(−κ2τ). In the so-called κρ mode,
the decaying solutions are (cf. Eq.(86))
Cα = 1 + Cˆ exp(−κ2ρτ) cos ξκρ, (55)
Cβ = 1 + Cˆ exp(−κ2ρτ) cos(ξ − 1)κρ, (56)
ξGB =
1
2
+
ρCˆ
2κ2ρ
exp(−κ2ρτ) cos
κρ
2
, (57)
η = −ρCˆ exp(−κ2ρτ) cos
κρ
2
. (58)
Here, Cˆ is the initial excess of the vacancy concentration over the equilibrium value at the
ends of the sample. The boundary is initially at ξ = 1/2, where the vacancy excess is
Cˆ cosκρ/2. The wavenumber κρ is the root of the transcendental equation
2Zρ
κρ
= tan
κρ
2
, (59)
with the constant parameter
Zρ =
ρ
4c∗v
. (60)
In this mode, the vacancy concentration is a continuous (no interface gap) and even function
about the GB position. The dominant relaxation process is the vacancy generation or
absorption by the GB. The boundary itself does not move relative to the mean velocity of
the grains (ηGB = dξGB/dτ − η/2 = 0).
The second normal mode is referred to as the κλ mode, in which (cf. Eq.(89))
Cα = 1 + Cˆ exp(−κ2λτ) cos ξκλ, (61)
Cβ = 1− Cˆ exp(−κ2λτ) cos(ξ − 1)κλ, (62)
ξGB =
1
2
+
2λCˆ
κ2λ
exp(−κ2λτ) cos
κλ
2
, (63)
η = 0, (64)
where κλ is the root of the equation
2Zλ
κλ
= tan
κλ
2
, (65)
with
Zλ =
2λ+ λt
2c∗v
. (66)
There is no vacancy generation or absorption at the boundary. The relaxation occurs by
vacancy diffusion in the grains and across the GB. The initial vacancy concentration is
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1 + Cˆ at ξ = 0 and 1 − Cˆ at ξ = 1. Thus, the vacancies are oversaturated at one end of
the sample and undersaturated at the other. The vacancy concentration profile is an odd
function relative to the GB position, with the concentration gap
∆C = Cβ − Cα = Cˆ exp(−κ2λτ) cos
κλ
2
at the boundary. During the relaxation process, the concentration gap narrows down and
eventually vanishes as the vacancy concentration reaches the equilibrium value Cβ = Cα =
1. Note that this process is accompanied by GB migration with the velocity
ηGB =
dξGB
dτ
= −2λ∆C
driven by the vacancy concentration gap ∆C.
The present model contains three dimensionless kinetic coefficients: λ, λt and ρ, which
control the GB mobility, trans-boundary diffusion and vacancy generation/adsorption, re-
spectively. The linear stability analysis identifies two combinations of these parameters, Zρ
and Zλ, which can be the most effective predictors of the system evolution. Therefore, the
numerical cases presented below were primarily chosen based on the values of Zρ and Zλ.
E. Numerical results
1. Relaxation modes
We will start by illustrating the two normal modes mentioned above. To create the κρ
mode, we choose λ = λt = 0 and ρ = 10
−4. For these values of the parameters, we have
Zρ = 1/4 and Zλ = 0. The initial distribution is given by Eqs.(55) and (56) with τ = 0 and
Cˆ = 0.5, so the maximum vacancy concentration in the system is 1.5c∗v. The GB velocity
is initialized by dξGB/dτ = 0. The vacancy concentration profiles obtained by numerical
solution of Eqs.(47)-(52) are plotted as a function of time in Fig. 3. For comparison, the
dashed lines show predictions of the normal mode equations (55) and (56). Since the grain
sizes can vary in time, it is convenient to map the vacancy concentration profiles in the
grains α and β onto fixed-size intervals [0, 1] and [1, 2], respectively, by the coordinate
transformations (cf. Eqs.(44) and (45))
z =
ξ
ξGB(τ)
, ξ < ξGB(τ), (67)
z = 1 +
ξ − ξGB(τ)
ξl(τ)− ξGB(τ) , ξl(τ) > ξ > ξGB(τ). (68)
This transformation was applied to all vacancy concentration plots shown in the paper.
The functions ξGB(τ) and ξl(τ) are then plotted in separate panels.
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The plots in Fig. 3(a) demonstrate the formation of a minimum in the vacancy concen-
tration located at the GB, which approaches the equilibrium value causing the profile to
become deeper and wider with time until the entire system reaches the vacancy equilibrium.
The vacancy absorption at the boundary results in elimination of atomic layers on either
side of the GB plane and thus shrinkage of both grains by equal amount, as illustrated
in Fig. 3(b). The GB migration velocity relative to the grains remains zero within the
numerical accuracy. Note the reasonable agreement between the numerical solution of the
nonlinear model and the normal mode predictions. The differences between the two solu-
tions arise from the fact that the normal mode only represents the asymptotic behavior in
the limit of small deviations from equilibrium. Much closer agreement was found in a simi-
lar comparison for a small perturbation by Cˆ = 0.5×10−4 (see Fig. 1 in the Supplementary
Material [15]).
The κλ mode was implemented by creating the initial vacancy distribution according to
Eqs.(61) and (62) with τ = 0 and Cˆ = 0.5 (Figs. 4 and 5). We again choose ρ = 10−4 and
thus Zρ = 1/4. The parameter Zλ depends on the combination 2λ+λt. Instead of choosing
one particular value of this combination, two different cases were tested, namely, λ = 10−4
and λt = 0, and λ = 0 and 2 × 10−4. Although both cases have the same Zλ = 1, the
situations are physically different. In the first case, the GB is mobile while diffusion across
the GB is prohibited. The excess vacancies diffuse from grain α toward the left-hand side
of the boundary, where they are annihilated. By the symmetry of the equations, the right-
hand side of the boundary simultaneously injects the same amount of vacancies into grain
β. As a result, grain α shrinks while grain β expands, keeping the same size of the system
and zero lattice velocity in grain β (Fig. 4). The GB migrates toward grain α while the
vacancy concentration jump at the boundary decreases and eventually closes. In the second
case, the vacancies diffuse across the GB, from grain α to grain β, which again results in
reducing and eventually closing the concentration gap (Fig. 5). However, while there is
a driving force for GB migration, the boundary does not move due to its zero mobility
coefficient (λ = 0). In both cases, the time evolution of the vacancy concentration is similar
and relatively close to the respective normal mode solution (61)-(62). Similar tests with a
small perturbation (Cˆ = 0.5 × 10−4) show much closer agreement between the nonlinear
model and the respective normal mode solution. (see Figs. 3 and 4 in the Supplementary
Material [15]). These calculations demonstrate that, in spite of the drastic difference in
the λ and λt parameters and the operation of different physical mechanisms, the vacancy
relaxation kinetics is in both cases similar and is primarily governed by the parameters Zρ
and Zλ.
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2. Mixed-mode cases
Further calculations were performed in the mixed-mode regime by creating an initial
vacancy distribution different from that in either normal mode. Namely, the initial vacancy
concentration profile was chosen to be
Cα = 1, 0 ≤ ξ ≤ 1/2, (69)
Cβ =
3
2
+
3
4
(4ξ − 3)− 1
4
(4ξ − 3)3 , 1/2 ≤ ξ ≤ 1. (70)
By these equations, the vacancy concentration is at equilibrium in grain α (Cα ≡ 1), twice
the equilibrium value at the right end of the sample (Cβ = 2 at ξ = 1), and tends smoothly
to the equilibrium value when approaching the GB from grain β. Since this function is
neither even nor odd with respect to the GB position ξ = 1/2, the vacancy relaxation
process does not have to follow a particular normal mode. The vacancy concentration jump
and concentration gradient at the boundary are initially zero.
Table 2 summarizes eight combinations of the dimensionless model parameters that
were tested, where each parameter was taken to be either very large or very small. The
orders of magnitude of these dimensionless parameters were chosen based on estimates of
the possible ranges of the physical parameters on which they depend. The accompanying
online Supplementary file [15] contains a collection of the vacancy concentration profiles
and various interface properties as functions of time for all eight cases. Four of the most
representative cases will be discussed below.
In the first example, corresponding to case 4 in Table 2, λ and ρ are chosen to be small,
meaning that the GB is highly immobile and virtually incapable of vacancy absorption. At
the same time, λt is large, so that the GB does not pose any significant resistance to vacancy
diffusion. In effect, this situation is almost equivalent to the absence of a GB and thus of any
vacancy sinks/sources in the system. The relaxation process reduces to diffusion-controlled
vacancy redistribution between the two grains. Since the vacancies are almost conserved,
the process is expected to result in uniform vacancy distribution across the system with
the concentration close to Cα = Cβ = 1.25 (obtained by the averaging of Eqs.(69) and
(70)). The numerical results presented in Fig. 6 generally agree with this scenario while
also showing some very small lattice and GB velocities and a small concentration gap at
the GB arising due to the nonzero values of λ and ρ and a finite value of λt.
In the second example, all three parameters λ, λt and ρ are small (case 8 in Table 2).
The difference from the previous example is that the GB is now a strong diffusive barrier to
the vacancies. To the first approximation, the grains can be treated as isolated from each
other. Then the vacancy concentration in grain α should remain Cα ≡ 1 while in grain β it
should tend to even out and eventually becomes uniform at Cβ = 1.5. This process should
create a vacancy concentration gap ∆C = Cβ − Cα = 0.5 at the boundary. The numerical
solution shows that a large gap does initially arise. However, the vacancies soon begin to
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leak into grain α, reducing the gap and, in the long run, closing it (Fig. 7). The vacancy
concentration tends to level at the conservation-dictated value of 1.25. A notable feature
of this process is that the gap creates a driving force for GB migration, as evident from the
equation
ηGB = −λ ln Cα
Cβ
(71)
obtained by combining Eqs.(46) and (52). Although the mobility λ is small, the GB still
moves with a velocity ηGB that is orders of magnitude higher than in the previous example
where the gap was small. This example demonstrates the physical phenomenon of vacancy-
driven GB migration.
In the third example, corresponding to case 7 in Table 2, the vacancy-driven GB mi-
gration occurs much faster than in the previous example. We keep the same small values
of λt and ρ (slow diffusion across the GB and negligible vacancy absorption), but the GB
mobility λ is now high. Interestingly, the concentration gap at the GB becomes much
smaller (Fig. 8). Nevertheless, due to the high GB mobility this small gap is still capable of
driving the boundary motion into grain β with a much higher velocity than in the previous
examples.
It should be noted that the relation between the vacancy concentration gap and the GB
motion is rather convoluted. While the GB motion is driven by the gap, it also strongly
reduces the gap. To understand the underlying mechanism, suppose a large gap initially
exists due to the diffusion barrier at the GB. Driven by this gap, the boundary moves into
the grain in which the vacancy concentration is smaller (cf. Eq.(71)). The gap is then left
behind, inside the advancing grain, and can now smooth out by lattice diffusion. In the new
position, the GB starts creating a new concentration gap by acting as a diffusion barrier,
until the gap becomes large enough to move the boundary into a new position, leaving
the gap behind for smoothing by lattice diffusion. In reality the process is continuous
rather than incremental, but the mechanism is the same. The process eventually reaches a
kinetic balance between the gap-driven GB motion and the motion-induced gap suppression.
The remarkable result of this gap-motion coupling is that, in spite of the existence of the
strong diffusion barrier at the GB, the vacancy composition profiles look very similar to
those in the first example (cf. Fig. 6), in which the boundary did not impose any diffusion
barrier but was immobile. This similarity confirms the prominent role of the parameter
combination 2λ + λt in this model, as suggested by the normal mode analysis. In the two
cases compared here, this combination is large but for very different reasons: 2λ λt in one
case and 2λ λt in the other. Note also that the profiles gradually develop a shape that is
nearly odd with respect to the GB position, which is a feature the κλ normal mode. Thus,
the gap-motion coupling provides the mechanistic explanation of why λ and λt control the
vacancy relaxation process predominantly in this combination and not separately.
Finally, example four features the effect of vacancy absorption at the boundary. The
model parameters correspond to case 1 in Table 2, in which the vacancy diffusion across
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the boundary is fast (large λt), the GB is highly mobile (large λ), and it acts as a powerful
sink/source of vacancies (large ρ). The GB maintains a nearly perfect equilibrium concen-
tration at all times (Fig. 9). This is a standard assumption in most models describing GBs
as vacancy sinks. The vacancies diffusing toward the boundary from grain β are eliminated
at the boundary and do not penetrate into grain α. As a result, grain β shrinks while grain
α remains intact in both its size and the vacancy concentration. Since the lattice velocity η
is negative and much larger in magnitude than dξGB/dτ , the process can be described as GB
migration into grain β with the velocity ηGB = −η/2 driven by the small but non-negligible
vacancy concentration jump.
IV. CONCLUSIONS
We have applied a sharp-interface model to study the interactions of a planar GB with
non-equilibrium vacancies in the presence of mechanical stresses. By contrast to most of the
existing models, the present model includes the vacancy generation and absorption processes
(or equivalently, lattice site generation/absorption) by the GB. The model predicts a set of
coupled kinetic processes that can occur at the GB, including vacancy diffusion toward or
away from the boundary, vacancy diffusion across the GB, the GB migration process, and
the vacancy generation/absorption at the GB. The rates of these processes are linked to the
respective thermodynamic forces, which were previously [10] identified from the equation
for the total free energy rate of decrease.
Analysis of the model and the numerical calculations reported here reveal a number of
effects arising due to the coupling among the different processes. In particular, the GB
motion accelerates the absorption of over-saturated vacancies and/or generation of new
vacancies into the grains if their concentration is below equilibrium. If the vacancy con-
centration is different on either side of the GB, a driving force arises causing GB motion
into the grain with the larger concentration. At the same time, the GB motion reduces
the concentration jump across the GB and thus the driving force for its migration. The
vacancy concentration jump is also influenced by the vacancy generation/absorption pro-
cess. The different vacancy concentrations result in different driving forces for the vacancy
generation or absorption, and thus different generation/absorption rates. The difference
in the generation/absorption rates on either side of the GB causes its migration into the
grain with faster absorption or slower generation. All these processes are influenced by the
rate of vacancy diffusion across the GB. Slow cross-boundary diffusion creates a vacancy
concentration jump, which creates a driving force for the GB motion, which in turn affects
the rate of vacancy generation and absorption.
Given this coupling among the kinetic processes involved, any meaningful model of
vacancy-GB interactions must include all of these processes, describing them by a set of
coupled equations. The model presented here achieves this goal and identifies the key com-
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binations of the material parameters that can be utilized to control the vacancy-GB interac-
tion process for various applications. Potential applications of the model include radiation
damage healing, diffusional creep, irradiation creep, and solid-state sintering [8, 9, 11–14].
The present version of the model is based on many simplifying assumptions and ap-
proximations, some of which can be lifted in the future. For example, the model can be
generalized to multi-component solid solutions containing both vacancies and interstitials.
This should allow one to describe the formation of segregation atmospheres and denuded
zones near GBs. Although the GB studied here was planar, extension to curved GBs is also
possible along the lines discussed in [10]. it should also be noted that some of the kinetic
parameters of the model can be obtained by atomistic calculations, including the lattice
and grain boundary diffusion coefficients as well as the grain boundary mobility. Obtain-
ing this information from atomistic studies of crystallographically specific grain boundaries,
and using the present model, could provide a better understanding of the effect of bicrystal-
lography and atomic structure of grain boundaries on their capacity to absorb or generate
point defects.
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Appendix A: Table of notation
Table 1: List of notation in the order of appearance in the
paper. Indices α and β label the two grains separated by a
grain boundary.
Notation Meaning
vαL and v
β
L Lattice velocities in the grains with respect to laboratory reference frame.
JαL and J
β
L Atomic diffusion fluxes in the grains with respect to the lattice reference
frames.
Jb 2D atomic diffusion flux in grain boundary.
Jn Atomic diffusion flux across grain boundary.
nα Normal to grain boundary pointing from grain α into grain β.
σα and σβ Stress tensors in the grains.
ωα and ωβ Grand-canonical potentials per unit volume in the grains.
fαs and f
β
s Free energies per lattice site in the grains.
Ωα and Ωβ Atomic volumes per lattice site in the grains.
Mα and Mβ Diffusion potentials of atoms relative to the vacancies in the grains.
cα and cβ Atomic concentrations (fractions of occupied lattice sites) in the grains.
Lα and Lβ Diffusion kinetic coefficients in the grains.
x, t Position and time.
Aα and Aβ General vector fields in the grains extrapolated to the grain boundary.
[A] ≡ Aα −Aβ Jump of the vector fields across the grain boundary.
〈A〉 ≡ (Aα + Aβ)/2 Average value of the vector fields across the grain boundary.
Lt and Lp Kinetic coefficients for trans-boundary and intra-boundary diffusion.
να and νβ Numbers of atoms added to the grains per unit area and unit time.
∇b 2D gradient in grain boundary plane.
vb Grain boundary velocity relative to laboratory reference frame.
s Grain boundary traction vector.
⊥ and ‖ Subscripts for normal and tangential components.
R Kinetic coefficient for vacancy creation and annihilation in the grain
boundary.
LGB Kinetic coefficient for grain boundary mobility.
β Shear coupling factor.
vGB Grain boundary velocity with respect to the mean lattice velocity of the
grains.
t Direction of shear-coupled grain boundary motion.
Ks Kinetic coefficient for grain boundary sliding.
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∆Ωv Vacancy relaxation volume.
ε0 Stress-free strain due to vacancies.
Ω′ Atomic volume in the reference state of strain.
S Tensor of elastic compliances.
σh Hydrostatic part of the stress tensor.
M∗ Equilibrium diffusion potential.
c∗ Equilibrium atomic concentration in stress-free grains.
kT Thermal energy (T temperature, k Boltzmann’s constant).
cv Vacancy concentration (fraction of vacant lattice sites).
c∗v Equilibrium vacancy concentration.
D Atomic diffusion coefficient.
xGB Grain boundary position.
l(t) Bicrystal length as a function of time.
l0 Initial bicrystal length.
E, ν Young modulus and Poisson’s ratio of the material.
L′t Scaled kinetic coefficient of trans-boundary diffusion.
τ Dimensionless time.
ξ Dimensionless coordinate.
ξl Dimensionless bicrystal length.
ξGB Dimensionless grain boundary position.
η Dimensionless lattice velocity.
s Dimensionless stress.
λt Dimensionless kinetic coefficient of trans-boundary diffusion.
λ Dimensionless grain boundary mobility.
ρ Dimensionless kinetic coefficient for vacancy creation and annihilation in the
grain boundary.
b Dimensionless vacancy relaxation volume.
Cˆ Dimensionless amplitude of the excess of the vacancy concentration.
κ, κρ, κλ Relaxation wave numbers in the linear stability analysis.
Zρ, Zλ Dimensionless parameters governing the relaxation modes in the linear
stability analysis.
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Appendix B: Linear stability analysis
The governing equations (47)-(52) with s = 0 can be linearized around the equilibrium
state with Cα = Cβ = 1, ξGB = 1/2, η = 0 and ξl = 1. The linearized equations for the
perturbed vacancy concentrations ca(ξ, τ) and cb(ξ, τ) are
∂ca
∂τ
=
∂2ca
∂ξ2
, 0 ≤ ξ ≤ 1/2, (72)
∂cb
∂τ
=
∂2cb
∂ξ2
, 1/2 ≤ ξ ≤ 1, (73)
with the boundary conditions
∂ca
∂ξ
(0, τ) = 0,
∂cb
∂ξ
(1, τ) = 0,
The linearized boundary conditions at the GB (ξ = 1/2) are
− 2dξGB
dτ
+ η + c∗v
(
∂ca
∂ξ
+
∂cb
∂ξ
)
= −λt (ca − cb) , (74)
η + c∗v
(
∂ca
∂ξ
− ∂cb
∂ξ
)
= 0, (75)
η = −ρca + cb
2
, (76)
dξGB
dτ
=
1
2
η − λ (ca − cb) . (77)
We seek a normal mode solution of the linearized equations in the form
ca(ξ, τ) = Ca(ξ) exp(−κ2τ), cb(ξ, τ) = Cb(ξ) exp(−κ2τ),
ξGB(τ) =
1
2
+XGB exp(−κ2τ), η(τ) = V exp(−κ2τ),
where we anticipate damped solutions with a real, positive decay rate κ2 > 0. The diffusion
equations become
− κ2Ca = ∂
2Ca
∂ξ2
, 0 ≤ ξ ≤ 1/2, (78)
− κ2Cb = ∂
2Cb
∂ξ2
, 1/2 ≤ ξ ≤ 1, (79)
with the boundary conditions
dCa
dξ
(0) = 0,
dCb
dξ
(1) = 0.
The solutions are
Ca(ξ) = F cos ξκ, Cb(ξ) = G cosκ(ξ − 1),
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where F andG are constants. Inserting them back in Eqs.(74)-(77), the boundary conditions
at ξ = 1/2 become
2κ2XGB + V − c∗vκ sin(κ/2)(F −G) + λt cos(κ/2)(F −G) = 0,
V + c∗vκ sin(κ/2)(F +G) = 0,
2V + ρ cos(κ/2)(F +G) = 0,
2κ2XGB + V − 2λ cos(κ/2)(F −G) = 0.
Treating XGB, V , (F +G) and (F −G) as unknowns, we have a homogeneous linear system
of equations
2κ2 1 0 λt cos(κ/2)− c∗vκ sin(κ/2)
0 1 c∗vκ sin(κ/2) 0
0 2 ρ cos(κ/2) 0
2κ2 1 0 −2λ cos(κ/2)


XGB
V
F +G
F −G
 =

0
0
0
0
 . (80)
This system of equations has nontrivial solutions if its determinant is zero. This condition
gives the dispersion relation
2κ2 (ρ cos(κ/2)− 2c∗vκ sin(κ/2)) ((2λ+ λt) cos(κ/2)− c∗vκ sin(κ/2)) = 0, (81)
which factors into three branches that will be referred to as the κ = 0 branch, the κρ branch,
and the κλ branch.
On the κ = 0 branch, the linear system (80) becomes
0 1 0 λt
0 1 0 0
0 2 ρ 0
0 1 0 −2λ


XGB
V
F +G
F −G
 =

0
0
0
0
 . (82)
and has the trivial solution F = G = V = 0 with arbitrary XGB. This branch reflects the
fact that the equilibrium can be reached for any GB position XGB.
On the κρ branch, the root κρ of Eq.(81) satisfies the condition
ρ
2c∗vκρ
= tan
κρ
2
,
which is a transcendental equation of the form
Z
x
= tanx (83)
with a constant Z. It has a well-known graphical interpretation with the root given by the
intersection of the left-hand side y = Z/x and the right hand side y = tanx. For positive
Z, the smallest root lies in the range 0 < x < pi/2. On this branch, the parameter Z is
Zρ =
ρ
4c∗v
. (84)
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The linear system (80) takes the form
2κ2ρ 1 0 (λt − ρ/2) cos(κρ/2)
0 2 ρ cos(κρ/2) 0
0 2 ρ cos(κρ/2) 0
2κ2ρ 1 0 −2λ cos(κρ/2)


XGB
V
F +G
F −G
 =

0
0
0
0
 (85)
and the corresponding normal mode is proportional to
XGB
V
F +G
F −G
 =

ρ cos(κρ/2)
−2ρκ2ρ cos(κρ/2)
4κ2ρ
0
 . (86)
Since F = G, the vacancy concentration is continuous across the GB. Note that in this
mode, the GB migration velocity dξGB/dτ −η/2 = 0. The boundary does not move relative
to the mean velocity of the grains. The only GB process occurring is the vacancy generation
and absorption.
On the κλ branch, the root κλ of Eq.(81) satisfies the condition
2λ+ λt
c∗vκλ
= tan
κλ
2
,
which is the same transcendent equation (83) with the constant
Zλ =
2λ+ λt
2c∗v
. (87)
The linear system becomes
2κ2λ 1 0 −2λ cos(κλ/2)
0 1 (2λ+ λt) cos(κλ/2) 0
0 2 ρ cos(κλ/2) 0
2κ2λ 1 0 −2λ cos(κλ/2)


XGB
V
F +G
F −G
 =

0
0
0
0
 (88)
and the normal mode is proportional to
XGB
V
F +G
F −G
 =

λ cos(κλ/2)
0
0
κ2λ
 . (89)
In this mode, there is no driving force for the vacancy creation or absorption at the GB and
thus no lattice flow (V = 0). The boundary can migrate and the vacancy concentration
profile is discontinuous at the boundary, while its spatial derivative remains continuous
(F = −G).
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Table 2. Summary of model parameters for the numerical study of mixed-mode vacancy relaxation.
Case λt λ ρ Zρ Zλ GB properties
1 300 4× 104 1010 5.0× 1013 8.03× 108 Mobile, efficient vacancy sink/source,
weak diffusion barrier.
2 300 10−6 1010 5.0× 1013 3.0× 106 Sluggish, efficient vacancy sink/source,
weak diffusion barrier.
3 300 4× 104 10−6 5.0× 10−3 8.03× 108 Mobile, poor vacancy sink/source,
weak diffusion barrier.
4 300 10−6 10−6 5.0× 10−3 3.0× 106 Sluggish, poor vacancy sink/source,
weak diffusion barrier.
5 10−3 4× 104 1010 5.0× 1013 8.03× 108 Mobile, efficient vacancy sink/source,
strong diffusion barrier.
6 10−3 10−6 1010 5.0× 1013 10.02 Sluggish, efficient vacancy sink/source,
strong diffusion barrier.
7 10−3 4× 104 10−6 5.0× 10−3 8.0× 108 Mobile, poor vacancy sink/source,
strong diffusion barrier.
8 10−3 10−6 10−6 5.0× 10−3 10.02 Sluggish, poor vacancy sink/source,
strong diffusion barrier.
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Figure 1. The physical processes occurring at the grain boundary and in the grains within the
proposed model.
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Figure 2. Schematic bicrystal with a plane grain boundary. The left bar indicates the fixed wall.
The system is subject to uniform uniaxial stress σxx in the x-direction.
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(a)
(b)
Figure 3. (a) Comparison of the κρ normal mode solution (dashed black curves) and the nonlinear
numerical solution (solid blue and red curves) for the vacancy concentration fields in each grain.
The concentration profiles are shown at times τ ranging from 0 to 1.5 at 0.1 increments. The
arrows indicate the direction of time. The model parameters are λ = λt = 0 and ρ = 10
−4 (thus
Zρ = 1/4 and Zλ = 0) and the initial perturbation has the amplitude Cˆ = 0.5. (b) Comparison of
the same normal mode solution (dashed red curves) and nonlinear numerical solution (solid black
curves) for various interfacial quantities.
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(b)
Figure 4. (a) Comparison of the κλ normal mode solution (dashed black curves) and the nonlinear
numerical solution (solid blue and red curves) for the vacancy concentration fields in each grain.
The concentration profiles are shown at times τ ranging from 0 to 1.5 at 0.1 increments. The
arrows indicate the direction of time. The model parameters are λ = 10−4, λt = 0 and ρ = 10−4
(thus Zρ = 1/4 and Zλ = 1). (b) Comparison of the same normal mode solution (dashed red
curves) and nonlinear numerical solution (solid black curves) for various interfacial quantities.
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Figure 5. (a) Comparison of the κλ normal mode solution (dashed black curves) and the nonlinear
numerical solution (solid blue and red curves) for the vacancy concentration fields in each grain.
The concentration profiles are shown at times τ ranging from 0 to 1.5 at 0.1 increments. The
arrows indicate the direction of time. The model parameters are λ = 0, λt = 2 × 10−4 and
ρ = 10−4 (thus Zρ = 1/4 and Zλ = 1). (b) Comparison of the same normal mode solution (dashed
red curves) and nonlinear numerical solution (solid black curves) for various interfacial quantities.
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(a)
(b)
Figure 6. Vacancy concentration profiles (a) and various interfacial quantities. (b) obtained by
numerical solution of the model. The concentration profiles are shown at times τ ranging from
0 to 1.5 at 0.1 increments. The arrows indicate the direction of time. The model parameters
correspond to case 4 in Table 2.
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Figure 7. Vacancy concentration profiles (a) and various interfacial quantities. (b) obtained by
numerical solution of the model. The concentration profiles are shown at times τ ranging from
0 to 1.5 at 0.1 increments. The arrow indicates the direction of time. The model parameters
correspond to case 8 in Table 2.
34
(a)
(b)
Figure 8. Vacancy concentration profiles (a) and various interfacial quantities. (b) obtained by
numerical solution of the model. The concentration profiles are shown at times τ ranging from
0 to 1.5 at 0.1 increments. The arrows indicate the direction of time. The model parameters
correspond to case 7 in Table 2.
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Figure 9. Vacancy concentration profiles (a) and various interfacial quantities. (b) obtained by
numerical solution of the model. The concentration profiles are shown at times τ ranging from
0 to 1.5 at 0.1 increments. The arrow indicates the direction of time. The model parameters
correspond to case 1 in Table 2.
