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Summary
Conformational transitions underlie the function of
many biomolecular systems. Resolving intermediate
structural changes, however, is challenging for both
experiments and all-atom simulations because the du-
ration of transitions is short relative to the lifetime of
the stable species. Simplified descriptions based on
a single experimental structure, such as elastic net-
work models or Go models, are not immediately appli-
cable. Here, we develop a general method that com-
bines multiple coarse-grained models to capture slow
conformational transitions. Individually, each model
describes one of the experimental structures; to-
gether, they approximate the complete energy surface.
Wedemonstrate themethod for the helix-to-sheet tran-
sition inArc repressor N11L.We find that the transition
involves the partial unfolding of the switch region, and
rapid refolding into the alternate structure. Transient
local unfolding is consistent with the low hydrogen
exchange protection factors of the switch region.
Also in agreement with experiment, the isomerization
occurs independently of the global folding/dimeriza-
tion transition.
Introduction
Structural studies have shown that transitions between
different conformations of macromolecules and their
complexes are important in biological processes. Exam-
ples range from allosteric transitions (Kern and Zuider-
weg, 2003; Gunasekaran et al., 2004; e.g., in hemoglo-
bin, see Perutz et al., 1998) to the structural transitions
involved in the movement of motor proteins (Abrahams
et al., 1994; Stock et al., 2000), or the conformational
changes which occur upon binding of ligands to cell re-
ceptors (Bissantz, 2003). Experiments are now able to
characterize the structure of populated states in great
detail using X-ray diffraction and NMR spectroscopy.
The rates of population exchange can also be probed
by a variety of spectroscopic techniques, for example
NMR spectroscopy (Akke, 2002; Lukin et al., 2003; Kay,
2005) or time-resolved optical spectroscopy (Henry
et al., 1997). Nonetheless, it is also important to under-
stand the transitions between the stable states. A de-
scription of the transitions should aid in understanding
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ample by designing agonist ligands for receptors. Be-
cause the system is predominantly found in one of the
stable states and not in the transition region, direct ex-
perimental investigations of the transitions between
them are difficult, although the mechanism may be indi-
rectly inferred from kinetic measurements as is done in
protein folding F value analysis (Fersht et al., 1992).
Whereas simulations can potentially fill in some of the
details, most processes of interest occur on time (micro-
second to second) and length (nanometer to microme-
ter) scales inaccessible to standard all-atom molecular
dynamics simulations with transferable force fields (Kar-
plus and McCammon, 2002); despite recent tour de force
simulations of some very large systems, (Bo¨ckmann and
Gru¨bmuller, 2002; Aksimentiev and Schulten, 2005).
One approach to overcoming the problem of long time
scales in simulation is to use coarse-grained models
with simplified representations and energy functions
(Tozzini, 2005), which incur a much lower computational
cost than standard all-atom simulations. Due to the
many degrees of freedom which have been integrated
out, it is difficult, if not impossible, to parameterize
transferable (i.e., sequence-based) energy functions
for these models, at least using pair potentials (Vendrus-
colo and Domany, 1998; Moghaddam et al., 2005).
Nonetheless, an energy function may be derived from
the structure of each stable state, which is often known
experimentally. A popular and successful class of such
structure-based potentials comprises the elastic net-
work models (Tirion, 1996), in which coarse particles
representing the molecule at some level of detail are
connected by harmonic springs; dynamical information
can be inferred from normal mode analysis. Such de-
scriptions have been applied to predicting isotropic
thermal factors in protein crystal structures (Bahar
et al., 1997), the movements of motor proteins (Zheng
and Doniach, 2003; Navizet et al., 2004; Zheng and
Brooks, 2005), ribosome motions (Tama et al., 2003;
Wang et al., 2004), and the mechanical properties and
assembly of virus capsids (Tama and Brooks, 2005;
Rader et al., 2005). Elastic models have been particularly
useful for the refinement and interpretation of low-reso-
lution structural data by projecting structural changes
onto low-frequency modes (Tama et al., 2003; Tama
and Brooks, 2005; Ma, 2004). Going beyond this simple
approach, a recent study has applied a perturbation
analysis to the elastic network Hamiltonian to identify
residues critical for transitions (Zheng et al., 2005). How-
ever, many molecular transitions will clearly not be de-
scribed well by a harmonic model. This is especially
true when the transition involves the polymeric charac-
ter of the peptide chain, such as in protein folding, and
when the energy landscape is locally rugged (Bryng-
elson and Wolynes, 1989). For these cases, a different
class of anharmonic structure-based models has been
used. In these so-called Go models (Ueda et al., 1975),
the protein is represented as a chain with attractive in-
teractions between pairs of residues which interact in
the native structure and repulsive interactions for all
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many local minima reflecting the formation and rupture
of amino acid contacts and the rotation of backbone di-
hedral angles, but a funnel-like bias toward the native
structure. These models have been very effective for
the investigation of folding mechanisms (Clementi et al.,
2000; Karanicolas and Brooks, 2002; Ollerenshaw et al.,
2004; Hubner et al., 2004; Koga and Takada, 2001; Alm
et al., 2002) and kinetics (Shimada and Shakhnovich,
2002; Karanicolas and Brooks, 2003a; Chavez et al.,
2004; Henry and Eaton, 2004) and dimerization mecha-
nisms (Yang et al., 2004; Levy et al., 2004, 2005a,
2005b), for example.
The remarkable success of the structure-based elas-
tic network models and Go models suggests that struc-
tural knowledge can be used to construct a reasonably
good potential, at least in the vicinity of the experimental
structure. However, both elastic network models and
Go-like models suffer from the limitation that the poten-
tial generally encodes only a single dominant minimum,
corresponding to the structure used to derive it. Kim
et al. (2002, 2005) have used a geometrical approach
to generating intermediate structures. They define inter-
mediate elastic potentials in which the distance matrix is
a linear combination of those corresponding to initial
and final structures. Another method of overcoming the
single minimum problem, pioneered by Miyashita et al.
(2003, 2005), is to recalculate the elastic network poten-
tial for intermediate structures along an assumed reac-
tion path between the two dominant structures.
Here we present a scheme for building up an energy
landscape encoding a number of dominant basins. We
use structure-based potentials to model the energy sur-
face in the vicinity of available experimental structures
and present a method for merging the potentials that
leads to a smooth transition between the different ba-
sins on the energy surface. In principle, this allows the
assembly of energy landscapes encoding an arbitrary
number of minima of known conformation. By stitching
together structurally derived potentials that are accurate
close to their respective minima, one aims to construct
a globally reliable energy landscape. This method differs
in several important respects from previous work com-
bining different structure-based potentials. First, the in-
dividual structure-based energy functions are not limited
to harmonic models, so that coarse polymer models
(e.g., Go models) may be used (as is done here) to model
highly anharmonic transitions such as unfolding. Sec-
ond, the system evolves on a single energy surface in
which both stable conformers are minima, allowing en-
sembles of transition paths to be sampled by simulation.
This may be useful if there is significant heterogeneity in
the transition paths.
We have applied this approach to study a transition
between helix and sheet structure in a protein context:
the Arc repressor mutant N11L. It has been shown ex-
perimentally that the double mutation N11L,L12N
causes the b sheet found in the structure of the wild-
type Arc repressor dimer (Breg et al., 1990) to switch
completely into a 310 helix (Figure 1) (Cordes et al.,
1999, 2003); the latter structure is commonly referred
to as switch Arc. In this work, we refer to the wild-type
structure as the b, or sheet form, and the switch mutant
structure as the helical form, whereas the N-terminal re-gion in which the structural change occurs will be de-
noted the switch region. Intriguingly, the intermediate
single mutant N11L was found to populate both sheet
and helix structures and to exchange between them on
the NMR timescale under certain conditions (Cordes
et al., 2000). The N11L mutant has therefore been de-
scribed as a model for an evolutionary bridge between
two structures. The transition between the helix and
sheet forms of the protein would clearly not be captured
by an elastic model, and a Go model encoding one con-
formation will not find the other (shown below). How-
ever, by combining the Go-like models derived from
the experimental structures of each form, we are able
to simulate transition paths and identify transition state
structures between the two states.
As the transition region is generally far from either ex-
perimental structure, it is arguably the most poorly ap-
proximated region of the energy landscape. To address
this issue, we have also run simulations with additional
non-Go contacts. These do not qualitatively alter the re-
sults in this case, supporting the conclusions drawn
from the double-Go simulations.
Results and Discussion
How Can Multiple Energy Surfaces Be Combined?
Because individual structure-based models such as
elastic network models and Go models generally pro-
duce only a single dominant minimum, our approach is
to combine two such models, one for each of the alter-
native experimental structures of Arc repressor. How
should the two potential surfaces be combined in such
a way as to preserve the shape of the energy surface
in the vicinity of each minimum while giving a smooth
transition between the two minima? Figure 2 illustrates
some possible rules for combining two energy surfaces,
for a pair of one-dimensional harmonic potentials
(shown separately in Figure 2A). The simplest possibil-
ity, adding the two energies (Figure 2B), fails completely
for harmonic potentials, as the result is a harmonic po-
tential whose minimum is located midway between the
minima of the original potentials! Although this effect
may not be as severe for funnel-like potentials, the result
for the harmonic case indicates that this approach could
produce undesirable effects. Another simple alternative
is to take the minimum of the two surfaces at every point
in configuration space (Figure 2C). While this results in
two minima at the correct locations, as desired, it also
produces a cusp-like energy barrier which is unrealistic
Figure 1. Experimental Arc Repressor Structures
Structures of the sheet (wild-type) and helix (switch) forms of Arc re-
pressor are shown in (A) and (B), respectively. The region in which
the structural transition occurs (residues 8–14) is shaded.
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energies, such as molecular dynamics or Langevin dy-
namics. Our proposed method is based on an exponen-
tial Boltzmann weighting of the two surfaces, given by
Equation 2 (see Experimental Procedures) (Hummer
et al., 1997): the resulting energy surface (Figure 2D) is
essentially identical to the separate models in the vicin-
ity of the minima in the original energy functions, but has
a smooth, continuous barrier in the transition region. In
the language of statistical mechanics, we add up the
partition functions corresponding to the individual en-
ergy surfaces rather than the energies themselves; that
is to say, we pool the accessible states defined by the in-
dividual energy functions. In principle, as many surfaces
as desired could be combined using this method (Equa-
tion 2). For harmonic potentials, the equilibrium pro-
perties of such mixed models may be calculated analyt-
ically. Although the method was illustrated for harmonic
potentials in Figure 2D, it is equally applicable to anhar-
monic potentials such as Go models. For example, in
Figure 2E are shown two cartoon one-dimensional fun-
Figure 2. Possible Schemes for Combining Two Energy Functions
The two harmonic potentials bE6 (x) = 5(x6 1)
2, plotted separately as
black and gray curves in (A), could be merged using either: (B) the
sum Esum(x) =E+ (x) +E2 (x)2 10 (the offset of 210 has been added
for visualization only); (C) the minimum energy Emin(x) =
min(E+ (x), E2 (x)); or (D) the exponentially weighted sum (Equation
2), Eexp(x) = 2 b
21ln(exp(2 bE+ (x)) + exp(2bE2 (x))) (b = 1 in the fig-
ure). The exponentially weighted sum in (D) is equally applicable to
anharmonic potentials, such as the two cartoon energy landscapes
shown separately in (E) and merged in (F). This would be the situation
for Go models, for instance.nel landscapes with some local ruggedness, which can
be mixed with our exponential weighting scheme to
give the combined potential plotted in Figure 2F.
Double-Go Model for Arc Repressor
Go-like models were derived from the NMR structures of
wild-type Arc (Protein Data Bank code 1ARR; Figure 1A)
and switch Arc (PDB code 1QTG; Figure 1B) using
a standard prescription (Karanicolas and Brooks,
2002). A number of small modifications were made (de-
scribed in Experimental Procedures), in particular to
make the backbone potential generic, that is, indepen-
dent of the folded structures. The most significant
change was the introduction of a fully transferable pseu-
doangle potential for the Ca-Ca-Ca angles.
The separate Go-like models of sheet and helix Arc
each remain folded over the range of temperatures sim-
ulated (280–320 K) with a Ca root mean square deviation
(rmsd) from the experimental structures of around 2 A˚.
When the two Go potentials are combined using Equa-
tion 2, the protein exchanges frequently between the
sheet and helix forms at equilibrium. The rmsd of a typi-
cal equilibrium trajectory at 300 K from each stable
structure is shown in Figures 3A and 3B. The protein
converts between the two alternate conformers in an es-
sentially two-state fashion. Note that there are frequent
Figure 3. Equilibrium Helix-Sheet Transitions of Mixed Go Models
of Arc
(A) and (B) show the global Ca root mean square deviations (rmsd)
from the experimental structures of the (A) sheet and (B) helix forms
of Arc (in A˚) for simulations of Arc repressor in the mixed Go poten-
tial. In (C), the trajectory is projected onto the coordinate Qdiff, de-
fined as the difference between the fraction of native contacts in-
volving the switch region in the helix form of Arc (Qh) and the
fraction of native contacts involving the switch region in the sheet
form of Arc (Qs).
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in transitions. Similar fluctuations, attributable to the
switch region, also occur in the separate Go models
for the sheet and helix forms. These rapid fluctuations
suggest that the switch region is a less stable element
of structure compared with the rest of the protein. Pro-
tection factors from hydrogen exchange experiments
on both sheet and helix forms of the proteins show that
the switch region is less stable than the main body of the
protein, consistent with the fluctuations seen in our
model (Cordes et al., 2003). The flexibility of this region
of the protein may be related to its function in binding
DNA; certain residues, for example, Phe 10, are known
to flip out in order to bind DNA, and NMR dynamics sug-
gests that a preequilibrium exists between the two con-
formers (Nooren et al., 1999).
The global folding transition of the mixed Go model oc-
curs only at a much higher temperature (z360 K), and is
therefore independent of the local helix-to-sheet isomer-
ization; this is consistent with the experimental interpre-
tation that the structural change in Arc N11L occurs inde-
pendently of the overall folding of the protein (Cordes
et al., 1999). We find that global folding/unfolding transi-
tions at 360 K are tightly coupled with the binding of the
two monomers (see Supplemental Data available with
this article online), in agreement with experiment (Milla
and Sauer, 1994; Milla et al., 1995) and with earlier simu-
lation studies using a different Go-like model (Levy et al.,
2004, 2005a).
In Figure 3C, the same trajectory segment has been
projected onto a reaction coordinate Qdiff, which sepa-
rates the two stable states very well. This coordinate is
defined as the difference between the fraction of native
contacts involving the switch region in helical Arc (Qh)
and the fraction of native contacts involving the switch
region in the sheet form of Arc (Qs). We also find that
this reaction coordinate is suitable for identifying transi-
tion states, by applying a Bayesian approach to identify-
ing reactive states (Hummer, 2004; Best and Hummer,
2005); we identify transition states as those configura-
tions with the highest probability that trajectories pass-
ing through them are reactive, that is, connect the sheet
conformations (Qdiff =20.3) to the helical conformations
(Qdiff = 0.3). This can be quantified by the conditional
probability of being on a transition path given a value
ofQdiff, p(TPjQdiff). The largest value of p(TPjQdiff), corre-
sponding to the most likely transition states, isz0.4 for
Qdiff = 20.034 (Figure S1). Because this is close to the
maximum possible value of 0.5 for diffusive processes
(Hummer, 2004), transition states may be derived using
the Qdiff reaction coordinate with confidence. Using this
value of Qdiff as a dividing surface, we estimate the ratio
of the populations of the protein in sheet and helix con-
formers to be approximately 67:33. This balance is ob-
tained from mixing the two potentials using Equation 2
with the offsets ei set to zero, but ei could in principle
be adjusted to account for differences in stability, or to
tune the stability to favor one of the states as is often
done experimentally. From the mean residence times
in each state, we obtain the rate for conversion of sheet
to helix ks/h as 20.6 (2.3) ms
21 and the reverse rate kh/s
as 41.7 (4.7) ms21. These rates were calculated from sim-
ulations with a damping coefficient g approximately
three orders of magnitude smaller than that commonlyused for liquid water, in order to speed up the rate of
transitions. Although there is no guarantee for such sim-
plified models that the calculated rates should corre-
spond to experiment, they are in fact about three orders
of magnitude faster than those measured from analysis
of NMR line shapes (Cordes et al., 1999).
Some insight into the shape of the energy surface re-
sulting from the mixing of the two models, and its rela-
tion to those arising from the separate models, may be
obtained by comparing free energy surfaces as a func-
tion of suitable reaction coordinates: we choose Qs
and Qh, because contact-based reaction coordinates
are often good coordinates for Go-like models when
the system is relatively unfrustrated (Clementi et al.,
2000; Best and Hummer, 2005); they may break down
for more rugged potentials or for larger proteins. The po-
tential of mean force in terms of these coordinates is
shown in Figure 4B. The free energy surface has two
principal minima: one corresponding to the sheet struc-
ture (Qs = 0.86,Qh = 0.54) and the other to the helix struc-
ture (Qs = 0.53, Qh = 0.87), with a broad transition region
connecting them. In this two-dimensional projection, the
saddle in the free energy surface consists of structures
in which the switch region is essentially unfolded with
respect to either the helix or sheet structures (although
the remainder of the protein remains well folded). Anal-
ogous free energy surfaces for the separate sheet and
helix potentials are shown in Figures 4A and 4C; in
each of these, as expected, there is only a single mini-
mum corresponding to the structure used to derive the
potential, and the alternate conformer is not populated.
As expected from the mixing rule, the energy surface
Figure 4. Free Energy Surfaces for Arc Repressor Models
Two-dimensional potentials of mean force are shown as a function
of the fraction of sheet native contacts Qs and helix native contacts
Qh involving the switch region, obtained from equilibrium simula-
tions of Arc at 300 K using (A) the sheet potential, (B) the mixed po-
tential, and (C) the helix potential. Note that to facilitate comparison,
the free energies in (A) and (C) have been shifted using the relative
populations of the sheet and helix structures in the ensemble in
(B). The corresponding free energy surface for a mixed potential in-
corporating additional non-Go contacts is shown in (D). The position
of the sheet minimum in (A), (B), and (D) is indicated by a white
square, and the position of the helix minimum in (B), (C), and (D)
by a white circle, for purposes of comparison; broken lines link the
minima in the different plots.
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between the Sheet and Helix Forms of Arc
The equilibrium probability density peq(Qs,Qh) is plotted in (A), show-
ing the slight preference for the sheet conformer. Transition paths
are defined as those segments of equilibrium trajectories which con-
nect the two regions defined by Qs > 0.9 and Qh > 0.9 (the borders of
these regions are indicated by broken white lines in each panel); two
examples of such transition paths are superimposed on the equilib-arising from the combined potential in Figure 4B is es-
sentially identical to the free energy surfaces for the sep-
arate potentials in Figures 4A and 4C in regions close to
either minimum. In addition, combining the potentials
results in a smooth saddle connecting the two minima.
Mechanism of Helix/Sheet Interconversion
Figure 4B is suggestive of a mechanism for interconver-
sion of the sheet and helix forms of Arc: the minimum
free energy path would involve initially unfolding one
structure and then forming the new structure, following
an L-shaped path on the projection. However, the broad
saddle lying along the diagonal suggests that there may
also be pathways in which formation of the new struc-
ture occurs concomitantly with the loss of the old. We
have therefore studied the transition paths between
the two states in more detail using a Bayesian approach
(Hummer, 2004; Best and Hummer, 2005) (Figure 5). For
this two-dimensional analysis, we identify transition
paths as being segments of equilibrium trajectories con-
necting the two regions of Q space defined by Qh > 0.9
and Qs > 0.9 without recrossing (Hummer, 2004). The
equilibrium probability density peq(Qs,Qh) in Figure 5A
has the expected two-state appearance, with a slightly
higher density for the favored sheet form. The condi-
tional probability density p(Qs,QhjTP) obtained from
a histogram of the transition paths shows that the
most probable route for transitions is indeed via the ap-
proximately L-shaped path inferred from the free energy
surface. Moreover, Figures 4B and 5A indicate that there
are no significantly populated intermediate structures
which would complicate the analysis; this is also consis-
tent with the two-state interpretation of the experimental
data (Cordes et al., 1999). Finally, we are able to use the
Bayesian relation,
p(TPjQs,Qh) = p(Qs,QhjTP)p(TP)=peq(Qs,Qh), (1)
with p(TP) being the equilibrium probability of being on
a transition path, to estimate the probability of being
on a transition path given certain values of the reaction
coordinates, p(TPjQs,Qh). This indicates that the most
reactive states (transition states), being those with the
highest values of p(TPjQs,Qh), lie approximately along
the diagonal. Furthermore, it explains why the coordi-
nate Qdiff =Qh2Qs is a good one-dimensional reaction
coordinate: it is orthogonal to the dividing surface (sto-
chastic separatrix) (Berezhkovskii and Szabo, 2005). In
this case, it appears that the two-dimensional coordi-
nates Qs, Qh do not represent a significant improvement
over the one-dimensional coordinate Qdiff in terms of
identifying transition states.
The one-dimensional free energy profile along the
coordinate Qdiff is shown in Figure 6A, revealing minima
for the helix and sheet structures and an intervening bar-
rier. Because Qdiff is a good reaction coordinate, it may
also be used to characterize the structures along the
rium probability density in (A) (yellow and magenta lines). (B) shows
the conditional probability of the reaction coordinates for transition
paths only, p(Qs,QhjTP). In (C), the most reactive states are identified
using p(TPjQs,Qh). In all panels, the locus of the transition state iden-
tified from the one-dimensional reaction coordinate Qdiff =Qh2
Qs = 2 0:034 is shown with a broken red line.
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jectories corresponding to certain values of the reaction
coordinate, we can identify structures representative of
the sheet, helix, and transition state ensembles (Figures
6B, 6D, and 6C, respectively). Visually, the switch region
is disordered in the transition state, consistent with the
interpretation in terms of local unfolding above. A simple
means of quantifying the disorder is via the distribution
of end-to-end distances for the switch region. Figure
6E shows the distribution of distances between residues
8 and 14, which bound the switch region. The blue histo-
gram of distances from transition state configurations is
very broad, and clearly differs from the narrow distance
distributions for the helix (green) and sheet (black)
states. A random chain version of our model was gener-
Figure 6. Identifying Transition States for the Helix-Sheet Transition
of Arc
(A) Potential of mean force along the reaction coordinate Qdiff =
Qh2Qs.
(B–D) Structures corresponding to selected values ofQdiff have been
used to illustrate the transition: (B) Qdiffz2 0:3 (sheet or wild-type
structure); (C) Qdiffz2 0:034 (transition state structures); and (D)
Qdiffz0:3 (helical or switch structure). In each case, the five struc-
tures closest to the chosen value of the reaction coordinate are
shown.
(E) The distribution of end-to-end lengths of the switch region (resi-
dues 8–14) in the transition state (blue histogram) is compared with
that in the helical form (green curve), the sheet form (black curve),
and the distribution of end-to-end lengths of a 7 residue peptide
with no attractive interactions (red curve).ated by running simulations of a seven residue peptide
with the same potential as the Go model for residues
8–14, but with all attractive contacts turned off. The dis-
tribution of end-to-end distances for the random chain
overlays quite well with the transition state distribution
of lengths, being only slightly shifted to longer lengths
(by about 0.3 A˚). While the end-to-end distance is clearly
a simplified description, this correspondence suggests
that a random chain is a reasonable approximation for
the transition state. We can use this finding to suggest
some perturbations that should alter the transition rate.
For example, adding a low concentration of denaturant
may stabilize the transition state and thus increase the
rate of the reaction; however, higher denaturant concen-
trations (still below those required to unfold the protein)
may result in the unfolded transition state becoming
a stable intermediate, slowing the transition rate again.
Similarly, incorporation of glycine into the switch region
would destabilize both sheet and helix relative to the
transition state, and may also increase the rate.
Although the transition appears essentially two-state,
there is a slight shoulder on the helical side of the free
energy barrier in Figure 6A around Qdiffz 0.15, suggest-
ing an unstable intermediate; although this is hard to see
in the two-dimensional equilibrium probability density
(Figure 5A) due to its low overall population, it shows
up quite clearly in the two-dimensional probability den-
sity for transition paths (Figure 5B) as a peak at Qh z
0.65, Qsz 0.52. A frequent feature of structures match-
ingQdiffz 0.15 is the presence of only a single helix. This
suggests that the two helices can unfold sequentially
during helix-to-sheet conformational transitions. In con-
trast, no structures with only one strand of the sheet
present are observed, presumably because almost all
of the sheet contacts are between the two monomers,
in contrast to the situation for helices. What is clear
from both one- and two-dimensional analysis, however,
is that both helices unfold before the transition state is
reached.
We note here that our finding of two-state transitions
for this system was not predetermined by the model:
for example, single Go models for folding have been
found to fold via intermediates (Clementi et al., 2000;
Karanicolas and Brooks, 2003b), without the intermedi-
ate being explicitly incorporated into the energy func-
tion. However, if the structure of a stable intermediate
were known from experiment, this could be incor-
porated into the energy function as an additional
structure-based potential. A better description of non-
native intermediates could also be obtained by using
a more physics-based potential function than a Go
model (for example, by including some nonnative con-
tact energy as described below).
Influence of Nonnative Contacts
Go models are expected to be a reasonable approxima-
tion close to the structure used to derive them, and
many folding studies have suggested that they are a suf-
ficiently good model away from this structure to predict
folding rates (Chavez et al., 2004; Henry and Eaton,
2004) and, more qualitatively, mechanisms (Shoemaker
et al., 1999; Mun˜oz and Eaton, 1999; Clementi et al.,
2000; Koga and Takada, 2001; Alm et al., 2002; Henry
and Eaton, 2004). Nonetheless, the regions of the mixed
Mixed Coarse Models for Arc Repressor
1761energy landscape in the vicinity of the transition region
should be more poorly approximated, given that they
are far from either stable structure. How important are
the missing non-Go interactions (those contacts not
formed in the two structures used to construct the
double-Go potential) for defining the transition region
between the two states?
To answer this question for Arc repressor, we have
built an identical double-Go potential, but the repulsive
terms for non-Go contacts have been substituted with
an attractive potential, with a well depth of 40% of the
equivalent depth for native contacts. In general, we find
that the addition of non-Go contacts has only a small in-
fluence on the results. The sheet form of the protein is
slightly stabilized relative to the pure Go models (the ratio
of sheet:helix shifts to 86:14), and the single-helix inter-
mediate is slightly stabilized. However, the overall shape
of the two-dimensional free energy surface is essentially
unchanged (Figure 4D), and the transition state retains its
unfolded character. Whereas non-Go contacts may be
important for other systems, we note that the method
of mixing potentials presented here ensures that the po-
tential for the transition region will be at least as good as
that for any of the underlying single-minimum models.
Conclusion
Thanks to advances in structural biology, there are now
many techniques for determining structures of stable
conformations of proteins and other macromolecules
under suitable conditions. By themselves, however,
these structures do not reveal the mechanism by which
such states interconvert; perhaps only single-molecule
experiments could be used to obtain direct information
on transition paths. This is a natural niche for simulations
with coarse models: experimental structures can be
used to derive coarse potentials, while the method pre-
sented in this work can be used to splice together a num-
ber of potentials derived from different experimental
structures to create a more faithful representation of
the energy surface. Mechanisms obtained directly from
such simulations may also be tested against experimen-
tal information, such as F values (Fersht et al., 1992).
Consistent with experimental evidence, we find that
the transition between the sheet and helix forms of Arc
repressor N11L is two-state, and does not require the
unfolding or dissociation of the Arc dimer. Instead, the
transition occurs by local unfolding of the switch region
followed by rapid refolding.
Experimental Procedures
Mixed Potential
Consider two energy functions (e.g., for elastic network models or
Go models) E1(R) and E2(R) with global minima at two conformers
R1 and R2, respectively. The corresponding partition functions are
Z1 =
R
dRexp(2 bE1(R)) and Z2 =
R
dRexp(2 bE2(R)). To combine
the models such that their respective minima are retained, we add
their partition functions Z = Z1 + Z2 (Hummer et al., 1997). Expressed
in terms of a new potential function, and for N potential surfaces




exp(2 b(Ei (R) + 3i )): (2)
In this expression, we choose a mixing parameter b = 1/kBT and ei
are offsets to balance the relative free energies of the different min-ima. Energy surfaces Ei (R) can be taken from elastic models, Go
models, or all-atom transferable potentials.
This method was implemented in the molecular dynamics code
CHARMM (Brooks et al., 1983). A separate copy of the executable
is run for each potential, and the energies and forces are averaged
according to Equation 2 at each time step using the portable MPI in-
terface (Snir et al., 1998); the technical details of the MPI implemen-
tation are as previously described (Best and Vendruscolo, 2004).
Generation of Go-like Potentials
Models of the sheet and helix forms of Arc repressor were based on
the NMR structures PDB codes 1ARR (Breg et al., 1990) and 1QTG
(Cordes et al., 1999) of the wild-type and switch proteins, respec-
tively. Only those residues (8–48) which were found by NMR to be
structured were used in building the models, though the original res-
idue numbering is retained here for consistency. A standard proce-
dure (Karanicolas and Brooks, 2002) was used to build a Go-like
model of each protein in which each amino acid is represented by
a single bead at the Ca carbon position. The potential consists of
a transferable dihedral potential, a harmonic potential for angles
with a minimum at the native angle, an attractive term (Miyazawa
and Jernigan, 1996) for contacts which are formed in the experimen-
tal structure (native contacts), and a repulsive potential for the re-
maining (nonnative) contacts. Bonds are constrained to their lengths
in the native structure using SHAKE (Ryckaert et al., 1977). Although
the respective experimental structures were used to derive the con-
tact lists, the sequence-dependent part of the model was obtained
from the same sequence, that of the N11L mutant.
In order to make the model compatible with the mixed potential
described above, the following changes were made. The length of
each Ca-Ca pseudobond was taken as the average over the two
structures; this is reasonable, as the bond lengths are narrowly dis-
tributed about 3.81 A˚ (in fact setting all bond lengths to 3.81 A˚ hardly
affects the results). Also, the Ca-Ca-Ca pseudoangles differ signifi-
cantly for a and b structure (being approximately 90º and 120º–
130º, respectively). Because the angles are described by a relatively
stiff harmonic potential in the standard model (Karanicolas and
Brooks, 2002), the overlap of the angle distributions in the helix
and sheet forms of the protein would be very poor. The pseudoan-
gles were therefore each described by a generic double well poten-
tial, derived from a statistical analysis of the TOP500 set of protein
structures (Lovell et al., 2003), which was taken to be the same for
all angles. We note that this analysis also supports the use of a com-
mon angle potential for all pseudoangles (i.e., independent of the
central residue).
exp(2gE(q)) = exp(2g(ka(q2 qa)
2 + 3a)) + exp(2gkb(q2 qb)
2) (3)
The values of the constants areg= 0.1 mol.kcal21, ea= 4.3 kcal.mol
21,
qa = 1.60 rad, qb = 2.27 rad, ka = 106.4 kcal.mol
21.rad22, and kb = 26.3
kcal.mol21.rad22. With a potential defined in this way, each angle
can independently isomerize between a-like and b-like values.
The increased entropy of the unfolded state resulting from the
more flexible angles significantly destabilizes the proteins; to com-
pensate, all attractive contact energies were scaled by a factor of
1.7. In addition, the contact lists were consolidated as follows: the
attractive contacts within the nonswitch part of the protein (residues
15–48) were taken from the sheet model, whereas contacts within
the switch region (residues 8–14), and between this region and the
nonswitch region, were taken from the respective (helix or sheet)
models. This choice is motivated by the fact that the structure of
the nonswitch region is essentially identical for the sheet and helix
structures, differing by less than 1.0 A˚ for each of residues 15–46
when the nonswitch regions are superimposed by least-squares
alignment. The repulsive radius of each atom was chosen to be
the minimum from the two models, to minimize hard-core overlap.
The potentials for the sheet and helix forms were combined using
Equation 2, setting the offsets ei to zero for each Go model.
Models with non-Go contacts were constructed as follows: the
original model was modified by treating interactions not present
in the template structure as attractive, instead of repulsive. The in-
teractions were treated with a 12–10 potential with a minimum radius
of s = 5.5 A˚, and a well depth weighted by the same Miyazawa-
Jernigan contact energies (Miyazawa and Jernigan, 1996) as the
Structure
1762native contacts in the Karanicolas model (Karanicolas and Brooks,
2002), but scaled to 40% of the native value.
Simulations
Langevin dynamics simulations were run in CHARMM using the
Brooks, Bru¨nger, and Karplus algorithm (Brooks et al., 1984; Pastor
et al., 1988) with a friction coefficient of 0.1 ps21 and a time step of 15
fs. This friction coefficient is far smaller than values mimicking the
friction of water. Typical values approximating water friction are in
the range of 50–100 ps21 (Pastor and Karplus, 1989; Snow et al.,
2002). The low value of the friction has been chosen in order to in-
crease the rate of transitions in the equilibrium simulations per-
formed here, based on transition rates in a similar Go model for fold-
ing (Best and Hummer, 2005). All bonds were fixed at their native
lengths using SHAKE (Ryckaert et al., 1977). The aggregate simula-
tion time was 4 3 108 steps (6.0 ms), including 156 transitions.
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