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Abstract
We prove an almost sure central limit theorem for functionals of absolutely regular processes and extend this result to U -statistics.
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1. Preliminary
Brosamler [8] and Schatte [14] first independently discovered the almost sure central limit theorem (ASCLT).
From then on, many authors have studied the almost sure central limit theorem. Lacey and Philipp [10], Berkes and
Dehling [4], Berkes [1] obtained the almost sure central limit theorem of independent and identically distributed
random variables. Berkes and Dehling [3], Berkes and Csáki [2] considered the almost sure central limit theorem of
independent but not identically distributed random variables. Peligrad and Shao [13], Lesigne [12] and Dudzin´ski [9]
discussed the case of dependent random variables. Since we always meet with the dependent random variables in the
applications of probability theory and mathematical statistics, it is necessary to study the almost sure limit theorems
of dependent random variables. In this paper, we study the almost sure central limit theorem (ASCLT) for functionals
of absolutely regular processes. Functionals of absolutely regular processes play a role in estimation and prediction
of nonlinear time series. Such functionals occur naturally as orbits of chaotic dynamical systems (cf. Borovkova
[6, Example 1.1], etc.). And for mathematical statistics, it may be of interest whether assertions are possible for almost
every realization of the random variables. Therefore, it is necessary to study the ASCLT for functionals of absolutely
regular processes.
Suppose that the underlying probability space (Ω,F ,P ) is sufficiently rich to accommodate all new random vari-
ables and processes. Let {Zn, n ∈ Z} be a stationary stochastic process, where Z is the set of all integers.
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Xn = g
({Zn+k}k∈Z).
We call the sequence {Xn, n ∈ Z} a two sided functional of {Zn, n ∈ Z}.
Remark 1.1.
(1) {Xn, n ∈ Z} is necessarily a stationary stochastic process.
(2) If Z is replaced by Z+, the set of a nonnegative integers, then we call {Xn, n ∈ Z+} a one sided functional of
{Zn, n ∈ Z+}.
Such functionals arise in time series and in the theory of stochastic process (see Borovkova et al. [7]).
Definition 1.2.
(1) A process {Zn, n ∈ Z} is called strong mixing if
α(n) = sup
k∈N
sup
A∈Fk1
sup
B∈F∞k+n
∣∣P(AB) − P(A)P (B)∣∣→ 0, as n → ∞.
(2) A process {Zn, n ∈ Z} is called absolutely regular if
β(n) = sup
k∈N
E sup
A∈F∞n+k
∣∣P (A∣∣Fk−∞)− P(A)∣∣→ 0, as n → ∞,
where Fba = σ(Za,Za+1, . . . ,Zb), −∞ < a < b∞.
Every absolutely regular process is strong mixing (cf. Lin and Lu [11]). Obviously, if {Zn, n ∈ Z} is strong mixing,
and f is a Borel measurable function, then the process {f (Zn), n ∈ Z} is strong mixing.
Definition 1.3. Let r  1 and define the σ -fieldsF l−l = σ(Z−l , . . . ,Zl). Suppose {al, l  0} are constants with al → 0
as l → ∞. We say that {Xn, n ∈ Z} satisfies the r-approximation condition if
E
∣∣X0 −E(X0∣∣F l−l)∣∣r  al.
Let h : Rk → R be a measurable function, symmetric in its arguments. Then we define the U -statistics of degree m
with kernel h by
Un = 1(n
m
) ∑
1i1<···<imn
h(Xi1, . . . ,Xim),
where {Xn, n ∈ N} is a stationary sequence of k-dimension vectors with common distribution F . Halmos and Ho-
effding introduced U -statistics as unbiased estimators for functionals of the form
θ =
∫
Rk×m
h(x1, . . . , xm)dF (x1) · · ·dF(xm).
Hoeffding has already established asymptotic normality of U -statistics in the case of i.i.d. observations. The study
of U -statistics of dependent observations has attracted attention in the past years. The main motivation for investiga-
tions into the asymptotics of dependent U -statistics has been provided by the problem of dimension estimation (cf.
Borovkova et al. [7, pp. 4268–4270]).
For brevity, we shall restrict the attention to bivariate U -statistics, i.e. to
Un = 2
n(n − 1)
∑
h(Xi,Xj ),1i<jn
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function. Let
h1 =
∫
R
h(x, y) dF (y).
Definition 1.4. Let {Xn, n ∈ Z} be a stationary stochastic process with the common distribution F and let
h : R × R → R be a measurable symmetric kernel. Then we say that h is p-continuous if there exists a function
φ : (0,∞) → (0,∞) with φ() → 0 as  → 0 such that
E
∣∣h(X,Y ) − h(X′, Y )∣∣pI{|X−X′|}  φ(), (1.1)
for all random variables X, X′, Y with the same distribution F and such that both (X,Y ) and (X′, Y ) either has
distribution F × F or PX0,Xk for some k ∈ N.
Remark 1.2. By taking Y ∼ F , independent of X,X′ and by applying Jensen’s inequality we obtain
E
[∣∣h1(X)− h1(X′)∣∣pI{|X−X′|}]= E[∣∣EY (h(X,Y ) − h(X′, Y ))∣∣pI{|X−X′|}]
EX,X′EY
[∣∣h(X,Y ) − h(X′, Y )∣∣pI{|X−X′|}]
 φ(),
where φ() → 0 as  → 0. Since (1.1) is required to hold for all joint distribution of X, X′ and Y . So h1 satisfies
p-continuity.
First, we give an ASCLT for functionals of absolutely regular processes. And then we obtain ASCLT for U -
statistics of functionals of absolutely regular processes.
2. Main results
Theorem 2.1. Let {Xn, n ∈ Z} be a 1-approximating functional with constants {an, n 0} of an absolutely regular
process with mixing coefficients {β(n), n  0}. Suppose moreover that EXi = 0 and that one of the following two
conditions holds:
(1) X0 is bounded a.s. and
∞∑
k=0
k2
(
ak + β(k)
)
< ∞.
(2) E|X0|4+δ < ∞ and
∞∑
k=0
k2
(
a
δ/(3+δ)
k + β(k)δ/(4+δ)
)
< ∞,
for some δ > 0.
Then the series
σ 2 = lim
n→∞
1
n
Var
(
n∑
k=1
Xk
)
= EX20 + 2
∞∑
k=1
EX0Xk (2.1)
converges absolutely, and if σ 2 > 0, then
lim
n→∞
1
logn
n∑
k=1
1
k
I
{
∑k
i=1 Xi√
kσ
x}
= Φ(x) a.s., (2.2)
where Φ(x) is the standard normal distribution function.
S. Chen, Z. Lin / J. Math. Anal. Appl. 340 (2008) 1120–1126 1123Theorem 2.2. Let {Xn, n ∈ N} be a 1-approximating functional with constants {an, n  1} of an absolutely regu-
lar process with mixing coefficients {β(n), n  1}. And let h be a bounded, 1-continuous kernel. Suppose that the
sequences {β(n), n 1}, {an, n 1} and {φ(an), n 1} satisfy the following summability condition:
∞∑
n=1
n2
(
an + β(n)+ φ(an)
)
< ∞.
Then the series
σ 2 = Var (h1(X0))2 + 2 ∞∑
k=1
Cov
(
h1(X0), h1(Xk)
) (2.3)
converges absolutely, and if σ 2 > 0, then
lim
n→∞
1
logn
n∑
k=1
1
k
I{
√
k(Uk−θ)
2σ x}
= Φ(x) a.s. (2.4)
3. Proofs
We first prove a general result for random variables.
Theorem 3.1. Let {Xn, n 1} be a centered sequence of random variables on (Ω,F ,P ) with EX2n < ∞ for every
n 1. Put Sn =∑ni=1 Xi , σ 2n = ES2n . Assume
lim
n→∞P
(
Sn
σn
 x
)
= Φ(x) a.s. (3.1)
and that for every bounded Lipschitz function f , there is  > 0 such that
Var
(
1
logn
n∑
k=1
1
k
f
(
Sk
σk
))
 C
(log logn)(1+)
a.s., (3.2)
where C is a constant which varies from line to line. Then
lim
n→∞
1
logn
n∑
k=1
1
k
I{ Sk
σk
x} = Φ(x) a.s. (3.3)
Proof. Let f be a bounded function with bounded continuous derivatives. By Theorem 7.1 in Billingsley [5] and
Section 2 of Lacey and Philipp [10], (3.3) is equivalent to
lim
n→∞
1
logn
n∑
k=1
1
k
f
(
Sk
σk
)
= Ef (ξ) a.s., (3.4)
where ξ denotes a standard normal random variable. Set f1 = max{f,0}. f1 is obviously a nonnegative, bounded
Lipschitz function. From (3.1) it follows that
Ef1
(
Sk
σk
)
→ Ef1
(
ξ
)
as k → ∞,
and hence
1
logn
n∑
k=1
1
k
Ef1
(
Sk
σk
)
→ Ef1(ξ) as n → ∞. (3.5)
Take nk = [exp(exp(k2/(1 + )))], where  is as in (3.2). Since f1 is nonnegative and limi→∞ logni/ logni+1 = 1,
we have
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n→∞
1
logn
n∑
k=1
1
k
f1
(
Sk
σk
)
= lim sup
i→∞
1
logni
ni∑
k=1
1
k
f1
(
Sk
σk
)
a.s. (3.6)
and
lim inf
n→∞
1
logn
n∑
k=1
1
k
f1
(
Sk
σk
)
= lim inf
i→∞
1
logni
ni∑
k=1
1
k
f1
(
Sk
σk
)
a.s. (3.7)
Using (3.2) and the Borel–Cantelli lemma, we obtain
lim
i→∞
1
logni
ni∑
k=1
1
k
(
f1
(
Sk
σk
)
−Ef1
(
Sk
σk
))
= 0 a.s. (3.8)
Combining (3.8) with (3.5)–(3.7), we have
1
logn
n∑
k=1
1
k
f1
(
Sk
σk
)
→ Ef1(ξ) a.s. as n → ∞. (3.9)
In a same way, we obtain
1
logn
n∑
k=1
1
k
f2
(
Sk
σk
)
→ Ef2(ξ) a.s. as n → ∞, (3.10)
where f2 = min{f,0}.
By (3.9) and (3.10), we prove (3.3). 
Proof of Theorem 2.1. (1) By Lemma 2.23 in Borovkova et al. [7], we have
σ 2 = lim
n→∞
1
n
Var
(
n∑
k=1
Xk
)
= EX20 + 2
∞∑
k=1
EX0Xk
converges absolutely. In order to prove the theorem, it is sufficient to show that
Var
(
1
logn
n∑
k=1
1
k
f
(
Sk√
kσ
))
 C(log logn)−(1+)
by Theorem 3.1. In view of stationarity of the sequence {Xn}, we have
Var
(
n∑
k=1
1
k
f
(
Sk√
kσ
))

n∑
k=1
1
k2
Varf
(
Sk√
kσ
)
+ 2
n−1∑
i=1
n∑
j=i+1
1
ij
Cov
(
f
(
Si√
iσ
)
, f
(
Sj√
jσ
))

n∑
k=1
1
k2
Varf
(
Sk√
kσ
)
+ 2
n−1∑
i=1
n∑
j=i+1
1
ij
∣∣∣∣Cov
(
f
(
Si√
iσ
)
, f
(
Sj+2i − S2i√
jσ
))∣∣∣∣
+ 2
n−1∑
i=1
n∑
j=i+1
1
ij
∣∣∣∣Cov
(
f
(
Si√
iσ
)
, f
(
Sj+2i − S2i√
jσ
)
− f
(
Sj√
jσ
))∣∣∣∣
=: T1 + T2 + T3.
Obviously
T1 C
n∑
k=1
1
k2
C
n∑
k=1
1
k
 C logn.
Since f is bounded, using conditions of the theorem, there exist numbers i1 ∈ N for any given 1, 0 < 1 < σ ,
such that σ2i  (σ + 1)
√
2i for all i > i1. Hence
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n−1∑
i=1
n∑
j=i+1
1
ij
σ2i√
jσ
 C
i1∑
i=1
n∑
j=i+1
σ2i
ij
√
j
+C
n−1∑
i=i1+1
n∑
j=i+1
(σ + 1)
√
2i
ij
√
jσ
 C
i1∑
i=1
σ2i
i
n∑
j=i+1
1
j
√
j
+C
n−1∑
i=i1+1
1√
i
n∑
j=i+1
1
j
√
j
 C
n∑
j=1
1
j
√
jσ
+C
n−1∑
i=i1+1
1
i
 C
n∑
j=1
1
j
+C
n−1∑
i=i1+1
1
i
 C logn.
Similar to Lemma 1 in Dudzin´ski [9], and using conditions of the theorem, we have
T2  C
n−1∑
i=1
n∑
j=i+1
β(2i)
ij
 C
n−1∑
i=1
n∑
j=i+1
1
i3j
 C logn.
Hence
Var
(
1
logn
n∑
k=1
1
k
f
(
Sk√
kσ
))
 C(log logn)−(1+).
Since σ 2 < ∞, σ 2n /n → σ 2, as n → ∞. By Theorem 3.1 we have
lim
n→∞
1
logn
n∑
k=1
1
k
I
{
∑k
i=1 Xi√
kσ
x}
= Φ(x) a.s.
The proof of (2) is similar to (1). 
To prove Theorem 2.2, we need the following lemma (see Proposition 1 in Lesigne [12]):
Lemma 3.1. Let {Vn, n  1} and {Wn, n  1} be two sequences of random variables such that the sequence {Vn}
satisfies the ASCLT and for any  > 0, there exists δ > 0 such that
P
(|Vn −Wn| > )= O
(
1
log log(1+δ) n
)
. (3.11)
Then the sequence {Wn} satisfies the ASCLT as well.
Proof of Theorem 2.2. The first statement of Theorem 2.2 was proved in Theorem 5.1 of Borovkova [6] and hence,
σ 2 in (2.3) is well defined.
From the Hoeffding decomposition
Un = θ + 2
n
n∑(
h1(X1)− θ
)+Rn,
i=1
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Rn = 2
n(n− 1)
∑
1i<jn
(
h(Xi,Xj )− h1(Xi)− h1(Xi)+ θ
)
,
it follows that√
n(Un − θ)
2σ
−
∑n
i=1(h1(Xi)− θ)√
nσ
=
√
nRn
2σ
.
The random variables g(Xi) = h1(Xi) − θ are bounded and have mean zero. As h is 1-continuous, Proposition 2.11
in Borovkova et al. [7] states that {g(Xi), n 1} is itself a 1-approximating functional of {Zn, n 1}. Moreover, the
summability condition of Theorem 2.2 on the corresponding sequence {φ(al)} is that required by Theorem 2.1. Hence
from Theorem 2.1 it follows that
lim
n→∞
1
logn
n∑
k=1
1
k
I
{
∑k
i=1(h1(Xi )−θ)√
kσ
x}
= Φ(x) a.s.,
where σ 2 is given by (2.3).
By Lemma 3.1, if we can prove
P
(∣∣∣∣
√
nRn
2σ
∣∣∣∣> 
)
= O
(
1
log log(1+δ) n
)
,
we will complete the proof. From the process of the proof of Lemma 4.4 in Borovkova et al. [7], we have
EnR2n 
C
n
,
where C is an absolute constant. By Markov inequality, we obtain
P
(∣∣∣∣
√
nRn
2σ
∣∣∣∣> 
)
 EnR
2
n
4σ 22
 C
4σ 22n
= O
(
1
log log(1+δ) n
)
. 
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