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Abstract
Combining an asymptotic analysis of the lattice Boltzmann method [M. Junk, Z. Yang, Asymptotic analysis of lattice Boltzmann
boundary conditions, J. Stat. Phys. 121 (2005) 3–35] with the stability estimate presented in [M. Junk, W.-A. Yong, Weighted L2
stability of the lattice Boltzmann equation, Preprint], we are able to prove some strict convergence results. The proof applies to the
lattice Boltzmann method with linear collision operator both in the case of periodic domains and bounded domains if the Dirichlet
boundary condition is realized with the bounce back rule.
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1. Introduction
Consistency of lattice Boltzmann methods with macroscopic flow equations has been intensively studied, for
example in [6,7] using the Hilbert expansion, or in [3–5] using the Chapman–Enskog approach. Stability has been also
checked by either numerical experiments or investigations of spectral properties based on the von Neumann stability
analysis [12,14,10]. More recently stability of lattice Boltzmann methods with standard linear collision operators has
been rigorously proved [8]. In general, stability leads to a priori estimates and convergence is expected to follow.
However, very few results about convergence have been presented so far. For instance, Elton [1,2] established the
convergence theory for nonlinear convective–diffusive lattice Boltzmann methods, but his results apply to schemes
with nonlinear collision operators satisfying an H-theorem. Moreover, his work focuses on the initial value problem,
i.e. the spatial domain is either the whole space or periodic.
In this paper we intend to study the convergence of a class of lattice Boltzmann methods which have been
widely applied in practice including BGK models and the more general MRT models. Our considerations are a
direct continuation of the stability result [8] which provides suitable norm estimates for the solution of linear lattice
Boltzmann methods both in the case of periodic domains and on bounded domains in connection with the bounce
back rule. We stress that a careful analysis of the linear case is an important step towards a convergence proof of
lattice Boltzmann methods with nonlinear equilibrium functions. In fact, for a continuous lattice Boltzmann equation
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a rigorous convergence proof in the nonlinear case could be obtained [9] by controlling the linear part of the collision
operator.
The general structure of our convergence proof in Section 4 follows the approach in [13]: stability combined with
an asymptotic expansion of the numerical solution yields convergence. While stability can be taken from [8] (the
result is summarized in Section 3), the asymptotic analysis has been carried out in [6,7] (a summary is also given in
Section 3).
2. Lattice Boltzmann models
In this article we study a class of lattice Boltzmann methods which approximately solve the Stokes equations
∇· u = 0, ∂tu+∇p = ν∇2u+ G, u|t=0 = ψ, (1)
with
u(t, x) = φ(t, x), t ∈ [0, T ], x ∈ ∂Ω , (2)
where ψ : Ω → Rd and G : [0, T ] × Ω → Rd represent a divergence free initial velocity field and a force term
respectively. In the case of periodic domains, the boundary condition u = φ on ∂Ω is dropped. We tacitly assume that
all functions and variables in (1) are suitably scaled and nondimensionalized.
In order to set up the lattice Boltzmann method, we cover the computational domain Ω ⊂ Rd by a regular lattice.
With respect to the spatial and temporal scales used in (1), the time step 4t and grid size h are related by 4t = h2.
Note that this assumption is not in contradiction with the conventional choice in lattice Boltzmann schemes where
the scaled time step is equal to the scaled space step. In fact, the usual relation is obtained under a scaling where the
particle velocity (and not the average velocity) is of order one (for a detailed discussion see [6,7,9]).
The discrete lattice Boltzmann evolution has the general form
fi (n + 1, j+ ci ) = fi (n, j)+ Ji (f (n, j))+ gi (n, j), (3)
whereV = {c1, . . . , cN } ⊂ Rd is a discrete velocity set which generates the spatial lattice and possesses the symmetry
property V = −V. The components fi (n, j) of the vector f (n, j) represent the density distributions of particles which
are moving with velocity ci at time level tn = nh2 and node xj = hj. The collision operator J is chosen in this paper
to be of general relaxation type [18]
J (f ) = A(f (eq)(f )− f ), (4)
where A ∈ RN×N is symmetric, and positive semi-definite with kernel generated by {1, v1, . . . , vd}. The components
of the vector 1 ∈ RN are equal to one and vα ∈ Rn is a vector with components (ciα)i=1,...,N .
The equilibrium distribution f eq depends on f through the total mass density ρ =∑Ni=1 fi and the average velocity
U =∑Ni=1 ci fi
f (eq)(f ) = F(eq)(ρ,U), F (eq)i (ρ,U) = f ∗i (ρ + c−2s U · ci ),
where cs is the sound speed, f ∗i = Fi (1, 0) is a constant equilibrium obeying the symmetry property f ∗i = f ∗i∗ if
ci = −ci∗ , and
N∑
i=1
f ∗i = 1,
N∑
i=1
ciαciβ f
∗
i = c2s δαβ ,
N∑
i=1
ciαciβciγ ciδ f
∗
i = c4s (δαβδγ δ + δαδδβγ + δαγ δβδ).
Note that the standard D2Q9, D3Q15, D3Q19, and D3Q27 [4,5,15] weights fall into this class. Finally, the function
gi models the body force term [5,6]
gi (n, j) = c−2s h3 f ∗i ci · G(tn, xj).
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When being equipped with proper initial values fi (0, j) and boundary conditions, the lattice Boltzmann method
becomes a complete system which describes the time evolution of the fluid model. The evolution consists of two
processes. One is a collision process described by the right-hand side of (3) which models the local interaction among
particles. The second process involves the transport which realizes the advection of the particles. At an ordinary node,
particles simply move to neighboring sites with a velocity from V. When a node xj is next to the boundary of the
domain, i.e. one of the neighbors is missing, for example xj−hci 6∈ Ω¯ , then a particular treatment for fi (n+1, j)must
be introduced depending on the desired boundary condition for (1). In this article, we consider periodic boundaries
and the bounce back rule to approximate Dirichlet velocity boundary conditions.
2.1. Periodic boundaries
In case that a flow has a periodic structure in the whole space, the computational domain Ω can be restricted to a
region of the size of one period. To be specific, let us assume that the periodicity cell is given by Ω = [0, 1)d and that
h = 1/m for some m > 1. Defining the modulo addition (j+m k)i = ( ji + ki ) mod m for vectors j, k ∈ Zd , and the
associated shift operator
(Sf )i (j) = fi (j+m ci ), i = 1, . . . , N , xj ∈ Ω . (5)
We can formulate the lattice Boltzmann algorithm in the compact form
Sf (n + 1) = (I + J )f (n)+ g(n). (6)
Here f (n) and g(n) are grid functions which assign to each grid index j ∈ Ωh = Ω ∩hZd the vectors f (n, j) and g(n, j)
respectively. In the following, we denote the set of grid functions by
Gh = {f : Ωh → RN }, Ωh = Ω ∩ hZd .
For ease of notation, we have reused the symbol J in (6) for the point-wise application of the collision operator
(J f )(j) = J (f (j)), j ∈ Ωh,
where the left-hand side is given by (4). Finally, I : Gh → Gh is the identity operator.
2.2. Bounce back boundaries
In order to approximate the Dirichlet boundary condition (2) on a general bounded domain, the bounce back rule
is applied at every boundary node xj to the components of f which belong to incoming velocities ci . Introducing the
sets
∂iΩ = {xj : xj+ci = xj + hci 6∈ Ω} (7)
we note that ci∗ = −ci is incoming at xj ∈ ∂iΩ and the bounce back rule has the form
fi∗(n + 1, j) = fi (n, j)+ Ji (f (n, j))+ gi (n, j)+ 2hF (eq)i∗ (0,φ(tn, xji )), (8)
where xji is the intersection point of the link along ci and the boundary ∂Ω . In cases without body force (gi = 0) and
of rigid non-moving walls (φ = 0), the trailing terms in (8) vanish. This is the classical form of the bounce back rule.
The extension to nonzero Dirichlet data is obtained from section III.B in [16].
Again, the full lattice Boltzmann scheme can be written in terms of a suitable shift operator S˜ : Gh → Gh in the
compact form
S˜f (n + 1) = (I + J )f (n)+ g(n)+ b(n), (9)
where
(S˜f )i (j) =
{
fi (j+ ci ) xj ∈ Ω \ ∂iΩ
fi∗(j) xj ∈ ∂iΩ (10)
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and b(n) ∈ Gh is defined by
bi (n, j) =
{
0 xj ∈ Ω \ ∂iΩ ,
2hF (eq)i∗ (0,φ(tn, xji )) xj ∈ ∂iΩ .
(11)
3. Stability and consistency
3.1. Stability
A rigorous theoretical result about stability of lattice Boltzmann methods with linear collision operators of the
form (4) has been presented in [8]. The key point in the analysis is the definition of the stability structure (P, a,λ)
consisting of a matrix P ∈ RN×N of left eigenvectors of J corresponding to the eigenvalues −λ1, . . . ,−λN and
suitable weights ai > 0 collected in the vector a ∈ RN . A necessary condition to obtain stability is 0 ≤ λi ≤ 2. This
well-known fact follows simply by considering the space homogeneous case where the lattice Boltzmann algorithm
reduces to a simple Euler time discretization. In order to get stability also in the non-homogeneous case, the transport
process must somehow be compatible with the collision process. In terms of the stability structure this compatibility
is reflected by the two conditions
P J = −diag(λ)P, PTP = diag(a). (12)
Note that the first condition states that the rows of P contain the left eigenvectors of J . The second condition is an
additional requirement on the eigenvectors of J . It can be viewed as an orthogonality condition with respect to some
weighted scalar product (for details see [8]). It is required for proving that both the shift operator and the operator
(I + J ) on the right-hand side of the lattice Boltzmann equation (see (9), for example) have norms bounded by one.
The suitable norm for this purpose is defined in terms of the weight vector a
‖f‖2a =
N∑
i=1
ai f
2
i , f ∈ RN
which gives rise to a discrete integral norm for grid functions
‖f‖2a,Ωh =
∑
j∈Ωh
hd‖f (j)‖2a, f ∈ Gh .
The associated operator norm is then given by
‖B‖a,Ωh = sup
f∈Gh\{0}
‖Bf‖a,Ωh
‖f‖a,Ωh
.
With this notation, we can state the stability result.
Theorem 1. If the lattice Boltzmann model possesses a stability structure (P, a,λ) with a symmetric weight vector
(i.e. ai = ai∗ ) and 0 ≤ λi ≤ 2, then
‖S‖a,Ωh = 1, ‖S˜‖a,Ωh = 1, ‖I + J‖a,Ωh ≤ 1. (13)
Details of the proof can be found in [8]. Here we just repeat the basic idea. The norm estimate of the transport operators
S and S˜ is a consequence of the property that particles are only shifted to neighboring nodes (and maybe reflected
back to the same node in the bounce back rule) but not created nor destroyed. The estimate of I + J is related to the
fact that the eigenvalues of J are assumed to be constrained in the interval [−2, 0] so that I + J has eigenvalues
between −1 and 1. The crucial fact that both norm estimates can be obtained in the same norm requires the stability
structure mentioned above. For further details concerning the stability structure and its usage we refer to [9,17].
It is also shown in [8] that the standard BGK and MRT models possess the required stability structure.
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We conclude this summary with a remark on how to estimate the conserved velocity moments ρ(f ) = ∑i fi and
u(f ) =∑i fici . First, we have in view of the second condition in (12)
‖Pf‖2 = 〈Pf , Pf 〉 =
〈
PTPf , f
〉
= ‖f‖2a.
As pointed out in [8], the first row of P can be taken as the vector 1 and the next d rows can be chosen as v1, . . . , vd .
In particular, we find for the conserved moments of f ∈ RN
|ρ(f )| = |(Pf )1| ≤ ‖Pf‖ = ‖f‖a,
‖u(f )‖ =
√
(Pf )22 + · · · + (Pf )2d+1 ≤ ‖Pf‖ = ‖f‖a.
In particular, we obtain for the discrete spatial L2 norms
‖ρ(f )‖2Ωh =
∑
j∈Ωh
hdρ(f (j))2 ≤ ‖f‖2a,Ωh ,
‖u(f )‖2Ωh =
∑
j∈Ωh
hd‖u(f (j))‖2 ≤ ‖f‖2a,Ωh
(14)
3.2. Consistency
Two methods, the classical Chapman–Enskog expansion with two time scales and the asymptotic analysis with
diffusive scaling [6,7] have been employed to analyze the consistency of lattice Boltzmann methods. Both approaches
can be used to show formally that the lattice Boltzmann method with linear J produces approximate solutions of the
incompressible Stokes equations (1). However, for a rigorous convergence argument, the asymptotic analysis approach
seems to be more appropriate. The reason is that the leading-order expansion coefficients are determined directly
through solutions of the target equations (the Stokes equation (1) in our context). Higher-order coefficients depend
on solutions of linearized (i.e. simpler) versions of the target equation (also Eq. (1) in the present case because (1)
is already linear). In contrast to this, the Chapman–Enskog expansion is computed via solutions to systems different
from (1). In fact, the equations describe compressible fluids and they are of higher differential order if expansion of
high accuracy are required as in our convergence argument.
In the asymptotic analysis, we try to approximate the lattice Boltzmann solution in terms of a regular asymptotic
expansion of the form
fi (n, j) = f (0)i (tn, x j )+ h f (1)i (tn, x j )+ h2 f (2)i (tn, x j )+ · · · , (15)
where f (k)i (t, x) are smooth functions of time t ∈ [0, T ] and spatial variable x ∈ Ω . In the periodic case, which we
consider first, the functions are also assumed to be periodic in x. To fix the coefficients, we require that the expansion
satisfies the lattice Boltzmann equation (3) as accurately as possible. To achieve this goal, we insert (15) into (3)
which gives rise, for example, to expressions like f (k)i (tn+1, xj+ci ) = f (k)i (tn + h2, x j + hci ). Subsequently, Taylor
expansions around (tn, xj) are performed and the coefficients are chosen such that the residue is of highest possible
order in h. In this way, we find (see [6,7])
f (k) = f (eq)(f (k))− AĎ
[
∂t f (k−2) + (V · ∇)f (k−1) + 12 (V · ∇)
2f (k−2)
]
+ AĎ
δ3kg− ∑
m+r=k
m<k−2
Dr f (m)
 . (16)
Here, AĎ is the pseudo inverse of A and (V · ∇)kf abbreviates
(V · ∇)kf =
[
(c1 · ∇)k f1, . . . , (cN · ∇)k fN
]T
, k = 1, 2, . . . .
The differential operator Dk acts on both space and time variable. It is defined by
Dk =
∑
2a+b=k
∂at (V · ∇)b
a!b! .
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Under the assumption that for every α, β ∈ {1, . . . , d} the vectors Eαβ with components
Eiαβ =
(
ciαciβ − 1d |ci |
2
)
f ∗i , i = 1, . . . , N
are eigenvectors of the collision matrix A with eigenvalue c2s /ν, i.e.
AEαβ = c
2
s
µ
Eαβ , α, β ∈ {1, . . . , d}, (17)
we obtain the following explicit expressions for the coefficients up to k = 5
f (0) = f∗,
f (1) = F(eq)(0,u),
f (2) = F(eq)(c−2s p, 0)− AĎ(V · ∇)f (1),
f (3) = F(eq)(0,w)− AĎ
(
∂t f (1) + (V · ∇)f (2) + 12 (V · ∇)
2f (1) − g
)
,
f (4) = F(eq)(c−2s q, 0)− AĎ
(
∂t f (2) + (V · ∇)f (3) + 12 (V · ∇)
2f (2) + D3f (1)
)
,
f (5) = −AĎ(∂t f (3) +
(
V · ∇)f (4) + 1
2
(V · ∇)2f (3) + D4f (1) + D3f (2)
)
.
We remark that the first three coefficients are constructed from periodic solutions u and p of the Stokes equation (1)
with a viscosity ν = (µ − c2s /2). The other coefficients depend on additional periodic fields w and q which are the
solution of a Stokes-type problem
∇· w = −∂t p − 12∇· G
∂tw+∇q = ν4w+ B
(18)
with source term
B = A1 p + A2u+ A3G,
where A1, A2, A3 are differential operators with coefficients depending only on the discrete velocities and the
equilibrium weights f ∗i . Note that w is, in general, not divergence free which actually reflects the weak compressibility
observed in the lattice Boltzmann solution. Nevertheless, we can relate (18) to a standard Stokes problem. Introducing
auxiliary periodic variables ω, pi and ϕ we obtain a solution to (18) via
w = ω +∇ϕ − 1
2
G, q = pi − ∂tϕ + ν∂t p (19)
provided ϕ satisfies the Poisson equation
∆ϕ = −∂t p (20)
and ω, pi are solutions of the Stokes problem
∇· ω = 0, ∂tω +∇pi = ν4ω + B+ 12 (∂t − ν∆)G.
In summary, we can say that the expansion coefficients are defined in terms of solutions to Stokes problems.
Due to the construction, the grid function given by the truncated expansion
fˆ (n, j) = f (0)(tn, xj)+ hf (1)(tn, xj)+ · · · + h5f (5)(tn, xj) (21)
satisfies the lattice Boltzmann equation up to some order in h. The goal of the convergence analysis in the next section
is to show that fˆ is also a good approximation of the lattice Boltzmann solution f and can therefore legitimately be
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called an analytical prediction function. The advantage of fˆ compared to f is that the relation to the Stokes solution
u, p is explicit and easy to understand. Specifically, we can recover p and u in leading order from fˆ by computing
moments
1
h2
(
N∑
i=1
fˆi (n, j)− 1
)
= p(tn, xj)+ h2q(tn, xj),
1
h
N∑
i=1
fˆi (n, j)ci = u(tn, xj)+ h2w(tn, xj).
In view of (14), the corresponding moments of the lattice Boltzmann solution f
P(n, j) = 1
h2
(
N∑
i=1
fi (n, j)− 1
)
, U(n, j) = 1
h
N∑
i=1
fˆi (n, j)ci (22)
satisfy
‖p(tn)− P(n)‖Ωh ≤
1
h2
‖fˆ (n)− f (n)‖a,Ωh + h2‖q(tn)‖Ωh ,
‖u(tn)− U(n)‖Ωh ≤
1
h
‖fˆ (n)− f (n)‖a,Ωh + h2‖w(tn)‖Ωh .
(23)
Here, p(tn), q(tn),u(tn),w(tn) ∈ Gh are defined by restriction to the grid, for example p(tn)(j) = p(tn, xj).
Consequently, we obtain information about the convergence of the lattice Boltzmann moments to the Stokes solution,
if the prediction fˆ is sufficiently close to the lattice Boltzmann solution. In the next section, we will show that the
error ‖fˆ (n) − f (n)‖a,Ωh is directly related to the residue rˆ that appears if the prediction fˆ is inserted into the lattice
Boltzmann algorithm. This residue is estimated for the periodic case in the following
Theorem 2. Assume that periodic solutions u, p of the Stokes equation (1) and periodic solutions w, q of (18) have
the following regularity
u ∈ C5([0, T ],Rd), p ∈ C4([0, T ],Rd), w ∈ C3([0, T ],Rd), q ∈ C2([0, T ],Rd).
Then the prediction function fˆ defined by (21) satisfies
Sfˆ (n + 1) = (I + J )fˆ (n)+ g(n)+ rˆ(n) (24)
and there exists an h-independent constant κ > 0 such that
‖rˆ(n, j)‖ ≤ κh6, j ∈ Ωh, nh2 ≤ T . (25)
The proof is very straightforward. Inserting the prediction fˆ into the scheme (6) and using Taylor’s theorem at (tn, x j )
for each f (k)i , k = 1, . . . , 5, with the Lagrange form of the truncation error at order 6 − k, we find the uniformly
bounded expression
rˆi (n, j) = h6
5∑
k=1
D6−k f (k)i (tξk,i (n), xηk,i (j)), (26)
with tξk,i (n) = tn + ξk,ih2, ξk,i ∈ [0, 1] and xηk,i (j) = xj + ηk,ihci , ηk,i ∈ [0, 1].
Next we consider the case of bounded domains with Dirichlet boundary conditions (2) for velocity. The difference
to the periodic case is that the evolution does not only consist of the rule (3) but also involves the bounce back
algorithm (8) at nodes next to the boundary. Assuming that u and p solve (1) and (2) and w, q solve (18) also with
suitable boundary conditions (for example, ϕ could be computed with homogeneous Neumann conditions and ω with
homogeneous Dirichlet conditions), we define the expansion coefficients like in the periodic case. Since the lattice
Boltzmann evolution (3) is at most of the nodes identical to the periodic case, the residue is computed and estimated
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similarly. Only at boundary nodes, we find a deviation. In fact, if we insert the prediction function fˆ into the lattice
Boltzmann algorithm (9) with bounce back rule we find
S˜fˆ (n + 1) = (I + J )fˆ (n)+ g(n)+ rˆ(n)+ b(n)+ Rˆ(n), (27)
where Rˆi (n, j) = 0 for xj ∈ Ω \ ∂iΩ and rˆi (n, j) is computed as in (26). At the remaining nodes xj ∈ ∂iΩ and
directions i , we set rˆi (n, j) to zero and assign the residue to Rˆi (n, j). It can again be estimated using Taylor’s theorem
at the point xji (for further details see [7]). Given sufficient regularity, we obtain
Rˆi (n, j) = −h2(1− 2qji )(ci · ∇) f (1)i (tn, xji )+ O(h3).
Hence, the boundary residue Rˆ is generally of order h2 and only in exceptional cases of order h3. The latter
case appears, for example, if all boundary nodes are half-a-link away from the boundary. We summarize these
considerations
Theorem 3. Assume that solutions u, p of the Stokes problem (1) and (2) and solutionsw, q of (18) have the following
regularity
u ∈ C5([0, T ],Rd), p ∈ C4([0, T ],Rd), w ∈ C3([0, T ],Rd), q ∈ C2([0, T ],Rd).
Then the prediction function fˆ defined by (21) satisfies
S˜fˆ (n + 1) = (I + J )fˆ (n)+ g(n)+ rˆ(n)+ b(n)+ Rˆ(n),
and there exists h-independent constants K , κ > 0 and some αb ≥ 2 such that
‖rˆ(n, j)‖ ≤ κh6, ‖Rˆ(n, j)‖ ≤ Khαb , j ∈ Ωh, nh2 ≤ T . (28)
We remark that Rˆi (n, j) is zero for all nodes xj ∈ Ω \ ∂iΩ . Moreover, αb ≥ 3 provided that qji = 1/2 for all boundary
nodes xj ∈ ∂iΩ and i = 1, . . . , N.
4. Convergence of the lattice Boltzmann method
The idea to prove convergence using a prediction function can be dated back to [13] and to [1,2] in the lattice
Boltzmann context. The argument starts by introducing the difference e between the prediction fˆ and the solution f of
the lattice Boltzmann method
ei (n, j) = fˆi (n, j)− fi (n, j). (29)
Due to linearity of collision and shift operator, Eqs. (6) and (24) imply in the periodic case
Se(n + 1) = (I + J )e(n)+ rˆ(n).
Using the norm estimates of Theorem 1 and the triangle inequality, we immediately find
‖e(n + 1)‖a,Ωh ≤ ‖e(n)‖a,Ωh + ‖rˆ(n)‖a,Ωh
and recursively
‖e(n + 1)‖a,Ωh ≤ ‖e(0)‖a,Ωh +
n∑
k=0
‖rˆ(k)‖a,Ωh . (30)
We thus have
Theorem 4 (Periodic Domains). Let f be the solution of a lattice Boltzmann method (6) which satisfies the stability
estimate (13). Assume further that the prediction function fˆ defined in (21) satisfies (24) and (25). Then there exists
some h-independent constant C > 0 such that for all n with nh2 ≤ T
‖fˆ (n)− f (n)‖a,Ωh ≤ C(‖fˆ (0)− f (0)‖a,Ωh + h4).
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For the velocity moments (22) of the lattice Boltzmann solution, we have
‖p(tn)− P(n)‖Ωh ≤ C
(
1
h2
‖fˆ (0)− f (0)‖a,Ωh + h2
)
,
‖u(tn)− U(n)‖Ωh ≤ C
(
1
h
‖fˆ (0)− f (0)‖a,Ωh + h2
)
,
where p(tn),u(tn) ∈ Gh are the restrictions of the Stokes solution p,u to the grid.
Proof. Starting with ‖rˆ(k, j)‖ ≤ κh6 from (25), there exists a constant κ ′ such that ‖rˆ(k, j)‖a ≤ κ ′h6 in the equivalent
norm ‖ · ‖a. Summing over the domain, we obtain
‖rˆ(k)‖a,Ωh ≤ κ ′h6
√∑
j∈Ωh
hd ≤ κ ′′h6.
Finally,
n−1∑
k=1
‖rˆ(k)‖a,Ωh ≤ κ ′′h6n ≤ κ ′′
T
h2
h6 = κ ′′′h4.
The rest of the argument follows with (30) and (23). 
It is obvious from Theorem 4 that convergence of the moments to the Stokes solution is obtained if the initial prediction
is sufficiently accurate. This can always be accomplished by a suitable initialization of the lattice Boltzmann algorithm.
Classically, the lattice Boltzmann method is initialized with the equilibrium function
f (0, j) = F(eq),0(x j ) = F(eq)(1+ c−2s h2 p0(x j ), hψ(x j )), (31)
where ψ is the initial velocity field and p0 the corresponding pressure. Comparing the prediction fˆ defined in (21), we
easily see that
‖fˆ (0)− f (0)‖a,Ωh = h2‖AĎ(V · ∇)F(eq)(0,ψ)‖a,Ωh +O(h3)
because the coefficient f (2) is not fully reproduced by (31). As a consequence, the accuracy of the velocity field is only
first order and our estimate does not imply convergence of the pressure. An improved initialization routine proposed
in [11] includes the full coefficient f (2), i.e.
f (0, j) = F(eq),0(x j )− h2AĎ(V · ∇)F(eq)(0,ψ). (32)
In this case, we have ‖fˆ (0)− f (0)‖a,Ωh = O(h3) so that velocity converges with second order and pressure with first
order in h. The optimal convergence order of the lattice Boltzmann method is h2 for both pressure and velocity. This
is achieved if the initialization is including also the third-order coefficient f (3), i.e.
f (0, j) = F(eq),0(x j )− h2AĎ(V · ∇)F(eq)(0,ψ)+ h3f (3)(0, xj). (33)
Note that f (3)(0, xj) depends on the field w whose initial value requires the costly solution of the Poisson problem (20)
if the construction (19) is used.
It may be interesting to note that the simple initialization (31) is equivalent to the better choice (32) if ψ = 0.
It is even equivalent to the optimal choice (33) if additionally f (3)(0, xj) vanishes identically which follows from
G(0, x) = 0 and ∂t p(0, x) = 0. The latter requirement can be satisfied by assuming ∂tG(0, x) = 0. In other words, if
the initial state is a fluid at rest and if the strength of the spatially smooth force is initially proportional to t2 (smooth
start), then the simple initialization (31) gives rise to second-order accurate pressure and velocity.
We conclude that, in the case of periodic boundary conditions, the convergence order is determined only by the
initial error, provided the Stokes solution is sufficiently regular so that Theorem 2 applies. In any case, the convergence
order is restricted to two for both pressure and velocity.
In the case of bounded domains with bounce back rule as boundary condition for the lattice Boltzmann equation,
the analysis can be carried out similarly but the resulting orders are less sharp. The prediction function fˆ satisfies (27)
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with an additional error source Rˆ due to the boundary algorithm. For the difference e = fˆ − f , we obtain in view of
(9) and (13) with the same recursive argument as in the periodic case
‖e(n + 1)‖a,Ωh ≤ ‖e(0)‖a,Ωh +
n∑
k=0
‖rˆ(k)+ Rˆ(k)‖a,Ωh . (34)
This leads to
Theorem 5 (Dirichlet Boundary Conditions). Let δΩh ⊂ Ωh be the set of all nodes for which at least one neighbor
is missing (boundary nodes) and assume that the number of boundary nodes |δΩh | satisfies
hd |δΩh | ≤ ηh
for some h-independent constant η > 0. Let f be the solution of a lattice Boltzmann method (9) which satisfies the
stability estimate (13). Assume further that the prediction function fˆ defined in (21) satisfies (27) and (28). Then there
exists some h-independent constant C > 0 such that for all n with nh2 ≤ T
‖fˆ (n)− f (n)‖a,Ωh ≤ C(‖fˆ (0)− f (0)‖a,Ωh + hαb−
3
2 + h4).
For the velocity moments (22) of the lattice Boltzmann solution, we have
‖p(tn)− P(n)‖Ωh ≤ C
(
1
h2
‖fˆ (0)− f (0)‖a,Ωh + hαb−
7
2 + h2
)
,
‖u(tn)− U(n)‖Ωh ≤ C
(
1
h
‖fˆ (0)− f (0)‖a,Ωh + hαb−
5
2 + h2
)
,
where p(tn),u(tn) ∈ Gh are the restrictions of the solution p,u of (1) and (2) to the grid.
Proof. From (28) we conclude as in the proof of the previous theorem that ‖rˆ(k)‖a,Ωh ≤ Ch6. For Rˆ we can derive
similarly ‖Rˆ(k, j)‖a ≤ κ ′hαb and because Rˆ is nonzero only at boundary nodes j ∈ δΩh , the summation over the
domain yields
‖Rˆ(k)‖a,Ωh ≤
√
hd |δΩh |κ ′hαb ≤ Chαb+ 12 .
Since the sum in (34) again reduces the residue by two orders, the result follows. 
We stress that the estimate (34) is not optimal because it treats the boundary error exactly as the interior error.
However, the reaction of the scheme on the different types of error may not be uniform. Simple examples show that
interior error rˆ can really accumulate in time so that a reduction of the order of rˆ by ∆t−1 = h−2 is realistic. In
contrast to this, the boundary error generally does not accumulate but is rather transported away from the boundary.
Therefore the reduction by h−2 of the order of Rˆ may be a very coarse estimate. Combined with the low accuracy of
the bounce back rule (αb = 2 in general), the provable convergence rate is quite poor. In fact, for αb = 2, Theorem 5
only shows that ‖e‖a,Ωh = O(
√
h) which proves that the lattice Boltzmann solution converges to the equilibrium
f∗ = F(eq)(1, 0) but this is not enough top show that the average velocity converges to the Stokes solution. However,
in the case when all boundary links are exactly cut in the middle (qji = 1/2 at all boundary nodes), the order of the
bounce back rule increases to αb = 3 so that
‖u(tn)− U(n)‖Ωh = O(
√
h) (35)
provided the initialization is sufficiently accurate, for example of the form (31). We remark that numerical experiments
and the formal asymptotic expansion suggest second-order accuracy for velocity and first-order pressure in this case.
The loss of 1.5 orders seems to be due only to our coarse estimate.
We remark that this technical difficulty cannot easily be removed by exchanging the bounce back rule with more
accurate algorithms. Based on the presented technique, we would require a boundary algorithm of fifth order to obtain
a second-order estimate for velocity and a first-order estimate for pressure. However, even if fifth-order boundary
conditions were available, we would still require a stability result for the corresponding transport operator as given
for the bounce back case in Theorem 1. A popular boundary condition like the one presented in [16] is known to
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produce a third-order residue for general boundaries [7] which would only improve (35) to general boundaries if a
corresponding stability estimate were available.
5. Conclusion
We have proved convergence for a class of popular lattice Boltzmann methods with linear collision operators
including BGK and MRT models. In the case of periodic boundary conditions, convergence of pressure and velocity
can be shown to be of second order with respect to the grid size if the initial error is sufficiently small. In the case
of bounded domains where velocity Dirichlet conditions are realized with the bounce back rule, convergence of the
lattice Boltzmann average velocity to the Stokes velocity field could also be shown in the case where all boundary links
are cut in the middle. However, the convergence order is not optimal because our basic estimate does not distinguish
between interior and boundary error. An improvement of the convergence orders is currently investigated.
Although the linear problems considered in this paper is relatively simple, the stability estimates in [8] and
prediction functions based on asymptotic analysis can be applied more generally. Results for the nonlinear
Navier–Stokes case will be presented in a future publication.
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