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Abstract
Thirty years ago the connection was established between the presence of nonrevisiting paths in
a d-polytope and the polytope’s edge-diameter. The operation of wedging was used to establish
the equivalence of the nonrevisiting conjecture and the Hirsch conjecture. Recently, wedging and
other operations have again provided the best available results related to the Hirsch conjecture. In
this paper we analyze the e6ect of wedging and these other operations on the number of maximal
nonrevisiting paths in simple polytopes. Two results follow from this accounting. First, following
up on the strong d-step conjecture, we establish a new upper bound for the minimum number
of paths of length d connecting estranged vertices in a d-polytope with 2d facets. Second, we
observe that not only do the operations considered fail to eliminate nonrevisiting paths, these
operations do not even reduce the number of such paths.
c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
For two vertices x and y of a d-dimensional polytope P, the distance P(x; y) is
de=ned as the smallest number of edges of P that can be used to form a path from x
to y. A short path from x to y is a path from x to y of length P(x; y).
The edge-diameter (P) of P is the maximum of P(x; y) over all pairs (x; y) of P’s
vertices. (d; n) denotes the maximum edge-diameter among all (d; n)-polytopes, where
(d; n)-polytope means a simple d-dimensional polytope with precisely n facets. Recall
that a polytope is simple i6 each vertex is incident to exactly d facets. Comprehensive
introductions to polytopes are provided in the classic Refs. [7,17].
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By a careful accounting of short paths under the three operations of truncating a
polytope at a vertex, wedging a polytope over a facet, and blending two polytopes
together at a vertex of each, (d; n)-polytopes of diameter n − d were constructed for
all n¿d¿8 [5,10,8].
In this paper, we extend this accounting of short paths to distinguish between re-
visiting and nonrevisiting short paths. We develop the machinery for this accounting
of nonrevisiting paths, summarized in Theorem 4.1. The accounting in Theorem 4.1
suFces to establish two immediate results. First, none of the operations considered
here reduce the number of nonrevisiting paths. Second, our running examples establish
the upper bound, put forward as a claim in [5], on the minimum number of d-paths
connecting estranged vertices in (d; 2d)-polytopes: for d¿2
#d(d; 2d)6 12 2
dmod 5· 24d=5:
The concepts of visits and revisits are developed in Section 2, and the accounting
of nonrevisiting paths is developed in Section 4. The conjectures which this work
addresses are described in Section 3, and in Section 5 we establish the claimed bound
and subsequently recast the strong d-step conjecture.
In the course of the exposition, we provide examples using the (4; 9)-polytope Q4.
First constructed in [15], Q4 has the distinction [2] of being the only (4; 9)-polytope
of diameter 5. To emphasize the symmetries of Q4, its incidence matrix can be written
as follows:
M (Q4) :=


1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7
1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1


(9×27)
=
(
A B
〈1〉 〈0〉
)
: (1)
Under this ordering of facets and vertices, the unique pair of vertices at distance 5 is
(v26; v27). The incidence blocks A and B will be useful in illustrating later examples;
the 8× 12 block A records the other facet-incidences of the 12 vertices on the ninth
facet, and the 8× 15 block B records the facet-incidences of the vertices of Q4 not on
the ninth facet. The graph of Q4 is illustrated in Fig. 1, with the ninth facet shown
separately on the left and labelled consistently with block A, and with the vertices from
block B on the right.
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Fig. 1. This =gure illustrates the graph of the (4; 9)-polytope Q4. The ninth facet is drawn in the upper left,
and the other vertices are drawn on the right; the edges between these other vertices and those on the ninth
facet are the dashed segments. We use the incidence matrix M (Q4) from Eq. (1) to label the vertices. Note
that each of v26 and v27 has two images.
2. Paths, visits, and revisits
For two vertices x and y of a polytope P, a k-path from x to y is a sequence of
vertices [v0; v1; : : : ; vk ] such that v0 = x, vk =y, and for 16j6k, [vj−1; vj] is an edge
of P. In considering this path, we direct its edges according to the sequence of vertices.
Calling the vertices of each directed edge initial or terminal according to their order
in the sequence, we can associate these labels as well to the facets incident to one
or the other of these vertices but not containing the edge; for a given directed edge,
the initial facets are those facets incident to the initial vertex but not to the terminal,
and the terminal facets are those facets incident to the terminal vertex but not to the
initial vertex. At this (directed) edge, a path departs from the edge’s initial facets and
arrives at the edge’s terminal facets.
From this point on, we specialize to simple polytopes. In a simple polytope, a vertex
is the intersection of d facets, and an edge is the intersection of d − 1 facets. For a
directed edge in a simple polytope, there is a unique initial facet and a unique terminal
facet. Representing each vertex by its facet incidences, we write a path as a sequence
of incidences to d facets. Consecutive vertices in this sequence agree on d− 1 facets,
whose intersection is the edge connecting them.
A visit of a path to a facet is a maximal sequence of consecutive incidences to
this facet. A visit to a facet begins either with the initial vertex of the path or with
an arrival, and the visit ends either with the terminal vertex of the path or with a
departure. We must be careful to distinguish between the number of visits and the
number of facets visited.
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A revisit of a path to a facet is a visit which occurs after a departure from this
facet. A path which makes no revisits is a nonrevisiting path. A revisit might be
preserved when we restrict our attention to some lower dimensional face; the revisit
essentially occurs in a face F if the restriction of the path to F contains the
revisit.
Example. Consider two short paths from v26 to v27 in Q4:
1 = (v26; v14; v18; v10; v2; v27);
2 = (v26; v14; v18; v22; v17; v27):
The tableaux for these paths illustrate the facet-incidences, the arrivals and departures.
Consistent with the incidence matrix, the indices for the vertices mark the columns,
and those for the facets mark the rows.
1
26 14 18 10 2 27
1 1 1 1
2 1 1 1 1
3 1 1
4 1
5 1 1 1 1
6 1 1 1 1 1
7 1
8 1 1
9 1 1
2
26 14 18 22 17 27
1 1 1 1 1
2 1 1 1 1
3 1 1
4 1 1 1
5 1 1 1 1 1
6 1 1 1
7 1
8 1 1
9
These tableaux illustrate immediately that 1 visits each facet once and that 2 does
not visit facet 9 but visits facet 6 twice. The short path 2 arrives at facet 6 on its
=rst edge, departs it on its third edge and arrives again at facet 6 on its =fth and =nal
edge, a revisit to facet 6.
At a vertex of a simple polytope, the facet-departure determines the edge taken and
thus also the facet-arrival; on the other hand there may be more than one edge leading
from a vertex to a given facet. That is, the departure determines the arrival but not
vice versa. So we can write each path uniquely by its initial facet-incidences and its
sequence of departures; however, for legibility, we include the arrivals as well.
1 = 1357− 7(6)− 3(2)− 1(9)− 5(8)− 9(4);
2 = 1357− 7(6)− 3(2)− 6(4)− 1(8)− 5(6):
Written this way, the notation −7(6) indicates that along the =rst edge the paths both
depart facet 7 and arrive at facet 6.
Proposition 2.1. In a simple polytope P, if k of the edges from a vertex v
[v; w1]; [v; w2]; : : : ; [v; wk ]
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all terminate on the facet F, then {v; w1; : : : ; wk} is the vertex set of a simplicial
k-face of P.
Proof. Consider the vertex–facet incidences of these vertices. The vertices share d− k
facets, and so are incident to a k-face of P. Every pair of these vertices is connected
by an edge of P; since P is simple, this k-face is simple, and so these k + 1 k-valent
vertices are the entire set of vertices for this k-face.
A path of length k will have k departures and k arrivals, so a k-path with k6d
lies entirely in a k-face of P (since the vertices are all incident to a common set of
d− k facets). Conversely, vertices sharing exactly k facets cannot be connected by a
path of fewer than d− k edges. In particular, two vertices which do not share a facet
are called estranged, and two estranged vertices in a d-polytope must be at distance
at least d.
Lemma 2.2. For a k-path that visits a total of m facets of a simple d-polytope, the
number r of revisits must satisfy
k =m− d+ r: (2)
Proof. The initial vertex of a k-path is incident to d facets. There are k arrivals in
this path. Of these, m − d must start the =rst visit of the path to one of the other
m−d facets visited. The remaining k− (m−d) arrivals must return the path to a facet
already visited; each of these starts a revisit.
To continue our running examples, we have the following:
k = m − d + r
1 5 = 9(=n) − 4 + 0
2 5 = 8 − 4 + 1
For nonrevisiting paths, we have r=0. So a nonrevisiting k-path visits d+ k facets.
Since a nonrevisiting path can visit at most n facets, the length of a nonrevisiting path
is at most n− d. Thus if diametral vertices of a (d; n)-polytope P are connected by a
nonrevisiting path, then (P)6n− d. If any two vertices x and y of P are connected
by a nonrevisiting path, then P(x; y)6n − d. We immediately have the following
corollary.
Corollary 2.3. If every pair of vertices of a (d; n)-polytope P is connected by a non-
revisiting path, then (P)6n− d.
In Q4 there are 16 short paths between v26 and v27, 12 of which are nonrevisiting.
These are listed in Table 1, with the four revisiting short paths listed last. In these
revisiting short paths the facets 5; 8; 6; 7 are revisited, respectively. In each case, the
length of the absence between visits is 2.
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Table 1
The 16 short paths from v26 to v27 in Q4. The 12 nonrevisiting paths are listed above the break
1357 −5(8) −1(4) −3(9) −7(6) −9(2)
1357 −5(8) −3(9) −1(4) −7(6) −9(2)
1357 −7(6) −1(9) −3(2) −5(8) −9(4)
1357 −7(6) −3(2) −1(9) −5(8) −9(4)= 1
1357 −3(9) −5(8) −1(4) −7(6) −9(2)
1357 −3(9) −7(8) −9(4) −1(2) −5(6)
1357 −3(9) −7(8) −1(2) −9(4) −5(6)
1357 −3(9) −7(8) −1(2) −5(6) −9(4)
1357 −1(9) −7(6) −3(2) −5(8) −9(4)
1357 −1(9) −5(6) −9(2) −3(4) −7(8)
1357 −1(9) −5(6) −3(4) −9(2) −7(8)
1357 −1(9) −5(6) −3(4) −7(8) −9(2)
1357 −5(8) −7(4) −3(5) −1(2) −5(6)
1357 −5(8) −1(4) −8(2) −3(6) −7(8)
1357 −7(6) −3(2) −6(4) −1(8) −5(6)= 2
1357 −7(6) −5(2) −1(7) −3(4) −7(8)
Lemma 2.4. For a revisiting path in a simple d-polytope P, if the revisit to the facet
F occurs after an absence of length j6d− 1, then this revisit essentially occurs in a
(j + 1)-face of P.
Proof. Consider the portion  of the given path from the vertex just before the depar-
ture from F until the vertex at the arrival back to F . This  is a (j + 1)-path in P,
and so if j + 16d the path  lies entirely in some (j + 1)-face of P.
To check our intuitions at this point, we observe that in each of the four revisiting
paths in Q4 between v26 and v27, each revisit essentially occurs as a path of length 3
on some (3; 8)-facet of diameter 4. Fig. 2 illustrates that the revisit of the path 2 to
facet 6 happens essentially in facet 2.
3. Conjectures on diameters and on paths
As reported by Dantzig [3,4], in 1957 Hirsch made the following conjecture, which
now bears his name:
Hirsch conjecture. (d; n)6n− d for all n¿d¿2.
His conjecture originally addressed all convex d-polyhedra with n facets, regardless
of whether these polyhedra were simple or bounded. However, the facets of a polyhe-
dron can be perturbed to create a simple polyhedron of no smaller diameter [15]; so
it suFces to consider the simple polyhedra.
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Fig. 2. This =gure illustrates the revisit of the path 2 to facet 6, which occurs essentially in facet 2. The
path 1 avoids the revisit by visiting the triangular face, incident to facet 9.
For d=3 and all n, the Hirsch conjecture holds [11] in both the bounded and
the unbounded version. Immediately thereafter, the bounded and unbounded cases be-
have quite di6erently. While the unbounded version fails for (d; n)= (4; 8) [15], the
bounded Hirsch conjecture is known to hold when n6d+5, but this bounded version
remains open for all (d¿4; n¿d+5), with the exception [6] of the two known values
(4; 10)=5 and (5; 11)=6.
We say that (d; n) is sharp for the Hirsch conjecture or H-sharp i6 (d; n)¿n− d.
In [5], all pairs (d; n) with n¿d¿8 were demonstrated to be H-sharp, through the
construction of (d; n)-polytopes with vertices at edge-distance n− d.
We say that two subsets X and Y of vertices in an H-sharp (d; n)-polytope P form
an H-pair i6 P(x; y)¿n − d for all (x; y) in X ×Y . X holds a k-face i6 there is a
k-face of P whose vertices all belong to X . We denote by (d; n: h; k) the set of all
triples (P; X; Y ) in which P is an H-sharp (d; n)-polytope with an H-pair (X; Y ) such
that X holds an h-face and Y holds a k-face. For example, the triple (Q4; {v26}; {v27})
is an element of the set (4; 9: 0; 0).
Corollary 2.3 provides a connection between the Hirsch bound n−d and nonrevisiting
paths. We are led to the seemingly stronger nonrevisiting conjecture of Wolfe and Klee
[12,13].
Nonrevisiting conjecture. In any polytope, every pair of vertices is connected by a
nonrevisiting path.
If this conjecture were true, then by Corollary 2.3 the Hirsch conjecture would also be
true. The two conjectures are in fact equivalent; this equivalence was demonstrated in
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[15], but we provide a proof below, Corollary 4.4, to illustrate how repeated wedging
of a polytope preserves only the nonrevisiting short paths. For a summary on the
Hirsch conjecture and various stronger or equivalent conjectures and for references to
the extensive literature, see [14].
More recently attention was brought to the number of paths of length n − d that
join diametral vertices of an H-sharp (d; n)-polytope; for (d; n)-polytopes the minimum
for this number of paths is denoted by #n−d(d; n). The Hirsch conjecture asserts only
#n−d(d; n)¿0. For the special case n=2d, the authors of [16] originally made the
following conjecture.
Strong d -step conjecture.
#d(d; 2d)= 12 2
d: (3)
The current upper bound for this minimum is #d(d; 2d)6 38 2
d [9], which is slightly
lower but of the same exponential order as the original bound.
As claimed in [5], wedges over the (8; 8 + 5k)-polytopes Wk constructed therein
provide an improvement to
#d(d; 2d)6
1
2
2dmod 5· 24d=5: (4)
The accounting of nonrevisiting paths, provided below, establishes this claim in
Corollary 5.2.
Just as we need a concept P(x; y) to address the bound (d; n), the results below
on the bound #n−d(d; n) rely on tracking the number of nonrevisiting k-paths from x
to y in P. We propose the following notations for counts of various paths from x to
y in P:
Notation,denotes the number of
#kr P(x; y),k-paths with r revisits;
#k0P(x; y),nonrevisiting k-paths;
#0P(x; y),short nonrevisiting paths.
Any of these notations can be extended, e.g. #0P(x; F; y) or #0(P\F)(x; y), to denote
the number of paths in P of appropriate type (e.g. short nonrevisiting) from x to y
that, respectively, visit the face F or never visit the face F .
4. Images of paths under the usual operations
Each of the subsections included below examines one operation known to preserve
simplicity: product, wedging over a facet, blending, truncation of a vertex. Our focus
here is entirely on the combinatorics of these polytopes, particularly as they impact
the visits of paths; so we omit geometric descriptions of these operations, which the
interested reader can =nd in [7,17,15,1,10].
To ease the following exposition, in which we apply a sequence of operations to
some polytope and track natural images of paths up and down this sequence, we call
F.B. Holt / Discrete Mathematics 263 (2003) 105–128 113
any polytope going into an operation a stock polytope and the result of the operation
the sculpted polytope. This terminology is suggestive of the incremental nature of the
operations we consider and of how, even after a sequence of these operations, structures
from the initial stock polytope can be identi=ed in the resulting sculpted polytope. The
terminology also carries little previous mathematical baggage.
The primary goal of this section is to establish the following formulae for non-
revisiting paths.
Theorem 4.1. The number of nonrevisiting short paths produced by certain operations
are as follows:
(i) For prisms, if P(x; y)= k then
#0P× I(xb; yt) = (k + 1)#0P(x; y):
(ii) For wedges,
#k0!FP(xb; y
t) = #k0P(x; F; y) + k · #k−10 (P\F)(x; y):
In particular, if x and y are diametral vertices in an H-sharp polytope P, then
nonrevisiting paths between x and y visit every facet, and so
#0!FP(xb; yt) = #0P(x; y):
(iii) For a fast–slow blend B=(P1; x1) ./ (P2; x2), the number of maximal nonrevisit-
ing paths consists of two disjoint sums:
#0B(y1; y2) =
∑
u∈U
#0P1(y1; u; x1)#0P2(vu; y2)
+
∑
w∈W
#0P1(y1; vw)#0P2(x2; w; y2):
The set U restricts the 9rst sum to fast edges [u; x1] in P1, and W restricts the
second sum to fast edges [w; x2] in P2.
(iv) For truncation, if (P; {x}; {y; w})∈ (d; n: 0; 1), then
#0!yP(x; "w)= #0P(x; y) + #0P(x; w);
in which "w is the vertex introduced on the edge [y; w] by the truncation.
Proof. The formula for each operation is established in a subsection below. For prisms,
we have formula (5) from Section 4.1. For wedges, the formula is (6) from Section 4.3.
For fast–slow blends we have cited formula (7) from Section 4.4; the concept of fast
and slow edges are introduced there. The result for truncation at a vertex is Eq. (8)
from Section 4.5.
When applied to the H-sharp (8; n)-polytopes constructed in [5], these formulae
suFce to establish the upper bound (4). We demonstrate this application in our running
examples. Along the way we record a few more general formulae for comparison.
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One other implication of these formulae is that none of these operations reduces the
number of nonrevisiting paths, and so a counterexample to the nonrevisiting conjecture
would require some other tools for construction.
For each of the operations, we provide here a description suFcient for counting
nonrevisiting paths: the incidence matrix for the sculpted polytope in terms of those
for its stock, maps between the sets of paths, and the consequent formulae for the
accounting of nonrevisiting paths. We will identify the natural maps between the facets
of the stock polytopes and those of the sculpted polytope. These maps on facets can
then be extended to maps for other faces, most importantly for our purposes to maps
for vertices and the edges between them. Natural maps between the sets of paths result
from these maps between sets of facets. We denote the set of vertices of a polytope
P by f0(P).
We denote by $ the maps from the set of faces of the sculpted polytope back to the
stock polytope. A path  on a sculpted polytope Q has a natural image $P on each
of the stock polytopes P used in constructing Q. If the projection of facets of Q is a
function for each stock polytope, then the natural image $P is unique.
In the other direction there will usually be several natural images in the sculpted
polytope of a path in a stock polytope. We group these natural images by their end-
points in the sculpted polytope. Let P be a stock polytope for "(P), and let Ox and Oy be
images in "(P) of the vertices x and y of P. A path O from Ox to Oy is a natural image
of  i6 $P( O)= ; that is, the projection of this path back onto P yields precisely the
path . For =xed images Ox and Oy of x and y, the tight natural images of the path 
are those natural images of minimal length [8].
For each operation considered, we want to account for the visits in the tight natural
images O of a path in the sculpted polytope, in terms of the visits of the path = $ O.
4.1. Prism
(d; n) × I→ (d+ 1; n+ 2)
The prism P× I is an especially simple and useful case of product, so we develop
its material explicitly here.
M (P× I)=


M (P) M (P)
〈1〉 〈0〉
〈0〉 〈1〉

 :
The facets corresponding to the last two rows of M (P× I) are, respectively, the
base and top of the prism. Each of these facets is combinatorially equivalent to P.
Each facet F of P corresponds naturally to the facet F × I in P× I , and each vertex
v of P has two natural images in f0(P× I), vb in the base and vt in the top. Edges
of the form [vb; vt] are the vertical edges of the prism.
For any path O on P× I , we obtain its natural image = $ O on P by the projection
$vb = $vt = v. A natural image O on P× I of a path  on P is any path satisfying
$ O= .
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For a k-path  on P, let x be the initial vertex and y the terminal vertex. If the
images Ox= xb and Oy=yb, then the unique tight natural image of  for these endpoints
is the k-path O= b; a nonrevisiting path from Ox to Oy must stay in the facet B and
so can be uniquely identi=ed with its projection. Similarly, if Ox= xt and Oy=yt , then
O= t is the unique tight natural image, and nonrevisiting paths from Ox to Oy can be
uniquely identi=ed with their projections in T .
However, if the images are either ( Ox; Oy)= (xb; yt) or ( Ox; Oy)= (xt ; yb), then there are
k + 1 tight natural images of  for these endpoints; each tight natural image is a
(k + 1)-path that includes a single vertical edge. This single vertical edge preserves
revisits (under the identi=cation of facets,  and O have exactly the same revisits),
so to each nonrevisiting k-path between x and y in P correspond k + 1 nonrevisiting
(k + 1)-paths between Ox and Oy in P× I .
The formulae for nonrevisiting paths on the prism P× I , part (i) of Theorem 4.1,
are thus:
#k0P× I(xb; yb)= #k0P× I(xt ; yt) = #k0P(x; y);
#k0P× I(xb; yt) = #k0P× I(xt ; yb)= k#k−10 P(x; y): (5)
The factor of k is much too aggressive to compete with the bounds on #(d; 2d).
4.2. Products
(d1; n1)
(d2; n2)
}
×→ (d1 + d2; n1 + n2):
Write the n1×m1 incidence matrix for P1 columnwise as M (P1)= [v1; : : : ; vm1 ], and
let M2 be the n2×m2 incidence matrix M (P2). Then the (n1 + n2)× (m1 ·m2)-matrix
M (P1×P2) is given by
M (P1×P2)=
[
v1 · 〈1〉 · · · vm1 · 〈1〉
M2 · · · M2
]
;
with each vk · 〈1〉 representing an n1×m2 outer product.
The facets in the product are in natural one-to-one correspondence with the union
of the facets in each of the stock polytopes. The vertices in the product are in natural
one-to-one correspondence with the product of the sets of vertices f0(P1) and f0(P2).
f0(P1×P2)= {v1× v2: vi ∈f0(Pi)}:
The two natural projections, $1 and $2, from the product back to the stock polytopes
P1 and P2 apply to faces of all dimensions, in particular to vertices.
The projections of facets and of vertices provide us not only with enough information
to project paths but also to observe that for a path  on P1×P2,
rev()= rev($1) + rev($2):
In particular, a path in the product is nonrevisiting i6 both of its projections are nonre-
visiting. Conversely, if i is a nonrevisiting ki-path from xi to yi on Pi, then each of the
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( k1+k2k1 ) natural images from x1× x2 to y1×y2 of this pair of paths is a nonrevisiting
path on P1×P2. Consequently, for products we have the general formula:
#kr P1×P2(x1× x2; y1×y2)=
∑
06i6r
∑
06j6k
(
k
j
)
#k−ji P1(x1; y1) · #jr−iP2(x2; y2):
For either nonrevisiting or short paths, this simpli=es to a single sum. For short non-
revisiting paths we are left with one term:
#0P1×P2(x1× x2; y1×y2)=
(
1 + 2
1
)
#0P1(x1; y1) · #0P2(x2; y2):
With both the multiplication and the binomial coeFcients, this formula grows far
too quickly to compete with the bounds on #(d; 2d).
4.3. Wedging
(d; n) !→ (d+ 1; n+ 1):
Suppose that P is a (d; n) polytope and F is any facet of P. We permute the rows of
the incidence matrix M (P) such that the last row corresponds to incidences of vertices
to the facet F , and we then permute the columns so that the columns corresponding
to vertices incident to F occur =rst:
M (P)=
[
M N
〈1〉 〈0〉
]
:
The wedge over P with foot F is a (d+ 1; n+ 1)-polytope !FP:
M (!FP)=


M N N
〈1〉 〈0〉 〈1〉
〈1〉 〈1〉 〈0〉

 :
The facets corresponding to the last two rows are, respectively, the base B and the top
T of the wedge; these have the distinction of being combinatorially equivalent to P,
and they intersect in a ridge combinatorially equivalent to F .
If a vertex v of P is incident to F then it has a unique natural image in !FP; if v
is not incident to F , then it has two natural images, vb in the base and vt in the top,
joined by a vertical edge [vb; vt].
Every facet G of P, except F , has a unique natural image in !FP. If G corresponds
to the ith row in M (P), then its natural image is given by the ith row in M (!FP). If G
intersects F , then its natural image is combinatorially equivalent to !G∩FG; otherwise,
its natural image is combinatorially equivalent to G× I . To complete this map of facets,
we note that the natural image of F is the ridge B∩T ; so we assign F the images B
and T .
Each path  in !P has a natural image $ in P, obtained by projecting the path onto
either the base or top. A path in P has many natural images in !P; we can arbitrarily
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assign each vertex v in the path to one of its images vb or vt and introduce vertical
edges as necessary.
Given a k-path  from x to y in P and =xed images of the endpoints, this path has
a set of tight natural images in !P between these endpoints [8,9]; if  makes j¿1
visits to F , then there are 2j−1 tight natural images of length k; and if  does not visit
F , then its set of tight natural images is as though on the prism P× I and (5) applies.
Consequently, we have the formulae which establish part (ii) of Theorem 4.1:
#k0!FP(x
t ; yt) = #k0!FP(xb; yb)= #
k
0P(x; y);
#k0!FP(x
t ; yb) = #k0!FP(xb; y
t)
= #k0P(x; F; y) + k · #k−10 (P\F)(x; y): (6)
Example. !F9Q4 and !
4Q4. The wedge over Q4 with the ninth facet as foot yields a
(5; 10)-polytope !Q4 of diameter 5 and 42 vertices. From (1) we see that its incidence
matrix will be
M (!Q4)=


A B B
〈1〉 〈0〉 〈1〉
〈1〉 〈1〉 〈0〉


(10×42)
:
Of the 16 short paths between x= v26 and y= v27, listed in Table 1, only the 12
nonrevisiting ones have tight natural images that are short paths from xb to yt in !Q4;
moreover, these images are unique and nonrevisiting: #50!Q4(xb; y
t) = 12: This example
was =rst identi=ed in [9].
We now iterate the wedging operation, taking the wedge over !Q4 with the top as
foot to obtain !2Q4, and thereafter taking the wedge over !kQ4 with the top as foot
to obtain !k+1Q4. In particular, consider !4Q4, =rst constructed in [5]. Let X be the
set of images of x= v26 and Y be the set of images of y= v27.
The incidence matrix for !4Q4 is
M (!4Q4)=


A B B B B B
〈1〉 〈0〉 〈1〉 〈1〉 〈1〉 〈1〉
〈1〉 〈1〉 〈0〉 〈1〉 〈1〉 〈1〉
〈1〉 〈1〉 〈1〉 〈0〉 〈1〉 〈1〉
〈1〉 〈1〉 〈1〉 〈1〉 〈0〉 〈1〉
〈1〉 〈1〉 〈1〉 〈1〉 〈1〉 〈0〉


(13×87)
:
An image of x corresponds to the penultimate column through one of the =ve copies
of B, and similarly an image of y corresponds to the last column through a copy of B.
We observe that each of the sets X and Y is the set of vertices of a four-dimensional
simplex. For any pair ( Ox; Oy)∈X ×Y , the pair is at the Hirsch distance 5 (= 13 − 8),
thus (!4Q4; X; Y )∈ (8; 13: 4; 4): Each pair ( Ox; Oy) is connected by twelve nonrevisiting
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short paths; these short paths are the unique tight natural images of the 12 nonrevisiting
paths between x and y in Q4.
#50!
4Q4( Ox; Oy)= 12:
The four revisiting short paths are preserved only between those (Ox; Oy) from the same
block B, that is, from the same image of Q4. If Ox and Oy come from di6erent blocks B,
that is, from di6erent images of Q4, then the 12 nonrevisiting paths are the only short
paths between these vertices.
Wedging is one of the most important constructions for our investigations. We have
included the analysis for prisms and products for comparison. Wedging has the ad-
vantages that it preserves maximal nonrevisiting paths in H-sharp polytopes, and that
revisiting paths can be systematically lengthened by repeated wedgings. The next two
results establish that under repeated wedging, a polytope can be tightened up to its
nonrevisiting paths.
Lemma 4.2. Let  be a k-path from x to y on P that does not visit every facet of
P. Let F1; : : : ; Fj be the facets not visited by , and let O be a tight natural image
of  from xb to yt in !F1P. Then O is a (k + 1)-path that does not visit the facets
corresponding naturally to F2; : : : ; Fj.
Proof. Since  does not visit F1, O must contain a vertical edge and so is a (k + 1)-
path. Under the projection of facets, B∩T is identi=ed with F1 and every other facet
!F corresponds to a facet F in P. Thus $ O visits precisely the same facets as , and
all facets of P except F1 can be identi=ed with facets in !P.
We simplify the notation for repeated wedging. If we have a collection of j facets
F= {F1; : : : ; Fj}, then by !FP or !jP we denote the polytope:
!jP=! OFj : : : ! OF2!F1P;
where OFi is the natural image of the facet Fi through all the previous wedges. To
establish a bound on #d(d; 2d), the order in which each of the j facets is used as the
foot for one of the j wedges does not matter, so the simpler notation is intentionally
ambiguous. Up to symmetries in P, changes in the order in which we use the facets
as feet will result in combinatorially distinct sculpted polytopes. One can think of !jP
as representing any of these combinatorial types.
Lemma 4.3. For n¿2d, let  be a k-path on the (d; n)-polytope P between estranged
vertices x and y. Let !n−2dP be a (n− d; 2n− 2d)-polytope resulting from iterated
wedging over the natural images of the n − 2d facets incident to neither x nor y;
in each iteration, let Ox be the image of the previous Ox in the base and let Oy be the
image of the previous Oy in the top.
Let O from Ox to Oy in !n−2dP be any tight natural image of . Suppose  does not
visit j¿1 facets of P. Then O is a (k + j)-path.
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Proof. We can identify each facet of P with a facet in the image, until we have taken
a wedge over this facet. Iteratively applying the preceding Lemma 4.2 to P, we observe
that the length O is increased by one for each facet in P that  does not visit, and that
its length is not increased for wedges over the images of facets  does visit.
Corollary 4.4. The Hirsch conjecture and the nonrevisiting conjecture are equivalent.
Proof. Corollary 2.3 establishes that the nonrevisiting conjecture implies the Hirsch
conjecture. We now establish that if the nonrevisiting conjecture is false, then the
Hirsch conjecture is also false.
If the nonrevisiting conjecture were false, then for some (d; n) we could =nd a
(d; n)-polytope P with two vertices x and y for which every connecting path made at
least one revisit.
As a formality here, if x and y are coincident to a proper face of P, then we take
this face to be the polytope P, adjusting d and n appropriately. Thus, we can proceed
on the assumption that x and y are estranged, with every path connecting x and y in
P revisiting at least one facet.
Let  be any k-path between x and y. As above, suppose that  visits m facets and
makes r revisits. Then k =m−d+r, or m= k+d−r. The number of facets not visited
by  is j= n− m= n+ r − k − d.
Form !n−2dP as in Lemma 4.3, with the associated Ox, and Oy. Any tight natural image
O of  is a (k + j)-path. Here k + j= n+ r−d. Since for every path between x and y
we have r¿0, in !n−2dP every path connecting Ox to Oy is of length greater than n−d.
Thus !n−2dP( Ox; Oy)¿n− d, and from this instance (n− d; 2n− 2d)¿n− d:
In summary, if we have an instance contradicting the nonrevisiting conjecture, then
by repeated wedging we can construct a counterexample to the Hirsch conjecture.
Accounting speci=cally for the nonrevisiting paths in the above arguments enables us
to bring the same machinery to bear on the strong d-step conjecture.
Lemma 4.5. If x and y are estranged diametral vertices in an H-sharp (d; n)-polytope
P with n¿2d, then
#n−d(n− d; 2n− 2d)6#n−d0 P(x; y):
Proof. A path of length greater than n−d between x and y in P cannot be nonrevisit-
ing. So every nonrevisiting path between x and y is of length n− d. Since n¿2d and
x and y are estranged, there are exactly n− 2d facets incident to neither x nor y. We
wedge over these n− 2d facets to obtain an H-sharp (n−d; 2n− 2d)-polytope W . The
image of any path is increased by one for each of the n − 2d facets that it does not
visit. A nonrevisiting path between x and y visits all facets of P, hence by the wedging
lemmas of [9] its tight natural image is unique, of the same length and nonrevisiting.
However, any (n − d)-path that has a revisit has had its length increased by at least
one. Thus for any natural image Ox of x and Oy of y, #n−d0 W ( Ox; Oy)= #
n−d
0 P(x; y), which
example W sets an upper bound on #n−d(n− d; 2n− 2d).
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4.4. Blending
(d; n1)
(d; n2)
}
./→ (d; n1 + n2 − d):
For i=1; 2, let xi be a vertex of a (d; ni)-polytope Pi. The combinatorial idea behind
the blending operation ./ is a pairwise identi=cation of the facets of P1 incident to x1
with those of P2 incident to x2; consequently, each edge incident to x1 in P1 is blended
with an edge incident to x2 in P2 to form a single edge in P1 ./ P2. These edges in
P1 ./ P2 together with all faces incident to them form the waist of P1 ./ P2. The new
polytope P1 ./ P2 is of class (d; n1 + n2 − d).
An undirected edge [u; v] in a polytope P is said to be slow toward a vertex x of P
i6 P(u; x)= P(v; x); otherwise, [u; v] is fast toward x. An edge in the waist of P1 ./ P2
is either a fast–slow edge, a fast–fast edge, or a slow–slow edge, depending on whether
the two edges blended to form it were fast or slow toward the vertices diametral to xi.
Since we want to construct H-sharp polytopes we consider only blendings for which
(P1 ./ P2)¿(P1) + (P2). Such blends do not allow fast–fast edges in the waist of
P1 ./ P2 and were therefore called fast–slow blends [10].
The full notation for a blend (P1; x1) ./) (P2; x2) speci=es not only the polytopes but
also the vertices x1; x2 and the pairing up ) of the incident facets. Many combinatorial
types could be constructed by varying the particular vertex in an H-pair and by varying
the map ). The speci=c combinatorial type does not matter in establishing the bound
(4), only that the vertices come from H-pairs and that the map create a fast–slow
blend. Thus the simpler notation P1 ./ P2 will often suFce.
We permute the rows and columns of M (P1) so that the vertex x1 corresponds to
the last column and the facets incident to x1 correspond to the last d rows:
M (P1)=
[
M 〈0〉
M1 〈1〉
]
:
Analogously, permute the rows and columns of M (P2) so that the vertex x2 corresponds
to the =rst column, the facets incident to x2 correspond to the =rst d rows, and the
order of these =rst d rows respects the impending blending of facets: for 16i6d, the
facet corresponding to row i of M (P2) will be blended with the facet corresponding
to row n1 − d+ i of M (P1):
M (P2)=
[
〈1〉 N2
〈0〉 N
]
:
For P1 ./ P2, we have the resulting incidence matrix.
M (P1 ./ P2)=


M 〈0〉
M1 N2
〈0〉 N

 :
So much of the structures of the stock polytopes are preserved in the blend that the
map between the face lattice of P1 ./ P2 and the union of the face lattices for P1 and
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P2 is almost trivial. The only complication comes at the waist of the blend. The d
facets in this waist are mapped both into P1 and into P2. In P1 their images are the d
facets incident to x1, and in P2 the d facets incident to x2.
Other than the d facets in the waist, each facet in the blend can be identi=ed uniquely
with a facet in one of the two stock polytopes.
In a blend we can have a nonrevisiting path whose image in a stock polytope has a
revisit.
Example. Q4 ./ I 4. In the cube I 4, label the two vertices x=2468 and y=1357. Con-
sider again the path 2 from v26 to v27 in Q4:
2 = 1357− 7(6)− 3(2)− 6(4)− 1(8)− 5(6);
and the path I from x to y in I 4:
I =2468− 6(5)− 2(1)− 4(3)− 8(7):
In the blend (Q4; v27) ./ (I 4; x), we identify the pairs of facets 2, 4, 6, and 8. We distin-
guish between the facets with odd labels by adding a tilde to those labels coming from
facets of I 4. So the blend has 13 facets that we label {2; 4; 6; 8; 1; 3; 5; 7; 9; 1˜; 3˜; 5˜; 7˜}.
The two paths 2 and I have the natural image O in Q4 ./ I 4:
O=1357− 7(6)− 3(2)− 6(4)− 1(8)− 5(5˜)− 2(1˜)− 4(3˜)− 8(7˜):
This is a nonrevisiting path of length 8. The revisit of 2 occurs on its =nal edge,
arriving at facet 6 for the second time. This revisit is avoided in the blend with I 4 by
the initial departure of I from facet 6.
Our accounting will avoid the complications presented by such examples since we are
concerned with maximal nonrevisiting paths in H-sharp polytopes. The blend Q4 ./ I 4
is not a fast–slow blend and the sculpted polytope is not H-sharp.
Lemma 4.6. Let (P1; X1; Y1)∈ (d; n1: h1; k1) and (P2; X2; Y2)∈ (d; n2: h2; k2) with h1 +
h2¿d. For x1 ∈X1; x2 ∈X2 let [x1; u] be fast toward Y1 in P1 and [x2; v] slow toward
Y2 in P2. Let B=(P1; x1) ./ (P2; x2) such that [u; v] is an edge in the waist. Then the
number of nonrevisiting paths between {y1; y2}∈Y1×Y2 that cross the edge [u; v] is
#0B(y1; [u; v]; y2)= #0P1(y1; u; x1) · #0P2(v; y2):
Proof. A path of length greater than ni − d between xi and yi in Pi cannot be nonre-
visiting. So each nonrevisiting path between xi and yi is also a short path.
Let Fu be the unique facet of P1 incident to x1 but not to u, and Fv the one of P2
incident to x2 but not to v. By hypothesis, the facets Fu and Fv are blended together in
B. The image of each nonrevisiting path from y1 to u in P1 and from y2 to v in P2
is nonrevisiting, too, and conversely, any revisit by a path from y1 to u in P1 or from
y2 to v in P2 is preserved under blending.
Since [x2; v] is slow toward y2 ∈Y2 in P2, a nonrevisiting path from y2 to v has
visited all the facets of P2. In particular, although v is not incident to Fv and y2
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may not be, a nonrevisiting path between them must include a visit to Fv. Thus a
tight natural image of a nonrevisiting path from y2 to v in B can be extended to a
nonrevisiting path from y2 via [v; u] to y1 only by a nonrevisiting path from u to y1
that does not visit Fu. However, in any nonrevisiting path from x1 via u to y1, Fu is the
facet departed on the =rst edge [x1; u]. So not only is the remainder of the path from
u to y1 a nonrevisiting path that does not visit the facet Fu, but every such remainder
can be extended by the edge [x1; u] to a nonrevisiting path between x1 and y1. Thus
#0B(y1; [u; v]; y2)= #0P1(y1; u; x1) · #0P2(v; y2).
We are now ready, by applying this result in the following lemma, to prove part
(iii) of Theorem 4.1.
Lemma 4.7. Let (P1; X1; Y1)∈ (d; n1: h1; k1); (P2; X2; Y2)∈ (d; n2: h2; k2), with h1 + h2
¿d and B=(P1; x1) ./ (P2; x2). Let
U := {u∈f0(P1): [u; x1] fast toward Y1};
W := {w∈f0(P2): [w; x2] fast toward Y2}:
For each u∈U, vu denotes the vertex from P2 now incident to u in the waist of B.
Analogously for each w∈W, [vw; w] is an edge in the waist. Then for any pair
(y1; y2)∈Y1×Y2,
#0B(y1; y2) =
∑
u∈U
#0P1(y1; u; x1) · #0P2(vu; y2)
+
∑
w∈W
#0P1(y1; vw) · #0P2(x2; w; y2): (7)
Proof. Each path from y1 to y2 in B must use at least one of the edges in the waist.
Any short path from y1 to y2 uses exactly one of these edges. The sums shown run
over the edges in the waist of B, preserving those terms for fast edges blended with
slow edges.
Example. Blend together two copies of W =!4Q4. Fix x2 ∈X and y1 ∈Y , and create
the fast–slow blend
W2 = (W; y1) ./ (W; x2):
Let X and Y also represent the natural images in W2 of X from the =rst stock polytope
W and of Y in the second copy of W , respectively. Then (W2; X; Y )∈ (8; 18: 4; 4).
For any (x; y)∈X ×Y in W2, we calculate from (7) the number of short nonrevisiting
paths connecting x and y in this H-sharp polytope. Let Uy be the neighbors u of y1
such that [y1; u] is a fast edge to x; and let Ux be the neighbors w of x2 such that
[x2; w] is a fast edge to y. In the fast–slow blend, each vu ∈X and each vw ∈Y .
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Thus,
#0W2(x; y) =
∑
u∈Uy
#0W (x; u; y1) · #0W (vu; y) +
∑
w∈Ux
#0W (x; vw) · #0W (x2; w; y)
= 12
∑
u∈Uy
#0W (x; u; y1) + 12
∑
w∈Ux
#0W (x2; w; y)
= 12× 12 + 12× 12= 1
2
242:
Writing the result as 12 24
2 will help us develop our upper bound (4) on #d(d; 2d).
Corollary 4.8. If in Lemma 4.7, #0P1(y1; x1) is constant for all x1 ∈X1, and similarly
#0P2(x2; y2) is constant for all x2 ∈X2, then in the blend B=(P1; x1) ./ (P2; x2)
#0B(y1; y2)= 2 · #0P1(y1; x1) · #0P2(x2; y2):
Proof. Let N1 be the constant for P1 and N2 the constant for P2. As in the example,
each of the two sums in (7) simpli=es to N1 ·N2.
Example. Blend together more copies of W. In W2 =x y1 ∈Y , and in W =x x2 ∈X .
Create the fast–slow blend
W3 = (W2; y1) ./ (W; x2):
Again we reuse X and Y to represent the natural images in W3 of X from W2 and of Y
from W , respectively. Then (W3; X; Y )∈ (8; 23: 4; 4). From Corollary 4.8 the number
of nonrevisiting paths in W3 between any x∈X and y∈Y is
#0W3(x; y)= 2
1
2
242× 12= 1
2
243:
Iterating this blending, we construct Wk from Wk−1,
Wk =(Wk−1; y1) ./ (W; x2):
With X and Y representing in Wk the natural images of X from Wk−1 and of Y from
W , we have (Wk; X; Y )∈ (8; 8 + 5k: 4; 4). The number of nonrevisiting paths follows
again from Corollary 4.8:
#0Wk(x; y)= 2
1
2
24k−1× 12= 1
2
24k :
4.5. Truncation
(d; n) !→ (d; n+ 1):
To truncate a (d; n)-polytope P at a vertex v, we replace the vertex v with a simplicial
facet !(v).
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To obtain the incidence matrix for the truncated polytope, we take M (P) and replace
one column with d columns, to record the replacement of a vertex by a simplicial facet.
Permute the rows and columns of M (P) so that the vertex v corresponds to the last
column and the facets incident to v correspond to the last d rows.
M (P)=
[
M 〈0〉
M1 〈1〉
]
:
Truncating P at v introduces a new simplicial facet:
M (!vP)=


M 〈0〉
M1 〈1〉 − Id
〈0〉 〈1〉

 :
So much of the stock polytope is preserved in the truncated polytope that the maps
between the face lattices are trivial almost everywhere. All the facets of P have unique
natural images in !vP; these images will be the identity F→F if v is not incident to
F , otherwise the images will also be a truncation F→ !vF .
All the vertices of P except v will have unique natural images as well. The image
of the vertex v is the simplicial facet !(v), and all the faces of !(v) are mapped back
to v. Let X be any set of vertices in P, and denote by "X the vertices of !(v) adjacent
to (images of) vertices in X in !vP. In particular, the edge [x; v] in P has an image
[x; "x] in !vP, which could be extended to [x; "x; "y] for any other neighbor y of v;
the path [x; v; y] has the tight natural image [x; "x; "y; y].
The natural images of paths fall in separate classes, depending on the occurrence of
v in the path. Each occurrence of v could be replaced in the image by any walk among
the vertices of !(v) with appropriate boundary conditions; however, our concern with
short paths and the corresponding tight natural images will restrict each replacement
of v to at most one edge in !(v). From the correspondence of facets and the tight
natural images of paths, we see that no new revisits are introduced by truncation and
that existing revisits are preserved, except possibly at an initial or terminal occurrence
of v.
Lemma 4.9. Let [: : : ; x; v] be a short path in P terminating at v, and let y be any
other neighbor of v. Then in !vP,
rev([: : : ; x; "x])= rev([: : : ; x]);
rev([: : : ; x; "x; "y])= rev([: : : ; x; v]):
Let  be a short path in P with neither endpoint being v, and let O be its tight natural
image in !vP. Then
rev( O)= rev():
The restriction to short paths prevents both endpoints being v, simplifying the result
but preserving the aspects we need for our accounting.
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Proof. We give the facet !(v) the index On= n+ 1. Let the last edge [x; v] of the path
in P correspond to the move −i(j).
For the image [x; "x], the move becomes −i( On) and the path does not make its
terminal arrival at facet j. Other than this last move, all previous arrivals and departures
are identical between the two paths.
For the image [x; "x; "y], the move −i(j) becomes two moves. Note that any choice
of y is incident to facet j by the simplicity of P. Let the edge [v; y] in P correspond
to the move −i˜( j˜). Then the image [x; "x; "y] corresponds to the moves −i( On)− i˜(j).
That is, the image has a departure from facet i˜ not in the path in P, but the two paths
have the same arrivals except for the arrival at !(v), facet On.
If the path  in P has no occurrence of v, then the image and revisits are identical.
Finally, if the path in P passes through v, with the two edges [x; v; y] and their cor-
responding moves −i(j)− i˜( j˜), then the unique image [x; "x; "y; y] corresponds to the
moves −i( On) − i˜(j) − On( j˜). Other than the arrival at and departure from facet On, the
two paths have exactly the same arrivals and departures.
Lemma 4.10. If (P; x; {y; w})∈ (d; n: 0; 1), then
#0!yP(x; "w)= #0P(x; y) + #0P(x; w): (8)
Proof. Any path  from x to "w in !yP must arrive at "w either via the edge [w; "w]
or via the edges [u; "u; "w] for some neighbor u of y in P. Since any nonrevisiting
path from x to "w in !yP is of length n − d + 1, in the latter case  can only be
nonrevisiting i6 [y; u] is fast toward x. Let U be the set of all vertices u in P, such
that [y; u] is fast toward x. A path from x to "w via [u; "u; "w] for some u∈U is
nonrevisiting i6 its natural image [x; : : : ; u; y] is nonrevisiting in P. Since [y; w] is slow
toward x in P, a path in !yP, arriving at "w via [w; "w], can only be nonrevisiting i6
[x; : : : ; w] is nonrevisiting in P. The natural images in P of the paths from x to "w are
unique. Hence,
#0!yP(x; "w) =
∑
u∈U
#0P(x; u; y) + #0P(x; w)
= #0P(x; y) + #0P(x; w):
This lemma establishes part (iv) of Theorem 4.1, completing the exposition of our
general machinery. We now specialize formula (8) to a situation we have seen devel-
oping throughout our examples.
Corollary 4.11. Under the assumptions of Lemma 4.10, if #0P(x; y)= #0P(x; w), then
#0!yP(x; "w)= 2 · #0P(x; y).
In our examples, we typically have an H-pair X and Y such that across all (x; y)∈
X ×Y the number of nonrevisiting paths #0P(x; y) is constant. Corollary 4.11 tells us
that if we truncate P at any vertex y∈Y , in the resulting H-pair X and "Y , the number
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#0!yP(x; "w) will again be constant across all choices (x; "w)∈X × "Y :
#0!yP(x; "w)= 2 · #0P(x; y):
4.6. Truncation at a j-face
(d; n) !→ (d; n+ 1):
To truncate a (d; n)-polytope P at a j-face F , we replace the face F with a facet
!(F), which has the combinatorial type of the product F ×Td−1−j, in which j is the
dimension of the face F and T i is the i-dimensional simplex.
To obtain the incidence matrix for the truncated polytope, we take M (P) and replace
the columns corresponding to the vertices of F with columns for the new facet !(F).
Permute the rows and columns of M (P) so that the last m columns correspond to
the vertices of the j-face F and the last d − j rows correspond to the facets whose
intersection is F .
M (P)=
[
M1 N
M2 〈1〉
]
;
in which the 〈1〉 is a (d− j)×m block of 1’s.
Truncating P at F introduces a new facet. The incidence matrix has two nice forms
which emphasize the combinatorial type F ×Td−j−1 of the new facet; we present one
of those here. For each column of N we can assemble d− j copies of this ith column
into a matrix block Ni, placing each of these blocks above a copy of the block for the
(d− j)-simplex:
M (!FP)=


M1 N1 · · · Nm
M2 〈1〉 − Id−j · · · 〈1〉 − Id−j
〈0〉 〈1〉 · · · 〈1〉

 :
The e6ect of these truncations on revisits closely resembles the e6ect for truncation
at a vertex. As with prisms and products, we include this material only for comparison.
5. Fewer short paths
In their research leading up to the strong d-step conjecture, Lagarias et al. [16]
focused attention on an accounting of short paths rather than just the diameter of poly-
topes. Their numerical experiments led them to conjecture that not only is (d; 2d)=d,
but that the minimum number of d-paths connecting estranged vertices in a (d; 2d)-
polytope, denoted #d(d; 2d), is 12 2
d. Holt and Klee [9] lowered this minimum by
constructing (d; 2d)-polytopes Pd for which there are two vertices x and y such
that #dPd(x; y)6 38 2
d. In this section we construct (5k; 10k)-polytopes P5k with two
vertices x and y such that #5kP5k(x; y)= 12 24
k . So we have a new upper bound
#5k(5k; 10k)6 12 24
k , which we will then extend to the bound (4).
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The (5k; 10k)-polytopes described above are sculpted from the Wk of Section 4.4.
Applying Lemma 4.5 to these H-sharp (8; 8+5k)-polytopes Wk , we obtain a bound on
#d(d; 2d) for d=5k.
Corollary 5.1. For k¿1, #5k(5k; 10k)6 1224
k .
Proof. For k =1 we simply use !Q4 which has 12= 12 24 nonrevisiting paths between
xt and yb.
For k¿1, we use Wk . In Section 4.4 we established that (Wk; X; Y )∈ (8; 8+5k: 4; 4),
and that for any (x; y)∈X ×Y
#0Wk(x; y)=
1
2
24k :
Following Lemma 4.5 with d=8 and n=8 + 5k, we apply n − 2d=5k − 8 wedges
to obtain an (n−d; 2(n−d))= (5k; 10k) polytope P5k . Letting OX and OY be the natural
images in P5k of X and Y , we have (P5k ; OX ; OY )∈ (5k; 10k: 5k − 4; 5k − 4). For each
(Ox; Oy)∈ OX × OY , we have
#0P5k( Ox; Oy)=
1
2
24k :
This example establishes the claimed upper bound for d=5k.
To =ll in between d≡ 0mod 5, we truncate and wedge to establish the following
corollary, put forward as a claim in [5].
Corollary 5.2.
#d(d; 2d)6
1
2
2dmod 5· 24d=5
∈ O(1:88817502259d):
Proof. For d≡ 0mod 5, the polytope P5k meets this bound.
Let j=dmod 5, and let k = d5 . Then the polytope (!!)jP5k meets the proposed
bound for #d(d; 2d). Each truncation ! is of a vertex in one of the H-pairs, and each
wedge ! is over any facet of the truncated polytope. By Corollary 4.11 the truncation
introduces a factor of 2, and by Eq. (6) the wedge leaves the number unchanged since
we are working with diametral vertices in an H-sharp polytope.
Note that to obtain a variety of combinatorial types, we can insert the dmod 5 trun-
cations anywhere in the sequence of wedges, provided the sculpted polytope remains
H-sharp with n¿2d. Moreover, the combinatorial types also vary according to the per-
mutations used in the blends, the order in which we apply the wedges over the facets,
and the vertices we truncate. We could obtain even more combinatorial types by selec-
tively truncating higher dimensional faces; for example, if (P; X; Y )∈ (d; n: h; k), then
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we can truncate any j-face held by X with j¡h. In summary, we have provided speci=c
constructions that produce (d; 2d)-polytopes meeting bound (4), but these constructions
include choices that lead to many combinatorial types for each d.
Barring the discovery of a counterexample to the Hirsch conjecture, the next likely
breakthrough will involve determining the validity of this weaker version of (3).
The strong d -step Conjecture. #d(d; 2d) is exponential in d.
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