The concept of a scene schema was used to predict the kinds of information that will be remembered from complex pictures over relatively long periods of time. Recognition of eight types of transformations on both organized and unorganized pictures was tested either immediately following presentation or at intervals of a day, a week, or 4 months. Certain kinds of information in organized pictures remained virtually intact over a 4-month period, whereas other kinds disappeared completely. It was concluded that a scene schema contains an inventory of objects in a scene and their locations relative to each other, but it does not include descriptive information about the appearance of the objects or the overall spatial composition of the scene.
The concept of a scene schema was used to predict the kinds of information that will be remembered from complex pictures over relatively long periods of time. Recognition of eight types of transformations on both organized and unorganized pictures was tested either immediately following presentation or at intervals of a day, a week, or 4 months. Certain kinds of information in organized pictures remained virtually intact over a 4-month period, whereas other kinds disappeared completely. It was concluded that a scene schema contains an inventory of objects in a scene and their locations relative to each other, but it does not include descriptive information about the appearance of the objects or the overall spatial composition of the scene.
People remember places and faces for a long time. Bahrick, Bahrick, and Wittlinger (1975) have shown that people can recognize pictures of high school classmates whom they have not seen for many years. Even when subjects are briefly exposed to a large number of new pictures, recognition rates tend to remain very high for several days (Nickerson, 1968; Shepard, 1967; Standing, Conezio, & Haber, 1970) and remain above chance for up to a year (Fajnstzejn-Pollack, 1973; Nickerson, 1968) . However, these studies have not controlled the relationship of distractors to targets and so cannot specify the basis for such good performance. Just what do people remember about a picture, the names of the objects it contains, the relationships among the objects, their physical appearance? We know little about these aspects of picture memory.
In a recent study, Mandler and Parker (1976) explored retention of several specific kinds of information. They found that if pictures formed "real-world" scenes, spatial relationships among items in the pictures were retained very well over a week's time. If, however, the pictures consisted of haphazard collections of the same items, retention of spatial relationships after a week was close to chance. The physical appearance of the items, although not as well encoded in the first place, showed little loss over a week for either kind of picture. These data suggest that not only do different kinds of information decay at different rates but that they are also affected by the degree to which the pictures are organized, that is, whether or not the pictures activate familiar schemata.
When we speak of the organization of a picture, we are referring to the extent to which familiar objects are related to each other in expected ways, not to any intrinsic structure in the stimulus itself. For example, Goldstein and Chance (1971) found that pictures of faces were better retained over a 2-week period than either snowflakes or inkblots. Although snowflakes are highly symmetric configurations, and thus in some sense well organized, people obviously have not incorporated many of their details into a schema that can be used to facilitate recognition.
Schemata of faces or scenes are built up through experience in the world. Just as we develop a set of expectations about events and their sequences in daily life, we develop expectations about objects and their relationships in the visual realm. The organized street scene in Figure 1 is an example. You have never seen the picture before, but the objects in it have a relatively high probability of occurring together and the spatial relationships among them are also highly probable in terms of your past experience. The same objects in the unorganized version are not arranged in previously seen ways and may not even be identified as a functional class. Details of the physical appearance of the objects in both scenes are less probable and may be less important to recognition of the scene.
The notion of schemata controlling memory is an old one; what a schema consists of is less well understood. We would like to be able to specify more exactly the kinds of information contained in a scene schema so that we can predict which aspects of pictures people will remember and which they will forget. In previous research (Mandler & Johnson, 1976; Mandler & Parker, 1976; Mandler & Stein, 1974) we have investigated four types of information:
1. Inventory information, specifying what objects a picture contains.
2. Descriptive information, specifying the figurative detail of the objects in the inventory (i.e., what the objects look like).
3. Spatial location information, specifying where the objects are located, including their relations to other objects, such as "left of," "facing," and so forth.
4. Spatial composition information, specifying areas of filled versus empty space in the overall composition of the picture, without regard to the nature of the items filling spaces.
The taxonomy does not include actions or reference to what is inferred to be happening in a picture. Such inferences are presumably also controlled by real-world schemata, by our knowledge of human motivation and expected sequences of events, but the present taxonomy emphasizes the more static, figurative characteristics of scenes. Our use of the term "information" in pictures differs from that used by some other investigators in this area. Loftus and Bell (1975) , for example, define the informative details of a picture in the sense of information theory. More precisely, they define an area of detail as informative "to the extent that it has a low a priori probability of being there given the rest of the picture and the subject's past history. Thus, for example, in a picture depicting a farm scene, a tractor would be an uninformative detail, whereas an octopus would be an informative detail" (p. 104).
In the information-theoretic sense, we are investigating "uninformative" details, since we are studying familiar, expected objects in pictures. In our use of the term, an object is informative if it activates a schema of a particular type of scene; thus, a tractor is more likely to contribute to the activation of a farm schema than is an octopus. We assume that both encoding and retention of some kinds of information are enhanced by activation of such a schema. Loftus and Bell (1975) make a further distinction between informative details and general information in a picture. At the very brief exposure times they studied, general information may be equivalent to spatial composition information. They suggest that general information, that is, the familiarity of a picture, accrues continuously as a function of exposure time, but that finding an informative detail increases familiarity by a quantum jump. Although this may be a sensible account of encoding during a brief exposure time, a distinction between gradually accruing information and acquisition of details is less useful when longer study times are used. We assume that general information consists of the sum of details that subjects encode and that "details" are denned by the four types of information we have listed. Mandler and Johnson (1976) studied recognition of the four types of information by using five types of distractor. A type change, in which an object is replaced by a conceptually different object, was used to assess recognition of inventory information. A token change, in which an object is replaced by another object of the same conceptual class, but differing in details of its appearance, was used to assess recognition of descriptive information. A rearrangement, in which two objects of similar size and shape are interchanged, was used to assess spatial location information. A move change, in which an object is moved slightly, but not enough to affect basic left-right relations among objects, was used to assess spatial composition information. A deletion, in which an object is removed from the picture, was also used to assess spatial composition, although this change affects inventory information as well. In that experiment, speeded responses were required and it was assumed that spatial composition would be the primary basis on which a deletion would be detected. Parker (Note 1) has shown that deletions are detected faster than type changes, providing additional evidence for this assumption. Mandler and Johnson (1976) found that immediate recognition depended on the type of information that was varied in a given distractor and also on whether the pictures were organized or unorganized scenes. Spatial location information was better recognized in organized scenes, and spatial composition information was better in unorganized scenes. Neither inventory nor descriptive information was affected by organization.
The present experiment added three new transformations. An addition, in which a new object is added to the picture, should test the same kind of information as deletion and therefore should be affected by the organization variable in the same way. The other new transformations were an orientation change, in which an object is reversed in its left-right orientation, and a size change, in which an object is made larger or smaller. In a previous study, Mandler and Parker (1976) treated both size and orientation as descriptive characteristics of objects, because recognition of each object was tested individually, out of the context of the rest of the picture. In the present experiment, both types of transformation took place in context and thus affected the relationships among objects. This type of relational information had previously been included in the category of spatial location information, which was defined to include relational information such as "facing." A more descriptive term for this category would be spatial relation information, and we will use this term hereafter. Orientation and location of objects relative to each other clearly belong to this category, but relative size of objects is less clear-cut, since a change in size affects the spatial composition of a picture in addition to changing spatial relations.
Retention of the four kinds of information over a period of 4 months was studied, using both organized and unorganized pictures. It was expected that some kinds of information would be retained longer than others and furthermore that the organization of the pictures would differentially affect retention of the various kinds of information. Just as information representing the meaning of sentences is better retained than information having to do with their surface structure (e.g., Graesser & Mandler, 1975; Kolers & Ostry, 1974; Sachs, 1974) , so we would expect information conveying the central meaning of a picture to be better retained than surface details. Our understanding of the way in which visual information is integrated is not yet sufficient to make detailed comparisons of types of information in pictures with syntactic, physical, and phonological aspects of verbal material. Nevertheless, the spatial composition of a picture (representing areas of filled and empty space without regard to content) and the descriptive details of objects seem less central to the meaning of a picture than inventory and spatial relation information.
Inventory and spatial relation information should not only be longer retained but should also be affected in a major way by the extent to which the pictures are organized. Inventory information may be encoded and retained for brief periods, regardless of the structure of the picture, yet not be available at a later time unless organized in a stable fashion. Mandler and Johnson (1976) suggested that a scene schema may not contain precise inventory information because they found no effects of organization on recognition of inventory information in an immediate test. However, inventory information may be successfully encoded from an unorganized picture, perhaps as a list of items, yet not remembered over the long run because the list itself is not organized in the form of a schema. Therefore, after 4 months we would expect type transformations to be better recognized in organized pictures. Similarly, spatial relations, as tested by rearrangement and orientation changes, should also prove superior in organized pictures. The effect of size changes is less clear-cut for the reasons discussed earlier.
Recognition of token changes, representing descriptive detail, should be unaffected by scene schemata; thus, performance on this transformation would not be expected to differ for the two kinds of picture. Scene schemata deemphasize spatial composition information in organized pictures. However, if this kind of information is difficult to retain, moves should be poorly recognized for both kinds of picture after a long retention interval. Deletion and addition have an ambiguous status. To the extent that they are detected on the basis of spatial composition information their longterm retention should also be poor; if they are detected on the basis of a change in the inventory, they should be better retained in organized pictures. A comparison of immediate and long-term recognition of these two transformations should clarify the basis on which they are recognized.
Method

Subjects
Ninety-six undergraduates enrolled in introductory psychology classes at the University of California, San Diego, participated in the experiment for class credit. Twenty-four subjects were assigned to each of four retention intervals; half of each group viewed organized pictures and half viewed unorganized pictures.
Stimuli
The set of organized target pictures consisted of eight 35-mm slides of black and white line drawings of naturalistic scenes. These pictures were similar to those used in Mandler and Johnson (1976) except that each contained approximately six objects instead of eight. As a result, the pictures were noticeably less dense in appearance. The extra blank spaces created by reducing the number of objects allowed an object to be added without crowding and also allowed move changes of somewhat greater magnitude than previously used. Four pictures were outdoor scenes and four indoor; within this division, two of each type included several people, and the other two were primarily inanimate in character.
The set of unorganized pictures was generated by removing the perspective line from each organized picture, inverting the picture, and then rotating each object back to its normal upright position. Then four of the six objects were interchanged to create essentially a zero correlation between horizontal and vertical coordinates of objects in the two versions. This method of disorganizing pictures disrupted meaningful relations among objects while maintaining approximately the same density of objects in both versions of a given picture. An example of an organized and unorganized version of a picture is shown in Figure 1 .
Eight transformations were generated for each picture to create distractors for the recognition tests: (a) addition-an object compatible with the meaning of the scene was added to the picture; (b) deletion-an object was removed from the picture; (c) type change-an object was replaced by a conceptually different object of the same size and shape; (d) token change-an object was replaced by another object of the same size, shape, and conceptual class, but which differed in details of appearance; (e) rearrangement-two objects of approximately the same size and shape were interchanged, with rearrangements made in the horizontal plane so that apparent size would not be altered in the organized scenes; (f) orientation change-an object was reversed so that it faced in the opposite direction; (g) move-an object was moved in the horizontal plane by a distance equal to its width (half of the moves were toward the center of the picture and half toward the periphery); (h) size change-an WfraT Figure 2 , Examples of the eight transformations.
(The top left picture shows an addition, the top right a deletion. In the second row, a type change is on the left, a rearrangement on the right. In the third row, an orientation change is on the left, a token change on the right. In the bottom row, a move change is on the left, a size change on the right.) object was increased by 67% in area or decreased by 40% (so that a 67% increase would be required to match its original size). Half of the size changes were increases, half decreases.
An example of each type of transformation for an organized scene is shown in Figure 2 . Transformations were chosen so that they did not violate real-world relationships or change the meaning of any scene. No object in a picture was used in more than two transformations. Transformations were assigned approximately equally often to large and small objects, to each location, and to animate or inanimate objects. The same objects were transformed for the organized and unorganized versions of a given picture.
Apparatus
A Kodak random-access slide projector with a Lafayette shutter was used to present 42 X 63 cm images on a screen positioned 1.81 m in front of the subject, with the image slightly above eye level. 
Design
The between-subjects factors were organization of the pictures (two levels) and retention interval (four levels: immediate test, a day, a week, and approximately 4 months). The 4-month interval varied by a few days depending on success in reaching subjects. Each cell of the design contained 12 subjects. Each subject saw 8 targets and was tested on recognition of all 8 transformations. A complete recognition test of 8 pictures with 8 transformations on each consists of 64 targets and 64 distractors if probability of old and new stimuli is to be kept at .50. To reduce learning effects during the course of the recognition test, each subject saw only half of the recognition items (each target four times and each type of transformation four times). Thus, it took 2 subjects to generate a complete set of within- subjects data points. Subjects were assigned to pairs and their data combined for purposes of analysis, in effect reducing the number in each cell of the design from 12 to 6 subjects. Six orders of presentation of the eight targets were used, one for each pair of subjects in a cell. For any given order of presentation, the recognition test was arranged so that seven different pictures always occurred between successive versions of a given picture. The various types of transformations were scattered throughout the recognition test so that equal numbers of each type appeared in each quarter of testing. No more than three transformations or three targets appeared in sequence.
Procedure
Subjects were tested individually. They were told that they were to view a series of eight slides for 10 sec each and to study each slide as completely and carefully as possible. Subjects in the day, week, and 4-month conditions then left, with no further instructions until they returned after the appropriate interval. At the start of the recognition test, subjects were told that they would see a series of slides, half of which would be exactly the same as the original slides they had seen and half different. To inform them of the types of transformations they would see, a practice set was then given, consisting of a target picture that they had not seen before followed by a mixed series of repetitions of the target and each type of transformation. Subjects were required to respond "same" or "different," and their responses were either confirmed or corrected.
Following the practice session, subjects were given a response sheet and told to record an "S" for same or "D" for different for each of the 64 test slides and to circle a confidence rating from one (low) to three (high) for each of their responses. Subjects were instructed to call out "same" or "different" as soon as they had decided and then to record their answers on the response sheet. The 64 test slides were then presented. Each slide was terminated as soon as the subject had responded or after a maximum of 8 sec; the interval between slides was approximately 5 sec. In the immediate test condition, the interval between presentation of targets and onset of the recognition test was approximately S min. After the recognition test subjects were debriefed.
Results
To facilitate comparison with other studies, the mean proportion correct scores on target pictures and the eight types of transformations for the various conditions have been provided in Table 1 . However, since hit rates and false-alarm rates varied as a function of retention interval and organization of the pictures, all statistical analyses used d' scores. The rejection region was set at p < .05. Breakdowns of interactions used analyses of simple main effects, or in the case of retention interval, pairwise individual comparisons.
The d' scores of interest are presented in Figure 3 . An analysis of variance was used to assess the effects on recognition of retention interval, organization of the pictures, and transformations. There was a large main effect of retention interval, F(3, 40) = 19.97, MS e = .695. A breakdown of this effect showed that there was no significant difference in performance between the immediate and day tests. Accuracy dropped significantly from a day to a week and from a week to 4 months. The immediate and day tests have been combined in Figure 3 for simplification of presentation.
Performance varied markedly on organized and unorganized pictures, F(l, 40) = 10.56, MS e = .695, and also as a function of type of transformation, F(7, 280) = 70.06, MS e = .352. In addition, there was an interaction between these two variables, F(7, 280) = 6.01, MS e = .352. Analysis of the simple main effect of organization for each transformation indicated that only type, rearrangement, and orientation were better recognized in organized pictures. 1 The most interesting question concerned the temporal effects of organization on recognition of the various transformations. Figure 3 illustrates the significant three-way interaction of retention interval, organization, and transformations, F(2l, 280) = 1.64, MS e = .352. The chief finding is the differential loss over time of various kinds of information in the two types of picture. In organized pictures, there was no significant loss over 4 months in the recognition of addition, deletion, and type changes; that is, subjects were almost as accurate in detecting these changes after 4 months as at immediate test. In unorganized pictures, however, recognition of these transformations declined significantly. At immediate test, the differences on these transformations between organized and unorganized pictures were not significant, although deletion was marginally superior in unorganized pictures (p < .06); by 4 months, recognition of these transformations was markedly poorer than in organized pictures. The crossover effect for addition and deletion suggests that spatial composition information was of use in recognition at the early stages of testing but that this type of information was gone by 4 months.
Concerning spatial relation information, there was only a marginal decline in rearrangement over 4 months in organized pictures, but a highly significant decline in unorganized pictures; after 4 months, recognition of this transformation in unorganized pictures was essentially at chance. In general, orientation information was less well retained in both types of picture than was location. However, it differed in the two types of picture, reaching chance levels of performance in the week test for unorganized pictures, but not until 4 months for organized pictures.
Size changes were poorly recognized at all retention intervals for both types of picture, as was the measure of spatial composition information, move. Recognition of descriptive information, measured by token changes, did not differ for the two kinds of picture; performance for both was essentially at chance after 4 months.
2
Confidence judgments closely paralleled accuracy. There was a large effect of transformations on confidence, F(1, 280) = 16.00, MS e = .139, and the rank order of confidence correlated 1.0 with rank order of accuracy on the eight transformations. 1 As found in previous studies in this series, the effects of these variables and their interaction were significant when pictures instead of subjects were used as a random variable, indicating generality of the findings across the stimulus set.
2 The difficulties in interpretation of this kind of interaction, due to the wide range of d' scores, should be noted. In particular, poorly recognized transformations suffer from a floor effect as a function of retention interval. When only the four best recognized transformations were used in the analysis (all involving inventory and spatial-relation information) there was a significant interaction between organization and retention interval, F(3, 40) = 5.44, MS e = .59, with no significant variation due to type of transformation. Because of the range of scores being considered, we have stressed only whether various transformations showed a change in performance over 4 months and the point at which performance reached chance levels.
Confidence dropped as retention interval increased, ^(3, 40) = 5.32, MS, = .078; however, the drop was significant only at the 4-month interval. Subjects were also more confident of their judgments for organized pictures, .F(l,40) = 4.32. In a previous experiment, Mandler and Johnson (1976) had suggested that subjects had a greater subjective feeling of knowing organized pictures well, and the higher confidence judgments support that suggestion.
There was a large interaction between confidence in "same" and "different" judgments and old and new stimuli; that is, confidence varied for correct rejections, hits, false alarms, and misses, F(l, 40) = 153.36, MS e = .027. The differences in confidence were ordered in the same way as reaction time to respond on the four types of trials (cf. Mandler & Johnson, 1976) . Overall, subjects detect transformations most rapidly and are most confident of correct rejections. The time to reach a decision of "same" takes longer, and whether the trial is a hit or a false alarm, subjects are less confident of their decision. The decision to say "different" to a target comes after the longest search and is associated with the lowest level of confidence.
The confidence judgments were used to determine receiver operating characteristic curves for the four retention intervals. The data produced excellent straight-line fits (r 2 = .97 or higher in all four cases), indicating normal variance for each of the distributions. The slopes were all greater than 1.0 (1.59, 1.73, 1.87, and 1.25 for the four intervals, respectively), indicating greater variance in the distractor distribution than in the target distribution. Although such a finding is relatively rare in the signal detection literature, it seems to be a predictable result of a "noise" distribution that consists of both similar and dissimilar distractors.
Discussion
Long-term memory for complex scenes is indeed very good, but it cannot be represented as a gradually fading copy.
Certain kinds of information remain virtually intact over a 4-month period, whereas other kinds disappear completely. We will summarize the findings in terms of the four types of information we have identified and relate them to the predictions made about the influence of scene schemata on memory.
Spatial Relation Information
Previous work in this series had shown that relative locations of objects were better encoded and retained in organized pictures. This result was confirmed and extended in the present study and amplified by inclusion of orientation changes. Memory for both location and orientation of objects was superior in organized pictures, although orientation was less well recognized than locations. It should be stressed that the rearrangement and orientation transformations did not alter the meaning or likelihood of the pictures; thus, recognition did not depend on violation of real-world information. The location and orientation of a car and a truck relative to each other (as long as they are not engaged in meaningful interactions, such as a chase or a crash) seem insignificant in terms of the schema of a street scene. Yet relative locations are remarkably well retained over a period of 4 months. Orientation, however, although temporarily supported by a scene schema, is not retained over the long run. It is of interest that the important aspect of orientation is its relational nature. Mandler and Parker (1976) did not find differences in retention of orientation over a week's time in organized and unorganized pictures. However, they tested recognition of each object presented alone. When tested in isolation, orientation of an object is a descriptive characteristic; when tested in context, it affects spatial relations.
Comparable statements might be made about recognition of size changes in and out of context. However, even though the size changes were larger in this experiment than in the Mandler and Parker (1976) study, they were not well recognized. Even at immediate testing, a 67% increase in size of one object in the context of five others tended not to be recognized, although it is a perceptually discriminate change.
8 Our unavailing efforts to achieve memorable size transformations suggest that relative size is usually poorly processed, and unless changes are large enough to violate real-world relationships among objects they will not be detected even when presented in the context of a real-world scene. 4 
Descriptive Information
The present data confirm the earlier findings that information about the figurative detail of items is not influenced by organization nor is it well retained over time. Thus, the greater accuracy of spatial relation information in organized pictures is not attained at the expense of processing the details of individual objects; this type of information is unimportant in both kinds of picture.
Inventory Information
The primary measure of this information was the type transformation. In general, type changes were better recognized in organized pictures. Although not significantly better at immediate testing (as also found by Mandler and Johnson, 1976) , inventory information was better retained over time in organized pictures, and at 4 months it remained the best remembered of all the information tested. It is possible that an effect of organization even at immediate test would be found if more complex pictures were studied.
Spatial Composition Information
As measured by the move transformation, this information was poorly recognized even at immediate testing. This finding was somewhat surprising, since the changes were larger than those used by Mandler and Johnson (1976) . However, the pictures were less dense than those previously used, since there were only six objects in the space formerly containing eight; the larger expanses of blank space may have reduced the importance of spatialcomposition information. Percent correct scores on move were significantly higher for unorganized than for organized pictures, similar to the previous findings; however, the d' differences were not significant in the present study because of the lower hit rates for unorganized pictures. This kind of discrepancy can occur when percent correct scores are below chance. In the context of more salient transformations, a move (or size) change that is not differentiated from the targets will be correct at approximately 1 -hit rate and therefore can average below 50% correct. However, d' scores should not range much below zero unless schematic distortion occurs, that is, if a particular distractor is preferred over a target. Since the d' scores did not range significantly below zero, the most likely hypothesis is that differences on the move transformation were masked by floor effects in the d' analyses.
Spatial composition is also tested by addition and deletion, although complicated by the fact that these transformations measure inventory information as well. It is of interest that addition and deletion differed from the type change as a function of organization. Aside from move, they were the only transformations with higher scores in unorganized pictures at short retention intervals. At 4 months, recognition of these changes, along with type, was poorer for unorganized pictures. The most plausible explanation is that recognition of addition and deletion can be mediated either by spatial composition or inventory information. At immediate test, the spatial composition information is available, but as it drops out, these changes can only be detected on the basis of the inventory of objects. Since inventory information is better retained in organized pictures, recognition of addition and deletion in unorganized pictures suffers over the long run.
The exact role of spatial composition information in picture recognition needs further clarification. Mandler and Johnson (1976) found marked differences in recognition of deletions and moves compared to other transformations, and Parker (Note 1) has shown that deletions are much more rapidly detected than other types of transformations. Just how long spatial composition information is retained is still unknown, but the present data indicate that it is not available in long-term storage.
Our conclusion from this summary of the temporal effects of organization on recognition is that a scene schema contains an inventory of objects and their locations relative to each other. It does not include descriptive information about the objects or the overall spatial composition of the scene. It contains some information about relative orientations of the objects, but this information is not stable. The data also indicate that over long retention intervals recognition comes to depend more heavily on a scene schema than it does immediately after encoding. As suggested by Mandler and Johnson (1977) , verbal materials, such as stories, can be encoded and temporarily maintained even if they fit no familiar schema, but over time their retrieval becomes schema dependent. Similarly, in the visual realm, after 4 months certain kinds of information, such as the physical' appearance of objects, can no longer be retrieved. Other kinds of information, such as spatial location, will only be retrieved if they match a familiar schema.
In this investigation of scene schemata we have focused on the visual representation of scenes, that is, the kinds of things you would expect to see if you looked at a scene, rather than the general knowledge you have about properties of the world.
It may be difficult to differentiate visual from semantic knowledge since the two are so intertwined, yet we would suggest that real-world schemata come in various forms, each containing different kinds of information useful for negotiating the environment. A visual schema may emphasize different kinds of information than a verbal schema or description of a scene.
The location of objects may be less important in a schematic description of a room than in its visual representation. In the latter case, locations of objects are necessary to provide a frame of reference for possible actions. It seems reasonable that the kinds of information retained or lost from visual input over the long run reflect their relative utility for action. Spatial composition, informing us of the presence or absence of objects, is momentarily important because it provides the peripheral context allowing us to remain oriented in space. Orientation of objects, in turn, is of considerable importance at the moment of direct interaction with them, such as sitting down on a chair. Whether or not a room contains expected kinds of furniture, and where the furniture is located, however, seems more crucial to a long-term visual representation if it is to be used to guide anticipated future interactions.
These speculations rest on the assumption that people encode drawings of scenes much as they do real scenes and that the types of information that are important to understanding and memory are the same for both. Although our knowledge of the information that people gather together to form a schema of a scene is still limited, the consistency of the data found in the several studies in this series provides convergent evidence for the reality of schema-controlled differences in encoding and retention of visual information. The extent to which a visual schema can be differentiated from our general knowledge about scenes has yet to be determined.
