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Abstract 
In an EOQ model with n products. joint setup costs provide incentives for joint replenishments. 
These joint setup costs may be modelled as a positive, nondecreasing, submodular set function. 
A grouping heuristic partitions the II products into groups, and all products in the same group are 
always jointly replenished. Each group is thus considered as a single “aggregate product” being 
replenished independently of the other groups and according to the EOQ formula. As a result, 
possible savings when several groups are simultaneously replenished are simply ignored. The 
problem of determining the worst-case performance ratio of grouping policies is formulated as 
a maximin problem, which is neither quasiconcave nor quasiconvex. We use a novel approach to 
estimate an upper bound. We find that the cost of a best grouping policy is no more than 44.8% 
above the optimal cost. 
1. Introduction 
We consider a multiproduct extension of the traditional Economic Order Quantity 
(EOQ) model in which there is a cost incentive for simultaneous replenishment of 
several products. There are n products, and N g { 1, . . , n} denotes the set of products. 
Except for the setup costs (see below), the products are independent: there are no joint 
or dependent demands, no substitution opportunities, and products in N are not 
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being used in making other products in N. As in the EOQ model, we make the 
following assumptions: 
(1) We consider a continuous time, infinite horizon model, with stationary data 
(demand and cost rates) and no discounting. As a result, we focus on minimizing the 
long run average cost per time unit, while satisfying demands for all products. 
(2) The demand for each product is deterministic and occurs at a constant rate. By 
resealing the units for each product, we are assuming that the demand rate is of two 
units 2er time unit, for each product. 
(3) The demand for each product is satisfied by continuously withdrawing from the 
inventory of that product. No shortages or backlogs are allowed. The inventories are 
replenished at times and in quantities to be determined. Replenishment of each 
product is instantaneous and lead times can be assumed to be zero, w.1.o.g. (without 
loss of generality). 
(4) The totul cost is the sum of all holding costs and setup costs. 
(5) The holding cost for product i accumulates at a constant rate hi dollars per unit 
of product and per unit time. For each product i (i = 1, . . . , n), rate hi is a positive real 
number. 
(6) At each replenishment, a positive setup cost K(S) is incurred, depending only on 
the set S 5 N of products being replenished. 
In the traditional EOQ model, we have K(S) = CiESki) where the kis are given 
separate setup costs. In this case, there is no incentive for joint replenishment, and an 
optimal policy has each product being independently replenished according to the 
familiar EOQ (or square root, or Harris’s) formula. 
We depart from the traditional EOQ model by allowing the joint setup cost K(S) to 
be less than the sum of the separate setup costs of the products in S, therefore making 
joint replenishment costwise attractive. The model for joint setup costs we use here is 
that of a submodular setup cost introduced by Queyranne [12]. We assume the set 
function K : 2N H [w, satisfies the following conditions: 
(1) K(g) = 0; 
(2) K(S) > 0, for all S c N, S # 0; 
(3) K(S) I K(T), whenever S E T; 
(4) K(Su T) I K(S) + K(T) - K(Sn T), for all S, T. 
Conditions (1) and (2) are necessary for the model to be meaningful (otherwise 
optimal total costs for any finite period may go to + XI). The nondecreasing property 
of condition (3) may be assumed w.1.o.g. (otherwise, set S is never used in an optimal 
solution, and function K can then be redefined so as to satisfy condition (3)). The 
submodularity property of condition (4) is fairly general, and allows the derivation of 
very tight bounds on the optimal cost. For example, the most popular joint setup cost 
function, defined by K(S) A k0 + xitS ki and sometimes called the major/minor, or 
quasilinear, or modular, setup cost function, is submodular. We refer to Goyal and 
Satir [9] for a survey on models using this function. The “family model” of Roundy 
1161 and the example in Rosenblatt and Kaspi [14] are also submodular. We refer to 
Queyranne [ 121, Zheng [ 1 S] and Federgruen et al. [6] for further discussion of 
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submodular setup costs. Section 2 below recalls how very tight bounds on the optimal 
cost may be obtained for submodular setup costs. 
A replenishment policy is a specification of all replenishment epochs and quantities, 
for all products, over an infinite horizon. A feasible policy is a replenishment policy 
whereby all demands are satisfied, that is, inventory levels are never negative. The joint 
replenishment problem is to find a feasible policy with lowest possible long run average 
total cost per time unit. The only known fact about optimal policies is that it must 
satisfy the following zero-inuentorll property: the inventory of every product drops to 
zero just before any replenishment of that product. This property implies that 
replenishment quantities are directly implied by replenishment times (and con- 
versely). 
Much attention has focused on stationary policies, that is, policies where each 
product is replenished at constant time intervals (and therefore, by the zero-inventory 
property, in constant quantities). Nonstationary policies may have lower cost than 
any stationary policy (Andres and Emmons Cl]). For submodular setup costs, 
however, it is known that the cost of a particular stationary policy (a “power-of-two” 
policy) cannot be more than 2% above the cost of any feasible policy, see Section 2. 
One class of stationary policies that has been considered in the literature, is that of 
grouping policies (or fixed partition policies), whereby the set N of products is 
partitioned into groups of products, and all items in the same group are always jointly 
replenished. Each group is then considered as a single “aggregate product” being 
replenished independently of the other groups, and therefore according to the EOQ 
formula. As a result, possible savings when several groups are simultaneously replen- 
ished are simply ignored. Grouping policies are considered by Chakravarty et al. 
[4,5], Rosenblatt and Kaspi [14] and Queyranne [13], for the joint replenishment 
problem, and by Page and Paul [l l] and Anily [Z] for related problems with budget 
or storage capacity linking the different products (see Gallego et al. [7], for an analysis 
of the latter problems). 
An apparent advantage of grouping policies is that an optimal grouping may be 
relatively straightforward to compute. Chakravarty et al. show that, for special types 
of setup costs, the products can be indexed such that an optimal grouping is 
consecutive, that is, each group contains only products with consecutive indices. They 
also provide an 0(n2) shortest path algorithm for finding a corresponding optimal 
grouping policy. Rosenblatt and Kaspi propose to find an optimal grouping by 
Dynamic Programming, for an arbitrary (not necessarily submodular) setup cost 
function. A correct Dynamic Programming algorithm runs in 0(3”), Queyranne [ 131. 
This might be acceptable when n is fairly small and the setup cost function is 
complicated, rendering other approaches (see Section 2) more cumbersome. Another 
apparent advantage of grouping policies is that they may be very easy to implement in 
practice, by permanently “tying together” all products in a same group. 
In terms of cost, unfortunately, a best grouping policy can be somewhat worse than 
other feasible policies. An example in Zheng [lS] shows that the cost of a best 
grouping policy can be worse than 20% above the cost of another feasible policy. The 
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objective of this paper is to study, for submodular setup costs, how bad the best 
grouping policies can be in the worst case. We use submodular costs here because, as 
mentioned above, they provide a fairly general model and a very tight estimate on the 
optimal cost of any feasible policy is available for such setup cost functions. 
The derivation of the upper bound in this paper turned out to be surprisingly 
difficult. Therefore, it may be of interest to outline here the method used in this 
derivation. First, we view the problem of determining the upper bound as a maximin 
optimization problem over the set of all possible instances: first to minimize over all 
grouping policies for any given instance, and then to maximize over all possible 
instances. Next, in Section 3, the original problem is simplified, through a reduction of 
the set of possible instances, to a nonlinear programming problem with O(n) variables. 
However, this problem remains a difficult one to solve for the following reasons. First, 
its objective function is neither quasiconcave nor quasiconvex. It has many local 
minima and maxima, and the classic convex analysis methods are not sufficient for 
finding a global optimum. Second, this maximin problem cannot be solved by directly 
exchanging the min and max operators either. Third, the problem also has many 
constraints, which further complicate its resolution. Therefore, we estimate an upper 
bound on the optimal value instead of solving the problem exactly. To do so, we 
concentrate on a subproblem consisting of so-called “root-of+ path” instances. 
Although the worst-case performance ratio of grouping heuristics over this subprob- 
lem need not equal that over the original problem, we first show that the product of 
the performance ratio of grouping policies on this subproblem and the overall 
performance ratio of power-of-p policies (introduced in Section 2) yields an upper 
bound for the original problem. Then, a simple grouping heuristic is used for deriving 
an upper bound over the subproblem. This heuristic assigns at most two products to 
every group. Six inequalities are proposed, to simplify the estimation of an upper 
bound from this simple grouping heuristic. Finally, nonlinear programming tech- 
niques are applied to the approximation resulting from these six inequalities, and yield 
the requisite upper bound over the subproblem. This proof technique is admittedly 
rather elaborate, but it is the only one we know of which leads to a finite bound. With 
suitable modification, it may perhaps apply to a broader class of related inventory 
problems. 
The organization of the paper is as follows. In Section 2, we recall the properties of 
a class of stationary policies, the integer ratio policies, distinct from the class of 
grouping policies. An analysis of the class of integer ratio policies allows the deriv- 
ation of a very tight lower bound on the optimal cost of a feasible policy. This lower 
bound will be used in the definition of the performance ratio for grouping policies. 
A special class of integer ratio policies, the power-of-/I policies, will be used later for 
deriving an upper bound on that performance ratio. Section 3 defines grouping 
policies and their performance ratio. Three lemmas in this section successively reduce 
the space of problem instances that has to be searched, and lead to a nonlinear 
programming formulation with only O(n) variables. The last two lemmas in this 
section introduce a change of variables to be used in the next section. Section 4 gives 
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the main result of this paper, an upper bound on the worst-case performance ratio of 
grouping policies, following the approach outlined above. Appendix A provides the 
proofs of the lemmas in the text. Appendix B collects, for reference, the notation used 
in this paper. 
2. Lower bound on the average cost of all feasible policies 
Besides grouping policies, another class of stationary policies has been widely 
studied, that is, base period policies, whereby all products are replenished at constant 
intervals (“cycles”) which are integral multiples of a common base period. Base period 
policies are surveyed by Goyal and $atir [9] for the case of major/minor setup costs. 
Integer ratio policies are base period policies where, for any two products, the cycle 
of one product is an integer multiple of the cycle of the other one. A special class of 
integer ratio policies is that of power-of-two policies, where each interval is a power- 
of-two times the base period. An extension to power-of-_P policies, where fi is an 
arbitrary integer greater than one, is discussed below. Power-of-two policies were 
introduced for joint replenishment problems by Jackson et al. [lo] and Roundy [15]. 
One of Roundy’s major contributions was to show that finding best integer ratio 
policies also yields, as a by-product, a lower bound on the cost of any feasible policy. 
Power-of-two policies, and the corresponding lower bound result, have also been 
extended by Roundy [ 161 to his “family model” of setup costs, and by Queyranne [12] 
and Zheng [lS] to general submodular setup cost functions. For all these cases, the 
lower bound is also a very tight estimate (within about 2%) of the cost of a feasible 
policy. 
As mentioned in the Introduction, this very tight bound is the main tool used here 
for assessing the performance ratio of grouping heuristics. 
We now introduce the requisite notations and definitions. Let 
Iw, 4 (0, KI) be the set of positive real numbers; 
rW”, 2 ii, iw, be the set of n-dimensional positive real numbers. 
Given an integer fi 2 2, a power-qf-/I policy is defined by a vector 
t=(tl,t2,...,tn)ERfl + of product replenishment periods, satisfying the following 
three properties (Roundy [ 151): 
(1) ForeveryproductiEN={1,2,..., n}, an order is placed every ti > 0 units of 
time, beginning at time zero. 
(2) For some PO E Cl/,.& ,,@), we have ti = prn’/Io with mi E Z for all i E N, where 
Z 4 (0, f 1, k 2, . } is the set of integers. 
(3) The zero-inventory property holds, i.e., an order is placed for a product only 
when the inventory of that product drops to zero. 
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In the sequel, we denote a power-of-B policy by the associated replenishment vector 
t. For the joint replenishment model, we can easily derive a formulation of the average 
cost for a given power-of-B policy, see Queyranne [12], Zheng [18] and Federgruen 
et al. [6] for details. Indeed, a power-of-/I policy t induces a permutation 
x = (Mr,Xz, . . . ,cc,~) of the indices in N such that 
t,, i t,, 2 .‘. I tsn. (2.1 a) 
Let 
Ui ~ Ix~,cx~, ...,~(i}, Vi EN (2.1 b) 
be the sets associated with permutation CI (ties are broken arbitrarily). Observe that 
under a power-of-P policy t, whenever product Sli is replenished, all the products in set 
Ui_ 1 are also replenished. The average setup cost for power-of-b policy t is 
KCrl=iI K(ui)(i-&)=i, K(D,,IZ(ui-l)T 
where tzn + , = m, U. = @ and K(0) = 0. 
The optimal average cost for power-of-0 policies (for fixed /3 and PO) is given by 
a nonlinear integer programming problem: 
(JR),,: C,(n, K, 11, Do) A min i 
K(Ui)- K(Ui-l) +  h t 
t 
011 % 7 
I>0 i=l 2, 1 
s.t. ti = /P PO, mi E Z, Vi E N, 
where CI satisfies (2.1 a) and the U is are defined by (2.1 b). 
The following nonlinear programming problem (RJR), independent of fi and PO, is 
a continuous relaxation of (JR),. 
(RJR): LB(n, K, II) 6 min i 
K(Ui) - K(Ui- 1) +  h t 
t 
*I ill 3 
r>O i=l iii I 
where E satisfies (2.la) and the U 1s are defined by (2.1 b). 
Sequence (S,, S2,. , S,) of subsets of N is a nested path in N, if 
0 = So c Sr c S2 c ... c S, = N. Note that the inclusions are proper in this defini- 
tion. Note also that ( U1, U2, . , U,) defined above forms a nested path in N. Let 
K(0) = 0; 
K(S) 2 0, and K(N) > 0 (nonnegativity); 
K(S) I K(T), if S c T (nondecreasing); 
K(S n T) + K(S w T) I K(S) + K(T), 
V’s, T E N (submodularity) 
denote the set of submodular set functions on N. 
The following characterization theorem from Zheng [18, Theorem 4.51 solves 
(RJR). It will be used in proving Lemma 3.1 (First reduction). 
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Theorem 2.1 (Optimal solution to (RJR)). Assume that K E S” and the components of 
t = (t1,tz, . . . ,t,) take on q distinct values t(1) < t(2) < ... < t(q), 4 5 n, and 
(S1,SZ,...,Sq)isanestedputkinNwitkS,\S,_, A {i~N(t~=t(l)). Tkentisoptimul 
for (RJR) iff the following two conditions hold for each 1 = 1,2, . . . , q: 
(1) t(1) = J[K(S,) - K(S,_,)]/k(S,\S,-,), where k(S) g Ci.ski, for any set 
SE N. 
(2) &K(S) - K(S,_,)]/k(S\S,_,) 2 t(l), V’s, suck that S1mI c S G SL. 
Besides, the optimal value of (RJR) is 
LBhKk) = 2 i JCK(Sd - K(Sl-,)lk(S,\Sl-,). 
I=1 
Proof. See Zheng [18, Theorem 4.51. 0 
We introduce two sets of problem instances related to (K, k). They will be used in 
the sequel: 
,/+&nA K:2Nk+k!+ 
i 
0 < K1 I K2 5 ... I K, (nondecreasing); 
K(S) = max Ki, VS G N (maximum) 
ieS 
denotes the set of “maximum” submodular set functions on N. Note that Ki 4 K( ii>), 
Vi EN. 
- 
(K, k)E(A”,LQ’!+) < . < JKn-k:n-l] 
denotes the set of “monotone path” instances. Note the strict inequalities in the 
definition. 
The following corollary follows immediately from Theorem 2.1. 
Corollary 2.2 (Optimal solution to (RJR) for “monotone path” instances). !T 
(K, k) E Sz”, then LB(n, K, k) = 2 CT= 1 J(Ki - Ki_ l)ki is the optimal value to problem 
(RJR). 
The Lower Bound Theorem, given by Roundy [lS] and extended by Queyranne 
[12] and Zheng [ 1 S] to general submodular setup cost functions (see also Federgruen 
et al. [6]) is a fundamental result for the analysis of heuristics for the joint replenish- 
ment problem. 
Theorem 2.3 (Lower Bound Theorem). LB(n, K, k) is a lower bound on the average cost 
of any feasible policy over any jnite horizon. 
A worst-case performance ratio for a class of solutions to a problem is defined as the 
supremum, over all instances, of the ratio of the cost of the best policy in that class, to 
the optimum cost. 
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The following lemma is a direct extension of a rounding lemma in Roundy [lS]. 
For x E [w,, let e(x) g f(x + l/x) denote the “EOQ sensitivity analysis function” and 
let logox denote the logarithm of x with base B. 
Lemma 2.4 (Performance ratio R,(/3,) of power-of-P policies). For any fixed base 
period Do, let 
t* 4 /joat ~%p~~~v’>~Po) 1, vi E N, 
where t = (tl,tz,... , t,) is an optimal solution to (RJR). Then t* = (t T, t$, . , t,*) is an 
optimul power-of_P policy for (JR) with /IO fixed. The worst-case performance ratio 
RD(f$,) ofpower-of-/? policies satisfies 
Proof. See Sun’s thesis [17, pp. 171-1721. 0 
The next result, also a direct extension of Roundy, allows the base period /IO to vary. 
Lemma 2.5 (Performance ratio R$ of power-of-/I policies). Let C,(n, K,h) 4 infp,,, 
Cp(n, K, h, Do) be the optimal average cost of power-of-/I policies for instance (K, h) of 
n-product. The worst-case performance ratio R p* of power-of-b policies satisfies 
where pp A (l/in /I) (( p - 1)/a) is the upper bound of worst-case performance ratio of 
power-of-/I policies. 
Proof. See Sun’s thesis [17, pp. 172-1741. q 
3. Grouping policies and performance ratio 
Say G A (G,, Gz, .,. , Gr) is a grouping of N, if (G,, GZ, . . . , G,} forms a partition of 
N, i.e., 
i(Jl Gi = N; GinGj=@ iff i#j, tri,j=1,2 ,... ,p. 
Set Gi is called a group (of products). The corresponding grouping policy G will 
replenish all the products in each group Gi at the same time Ti, the replenishment 
period of group Gi. As we mentioned in the Introduction, we ignore the possible cost 
savings due to replenishing different groups at the same time. Therefore, the optimal 
average cost g(Gi) of group Gi is 
T/w performa~wu ratio of’ grouping policirs 
the corresponding optimal replenishment period TF of group Gi is 
51 
TT = JK(Gj)Ih(Gi)j 
and the optimal average cost C&n, K, h, G) of grouping policy G is the sum of 
optimal average costs of all groups in G: 
CGP(~, K k G) = $J g(Gi), 
i=l 
where / G( = p, and the corresponding optimal replenishment period vector is 
P=(TT,T; ,..., T;). 
If we use the (not necessarily optimal) replenishment period vector 
T = ( T, , T2, . . . , Tp) for grouping policy G, the corresponding average cost is 
CGp(n,K,h,G,T)~ ~ . 
i=l 
Therefore, the optimal average cost of grouping policy G can also be expressed as 
C&n,K,h,G)= inf c~p(n,K,h,G,T). 
TE I@,“’ 
Let 9” be the set of all partitions on N, and 
CGP(~, K, h, 9”) A min CGP(H, K, h, G) 
G E ‘/ ” 
be the average cost of optimal grouping policies for n-product instance (K, h). 
Because we are mainly concerned with finding an upper bound on the performance 
ratio of grouping policies, we replace the optimal average cost by its lower bound 
LB(n, K, h) in our definition of performance ratio of grouping policies. This substitu- 
tion cannot decrease the performance ratio. Therefore, the upper bound obtained here 
will also be an upper bound on the “real” performance ratio. However, because 
LB(n, K, h) is a very tight lower bound within 2% of the optimum cost, see Roundy 
[ 151 (by letting /3 = 2 in Lemma 2.5) we do not really lose much by this substitution. 
Now we are ready to define various performance ratios of grouping policies. Let 
be the performance ratio of grouping policy G with replenishment period vector T for 
n-product instance (K, h). Let 
n C’dk K k G) 
r(f’4 Kk G) = LB(n, K, h) 
be the performance ratio of grouping policy G for n-product instance (K, h). Let 
a CGP(~, K, h,9”) 
r(n, K, k 2:“) = LB(n, K, h) 
be the performance ratio of an optimal grouping policy for n-product instance (K, h). 
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Let 
r*(n) 2 sup r(n, K, I&9”) 
(K.h)E( ‘/“,W”) 
be the vvorst-case performance ratio of grouping heuristics for n-product, and let 
Y* 6 sup r*(n) 
n E 91 
be the worst-case performance ratio ofgrouping heuristics (over all problem instances). 
Note that N 2 { 1,2,3, . } is the set of natural numbers. Estimating an upper bound 
on ratio r* is the main objective of this paper. 
A partition G E ,9” is a consecutive partition iff the indices of the products in each 
group Gi are consecutive integers. Let %” be the set of all consecutive partitions on N. 
Lemmas 3.1-3.4 imply that, to find the worst-case performance ratio r*, we may limit 
the problem instances to (K, h) E Q” (“monotone path” instances), and grouping 
policies to G E % ‘. 
First, we may limit problem instances from submodular set functions (9”) to 
“maximum” submodular set functions (c N”): 
Lemma 3.1 (First reduction). 
r*(n) = SUP r(n, K, h, Pn). 
(K./l) t ( //“, R’L) 
Proof. See Appendix A. 0 
Observation. A by-product of the proof is that, given the solution of (RJR), a max- 
imum submodular set function can be constructed from the submodular set function 
in linear time O(n). As we know from Queyranne [12] and Zheng [lS] that the 
solution of (RJR) can be found in time polynomial in n, the maximum submodular 
function is also constructed in polynomial time. 
Because of Lemma 3.1, we will assume K E C&n hereafter. The following lemma 
shows that we may restrict attention to grouping policies using only consecutive 
partitions of N, which we call the consecutive grouping heuristic. Let 
C&n, K, h, %“) g min C,,(n, K, h, G) 
G t ‘6 I’ 
be the average cost of consecuive grouping heuristics, for n-product instance (K, h). Let 
r(n, , h, +Yi”) h 
Cdn, K, h, %“I 
Wn, K, h) 
be the corresponding performance ratio. 
Lemma 3.2 (Consecutive grouping heuristics are optimal). If K E JZ”, then 
C&n, K, k,V) = C&n, K, k, Q”). 
Proof. See Appendix A. 0 
Therefore, using the method proposed in Chakravarty, Orlin, and Rothblum [4], 
an optimal grouping policy can be found by an 0(n2) shortest path algorithm. 
Combining this with the observation following Lemma 3.1, we conclude that an 
optimal grouping policy can be found in polynomial time, roughly the same time as 
for finding an optimum power-of-two policy. 
The second reduction follows directly from Lemmas 3.1 and 3.2: 
Corollary 3.3 (Second reduction). The worst-case performance ratio of consecutive 
grouping heuristics for all problem instances K E .A?“’ is r*(n), i.e., 
r*(n) = sup r(n, K, k, %“). 
(K.h)E(.N”.R”+) 
The next lemma shows that we may further restrict our attention to problem 
instances (K, k) E R”. Recall that R” is the set of “monotone path” instances. 
Lemma 3.4 (Third reduction). The worst-case performance ratio of consecutive group- 
ing keuristics,for all problem instances (K, k) E Qn is r*(n), i.e., 
r*(n) = sup r(n, K, k,%“) = sup 
mkKll 2Ckp= 1 JK,h,, 
(K.h)sR” (K.h)ER” 2cr=l J(Ki - Ki-,)ki ’ 
where 
Gk = (L-1 + l,...,lk} 
h,, = 1 hi 
for k = 1,2 ,..., p. 
iEGr 
Proof. See Appendix A. 0 
Now we only need to consider problem instances (K, k) E L?“. We find it convenient 
to replace variables (K, k) by (x, t) as follows: 
xi = J(Ki - Ki-l)ki, 
ti = J(Ki - Ki_,)/ki, 
v in N, 
(3.1) 
Let rW: A (t 6 R’!+ 1 tl < t2 < ... < tn) be the “monotone cone” in rW’i. It is easy to 
verify that (K, k) E Qn is equivalent to (x, t) E ([w;, R”<). For simplicity, we do not 
change function names when variables (K, k) are replaced by (x, t). 
The following lemma establishes the correspondence between variables (K, k) 
and (x, t). 
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Lemma 3.5 (Change of variables). Let G = {G,, Gz, , G,,J E V?‘“, (x, t) be de$ned by 
(3.1), and 
f;.k(oPe g +;izg+I$. 
( 1 
VjgGk, k= 1,2 ,..., p, 
k L 
thenfor any (K,h)ESZ”, i.e., (x,t)E(R;,R:), we hatie 
and 
LB(n,K,h) = 2 ~ Xi. 
i=l 
Proof. Clearly, 
hi = Xi/ti, Ki - Ki_ 1 = Xiti, for i = 1,2, ,!I. 
Therefore, 
Ki=Ki-Ko= i (Kj-Kj-1)= i Xjtj, fori= 1,2,...,??. 
j=l j=l 
As G = {Gl,Gz, . . . . G,) E%“‘, suppose 
Gi = (/i-l + 1 ,...) /ij, for i= 1,2 ,..., p. 
Then 
K(Gi) = KI,, h(Gi) = C hj, for i = 1,2, . . . . p. 
jtG, 
Therefore, 
k=l j=l,-I+1 
= 2 i 1 Ak(t, T)xj. 
k=l jcGr, 
This completes the proof. 0 
The following lemma gives an upper bound on the performance ratio of any 
grouping G. 
Lemma 3.6 (An upper bound on the performance ratio of any grouping G). Suppose 
(K, h) E Qn, or equivalent/y (x, t) E (IX:, iw:) defined by (3.1). For any grouping G, let 
W(n, t, G) 62 inf 
TE W’F’ 
;i; .fi!&> T) 
k=1,2. .IGI 
rvherej$(t, T) is dejned in Lemma 3.5. Then we have 
inf Cdn, K, k G, T) 
sup I W(n, t, G). 
I E R’i TE Is’2 
LB@, K, h) 
Proof. By definition, we have: 
W’(n, t, G) = inf ;“,z .fjk@, T) 
TtR2’ ’ 
k= 1.2. ..IGi 
inf Co&c K k G, T) 
TtR':' 
LB@, K, h) . 
This completes the proof. 0 
4. Upper bound on the worst-case performance ratio of grouping policies 
Based on the change of variables introduced in the previous section, we may rewrite 
the worst-case performance ratio of grouping heuristics r*(n) in the following form: 
r*(n) = sup 
min,,,, 2 C,“= 1 J (CF=1 xjtj)(CjsGrXjlfj) 
kOE(W.R”,) 
2x:= 1 Xi 
sup 
mlnG,x. inf-rE ~1:” 2x:= 1 CjGGr.f;.k(t, T)xj 
(.x.ottW:,R”<) 
2Cr=r xi 
This problem, with only O(n) variables, is much simpler than the original one 
defined on submodular joint setup cost functions. An optimum consecutive grouping 
policy can be determined using an O(n’) shortest path algorithm [4]. However, 
finding an upper bound on this problem is still difficult for the following reasons: 
(1) The objective function is neither quasiconcave nor quasiconvex in variables 
x and t. There are many local minima and maxima. Therefore, classic convex analysis 
methods do not apply directly. 
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(2) The problem is first to minimize on a set of consecutive grouping policies, then 
to maximize with respect to variables x and t. It cannot be solved by directly 
exchanging the min and sup operators. 
(3) This problem also has many constraints. 
Therefore, we estimate an upper bound r* on the optimal value of this problem, 
instead of solving it directly. For this, we consider a subproblem, wherein we restrict 
attention to the set 9Ii of “root-of+ path” instances, defined as follows. Let 
2; h {(Kh) E Qnlrr%(p,) < %(/&I) < “’ < 4(8o) 
for some PO E Cl/JEJP)> 
be the set of “root-of-p path” instances. Note that 
Ki-Ki-1 J”B 
hi PO 
, Vi. 
be the “root-of-/I cone”. Note that 
It is clear that (K, h) E 23; is equivalent to (x, t) E (KIT, Rz). Note that the strict 
inequalities in the definition imply that all the replenishment periods 
ti = J(K, - Kim l)/h, are in distinct “root-of-p” intervals [l/a, a)/&, pm’. There- 
fore, we have tiltj > jP-m~~l 2 /l-j-‘, or equivalently tilti < l//?-j-’ = fljmi+ ‘, 
for all i, j, i 2 j. Although the worst-case performance ratio of grouping heuristics over 
the set 2; of “root-of-p path” instances need not be equal to the requisite ratio r*, we 
show that the product of r$ and the over-all performance ratio pp of power-of-b 
policies yields a valid upper bound: r* I psr] for /I = 2,3, 
Theorem 4.1 (An upper bound from “root-of-b path” instances). Let r$ ~3 
sup,,Fb SUp(K.h) E.‘A; r(n, K, h,%?‘“) be the worst-case performance ratio of consecutive 
grouping heuristics over problem instances (K, h) E %?j, “root-of-_P path” instances, then 
the worst-case performance ratio qf grouping heuristics r* satisfies: 
r* I inf pprp*. 
BE% (11 
Proof. See Appendix A. 0 
Since we know the value of pa (see Lemma 2.5, and Table I), we thus only need to 
find an upper bound W, on rp*. For this, we now define a grouping heuristic Hb, 
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Input: Instance (K, h) E &a, real numbers /I > 1 and h E (1, J3]. 
Outpur: Number p of groups, and grouping G(h) = [G,,G,, . Gp}. 
Step 1. for i:= 1 to n do f,:= ./(K, ~ K,_,)/ki; 
t,:=o: r”+]:= + x; 
Srep 2. i:= 1; k:= 0; 
repeat 
k:=k+ 1; 
if ti + 1 > ht, 
then begin G,:= (i); i:= i + 1 end 
else begin G,:= ji,i + 1 );i:=i+2end 
until i > n: 
p:= k. 
Fig. 1. Grouping heuristic Hb. 
see Fig. 1, where b E R, is a parameter which satisfies 1 < b I J$’ and whose precise 
value will be determined later. This heuristic assigns at most two products to every 
group. 
Note that the values assigned in this heuristic Hb to the vector t are consistent with 
the change of variables (3.1). The following lemma relates these values to that of 
parameter b. As such group Gk (k = 1,2, . , p) in the grouping produced by heuristic 
H,, contains at most two products, let lk 2 max{i / i E Gk}, so that Gk = j&j or 
Gk = {Ik - 1, Ik}. 
Lemma 4.2. Suppose t is the vector generated by heuristic Hh. Then we have t,, + 1 > bt,, 
for all k. 
Proof. If Gk = {i>, then tl,+ 1 = ti+l > bti = bt,,. Otherwise, Gk = {i, i + l}, and using 
ti+2 > /3ti and b I J-b, we have tl,+l = ti+2 > Pti 2 B(ti+l/b) 2 bti+l = bt,,. 0 
The following technical lemma is used in the proof of Lemma 4.4: 
Lemma 4.3. If 1 I y I b and 0 < a2 I &, then we have 
e(f+o). 
Proof. See Appendix A. 0 
To get an upper bound onJk(t, T), we introduce two additional parameters a, and 
a2 satisfying 0 < al and 0 < a2 I fi, and which will be optimized later. The follow- 
ing lemma provides six inequalities involving these two parameters, and which we use 
to simplify the estimation of an upper bound on W,. 
For any grouping policy G(b) = {G,,Gz, . . ..G.] with (Gil E (1,2j for all 
i=l , . . . ,p, generated by heuristic Hb, let 
G A flJ~,ci~,, fork = 1,2 ,..., p, (4.1) 
(4.2) 
Lemma 4.4 (Upper bound onf$(t, T)). F or any fi > 1 and b satisfyiny 1 < b I a, 
let: 
1 
g3(a1,u2,b)P~ az+L+alb+P 
( 
cP 
a2 1 B B-1 ’ 
Then, for t E rWE and any a,, a, satisfying 0 < a, and 0 < a, I &, we have, for 
,j = 1,2 ,..., n: 
.f;k(t? T) I mix dal,a2,b), 
i=l.. .6 
where T andf:k(t, T) are dejned by equation (4.1) and (4.2) respectively. 
Proof. Observe that 
li - Ik = i: / G, 1) for i= k + l,...,p. 
r=k+l 
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As t E R;, we have 
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ti 
; > fl’-j-‘, Vi,j, i 2 j, 
J 
Qj > li. 
Therefore, we have 
and 
1 
= PIG 
QlGr+zl + alGk+3l 
*+11-l 
a 
IGk+zl 
Pl” 
~+~l+lG~+~l 
+ . . . 
+B 
UlG,l 
IGk+zl+. +/G,I 
C 1 
l+p 
1 
IGk+ll-1 
Pl” 
k+Zl 
+ ..’ + 
fllGk+>I+. +lGp-~1 
C 1 
’ jjlGr+~l-1 1 _ l//j 
P 
= ~1” /J _ 1. 
There are two cases to consider: 
Case 1: Gk = ilk}, j = 1,. Using Lemma 4.2, we have 
ulGk+,/ < 
if lGkcll = 1, 
4, - - 
flrt , if IGk+ll = 2. 
Therefore, 
j$.k(t, T) = e(al) + f ,_i ato, 
r-k+1 I 
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Case 2: Gk = { Ik - 1, lk}. Observe that 1 < t&,- 1 I b, and tl, + 1 /tl, > /?/b 2 b. We 
have two subcases: 
Case 2.1: j = lk. 
fPk,k(4 T) = e(a2) + + 
if lGkfll = 2. 
Case 2.2: j = lk - 1. Because 1 5 tl,/tl,_ 1 2 b and 0 < a2 < a, by the inequality in 
Lemma 4.3, we have e((t&,_ 1)/a2) I e(b/a2). Because t E R;, we have 
Therefore 
if l&+11 = 1, 
if lGk+rl = 2. 
This completes our proof. 0 
Corollary 4.5 (Upper bound on W(n, t, G(b))). Suppose G(b) is the grouping generated 
by heuristic Hb, and let 
Then 
W, 4 min max Yital, a2, b)IO<a,,0<a2+,6, 1 <b+/$ 
ala& i=l. .6 
W(n, t, G(b)) I W,. 
We are now in a position to prove the main result of this paper: 
Theorem 4.6 (Upper bound on the performance ratio of grouping policies). The 
following is an upper bound on the average cost of a worst-case performance ratio q/‘ 
grouping policies: 
r* I inf pp W, I 1.4480. 
PEN’ (11 
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Proof. For any /I E N \(l}, by definition of YS in Theorem 4.1, we have 
rp* = sup sup r(n, K, h,%“) 
nt N CK,h) c 3; 
= sup sup sup 
minGESh ,, infTE ~121 CGP(n, K, h, G, T) 
IIEN 1tiW; xcw: LB (n, K, h) 
I sup sup sup 
inf C&n, K h, G(b), T) 
neV IER; .~tlW: TELL’:’ LB@, K, 4 
I sup sup W(n, r, G(b)) (by Lemma 3.6) 
EErm tEW2, 
I W, (by Corollary 4.5). 
Therefore, by Theorem 4.1, we have 
In Table 1, we list the values of pg and upper bounds on W, and r*, for p = 2,. ,9. 
From this table we get the best estimate from fl = 5. More specifically, let /I = 5, 
pp = 1.111478, a, = 0.7675, a2 = 1.2243, b = 2.2361. We have gl(a,,az, b) = 1.3028, 
g,(a,,a,,b) = 1.1768, y3(a,,a2,b) = 1.2881, g,(a,,a,,b) = 1.1622, gs(ul,a2,b)= 
1.2829, g6(u,,uz, b) = 1.2153. Therefore, W, 2 1.3028, and pa W, I 1.4480. 0 
The following example appeared in Zheng [18], and was independently found by 
the authors: K, = 0, Ki = 3’, hi = 3-‘, for i = 1,2, . . . ,n, which produces a lower 
bound n/(1 + (n - l)J’?$) on r*(n). When n goes to infinity, the limit is J2/3. 
Table 1 
Performance ratios of power-of-b policies and estimates of W, and r* 
Base period 
2 1.06066 
3 1.15470 
4 1.25000 
5 1.34164 
6 1.42887 
7 1.51186 
8 1.59099 
9 1.66667 
_I- = \ 2 I” 2 1.02014 
d--m = \ 3 I” 3 1.05105 
>-. 4In 2 = 1.08202 
4 = \ 5 I” 5 1.11148 
5 = \ bl”b 1.13924 
a = \ ,I”7 1.16541 
z = \ 8h8 1.19016 
4 3 I” 3 = 1.21365 
< 1.6453 I 1.6785 
< 1.4413 I 1.5149 
I 1.3540 I 1.4651 
5 1.3028 I 1.4480 
5 1.2730 2 1.4503 
< 1.2625 I 1.4714 
I 1.2529 I 1.4912 
5 1.2571 5 1.5257 
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Therefore, the bounds on r* we have established herein are: 
$j? = 1.2247 I Y* I 1.4480. 
5. Conclusion 
Grouping policies have been widely used for their simplicity of implementation. If 
the setup cost function is separable, i.e., if there is no saving on joint replenishment, 
then a particular grouping policy-the EOQ solution for each product-is optimal 
and thus generally outperforms power-of-two policies. But when the setup cost 
function is not separable, the average cost of a best power-of-two policy can be as 
much as 20% below that of a best grouping policy, as shown by the above example. 
For related inventory models with network structure, some apparently reasonable 
heuristics, such as nested policies, integer-multiple lot size policies and integer-split lot 
size policies can be arbitrarily bad, see Roundy [ 151 and Atkins et al. [3]. It is thus of 
interest to determine whether or not grouping policies can also be arbitrarily bad for 
the joint replenishment problem. As the submodular setup joint cost is fairly general 
and allows the derivation of very tight bounds on the optimal cost, we have limited 
ourselves to this case. 
In this paper we used a novel approach to obtain an upper bound on the 
performance ratio of grouping heuristics. We found that this performance ratio is 
finite and no greater than 1.448, i.e., the average cost of a best grouping policy is 
within 44.8% of the optimum. We believe that, not only this result, but also the 
method used to derive it, are of interest, and may apply to the analysis of a broad class 
of related inventory problems. 
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Appendix A: The proofs of lemmas in the text 
Lemma 3.1 (First reduction). 
r*(n) = sup r(n, K, h, gfl). 
(K./l) E (. N”,aB!+) 
Proof. By Theorem 2.1, for any K E Y’“, there exist q distinct values t(1) < t(2) < ... 
<t(q), and a nested path (S1,SZ,...,Sq) in N with SI\SI_r ={i~NIt~=t(l)), 
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t(l) = J(K(S,) - K(S,_,))/h(S,\S,_,), for I = 1,2, . . ..p. such that 
LB(n,K,k) = 2 t &K(S) - K(S,-,)IMS,\S,FIL 
I=1 
where So = 8. Now define a new set function K’ : 2N H IR, such that for all S E N, 
K’(S)~min{K(SI)ISGS,,for/= 1,2 ,..., s}. 
It is obvious that K’(S) is nondecreasing, that is, if S c_ T, then K’(S) I K’(T). 
Because K(S) is nondecreasing, K’(S) 2 K(S), for all S G N. Therefore, we have 
C&n, K’,h,P’) 2 C&n, K, h,8”). 
It is easy to verify that all the conditions of Theorem 2.1 hold for problem instance 
(K’, h). Therefore, by K’(S,) = K(S,), for I = 1,2, . . . ,q, we have 
LB(n,K’,h) = 2 i J[K’(S,) - K’(Sl_,)]h(SI\S,_,) = LB(n,K,h). 
1=1 
Observe that @=S,,cS1 cS2c ... cS,= N and 0 = K(S,) < K(S1)l 
K(S,) I ... I K(S,) = K(N). If in Sj\Sj_,, then, since K is nondecreasing, 
K’(ji}) = min{K(S,)l {i} E SL, for I = 1,2, . . ..q} 
= min K(S,) = K(Sj). (A.1) 
lt(j,j+ l,.. .ql 
For any S s N, let j = min{l 1 S E S,}, then there exists i E S n (S,\S,_ 1). Therefore, 
by definition and equation (A.l), K’(S) = K(Sj) = K’({i}). However, {i} E S implies 
that K’({i)) I maxktS K’({k}) < K’(S). Therefore, we have K’(S) = maxk,sK’({kj), 
for all S E N. 
Now let K; 4 K’({i)), and we reorder the index set N such that 
0 < K; I K; I ... I KL, we have K’ E A!“. 
Therefore, for each K E Y”, there exists a K’ E A’” such that 
2 G&, K h, 9”) CGP(~, K h, 9”) 
= LB(n, K’, h) LB(n, K, h) 
= r(n, K, h, i2”), 
a nd we get 
sup r(n, K, h, 9”) 2 sup r(n, K, h, 9”). 
(K,h)E(.//“.W’:) (K,h)E (.Y”‘R” ), + 
However, ,&” c 9” implies the reverse inequality. Hence, we have 
sup r(n, K, h, 9”) = sup r(n, K, h, ~3~). 
(Kh) E (.W”.R’L) (K,h)E(.Y”,R”+) 
This completes the proof. 0 
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The following claim is useful in proving Lemma 3.2: consecutive grouping heuristics 
are optimal. 
Claim (Consecutive grouping of three products). If r3 > (2 > 0, vl, ~72,113 > 0, then 
&X+\/ZGFK)~minIJ~+&~ 
Proof. Let 
f(x) = &z + &&I1 + Ij2 + y/3 - x). 
The inequality states that 
fh2) 2 min {f’(o), .fhl f ~2)). 
Since f(x) is strictly concave for x E [O., n 1 + q2 + q3], the result follows from the fact 
that y12 E (0, v1 + ~1~ + q3). 0 
Lemma 3.2 (Consecutive grouping heuristics are optimal). If( K, h) E ( LK”, R’!+ ), then 
CGP(n, K, h,W’) = CGP(n, K, h, 9”). 
Proof. Because of % a c P’“, we have 
CGp(n, K, h, %“) 2 CGp(n, K, h, 9”). 
For the converse inequality, we show that, if (K, h)E (.~~“,iw’!+), and partition 
G = (Gl,G2, . . . , G,) E 9”\%“, then 
Cop(n, K, h, G) > CGp(n, K,h,g”). (A.9 
We prove (A.2) above by induction on n: Let t3 = K,, t2 = K2, qI = hl, q2 = h2, 
q3 = h3. Then inequality (A.2) follows from inequality (A.2) for the case of n = 3. Next, 
suppose inequality (A.2) holds for n in general. 
For any instance (K, h) E (A”‘+ ‘, R”,’ ’ ), let G = (G,, G2, . ,G,) be a partition of 
N1 A {1,2, . . . ,n,n+ l}suchthatG$%‘“+‘. To show that inequality (A.2) also holds, 
we consider two cases: 
Case 1. If there is at least one group in G containing two consecutive indices j, j + 1, 
then we define (K’, 12’) E (A’“, R: ) by combining j and j + 1 together, i.e., let 
KI = Ki, h; = hi, for i= 1,2,...,j- 1; 
KS= Kj+l, hl = hj + hj+l; 
K: = Ki+l, I7: = hi+l, fori=j+l,j+2 ,..., n. 
We also define partition G’ g (G;, G;, . , CL) of N by letting, for i = 1,2, . . . ,p, 
GI~{mlm~Gi,mlj}u(mlm+ l~Gi,m>j+ 1). 
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Every grouping of n-product for (K’, k’) induces a grouping of (n + 1)-product for 
(K, k) with the same cost. Therefore, 
CGP(n + 1, K, k, 9’+ ‘) I CGp(n, K’, k’, 9”). 
It is obvious that 
C&n + 1, K, k, G) = CGp(n, K’, k’, G’). 
Note that G 4 %“+’ implies G’ $ Vfl, and (K’, k’) E (A!““, Rn+), by the induction we 
have: 
C,&,K’, k’, G’) > C&n, K’, k’,W). 
The last three inequalities imply inequality (A.2) for n + 1. 
Case 2. If there is no group in G which contains consecutive indices, let group 
G, contain product n + 1. There are two subcases to consider: 
Case 2.1. Group G, contains only one product, i.e., G, = {n + l}. Since partition 
G$?Z’““, partition G’ 4 (G,, , G,_ 1) $ W”. Let (K’, k’) denote the restriction of 
(K,k) to production set N={1,2 ,..., rr}. By induction, we have 
Co&r, K’, k’, G’) > C&n, K’, k’,P). Note that C&n + 1, K, k, G) = 2JK,,h,, + 
CGP(k, K’, k’, G’), and Cop(n, K’, k’, 9”) + 2dz 2 C&n + 1, K, k, Sn+ ‘). 
We get that inequality (A.2) holds for n + 1. 
Case 2.2. Group G, contains more than one product, but does not contain product 
n. (Otherwise, Case 1 applies.) Let Gb = G,\{n + I}: we have Gb # 8, and n 4 Gb. 
W.l.o.g, suppose n E G,_ , . To apply inequality (A.2), let t3 g K,+l = K(G,), 
t2 ~2 K, = K(G,_,) = K(G,ml u G;), vl A k(G;) > 0, q2 4 k(G,_,) > 0, q3 2 k(G,) 
- k(Gb) > 0. It is easy to verify that the conditions of inequality (A.2) hold. Therefore, 
JK,ho+x/Kn+lho 
>minfJK,k(GbuG,-,)+JK,,h,,,,JK,+,k(G,uG,-,)}. 
Let 
G’ = (G,,GZ,... ,G,-~,G,-iuGb,(k + l}), 
G”=(G,,G2 ,..., G,-,,G,-luG,). 
Then we have 
C&n + l,K,k,G) > min{Cor(n + l,K,k,G’),CGP(n + l,K,k,G”)j. 
As G’ fits Case 2.1, we have 
C&n+ l,K,k,G’)>Co,(n+ l,K,k,9”). 
As G” fits Case 1, we have 
CGp(n + 1, K, k, G”) > C&n + 1, K, k, 9’“). 
The last three inequalities imply inequality (A.2) for n + 1, and this completes the 
proof. 0 
66 M. Quepnne, D. Sun 
Lemma 3.4 (Third reduction). The worst-case performance ratio of consecutiL?e group- 
ing heuristics for all problem instances (K, h) E R” is r*(n), i.e., 
r*(n) = sup r(n, K, h,%“) 
(K.h)ER” 
= sup mlnGEc6 n 2Ckp_ 1 JZlZ 
(K.h)ER” 2C:‘=, J(Ki - Ki~,)hi ’ 
where 
Gk = (Ike1 + l,...,&) 
IIGr = C hi 
iEG* 
: 
for p = 1,2 ,..., p. 
Proof. The inequality sup~K~h~ER~ r(n, K, h, V?‘) I r*(n) follows from 52” c (A”, I%‘!+). 
For the converse inequality, suppose (K, h) E (A!“, R”, ). By Theorem 2.1, there exists 
a nested path (S,,S2, . . ..S.) such that 
Wn,Kh) = 2 i JCK(SJ - K(S,-,)lh(S,\S,-,) 
I=1 
and 
t(l) = [K(S,) - K(S,_,)]/h(S,\S,-,), with t(1) < t(2) < ... < t(q). 
Define a q-product problem instance (q, K’, h’) by 
K; 2 K(S,) 
‘I 
K’(S) g max K; for 1 = 1,2 ,..., q, and V’s E {1,2 ,..., q}. 
IGS 
h; A h(S,\S,_,) 
It is obvious that (K ‘, h’) E W. 
By inequality (A.2), we have 
LB(q,K’,h’) = 2 i ,/[K; - K;_,]h; = LB(n,K,h). 
I=1 
Because each grouping policy in eq with problem instance (K’, h’) corresponds to 
a grouping in W” with problem instance (K, h) having the same average cost, we have 
Cdq, K’, h’, Vq) 2 Gdn, K k WI. 
Therefore, r(q, K ‘, h’,Wq) 2 r(n, K, h, %“‘), that is, for any (K, h) E (A’“, R:), we have 
sup sup r(q, K”, h”,Wq) 2 r(n, K, h, %‘“), 
q<n (K”,h”)ERn 
which implies the requisite reverse inequality, and completes the proof. 0 
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Theorem 4.1 (An upper bound from “root-of-/I path” instances). Let r* g 
supnEv s~p~~,l,)~,~~ r(n, K, h,??“) be the performance ratio of consecutive grouping ;oI- 
icy for the “root-of-P path” instances, then the worst-case performance ratio of grouping 
policies r* satisfies: 
Proof. By Lemma 2.5, for any (K, h) E (A”‘, Rn+), there exist fiO E [l/G, 3) and 
a power-of-p policy associated with a nested path ( S1, S2, . , S,) with base period PO, 
such that 
C,(n, K, h, h) s pp LW, K h), 
where 
C,(n,K,h,/lo) = i 
I=1 
K(S’) ,(;(S’-‘) + h(S,\S,-,)t*(I) 
LB(n,K,h) = 2 i JCK(&) - K(Sl-l)lh(Sl\Sl-l), 
I=1 
for I = 1,2, . ,q: 
t*(1) = fiO p”‘, rrr E L, with y1i < n2 I ... I n4, 
tT = t*(l), if iESr\SI_r. 
Note that the consecutive inequalities between {nl, n2, . . . , n4 i are not strict. In the 
following we define a problem instance (K’, h’) E .Bj by putting all products with the 
same replenishment period t: into a same group. Suppose {nl,n,, . . . , n,} take 
j different values, i.e., let (rl, rz, . , rj) satisfy 
n rk-l+l = ... =n,,, for k = 1,2 ,..., j, 
nrk < nrr+l, for k = 1,2, . . . . j - 1, 
where rO = 0, rj = q. We recursively define S; by letting 
s; 4 8, 
S;\S;_, A Slk\STk_I+I for k = 1,2 ,..., j. 
Partition {S;, S;, . . , S>) has the following properties: 
(1) {S;, S;, . , S;} forms a nested path. 
(2) ti* = t*(rk) = pO/3”rk, if iESb\Sb-l. 
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(3) Note also that 
s;\s;-1 = ij (S,\Ll), 
I=*kml+l 
K(Sif) - K(Si-1) = 2 CK(S,) - K(S,-111, 
I=*&-If1 
k(S;\S;_,) = 2 WSl\S,-1). 
I=rr-,+1 
(4) t#(k) 2 J(K(S;) - K(S;_,))/k(S;\S;-,)E [l/Jfl,J-fi)t*(r& for k = 1,2, . . . . j. 
This follows from property (3) and t(l) E [l/,,,@,a)t*(~~), for 1 = r& 1 + 1, . . . ,rk, 
we have this property. 
(5) C,(n,K,h,/?,_,) 2 2~~=, ,,/[K(Si) - K(Si-,)]h(S~\Si-,I. Indeed, by proper- 
ties (2) and (4), we have: 
c,(n,K,k,~(j) = K(s”t;tr~;S’-l)+ k(s;\s;-,)t*(r,) 
= ,$, JCWi) - K(SLl)lh(SL\S;-l) 
2 2 i J[&%) - K(SLl)lk(S;\S;-l). 
k=l 
Now we define a j-product instance (K’, k’) of the joint replenishment problem by 
letting K; A K(S;), K’(S) A maxkES Kb, for all S c N, and k; = k(S;\S;_,), for 
k = 1,2, . . . ,j. Instance (K’, k’) has the following properties. 
(1) (K’, k’) E (A/j, R’< ). 
(2) (K’, k’) E a$. By property (4) of partition { S;,S;, , S>}, we have, for 
k = 1,2,...,j: 
t’(k) g 
K; - K;_, 
k; 
= t#(k) E Cl/&, Jl?)Bo ,w, 
where Kb = 0, all n,, E 77 and n,, < nr2 < .. . < n,, 
(3) LB( j, K’, k’) < pa LB(n, K, k). Indeed, by Corollary 2.2, property (5) for partition 
{s;,s;, . . . ,S>} and Lemma 2.5: 
LB(j,K’,k’) = 2 i J(K; - Kh_,)k; 
k=l 
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I pp LB(n, K, h). 
(4) C&n, K,k,W”) I CGp(j, K’, k’,W”). Because to each grouping for j-product 
instance (K’, k’) corresponds a grouping for n-product instance (K, h) with the same 
average cost. 
Based on these properties, for any (K, k) E (A’“, IL!‘!+), there exist j I II and (K’, k’) E Bj 
such that 
r(j K, k, w,,l = G4.i K’, h’, w”) 
> >> 
LB(j, K’, k’) 
= k r(n, K, k, %“‘). 
Therefore, for any (K, k) E (AZ”, tR W: ), 
This completes the proof. q 
Lemma 4.3. If 1 I y I b and 0 < a2 I a, then we have 
e(c) se(;). 
Proof. Since 0 < a2 5 fi and 1 I 6, we have 
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Because e(y/a,) is a convex function of y and 1 I y I b, we have 
This completes the proof. 0 
Appendix B: Notation 
The notation used in this paper is collected below and listed in alphabetical order. 
l cF=,+, uk A? 0, for any a, by convention. 
0 9; b {(K,4 E Q”l mI(Bo) < m2(B0) < ... < m,(/&), for some PO E [l/fi,Jj)} 
;logDt;Y(K,sn 
“root-of-/I path” 
Kiof),Iq Jjs/p,, J, v’i. 
instances. Note that W(Bo) g 
l C&n, K, k, %Y”) 2 rnincEfdm CGP(n, K, k, G) is the optimal average cost of con- 
secutive grouping heuristics for the n-product instance (K, k). 
l C&n, K,k,8”) 4 minGEVn C&n, K, k, G) is the optimal average cost of group- 
ing policies for the n-product instance (K, k). 
l CGp(n, K, k, G) A infTE w IGI Cop(n, K, k, G, T) is the optimal average cost of group- 
ing policy G for the ti-product instance (K, k). 
l CG~(II, K, k, G, 7’) ’ CIY!, (K(Gi)/T + k(Gi)z}. 
l %Y’ +A the set of all consecutive partitions on N. 
l C,(n,K,kfle) 4 min,,, { Cy=, [(K(Ui) - K(U-r))/t,, + k~t,~l, s.t. ri = pm’ PO, 
m, E H, Vi E N) is the optimal average cost of power-of-P policies with fixed base 
period f10 for the n-product instance (K,k). Note that CI satisfies (2.la) and the Uis are 
defined by (2.1 b). 
l Cp(n, K, h) 4 minpO,o Cg(n, K, k, p,,) is the optimal average cost of power-of-p 
policies for the n-product instance (K, k). 
9!” p the set of all partitions on N. 
e(x) g +(x + l/x), for x 6 lR+, is the “EOQ sensitivity analysis function”. 
&(t, T) A e(tj/Tk) + f  1): k+l tj/T, VjEGk, k = 1,2,...,/G/. 
G ?? {G,, Gz, , GP} E 9” is a grouping of the products in N. 
ICI = p is the cardinality of set G, i.e., the number of groups in grouping G. 
g(Gi) k 2Jm is the optimal average cost of group Gi. 
hi is the holding cost rate for product i E N. 
k(S) g xitS hi is the holding cost rate for any set S c N. 
Ki 2 K({i}) for all i E N. 
K(S) is the setup cost incurred when S is the set of all products being simultan- 
eously replenished. 
l LB(n, K,k) k min,,o ~~=, [(K(Ui) - K(Ui_l))/t,, + k,, t,,] is the lower bound 
on all feasible policies. Note that CY satisfies (2.la) and the Uis are defined by (2.1 b). 
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l .~~“~{K:2N~iW+IO<K1~KZI’.. I K, (nondecreasing), K(S) = maxi.s Ki, 
VS s N (maximum)} denotes the set of “maximum ” submodular set functions on N. 
l n is the total number of products. 
l N k {l, 2, . , n} is the set of products. 
l N 6 { 1,2,3, . } is the set of natural numbers. 
l p 4 ICI is the number of groups in grouping G. 
l r(n, K, h,%“) b C&n, K, h,%“)/LB(n, K, h) is the optimal performance ratio of 
optimal consecutive grouping policies for the n-product instance (K, h). 
l r(n, K, h, 5”‘) A C,,(n, K, h, %“)/LB(n, K, h) is the optimal performance ratio of 
optimal grouping policies for the n-product instance (K, h). 
l r(n, K, h, G) A CGp(n, K, h, G)/LB(n, K, h) is the performance ratio of grouping 
policy G for the n-product instance (K, h). 
l r(n, K, h, G, T) G C&n, K, h, G, T)/LB(n, K, h) is the performance ratio of group- 
ing policy G with replenishment period vector T for the n-product instance (K, h). 
l r* g supnCr* r*(n) is the worst-case performance ratio of grouping heuristics. 
l r*(n) A ~up,~,~,~~,~~~,~“,~ r(n, K, h,%“) is the worst-case performance ratio of 
grouping heuristics over all n-product instances. 
l rt A sup,,~ sup(~,h)~ 4 i r(n, K, h, %“) is the worst-case performance ratio of con- 
secutive grouping heuristics over all “root-of-p path” instances (K, h) E 93’;;. 
l R, is the worst-case performance ratio of power-of-/I policies with fixed base 
period /IO. 
l R$ is the worst-case performance ratio of power-of-P policies with variable base 
period /IO. 
0 lR+A (0, ~8) is the set of positive real numbers. 
0 rw”, g x YE 1 R, is the set of n-dimensional positive real numbers. 
0 rw: A {t E rW”+ 1 tl < t2 < ... < t,,) is the “monotone cone” in rW:. 
0 rw; A {t E rw: I m,(flo) < Q(/?o) < ... < wJBo), for SOme PO E Cl/JiiJh} is 
the “root-of-/J cone”. Note that mi(Bo) 4 L logp(ri(filflo)) &vi. 
l 9” A {K:~“H[W+ I K(o) = 0; K(S) 2 0, and K(N) > 0 (nonnegativity); 
K(S) I K(T), if S z T (nondecreasing); K(Sn T) + K(Su T) I K(S) + K(T), 
V’s, T c N (submodularity)} denotes the set of submodular set functions on N. 
l (S,,S*, . . ..S.) is a nested path of N satisfying @ c S1 c Sz c ... c S, = N. 
0 t = (t,,t,,... , t,) is a replenishment period vector. 
. ti”A&)flL tf lo’0 ra~‘k/ro) 1, Vi E N, is the replenishment period for product i E N in 
an optimal power-of-0 policy to (JR) with /Jo fixed, where t = (tl, tl, . . , t,) is an 
optimal solution to (RJR). 
l T g ( Tl, T,, , TP) is the replenishment period vector for grouping G. 
l TT g Jm is the optimal replenishment period for group Gi. 
l T* h (TT, TT, . . , T,*) is the optimal replenishment period vector for grouping G. 
l W(n,t,G) b inf TE WI:;’ maXjtGk, k= 1,2... JGI fjk@, T). 
l Wp A minal.a2.b{maxi=1, .6Bi(al~a2~b)/o < al, O<u,<~,kb<JiS~. 
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l Z 4 (0, + 1, f 2, . . . } is the set of integers. 
l pa e (l/in fl)(fi - 1)/a is the upper bound on worst-case performance ratio of 
power-of-4 r>olicies. 
l SZ”B{iK,k)E(~~“,W;)l~~<;i(Kz-Kt):kz< ... -=c,/(K,-K,-,)lk,} 
denotes the set of “monotone path” instances. Note the strict inequalities in the 
definition. 
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