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98 Differential Operator Endomorphisms of anEuler-Lagrange Complex
Martin Markl∗ and Steve Shnider
Abstract. The main results of our paper deal with the lifting problem for multilinear
differential operators between complexes of horizontal de Rham forms on the infinite
jet bundle. We answer the question when does an n-multilinear differential operator
from the space of (N, 0)-forms (where N is the dimension of the base) to the space
of (N − s, 0)-forms allow an n-multilinear extension of degree (−s, 0) defined on the
whole horizontal de Rham complex. To study this problem we define a differential
graded operad DEnd∗ of multilinear differential endomorphisms, which we prove (The-
orem 4.8) to be acyclic in positive degrees (negative mapping degrees) and describe
the cohomology group in degree zero in terms of the characteristic (Definition 4.3).
Corollary 4.9 uses this result to solve the lifting problem. An important application
to mathematical physics is the proof of existence of a strongly homotopy Lie algebra
structure extending a Lie bracket on the space of functionals (Theorem 6.7).
The results of the paper were announced in [14].
Plan of the paper: 1. Introduction
2. First toys
3. More serious models
4. Main results
5. Proofs
6. Applications
Classification: 53B50, 58A12, 58A20
Keywords: partial differential operator, Euler-Lagrange complex, local functional
1. Introduction.
Our interest in the subject began when we read the paper [2] in which the authors construct
a strong homotopy Lie algebra extending the Poisson bracket on local functionals. The
horizontal de Rham complex on the infinite jet bundle (one row of the variational bicomplex)
can be augmented over the space of local functionals by a map defined as integration of the
pull-back of an (N, 0)-form by a section of the jet bundle, see Definition 6.1. This defines
a projective complex which, after passing to a quotient by the space of constants in the
∗This author was supported by the grant GA CˇR 201/96/0310
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bidegree (0, 0) term, gives a resolution of the space of local functionals. One can define an
extension of the Poisson bracket by applying standard techniques for resolutions (modulo
constants). The problem with this approach is that the extension is done value by value
with no control of the type of operator (differential, continuous, etc.) being defined; when
the Poisson bracket is given by a differential operator, the higher brackets may not be, and,
in fact, need not have any particular regularity properties.
We use a different approach for which all extensions will belong to a natural class of
differential operators, “local differential operators,” which is the one to which the Poisson
brackets are usually assumed to belong and includes the Euler-Lagrange operator and the
total horizontal derivatives, see 3.1 for the definition and explanation of the terminology.
The precise statements of our results are both technically and notationally complicated,
and therefore, we have decided to motivate the reader by some ‘toy models’ – the case of
linear (i.e. not multilinear) operators on the zero-dimensional bundle RN → RN , where the
forms on the jet bundle are, of course, ordinary de Rham forms on RN . In Section 3 we add
vertical variables, but still remain in the linear case. The multilinear situation is introduced
in Section 4.
Acknowledgment. The authors would like to express their thanks to Jim Stasheff for
reading the manuscript and many useful comments and suggestions.
2. First toys.
Let us consider the de Rham complex Ω0(R)
d
−→ Ω1(R) on the one-dimensional Euclidean
space R. The space, DO(R), of linear differential operators on R, consists of maps
A =
∑
i≥0
ai
(
d
dx
)i
: C∞(R)→ C∞(R),
A(f) =
∑
i≥0
aid
if/dxi, for f ∈ C∞(R),
where ai = ai(x), i ≥ 0, is a sequence of smooth functions such that ai = 0 for i sufficiently
large. Any differential operator A has a natural extension to the space of one forms, A1 :
Ω1(R)→ Ω1(R), given by
A1(fdx) := A(f)dx ∈ Ω
1(R).(1)
We are looking for a differential operator A0 : Ω
0(R) → Ω0(R), A0(g) =
∑
j≥0 bjd
jg/dxj,
which lifts A1 in the sense that dA0 = A1d or, diagrammatically,
(2)
Ω0(R) Ω1(R)
Ω0(R) Ω1(R)
A0 A1
d
d
✲
✲
❄ ❄
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The condition dA0 = A1d can be expanded into the system
0 =
db0
dx
(3)
a0 = b0 +
db1
dx
...
ak−1 = bk−1 +
dbk
dx
, k ≥ 1.
Assuming that A1 has order n and A0 has finite order, we get the solution
bn = an
...
bn−k = an−k +
∑
1≤j≤k
(−1)j
djan−k+j
dxj
, 1 ≤ k ≤ n.
0 =
∑
1≤j≤n+1
(−1)j
djaj−1
dxj
.(4)
Equation (4) imposes the only restriction on the operators, i.e. on the coefficients ai and
bj , for which a lifting exists in the context of our toy model. Appropriate generalizations of
this condition will reappear in all subsequent examples. The following definitions will allow
a precise formulation of necessary and sufficient conditions for a lifting.
Definition 2.1. The formal adjoint of the differential operator
A =
∑
i≥0
ai
(
d
dx
)i
is defined as the differential operator
A+ :=
∑
i≥0
(−1)i
(
d
dx
)i
◦ ai,
where (d/dx)i ◦ai is the composition of the operator of the i-th derivative with multiplication
by ai. The characteristic of A is the function χ : DO(R) −→ C
∞(R) given by
χ(A) := A+(1) =
∑
i≥0
(−1)i
diai
dxi
∈ C∞(R),
where 1 denotes the constant function.
As a consequence of the equation (AB)+ = B+A+ for adjoints, the characteristic satisfies
χ(A ◦B) = B+(χ(A)),
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see [16]. As an immediate consequence of (5), we obtain
χ(A ◦
d
dx
) = −
d
dx
χ(A) and χ(
d
dx
◦ A) = 0.(6)
An important, though obvious, property is that χ is a projector, χ2 = χ.
Proposition 2.2. For an arbitrary differential operator A : Ω1(R) → Ω1(R) ∼= C∞(R),
there exists a differential operator A˜ : Ω1(R)→ Ω0(R) ∼= C∞(R) such that
A = d ◦ A˜ + χ(A).(7)
Proof. Clearly it is enough to prove the proposition for A(f) = (and
nf/dxn)dx, for an
arbitrary n ≥ 0. For such A, (7) is satisfied with
A˜(f) :=
∑
0≤i<n
(−1)i
dian
dxi
·
dn−i−1f
dxn−i−1
.
Corollary 2.3. In the situation of (2), the lift A0 of the operator A1 exists if and only if
χ(A1) = constant.
Proof. If A1d = dA0 for some A0, applying Proposition 2.2 to A = A1 and composing on
the right with d gives
d ◦ A0 = A1 ◦ d = (d ◦ A˜ + χ(A1)) ◦ d = d ◦ A˜ ◦ d+ χ(A1) ◦ d.
From the last equation, the projector property of χ and (6), we have
−
d
dx
(χ(A1)) = χ(χ(A1) ◦ d) = χ(d ◦ (A0 − A˜ ◦ d)) = 0,
so χ(A1) = constant. On the other hand, if the assumption of the corollary is true, we can
put A0 := A˜ ◦ d+ χ(A1) and d ◦ A0 = A1 ◦ d.
Let us move on to a higher-dimensional version of the above situation. The following notation
is standard: (
∂
∂x
)I
:=
(
∂
∂x1
)i1
· · ·
(
∂
∂xN
)iN
,(8)
where I = (i1, . . . , iN ), i1, . . . , iN ≥ 0.
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Definition 2.4. Given a linear (partial) differential operator
A =
∑
I
aI
(
∂
∂x
)I
(9)
where aI = aI(x) are smooth functions on R
N and
aI 6= 0 only for finitely many indices I,(10)
we define the characteristic to be the function
χ(A) :=
∑
I
(−1)I
(
∂
∂x
)I
aI ∈ C
∞(RN),(11)
where (−1)I := (−1)i1+···+iN .
There is a natural definition of a linear partial differential operator on the space of de Rham
forms. The space Ωk(RN) is a free C∞(RN)-module with basis
{(dx)ǫ := (dx1)ǫ
1
∧ · · · ∧ (dxN)ǫ
N
; ǫ = (ǫ1, . . . , ǫN), ǫ1, . . . , ǫN ∈ {0, 1}, |ǫ| :=
∑
ǫi = k}.
Definition 2.5. A linear map A : Ωk(RN) → Ωl(RN) is a differential operator if in the
expansion ∑
ǫ
A(fǫ(dx)
ǫ) =
∑
ǫ,δ
Aǫδ(fǫ)(dx)
δ,
the ‘matrix elements’ Aǫδ are differential operators in the sense of Definition 2.4.
Let us consider the complex of de Rham forms on RN , N ≥ 1:
0 −→ R −→ Ω0(RN)
d
−→ Ω1(RN)
d
−→ · · ·
d
−→ ΩN−1(RN)
d
−→ ΩN (RN) −→ 0
and a differential operator A : ΩN(RN) → ΩN(RN) ∼= C∞(RN). The following statement
generalizes Proposition 2.2 and is proved by an easy induction on the number of variables.
Proposition 2.6. For any differential operator A : ΩN (RN) → ΩN (RN) as defined above,
there exists a differential operator A˜ : ΩN (RN)→ ΩN−1(RN) such that
A = d ◦ A˜ + χ(A).
Corollary 2.7. A differential operator AN : Ω
N (RN)→ ΩN(RN) can be lifted to a sequence
of differential operators {As : Ω
s(RN)→ Ωs(RN)}0≤s≤N such that dAs = As+1d if and only
if
χ(AN ) = constant.
In this case, the lift can be chosen in such a way that
As = χ(AN ) (multiplication by χ(AN)),(12)
for 0 ≤ s ≤ N − 2.
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Proof. Our situation is described by the following diagram:
❄
d
d
A0
❄
Ω0(RN)
Ω0(RN)
✲
✲
· · ·
· · ·
d
d d
d
AN−1 AN
❄
✲
✲
✲
✲
ΩN−1(RN)
ΩN−1(RN) ΩN(RN)
ΩN(RN)
As in the proof of Corollary 2.3, we apply Proposition 2.6 to AN . Then for
d(i) := d|S(i) for S
(i) := SpanC∞(RN )(dx
1 ∧ · · · d̂xi · · · ∧ dxn) ⊂ ΩN−1(RN), 1 ≤ i ≤ N,
we have
AN ◦ d
(i) = d ◦ A˜ ◦ d(i) + χ(AN) ◦ d
(i).
As before, we conclude that if the lift AN−1 exists, then
0 = χ(d ◦AN−1|S(i)) = χ(d ◦ A˜ ◦ d
(i)) + χ(χ(AN) ◦ d
(i)) =
∂χ(AN )
∂xi
for each i, so χ(AN ) is constant.
If χ(AN ) is constant, then setting AN−1 := A˜d+ χ(AN) and As := χ(AN ), for s ≤ N − 2,
defines a lift of AN with the desired property (12).
3. More serious models.
Let E → M be a smooth vector bundle over a smooth manifold M . We will, in fact,
always suppose that M = RN , with coordinates x = (x1, . . . , xN), and that E is the trivial
one-dimensional bundle, E = RN ×R → RN , with only one ‘vertical’ coordinate u. More
vertical coordinates present only notational difficulties and all our results directly generalize
to this situation. The case of a general manifold M and a possibly nontrivial bundle E can
be studied by standard globalization techniques, where our situation will serve as the local
model.
We will consider forms and functions on the infinite jet bundle J∞E over E. This jet
bundle has coordinates (x,u) = (xi, uJ), where 1 ≤ i ≤ N , J runs over all multi-indices
(j1, . . . , jN), j1, . . . , jN ≥ 0, and uJ is the coordinate such that
uJ(j
∞(φ)) =
(
∂
∂x
)J
φ,
see (8) for the notation. The order of J is defined as |J | = j1 + · · ·+ jN .
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Recall that a local function, f = f(xi, uJ), is by definition the pullback of a smooth function
on some JkE, and thus depends only on finitely many uJ ’s. We denote by Loc(E) the vector
space of all local functions. Let (Ω∗(J∞E), d) be the complex of de Rham forms on J∞E
whose coefficients are local functions. It is well-known [1] that the differential on Ω∗(J∞E)
decomposes into a horizontal and a vertical component d = dH + dV , defining the structure
of a bicomplex, the so-called variational bicomplex ,
Ω∗(J∞E) =
⊕
k+l=∗, k,l≥0
Ωk,l(J∞E); d = dH + dV .
Let us denote by d/dxi, 1 ≤ i ≤ N , the total derivative with respect to xi,
d
dxi
:=
∂
∂xi
+
∑
J
uiJ
∂
∂uJ
,
where
iJ = (j1, . . . , ji−1, ji + 1, ji+1, . . . , jN ).(13)
Given that the i-th slot of the multi-index J indicates the number of xi derivatives, it would
make more sense to denote one more xi derivative on uJ by uJ+δi. Our convention is a
(perhaps futile) attempt to simplify an increasingly complicated system of notation. Let us
remark also that d/dxi is usually denoted by Di.
Then the ‘horizontal’ differential dH : Ω
k,∗(J∞E)→ Ωk+1,∗(J∞E) is given by the formula
dHω =
∑
1≤i≤N
dxi ∧
d
dxi
ω.
As in (8) we denote(
d
dx
)I
=
(
d
dx1
)i1
· · ·
(
d
dxN
)iN
, for I = (i1, . . . , iN).
In order to deal with vertical derivatives, we introduce the expression(
∂
∂u
)α
=
∏
J
∂α(J)
∂u
α(J)
J
,
where α is a non-negative integer valued function on the multi-indices J and α(J) 6= 0 for
only finitely many J .
The following definitions are crucial.
Definition 3.1. The formal differential degree of α, denoted degf(α), is the maximal order
of multi-index J such that α(J) 6= 0. We say that a linear map A : Loc(E) → Loc(E) is a
LDO (local differential operator) if it is of the form
A(f) =
∑
I,α
pI,α(x,u)
(
d
dx
)I (
∂
∂u
)α
(f), f ∈ Loc(E),
where pI,α(x,u) ∈ Loc(E), and has the property that
for each integer n, there are only finitely many pI,α 6= 0 with degf (α) ≤ n(14)
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Condition (14) guarantees that A(f) is a finite sum for each f ∈ Loc(E). The term ‘lo-
cal differential operator’ expresses the fact that these operators preserve the space of local
functions.
It will be useful to introduce the total symbol of a LDO, using variables ξi, ηJ to represent
d/dxi, ∂/∂uJ respectively. For a LDO A, as defined above, we have
σ(A) =
∑
I,α
pI,α(x,u)(ξ)
I(η)α
For a LDO A we define the characteristic to be the differential operator (in contrast with
the case of no vertical variable, where it was a function)
χ(A) :=
∑
I,α
(−1)I
( d
dx
)I
pI,α(x,u)
( ∂
∂u
)α
∈ LDO.(15)
Observe that all the horizontal derivatives appear only in the coefficients, (d/dx)IpI,α(x,u),
so as an operator χ(A) contains only vertical derivatives. We will be interested in the lifting
problem for the bottom row of the variational bicomplex:
Ω0,0(J∞E)
dH−→ Ω1,0(J∞E)
dH−→ · · ·
dH−→ ΩN−1,0(J∞E)
dH−→ ΩN,0(J∞E).(16)
which is the initial segment of the Euler-Lagrange complex [1].
We extend Definition 3.1 to maps of forms as in Definition 2.5. Namely, a local differential
operator A : Ωk,0(J∞E) → Ωl,0(J∞E) is a linear map whose ‘matrix coefficients’ are LDOs
in the sense of Definition 3.1.
Then f 7→ f · dx1 ∧ · · · ∧ dxN gives an identification Loc(E) ∼= ΩN,0(J∞E). Formula (15)
thus defines the characteristic also for a LDO A : ΩN,0(J∞E)→ ΩN,0(J∞E). The following
Proposition is an analog of Proposition 2.6.
Proposition 3.2. For each LDO A : ΩN,0(J∞E) → ΩN,0(J∞E), there exists a LDO A˜ :
ΩN,0(J∞E)→ ΩN−1,0(J∞E) such that
A = dHA˜+ χ(A).
Corollary 3.3. A LDO AN : Ω
N,0(J∞E)→ ΩN,0(J∞E) can be lifted into a sequence {As :
Ωs,0(J∞E)→ Ωs,0(J∞E)}0≤s≤N of LDO’s if and only if
χ(AN
d
dxi
) = 0, 1 ≤ i ≤ N.(17)
In this case the lift can be chosen in such a way that
As = χ(AN ), for 0 ≤ s ≤ N − 2.(18)
[July 22, 1998] 9
Here (18) means that As acts ‘diagonally’ by As(f(dx)
ǫ) = χ(AN )(f(dx)
ǫ). The corollary
will be a consequence of more general statements of Section 4.
We end this section with some calculations useful in the sequel. First, the commutation
relation between ∂/∂uJ and d/dx
i is given by:
∂
∂uJ
d
dxi
−
d
dxi
∂
∂uJ
=
 0, for ji = 0, and∂/∂uK , for J = iK.(19)
It will be convenient to write ηJ/i for ηK when J = iK and, if i does not appear in J , then
ηJ/i = 0. Relations (19) can be written very compactly in terms of symbols. Defining the
operator
Θi =
∑
J
ηJ/i
∂
∂ηJ
,(20)
acting as a derivation on symbols. In the symbol calculus, commutation relation (19) becomes
ηJξ
i − ξiηJ = Θ
i(ηJ).(21)
Thus for any monomial ηα,
ηαξi − ξiηα = Θi(ηα).
For reference, we state another commutation relation in the symbol calculus which we will
need later:
ξip(x,u) =
d
dxi
p(x,u) + p(x,u)ξi.(22)
Using relations (21) and (22) we easily deduce that,
σ(A
d
dxi
−
d
dxi
A) = (Θi −
d
dxi
)σ(A), for A ∈ LDO.(23)
The lemma follows immediately from the formula above.
Define a ‘diagonal LDO’ A : Ωk,0(J∞E)→ Ωk,0(J∞E) to be to be an operator of the form
A(f(dx)ǫ) = A(f)(dx)ǫ, where A is a LDO as above.
Lemma 3.4. A ‘diagonal LDO’ A commutes with the horizontal differential dH if and only
if
(Θi −
d
dxi
)σ(A) = 0, for all 1 ≤ i ≤ N.
Finally observe that
σ(χ(A
d
dxi
)) = (Θi −
d
dxi
)σ(χ(A)), for all 1 ≤ i ≤ N.
Thus, the assumption (17) implies that the operators As = χ(AN) of (18) commute with the
differentials. Explicitly:
Proposition 3.5. Suppose A is a LDO as above and that χ(Ad/dxi) = 0, for 1 ≤ i ≤ N .
Then the diagonal operator χ(A) commutes with the differential dH .
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4. Main results.
Let us consider, as in Section 3, the infinite jets on the one-dimensional trivial vector bundle
over RN . First, we need to introduce multilinear differential operators.
Definition 4.1. An n-multilinear LDO (local differential operator) is an n-linear map A :
Loc(E)⊗n → Loc(E) of the form
A(f1, . . . , fn)=
∑
pI1,...,In,α1,...,αn
( d
dx
)I1 ( ∂
∂u
)α1
f1
· · ·
( d
dx
)In ( ∂
∂u
)αn
fn
,(24)
where f1, . . . , fn ∈ Loc(E) and pI1,...,In,α1,...,αn = pI1,...,In,α1,...,αn(x,u) ∈ Loc(E) are local
functions. We also require that, for any m, there are only finitely many multi-indices,
I1, . . . , In;α1, . . . , αn, such that∑
1≤i≤n
degf(αi) ≤ m and pI1,...,In,α1,...,αn 6= 0.(25)
Condition (25) which is the analog of (14) guarantees that the operator has well defined
values on n-tuples of local functions.
If we denote by d/dxj (resp ∂/∂uj) the total derivative (resp. the partial derivative) acting
on the j-th function, 1 ≤ j ≤ n, then we can write the operator in (24) in a more concise
form as
A =
∑
pI1,...,In,α1,...,αn
(
d
dx1
)I1
· · ·
(
d
dxn
)In ( ∂
∂u1
)α1
· · ·
(
∂
∂un
)αn
.
We denote the vector space of all such n-linear local differential operators by LDO(n).
Proposition 4.2. The collection LDO = {LDO(n)}n≥1 with the composition maps
γ : LDO(l)⊗LDO(k1)⊗ · · ·⊗LDO(k1)→ LDO(k1 + · · ·+ kl)
given by γ(A;A1, . . . , Al) := A(A1, . . . , Al) and the action of the symmetric group given by
σA(f1, . . . , fn) := A(fσ−1(1), . . . , fσ−1(n)), σ ∈ Σn, forms an operad.
Proof. The claim is almost obvious. The only thing which has to be verified is that the
composition A(A1, . . . , Al) is again a local differential operator. But the commutation rela-
tion (19) says how to move the total derivatives d/dx over the horizontal derivatives ∂/∂uJ
to the left, which enables us to write the composition A(A1, . . . , Al) in the form (24).
Define the change of variables,
(x1, . . . ,xn) 7−→ (y1 := x1,y2 := x2 − x1, . . . ,yn := xn − x1),
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that is, yi1 = x
i
1, and y
i
j = x
i
j − x
i
1 for 2 ≤ j ≤ n and 1 ≤ i ≤ N. We have
d
dy1
:=
d
dx1
+ · · ·+
d
dxn
and
d
dyj
:=
d
dxj
, for 2 ≤ j ≤ n.(26)
Then such an operator, A, can be written in the polarized form (with different indexing) as
∑
qI1,I2,...,In;α1,...,αn
(
d
dy1
)I1 ( d
dy2
)I2
· · ·
(
d
dyn
)In ( ∂
∂u1
)α1
· · ·
(
∂
∂un
)αn
.(27)
Definition 4.3. For A ∈ LDO(n) in the polarized form of (27), the characteristic χ(A) ∈
LDO(n) is defined as
χ(A) =
∑
(−1)I1
( d
dx
)I1
qI1,I2,...,In;α1,...,αn
( d
dy2
)I2
· · ·
(
d
dyn
)In ( ∂
∂u1
)α1
· · ·
(
∂
∂un
)αn
.
Remark. It was necessary to introduce the polarized form before defining the characteristic
so that composition with d/dxi would introduce only one new horizontal derivative, d/dyi1,
or equivalently, integration by parts on the output of the multilinear operator would affect
only one tensor component. The relevant formula is
d
dxi
◦ A =
∑ dqI1,I2,...,In;α1,...,αn
dxi
(
d
dy1
)I1 ( d
dy2
)I2
···
(
d
dyn
)In ( ∂
∂u1
)α1
···
(
∂
∂un
)αn
(28)
+
∑
qI1,I2,...,In;α1,...,αn
(
d
dy1
)iI1 ( d
dy2
)I2
···
(
d
dyn
)In ( ∂
∂u1
)α1
···
(
∂
∂un
)αn
.
Let LDO0(n) denote the image of χ : LDO(n)→ LDO(n). It consists of those A ∈ LDO(n)
whose polarized form does not contain total derivatives d/dy1. The endomorphism χ is a
projection onto LDO0(n), χ2 = χ, and
LDO0(n) ∼=
LDO(n)
{A ∈ LDO(n); χ(A) = 0}
.(29)
To simplify the degree conventions, we regrade the horizontal complex Ω∗,0(J∞E) by in-
troducing
Ωi(J
∞E) := ΩN−i,0(J∞E), 0 ≤ i ≤ N.(30)
Thus (Ω∗(J
∞E), dH) is now a chain complex, deg(dH) = −1.
As we deal with increasingly complicated situations, the definition of the characteristic
becomes more complicated, but once again, given A : [(Ω∗(J
∞E))⊗n]0 → Ω0(J
∞E), there
exists a A˜ : [(Ω∗(J
∞E))⊗n]0 → Ω1(J
∞E) such that
A = dHA˜+ χ(A).(31)
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Let us introduce the differential graded operad DEnd∗ = {DEnd∗(n)}n≥1 of local differen-
tial operator endomorphisms of the (regraded) horizontal de Rham complex Ω∗(J
∞E). This
means that DEndk(n) consists of degree k graded vector space maps f : (Ω∗(J
∞E))⊗n →
Ω∗(J
∞E) with ‘matrix coefficients’ from LDO(n). An element of DEndk(n) is thus a sequence
f = {fs}, with
fs : [(Ω∗(J
∞E))⊗n]s → Ωs+k(J
∞E).(32)
Observe that fs may be nonzero only for max(−k, 0) ≤ s ≤ min(Nn,N−k). The differential
δ on DEnd∗ is given by the usual formula
(δf)s := dHfs − (−1)
deg(f)fs−1d
⊗n
H ,(33)
where d⊗nH is the standard extension of dH to the tensor product. Thus δf = 0 if and only if
f is a chain map. The composition maps and the action of the symmetric group are given as
in Proposition 4.2; the arguments that this indeed defines an operad structure are the same.
In this context, the lifting problem analogous to the one discussed in the previous sections
can be formulated as an extending a LDO, f0 : [(Ω∗(J
∞E))⊗n]0 → Ω0(J
∞E), to a cocycle in
DEnd0(n). Observe that [Ω∗(J
∞E)⊗n]0 consists of elements of the form
(ω1dx
1 ∧ · · · ∧ dxN )⊗ · · · ⊗ (ωndx
1 ∧ · · · ∧ dxN), ωi ∈ Loc(E), 1 ≤ i ≤ n,
Since both Ω0(J
∞E) and [Ω∗(J∞E)⊗n]0 are rank one modules over Loc(E), Ω0(J
∞E) ∼=
Loc(E) and [Ω∗(J∞E)n]0 ∼= Loc(E)
⊗n, so f0 can be interpreted as an element of LDO(n).
The space Ω1(J
∞E) consists of elements
∑
ωi(dx
1 ∧ · · · d̂xi · · · ∧ dxN ), and thus is a rank n
module, isomorphic to Loc(E)⊕N .
From the definition,
[(Ω∗(J
∞E))⊗n]1 =
⊕
1≤j≤n
Ω0(J
∞E)⊗ · · ·⊗Ω1(J
∞E)⊗ · · ·⊗Ω0(J
∞E)
(Ω1(J
∞E) at the jth position). We derive the identification
[(Ω∗(J
∞E))⊗n]1 =
⊕
1≤i≤N
1≤j≤n
Loc(E)⊗ni,j
∼= (Loc(E)⊗n)⊕Nn.(34)
Then d/dxij represents the boundary operator on the component of [(Ω∗(J
∞E))⊗n]1 corre-
sponding to Loc(E)⊗ni,j .
As before, our strategy is to invoke (31) to find f˜0 : [(Ω∗(J
∞E))⊗n]0 → Ω1(J
∞E), to
construct f1, the first stage of the extension, using f˜0, and continue from there.
The identity χ(d/dxi ◦ A) = 0 follows from the definition of the characteristic. Right
composition of both sides of equation (31) for the operator f0 with d/dx
i
j gives
f0
d
dxij
= dH f˜0
d
dxij
+ χ(f0)
d
dxij
.
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Equation (28) immediately implies
χ(dHA) = 0, for any LDO A : [(Ω∗(J
∞E))⊗n]0 → Ω1(J
∞E).(35)
Moreover, the identity χ(f0d/dx
i
j) = χ(χ(f0)d/dx
i
j) shows that a necessary condition for the
existence of a lifting is
χ(f0
d
dxij
) = 0, 1 ≤ i ≤ N, 1 ≤ j ≤ n.(36)
Understanding equation (36) is the first step towards a complete description of the 0-cycles
in DEnd∗(n). Basically, we can say that in the multilinear situation, n ≥ 2, (36) implies
that the terms of formal differential degree zero in the characteristic determine all the terms
of higher formal differential degree. The precise statement requires some preliminaries.
First we extend the definition of the symbol to multilinear LDO, using variables ξij to
represent the derivatives d/dxij for 1 ≤ i ≤ N, 1 ≤ j ≤ n and variables η
j
J to represent
∂/∂ujJ for J = (j1, . . . , jN) and 1 ≤ j ≤ n. Defining operators analogous to those in (20)
Θij =
∑
ηjJ/i
∂
∂ηjJ
(37)
we have the commutation relations
ηjJξ
i
k − ξ
i
kη
j
J = Θ
i
k(η
j
J) = δ
j
kΘ
i
j(η
j
J).(38)
Since the symbol determines completely the LDO A, we can define a character χ′, mapping
symbols to symbols, with the property
χ′(σ(A)) = σ(χ(A)).
The commutation relation (38) implies
σ(A
d
dxij
) = σ(A)ξij = ξ
i
j ∗ σ(A) + Θ
i
jσ(A),
where
ξij ∗
(
p(x,u)(ξ1)
I1 · · · (ξn)
In(η1)α1 · · · (ηn)αn
)
:= p(x,u)ξij(ξ1)
I1 · · · (ξn)
In(η1)α1 · · · (ηn)αn .
Since d/dyj = d/dxj for 2 ≤ j ≤ n we use the same symbol ξ
i
j for d/dy
i
j, but we define a
new symbol ζ i corresponding to the operator d/dyi.
Proposition 4.4. If A is an n-linear LDO, for n ≥ 2, then χ(Ad/dxij) = 0 if and only if
the symbol character χ′(σ(A)) satisfies, for 1 ≤ i ≤ N , the following system of equations:
∑
j=1,...,n
Θij(χ
′(σ(A)) =
d
dxi
χ′(σ(A)(39)
Θij(χ
′(σ(A))) = −ξij ∗ χ
′(σ(A)), for j ≥ 2.(40)
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Proof. First we use the commutation relations to rewrite
χ′(σ(A)ξij) = χ
′(ξij ∗ σ(A) + Θ
i
j(σ(A))) = χ
′(ξij ∗ σ(A)) + χ
′(Θij(σ(A))).
Then using ζ i = ξi1 + · · ·+ ξ
i
n and the identities
χ′(ζ i ∗ σ(A)) = −
d
dxi
χ′(σ(A)) and χ′(Θij(σ(A))) = Θ
i
j(χ
′(σ(A)),
we deduce
χ′(σ(A)ζ i) = χ′(ζ i ∗ σ(A)) +
∑
j=1,...n
Θij(χ
′(σ(A)))(41)
= −
d
dxi
χ′(σ(A)) +
∑
j=1,...n
Θij(χ
′(σ(A))), and
χ′(σ(A)ξij) = χ
′(ξij ∗ σ(A)) + Θ
i
j(χ
′(σ(A))), for 2 ≤ j ≤ n.
If χ(Ad/dxij) = 0 for 1 ≤ j ≤ n, then the left side of each of these equations is zero and rewrit-
ing the resulting equations gives the equations in the statement of the proposition.
The crucial fact in understanding equations (39) and (40) is that Θij is a derivation taking
ηjJ to η
j
J/i, thus lowering formal differential degree but preserving the total homogeneity in
all the variables ηjJ . There is a simple ordering on the symbol monomials (η)
α = ΠJ(ηJ)
α(J)
for a linear LDO, i.e. n = 1. It is defined by first lexicographically ordering the indices J ,
second, representing the exponent α by the sequence of values {α(J)} (with finitely many
non-zero terms), and third, using the lexicographical ordering on these sequences, reading as
in Hebrew from right to left, that is, beginning with the highest nonzero terms. For example,
ηn = (ηn(0,...,0)), of formal differential degree zero, is minimal among terms of homogeneity
n because it corresponds to the sequence (n, 0, 0, . . .) which is less than any sequence with
a nonzero value beyond the first term. The above simple order induces a partial order on
the symbol monomials Πj,J(η
j
J)
αj(J) with the property that Πj,J(η
j
J)
αj(J) is minimal among
terms of the same homogeneity if the formal differential degree of all αj’s is zero.
Relative to this ordering, the operators Θij all have the effect of lowering the order. To
simplify notation we introduce the symbols Iˆ = (I1, . . . In) and αˆ = (α1, . . . , αn). Thus
the coefficient pIˆ,αˆ(x,u) appears in the expressions Θ
i
jχ
′(σ(A)) on the left of (39) and (40)
multiplied by a monomial ξ Iˆηαˆ
′
where αˆ′ has lower order than αˆ. On the right hand side
of (39) the coefficient of ξ Iˆηαˆ
′
is d
dxi
pIˆ,αˆ′ while on the right hand side of (40) the coefficient
of ξ Iˆηαˆ
′
consists of terms involving pIˆ′,αˆ′ for values Iˆ
′ of lower order relative to the natural
lexicographical order on the indices Iˆ. An elementary recursion argument shows that the
solution of equations (39) and (40) is determined uniquely by the coefficients of the terms
ξ Iˆηαˆ for minimal α, that is the monomials Π(ξj)
Ij(ηj)mj with no factors ηjJ of positive formal
differential degree.
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For example, consider a line bundle E → R and a bilinear LDO, A : [(Ω∗(J
∞E))⊗2]0 →
Ω0(J
∞E), with symbol
σ(A) =
∑
pi,j,a,b(x, u)ζ
iξj2η
1
aη
2
b ,
that is, first order and of homogeneity one in the u derivatives. The symbol character is
χ(σ(A)) =
∑
(−1)i
(
d
dx
)i
pi,j,a,b(x, u)ξ
j
2η
1
aη
2
b =:
∑
χa,b(x, u, ξ2)η
1
aη
2
b .
Equation (39) becomes
χa+1,b + χa,b+1 =
dχa,b
dx
and equation (40) becomes
χa,b+1 = −ξ2 ∗ χa,b.
Clearly χ0,0 determines all the χa,b for a, b ≥ 0.
Let us go back to the discussion of the lifting problem. In Figure 1 we present a diagram
describing our situation. It contains maps B1,B0,B−1, a1 and a0 which we now define.
For f = {fs} ∈ DEnd0(n) (the notation of (32)) define a projection on the lowest term
B0 : DEnd0(n)→ LDO(n) by B0(f) := f0. For h = {hs} ∈ DEnd1(n), put B1(h) := dHh0 ∈
LDO(n). The following lemma is an immediate consequence of (35).
Lemma 4.5. In the situation above, χ(dHh0) = 0, thus B1 can be interpreted as a map
B1 : DEnd1(n)→ {A ∈ LDO;χ(A) = 0}.
The map B−1 : DEnd−1(n) →
⊕
1≤i≤N
1≤j≤n
LDO(n)i,j ∼= LDO(n)
⊕Nn is defined as follows. Let
g = {gs} ∈ DEnd−1(n), then
g1 : [(Ω∗(J
∞E))⊗n]1 → Ω0(J
∞E).
Using the description (34) of [(Ω∗(J
∞E))⊗n]1 as a direct sum of pieces Loc(E)
⊗n
i,j , the (i, j)-th
component of B−1(g) is defined to be the characteristic of the restriction g1|Loc(E)⊗n
i,j
.
Let a1 : {A ∈ LDO(n); χ(A) = 0} →֒ LDO(n) be the inclusion and, finally, the map
a0 : LDO(n)→ LDO(n)
⊕Nn is given by a0(A)i,j := χ(A ◦ d/dx
i
j).
Lemma 4.6. The sequence {A ∈ LDO(n); χ(A) = 0}
a1−→ LDO(n)
a0−→ LDO⊕Nn is a
differential chain complex.
Proof. We must show that a0a1 = 0, which is the same as to prove that χ(A ◦
d
dxi
j
) = 0
whenever χ(A) = 0. This follows immediately from (41).
Lemma 4.7. All horizontal maps in The unEnding ladder (Figure 1) are maps of chain
complexes.
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...
...
❄
❄
a0
3
2
1
...
...
B−1
✲
✲
✲
✲
✲
LDO(n)⊕Nn
LDO(n)
{A ∈ LDO(n); χ(A) = 0}
δ
δ
δ
δ
δ
a1
B0
B1
❄
❄
0
0
DEnd−2(n)
DEnd−1(n)
DEnd0(n)
DEnd1(n)
DEnd2(n)
❄
❄
❄
❄
❄
❄
❄
❄
Figure 1: Jacob’s unEnding ladder.
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Proof. We must show that the diagrams 1 , 2 and 3 commute.
1 commutes. This means proving that B1δ(l) = 0, for each l ∈ DEnd2(n). But (δl)0 =
(dH l)0, thus B1δ(l) = 0 follows from d
2
H = 0.
2 commutes. The equality a1B1(h) = B0δ(h) follows immediately from definitions.
3 commutes. If f = {fs} ∈ DEnd0(n) then, by definition, [a0B0(f)]i,j = χ(f0 ◦ d/dx
i
j). On
the other hand, B−1δ(f) is computed as the characteristic of the restriction of f0dH+dHf1 to
Loc(E)i,j. The second term gives, by Lemma 4.5, zero, while the first term gives χ(f0◦d/dx
i
j),
as it should.
Theorem 4.8. In the diagram of Figure 1,
(i) the complex (DEnd∗(n), δ) is acyclic in positive dimensions, H>0(DEnd∗(n), δ) = 0,
(ii) the map B∗ induces an isomorphism of the 0th homology group,
H0(DEnd(n)) ∼=
{A ∈ LDO(n); χ(Ad/dxij) = 0, for all 1 ≤ i ≤ N, 1 ≤ j ≤ n}
{A ∈ LDO(n); χ(A) = 0}
.
Moreover, the map B0 is an epimorphism of cycles, B0(Z0(DEnd(n))) = Ker(a0).
Proof. See the next section.
Corollary 4.9. A LDO A : [Ω∗(J
∞E)⊗n]0 → Ω0(J
∞E) can be lifted to a sequence fs :
[Ω∗(J
∞E)⊗n]s → Ωs(J
∞E) with f0 = A if and only if
χ(A
d
dxij
) = 0,(42)
for each 1 ≤ i ≤ N , 1 ≤ j ≤ n. In the case χ(A) = 0, the lift can be chosen in such a way
that
fs = 0, for s ≥ 2.(43)
Proof. The first part of the corollary claims the existence of an f ∈ DEnd0(n), δf = 0,
with B0(f) = A. But (42) means that a0(A) = 0 and the existence of f follows from the fact
that B0 is an epimorphism of cycles.
Let us prove the second part of the corollary. Suppose that χ(A) = 0 and let f = {f s} be
a lift of A. Since A ∈ Im(a1), there exists h ∈ DEnd1(n) such that f = δh. This means that
A = f0 = dHh0. One immediately sees that f = {fs} with f0 = A, f1 := h0d
⊗n
H and fs = 0
for s ≥ 2 is a lift of A.
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5. Proofs.
This section is devoted to the proof of Theorem 4.8. The basic tool will be the following
de Rham complex with operator coefficients.
Definition 5.1. The operator complex O∗(n) = (O∗(n), d) is the complex of de Rham forms
on J∞E with coefficients in LDO(n). The differential d is given by
d(A(dx)ǫ) =
∑
1≤i≤N
(
d
dxi
A
)
dxi ∧ (dx)ǫ.(44)
Let J : ON(n)→ LDO(n) be the map J(Adx1 ∧ · · · ∧ dxN) := A.
Theorem 5.2. The complex (O∗(n), d) is acyclic in degrees < N , that is H<N(O∗(n), d) =
0, while the map J induces an isomorphism
HN(O∗(n), d) ∼=
LDO(n)
{A ∈ LDO(n); χ(A) = 0}
.
Notice the following rather surprising fact: the operator complex (O∗(n), d) is acyclic
in degree 0, though the ‘ordinary’ horizontal de Rham complex (Ω∗,0(J∞E), dH) is not,
H0(Ω∗,0(J∞E), dH) = R! This follows from (and implies) the following stunning property
of local differential operators:
if A ∈ LDO(n) and d/dxi ◦ A = 0, 1 ≤ i ≤ N , then A = 0.
This will not be true if we remove the ‘convergence property’ (25). As an example, take the
operator
A := 1− x
d
dx
+
1
2
x2
d2
dx2
−
1
6
x3
d3
dx3
+ · · ·
in one space and no vertical variables. It clearly satisfies d/dx ◦ A = 0. Observe that, for a
polynomial f , A(f) = f(0).
Proof of Theorem 5.2. Let us look more closely at the structure of the differential in the
complex (O∗(n), d). If A(dx)ǫ ∈ O(n), where A ∈ LDO(n) is as in (27), then
d(A(dx)ǫ) = (d1 + d2)(A(dx)
ǫ)
with
d1(A(dx)
ǫ) =
∑ dqI1,I2,...,In;α1,...,αn
dxi
(
d
dy1
)I (
d
dy2
)I2
···
(
d
dyn
)In ( ∂
∂u1
)α1
···
(
∂
∂un
)αn
dxi∧(dx)ǫ
and
d2(A(dx)
ǫ) =
∑
qI1,I2,...,In;α1,...,αn
(
d
dy1
)iI (
d
dy2
)I2
···
(
d
dyn
)In ( ∂
∂u1
)α1
···
(
∂
∂un
)αn
dxi∧ (dx)ǫ.
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d2 d1
p = 0
q = 0••••
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•••
✻
✲
Figure 2: The shape of the bicomplex E = (E∗,∗, d = d1+ d2) for N = 3. Solid dots indicate
nontrivial entries.
Let us decompose O∗(n) =
⊕
p+q=∗O
p,q(n), where Op,q consists of A(dx)ǫ ∈ Op+q(n) such
that A ∈ LDO(n) in the polarized form of (27) contains exactly q instances of total derivatives
d/dy. Denote for simplicity Ep,q := Op,q(n). Then
d1 : E
p,q → Ep+1,q and d2 : E
p,q → Ep,q+1.
We are going to study the properties of the bicomplex E := (E∗,∗, d = d1 + d2). Observe
that E is not contained in the first quadrant, but
Ep,q 6= 0 for 0 ≤ p+ q ≤ N , q ≥ 0.
The shape of the bicomplex is indicated in Figure 2. For any fixed q,m ≥ 0, let V mq be, ,
the R-vector space with the basis
{eI,I2,...,In;α1,...,αn ; |I| = q and
∑
1≤i≤n
degf (αi) ≤ m}
and let Vq := lim
←−
V mq , the inverse limit of the system of natural projections V
m
q → V
n
q ,
m ≥ n. Then the horizontal complex (E∗,q, d1) is the tensor product of Vq and the horizontal
de Rham complex (Ω∗,0(J∞E), dH). It follows from the description of the cohomology of this
complex [1] that
Hs(E∗,q, d1) =

Vq, for s = −q,
0, for −q < s < N − q, and
Vq⊗H
N(Ω∗,0(J∞E), dH), s = N − q.
(45)
One is tempted to calculate the homology of the bicomplex E using an obvious spectral
sequence, but, since the bicomplex is not only in the first quadrant, one must be very careful
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about the convergence. The calculation just given of the first stage of the spectral sequence
of a double complex filtered by rows, the complex with operator d1, gives an E1 term with
nonzero entries along both counterdiagonals p + q = 0 and p + q = N . It would seem from
this that the cohomology of the double complex is far from trivial in dimension zero. The
reason that this is not the case is that the bicomplex is not a first quadrant one and using
the filtration by columns would lead us to constructing a cocycle which would be an infinite
sum with increasing q, contradicting the finiteness condition (25).
On the other hand, consider the spectral sequence for the filtration by columns. Let Wm
be, for m ≥ 0, the Loc(E)-vector space with the basis
{f I2,...,In;α1,...,αn;
∑
1≤i≤n
degf(αi) ≤ m}
and let W := lim
←−
Wm, of course, W ∼= LDO0(n). Then the p-th column of the first stage of
this spectral sequence, with differential given by d2, is isomorphic to W tensored with the
Koszul complex
Kp := · · · −→ S
q(ζ)⊗ ∧p+q (dx)
dK−→ Sq+1(ζ)⊗ ∧p+q+1 (dx) −→ · · ·
dK(f⊗(dx)
ǫ) =
∑
i=1,...,N
ζ if⊗dxi ∧ (dx)ǫ
where 0 ≤ q ≤ N − p, Sq(ζ) is the R-vector space of homogeneous polynomials of degree q
in the variables ζ1, . . . , ζN , and
∧p+q(dx) is the degree p + q component of the R-exterior
algebra on dx1, . . . , dxN . It is easy to see, for example using the contracting homotopy which
is defined on terms f⊗(dx)ǫ ∈ Sq(ζ)⊗ ∧p+q (dx) by
f⊗(dx)ǫ 7−→
1
N − p
∑
1≤i≤N
∂f
∂ζ i
⊗ι
(
∂
∂xi
)
(dx)ǫ,
that the cohomology of the Koszul complex is trivial for p < N and one dimensional with
basis dx1 ∧ · · · ∧ dxN for p = N . Thus
Hq(Ep,∗, d2) = 0, for 0 < q, or 0 = q and p < N , and
H0(EN,∗, d2) = W ∼= LDO
0(n).
In this case, since E1 has only one nonzero term, we can conclude that H
N(O∗(n), d) ∼=
LDO0(n), but we shall give a direct proof anyway.
Suppose that c = ck,0 + ck−1,1 + · · · ck−u,u is a degree k cycle, 0 < k ≤ N , ck−i,i ∈ E
k−i,i,
i ≥ 0. By a degree argument, d2(ck−u,u) = 0. Let u ≥ 1. By the acyclicity of (E
p,∗, d2),
there exists an α ∈ Ek−u,u−1 such that d2(α) = ck−u,u. We then replace c by c− (d1+d2)(α),
which is in the same homology class, but which has no component in Ek−u,u. Repeating this
process as many times as necessary we conclude that we could in fact assume that u = 0, or
c ∈ Ek,0. This means, since we assumed c to be a cycle, that d1c = 0 and d2c = 0. Observe
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that this reduction works for k = 0 as well; we may immediately conclude that c−u,u = 0
since d2 is a monomorphism on E
−u,u.
Now, if k < N , we immediately conclude that c = 0, because d2 is a monomorphism on
Ek,0. This proves the acyclicity of O∗(n) in degrees < N .
If k = N , then c = Adx1 ∧ · · · ∧ dxN , where A ∈ LDO(n) contains no d/dxi; we denoted
the set of all such LDO’s by LDO0(n). Such c cannot be a nontrivial boundary. To see this,
let c = (d1 + d2)b, with b = bk−1,0 + bk−2,1 + · · ·+ bk−v−1,v, bk−i−1,i ∈ E
k−i−1,i. The ‘leading’
term bk−v−1,v must be a d2-cycle hence a d2-boundary and we may go ‘down the staircase’
as above and assume b = bk−1,0. Then d1(b) = c and d2(b) = 0, which implies b = 0, since d2
is a monomorphism on Ek−1,0. We proved
HN(O∗(n), d) ∼= LDO0(n),
which, together with (29), finishes the proof.
Proof of Theorem 4.8. For simplicity, we will explicitly specify the range of summations
only when it will not be obvious. Suppose f ∈ DEndk(n). This means that f is a sequence
of maps
fs : [(Ω
∗(J∞E))⊗n]s → Ω
s+k(J∞E).
The space [(Ω∗(J∞E))⊗n]s is spanned by elements of the form
(h1(dx1)
ǫ1)⊗ · · · ⊗ (hn(dxn)
ǫn), hj ∈ C
∞(RN), 1 ≤ j ≤ n,
where the subscript indicates to which copy of RN the corresponding object applies, and∑
1≤j≤n |ǫj| = nN − s (remember the regrading (30)). With this notation, fs acts by
fs((h1(dx1)
ǫ1)⊗ · · · ⊗ (hn(dxn)
ǫn)) =
∑
ǫ
Aǫ1,...,ǫns,ǫ (h1, . . . , hn)(dx)
ǫ,
with some Aǫ1,...,ǫns,ǫ ∈ LDO(n). In other words, f = {fs} is represented by the system
{F ǫ1,...,ǫns ∈ O
N−s−k(n)}, F ǫ1,...,ǫns :=
∑
ǫ
Aǫ1,...,ǫns,ǫ (dx)
ǫ,(46)
where
∑
j |ǫj| = nN−s and max(−k, 0) ≤ s ≤ min(nN,N−k). The last inequality simplifies,
for k ≥ 0, to 0 ≤ s ≤ N − k.
Let us try to understand how the differential δ in DEnd∗(n), defined by (33), works. We
have
(δf)s((h1(dx1)
ǫ1)⊗ · · · ⊗ (hn(dxn)
ǫn)) =
∑
i,ǫ
d
dxi
Aǫ1,...,ǫns,ǫ (h1, . . . , hn)dx
i ∧ (dx)ǫ
−
∑
i,j,δ
(−1)(k+|ǫ1|+···+|ǫj−1|)·A
ǫ1,...,iǫj ,...,ǫn
s,δ (h1, . . . ,
d
dxi
hj, . . . , hn)(dx)
δ.
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In the second term, iǫj has the obvious meaning similar to that of iJ , see (13). The above
formula can be written in terms of the expressions (46) as
δ{F ǫ1,...,ǫns } = {dF
ǫ1,...,ǫn
s −
∑
i,j
(−1)(k+|ǫ1|+···+|ǫj−1|)·F
ǫ1,...,iǫj ,...,ǫn
s−1 ◦
d
dxij
}(47)
where the differential d in the first term of the right hand side is the differential of the
operator complex (44). Let us prove that DEnd∗(n) is acyclic in positive dimensions. If
{F ǫ1,...,ǫns } ∈ DEndk(n) is a cycle, k > 0, then, by (47),
0 = dF ǫ1,...,ǫns −
∑
i,j
(−1)(k+|ǫ1|+···+|ǫj−1|)·F
ǫ1,...,iǫj ,...,ǫn
s−1 ◦
d
dxij
,(48)
for all s, ǫ1, . . . , ǫn. We are looking for {H
ǫ1,...,ǫn
s } ∈ DEndk+1(n) such that
F ǫ1,...,ǫns = dH
ǫ1,...,ǫn
s +
∑
i,j
(−1)(k+|ǫ1|+···+|ǫj−1|)·H
ǫ1,...,iǫj ,...,ǫn
s−1 ◦
d
dxij
.(49)
Let us solve this equation inductively. For s = 0 it reduces to
F ǫ1,...,ǫn0 = dH
ǫ1,...,ǫn
0 ,(50)
which must be solved in ON−k(n). Equation (48) with s = 0 says that dF ǫ1,...,ǫn0 = 0 and the
existence of Hǫ1,...,ǫn0 follows from the acyclicity of the operator complex (Theorem 5.2).
Suppose we have solved (49) for all s < r and try to solve it for s = r. By the acyclicity
of the operator complex in dimension N − r − k, it is enough to verify that
F ǫ1,...,ǫnr −
∑
i,j
(−1)(k+|ǫ1|+···+|ǫj−1|)·H
ǫ1,...,iǫj ,...,ǫn
r−1 ◦
d
dxij
(51)
is closed in ON−r−k(n). By (48), dF ǫ1,...,ǫnr equals
∑
i,j
(−1)(k+|ǫ1|,...,|ǫj−1|)·F
ǫ1,...,iǫj ,...,ǫn
r−1 ◦
d
dxij
,
while the differential of the second term of (51) equals, by the inductive assumption, to
−
∑
i,j
(−1)(k+|ǫ1|+···+|ǫj−1|)·F
ǫ1,...,iǫj,...,ǫn
r−1 ◦
d
dxij
+
∑
i,j,k,l
j 6=l
(−1)σ(j,l) ·H
ǫ1,...,iǫj,...,kǫl,...,ǫn
r−2 ◦
d
dxij
d
dxkl
(52)
where
σ(j, l) :=
 1 + |ǫj |+ · · ·+ |ǫl−1|, for j < l, and|ǫl|+ · · ·+ |ǫj−1|, for j > l.
It is immediate to conclude that the second term of (52) is zero. Summing up the above
informations we see that the form in (51) is indeed closed, and the induction may go on.
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Let us assume f = {F ǫ1,...,ǫns } ∈ DEnd0(n). This means that F
ǫ1,...,ǫn
s ∈ O
N−s(n), 0 ≤
s ≤ N , and
∑
j |ǫj| = nN − s. For s = 0 this may happen only if ǫj = (1, . . . , 1) for all
1 ≤ j ≤ N , and the system {F ǫ1,...,ǫn0 } boils down to one element F0 ∈ O
N(n). Let us write
F0 = f0dx
1 ∧ . . . ∧ dxN with some f0 ∈ LDO(n). By definition, B0(f) = f0. As before, try
to solve (49) inductively. For s = 0 it reduces to
F0 = dH0, H0 ∈ O
N−1(n),
which can be, by Theorem 5.2, solved if and only if χ(f0) = 0, which is the same as B0(f) ∈
Im(a1). If this is the case, the induction may go on, by the acyclicity of the operator complex.
We proved that H0(B∗) is a monomorphism.
Let us prove that B0(Z0(LDO(n))) = Ker(a0). Suppose f0 ∈ LDO(n) with a0(f0) = 0. We
are looking for a cycle f = {F ǫ1,...,ǫns } ∈ DEnd0(n) such that F0 = f0dx
1 ∧ . . . ∧ dxN . We
construct such a cycle by inductively solving (48):
dF ǫ1,...,ǫns =
∑
i,j
(−1)(|ǫ1|+···+|ǫj−1|)·F
ǫ1,...,iǫj ,...,ǫn
s−1 ◦
d
dxij
,(53)
in ON−s+1(n), for s ≥ 1. We already observed that F ǫ1,...,ǫn0 reduces to one element, F0.
Thus (53) can be, for s = 1, written as
dH i,j = (−1)N(j−1) · F0 ◦
d
dxij
, 1 ≤ i ≤ N, 1 ≤ j ≤ n,(54)
where H ij := F ǫ1,...,ǫn1 with
ǫk :=
 (1, . . . , 1), for k 6= j, and(1, . . . , 1, 0, 1, . . . , 1) /0 at the i-th position/, for k = j.
By Theorem 5.2, equation (54) can be solved if and only if χ(F0 ◦ d/dx
i
j) = 0, 1 ≤ i ≤ N ,
1 ≤ j ≤ n, which is the same as to say that f0 ∈ Ker(a0). The inductive construction then
may go on by the acyclicity of the operator complex.
6. Applications.
This paper originated in our attempts to understand the paper [2] with the problem of
defining a lifting of a Poisson structure on the algebra of functionals to a strong homotopy
Lie structure on the horizontal complex. We review the situation discussed in that paper.
First let us recall a basic definition and lemma from [2].
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Definition 6.1. A local functional
L[φ] =
∫
L(x, φ(x))dx1 ∧ · · · ∧ dxN =
∫
(j∞φ)∗L(x,u)dx1 ∧ · · · ∧ dxN(55)
is the integral of the pull-back of an element of L(x,u)dx1 ∧ · · · ∧ dxN ∈ ΩN,0(J∞E) by the
section j∞φ of J∞E corresponding to the section φ of E, where we assume that L(x, 0) = 0.
The integral will always be well-defined since (j∞φ)∗L(x,u)dx1 ∧ · · · ∧ dxN is a compactly
supported smooth N-form on RN for φ a section with compact support, since the coefficient
vanishes outside the support of φ.
The space of local functionals F is the vector space of equivalence classes of local func-
tionals, where two local functionals are equivalent if they agree for all sections of compact
support.
The correspondence between the functional and the corresponding element of ΩN,0(J∞E) is
not one to one, as we see from the following lemma.
Lemma 6.2. The vector space of local functionals F is isomorphic to the cohomology group
HN(Ω∗,0(J∞E), dH) = Ω
N,0(J∞E)/dH(Ω
N−1,0(J∞E)).
The isomorphism of the lemma is induced by the correspondence
ΩN,0(J∞E) ∋ f(x,u)dx1 ∧ · · · ∧ dxN ←→ L ∈ F ,
where L is the functional corresponding to the form L(x,u)dx1 ∧ · · · ∧ dxN , with L(x,u) :=
f(x,u)− f(x, 0).
We cite from the introduction to [2]:
“The approach to Poisson brackets in this context, pioneered by Gel’fand, Dickey and
Dorfman (see [9, 8, 10, 11, 12, 15, 6] for reviews), is to consider the Poisson brackets for
local functionals as being induced by brackets for local functions, which are not necessarily
strictly Poisson. We will analyze here in detail the structure of the brackets for local functions
corresponding to the Poisson brackets for local functionals. More precisely, we will show
that these brackets will imply higher order brackets combining into a strong homotopy Lie
algebra.”
A suitable bracket for local functions, which is not necessarily strictly Poisson, is given by
l˜2 ∈ O
N(2) considered as a map from ΩN,0(J∞E)⊗ ΩN,0(J∞E) to ΩN,0(J∞E) such that:
(i) l˜2(α, dHβ) ∈ dHΩ
N−1,0(J∞E) for all α ∈ ΩN,0(J∞E) and β ∈ ΩN−1,0(J∞E),
(ii) l˜2(α, β) + l˜2(β, α) ∈ dH(Ω
N−1,0(J∞E)), and
(iii) ∑
σ∈unsh(2,1)
(l˜2 ◦σ l˜2)(α1, α2, α3) :=
:=
∑
σ∈unsh(2,1)
e(σ)ǫ(σ)l˜2(l˜2(ασ(1), ασ(2)), ασ(3)) ∈ dHΩ
N−1,0(J∞E)
[July 22, 1998] 25
for all α1, α2, α3 ∈ Ω
N,0(J∞E), where unsh(k, p) is the set of permutations σ satisfying
σ(1) < . . . < σ(k)︸ ︷︷ ︸
first σ hand
and σ(k + 1) < . . . < σ(k + p),︸ ︷︷ ︸
second σ hand
e(σ) is the Koszul sign and ǫ(σ) is the standard sign of a permutation. The meaning of the
last condition is that l˜2 satisfies the Jacobi identity up to a boundary, that is
l˜2(l˜2(α1, α2), α3) + l˜2(l˜2(α2, α3), α1) + l˜2(l˜2(α3, α1), α2) ∈ dHΩ
N−1,0(J∞E).
The paper [2] proves that when the original map l˜2 satisfies conditions (i), (ii) and (iii), there
is a strong homotopy Lie structure (see [13] for relevant definitions) on the graded vector space
X∗ = Ω∗(J
∞E), that is, a collection of linear, skew symmetric maps lk : (X
⊗k)∗ −→ X∗+k−2,
k ≥ 1, that satisfy, for any n ≥ 1, the relation∑
i+j=n+1
σ∈unsh(i,n−i)
e(σ)ǫ(σ)(−1)i(j−1)lj(li(xσ(1), . . . , xσ(i)), xσ(i+1), . . . , xσ(n)) = 0.
In this formulation the element l1 of degree −1 is the boundary operator of the complex. In
the case under consideration, l1 = dH .
The authors use the exactness of the complex Ω∗(J
∞E) to define the lifting l2 as well
as to define the higher brackets, lk. From our point of view there is a problem with their
construction in that the recursive definition of lk is based on a choice for each k-tuple of
local functions, and there is no control of the class of operator being defined. For example,
they argue:
“In degree zero,
∑
σ∈unsh(2,1) e(σ)ǫ(σ)l˜2(l˜2(xσ(1), xσ(2)), xσ(3)) is equal to a boundary b in
X0 by condition (iii). There exists an element z ∈ X1 with l1z = b and so we define
l˜3(x1, x2, x3) = −z.”
This “pointwise” construction is not sufficient to guarantee if l˜2 is a LDO that the lift l˜3
will be also. Given a higher bracket lk which has been partially defined up to degree j
lk :
⊕
i≤j
(X⊗k)i −→
⊕
i≤j
Xi+k−2,
similar arguments are invoked to extend it to
lk : (X
⊗k)j+1 −→ Xj+k−1.
There is no guarantee that the map so defined will satisfy lk ∈ DEndk−2(k).
The results of Sections 4 and 5 together with Proposition 6.4 given below allow us to prove
that in fact all lk ∈ DEndk−2(k). To be more precise,
– Theorem 4.8(ii) will establish the existence of a suitable extension of l˜2,
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– Theorem 5.2 will allow us to define l˜3 ∈ O
N−1(3) as well as the extension to l3 ∈
DEnd1(3).
– Once we have defined l3 the existence of the higher lk follows from Theorem 4.8 (i),
i.e., the acyclicity in dimensions greater than zero of DEnd∗(n).
Recall that the Euler operator E : ΩN,0(J∞E)→ Loc(E) is defined by
E(L(x,u)dx1 ∧ . . . ∧ dxN) :=
∑
I
(−1)I
(
d
dx
)I (
∂L
∂uI
)
.
The next well-known lemma and the subsequent proposition play an essential roˆle here by
allowing us to express in terms of the character of a LDO conditions such as (i), (ii) and (iii)
which involve the image of dH , that is, dH of some unspecified forms, for a proof see [15].
Lemma 6.3. An element α ∈ ΩN,0(J∞E) has the form dHβ for β ∈ Ω
N−1,0(J∞E) if and
only if E(α) = 0.
Proposition 6.4. Given A ∈ ON(n), A(f1, . . . , fn) ∈ dH(Ω
N−1,0(J∞E)) for all n-tuples
(f1, . . . , fn) ∈ Loc(E)
⊗n if and only if χ(A) = 0.
Proof. From (31) we know that there exists B ∈ ON−1(n) such that A = dH ◦ B + χ(A).
Since E ◦ dH = 0 we have
E ◦ χ(A) = E ◦ A.(56)
By this equation, χ(A) = 0 implies E ◦ A = 0 and A(f1, . . . , fn) ∈ dH(Ω
N−1,0(J∞E)) by
Lemma 6.3.
To prove the opposite implication, it is enough, again by (56), to show that E ◦ χ(A) = 0
implies χ(A) = 0. Since χ(A) ∈ LDO0(n), this will follow from the following lemma.
Lemma 6.5. For A ∈ LDO0(n), E ◦ A = 0 if and only if A = 0.
Proof. Let us discuss the linear case, n = 1, first. Each exponent α can be written as
α = (n, β), where n := α(0, . . . , 0) and β is the rest of the array. Clearly degf (α) = degf(β).
Thus each A ∈ LDO0(1) (which contain no horizontal derivatives) decomposes to the sum
A =
∑
m≥0Am with
Am :=
∑
n≥0, degf (β)=m
p(n,β)(x,u)
∂n
∂un
(
∂
∂u
)β
.
If A 6= 0, then the minimum M := min{m; Am 6= 0} is defined and the supremum
nM := sup{n; there exists β with degf(β) = M such that pn,β(x,u) 6= 0}
is, by (14), a finite number.
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It is immediate to see that in the similar decomposition E ◦ A =
∑
m≥0(E ◦ A)m one has
(E ◦ A)m = 0 for m < M and
(E ◦ A)M =
∑
degf (β)=m
p(nM ,β)(x,u)
∂nM+1
∂unM+1
(
∂
∂u
)β
+ terms of degrees ≤ nM in ∂/∂u.
The assumption E ◦ A = 0 implies that (E ◦ A)M = 0, which in turn implies that
∑
degf (β)=M
p(nM ,β)
(
∂
∂u
)β
= 0,
which contradicts the definition of nM .
Now in the multilinear case the operators in A which are acting on f1 look like the terms
in the case n = 1, involving only (∂/∂u1)α and no total derivatives. Essentially from the
same argument isolating the terms in E ◦A which have ∂/∂u1 we conclude that A = 0.
Proposition 6.4 has the following corollary.
Corollary 6.6. (‘pointwise = global’) Given an element A ∈ ON(n), then A(f1, . . . , fn) ∈
dHΩ
N−1,0(J∞E) for each f1, . . . , fn ∈ Loc(E) if and only if A is a boundary in O
∗(n).
Applying the corollary, we see that (ii) implies the existence of an m˜ ∈ ON−1(2) such that
l˜2 + l˜2 ◦ τ = dHm˜ (τ interchanges the arguments).
We may assume that the coefficients of m˜ are symmetric as bilinear operators, otherwise we
replace m˜ by 1
2
(m˜+ m˜ ◦ τ). Replacing l˜2 with l˜2−
1
2
dHm˜ gives a skew-symmetric element of
ON(2) which determines the same bracket on the space of functionals F . Similar arguments
can be applied to insure appropriate skew-symmetries for all other lk’s. The next step is
lifting l˜2 to a chain map on the entire complex X∗. Reinterpreting condition (i) with the
help of Proposition 6.4, we conclude that
χ(l˜2 ◦
d
dxij
) = 0,
for i = 1, 2 and 1 ≤ j ≤ N. In the notation of Theorem 4.8, a0(l˜2) = 0 and there exists a
cycle l2 ∈ Z0(DEnd∗(2)) such that B0(l2) = l˜2, that is, a chain map of LDO’s lifting l˜2.
Now B0(
∑
σ∈unsh(2,1) l2 ◦σ l2) =
∑
σ∈unsh(2,1) l˜2 ◦σ l˜2 and condition (iii) implies that
χ(
∑
σ∈unsh(2,1)
l˜2 ◦σ l˜2) = 0.
The existence of l3 ∈ DEnd1(3) now follows from Theorem 4.8(ii). We complete the strong
homotopy Lie structure using the acyclicity of (DEnd∗(n), δ) in positive dimensions for all
n ≥ 4.
These results are summarized in the following theorem.
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Theorem 6.7. For α ∈ ΩN,0(J∞E), let
∫
α be the functional
∫
α[φ] =
∫
(j∞φ)∗α. Given
l˜2 : Ω
N,0(J∞E)⊗ ΩN,0(J∞E)→ ΩN,0(J∞E), define a bilinear map {−,−} : F ⊗F → F on
the space of functionals by
{
∫
α1,
∫
α2} :=
∫
l˜2(α1, α2).(57)
If l˜2 is a LDO satisfying conditions (i), (ii) and (iii) listed at the beginning of this section,
then (57) defines a Lie bracket which lifts to a strong homotopy Lie algebra structure on
Ω∗,0(J∞E) such that all the higher brackets are also LDOs.
In other words, all the constructions in [2] can in fact be done in the class LDO of local
differential operators.
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