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This paper applies a matrix-analytical approach to analyze the packet loss pattern of ﬁnite
buffer single server queue with discrete-time batch Markovian arrival process (DBMAP).
The service process is correlated and its structure is presented through discrete-time Mar-
kovian service process (DMSP). The bursty nature of packet loss pattern will be examined
by means of statistics with respect to alternating loss periods and loss distances. The loss
period is the period that loss once it starts; loss distance refers to the spacing between the
loss periods. All of the two related performance measurement are derived, including prob-
ability distributions of a loss period and a loss distance, average length of a loss period and
a loss distance. Queueing systems of this type arise in the domain of wireless local commu-
nications. Based on the numerical analysis of such a queueing system, some performance
measures for the wireless local communication are presented.
 2010 Elsevier Inc. All rights reserved.1. Introduction
During the last few decades queueing systems under various type of arrival and services processes have been investigated
due to their applicability in computer networks. Because the traditional Markov model can not adequately capture the prop-
erty of complex multimedia trafﬁc, such as Web browsing, VoIP, and teleconferencing, it is necessary to propose a suitable
trafﬁc model to describe multimedia applications over computer networks. Trafﬁc with certain bursty characteristics can be
qualitatively modeled by a DBMAP, as conﬁrmed in [1]. The literature on the application of the DBMAP to model network
trafﬁc is rich. The use of DBMAP is proposed in [2] to model video sources. In [3], Kang et al. provided evidence that DMAP
yielded a very good estimation of the cell loss ratio for usual superpositions of voice and VBR video sources. In [4], Heyman
and Lucantoni provided evidence that a DMMPP is a good model for Internet trafﬁc at the packet/byte level. In [5], Salvador
et al. proposed a parameter ﬁtting procedure using superposed two-state DMMPP that leads to accurate estimates of queue-
ing behavior for network trafﬁc exhibiting long-range dependent behavior. Based on this observation, an arrival process for
packet stream is modeled as a DBMAP [1,6] in this paper.
Like the DMAP, discrete-time Markovian service process (DMSP) is a versatile service process and can capture the corre-
lation among the service times. So far, much research has focused on the queue with Markovian service process (MSP) [7–9].
However, to the best of authors’ knowledge there are no studies available on DMSP.. All rights reserved.
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The same loss rate can result in signiﬁcantly different perceptions of performance given two different loss patterns. Conse-
quently, Koodli, and Ravikanth [10] introduce some additional metrics, which describe loss patterns:
 Loss period deﬁnes the length of loss once it starts.
 Loss distance deﬁnes the spacing between the loss periods.
Most of the past work assume an inﬁnite buffer and focus on obtaining the queue and the waiting time characteristics.
This paper assumes a ﬁnite buffer and obtains various packet loss characteristics such as the packet loss period and packet
loss distance. With buffer size K, the packet loss pattern of the DBMAP/DMSP/1/K queueing system is characterized. We ap-
ply a matrix-analytic approach to analyze the packet loss pattern. The loss pattern of the DBMAP/DMSP/1/K queueing system
is characterized by examining the statistics in a packet loss period and in a packet loss distance through two hypothesized
discrete-time absorbing Markov chains. Formulas are derived to explore the distributions of the lengths of a loss period and a
loss distance.
This paper is organized as follow: In Section 2, the DBMAP/DMSP/1/K queueing system is brieﬂy introduced. In Section 3,
the packet loss pattern of the DBMAP/DMSP/1/K queueing system is analyzed. In Section 4, queueing systems of this type
occur in the domain of wireless local communications. Experimental numerical results are computed and discussed in
Section 5 to reveal the computational tractability of our analysis and to develop a better understanding of the packet loss
pattern over a wireless local communications. Concluding remarks are given in Section 6.
2. DBMAP/DMSP/1/K queue
2.1. Arrival model
The arrival processes discussed in this paper are assumed to be DBMAPs since time is assumed to be slotted. A DBMAP can
be described by a special type of discrete-time Markov chain. Let {(Na(t), Ja(t))}tP0 be a discrete-time Markov chain with two-
dimensional state space {(l, j)jlP 0,1 6 j 6ma} and transition probability matrixD0 D1 D2 D3   
0 D0 D1 D2   
0 0 D0 D1 . . .
   
2
6664
3
7775;where Na(t) stands for a counting variable, Ja(t) represents an auxiliary state or phase variable, and Di’s are non-negative
ma ma matrices whose entries are between 0 and 1, called parameter matrices. The transition probability from state (l, j)
to state (l + i, j0), which corresponds to the arrival of a batch of size i, is the (j, j0) th entry ðDiÞj;j0 of the ma ma matrix Di.
ðDiÞj;j0 may depend on phases j and j0. The sum of all parameter matricesD ¼
X1
i¼0
Di ð1Þis an ma ma stochastic matrix which is the transition probability matrix of the underlying Markovian structure {Ja(t)}tP0
with respect to the DBMAP. (I  D0) is assumed to be nonsingular such that the sojourn time at any state of the state space
{(l, j)jlP 0,1 6 j 6ma} is ﬁnite with probability 1, thus guaranteeing that the process never terminates. The fundamental ar-
rival rate k of this DBMAP can then be deﬁned ask ¼ pa
X1
i¼1
iDi
 !
e; ð2Þwhere pa is the stationary probability vector of D in (1), i.e. paD = pa, pae = 1, and e is assumed in this paper to be the all-1
column vector with the designated dimension.
An important measure of arrival process for the correlation is the index of dispersion for count (IDC) which inﬂuences
heavily the quality of service. Let Xa1; . . . ;X
a
k
 
be a set of random variables, where Xai is the number of arrivals at time slot
i. The IDC of arrival process, denoted by Ia(k), is deﬁned to be the variance of the number of arrivals in an interval of length
k divided by average of the number of arrivals in an interval of length k, i.e.IaðkÞ ¼ Varð
Pk
i¼1X
a
i Þ
EðPki¼1Xai Þ :
The limit of the IDC of DBMAP is given by [11]lim
k!1
IaðkÞ ¼
pa
P1
i¼1i
2Di
 
e 3k3 þ 2pa
P1
i¼1iDi
 ðI  ðD epaÞÞ1 P1i¼1iDi e
k
: ð3Þ
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index of dispersion for count can be tuned. We can derive the effect of bursty trafﬁc.
2.2. Service model
A DMSP can be described by a special type of discrete-time Markov chain. Let {(Ns(t), Js(t))}tP0 be a discrete-time Markov
chain with two-dimensional state space {(l, j)jlP 0,1 6 j 6ms} and transition probability matrixH0 H1 0 0   
0 H0 H1 0   
0 0 H0 H1   
   
2
6664
3
7775;where Ns(t) stands for a counting variable, Js(t) represents an auxiliary state or phase variable, and Hi’s are non-negative
ms ms matrices whose entries are between 0 and 1, called parameter matrices. The transition probability from state (l, j)
to state (l + 1, j0), which corresponds to the service departure, is the (j, j0)th entry ðH1Þj;j0 of the ms ms matrix H1. ðH1Þj;j0
may depend on phases j and j0. The sum of all parameter matricesH ¼ H0 þ H1 ð4Þ
is an ms ms stochastic matrix which is the transition probability matrix of the underlying Markovian structure {Js(t)}tP0
with respect to the DMSP. (I  H0) is assumed to be nonsingular such that the sojourn time at any state of the state space
{(l, j)jlP 0,1 6 j 6ms} is ﬁnite with probability 1, thus guaranteeing that the process never terminates. The fundamental ser-
vice rate l of this DMSP can then be deﬁned asl ¼ psH1e; ð5Þ
where ps is the stationary probability vector of H in (4), i.e. psH = ps, pse = 1, and e is assumed in this paper to be the all-1
column vector with the designated dimension.
A most important characteristic of a service process, besides its mean, is its limit of the IDC. The limit of the IDC of DMSP is
given bylim
k!1
IsðkÞ ¼ l 3l
3 þ 2psH1ðI  ðH  epsÞÞ1H1e
l
: ð6ÞBy carefully choosing the values of the parameters, properties such as the mean burst durations, the average service rate, the
index of dispersion for count can be tuned. We can derive the effect of bursty effect of the DMSP.
2.3. DBMAP/DMSP/1/K queue
Consider the embedded Markov chain {(K(t), J(t), I(t))}tP0 of the DBMAP/DMSP/1/K queue, which can be described as a par-
ticular type of semi-Markov process where the state jumps regularly at a constant slot time. This is considered in the state
space {0,1, . . . ,K,Kloss}  {1,2, . . . ,ma}  {1,2, . . . ,ms}, where K(t), J(t), and I(t), denote the buffer occupancy, the phase of the
DBMAP, the phase of the DMSP, respectively, at the end of the tth time slot. For convenience, the queueing system is said
to be at a level k if its buffer occupancy is equal to k. Level Kloss deﬁnes an event that takes place packet loss at level K.
The embedded Markov chain now has an irreducible transition probability matrix of the following block formQ ¼
D0  H D1  H    DK  H
P1
i¼Kþ1Di  H
D0  H1 D0  H0 þ D1  H1    DK1  H0 þ DK  H1
P1
i¼Kþ1Di1  H0 þ Di  H1
0 D0  H1    DK2  H0 þ DK1  H1
P1
i¼KDi1  H0 þ Di  H1
..
. ..
. . .
. ..
. ..
.
0 0    D1  H0 þ D2  H1
P1
i¼3Di1  H0 þ Di  H1
0 0    D0  H0 þ D1  H1
P1
i¼2Di1  H0 þ Di  H1
2
6666666664
3
7777777775
; ð7Þwhere  is the Kronecker product [12]. Each block is of dimension mams mams and corresponds to the transition from one
buffer level to another buffer level.
3. Analysis of loss patterns
As shown in Fig. 1, the loss pattern of a queueing system passes through alternating loss period and loss distances. To
study the loss pattern of a queue, we decompose the state space {0,1, . . . ,K,Kloss}  {1,2, . . .,ma}  {1,2, . . .,ms} into two
subsets
Fig. 1. Sample path of the buffer occupancy in a wireless link queueing system with buffer size K.
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Xlp ¼ fKlossg  f1;2; . . . ;mag  f1;2; . . . ;msgaccording to the buffer size K. With this partition of the state space, the transition probability matrix Q in (7) of the embed-
ded Markov chain of the queueing system can be partitioned as follows:Q ¼ Uld Ald;lp
Alp;ld Ulp
 
; ð8ÞwhereUld ¼
D0  H D1  H    DK  H
D0  H1 D0  H0 þ D1  H1    DK1  H0 þ DK  H1
0 D0  H1    DK2  H0 þ DK1  H1
..
. ..
. . .
. ..
.
0 0    D0  H0 þ D1  H1
2
66666664
3
77777775
;
Ald;lp ¼
P1
i¼Kþ1Di  HP1
i¼Kþ1Di1  H0 þ Di  H1P1
i¼KDi1  H þ Di  H1
..
.
P1
i¼2Di1  H0 þ Di  H1
2
66666664
3
77777775
;
Alp;ld ¼ 0 0    D0  H1 D0  H0 þ D1  H1½ ;
Ulp ¼
X1
i¼2
Di1  H0 þ Di  H1:The matrices Uld, Ald,lp, Alp,ld and Ulp are transition probability submatrices governing transitions fromXld into itself, fromXld
into Xlp, from Xlp into Xld and from Xlp into itself, respectively.
3.1. Two hypothesized Markov chains
To study the distribution of the length of a loss distance, we consider those times for the queueing system that start from
a state in the non-loss state subspaceXld and enter a state in the loss state subspaceXlp for the ﬁrst time (i.e., no other states
in Xlp have been visited before). We use sld;lpðk;j;iÞ;ðk0 ;j0 ;i0 Þ to denote such a time from a state (k, j, i) in Xld to a state (k
0, j0, i0) in Xlp.
To investigate the distribution of sld;lpðk;j;iÞ;ðk0 ;j0 ;i0 Þ, a hypothesized Markov chain is deﬁned by modifying the stochastic transi-
tion matrix Q of the embedded Markov chain toQld ¼
Uld Ald;lp
0 I
 
; ð9Þwhere 0 and I are the all-zero and the identity matrices with the designated dimensions, respectively. Furthermore, since the
level of buffer occupancy in the original queueing system starts at K  1 or K in every loss distance state (except possibly the
1786 Y.-C. Wang et al. / Applied Mathematical Modelling 35 (2011) 1782–1797ﬁrst one), the initial probability vector of this hypothesized Markov chain is assumed to be [a,0], where a is a row vector of
the form [0, . . . ,0,aK1,aK] in which ak ¼ ½ak;1;1; . . . ;ak;ma ;ms  such that (aK1 + aK)e = 1. Here, 0 is all-zero row vector with the
designated dimensions. With this setup, Xlp consists of the entire absorbing states in this hypothesized Markov chain, and
sld;lpðk;j;iÞ;ðk0 ;j0 ;i0 Þ is the absorbing time.
Let pld;lpðk;j;iÞ;ðk0 ;j0 ;i0 ÞðtÞ ¼ Prfs
ld;lp
ðk;j;iÞ;ðk0 ;j0 ;i0 Þ ¼ tg, t = 1, 2, . . ., be the probability distribution of the absorbing time s
ld;lp
ðk;j;iÞ;ðk0 ;j0 ;i0 Þ. Let
Pld,lp(t) be a matrix with its ((k, j, i), (k0, j0, i0))-th entry being p
ld;lp
ðk;j;iÞ;ðk0 ;j0 ;i0 ÞðtÞ for (k, j, i) 2Xld and (k0, j0, i0) 2Xlp, for all tP 1. Thus
the sequence of matrices Pld,lp(t) represents the distributions of the entire absorbing times of the hypothesized Markov chain
with the with transition probability matrix Qld. Then from (9), we havePld;lpðtÞ ¼ Ut1ld Ald;lp; t ¼ 1;2; . . .
It can be seen that
P1
t¼1Pld;lpðtÞ is a stochastic matrix, i.e.,ðI  UldÞ1Ald;lpe ¼ e: ð10Þ
Similarly, to study the distribution of the length of a loss period, we consider times for the queueing system starting from
a state inXlp and transiting to a state inXld for the ﬁrst time (i.e., no other states inXld have been visited before). We also use
slp;ldðk;j;iÞ;ðk0 ;j0 ;i0 Þ to denote such a time from a state (k, j, i) in Xlp to a state (k
0, j0, i0) in Xld. By the nature of the investigated queueing
system, the ﬁrst state visited in Xld should be at the level K  1 or K. Thus, only the times slp;ldðk;j;iÞ;ðk0 ;j0 ;i0 Þ ending at level k0 = K  1
or K are examined.
Now, we can set up another hypothesized Markov chain by modifying the stochastic transition matrix Q of the embedded
Markov chain of the original queueing system toQlp ¼
I 0
Alp;ld Ulp
 
: ð11ÞThe initial probability vector of Qlp is supposed to be ½0; . . . ;0; bKloss , in which bKloss ¼ ½bKloss ;1;1; . . . ; bKloss ;ma ;ms  such that
bKloss e ¼ 1. Thus, each state at level K  1 or K is an absorbing state in this hypothesized Markov chain and s
lp;ld
ðk;j;iÞ;ðK1;j0 ;i0 Þ or
slp;ldðk;j;iÞ;ðK;j0 ;i0 Þ is the absorbing time.
Let plp;ldðk;j;iÞ;ðk0 ;j0 ;i0 ÞðtÞ, t = 1, 2, . . ., be the probability distribution of the absorbing time s
lp;ld
ðk;j;iÞ;ðk0 ;j0 ;i0 Þ. And let Plp,ld(t), t = 1, 2, . . ., be
the sequence matrices which represent the distributions plp;ldðk;j;iÞ;ðk0 ;j0 ;i0 ÞðtÞ of the entire absorbing times of the hypothesized Mar-
kov chain with the with transition probability matrix Qlp in the above. Then by (11), we havePlp;ldðtÞ ¼ Ut1lp Alp;ld; t ¼ 1;2; . . .
It can also be seen that
P1
t¼1Plp;ldðtÞ is a stochastic matrix, i.e.,ðI  UlpÞ1Alp;lde ¼ e: ð12Þ
Note that the matrix inverses in (10) and in (12) are available since both Uld and Ulp are substochastic matrices.
3.2. Absorbing probability vectors a and bKloss
As stated in the last subsection, the proposed queueing system passes through alternating loss periods and loss distances.
The behavior of the queueing system during a loss distance can be fully described by the hypothesized Markov chain with
the transition probability matrix Qld and the initial probability vector [a,0]. Similarly, its behavior during a loss period can be
fully described by another hypothesized Markov chain with the transition probability matrix Qlp and the initial probability
vector ½0; . . . ;0; bKloss . In a steady-state, the probability vector a is just the absorbing probability vector of the hypothesized
Markov chain with the transition probability matrix Qlp and the initial probability vector ½0; . . . ;0; bK loss , i.e.,a ¼
X1
t¼1
bKlossPlp;ldðtÞ ¼ bKloss ðI  UlpÞ
1Alp;ld: ð13ÞAnd, the probability vector bKloss is just the absorbing probability vector of the hypothesized Markov chain with the transition
probability matrix Qld and the initial probability vector (a,0), i.e.,bKloss ¼
X1
t¼1
aPld;lpðtÞ ¼ aðI  UldÞ1Ald;lp: ð14ÞFrom (13) and (14), recursive formulas can be obtained to calculate the two absorbing probability vectors a and bKloss iter-
atively by ﬁrst assigning an arbitrary probability vector to a or to bKloss . The existence and uniqueness of a and bKloss can be
deduced from the fact that the original embedded Markov chain is positive recurrent. Then by (13) and (14), we havea ¼ a ðI  UldÞ1Ald;lpðI  UlpÞ1Alp;ld
 
; ae ¼ 1 ð15Þ
Y.-C. Wang et al. / Applied Mathematical Modelling 35 (2011) 1782–1797 1787andbKloss ¼ bKloss ððI  UlpÞ
1Alp;ldðI  UldÞ1Ald;lpÞ; bKloss e ¼ 1; ð16Þwhich indicate that the absorbing probability vectors a and bKloss are stationary probability vectors
(I  Uld)1Ald,lp(I  Ulp)1Alp,ld and (I  Ulp)1Alp,ld(I  Uld)1Ald,lp, respectively.
Since the absorbing probability vectors a and bKloss summarize the behavior of the queueing system during a loss period
and a loss distance, the original queueing system can be described as an alternating renewal process in which a cycle consists
of a loss period and a loss distance. In the following subsection, we evaluate the probability distributions of loss period and
loss distance.
3.3. Probability distributions for loss period and loss distance
Let Lld and Llp be the lengths of loss distance and loss period in the queueing system, respectively. It is clear that Lld and Llp
are the life-spans of the two hypothesized Markov chains with the with transition probability matrix Qld and Qlp before
absorption. From the deﬁnitions of Pld,lp(t) and Plp,ld(t), t = 1, 2, . . ., in Section 3.1, the probability distributions of Lld and
Llp arePfLld ¼ tg ¼ aPld;lpðtÞe ¼ aUt1ld Ald;lpe;
PfLlp ¼ tg ¼ bKlossPlp;ldðtÞe ¼ bKlossU
t1
lp Alp;ldefor t = 1, 2, . . .. And the probability generating functions of Lld and Llp arePLld ðzÞ ¼ aPld;lpðzÞe ¼ zaðI  zUldÞ1Ald;lpe
PLlp ðzÞ ¼ bKlossPlp;ldðzÞe ¼ zbKloss ðI  zUlpÞ
1Alp;lde:Now the average lengths of loss distance and loss period areE½Lld ¼ @
@z
PLld ðzÞ

z¼1
¼ aðI  UldÞ2Ald;lpe
E½Llp ¼ @
@z
PLlp ðzÞ

z¼1
¼ bKloss ðI  UlpÞ
2Alp;ldeAnd by (10) and (12), we haveE½Lld ¼ aðI  UldÞ1e; ð17Þ
E½Llp ¼ bKloss ðI  UlpÞ
1e ð18Þ4. Wireless local communications
In this section, we focus on a single communication channel whose signals are affected by fading, interference and noise
which leads to bursts of errors. Recent studies based on ﬁtting analytic models to simulation data have shown that hidden
Markov model successfully captures the essential behavior of the data block error in these more complex scenarios as well
[13,14].
We assume a wireless link, subject to bursty errors, with a relatively high data rate. The time axis is slotted. We focus on a
single user who has access to the full bandwidth. The arrival process at the transmitter is DBMAP. A buffer of size K packets is
present at the transmitter, where incoming packets are queued, waiting to be transmitted.
The memory exhibited by the fading Rayleigh channel is analyzed by modeling the error process at the packet level as a
hidden Markov model. A simple automatic retransmission request scheme is used here to counteract the effect of packet
errors. A perfect and instantaneous feedback channel is assumed, so that at the end of each slot, the transmitter knows ex-
actly whether or not the transmission was successful. Packets that were not successfully received are immediately
retransmitted.
Consider a transmission channel which can be described by the error process. We assume that the error process can be
modeled by a stationary hidden Markov model which is deﬁned by two matrices H0 and H1. We call H0 and H1 the matrix
probabilities of an error reception and a correct reception, respectively. The sequence of states is a Markov chain with a state
transition probability matrix H = H0 + H1. Since we assume that the process is stationary, the state initial probability vector
can be obtained from the systempsH ¼ ps; pse ¼ 1: ð19Þ
The model just described can be used for error processes at various levels. For example, it can track bit-level errors, or it
can track packet-level errors. In this paper, we will consider a hidden Markov model at the packet level. We will derive it
1788 Y.-C. Wang et al. / Applied Mathematical Modelling 35 (2011) 1782–1797from the data obtained by simulating the error process arising in a Rayleigh fading channel. It should be clear, however, that
our analysis applies to all cases in which a hidden Markov model for packet error is available.
5. Numerical results and discussion
In this section, we present some numerical results obtained on the basis of a three-state hidden Markov model of packet
error processes induced by Rayleigh fading [13,14]. The packet successes and failures are determined based on a threshold
model for the instantaneous fading envelope. More speciﬁcally, let F be the fading margin of the channel. Packets for which
the fading attenuation exceeds F, are declared to be in error, whereas all others are assumed to be correctly received. The
hidden Markov model is obtained by numerical ﬁt of the burst and gap length distributions. We remark that this is just
an example to illustrate the application of our analysis. Discussion about appropriate ways to model fading channels is
not the focus here. We refer to the vast literature on the topic for more detail.
Consider the case F = 20 dB and let fDT = 0.01 be the value of the Doppler frequency normalized to the packet transmission
rate, which determines the process memory span. The fading process is approximated by the hidden Markov model with the
following matrix probabilities [13,14]:H1 ¼
0:997079 0 0
0:353477 0 0
0:121662 0 0
0
B@
1
CA; ð20Þ
H0 ¼
0 0:002708 0:000213
0 0:646523 0
0 0 0:878338
0
B@
1
CA: ð21ÞDBMAPs are good models for bursty trafﬁc sources (e.g., VBR video) [2,15]. Based on the methods proposed in [2] to model
the input process by a DBMAP, the underlying Markovian structure for the trafﬁc is assumed here to be an ma-state birth-
and-death process, in which each of the ma states (i.e. phases) corresponds to a level in the uniform quantization of the rate,
from 0 to ma  1, with the transition probability matrix D, whereD ¼
1 ðma  1Þp ðma  1Þp 0    0
q 1 q ðma  2Þp ðma  2Þp    0
0 2q 1 2q ðma  3Þp    0
..
. ..
. ..
. . .
. ..
.
0 0 0    1 ðma  1Þq
2
66666664
3
77777775
:Moreover, the sequences {Di}iP0 of parameter matrices for the input trafﬁc areDi ¼
aið0;/Þ    0
0    0
..
. . .
. ..
.
0    aiðma  1;/Þ
2
66664
3
77775D; 8iP 0;respectively, where aiðk;/Þ ¼ ki
	 

/ið1 /Þki. Notably, Di = 0 for all iPma. Next, assume that the input trafﬁc has p = 0.007,
q = 0.032. Also, / is adjusted so that the queue has different load conditions. Here, ma = 11 is selected. Thus, the underlying
Markovian structure for the input trafﬁc viewed as an 11-state birth-and-death Markov process with transition probability
matrix D. Moreover, the sequences {Di}6i610 are the parameter matrices of the input trafﬁc.
5.1. Validation of analytical model
Results of the analytical model are validated based on our system-level simulation. This simulator assumes a realistic
behavior. Settings for the system parameters are as follows. Consider the case of the examples described earlier, for which
F = 20 dB and let fDT = 0.01 be the value of the Doppler frequency normalized to the packet transmission rate. The fading pro-
cess is approximated by the hidden Markov model with the matrix probabilities in (20) and (21). The input trafﬁc has
p = 0.007, q = 0.032. Also, / is adjusted so that the queue has different load conditions. Here, ma = 11 is selected. The follow-
ing discussion compares the results obtained via the analytic model with the simulation results. Fig. 2 illustrates the average
length of loss period E[Llp] and the average length of loss distance E[Lld], as obtained using the analytical expressions above,
and using simulations. Numerical results obtained by using the analytical expressions of the queueing model are close to the
simulation results. We conclude that the proposed analytical expressions can derive the loss pattern in DBMAP/DMSP/1/K
queue. The following subsection describes how to derive the system performance based on the analytical expressions.
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Fig. 2. Analysis vs. simulation, K = 30.
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Figs. 3 and 4 summarize the numerical results of the average lengths of a loss period E[Llp] and a loss distance E[Lld] with
respect to a number of values of the trafﬁc arrival rate k and for various values of the buffer capacity K. As is anticipated, E[Llp]
slightly varies with the load condition. Additionally, E[Lld] is signiﬁcantly longer than that of a loss period under a light-to-
moderate load condition; in addition, E[Lld] decreases with an increasing arrival rate of trafﬁc. According to Fig. 3, E[Llp] in-
creases with an increasing arrival rate of trafﬁc from range 0.4 to 0.9. Because a loss period and a loss distance consist of a
cycle, decreases the average length of the loss distance by a larger factor would reduce the length of the cycle. This effect
causes the system to frequently alternate loss periods and loss distances. Because the system alternates between loss dis-
tances and loss periods, increasing the trafﬁc arrival rate k increases the probability E½Llp E½Llp þE½Lld  that the system remains in
the loss period. As expected, E[Lld] increases as K increases. The increase is more important in a light-to-moderate load con-
dition than in a heavy load condition. According to Fig. 5, E½Llp E½Llp þE½Lld  increases with an increasing arrival rate of the trafﬁc. How-
ever, E[Llp] and
E½Llp 
E½Llp þE½Lld  profoundly impact in wireless network based multimedia services.
As shown in Fig. 3, for a range of buffer size K from 20 to 30, the average length of loss periods is extremely small, ranging
from 1 to 3 over the range of trafﬁc arrival rate k from 0.1 to 0.9. The average length E[Llp] of a loss period seems to be insen-
sitive to the buffer size K setting and trafﬁc arrival rate k. However, the average length E[Llp] of loss period increases as k
increases in a range 0.4 to 0.9, while E[Llp] decrease as k increases in a range 0.3 to 0.4. With buffer size K = 30, the average
length of loss period decreases from 1.66 to 1.59 with a trafﬁc arrival rate k from 0.3 to 0.4, while the average length of loss
distance decreases from 3.05  106 to 7.45  104, a factor of about 100. Because a loss period and a loss distance consist of a
cycle, reducing the average length of loss distance by a larger factor would reduce the length of the cycle. This effect causes
the system to frequently alternate loss periods and loss distances. This is the main reason why E[Llp] decrease as k increases
in a range 0.3 to 0.4.
As shown in Fig. 4, for a buffer size K = 20, the average length of loss distance is at the value of 3.61  106, with trafﬁc
arrival rate k = 0.2. With the trafﬁc arrival rate k = 0.9, the average length of loss distance decreases further to 26.7, a factor
of about 105 decrease. Because of the system is alternate loss periods and loss distances, increasing trafﬁc arrival rate would
increase the probability that the system will stay in the loss period. Increasing the buffer size or channel bandwidth would
reduce the average length of the loss period and increase the average length of the loss distance.
As shown in Figs. 3 and 4, for a range of buffer size K from 20 to 30, the average length of a loss period increases from 1.97
to 2.01 with a trafﬁc arrival rate k = 0.7, but the average length of loss distance increases from 84.7 to 138.0, a factor of about
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Fig. 3. Average lengths of loss periods in a wireless link queueing system with fading channel.
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Fig. 4. Average lengths of loss distances in a wireless link queueing system with fading channel.
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Fig. 6. IDC of DBMAP with / = 0.02, . . . ,0.18.
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Fig. 5. Probability that the wireless link queuing system stays in loss period.
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Fig. 7. Average length of loss period vs. IDC of DBMAP.
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Fig. 8. Average length of loss distance vs. IDC of DBMAP.
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Y.-C. Wang et al. / Applied Mathematical Modelling 35 (2011) 1782–1797 17932. This indicates that the effect of increasing the buffer capacity is insensitive to the loss period but is sensitive to the loss
distance. Because the system is alternate loss periods and loss distances, increasing the buffer size K would decrease the
probability that the system stays in the loss period in this case. With a trafﬁc arrival rate k = 0.9 and the buffer size K from
20 to 30, the average length of loss distance increases from 26.7 to 34.0, a factor of about 1.2, while the average length of loss
period increases from 2.44 to 2.47. The resultant probability that the system stays in the loss period becomes quit high in
these cases. This indicates that the system is overloaded. Increasing the channel bandwidth is the only solution to reduce
this probability.5.3. Effect of trafﬁc burstiness
This section describes how trafﬁc burstiness affects the system performance by using various values of IDC based on (3).
The IDC is an important measure of the extent of trafﬁc burstiness in DBMAP. Fig. 6 illustrates how the parameters affect
burstiness. This example compares IDC for different values of p and q against vary /. A higher value of IDC can be achieved
based on a smaller value of p and q, and a large value of /. The fading process is approximated by the hidden Markov model
with the matrix probabilities in (20) and (21).
Figs. 7–9 compare the numerical results of E[Llp], E[Lld], and
E½Llp 
E½Llp þE½Lld  with different values of IDC limk?1Ia(k), respectively.
According to Fig. 6, the IDC value can be adjusted while the arrival rate of DBMAP remains constant. For example, by main-
taining the arrival rate at 0.5, the IDC (limk?1Ia(k) = 6.6,51.6,501.6,5001.6) is changed by varying p = q = 0.01, 0.001, 0.0001,
0.00001. Figs. 7 and 8 summarize the numerical results of the average lengths of a loss period E[Llp] and a loss distance E[Lld]
with respect to the trafﬁc load and value of IDC limk?1Ia(k). Notably, E[Llp] is apparently insensitive to IDC value. However,
E[Lld] is apparently sensitive to the IDC value in a moderate-to-heavy load condition. The average length of loss period de-
creases with a higher burstiness trafﬁc in a range of trafﬁc arrival rate k from 0.5 to 0.6, while the average length of loss dis-
tance apparently decreases with a higher burstiness trafﬁc. Because a loss period and a loss distance consist of a cycle,
reducing the average length of loss distance by a larger factor would reduce the length of the cycle. A higher burstiness trafﬁc
implies shorter E[Lld] for the same trafﬁc load, subsequently increasing the probability
E½Llp 
E½Llp þE½Lld  that the system remains in the
loss period, as shown in Fig. 9. Based on the above observations, the bursty nature of trafﬁc in loss patterns must be deter-
mined while providing real-time streaming services on the wireless networks.0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
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Fig. 9. Probability that wireless link queuing system stays in loss period vs. IDC of DBMAP.
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In this section, we model the service model based on a 2-state DMSP that incorporates the typical bursty characteristics of
the wireless channel characteristics. The transition matrix H of the DMSP can be expressed asH ¼ 1 a1 a1
a2 1 a2
 
:Additionally, the sequences {Hi}i=0,1 of parameter matrices for the service model areH1 ¼
g1 0
0 g2
 
H;
H0 ¼ H  H1:
Notably, this DMSP is a Markov-modulated Bernoulli service model with two states, during which, packets are serviced in a
slot with probabilities g1 and g2, respectively. Therefore, this DMSP replicates the bursty characteristics of a wireless channel
characteristics. Carefully selecting parameter values, properties such as the mean burst durations, the average service rate,
the instantaneous service rates during the corresponding bursts and index of dispersion for count (IDC) allows us to adjust.
Therefore, the service model is modeled by a 2-state DMSP here. Importantly, the bursty effect on wireless channel charac-
teristics can be derived.
This section describes how service burstiness affects the system performance by using various values of IDC based on (6).
The IDC is an important measure of the extent of service burstiness in DMSP. Fig. 10 illustrates how the parameters affect
burstiness. This example compares IDC for different values of a1 and a2 against vary g1 when g2 is ﬁxed at 0.001. A higher
value of IDC can be achieved based on a smaller value of a1 and a2, and a large value of jg1  g2j. The DBMAP has p = 0.007,
q = 0.032. Also, / is adjusted so that the queue has different load conditions. Here, ma = 11 is selected.
Figs. 11–13 compare the numerical results of E[Llp], E[Lld], and
E½Llp 
E½Llp þE½Lld  with different values of IDC limk?1Is(k), respec-
tively. According to Fig. 10, the IDC value can be adjusted while the service rate of DMSP remains constant. Above results
are obtained by maintaining the service rate at 0.8 and g1 = 1.599, g2 = 0.001. The IDC (limk?1Is(k) = 5.3,76.9,795.5) is chan-
ged by varying a1 = a2 = 0.1, 0.01, 0.001. Figs. 11, 12 summarize the numerical results of the average lengths of a loss period0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
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Fig. 10. IDC of DMSP with g1 = 0.2, . . . ,1.8.
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sitive to IDC value. However, E[Lld] is apparently sensitive to the IDC value in any load condition. Additionally, due to the
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Fig. 13. Probability that wireless link queuing system stays in loss period vs. IDC of DMSP.
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load condition. A higher burstiness service implies shorter E[Lld] for the same trafﬁc load, subsequently increasing the prob-
ability E½Llp E½Llp þE½Lld  that the system remains in the loss period, as shown in Fig. 13.
6. Conclusions
This paper applies a matrix-analytical approach to investigate the packet loss pattern of the ﬁnite buffer batch arrival
queue under discrete-time Markovian service process. The bursty nature of the pattern of packet loss is examined by means
of statistics with respect to alternating loss periods and loss distances. Two related performance measures are derived,
including (1) the probability distribution of a loss period and the average lengths E[Llp] of a loss period; and (2) the proba-
bility distribution of a loss distance and the average lengths E[Lld] of a loss distance. We use this queuing model to quantify
the effects of multimedia services over a wireless local communications with Rayleigh fading channel.
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