LAPACK and LINPACK both solve symmetric inde nite linear systems using the diagonal pivoting method with the partial pivoting strategy of Bunch and Kaufman 1977 . No proof of the stability of this method has appeared in the literature. It is tempting to argue that the diagonal pivoting method is stable for a given pivoting strategy if the growth factor is small. We show that this argument is false in general, and give a su cient condition for stability. This condition is not satis ed by the partial pivoting strategy, because the multipliers are unbounded. Nevertheless, using a more speci c approach w e are able to prove the stability of partial pivoting, thereby lling a gap in the body of theory supporting LAPACK and LINPACK.
throughout the research literature of the last 35 years. While writing the book Accuracy and Stability of Numerical Algorithms 14 we realised that there is no proof in the literature of the stability of the method used in LAPACK and LINPACK for solving symmetric inde nite linear systems. Furthermore, the stability is not a direct consequence of existing results. The purpose of this paper is to prove the stability o f the method and thereby to ll a gap in the body of theory supporting LAPACK and LINPACK.
In the remainder of the introduction we brie y describe the method to be analysed: the diagonal pivoting method with the partial pivoting strategy of Bunch and Kaufman 5 . This process can be repeated recursively on the n , s n , s S c h ur complement S = B , CE , 1 C T :
The result is a factorization P A P T =LDL T ; 1.2 where L is unit lower triangular and D is block diagonal with each diagonal block having dimension 1 or 2. This factorization is essentially a symmetric block form of Gaussian elimination, with pivoting, and it costs n 3 =3 ops 1 the same cost as Cholesky factorization of a positive de nite matrix plus the cost of determining the permutations . This method for computing a block LDL T factorization is called the diagonal pivoting method. Given the factorization 1.2 of a nonsingular A, a linear system Ax = b is readily solved by substitution, and by solving 2 2 linear systems corresponding to any 2 2 diagonal blocks of D.
The strategy for choosing is crucial for achieving stability. Bunch and Parlett 7 proposed a complete pivoting strategy, which requires the whole active submatrix to be searched on each stage of the factorization and therefore requires up to n 3 =6 comparisons. Bunch 3 proved that the diagonal pivoting method with complete pivoting satis es a backward error bound almost as good as that for Gaussian elimination with complete pivoting. Bunch where the a k ij are the elements of the Schur complements arising in the course of the factorization. From the derivation of the constant it is easy to show that n 1 + 1 = n,1 = 2 : 57 n,1 for partial pivoting, which is larger than the bound 2 n,1 for Gaussian elimination with partial pivoting GEPP. But, it seems that as for GEPP, large element growth is rare in practice 5 , 9 .
Stability of the Diagonal Pivoting Method
Since the growth factor for the diagonal pivoting method with partial pivoting is bounded, and is usually small in practice, does it not follow that the method is stable in the same sense as for GEPP? This is a tempting argument, and one that is neither used nor warned against in the existing literature. However, it is easy to show that the argument is false, by exhibiting an example where the diagonal pivoting method has a small growth factor but is unstable. An example not produced by partial pivoting is, with n = 3 and with a 2 2 pivot followed by a 1 1 pivot, see 16 or 14, Th. 7.1 for a proof of the latter equality, which w ould be of order u for a stable solution method. As decreases the computations become unstable.
We note that stability is obtained if, in 1.1, we take the natural 1 1 pivot a 11 instead of the ill conditioned 2 2 pivot A1: 2; 1: 2; interestingly, though, the 2 2 pivot shares with those chosen by the Bunch Kaufman partial pivoting strategy the property that it is inde nite. Partial pivoting is stable on this example. We conclude that a small growth factor is not, by itself, enough to guarantee stability of the diagonal pivoting method. A su cient condition for stability can be obtained by regarding the block LDL Our conclusion is that existing results for LU factorization and block LU factorization do not directly imply the stability of the diagonal pivoting method with partial pivoting. Any proof of stability m ust make use of the particular properties of the partial pivoting strategy.
The only claims of stability that we h a v e found in the literature are in the paper by Bunch, Kaufman and Parlett 6 and in the LINPACK Users' Guide 9, p. without proof, where p is a polynomial; we prove a result of this form and, in Theorem 4.2, a backward error result for the computed solution of Ax = b. We note that much of Bunch's analysis of the diagonal pivoting method in 3 is speci c to complete pivoting, so his analysis does not readily yield results for partial pivoting.
In the rest of the paper we present a new analysis to show that partial pivoting is indeed a stable pivoting strategy for the diagonal pivoting method.
Background Results from Error Analysis
We collect in this section some standard error analysis results that will be needed later. For our model of oating point arithmetic we take flxop y = x op y1 + ; j j u; o p = + ; , ; ; = ; 3.1 where u is the unit roundo . All the results we quote remain true under a weaker model that accommodates machines without a guard digit 14, x2.4 , provided some of the constants are increased slightly.
We i n troduce the constant n = nu 1 , nu ;
which carries with it the implicit assumption that nu 1 Again, strictly a second order term should be added to the bound, this time to account for the fact that jxj rather than jb xj appears on the right-hand side of 4.4.
The conclusion is that whether the linear system Ex=binvolving the 2 2 pivot is solved by GEPP or by using the explicit inverse, we h a v e E + Eb x = b; jEj c j E j ; 4.5 for an integer constant c. I t i s w orth stressing that such a result does not hold for an arbitrary 22 symmetric matrix E|we h a v e fully exploited the pivoting conditions in the derivation.
Componentwise Backward Error Analysis
Now w e carry out a componentwise backward error analysis of the diagonal pivoting method. We make only one assumption about the pivoting strategy: that 4.5 holds for the 2 2 pivots. For convenience, we assume, without loss of generality, that no interchanges are needed, which amounts to rede ning A := P A P T in 1.2.
To begin, we consider the rst stage of the factorization, using the notation of The bound in 4.10 is analogous to the bound in 3.3 that holds for Gaussian elimination. We h a v e already seen that the assumption 4.5 in Theorem 4.1 holds for the partial pivoting strategy of Bunch and Kaufman, provided linear systems Ex=bare solved by GEPP or by using the explicit inverse. It is easy to show that this assumption also holds for the complete pivoting strategy of Bunch and Parlett 7 under the same conditions interestingly, for the 2 2 pivots E that arise with the Bunch Parlett strategy, GEPP applied to a Ex = b is identical to Gaussian elimination with complete pivoting.
Normwise Analysis for Partial Pivoting
To show that the diagonal pivoting method is stable for a particular pivoting strategy, L T j = jLjjDjjL T j.
Initially, w e examine the contribution from the blocks of L and D produced by the rst stage of the factorization. For this more delicate part of the analysis we take full account of the interchanges in our notation. where n is the growth factor. Hence, applying the bounds above recursively to the 2; 2 block in 4.11, we deduce the pessimistic bound k j L jjDjjL T j k M 36n n kAk M :
4.14 We mention in passing that in early drafts of this paper we h a d a w eaker version of 4.5 in which jEj in the bound was replaced by jEj + ja r1 je 2 e T 2 . W e w ere still able to obtain a satisfactory bound for k j L jjDjjL T j k M , indicating that partial pivoting is somewhat more tolerant o f h o w the 2 2 systems are solved than might be thought from the analysis above.
Using the bound 4.14 in Theorem 4.1 we obtain the following normwise backward stability result for partial pivoting. This small change has the pleasing e ect of ensuring that for a positive de nite matrix no interchanges are done and that, as for the Bunch Kaufman strategy, only 1 1 pivots are used in this case. At the same time it leaves the growth factor bound unchanged, and all our analysis remains valid for this variant.
For sparse symmetric matrices, Du , Reid and co-authors compute the block LDL T factorization using a pivoting strategy very di erent from that of Bunch and Kaufman 11 , 12 , 13 . We describe the strategy in 13 as it applies to the rst stage of the factorization: a 11 is de ned to be an acceptable 1 1 pivot, from the point of view of numerical stability, i f j a 11 is bounded by a m ultiple of ,1 , which then implies bounds on the growth factor, and hence on kDk 1 . The stability of this pivoting strategy is therefore immediate, since 2.2 is satis ed. An interesting contrast is that the Bunch Kaufman strategy involves a xed amount of searching for a pivot, and the reasons for its stability are subtle, whereas the Du et al. strategy more directly forces stability b y bounding the multipliers, but gives up the xed amount of searching of the Bunch Kaufman strategy. Finally, w e emphasize that the aim of this work was to obtain a rigorous backward error bound for the diagonal pivoting method with partial pivoting. The actual performance of the method is a ected by the size of the growth factor. More work is needed to investigate the behaviour of the growth factor, about which less is known than the growth factor for Gaussian elimination with partial pivoting. Although the unboundedness of kLk 1 does not preclude backward stability, i t d o e s h a v e implications for the practical behaviour of the method; see Ashcraft, Grimes and Lewis 2 for a thorough study for both dense and sparse matrices.
A Appendix
In this appendix we bound three matrix expressions involving a 2 2 pivot from partial pivoting, E = a 11 a r1 a r1 a rr ja r1 j = :
