We study the approximation complexity of the partition function of the eight-vertex model on general 4-regular graphs. For the rst time, we relate the approximability of the eight-vertex model to the complexity of approximately counting perfect matchings, a central open problem in this eld. Our results extend those in [CLLY18] .
Introduction
The eight-vertex model is de ned over 4-regular graphs, the states of which are the set of even orientations, i.e. those with an even number of arrows into (and out of) each vertex. There are eight permitted types of local con gurations around a vertex-hence the name eight-vertex model (see Figure 1 ). Classically, the eight-vertex model is de ned by statistical physicists on a square lattice region where each vertex of the lattice is connected by an edge to four nearest neighbors. In general, the eight con gurations 1 to 8 in Figure 1 are associated with eight possible weights 1 , … , 8 . By physical considerations, the total weight of a state remains unchanged if all arrows are ipped, assuming there is no external electric where  ( ) is the set of all even orientations of , and is the number of vertices in type in (1 ≤ ≤ 8, locally depicted as in Figure 1 ) under an even orientation ∈  ( ).
In terms of the exact computational complexity, a complexity dichotomy is given for the eight-vertex model on 4-regular graphs for all eight parameters [CF17] . This is studied in the context of a classi cation program for the complexity of counting problems [CC17] , where the eight-vertex model serves as important basic cases for Holant problems de ned by not necessarily symmetric constraint functions. It is shown that every setting is either P-time computable (and some are surprising) or #P-hard. However, most cases for P-time tractability are due to nontrivial cancellations. In our setting where , , , are nonnegative, the problem of computing the partition function of the eight-vertex model is #P-hard unless:
(1) = = = (this is equivalent to the unweighted case); (2) at least three of , , , are zero; or (3) two of , , , are zero and the other two are equal. In addition, on planar graphs it is also P-time computable for parameter settings ( , , , ) with 2 + 2 = 2 + 2 , using the FKT algorithm.
Since exact computation is hard in most cases, one natural question is what is the approximate complexity of counting and sampling of the eight-vertex model. To our best knowledge, prior to [CLLY18] , there is only one previous result in this regard due to Greenberg and Randall [GR10] . They showed that on square lattice regions a speci c Markov chain (which ips the orientations of all four edges along a uniformly picked face at each step) is torpidly mixing when is large. It means that when sinks and sources have large weights, this particular chain cannot be used to approximately sample eight-vertex con gurations on the square lattice according to the Gibbs measure. Recently, similar torpid mixing results have been achieved for the six-vertex model on the square lattice [Liu18] .
[CLLY18] gave the rst classi cation results for the approximate complexity of the eight-vertex model on general and planar 4-regular graphs, and they conform to phase transition in physics. This is an extension to the work on the approximability of the six-vertex model [CLL19] . In order to state the results in [CLLY18] and in this work, we adopt the following notations assuming , , , ≥ 0.
• DO = {( , , , ) | ≤ + + , ≤ + + , ≤ + + , ≤ + + };
• -SUM = {( , , , ) | + ≤ + , + ≤ + , + ≤ + };
• SQ-SUM = {( , , , ) | 2 ≤ 2 + 2 + 2 , 2 ≤ 2 + 2 + 2 , 2 ≤ 2 + 2 + 2 , 2 ≤ 2 + 2 + 2 }.
Physicists have shown an order-disorder phase transition for the eight-vertex model on the square lattice between parameter settings outside DO and those inside DO (see Baxter's book [Bax82] for more details). In [CLLY18] , it was shown that: (1) approximating the partition function of the eight-vertex model on general 4-regular graphs outside DO is NP-hard, (2) there is an FPRAS ‡ for general 4-regular graphs in the region -SUM ⋂ SQ-SUM, and (3) there is an FPRAS for planar 4-regular graphs in the extra region {( , , , ) | + ≤ + , + ≤ + , + ≥ + } ⋂ SQ-SUM. In this paper we make further progress in the classi cation program of the approximate complexity of the eight-vertex model on 4-regular graphs in terms of the parameters (see Figure 2 ). For the rst time, the complexity of approximating the partition function of the eight-vertex model (#E V ( , , , )) is related to that of approximately counting perfect matchings (#P M ).
Theorem 1.1. For any four positive numbers , , , > 0 such that ( , , , ) ∉ -SUM, the problem #E V ( , , , ) is at least as hard to approximate as counting perfect matchings:
Remark 1.2. The theorem is stated for the case where all four parameters are positive. The same proof also works for the case when there is exactly one zero among the nonnegative values { , , }. A complete account for four nonnegative values { , , , } is given in the Appendix A.
The proof of Theorem 1.1 is in Section 3. Our proof for the hardness result has several ingredients: (1) We express the eight-vertex model on a 4-regular graph as an edge-2-coloring problem on using Valiant's holographic transformation [Val08] . (2) We show that some special cases in this edge-2-coloring problem on is equivalent to the zero-eld Ising model on its crossing-circuit graph̃ . Thus known #P M -equivalence result for the Ising model [GJ08, Lemma 7] directly transfers to the special cases under certain parameter settings. (3) We further show that for any parameter setting outside -SUM, approximating the partition function of the eight-vertex model is at least as hard as the #P M -equivalent special cases of the edge-2-coloring problem via approximation-preserving reductions (introduced in [DGGJ04] ). ‡ Suppose ∶ Σ * → ℝ is a function mapping problem instances to real numbers. A fully polynomial randomized approximation scheme (FPRAS) [KL83] for a problem is a randomized algorithm that takes as input an instance and > 0, running in time polynomial in (the input length) and −1 , and outputs a number (a random variable) such that
The proof of Theorem 1.2 is in Section 4. To prove the easiness result, we again express the eightvertex model in the Holant framework (see Section 2) and show that the constraint functions of the eightvertex model in SQ-SUM can be implemented by constant-size matchgates with nonnegatively weighted edges (De nition 4.1). We note that allowing nonnegative edge-weights does not add more computational power [McQ13, Proposition 5] . The crucial ingredient of our proof is a geometric lemma (Lemma 4.3) in 3-dimensional space.
Our result is tight in the sense that no constraint functions of the eight-vertex model with parameter settings outside the region SQ-SUM can be implemented by a matchgate (Lemma 4.4) 3), and (3) admits an FPRAS in approximate computation on planar 4-regular graphs [CLLY18] . To our best knowledge, these are the rst identi ed problems of this kind.
Preliminaries
Given a 4-regular graph = ( , ), the edge-vertex incidence graph = ( , , ) is a bipartite graph where ( , ) ∈ × is an edge in i ∈ in is incident to ∈ . We model an orientation ( → ) on an edge = { , } ∈ from into in by assigning 1 to ( , ) ∈ and 0 to ( , ) ∈ in . A con guration of the eight-vertex model on is an edge 2-coloring on , namely ∶ → {0, 1}, where for each ∈ its two incident edges are assigned 01 or 10, and for each ∈ the sum of values ∑ 4 =1 ( ) ≡ 0 (mod 2), over the four incident edges of . Thus we model the even orientation rule of on all ∈ by requiring "two-0-two-1/four-0/four-1" locally at each vertex ∈ . The "one-0-one-1" requirement on the two edges incident to a vertex in is a binary D constraint, denoted by (≠ 2 ). The values of a 4-ary constraint function can be listed in a matrix 
#P M -hardness
Our proof strategy for Theorem 1.1 is as follows. In Lemma 3.1, we express the eight-vertex model on a 4-regular graph as a Holant problem; this is an equivalent form of the orientation problem expressed as an edge-2-coloring problem on , and is achieved using a holographic transformation. In Lemma 3.3, we establish the equivalence between some special cases of this edge-2-coloring problem and the zero-eld Ising model. Thus a known result for the Ising model (Proposition 3.2) indicates the #P M -equivalence of the special cases under certain parameter settings (Corollary 3.4). It follows from Lemma 3.5 that for any ( , , , ) with + > + (and symmetrically + > + or + > + ), approximately computing the partition function is at least as hard as the #P M -equivalent special cases under approximation-preserving reductions. , we can partition into a set  of circuits (in which vertices may repeat but edges cannot) in the following way: at every vertex ∈ , denote the four edges incident to by 1 , 2 , 3 , 4 in a cyclic order according to the local labeling of the signature function; we make 1 and 3 into adjacent edges in a single circuit, and similarly we make 2 and 4 into adjacent edges in a single circuit (note that these may be the same circuit). We say each circuit in  is a crossing circuit of . For the graph , we de ne its crossing-circuit graph̃ = (,̃ ), with possible multiloops and multiedges, as follows: its vertex set  consists of the crossing circuits; for every ∈ , if circuits 1 and 2 intersect at , then there is an edgẽ ∈̃ labeled by . Note that it is possible that 1 = 2 , and for such a self-intersectison point the edgẽ is a loop. Each ∈  may have multiple loops, and for distinct circuits 1 and 2 there may be multiple edges between them. The edge set̃ of̃ is in 1-1 correspondence with of .
Observe that the problem Holant 0 0 0 0 0 0 0 0 0 0 0 0 requires that every valid con guration (that contributes a non-zero term) obeys the following rule at each vertex :
• Assuming 1 , 2 , 3 , 4 are the four edges incident to in cyclic order, then ( 1 ) = ( 3 ) (denoted by 1 ) and ( 2 ) = ( 4 ) (denoted by 2 ). That is to say, all edges in a crossing circuit must have the same assignment (either all 0 or all 1). Therefore, the valid con gurations on the edges of are in 1-1 correspondence with 0, 1-assignments on the vertices of̃ .
• Under , the local weight on is if 1 = 2 and is otherwise. Suppose crossing circuits 1 and 2 intersect at (they could be identical). Then iñ , has local weight on the edgẽ if . Note that every graph = ( , ) (without isolated vertices) is the crossing-circuit graph of some 4-regular graph̄ . To de nē from , one only needs to do the following: (1) transform each vertex ∈ into a closed cycle ; (2) for each loop at ∈ , make a self-intersection on ; and (3) for each non-loop edge { , } ∈ ( and are two distinct vertices), make and intersect in a "crossing" way at a vertex in̄ (by rst creating a vertex on and another vertex on , then merging and with local labeling 1, 3 on and 2, 4 on ). Then the above proof holds for the reverse direction. using a polynomial number of vertices and edges such thať ,̌ ,̌ , anď are all exponentially close to 1 after normalization, i.e., to be 2 − close to 1, for any > 0, with a construction of (1) size in polynomial time.
We assume we start with the following condition:
If this is not the case, we can obtain a 4-ary construction that realizes this condition using constantly many vertices. With some preliminary construction we can further assume 1 ≤ ≤ ≤ ≤ ≤ . There are two constructions 1 and 2 which we use as basic steps; both constructions start with a constraint function with parameters satisfying (3.3).
1.
: connect two vertices with constraint functions 1 and 2 respectively as in Figure 3 . Since we are in the orientation view, we place the constraint function (≠ 2 ) on the two degree 2 vertices connecting the two degree 4 vertices. Then the constraint function 1 of the construction 1 is obtained by . Thus
The constraint function 1 has four new parameters, denoted by
( 1 , 1 , 1 , 1 ) = ( ( + ), + 2 , 2 + , ( + ) ).
We make the following observations; all of them can be easily veri ed using (3.3):
• 1 is the weight on sink and source and 0 < 1 ≤ 1 , 1 , 1 .
• 1 = max( 1 , 1 , 1 , 1 ).
• 
2.
: connect two vertices with constraint functions 2 as in Figure 3 . Denote the constraint function of 2 by 2 . We have The constraint function 2 has four new parameters, denoted by ( 2 , 2 , 2 , 2 ) = (2 , 2 + 2 , 2 + 2 , 2 ).
The following observations can also be easily veri ed using (3.3):
• 2 is the weight on sink and source and if ≤ , then 0 < 2 ≤ 2 , 2 , 2 . • .
Based on the two basic constructions above, we construct the constraint functioň in logarithmically many rounds recursively, each of the (log ) rounds uses the constraint function constructed in the previous round. We now describe a single round in this construction, which consists of two steps. In step 1 we use a signature with some parameter setting ( , , , ) satisfying (3.3) and apply 1 to two copies of the signature. If the resulting parameter 1 < 1 we switch the roles of 1 and 1 , and obtain ( 1 , 1 , 1 , 1 ) = ( 1 , 1 , 1 , 1 ), again satisfying (3.3), as well as 1 1 ≤ 1 1 . In step 2, we apply 2 to two copies of the signature constructed in step 1 (with the switching of the roles of 1 and 1 if it is needed). Denote the parameters of the resulting signature by ( * , * , * , * ). Altogether each round uses four copies of the signature from the previous round, starting with the initial given signature. Therefore in polynomial time we can a ord to carry out log rounds for any constant . Note that, if we consider the normalized quantities ( , , , ), then the respective quantities in each step 1 and 2 do not increase their distances to 1, i.e., This is true even if the 2 construction in step 2 is applied in the case when the roles of 1 and 1 are switched for the signature from step 1, when that switch is required ( 1 < 1 ) as described. More importantly, based on the properties of 1 and 2 , we know that the (normalized) gap between and the previous largest entry shrinks quadratically fast, as measured by the new * normalized with * . More precisely, 0 ≤ * *
Note that * may no longer be the largest among * , * , * ; however we will permute them to get̃ ,̃ ,̃ so that (3.3) is still satis ed before proceeding to the next round. This completes the description of our construction in one round which obtains (̃ ,̃ ,̃ ,̃ ) from ( , , , ).
We will construct the nal signaturě by (log ) rounds of this construction. Also we will follow each value , , individually as they get transformed through each round. To state it formally, starting with the normalized triple ( , , ), we de ne a successor triple ( * * , * * , * * ), so that each entry has the respective successor (e.g., the entry has successor * * ). This is well-de ned because ( 1 , 1 , 1 , 1 ) and ( 2 , 2 , 2 , 2 ) are homogeneous functions of ( , , , ). Note that even though from one round to the next, we may have to rename * , * , * so that the permutated triplẽ ,̃ ,̃ satis es (3.3), the successor sequence as the rounds progress stays with an individual value. E.g., starting from ( , , , ), if after one round * = max( * , * , * , * ) =̃ , then the successor of after two rounds is (̃ ) * ( * ) * . Now de ne ( , , ) to be the (ordered) triple ( , , ), or its successor triple, at the beginning of the -th round, for ≥ 1.
Leť be the 4-ary signature constructed after 3( + 1) rounds. By the Pigeonhole Principle, after 3( + 1) rounds, at least one of , , has the property that in at least + 1 many rounds the corresponding , , or its successors are the maximum (normalized) value in that round, and thus its next successor gets shrunken quadratically in that round. Suppose this is ; the same proof works if it is or . Let be the maximum (normalized) value at the beginning of round in + 1 rounds, where ∈ { 0 , … , }, and 1 ≤ 0 < 1 < … < ≤ 3( + 1). Since initially we have 1 ≤ ≤ ≤ ≤ ≤ Therefore, after logarithmically many rounds, using polynomially many vertices, we can get a 4-ary construction with parameterš ,̌ ,̌ , anď that are exponentially close to 1 after normalizing by̌ . Thus (3.2) is proved.
#P M -easiness
In this section, we address two problems:
1. What are the constraint functions that can be realized by 4-ary matchgates (De nition 4.1)?
Although the set of constraint functions that can be realized by planar matchgates with complex edge weights have been completely characterized [CC17] , the set of constraint functions that can be realized by general (not necessarily planar) matchgates with nonnegative real edge weights is not fully understood, even for matchgates of arity 4. This type of matchgates plays a crucial role in the study of the approximate complexity of counting problems, as we will see in this paper.
In Theorem 4.1, we give a complete characterization of constraint functions of arity 4 that can be realized by matchgates with nonnegative real edges. Our method is primarily geometric. . Considering the fact that (≠ 2 ) can be easily realized by a matchgate (a vertex with two dangling edges), Theorem 1.2 is a direct consequence of Lemma 4.2 which says that any constraint function in SQ-SUM is realizable by some 4-ary matchgate of constant size (with nonnegative edge weights, but not necessarily planar) (see De nition 4.1). Our theorem works for the eight-vertex model with parameter settings  E ≤ 2 (de ned below) not necessarily satisfying the arrow reversal symmetry.
Moreover, Lemma 4.4 indicates that our result is tight in the sense that  E ≤ 2 captures precisely the set of all constraint functions that can be realized by 4-ary matchgates (with even support, i.e., nonzero only on inputs of even Hamming weight). A similar statement holds for  O ≤ 2 . the corresponding set with odd support.
De nition 4.1. We use the term a -ary matchgate to denote a graph Γ having "dangling" edges, labelled 1 , … , . Each dangling edge has weight 1 and each non-dangling edge is equipped with a nonnegative weight . A con guration is a 0, 1-assignment to the edges. A con guration is a perfect matching if every vertex has exactly one incident edge assigned 1. The matchgate implements the constraint function , where ( 1 , … , ) for ( 1 , … , ) ∈ {0, 1} is the sum, over perfect matchings, of the product of the weight of edges with assignment 1, where the dangling edge is assigned , and the empty product has weight 1.
Remark 4.1. Contrary to De nition 4.1 which does not require planarity, planar matchgates with complex edge weights has been completely characterized [Val02, CC17] . As computing the weighted sum of perfect matchings is in polynomial time over planar graphs by the FKT algorithm [TF61, Kas61, Kas67] , problems that can be locally expressed by planar matchgates are tractable over planar graphs. Theorem 4.1. Denote by  the set of constraint functions that can be realized by 4-ary matchgates. Then
Remark 4.2. Note that any constraint function in  must satisfy either even parity (nonzero only on inputs of even Hamming weight) or odd parity (nonzero only on inputs of odd Hamming weight). Theorem 4.1 for the even parity part ( E ≤ 2 ) is a combination of Lemma 4.2 and Lemma 4.4. The odd parity part can be proved similarly.
Lemma 4.2. Suppose ∈  E ≤ 2 . Then there is a 4-ary matchgate of constant size whose constraint function is .
Proof. We rst note that if any of the four inequalities in the de nition of  ≤ 2 is an equality, then the remaining three inequalities automatically hold, since the 8 values 1 , … , 2 are all nonnegative.
Given a constraint function 1 0 0 1 0 1 1 0 0 2 2 0 2 0 0 2 , rst we construct a matchgate for 1 2 = 1 2 + 1 2 + 1 2 . If 1 2 = 0 then all four products 1 2 = 2 2 = 1 2 = 1 2 = 0, and one can easily adapt from the following proof to show that the signature is realizable as a matchgate signature. So it su ces to implement the normalized version For 1 2 = 1 2 + 1 2 + 1 2 , without loss of generality we assume 1 2 ≠ 0 and we normalize 1 = 1. Then our construction is shown in Figure 4b where we set 11 = 1, 22 = 1, 1 2 = 2 , 34 = 1 , 1 4 = 2 , 2 3 = 1 , 1 3 = 2 , 2 4 = 1 . One can verify that it realizes the normalized constraint function can all be reached. We rst deal with the case when all eight parameters are strictly positive and leave the other cases to the end of this proof. We use a weighted 6 to be our matchgate depicted in Figure 4c , and set 12 = 1 , 34 Note that all the edge weights have to be nonnegative. By properly setting the edge weights in the matchgate, we show that we can achieve any relative ratios among the eight given positive values 1 , 2 , 1 , 2 , 1 , 2 , 1 , 2 that satisfy (4.1). Our rst step is to achieve any relative ratios among the four product values 1 2 , 1 2 , 1 2 , 1 2 satisfying (4.1); and the second step is to adjust the relative ratio within the pairs { 1 , 2 }, { 1 , 2 }, { 1 , 2 } and { 1 , 2 } without a ecting the product values. This can be justi ed by the observation that, by a scaling a global positive constant can be easily achieved, and all appearances of 1 and 2 in (4.1) are as a product 1 2 , and similarly for 1 , 2 , 1 , 2 , 1 , 2 . Note that, by de nition, the left-side of (4.4) is precisely the right-side of (4.4) when 1 , … , 2 are replaced by 1 , … , 2 respectively. Denote the products 1 2 , 1 2 , 1 2 , 1 2 by * * , * * , * * , * * respectively. Then , then the requirement , , being positive is equivalent to the requirement
. This is because We rst set , (1 ≤ ≤ 4) so that ( , , ) = ⋅ (̃ ,̃ ,̃ ) for some constant . To achieve this, set 1 = 2 = 3 = 4 = 1, and let 1 , 2 , 3 be positive, and then set 1 = by alone without a ecting the other products and ratios, just increase 2 by 1/2 and 3 , 4 , 3 , 4 by 1/4 , and decrease 1 by 1/2 and 1 , 2 , 1 , 2 by 1/4 . The other cases are symmetric.
Finally we deal with the cases when there are zeros among the eight parameters. Note that at most one of 1 2 , 1 2 , 1 2 , 1 2 is zero, because if at least two products are zero, say 1 2 = 1 2 = 0, then (4.1) forces a contradiction that 1 2 < 1 2 and 1 2 < 1 2 . In the case 1 2 = 0:
We make the modi cation that 12 = 34 = 14 = 23 = 13 = 24 = 0, i.e.
1 , 2 , 1 , 2 , 1 , 2 = 0.
• 1 = 2 = 0: We make the further modi cation that 56 = 0.
• 1 ≠ 0, 2 = 0: We connect the four dangling edges in Figure 4c to four degree 2 vertices, respectively.
This switches the role of 1 and 2 in the previous proof.
One can check our proof is still valid in the above three cases. If 1 2 = 0, then we connect the dangling edges on vertices 1, 2 to two degree 2 vertices (similar to the operation from Figure 4a to Figure 4b ). This switches the role of 1 , 2 with 2 , 1 and the proof folllows. The proofs for 1 2 = 0 and 1 2 = 0 are symmetric.
Now we give the crucial geometric lemma.
Lemma 4.3. Let = {( , , ) ∈ ℝ 3 >0 | < + + 1, < + + 1, < + + 1, 1 < + + }, = {( , , ) ∈ ℝ 3 >0 | + + = 1}, and = {( , , ) ∈ ℝ 3 >0 | + > , + > , + > }. Then is the Minkowski sum of and , namely, consists of precisely those points ∈ ℝ 3 , such that = + for some ∈ and ∈ . The same statement is true for the closures of , and .
Proof. Observe that , , and are the interiors of a polyhedron with 7 facets, a regular triangle, and a polyhedron with 3 facets, respectively.
The polyhedron for is the intersection of three half spaces bounded by three planes, , where the planes are de ned by equalities. Note that these inequalities imply that , , ≥ 0, thus this polyhedron has only three facets. We can nd the intersection of each pair of the three planes for as 1 ∩ 2 ∶ = ≥0, =0 1 ∩ 3 ∶ = ≥0, =0 2 ∩ 3 ∶ = ≥0, =0
. Note that these intersections lie on the planes = 0, = 0, and = 0, respectively.
Let 1 = (1, 0, 0), 2 = (0, 1, 0), 3 = (0, 0, 1). Then the triangle for is just the convex hull of 1 , 2 , 3 . Suppose we shift the origin of from to 1 and denote the resulting (interior of a) polyhedron by 1 , then we have the de ning inequalities , where the shifted planes are de ned by the corresponding equalities. By symmetry, if we shift the origin of to 2 and to 3 , we have respectively 2 (a) The blue rays are the intersections of the three facets for . The red triangle is the boundary for . The green rays together with the red triangle are the intersections of the seven facets for .
(b) The tetrahedron in that is left uncovered by sliding along the boundary of , but is covered by the rays from the simplex in the direction of (1, 1, 1). which is weight-preserving in the sense that for matchings 1 , 2 , 3 , 4 with ( 1 , 2 ) = ( 3 , 4 ), we have ( 1 ) ( 2 ) = ( 3 ) ( 4 ). The existence of implies (4.6).
Given ( 1 , 2 ) ∈ { 1 , 2 } × { 3 , 4 } , consider 1 ⊕ 2 and note that this is a collection of cycles together with two paths. Let be the path connecting the dangling edge 1 to some other dangling edge; let be the path connecting the remaining two dangling edges. Let 3 ∶= 1 ⊕ and 4 ∶= 2 ⊕ . Then we have the following
• If connects 1 to 2 , then 3 ∈ ∅ and 4 ∈ ; • If connects 1 to 3 , then 3 ∈ { 2 , 3 } and 4 ∈ { 1 , 4 } ; • If connects 1 to 4 , then 3 ∈ { 2 , 4 } and 4 ∈ { 1 , 3 } .
The construction is invertible, since if ( 3 , 4 ) is in the image of the above mapping, then 3 ⊕ 4 = 1 ⊕ 2 . From 1 ⊕ 2 , we can recover (as the unique path that connects 1 to one of the other dangling edges in { 2 , 3 , 4 }). Then we can recover 1 and 2 as 3 ⊕ and 4 ⊕ respectively. Therefore, ∶ ( 1 , 2 ) → ( 3 , 4 ) is an injection.
To see that is weight-preserving, observe that the each of the edges in appears in exactly one of 1 and 2 and in exactly one of 3 and 4 and that ⧵ = +2 ⧵ for ∈ {1, 2}. Hence, 
