A unit-cell parameter anomaly observed during the precipitation and growth of Ti 3 SiC 2 from a Si-substituted TiC phase is interpreted as the release of latent heat. The observations are used to propose a powder diffraction method for conducting differential thermal analysis as part of in situ phase transition studies.
Introduction
Differential thermal analysis (DTA) employs the temperature deviation caused by the latent heat to locate and study ®rstorder phase transitions (Smothers & Chiang, 1966; Mackenzie, 1970; Pope & Judd, 1980) . It is the simplest thermal analysis technique available and has been used to study a wide variety of phase transitions. In the conventional arrangement, a sample is heated or cooled at a constant rate in a sample holder along with a standard reference material known to undergo no phase transitions in the temperature range of interest. Great care is taken to make the heat¯ux to the sample and the reference as nearly identical as possible. The primary data are the temperatures of the sample and the reference material as recorded by thermocouples, pyrometers or other standard measuring techniques. During a phase transition, the absorption or liberation of latent heat gives rise to a temperature difference, ÁT = T ref À T sample , which is plotted against the reference temperature to give the typical DTA curve as shown in Fig. 1 . The transition temperature is de®ned by various means including the peak centroid or the ®rst departure from the baseline. Calibration is conducted using standard temperature reference points such as the melting points of pure metals (Smothers & Chiang, 1966; Mackenzie, 1970; Pope & Judd, 1980) . In cases where the heat transfer conditions are well de®ned or careful calibration undertaken, the enthalpy of the transition may also be estimated by an appropriately weighted integral (Mackenzie, 1970) . DTA alone cannot furnish all the details of a phase transition and it is generally supplemented by diffractionbased techniques (XRD, TEM or neutron diffraction) for phase identi®cation, crystal structure analysis and quantitative phase analysis. There are numerous experimental situations in which conventional DTA is dif®cult. At very high temperatures, thermocouple alloys are readily attacked by many elements that may be present in systems of interest. If sheathed in an inert material, the response time of the thermocouple is compromised. Pyrometric temperature measurements are experimentally complex and often dif®cult to calibrate over a wide range of temperature.
There has been considerable recent growth in the availability of rapid powder diffractometers at synchrotron X-ray sources, neutron scattering installations and in some laboratories. This has led to an increase in the number of in situ diffraction studies of phase transitions. However, that the diffraction data themselves contain a measure of the sample temperature through the unit-cell expansion and the potential for application of this information, appear to have been largely overlooked. In this paper, we use recent ultra-high speed neutron diffraction observations to explore the possibility of a standardless, wholly diffraction-based DTA technique. Reference will be made throughout to the experiment that alerted us to the possibility, namely the self-propagating high-temperature synthesis (SHS) of Ti 3 SiC 2 .
Experimental procedure
Ti 3 SiC 2 is an interesting new carbide ceramic that has a combination of metallic and ceramic properties (Barsoum & El-Raghy, 1996) . One potential method for producing the new material is SHS (Moore & Feng, 1995; Pampuch et al., 1993; Feng et al., 1999) . SHS is the formation of a product phase by the rapid propagation of a reaction that, once ignited, has the reaction enthalpy as the major energy source. The SHS experiments of interest here were conducted in a vanadium element vacuum furnace at the Institut Laue-Langevin (ILL), Grenoble, France. The furnace is resistance heated by a cylindrical 20 mm diameter vanadium foil element concentric with the sample. Stoichiometric mixtures (i.e. 3:1:1) of Ti, SiC A typical DTA curve, in this case for the melting of 99.999% pure Sn (endothermic, ÁH is positive). and C (graphite) were mixed and pressed into 15.3 mm diameter pellets. Each experiment utilized three 6 g pellets inserted into a protective 1.5 mm wall thickness, 19 mm diameter SiO 2 tube within the V heating element. The samples touched neither the SiO 2 nor the V tube, their only thermal conduction path being through a thin Ti disk to an insulating tubular Al 2 O 3 support. The furnace was rapidly heated towards 1323 K to initiate the reaction. At the same time, in situ neutron diffraction patterns were recorded at 0.9 s time resolution (inclusive of 0.4 s for data download) on the instrument D20 at the ILL. Patterns were recorded in the 1600 element micro-strip detector from 0 to 160 2 using a neutron wavelength, !, of 1.3008 A Ê . As detailed elsewhere (Riley et al., 2002) , the reactions began at furnace temperatures in the range 1261±1288 K followed, in approximately 0.5 s, by a very large temperature increase due to the enthalpy released by the SHS formation of an intermediate phase. The Ti 3 SiC 2 precipitated within this intermediate phase as the sample cooled to the temperature of the surrounding furnace element and it is this process that is of interest here.
Diffraction thermometry
The diffraction patterns immediately after ignition of the SHS reaction show that a single intermediate phase with the TiC structure (isostructural with NaCl) had formed. This phase is believed to be a Si-substituted form of TiC with the same or a similar composition to the product phase Ti 3 SiC 2 (Riley et al., 2002) . After an incubation time of 5±6 s, the product phase Ti 3 SiC 2 precipitated over the next 35 s. The ®nal phase composition is 84 wt% Ti 3 SiC 2 with the remainder being the intermediate TiC-like phase. After $200 s, the sample temperature had decayed to be the same as the furnace temperature (1213 K at that time due to degradation of the element by oxygen absorption from the furnace environment).
The presence of the TiC-like phase throughout provides the opportunity to probe the sample temperature via its thermal contraction on cooling. We proceed by assuming that the thermal expansion should be approximated well by the thermal expansion of TiC which is known in the range 293± 2600 K (Touloukian, 1970±1979) . The latter may be rewritten in terms of the unit-cell parameter, a T , at temperature T and the unit-cell parameter, a ref , at a known reference temperature:
where T is in degrees Celsius. Equation (1) can be readily solved for the unknown temperature and the method was applied directly to the unit-cell parameter of the intermediate phase. The reference point chosen was after the sample temperature had decayed to the furnace temperature, ensuring a high degree of internal consistency. The ®lled circles in Fig. 2(a) show the estimated sample temperature for one of the samples. The SHS combustion temperature of 2593 AE 50 K was attained in less than approximately 0.5 s, followed by rapid cooling as the sample lost heat to its surroundings.
Diffraction-based DTA
A critical feature of the cooling curve in Fig. 2(a) is the distinct anomaly in the temperature range 2370±1723 K. In this range, the sample temperature is higher than expected by a simple interpolation such as the solid line shown. The ®lled squares in Fig. 2 (a) show f (312) , the mass fraction of the sample transformed into the Ti 3 SiC 2 phase as derived from Rietveld quantitative phase analysis. They illustrate that the anomaly is correlated with the precipitation of the Ti 3 SiC 2 phase and is due to the latent heat liberated by the phase transition, in essence a thermal analysis curve. In lieu of a standard sample cooled under identical conditions, the underlying cooling curve of the sample provides a standard. For illustrative purposes, the baseline cooling can be approximated by a variable-exponent exponential of the form
shown as the solid line in Fig. 2(a) . A satisfactory ®t to the data above and below the transition was obtained with T o = 1023, = 1578, o = 0.218, 1 = 0.176 and m = 0.027. Subtraction of this interpolating function from the raw data gives the differential temperature curve (T R ), shown as ®lled circles in Fig. 2(b) . This is an entirely diffraction-based thermal analysis curve from which transition temperatures may be read directly. Perhaps more signi®cantly, very little further analysis is required to estimate the transition enthalpy. Two methods are explored below. Both rely on noting that the initial and ®nal parts of the sample temperature data in Fig. 2(a) appear to follow Newton's law of cooling perturbed by the latent heat.
The ®rst method involves also noting that diffusioncontrolled phase transitions are often governed by Avramilike kinetics in which the total fraction transformed at any time t is given by
where C and n are constants. A ®t of equation (3) to the phase fractions, f (312) , is shown as a solid line overlaying the ®lled squares in Fig. 2(a) . The ®tted parameters were n = 1.2243, C = 0.08071 and a transition incubation time t i = 5 s. The value of t i obtained here is in good agreement with that estimated from Rietveld analysis of the diffraction patterns (Riley et al., 2002) .
The incremental fraction transformed may be calculated by differentiating (3) to give df adt nCt nÀ1 expÀCt n X 4
Since the differential temperature rise T R due to the transition enthalpy ÁH R should be directly proportional to the rate of precipitation of the new phase, df/dt, it is expected to have the same functional form, i.e.
where M is the sample mass, m is the mass of Ti 3 SiC 2 formed and C p is the heat capacity of the phase assembly present. 1 In our case, C p 9 160 J mol À1 K À1 for Ti 3 SiC 2 (Barsoum et al., 2001) .
It is now possible to estimate the enthalpy by numerically solving a modi®ed form of Newton's law of cooling, shown in equation (6), after substituting for dT R /dt from equation (5): dTadt ÀkT dT R adtX 6 Fig. 3(a) shows that a reasonable ®t may be obtained using ÁH R = À76 kJ mol À1 (389 kJ kg À1 ). The ®t is not seriously degraded by minor changes in the value of ÁH R , which is considered to be reliable at the level of AE20%.
For one solid phase precipitating isothermally within another, the exponent n in equation (3) often takes a value close to 2 and the function is simply the complement of a Gaussian distribution. Although experiments such as that reported here are generally far from isothermal, the sum of contributions from different temperatures will, in the special case of n = 2, lead to the same functional form. This would allow algebraic solution of equation (6). Although not speci-®cally applicable here (as n T 2), the solution is given in Appendix A for completeness.
A second very much simpli®ed method for estimating the enthalpy may be constructed. Recalling our observation that the sample temperature follows Newton's law of cooling perturbed by the latent heat, it is expected that the exponential decay constants before and after the transition will be the same. Heat liberated by the transition accumulated within the sample over the time scale of the transition and displaced the cooling curve to longer times. The data may be simply modelled by ®tting the same exponential decay, with the same decay constant but a different initial temperature, to the cooling curves before and after the transition. This is illustrated by the solid lines in Fig. 3(b) . Included in Fig. 3(b) are dashed lines that extrapolate the ®tted function to the extremities of the diagram. If the process was adiabatic, then the transition enthalpy (ÁH R ) would be given by
where ÁT ad is the temperature difference between the two curves at the end of the transition (t 9 38 s in this case) and the other symbols are as previously de®ned. The experimental arrangement used here was not adiabatic, and so the correct enthalpy is represented by the difference between the two curves at some other time, between the beginning and end of the transition. Taking the time at which the rate of formation of the product phase is a maximum to represent the closest approach to adiabatic conditions gives an estimate for ÁH R of The estimated sample temperature (®lled circles) modelled by (a) numerical solution of equation (6) (solid line) and (b) exponential decay curves ®tted before and after the transition with identical decay constants but different initial temperatures. The ®tted regions are shown as solid lines that are then extrapolated to the boundaries of the ®gure. Arrows at t = 11.7 s indicate when the rate of formation of the product phase was a maximum.
À75 kJ mol À1 . This occurs at t = 11.7 s and is identi®ed by arrows on Fig. 3(b) . Although this value is in excellent agreement with that obtained from numerical solution of equation (6), this situation is not expected to be universal. The applicability of the approximate method will be determined by the prevailing heat transfer conditions.
Discussion
Thermal analysis and powder diffraction are both used extensively to study phase transitions. Considerable advantages accrue if they are conducted at the same time because the phase identi®cation, quantitative phase analysis, structural analysis and thermal analysis have internal consistency. Even greater internal consistency can be obtained if the thermal analysis is conducted using a wholly diffraction-based technique.
In this work, thermal analysis data were extracted from a combustion synthesis experiment, an environment in which conventional DTA is very dif®cult. To establish good thermal contact with the sample it is necessary to have thermocouples directly touching the surface in conventional DTA. However, thermocouples in contact with our samples either melt or are attacked by Si and C in the reactants. The new diffractionbased technique has the advantage of measuring the temperature remotely and not perturbing the experiment. It is not affected by sample microstructure such as porosity and cracking that perturb the heat¯ow to the temperature sensor in conventional DTA. An added advantage is that, if it is conducted using neutrons or high-energy X-rays, the technique is not sensitive to surface temperature gradients for a majority of sample materials.
Potential for the technique was realised as a consequence of data gathered for another purpose and hence the experimental arrangement was not optimized for diffraction DTA. In the current experiment, the precision of the temperature measurement using unit-cell parameters is low compared with thermocouples. However, the sensitivity of the diffraction method is slightly enhanced by the large temperature excursions observed. Reasons for this are twofold: (i) the enthalpy is only heating the sample itself, not the thermal mass of the usual DTA measuring head, and (ii) the enthalpy of this transition would appear to be moderately large. In order to make the technique useful for transitions with smaller enthalpies, factors affecting the precision and accuracy need to be considered.
The requirements for a deliberate diffraction DTA experiment are ®rst, a non-intrusive source of heat capable of generating very rapid temperature change, such as a laser, microwave heater, induction heater or SHS reaction. Second, it is critical to have the ability to record diffraction patterns moderately rapidly (0.9 s in this case). A ®ne balance must be struck between rapid data collection and suf®cient intensity for precise unit-cell parameter determination. In the experiment reported here, diffraction patterns (re®ned in the range 10±140 ) were recorded in 0.5 s and had peak heights of 1200± 3000 counts in the strongest re¯ections from very large samples. For our transition, Fig. 2(a) suggests that data could have been recorded more slowly, say every 4 s; however, this is not the case for less-exothermic transitions. Much more rapid data collection is possible on D20; however, the intensities would then not have been suf®cient for credible Rietveld analyses. Data collection in as little as 50 ms has been reported at synchrotron X-ray sources (Gras et al., 1999, and references therein) , but usually over very restricted angle ranges (6±30 2) and at count rates too low to provide precise unit-cell parameters. The third condition is high d-spacing resolution to enable precise unit-cell parameter determination. Considering that most materials have expansion coef®cients in the range 5 Â 10 À6 to 2 Â 10 À5 K À1 , to achieve a sensitivity of AE1 K the dspacing resolution must be of a similar order. While both synchrotron and neutron instruments capable of such extreme resolution do exist, it is very dif®cult to record diffraction patterns quickly enough to observe the thermal excursion (say at least every 4 s in this work). The attainment of high dspacing resolution can be approached in several ways. Synchrotron X-ray sources can provide extremely high angular resolution; however, the angular range available on most high-speed diffractometers is low. Therefore, to obtain a suitable range of d-spacings, a very short wavelength (or high energy) is recommended. This has the added advantage of allowing a greater sample volume due to decreased absorption. Neutron diffractometers with open micro-strip detectors on the other hand utilize a wide angular range to improve the d-spacing resolution. This could be further improved with the use of radial collimators. The fourth requirement is that reliable thermal expansion coef®cients be known for at least one phase that is present over the whole temperature range. The ability to meet this criterion depends upon the system under study. If the coef®cients for one of the phases in the sample are not known, it may be possible to include an inert standard material with known expansion coef®cients. Alternatively, it may be possible to conduct a preliminary diffraction thermometry experiment using isothermal diffraction patterns, accurate thermometry and rigid temperature control. Thermal expansion coef®cients of a great variety of common materials have been determined over a wide temperature range (e.g. Touloukian, 1970±1979) . While they are relatively precise, the absolute accuracy of these determinations is only a few percent and so it is insuf®cient merely to use the literature data as a reference point. The unit-cell parameter of a phase within the sample must be established at a known reference temperature within the actual experimental arrangement. Having done so, provided that all of the calculations are relative to this reference, the resulting thermal analysis is, at the present time, as precise as the measured unit-cell parameters. Finally, in cases where the transition is very rapid, the enthalpy is smaller and the cooling is only marginally perturbed by the heat released (or absorbed) by the sample, the simple data analysis by ®tting offset exponentials would be adequate.
The formation enthalpy, ÁH f , for Ti 3 SiC 2 is not known. The enthalpy estimated here, À76 kJ mol À1 , seems rather too small to be the true enthalpy of formation, especially when some related compounds are considered. Ti 5 Si 3 C and TiC are intermediate phases in the formation of Ti 3 SiC 2 during slow sintering reactions (Wu et al., 2001) . At room temperature, they have ÁH f of À579 and À185 kJ mol À1 , respectively; the value for Ti 5 Si 3 C rising to À818 kJ mol À1 at 2400 K (Chase, 1985; Barin, 1993) . It is likely that the intermediate TiC-like phase in this SHS reaction has a similar ÁH f to Ti 3 SiC 2 . In that case, the enthalpy that we observe corresponds to a reconstructive phase transition where there are signi®cant structural similarities between the parent and product phases.
The technique proposed here is not intended to replace conventional DTA as, at this time, the temperature resolution is inferior and the data analysis required to determine the unit-cell parameters is a strong deterrent. It does, however, provide useful additional data that will enhance rapid in situ studies of phase transitions. In fact, it should be noted that all rapidly collected data should be analysed with caution lest the lattice parameter perturbation due to the transition enthalpy be attributed to another phenomenon.
APPENDIX A Algebraic solution of equation (6) Substituting equation (5) into equation (6) and solving for n = 2 gives the following solution:
ErfÀG C 1a2 t À t i g expCt 2 3t 2 i 4T 0 C 3a2 expCt 2 i i ' 8
for t i > 0. Here ÁH R , c p and C are as before, k is the temperature decay constant, T o is the temperature difference between the sample and its surroundings at t = 0, T f is the ®nal temperature, and the remaining quantities are given by
U is a Heaviside function (or unit step) that equals zero below the transition incubation time, t i , and equals 1 for t ! t i . Some terms in Àt i have been omitted as being unphysical.
