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 
Abstract—This paper presents a systematic method to 
decompose uncertain linear stochastic quantum systems (LSQSs) 
into uncertain and nominal subnetworks, when uncertainties are 
defined in optical realization. A decomposition theorem is stated, 
which separates the nominal and uncertain parts of a general 
uncertain LSQS, in a cascaded connection. This decomposition is 
further extended to the state-space realization of the LSQSs. An 
illustrative example clarifies the effectiveness of the proposed 
robust stability analysis. 
I. INTRODUCTION 
Developments in quantum technology have led to new ways 
of engineering our world. Quantum physics has shed light on 
many dark corners of science and provided justification for a 
number of counter-intuitive experimental results. It has given 
rise to a new way of modelling the nature. This new model 
results in a new way of thinking and interpreting of physical 
phenomena, which in turn, lead to a new way to compute and 
communicate [1-7]. Building on these methods, quantum 
technology has opened a unique window of opportunity for 
industrial advancement, and therefore, has attracted the 
attention of many researchers. 
Linear stochastic quantum systems are widely used in 
quantum optics. Through using feedback, recurrent quantum 
linear networks provide a potentially safe, trustworthy, and 
useful framework with a wide range of applications in quantum 
computing and communications [3, 8-13]. 
In order to guarantee the stability of a system despite any 
kind of model uncertainties such as unmodeled dynamics, aging, 
and parameter variation, it is essential to consider robustness 
against such factors in the design process. In this regard, 
uncertainty modeling and decomposition is the first step in the 
robustness analysis and feedback control of uncertain systems. 
In quantum optics, as any other engineering system, 
uncertainties are introduced during the modeling process. 
Assembling limitations, detuning parameters, and 
manufacturing tolerance are the most important reasons for 
model uncertainty in linear quantum networks. Any component 
in quantum optics is characterized by the triplet ( , , )G S L H
, which is called the SLH form [14, 15] or Optical realization. 
There are rules for connecting optical components in order to 
assemble an optical network. Each of these components may be 
associated with certain types of uncertainties. Therefore, a 
systematic approach for modeling uncertain linear quantum 
systems will pave the way for robustness analysis and controller 
synthesis. 
In the literature, valuable research on robustness of linear 
quantum systems have been performed. Early work in the 
1970’s on quantum probability theory and quantum feedback 
control by Belavkin has pioneered many researchers in this area 
[3, 7, 16]. Continued by James, Milburn, Wiseman, Doherty and 
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Mabuchi, quantum control was founded in the 1990’s [5, 6, 12, 
17, 18]. Continued by Petersen, Lloyd, van Handel, Gough, and 
Bouten, the scope of optimal control, robust control, and other 
control and filtering algorithms was extended to   quantum 
technology in the 2000’s [1, 2, 10-12, 18-23]. Linear stochastic 
quantum systems are studied and well defined by James, 
Petersen, Nurdin, Gough, and Mabuchi for the state-space 
realization [10, 11, 14, 15, 19, 20].  
In this paper, a general uncertainty form for linear quantum 
networks in optical realization is developed. In contrast to the 
recent research in this area, the proposed method takes account 
of the modeling uncertainties in optical realization. Such a 
realization is more experiment-oriented and might be of special 
interest to experimental physicists. Also, a linear quantum 
network is mostly initialized and assembled in an optical 
realization. Therefore, this novel uncertainty modeling will be 
quite useful from a practical point of view. Afterward, the novel 
concept of uncertainty decomposition is introduced and a 
decomposition theorem is proposed, in which this general form 
of uncertain LSQS is decomposed into two subsystems 
(uncertain and nominal) in cascaded form. This novel 
decomposition reveals the main system’s dynamics in optical 
realization. This decomposition is also extended to the state-
space realization. This extended decomposition theorem, 
reveals the relation between the state-space parameters of the 
original uncertain LSQS and its uncertain and nominal 
subsystems. This extended decomposition theorem is the 
starting point for robustness analysis and feedback controller 
design procedure for uncertain LSQSs.  
The rest of the paper is organized as follows. Section II 
provides an introduction to linear quantum networks and their 
modeling. This section, mostly introduces basics of linear 
quantum system, their representation, network modeling, 
dynamics, and the preliminary background for the subsequent 
sections.  In section III, uncertain linear quantum systems in the 
optical realization are described. In this section, a novel 
uncertainty model is proposed, which considers parameter 
uncertainties in the triplet ( , , )G S L H . Moreover, in this 
section, two decomposition theorems are presented, which 
include systematic decomposition algorithms in both optical and 
state-space representations. Then, an illustrative example is 
presented in section IV to validate the systematic procedures of 
the proposed algorithms. The paper concludes in Section V. The 
Appendix in VI provides the proofs of the theorems and 
lemmas. 
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II. LINEAR STOCHASTIC QUANTUM SYSTEMS MODEL 
A.  Preliminary and definitions 
In this section, preliminary on LSQSs modeling is presented. 
Consider ( )ijZ z , :1,...,i m , :1,...,j n denote a matrix 
whose entries are operators on Hilbert space η . For a 2 2m n  
matrix Z , define 
# *( )ijZ z , ( )
T
jiZ z ,
† *( )jiZ z and
†
m nZ J Z J , where 
0
0
n
n
n
I
J
I
 
 
 
 (1)
In this paper, we adopt the Heisenberg’s picture of quantum 
mechanics, in which system operators evolve with time and 
states remain unchanged. Let  1 2( ), ( ),..., ( )nX x t x t x t

  
be a vector of Hermitian operators of the system, which are 
defined in the Hilbert space η . In the following sections, the 
doubled-up notation of vectors is repeatedly used, and is defined 
by: 
#
X
X
X
  
 
 
 (2)
Consider a linear combination of the system states as 
follows: 
#Y E X E X   , &
m nE E    (3)
In the doubled-up form, we have: 
( , )Y E E X
 
    (4)
Where 
# #
( , )
E E
E E
E E
 
 
 
 
  
 
 (5)
The above definitions will be used for modeling the LSQS.  
B.  Optical realization of the LSQS 
Linear stochastic quantum systems are the types that usually 
arise in quantum optics. Every component or system in quantum 
optics is denoted by a triple ( , , )G S L H , which is called the 
optical realization. H corresponds to internal energy dynamics 
of the system and ( , )I S L specifies the interface of the 
system to external field channels [10, 11, 14-16, 24]. Optical 
realization is common in experimental quantum optics and 
therefore, facilitates modelling the uncertainties. Model 
parameters in this realization are defined as: 
 Scattering matrix, 
m mS   , is a unitary square 
matrix (
† †S S SS I  ), which corresponds to the 
input-output fields static relation. 
 Coupling operator,  L C X C C X
 
   , where 
2m nC  ,  explains how input and output fields are 
related to the system’s dynamics. 
 System’s Hamiltonian, H , is defined in the Hilbert 
space of Hermitian operators,Η , and corresponds to 
the system’s internal energy dynamics. 
C. Input-Output fields of the LSQS 
The considered linear quantum systems are assumed to be 
driven by m   independent bosonic annihilation quantum field 
operators, 
2( ) ( ); :1,...,ini t L i m  , defined in separate 
Fock spaces,
iF . For each annihilation field operator, ( )
in
i t , 
there is a corresponding  creation field operator, 
*
1 ( )
in t , in the 
same Fock space,
iF .  
These field operators are adapted quantum stochastic 
processes with the following quantum Itô products: 
*( ) ( )i j ijd t d t dt   
* *( ) ( ) 0i jd t d t   
( ) ( ) 0i jd t d t   
* ( ) ( ) 0i jd t d t    
(6)
The input field can be written in the following vector form: 
 1 2( ) ( ), ( ),..., ( )mt t t t

      (7)
where ( )A t may denote either ( )inA t or ( )outA t . Dynamics 
and time evolution of output fields are discussed in subsection 
F. 
D. Open quantum harmonic oscillator systems 
Many components in quantum optics are based on the 
quantum harmonic oscillator. It is common practice to use 
annihilation and creation operators as system’s state.  
Consider n  harmonic oscillators, whose dynamics are 
characterized by n  independent annihilation operators, ia , and 
creation operators,
*
ia , 1,..., ;i n , which satisfy the following 
canonical commutation relations [11, 25, 26]: 
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*,i j ija a     , 
* *, 0 ,i j i ja a a a       
1 (8)
Also, consider a general Hermitian Hamiltonian operator of 
open harmonic oscillators of the form [15]: 
* * * *
, 1
1 1
2 2
n
ij i j ij i j ij i j
i j
H a a a a a a    

 
   
 
  (9)
where &ij ij 
   . 
Now let us define: 
( ) n nij
 
   , ( )
n n
ij
 
    (10) 
( , )i i i        (11)
H   (12)
where shows the correspondence between the Hamiltonian 
and its double-up form. 
This way of modeling the open harmonic oscillators is 
general and common. Equations (8) to (11) will be used for the 
state-space realization of the LSQS in the following sections. 
E. Cascaded connection of components 
In quantum optics, it is more relevant to discuss a system in 
the optical realization. In order to analysis a quantum optical 
system, one uses algebra of optical block diagrams. In an optical 
system, components are connected in cascaded, concatenating, 
or feedback manner. Let 
1 1 1 1( , , )G S L H   and 
2 2 2 2( , , )G S L H  be two optical components. In the 
cascaded product 
2 1G G G  the output fields of 1G are fed 
into the input fields of
2G . 
One may write the model parameters of ( , , )G S L H  as 
follows [9-11, 14, 15, 24, 27]:  
  †2 1 2 2 1 1 2 2 2 1, , ImG S S L S L H H L S L     (13) 
This cascaded relation of the LSQS in the optical realization 
is useful in obtaining optical parameters of a linear quantum 
network using its components’ parameters. This algebra also 
helps to model uncertainties in the optical realization, which will 
be developed in the following sections. Further details regarding 
the algebra of optical blocks can be found in [14, 15, 28]. 
F. The LSQS dynamics 
Time evolution of linear quantum systems according to the 
Heisenberg’s approach to the quantum mechanics is 
characterized by the unitary propagation operator, ( )U t . This 
 
1  ., .  denotes the commutator operator and is defined as:
 ,X Y XY YX   
unitary operator is an adapted process, satisfying Hudson-
Parthasarthy quantum stochastic differential equation (QSDE) 
in Itô form [11, 14, 29]: 
†
† †
(( ) ( )) ( )
( ) ( )1
( ) ( )
2
in
in
Tr S I d t d t L
dU t U t
L d t iH L L dt
    
 
     
 
2 
(14)
(0) 1U   (15)
where  ( ) ( ) ; , 1,2,...ijt t i j m    . The processes 
( )ij t  are adapted quantum stochastic processes referred to as 
gauge processes with the following quantum Itô products: 
( ) ( ) ( )in ink ij ki jd t d t d t   
' ' ' '( ) ( ) ( )ij i j ji ijd t d t d t   
* *( ) ( ) ( )in inij k jk id t d t d t     
(16)
The states and output fields of the process  
(0) 1U   (15)
 evolve unitarily according to: 
†
†
    ( ) ( ) (0) ( )
( ) ( ) (0) ( )
i i
out out
i i
x t U t x U t
A t U t A U t


 (17)
Using the above equations, the state-space realization of the 
LSQS is derived in the next subsection. 
G. The state-space realization for the LSQS 
Linear stochastic quantum systems can also be described in 
time domain by the state-space realization, ( , , , )G A B C D  
which is more familiar for engineers.  
For the system, ( , , )G S L H , with quantum field 
operators, ( )
in
iA t  and ( )
out
iA t , as the input and output fields, 
respectively [2, 16, 29, 30], dynamical equations in the 
stochastic state-space realization derived for Hudson-
Parthasarthy QSDE are as follows [10, 11, 14, 15]: 
( ) ( ) ( )
( ) ( ) ( )
in
out in
d X t A X t dt Bd A t
d A t C X t dt Dd A t
  
  
 
 
 (18)
Where 
( , )C C C     
 
2 ( )Tr X  denotes the trace of the matrix X , which is the summation of 
its diagonal elements. 
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( ,0)D S   
B C D   
1
2
A C C i     
H   
 
 
(19)
The state-space realization is a strong representation of a 
system, because the state matrix, A , specifies the dynamic 
properties of the system. Also, robustness analysis can be 
performed easier using this representation. In this paper, 
dynamic interconnection of nominal and uncertain parts of a 
linear stochastic quantum system will be analyzed in the state-
space realization. 
III. UNCERTAINTY MODELING OF THE LSQS IN THE OPTICAL 
REALIZATION 
Parameter uncertainty is prevalent in systems theory. This 
issue can affect the stability and performance of the system 
under study. These kinds of uncertainties are due to the lack of 
information about the system, engineering limitation, and aging. 
Also, as any other physical system, in dealing with quantum 
systems, taking parameter uncertainties into account deserves 
special attention. In these systems, other factors such as 
detuning parameters and implementation limits are also sources 
of uncertainty. 
As mentioned previously, the optical realization is more 
experiment-oriented and realistic in quantum optics since a 
quantum optical network is initiated and assembled in this 
realization. This provides the motivation for proposing a general 
uncertainty modeling paradigm for these systems in the optical 
realization. 
Given a quantum network, ( , , )G S L H  , a general 
uncertainty form in all three parameters is considered. The 
scattering matrix, S , is assumed to be perturbed in a post 
multiplicative form,
nS S S  , where nS  is the nominal 
parameter and S  is the perturbation part. The coupling matrix 
, L ,  and the system’s Hamiltonian, H  , are assumed to be 
perturbed in an additive form,
nL L L  and 
nH H H  , respectively, where nL  and nH  are the 
nominal coupling operator and Hamiltonian, and L  and H
are their additive perturbation parts, respectively.  
For an uncertain LSQS, a particular uncertainty form is 
associated with each of the parameters, S , L , and H . Prior 
knowledge about the system and the sources of uncertainty 
specify three uncertainty sets, S  , L  and H , which 
include S , L  and H , respectively . For instance, L  may 
be defined as   , 0 , 1m nc c cL X       . These 
uncertainty sets may differ for any two different uncertain LSQS 
regarding their differences in structure and the sources of 
uncertainty. Despite the differences, these uncertainty sets must 
necessarily satisfy the following conditions: 
 ;S S   S  is Unitary 
   , & m nc c c cL X   

             (20) 
 ;H H   H  is of the form (9) 
Uncertainty sets, S  , L , and H , together with the 
nominal parameters, 
nS , nL  , and nH , form the set of 
admissible systems, G , which consists of all the admissible 
LSQS with optical parameters,  , ,n n nS S L L H H    
, where the perturbation parts, S , L , and H , belong to 
the sets, S  , L , and H , respectively. 
 , , ,
,
n n nS S L L H H S S
G
L L H H
        
  
     
 (21)
This kind of uncertainty modeling is chosen based on the 
experimental reasons and the nature of parameters. The most 
applicable and frequent uncertainties in experimental quantum 
optics arise in Hamiltonian modeling. The additive nature for 
this uncertainty form is due to their frequent occurrence in 
quantum perturbation theory and experimental quantum optics. 
This additive form was also considered in [31-33]. Uncertainties 
in coupling operator is considered in additive form since this 
form provides more relevant uncertainty modeling to 
experimental quantum optics regarding the nature of coupling 
matrix. Also, in [31], additive uncertainty form was considered 
for coupling operator in order to design a robust quantum 
observer. The multiplicative uncertainty form for the scattering 
matrix is chosen based on both its multiplicative and unitary 
nature, which gives a better explanation for uncertainty in a 
unitary matrix and scattering phenomenon than the additive 
uncertainty form. 
Also this form of uncertainty is a general uncertainty form 
since additive and multiplicative uncertainty forms can be 
converted to each other with basic matrix operations.  
In the following, a decomposition theorem is presented. The 
goal of this decomposition theorem is to decompose an 
arbitrarily perturbed LSQS, (G G ), into two subsystems. 
Theorem 1. Every uncertain linear quantum system,
G G , represented in the optical realization can be 
decomposed into two linear quantum subsystems, and 
nG , in 
a cascaded manner, 
nG G  , as shown in Figure 1. 
 
 
 
 
   ≡ 
 Figure 1- Decomposition of an uncertain LSQS 
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where the underlying subsystems possess the following 
parameters: 
( , , )n n nG S S L L H H   
( , , )n n n nG S L H
† †( , , Im( ))n nS S L H L L        
(22)

Proof: See the Appendix. 
   By this decomposition theorem, an uncertain linear 
quantum system is decomposed into two subsystems, one of 
which is completely certain and the other one consists of 
uncertainties. In this way, the nominal parameters are 
completely separated from the uncertain parameters. The 
following points are worth mentioning regarding this theorem: 
Remark 1. The Proposed decomposition is a non-minimal 
realization of the original system G . Since this decomposition 
is exerted on the uncertain system under consideration, both 
subsystems share the same state vector. 
Remark 2. By this decomposition, the nominal system’s 
response to external fields becomes more apparent.  But there is 
no particular relation (i.e., linear combination or multiplication) 
between the states of the original system, G and the states of the 
subsystems,  and
nG . In particular, this decomposition is an 
artificial decomposition in order to facilitate the procedure of 
robustness analysis and control. 
Remark 3. This decomposition scheme is also valid for 
nonlinear quantum optical networks as long as the optical 
realization form can be employed. 
In the following, an extended decomposition theorem is 
presented, which decomposes the state-space parameters of the 
original uncertain LSQS in the language of the state-space and 
optical parameters of its subsystems due to Theorem 1.  
Consider the uncertain system, G , and subsystems, nG and
 . Using the methods mentioned in Section II.G, their 
representations in the state-space will be: 
( , , , )G A B C D  
( , , , )n n n n nG A B C D  
( , , , )A B C D      
(23)
Then, the following theorem can be stated.
Theorem 2. Let us apply the decomposition proposed in 
Theorem 1 to an uncertain linear stochastic quantum network,
G G , to decompose it into nG and  (
nG G  ) with 
the state-space realization (23). Then, the following relations 
between the state space realizations hold:  
 
3 
1
Re ( ) ( )
2
X X X  
a) The state matrices in (23) are related as: 
( )n nA A A A A A        (24)
where: 
†
n n cA C S     (25)
Also, the additive perturbation matrix is calculated as 
follows: 
†1 Re ( )
2
c c H n n cA i C S       
3 
(26)
where ( , )c c c  
   and 
H H  .      
b) The output and feedforward matrices are related as: 
n
n
C C C
D D D


 

 
(27)
c) The input matrices are related as: 
n nB B D C D D     (28)
    
Proof: See the Appendix. 
According to Theorem 2, the state space parameters of the 
uncertain LSQS is related to the parameters of its subsystems. 
The state matrix of the uncertain subsystem, A , together with 
an additional matrix A , will play the role of an additive 
perturbation to the nominal subsystem. This statement shows 
how these two subsystems are connected to each other and 
contribute to the dynamics of the original uncertain system. 
Remark 4. Using the proposed decomposition, a novel 
systematic robust model is derived, in which the uncertain part 
of the system appears in the form of perturbation. This kind of 
robust modeling is valuable for robustness analysis and control. 
IV. ILLUSTRATIVE EXAMPLE  
In this section, an illustrative example is presented, which 
shows capabilities of the proposed decomposition algorithms 
and their consequences. A simpler version of this example has 
been considered in [8-10, 24, 28] . 
This example is an optical cavity coupled to three input 
channels , ,v w u , and three output channels , ,x y z  as shown 
in Figure 2. An optical cavity
1 2 3( ), ( ), ( )A t A t A t represent the 
input fields of channels , ,v w u  , respectively.
1 2 3( ), ( ), ( )B t B t B t also represent the output fields of channels 
, ,x y z , respectively. 
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Dynamics of this optical cavity is described by the 
annihilation, a , and creation, 
*a , operators. 
 
Figure 2. An optical cavity, which is coupled to three input and three output 
channels. 
 Let us define the input field  1 2 3( ) ( ), ( ), ( )
T
A t A t A t A t
, the output field  1 2 3( ) ( ), ( ), ( )
T
B t B t B t B t , and the state 
vector  ( ) ( )X t a t . 
The original uncertain plant parameters are: 
1
2
3
0
[ , ] ( ) 0 ( )
0
k
L C C X t k X t
k

 
 
 
 
   
 
 
 
 
3S I ,
*H a a  
(29)
where is the “detuning” parameter and is related to the 
difference between the external field frequency and the cavity-
mode frequency. Also,   denotes the uncertainty in the value 
of 
1k , which plays a critical role in the plant dynamics. Prior 
knowledge about this uncertain parameters is taken into 
consideration as   and   . 
Using the procedures described in Section II.G, the state-
space realization is obtained for this system: 
1 2 3
1 2 3
2 0
2
( )
0 2
2
0 0 0
( )
0 0 0
i
d X X t dt
i
k k k
d A t
k k k
 

 



 

 
  
  
   
 
    
 
     
1
2
3
1
2
3
0
0
0
( ) ( ) ( )
0
0
0
k
k
k
d B t X t dt d A t
k
k
k


  
 
 
 
 
 
  
 
 
 
 
 
 
(30)
 
where
1 2 3k k k     is the nominal attenuation ratio. 
 The perturbation parts are defined to be: 
S I 
 
1
1
( 1 1) 0
, ( ) 0 0 ( )
0 0
c c
k
k
L X t X t 

 
 
 
 
  
 
   
 
 
 
 
*H a a   
(31)
Also, the nominal parameters are: 
nS I
 
1
2
3
0
, ( ) 0 ( )
0
n n n n n
k
L C C X t k X t
k
 
 
 
 
   
 
 
 
0nH   
(32)
Subscripts   and n  are used for the double-up state vector
( )X t , in order to distinguish the states of the uncertain 
 ( ) ( )X t a t   and nominal  ( ) ( )n nX t a t
subsystems, respectively. It was mentioned previously in 
Remark 1 that these state vectors are artificial (i.e., abstract) in 
the sense that they do not imply any physical meaning. Although 
both ( )X t and ( )nX t  are based on annihilation and creation 
operators, they differ in their dynamics. 
Using the decomposition algorithm proposed in Theorem1, 
the cavity plant is broken down into the following subsystems: 
†( , , Im( ))
( , ,0)
n
n n
I L H L L
G I L
     

 (33)
where the state matrix of the nominal subsystems is: 
0
2
0
2
nA


 
 
  
  
 
 (34)
which is stable since 0  . Also, the state matrix of the 
uncertain subsystems is: 
2
1 1 1
2
1 1 1
2 0
2
0 2
2
k k k i
A
k k k i


 

 
 
     
  
      
 
 
(35)
Matrices A  and A in (24) can be computed as: 
a
1k
3k
2k
v
uz
w
y
x
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2
1 1 1
2
1 1 1
0
0
k k k
A
k k k


  
  
   
2 0
2
0 2
2
i
A
i




 
  
   
   
 
 
(36)
It is obvious that: 
nA A A    (37)
As it was expected. Thus, we have evaluated the additive 
perturbation to the state matrix.  
     It is straightforward to check the validity of (b) and (c) in 
Theorem 2. Details were omitted due to the lack of space.  
                 ■ 
This example shows how the proposed theorems provide us 
with a systematic procedure to decompose the uncertain and 
certain parts of a linear quantum network. 
V. CONCLUSION AND FURTHER WORKS 
In this paper, a general uncertainty form for uncertain 
LSQSs is developed in optical realization based on the 
experimental aspects of quantum optics. Afterward, two 
decomposition theorems are proposed, in which the developed 
uncertainty model is decomposed into uncertain and nominal 
subsystems in both optical and state-space realizations. These 
decomposition theorems, especially the latter extended 
decomposition theorem, can be employed as the first step in 
robust analysis and feedback controller design for uncertain 
LSQSs. 
The authors’ future  work, followed by this paper, will focus 
on robust stability analysis and robust controller design for 
uncertain LSQSs based on the proposed uncertainty 
decomposition scheme. 
VI. APPENDIX:  PROOFS 
Proof of Theorem1: 
This decomposition consists of two blocks connected in a 
cascaded manner; each block is realized by the following 
parameters: 
( , , )n n n nG S L H
† †( , , Im( ))n nS S L H L L        
(38)
Using (13), the composition system parameters are obtained 
from individual systems ( n
G G 
): 
†
† † †
( , ,
      Im( ) Im( ))
n n n n n
n n n n
G S S L S S L H H
L L L S S L
     
   
 
(39)
The fact that 
nS  is unitary (
†
n nS S I ), implies that:  
( , , )n n nG S S L L H H     (40)
which is equivalent to the main system G .        
                        ■ 
 
The following lemmas will be used in the proof of Theorem 2: 
Lemma 2: The following algebraic relations hold: 
I. ( )A B A B     
II. 
†( , ) ( , )TA B A B      
III. ( , ) ( , ) ( , )A C B D A B C D         
IV. 
† † † †( , ) ( , ) ( , ) ( , )X A X B X A X B A B A B      
; for any unitary X   
Proof: Proofs are straight forward using definitions in (II.A) 
with simple algebraic calculations. 
Lemma 3 [15]: The additional Hamiltonian term, 
 †2 2 1Im L S L , in (13), corresponds to the double-up form
2 2 1Im ( )C S C  , and induces 
2 2 1Im ( )i i C S C     to the state matrix of the  
corresponding system. (
1
Im ( ) ( )
2
X X X
i
  ). 
Proof of Theorem2: 
 In this theorem, we want to show that (23), (24) and (25) 
are valid for the systemG G . In order to prove Theorem 2, 
the following systems are considered: 
( , , )n n nG S S L L H H   
( , , )n n n nG S L H
† †( , , Im( ))n nS S L H L L        
(41)
where: 
 n n n nL C X C C X
 
  
 † † †n C n c n cL S X S S X  
 
     
n nH   
n HH    
(42)
a) Using the presented techniques in (II.A), the state 
matrix of G  is: 
† †1 ( ) ( )
2
      
n n C n n C
n H
A C S C S
i i
 

 
    
 
 
   
 (43)
Using the algebraic relations in lemma 2, first term of A , is 
decomposed to the following sub-terms: 
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  
 
† †
†
1
2
      
1
   Re ( )
2
n n C C n n C n C n
n H
n n C C n n C n H
A C C C S S C
i i
C C C S i i
   
  


    
   
       
 
(44)
Using similar calculations, the state matrix nA  will be: 
1
2
n n n nA C C i     (45)
In order to derive A , by lemma 3, the perturbation term, 
†Im( )nL L  , in the Hamiltonian of  , induces the term 
†Im ( )n n Ci C S   to A : 
†1 Im ( )
2
C C H n n CA i i C S         (46)
Considering (23), A   is written as: 
† †
†
   Re ( ) Im ( )
   
n
n n C n n C
n n C
A A A A
C S i C S
C S

 

   
  
 
 (47)
Also, A  is obtained as follows: 
†1      = Re ( )
2
C C H n n C
A A A
i C S

  
  
   
 (48)
Proof of (b) is straightforward and needs simple calculations 
using Lemma 2. 
By the fact that coupling operator is perturbed by additive 
perturbation and also by Lemma 2, we have: 
( , )
   ( , ) ( , )
   
c c
c c
n
C C C
C C
C C
 
 
   
   
   
   
 
 
 
 
(49)
Also, the scattering matrices are perturbed in 
multiplicative form; so, using (19) gives: 
( ,0)
   ( ,0) ( ,0)
   
n
n
n
D S S
S S
D D
  
   

 
(50)
c) Using (19), (27), and Lemma 2, B can be rewritten as: 
( )
   ( )
   
n n
n n
n n
B C D C C D D
C C D D
B D C D D
 
 
  
    
  
 
 
(51)
■ 
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