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Abstract
Markov reward models have interesting modeling applications, particularly those address-
ing fault-tolerant hardware/software systems. In this paper, we consider a Markov reward model
with a reward structure including only reward rates associated with states, in which both positive
and negative reward rates are present and null reward rates are allowed, and develop a numer-
ical method to compute the distribution function of the cumulative reward till exit of a subset
of transient states of the model. The method combines a model transformation step with the
solution of the transformed model using a randomization construction with two randomization
rates. The method introduces a truncation error, but that error is strictly bounded from above by
a user-specified error control parameter. Further, the method is numerically stable and takes ad-
vantage of the sparsity of the infinitesimal generator of the transformed model. Using a Markov
reward model of a fault-tolerant hardware/software system, we illustrate the application of the
method and analyze its computational cost. Also, we compare the computational cost of the
method with that of the (only) previously available method for the problem. Our numerical ex-
periments seem to indicate that the new method can be efficient and that for medium-size and
large models can be substantially faster than the previously available method.
Keywords: Fault tolerance, modeling techniques, Markov reward models, numerical algorithms.
1 Introduction
Markov reward models (MRMs) have interesting modeling applications, particularly those address-
ing fault-tolerant hardware/software systems. A MRM is a (time homogeneous) continuous-time
Markov chain (CTMC) with a reward structure imposed over it. The reward structure may reflect
several properties of the system behavior: performance, power consumption, cost, etc. The reward
structure may include in general reward rates associated with states and impulse rewards associated
with transitions. In this paper, we consider MRMs with a reward structure including only reward
rates associated with states. The reward rate ri associated with state i has the meaning of rate at
which the reward is earned while the CTMC is in state i.
In this paper we are concerned with the computation of the distribution function of the cumula-
tive reward till exit of a subset of transient states of a MRM. More specifically, we consider a MRM
with an underlying finite CTMC X = {X(t); t ≥ 0} with infinitesimal generator and state space
Ω = S ∪ {a}, where S 6= ∅ includes transient states and a is an absorbing state that is eventually
entered with probability one, and a reward rate structure ri, i ∈ S, with |ri| <∞. Let T denote the
time to absorption of X , i.e. T = min{t ≥ 0 : X(t) = a}. The measure considered in the paper is
F (s) = Pr [R(T ) ≤ s] ,
where R(T ) =
∫ T
0 rX(τ) dτ is the cumulative reward up to absorption of X .
Let
S0 = {i ∈ S : ri = 0} ,
S+ = {i ∈ S : ri > 0} ,
S− = {i ∈ S : ri < 0} .
A transformation of the CTMC X making easy the computation of F (s) for the case S0 = S− = ∅,
s ≥ 0 was developed in [1]. The modified CTMC Y has same state space and initial probability
distribution as X and has an infinitesimal generator with elements bi,j , i ∈ S, obtained by dividing
by ri the elements ai,j of the infinitesimal generator of X , and verifies Pr[R(T ) ≤ s] = Pr[Y (s) =
a]. It follows that F (s) = Pr[Y (s) = a], which can be computed using standard methods, e.g.
ODE solvers or randomization (also called uniformization) [2], [3]. That model transformation
was generalized to cover the case S− = ∅, s ≥ 0 in [4], where it was shown how to build a
modified CTMC Y with state space S+ ∪ {a} such that R(T ) has the same probability distribution
as min{t ≥ 0 : Y (t) = a}, implying F (s) = Pr[Y (s) = a]. The same case was analyzed in
[5] for semi-Markov reward models with only reward rates associated with states. There, a model
transformation similar in spirit to the one described in [4] was developed and several alternatives
were proposed to solve the transformed semi-Markov reward process. The approach in [4] can be
easily extended to cover the case S+ = ∅, s ≤ 0 by noting that: 1) inverting the sign of the reward
rates maps the case S+ = ∅ into the case S− = ∅ and makes the cumulative reward up to absorption
equal to −R(T ), 2) Pr[R(T ) ≤ s] = Pr[−R(T ) ≥ −s] = 1 − Pr[−R(T ) < −s], 3) for s = 0,
Pr[−R(T ) < −s] = 0, and 4) for s < 0, Pr[−R(T ) < −s] = Pr[−R(T ) ≤ −s], since, being
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−R(T ) the minimum time at which the modified CTMC corresponding to the mapped MRM is in
state a, −R(T ) has a continuous distribution function for values > 0.
To the best of our knowledge, the computation of F (s) for MRMs with a reward struc-
ture in which both positive and negative reward rates are present has been considered only in
[6]. There, closed-form expressions for the conditional probabilities Pr [R(T ) ≤ s |R(T ) > 0],
s > 0, Pr [−R(T ) ≤ s |R(T ) < 0], s > 0, and closed-form expressions for the probabilities
Pr [R(T ) > 0], Pr [R(T ) < 0] were derived for the case S0 = ∅, S+ 6= ∅, S− 6= ∅. These ex-
pressions depend on two matrices that are independent of s and that can be computed using an
iterative algorithm described in [6]. Using a model transformation similar to the one developed in
[4] to “eliminate” the states in S0 and obtaining the above probabilities on the transformed model,
F (s) can be computed easily for the case S+ 6= ∅, S− 6= ∅.
The reward rate associated with the absorbing state a, ra, does not have any effect on F (s).
We can then assume ra = 0. Doing so, we clearly have F (s) = Pr[
∫∞
0 rX(τ) dτ ≤ s] and it can
be shown that Pr[
∫∞
0 rX(τ) dτ ≤ s] = limt→∞ Pr[
∫ t
0 rX(τ) dτ ≤ s], so, in principle one could
estimate F (s) by computing Ft(s) = Pr[
∫ t
0 rX(τ) dτ ≤ s] for t large enough. The distribution
function Ft(s), often referred to as performability, a more general concept introduced in [7], has re-
ceived much attention in the last years and there exist currently several methods for the computation
of Ft(s) [8, 9, 10, 11, 12], a method for the computation of Pr[
∫ t
0 rX(τ) dτ > s] = 1 − Ft(s)
[13] (see also [14]), two methods for the computation of the distribution function of the time-
averaged cumulative reward, Pr[(1/t)
∫ t
0 rX(τ) dτ ≤ s] = Ft(ts), [15, 16], a method for the
computation of Pr[(1/t)
∫ t
0 rX(τ) dτ > s] = 1 − Ft(ts) [16], and a method for the computation
of bounds for Ft(s) [17]. All these methods require ri ≥ 0, i ∈ Ω, and, thus, to apply them
in the case S+ 6= ∅, S− 6= ∅ one has to replace ri, i ∈ Ω, by r′i = ri − minj∈S− rj and use
Ft(s) = Pr[
∫ t
0 rX(τ) dτ ≤ s] = Pr[
∫ t
0 r
′
X(τ) dτ ≤ s− tminj∈S− rj ]. We also mention the methods
described in [18], which for MRMs satisfying certain conditions allow to compute efficiently bounds
for Pr[
∫ t
0 rX(τ) dτ > s] = 1−Ft(s) for the case S+ 6= ∅, S− 6= ∅. However, there does not seem to
exist any criterion for selecting t large enough so that Ft(s) is close to F (s). This leaves the method
based on the results given in [6] as the only alternative for the computation of F (s) for the case
S+ 6= ∅, S− 6= ∅. As we shall illustrate, the computational cost of that method can be quite high for
medium-size and large MRMs. With that motivation, we will develop a new numerical method for
the computation of F (s) for the case S+ 6= ∅, S− 6= ∅. The method combines a model transforma-
tion step with the solution of the transformed CTMC model using a randomization construction with
two randomization rates. As we shall illustrate, the use of two randomization rates instead of a single
one may reduce significantly the computational cost of the method. The method introduces a trun-
cation error, but that error is strictly bounded from above by a user-specified error control parameter.
An important feature of the method is that it is numerically stable. Another important feature is that
it takes advantage of the sparsity of the infinitesimal generator of the transformed CTMC model. The
rest of the paper is organized as follows. The method is developed in Section 2 and its subsections.
Using a MRM of a fault-tolerant hardware/software system, in Section 3, we illustrate the applica-
tion of the method and analyze its computational cost. Also, we compare the computational cost of
the method with that of the method based on the results given in [6]. Finally, we present our con-
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clusions in Section 4. The Appendix, which can be found on the Computer Society Digital Library
at http://doi.ieeecomputersociety.org/10.1109/TDSC.2010.39, includes two
proofs, the theorem establishing the correctness of a generalized randomization construction in
which different randomization rates are allowed in different states, and the development and de-
scription of numerically stable procedures for the computation of some quantities required by the
method.
2 The Method
To develop the method we will proceed by steps. In Section 2.1, we will construct a CTMC with
state space S+∪S−∪{a} such that the difference between the times spent by that CTMC in S+ and
S− until absorption in state a is a random variable with the same probability distribution as R(T ).
In Section 2.2, we will analyze the probability distribution of that variable using a randomization
construction with two randomization rates. The result will be a closed-form expression for F (s)
in the form of a sum with infinite domain whose terms are the products of some probabilities. In
Section 2.3, we will show how the infinite sum can be truncated with strictly bounded from above
error. In Section 2.4, we will develop computable expressions for the probabilities. In Section 2.5,
we will summarize the computational steps of the method and describe some implementation details.
Finally, in Section 2.6 we will discuss the numerical stability and computational cost of the method.
Before entering into the details of the method, we introduce some notation. In general, vectors
will be understood as column vectors, using the superscript T to denote the transpose operator. As
usual, the identity (resp., all zeroes) matrix will be denoted by I (resp., O), and an all ones (resp.,
zeroes) vector by 1 (resp., 0), in all cases with appropriate dimensions as given by the context. By
1c we will denote the indicator function returning the value 1 if condition c is satisfied and the value
0 otherwise. We will use |·| to denote the cardinality of a set. For notational convenience, we define
an additional subset: S± = S+ ∪ S−. The (i, j)th element of a matrix M will be denoted by mi,j ,
whereas the symbol My,z with y, z ∈ {0,+,−,±} will denote the submatrix of M formed by the
elements mi,j with i ∈ Sy and j ∈ Sz . In a slight abuse of notation, My,a with y ∈ {0,+,−,±}
will denote the subvector of M formed by the elements mi,a with i ∈ Sy. The ith element of a
vector v will be denoted by vi, using vy with y ∈ {0,+,−,±} to denote the subvector of v formed
by the elements vi with i ∈ Sy. Finally, diag[vi]i∈G will denote a diagonal matrix with diagonal
elements vi, i ∈ G. Throughout the paper we will use the convention 00 = 1.
2.1 Model Transformation
In this section, we will construct a CTMC Y = {Y (t); t ≥ 0} with state space S± ∪ {a} such that
F (s) = Pr
[
T+ − T− ≤ s] ,
where T+ (resp., T−) is the random variable “time spent by Y in S+ (resp., S−) until absorption in
state a.”
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The construction of Y is conceptually simple and can be justified following the line of reasoning
in [4]. First, we “eliminate” the states in S0 so that the CTMC spends zero time in them, keeping
the sequence of visited states in S±. Second, we divide by |ri| the elements ci,j , i ∈ S±, of the
infinitesimal generator C of the CTMC with states in S0 eliminated so that holding times in the new
CTMC Y have identical probability distributions as the rewards earned in those holding times in the
CTMC with states in S0 eliminated and unscaled infinitesimal generator elements. Let A and α
denote the infinitesimal generator and initial probability distribution vector of X . We assume both
partitioned according to Ω = S0 ∪ S± ∪ {a} and write
A =

A0,0 A0,± A0,a
A±,0 A±,± A±,a
0T 0T 0
, α =

α0
α±
αa
.
Let R = diag[|ri| + 1i=a]i∈S±∪{a} with ra = 0. Then, assuming S0 6= ∅, the infinitesimal
generator B and the initial probability distribution vector β of Y are
B = R−1C = R−1
(
C±,± C±,a
0T 0
)
, β =
(
β±
βa
)
,
with
C±,± = A±,± −A±,0A−10,0A0,± ,
C±,a = A±,a −A±,0A−10,0A0,a ,
β±T = α±T −α0TA−10,0A0,± ,
βa = αa −α0TA−10,0A0,a .
Note that −A−10,0A0,± gives the probabilities of X exiting subset S0 through particular states in S±
given entry in S0 through particular states and −A−10,0A0,a gives the probabilities of exiting subset
S0 through state a given entry in S0 through particular states. Thus, the terms −A±,0A−10,0A0,±
and −A±,0A−10,0A0,a effectively “eliminate” the states in S0 with regard to the transition rates, and
the terms −α0TA−10,0A0,± and −α0TA−10,0A0,a effectively “eliminate” the states in S0 with regard
to the initial probabilities. Finally, the multiplication by R−1 performs the scaling of the elements
of the infinitesimal generator. The existence of A−10,0 is ensured by the fact that all states i ∈ S0 are
transient in X .
For S0 = ∅, the infinitesimal generator and initial probability distribution vector of Y would
be B = R−1A and β = α.
Obtaining C and β in the case S0 6= ∅ is similar to the elimination of states with zero reward
rate in the model transformation step developed in [5], and the alternatives discussed there could
be used. However, here, to avoid subtractions we will obtain C and β by performing the Gaussian
elimination of the block A0,0 in the matrix
D =

A0,0 A0,± A0,a
A±,0 A±,± A±,a
0T 0T 0
α0
T α±T αa
,
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yielding a matrix 
U0,0 × ×
O A±,± −A±,0A−10,0A0,± A±,a −A±,0A−10,0A0,a
0T 0T 0
0T α±T −α0TA−10,0A0,± αa −α0TA−10,0A0,a
,
where U0,0 is upper triangular. Calling D(m), m = 1, . . . , |S0|, the matrix obtained by performing
Gaussian elimination up to the mth diagonal element of A0,0 in D, it can be checked that, in the
procedure, no subtractions occur except in the computation of the (negative) diagonal elements of
D(m). Those subtractions can be easily avoided by computing those diagonal elements as the sum,
with the sign reversed, of the corresponding off-diagonal elements.
2.2 Closed-Form Expression for F (s)
In this section, we will obtain a closed-form expression for F (s) based on a randomization con-
struction for Y with two randomization rates. Let us start by reviewing the (standard) randomization
construction [19] applied on Y . Consider any Λ ≥ maxi∈S±∪{a}−bi,i and let the (time homoge-
neous) discrete-time Markov chain (DTMC) Ŷ = {Ŷn;n = 0, 1, 2, . . .} with same state space and
initial probability distribution as Y and transition matrix I + (1/Λ)B. Consider now the stochastic
process Z = {Z(t); t ≥ 0} obtained by associating with the state visiting process Ŷ independent
exponential visit durations with parameter Λ (when referring to Z, we will say that Ŷ has been ran-
domized with rate Λ). Then (see, e.g., [20, Theorem 4.19]), Z is probabilistically identical to Y , and
anything depending on the probabilistic path behavior of Y can be computed using Z instead. The-
orem ?? in the Appendix, which can be found on the Computer Society Digital Library at http:
//doi.ieeecomputersociety.org/10.1109/TDSC.2010.49, extends that result to a
randomization construction in which Ŷ has transition matrix I + Λ−1B, Λ = diag[Λi]i∈S±∪{a},
Λi ≥ −bi,i, Λi > 0, and is randomized with rate Λi in each state i ∈ S± ∪ {a}. In this paper,
for efficiency reasons, we will consider a randomization construction with two randomization rates:
one, Λ+ ≥ maxi∈S+ −bi,i, for the states in S+ ∪ {a}, and another, Λ− ≥ maxi∈S− −bi,i, for the
states in S−. Then, Ŷ will have transition matrix
P = I + Λ−1± B , (1)
where Λ± = diag[1i∈S+∪{a}Λ+ +1i∈S−Λ−]i∈S±∪{a}, and initial probability distribution vector β.
Invoking Theorem ?? in the Appendix, which can be found on the Computer Society Digital Library
at http://doi.ieeecomputersociety.org/10.1109/TDSC.2010.49, we can state
the following result.
Proposition 1. Let Z = {Z(t); t ≥ 0} be the stochastic process obtained by randomizing the
DTMC Ŷ with rate Λ+ in the states i ∈ S+ ∪ {a} and rate Λ− in the states i ∈ S−. Then, Z is
probabilistically identical to Y .
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We can now obtain the sought formalization for F (s) = Pr[T+ − T− ≤ s]. By considering
the events Y (0) 6= a ∧ T+ − T− ≤ s and Y (0) = a ∧ T+ − T− ≤ s and noting that Y (0) = a
implies T+ = T− = 0, we clearly have
F (s) = Pr
[
T+ − T− ≤ s]
= Pr
[
Y (0) 6= a ∧ T+ − T− ≤ s]+ Pr [Y (0) = a ∧ T+ − T− ≤ s]
= Pr
[
Y (0) 6= a ∧ T+ − T− ≤ s]+ 1s≥0βa .
Let Qk+,k− denote the probability that, starting in S±, the DTMC Ŷ will enter state a after exactly
k+ visits to states in S+ and k− visits to states in S−, k+ ≥ 0, k− ≥ 0, k+ + k− > 0. Let T kΛ
denote a k-Erlang random variable with parameter Λ and let Pk+,k−(s) = Pr[T k
+
Λ+ − T k
−
Λ− ≤ s]. By
construction, Z spends an independent exponentially distributed time with parameter Λ+ in each
visit of Ŷ to S+ and an independent exponentially distributed time with parameter Λ− in each visit
of Ŷ to S−. Then, using the probabilistic identity of Y and Z asserted by Proposition 1 and the
theorem of total probability,
Pr
[
Y (0) 6= a ∧ T+ − T− ≤ s] = ∑
k+≥0, k−≥0
k++k−>0
Qk+,k−Pk+,k−(s) ,
implying
F (s) =
∑
k+≥0, k−≥0
k++k−>0
Qk+,k−Pk+,k−(s) + 1s≥0βa . (2)
The formulation for F (s) given by (2) is the basis of the method. It remains to truncate the
infinite sum and to derive computable expressions for the probabilities Qk+,k− and Pk+,k−(s). We
will address these issues in the following sections.
2.3 Truncation of the Infinite Sum
We will perform three truncations to the infinite sum of (2). The first truncation will delete the
pairs (k+, k−) with k+ > N+ ≥ 0, the second truncation will delete the pairs (k+, k−) with
k− > N− ≥ 0, and the third truncation will delete the pairs (k+, k−) with k+ + k− > N ≥ 0. The
domain, D(N+, N−, N), of pairs (k+, k−) over which the sum will have to be computed is
D(N+, N−, N) = {(k+, k−) : 0 ≤ k+ ≤ N+ ∧ 0 ≤ k− ≤ N− ∧ 0 < k+ + k− ≤ N}
and is illustrated in Figure 1 for the case N+ > 1, N− > 1 and max{N+, N−} < N < N+ +N−
(we will argue at the end of this section that N+ ≤ N and N− ≤ N ). Let F̂ (s) be the estimate for
F (s) obtained by restricting the sum to the domain D(N+, N−, N), i.e.
F̂ (s) =
∑
(k+,k−)∈D(N+,N−,N)
Qk+,k−Pk+,k−(s) + 1s≥0βa . (3)
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Figure 1: Illustration of domain D(N+, N−, N) (the domain includes the points in the frontier).
Then, letting Dc(N+, N−, N) = {(k+, k−) : k+ ≥ 0 ∧ k− ≥ 0 ∧ k+ + k− > 0 ∧ (k+, k−) 6∈
D(N+, N−, N)}, we have
F (s)− F̂ (s) =
∑
(k+,k−)∈Dc(N+,N−,N)
Qk+,k−Pk+,k−(s)
≤
∑
(k+,k−)∈Dc(N+,N−,N)
Qk+,k−
≤
∑
k+>N+
k−≥0
Qk+,k− +
∑
k−>N−
k+≥0
Qk+,k− +
∑
k++k−>N
k+≥0, k−≥0
Qk+,k−
= δ+(N+) + δ−(N−) + δ(N) .
Let ε > 0 be an error control parameter. Then, to compute F (s) using F̂ (s) with truncation error
bounded from above by ε, it is enough to select N+, N− and N as
N+ = min
{
n ≥ 0 : δ+(n) ≤ ε
3
}
,
N− = min
{
n ≥ 0 : δ−(n) ≤ ε
3
}
,
N = min
{
n ≥ 0 : δ(n) ≤ ε
3
}
.
Obtaining the truncation parameters N+, N−, N requires computing δ+(n), δ−(n), and
δ(n) for increasing n starting at n = 0. We start by discussing the computation of δ(n) =∑
k++k−>n, k+≥0, k−≥0Qk+,k− . Let pi(n) denote the probability distribution vector of Ŷ at step
n. From the definition of Qk+,k− (see Section 2.2), it follows that δ(n) is the probability that,
starting in S±, the DTMC Ŷ will enter the absorbing state a after more than n visits to S±, or,
equivalently, that Ŷ will be in S± at step n. Then, δ(n) = pi(n)±T1, where vectors pi(n)± can be
computed for increasing n starting at n = 0 using pi(0)± = β± and pi(n)±T = pi(n− 1)±TP±,±,
n > 0.
The computation of δ+(n) =
∑
k+>n, k−≥0Qk+,k− for increasing n starting at n = 0 can be
performed by analyzing a DTMC Ŷ + = {Ŷ +n ;n = 0, 1, 2, . . .} with state space S+ ∪ {a} defined
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from Ŷ by “jumping over” the states in S−. Formally, Ŷ +n = ŶMn , where M0 = min{n ≥ 0 :
Ŷn ∈ S+ ∪ {a}} and Mn = min{n > Mn−1 : Ŷn ∈ S+ ∪ {a}}, n > 0. The transition matrix P+
and initial probability distribution vector β+ of Ŷ + are
P+ =
(
P++,+ P
+
+,a
0T 1
)
, β+ =
(
β++
β+a
)
,
with
P++,+ = P+,+ + P+,−(I−P−,−)−1P−,+ ,
P++,a = P+,a + P+,−(I−P−,−)−1P−,a ,
β++
T
= β+
T + β−T(I−P−,−)−1P−,+ ,
β+a = βa + β−
T(I−P−,−)−1P−,a .
We note that the existence of (I − P−,−)−1 is guaranteed by the fact that all states i ∈ S− are
transient in Ŷ . Let pi+(n) denote the probability distribution vector of Ŷ + at step n. From the
definition of Qk+,k− , it follows that δ+(n) is the probability that, starting in S±, the DTMC Ŷ will
enter the absorbing state a after more than n visits to S+, or, equivalently, that Ŷ + will be in S+ at
step n. Then, we have δ+(n) = pi+(n)+
T
1, where vectors pi+(n)+ can be computed for increasing
n starting at n = 0 using pi+(0)+ = β++ and pi
+(n)+
T
= pi+(n− 1)+TP++,+, n > 0.
The computation of δ−(n) =
∑
k−>n, k+≥0Qk+,k− for increasing n starting at n = 0 can
be performed by analyzing a DTMC Ŷ − = {Ŷ −n ;n = 0, 1, 2, . . .} with state space S− ∪ {a}
defined from Ŷ by “jumping over” the states in S+. The transition matrix P− and initial probability
distribution vector β− of Ŷ − are
P− =
(
P−−,− P
−
−,a
0T 1
)
, β− =
(
β−−
β−a
)
,
with
P−−,− = P−,− + P−,+(I−P+,+)−1P+,− ,
P−−,a = P−,a + P−,+(I−P+,+)−1P+,a ,
β−−
T
= β−T + β+T(I−P+,+)−1P+,− ,
β−a = βa + β+
T(I−P+,+)−1P+,a .
We note that the existence of (I − P+,+)−1 is guaranteed by the fact that all states i ∈ S+ are
transient in Ŷ . Let pi−(n) denote the probability distribution vector of Ŷ − at step n. From the
definition of Qk+,k− , it follows that δ−(n) is the probability that, starting in S±, the DTMC Ŷ will
enter the absorbing state a after more than n visits to S−, or, equivalently, that Ŷ − will be in S−
at step n. Then, δ−(n) = pi−(n)−
T
1, where vectors pi−(n)− can be computed for increasing n
starting at n = 0 using pi−(0)− = β−− and pi−(n)−
T
= pi−(n− 1)−TP−−,−, n > 0.
The matrix P+ and the vector β+ can be obtained by performing the Gaussian elimination of
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the block −(I−P−,−) in the matrix
Q =

−(I−P−,−) P−,+ P−,a
P+,− P+,+ P+,a
0T 0T 1
β−T β+T βa
.
Calling Q(m), m = 1, . . . , |S−|, the matrix that is obtained by performing Gaussian elimination up
to the mth diagonal element of −(I − P−,−) in Q, it can be checked that no subtractions occur
in the procedure provided that the (negative) diagonal elements of Q(m)−,− are computed as the sum,
with the sign reversed, of the corresponding off-diagonal elements. The matrix P− and the vector
β− can be obtained without subtractions similarly.
To conclude this section we note that, given the previously commented interpretations of δ(n),
δ+(n), and δ−(n) in terms of the probabilistic behavior of Ŷ , we clearly have δ+(n) ≤ δ(n) and
δ−(n) ≤ δ(n), implying N+ ≤ N and N− ≤ N .
2.4 Computable Expressions for the Probabilities Qk+,k− and Pk+,k−(s)
We start by deriving computable expressions for Qk+,k− , (k+, k−) ∈ D(N,N+, N−), which, we
recall, is the probability that, starting in S±, the DTMC Ŷ will enter state a after exactly k+ visits
to states in S+ and k− visits to states in S−. Let pii(k+, k−), i ∈ S± ∪ {a}, denote the probability
that in its first k+ + k− visits, Ŷ has made k+ visits to S+ and k− visits to S− and the (k+ + k−)th
visited state is state i. Let the vector pi(k+, k−) = (pii(k+, k−))i∈S±∪{a}. Then, clearly,
Qk+,k− = pi(k
+, k−)±
T
P±,a , (4)
reducing the problem of computing Qk+,k− , (k+, k−) ∈ D(N,N+, N−), to that of computing the
vectors pi(k+, k−)±, (k+, k−) ∈ D(N,N+, N−). These vectors are related by the following set of
recurrences, which follow from applying backward renewal equations on Ŷ :
pi(0, k−)+ = 0 , k− > 0 , (5)
pi(1, 0)+ = β+ , (6)
pi(k+, 0)+
T
= pi(k+ − 1, 0)+TP+,+ , k+ > 1 , (7)
pi(k+, k−)+
T
= pi(k+ − 1, k−)±TP±,+ , k+ > 0, k− > 0 , (8)
pi(k+, 0)− = 0 , k+ > 0 , (9)
pi(0, 1)− = β− , (10)
pi(0, k−)−
T
= pi(0, k− − 1)−TP−,− , k− > 1 , (11)
pi(k+, k−)−
T
= pi(k+, k− − 1)±TP±,− , k+ > 0, k− > 0 . (12)
We deal next with the probabilities Pk+,k−(s), (k+, k−) ∈ D(N,N+, N−). These probabil-
ities, for which there does not seem to exist efficient closed-form expressions, are related by the
recurrences given by the following theorem.
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Theorem 1. Assume s > 0. Then, for k+ > 0,
Pk+,0(s) =
∞∑
n=k+
(Λ+s)n
n!
e−Λ
+s ,
for k− > 0,
P0,k−(s) = 1 ,
and, for k+ > 0 and k− > 0,
Pk+,k−(s) =
Λ+
Λ+ + Λ−
Pk+−1,k−(s) +
Λ−
Λ+ + Λ−
Pk+,k−−1(s) .
Assume s ≤ 0. Then, for k− > 0, under the convention 00 = 1,
P0,k−(s) =
k−−1∑
n=0
(Λ−|s|)n
n!
e−Λ
−|s| ,
for k+ > 0,
Pk+,0(s) = 0 ,
and, for k+ > 0 and k− > 0,
Pk+,k−(s) =
Λ+
Λ+ + Λ−
Pk+−1,k−(s) +
Λ−
Λ+ + Λ−
Pk+,k−−1(s) .
Proof. See the Appendix, which can be found on the Computer Society Digital Library at htpp:
//doi.ieeecomputersociety.org/10.1109/TDSC.2010.49.
In the following section, we will summarize the computational steps of the method and will
describe how (4)–(12) and the recurrences given by Theorem 1 are used in the numerical evaluation
F̂ (s) in (3).
2.5 Computational Steps
According to our previous developments, the proposed method to compute F (si), i = 1, 2, . . . , with
truncation error bounded from above by ε can be summarized in the following computational steps:
1. Obtain the matrix B and the vector β from the matrix A and the vector α as described in
Section 2.1.
2. Choose the randomization rates Λ+ ≥ maxi∈S+ −bi,i and Λ− ≥ maxi∈S− −bi,i and compute
the matrix P using (1). (For reasons of numerical stability, strict inequalities should hold
—see Section 2.6.)
3. Compute the truncation parameters N+, N−, and N as described in Section 2.3.
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4. Compute the probabilities Qk+,k− , Pk+,k−(si), (k+, k−) ∈ D(N+, N−, N), i = 1, 2, . . . .
5. Compute F (si) as F̂ (si) =
∑
(k+,k−)∈D(N+,N−,N)Qk+,k−Pk+,k−(si) + 1si≥0βa,
i = 1, 2, . . . .
The probabilities Qk+,k− , (k+, k−) ∈ D(N+, N−, N), are computed once using (4)–(12)
and stored. The computation is performed traversing the domain D(N+, N−, N) in a diagonal by
diagonal manner, starting at the diagonal k+ + k− = 1 and with increasing k+ within each di-
agonal. The probabilities Pk+,k−(si), (k+, k−) ∈ D(N+, N−, N), i = 1, 2, . . . , are computed
along with F̂ (si) as follows. Let Pk(λ) = (λk/k!)e−λ, λ ≥ 0, k ≥ 0, denote Poisson proba-
bilities. For each si > 0, we obtain, if N+ ≥ 1, Pk+,0(si) = TRk+(Λ+si) =
∑∞
n=k+ Pn(Λ
+si),
1 ≤ k+ ≤ N+, using the procedure described in the Appendix, which can be found on the Computer
Society Digital Library at http://doi.ieeecomputersociety.org/10.1109/TDSC.
2010, and store them. Then, we obtain Pk+,k−(si), (k+, k−) ∈ D(N+, N−, N), using Theorem 1,
traversing the domain D(N+, N−, N) by rows (increasing k−, starting at k− = 0 and, for each
k−, increasing k+), and accumulate the sum of F̂ (si) using the so-called Kahan’s summation al-
gorithm (see, e.g., [21]), which yields excellent relative accuracy to compute the sum of a set of
floating-point values with the same sign [21]. Finally, for each si ≤ 0, we obtain, if N− ≥ 1,
P0,k−(si) = TLk−(Λ
−|si|) = ∑k−−1n=0 Pn(Λ−|si|), 1 ≤ k− ≤ N−, using the procedure de-
scribed in the Appendix, which can be found on the Computer Society Digital Library at http://
doi.ieeecomputersociety.org/10.1109/TDSC.2010, and store them. Then, we ob-
tainPk+,k−(si), (k+, k−) ∈ D(N+, N−, N), using Theorem 1, traversing the domainD(N+, N−, N)
by columns (increasing k+, starting at k+ = 0 and, for each k+, increasing k−), and accumulate the
sum of F̂ (si) using Kahan’s summation algorithm.
2.6 Numerical Stability and Computational Cost
The procedures for the computation ofPk+,0(s) = TRk+(Λ+s), s > 0, andP0,k−(s) = TLk−(Λ−|s|),
s ≤ 0, described in the Appendix, which can be found on the Computer Society Digital Li-
brary at http://doi.ieeecomputersociety.org/10.1109/TDSC.2010, are, ignor-
ing underflows in Poisson probabilities, numerically stable and, ignoring those underflows, compute
Pk+,0(s) and P0,k−(s) with very small relative error. Those procedures depend on a parameter
η, 0 < η < 1, to be defined below. No subtractions occur in the rest of the method except in
the computation of the diagonal elements of the matrix P using (1), namely pi,i = 1 − |bi,i|/Λ+,
i ∈ S+, and pi,i = 1 − |bi,i|/Λ−, i ∈ S−. In order to avoid those subtractions to have an im-
portant impact on the relative error with which the probabilities Qk+,k− are computed, we take
Λ+ = (1 + ψ) maxi∈S+ −bi,i and Λ− = (1 + ψ) maxi∈S− −bi,i, with ψ = 10−3. As a conclusion,
the method is numerically stable and, ignoring underflows and overflows, round-off errors should
have a small impact on the relative error with which F (s) is computed. The truncation error is
strictly bounded from above by the user-specified error control parameter ε. Overflows and un-
derflows are very unlikely to happen except for underflows in Poisson probabilities (consider, for
instance, the expression for Pk+,0(s), k+ > 0, for the case s > 0 and the expression for P0,k−(s),
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k− > 0, for the case s < 0 when k−  Λ−|s|), underflows in the computation of the probabilities
Pk+,k−(s), k+ > 0, k− > 0, using the recurrences of Theorem 1, and underflows in the products
Qk+,k−Pk+,k−(s) involved in the computation of F̂ (s) using (3). The problem with underflows is
that they may introduce a large relative error at the point they occur, raising the issue of how large the
resulting error in F̂ (s) can be. However, it can be justified that the absolute error introduced in F̂ (s)
by those underflows will be very small in realistic scenarios if enough precision is used. The justifi-
cation is based on a rough upper bound for the absolute error. To derive the bound, we will assume
that the underlying arithmetic is exact and will analyze the error introduced in F̂ (s) by discarding
Poisson probabilities, probabilities Pk+,k−(s), k+ > 0, k− > 0, and products Qk+,k−Pk+,k−(s)
whose value is < η, where η, 0 < η < 1, is such that underflows in the actual arithmetic can only
happen when the computed value is < η in absolute value.
Theorem 2. In exact arithmetic, the absolute error introduced in F̂ (s) by discarding the Poisson
probabilities whose value is< η, the probabilities Pk+,k−(s), (k+, k−) ∈ D(N+, N−, N), k+ > 0,
k− > 0 whose value is< η, and the productsQk+,k−Pk+,k−(s), (k+, k−) ∈ D(N+, N−, N) whose
value is < η is bounded from above by
(
max
{
1s>02(1 + Λ
+s)N+,1s<0
N−(N− + 1)
2
}
+ 2|D(N+, N−, N)|+ 1
)
|D(N+, N−, N)|η .
Proof. See the Appendix, which can be found on the Computer Society Dogital Library at http:
//doi.ieeecomputersociety.org/10.1109/TDSC.2010.49.
The upper bound given by Theorem 2 is small enough to guarantee for practical purposes that
the absolute error in F̂ (s) caused by underflows will be negligible if enough precision is used.
Consider, for instance, that all computations are carried out using the 64-bit binary format defined in
the IEEE 754 floating-point standard [22]. In that case, we can take η = 2−1022 = 2.225× 10−308.
Let M = max{N+, N−,1s>0Λ+s}. Then, using |D(N+, N−, N)| ≤ (N+ + 1)(N− + 1) ≤
(M+1)2, the upper bound given by the theorem is bounded by (2(M+1)3(2M+1)+(M+1)2)η =
(2(M + 1)3(2M + 1) + (M + 1)2)× 2.225× 10−308, and for this upper bound to be, say, ≥ 10−40,
M would have to be ≥ 5.790 × 1066 and either |D(N+, N−, N)| would have a size such that the
method would be unfeasible due to both CPU time and memory consumption or, if s > 0, Λ+s
would have an unrealistically large value.
The truncation parametersN+,N− andN depend on the characteristics of Ŷ and it is difficult,
in general, to anticipate their values. It is also difficult to anticipate the computational cost of the
Gaussian eliminations, since it depends on the amount of fill that occurs during them. That fill can
be reduced heuristically by using an appropriate ordering of the states associated with the rows of
the blocks that have to be eliminated. This is equivalent to performing symmetrical permutations of
rows and columns intersecting the block that has to be eliminated and several criteria are available
for choosing those permutations [23]. In our implementation we did not follow any criterion and
used the ordering of the states induced by the order in which the states were generated. For MRMs
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with a number of states neither too small nor too large, the cost of the computation of the prob-
abilities Qk+,k− , (k+, k−) ∈ D(N+, N−, N), will often dominate the computational cost of the
method. Let K denote the number of non-null elements of P. From (4)–(12), it follows that com-
puting one probability Qk+,k− has a cost O(K) time. In addition, given the recurrences (5)-(12),
the computation of the probabilities Qk+,k− traversing the domain D(N+, N−, N) by diagonals
and with increasing k+ within each diagonal (see Section 2.5) requires a set of 3 + min{N+, N−}
vectors of size |S±| each to store the vectors pi(k+, k−)± (the maximum number of (k+, k−) pairs
in any diagonal is 1 + min{N+, N−}). Therefore, the cost of the computation of the probabilities
Qk+,k− , (k+, k−) ∈ D(N+, N−, N), is O(K|D(N+, N−, N)|) = O(KN+N−) time and, tak-
ing into account the storage of P and the Qk+,k− themselves, O(K + |D(N+, N−, N)| + (3 +
min{N+, N−})|S±|) = O(K + N+N− + (3 + min{N+, N−})|S±|) memory. For MRMs hav-
ing a very small number of states, the computational cost of the method would be dominated by
the computation of the probabilities Pk+,k−(s), specially if F (s) has to be computed for several
values of s. For MRMs with a very large number of states, the computational cost of the Gaussian
eliminations could be relatively important due to an important fill during these eliminations.
3 Analysis
In this section, we will illustrate, using a scalable example, the application of the method. We will
also analyze the computational cost of the method and compare it with that of the alternative method
based on the results given in [6].
The scalable example is a hardware/software fault-tolerant system controlling a manufacturing
process. The system has ns control sites numbered 1, 2, . . . , ns. Each site includes two redundant
computers and a fault-tolerant software using the recovery block technique (each computer holds
its own copy of the primary and secondary versions of the software). In that technique [24], an
acceptance test checks the outputs of the primary version of the software and the secondary version
is activated if the check is unsuccessful. In that case, the outputs of the secondary version are also
checked by the acceptance test. We assume that, initially, each site is running the primary software
version in one of the computers while the second computer is in standby (but not running any version
of the software). For control site i, 1 ≤ i ≤ ns, the failure rate of the primary software version is
λPSi. Upon occurrence of a failure in the primary software version, with probability CSi, the control
task can be resumed using the secondary software version held in the same computer and the primary
software version is restarted at rate µPSRi. When the restart finishes, the primary software version
becomes the one active again. With probability 1−CSi, the control task cannot be resumed using the
secondary software version and a global software restart of both versions of the software has to be
carried out on the computer that was running them. That restart has rate µGSRi. After that software
restart operation the primary software version becomes active again. The secondary software version
of site i, 1 ≤ i ≤ ns, has failure rate λSSi, and any failure in that secondary software version requires
executing the global software restart with rate µGSRi on the computer running the software, after
which the primary software version becomes the one active. For control site i, 1 ≤ i ≤ ns, the
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Figure 2: State transition diagram of the CTMC underlying the MRM of the fault-tolerant system
with one control site and nHR1 = 1.
failure rate of each computer is λHi. When one computer is running the primary software version or
running the secondary software version and restarting the primary software version or performing
a global restart of both software versions, and the second computer is in standby, with (coverage)
probability CHi, the site tolerates the failure of any computer without stopping the running software
and the software restart operation, and with probability 1 − CHi, the failure of a computer requires
performing a hardware restart, after which the site is left with a single computer running the primary
software version. The time taken by that restart follows an Erlang distribution with nHRi stages and
mean value µ−1HRi. When only one computer is left, the failure of the computer makes the control site
and the system fail. We assume that there is an unlimited number of repairmen to perform software
and hardware restarts. Fig. 2 shows the state transition diagram of the CTMC underlying the MRM
of the system with one control site and nHR1 = 1. Entry into the absorbing state a captures the
failure of the system due to the failure of both computers of the site. For the system with more than
one control site, entry into the absorbing state a would capture the failure of the system due to the
failure of both computers in any of the control sites.
We will consider instances of the scalable example with two, three, four, and five control sites.
For ns = 2 we will use the following values: λPS1 = 10−3 h−1, λPS2 = 1.5 × 10−3 h−1, λSS1 =
10−4 h−1, λSS2 = 1.5× 10−4 h−1, λH1 = 3× 10−5 h−1, and λH2 = 4× 10−5 h−1. For ns = 3 we
will use the same values and λPS3 = 2×10−3 h−1, λSS3 = 2×10−4 h−1, and λH3 = 5×10−5 h−1.
For ns = 4 we will use the same values as for ns = 3 and λPS4 = 2.5 × 10−3 h−1, λSS4 =
2.5 × 10−4 h−1, and λH4 = 6 × 10−5 h−1. For ns = 5 we will use the same values as for ns = 4
and λPS5 = 3 × 10−3 h−1, λSS5 = 3 × 10−4 h−1, and λH5 = 7 × 10−5 h−1. In all cases we
will take CSi = 0.9, µPSRi = 0.5 h−1, µGSRi = 0.15 h−1, CHi = 0.98, and µHRi = 0.12 h−1,
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Figure 3: F (s) for the MRM of the fault-tolerant system with five control sites and nHRi = 1,
1 ≤ i ≤ 5.
1 ≤ i ≤ ns, leaving nHRi, 1 ≤ i ≤ ns as parameters. We associate a reward rate 1 h−1 with the
states in which all control sites are working with the primary software version (see states 1 and 5 of
Fig. 2), a reward rate 0 with the states in which all control sites are working, but some site is using
the secondary software version (see states 2 and 6 of Fig. 2), and a reward rate −100 h−1 with the
states in which some control site is temporarily not working because a global software restart or a
hardware restart is under way (see states 3, 4, and 7 of Fig. 2). Reward rates 1 h−1 are interpreted as
rate of economic benefit resulting from the use of the system with all control sites using the primary
software versions, reward rates 0 model the fact that no economic benefit (but also no economic
loss) results from the use of the system with some control site using the secondary software version,
and reward rates −100 h−1 model the rate of economic loss resulting from some control site being
temporarily not working. With that interpretation, F (s) is the distribution function of the economic
benefit resulting from the use of the system until it fails because of the failure of both computers in
any of the control sites. That economic benefit could be balanced against the acquisition cost of the
system.
All results were obtained on a workstation equipped with four Quad-Core Intel Xeon X7350
2.93 GHz processor chips with 64 kB of level 1 cache per core and 8 MB of level 2 cache per core
pair, and 64 GB of main memory, using only one core and using the IEEE 754 64-bit binary format.
For the parameter η on which the procedures described in the Appendix, which can be found on
the Computer Society Digital Library at http://doi.ieeecomputersociety.org/10.
1109/TDSC.2010.39, depend, we took η = 2−1022 = 2.225× 10−308.
We start by illustrating the application of the method. Fig. 3 plots F (s) as a function of s for the
MRM of the fault-tolerant system with five control sites and nHRi = 1, 1 ≤ i ≤ 5. An interesting
observation is that the economical benefit resulting from the use of the system is negative with a
non-negligible probability. That probability is equal to 0.1657.
Now, we turn to the analysis of the computational cost of the method. We start by analyzing
that cost when the method is run with a single s and increasingly stringent error requirements for the
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Table 1: Results for the new method for the MRM of the fault-tolerant system with five control sites
and nHRi = 1, 1 ≤ i ≤ 5.
s ε N+ N− N |D(N+, N−, N)| CPU time (s) % Qk+,k−
−10,000 10−4 75 937 1,004 71,251 1,322 96.4
−10,000 10−6 100 1,276 1,366 128,921 2,486 97.4
−10,000 10−8 126 1,608 1,721 204,251 3,917 98.0
0 10−4 75 937 1,004 71,251 1,381 96.5
0 10−6 100 1,276 1,366 128,921 2,461 97.4
0 10−8 126 1,608 1,721 204,251 3,877 98.0
10,000 10−4 75 937 1,004 71,251 1,358 96.5
10,000 10−6 100 1,276 1,366 128,921 2,424 97.4
10,000 10−8 126 1,608 1,721 204,251 3,841 98.0
MRM of the fault-tolerant system with five control sites and nHRi = 1, 1 ≤ i ≤ 5. The MRM has
|S| = 16,807, |S0| = 992, |S+| = 32, |S−| = 15,783, and 219,868 transitions. In Table 1 we give
the values of the truncation parametersN+,N−,N , the cardinality |D(N+, N−, N)| of the domain
D(N+, N−, N), the CPU times in seconds, and the percent of CPU time spent in computing the
probabilitiesQk+,k− . The randomization rates were Λ+ = (1+10−3) maxi∈S+ −bi,i = 1.528634×
10−3 h−1 and Λ− = (1+10−3) maxi∈S− −bi,i = 2.153544×10−2 h−1, and the number of non-null
elements of the matrix P was K = 2,806,745. We can note that the CPU times are reasonable and
increase moderately as the error requirement becomes more stringent. In addition, as expected, most
of the CPU time is spent computing the probabilities Qk+,k− . The maximum memory consumption
was about 369 MB.
In order to get some insight into how the cost of the method scales with the size of the MRM,
we ran the method for the MRM of the fault-tolerant system with two, three, four, and five control
sites and increasing numbers of Erlang stages. In Table 2, we give |S|, |S0|, |S+|, |S−|, and the
number K of non-null elements of P for each of the MRMs, and N+, N−, N , |D(N+, N−, N)|,
and the CPU times in seconds for s = −10,000 and ε = 10−8. As we can see, the CPU times range
from a fraction of a second to ≈ 1.8 h. The maximum memory consumption was about 540 MB.
Although it is not possible to draw general conclusions from the results of a few MRMs, it seems
that the method described in the paper can solve in reasonable CPU times MRMs with ≈ 100,000
states and K ≈ 3,750,000.
The use of two randomization rates may reduce significantly the computational cost of the
method. To illustrate this point, we ran the method for the MRM of the fault-tolerant system with
five control sites and nHRi = 1, 1 ≤ i ≤ 5, using a single randomization rate max{Λ+,Λ−}.
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Table 2: Results for the new method for the MRM of the fault-tolerant system with two, three, four,
and five control sites, increasing numbers of Erlang stages, s = −10,000, and ε = 10−8.
nHRi,
ns 1 ≤ i ≤ ns |S| |S0| |S+| |S−| K N+ N− N |D(N+, N−, N)| CPU time (s)
2 1 49 12 4 33 370 106 399 496 42,754 0.07
2 64 12 4 48 441 106 456 552 48,843 0.11
3 81 12 4 65 518 106 532 627 56,964 0.16
4 100 12 4 84 601 106 607 703 65,000 0.22
3 1 343 56 8 279 7,843 113 767 869 87,485 1.25
2 512 56 8 448 9,077 113 828 930 94,439 1.70
3 729 56 8 665 10,581 113 909 1,010 103,661 2.34
4 1,000 56 8 936 12,379 113 990 1,091 112,895 3.18
4 1 2,401 240 16 2,145 154,360 120 1,172 1,280 141,854 36.4
2 4,096 240 16 3,840 170,921 120 1,236 1,344 149,598 59.5
3 6,561 240 16 6,305 193,720 120 1,322 1,430 160,004 78.3
4 10,000 240 16 9,744 224,089 120 1,408 1,515 170,397 117.8
5 1 16,807 992 32 15,783 2,806,745 126 1,608 1,721 204,251 3,917
2 32,768 992 32 31,744 3,001,121 126 1,676 1,789 212,887 4,380
3 59,049 992 32 58,025 3,303,687 126 1,766 1,879 224,317 5,312
4 100,000 992 32 98,976 3,753,263 126 1,857 1,969 235,860 6,391
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Table 3: Results for the new method for the MRM of the fault-tolerant system with five control sites,
nHRi = 1, 1 ≤ i ≤ 5, and s = −10,000 using a single randomization rate.
ε N+ N− N |D(N+, N−, N)| CPU time (s)
10−4 1,133 937 1,980 1,059,596 20,020
10−6 1,527 1,276 2,675 1,942,999 35,638
10−8 1,916 1,608 3,359 3,070,757 57,000
That randomization rate was max{1.528634 × 10−3 h−1, 2.153544 × 10−2 h−1} = 2.153544 ×
10−2 h−1. In Table 3 we give N+, N−, N , |D(N+, N−, N)|, and the CPU times in seconds for
s = −10,000 and ε = 10−4, 10−6, 10−8. Comparing with the results reported in Table 1, using
a single randomization rate results in a large increase in N+. The truncation parameter N also
increases. Essentially, this is because the maximum output rate of Y in S− is larger than in S+ and
using the same randomization rate in all states slows down significantly the pace at which Ŷ + enters
the absorbing state, resulting in a substantial increase in N+, and the pace at which Ŷ enters the
absorbing state, making N larger as well. As a consequence, |D(N+, N−, N)| and, accordingly,
the CPU times are much larger. Therefore, for this particular example, using different randomization
rates in S+ and S− reduces significantly the computational cost of the method.
In view of the results of Table 3 and the ensuing discussion, it is clear that the smaller the
randomization rates Λ+ and Λ− are, the smaller the domain D(N+, N−, N) will be, making the
method less costly. This raises the question of whether the use of randomization rates slightly
larger than needed (see Section 2.6), which is important in order to ensure the numerical stability
of the method, may have an important impact on its computational cost. To address this issue, we
ran the method for the first three cases reported in Table 1 using Λ+ = (1 + ψ) maxi∈S+ −bi,i and
Λ− = (1+ψ) maxi∈S− −bi,i with ψ = 0 instead of ψ = 10−3. The result was that taking ψ = 10−3
yielded an average increase of about 0.7% in the CPU times. This seems to be a very reasonable
price to pay for ensuring the numerical stability of the method.
To conclude this section, we will compare the new method proposed in this paper with the
method based on the results given in [6]. We recall that these results are: 1) closed-form expres-
sions for the probabilities Pr [R(T ) ≤ s |R(T ) > 0], s > 0, Pr [−R(T ) ≤ s |R(T ) < 0], s > 0,
Pr [R(T ) > 0], and Pr [R(T ) < 0], and 2) an iterative algorithm to compute the two matrices, Ψ
and Ψr, on which those closed-form expressions depend (the matrices themselves are independent
of s). Both the matrices and the probabilities require S0 = ∅ and thus have to be computed using
the transformed CTMC Y (see Section 2.1). Once the probabilities have been obtained, F (s) can be
evaluated as
F (s) =

Pr [R(T ) < 0] + βa + Pr [R(T ) ≤ s |R(T ) > 0]× Pr [R(T ) > 0] , s > 0
Pr [R(T ) < 0] + βa , s = 0
(1− Pr [−R(T ) ≤ −s |R(T ) < 0])× Pr [R(T ) < 0] , s < 0
. (13)
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Therefore, the alternative method consists of three steps: 1) construction of the transformed CTMC
Y as described in Section 2.1, 2) computation of the matrices Ψ and Ψr for the transformed CTMC
Y using the iterative algorithm, and 3) evaluation of (13) on the transformed CTMC Y at the required
s. We have found that the algorithm, which has to be applied once to obtain Ψ and a second time to
obtain Ψr, breaks down in both cases because one of the involved matrices turns out to be singular.
Using the same notation as in [6], that matrix is the matrix I−A1(0, λ) (see second and third lines
of the listing given in [6, p. 254—255]), whose last row becomes 0T. To solve this problem, it is
enough to set the bottom-most, right-most element of the matrix to 1. The algorithm has quadratic
convergence and will typically require few steps. However, each step involves the inversion of a
matrix of size (|S±| + 1) × (|S±| + 1). Therefore, the cost of the algorithm is O(|S±|3) time and
O(|S±|2) memory. That cost will often dominate the computational cost of the alternative method.
For MRMs with a number of states neither too small nor too large, the proposed method will often
have a computational cost O(KN+N−) time and O(K + N+N− + (3 + min{N+, N−})|S±|)
memory (see Section 2.6). Since it is difficult, in general, to anticipate the values of N+, N−, and
K, it is not possible to conclude which method is the least costly in general. However, the fact
that the time complexity of the second step of the alternative method is O(|S±|3) suggests that for
medium-size and large MRMs, the method proposed in this paper can be faster. To illustrate that
indeed this can be the case, we implemented the alternative method using the well-known GNU
Scientific Library [25] together with the high-performance basic linear algebra package ATLAS
[26]. In our implementation, the matrices Ψ and Ψr are computed using the iterative algorithm
described in [6] with the previously commented modification. The required matrix inverses are
computed by means of LU decomposition. The probabilities involved in (13) are evaluated as fol-
lows. Let K = B+,+ + ΨB−,+, Kr = B−,− + ΨrB+,−, γT = (β+T + β−TΨr)(I −ΨΨr)−1,
and γrT = (β+TΨ + β−T)(I − ΨrΨ)−1, let ∆ be the diagonal matrix with diagonal elements
equal to one minus the row sums of Ψ, and let ∆r be the diagonal matrix with diagonal ele-
ments equal to one minus the row sums of Ψr. Then, interpreting the transformed CTMC Y as
an MRM in which the states in S+ (resp., S−) have reward rate equal to one (resp., minus one)
and using Theorem 5.1 in [6], θr = Pr [R(T ) < 0] = γrT∆r1, θ = Pr [R(T ) > 0] = γT∆1,
Pr [R(T ) ≤ s |R(T ) > 0] = 1 − ζTeGs1, s > 0, where ζT = θ−1γT∆ and G = ∆−1K∆,
and 1 − Pr [−R(T ) ≤ −s |R(T ) < 0] = ζrTeGr(−s)1, s < 0, where ζrT = θ−1r γrT∆r and
Gr = ∆
−1
r Kr∆r. Since ζ and G can be interpreted as the restriction of the initial probability
distribution vector and infinitesimal generator of some absorbing CTMC to its transient states, and
ζr and Gr can be interpreted similarly, the terms ζTeGs1 and ζrTeGr(−s)1 are computed with well-
controlled error using the randomization technique. There are, then, two error control parameters in
our implementation of the alternative method: one, ε1, for the computation of the matrices Ψ and
Ψr using the iterative algorithm, and another, ε2, for the computation of ζTeGs1 and ζrTeGr(−s)1
using randomization. If ε1  ε2, we can expect the actual error in F (s) to be ≤ ε2. Therefore,
we set ε1 = 10−10 and ran the alternative method for the MRM of the fault-tolerant system with
two, three, and four control sites and increasing number of Erlang stages for s = −10,000 and
ε2 = 10
−8. In Table 4, we give the CPU times in seconds for the alternative method and the per-
centage of those CPU times invested in the the computation of Ψ and Ψr. Comparing with the
results reported in Table 2, for the smallest MRMs (|S±| ≤ 88) the proposed method is slower than
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Table 4: Results for the alternative method for the MRM of the fault-tolerant system with two, three,
and four control sites and increasing numbers of Erlang stages, s = −10,000, ε1 = 10−10, and
ε2 = 10
−8.
nHRi,
ns 1 ≤ i ≤ ns |S±| CPU time (s) % Ψ, Ψr
2 1 37 0.02 100
2 52 0.04 90.0
3 69 0.07 94.1
4 88 0.14 97.1
3 1 287 1.96 98.4
2 456 7.52 98.9
3 673 29.3 99.1
4 944 131.9 99.0
4 1 2,161 1,879 98.8
2 3,856 11,646 98.9
3 6,321 53,305 98.9
the alternative method. However, since, as expected, the CPU time of the latter increases sharply
with |S±|, the proposed method is faster for the remaining, larger MRMs, with a speedup ranging
from 1.6 (|S±| = 287) to 681 (|S±| = 6,321). These results confirm that for medium-size and large
MRMs the proposed method can be substantially faster than the alternative method, allowing the
analysis with affordable computational resources of MRMs for which the alternative method is very
expensive. Another advantage of the proposed method is that it has well-controlled error and is nu-
merically stable, whereas in the alternative method there is no direct relationship between the error
control parameter ε1 and the actual error in F (s). Besides, the method could be unstable because the
iterative algorithm for the computation of the matrices Ψ and Ψr involves subtractions. In spite of
this fact, we assessed the actual precision of the alternative method by comparing the value of F (s)
yielded by the proposed method with ε = 10−10 and the one obtained with the alternative method
with ε1 = 10−10 and ε2 = 10−8 for the MRMs for which results are reported in Table 4 for a set
of 500 equally spaced abscissas ranging from −10,000 to 100,000. The result has been a maximum
difference, in absolute value, between the two values of F (s) equal to 5.3 × 10−9. Therefore, it
seems that, at least for the MRMs we have tried, the alternative method is accurate.
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4 Conclusions
We have developed a new method to compute the distribution function of the reward accumulated
till exit of a subset of transient states of an MRM with a reward structure including only reward rates
associated with states, in which both positive and negative reward rates are present and null reward
rates are allowed. The new method combines a model transformation step with the solution of the
transformed model using a randomization construction with two randomization rates. The method
introduces a truncation error, but that error is strictly bounded from above by a user-specified error
control parameter. In addition, the method is numerically stable and takes advantage of the sparsity
of the infinitesimal generator of the transformed model. We have illustrated the application of the
method using an MRM of a hardware/software fault-tolerant system. We have also analyzed the
computational cost of the method and have compared it with that of the (only) alternative method
for the problem. Our numerical experiments seem to indicate that the new method can be efficient
and that for medium-size and large MRMs can be substantially faster than the alternative method.
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