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Abstract
We review an iterative path integral method that allows the computation of exact, long-time
dynamics of small systems interacting with a dissipative bath. The method takes advantage of the
finite memory of large environments at finite temperature to allow an iterative evaluation of the
dynamics, thereby replacing an exponential scaling in simulation time with a linear scaling.
This method is applied to calculate the dynamics of two model systems. The first consists
of two-qubits interacting with a common bath. In this case we observe a variety of entanglement
effects. If the qubits are initially separable, through an indirect coupling, the bath can create steady
state entanglement between the qubits. This effect is due to the existence of a decoherence-free
subspace as a result of the form of the qubit Hamiltonian and system-bath coupling. Entanglement
created by the bath is shown to decrease with increasing temperature and system-bath coupling
strength. However large system-bath coupling causes a faster increase in the entanglement.
Initially entangled qubits lose their entanglement as a result of interactions with the bath, an
effect that is heightened at higher temperatures. Direct coupling between the qubits is shown to
slow the decay of entanglement and preserve some entanglement at long times; however at high
temperatures this steady state entanglement becomes negligible.
The second system we consider is vibrational degree of freedom coupled to a bath of harmonic
oscillators or two-level systems. We compute four-time correlation functions which are used to
calculate response functions relevant to third order infrared or seventh order Raman experiments
for harmonic, Morse, and quadratic-quartic potentials. Our calculations reveal the role of potential
features (anharmonicity and eigenvalue spectrum), both on short and long time scales, on the
response function. Further, thermal excitation causes dramatic changes in the appearance of the
response function, introducing symmetry with respect to the main diagonal. Finally, coupling to
harmonic dissipative baths leads to decay of the response function (primarily along the τ3 direction)
and a broadening of the peaks in its Fourier transform. At high temperatures two-level-system baths
are less efficient in destroying coherence than harmonic baths of similar parameters.
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Chapter 1
Introduction
Quantum mechanics provides our most accurate theory of the natural world at small scales. Over
the last 90 years it has had incredible success in explaining and predicting physical phenomena
and there’s hardly an aspect of modern life that doesn’t involve quantum mechanics at some level.
Today, quantum effects play a critical role in the design and function of many devices we rely on
on a daily basis, and inspire new generations of smaller, faster, more accurate, and more efficient
devices. Recently there have been suggestions that quantum mechanics may even play an important
role in the functioning of biological systems, long thought to be too messy and noisy to allow for
quantum effects. But despite decades of work there remain only a handful of problems whose exact
quantum mechanical solution is known (e.g., harmonic oscillator, free particle, linear potential,
H-atom). Simplified models and physically motivated approximations are needed to tackle more
complicated systems.
Before one can choose a method to use, it’s important to devise a minimal model of the system
of interest that while capturing all the important physical effects, leaves out unnecessary details.
This often involves a coarse graining of the atomic system, neglecting higher energy levels or
excitations, mapping many degrees of freedom into a single or few effective degrees of freedom, and
other physically motivated approximations. A wise choice of approximations to use is critical; too
complicated a model requires unreasonable computational effort, too simple a model misses essential
effects. In the chapters that follow we use several “toy models” to investigate the effects of the
environment on, and to predict the behavior of, our systems. As with any theoretical prediction, the
validity of the models we use ultimately lies in experimental verification of the predicted effects.
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The models we use(two spin extension of the spin-boson model, response function treatment of
nonlinear vibrational spectroscopy, and exciton model for charge transfer) are the standard models
used in the respective fields and have proven effective in predicting the behavior of such systems in
previous studies.
In this thesis we aim to investigate the dynamical properties of several interesting physically
motivated systems. Even though these systems only involve a small number of degrees of freedom,
they nonetheless present a significant challenge to solve. This is partly due to the fact that no matter
how hard we try to isolate them, all systems inevitably interact with their surroundings. Therefore
to obtain realistic dynamics, we must include these, typically many, environmental degrees of
freedom in our models. Thus, the dynamics of even small systems in real world conditions typically
involves many degrees of freedom in addition to simply those of the system of interest. Due
to the large number of degrees of freedom, numerical methods are the logical choice in tackling
the problem. We will see that if we are only interested on the effects of the environment of the
system, and not on the details of the environment itself, the problem simplifies greatly. Despite
this simplification, solving for the (“reduced”) dynamics of the system is still a very difficult task.
In a classical mechanical system we would solve Newton’s (or Lagrange’s or Hamilton’s) equa-
tions of motion for the n particles making up the system and environment. This requires compu-
tational effort that scales as 6n (3 position and 3 momentum degrees of freedom for each particle).
This linear scaling is very reasonable and is the reason behind the success of molecular dynamics
(MD) simulations of very large systems.. As we’ll discuss further below, in quantum mechanics
the effort required to compute the dynamics of n degrees of freedom scales exponentially with n.1
Evaluating the quantum dynamics of such systems seems at first to be an intractable task. 2
1This same exponential scaling of computational effort with number of bits is what enables all modern crypto-
graphic algorithms. If one uses enough bits to make the key, breaking the encryption becomes a an almost impossible
task on present day computers. Once large quantum computers are available, not only will quantum dynamics
problems become much easier to solve, but, thanks to Shor’s algorithm [1], decryption will become a trivial task.
2One might be inclined to think that since the computational power of our (classical) computers also grows
exponentially in time (Moore’s law [2] ), quantum dynamics should not be so hard. Assuming Moore’s law continues
to hold, computational power will double approximately every 2 years. To simulate a system with 10 additional
particles (60 degrees of freedom) requires M60 times more computational effort; where M is the number of basis
states required to represent each degree of freedom. Assuming a very ideal case of M = 2, this would mean waiting
120 years! Clearly this is not a viable option for a PhD student.
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1.1 Quantum Dynamics and Exponential Scaling
With any numerical method the essential problem we face in simulating a quantum system is one
of exponential scaling. Depending on which formulation of quantum mechanics we choose to work
in, this exponential scaling shows up in a different place.
The central problem we want to tackle is to find a solution to the Schrodinger equation. Formally
this is given(for a time-independent Hamiltonian) by
i~
∂ψ
∂t
= Hˆψ (1.1)
ψ(t) = e−iHˆt/~ψ(0) (1.2)
where, e−iHˆt/~ is known as the propagator, and takes the system from the initial (at time 0) to the
final state (at time t). A closed form expression for the propagator would amount to a complete
solution of the problem. However, typically we don’t have a general expression for the propagator.
Short time approximations to the propagator however are known. One such approximation is the
Trotter formula [3]
e−iHˆ∆t/~ ≈ e−iVˆ∆t/2~e−iTˆ∆t/~e−iVˆ∆t/2~ (1.3)
where T and V are the kinetic and potential parts of the Hamiltonian. Since Tˆ and Vˆ do not
commute, this approximation is not exact and has errors on the order of (∆t)2. As long as we
pick a small enough ∆t, large enough N, then this splitting is justified. To take advantage of the
short time propagator, the standard approach is to split the full propagator into N short time
propagators (where N = t/∆t) and insert a resolution of the identity between each pair of short
time propagators. Since Eq. (1.3) can be evaluated in the position basis to get
〈x| e−iHˆ∆t/~ ∣∣x′〉 ≈ KT (x, x′) = √ m
2pii~∆t
exp
[
i
~
(
m
2∆t
(
x− x′)2 − ∆t
2
(
V (x)− V (x′)))] , (1.4)
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it’s convenient to use the position basis for the resolution of the identity. We then get
〈xf | e−iHˆ∆t/~ |xi〉 = 〈xf |
[
e−iHˆ∆t/~
]N |xi〉 = ∫ dx1· · · ∫ dxN−1 〈xf | e−iHˆ∆t/~ |x1〉
× 〈x1| e−iHˆ∆t/~ |x2〉 〈x2| e−iHˆ∆t/~ |x3〉 · · · 〈xN−1| e−iHˆ∆t/~ |xi〉
=
∫
dx1· · ·
∫
dxN−1
N−1∏
j=0
KT (xj , xj+1)
(1.5)
where x0 ≡ xf and xN ≡ xi. If the system consists of n degrees of freedom, then the xi in the above
become vectors and the integrals are multidimensional. In order to evaluate Eq. (1.5) numerically,
we choose a grid of M points (basis states) to represent each degree of freedom, thereby making
the integrals sums. These sums can be carried out one at a time, iteratively, starting from xN to
x0. This requires storage of KT (an M
n×Mn matrix) and xi (a Mn element vector) and each
summation is then a matrix-vector multiplication between them. To perform all N sums would
need on the order of 2NM2n operations.3 Therefore we see that in the Schrodinger and Heisenberg
formulations solving the dynamics involves an exponential scaling (with the size of our system)
in the amount of storage we need and the number of operations that we need to perform. This
becomes a limiting problem since the environment generally has many degrees of freedom.
Equation 1.5 can also be viewed in Feynman’s path integral formulation [5–7]. The exponent
in the Trotter propagator, Eq. (1.4), is just a discretized form of the action in the Feynman’s path
integral expression for the propagator
〈xf | e−iHˆt/~ |xi〉 =
∫
eiS[x(t)]/~Dx(t) (1.6)
where the path integral is taken over all paths, x(t), that connect xi and xf . If we again choose a
grid of M points for the position, and N points for the time, the sequence x0, x1, · · · , xN represents
a particular path where each of the xi can take on M values. In this formulation we no longer need to
store the configuration of each path, thus we have no storage problem, but there are exponentially
many such paths to sum over; with n particles in the system there are MnN paths. We now have
exponential scaling with the number of particles and the number of time steps! Nonetheless, the
3More sophisticated methods for matrix multiplication are available (for example Strassen’s algorithm [4]) that
are more efficinet for large matrices than a naive multiplication, but these also scale exponentially with the size of
the matrices (albeit with a smaller exponent).
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path integral formalism provides an intuitive language in which to represent the dynamics of the
system and, as will be shown below, is amenable to efficient numerical simulations for certain types
of environments.
The exponential scaling we saw above is similar to the exponential scaling one encounters when
performing multi-dimensional integrals on a grid where the number of integration points scales
exponentially with the number of dimensions. One way to efficiently perform such integrals is via
Monte Carlo [8–10] methods. These have had great success in computing equilibrium quantities for
bosonic systems, and we would like to try to apply them here. In general Monte Carlo techniques
work by performing the integral over a grid of randomly selected points where the probability for a
point to be included is given by a weight function. The enabling idea is that certain regions of space
contribute heavily to the function being integrated, while others contribute next to nothing. The
particular weight function used to select points encodes this idea and determines which regions of
space are “important” and therefore sampled more often. Selecting an appropriate weight function
is therefore very important. The advantage of Monte Carlo methods is that the error in the method
scales as 1/
√
N , where N is the total number of points used in the integral. This is independent of
the dimensionality of the integral, and therefore one can perform many-dimensional integrals with
only slightly more resources than low-dimensional ones.
There are two problems that arise when trying to apply the Monte Carlo technique to quantum
dynamics. The first is that we don’t know of a good way to distinguish important points from
less important ones, i.e. we don’t have a good weight function. This can be seen by looking at
the exponent in Eq. (1.4); since it is purely imaginary, it has a magnitude of one, independent of
xi. Thus all points are equally important in evaluating the integral. The second problem, known
as the “sign problem”, comes about due to the highly oscillatory nature of the exponent in (1.4).
Contributions from some points are positive while those from others are negative, leading to extreme
cancellations. These cancellations are a manifestation of quantum interference and are therefore an
important part of the behavior we want to capture. At the same time, this cancellation causes the
value of the Monte Carlo estimate to the integral to fluctuate greatly when varying the number of
points used, leading to large relative errors, and makes the method very hard to converge. While
some progress has been made in recent years in the Makri group [11–14], there is still much work
to be done before Monte Carlo techniques can be applied to dissipative quantum dynamics.
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In chapter 2 we will discuss a path integral method that efficiently computes numerically ex-
act system dynamics in a dissipative environment. We will then proceed to use this method to
investigate several systems of interest in the following chapters.
1.2 Quantum Computation and Entanglement
One solution to the problem of exponential scaling outlined above would be to use a computer that
can take advantage of the same quantum mechanical property, namely quantum superposition,
that leads to the exponential scaling on classical computers. Such “quantum computers” use qubits
as the basic computational element. Classical bits can be in one of two states, the power of
quantum computers come from the fact that qubits can be in any superposition of the two states.
Feynman first proposed [15] to take advantage of these superpositions to simulate quantum systems.
Since then several algorithms have been proposed that would significantly speed up classically
hard problems. The most famous of these are perhaps Shor’s factoring algorithm [1] that would
find the prime factors of a number in polynomial time 4 , and Grover’s search algorithm [17, 18]
that provides a quadratic speedup compared to classic algorithms for search problems. Adiabatic
quantum computing algorithms have also been proposed [19–21] for solving chemical dynamics
problems.
Implementation of these algorithms requires large numbers of qubits. There are several dif-
ficulties with creating a large quantum computer. Two major difficulties are the sensitivity of
superposition states (coherences within qubits) and entanglement between qubits to environmental
effects, and the problems in scaling from several qubits to systems with many qubits. The first
problem sets a limit to the length of any computation; in order to reliably perform any computation
the computation time must be less than the decoherence and dissipation times of the qubit. As
with classical computers, there exist quantum correction [22] codes that can in principle correct
errors but these rely on auxiliary entangled qubits which further increase the the number of qubits
4Much of today’s information security relies on cryptographic algorithms which are based on the difficulty of
finding the prime factors of large numbers. This is an exponentially hard problem using classical computers, and
thus can’t be solved in any reasonable time for large enough numbers, giving us relatively secure communications
and encryption. A quantum computer running Shor’s algorithm would solve this problem in only polynomial time,
which would make breaking most cryptography used today an easy task! This has led to significant funding from
government and military sources for quantum computing research. However new cryptographic algorithms exist [16]
that would be secure even against Shor’s algorithm.
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required to perform any calculation, running into the second problem.
Many different physical realization of qubits have been proposed and much work has been done
in the last 20 years towards their experimental realization5. These include energy levels (nuclear spin
states or low vibrational modes) of trapped ions at low temperatures [23–28], polarization states of
photons [29, 30], superconducting qubits (magnetic flux, electric charge, or phase difference across
a Josephon-junction) [31,32], and nuclear spins using NMR [33]. To date, experiments with on the
order of a dozen qubits have been reported, but we are still a long way from large, general purpose,
quantum computers.
In the work we present below, we don’t focus on any particular experimental implementation
but rather study a general two-state model that incorporates the essential physics. A main focus of
our work will be the study of the entanglement between two qubits. Entanglement was recognized
as a fundamentally quantum mechanical property from the early days of the theory and is a resource
needed for all quantum algorithms. It describes correlations between two or more systems whereby
measurements on one system give information about the state of the others. 6 This means that in
writing the wavefunction for the whole system, we cannot separate it into a sum of product states
over the subsystems. Thus entangled states are said to be non-separable. This gives an intuitive
definition of entanglement but isn’t very useful in quantifying the degree of entanglement in a given
state. Of the different proposed entanglement measures most are not easily computed except in
special cases [39, 40]. The measure we use in our work is the entanglement of formation that, for
two qubits, has a closed form expression due to Wootters [41].
In chapter 3 we analyze the effects of decoherence and dissipation on populations of, and
entanglement between, two qubits. We consider the effects of temperature, inter-qubit coupling,
energy bias in the single qubit Hamiltonian, and the strength of the coupling between qubits and
the environment, and find a rich variety of behaviors.
5The U.S. Advanced Research and Development Activity (ARDA) Quantum Computation Roadmap provides a
great overview of the progress that has been made within the various qubit realizations: http://qist.lanl.gov/
qcomp_map.shtml
6The term “entanglement” was first introduced by Schroedinger in 1935 [34]. The non-local nature of these
correlations (between systems potentially separated by an arbitrary distance) led Einstein, Podolsky, and Rosen(EPR)
to write their famous 1935 paper [35] critiquing quantum theory. In the same year Bohr responded [36] to the EPR
paper. This was enough to stop further research into the topic for 30 years until Bell’s extension [37] of the EPR
argument. In 1964 Bell extended the EPR argument and derived a set of inequalities that would be violated if
quantum mechanics, and the concept of entanglement, is correct. These were experimentally verified by Aspect in
1981 [38], showing that quantum mechanics is in fact correct.
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1.3 Nonlinear Spectroscopy
In chapter 4 we study a model for nonlinear vibrational spectroscopy and present results for sev-
eral vibrational potentials at various temperatures. Through the interaction of light with matter,
spectroscopy gives us a very useful probe of both static and dynamic properties of chemical and
biological systems. In these experiments a sample is bombarded with a series of laser pulses that
excite the degree(s) of freedom of interest and drive transitions between the excited states that we
would like to probe. Depending on the specific properties and type of molecules that we’d like to
study, different frequencies of light (microwave, infrared, visible, etc.) and different experimental
setups are used.
A theoretical formalism for spectroscopic quantities of interest is developed by Mukamel [42] 7.
Here we give a brief overview of the formalism. Spectroscopic experiments use the interaction be-
tween the system of interest and applied radiation to probe the material properties of the system.
Thus the starting point for any theoretical treatment is Maxwell’s equations. For nonmagnetic
materials the signal in these experiments is related to the polarization, as it is the only material
quantity that enters Maxwell’s equations. Using the semiclassical approximation, where the elec-
tric field is treated classically while the degrees of freedom of the sample are treated quantum
mechanically, leads to the equation [42]
∇×∇× E(x, t) + 1
c2
∂2
∂t2
E(x, t) = −4pi
c2
∂2P (x, t)
∂t2
(1.7)
where P (x, t) is the polarization of the system and x is the position coordinate(s) within the sample.
In Eq. (1.7) P (x, t) is the source term for the electric field and is responsible for producing the
signal measured in experiments. Once we know the polarization, we can put in the details of the
particular experimental setup and solve for the electric field which contains the signal 8. Therefore
the main challenge becomes calculating P (x, t).
7Mukamel gives a through and unified treatment of nonlinear optical spectroscopies in terms of response functions
which is very useful for the work we present in chapter 4. However, the text can be terse in places. Another good
reference that is perhaps more readable is the book by Boyd [43].
8Solutions for many common types of experiments are given in the book by Mukamel [42].
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The polarization is obtained from the dynamics of the system via
P (x, t) = Tr
[
Pˆ (x)ρˆ(t)
]
(1.8)
where Pˆ (x) is the polarization operator and ρˆ(t) is the system density matrix whose evolution is
determined by the system Hamiltonian.
∂ρˆ(t)
∂t
= − i
~
[
Hˆ, ρˆ(t)
]
(1.9)
Hˆ = Hˆsystem + Vˆ (t) (1.10)
Vˆ (t) = −
∫
E(x, t) · Pˆ (x) dx (1.11)
For a general system the polarization will depend in a non-trivial way on x. However for
many spectroscopic setups, including systems we’d like to consider (molecular vibrational degrees
of freedom), several approximations can be made that will remove this dependence on x. Firstly
we assume that the density of particles in the system is low enough (gas phase or a dilute solution)
so that we can neglect interactions between molecules (which means the response functions below,
and thus the polarization, are local in space). Secondly we assume that the size of the system is
much smaller than the optical wavelength 9 so that we can use the dipole approximation
Vˆ (t) = −E(x, t) · Pˆ = −E(x, t) · µˆ. (1.12)
where x is now the position of the system within the sample. From here on we drop the label x,
and it is understood that all electric fields are to be evaluated at the position of the system. The
last approximation we make is that the applied electric field is weak compared to internal electric
fields of the molecule. This is typically a good approximation as even the electric fields of intense
lasers are significantly weaker than the electric fields inside the atom. This allows a perturbative
9This is a valid approximation since the optical wavelengths involved are on the order of tens to hundreds of nm
(Raman experiments) to many microns (IR experiments).
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expansion of the polarization in powers of the applied electric field.
P (t) = P (1)(t) + P (2)(t) + P (3)(t) + · · · (1.13)
P (n)(t) = Tr
[
Pˆ ρˆ(n)(t)
]
(1.14)
Here ρˆ(n)(t) is the nth order term in the expansion of the density matrix in powers of E(t). Ex-
pressions for the first 3 terms are given in Appendix A. Substituting these back into (1.14), we
get
P (n)(t) =
∫ ∞
0
dτ1
∫ ∞
0
dτ2· · ·
∫ ∞
0
dτn E(t− τn)E(t− τn − τn−1) · · ·E(t− τn · · · − τ2 − τ1)
×R(n)(τn, . . . , τ2, τ1)
(1.15)
where R(n) is the nth order response function. The advantage of writing the polarization in this way
is that the response functions are independent of the details of a particular experiment and contain
all the system information that is involved in optical measurements. Thus response functions are
what is often reported as the results of theoretical calculations.
Different types of experiments probe different orders of the polarization and each give unique
information about the molecular Hamiltonian. For example scattering and absorption involve P (1)
and give information on the types of bonds and functional groups present in the system as well
as allow us to study the transition between vibrational states. Second-order optical experiments,
such as sum-generation experiments, probe P (2) and provide information on the coupling between
vibrational modes. Finally, four wave mixing and pump-probe experiments involve P (3) and are
sensitive to the details of vibrational couplings. In principle by performing different order exper-
iments we can construct the molecular Hamiltonian to any level. Theoretical calculations of the
response functions are needed to interpret these experiments and to distinguish between different
models. In chapter 4 we present the results of one such calculation.
1.4 Outline
The goal of our research is to use path integral techniques to study dissipative dynamics in two
settings; the evaluation of response functions from non-linear spectroscopy, and the evolution of
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systems relevant to quantum computing in the presence of an environment. In chapter 2 we will
introduce the path integral formalism and review some of the key ideas that will allow us to form
an iterative numerical method that scales linearly with propagation time. In chapter 4 we will
introduce non-linear spectroscopy, show how related correlation functions can be calculated using
our method, and present our results for non-linear response functions. In chapter 3 we will present
an introduction to ideas from the field of quantum information and will discuss the population
and entanglement dynamics for two qubits coupled to a common bath. Finally in chapter 5 we
summarize and conclude.
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Chapter 2
Path Integral Methodology
In this chapter we give an overview of the method we use to calculate the dynamics of the systems
studied in the following chapters.
We are interested in calculating quantum dynamics in the presence of a dissipative environment.
The development of methods that can accurately calculate the dynamics of systems in condensed
matter environments is an active field and despite decades of progress remains a very difficult
problem. The method reviewed below is one of several developed in our group that seek to tackle
this problem. Typically we are solving for one of two quantities as a function of time, the density
matrix, ρˆ(t), from which expectation values of quantum observables can be calculated, or correlation
functions, CAB(t), which are related to chemical reaction rates, linear and non-linear spectroscopic
quantities, and relaxation phenomena in various systems. The general approach we use to solve for
both these quantities is the same. In both cases we outline a numerical propagation method that
will allow us to iteratively compute dynamics out to very long times (compared to the relevant
system time scales). The Hamiltonians we consider will be divided into separate “system” and
“bath” Hamiltonians with the “bath” Hamiltonian containing an interaction term, as given by
Hˆ = Hˆs + Hˆb (2.1)
In the next section we will discuss a harmonic model of the environment, discuss why it is relevant,
and justify some of the assumptions made.
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2.1 Model of the Environment
Throughout this work we will assume that the effects of the environment on the system can be
effectively modeled by a bath Hamiltonian consisting of independent harmonic oscillators coupled
to the relevant system degree of freedom.
Hˆ ′b =
∑
i
[
miω
2
i xˆ
2
i
2
+
pˆ2i
2mi
− fi(sˆ)xˆi
]
(2.2)
where xˆi, pˆi,mi, and ωi are the position, momentum, mass, and frequency of the i
th oscillator, fi(sˆ)
is the coupling strength between the system and the ith oscillator, and sˆ is the relevant degree(s)
of freedom of the system that couples to the bath.
The harmonic model is known to provide a good approximation to common condensed phase
environments. This simplification to a harmonic bath is a natural choice in crystalline solids which
lead to a bath of phonon modes. It is also often valid for processes in liquids, even though the
microscopic model of the environment may be highly anharmonic, due to the validity of linear
response theory. Caldeira and Leggett showed [44]1 that as long as any one degree of freedom in
the bath is only weakly perturbed by the interaction with the system, then at T = 0, it is always
possible to represent the bath as a collection of independent harmonic oscillators. This weak
perturbation limit applies only to each environmental degree of freedom, and since the system
interacts with many such degrees of freedom, the total dissipative effect on the system can be
arbitrarily large. Thus this weak perturbation limit doesn’t seriously limit the applicability of the
model.
Another aspect of our environmental model that may at first seem unrealistic is that the har-
monic oscillators are independent (there is no direct interaction term between the individual oscil-
lators). Actual condensed phase environments are far more complicated and almost certainly do
contain such interactions. Suarez & Silbey [45] have argued that while this model cannot correctly
account for the correct dynamics of the environment itself, as long as the spectral distribution (den-
sity) of the environment modes is broad with a finite value over a continuous range of frequencies
and has no sharp peaks, it does correctly account for the reduced dynamics of the system. In other
1See appendix C of the paper for a full discussion of this issue.
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words the effects of the environment on the dynamics of the system are correctly captured. In
cases where the spectral density of the environment is strongly peaked at certain frequencies, then
those modes can be grouped together with the system leaving a sufficiently smooth spectral density.
These added modes to the system Hamiltonian make the numerical simulation more challenging,
but theoretically the method remains unchanged.
In eq. (2.2) we have specialized to the case where interactions are linear in the bath coordinate.
This is justified since, as Leggett has shown [46], with an appropriate canonical transformation we
can always write the system-bath coupling in terms of the bath coordinates (as opposed to bath
momenta).
The above form of the Hamiltonian would shift the system potential by a term proportional to
f2j (s). To see this we find the minimum position of each bath oscillator for a fixed system position
s
0 =
δH ′
δxi
= miω
2
i xi − fi(s)→ x(0)i =
fi(s)
miω2i
(2.3)
This shifted minimum of the bath oscillators means that they introduce an extra potential term to
the system (exert a force on the system). Evaluating the total Hamiltonian at x
(0)
i we have
H ′(x(0)i ) =
Pˆ 2
2M
+ V (s) +
∑
i
pˆ2i
2mi
− 1
2
f2i (s)
miω2i
=
Pˆ 2
2M
+ Veff (s) +
∑
i
pˆ2i
2mi
(2.4)
Veff (s) = V (s)−
∑
i
1
2
f2i (s)
miω2i
(2.5)
where Pˆ and M are the momentum and mass of the system while pˆi are the momenta of the
environment. To counteract this extra potential term we rewrite the Hamiltonian as [47]
Hˆ = Hˆs(Pˆ , sˆ) +
∑
j
 pˆ2j
2mj
+
1
2
mjω
2
j
(
xˆj − fj(sˆ)
mjω2j
)2 ≡ Hˆs + Hˆb (2.6)
Now the minimum position of the bath oscillators is still the same
δH
δxi
= miω
2
i xi − fi(s)→ x(0)i =
fi(s)
miω2i
(2.7)
but if we evaluate the new Hamiltonian at this bath position, the counter-term we added in equation
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(2.6) cancels the extra potential term
H(x
(0)
i ) =
Pˆ 2
2M
+ V (s) +
∑
i
pˆ2i
2mi
(2.8)
and the potential the system experiences is only it’s own. Thus the bath Hamiltonian we will use
below is that given in equation (2.6).
Finally we assume that the characteristics of the environment effecting the system can be
captured by a spectral density function [47,48]
J(ω) =
pi
2
∑
j
c2j
mjωj
δ(ω − ωj) (2.9)
where cj is the coupling between the system and the j
th bath mode (fj(sˆ) = cjf(sˆ)). For large
macroscopic environments that we are interested in, this function is essentially continuous. When
the microscopic details of the bath are not known, the form of the spectral density needs to be
obtained from classical damped equations of motion. One such form is “Ohmic” dissipation where
the classical equation of motion contains a term proportional to the velocity. This translates to a
spectral density proportional to ω up to some frequency and which goes to zero with a negative
power of ω as ω → 0. A commonly used form for Ohmic spectral density is
J(ω) =
pi
2
~ξωe−ω/ωc (2.10)
where ωc is a cutoff frequency giving an upper limit to the bath modes considered and ξ is the
Kondo parameter characterizing the strength of system-bath interactions.
In all cases we will be assuming that the environment starts in thermal equilibrium, ρˆb =
e−βHˆb/Z, with Z the bath partition function and β = (kBT )−1. For the system there are two
types of initial preparation we consider, separable and equilibrium. We start with separable initial
conditions.
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2.2 Separable Initial Conditions
In this case the system and the environment are initially separate and interactions between them
are “turned on” at time 0. The initial density matrix is then given by
ρˆ(0) = ρˆs(0)⊗ ρˆb(0) (2.11)
where the bath is assumed to start in thermal equilibrium at temperature T = 1/kBβ
ρˆb(0) = e
−βHˆb/Tr
[
e−βHˆb
]
(2.12)
We are interested in calculating the reduced dynamics of the system or various correlation
functions for long times. The reduced density matrix is obtained from the total system-bath
density matrix by tracing over the bath degrees of freedom.
ρˆs(t) = Trbath [ρˆ(t)] = Trbath
[
e−iHˆt/~ρˆ(0)eiHˆt/~
]
(2.13)
Two-time 2 correlation functions are given by the expectation value of two operators a time t apart.
Since the trace operation is permutation invariant, we can write the correlation function as
CA,B(t) = Tr
[
ρˆ(0)AˆBˆ(t)
]
= Tr
[
e−iHˆt/~ρˆ(0)AˆeiHˆt/~Bˆ
]
(2.14)
where Aˆ and Bˆ are operators acting on the system, and the trace is taken over both environment
and system degrees of freedom. Aside from the final trace over the system degrees (which can
be trivially done at the end of the calculation), and the presence of Aˆ and Bˆ, equations (2.13)
& (2.14) have the same structure suggesting that we can use the same method to compute both
types of expressions. The evaluation of the operators at time 0 and t in the correlation function
will not pose a significant challenge since, as we will see below, the calculation is performed in a
basis in which the system position operator is diagonal, and assuming Aˆ and Bˆ are functions of
2In this chapter we consider two-time correlation functions in order to keep the notation as simple as possible.
The method outlined can easily be applied to N-time correlation functions by dividing the propagation in real time
into N segments with an evaluation of the appropriate system operator between segments. In chapter 4 we use the
method to calculate such multi-time correlation functions needed to compute the response function.
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the system position, this simply becomes a multiplicative factor. In this section we will focus on
the calculation of the reduced density matrix.
To evaluate equation (2.13) we need a way to compute the propagator for long times. It’s
prohibitively difficult to solve the time-dependent Schroedinger equation due to the large number
of environment degrees of freedom. But since we are only interested in the effects of the environment
on the system, and not on the details of it’s evolution (we will be tracing over those degrees of
freedom), we’d like to find a way to take advantage of this in the method itself. As we’ll see below,
because our environment is harmonic, writing equation (2.13) in the path integral formulation will
let us do just that. We can analytically integrate out the environment, leaving only the system
degrees to evaluate numerically.
We obtain the path integral expression by splitting the propagator into many shorter time
propagators and inserting a complete set of states between each pair,
〈
s′′
∣∣ ρˆs(t) ∣∣s′〉 = Trbath[ ∫ ds±1 · · · ∫ ds±N 〈s′′∣∣ e−iHˆ∆t/~ ∣∣s+N〉 · · · 〈s+2 ∣∣ e−iHˆ∆t/~ ∣∣s+1 〉
× 〈s+1 ∣∣ ρˆ(0) ∣∣s−1 〉 〈s−1 ∣∣ eiHˆ∆t/~ ∣∣s−2 〉 · · · 〈s−N ∣∣ eiHˆ∆t/~ ∣∣s′〉 ] (2.15)
where ∆t = t/N . Evaluation of the this equation requires a numerical or analytic expression for the
short-time propagators. Generally this is done by splitting the Hamiltonian into parts for which
the propagator is known in some basis. The simplest way to do this is to factorize into two parts,
e−iHˆ∆t/~ ≈ e−iHˆ0∆t/~e−i(Hˆ−Hˆ0)∆t/~ (2.16)
Since Hˆ0 doesn’t in general commute with the rest of the Hamiltonian, this splitting isn’t exact
and can be shown to lead to errors on the order of ∆t2[Hˆ0, (Hˆ − Hˆ0)]. This can be improved by
splitting the Hamiltonian symmetrically
e−iHˆ∆t/~ ≈ e−i(Hˆ−Hˆ0)∆t/2~e−iHˆ0∆t/~e−i(Hˆ−Hˆ0)∆t/2~ (2.17)
which leads to errors on the order of ∆t3[Hˆ0, [Hˆ0, (Hˆ − Hˆ0)]]. If we choose Hˆ0 to be the kinetic
energy of the entire system, we arrive at the Trotter [3] splitting which can be evaluated in the
17
position basis to give [7]
〈
s′′
∣∣ e−iHˆ∆t/~ ∣∣s′〉 ≈√ m
2pii~∆t
exp
[
i
~
(
m
2∆t
(
s′′ − s′)2 − ∆t
2
(
V (s′′)− V (s′)))] (2.18)
The dynamics can now be computed if we substitute this expression in equation (2.15) and
evaluate the integrals via quadrature (summing over n equally spaced values of each coordinate).
Since the above expression models the potential as a series of constant steps (V (si) during time
step i), it requires many such steps (large N , very small ∆t) to accurately model even simple
potentials. This means that the full summation of the path integral in this way is typically not
feasible as it requires an exponential number of terms that goes as n2N . One way to overcome
this exponential scaling would be to use Monte Carlo sampling to reduce the number of terms
in the sum. But because the exponent in equation (2.18) is a highly oscillatory function of the
coordinates, summation will give drastic phase cancellations, the famous sign problem, and Monte
Carlo methods will converge very slowly [49,50].
A better option is to split the propagators using a physically motivated reference Hamiltonian
that will allow us to use larger time steps. One such reference is the total potential minimized
with respect to the bath coordinates. The value of the bath coordinates that minimizes the total
potential for a given value of system coordinate is xj = fj(s)/mjω
2
j . Evaluating Hˆ at this value
we simply get Hˆs as our reference Hamiltonian(Hˆ0 in equation (2.17)); this gives the so called
quasi-adiabatic propagator [51]
〈
s′′
∣∣ e−iHˆ∆t/~ ∣∣s′〉 ≈ e−iHˆb(s′′)∆t/2~ 〈s′′∣∣ e−iHˆs∆t/~ ∣∣s′〉 e−iHˆb(s′)∆t/2~ (2.19)
The error in the splitting is now proportional to ∆t3
[
Hˆs,
[
Hˆs,
∑
j
(
xj − fj(s)mjω2j
)]]
. This has the
advantage that in the case when the system and bath are uncoupled(fj(s) = 0) or the bath frequen-
cies are very large (ωj >> 1), the error vanishes and the splitting is exact for any time step. With
finite coupling and realistic bath frequencies this splitting is a very good approximation allowing
for large ∆t.
Equation (2.19) still contains a matrix element that must be evaluated in order to numerically
evaluate the propagator. To do so we need to choose a specific, finite, number of basis states.
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The obvious choice of system coordinate space states, indeed the basis in which equation (2.19) is
written, needs a prohibitively large number of points (30-100) for convergence [52], thus we must
find a different basis. Another natural choice is the basis of energy eigenstates of Hˆs. In this case
we would only need to include the eigenstates that have a significant population, a relatively small
number of states. This is also attractive since then 〈φb| e−iHˆs∆t/~ |φa〉 = e−iEa∆t/~δa,b and, in the
limit of no system-bath interactions (fj(s) = 0), a case which we would like to be able to solve
trivially, all the integrals in the reduced density matrix collapse and the only integration needed is
that due to the trace over the bath degrees of freedom. But unfortunately, the energy eigenstates
are not a good basis in which to expand the system-bath coupling terms, the latter being diagonal
in the position basis, and lead to ill-behaved influence functionals [53].
The basis set that we will use is one of a class of basis sets known as discrete variable representa-
tions (DVRs). These combine the above mentioned advantages of the position and eigenstate bases.
We construct the system-specific DVR states by diagonalizing the system position operator in the
basis of the first n eigenstates φi of the system Hamiltonian that contain significant population at
the given temperature. Thus
|uj〉 =
n∑
i
Ujiφi 〈ui| sˆ |uj〉 = σiδij (2.20)
Evaluating the quasi-adiabatic propagator in the DVR basis we get,
〈ui| e−iHˆ∆t/~ |uj〉 = e−iHˆb(σi)∆t/2~ 〈ui| e−iHˆs∆t/~ |uj〉 e−iHˆb(σj)∆t/2~ (2.21)
where we’ve been able to separate the system and bath parts of the propagator with the bath part
depending only parametrically on the system position. This will allow us to perform the sums
over system DVR states and the trace over the environment degrees independently. Expanding the
reduced density matrix in the DVR basis instead of the system position basis and using the above
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result in equation (2.15), we get
〈
s′′
∣∣ ρˆs(t) ∣∣s′〉 = 1
Z
Trbath
[∑
u±1
· · ·
∑
u±N
e−iHˆb(s
′′)∆t/2~〈s′′∣∣ e−iHˆs∆t/~ ∣∣u+N〉e−iHˆb(σ+N )∆t/2~ · · · e−iHˆb(σ+2 )∆t/2~
× 〈u+2 ∣∣ e−iHˆs∆t/~ ∣∣u+1 〉 e−iHˆb(σ+1 )∆t/2~e−βHˆb(σ+1 ) 〈u+1 ∣∣ ρˆs(0) ∣∣u−1 〉 eiHˆb(σ−1 )∆t/2~
× 〈u−1 ∣∣ eiHˆ∆t/~ ∣∣u−2 〉 eiHˆb(σ−2 )∆t/2~ · · · eiHˆb(σ−N )∆t/2~ 〈u−N ∣∣ eiHˆ∆t/~ ∣∣s′〉 eiHˆb(s′)∆t/2~]
(2.22)
where Z = Tr
[
e−βHˆb
]
. We can group all the bath terms together to give
〈
s′′
∣∣ ρˆs(t) ∣∣s′〉 =∑
u±1
· · ·
∑
u±N
〈
s′′
∣∣ e−iHˆs∆t/~ ∣∣u+N〉 · · · 〈u+2 ∣∣ e−iHˆs∆t/~ ∣∣u+1 〉 〈u+1 ∣∣ ρˆs(0) ∣∣u−1 〉
× 〈u−1 ∣∣ eiHˆ∆t/~ ∣∣u−2 〉 · · · 〈u−N ∣∣ eiHˆ∆t/~ ∣∣s′〉 I(s′′, s′, σ±1 , . . . , σ±N )
(2.23)
where
I(s′′, s′, σ±1 , . . . , σ
±
N ) =
1
Z
Trbath
[
e−iHˆb(s
′′)∆t/2~e−iHˆb(σ
+
N )∆t/~ · · · e−iHˆb(σ+2 )∆t/~e−iHˆb(σ+1 )∆t/2~
e−βHˆb(σ
+
1 )eiHˆb(σ
−
1 )∆t/2~eiHˆb(σ
−
2 )∆t/~ · · · eiHˆb(σ−N )∆t/~eiHˆb(s′)∆t/2~
] (2.24)
is an influence functional [54] of the system coordinates and contains all the effects of the envi-
ronment on the system. Since our environment Hamiltonian is a sum of harmonic oscillators, the
exponentials in (2.24) are Gaussian and the trace can be evaluated analytically. However, since
the influence functional depends on the value of the system coordinates at each time step, once we
evaluate the trace the influence functional is a nonlocal function and seems to prohibit an iterative
procedure for calculating the reduced density matrix. Thus, while we’ve eliminated the compu-
tational cost associated with the environment degrees of freedom, the sum over system degrees
of freedom in equation (2.23) can’t be evaluated one time step at a time (iteratively) and scales
exponentially with the number of time steps. For long times this makes the computation infeasible;
we’d like to eliminate this exponential scaling with time.
In the continuum limit (∆t → 0) Feynman and Vernon calculated the influence functional to
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get [54]
I = exp
{
− 1
~
∫ t
0
dt′
∫ t′
0
dt′′
[
(s+(t′)− s−(t′)] [α(t− t′′)s+(t′′)− α∗(t′ − t′′)s−(t′′)]
− i
~
∫ t
0
dt′
∫ ∞
0
dω
J(ω)
ω
(s+(t′)2 − s−(t′)2)
} (2.25)
where
α(t) =
1
~
∫ ∞
0
dω J(ω) [coth(~ωβ/2) cos(ωt)− i sin(ωt)] (2.26)
is the bath response function. The strength of the coupling between the system and bath is encoded
in the spectral density (cj in equation (2.10)). In the limit where the couplings vanish, the bath
response function also vanishes and the influence functional is equal to one. In this limit, as
we’d expect, the system dynamics described by equation (2.23) becomes independent of the bath.
Coupling between the system and bath leads to a non-zero response function with a finite width.
The finite width of the response function encodes the “memory” of the bath and is what leads to
the non-locality of the influence functional.
For an Ohmic spectral density the response function has been analyzed in different limits by
several authors. Caldeira and Leggett showed [55] that in the limit of infinite temperature (β → 0)
the real part of the response function becomes a delta function δ(t) and the imaginary part becomes
δ′(t). This means that the bath memory vanishes and the reduced density matrix can be calculated
iteratively. This corresponds to the classical limit in which the dynamics are described by a Marko-
vian Langevin equation. Makarov and Makri [56, 57] investigated the properties of the response
function at finite temperatures and found that the non-locality has a finite range independent of the
strength of coupling between the system and bath. Indeed even at zero temperature the memory
remains finite. Figure 2.1 shows the response function for several temperatures, illustrating this
point.
The decay of the bath response function in real time is due to phase interference between
modes of different frequency in the continuum of modes in the bath. Typically this decay happens
on timescales on the order of ω−1c . We will take advantage of this finite memory to come up with a
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Figure 2.1: Bath response function α(t) for ~ωcβ = 1000 (a), 1 (b), and 0.1 (c). Real part (solid blue line),
Imagi nary part (dashed green line).
modified iterative method. Writing the influence functional in terms of the DVR states we obtain
I = exp
[
−1
~
N∑
k=0
k∑
k′=0
(
σ+k − σ−k
) (
ηkk′σ
+
k′ − η∗kk′σ−k′
)]
(2.27)
where the coefficients η±kk′ are the analogs of the continuum bath response function α(t) and are
given by [57]
ηkk′ =
2
pi
∫ ∞
−∞
dω
J(ω)
ω2
e~ωβ/2
sinh(~ωβ/2)
sin2(ω∆t/2)e−iω∆t(k−k
′) 0 < k′ < k < N (2.28a)
ηkk =
1
2pi
∫ ∞
−∞
dω
J(ω)
ω2
e~ωβ/2
sinh(~ωβ/2)
(
1− e−iω∆t) 0 < k < N (2.28b)
ηN0 =
2
pi
∫ ∞
−∞
dω
J(ω)
ω2
e~ωβ/2
sinh(~ωβ/2)
sin2(ω∆t/4)e−iω(t−∆t/2) (2.28c)
η00 = ηNN =
1
2pi
∫ ∞
−∞
dω
J(ω)
ω2
e~ωβ/2
sinh(~ωβ/2)
(
1− e−iω∆t/2
)
(2.28d)
ηk0 =
2
pi
∫ ∞
−∞
dω
J(ω)
ω2
e~ωβ/2
sinh(~ωβ/2)
sin(ω∆t/4) sin(ω∆t/2)e−iω(k∆t−∆t/4) 0 < k < N (2.28e)
ηNk =
2
pi
∫ ∞
−∞
dω
J(ω)
ω2
e~ωβ/2
sinh(~ωβ/2)
sin(ω∆t/4) sin(ω∆t/2)e−iω(t−k∆t−∆t/4) 0 < k < N (2.28f)
where the integrals have been extended over negative frequencies with J(−ω) = −J(ω).
The finite memory of the bath means that the ηkk′ coefficients decay as δk = k − k′ increases
becoming negligible for time steps separated by more that ∆k (|k − k′| > ∆k). Neglecting such
long memory points we can rewrite the influence functional as a product of finite memory terms
I =
N∏
k=0
I0(σ
±
k )
N−1∏
k=0
I1(σ
±
k , σ
±
k+1) · · ·
N−∆k∏
k=0
Iδk(σ
±
k , σ
±
k+∆k) (2.29)
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with
Iδk = exp
[
−1
~
(
σ+k+δk − σ−k+δk
) (
ηk+δk,kσ
+
k − η∗k+δk,kσ−k
)]
(2.30)
Following the method outlined by Makri and Makarov [58] we can now proceed to iteratively
calculate the reduced density matrix. We will regroup terms in equation (2.23) so that in each
iteration we sum over a pair of point u±k . We first define R
(k)(u±k , · · · , u±k+∆k−1), a 2∆k-dimensional
array, which is the extension of the density matrix which will be propagated in time.
R(0)(u±1 , u
±
2 , . . . , u
±
∆k) =
〈
u+1
∣∣ ρs(0) ∣∣u−1 〉 (2.31)
We group the system propagators and the influence functional terms, up to a memory length of ∆k,
that involve time step k together to give a new propagator Λ. This now includes all the interactions
between uk and uk+δk, with δk ≤ ∆k
Λ(u±k , u
±
k+1, . . . , u
±
k+∆k) =
〈
u+k+1
∣∣ e−iHˆs∆t/~ ∣∣u+k 〉 〈u−k ∣∣ eiHˆs∆t/~ ∣∣u−k+1〉
×I0(σ±k )I1(σ±k , σ±k+1) · · · I∆k(σ±k , σ±k+∆k)
(2.32)
Propagation in time is performed by multiplying R by Λ and integrating over u±k
R(k)(u±k+1, . . . , u
±
k+∆k) =
∑
u+k
∑
u−k
[
R(k−1)(u±k , . . . , u
±
k+∆k−1)Λ(u
±
k , u
±
k+1, . . . , u
±
k+∆k)
]
(2.33)
Finally, the reduced density matrix at time t = N∆t is given by
〈
s′′
∣∣ ρˆs(t) ∣∣s′〉 = R(N)(s′′, s′, u±N+2 = · · · = u±N+∆k = 0)I0(s′′, s′) (2.34)
Since each summation in equation (2.33) involves n2 terms, each of which involves n2∆k terms,
the numerical effort required goes as n2+2∆k per propagation step, irrespective of which step we
consider. Thus while in practice, one must increase n and ∆k until the simulation results converge,
the numerical effort increasing exponentially with ∆k and in a power law fashion with n, once
converged, the effort required is linear in the number of time steps! This is a vast improvement
over naive simulation methods that scale exponentially with the number of time steps, and allows
us to evaluate long time dynamics of the system of interest.
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2.3 Thermal Equilibrium Initial Conditions
The case where the system and bath have been interacting for a long time and are in thermal
equilibrium is of interest in calculating various correlation functions. We will assume that the
system and bath start in thermal equilibrium such that the initial density matrix is given by
ρˆ(0) =
1
Z
e−βHˆ (2.35)
where β = 1/kBT and Z = Tr
[
e−βHˆ
]
is the partition function for the system and environment.
In this case the dynamics involves propagation in complex time to bring the system and bath into
equilibrium before the start of propagation in real time to calculate the dynamics.
The two-time correlation function can be written as
CA,B(t) = Tr
[
ρˆ(0)AˆeiHˆt/~Bˆe−iHˆt/~
]
=
1
Z
Tr
[
e−βHˆ/2AˆeiHˆt/~Bˆe−iHˆt/~e−βHˆ/2
]
(2.36)
Splitting the real (imaginary) time propagation into N (2M) segments of length ∆t = t/N and
∆β = β/2M , where t is the total length of time for which we are interested in the dynamics, and
inserting a complete set of system coordinate states between each resulting propagator, gives the
following path-integral expression
CA,B(t) =
1
Z
Trbath
[ ∫
ds0
∫
ds±1 · · ·
∫
ds±N+M 〈s0| e−∆βHˆ
∣∣s+1 〉 · · · 〈s+M−1∣∣ e−∆βHˆ ∣∣s+M〉 (2.37)
× 〈s+M ∣∣ Aˆ eiHˆ∆t/~ ∣∣s+M+1〉 · · · 〈s+M+N−1∣∣ eiHˆ∆t/~ ∣∣s+M+N〉 〈s+M+N ∣∣ s−M+N〉〈
s−M+N
∣∣ Bˆ e−iHˆ∆t/~ ∣∣s−M+N−1〉 · · · 〈s−M+1∣∣ e−iHˆ∆t/~ ∣∣s−M〉 〈s−M ∣∣ e−∆βHˆ ∣∣s−M−1〉
· · · 〈s−1 ∣∣ e−∆βHˆ |s0〉 ]
Evaluation of the last equation requires an explicit expression for the propagator. For the same
reasons as outlined in the section on separable initial conditions, we will use a symmetric splitting
of the propagator using Hˆs as our reference Hamiltonian; giving the quasi-adiabatic propagator [51]
〈
s′′
∣∣ e−iHˆ∆t/~ ∣∣s′〉 ≈ e−iHˆb(s′′)∆t/2~ 〈s′′∣∣ e−iHˆs∆t/~ ∣∣s′〉 e−iHˆb(s′)∆t/2~〈
s′′
∣∣ e−∆βHˆb ∣∣s′〉 ≈ e−∆βHˆb(s′′)/2 〈s′′∣∣ e−∆βHˆs ∣∣s′〉 e−∆βHˆb(s′)/2 (2.38)
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The errors due to this approximation can be shown to be on the order of ∆t3.
To numerically evaluate the matrix element in (2.38) we will use the system-specific DVR states
defined in equation (2.20). Evaluating the quasi-adiabatic propagator in the DVR basis we get,
〈ui| e−iHˆ∆t/~ |uj〉 = e−iHˆb(σi)∆t/2~ 〈ui| e−iHˆs∆t/~ |uj〉 e−iHˆb(σj)∆t/2~
〈ui| e−∆βHˆb |uj〉 = e−∆βHˆb(σi)/2 〈ui| e−∆βHˆs |uj〉 e−∆βHˆb(σj)/2
(2.39)
Putting this back into equation (2.37), the two-time correlation function becomes
CA,B(t) =
1
Z
∑
u0
∑
u±1
· · ·
∑
u±N+M
〈
u0
∣∣ e−∆βHˆs ∣∣u+1 〉 · · · 〈u+M ∣∣ AˆeiHˆs∆t/~ ∣∣u+M+1〉 · · ·
× 〈u+M+N−1∣∣ eiHˆs∆t/~ ∣∣u+M+N〉 〈u+M+N ∣∣u−M+N〉 〈u−M+N ∣∣ Bˆe−iHˆs∆t/~ ∣∣u−M+N−1〉 · · · (2.40)
× 〈u−M+1∣∣ e−iHˆs∆t/~ ∣∣u−M〉 〈u−M ∣∣ e−∆βHˆs ∣∣u−M−1〉 · · · 〈u−1 ∣∣ e−∆βHˆs |u0〉 I(σ0, σ±1 , . . . , σ±M+N )
where
I(σ0, . . . , σ
±
M+N ) = Trbath
[
e−∆βHˆb(σ0)/2 e−∆βHˆb(σ
+
1 ) · · · e−∆βHˆb(σ+M−1) e−∆βHˆb(σ+M )/2 eiHˆb(σ+M )∆t/2~
eiHˆb(σ
+
M+1)∆t/~ · · · eiHˆb(σ+M+N−1)∆t/~ eiHˆb(σ+M+N )∆t/2~ e−iHˆb(σ−M+N )∆t/2~
e−iHˆb(σ
−
M+N−1)∆t/~ · · · e−iHˆb(σ−M+1)∆t/~ e−iHˆb(σ−M )∆t/2~ e−∆βHˆb(σ−M )/2
e−∆βHˆb(σ
−
M−1) · · · e−∆βHˆb(σ−1 ) e−∆βHˆb(σ0)/2
]
(2.41)
is the influence functional and contains all the effects of the environment on the system in both
real and imaginary time. Since the environment Hamiltonian is a sum of harmonic oscillators, the
exponentials in (2.41) are Gaussian and the trace can again be evaluated analytically. Following
along the same lines as Shao and Makri [59], the influence functional can be written as
I = exp
[
−1
~
M+N∑
k=0
k∑
k′=0
(
η++kk′ f
+
k f
+
k′ + η
+−
kk′ f
+
k f
−
k′ + η
−+
kk′ f
−
k f
+
k′ + η
−−
kk′ f
−
k f
−
k′
)]
(2.42)
where f±k = f(σ
±
k ), and the coefficients η
±
kk′ include the collective properties of the bath via integrals
25
over the bath spectral density function and are given by [59].
η++kk = (η
−−
kk )
∗ =
1
pi
∫ ∞
−∞
dω
J(ω)
ω2
sin(ω(τk+1 − τk)/2)
sinh(~ωβ/2)
sin(ω(τk+1 − τk + i~β)/2) (2.43a)
η+−kk =
2
pi
∫ ∞
−∞
dω
J(ω)
ω2
sin(ω(τk+1 − τk)/2)
sinh(~ωβ/2)
sin(ω(τ∗k − τ∗k+1)/2) (2.43b)
× cos(ω(τ∗k+1 + τ∗k − τk+1 − τk − i~β)/2)
η++kk′ = (η
−−
kk′ )
∗ =
2
pi
∫ ∞
−∞
dω
J(ω)
ω2
sin(ω(τk+1 − τk)/2)
sinh(~ωβ/2)
sin(ω(τk′+1 − τk′)/2) (2.43c)
× cos(ω(τk+1 + τk − τk′+1 − τk′ + i~β)/2)
η+−kk′ = (η
−+
kk′ )
∗ =
2
pi
∫ ∞
−∞
dω
J(ω)
ω2
sin(ω(τk+1 − τk)/2)
sinh(~ωβ/2)
sin(ω(τ∗k′ − τ∗k′+1)/2) (2.43d)
× cos(ω(τ∗k′+1 + τ∗k′ − τk+1 − τk − i~β)/2)
where k′ ≤ k and τk represent the complex times at which the system and bath interact. These are
τ0 = (0, 0), τk = −i(k − 12)~∆β for 1 ≤ k ≤M, τM+1 = −i~β/2, τM+k = (k − 12)∆t− i~β/2 for 1 ≤
k ≤ N − 1, and τM+N = t− i~β/2. Again, we define J(−ω) = −J(ω).
Unfortunately the influence function is nonlocal, in the sense that it mixes terms from all time
steps. As discussed above, phase decoherence from interference between the continuum of bath
degrees of freedom destroys long memory terms in real time. This allowed us to drop terms in the
influence functional separated by more than ∆k∆t and to therefore develop an iterative method for
real time. We’d like to do the same for imaginary (β) time. Shao and Makri showed [60] that as
long as the integration in imaginary time is performed inward from both ends of the imaginary time
contour3, the same loss of memory occurs. Here the loss of memory can be attributed to thermal
fluctuations in the bath as well as the dephasing that occurred in real time.
We assume that for |k−k′| > ∆k the coefficients η±kk′ become negligible. We’ve assumed that the
non-local interactions have the same range in real and imaginary time. Due to thermal fluctuations
we expect the memory length to be shorter in imaginary time, however for simplicity we use a
3This is why we symmetrized the correlation function in terms of e−βHˆ in equation (2.36). This way we can
symmetrically group terms as τ = β/2→ 0 in the first M steps of the algorithm.
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single cutoff. We can now rewrite the influence functional as a product of finite memory terms
I =
M+N∏
k=0
I0(σ
±
k , σ
±
k )
M+N−1∏
k=0
I1(σ
±
k , σ
±
k+1) · · ·
M+N−∆k∏
k=0
I∆k(σ
±
k , σ
±
k+∆k) (2.44)
with
Iδk = exp
[
−1
~
(
η++k,k+δkf
+
k f
+
k+δk + η
+−
k,k+δkf
+
k f
−
k+δk + η
−+
k,k+δkf
−
k f
+
k+δk + η
−−
k,k+δkf
−
k f
−
k+δk
)]
(2.45)
We now proceed to calculate the two-time correlation function in an iterative fashion in a
similar method to references [57, 58]. We define, R(k)(u±k , · · · , u±k+∆k−1) and system propagators,
K(u±k , u
±
k+1), in real and imaginary time as
R(0)(u0, u
±
1 , · · · , u±∆k−1) = 1 (2.46)
KIm(u
±
k , u
±
k+1) =
〈
u+k
∣∣ e−∆βHˆs ∣∣u+k+1〉 〈u−k+1∣∣ e−∆βHˆs ∣∣u−k 〉
KRe(u
±
k , u
±
k+1) =
〈
u+k
∣∣ eiHˆs∆t/~ ∣∣u+k+1〉 〈u−k+1∣∣ e−iHˆs∆t/~ ∣∣u−k 〉 (2.47)
The initial propagation is given by
R(1)(u±1 , · · · , u±∆k) =
∑
u0
[
R(0)(u0, · · · , u±∆k−1) 〈u0| e−∆βHˆs
∣∣u+1 〉 〈u−1 ∣∣ e−∆βHˆs |u0〉 ∆k∏
δk=0
Iδk(σ0, σ
±
δk)
]
(2.48)
For k = 1, · · · ,M − 1 propagation in imaginary time proceeds as
R(k+1)(u±k+1, · · · , u±k+∆k) =
∑
u±k
R(k)(u±k , · · · , u±k+∆k−1)KIm(u±k , u±k+1)min(∆k,M+N−k)∏
δk=0
Iδk(σ
±
k , σ
±
k+δk)

(2.49)
Now we propagate in real time starting with
R(M+1)(u±M+1, · · · , u±M+∆k) =
∑
u±M
[
R(M)(u±M , · · · , u±M+∆k−1)
〈
u+M
∣∣ Aˆ eiHˆs∆t/~ ∣∣u+M+1〉
× 〈u−M+1∣∣ e−iHˆs∆t/~ ∣∣u−M〉min(∆k,N)∏
δk=0
Iδk(σ
±
M , σ
±
M+δk)
]
(2.50)
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Propagation proceeds for k = M + 1, · · · ,M +N − 2 via
R(k+1)(u±k+1, · · · , u±k+∆k) =
∑
u±k
R(k)(u±k , · · · , u±k+∆k−1)KRe(u±k , u±k+1)min(∆k,M+N−k)∏
δk=0
Iδk(σ
±
k , σ
±
k+δk)

(2.51)
Finally, the correlation function is given by
CA,B(t) =
1
Z
∑
uM+N−1
[
R(M+N−1)(u±M+N−1, · · · , u±M+N+∆k−2)
〈
u+M+N−1
∣∣ eiHˆs∆t/~ ∣∣u+M+N〉 (2.52)
× 〈u−M+N ∣∣ Bˆ e−iHˆs∆t/~ ∣∣u−M+N−1〉min(∆k,1)∏
δk=0
Iδk(σ
±
M+N−1, σ
±
M+N−1+δk)δ(u
+
M+N , u
−
M+N )
]
The scaling of the method for equilibrium initial conditions is similar to that for separable initial
conditions, namely, linear in the propagation time, exponentially with ∆k, and power law with n,
the size of the DVR basis.
2.4 Summary
We’ve outlined a method by which we can obtain the dynamics of a system interacting with a
harmonic environment at arbitrary temperatures and system-bath couplings. This was done for
arbitrary initial conditions, both when the system and bath are initially separable and when they’ve
been interacting for a long time and are in thermal equilibrium. Once convergence is achieved
relative to a few parameters (∆k, n, and ∆t), the obtained dynamics is guaranteed to be the exact
quantum mechanical result.
Rigorously the exact dynamics is only obtained in the limits ∆k∆t → t,∆t → 0, and n → ∞.
Of course in practice this can’t be done. Thus the goal is to get converged simulation results with
the available computational resources. Convergence in n is relatively straightforward, depending
mainly on the number of eigenstates of the system Hamiltonian that have non-negligible population
during the dynamics, which in turn depends on the temperature. In practice it’s usually sufficient
to use 4-10 DVR states.
Convergence in the other two parameters is more challenging since we’d like to maximize ∆k∆t
while minimizing ∆t. The latter controls the errors in the splitting of the propagator (equations
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(2.19) & (2.38)). These accumulate if we have many iteration steps and can become a significant
source of error. Fortunately the quasi-adiabatic splitting allows relatively large time steps; in
practice up to 1/10 to 1/5 of the period of dynamics of the bare system.4 The real advantage
of these larger time steps is that we can minimize the costs of the exponential scaling with ∆k.
This scaling is often the limiting factor in applying the method to specific systems. Systems whose
memory spans more than 8 or so time steps require vast computational resources and quickly
become infeasible. This can be case when the system is interacting with a low-frequency solvent
environment.
To tackle such long memory problems, as well as larger systems where the scaling with n becomes
prohibitive, two extensions to this method have been developed in our group. The first [61–63] is
a path filtering method whereby only a tiny fraction of system “paths” of length ∆k are summed
over in doing the iterations. This helps to eliminate the exponential scaling of the method with
∆k. The second [64] extension uses renormalization ideas in order to incorporate successively larger
length correlations in the influence functional. This becomes useful for treating environments that
include both very fast modes (which would require a small ∆t) and very slow modes (leading to
very long bath memory). We refer interested readers to the respective publications for the details
of these methods.5
4In some cases even larger time steps can be acceptable, but then we run into the problem that the simulation
doesn’t sample the dynamics frequently enough and can miss some features or create artifacts due to the sampling.
5Also see Roberto Lambert’s thesis at UIUC for more details of the filtering method.
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Chapter 3
Entanglement Dynamics of Two
Qubits
3.1 Introduction
Tunneling and phase coherence, the hallmarks of quantum mechanics, have profound consequences
in chemistry and physics, affecting dramatically the structure of matter and the kinetics of molec-
ular transformations. In addition, one of the most intriguing features of quantum mechanics that
sets it apart from classical theories is the idea of entanglement. This idea has been discussed since
the early days of quantum mechanics [35] and is known to be a purely quantum mechanical phe-
nomenon [37]. Entanglement plays a vital role in quantum information theory and is a necessary
ingredient in many quantum computing protocols [22]. Recently, concepts from quantum informa-
tion, including entanglement, have become more relevant to chemical and biological physics, and
quantum computing algorithms have been proposed for solving certain chemical dynamics prob-
lems [20, 21]. If such tools become practical, they could lead to exponential gains in efficiency
compared to classical computational methods, allowing the simulation of much larger systems.
In any implementation of these protocols the system of interest inevitably comes into contact
with its environment. Since the environment is generally very large and it is impractical to keep
track of its quantum mechanical state, one is usually concerned only with the net effect of the
environment on the system of interest, which generally amounts to dissipation and decoherence.
0This chapter is based on work published in Sahrapour and Makri, (2013) [65].
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In theoretical studies these effects are typically modeled in terms of a bath of harmonic oscillators
coupled to the system of interest [55]. We adopt this model in the present work.
In analogy with classical computation, the basic building block of quantum computation is a
qubit, a system that can be in any superposition of its two available states (often thought of as a
spin-1/2 system). Interaction of a two-level system with a dissipative bath leads to dynamics that
undergoes a transition from quenched oscillations to incoherent decay. These behaviors have been
studied thoroughly with analytical and numerical methods [48,53,56–58,66–80]. With two or more
qubits, entanglement comes into play.
An entangled system is one whose subsystems display correlations stronger than those possible
under any classical theory. These correlations allow one to obtain information (complete information
in the case of a maximally entangled state) about one subsystem from measurements on another.
Conversely, states where measurements on one subsystem do not yield information on others are
not entangled. Thus, entangled states are said to be inseparable or unfactorizable. For a pure state
this implies that the state cannot be represented as a product state over individual subsystems.
Typical examples are the four Bell states [37] of a two-spin (qubit) system, given by the relations
|Φ+〉 = 1√
2
(|↑↑〉+ |↓↓〉) |Φ−〉 = 1√
2
(|↑↑〉 − |↓↓〉)
|Ψ+〉 = 1√
2
(|↑↓〉+ |↓↑〉) |Ψ−〉 = 1√
2
(|↑↓〉 − |↓↑〉)
(3.1)
where |↑〉 and |↓〉 are the two (up- and down-) states of each spin (qubit). These Bell states form
a basis for the four-dimensional Hilbert space and are the simplest examples of entanglement. A
mixed state is said to be entangled if it cannot be written as a sum of factorizable pure states.
This definition of entanglement in terms of inseparability, while conceptually satisfying, does not
provide an obvious way to quantify the degree of entanglement of a given state. Indeed, computable
entanglement measures are only known for a few special types of systems [39,40]. For a pure state
of a bipartite system the generally accepted measure of entanglement is the von Neumann entropy
S = −Tr [ρ˜ log2 ρ˜] , where ρ˜ is the partial trace of the density matrix of the system over either of
the subsystems.
In recent years, much work has been done on explore the effects of environment-induced noise
on the dynamics of two coupled qubits. The Bloch-Redfield formalism has been employed to
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study relaxation and dephasing in Josephson-junction or Ising-coupled qubits [81–84] and gate
quality in XOR, CNOT or CPHASE gates [85, 86], modeling different sources of error. Similar
studies have been performed using a time-dependent numerical renormalization group approach
[87]. Entanglement properties have been investigated for two qubits coupled to separate harmonic
environments [88–90] and also in the case of a zero-temperature spin bath [91].
In this chapter we aim to further elucidate the evolution of entanglement in a system of two
qubits in contact with a non-Markovian dissipative bath using numerically exact path integral
calculations. In particular, we investigate the effects of dissipation on the dynamics and the role of
qubit-qubit coupling and initial system preparation in various parameter regimes and at different
temperatures. Generally we observe the destruction of entanglement in an initially entangled system
due to its interaction with a dissipative environment, but we also witness instances of entanglement
generation by means of coupling to the bath.
In Sec.3.2 we describe the path integral methodology used in our study. Sections 3.3.2 & 3.3.3
presents the results of our calculations for uncoupled or coupled qubits starting in localized or
entangled states at various values of dissipation strength and temperature. Section 3.4 summarizes
the observed behaviors and presents concluding remarks.
3.2 Model and Path Integral Methodology
In order to model the effects of a dissipative bath, we use iterative path-integral methodology
developed earlier in our group [57, 58] and described in chapter 2. The environment is modeled as
a collection of harmonic modes that are linearly coupled to the system of interest. The initial state
of the system and the environment is assumed to be described by a factorized density matrix [48]
ρˆ(0) = ρˆsys(0)⊗ e
−βHˆbath
Tr
[
e−βHˆbath
] (3.2)
where ρˆsys is the initial density matrix that comprises the system of interest and Hˆbath represents
the dissipative environment. In this section we summarize the methodology for the specific case of
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a two-qubit system coupled to a bath of harmonic oscillators. The system Hamiltonian is
Hˆsys = −~ΩAσˆ(A)x − Aσˆ(A)z − ~ΩBσˆ(B)x − Bσˆ(B)z − V σˆ(A)z ⊗ σˆ(B)z (3.3)
where σ
(A)
x , σ
(A)
z and σ
(B)
x , σ
(B)
z are the first and third Pauli operators for the two qubits A and B,
~ΩA, ~ΩB are the tunneling matrix elements, A, B are the energy bias (asymmetry) parameters,
and V is the qubit-qubit coupling coefficient. In the analysis presented in the next section the
states of the system will be expressed in the direct product basis of two-qubit states |sAsB〉, where
sA =↑ or ↓ and sB =↑ or ↓ represent the up/down states of the two qubits, which correspond to
the two ±1 eigenvalues of σ(A)z and σ(B)z , respectively.
The two-qubit system is coupled to the bath. For simplicity we choose the same coupling
coefficients for both qubits, such that the total Hamiltonian is
Hˆ = Hˆsys +
∑
j
(
pˆ2j
2mj
+
1
2
mjω
2
j xˆ
2
j − cj σˆ(A)z xˆj − cj σˆ(B)z xˆj
)
(3.4)
Eq. 3.4 is the two-qubit extension of the “spin-boson” Hamiltonian. Because of its simplicity, this
Hamiltonian serves as an excellent model for understanding the effects of dissipation on entangle-
ment. As is well known [48], the collective dissipative properties of the bath on the qubits are
captured in the spectral density function
J(ω) =
pi
2
∑
j
c2j
mjωj
δ(ω − ωj) (3.5)
The path integral methodology reviewed below can be used with arbitrary forms of the spectral
density. The calculations presented in the next section are performed with an Ohmic spectral
density,
J(ω) =
pi
2
~ωξe−ω/ωc (3.6)
where ξ is the so-called Kondo parameter. The Ohmic spectral density is known to induce rich dy-
namics to the spin-boson model, which involves a transition from damped oscillations to incoherent
decay and even complete localization [48].
The dynamics of the system under the influence of the environment is described by the reduced
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density matrix, which is obtained by tracing the density matrix over the bath degrees of freedom,
ρˆ(N∆t) = Trbath
[
e−iHˆN∆t/~ρˆ(0)eiHˆN∆t/~
]
(3.7)
where ∆t is the time step employed in the calculation. Using the discretized path integral [6]
representation of the time evolution operators, Eq. 3.7 becomes
〈
s+B,Ns
+
A,N
∣∣∣ρˆsys(t) ∣∣∣s−A,Ns−B,N〉 =
Trbath
[ ∑
s±A,1=↑,↓
∑
s±B,1=↑,↓
· · ·
∑
s±A,N−1=↑,↓
∑
s±B,N−1=↑,↓
〈
s+B,Ns
+
A,N
∣∣∣ e−iHˆ∆t/~ ∣∣∣s+A,N−1s+B,N−1〉 · · ·
×
〈
s+B,1s
+
A,1
∣∣∣ e−iHˆ∆t/~ ∣∣∣s+A,0s+B,0〉〈s+B,0s+A,0∣∣∣ ρˆsys(0) e−βHˆbath
Tr
[
e−βHˆbath
] ∣∣∣s−A,0s−B,0〉
×
〈
s−B,0s
−
A,0
∣∣∣ eiHˆ∆t/~ ∣∣∣s−A,1s−B,1〉 · · ·〈s−B,N−1s−A,N−1∣∣∣ eiHˆ∆t/~ ∣∣∣s−A,Ns−B,N〉
]
(3.8)
We employ the symmetric quasi-adiabatic splitting of the propagator [51] using the system Hamil-
tonian as a reference
e−iHˆ∆t/~ ≈ e−i(Hˆ−Hˆsys)∆t/2~ e−iHˆsys∆t/~ e−i(Hˆ−Hˆsys)∆t/2~ (3.9)
Evaluation of Eq.3.9 in the two-qubit basis gives
〈sB,k+1sA,k+1| e−iHˆ∆t/~ |sA,ksB,k〉 ≈ e
−i∑
j
(
pˆ2j
2mj
+ 1
2
mjω
2
j xˆ
2
j−cj(sA,k+1+sB,k+1)xˆj
)
∆t/2~
×〈sB,k+1sA,k+1| e−iHˆsys∆t/~ |sA,ksB,k〉 e
−i∑
j
(
pˆ2j
2mj
+ 1
2
mjω
2
j xˆ
2
j−cj(sA,k+sB,k)xˆj
)
∆t/2~
(3.10)
The system propagator is evaluated by diagonalizing the 4×4 matrix of the two-qubit Hamiltonian.
The displaced harmonic oscillator propagators give rise to the Feyman-Vernon influence functional
[54] where the system position is replaced by the sum of the two qubit coordinates,
F =exp
[
−
N∑
k′=0
k′∑
k′′=0
(
s+A,k′ + s
+
B,k′ − s−A,k′ − s−B,k′
)(
ηk′,k′′(s
+
A,k′′ + s
+
B,k′′)− η∗k′,k′′(s−A,k′′ + s−B,k′′)
)]
(3.11)
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Where the influence functional coefficients ηk′,k′′ are discretized forms of the bath response function
[57]. Thus the reduced density matrix of the two-qubit system becomes
〈
s+B,Ns
+
A,N
∣∣∣ρˆsys(t) ∣∣∣s−A,Ns−B,N〉 =∑
s±A,1=↑,↓
∑
s±B,1=↑,↓
· · ·
∑
s±A,N−1=↑,↓
∑
s±B,N−1=↑,↓
〈
s+B,Ns
+
A,N
∣∣∣ e−iHˆsys∆t/~ ∣∣∣s+A,N−1s+B,N−1〉· · ·
×
〈
s+B,1s
+
A,1
∣∣∣ e−iHˆsys∆t/~ ∣∣∣s+A,0s+B,0〉〈s+B,0s+A,0∣∣∣ ρˆsys(0) ∣∣∣s−A,0s−B,0〉
×
〈
s−B,0s
−
A,0
∣∣∣ eiHˆsys∆t/~ ∣∣∣s−A,1s−B,1〉· · ·〈s−B,N−1s−A,N−1∣∣∣ eiHˆsys∆t/~ ∣∣∣s−A,Ns−B,N〉
× F
(
s±A,1, s
±
B,1, · · · , s±A,N , s±B,N
)
(3.12)
It is seen from Eq. (3.11) that the influence functional depends on all 2N values of the system
coordinates. This dependence is a manifestation of the “memory” of the bath. Because the strength
of these nonlocal interactions decreases to negligible values within a finite time difference, it is
possible to evaluate the resulting path integral by an iterative procedure which involves a multi-
time reduced density matrix (i.e., a tensor) that spans the memory time [53, 56–58]. If the decay
of the response function is very slow, the bath-induced memory can be very long, giving rise to
propagator tensors of high rank. In such cases it is advantageous to employ filtering procedures,
which eliminate the vast majority of system paths that span the memory length by virtue of
their negligible weight [61–63, 92]. Another alternative is to use a path integral renormalization
procedure, which successively increases the memory length without increasing the rank of the
effective propagator [64]. The non-Markovian nature of the bath has been shown shown [93, 94]
to be a necessary feature in order to correctly capture entanglement dynamics. The neglect of
memory effects can lead to the loss of entanglement revival and steady-state entanglement in qubit
dynamics. Recently, several measures have been proposed to quantify the degree of non-Markovian
effects present in the dynamics of a physical process [95–97]. The calculations presented in the
next section employed the full-rank propagator tensor, whose rank was treated as a convergence
parameter, thus fully capturing the memory effects of the bath. This involved a memory length
of up to 6 time-steps, corresponding to one and a half periods of oscillation of the two-qubit
system. Thus, the dynamics presented below is highly non-Markovian. Finally, we note that the
factorized initial condition is not necessary, and the methodology has been extended to (multi-time)
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equilibrium time correlation functions [59,60,98].
From the 4×4 reduced density matrix ρˆsys of the two-qubit system at a given time we calculate
the entanglement using Wooters expression [41],
E = h
(
1
2
+
1
2
√
1− C2 (ρˆsys)
)
(3.13)
where the concurrence is given by
C (ρˆsys) = max {0, λ1 − λ2 − λ3 − λ4} (3.14)
and
h(x) = −x log2 x− (1− x) log2(1− x). (3.15)
In Eq. (3.14) λi represent the square roots of the eigenvalues, in decreasing order, of the non-
Hermitian matrix ρˆsysρ˜sys, where
ρ˜sys =
(
σAy ⊗ σBy
)
ρˆ∗sys
(
σAy ⊗ σBy
)
(3.16)
3.3 Dynamics of localized and entangled states
In our calculations below we assume the initial density matrix of the two-qubit system is ρˆsys(0) =
|ψ(0)〉 〈ψ(0)|. The time evolution of the density matrix is investigated for two initial states that
correspond to localization of both qubits, |ψ(0)〉 = |↑↑〉 , or to the first Bell state, |ψ(0)〉 = |Φ+〉 ,
which is maximally entangled. We report the expectation value of a qubits position,
〈
σ
(A)
z
〉
, the
populations of the two-qubit basis states
P↑↑(t) = 〈↑↑| ρˆ(t) |↑↑〉 P↓↓(t) = 〈↓↓| ρˆ(t) |↓↓〉
P↓↑(t) = 〈↓↑| ρˆ(t) |↓↑〉 P↑↓(t) = 〈↑↓| ρˆ(t) |↑↓〉
(3.17)
(where 〈↑↓| corresponds to the ket |↓↑〉), and the entanglement as a function of time for the bare
two-qubit system and with coupling to the dissipative bath. In order to elucidate certain behaviors
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we also monitor the populations of the Bell states,
PΦ±(t) = 〈Φ±| ρˆ(t) |Φ±〉 PΨ±(t) = 〈Ψ±| ρˆ(t) |Ψ±〉 . (3.18)
3.3.1 Two-Level System
Before investigating the 2 qubit system we review the dynamics of a single two-level system (TLS)
coupled to a bath in order to better understand our 2 qubit results. This system has been extensively
studied by previous authors [48, 53, 56–58, 66–80]. The system Hamiltonian for a two-level system
is given by
Hˆ(TLS)sys = −σz −∆σx (3.19)
where  and ∆ are the asymmetry and tunneling parameters and σi are the Pauli operators. The
system is coupled to the bath via σz and we use as our basis the eigenvalues of σz.
The system is initially prepared in the eigenstate of σz with eigenvalue 1(|↑〉). With no dissi-
pation the evolution of the system position is given by
|ψ(0)〉 =
1
0
⇒ |ψ(t)〉 =
 cos ∆t
i sin ∆t
 (3.20)
〈σz〉 = cos2 ∆t− sin2 ∆t (3.21)
To compare with the 2-qubit simulations we set to  zero and ∆ to 1. Figure 3.1 shows the
dynamics in the presence of a bath at inverse temperatures ~∆β = 1 and 5. Interaction with the
bath dampens the dynamics of the system and relaxes the system towards equilibrium. At higher
temperatures we see a faster dampening and a reduction in the frequency of the oscillations.
3.3.2 Unbiased Qubits
In the absence of coupling to the bath the two-qubit system remains in a pure state and ρˆsys(t) =
|ψ(t)〉 〈ψ(t)|. The two-qubit wavefunction is expressed in terms of the four localized direct-product
basis states with time-dependent coefficients,
|ψ(t)〉 = c↑↑(t) |↑↑〉+ c↑↓(t) |↑↓〉+ c↓↑(t) |↓↑〉+ c↓↓(t) |↓↓〉 (3.22)
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Figure 3.1: Dynamics for a two-level system coupled to a harmonic bath at ~∆β=1 (red line) and ~∆β=5
(blue line). The dashed line shows the dynamics in the absence of coupling to the bath.
It is also useful, in order to get more insight into the dynamics, to express the time evolution of
the two-qubit wavefunction in the basis of the four Bell states,
|ψ(t)〉 = cΦ+(t) |Φ+〉+ cΦ−(t) |Φ−〉+ cΨ+(t) |Ψ+〉+ cΦ−(t) |Φ−〉 (3.23)
In the absence of qubit-qubit coupling the four eigenvalues of the system Hamiltonian are ±2~Ω
and 0. It is easy to see that the two Bell states Φ− and Ψ− are linear combinations of the two
degenerate eigenstates with zero eigenvalue. As a result, the coefficients of these two states in
the expansion of the wavefunction in the Bell state basis do not evolve at all. Interestingly, the
two Bell states Φ− and Ψ− are also eigenstates of the system Hamiltonian for any value of the
qubit-qubit coupling. As a result, if an initial state does not contain a component of Φ− and/or
Ψ−, it will never develop such a component. Because the localized state |↑↑〉 is the sum of Φ+
and Φ−, its time evolution does not involve the state Ψ−. The other two eigenstates of the system
Hamiltonian are linear combinations of the Bell states Φ+ and Ψ+. Thus, the time evolution of Φ+
is a linear combination of only these two Bell states in the absence of qubit-qubit coupling. The
time dependence of these two initial states is given in Tables 3.1 and 3.2 in the localized direct
product basis and also in the basis of Bell states for the uncoupled qubit system and also for the
case V = 1.
In the absence of qubit-qubit coupling, each qubit undergoes tunneling oscillations and the
entanglement of the bare two-qubit system remains constant at all times. For the initially localized
state the entanglement remains equal to zero in this case, while for the first Bell state it is equal to
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V = 0, |ψ(0)〉= |↑↑〉 V = 1, |ψ(0)〉= |↑↑〉
c↑↑(t) cos2 Ωt 12 cos Ωt+
1
2 cos
√
5Ωt+ i2 sin Ωt+
i
√
5
10 sin
√
5Ωt
c↑↓(t) i sin Ωt cos Ωt i√5 sin
√
5Ωt
c↓↑(t) i sin Ωt cos Ωt i√5 sin
√
5Ωt
c↓↓(t) − sin2 Ωt −12 cos Ωt+ 12 cos
√
5Ωt− i2 sin Ωt+ i
√
5
10 sin
√
5Ωt
Table 3.1: Time evolution in the localized direct-product basis of a localized state in the absence of
dissipation.
V = 0, |ψ(0)〉= |Φ+〉 V = 1, |ψ(0)〉= |Φ+〉
c↑↑(t) 1√2 cos 2Ωt
1√
2
cos
√
5Ωt+ i√
10
sin
√
5Ωt
c↑↓(t) i
√
2 sin Ωt cos Ωt i
√
2
5 sin
√
5Ωt
c↓↑(t) i
√
2 sin Ωt cos Ωt i
√
2
5 sin
√
5Ωt
c↓↓(t) 1√2 cos 2Ωt
1√
2
cos
√
5Ωt+ i√
10
sin
√
5Ωt
cΦ+(t) cos 2Ωt cos
√
5Ωt+ i√
5
sin
√
5Ωt
cΨ+(t) i sin 2Ωt
2i√
5
sin
√
5Ωt
cΦ−(t) 0 0
cΨ−(t) 0 0
Table 3.2: Time evolution in the localized direct product basis and in the basis of four Bell states of the
first Bell state in the absence of dissipation.
unity. Coupling between the qubits gives rise to more interesting dynamics. The time dependence
of the entanglement for the two-qubit system is shown in Figure 3.2 for the initially localized and
the first (fully entangled) Bell state. It is seen that the entanglement fluctuates in a nontrivial
fashion.
When the two qubits are coupled to a common environment, they interact indirectly, even in the
absence of qubit-qubit coupling from the Hamiltonian. In the limit of zero dissipation, the average
position of a qubit becomes equal to that of a single spin,
〈
σsbz (t)
〉
, with the standard spin-boson
Kondo parameter ξsb =
√
2ξ. For finite dissipation strength, the average position of each qubit is not
equal to that of a single spin coupled to the same bath (with any effective Kondo parameter). Under
weakly dissipative conditions the qubit-qubit interaction develops slowly and thus the expectation
value of the qubits position exhibits noticeable deviations from the corresponding spin-boson result
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Figure 3.2: Entanglement of the coupled two-qubit system (V = 1). The black dashed line shows the
entanglement when the system is initially in the first Bell state, |ψ(0)〉= |Φ+〉 . The blue solid line corresponds
to an initially localized state, |ψ(0)〉= |↑↑〉.
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Figure 3.3: Average position of a qubit as a function of time. Black dashed line: single qubit coupled to
a bath. Blue solid line: two uncoupled qubits coupled to a bath. In both cases the temperature is ~Ωβ=5
and the single-qubit Kondo parameter is ξ=0.025.
only after a few oscillations. This effect is shown in Figure 3.3, which shows
〈
σAz (t)
〉
for the localized
initial condition |ψ(0)〉 = |↑↑〉 with ξ = 0.025/√2 (i.e., ξsb = 0.025) at a low temperature, ~Ωβ = 5.
It is seen that the two-qubit system decoheres slightly faster than a single qubit with the same
dissipation strength.
Destruction of Entanglement
We now focus on the evolution of initially entangled states. The dynamics of the dissipative
two-qubit system with the Bell initial state, |ψ(0)〉 = |Φ+〉, are shown in Figures 3.4 and 3.5.
Dissipation leads to damping of the oscillations in the populations, which decay exponentially to
their equilibrium values. Figure 3.4a shows the populations of the four two-qubit states in the
case of zero qubit-qubit coupling. If the two qubits did not interact at all, the populations would
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Figure 3.4: Populations of the four two-qubit basis states (zero bias) starting in the first Bell state |ψ(0)〉=
|Φ+〉 and interacting with a weakly dissipative bath characterized by ξ=0.05 at a low temperature, ~Ωβ=5.
Black dashed line: P↑↑(t)=P↓↓(t). Blue solid line P↑↓(t)=P↓↑(t). (a) Uncoupled qubits. (b) Coupled qubits
(V =1).
factorize, reaching the long-time value
(
1
2
)2
= 14 . The observed deviation from this value is again
a manifestation of the indirect qubit-qubit interaction mediated by the bath. The introduction of
explicit qubit-qubit coupling leads to a much more pronounced change of these populations. As
seen in Figure 3.4b, the long-time values of the populations differ substantially in this case.
The system entanglement is shown in Figure 3.5 at two temperatures for the cases of uncoupled
and coupled qubits. The entanglement decreases from its initial value of 1 to the equilibrium value,
which is practically zero in the absence of coupling between the qubits and/or at high temperatures.
The approach to the equilibrium value is oscillatory, with the entanglement going through several
sudden death and revival stages [99, 100]. Similar patterns are observed in the presence of bias.
This revival of entanglement is due to the non-Markovian nature (memory) of our bath. The decay
of the entanglement occurs very rapidly in the case of the uncoupled qubits, dropping to about
10% of its initial value within a single tunneling period at an intermediate temperature. At low
temperatures the entanglement decays slower. The presence of qubit-qubit coupling plays a major
role, maintaining substantial entanglement over several oscillation periods.
In addition to the results shown in these figures, we have run simulations starting the system
in the other three Bell states. When the system starts in Ψ+ the dynamics is nearly identical to
that shown in Figures 3.4 and 3.5. This is a consequence of the structure of the dynamics in the
dissipationless case, where the two-qubit wavefunction is a superposition of the two Bell states Φ+
and Ψ+.
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Figure 3.5: Entanglement of the two qubits (zero bias) starting in the first Bell state |ψ(0)〉= |Φ+〉 and
interacting with a weakly dissipative bath characterized by ξ = 0.05. Black dashed line: low temperature,
~Ωβ = 5. Blue solid line: intermediate temperature, ~Ωβ = 1. (a) Uncoupled qubits. (b) Coupled qubits
(V =1).
With Φ− as the initial state the populations of the localized basis states exhibit a more clearly
exponential decay with less prominent oscillations. This is due to the fact that the system Hamilto-
nian does not move population into or out of Φ−, thus the transfer of population occurs exclusively
via the bath. At long times the system reaches the state of thermal equilibrium and the entangle-
ment becomes independent of initial preparation.
When the initial state of the qubits is Ψ− there is no dynamics and the qubits remain fully
entangled at all times. This is so because Φ− is an eigenstate of the system-bath coupling operator
σ
(A)
z + σ
(B)
z . (In fact, Ψ+ is also an eigenstate of this operator, but since this state is not an
eigenstate of the system Hamiltonian it does evolve with time.) Thus, Ψ− forms a decoherence-
free subspace [101–103] where entanglement is preserved. Since neither the Hamiltonian nor the
coupling to the bath affects the component of Ψ− in the evolution of any state, an initial population
of Ψ− will be trapped, giving rise to a nonzero steady-state entanglement.
Dissipation-Induced Creation of Entanglement
As was observed in the previous subsection, interactions with the environment rapidly decohere
initially entangled qubits, destroying most of the entanglement. However, interactions with a bath
can also lead to the creation of entanglement. It has been shown [104] that a single qubit interacting
with a zero-temperature bath becomes entangled with the bath. A recent study has also studied
the way in which correlations between a single qubit and the bath develop, leading to entanglement
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Figure 3.6: Populations of the four Bell states for a system of two uncoupled qubits (with zero bias)
interacting with a weakly dissipative bath characterized by ξ = 0.05 at a low temperature, ~Ωβ = 5. The
initial condition is the separable state |ψ(0)〉= |↑↓〉. Black line: PΦ+ . Blue line: PΦ− . Red line: PΨ+ . Green
line: PΨ− .
between the atom and the bath, in the case where the bath spectral density has a gap [105]. In
the case of two qubits coupled to the same bath, recent work has shown that this effect leads to
entanglement between the two qubits [106–109]. Below we quantify the bath-induced entanglement
of uncoupled (V = 0) qubits prepared initially in a separable state and investigate the long-time
value of the entanglement as a function of temperature and dissipation strength.
Figure 3.6 shows the populations of the four Bell states and the evolution of the entanglement for
the two-qubit system prepared in the state |↑↓〉. Figure 3.7 shows the entanglement that develops
from this initially separable state, and also for the initial preparation |ψ(0)〉= |↑↑〉. It is seen that
the qubits become entangled due to interactions with the common bath. One observes that the
|↑↓〉 initial state develops a substantial amount of entanglement. Specifically, the entanglement
increases rapidly and oscillates somewhat before stabilizing at its long-time plateau value. This
behavior is in contrast to that observed with the |↑↑〉 (or |↓↓〉) initial state, for which a small
transient entanglement emerges that oscillates for several periods and eventually decays to zero
once the system reaches equilibrium.
This dramatic dependence of the created entanglement on the initial state can be explained
by examining the population dynamics. Once again, due to the form of the Hamiltonian, the
population of Ψ− does not change with time (see Fig. 3.6). The initial states |↑↑〉 and |↓↓〉 do not
contain any component in Ψ− and simply decay to the a equilibrium state. On the other hand, |↑↓〉
and |↓↑〉 are sum-and-difference superpositions of Ψ− and Ψ+; while the component in Ψ+ decays
to a thermal state, the component in Ψ− remains intact. Thus, at long times the system reaches a
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Figure 3.7: Entanglement of two uncoupled qubits (with zero bias) interacting with a weakly dissipative
bath characterized by ξ=0.05 at a low temperature, ~Ωβ=5 with separable initial conditions. Black dashed
line: |ψ(0)〉= |↑↑〉. Blue solid line: |ψ(0)〉= |↑↓〉.
state with a significant entangled component.
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Figure 3.8: Entanglement of two uncoupled qubits (with zero bias) interacting with a weakly dissipative
bath characterized by ξ= 0.025 as a function of time at various bath temperatures. Initially the system is
in the separable state |ψ(0)〉= |↑↓〉. Black line: ~Ωβ= 5. Blue line: ~Ωβ= 2. Cyan line: ~Ωβ= 5/3. Green
line: ~Ωβ=1. Orange line: ~Ωβ=1/2. Red line: ~Ωβ=1/10.
To further investigate entanglement generation by the bath we present in Figures 3.8 and 3.9
calculations starting in |↑↓〉 at low, intermediate, and high temperatures, as well as various values of
the Kondo parameter. At long times the entanglement of the system reaches a plateau. The value
of this plateau decreases with increasing temperature, approaching zero at infinite temperature,
and reaches a maximum value of 0.285 for low temperatures. An interesting behavior is revealed
by examining the dynamics of the entanglement as a function of dissipation strength. At stronger
system-bath coupling oscillations in the entanglement are damped more aggressively, the plateau
value is reached sooner, and is smaller. However this entanglement rises faster as the dissipation
strength is increased. This is due to the fact that the qubits are entangled solely via their indirect
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Figure 3.9: Entanglement of two uncoupled qubits (with zero bias) interacting with a weakly dissipative
bath characterized at ~Ωβ = 5 for various values of the Kondo parameter. Initially the system is in the
separable state |ψ(0)〉= |↑↓〉. Black line: ξ=0.025. Blue line: ξ=0.05. Red line: ξ=0.1. Green line: ξ=0.2.
coupling through the bath, thus larger values of system-bath coupling lead to a faster creation of
entanglement. Thus we see that the system-bath coupling and temperature of the bath play a
critical role in determining the amount of steady state entanglement.
3.3.3 Dynamics with Bias
We now consider the biased case with A = B = 1. This bias can be physically thought of as an
external magnetic field pointing up, stabilizing the |↑↑〉 state and destabilizing |↓↓〉. In this case
the Bell state Ψ− continues to be an eigenstate of the system Hamiltonian. Since this state is also
an eigenstate of the system-bath coupling operator, it does not evolve at all.
Figures 3.10 and 3.11 show the populations and entanglement of the biased two-qubit system
starting in Φ+. Because asymmetry suppresses tunneling in a single two-level system, the magnitude
of the oscillations in the dynamics is diminished compared to the unbiased case. Since the bias
breaks the symmetry of the Hamiltonian, P↑↑ is no longer equal to P↓↓. The difference in population
dynamics between the uncoupled and coupled qubits is also less pronounced.
Figure 3.11 shows that the entanglement exhibits a more rapid decay compared to the unbiased
case with fewer features. This is so because the bias quickly drives the system towards the |↑↑〉 state,
thereby destroying the entanglement. Interestingly, at low temperatures the coupling between the
qubits causes several transient cycles of “deat” and “rebirth” in the entanglement. We note that
unlike the unbiased case, there is no entanglement at equilibrium for the biased qubits starting in
an initially entangled state. In simulations where the initial state of the system starts in Φ− or Ψ+
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Figure 3.10: Populations of the four two-qubit basis states for a two-qubit system with bias, A= B = 1,
coupled to a weakly dissipative bath with ξ=0.05 at a low temperature, ~Ωβ=5. The system is started in
the first Bell state, i.e. |ψ(0)〉= |Φ+〉. Black line: P↑↑(t). Red line: P↓↓(t). Blue line: P↑↓(t) =P↓↑(t). (a)
Uncoupled qubits. (b) Coupled qubits (V =1).
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Figure 3.11: Entanglement for a two-qubit system with bias, A= B = 1, coupled to a weakly dissipative
bath with ξ = 0.05. The system is started in the first Bell state, i.e. |ψ(0)〉 = |Φ+〉. Black dashed line:
low temperature, ~Ωβ= 5. Blue solid line: intermediate temperature, ~Ωβ= 1. (a) Uncoupled qubits. (b)
Coupled qubits (V =1).
we observed similar dynamics to that shown in Figures 3.10 and 3.11.
When starting in the state |↑↑〉, without direct coupling of the qubits (V = 0), the entanglement
created by the bath shows behavior similar to that seen in the unbiased case (Figure 3.8). Once
again the indirect coupling via the bath causes the qubits to become entangled leading to finite
steady-state entanglement with a higher value at lower temperatures.
Figures 3.12 and 3.13 show the results of simulations with A = −1, B = 1, representing a case
where the qubits are biased in opposite directions. In this case Φ−is an eigenstate of the system
Hamiltonian, but Ψ−is no longer an eigenstate. Thus, all Bell state exhibit dynamics in this case,
either via the system Hamiltonian or through system-bath coupling.
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Figure 3.12: Populations of the four two-qubit basis states for a two-qubit system with bias, A=−1, B=1,
coupled to a weakly dissipative bath with ξ=0.05 at a low temperature, ~Ωβ=5. The system is started in
the first Bell state, i.e. |ψ(0)〉= |Φ+〉. Black line: P↑↑(t) =P↓↓(t). Blue line: P↑↓(t). Red line: P↓↑(t). (a)
Uncoupled qubits. (b) Coupled qubits (V =1).
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Figure 3.13: Entanglement for a two-qubit system with bias, A=−1, B=1, coupled to a weakly dissipative
bath with ξ= 0.05. The system is started in the first Bell state, i.e. |ψ(0)〉= |Φ+〉. Black dashed line: low
temperature, ~Ωβ = 5. Blue solid line: intermediate temperature, ~Ωβ = 1. (a) Uncoupled qubits. (b)
Coupled qubits (V =1).
This arrangement leads to more complex dynamics, especially when the qubits are coupled.
The asymmetric bias slows the relaxation of the populations towards their thermal values, causing
the decay of entanglement to be prolonged compared to the unbiased and symmetrically biased
cases. We ran the simulations shown above for longer times and observe that the oscillations on
the approach to the asymptotic values of the populations, as well as those of the entanglement in
the coupled case, do indeed decay around Ωt 90 when ~Ωβ = 5.
Coupling of the qubits brings the final populations of the states closer. This is a consequence of
the interplay between the bias, which favors the |↓↑〉 state, and the coupling which favors |↑↑〉 and
|↓↓〉. This interplay causes complex dynamics, which are also manifested in the entanglement of
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the system. As can be seen in Figure 3.13, the asymmetrically biased coupled qubit system resists
destruction of its entanglement at low temperatures (~Ωβ = 5). In this case the entanglement
exhibits persistent oscillations about its asymptotic value 0.116.
Simulations with the system starting in the other three Bell states show similar dynamics to
those described above. As noted above, in contrast to the case of zero or symmetric bias, the
present asymmetric Hamiltonian causes all Bell states to evolve with time. Therefore there is no
longer a decoherence-free subspace in which initially separable states may become entangled via
the common bath. This is confirmed by simulations starting in a separable initial state, without
coupling between the two qubits (V=0), which show no equilibrium entanglement creation by the
bath.
3.4 Conclusions
We have carried out numerically exact simulations of a system of two qubits in contact with a
dissipative bath of harmonic oscillators. In the absence of coupling between the qubits, the deco-
herence induced by the bath generally destroys the entanglement of a Bell state. The destruction
of entanglement is even faster at high temperatures. Coupling the two qubits slows the decay of the
entanglement significantly and preserves some entanglement at long times; however, the equilibrium
value of the entanglement is negligible at high temperature.
We also observed that indirect qubit-qubit interaction induced by the common bath can create
entanglement in a system of two uncoupled qubits initially prepared in a localized (factorizable)
state. The entanglement created by the bath increases in time, reaching a plateau. The value
of this plateau is maximized at low temperature and decreases with increasing temperature and
dissipation strength. However, stronger dissipation leads to a faster generation of entanglement.
The addition of an energy bias in the Hamiltonian also affects the dynamics of entanglement
in interesting ways. A symmetric bias results in the loss of steady state entanglement even in the
case of low temperatures and coupling between the qubits. An asymmetric bias, on the other hand,
results in a slower and more complex dynamics that at long times resembles the unbiased case.
The long-time value of the entanglement can in some cases exceed the value corresponding to
the Boltzmann equilibrium state. This can happen if the symmetry of the system and its coupling
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to the bath give rise to an entangled state which is unaffected by the dynamics. Other components
of an initial state will eventually decay, giving rise to the equilibrium value of the entanglement,
but the contribution from the non-decohering entangled state will remain intact. With the chosen
form of the system-bath coupling, the fourth Bell state Ψ− is not affected by the dissipative effects
of the bath, forming a decoherence-free subspace. Thus, the component of a states entanglement
that arises from Ψ− is preserved.
In summary, the apparently simple two-qubit system interacting with a dissipative bath exhibits
very rich dynamical behaviors where the entanglement is affected by decoherence in nontrivial
ways. The results of the present study should offer deeper insights into the feasibility of quantum
computation and its optimal design.
We note that the iterative path integral method employed in the present study converges to the
full quantum mechanical result, yet it does not require a particular form of the bath spectral density,
allowing accurate studies of bath-induced decoherence and entanglement on the dynamics of few-
state systems. The use of discrete variable representations of the influence functional [110], path
filtering techniques [61–63,92], or a path integral renormalization procedure [64] makes the method
practical for larger and more complex systems. Finally, we point out that an iterative evaluation of
the path integral is possible even if the environment is not adequately represented by a harmonic
bath, as long as its influence functional can be evaluated numerically [111]. In combination with
classical trajectory approximations to the latter, this approach leads to a rigorous, yet practical
quantum-classical or quantum-semiclassical path integral methodology [112,113] for simulating the
dynamics of a small quantum system in a classical solvent or biological molecule.
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Chapter 4
Non-Linear Spectroscopy
4.1 Introduction
The interpretation of vibrational line shapes in liquids has been the subject of numerous experi-
mental and theoretical investigations. In recent years, nonlinear optical techniques, which measure
the response of liquids subjected to a sequence of laser pulses, have been added to the more tradi-
tional linear spectroscopic studies. Nonlinear experiments serve as sensitive and highly informative
probes of the dynamics that can distinguish between homogeneous and inhomogeneous contribu-
tions. [114–119]
Nonlinear spectroscopic signals are, by their nature, more complex than their linear counter-
parts, and contain rich information. In particular, nonlinear spectroscopy provides a superb way
of probing the Hamiltonian of a molecular system, as well as its coupling to the environment. The
main advantage of these experiments is that different order spectroscopies are sensitive to anhar-
monic terms through different orders, thus in principle, enabling one to reconstruct the molecular
potential. Deciphering these features rests largely on theoretical calculations. Even though the
theoretical framework is available [42], accurate calculation of nonlinear vibrational spectroscopic
signals in polyatomic systems is impractical. Thus, many important insights have come out of
model studies. Tanimura and Mukamel [120] obtained analytical results for a harmonic oscillator
coupled to a harmonic dissipative bath. Cao and co-workers [121, 122] calculated microcanonical
response functions for a Morse oscillator and analyzed the quantum-classical correspondence. Lor-
0This chapter is based on work published in Sahrapour and Makri, (2010) [98].
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ing and co-workers [123–127] studied anharmonic oscillator models using classical and semiclassical
approximations. In a series of recent papers, Tanimura and co-workers [128–133] presented nu-
merical calculations of response functions for harmonic and anharmonic oscillators interacting with
Drude-type dissipative harmonic baths using a high-temperature FokkerPlanck treatment and its
low-temperature extension.
As is well known, the simulation of the quantum dynamics of condensed phase processes remains
a challenging problem. In the special case of a low-dimensional (or few-level) system in contact
with a dissipative harmonic bath, path integral methods offer an excellent starting point. Feynman
and Vernon showed that the harmonic bath can be integrated out exactly within the path inte-
gral framework. However, this process introduces terms that are nonlocal in time, resembling the
memory terms in the generalized Langevin equation. This nonlocality in time prevents evaluation
of the path integral by stepwise methods commonly employed for wave function propagation. Nev-
ertheless, earlier work in our group has shown that the path integral can be evaluated iteratively
by multiplying a multitime reduced density matrix, which spans the length of the bath-induced
memory, by an appropriate propagator [53,57–60,92,111]. Once converged, this procedure leads to
numerically exact results over very long propagation times.
In this chapter we present converged, fully quantum mechanical path integral calculations of
the response function corresponding to seventh order off-resonant Raman spectroscopy (or, equiv-
alently, third order resonant infrared spectroscopy) for model one-dimensional systems coupled
to a dissipative harmonic bath characterized by a spectral density of the Ohmic form. We also
present the two-dimensional frequency spectra for these systems by Fourier transforming the re-
sponse functions. The results of our simulations are accurate over hundreds of oscillation periods,
offering insights into subtle spectroscopic signatures of potential symmetry and anharmonicity, as
well as the dissipative role of the environment, over a wide temperature range.
In Sec. 4.2 we describe the theoretical formalism and summarize the numerical path integral
methodology that we employ. In Secs. 4.3 and 4.4 we show the results of our simulations and
discuss their prominent features. Finally, in Sec. 4.5 we summarize our results and present some
concluding remarks.
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4.2 Theoretical Formalism
Throughout this chapter we restrict our attention to Hamiltonians of the type
Hˆ = Hˆo(pˆq, qˆ) + HˆB(pˆ, xˆ, qˆ) (4.1)
where
Hˆo =
pˆ2q
2m
+ Vo(qˆ) (4.2)
describes the subsystem of interest (with coordinate qˆ and conjugate momentum pˆq), and HˆB is
the Hamiltonian that models the environment and its interaction with the system. Specific forms
of the bath Hamiltonian are considered in Secs. 4.3 and 4.4.
In the case of infrared experiments, interaction with the laser field amounts to an additional
term in the Hamiltonian, which is given by
Vˆ (t) = −µˆE(t) (4.3)
where E(t) is the electric field and µˆ(q) is the dipole moment function. For Raman experiments
the relevant term is quadratic in the electric field,
Vˆ (t) = −αˆE2(t) (4.4)
where α(q) is the polarizability. The main difference between these two types of molecule-laser
coupling is in the order of the electric field. Thus nth order infrared spectroscopy is described
by a formulation that is similar to that for (2n + 1)th order Raman spectroscopy (the extra “1”
comes form the laser pulse that causes the Raman signal) [42] Due to this equivalence, from now
on we will refer only to polarizability and Raman spectroscopy, but our results will apply equally
to nonlinear infrared experiments.
As is well known, in the case of a harmonic system potential, linear polarizability does not give
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rise to a nonlinear signal1, thus our model for the polarizability includes a quadratic term,
αˆ(q) = α1qˆ + α2qˆ
2. (4.5)
The polarization is defined as
P (t) = Tr [αˆρˆ(t)] . (4.6)
The density operator ρˆ can be expanded in powers of the potential V (t) in the interaction picture
(where the evolution due to H is “rotated out”)2. The third order term in this expansion will have
three factors of V (t) and thus will correspond to a seventh order Raman (or third order infrared)
experiment. The contribution to the polarization from this term can be written as
P (3)(t) = Tr
[
αˆe−iHˆt/~ρˆ(3)I e
iHˆt/~
]
(4.7)
where the third order term in the density operator is3
ρˆ
(3)
I (t) = −
i
~3
∫ t
t0
dt1
∫ t1
t0
dt2
∫ t2
t0
dt3
[
VˆI(t1),
[
VˆI(t2),
[
VˆI(t3), ρˆI(t0)
]]]
(4.8)
and
VˆI(t) = e
iHˆt/~αˆE2(t)e−iHˆt/~. (4.9)
We assume that the molecular system and its environment are initially in thermal equilibrium
at a temperature T , such that
ρˆI(t0) =
1
Z
e−βHˆ (4.10)
where Z = Tre−βHˆ is the partition function and β = 1kBT , where kB is Boltzmann’s constant.
Substituting the expressions for ρˆI(t), Eqs. (4.8) & (4.10), into Eq. (4.7) and simplifying further,
the third order polarization can be written as [42]
P (3)(t) =
∫ ∞
0
dτ1
∫ ∞
0
dτ2
∫ ∞
0
dτ3 E
2(t−τ3)E2(t−τ3−τ2)E2(t−τ3−τ2−τ1)R(7)(τ3, τ2, τ1). (4.11)
1We show this in Appendix A.4.
2For a description of the interaction picture, see the section starting on page 485 of Shankar [134].
3See Appendix A.2 for details.
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Here we have introduced the response function R(7), which by expanding the commutators in (4.8)
can be shown to be [42] 4
R(7)(τ3, τ2, τ1) =
2
~3Z
Im
{
Tr
[
e−βHˆeiHˆ(τ1+τ2+τ3)/~αˆ e−iHˆτ3/~αˆ e−iHˆτ2/~αˆ e−iHˆτ1/~αˆ
]
− Tr
[
e−βHˆ αˆ eiHˆ(τ1+τ2+τ3)/~αˆ e−iHˆτ3/~αˆ e−iHˆτ2/~αˆ e−iHˆτ1/~
]
+ Tr
[
e−βHˆ αˆ eiHˆτ1/~αˆ eiHˆ(τ2+τ3)/~αˆ e−iHˆτ3/~αˆ e−iHˆ(τ2+τ1)/~
]
− Tr
[
e−βHˆeiHˆτ1/~αˆ eiHˆ(τ2+τ3)/~αˆ e−iHˆτ3/~αˆ e−iHˆ(τ2+τ1)/~αˆ
]}
.
(4.12)
In order to compare our results with previous simulations and experiments, we set τ2 to zero.
We evaluate R(7)(τ3, 0, τ1) for harmonic and anharmonic systems coupled to model dissipative en-
vironments (with results given in Secs. 4.3 & 4.4) using the path integral methodology developed
earlier in our group [51, 53, 56–60, 110, 111, 135]. Each of the terms in (4.12) is a four-time auto-
correlation function of the polarizability operator. With the choice τ2 = 0, a simple rearrangement
shows that each term takes the form
CABCD(t1, t3) =
1
Z
Tr
[
e−βHˆDˆ eiHˆt3/~Cˆ e−iHˆt3/~Bˆ eiHˆt1/~Aˆ e−iHˆt1/~
]
=
1
Z
Tr
[
e−βHˆDˆ Cˆ(t3)BˆAˆ(t1)
] (4.13)
where Aˆ, Bˆ, Cˆ, andDˆ are equal to 1, αˆ, or αˆ2. Using the permutation invariance of the trace, we
rewrite the correlation function as [59,60]
CABCD(t1, t3) =
1
Z
Tr
[
e−βHˆ/2e−iHˆt1/~Dˆ eiHˆt3/~Cˆ e−iHˆt3/~Bˆ eiHˆt1/~Aˆ e−βHˆ/2
]
=
1
Z
∫
dqa0
∫
dqb0
〈
qb0
∣∣TrB [e−βHˆ/2e−iHˆt1/~Dˆ eiHˆt3/~Cˆ e−iHˆt3/~Bˆ eiHˆt1/~Aˆ e−βHˆ/2]∣∣qa0〉δ(qa0 − qb0) (4.14)
We partition the reciprocal temperature into 2M imaginary time slices of length ∆β = β/2M
and the two real-time arguments (assumed multiples of the same time step) into N1 and N3 time
steps of lengths ∆t = t1/N1 = t3/N3, respectively. We employ the quasiadiabatic factorization of
4See Appendix A.3 for details.
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the time evolution operators [51],
e−iHˆ∆τ/~ ≈ e−iHˆB∆τ/2~e−iHˆ0∆τ/~e−iHˆB∆τ/2~ (4.15)
(where ∆τ = ∆t or i~∆β). By diagonalizing the system position operator qˆ in the basis of the n
low-lying eigenstates Φi of the system Hamiltonian that carry appreciable population at the given
temperature, we construct a potential optimized discrete variable representation (DVR) [136],
ui =
n∑
j=1
LijΦj , (4.16)
such that the discretized position states and eigenvalues satisfy the relation
〈ui| qˆ |uj〉 = qiδij . (4.17)
Evaluating the real and imaginary time propagators in this basis and integrating out the Gaus-
sian bath, the correlation function takes the form of a path integral [6, 7] (discretized on the DVR
grid) with respect to the system of interest, where the effects of the bath enter through the Feyn-
manVernon influence functional [54] evaluated at the DVR eigenvalues [110].
Full summation of the path integral typically involves an astronomical number of terms, equal
to n2(M+N1+N3). At the same time, Monte Carlo methods fail to converge (except at short times)
due to the oscillatory nature of the multidimensional integrand [49, 50, 137]. Even though the
presence of the influence functional has introduced nonlocal interactions [54] prohibiting a step-by-
step evaluation, earlier work in our group has shown [56–58] that the extent of nonlocality is finite
and usually much shorter than the desirable propagation time. This fact, which is a consequence
of decoherence induced by the bath [57, 58], as well as thermal fluctuations along the imaginary
time part of the integration contour [59], implies that the path integral can be decomposed into
a series of low dimensional operations. Specifically, rather than attempting direct summation of
all paths spanning the propagation time, one needs to carry each summation over only those path
segments that span the memory time [57–59]. Since the number of terms grows exponentially with
the number of time steps, such a decomposition results in a dramatic reduction in effort and enables
evaluation of the path integral for long times.
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Figure 4.1: Schematic representation of the time contour followed in the iterative evaluation of the path
integral expression for Eq. (4.14)
In the case of equilibrium correlation functions of the type considered in this work, the inte-
gration must be performed inward from both ends of the imaginary time contour [60], as shown in
Fig. 4.1. Assuming that nonlocal influence functional interactions drop off within at most ∆kmax
time steps both in real and imaginary time, the second summation in the exponent of the influence
functional is truncated. The procedure begins by multiplying a 2∆kmax-dimensional array with
arguments qa0 , q
a
1 , . . . , q
a
∆kmax−1, q
b
0, q
b
1, . . . , q
b
∆kmax−1 by a 2∆kmax×2∆kmax dimensional propagator
matrix that contains all nonzero influence functional interactions. The propagated array is multi-
plied by the propagator matrix again, and the procedure is repeated along the contour indicated
through the arrows in Fig.4.1, including action by the system operators at the designated times.
The desired correlation function is obtained by setting qaM+N1+N3 = q
b
M+N1+N3
and taking the trace
of the propagated array.
The iterative procedure summarized above converges to the exact quantum mechanical result as
the time steps become sufficiently small and the memory lengths chosen to truncate the influence
functional interactions become sufficiently large. Because convergence is easy to test, the calculation
leads to numerically exact results that can be used to obtain insights into the features of nonlinear
spectroscopic signals.
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4.3 Response Functions and Two-Dimensional Spectra for Model
Systems Coupled to a Harmonic Bath
A common and very useful model for the environment is that of a harmonic bath,
HˆB =
∑
i
[
pˆ2i
2mi
+
1
2
miω
2
i
(
xˆi − fi(qˆ)
miω2i
)2]
. (4.18)
The bath coordinates xi are denoted collectively by the vector x. True dissipation is achieved when
the bath consists of an infinite number of degrees of freedom. Although the system-bath coupling
functions fi(qˆ) can have an arbitrary form, in this work we restrict attention to bilinear coupling,
fi(qˆ) = ciqˆ. (4.19)
The bath frequencies and coupling constants are collectively specified in terms of the spectral
density function [48]
J(ω) =
∑
i
c2i
miωi
δ(ω − ωi). (4.20)
The Hamiltonian of Eq. 4.18 arises naturally in the case of a crystalline solid, where the potential
along small displacement atomic coordinates is quadratic to an excellent approximation, and thus
can be brought into the normal mode form. In that case each bath oscillator represents a partic-
ular lattice vibration or phonon mode. In other situations the harmonic bath coordinates do not
correspond to microscopic modes, but may represent fictitious degrees of freedom whose collective
effect on the system is equivalent to that of the actual anharmonic environment [6, 138–140].
The harmonic bath model has been used extensively as a prototype of dissipation. In the
classical limit, the harmonic bath leads [141] to the well-known generalized Langevin equation of
motion, where the conventional force exerted on the system is supplemented by a random component
as well as a frictional term. By contrast, the fully quantum mechanical picture is considerably more
complicated and leads to a variety of phenomena governed by the interplay between coherence and
dephasing.
In this section we present numerical results for the response function of model one-dimensional
systems interacting with a harmonic bath characterized by an Ohmic spectral density with expo-
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nential cutoff [48,66],
J(ω) = γωe−ω/ωc , (4.21)
where γ is the friction constant and ωc is the bath cutoff frequency.
The influence functional from a harmonic bath assumes a convenient analytic form [54], and
propagators in the iterative decomposition of the path integral are given by closed-form expressions
[58]. The memory length is treated as a convergence parameter.
4.3.1 Harmonic Oscillator
Response functions for quadratic Hamiltonians can be evaluated analytically. In this section we
apply the iterative path integral method to a harmonic oscillator linearly coupled to a harmonic bath
with a linear-quadratic polarizability operator (α2 = 0.01α1). Besides verifying the accuracy of the
numerical path integral methodology over very long simulation intervals, the resulting graphs are
useful for comparison, highlighting the consequences of anharmonicity in the systems that follow.
To facilitate a quantitative comparison against the results for the Morse potential presented in
Sec. 4.3.2, the mass is m=115 666.3483 a.u. and the frequency is chosen to match the harmonic
frequency of the Morse oscillator, ω0 = 214.74 cm
−1, which corresponds to a period 156.8 fs. The
temperature used in our calculations is 10 K, corresponding to ~ωβ = 30.9. In agreement with the
analytical prediction, our numerical results are independent of temperature. Since the response
function vanishes in this case for a linear polarizability operator [129, 142], our calculations were
performed with a linear-quadratic polarizability.
The numerical path integral results for the response function are shown in Fig. 4.2. In agreement
with available analytical expressions [129, 142], constant-amplitude sinusoidal oscillations with a
period of 156.4 fs are observed in the absence of dissipation [Fig.4.2a ], with a squared oscillatory
pattern observable along the τ3 direction. The long-time stability and accuracy of our method
were verified by carrying these calculations out to 6 ps in both time directions. Our path integral
results for the harmonic system-bath model are in good qualitative agreement with the shorter
time results shown in Refs. [131] and [143] for the Drude dissipation. As in the case of two-time
correlation functions [126], coupling to a dissipative environment causes the oscillation amplitude
of the four-time correlation functions to decay in both time directions, but the decay is faster along
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Figure 4.2: Response function for harmonic models with linear-quadratic polarizability. (a) One-
dimensional harmonic oscillator. (b) Harmonic oscillator coupled to a harmonic bath.
the τ3 axis.
Figure 4.3 shows the absolute value of the Fourier transform of the response function. For the
bare one-dimensional harmonic system, the response function is a product of a cosine factor in τ1
and a squared cosine factor in τ3; as a result, the Fourier transform is a sum of delta functions
products of the type δ(ω1 ± ω0)δ(ω3 ± 2ω0)andδ(ω1 ± ω0)δ(ω3). These peaks are seen in Fig. 4.3a
at ±214cm−1 in the τ1 direction, and at 0 and ±428cm−1 in the τ3 direction, but the expected
delta-function lines are hard to observe within the resolution of the graph. These ridges become
clearly visible in Fig. 4.3b, where the delta functions are broadened by virtue of the dissipative
interactions.
4.3.2 Morse Potential
The Morse oscillator offers an important model for vibrational spectroscopy. Nonlinear response
functions for Morse oscillators have been reported in several papers using quantum mechanical
methods and classical or semiclassical approximations [121–128, 133, 144]. Several of these treat-
ments have focused on calculating the vibrational echo. In addition, solvent effects have been stud-
ied by coupling a Morse oscillator to a dissipative harmonic bath using adiabatic/weak coupling
approximations, the high-temperature quantum Fokker-Planck equation, and its low-temperature
extension.
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Figure 4.3: Absolute value of the Fourier transform of the response function of the harmonic models with
linear-quadratic polarizability. (a) One-dimensional harmonic oscillator. (b) Harmonic oscillator coupled to
a harmonic bath.
In this section we present numerically exact results on the response function for a Morse po-
tential,
V0(qˆ) = D0
(
1− e−λqˆ
)2
(4.22)
Following earlier studies [142], we choose the parameters of the system to mimic those for the
iodine molecule, for which the reduced mass is m = 115666.3483 a.u., D0 = 12436 cm
−1, and
λ = 1.868A˚
−1
. We performed calculations with linear (α2 = 0) and linear-quadratic (α2 = 0.01α1)
polarizability and calculated the response function in each case with and without linear coupling to
the harmonic oscillator bath. The temperature was equal to 10 K, corresponding to ~ωβ = 30.9. At
this temperature the system is only mildly anharmonic since the dynamics is governed by motion
near the bottom of the potential well.
By contrast to the case of a harmonic potential, where a quadratic term in the polarizability is
necessary to obtain a non-vanishing response function, for the Morse potential the addition of the
quadratic term does not have such a drastic effect. While the results of the simulation do change
in the second or third significant figure upon adding the quadratic term, the latter does not lead to
qualitative changes in the calculated response functions. This behavior, which was observed both
with and without coupling to the bath, can be attributed to the small magnitude of α2 in relation
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to the linear term. (As can be seen in the figures, the response function is v 10−6 times smaller
in the case of the harmonic oscillator, where the linear term makes no contribution.) This is to be
expected again because in the harmonic case the response function can be shown [129, 142] to be
proportional to α21α
2
2, whereas in the Morse case it is proportional to α
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Figure 4.4: Response function for the one-dimensional Morse oscillator with linear polarizability.
Figure 4.4 shows the response function of the Morse oscillator in the absence of dissipation.
The response function for this system appears very different from that obtained with a harmonic
potential. On a short time scale [Fig. 4.4a] the response function exhibits oscillations along both
time directions. In the τ1 direction there are constant-amplitude oscillations with a period of 145
fs. In the τ3 direction one observes oscillations with a period of 157 fs. Unlike the harmonic case
though, the peaks of the response function alternate in sign along both time directions. Further,
the contours are now rotated by 45◦ and do not change sign along the τ1 + τ2 = 0 direction.
Qualitatively similar features were observed by other groups [121,127,142].
Figure 4.4b, which shows the response function on a much longer time scale, reveals a sinusoidal
modulation of the response function with a frequency of 17.9 ps. The period of this modulation,
which exceeds the fundamental oscillation period by two orders of magnitude, corresponds to the
difference in spacing of successive energy levels of the Morse potential and thus is a manifestation
of anharmonicity. This simulation was carried out up to τ1 = 2.5 ps andτ3 = 75 ps; based on this
region we believe that the above stated features continue for even longer times. Interestingly, even
though the peaks of the response function lie along diagonal directions, the observed modulation
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pattern is parallel to the τ1 axis.
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Figure 4.5: Response function for the Morse oscillator with linear polarizability coupled to a harmonic
bath.
As seen in Fig. 4.5, and in agreement with Tanimuras calculations [142], the addition of
dissipation leads to decay of the oscillatory pattern. In sharp contrast to the harmonic oscillator,
the decay is now much faster (within v 1ps) along the τ1 direction, with the oscillations along
the τ3 direction persisting for several picoseconds. This unexpected behavior is a consequence of
the modulation in the τ3 direction, which was observed for the Morse system in the absence of
dissipation: In the case of the uncoupled system this modulation leads to an increase in oscillation
amplitude along the τ3 direction during the initial few picoseconds, and this increase causes the
effects of dissipation to be less prominent. Eventually, the quenching in oscillation amplitude
induced by the system-bath coupling becomes dominant, leading to a decay of the response function
along the τ3 direction after v4ps.
The two-dimensional spectra for the Morse potential plots are shown in Fig. 4.6. In the τ1
direction there are peaks at ±214 cm−1. There are closely spaced peaks at ±212 cm−1 in the τ3
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Figure 4.6: Absolute value of the Fourier transform of the response function for the Morse potential,
without (a) and with (b) coupling to a harmonic bath.
direction, separated by 1.7 cm−1. This splitting corresponds to the 18 ps τ3 modulation seen in the
time domain.
4.3.3 Oscillator with Quartic Anharmonicity
Here we present path integral results for a symmetric, strongly anharmonic oscillator described by
the potential function
V0(qˆ) =
1
2
mω20 qˆ
2 + 0.1qˆ4, (4.23)
with m = 1 and ω0 =
√
2. This model Hamiltonian is characterized by a large anharmonic-
ity and has been employed as a model in calculations of linear and nonlinear correlation func-
tions [127, 145–147]. Unlike the Morse oscillator, this potential of Eq. (4.23) is symmetric and
its eigenvalue spacing increases with energy. We present results for six values of the inverse
temperature β corresponding to low (~ω0β = 30), intermediate (~ω0β = 3, 1.5, and 1), and
high(~ω0β = 0.5 and 0.1) temperatures.
The computed response functions for the one-dimensional quartic oscillator are shown in Fig.
4.7. Just as observed for the Morse potential, the peaks in these figures lie along diagonal lines;
this seems to be a prominent feature of anharmonicity. At the lowest temperature, we observe
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again a modulation of the sinusoidal oscillations along the τ3 direction, but this modulation now
occurs on a shorter time scale as compared to the Morse potential. This is a consequence of the
larger anharmonicity of the quartic oscillator model. As the temperature is increased, we also
observe a modulation of the oscillations along the τ1 direction, which becomes more prominent
as the temperature is increased. A more complex behavior emerges at high temperature. Even
though the contours of the response function still lie along constant τ1 + τ3 lines in the bulk of
the graph, we observe a 90◦ rotation near the main diagonal (τ1 ≈ τ3), where non-alternating
sign contours are elongated along and parallel to the τ1 = τ3 line. This is a consequence of very
severe modulation of increasing frequency as the temperature is raised. In addition, the oscillation
frequency is higher at this temperature, as eigenvalue spacings increase with excitation energy. We
note that the response function is nearly symmetric with respect to the main diagonal and exhibits
a ridge along this diagonal that dominates at high temperatures.
It has been shown [122,148–152] that classical nonlinear response functions of a regular system
in thermal equilibrium exhibit a divergence at the echo condition, τ1 = τ3. Leegwater and Mukamel
[149] pointed out that for noninteracting quartic oscillators at fixed τ3, this divergence in τ1 can be
removed by thermal averaging. Indeed, for the linear response function thermal averaging results
in a finite classical response [152]. Noid and co-workers [151] demonstrated the removal of the
divergence in τ3 at fixed τ1 for a thermal ensemble of Morse oscillators, but also found that a
divergence still persists at the echo condition.
Our fully quantum mechanical calculations show no signs of divergent behavior at long times.
Nonetheless, the height of the ridge observed along the τ1 ≈ τ3 increases logarithmically with
increasing temperature. In agreement with the findings of Loring and co-workers [127,151], at low
to moderate temperatures (~ω0β = 30 and 3) our response function exhibits long-time oscillations
along the line τ1 = τ3 at a frequency corresponding to the anharmonicity of the potential. At
higher temperatures we observe recurrences of decreasing amplitude along this direction, which are
eventually quenched completely at the highest temperature (~ω0β = 0.1).
Figure 4.8 shows the response function with linear coupling to the harmonic bath. Once again,
interaction with the bath leads to an interesting interplay between amplitude modulation and decay.
This is seen very clearly at the lower temperatures and causes a shift of the peak in the τ3 direction
to smaller time values. As also observed in the calculations on harmonic and Morse systems, the
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decay of the response function is faster in the τ3 direction at the lower temperatures. The decay
sets in faster as the temperature increases. Further, the decay rates along the τ1 andτ3 directions
become comparable at high temperatures, and the response function again becomes symmetric
along the main diagonal.
Fourier transforms of the response functions for this system are shown in Fig. 4.9. In all cases
we clearly see two close peaks in the ω3 direction, corresponding to the τ3 modulations. At the
low temperature (~ω0β = 30) only one peak is seen in the ω1 direction. Multiple peaks emerge
at intermediate temperatures (~ω0β = 3 and 1.5) along both frequency axes. The presence of
these peaks reflects the modulation observed in the time domain graphs. In all the above cases,
interaction with the bath serves to blur these features, and the characteristics observed at different
temperatures become less pronounced.
Finally, we also carried out simulations including a cubic term in the potential at low to inter-
mediate temperatures (up to ~ω0β = 1.5). The resulting response functions were very similar to
the ones shown for the symmetric system with quartic anharmonicity. Thus it appears that the
asymmetry in the potential plays only a minor role at these temperatures.
4.4 Response Functions and Two-Dimensional Spectra for an An-
harmonic Oscillator Coupled to a Two-Level-System Bath
In this section we consider a nonlinear environment modeled in terms of a bath of two-level systems
(TLSs), as described by the Hamiltonian
HˆB = −
∑
i
1
2
~ωiσix − qˆ
∑
i
ci
√
~
2ωi
σiz. (4.24)
Here σx and σz are the usual Pauli spin matrices. The TLSs have tunneling splittings 2~ωi, and ci
are coupling coefficients.
As long as the bath corresponds to a truly dissipative environment, a theoretical analysis has
shown [111] that the path integral can still be evaluated by an iterative method; in that case the
relevant propagator does not assume a closed form, but can be expressed in terms of the influence
functional. In the case where the bath consists of noninteracting degrees of freedom, the influence
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functional factorizes and thus can be evaluated numerically by one-dimensional procedures [153].
However, it is also known that in the limit where the bath has an infinite number of TLSs, its effect
on the dynamics of the system is equivalent to that of an effective harmonic bath similar to that
in Eqs. (4.18) - (4.20), whose spectral density is specified by the relation ,
Jeff (ω, β) = tanh
1
2
~ωβJ(ω) (4.25)
This relation was first established using second order perturbation theory [66], but has also been
shown to be exact [140] because the effective harmonic bath produces the same influence functional
with that of the original TLS bath. This mapping of a nonlinear medium onto a Gaussian bath holds
rigorously, irrespective of the magnitude of the overall coupling strength. The above equivalence,
whose classical analog is often justified in the spirit of the central limit theorem [6, 138, 139], is
meaningful only in the context of modulating the dynamics of the observable system. Notice that
the parameters of the equivalent effective bath are, in general, temperature dependent.
Here we investigate the effects of a nonlinear environment on the response function using the
TLS bath model specified in Eq. (4.24). At very low temperatures, bath excitation is negligible,
thus the effects of the TLS bath should equivalent to those of the harmonic bath (with the same
frequencies and coupling coefficients). Equation (4.25) confirms this expectation. However, as
the temperature is increased, the TLS bath begins to deviate drastically from the harmonic one,
becoming equivalent to a harmonic bath of a very different spectral density [154].
In Fig. 4.10 we compare the response functions of the quartic oscillator coupled to a harmonic
bath and a TLS bath of the same frequencies and coupling coefficients. We show results only at
high temperatures, where the differences are most pronounced. Even though coupling to the TLS
bath leads to decay in the response function, this effect is now less dramatic compared to the effect
of a harmonic bath with the same parameters. The peak in the two-dimensional spectrum lie along
the diagonals and are broader than in those observed with the harmonic bath.
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4.5 Conclusion
In this chapter we have presented the results of calculations of nonlinear response functions and
spectra for one-dimensional model systems, with and without coupling to dissipative baths of
harmonic oscillators and TLSs. Such four-time response functions are relevant to third order
infrared and seventh order Raman echo experiments.
We find that the anharmonicity of the potential has a drastic qualitative effect on the response
function of these one-dimensional models. On short time scales, even very weak anharmonicity
in a Morse oscillator leads to a 45◦ rotation of the response function contours, causing the peaks
to lie along the diagonals. On longer time scales, anharmonicity results in a modulation of the
amplitude of the response function. At low temperatures this modulation is seen primarily along
the τ3 axis, but as the temperature increases, it becomes prominent along both time axes. At high
temperatures the response function becomes symmetric with respect to the main diagonal. At high
temperatures, strong anharmonicity, as in the case of a potential that includes a quartic term, can
lead to extreme modulation that may give rise to more complex patterns.
Coupling of these one-dimensional systems to dissipative environments introduces decay in the
response function and broadening in its Fourier transform. The effects of dissipation are more
pronounced along the τ3 direction. Coupling to harmonic and TLS baths leads to similar spectra
at low temperatures where excitations are negligible. At high temperature, harmonic baths are
much more effective at inducing decoherence compared to TLS baths with the same parameters.
In conclusion, the signal in nonlinear infrared and Raman experiments is very sensitive to the
anharmonicity of the system potential, coupling to the environment, and the temperature. The
patterns observed in our calculations, both in the time domain and in Fourier space, offer useful
benchmarks for identifying features of the molecular motion in nonlinear experimental spectra.
67
τ1
τ 3
 
 
5 10 15 20 25 30
5
10
15
20
25
30
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
(a)
τ1
τ 3
 
 
5 10 15 20 25 30
0
5
10
15
20
25
30
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
(b)
τ1
τ 3
 
 
5 10 15 20 25 30
5
10
15
20
25
30
−1
−0.5
0
0.5
1
(c)
τ1
τ 3
 
 
5 10 15 20 25 30
5
10
15
20
25
30
−1.5
−1
−0.5
0
0.5
1
1.5
(d)
τ1
τ 3
 
 
5 10 15 20 25 30
5
10
15
20
25
30
−1.5
−1
−0.5
0
0.5
1
1.5
(e)
τ1
τ 3
 
 
5 10 15 20 25 30
5
10
15
20
25
30
−2
−1.5
−1
−0.5
0
0.5
1
1.5
2
(f)
Figure 4.7: Response function for the one-dimensional quartic oscillator. The axes are in units of the
harmonic period. (a)~ω0β = 30. (b)~ω0β = 3. (c)~ω0β = 1.5. (d)~ω0β = 1. (e)~ω0β = 0.5. (f)~ω0β = 0.1.
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Figure 4.8: Response function for the quartic oscillator coupled to a harmonic bath. The time axes are in
units of the harmonic period. (a)~ω0β = 30. (b)~ω0β = 3. (c)~ω0β = 1.5. (d)~ω0β = 1. (e)~ω0β = 0.5.
(f)~ω0β = 0.1. Note the different time ranges of the axes in panel (f).
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Figure 4.9: Absolute
value of the Fourier trans-
form of the response func-
tion for the quartic oscilla-
tor without (left) and with
(right) coupling to the har-
monic bath.
Top row: ~ω0β = 30.
Second row: ~ω0β = 3.
Third row: ~ω0β = 1.5.
Bottom row: ~ω0β = 0.1.
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Figure 4.10: The Response function (left) and the absolute value of its Fourier transform (right) for the
quartic oscillator coupled to a two-level-system-bath at ~ω0β = 0.1.
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Chapter 5
Conclusion
The quantum dynamics of systems undergoing dissipation and decoherence is a rich field with
applications to many physical and chemical problems. In the last 20 years, as quantum mechanical
effects have become more important in the study of microscopic and mesoscopic systems, the need
for accurate and efficient methods has become ever more apparent.
In this thesis we have reviewed a method developed in the Makri group that aims to provide
exact quantum dynamics without any uncontrolled approximations. As with all quantum dynam-
ics methods, the aim is to overcome the prohibitive exponential scaling of needed computational
resources as the size of the system and the total time of the simulation increase. The iterative path
integral method succeeds in removing the latter scaling while recent and ongoing work in the group
are tackling the former.
The method models the environment(bath) as a large number of independent harmonic os-
cillators whose positions are linearly coupled to the system of interest. The use of a harmonic
environment, which may seem simplistic at first approach, is well justified and widely used. The
use of a harmonic bath motivates the use of the path integral picture since then all bath modes,
having a quadratic action, can be analytically integrated out, leaving for numerical integration only
the path integrals over the few system degrees of freedom. However, this procedure comes with a
price. We no longer have access to the detailed dynamics of the environment and the final expres-
sion we obtain after carrying out the analytic integrals depends on the value of the system position
for all time steps. The former issue is generally not a problem; we typically only care about the
effects of the environment on the dynamics of the system not the dynamics of the bath. The latter
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issue is a significant one and seems to prohibit an iterative evaluation of the path integral. The
source of this problem is the memory inherent in the low frequency components of the bath. It’s
been shown however, that this memory has a finite length and correlations between time steps fur-
ther apart than this memory time can be neglected. This allows for a modified iterative procedure
that takes into account all the effects of the bath on the system withing a time window equal to
the bath memory time. The iterative nature of the method allows us to overcome the exponential
scaling with the total simulation time, in fact, once converged, the procedure scales linearly in
time. However an exponential scaling still exists in the number of time steps needed to span the
bath memory. Thus environments where slow modes play a significant effect become prohibitive
to simulate. Recent extensions of the iterative path integral method using filtering techniques and
renormalization ideas are making impressive progress in tackling this issue.
We have used this method to study the dynamics of two physically motivated model systems.
In chapter 3 we investigate the evolution of entanglement between two qubits embedded in a
common environment. This was done with various initial preparations on the qubits. For initially
entangled qubits, the decoherence induced by the bath generally destroys the entanglement. Direct
coupling between the qubits serves to preserve the entanglement, even at long times. At higher
temperatures the entanglement destroying effects of the bath are faster and even destroy the long-
time entanglement due to qubit-qubit coupling.
Interesting results are seen when initially separable qubits interact with the common bath.
The bath provides a means for indirect coupling between the qubits and leads to the creation of
entanglement between the qubits. The value of this entanglement reaches a plateau and is stable
at long times. The plateau value of the plateau decreases with increasing temperature and qubit-
bath coupling strength. However strong dissipation leads to a faster increase in the entanglement
between the qubits.
The addition of an symmetric energy bias in the qubit Hamiltonian (similar to turning on a
magnetic field for spin qubits) destroys the steady state entanglement even at low temperatures and
direct coupling between qubits. An asymmetric bias leads to slower and more complex dynamics.
The existence of a decoherence-free subspace among the states accessible by the qubits explains
the long-time entanglement that is observed and in some cases leads to a value of entanglement that
exceeds that of the Boltzmann equilibrium state. These results show the rich dynamical behavior
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of the apparently simple two-qubit system. Extending these results to more qubits and different
environments should offer insights into the feasibility of quantum computation and give us a better
understanding of the dynamics of entanglement.
In chapter 4 we use the method outlined earlier to calculate nonlinear response functions of
model one-dimensional vibrational systems associated with 3rd-order infrared, and 7th-order Raman,
spectroscopies. The dynamics was investigated when the vibrational degree of freedom was coupled
to either a bath of harmonic oscillators or Two-level systems. We investigated three types of
vibrational degrees, harmonic, Morse, and a quartic oscillator. We found that the anharmonicity of
the system potential has a drastic qualitative effect on the response function. On short timescales
this results in a 45o shift of the response function peaks. On longer timescales it causes a modulation
in the τ3 direction, and, as temperature increases, in the τ1 direction.
Dissipation due to the environment causes the response function to decay and broadens it’s
Fourier components. We find that at higher temperatures a harmonic bath causes more dissipation
than a two-level system bath, while at low temperatures both baths lead to similar behavior.
Our results show the sensitivity of nonlinear spectroscopic signals to the specifics of the vi-
brational degree of freedom being probed, coupling to the environment, and temperature. The
patterns observed in our calculations offer useful benchmarks for identifying features of molecular
potentials from experimental spectra.
Future applications of this method to larger systems require at least one of the extensions
mentioned above. A very interesting question being investigated involves coherences observed
in excitation transfer within photosynthetic complexes such as the Fenna-Matthews-Olson (FMO)
complex or LH2 (a photosynthetic complex found in purple bacteria). The coherences have lifetimes
that are long compared to typical decoherence times expected from their environment and it is
thought that quantum effects may play a role in this delayed decoherence. Since our method
converges to the exact quantum mechanical result, it is ideally suited to answer this question.
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Appendix A
Non-Linear Spectroscopy
In this appendix we will derive the expression for third order polarization, and the third order
response function given in equation (4.12), and show that this is zero for a harmonic system with
linear polarizability. We start by reviewing the interaction picture and then expand the system
density to 3rd order in the interaction picture (ρˆ
(3)
I ). Manipulating the expression for ρˆ
(3)
I , we
finally arrive at the definition given in (4.12).
A.1 Interaction Picture
The different “pictures” of quantum mechanics differ with each other in terms of how state vectors
and operators evolve in time. In the Schroedinger picture, operators are fixed and only the state
vectors evolve. In the Heisenberg picture the opposite is true, the state vectors are stationary while
the operators evolve in time. The interaction picture occupies a place in between these two where
the state vectors only evolve due to the “interaction” term in Hamiltonian and operators evolve
according to the rest of the Hamiltonian. This can be a useful way of looking at problems where
the system is subject to a time-dependent perturbation (for spectroscopy this perturbation is the
interaction with the laser field). Below we summarize the description of the interaction picture
given starting on page 485 of Shankar [134]. The Hamiltonian we consider is of the type
Hˆ = Hˆo + Vˆ (t) (A.1)
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For the spectroscopy system considered in chapter 4, Hˆo includes all the system and bath terms
and Vˆ is the interaction with the laser1
Hˆo = HˆSystem + HˆBath + HˆSystem−Bath
Vˆ (t) = −αˆE2(t)
(A.2)
where Vˆ is written in the notation of Raman spectroscopy, and αˆ is a function of the coordinates
of the system. We want state vectors to not evolve due to Hˆo thus we define
|ψI(t)〉 = eiHˆot/~ |ψ(t)〉 = Uˆ †o (t) |ψ(t)〉 (A.3)
AˆI(t) = Uˆ
†
o (t)AˆUˆo(t) (A.4)
where now operators (Aˆ) evolve according to Hˆo. The time evolution of |ψI(t)〉 is given by
i~
d
dt
|ψI(t)〉 = i~d Uˆ
†
o
dt
|ψ(t)〉+ i~Uˆ †o
d
dt
|ψ(t)〉
= −Uˆ †oHˆo |ψ(t)〉+ Uˆ †o (Hˆo + Vˆ (t)) |ψ(t)〉
= Uˆ †o Vˆ (t) |ψ(t)〉 = Uˆ †o Vˆ (t)UˆoUˆ †o |ψ(t)〉 = Uˆ †o Vˆ (t)Uˆo |ψI(t)〉
= VˆI(t) |ψI(t)〉
(A.5)
We see that the perturbative part of the Hamiltonian in the interaction picture is defined as
VˆI(t) = Uˆ
†
o Vˆ (t)Uˆo. Since VˆI is time-dependent, equation (A.5) leads to a formal solution for the
interaction picture propagator given by
|ψI(t)〉 = UˆI(t, t0) |ψI(t0)〉
UˆI(t, t0) = Iˆ − i~
∫ t
t0
dt1 VˆI(t1)UˆI(t1, t0)
(A.6)
1Note that here Hˆo is used as the time-independent part of the Hamiltonian (system, bath, and system-bath
terms) while in chapter 4 Hˆo refers only to the system part of the Hamiltonian.
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Since UˆI appears on both sides of this equation, by repeatedly substituting the right hand side for
UˆI(t1, t0), we can get the propagator up to arbitrary order in VˆI .
UˆI(t, t0) = Iˆ− i~
∫ t
t0
dt1 VˆI(t1) +
(−i
~
)2 ∫ t
t0
dt1
∫ t1
t0
dt2 VˆI(t1)VˆI(t2)
+
(−i
~
)3 ∫ t
t0
dt1
∫ t1
t0
dt2
∫ t2
t0
dt3 VˆI(t1)VˆI(t2)VˆI(t3) +O(Vˆ
4
I )
(A.7)
A.2 Expansion of the Density Operator
We can define the density matrix in the interaction picture by
ρˆI(t) = |ψI(t)〉 〈ψI(t)| = UˆI(t, t0) |ψI(t0)〉 〈ψI(t0)| Uˆ †I (t, t0)
= UˆI(t, t0)ρˆI(t0) Uˆ
†
I (t, t0)
(A.8)
Using equations (A.3) and (A.8) we can relate the interaction picture density matrix to the
Schroedinger picture one
ρˆ(t) = Uˆo(t)ρˆI(t)Uˆ
†
o (t) (A.9)
Substituting equation (A.7) into (A.8) gives a perturbative expansion of ρˆI in powers of VˆI
ρˆI(t) = ρˆI(t0) +
(−i
~
)∫ t
t0
dt1
[
VˆI(t1)ρˆI(t0)− ρˆI(t0)VˆI(t1)
]
(A.10)
+
(−i
~
)2{∫ t
t0
dt1
∫ t1
t0
dt2
[
VˆI(t1)VˆI(t2)ρˆI(t0) + ρˆI(t0)VˆI(t2)VˆI(t1)
]
−
∫ t
t0
dt1
∫ t
t0
dt2 VˆI(t1)ρˆI(t0)VˆI(t2)
}
+
(−i
~
)3{∫ t
t0
dt1
∫ t1
t0
dt2
∫ t2
t0
dt3
[
VˆI(t1)VˆI(t2)VˆI(t3)ρˆI(t0)− ρˆI(t0)VˆI(t3)VˆI(t2)VˆI(t1)
]
+
∫ t
t0
dt1
∫ t
t0
dt2
∫ t2
t0
dt3
[
VˆI(t1)ρˆI(t0)VˆI(t3)VˆI(t2)− VˆI(t2)VˆI(t3)ρˆI(t0)VˆI(t1)
]}
+O(Vˆ 4I )
= ρˆ
(0)
I + ρˆ
(1)
I + ρˆ
(2)
I + ρˆ
(3)
I +O(Vˆ
4
I )
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The first order term is clearly
ρˆ
(1)
I =
(−i
~
)∫ t
t0
dt1
[
VˆI(t1), ρˆI(t0)
]
(A.11)
To simplify the second and third order terms we will need the following integral identities
∫ t
t0
dx
∫ t
t0
dy f(x, y) =
∫ t
t0
dx
∫ x
t0
dy [f(x, y) + f(y, x)] (A.12)∫ t
t0
dx
∫ t
t0
dy
∫ y
t0
dz f(x, y, z) =
∫ t
t0
dx
∫ x
t0
dy
∫ y
t0
dz [f(x, y, z) + f(y, x, z) + f(z, x, y)] (A.13)
Using these identities, the second and third order terms become
ρˆ
(2)
I =
(−i
~
)2 ∫ t
t0
dt1
∫ t1
t0
dt2
[
VˆI(t1)VˆI(t2)ρˆI(t0) + ρˆI(t0)VˆI(t2)VˆI(t1)− VˆI(t1)ρˆI(t0)VˆI(t2)
− VˆI(t2)ρˆI(t0)VˆI(t1)
]
=
(−i
~
)2 ∫ t
t0
dt1
∫ t1
t0
dt2
{
VˆI(t1)
[
VˆI(t2), ρˆI(t0)
]
−
[
VˆI(t2), ρˆI(t0)
]
VˆI(t1)
}
=
(−i
~
)2 ∫ t
t0
dt1
∫ t1
t0
dt2
[
VˆI(t1),
[
VˆI(t2), ρˆI(t0)
]]
(A.14)
ρˆ
(3)
I =
(−i
~
)3 ∫ t
t0
dt1
∫ t1
t0
dt2
∫ t2
t0
dt3
{
VˆI(t1)VˆI(t2)VˆI(t3)ρˆI(t0)− ρˆI(t0)VˆI(t3)VˆI(t2)VˆI(t1)
VˆI(t1)ρˆI(t0)VˆI(t3)VˆI(t2)− VˆI(t2)VˆI(t3)ρˆI(t0)VˆI(t1)
VˆI(t2)ρˆI(t0)VˆI(t3)VˆI(t1)− VˆI(t1)VˆI(t3)ρˆI(t0)VˆI(t2)
VˆI(t3)ρˆI(t0)VˆI(t2)VˆI(t1)− VˆI(t1)VˆI(t2)ρˆI(t0)VˆI(t3)
}
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=(−i
~
)3 ∫ t
t0
dt1
∫ t1
t0
dt2
∫ t2
t0
dt3
{
VˆI(t1)VˆI(t2)
[
VˆI(t3), ρˆI(t0)
]
+
[
VˆI(t3), ρˆI(t0)
]
VˆI(t2)VˆI(t1)
+ VˆI(t1)
[
ρˆI(t0), VˆI(t3)
]
VˆI(t2) + VˆI(t2)
[
ρˆI(t0), VˆI(t3)
]
VˆI(t1)
}
=
(−i
~
)3 ∫ t
t0
dt1
∫ t1
t0
dt2
∫ t2
t0
dt3
{
VˆI(t1)
[
VˆI(t2),
[
VˆI(t3), ρˆI(t0)
]]
−
[
VˆI(t2),
[
VˆI(t3), ρˆI(t0)
]]
VˆI(t1)
}
ρˆ
(3)
I =
(−i
~
)3 ∫ t
t0
dt1
∫ t1
t0
dt2
∫ t2
t0
dt3
[
VˆI(t1),
[
VˆI(t2),
[
VˆI(t3), ρˆI(t0)
]]]
. (A.15)
Thus we’ve arrived at the expression given in Eq.(4.8).
A.3 Response Function Expression
The polarization is given by the expectation value of the dipole operator
Pˆ (t) = Tr [αˆρˆ(t)] . (A.16)
Expanding this in powers of the radiation field, we have
Pˆ (t) = Pˆ (1)(t) + Pˆ (2)(t) + Pˆ (3)(t) + · · ·
Pˆ (n)(t) = Tr
[
αˆρˆ(n)(t)
] (A.17)
Using our above result for the third order term in the expansion of the density matrix we have
Pˆ (3)(t) =
(−i
~
)3 ∫ t
t0
dt1
∫ t1
t0
dt2
∫ t2
t0
dt3 Tr
{
αˆ
[
VˆI(t1),
[
VˆI(t2),
[
VˆI(t3), ρˆI(t0)
]]]}
(A.18)
=
(
i
~
)3 ∫ t
t0
dt1
∫ t1
t0
dt2
∫ t2
t0
dt3 E
2(t3)E
2(t2)E
2(t1)
× Tr
{
αˆI(t)
[
αˆI(t1),
[
αˆI(t2), [αˆI(t3), ρˆI(t0)]
]]} (A.19)
We now assume that the system is initially in thermal equilibrium so that
ρˆ(t0) = ρˆI(t0) = Z
−1e−βHˆo (A.20)
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with Z = Tr
[
e−βHˆo
]
. Since ρˆ(t0) commutes with the system Hamiltonian Hˆo, it is the same in the
interaction and Schroedinger pictures. This fact also allows us to rewrite the expression inside the
trace in equation (A.19) as
[αˆI(t3), ρˆI(t0)] = e
iHˆot3/~αˆe−iHˆot3/~ρˆ(t0)− ρˆ(t0)eiHˆot3/~αˆe−iHˆot3/~
= eiHˆot3/~ [αˆ, ρˆ(t0)] e
−iHˆot3/~
(A.21)
[
αˆI(t2), [αˆI(t3), ρˆI(t0)]
]
= eiHˆot2/~αˆe−iHˆo(t2−t3)/~ [αˆ, ρˆ(t0)] e−iHˆot3/~
− eiHˆot3/~ [αˆ, ρˆ(t0)] eiHˆo(t2−t3)/~αˆe−iHˆot2/~
(A.22)
= eiHˆot2/~
[
αˆ, e−iHˆo(t2−t3)/~ [αˆ, ρˆ(t0)] eiHˆo(t2−t3)/~
]
e−iHˆot2/~ (A.23)
and finally,
αˆI(t)
[
αˆI(t1),
[
αˆI(t2), [αˆI(t3), ρˆI(t0)]
]]
= eiHˆot/~αˆe−iHˆot/~×
eiHˆot1/~
[
αˆ, e−iHˆo(t1−t2)/~
[
αˆ, e−iHˆo(t2−t3)/~ [αˆ, ρˆ(t0)] eiHˆo(t2−t3)/~
]
eiHˆo(t1−t2)/~
]
e−iHˆot1/~
(A.24)
We now make a change of variables from the times when the system interacts with the applied laser
pulses (ti) to the intervals between these times (τi)
t0 → −∞ τ3 ≡ t− t1 (A.25)
τ2 ≡ t1 − t2 τ1 ≡ t2 − t3 (A.26)
The third order polarization now becomes
Pˆ (3)(t) =
(
i
~
)3 ∫ ∞
0
dτ3
∫ ∞
0
dτ2
∫ ∞
0
dτ1 E
2(t− τ3)E2(t− τ3 − τ2)E2(t− τ3 − τ2 − τ1)
× Tr
{
αˆe−iHˆoτ3/~
[
αˆ, e−iHˆoτ2/~
[
αˆ, e−iHˆoτ1/~ [αˆ, ρˆ(t0)] eiHˆoτ1/~
]
eiHˆoτ2/~
]
eiHˆoτ3/~
} (A.27)
=
∫ ∞
0
dτ3
∫ ∞
0
dτ2
∫ ∞
0
dτ1 E
2(t− τ3)E2(t− τ3 − τ2)E2(t− τ3 − τ2 − τ1)R(3)(τ3, τ2, τ1) (A.28)
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To simplify the notation we introduce Aˆi written as
Aˆ1 = Aˆ
†
1 = ie
−iHˆoτ1/~ [αˆ, ρˆ(t0)] eiHˆoτ1/~
Aˆ2 = Aˆ
†
2 = ie
−iHˆoτ2/~
[
αˆ, Aˆ1
]
eiHˆoτ2/~
Aˆ3 = Aˆ
†
3 = ie
−iHˆoτ3/~
[
αˆ, Aˆ2
]
eiHˆoτ3/~
(A.29)
We now rewrite the third order response function in terms of Aˆi and rearrange the resulting ex-
pression to derive equation (4.12).
R(3)(τ3, τ2, τ1) =
1
~3
Tr
{
αˆAˆ3
}
(A.30)
=
i
~3
Tr
{
αˆe−iHˆoτ3/~αˆAˆ2eiHˆoτ3/~ − e−iHˆoτ3/~Aˆ2αˆeiHˆoτ3/~αˆ
}
(A.31)
The two terms in the trace are adjoints of each other. Therefore, after taking the trace, the two
terms will be complex conjugates and their difference will be i times twice the imaginary part of
one.
R(3)(τ3, τ2, τ1) = − 2~3 Im
[
Tr
{
αˆe−iHˆoτ3/~αˆAˆ2eiHˆoτ3/~
}]
(A.32)
= − 2
~3
Re
[
Tr
{
αˆe−iHˆoτ3/~αˆe−iHˆoτ2/~αˆAˆ1eiHˆo(τ2+τ3)/~
− αˆe−iHˆoτ3/~αˆe−iHˆoτ2/~Aˆ1αˆeiHˆo(τ2+τ3)/~
}] (A.33)
=
2
~3
Im
[
Tr
{
αˆe−iHˆoτ3/~αˆe−iHˆoτ2/~αˆe−iHˆoτ1/~αˆρˆ(t0)eiHˆo(τ1+τ2+τ3)/~
− αˆe−iHˆoτ3/~αˆe−iHˆoτ2/~αˆe−iHˆoτ1/~ρˆ(t0)αˆeiHˆo(τ1+τ2+τ3)/~
− αˆe−iHˆoτ3/~αˆe−iHˆo(τ1+τ2)/~αˆρˆ(t0)eiHˆoτ1/~αˆeiHˆo(τ2+τ3)/~
+ αˆe−iHˆoτ3/~αˆe−iHˆo(τ1+τ2)/~ρˆ(t0)αˆeiHˆoτ1/~αˆeiHˆo(τ2+τ3)/~
}]
(A.34)
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Substituting equation (A.20) for the initial density matrix and using the cyclic invariance of the
trace, we have
R(3)(τ3, τ2, τ1) =
2
~3Z
Im
[
Tr
{
e−βHˆoeiHˆo(τ1+τ2+τ3)/~αˆe−iHˆoτ3/~αˆe−iHˆoτ2/~αˆe−iHˆoτ1/~αˆ
}
− Tr
{
e−βHˆoαˆeiHˆo(τ1+τ2+τ3)/~αˆe−iHˆoτ3/~αˆe−iHˆoτ2/~αˆe−iHˆoτ1/~
}
+ Tr
{
e−βHˆoαˆeiHˆoτ1/~αˆeiHˆo(τ2+τ3)/~αˆe−iHˆoτ3/~αˆe−iHˆo(τ1+τ2)/~
}
− Tr
{
e−βHˆoeiHˆoτ1/~αˆeiHˆo(τ2+τ3)/~αˆe−iHˆoτ3/~αˆe−iHˆo(τ1+τ2)/~αˆ
}]
(A.35)
which is the expression given in equation (4.12).
A.4 Response Function for a Harmonic System
In this section we specialize to a harmonic system potential and linear polarizability and will show
that in this case the response function is zero.
Hˆo =
pˆ2
2m
+
1
2
mω2qˆ2
αˆ = αqˆ
(A.36)
It is convenient to write the Hamiltonian in terms of raising and lowering operators and to work in
the energy basis2
Hˆo = (aˆ
†aˆ+ 1/2)~ω. (A.37)
Hˆo |n〉 = En |n〉 = (n+ 1/2)~ω |n〉 (A.38)
aˆ† (aˆ) raise (lower) the energy of the system by one quanta. In the energy basis these have matrix
elements given by
〈n1| aˆ† |n2〉 =
√
n2 + 1δn1,n2+1 〈n1| aˆ |n2〉 =
√
n2δn1,n2−1 (A.39)
2See chapter 7 of Shankar ( [134]) for a discussion of the quantum harmonic oscillator.
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We can express the system position in terms of the raising and lowering operators and obtain a
convenient expression it’s matrix elements in the energy basis
qˆ =
√
~
2mω
(
aˆ+ aˆ†
)
, 〈n1| qˆ |n2〉 =
√
~
2mω
(√
n2δn1,n2−1 +
√
n2 + 1δn1,n2+1
)
(A.40)
We’re now ready to evaluate the third order response function for a harmonic system. Inserting
a complete set of energy states in front of each factor of αˆ in equation (A.35) and taking the trace
in the energy basis we have
R(3)(τ3, τ2, τ1) =
2α4
~3Z
Im
[
∑{
e−βEneiEn(τ1+τ2+τ3)/~e−iEn1τ3/~e−iEn2τ2/~e−iEn3τ1/~ 〈n| · · · |n〉
}
−
∑{
e−βEneiEn1 (τ1+τ2+τ3)/~e−iEn2τ3/~e−iEn3τ2/~e−iEnτ1/~ 〈n| · · · |n〉
}
+
∑{
e−βEneiEn1τ1/~eiEn2 (τ2+τ3)/~e−iEn3τ3/~e−iEn(τ1+τ2)/~ 〈n| · · · |n〉
}
−
∑{
e−βEneiEnτ1/~eiEn1 (τ2+τ3)/~e−iEn2τ3/~e−iEn3 (τ1+τ2)/~ 〈n| · · · |n〉
}]
(A.41)
where
〈n| · · · |n〉 = 〈n| qˆ |n1〉 〈n1| qˆ |n2〉 〈n2| qˆ |n3〉 〈n3| qˆ |n〉 (A.42)
and the sums are taken over n, n1, n2, n3 = 0 · · ·∞.
Using equation (A.40) we can evaluate the matrix elements to give
〈n| · · · |n〉 =
(
~
2mω
)2 [
(n+ 1)(n+ 2)δn1,n+1δn2,n+2δn3,n+1 + (n+ 1)
2δn1,n+1δn2,nδn3,n+1
+ n(n+ 1)δn1,n+1δn2,nδn3,n−1 + n(n+ 1)δn1,n−1δn2,nδn3,n+1
+ n2δn1,n−1δn2,nδn3,n−1 + n(n− 1)δn1,n−1δn2,n−2δn3,n−1
] (A.43)
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Putting this into the response function expression we have
R(3)(τ3, τ2, τ1) =
α4
2~m2ω2Z
Im
{∑
n
e−βEn
[
(n+ 1)(n+ 2)
(
eiω(−τ1−2τ2−τ3) − eiω(τ1−τ3) + eiω(τ1+2τ2+τ3) − eiω(−τ1−τ3)
)
+ (n+ 1)2
(
eiω(−τ1−τ3) − eiω(τ1+τ3) + eiω(τ1−τ3) − eiω(−τ1+τ3)
)
+ n(n+ 1)
(
eiω(τ1−τ3) − eiω(τ1+2τ2+τ3) + eiω(τ1+τ3) − eiω(τ1+2τ2+τ3)
)
+ n(n+ 1)
(
eiω(−τ1+τ3) − eiω(−τ1−2τ2−τ3) + eiω(−τ1−τ3) − eiω(−τ1−2τ2−τ3)
)
+ n2
(
eiω(τ1+τ3) − eiω(−τ1−τ3) + eiω(−τ1+τ3) − eiω(τ1−τ3)
)
+ n(n− 1)
(
eiω(τ1+2τ2+τ3) − eiω(−τ1+τ3) + e−iω(−τ1−2τ2−τ3) − eiω(τ1+τ3)
)]}
(A.44)
=
α4
~m2ω2Z
Im
{∑
n
e−βEn
[
(n2 + 3n+ 2)
(
cosω(τ1 + 2τ2 + τ3)− e−iωτ3 cosωτ1
)
− i(n+ 1)2
(
sinω(τ1 + τ3) + sinω(τ3 − τ1)
)
+ (n2 + n)
(
cosω(τ3 − τ1)− 2 cosω(τ1 + 2τ2 + τ3) + cosω(τ1 + τ3)
)
+ in2
(
sinω(τ1 + τ3) + sinω(τ3 − τ1)
)
+ (n2 − n)
(
cosω(τ1 + 2τ2 + τ3)− eiωτ3 cosωτ1
)]}
(A.45)
=
α4
~m2ω2Z
∑
n
e−βEn
[
(4n+ 2) sinωτ3 cosωτ1 − (2n+ 1)
(
sinω(τ1 + τ3) + sinω(τ3 − τ1)
)] (A.46)
= 0
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