We show the existence of finitely generated torsion-free groups with decidable word problem that cannot be embedded into groups with decidable conjugacy problem. This answers a well-known question of Collins from the early 1970's.
Introduction
Two of the most central decision problems associated with finitely generated groups are word and conjugacy problems. One of the important questions about these problems is concerning about the relation between them. For example, if the conjugacy problem is decidable for a finitely generated group G, then the word problem is decidable as well. However, in general, the inverse is far from being true, [16, 6, 17, 15, 8] .
If G is a finitely generated group and H ≤ G is a subgroup of finite index, then the word problem in G is decidable if and only if it is decidable for H. However, it is shown by Goryaga-Kirkinskii, [10] , and independently by CollinsMiller, [7] , that subgroups of index 2 of some specific finitely generated groups have decidable (respectively, undecidable) conjugacy problem, while the groups themselves have undecidable (respectively, decidable) conjugacy problem.
Another important type of questions about word and conjugacy problems in groups is the following: Is it true that every finitely generated group with decidable word problem (respectively, conjugacy problem) embeds in a finitely presented group with decidable word problem (respectively, conjugacy problem)? Both of these questions have positive answer. The answer for the word problem is obtained by Clapham in 1967, [5] , based on the classical embedding theorem of Higman (see [13] ), while the analogous question for the conjugacy problem was a long-standing open problem until it got positive answer in 2004 by a work of Olshanskii and Sapir. See [18] and also [19] .
In light of the aforementioned, a natural question about the connection of word and conjugacy problems in groups is the following question, asked by Donald Collins in the early 1970s. Question 1. Can every torsion-free group with solvable word problem be embedded in a group with solvable conjugacy problem?
This question appears in the 1976 edition of The Kourovka Notebook as Problem 5.21, [12] . Probably, the first source where this problem was posed in a written form is [3] . For yet another source, see [2] .
It was mentioned by Collins in [12] that due to an example by A. Macintyre, there exists a group with torsions which cannot be embedded into a finitely generated group with decidable conjugacy problem. However, the case for torsion-free groups remained open until now. Indeed, one of the reasons why the torsion and torsion-free cases are different is based on the observation that conjugate elements in a group must have the same order, and since in a torsion-free group all non trivial elements have the same (infinite) order, one cannot make use of this observation in order to answer Question 1.
In [19] , Olshanskii and Sapir showed the following theorem which gives a positive answer to Question 1 under the stronger assumption of decidability of the power problem.
Theorem 1 (Olshanskii-Sapir, [19] ). Every countable group with solvable power and order problems is embeddable into a 2-generated finitely presented group with solvable conjugacy and power problems.
Note that as it is defined in [19] , for a given group G the power problem is said to be decidable, if there exists an algorithm which for any given pair (g, h) of elements from G decides whether or not g is equal to some power of h in G. The order problem is decidable in G if there exists an algorithm which for each input g ∈ G computes the order of g.
The main result of the current work is the negative answer to Question 1 in the general case. Theorem 2. There exists a finitely presented torsion-free group G with decidable word problem such that G cannot be embedded into a group with decidable conjugacy problem.
A remarkable theorem of Osin (see [20] ) says that every torsion-free countable group can be embedded into a two generated group with exactly two conjugacy classes. In the context of this theorem, it is very natural to ask whether or not every torsion-free countable group with decidable word problem (= computable group) can be embedded into a group with exactly two conjugacy classes and with decidable word problem. A more relaxed version of this question would be whether or not every torsion-free countable group with decidable word problem can be embedded in a finitely generated recursively presented group with finitely many conjugacy classes.
It turns out that a direct consequence of Theorem 2 gives negative answer to both of these questions.
In fact, the decidability of the conjugacy problem for groups with exactly two conjugacy classes is equivalent to the decidability of the word problem. Even more, as it is shown in a recent paper of Miasnikov and Schupp [15] , a finitely generated recursively presented group with finitely many conjugacy classes has decidable conjugacy problem. Therefore, a direct corollary from Theorem 2 is the following.
Theorem 3.
There exists a torsion-free finitely presented group with decidable word problem that cannot be embedded into a finitely generated recursively presented group with finitely many conjugacy classes.
Proof. Just take the group G from Theorem 2. Remark 1. In fact, the mentioned result of Miasnikov and Schupp is true not only for finitely generated recursively presented groups, but for all recursively presented groups in general. Therefore, Theorem 3 stays true after dropping the assumption that the group in which the initial group is embedded is finitely generated. (The exact definition of recursive presentations of groups is given in the next section.)
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Preliminaries

Groups with decidable word problem
A countable group G is said to have recursive presentation, if G can be presented as G = X | R such that X and R are enumerable by some algorithm (i.e. Turing machine). See [11] . If in addition, there is an algorithm which for each pair of words (w, w ′ ) from (X ∪ X −1 ) * verifies whether or not w and w ′ represent the same element of G, then the presentation G = X | R is called computable and in case G possesses such a presentation, the group G itself is called computable as well. Modulo some slight variances, the original definition of the concept of computable groups is due to Rabin [21] and Mal'cev [14] . In case the group G is finitely generated (i.e. |X| < ∞) computability property of G is the same as saying that G has decidable word problem. It is not hard to notice that decidability of the word problem does not depend on the finite generating sets. From the computability perspective, the last observation is one of the main advantages of finitely generated groups over countably generated ones, because in case of finitely generated groups decidability of the word problem is an intrinsic property of a group, rather than of its presentation.
However, in this paper, to keep the notations as uniform as possible, we say that G has decidable word problem if it is given by a computable presentation.
Let G = x 1 , x 2 , . . . | r 1 , r 2 , . . . , where {x 1 , x 2 , . . .} and {r 1 , r 2 , . . .} are recursive enumerations of X and R, respectively. Then, the embedding constructions of [9] and [19] imply the following theorem.
. . has decidable word problem, then there exists an embedding Φ : G → H of G into a two generated group H such that the following holds.
(1). The word problem is decidable in H;
(3). An element of H is of finite order if and only if it is conjugate to an image under Φ of an element of finite order in G.
HNN-extensions
In the proof of the existence of the group G from Theorem 2 we use some group theoretical constructions based on HNN-extensions. Therefore, in this subsection we would like to recall some well-known basic facts about HNNextensions. The basics of the theory of HNN-extensions can also be found in [13] . Suppose that A, B ≤ H and φ : A → B is a group isomorphism from A to B. Then the HNN-extension H ′ of H with respect to A and B (and φ) and with stable letter t is defined as
In the current text, the isomorphism φ will be clear from the context, hence we will simply use the notation
where
The decomposition (1) is said to be in reduced form, if it does not contain subproduct of one of the forms t
* , is said to be a reduced word with respect to the HNN-extension H ′ if the decomposition h 0 t ǫ1 h 1 . . . t ǫn h n is in reduced form, where h i corresponds to the word u i in H.
The following well-known lemma is attributed to Britton in [13] .
Lemma 1 (Britton's Lemma). If the decomposition (1) is reduced and n ≥ 1, 
Proof of Theorem 2
In order to show the existence of G from Theorem 2, first, we will construct a special countable groupĠ with decidable word problem, then G will be defined as a group in whichĠ embeds in a certain way.
Two disjoint sets of natural numbers S 1 , S 2 ⊂ N are called recursively inseparable if there is no recursive set T ⊂ N such that S 1 ⊆ T and S 2 ⊆ N \ T . The set T is called separating set. Clearly, if two disjoint sets are recursively inseparable, then they cannot be recursive. Indeed, if, say, S 1 and S 2 are disjoint and, say, S 1 is recursive, then as a recursive separating set one could simply take S 1 . Nevertheless, it is a well-known fact that there exist disjoint recursively enumerable and recursively inseparable sets. See, for example, [22] .
Let us fix two disjoint recursively enumerable and recursively inseparable sets N = {n 1 , n 2 , . . .} ⊂ N and M = {m 1 , m 2 , . . .} ⊂ N such that the maps i → n i and i → m i are computable. Now, for all n ∈ N, define A n as a torsion-free abelian additive group of rank two with basis {a n,0 , a n,1 }, i.e.
A n = a n,0 ⊕ a n,1 and such that the groups A 1 , A 2 , . . . are disjoint.
For all n ∈ N, define the groupsȦ n as follows.
For all n ∈ N and m ∈ {0, 1}, let us denote the images of a n,m under the natural homomorphisms A n →Ȧ n byȧ n,m .
Convention.
In this text, whenever we deal with an additive group, say, A, with finite generating set, say, {a 1 , . . . , a k }, by {±a 1 , . . . , ±a k } * we denote the set of formal finite sums of the form w = λ i a ji , where λ i ∈ Z and a ji ∈ {a 1 , . . . , a k }, and we say that w is a word formed by letters {±a 1 , . . . , ±a k }. Note that this is the additive analogue of the central in combinatorial group theory concept of words, where the alphabet composing the words is a set of group generators. This is why the finite formal sums w = λ i a ji we call words from {±a 1 , . . . , ±a k } * .
Before moving forward, we prove the following important lemma.
Lemma 4.
There exists an algorithm such that for each input n ∈ N and w ∈ {±ȧ n,0 , ±ȧ n,1 } * , it decides whether or not w represents the trivial element in the groupȦ n .
Proof. Indeed, sinceȦ n is abelian with generating set {ȧ n,0 ,ȧ n,1 }, each word w from {±ȧ n,0 , ±ȧ n,1 } * can be effectively transformed to a word of the form
which represents the same element inȦ n as the initial word w, where λ 0 , λ 1 ∈ Z. Now, assuming that λ 0 = 0, λ 1 = 0, in order w ′ to represent the trivial element inȦ n it must be that n ∈ N ∪ M, because otherwise, by definition, the groupȦ n is torsion-free abelian of rank 2 with basis {ȧ n,0 ,ȧ n,1 }.
In case n ∈ N , by definition we have thatȧ n,1 = 2 xȧ n,0 , where x is the index of n in N , i.e. n = n x .
Similarly, in case n ∈ M, by definition we have thatȧ n,1 = 3 xȧ n,0 , where x is the index of n in M, i.e. n = m x . Now, if λ 0 = 0 and λ 1 = 0, then clearly w ′ (hence also w) represents the trivial element inȦ n . Therefore, without loss of generality we can assume that at least one of λ 0 and λ 1 is not 0. Then, if we treat x as an unknown variable, depending on whether n = n x or n = m x , the equality w ′ = 0 would imply one of the following equations:
respectively. This observation suggests that in case λ 0 = 0 or λ 1 = 0, in order to verify whether or not w ′ = 0 inȦ n , we can first try to find x satisfying (2) or (3), and in case such an x does not exist, conclude that w ′ (hence, also w) does not represent the trivial element inȦ n . Otherwise, if x is the root of the equation (2), we can check whether or not n = n x (since N is recursively enumerable, this checking can be done algorithmically). Similarly, if x is the root of the equation (3), we can check whether or not n = m x .
If as a result of this checking, we get n = n x (respectively, n = m x ), then the conclusion will be that w ′ (hence, also w) represents the trivial element in Ȧ n , otherwise, if n = n x (respectively, n = m x ), then the conclusion will be that w ′ (hence, also w) does not represent the trivial element inȦ n . Now, for all n ∈ N, define the group B n as a torsion-free additive abelian group of rank 2, that is
Now, for all n ∈ N, define the groupsḂ n as follows.
For all n ∈ N, m ∈ {0, 1}, let us denote the images of b n,m under the natural homomorphism B n →Ḃ n byḃ n,m .
It follows from the definitions ofȦ n andḂ n that for all n ∈ N, these groups are infinite and torsion free.
Lemma 5.
There exists an algorithm such that for each input n ∈ N and w ∈ {±ḃ n,0 , ±ḃ n,1 } * , it decides whether or not w represents the trivial element in the groupḂ n .
Proof. Follows from the repetition of arguments of the proof of Lemma 4.
Lemma 6. The mapȧ n,0 →ḃ n,0 ,ȧ n,1 →ḃ n,1 induces a group isomorphism between the groups ȧ n,0 ,ȧ n,1 =Ȧ n and ḃ n,0 ,ḃ n,1 =Ḃ n if and only if n ∈ N \ M.
Proof. Indeed, in case n ∈ N , by definition, ȧ n,0 ,ȧ n,1 = ȧ n,0 andȧ n,1 = 2 iȧ n,0 , where i is the index of n in N . Also ḃ n,0 ,ḃ n,1 = ḃ n,0 andḃ n,1 = 2 iḃ n,0 . Therefore, in case n ∈ N , the mapȧ n,0 →ḃ n,0 ,ȧ n,1 →ḃ n,1 induces a group isomorphism between the groups ȧ n,0 ,ȧ n,1 and ḃ n,0 ,ḃ n,1 .
In case n ∈ N \ (N ∪ M), the groupsȦ n andḂ n are torsion-free and abelian of rank 2 with generating sets {ȧ n,0 ,ȧ n,1 } and {ḃ n,0 ,ḃ n,1 }, respectively. Therefore, if n ∈ N \ (N ∪ M), the mapȧ n,0 →ḃ n,0 ,ȧ n,1 →ḃ n,1 induces a group isomorphism between the groups ȧ n,0 ,ȧ n,1 and ḃ n,0 ,ḃ n,1 as well. Now suppose that n ∈ M. Then, ȧ n,0 ,ȧ n,1 = ȧ n,0 and ḃ n,0 ,ḃ n,1 = ḃ n,0 , however, by definition,ȧ n,1 = 3 iȧ n,0 whileḃ n,1 = 2 iḃ n,0 . Therefore, the mapȧ n,0 →ḃ n,0 ,ȧ n,1 →ḃ n,1 does not induce a group isomorphism between the groups ȧ n,0 ,ȧ n,1 and ḃ n,0 ,ḃ n,1 when n ∈ M. Now, let T = F (t 1 , t 2 , . . .) be a free group with countable free basis {t 1 , t 2 , . . .}. Denote the infinite free productsȦ 1 * Ȧ 1 * . . . andḂ 1 * Ḃ 1 * . . . by * ∞ n=1Ȧn and * ∞ n=1Ḃ n , respectively. Then definė
where the set of defining relators R is defined as
), and for all k ∈ N, defineĠ k aṡ
where the set of defining relators R k is defined as
Then, clearly the groupĠ is the direct limit of the sequence of group {Ġ k } ∞ k=0
connected by homomorphisms ǫ k :Ġ k →Ġ k+1 such that ǫ k are the homomorphisms induced by the identity maps from ȧ n,0 ,ȧ n,1 ,ḃ n,0 ,ḃ n,1 , t i | n ∈ N, i ∈ {1, 2, . . . , k} to themselfs for all k ∈ N.
Let us denote
and for k ∈ N,
Note that since the sets N and M are recursively enumerable, the groupṡ G andĠ k have recursive presentations with respect to the generating sets S 0 ∪ {t 1 , t 2 , . . .} and S k , k ∈ N ∪ {0}, respectively.
Lemma 7.
There exists an algorithm such that for each input w ∈ S * 0 it decides whether or not w = 1 inĠ 0 .
Moreover, there exists an algorithm such that for each input (w, i), w ∈ S * 0 , i ∈ N, it decides whether or not w represents an element from ȧ ni,0 , and in case it represents such an element, the algorithm returns λȧ ni,0 , λ ∈ Z, such that w = λȧ ni,0 inĠ 0 . Analogous statement remains true when we replaceȧ ni,0 withḃ ni,0 .
Proof. Indeed, these properties immediately follow from the basic properties of the direct products of groups combined with Lemmas 4 and 5.
Lemma 8. For all k ∈ N ∪ {0} and n ∈ N, the following holds.
(i). The groupsȦ n andḂ n embed intoĠ k under the maps induced byȧ n,m → a n,m andḃ n,m →ḃ n,m for m ∈ {0, 1}, respectivley;
(ii). The groupĠ k+1 is an HNN-extension of the groupĠ k . More precisely,
k+1ȧ n k+1 ,0 t k+1 =ḃ n k+1 ,0 . Proof. Indeed, if k = 0, then (i) and (ii) are obvious. Now, let us apply induction with respect to k.
Suppose that for all 0 ≤ l < k, the statements of (i) and (ii) are true. Then, since by the inductive assumption,Ġ k is obtained fromĠ k−1 as an HNNextension with respect to the isomorphic subgroups ȧ n k ,0 ⋍ ḃ n k ,0 , by the basic properties of HNN-extensions (see Lemma 2), we get that the statement of (i) holds forĠ k . Therefore, since the subgroups ȧ n k+1 ,0 ≤Ġ k and ḃ n k+1 ,0 ≤ G k are isomorphic, and in the definition ofĠ k+1 the only defining relation which involves the letters t ±1 k+1 is the relation t −1 k+1ȧ n k+1 ,0 t k+1 =ḃ n k+1 ,0 , we get that the statement of (ii) holds as well. Corollary 1. If k < l, then the groupĠ k embeds into the groupĠ l under the map induced bẏ a n,m →ȧ n,m ,ḃ n,m →ḃ n,m for n ∈ N and m ∈ {0, 1} and
Proof. Indeed, by Lemma 8, the groupĠ l is obtained from the groupĠ k by (multiple) HNN-extensions. Therefore, the statement follows from the basic properties of HNN-extensions, namely, by Lemma 2.
Corollary 2. The mapȧ n,0 →ḃ n,0 ,ȧ n,1 →ḃ n,1 induces a group isomorphism between the subgroups ȧ n,0 ,ȧ n,1 =Ȧ n and ḃ n,0 ,ḃ n,1 =Ḃ n ofĠ if and only if n ∈ N \ M.
Proof. By Corollary 1,Ġ 0 embeds inĠ by the map induced byȧ n,0 →ȧ n,0 , a n,1 →ȧ n,1 ,ḃ n,0 →ḃ n,0 ,ḃ n,1 →ḃ n,1 for n ∈ N. Therefore, the statement of the corollary follows from Lemma 6.
Definition 1 (Reduced words over S * k ). Let k ∈ N. Then, for a given word w ∈ S * k , we say that w is a reduced word over S * k if the following properties hold.
(0). w is freely reduced, i.e. w does not contain subwords of the form xx −1 , x ∈ S k ; (1) 
Proof. Let us prove by induction on k. If k = 1, then the groupĠ 1 = Ġ 0 , t 1 | t −1 1ȧ n1,0 t 1 =ḃ n1,0 is an HNN-extension ofĠ 0 with respect to the isomorphic subgroups ȧ n1,0 ≤Ġ 0 and ḃ n1,0 ≤Ġ 0 . Therefore, by Britton's Lemma (see Lemma 1), w = 1 inĠ 1 provided that it is a reduced word over S * 1 . Also for any u ∈ S * 0 , the word wu −1 is a reduced word with respect to the HNN-extensionĠ 1 = Ġ 0 , t 1 | t −1 1ȧ n1,0 t 1 =ḃ n1,0 . Therefore, by Britton's Lemma (see Lemma 1), wu −1 = 1 inĠ 1 or, in other words, w = u inĠ 1 .
Now assume that k > 1 and w ∈ S * k \ S * k−1 is a reduced word over S * k . Also, suppose that the statement of the lemma is true for all l < k. Then, first of all, note that from the definition of the reduced words over S * k it follows that if v is a subword of w such that v ∈ S * k−1 , then v is a reduced word over S * k−1 . Consequently, by the inductive hypothesis, if t
k ) is a subword of w such that u ∈ S * k−1 and u represents an element from the image ofȦ n k (oṙ B n k ) inĠ k , then u ∈ S * 0 . However, this contradicts the assumption that w is a reduced word over S * k . Therefore, sinceĠ k = Ġ k−1 , t k | t −1 kȧ n k ,0 t k =ḃ n k ,0 is an HNN-extension ofĠ k−1 with respect to the isomorphic subgroups a n k ,0 = A n k ≤Ġ k−1 and b n k ,0 =Ḃ n k ≤Ġ k−1 , we get that if w is a reduced word over S * k , then w is a reduced word over this HNN-extension. Hence, by Britton's Lemma, we get that w = 1 inĠ k . Similarly, for any u ∈ S * 0 , again by Britton's Lemma, we get that wu −1 = 1 inĠ k or, in other words, w = u inĠ k .
Lemma 10.
There exists an algorithm such that for each input (k, w), k ∈ N ∪ {0}, w ∈ S * k , it decides whether or not w = 1 inĠ k . Proof. Let (k, w) be a fixed input. Without loss of generality assume that w is a freely reduced word in S * k . If k = 0, then one can apply the word problem algorithm for the grouṗ G 0 = S * 0 . See Lemma 7. Otherwise, if k ≥ 1, for each k 1 ≤ k such that w contains a letter from {t k1 , t k1 , where u, v ∈ S * 0 and u = λȧ n k 1 ,0 , v = λḃ n k 1 ,0 inĠ 0 for some λ ∈ Z. (By Lemma 7, subwords of these form can be found algorithmically.) Then, if, say, a subword of the form t −1 k1 ut k1 is found, replace it with λḃ n k 1 ,0 .
Thanks to the identity t −1 k1 λȧ n k 1 ,0 t k1 = λḃ n k 1 ,0 , the newly obtained word is equal to w inĠ k . Then repeat this procedure on the newly obtained word until there is no more subwords of the mentioned forms. Let w 1 be the word obtained as a result of this procedure. Then, by Lemma 9, either w 1 ∈ S * 0 or for some k 0 ≥ 1, w 1 ∈ S * k0 \ S * k0−1 . Then, in the last case, by Lemma 9, w 1 is a reduced word over S * k0 . Also in the first case (i.e. when w 1 ∈ S * 0 ), w 1 = 1 inĠ k if and only if w 1 = 1 inĠ 0 , hence by Lemma 7, in this case, the identity w 1 = 1 can be checked algorithmically. In the second case, by Lemma 9, w 1 = 1 inĠ k .
Lemma 11. The word problem inĠ is decidable with respect to the presentation (4).
Proof. Suppose that w is a finite word with letters from
where k is some natural number. Also suppose that w represents the trivial element inĠ. Then, sinceĠ is a direct limit of the groups
, there exists a minimal integer N ≥ 0 such that w represents the trivial element inĠ N .
We claim that N ≤ k. Indeed, if N > k, then since N was chosen as the minimal index such that w = 1 inĠ N , we get w = 1 inĠ k . However, by Corollary 1,Ġ k embeds intoĠ N under the map induces bẏ a n,m →ȧ n,m and t 1 → t 1 , . . . , t k → t k , for n ∈ N, m ∈ {0, 1}, which implies that if w = 1 inĠ k , then w = 1 inĠ N . A contradiction.
Thus, if w ∈ S * k represents the trivial element inĠ, then it represents the trivial element inĠ k as well. In other words, in order to check whether or not w represents the trivial element inĠ it is enough to check its triviality inĠ k . Therefore, since for each w ∈ S * one can algorithmically find (the minimal) k ∈ N such that w ∈ S * k , the decidability of the word problem inĠ follows from Lemma 10.
Lemma 12. The groupĠ is torsion-free.
Proof. First of all, notice that by the properties of the groupsȦ k ,Ḃ k , k ∈ N, and by the basic properties of direct products, the groupĠ 0 is torsion free. Now, suppose that u ∈ S * is such that it represents a torsion element oḟ G. Then, sinceĠ is a direct limit of the groups
, there exists k ∈ N such that u ∈ S * k and u represents a torsion element inĠ k as well. SinceĠ k is obtained fromĠ 0 by multiple HNN-extensions, then, by Lemma 3,Ġ k is a torsion free group. Therefore, u represents the trivial element inĠ k as well as inĠ. Now suppose that Φ :Ġ ֒→G is an embedding of the groupĠ into a finitely generated torsion-free groupG such that the maps φ 1 : (n, m) → Φ(ȧ n,m ), φ 2 : (n, m) → Φ(ḃ n,m ), and φ 3 : n → Φ(t n ), where n ∈ N, m ∈ {0, 1}, are computable, andG has decidable word problem. Then the next lemma shows that the groupG has the desirable properties we were looking for.
Lemma 13. The groupG cannot be embedded in a group with decidable conjugacy problem.
Proof. By contradiction, let us assume thatG embeds in a groupḠ which has decidable conjugacy problem. Then, for the purpose of convenience, without loss of generality let us assume thatG is a subgroup of the groupḠ.
Below we show that the decidability of the conjugacy problem inḠ contradicts the assumption that N and M are disjoint and recursively inseparable.
Let us define C ⊆ N as C = n ∈ N | Φ(ȧ n,0 ) is conjugate to Φ(ḃ n,0 ) inḠ .
Then, the decidability of the conjugacy problem inḠ implies that the set C is recursive, because, since the groupḠ has decidable conjugacy problem, and since by our assumptions, the above mentioned maps φ 1 , φ 2 and φ 3 are computable, for any input n ∈ N one can algorithmically verify whether or not Φ(ȧ n,0 ) is conjugate to Φ(ḃ n,0 ) inḠ.
Therefore, since for groups with decidable conjugacy problem one can algorithmically find conjugator element for each pair of conjugate elements of the group, we also get that there exists a computable map f : C →Ḡ such that for all n ∈ C we have f (n) −1 Φ(ȧ n,0 )f (n) = Φ(ḃ n,0 ).
For n ∈ C, let us denote f (n) = g n ∈Ḡ.
Now let us define A = n ∈ C | g −1 n Φ(ȧ n,1 )g n = Φ(ḃ n,1 ) ⊆ N.
Since the word problem inḠ is decidable, the sets C is recursive and the maps Φ and f are computable, we get that the set A is a recursive subset of N. Also since the following identitieṡ Therefore, we get that N ⊆ A.
On the other hand, Corollary 2 implies that for any n ∈ M, the pairs of elements Φ(ȧ n,0 ), Φ(ḃ n,0 ) and Φ(ȧ n,1 ), Φ(ḃ n,1 ) cannot be conjugate inḠ by the same conjugator. Therefore, we get that
Thus we get that N ⊆ A and A ∩ M = ∅, which implies that A ⊂ N is a recursive separating set for N and M, which contradicts the assumption that N and M are recursively inseparable.
Finally, the embedding Φ :Ġ ֒→G with the prescribed properties exists, thanks to Theorem 4. Therefore, the groupG with the above mentioned properties exists. Also by a version of Higman's embedding theorem described by Aanderaa and Cohen in [1] , the groupG can be embedded into a finitely presented group G with decidable word problem. By a recent result of Chiodo and Vyas, [4] , the group G defined this way will also inherit the property of torsion-freeness from the groupG.
Clearly, sinceG cannot be embedded into a group with decidable conjugacy problem, this property will be inherited by G. Thus Theorem 2 is proved.
