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About a third of babies are deliv-
ered by Cesarean section. There
has been an increase in maternal
deaths during labor due to compli-
cations with subsequent births after
a C-section. Therefore, there is a clinical motivation to reduce the C-section
rate. Current techniques are, however, inefficient at determining fetal distress
leading to a high false positive rate for complications and ultimately a C-sec-
tion. For the current study, Monte Carlo simulations were used to calculate
the amount of signal received on a model of a pregnant mother, as well as, the
percent of the signal that comes from the fetal layer. Models with and without
a 1 mm amniotic fluid were compared and showed differing trends.
KEYWORD S
fetal pulse oximetry, light propagation modeling, Monte Carlo, transabdominal fetal
monitoring
1 | INTRODUCTION
In 2019, within the United States, delivery by Cesarean
section (C-section) represented 31.7% of all births with
25.6% of the cesarean deliveries being low-risk deliveries
(first time birth with at least 37 weeks completed with
one fetus and head first birth) [1]. The World Health
Organization cautions against high C-sections rates stat-
ing that rates above 10% do not reduce maternal or new-
born mortality rates [2]. There has also been evidence to
show that there is a higher risk of maternal death after a
C-section due to complications [3]. Current methods of
electronic fetal heart rate monitoring are inefficient at
determining hypoxia and acidosis in the fetus, which
would be valid reasons to perform a surgical delivery.
Electronic fetal heart rate monitors lead to false positives
of fetal distress detection leading to a higher C-section
rate [4]. Therefore, there is a clinical need to develop bet-
ter fetal monitoring procedures in order to decrease this
rate and prevent maternal mortality. Fetal pulse oximetry
has the ability to help assess fetal distress accurately. This
could help decrease the rate of unnecessary C-sections
and maternal deaths by providing clinicians with a tool
to help them make the decision when to intervene andAbbreviations: MC, Monte Carlo.
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perform the C-section or when to let the labor to con-
tinue naturally.
There are several approaches taken to determine
feasibility of fetal pulse oximetry. Computational
modeling in the literature [5–14] was used to deter-
mine design parameters and efficacy of detection and
phantom studies [7, 8, 11, 15–19] were used to test proto-
types. Pre-clinical [20–23] and clinical studies [7, 24–28]
were performed to determine overall feasibility with the
realistic conditions that transabdominal fetal pulse oxime-
try might encounter.
While there has been a significant amount of effort
to determine fetal oxygen using transabdominal pulse
oximetry, there is still a clinical need to develop one
that works efficiently [29]. We present here Monte
Carlo (MC) computational models using commonly
and publicly available software without modifications
to accurately determine fetal signal. We present here a
fetal model to answer the questions: (a) How much
light signal can be obtained when the source power is
within the safety limits for laser exposure to skin?
(b) How does the presence of amniotic fluid affect the
signal? (c) How much light signal comes from the fetus
and is emitted from the surface of the mother? and
(d) How can photon hitting density maps be used to
evaluate how much light reaches the fetus? To answer
the last two questions, we look at the fetal signal (light
that has passed through the fetal layers) and mother
only component of the signal compared to the overall
signals. We look at the amount of light that reaches the
fetus. In traditional pulse oximetry, however, the change
in the optical signal due to the pulse from the heart beat is
used to determine the arterial oxygen saturation.
MC simulations were used to determine the light sig-
nals. The MC model is eight layers including a non-
diffuse amniotic layer and was run with 1 billion photon
packages for sufficient accuracy. The amniotic fluid layer
in the model was removed to observe the effect on the
reflection measurement. We examine the photon hitting
density maps of several source-detector distances to
quantify the probability of light reaching the fetal layer of
the model. We also compare the signal levels when amni-
otic fluid was present or not. There are two reasons to
study amniotic fluid layer. First, during pregnancy the
width of the amniotic fluid layer will change as the fetus
grows, so pre-natal screening may be different from labor
monitoring. Second, diffuse optical imaging and diffuse
optical modeling are not able to simulate amniotic fluid
because of its low scattering properties. Therefore, if dif-
fuse methods are used, it is important to understand the
limitations of removing the amniotic fluid layer from
potential models. Last, we focus on an illumination
power, that is, within the safety standards for lasers.
2 | METHODS
Computational modeling was used to simulate the prob-
lem of light propagation through the abdomen of a preg-
nant woman, who is in the late gestational stages in
which the fetal head would make contact with the
mother's uterus. The simulation method was a MC-based
algorithm (CUDAMCML [30]) which is a GPU based
algorithm modified from the widely used MCML algo-
rithm [31]. For this model, taken from ref [13], the abdo-
men of the pregnant woman and fetus is divided into
eight layers with different optical properties that can be
found in Table 1. There was one set of simulations done
with the amnitotic fluid layer and another set with no
amniotic fluid layer. In order to keep the fetal depth the
same, 1 mm was added to the maternal subdermal layer.
For each layer the anisotropy factor (g) was 0.9. There
was a boundary mismatch at the surface with the outside
medium considered having an index of refraction of one.
The arterial layer of the fetus was not pulsatile in this
model but was the expected location of where the pulsa-
tile signal would be found. For this study, we wanted to
know how much light actually reaches the fetus. Signals
were computed at two different wavelengths (735 and
850 nm) as listed in Table 1 and for seven different
fetal depths (20-50 mm at 5 mm increments). The
maternal subdermal layer was varied to obtain the
range of fetal depths. Since the intensity limitation for
skin exposure to near-infrared continuous wave lasers
is 200 m W cm2 [32], the values of the power on
detector given in the result section assume a source
intensity of 200 m W cm2.
2.1 | MC simulations
The CUDAMCML algorithm works by simulating geome-
tries with radial symmetry, such as a semi-infinite plane or a
stack of horizontal layers. A representation of the model that
was used is shown in Figure 1. In addition, as CUDAMCML
is a GPU-based algorithm, it enables to simulate a large
number of photon packages in a reasonable amount of time,
therefore each simulation was run using 1 billion photon
packages (≈ 1hour). Since a large number of photon pack-
ages were needed to obtain data at far source-detector
distances (>8 cm), CUDAMCML was utilized instead of
mesh based MC methods, which would take a significant
amount of time to run with this many photon packages.
The source had a 1 cm2 circle area by using a convolution
technique [35] with a top-hat beam profile. In order to
estimate the diffuse reflectance, the detector area was set
to 1 cm2 circle. The MC simulations were converted to
Cartesian coordinates from radial coordinates in order to
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find the area of the detector. The source-detector dis-
tances (0.5-11 cm) were setup in 0.5 cm intervals.
2.2 | Photon hitting density maps
Photon hitting density maps (PHD) were created to under-
stand the depth reached by the photons that have been
detected given a fixed source-detector configurations. The
maps can be calculated by multiplying the fluence map
(ϕs r
  
) of a given source locations with the fluence map
(ϕd r
  
) of a field created by a source at a second posi-
tion, which is the same position as the detector.
PHD r





2.3 | Signal from fetus
In order to estimate the detected intensity of light passing
through the fetus, two sets of simulations were run in the
same geometry but for different tissue properties (see
Figure 2). First a set of simulations was run using the nor-
mal model with the real optical properties as given by
Table 1 and with varying fetal depths. This gives the signal
on the detector of a particular source-detector distance,
Iboth dð Þ. Second, the absorption coefficient of the fetus
layers was changed to 106 cm1. In that case, the calcu-
lated signal on the detector, Imother dð Þ, was considered to
be consisting of the light that traveled through only the
mother layers without entering the fetus layers, since all
the light that reached the fetus got absorbed [5]. Then,
the intensity of the light that went through the fetus
layers (I fetus dð Þ) for a given source-detector distance was
calculated, by subtracting the signals for the two simula-
tions. By subtracting, we can remove the light and light
paths that never made it to the fetus and provide an esti-
mate of what signal is coming from the fetus, albeit, with
influences from the mother. Imother dð Þ was therefore the
photon paths that only traveled through the mother and
never through the fetus. I fetus dð Þ was the photons that
traveled through the mother, reached the fetal layers,
travelled back through the mother, ad then detected. As
a result, I fetus dð Þ also has maternal influences to the sig-
nal since the light has to travel through the mother to get
to the fetus and then back out again to be detected, but
for simplicity, the notation uses the subscript fetus.
Having obtained this difference, the relative contribu-
tion of the light passing through the fetus divided by all
detected light can be estimated.
Rfetus dð Þ¼ I fetus dð ÞIboth dð Þ ¼
Iboth dð Þ Imother dð Þ
Iboth dð Þ , ð2Þ
3 | RESULTS
Plots of the MC simulated signal that would be detected
at the surface of the mother can be seen in Figure 3. The
TABLE 1 Optical properties of the different layers used for Monte Carlo simulations [13]
735 nm 850 nm
Layer μa (cm
1) μs (cm1) μa (cm1) μs (cm1) Index of refraction (n) Width (cm)
Maternal dermal 0.170 230 0.125 177 1.40 0.15
Maternal subdermal 0.085 120 0.088 111 1.40 0.9–4.0
Maternal uterus 0.160 108 0.100 81.5 1.40 0.85
Amniotic fluid 0.125 1.00 0.042 1.00 1.33 0.10
Fetal scalp 0.157 68.1 0.157 62.3 1.30 0.20
Fetal skull [33, 34] 0.175 350 0.155 300 1.30 0.10
Fetal arterial 0.210 109 0.215 91.0 1.30 0.15
Fetal brain 0.187 122 0.132 98.0 1.30 Semi-infinite
FIGURE 1 Layered model used for Monte Carlo simulation
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source is located at position 0 cm, and therefore, there is
greater signal at the shorter source-detector distances.
The signal decreases as the source-detector distance
increases. This trend was linear (when in log) for the sim-
ulations without amniotic fluid, but not for the simula-
tions that have the amniotic fluid layer. For the 735 nm
source without amniotic fluid, the 20 mm fetal depth has
the greatest decrease in signal compared to 50 mm. The
two models with and without amniotic fluid show a clear
difference. At the close source-detector distances, the
simulations are similar, but then deviate starting around
5 cm depending on fetal depth. Figure 4 shows a close up
version of the power levels to better see the difference in
the simulations. For example, at the 20 mm fetal depth
there was about a two magnitude difference in the signal
with and without amniotic fluid at a source-detector dis-
tance of 9.5 cm at 735 nm. The shallow depths displayed
this larger difference between the two models compared
to the deeper depths. At the fetal depth of 35 mm the two
models diverge at about 8.5 and 7.5 cm for the 735 and
850 nm sources, respectively. When the fetal depth was
45 mm (Figure 4C,D), there was very little difference
between the models with and without amniotic fluid.
PHD maps were made from the simulation results for
with (Figure 5) and without (Figure 6) amniotic fluid.
The figures show the most likely path that the photon
packages would travel, usually resulting in a banana
shape, but dependent on the location of the various
layers. For both models, when the source detector dis-
tance was small, the light was more likely to travel in the
FIGURE 2 Representation of
the models for the estimations of
light intensity coming from the fetus
when there is the normal model
(left) and when the fetus layers are
set to a very high absorption (right)
FIGURE 3 Detected power (W) vs the source-detector distance for different wavelengths and fetal depths calculated by Monte Carlo
with (dashed lines) and without (solid lines) amniotic fluid, assuming a 200 mW input power and 1 cm2 detector for 735 nm (left) and
850 nm (right)
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mother layers. As the source-detector distance increased,
the likelihood that the light traveled deeper also increased.
When the fetal depth is shallow (20 mm), then the fetal
layer is more likely to have light travel through
it. However, for deeper fetuses (50 mm), there is unlikely
much light that will pass through the fetal layer. There
was not any visible difference between PHD maps of the
two models, but further analysis shows variation of
the two models. Figure 7 shows how the ratio of the sum
of the PHD within the fetus over the sum of the PHD of
the whole volume. The likelihood of light entering the
fetal layer decreases as the fetal depth increases. The larger
source-detector distance (95 mm) had a greater likelihood
of light that has traveled through the fetal layer will be
detected compared to the shorter source-detector dis-
tances. The model without amniotic fluid showed a
slightly less likelihood than the one with amniotic fluid.
Then the fetal contribution to the signal was deter-
mined by subtracting the two models with and without
the fetus as discussed in Figure 2. Similar to the total
detected signal (Figures 3 and 4), the fetal signal
decreases as the source-detector distance increases
(Figure 8). Also, as expected, the fetal signal decreases
with the fetal depth. The fetal signals from the MC model
that were 35 mm and deeper were removed since the MC
model lacked the sensitivity to resolve the signal from
those depths despite the 1 billion photon packages
launched. At the larger depths, the signal was on the
order of between 1010 and 1012 W at the larger source-
detector distances.
The ratios of the fetal signal (I fetus dð Þ) over the overall
signal were compared in Figure 9A,B. Here, optical sig-
nals, not PHD was compared. Some of the MC fetal
depths had poor signal to noise ratio (SNR) for the deeper
(A) (B)
(C) (D)
FIGURE 4 Detected power (W) vs the source-detector distance for different wavelengths and fetal depths (20 mm and 30 mm (A,B) and
35 mm and 45 mm (C,D)) calculated by Monte Carlo with (dashed lines) and without (solid lines) amniotic fluid, assuming a 200 mW input
power and 1 cm2 detector for 735 nm (A,C) and 850 nm (B,D)
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fetal depths. In general, the ratio for the models are sig-
moid in shape and are between zero and one (though
never actually reaches one). The deeper the fetal depth
the lower the ratio values were with the 20mm fetal
depth showing the greatest ratio values across all source-
detector distances. At the shorter source-detector
distances, the two models already begin to deviate as the
source-detector distance increased. The model without
amniotic fluid amniotic fluid generally had lower ratios
compared to the model with amniotic fluid for the same
fetal depth. A greater portion of the signal comes from
the fetus at the larger source-detector distances. For
FIGURE 5 Photon hitting
density maps from the Monte
Carlo simulations with amniotic
fluid at 850 nm for three source-
detector (SD) distances (3.5, 6.5,
and 9.5 cm) and for 20 mm fetal
depth (top row), 35 mm fetal
depth (middle row), and 50 mm
fetal depth (bottom row). The
red x's show the location of the
source and the detector. The
black dotted lines show the
interface of each of the layers
and the solid black line shows
the interface between mother
and fetus (see Figure 1).Last, the
color represents the density of
photons (a.u. in log) in which
yellow represents more photons
and blue is less. The maps were
normalized to the peak value
FIGURE 6 Photon hitting density maps from the Monte Carlo simulations without amniotic fluid at 850 nm for three source-detector
(SD) distances (3.5, 6.5, and 9.5 cm) and for 20 mm fetal depth (top row), 35 mm fetal depth (middle row), and 50 mm fetal depth (bottom
row). The red x's show the location of the source and the detector. The black dotted lines show the interface of each of the layers and the
solid black line shows the interface between mother and fetus (see Figure 1). Last, the color represents the density of photons (a.u. in log) in
which yellow represents more photons and blue is less. The maps were normalized to the peak value
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example, more than 50% of the signal was from the fetus
(with amniotic fluid) if the source was 850 nm and the
fetal depth was 25mm or less when the source-detector
distance was greater than about 7 cm.
4 | DISCUSSION
MC simulations were used to be able to study how amni-
otic fluid affects the signal of transabdominal fetal
monitoring. Amniotic fluid has very low scattering prop-
erties and does not fall into the diffusion regime, but MC
can still simulate low scattering material. The behavior of
the signal with and without the presence of amniotic
fluid was very different. In some cases (ie, 20 mm) there
were several orders of magnitude difference between the
two models, with the amniotic fluid model showing
greater signal. Here, the amniotic fluid layer was only
1 mm in width, but at the larger source detector distances
this layer still influences the signal. However, at the
FIGURE 7 The ratio of the photon hitting density within the fetal region over the overall photon hitting density values for Monte Carlo
(MC) without amniotic fluid (solid lines) and with amniotic fluid (dashed lines). The ratios were calculated from the photon hitting density
(PHD) maps from the MC simulations at 735 nm (left) and 850 nm (right) for three source-detector (SD) distances (3.5, 6.5, and 9.5 cm) and
for 20 to 50 mm fetal depths
FIGURE 8 The signal on the detector that was attributed to the light that passed through the fetal layers for 735 nm (left) and 850 nm
(right) for different fetal depths (legend). The solid lines represent the Monte Carlo (MC) model without amniotic fluid, the dashed lines are
the MC simulations with amniotic fluids. Curves for MC simulations of the fetal signal for fetal depths >30 mm were omitted due to poor
signal-noise-ratio
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greater fetal depths the influence of the amniotic fluid
layer begins to diminish, which may be simply due to the
fact that there was less light getting to the fetus and
the amount of amniotic fluid compared to the rest of the
mother volume being probed by the light was much
smaller. Therefore, the amniotic fluid layer seems to
make a larger impact in the signal when the fetus is shal-
low. The 735 nm signal (Figures 3 and 4) showed that
the shallower fetal depths had the lower signals com-
pared to the deeper depths. This could be due to the fact
that the mother's optical properties at this wavelength
are lower compared to the fetal optical properties. Thus,
when the fetus is close to the surface of the mother, more
light is absorbed at 735 nm because of the larger absorp-
tion coefficient of the fetus. The PHD maps showed the
likelihood of where the light will travel for a particular
detector location. These maps show that detecting light
that reached the fetus as the fetal layer depth increased
was less likely and that increasing the source-detector
distances will increase the likelihood of light reaching
the fetal layers and being detected. There was slightly less
chance of light going to the fetus with the non-amniotic
fluid model. This might also be due to the fact that the
non-amniotic fluid model had 1 mm of tissue added to it
in the subdermal maternal layer. The 1 mm was added in
order to keep the distance between the surface of the
mother and the top of the fetal head the same for both
models. This added millimeter was much more absorbing
than the amniotic fluid layer and may have resulting in a
slight decrease in magnitude in the PHD but also in the
signal. However, this was a reasonable substitution to
make since the fetal depth must be kept the same in
order to compare the models and in real life situations
the absolute distance between surface and fetus is the
most readily available measurement via ultrasound imag-
ing. While Figure 9 showed that there was a greater ratio
as the source-detector distance increases, this need to be
balanced with the amount of power that can be detected
at the larger distances, which were already explained in
Figures 3 and 8. These results were similar to the litera-
ture where MC five layer models were simulated with
optical properties that were valid between 800 and
900 nm. There was an increase in the ratio and then
leveled [9, 10]. The spherical model showed a decrease in
the ratio at source-detector distances greater than 8 cm,
while the planar model continued to stay level [9]. The
ratios for the fetal contributions to the signal show inter-
esting trends. The greater the source-detector distance
the more fetal influence in the overall signal. However, at
the deeper fetal depths, this signal ratio is greatly
reduced. Even at a fetal depth of 35 mm the fetal compo-
nent was less than 30% for the 735 nm laser source. For
system design, obtaining the small fetal contribution at
greater depths will be important for the success of a
system. This quantifies the optical shunt problem
described in Reference [5], where part of the light just
travels through the mother, but another part travels
through the mother and fetus. Our fraction of light from
the fetus (Figure 9) was lower than that of Reference [5]
because they used 1 cm mother layer and a 1 cm amni-
otic layer (our simulations were 1 mm) with very low
absorption and scattering coefficients (μa¼ 0:012 cm1
and μ0s¼ 0:1 cm1) for the amniotic fluid. The lower opti-
cal properties resulted in more light entering the fetal
FIGURE 9 The ratio of the fetus over the overall signal at different source-detector distances and fetal depths (legend) for 735 nm (left)
and 850 nm (right). The solid lines represent the Monte Carlo model without amniotic fluid, the dashed lines are the MC simulations with
amniotic fluids
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layer. The fetal signal in this article (Figure 8) also
includes part of this mother signal, which is difficult to
separate. The fetal signal will always be mixed with the
mother signal since the light must travel through the
mother layers in order to be detected. Therefore,
obtaining accurate oxygen saturation levels of the fetus
alone is difficult [5]. Furthermore, there was a big dispar-
ity between the ratios for the models with and without
amniotic fluid. For example, for the 735 nm case, there
was nearly a 50% difference between the two models at a
source-detector distance of 10 cm. The presence of the
amniotic fluid actually assists in the light reaching the
fetus and being detected at the surface. There might be
two reasons for this phenomenon. First, is the 1mm layer
of subdermal maternal compared to 1mm of amniotic
fluid, which has much lower scattering and absorption.
However, with other simulations that just remove the
amniotic fluid layer and not compensate for fetal depth
(data not shown), the results are similar with just a slight
increase in magnitude. The other explanation could be
due to the low scattering nature of the amniotic fluid.
Without the amniotic fluid layer present, the photon
could reach the fetus, reflect, and immediately be
scattered and absorbed in the mother layers. With the
fluid, the chances of reaching the fetus could have
increased.
The MC methods used in the current study were
inspired by the work of Fong et al. [13] The same optical
properties, as well as, similar fetal depths were used.
However, there are very key differences and improve-
ments to the methods used in the current study. First, a
GPU MC code was used that allowed for simulations
with 1 billion photon packages, allowing for greater accu-
racy at farther source-detector distances and depth of the
simulations. When fewer photon packages were run (data
not shown), the simulation results were extremely noisy
at the larger source-detector distances. The other study
[13] used 25 million (340 million for greater depths),
which would most likely result in very noisy data at the
larger source-detector distances and is unclear how this
was avoided. Second, the intensity was integrated over a
1 cm2 detector area to mimic a possible system. Our ratio
results were very similar to the ratios plotted in Reference
[13], showing similar trends and a lack of fetal light
detected at the greater fetal depths. However, our results for
the signal from the fetal layer (Figure 8) are about one to
two magnitudes lower due to the source power used. Here,
we present results with a source power similar to the limit
for laser exposure to skin (200 m W cm2). Last, there were
two simulations done with and without a fetus (high
absorption layer) to obtain the fetal influence on the signal.
The subtraction methods was taken from Zourabian et al.
[5], but there were only three layers in this model, so our
model was expanded to the eight layers presented here.
These methods can be used on commonly available soft-
ware without modifications.
Comparison of diffusion and radiative transport
models with phantom studies was done by Vishnoi et al.
[15] They found that the simulations best matched the
phantom results when the fetal head was close to
the uterine wall, which would be for near-term pregnan-
cies. Additionally, their models with low absorbing and
low scattering amniotic fluid in the photon path did not
match the clinical results. This confirms the hypothesis
that amniotic fluid plays a role in signal detection and
affects light propagation modeling. They also argue that
transport theory is necessary when modeling low-absorb-
ing, low-scattering media. MC is also capable of modeling
these media, which we present here. Last, Vishnoi et al.
suggests that simpler diffusion models can be used at
near-term pregnancies because the effect of the amniotic
fluid layer is diminished [15]. Our study agrees with
these findings. The presence of amniotic fluid, even for a
width of 1 mm, impacts the results of the simulations.
However, if the fetus is directly placed against the uterus
for near-term pregnancies, this effect will decrease.
Therefore, for pre-natal screening, models such as MC or
radiative transport must be used, but for near-term preg-
nancies or in labor monitoring, diffuse models may be
sufficient.
Overall, the optical signals from a fetus in utero can be
recovered given sufficient optical input power, proper
detectors with sufficient noise equivalent power (NEP),
and fetal depth of no more than about 35 to 40 mm. Using
the NEP value of a typical detector (1:51014W= ffiffiffiffiffiffiHzp )
and a reasonable bandwidth of 20Hz, the fetal compo-
nent of the signal can be detected. From the simulations,
source-detector distance that is recommended is around
6 to 8 cm, since this gave the highest ratio of fetal signal
with sufficient detectable power above the NEP level.
This source-detector distance range allows for enough
signal from the fetal layers, while still providing enough
power to be detectable. However, the optimal source-
detector distance is dependent on the fetal depth. From
the results, the presence of amniotic fluid at the longer
source-detector positions aid in this this detection. Mov-
ing forward, we will examine the change in the signal
due to the heart beat of the fetus. The change in signal
due to the pulse is what is needed to yield the actual arte-
rial oxygen content. This adds another layer of challenge
but is necessary for developing methods towards fetal
monitoring. Here, we determined how much of the light
actually reaches the fetus given different source-detector
distances and fetal depths. Other future work will consist
of adding dynamic signals to both mother and fetus in
order to observe how the signal is effected by both heart
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beats. Additionally, the thickness of the amniotic fluid
layer will most likely have an influence on the signal,
and this should be studied as well moving forward. This
will help determine the limitations of pre-natal screening
using transabdominal fetal monitoring compared to dur-
ing labor monitoring.
5 | CONCLUSION
The work presented here indicates that it is feasible to
recover fetal signals through the abdomen of a pregnant
mother in order to perform non-invasive transabdominal
fetal pulse oximetry. This is supported by the literature
that has revealed several successful studies and the
improved modeling from our team using accurate MC
simulations (improved algorithm allowing more photon
packages; 1 billion). The fetal signal power contribution
varies widely depending upon fetal depth and source-
detector distance. We present both the mother and fetal
contributions to the overall signal, showing more contri-
bution from the fetus at greater source-detector distances.
The PHD maps showed the probability of obtaining light
in the fetal layer given a particular source-detector dis-
tance. Last, we demonstrated a significant difference in
the simulations when amniotic fluid was and was not
present, especially at longer source-detector distances.
Future studies will consist of varying the width of the
amniotic fluid layer. Additionally, fetal pulse must be
included in the model in order to successfully determine
arterial fetal oxygenation.
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