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Abstract—Anticipation of accidents ahead of time in au-
tonomous and non-autonomous vehicles aids in accident avoid-
ance. In order to recognize abnormal events such as traffic
accidents in a video sequence, it is important that the network
takes into account interactions of objects in a given frame. We
propose a novel Feature Aggregation (FA) block that refines each
object’s features by computing a weighted sum of the features
of all objects in a frame. We use FA block along with Long
Short Term Memory (LSTM) network to anticipate accidents in
the video sequences. We report mean Average Precision (mAP)
and Average Time-to-Accident (ATTA) on Street Accident (SA)
dataset. Our proposed method achieves the highest score for risk
anticipation by predicting accidents 0.32 sec and 0.75 sec earlier
compared to the best results with Adaptive Loss and dynamic
parameter prediction based methods respectively.
I. INTRODUCTION
One of the biggest challenges faced by the autonomous
vehicles is the accurate anticipation of accidents and taking
necessary actions to avoid them. These accidents include
vehicles colliding with one another, animals, pedestrians, and
road signs. Accurate prediction of accidents ahead of time is
imminent to avoid critical casualities.
Researchers have used computer vision and deep learning
approaches to tackle the problem of accident detection [1]
and anticipation [2]–[4]. The dataset includes videos from
dashboard-mounted cameras fixed in vehicles. The normal
samples comprise normal driving scenario whereas the abnor-
mal samples comprise road accidents as seen from the camera.
These videos capture the real-world traffic situation providing
researchers with an efficient framework for evaluating their
methods.
The task of anticipation and detection falls into two separate
categories. Accident detection is related to action recognition
where the network has a complete temporal context available
at test time. Accident anticipation is a challenging task because
it requires predicting a future event by making use of the
limited temporal information as all practical systems are
causal. The anticipation problem is evaluated by assessing how
early the network predicts the event (in our case accident)
ahead of time. Thus, accident anticipation should be tackled
differently from detection/recognition problem.
Recognizing abnormal activity such as traffic accidents in
a real life scenario poses a challenge for researchers because
there exist a wide variety of vehicles that interact with one
another to cause accidents. If a major portion of training data
Fig. 1. Dashcam footage showing an abnormal scenario
consists of accidents caused by only one kind of vehicle-
to-vehicle interaction, the network might not generalize well
on other kinds of accidents. For example, if the majority
of accidents in the training data consist of cars colliding
with motorbikes, the network will give poor performance for
accidents caused by a car hitting another car. It is thus im-
portant to develop an anticipation neural network that models
relationship between appearance features of different objects
in a frame so that the network can generalize well on a wide
variety of inter-object interactions.
Previous work [3] aims at anticipating accidents by giving
attention to individual objects in a frame without taking into
account their interactions with one another. In [2], the spatial
and appearance-wise non-linear interaction between an agent
and its environment is used to assess risk in the future. In this
work, we primarily aim at defining the relationship between
appearance features of objects only that can be generally used.
We propose a novel method for accident anticipation that
takes into account object-to-object interactions in a given
frame of a video sequence. Our Feature Aggregation block
strengthens every query object feature by adding a weighted
sum of all other object features in a given video frame to
the query object. The weighted sum represents global context
specific to the query object whereas the attention weights are
defined by appearance relationships between different objects
in a single frame. Moreover, we use the sequence modelling
power of Recurrent Neural Networks for accident anticipation.
The refined object features along with the full frame features
are input to a Long Short Term Memory (LSTM) network
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that returns an anticipation probability value corresponding to
every frame. In this work, we focus on using the FA block for
spatial domain only and use an LSTM to capture long-range
temporal dependency between frames.
The rest of the paper is structured as follows. Research
related to our work is discussed in Section II. In Section III,
we describe the individual components of our method in detail.
Implementation details and experimental results are given in
Section IV. Finally, Section V concludes the paper.
II. RELATED WORK
A. Video Classification
Recurrent Neural Networks (RNN) have been used exten-
sively in the past for Sequence/video classification. Yang et
al. [5] model high dimensional sequential data with RNN
architectures for video classification. Chen et al. [6] explore
video classification by aggregating the frame level feature rep-
resentations to generate video-level predictions using variants
of Recurrent Neural Networks and several fusion strategies.
Hao et al. [7] classify videos using a two-stream Convolutional
Neural Network that uses both static frames and optical flows
to classify sequences. For large-scale video classification,
extracting optical flow features is computationally expensive.
Tang et al. [8] propose a motion halluciantion network by
which optical flow features are imagined using appearance
features. Their method cuts down the computational cost by
half for the two-stream video classification. Miech et al. [9]
propose a two-stream architecture that models audio and visual
features in a video sequence. In [10], the authors propose a
local feature integration framework based on attention clusters
for efficient video classification.
B. Accident Detection and Anticipation
Extensive research has been carried out in the domain of
accident detection. Chan et al. [3] use a RNN with dynamic
attention to anticipate accidents in videos. Yao et al. [11] use
an unsupervised approach involving future object localization
and an RNN encoder-decoder network to detect accidents.
The network is trained on normal training samples whereas
the detection of accidents is carried out at test time. Herzig et
al. [1] classify input segments into accident or non-accident
segments using a Spatio-Temporal Action Graph (STAG)
network. Their supervised method involves refining the input
features using non-local blocks [12] to capture the spatial
relation between objects and temporal relation between frames
in a video sequence. Singh et al. [13] use an unsupervised
approach involving a denoising autoencoder to extract deep
representation from normal CCTV videos at training time.
Xu et al. [14] propose a Temporal Recurrent Network (TRN)
that models temporal context over a long period which helps
in anticipation of future actions in the video sequence. In [2],
the authors adopt an agent-centric approach to measure the
riskiness of each region with respect to the agent. In [4], the
authors propose a novel adaptive loss for early anticipation
of accidents.
III. ACCIDENT ANTICIPATION IN DASHCAM
VIDEOS
Accident Anticipation systems predict the occurrence of an
accident as early as possible at testing. During training, the
network is given a sequence of frames and labels defined as
((Ω1,Ω2, ...,ΩSk), yk, τk) for k = 1, 2, ...,M. (1)
Here, Ωi is the i-th frame in a video, M is the total number
of videos, Sk denotes the number of frames in the k-th video,
yk represents one-hot encoded video-level label indicating the
presence of an accident, and τk is the frame index at which
the accident started. For normal videos, τ is set to ∞. At test
time, the network is given each frame one at a time to predict
the occurrence of accidents as early as possible in the video
sequence. Specifically, a network tries to anticipate an accident
correctly at the t-th frame with (Ω1,Ω2, ...,Ωt) such that τ -
t is maximized. Note that in anticipation, unlike detection,
partial observations till time t < τ are available to the network
at test time.
We first describe the preliminaries of a recurrent neural
network that is a constituent of our method. Afterwards, we
describe our method in detail.
A. Recurrent Neural Networks
Recurrent Neural Networks are considered a powerful tool
for sequence modelling. We use a Long-Short Term Memory
network for accident anticipation in video sequences. LSTMs
allow global aggregation of features over time by introducing
memory into the system. In Fig. 2, data flow of an LSTM
is shown where ht represents the hidden state generated at
current time step t, ct is the cell state that captures long-range
temporal dependency and xt is the input to the LSTM. There
are three different gates in an LSTM block: input gate i, forget
gate f , and output gate q. These gates filter the input in a way
that the model learns useful information in the sequence by
letting it pass through the LSTM and blocks the rest of the
input using the forget gate. The data flow for LSTM is shown
mathematically as
it = v1(xt,ht−1) = σ(Wixt+Uiht−1+Vict−1+bi), (2)
Fig. 2. An LSTM data flow
Fig. 3. Our Feature Aggregation Block.
ft = v2(xt,ht−1) = σ(Wfxt+Ufht−1+Vfct−1+bf ), (3)
pt = v3(xt,ht−1) = ρ(Wcxt +Ucht−1 + bc), (4)
ct = ft  ct−1 + it  pt, (5)
qt = v4(xt,ht−1) = σ(Wqxt+Uqht−1+Vqct+bq), (6)
ht = qt  ρ(ct). (7)
In the equations above,  is an element-wise product, and σ
and ρ are sigmoid function and hyperbolic tangent function
respectively. W, b, U and V are all learnable parameters of
an LSTM.
B. Feature Extraction
We begin our method by first detecting objects in individual
frames of a video using Faster-RCNN [15]. The number
of objects in a frame is limited to N . We then extract d-
dimensional features for the objects present in the frames using
a pre-trained VGG [16]. Similar features are extracted for the
whole frame as well. Thus, the object features ot and full
frame features Xt for the t-th frame are given as
ot ∈ RN×d
and
Xt ∈ Rd.
C. Feature Aggregation Block
In this subsection, we describe the FA Block to globally
aggregate features over a frame. In order to detect accidents,
it is important that the network understands the global context
surrounding an object (a vehicle in our case) in a given frame.
The main purpose of this block is to comprehend object
interactions in the neural network. The FA block has further
two components.
1) Appearance Comparison: This part of the FA block
computes appearance relationship between objects in a given
frame. We use i for the query object and j to represent all
possible objects in a given frame including the query object
i. The object features oit and o
j
t are passed through fully
connected layers with parameters Wθ and Wφ, respectively.
θ(Wθ,bθ,ot) = Wθo
i
t + bθ, (8)
φ(Wφ,bφ,ot) = Wφo
j
t + bφ, (9)
where Wθ, Wφ, bθ and bφ are all learnable parameters of
fully connected layers. In order to show how object relations
evolve over time, we add the hidden representation ht−1 into
the output of fully connected layers.
u(Wu,ht−1) = Wuht−1, (10)
Ai = ρ[u(Wu,ht−1) + θ(Wθ,bθ,ot)], (11)
Bj = ρ[u(Wu,ht−1) + φ(Wφ,bφ,ot)]. (12)
where Wu is a learnable parameter of fully connected layer,
ρ is the hyperbolic tangent function, and A ∈ RN×d and
B ∈ RN×d show learnable transformations of object features
oit and o
j
t , respectively. By transforming the objects’ features,
we can estimate the appearance comparison between objects
effectively in a subspace.
We use dot product similarity as an appearance relation
function between the transformation of objects’ features in
order to obtain the unnormalized attention weights eijt .
eijt = A
i(Bj)T , (13)
where T represents a transpose function. The unnormalized
attention weights {eijt }Nj=1 are normalized by using a softmax
function so that the sum of all attention weights {αijt }Nj=1
related to query object i is 1, i.e.,
αijt =
exp(eijt )∑
j exp(e
ij
t )
. (14)
αijt is an attention weight showing the importance of object
j’s feature with respect to object i. The attention weights are
computed for all objects in a frame and packed together in a
matrix αt ∈ RN×N .
2) Feature Refinement: The FA block strengthens the fea-
ture of each query object by adding a weighted sum of all
objects present in a frame to the query object. The weights
indicate the appearance relation between the objects. First, a
learnable transformation of object {ojt}Nj=1 is obtained by pass-
ing it through a linear fully connected layer with parameters
Wg and bg .
g(Wg,bg,ot) = Wgo
j
t + bg, (15)
Afterwards, this representation is multiplied with the cor-
responding attention weights {αijt }Nj=1 following the soft
attention mechanism [17].
Fig. 4. Overview of Accident Anticipation model. Full frame features Xt have size B x d whereas object features ot are in the form of B x N x d. Here
B represents the Batch size, S the total number of frames in a video sequence, N the number of objects in a given frame and d the feature dimension. These
features are made input to FA block where they are refined. The full- frame feature Xt and averaged refined object features mt are concatenated together
and passed through an LSTM. yˆt represents the anticipation probability at a given time instant t.
γit =
N∑
j=1
αijt g(Wg,bg,ot), (16)
where N is the total number of objects in a given frame. The
weighted summation of objects γit represents a global context
for the query object i. The features of query object i at time
t represented as oit are refined by adding γ
i
t to produce z
i
t.
zit = o
i
t + γ
i
t. (17)
The Feature aggregation block is similar to the non-local
block given in [12] but is significantly altered for accident
anticipation. Non-local blocks modify the features of each
query position in a feature map by aggregating a weighted sum
from all positions. These positions refer to every location in a
2D feature map. In our method, we focus on strengthening
object features instead of features of each individual pixel
location. Moreover, we design our FA block such that in
addition to capturing pairwise relationship between objects,
it also learns the evolution of objects over time. This is done
by adding an additional term including the hidden state of
LSTM into our network.
D. Traffic Accident Anticipation
The overview of accident anticipation model is given in
Fig. 4. The refined object features zt ∈ RN×d from a FA
block are aggregated together to form per-frame descriptor
mt of size d.
mt =
1
N
N∑
n=1
znt . (18)
This d-dimensional vector captures information of object
interactions in a given frame. In order to have a better
understanding of the scene, these features are combined with
corresponding full frame features Xt.
xt = [Xt;mt], (19)
where ; indicates concatenation. The resulting features xt are
input to an LSTM, which outputs a hidden state ht. The hidden
state is projected into probability values for the two classes,
i.e., accident and non-accident by using a fully connected layer
with parameters Wo and bo.
fc(Wo,bo,ht) = Woht + bo, (20)
The output of the fully connected layer is normalized by a
softmax activation fucntion.
yˆt = softmax[fc(Wo,bo,ht)]. (21)
During training, each frame is assigned a video-level label
y which is a one-hot encoded vector. For accident videos,
the loss function is the exponential cross entropy, which
gives more importance to frames that are closer to accident,
hence, producing larger anticipation probability values for
such frames. For non-accident videos, the loss function is the
simple cross entropy. The loss for every frame is added for
the entire video sequence, averaged and then back propagated.
The loss L(yˆt) is given as
L(yˆt) =
{∑
t−exp(τ − t)(ylog(yˆt)) For pos. videos∑
t−(ylog(yˆt)) For neg. videos
(22)
Algorithm 1 Training Procedure
Hyperparameters: S (Total number of frames in a video
sequence), N (Total number of objects in a frame), y (video-
level label), τ (accident label), and d (Feature dimension).
Input: Video frames of size (224, 224, 3).
Output: A trained model.
1: Detect objects in the frames using Faster-rcnn.
2: Extract features from objects (ot ∈ RN×d) and full-frames
(Xt ∈ Rd) using VGG.
3: Initialize l = 0; h0 = zeros, c0 = zeros.
4: for t = 1,...., S do
5: A = ρ(Wuht−1 + Wθot + bθ)
6: B = ρ(Wuht−1 + Wφot + bφ)
7: αt = softmax(A ⊗ BT ) (⊗ is matrix multiplication)
8: zt = ot + αt ⊗ (Wgot + bg)
9: mt =
1
N
∑N
n=1 z
n
t
10: xt = concat(Xt,mt)
11: ht, ct = LSTM(xt, ct−1)
12: yˆt = softmax(Woht + bo)
13: l = l + L(yˆt, y, τ)
14: end for
15: Loss = mean(l)
16: Backpropagate the Loss
E. Architectural Details
All fully connected layers with parameters Wθ, bθ, Wφ,
bφ, and Wu compute non-linear transformations of their
inputs where Wθ ∈ Rd×d, bθ ∈ Rd, Wφ ∈ Rd×d, bφ ∈ Rd,
Wu ∈ R2d×d, and the non-linearity is tanh. Fully connected
layers with parameters Wg , and bg linearly transform the
input where Wg ∈ Rd×d, and bg ∈ Rd. The number of layers
in the recurrent neural network is fixed to 1. The final fully
connected layer with parameters Wo ∈ R2d×2 and bo ∈ R2
uses softmax activation function.
IV. EXPERIMENTS
We first describe the details of Street Accident (SA) [3]
dataset that is used in the experiment. Then, we explain the
implementation details and the evaluation metrics. Finally, we
show that our method anticipates accidents earlier than state-
of-the-art approaches on the SA dataset.
A. Dataset
The Street Accident (SA) [3] dataset contains videos cap-
tured across six cities in Taiwan. The videos have been
recorded with a frame rate of 20 frames per second. The
frames extracted from these videos have a spatial resolution
of 1280 x 720. Each video is 5 seconds long containing 100
frames where the accident videos contain an accident at the
last 10 frames. Street Accident is a complex dataset captured
with different lighting conditions and involves a wide variety
of accidents. The SA dataset contains 620 positive videos (with
an accident) and 1130 negative videos (without an accident).
Following the experimental procedure in [3], we use 1266
videos (455 positive and 829 negative) for training and 467
videos ( 165 positive and 301 negative) at test time.
B. Implementation Details
We implemented our method in Tensorflow and performed
experiments on a system with a single Nvidia Geforce 1080
GPU having 8GB of memory. We used the appearance features
provided by [3] for SA dataset. The objects were extracted
using Faster-RCNN [15]. VGG-16 [16] was used to extract
features from full frames and objects present in a frame which
were first resized to a frame resolution of 224 x 224. The
features were extracted from fc6 layer of VGG having a
dimension of 4096. These features were passed through a
linear embedding to reduce their dimensionality to 256 before
giving them as an input to our network. We used LSTM with
a hidden state size of 512 and a dropout of 0.5. Considering
the training time and memory limit, we limited the number of
objects in a frame to 9. The parameters of the network were
initialized randomly with a normal distribution having mean
of 0 and a standard deviation of 0.01. The model was trained
with a learning rate of 0.0001 using Adam optimizer and a
batch size of 10. Training was performed for 40 epochs on
the SA dataset.
C. Evaluation Metrics
For evaluation, we use mean Average Precision (mAP) and
Average Time-to-Accident (ATTA) as our evaluation metrics.
1) Average Precision: For every frame, our network returns
a softmax probability value showing the risk of accidents in
the future. If the value is above a threshold β and the video
is an accident video, it is considered as a True Positive (TP)
prediction, and, in case of a value below than a threshold, a
False Negative (FN). Similarly, for a non-accident video, if
the probability value is below a threshold, it is considered as
a True Negative (TN) prediction, and in case of a value above
than a threshold, it is a False Positives (FP). These values are
obtained for all the frames in all the video sequences. Precision
(P ) and Recall (R) are computed as follows
P =
TP
TP + FP
and R =
TP
TP + FN
. (23)
After finding precision and recall at different values of thresh-
old, we compute mean Average Precision. The general defi-
nition of mean Average Precision is area under the precision-
recall curve.
mAP =
∫ 1
0
p(r)dr. (24)
where p(r) is precision as a function of recall r.
2) Average Time to Accident: At every threshold β, we
find the first value tˆ in every positive video when the accident
probability is above a threshold. If the accident starts at frame
τ , then τ -tˆ is Time-to-Accident (TTA). We average all TTAs
for all the positive videos to get a single TTA at a given
threshold. After computing TTA at different thresholds, we
average all TTAs to find Average Time-to-Accident (ATTA).
A higher ATTA value means earlier anticipation of accidents.
TABLE I
EXPERIMENTAL RESULTS ON SA DATASET
Method mAP (%) ATTA (s)
DSA [3] 48.1 1.34
SP [18] 47.3 1.66
L-R*CNN [19] 37.4 3.13
L-RA [2] 49.1 3.04
L-RAI [2] 51.4 3.01
AdaLEA [4] 53.2 3.44
VGG + full frame feature 37.3 3.21
FA-1 47.7 3.29
FA-2 48.6 3.21
FA-3 47.2 3.23
FA-4 41.3 3.56
FA-final 49.8 3.76
D. Quantitative Results
We first describe the following five variants of our FA block.
1) FA-1: Fully connected layers with parameters Wθ and
Wφ are removed from FA block.
2) FA-2: Softmax function is replaced by multiplication
with 1/N .
3) FA-3: Tanh activation function is replaced by ReLU.
4) FA-4: Instead of using dot product similarity as relation
fucntion, we use the relation network module proposed in [20]
to find attention weights. It is given as
eijt = ReLU(W[A
i;Bj ] + b). (25)
where ; is a concatenation operation. W and b are learnable
parameters of fully connected layer that project the concate-
nated vector to a scalar value.
5) FA-final: This is our final network with fully connected
layers Wθ and Wφ, dot product similarity, softmax and tanh
activation function.
The quantitative results are given in Table I. From the
experimental results, it is seen that, our method outperforms
numerous recent methods. L-RA and L-RAI are two variants
of [2] as stated in their work. It is interesting to note that our
feature aggregation method performs better in predicting the
accidents earlier than dynamic parameter prediction [2] and
adaptive loss based method [4], even though our mAP value
is lower as compared to these methods. This is because our
work primarily focuses on achieving a higher ATTA value for
practical driving applications capable of predicting most of
the accidents earlier, thus avoiding causalities. The adaptive
loss strategy [4] is aimed at early anticipation of accidents but
we observe that our method anticipates accidents earlier than
[4] with a simple exponential cross entropy function. Results
for [3], [18] and [19] are taken from [2] as the evaluation
protocol is same. Fig. 5 shows the comparison between our
method and different state-of-the art approaches. It can be seen
that FA-final has the highest ATTA value with a reasonable
mean average precision (mAP) that is comparable with other
Fig. 5. Anticipation and accuracy comparison of different methods.
approaches.
Fig. 7 shows Precision vs. Recall curves for different
variants of FA block. The graph indicates that FA-final has
the highest area under the curve whereas FA-4 gives the
lowest. This shows that using dot product similarity in an
embedding space as an appearance relation function gives
better results than the concatenation operation [20]. The other
three variants have almost similar curves as FA-final with very
little difference.
E. Qualitative results
We show qualitative results of accident anticipation in
Fig. 6, 8 and 9. As seen from the results, it is evident
that our method is able to differentiate between negative and
positive videos. For a negative video, as seen in Fig. 8,
the anticipation probability does not exceed the threshold
indicating no accidents. Fig. 9 shows a false alarm that was
raised for a negative video. It can be attributed to the fact that
objects were too close to each other in the video sequence.
V. CONCLUSION
This paper presents a novel Feature Aggregation block that
is used for anticipation of road accidents. The FA block refines
each objects features by using the appearance relation between
different objects in a given frame. We showed that using
FA block along with an LSTM provides us with the com-
plementary information related to both spatial and temporal
domain of a video sequence. The quantitative and qualitative
results on the challenging Street Accident (SA) dataset show
that our method outperforms the state-of-the art methods in
anticipating accidents earlier. As future work, we plan to
incorporate other relation information between objects in a
scene for accident anticipation.
Fig. 6. Positive Examples. We keep the threshold at 0.8 for triggering accident anticipation. TTA is time to accident whereas the accident starts at 90th
frame.
Fig. 7. Precision vs. Recall curves for different variants of FA block.
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