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REALIZATION-OBSTRUCTION EXACT SEQUENCES FOR
CLIFFORD SYSTEM EXTENSIONS
YUVAL GINOSAR
1. Introduction
In their paper [3], A. M. Cegarra and A. R. Garzo´n define a Generalized Collec-
tive Character (GCC) to be a homomorphism from a group G to the Picard group
of an algebra R. This indeed generalizes the notion of a collective character, where
the image of G lies in the outer automorphisms of R, naturally embedded in the
Picard group of R. A GCC Φ determines an action φ of G on the center Z(R) of
R. In particular, the central units Z(R)∗ are endowed with a G-module structure.
We say that φ is the associated action of Φ. Alternatively, we say that Φ is of type
φ ∈Hom(G,Aut(Z(R))).
On another hand, every strongly G-graded algebra A with base algebra R deter-
mines a GCC Φ = Φ(A) : G→Pic(R), which we term the associated GCC of A. We
say that such a strongly G-graded algebra is of type φ ∈Hom(G,Aut(Z(R))) if its
associated GCC is of this type. Further, a GCC Φ gives rise to a well-defined class in
the third cohomology of G with coefficients in the G-module Z(R)∗ determined by
φ. This cohomology class T (Φ) is an obstruction to realizing Φ as the GCC associ-
ated to some strongly G-graded algebra with base algebra R. Once the obstruction
vanishes, then such G-graded algebras with associated GCC Φ are in one-to-one
correspondence, up to equivalence of Clifford system extensions, with the second
cohomology of G with the same coefficients. More precisely, H2(G,Z(R)∗φ) acts
freely and transitively on the classes of Clifford system extensions with associated
GCC Φ : G→Pic(R) of type φ ∈Hom(G,Aut(Z(R))).
The above setup hints that there is an exact sequence behind. In a following
paper [4], Cegarra and Garzo´n do construct such exact sequences in the more
general setup of Γ-groups in two cases, both for commutative base rings R. The
first [4, Theorem 5.7] is for central graded algebras, i.e. with a trivial associated
action, whereas the second [4, Theorem 5.9] admits an associated Galois action.
The objective of this paper is to view the above maps A 7→ Φ(A) and Φ 7→
T (Φ) as certain algebraic morphisms, and then to tie them up in a family of exact
sequences. Here is a brief outline. Let K be a commutative ring and G a group.
For an action φ ∈ Hom(G,Autk(K)) of the group G on K fixing a subring k ⊆ K
elementwise, we construct two abelian monoids as follows.
(1) The monoid Ck(φ) consists of equivariant classes of GCC’s of type φ from G
to the Picard groups of K-central algebras (of some bounded cardinality).
(2) The monoid Cliffk(φ) consists of equivalent classes of G-graded Clifford
system extensions of K-central algebras (of the same bounded cardinality
as above) that are of type φ.
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The torsor role of H2(G,K∗φ) is described by a natural embedding (see (4.12))
Σφ : H
2(G,K∗φ) →֒ Cliffk(φ).
Under the homomorphism Σφ, the second cohomology group is identified with the
φ-type G-graded Clifford system extensions of K itself. Two other well-defined
homomorphisms of monoids are described. The first homomorphism (see (4.7)),
χφ : Cliffk(φ)→ Ck(φ)
sends a graded class of a strongly graded algebra of type φ to the equivariance class
of its associated GCC. The second homomorphism of monoids (see (5.3))
Tφ : Ck(φ)→ H
3(G,K∗φ)
sends an equivariance class of a GCC Φ of type φ to the obstruction cohomol-
ogy class T (Φ). The homomorphisms Σφ, χφ and Tφ give rise to a realization-
obstruction exact sequence of monoids of type φ as follows.
Main Theorem. Let K be a commutative ring and G a group. Then for every
φ ∈ Hom(G,Autk(K)) there is an exact sequence of abelian monoids of type φ
(1.1) 0→ H2(G,K∗φ)
Σφ
→ Cliffk(φ)
χφ
→ Ck(φ)
Tφ
→ H3(G,K∗φ).
Furthermore, the graded class of any strongly G-graded k-algebra appears in a
unique sequence (1.1) (given a cardinality κ that bounds its base algebra).
If, additionally, K is an integral domain, then the homomorphism Tφ is surjec-
tive, terminating the sequence (1.1) as follows
0→ H2(G,K∗φ)
Σφ
→ Cliffk(φ)
χφ
→ Ck(φ)
Tφ
→ H3(G,K∗φ)→ 0.
For every φ ∈ Hom(G,Autk(K)) there is a sequence (6.1) of sub-monoids of
the exact sequence (1.1) describing the strongly graded k-algebras of type φ whose
base algebra is K itself. In particular, the sequence for central graded algebras [4,
Theorem 5.7] (with a trivial Γ-structure) is a special case of (6.1). Another impor-
tant instance, namely when K is a field and the action φ is Galois, is in Theorem
7.7. This theorem presents the well-known restriction-obstruction exact sequence
of Brauer groups as an image of a sequence of sub-monoids of (1.1) (compare with
[4, 45]).
The monoidal structures of Cliffk(φ) is determined by graded products (4.4) be-
tween G-graded k-algebras of type φ. These products give, in particular, a natural
way to twist any G-graded k-algebra by cocycles (see (4.14)).
The paper is organized as follows. In §2 we show how to multiply invertible
bimodules over K-central algebras of the same K-automorphism type η such that
the product is again an invertible module of type η. This multiplication leads to
a product of GCC’s of type φ ∈ Hom(G,Autk(K)), and so to the definition of
the monoid Ck(φ) as described in §3. In §4 we construct the graded product of
strongly graded algebras of the same type, and establish the monoid Cliffk(φ), as
well as the homomorphisms Σφ and χφ. In §5 the obstruction map Tφ is shown to
be a homomorphism, which is often surjective. Our main theorem and some of its
particular instances are obtained in §6. Section §7 is devoted to Galois actions φ,
showing that the restriction-obstruction sequence in the Brauer Theory is an image
of one of these exact sequences.
This paper consists of fairly many notations, we tried to stick to those of [3]
as much as possible. There are also quite a lot of equivalence relations. The
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claims that assert independence of the choice of representatives under some of
these identifications are left as exercises.
The reader is referred to an extensive list of related literature in [4].
2. K-central algebras; equivariance of invertible modules
An (associative unital) ring is called K-central if its center is isomorphic to a
given commutative ring K. Let C(K) = Cκ(K) be the set of all K-isomorphism
classes of K-central algebras whose cardinality is bounded by some infinite cardi-
nality κ. Denoting by [R] the K-isomorphism class of a K-central algebra R, it is
not hard to verify that [R1 ⊗K R2] ∈ C(K) for every [R1], [R2] ∈ C(K). Moreover,
C(K)× C(K) → C(K)
([R1], [R2]) 7→ [R1 ⊗K R2]
determines a well-defined operation that furnishes C(K) with an abelian monoid
structure, whose two-sided identity is [K] itself.
Notation 2.1. The left and right actions of R on an R-bimodule are denoted
throughout by “ ⋆ ” and “ · ” respectively.
For any [R] ∈ C(K) and any subring k ⊂ K let Pick(R) be the Picard group of
isomorphism classes of invertible R-bimodules whose left and right k-module struc-
tures are the same. Any [P ] ∈ Pick(R) determines a well-defined automorphism ηP
of K via the commuting rule
ηP (α) ⋆ p = p · α, ∀α ∈ K, p ∈ P.
Furthermore, there is an exact sequence of groups (see [2, Prop. II.5.4])
(2.1) 0→ PicK(R)→ Pick(R)
hR−−→ Autk(K),
where PicK(R) is naturally embedded in Pick(R) and where
hR :
Pick(R) → Autk(K)
[P ] 7→ ηP
.(2.2)
In the sequel we make use of the following natural embedding of the outer automor-
phisms Outk(R) := Autk(R)/Inn(R) inside the Picard group. For every η ∈ Aut(R)
let Rη,1 be an R-bimodule, which is free of rank 1 as a right module over R, whereas
its left R-module structure is via η. More explicitly, writing the multiplication in
R by juxtaposing elements while using the notations “ ⋆ ” and “ · ” as above for the
left and right actions of R on Rη,1 respectively, then the R-bimodule structure of
Rη,1 is given by
(2.3) r ⋆ s := η(r)s, s · r := sr, r ∈ R, s ∈ Rη,1.
By [2, Prop. II.5.3] there is a well-defined injective morphism
ιR :
Outk(R) →֒ Pick(R),
η · Inn(R) 7→ [Rη,1]
.(2.4)
We thus consider Outk(R) as a subgroup of Pick(R).
Any R-automorphism stabilizes the center, and hence determines an automor-
phism of K as described using (2.2) and (2.4)
Autk(R) → Autk(K)
η 7→ hR([Rη,1])
.(2.5)
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Definition 2.2. A K-automorphism is said to be extendable to a K-central ring
R if it lies in the image of the morphism (2.5).
Let [P1] ∈ Pick(R1) and [P2] ∈ Pick(R2), where [R1], [R2] ∈ C(K). Suppose that
they are of the same K-automorphism type, that is
(2.6) η := hR1 [P1] = hR2 [P2] ∈ Autk(K).
Let P1 ⊗η P2 ⊆ P1 ⊗k P2 be the subset of elements
(2.7)
P1⊗ηP2 :=
{∑
i
pi1 ⊗k p
i
2 ∈ P1 ⊗k P2 | p
i
1 · α⊗k p
i
2 = p
i
1 ⊗k η(α) · p
i
2, ∀α ∈ K, ∀i
}
.
Assuming condition (2.6) we define left and right actions of R1⊗K R2 on P1 ⊗η P2
as follows. For every r1 ∈ R1, r2 ∈ R2, p1 ∈ P1, p2 ∈ P2 let
(2.8) (r1 ⊗K r2) ⋆ (p1 ⊗k p2) := r1 ⋆ p1 ⊗k r2 ⋆ p2,
(2.9) (p1 ⊗k p2) · (r1 ⊗K r2) := p1 · r1 ⊗k p2 · r2.
Then the following claim can easily be verified.
Lemma 2.3. Let [P1] ∈ Pick(R1) and [P2] ∈ Pick(R2) satisfy (2.6). Then Equa-
tions (2.8) and (2.9) determine an R1 ⊗K R2-bimodule structure on P1 ⊗η P2 such
that
(1) [P1 ⊗η P2] ∈ Pick(R1 ⊗K R2).
(2) If [P1] = [P
′
1] and [P2] = [P
′
2] then [P1 ⊗η P2] = [P
′
1 ⊗η P
′
2].
(3) hR1⊗KR2 [P1 ⊗η P2] = η.
(4) If, additionally, [P1] ∈Outk(R1) and [P2] ∈Outk(R2) then
[P1 ⊗η P2] ∈Outk(R1 ⊗K R2).
Definition 2.4. Let ψ : R1 → R2 be a K-algebra isomorphism of K-central
algebras R1 and R2 (in particular [R1] = [R2] ∈ C(K)). Two classes [P1] ∈
Pick(R1), [P2] ∈ Pick(R2) of invertible bimodules over R1 and R2 respectively are
called ψ-equivariant if there exists an additive bijection ϕ : P1 → P2 such that with
the notation 2.1
ϕ(p · r) = ϕ(p) · ψ(r) and ϕ(r ⋆ p) = ψ(r) ⋆ ϕ(p), ∀r ∈ R1, p ∈ P1.
The classes [P1] ∈ Pick(R1), [P2] ∈ Pick(R2) are equivariant if they are ψ-equivariant
for some K-algebra isomorphism ψ : R1 → R2.
Notation 2.5. We denote the equivariance class of [P ] ∈ Pick(R) by [P ]eq. Run-
ning over all [R] ∈ C(K) we write
(2.10) Pk(K) := {[P ]eq| [P ] ∈ Pick(R), [R] ∈ C(K)}.
The equivariance classes of modules over K itself are denoted by
(2.11) P1(K) := {[P ]eq | [P ] ∈ Pick(K)} ⊆ Pk(K).
We remark that the equivariance class of an outer automorphism, or rather its
embedding (2.4) in the Picard group, consists solely of such outer automorphism
embeddings. That is,
∀[P1] ∈ Outk(R1), [P2] ∈ Pick(R2), {[P1]eq = [P2]eq ⇒ [P2] ∈ Outk(R2)}.
The following straightforward claim says that equivariant classes agree on the ho-
momorphisms (2.2).
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Lemma 2.6. Suppose that the classes [P1] ∈ Pick(R1), [P2] ∈ Pick(R2) are equi-
variant. Then hR1 [P1] = hR2 [P2].
By Lemma 2.6, the homomorphisms (2.2) give rise to a well-defined map
h :
Pk(K) → Autk(K)
[P ]eq 7→ hR([P ])
, [P ] ∈ Pick(R), [R] ∈ C(K).(2.12)
Let η ∈ Autk(K), it is easy to check that the class [Kη,1] ∈ Pick(K) (see (2.4))
satisfies h([Kη,1]eq) = η. The following claim is deduced from Lemma 2.3.
Lemma 2.7. Let η ∈ Autk(K). Then there is a well-defined operation
h−1(η)× h−1(η) → h−1(η)
[P1]eq ⊗η [P2]eq := [P1 ⊗η P2]eq
,(2.13)
which turns h−1(η)(⊆ Pk(K)) into an abelian monoid, whose identity is [Kη,1]eq.
Consequently, the map (2.12) partitions Pk(K) =
⊔
η∈Autk(K)
h−1(η) as a dis-
joint union of abelian monoids of type η.
Note that if [P1], [P2] ∈ Pick(K) ∩ h
−1
K (η) then
[P1 ⊗η P2] ∈ Pick(K ⊗K K) ∩ h
−1
K⊗KK
(η).
With the notation (2.11) we obtain that
(2.14) P1(K) ∩ h
−1(η)
is a sub-monoid of h−1(η).
3. Generalized collective characters
Recall from the introduction that, with the terminology of [3], a group homo-
morphism from a group G to Pick(R) is called a Generalized Collective Character
(GCC).
Definition 3.1. Let [R1] = [R2] ∈ C(K). We say that two GCC’s Φ1 ∈Hom(G,Pick(R1))
and Φ2 ∈Hom(G,Pick(R2)) are equivariant if there exists a K-algebra isomorphism
ψ : R1 → R2 such that Φ1(g) and Φ2(g) are ψ-equivariant (see Definition 2.4) for
every g ∈ G.
Denote the equivariance class of a GCC Φ ∈Hom(G,Pick(R)) by [Φ]eq, and let
(3.1) Ck(G,K) := {[Φ]eq| Φ ∈ Hom(G,Pick(R)), [R] ∈ C(K)} .
Then there is a well-defined functorial map associated to (2.12)
h∗ : Ck(G,K) → Hom(G,Autk(K))
h∗([Φ]eq) : g 7→ h([Φ(g)]eq)
, [Φ]eq ∈ Ck(G,K), g ∈ G.(3.2)
An equivariance class [Φ]eq ∈ Ck(G,K) is of type h
∗([Φ]eq). For a group action
φ ∈ Hom(G,Autk(K)) of G on K which fixes k, let
(3.3) Ck(φ) := (h
∗)−1(φ) = {[Φ]eq ∈ Ck(G,K)| h([Φ(g)]eq) = φ(g), ∀g ∈ G}
be the set of all equivariance classes of type φ. We endow Ck(φ) with an abelian
monoid structure as follows. Let Φ1 ∈ Hom(G,Pick(R1)) and Φ2 ∈ Hom(G,Pick(R2))
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be two GCC’s representing the equivariance classes [Φ1]eq, [Φ2]eq ∈ Ck(φ) respec-
tively. For every g ∈ G, let M1(g) and M2(g) be invertible bimodules over R1 and
R2 respectively such that [M1(g)] = Φ1(g) and [M2(g)] = Φ2(g). Define
Φ1 ⊗φ Φ2 :
G → Pick(R1 ⊗K R2)
g 7→ [M1(g)⊗φ(g) M2(g)]
, g ∈ G.(3.4)
Then it is not hard to check the following
Lemma 3.2. Let φ ∈ Hom(G,Autk(K)) be a G-action on K. Then with the
notation (3.4)
(1) Φ1 ⊗φ Φ2 does not depend on the choice of representatives M1 and M2.
(2) Φ1 ⊗φ Φ2 is a group homomorphism.
(3) [Φ1 ⊗φ Φ2]eq ∈ Ck(φ).
(4) If [Φ1]eq = [Φ
′
1]eq and [Φ2]eq = [Φ
′
2]eq, then [Φ1 ⊗φ Φ2]eq = [Φ
′
1 ⊗φ Φ
′
2]eq.
(5) If, additionally, Φ1 and Φ2 are collective characters then so is Φ1 ⊗φ Φ2.
By Lemma 3.2 there is a well-defined product in Ck(φ) given by
Ck(φ)× Ck(φ) → Ck(φ)
[Φ1]eq ◦ [Φ2]eq := [Φ1 ⊗φ Φ2]eq
.(3.5)
Next, note that
1φ :
G→ Pick(K)
g 7→ [Kφ(g),1]
(3.6)
is a group homomorphism such that [1φ]eq ∈ Ck(φ). We have
Lemma 3.3. Let φ ∈ Hom(G,Autk(K)). Then the operation (3.5) turns Ck(φ) to
an abelian monoid whose identity is the equivariance class [1φ]eq. Moreover, the
map
(3.7) Ψφ :
Ck(φ) → C(K)
[Φ]eq 7→ [R]
,Φ ∈ Hom(G,Pick(R))
is a well-defined morphism of monoids.
Proof. By direct computation. 
Consequently, the map (3.2) partitions
(3.8) Ck(G,K) =
⊔
φ∈Hom(G,Autk(K))
Ck(φ)
as a disjoint union of monoids with repect to the type of their members.
Lemma 3.4. Let φ ∈ Hom(G,Autk(K)). Then with the above notation the follow-
ing are sub-monoids of Ck(φ)
(3.9) Ck(φ,K) := Ψ
−1
φ ([K]) = Ck(φ) ∩ {[Φ]eq| Φ ∈ Hom(G,Pick(K))} < Ck(φ),
and
(3.10) COutk (φ) := {[Φ]eq ∈ Ck(φ)| Φ ∈ Hom(G,Outk(R)), [R] ∈ C(K)} < Ck(φ).
Proof. These are consequences of equation (2.14) and from Lemma 3.2(5) respec-
tively. 
The image of the sub-monoid COutk (φ) under the morphism (3.7) lies in the sub-
monoid of C(K) of classes of normal K-central rings as follows.
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Definition 3.5. (compare with [7]) AK-central ringR is normal, or invariant, with
respect to an action φ ∈ Hom(G,Autk(K)) if for every g ∈ G the K-automorphism
φ(g) is extendable to R (see Definition 2.2).
The set of isomorphism classes of φ-normal K-central rings is a sub-monoid
denoted by Cφ(K) < C(K). We have
Lemma 3.6. With the notation (3.7)
(3.11) Ψφ(C
Out
k (φ)) ⊆ C
φ(K).
Proof. Let Φ ∈ Hom(G,Outk(R)) be any collective character such that [Φ]eq ∈
COutk (φ). In particular, Φ is of type φ, that is hR(Φ)(g) = φ(g) for every g ∈
G. Then any automorphism η ∈Autk(R) with η·Inn(R) = Φ(g) ∈Outk(R) is an
extension of φ(g) to an R-automorphism (see (2.5)). Hence R is φ-normal and so
[R] = Ψφ([Φ]eq) ∈ C
φ(K). 
4. Clifford system extensions
A k-algebra A is strongly G-graded if it admits an additive decomposition
(4.1) A = ⊕g∈GAg
such that AgAh = Agh for every g, h ∈ G. This multiplicative condition yields that
the trivial homogeneous component Ae is in particular a subalgebra of A called
the base algebra. Moreover, every homogeneous component Ag is an invertible Ae-
bimodule and (4.1) describes a decomposition of A as a direct sum of Ae-bimodules.
A strongly G-graded k-algebra (4.1) is a crossed product if there exists a unit ug ∈
(Ag)
∗ for every g ∈ G. A crossed product is written as
Ae ∗G :=
⊕
g∈G
Ae · ug =
⊕
g∈G
ug ·Ae.
When the base algebra of a crossed product k-algebra is exactly K then this crossed
product
⊕
g∈G SpanK{ug} is determined by a G-action φ ∈ Hom(G,Autk(K)) on
K given by the conjugation φ(g) : x 7→ ugxu
−1
g and a two-place function
α :
G×G → K∗
(g, h) 7→ uguhu
−1
gh
.
The associativity of this crossed product, which we denote by KαφG, implies that α
is a 2-cocycle, that is α ∈ Z2(G,K∗φ), where the G-module structure of K
∗ is via
the action φ. When α = 1 ∈ Z2(G,K∗φ) is the trivial cocycle, the corresponding
crossed product is called a skew group algebra.
There are few equivalence relations on graded algebras. Let us mention two
of them. A graded isomorphism (see, e.g., [8, Definition 2.3]) between (4.1) and
another strongly G-graded k-algebra A′ = ⊕g∈GA
′
g is a k-algebra isomorphism
ψ : A → A′ such that ψ(Ag) = A
′
g for every g ∈ G. A graded isomorphism takes
homogeneous units to homogeneous units of the same degree, hence a graded class
of a crossed product consists solely of crossed products. The second equivalence
relation, whose origins are in [5], refines the graded isomorphism relation as follows.
Definition 4.1. [3, Definition 2.1] Let R be a k-algebra and let G be a group. A
G-graded k-Clifford system extension of R is a pair (A, j) where A is a strongly
G-graded k-algebra (4.1) and j : R →֒ A is a k-algebra embedding with j(R) = Ae.
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Two G-graded Clifford system extensions (A, j) and (A′, j′) of R are equivalent if
there exists a graded isomorphism ψ : A→ A′ such that ψ ◦ j = j′.
Let Cliffk(G,R) denote the set of equivalence classes of G-graded Clifford system
extensions of a k-algebra R (see [3, (1)]). For short, we denote the equivalence class
of a pair (A, j) just by [A].
Every strongly graded algebra (4.1) admits an associated GCC [3, (2)] which
assigns the invertible class [Ag] ∈Pick(Ae) to a group element g ∈ G. Clearly,
graded isomorphic algebras, and hence also equivalent Clifford system extensions,
admit the same associated GCC. That is, there is a well-defined map
χR :
Cliffk(G,R) → Hom(G,Pick(R))
χR[A] : g 7→ [Ag]
.(4.2)
Crossed products are characterized by the GCC map (4.2).
Lemma 4.2. (see [3, §3]) A strongly graded algebra (4.1) is a crossed product if
and only if its associated GCC is a collective character.
For a commutative k-algebra K, let Cliffk(G, C(K)) denote the set of equiva-
lence classes of G-graded k-Clifford system extensions of the K-central algebras (of
cardinality bounded by κ). Then the map (4.2) yields, in turn, a well-defined GCC
map to the set (3.1) of GCC equivariance classes
χ :
Cliffk(G, C(K)) → Ck(G,K)
χ([
⊕
g∈GAg]) : g 7→ [Ag]eq.
(4.3)
Crossed products over the base algebra K are characterized using (3.6) and (4.3)
as follows.
Lemma 4.3. A strongly G-graded k-algebra (4.1) is graded isomorphic to KαφG for
some α ∈ Z2(G,K∗) iff [A] ∈Cliffk(G,K) and χ[A] = [1φ]eq.
Fix φ ∈ Hom(G,Autk(K)). With the notations (3.3) and (4.3) let
Cliffk(φ) := χ
−1(Ck(φ)) ⊆ Cliffk(G, C(K)).
A Clifford system extension class in Cliffk(φ) is said to be of type φ. A product in
Cliffk(φ) can be defined as follows Two strongly G-graded k-algebras
A =
⊕
g∈G
Ag, A
′ =
⊕
g∈G
A′g
with [A], [A′] ∈ Cliffk(φ) determine a new G-graded algebra
(4.4) A⊗φ A
′ =
⊕
g∈G
(A⊗φ A
′)g,
where the homogeneous components of the product are defined using (2.7)
(A⊗φ A
′)g := Ag ⊗φ(g) A
′
g,
and where the multiplication in A⊗φ A
′ is just the tensor product over k, i.e. for
ag ⊗k a
′
g ∈ (A⊗φ A
′)g and ah ⊗k a
′
h ∈ (A⊗φ A
′)h
(ag ⊗k a
′
g)(ah ⊗k a
′
h) := agah ⊗k a
′
ga
′
h.
It is not hard to verify that
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Lemma 4.4. With the above notation A ⊗φ A
′ is a G-graded k-Clifford system
extension of the K-central algebra Ae ⊗K A
′
e with [A⊗φ A
′] ∈ Cliffk(φ). Moreover,
Cliffk(φ)× Cliffk(φ) → Cliffk(φ)
([A], [A′]) 7→ [A⊗φ A
′]
(4.5)
determines a well-defined abelian monoid structure on Cliffk(φ), whose identity is
the grading class of the corresponding skew group algebra K1φG.
Similarly to (3.8), the map (4.3) partitions
(4.6) Cliffk(G, C(K)) =
⊔
φ∈Hom(G,Autk(K))
Cliffk(φ)
as a disjoint union of monoids with respect to the type of their members.
Lemma 4.5. The restriction
(4.7) χφ : Cliffk(φ)→ Ck(φ).
of the map χ (4.3) to Cliffk(φ) is a morphism of abelian monoids for every φ ∈
Hom(G,Autk(K)).
Proof. By direct computation. 
By Lemma 4.2, the classes of crossed products in Cliffk(φ) are exactly those
classes which are mapped under (4.3) to the collective characters equivariance
classes COutk (φ) (see (3.10)). They form a sub-monoid, which we denote by
(4.8) Extk(φ) := χ
−1(COutk (φ)) < Cliffk(φ).
Note that with the notations (4.8) and (4.7) we have
(4.9) χφ(Extk(φ)) ⊆ C
Out
k (φ).
Let R ∗ G =
⊕
g∈GR · ug be crossed product with [R ∗ G] ∈ Extk(φ). Then
conjugations by the invertible homogeneous elements {ug}g∈G yield an extension
of the G-action φ to R. We record this observation for the sequel as follows.
Lemma 4.6. Let φ ∈ Hom(G,Autk(K)). Then Ψφ ◦ χφ([R ∗ G]) = [R] for every
[R ∗G] ∈ Extk(φ). In this case, the K-central algebra R is particularly φ-normal.
Proof. This is a consequence of Lemma 3.6 and equation (4.9). 
It is not hard to verify that the family of equivalence classes in Cliffk(φ) of
G-graded Clifford extensions of K itself is a sub-monoid
(4.10) Cliffk(φ) ∩ Cliffk(G,K) < Cliffk(φ).
With the notation (3.9) we have
(4.11) χφ(Cliffk(φ) ∩ Cliffk(G,K)) ⊆ Ck(φ,K).
Notice that the invertible elements in Cliffk(φ) lie in this sub-monoid, that is
Cliffk(φ)
∗ ⊆ Cliffk(φ) ∩ Cliffk(G,K).
Lemma 4.7. Let φ ∈ Hom(G,Autk(K)). Then
(1) [KαφG ⊗φ K
β
φG] = [K
αβ
φ G] for every α, β ∈ Z
2(G,K∗φ). In particular,
[KαφG] ∈ Cliffk(φ)
∗ for every α ∈ Z2(G,K∗φ).
(2) [KαφG] = [K
β
φG] ∈ Cliffk(G,K) iff [α] = [β] ∈ H
2(G,K∗φ).
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Proof. Let
KαφG =
⊕
g∈G
SpanK{ug}, K
β
φG =
⊕
g∈G
SpanK{vg}, and K
αβ
φ G =
⊕
g∈G
SpanK{wg}.
It is not hard to check that the K-linear map determined by ug ⊗k vg 7→ wg is an
equivalence of G-graded Clifford K-extensions proving the first claim of the lemma.
As for the second claim, note that two classes [A1], [A2] ∈ Cliffk(G,K) are equal
iff there exists a graded isomorphism ψ : A1 → A2 such that ψ|K =IdK . A
straightforward computation shows that the following two conditions are equivalent:
(a) There exists a subset {λg}g∈G ⊂ K
∗ such that K-linear map ψ : KαφG→ K
β
φG
determined by ug 7→ λgvg is multiplicative.
(b) There exists a subset {λg}g∈G ⊂ K
∗ such that
α(g, h) = λgφ(g)(λh)λ
−1
gh β(g, h), ∀g, h ∈ G.
Condition (a) is the existence of an equivalence ψ of G-graded Clifford system K-
extensions between KαφG and K
β
φG, whereas (b) is the cohomology equivalence of
the 2-cocycles α, β ∈ Z2(G,K∗φ). 
Lemma 4.7 yields
Lemma 4.8. Let φ ∈ Hom(G,Autk(K)). Then
Σφ :
H2(G,K∗φ) → Cliffk(φ)
∗
[α] 7→ [KαφG]
(4.12)
determines a well-defined injective morphism of abelian groups.
Remark 4.9. Compare (4.12) to the Crossed Product Construction [1] which em-
beds H2(G,K∗φ) in the monoid of all isomorphism classes of K/k algebras with the
Sweedler multiplication [12].
Let φ ∈ Hom(G,Autk(K)), by Lemma 4.3 we have
Lemma 4.10. With the notations of (4.7) and (4.12)
(4.13) Ker(χφ) = Im(Σφ).
4.1. Realizability. The map (4.2) yields the following notion of realizable GCC’s.
Definition 4.11. (see [3, §2]) A GCC Φ ∈ Hom(G,Pick(R)) is realizable if it lies
in the image of χR.
The definitions of the maps (4.3) and (4.7) immediately yield equivalent condi-
tions for realizability, recorded here for late use.
Lemma 4.12. Given [Φ]eq ∈ Ck(φ), the following are equivalent.
(1) [Φ]eq ∈Im(χφ).
(2) [Φ]eq ∈Im(χ).
(3) There exist [R] ∈ C(K) and a GCC Φ ∈Hom(G,Pick(R)) in the equivari-
ance class [Φ]eq such that Φ is realizable.
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4.2. Twisted graded algebras. For any α ∈ Z2(G,K∗φ) and a strongly G-graded
k-algebra (4.1) of type φ write
(4.14) α(A) := KαφG⊗φ A.
The G-graded algebra α(A) can be regarded as a twisted graded algebra.
We can think of H2(G,K∗φ) as acting on Cliffk(φ) via the twisting
(4.15) [α]([A]) := [α(A)] = [KαφG⊗φ A]
for every [α] ∈ H2(G,K∗φ) and [A] ∈ Cliffk(φ). The base algebra (K
α
φG ⊗φ A)e
is isomorphic to Ae. In particular, for every [R] ∈ C(K), the cohomology group
H2(G,K∗φ) acts by twistings on the set χ
−1
R (φ) = Cliffk(φ) ∩ Cliffk(G,R).
5. The obstruction map
Let [R] ∈ C(K) and φ ∈ Hom(G,Autk(K)). Every GCC Φ ∈Hom(G,Pick(R))
of type φ (that is hR(Φ) = φ) determines an obstruction cohomology class T (Φ) ∈
H3(G,K∗φ). Here is the description of [3, §3], adapted to our context.
In each isomorphism class Φ(σ) ∈ Pick(R) (σ ∈ G), choose an invertible R-
bimodule Pσ selecting Pe = R. Since Φ is a homomorphism, the bimodules Pσ⊗RPτ
and Pστ must be isomorphic for each pair σ, τ ∈ G. Then we can select bimodule
isomorphisms
Γσ,τ : Pσ ⊗R Pτ → Pστ
with
(5.1) Γσ,e(pσ⊗R r) = pσ · r and Γe,σ(r⊗R pσ) = r ⋆ pσ, r ∈ R = Pe, pσ ∈ Pσ.
By [3, Lemma 3.1], for every σ, τ, γ ∈ G there exists a unique element TΦσ,τ,γ ∈ K
∗
such that for every pσ ∈ Pσ, pτ ∈ Pτ and pγ ∈ Pγ
(5.2) Γστ,γ(Γσ,τ (pσ ⊗R pτ )⊗R pγ) = T
Φ
σ,τ,γ ⋆ Γσ,τγ(pσ ⊗R Γτ,γ(pτ ⊗R pγ)) ∈ Pστγ .
Theorem 5.1. (Cegarra and Garzo´n [3])
(1) The cochain TΦ : G3 → K∗ is a 3-cocycle with coefficients in the G-module
K∗φ, where φ := hR(Φ) ∈ Hom(G,Autk(K)).
(2) Other choices of bimodule isomorphisms {Γσ,τ}σ,τ∈G and of R-bimodules
{Pσ}σ∈G leave the cohomology class T (Φ) := [T
Φ] ∈ H3(G,K∗φ) unaltered.
(3) A GCC Φ ∈Hom(G,Pick(R)) is realizable (§4.1) if and only if T (Φ) = 0 ∈
H3(G,K∗φ).
Back to our definition of the monoid Ck(φ) we have
Lemma 5.2. The correspondence
Tφ :
Ck(φ) → H
3(G,K∗φ)
[Φ]eq 7→ T (Φ)
(5.3)
determines a well-defined homomorphism of monoids.
Proof. The proof has two parts: (a) Tφ is well-defined. (b) Tφ is a morphism
of monoids. (a) We first show that Tφ is independent of the choice of equivari-
ant GCC’s. Let Φ ∈Hom(G,Pick(R)) be a GCC with choices of {Γσ,τ}σ,τ∈G and
{Pσ}σ∈G as above. Let Φ
′ ∈Hom(G,Pick(R
′)) be a GCC which is equivariant to
Φ ∈Hom(G,Pick(R)), with corresponding {P
′
σ}σ∈G (the isomorphisms {Γ
′
σ,τ}σ,τ∈G
will be defined in (5.5)). By Definition 3.1 there exists a K-algebra isomorphism
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ψ : R → R′ and bijections ϕσ : Pσ → P
′
σ for every σ ∈ G with ϕe = ψ, such that
for every r ∈ R, pσ ∈ Pσ, and σ ∈ G
(5.4) ϕσ(pσ · r) = ϕσ(pσ) · ψ(r) and ϕσ(r ⋆ pσ) = ψ(r) ⋆ ϕσ(pσ).
Then it is not hard to check that
Γ′σ,τ :
P ′σ ⊗R′ P
′
τ → P
′
στ
p′σ ⊗R′ p
′
τ 7→ ϕστ (Γσ,τ (ϕ
−1
σ (p
′
σ)⊗R ϕ
−1
τ (p
′
τ )))
(5.5)
are R′-bimodule isomorphisms for every σ, τ ∈ G, satisfying the demands (5.1)
on Γ′σ,e and Γ
′
e,σ. We now show that with these choices, the 3-cocycles which
correspond to Φ and Φ′ are the same. As in (5.2), TΦ
′
σ,τ,γ ∈ K
∗ is defined by the
equation
(5.6) Γ′στ,γ(Γ
′
σ,τ (p
′
σ⊗R′ p
′
τ )⊗R′ p
′
γ) = T
Φ′
σ,τ,γ ⋆Γ
′
σ,τγ(p
′
σ⊗R′ Γ
′
τ,γ(p
′
τ ⊗R′ p
′
γ)) ∈ P
′
στγ ,
where p′σ ∈ P
′
σ, p
′
τ ∈ P
′
τ and p
′
γ ∈ P
′
γ . Apply the l.h.s. of (5.6) on p
′
σ⊗R′ p
′
τ ⊗R′ p
′
γ ∈
P ′σ ⊗R′ P
′
τ ⊗R′ P
′
γ using equations (5.2), (5.4) and (5.5), keeping in mind that
ψ : R→ R′ fixes elements of K.
Γ′στ,γ(Γ
′
σ,τ (p
′
σ ⊗R′ p
′
τ )⊗R′ p
′
γ) = ϕστγ(Γστ,γ(ϕ
−1
στ (Γ
′
σ,τ (p
′
σ ⊗R′ p
′
τ ))⊗R ϕ
−1
γ (p
′
γ))) =
ϕστγ(Γστ,γ(Γσ,τ (ϕ
−1
σ (p
′
σ)⊗R ϕ
−1
τ (p
′
τ ))⊗R ϕ
−1
γ (p
′
γ))) =
ϕστγ(T
Φ
σ,τ,γ ⋆ Γσ,τγ(ϕ
−1
σ (p
′
σ)⊗R Γτ,γ(ϕ
−1
τ (p
′
τ )⊗R ϕ
−1
γ (p
′
γ)))) =
ψ(TΦσ,τ,γ) ⋆ ϕστγ(Γσ,τγ(ϕ
−1
σ (p
′
σ)⊗R Γτ,γ(ϕ
−1
τ (p
′
τ )⊗R ϕ
−1
γ (p
′
γ)))) =
TΦσ,τ,γ ⋆ ϕστγ(Γσ,τγ(ϕ
−1
σ (p
′
σ)⊗R ϕ
−1
τγ (Γ
′
τ,γ(p
′
τ ⊗R′ p
′
γ)))) = T
Φ
σ,τ,γ ⋆ Γ
′
σ,τγ(p
′
σ ⊗R′ Γ
′
τ,γ(p
′
τ ⊗R′ p
′
γ)),
which should be equal to the r.h.s. of (5.6), and so TΦσ,τ,γ = T
Φ′
σ,τ,γ for every
σ, τ, γ ∈ G. Consequently, the map Tφ does not depend on the GCC’s in their
equivariance classes [Φ]eq ∈ Ck(φ). This proves that Tφ is well-defined.
(b) We next show that Tφ is multiplicative. Let [R], [R
′] ∈ C(K) (not necessarily
the same classes), and let Φ ∈Hom(G,Pick(R)) and Φ
′ ∈Hom(G,Pick(R
′)) be two
GCC’s such that [Φ]eq, [Φ
′]eq ∈ Ck(φ). Choose {Γσ,τ}σ,τ∈G, {Pσ}σ∈G, {Γ
′
σ,τ}σ,τ∈G
and {P ′σ}σ∈G respectively as above and denote, for short,
Φ˜ := Φ⊗φ Φ
′, R˜ := R⊗K R
′, P˜σ := Pσ ⊗φ(σ) P
′
σ, ∀σ ∈ G.
Then it is not hard to check that
Γ˜σ,τ :
P˜σ ⊗R˜ P˜τ → P˜στ
(pσ ⊗k p
′
σ)⊗R˜ (pτ ⊗k p
′
τ ) 7→ Γσ,τ (pσ ⊗R pτ )⊗k Γ
′
σ,τ (p
′
σ ⊗R′ p
′
τ )
are R˜-bimodule isomorphisms for every σ, τ ∈ G. Note that by equation (2.7)
R⊗φ(e) R
′ = R⊗K R
′ = R˜, hence the demands (5.1) on Γ˜σ,e and Γ˜e,σ are satisfied.
As in (5.2), T Φ˜σ,τ,γ ∈ K
∗ is defined by the equation
(5.7) Γ˜στ,γ(Γ˜σ,τ (p˜σ ⊗R˜ p˜τ )⊗R˜ p˜γ) = T
Φ˜
σ,τ,γ ⋆ Γ˜σ,τγ(p˜σ ⊗R˜ Γ˜τ,γ(p˜τ ⊗R˜ p˜γ)) ∈ P˜στγ ,
where p˜σ ∈ P˜σ, p˜τ ∈ P˜τ and p˜γ ∈ P˜γ . Apply the l.h.s. of (5.7) on
(5.8) (pσ ⊗k p
′
σ)⊗R˜ (pτ ⊗k p
′
τ )⊗R˜ (pγ ⊗k p
′
γ) ∈ P˜σ ⊗R˜ P˜τ ⊗R˜ P˜γ .
Γ˜στ,γ(Γ˜σ,τ ((pσ ⊗k p
′
σ)⊗R˜ (pτ ⊗k p
′
τ ))⊗R˜ (pγ ⊗k p
′
γ)) =
Γ˜στ,γ((Γσ,τ (pσ ⊗R pτ )⊗k Γ
′
σ,τ (p
′
σ ⊗R′ p
′
τ ))⊗R˜ (pγ ⊗k p
′
γ)) =
Γστ,γ(Γσ,τ (pσ ⊗R pτ )⊗R pγ)⊗k Γ
′
στ,γ(Γ
′
σ,τ (p
′
σ ⊗R′ p
′
τ )⊗R′ p
′
γ) = · · ·
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At this point we can plug the obstruction cocycles TΦσ,τ,γ, T
Φ′
σ,τ,γ as follows
· · · = TΦσ,τ,γ ⋆ Γσ,τγ(pσ ⊗R Γτ,γ(pτ ⊗R pγ))⊗k T
Φ′
σ,τ,γ ⋆ Γ
′
σ,τγ(p
′
σ ⊗R′ Γ
′
τ,γ(p
′
τ ⊗R′ p
′
γ)) · · ·
Equation (2.8) tells us how to pull out scalars
· · · = (TΦσ,τ,γ ⊗K T
Φ′
σ,τ,γ) ⋆ (Γσ,τγ(pσ ⊗R Γτ,γ(pτ ⊗R pγ))⊗k Γ
′
σ,τγ(p
′
σ ⊗R′ Γ
′
τ,γ(p
′
τ ⊗R′ p
′
γ))) =
(TΦσ,τ,γ ⊗K T
Φ′
σ,τ,γ) ⋆ Γ˜σ,τγ((pσ ⊗k p
′
σ)⊗R˜ (Γτ,γ(pτ ⊗R pγ)⊗k Γ
′
τ,γ(p
′
τ ⊗R′ p
′
γ))) =
(TΦσ,τ,γ ⊗K T
Φ′
σ,τ,γ) ⋆ Γ˜σ,τγ((pσ ⊗k p
′
σ)⊗R˜ Γ˜τ,γ((pτ ⊗k p
′
τ )⊗R˜ (pγ ⊗k p
′
γ))),
which should be equal to the r.h.s. of (5.7) applied on (5.8). Consequently,
T Φ˜σ,τ,γ = T
Φ
σ,τ,γ ⊗K T
Φ′
σ,τ,γ, ∀σ, τ, γ ∈ G.
Identifying K ⊗K K with K we obtain that
(5.9) T (Φ⊗φ Φ
′) = T (Φ˜) = T (Φ) · T (Φ′) ∈ H3(G,K∗).
By (5.9) we obtain Tφ([Φ]eq ◦ [Φ
′]eq) = Tφ([Φ]eq) · Tφ([Φ
′]eq), hence Tφ is a monoid
homomorphism. 
The following is another way to write the fact that Tφ is well-defined on GCC
representatives. It is recorded for a later use.
Corollary 5.3. Let [Φ]eq ∈ Ck(φ). Then [Φ]eq ∈Ker(Tφ) if and only if there exist
[R] ∈ C(K) and a GCC Φ ∈Hom(G,Pick(R)) in the equivariance class [Φ]eq such
that T (Φ) = 0 ∈ H3(G,K∗φ).
The obstruction theory for group extensions with non-abelian kernel is sim-
ilar to the theory of Clifford system extensions. It was introduced much ear-
lier by S. Eilenberg and S. MacLane in [6]. The group-theoretical obstruction
and the homomorphism (5.3) are strongly related. Note that any outer G-action
Φ ∈ Hom(G,Out(R)) on a ring R naturally gives rise to an outer G-action Φ′ ∈
Hom(G,Out(R∗)) on the group of R-units. Then
Lemma 5.4. (see [7, Theorem 15.2]) With the notation of [6, §7],
T (Φ) = F3(R
∗,Φ′) ∈ H3(G,Z(R)∗).
Proof. By direct computation. 
The following result is analogous to [6, Lemma 9.1] for integral domains.
Theorem 5.5. Let [α] ∈ H3(G,K∗φ), where φ ∈ Hom(G,Autk(K)) is any action of
a group G on an integral domain K. Then there exist [R] ∈ C(K) and a collective
character Φ ∈Hom(G,Outk(R)) of type φ such that T (Φ) = [α]. Consequently, the
homomorphism COutk (φ)
Tφ
→ H3(G,K∗φ) is surjective.
Proof. In [6, §9], Eilenberg and MacLane construct the following group, which is
denoted here by H . If |G| > 2 then H is the free (non-abelian) group on the set of
generators (G \ {1})2. If G = Z/2 then H is the semidirect product of the infinite
cyclic group 〈w〉 acting on the free abelian group TZ on the generators {pi}i∈Z by
w(
∏
i
pjii ) :=
∏
i
pjii+2,
∏
i
pjii ∈ T
Z.
Clearly, in both cases H has a trivial center, and hence the center of K∗ × H is
exactly K∗. We claim that the group H is ordered. For the case G 6= Z/2 the claim
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follows from [13, Lemma 3] for free groups. In case G = Z/2, we first define for
every nontrivial element in TZ
m(
∏
i
pjii ) := jn, where n := max{i|ji 6= 0}.
Next, order the group TZ by naturally defining the positive cone
(TZ)+ :=
{
1 6= x ∈ TZ | m(x) > 0
}
,
and setting
x > y if xy−1 ∈ (TZ)+, x, y ∈ TZ.
Then for every x > y in TZ and every i ∈ Z, we have wi(x) > wi(y). We can hence
order H by
xwj > ywi if {j > i} or {i = j and x > y}, xwj , ywi ∈ H.
Now, let R := KH be the group ring of the ordered group H over the integral
domainK. SinceH has a trivial center we deduce thatR isK-central. Furthermore,
by [11, Lemmas 1.7 and 1.9 ii], R has only trivial units, that is R∗ = K∗×H . This
observation evidently yields the following claim.
Lemma 5.6. With the above notation, let η ∈ Aut(K) and ψ ∈ Aut(R∗) be au-
tomorphisms of the integral domain K and of the group of units of R = KH
respectively. Suppose that η and ψ agree on the group of units K∗ of K. Then
η ⋄ ψ :
R → R∑
i αi · hi 7→
∑
i η(αi) · ψ(hi)
determines a well-defined automorphism of R which extends both η and ψ.
Returning to the proof of the theorem, let φ′ ∈ Hom(G,Aut(K∗)) denote the
restriction of the G-action φ to the units of K. The group H comes here to fruition.
By [6, §9] there exists an outer action Φ′ ∈Hom(G,Out(K∗×H)) which restricts to
φ′ on the centerK∗ of the groupK∗×H , such that the group theoretical obstruction
(5.10) F3(R
∗,Φ′) = [α].
For every g ∈ G let η′g ∈ Aut(R
∗) be a representative such that η′g · Inn(R) = Φ
′(g).
Then by Lemma 5.6,
φ(g) ⋄ η′g ∈ Autk(R)
is an automorphism of R which extends both φ(g) and η′g. Finally,
Φ :
G → Outk(R)
g 7→ (φ(g) ⋄ η′g) · Inn(R)
is an outer action with hR(Φ) = φ which, by Lemma 5.4 and (5.10), satisfies
T (Φ) = F3(R
∗,Φ′) = [α].

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6. The realization-obstruction sequences
We can now prove our main theorem.
Proof. The maps Σφ, χφ and Tφ are morphisms of monoids due to Lemmas 4.8, 4.5
and 5.2 respectively. Lemmas 4.8 and 4.10 are responsible for the exactness of (1.1)
in the terms H2(G,K∗φ) and Cliffk(φ) respectively. Exactness in Ck(φ) is essentially
Theorem 5.1(3); in order to adjust this result to equivariant classes, combine it with
Lemma 4.12 and Corollary 5.3. The second part of the theorem follows from the
partition (4.6). Finally, Theorem 5.5 yields the result about integral domains. 
The sub-monoid (4.10) of G-graded Clifford system extensions of type φ of K
itself appears in an exact sequence of sub-monoids of (1.1) using equation (4.11).
(6.1) 0→ H2(G,K∗φ)
Σφ
→ Cliffk(φ) ∩ Cliffk(G,K)
χφ
→ Ck(φ,K)
Tφ
→ H3(G,K∗φ).
Notice that when φ is trivial, then equation (6.1) describes the central G-graded
Clifford system extensions of the commutative ring K (compare with [4, (39)]).
Another exact sequence of sub-monoids of (1.1) represents the obstruction to
realizing collective characters by crossed products using (4.9)
(6.2) 0→ H2(G,K∗φ)
Σφ
→ Extk(φ)
χφ
→ COutk (φ)
Tφ
→ H3(G,K∗φ).
Similarly to the above, when K is an integral domain then by Theorem 5.5 the
sequence (6.2) terminates, that is
0→ H2(G,K∗φ)
Σφ
→ Extk(φ)
χφ
→ COutk (φ)
Tφ
→ H3(G,K∗φ)→ 0.
7. Central simple algebras
The objective of this section is to present the well-known Brauer theoretical
restriction-obstruction exact group sequence (see (7.12)) as an image of an exact
sequence (7.1) of sub-monoids of the above sequence (6.2). This implementation is
given in Theorem 7.7. We first need the following
Lemma 7.1. Let [P ] ∈Pic(R), where R is a simple ring. Then there exists η ∈
Aut(R) such that P is isomorphic to Rη,1 as an R-bimodule.
Proof. Since R is simple, invertibility of P as an R-bimodule implies that it is
isomorphic to a free R-module of rank 1 as left and right module. By a suitable
isomorphism of R-bimodules we can identify P with R itself, acted from the right
by multiplication, and from the left using the notation ⋆. Under this identification,
define η :
R → R
r 7→ r ⋆ 1
. For every r1, r2 ∈ R we have
η(r1r2) = (r1r2)⋆1 = r1⋆(r2⋆1) = r1⋆η(r2) = r1⋆(1·η(r2)) = (r1⋆1)·η(r2) = η(r1)η(r2),
and therefore η is a ring endomorphism (additivity is clear). Since R is simple then
the nonzero endomorphism η (notice that η(1) = 1) is in Aut(R). Moreover, for
every r, s ∈ R
r ⋆ s = r ⋆ (1 · s) = (r ⋆ 1) · s = η(r1) · s.
By (2.3) the R-bimodule structure is the same as that of Rη,1. 
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As from this point, K will be assumed to be a field. Recall that a K-central
simple algebra is a simple algebra R which is finite-dimensional over Z(R) = K. It
is well-known that the tensor product over K of K-central simple algebras is again
K-central simple. Consequently, the K-isomorphism classes of K-central simple
algebras form a sub-monoid CS(K) < C(K).
Lemma 7.2. Let [R] ∈ CS(K). Then
(1) For every subalgebra K ′ ⊆ K, the embedding ιR :OutK′(R) →֒PicK′ (R)
(see (2.4)) is surjective.
(2) The morphism hR : Pick(R)→ Autk(K) (see (2.2)) is injective.
(3) (see [10, Theorem 3.3.1] for a more general setup) Strongly graded algebras
admitting a K-central simple base algebra are crossed products.
Proof. Let [P ] ∈PicK′(R). By Lemma 7.1, P is isomorphic as an R-bimodule to
Rη,1 for some η ∈ Aut(R). Since the left and right K
′-actions on P agree, then
η ∈ AutK′(R), and so
[P ] = [Rη,1] = ιR(η · Inn(R)) ∈ ιR(OutK′(K))
proving (1). In particular, putting K ′ = K, we obtain that PicK(R) ∼=OutK(R),
which is trivial by the Noether-Skolem Theorem. Exactness of the sequence (2.1)
establishes (2). Finally, by Lemma 7.2(1), GCC’s over K-central simple base alge-
bras are just collective characters. Applying Lemma 4.2 we deduce (3). 
As before, let φ ∈ Hom(G,Autk(K)), where G is any group. Since CS(K) is
closed under the C(K)-product, there is an exact sequence of sub-monoids of (6.2)
(7.1) 0→ H2(G,K∗φ)
Σφ
→ Extk(φ, CS)
χφ
→ COutk (φ, CS)
Tφ
→ H3(G,K∗φ),
where
(7.2) Extk(φ, CS) := {[R ∗G] ∈ Extk(φ)| [R] ∈ CS(K)}
and
(7.3) COutk (φ, CS) :=
{
[Φ]eq ∈ C
Out
k (φ)| Φ ∈ Hom(G,Outk(R)), [R] ∈ CS(K)
}
.
The term (7.3) in the sequence (7.1) can be interpreted using the generalized notion
of normality (see Definition 3.5) as follows. Let
CSφ(K) := Cφ(K) ∩ CS(K)
be the set of isomorphism classes of φ-normal K-central simple algebras. As an
intersection of two sub-monoids, CSφ(K) is itself a sub-monoid of C(K).
Lemma 7.3. The morphism (3.7) determines an isomorphism of abelian monoids
(7.4) Ψφ : C
Out
k (φ, CS)
∼=
−→ CSφ(K).
Proof. Clearly, Ψφ(C
Out
k (φ, CS)) ⊆ CS(K). Additionally, by Lemma 3.6,
Ψφ(C
Out
k (φ, CS)) ⊆ Ψφ(C
Out
k (φ)) ⊆ C
φ(K),
and so by definition Ψφ(C
Out
k (φ, CS)) ⊆ CS
φ(K). The rest of the proof shows the
bijectivity of (7.4).
Injectivity of (7.4). Let Φ ∈ Hom(G,Outk(R)) and Φ
′ ∈ Hom(G,Outk(R
′))
be collective characters such that [Φ]eq, [Φ
′]eq ∈ C
Out
k (φ, CS), that is
(7.5) h([Φ]eq) = h([Φ
′]eq) = φ.
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Assume. additionally that
(7.6) Ψφ([Φ]eq) = Ψφ([Φ
′]eq) ∈ CS
φ(K).
We need to show that these two collective characters are equivariant. Equation
(7.6) says that there exists a K-algebra isomorphism ψ : R → R′. We claim that
the outer automorphisms Φ(g) and Φ′(g) are ψ-equivariant for every g ∈ G (see
Definition 3.1). Indeed, let
η = η(g) ∈ Autk(R), η
′ = η′(g) ∈ Autk(R
′), g ∈ G
such that η·Inn(R) = Φ(g) and η′·Inn(R′) = Φ′(g). By (7.5), both automorphisms
restrict to φ over their center, i.e.
(7.7) η|K = η
′|K = φ.
Now, by (7.7) the rule
r 7→ ψ−1η′−1ψη(r), r ∈ R
determines a K-automorphism of R, and is thus inner owing to the Noether-Skolem
Theorem. Consequently, there exists a unit x ∈ R∗ such that
(7.8) ψηιx = η
′ψ ∈ HomK(R,R
′),
where ιx ∈ Inn(R) denotes the conjugation by x in R. Bearing in mind that
ηιx·Inn(R) = η·Inn(R) = Φ(g), define
ϕ :
Rηιx,1 → R
′
η′,1
s 7→ ψ(s)
,(7.9)
thinking of s ∈ Rηιx,1 as lying in R. We show that (7.9) is a ψ-equivariance map.
Let r ∈ R and s ∈ Rηιx,1. Firstly, for right action
ϕ(s · r) = ϕ(sr) = ψ(sr) = ψ(s)ψ(r) = ϕ(s) · ψ(r).
Next, for left action we use (2.3)
ϕ(r ⋆ s) = ϕ(ηιx(r)s) = ψ(ηιx(r)s) = ψ(ηιx(r))ψ(s) = ψηιx(r) · ϕ(s) = · · ·
Apply (7.8) and (2.3) again to obtain
· · · = η′(ψ(r)) · ϕ(s) = ψ(r) ⋆ ϕ(s),
and so ϕ satisfies the equivariance condition (Definition 2.4). This says that Rηιx,1
and R′η′,1 are ψ-equivariant. Since this ψ-equivariance holds for every g ∈ G, we
deduce that [Φ]eq = [Φ
′]eq. Therefore (7.4) is injective.
Surjectivity of (7.4). We need to find a pre-image under Ψφ for any φ-normal
K-central simple algebra R. Indeed, by the φ-normality property of R, the K-
automorphisms φ(g) can be extended to R-automorphisms η(g) for every g ∈ G.
By definition, φ(g) lies in the image of (2.5) for every g ∈ G. Let η(g) be any
pre-image of φ(g) under (2.5), and let
Φ :=
G → Outk(R)
g 7→ η(g) · Inn(R).
(7.10)
Then Φ extends φ, that is
(7.11) φ = hR ◦ Φ.
Note that existence of a map (7.10) which extends φ stems from the normality
property of R, independently of the simplicity of this K-central algebra. How-
ever, in general (7.10) is not a collective character. When the φ-normal K-central
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algebra R is simple, then the group morphism hR is injective (Lemma 7.2(2)). To-
gether with (7.11), and the fact that φ is a group morphism as well we obtain that
Φ ∈Hom(G,Outk(R)). Hence [Φ]eq ∈ C
Out
k (φ, CS), and we found a pre-image of
[R] ∈ CSφ(K) under the morphism Ψφ. 
Notation 7.4. We denote the Brauer similarity relation in CS(K) (see [9, Page
93]) by ∼Br, and write the Brauer group of K as
Br(K) = CS(K) /∼Br .
A K-central simple algebra which is Brauer similar to a φ-normal algebra is itself
φ-normal [7, Theorem 5.4]. There is a map T : Brφ(K) → H3(G,K∗φ) from the
subgroup Brφ(K) <Br(K) of φ-normal similarity classes in the Brauer group of K
(see [7, §6] for a Galois action φ), which is essentially the map Tφ. Here is a more
precise formulation without a proof.
Lemma 7.5. Let R be a φ-normal K-central simple algebra. Then with the above
notation
T ([R]Br) = Tφ(Ψ
−1
φ [R]) ∈ H
3(G,K∗φ).
From here onwards, suppose that G is finite, and that φ ∈ Hom(G,Autk(K)) is
a Galois action, that is φ is faithful with k = Kφ its fixed field. Recall the role of
crossed products in the Galois setting (see [9, §4.4]). Firstly, the corresponding skew
group algebra KφG is isomorphic to an algebra of matrices over k. Furthermore,
the subgroup of Br(k) of Brauer similarity classes of central k-simple algebras that
are split by K is isomorphic to H2(G,K∗φ) and are represented by the crossed
products KαφG, where [α] runs over the cohomology classes in H
2(G,K∗φ). This is
summarized in the following exact sequence
(7.12) 0→ H2(G,K∗φ)→ Br(k)
reskK→ Brφ(K)
T
→ H3(G,K∗φ),
where the restriction map
reskK :
Br(k) → Br(K)
[A]Br(k) 7→ [A⊗k K]Br(K)
has its image of lying in the subgroup Brφ(K) <Br(K) of φ-normal classes.
Next, Lemma 7.6 herein interprets the term (7.2) in the sequence (7.1) in the
Galois setting.
Lemma 7.6. Let φ ∈ Hom(G,Autk(K)) be a Galois action, and let [R ∗ G] ∈
Extk(φ, CS). Then
(1) The crossed product R ∗G is k-central simple.
(2) The map
(7.13)
Extk(φ, CS) → Br(k)
[R ∗G] 7→ [R ∗G]Br(k)
is a well-defined surjective homomorphism of monoids.
(3) There is a K-algebra isomorphism K⊗kR∗G ∼= EndR(R∗G). In particular,
(7.14) reskK([R ∗G]Br(k)) = [R]Br(K).
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Proof. Simplicity of R ∗G = ⊕g∈GRug is proven using a standard argument saying
that if x is a nonzero element of shortest length in a two-sided R ∗G-ideal I, then
by faithfulness of the G-action on K = Z(R), x is of the form rug for some r ∈ R
and g ∈ G. Since R is itself simple it follows that I = R ∗ G. The faithfulness
property of φ also ascertains that a central element z ∈ Z(R ∗G) is in Rue. Since
z centralizes R it is actually in K, and since it is invariant under φ we deduce that
z ∈ k. Clearly, k lies in the center of R ∗G, and so Z(R ∗G) = k proving (1).
The fact that (7.13) is a well-defined homomorphism is straightforward. To prove
that it is surjective, we show that any k-central simple algebra A is Brauer similar
to a crossed product R∗G with [R∗G] ∈ Extk(φ, CS). Consider the tensor product
A⊗kKφG, where KφG =
⊕
g∈G SpanK{ug} is the skew group algebra with respect
to φ. This tensor product is a G-graded k-algebra admitting an invertible element
1⊗k ug in each homogeneous component. Hence, it is a crossed product R ∗G over
the K-central simple base algebra
R := A⊗k SpanK{ue}
∼= A⊗k K.
Moreover, the outer action of G on R is via the conjugation by the elements 1⊗kug,
therefore its restriction to the center K coincides with φ. Hence, we deduce that
[R ∗G] ∈ Extk(φ, CS). Since KφG is Brauer trivial, we have
A ∼Br A⊗k KφG = R ∗G,
proving the second claim of the lemma.
To prove the last part of the lemma, send t =
∑
g∈G xg ⊗k rgug ∈ K ⊗k R ∗G
to the endomorphism
ϕt : y 7→
∑
g∈G
xgyrgug, y ∈ R ∗G.
Then it is not hard to check that
K ⊗k R ∗G → EndR(R ∗G)
t 7→ ϕt
(7.15)
determines aK-algebra homomorphism. Moreover, for any nonzero t =
∑
g∈G xg⊗k
rgug ∈ K ⊗k R ∗ G, we have ϕt(1) =
∑
g∈G xgrgug 6= 0, hence (7.15) is injective,
and since
dimK(K ⊗k R ∗G) = dimK(EndR(R ∗G)) = |G|
2 · dimK(R),
(7.15) is an isomorphism as required. Finally, R ∗ G is free over R, and therefore
EndR(R ∗G) is a full ring of matrices over R. This says that EndR(R ∗G), and by
the isomorphism (7.15) also the scalar extension of R ∗G, are Brauer similar to R.
This verifies (7.14). 
We can now construct the following diagram, whose commutativity (Theorem
7.7) manifests the exact sequence (7.12) as an image of the exact sequence (7.1).
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0 H2(G,K∗φ) Extk(φ, CS) C
Out
k (φ, CS) H
3(G,K∗φ) (7.1)
0 H2(G,K∗φ) Br(k) Br
φ(K) H
3(G,K∗φ) (7.12)
CSφ(K)=⊛ =
Σφ χφ Tφ
res
k
K T
(7.4)
∼K
(7.13)
Theorem 7.7. Let φ ∈ Hom(G,Autk(K)) be a Galois action. Then the diagram
⊛ is commutative.
Proof. Commutativity of the right square is just Lemma 7.5. Next, by Lemma 4.6
and equation (7.14) we obtain that
[Ψφ ◦ χφ[R ∗G]]Br(K) = [R]Br(K) = res
k
K([R ∗G]Br(k))
for every [R∗G] ∈ Extk(φ, CS), proving commutativity of the central square. Com-
mutativity of the left square is clear. 
Acknowledgement. The author is indebted to E. Aljadeff for suggesting Theorem
5.5, and to D. Blanc and O. Schnabel for valuable discussions.
References
[1] E. Aljadeff and S. Rosset, Crossed products, cohomology, and equivariant projective represen-
tations. J. Algebra 121 (1989), no. 1, 99–116.
[2] H. Bass, Algebraic K-theory. W. A. Benjamin, Inc., New York-Amsterdam 1968.
[3] A. M. Cegarra, and A. R. Garzo´n, Obstructions to Clifford system extensions of algebras.
Proc. Indian Acad. Sci. Math. Sci. 111 (2001), no. 2, 151–161.
[4] A. M. Cegarra, and A. R. Garzo´n, Some algebraic applications of graded categorical group
theory. Theory Appl. Categ. 11 (2003), No. 10, 215–251.
[5] E. C. Dade, Compounding Clifford’s theory. Ann. of Math. (2) 91 (1970), 236–290.
[6] S. Eilenberg and S. MacLane, Cohomology theory in abstract groups. II. Group extensions
with a non-Abelian kernel. Ann. of Math. (2) 48 (1947), 326–341.
[7] S. Eilenberg, and S. MacLane, Cohomology and Galois theory. I. Normality of algebras and
Teichmu¨ller’s cocycle. Trans. Amer. Math. Soc. 64 (1948), 1–20.
[8] Y. Ginosar and O. Schnabel, Groups of Central Type, Maximal Connected Gradings and
Intrinsic Fundamental Groups of Complex Semisimple Algebras. Transactions of the American
Mathematical Society, 371 (2019), 6125-6168.
[9] I. N. Herstein, Noncommutative rings. The Carus Mathematical Monographs, No. 15 Published
by The Mathematical Association of America; John Wiley & Sons, Inc., New York 1968.
[10] C. Na˘sta˘sescu and Van Oystaeyen, Methods of graded rings. Lecture Notes in Mathematics,
1836. Springer-Verlag, Berlin, 2004.
[11] D. S. Passman, The algebraic structure of group rings. Pure and Applied Mathematics.
Wiley-Interscience [John Wiley & Sons], New York-London-Sydney, 1977.
[12] M. E. Sweedler, Groups of simple algebras. Inst. Hautes E´tudes Sci. Publ. Math. No. 44
(1974), 79–189.
[13] A. A. Vinogradov, On the free product of ordered groups. Mat. Sbornik N.S. 25(67), (1949).
163–168.
Department of Mathematics, University of Haifa, Haifa 3498838, Israel
E-mail address: ginosar@math.haifa.ac.il
