We give a detailed proof of the existence of evaluation map for affine Yangians of type A to clarify that it needs an assumption on parameters. This map was first found by Guay but a proof of its well-definedness and the assumption have not been written down in the literature. We also determine the highest weights of evaluation modules defined as the pull-back of integrable highest weight modules of the affine Lie algebrâ gl N by the evaluation map.
Introduction
The affine Yangian Y (ŝl N ) of type A is a two-parameter deformation of the universal enveloping algebra of the universal central extension of a double loop Lie algebra sl N [s, t ±1 ]. It may be regarded as an additive degeneration of the quantum toroidal algebra. While the representation theory of quantum toroidal algebras and affine Yangians is expected to be very rich, it is still mysterious and intricate. The author constructed certain representations of Y (ŝl N ) in [K1, K2] . These results are degenerate analogs of works by Varagnolo-Vasserot [VV] , Saito-Takemura-Uglov [STU] , Takemura-Uglov [TU] , Nagao [N] in the quantum toroidal case. Other known constructions of representations are by the Schur-Weyl type functor [G1] , by geometric approaches [V, FFNR] , and by vertex operators [GRW] . A different method to construct representations of the affine Yangian is considered in this paper.
Guay introduced an algebra homomorphism from the affine Yangian Y (ŝl N ) to a completion of U (ĝl N ) in [G2] . This is an affine analog of the well-known evaluation map from the Yangian Y (sl N ) to U (gl N ). We refer to Guay's map as evaluation map for the affine Yangian. Since the classical evaluation map for Y (sl N ) plays a fundamental role for the construction of irreducible representations, Guay's evaluation map should be important to develop the representation theory of the affine Yangian.
In [G2] , explicit values of the evaluation map are given only for part of the generators of Y (ŝl N ). It is stated that the values for other generators are determined from the defining relations of Y (ŝl N ) and a property of the map, and a proof of its well-definedness is omitted. One of the goals of the present paper is to provide a detailed proof of the existence of the evaluation map for Y (ŝl N ). To accomplish this, we give explicit values of the evaluation map for distinguished generators of degree one. By results of Guay [G2] and Guay-Nakajima-Wendlandt [GNW] , the affine Yangian is generated by these and degree zero elements with reasonable defining relations.
In the course of checking the well-definedness, we have realized that we need to impose a certain relation among the parameters and the central element of the affine Yangian. To clarify this fact is also a purpose to write this paper. So far we have not yet been able to define the evaluation map for general parameters. The main results of the paper are Theorem 3.1 and Theorem 3.8. Theorem 3.1 is Guay's original version. The original Guay's evaluation map matches with lowest weight modules ofĝl N . To deal with highest weight modules, we introduce an opposite evaluation map in Theorem 3.8.
We can pull back integrable highest weight modules ofĝl N via the evaluation map in Theorem 3.8 to make them Y (ŝl N )-modules. The resulting modules satisfy the highest weight condition for affine Yangian. We determine the highest weights of these evaluation modules in Theorem 4.1 and investigate an analog of the Drinfeld polynomials. The levelone Fock representation constructed by the author in [K1, K2] turns out to be isomorphic to an evaluation module if we specialize the parameters.
The quantum toroidal case is studied by Miki [M] and Feigin-Jimbo-Mukhin [FJM] . However, the evaluation map we consider here is not a direct analog of theirs. It seems to be a degeneration of the homomorphism in [M, FJM] twisted by Miki's automorphism. This paper is organized as follows. Section 2 is devoted to preliminaries on the affine Yangian Y (ŝl N ) and the affine Lie algebraĝl N . We provide completions of U (ĝl N ) which are used to formulate the main results. In Section 3, we give a proof of the existence of the two kinds of evaluation map. Then we determine the highest weights of evaluation modules in Section 4.
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Preliminaries

Affine Yangian
Fix an integer N ≥ 3 throughout the paper. We use the notation {x, y} = xy + yx.
) with parameters ε 1 , ε 2 ∈ C subject to the relations:
where
otherwise,
The subalgebra generated by x Guay [G2] , Proposition 2.1, Guay-Nakajima-Wendlandt [GNW] , Theorem 2.12 and Section 6). The affine Yangian Y (ŝl N ) is isomorphic to the algebra generated by x + i,r , x − i,r , h i,r (i ∈ Z/N Z, r = 0, 1) subject to the relations:
where we seth i,1 = h i,1 − ε 1 + ε 2 2 h 2 i,0 . We can slightly reduce the relations as follows. Proofs are straightforward.
For each α ∈ C, we define an algebra automorphism τ α of Y (ŝl N ) by
We can verify that τ α is well-defined in the same way as an automorphism ρ given in [G1, Lemma 3.5] . The definition of ρ will be recalled in 3.2. Let µ be the algebra antiisomorphism from
It is easy to see that the assignment respects the defining relations.
Affine Lie algebraĝl N
Let gl N be the complex general linear Lie algebra consisting of N × N matrices. We denote by E i,j the matrix unit with (i, j)-th entry 1. The indices i, j of E i,j are regarded as elements of Z/N Z. The transpose of an element X of gl N is denoted by t X.
Letĝl N = gl N ⊗ C[t, t −1 ] ⊕ Cc be the affine Lie algebra whose Lie bracket is given by
We denote the element X ⊗ t s by X(s). We set
Letn ± be the Lie subalgebras ofĝl N generated by
Letĥ be the Cartan subalgebra generated by h i (i ∈ Z/N Z) and 1.
Let ω U be the algebra anti-automorphism of U (ĝl N ) defined by ω U (X(s)) = t X(−s) and ω U (c) = c. We denote by µ U the algebra anti-automorphism of U (ĝl N ) induced from X → −X (X ∈ĝl N ). The anti-isomorphism µ defined in the previous subsection is an extension of the restriction of µ U toŝl N .
Let us introduce two completions of U (ĝl N ). We define gradings ofn ± by deg X(s) = s. Then U (n ± ) become graded algebras. We denote by U (n ± )[s] the degree s components.
Definition 2.5. We put
and
The both U (ĝl N ) comp,+ and U (ĝl N ) comp,− have natural algebra structures which contain U (ĝl N ) as subalgebras. Moreover the algebra automorphism ω U of U (ĝl N ) extends to both and the algebra anti-automorphism µ U of U (ĝl N ) extends to an algebra antiisomorphism
3 Evaluation map
Main theorem
From now on, we evaluate the central element c at a complex number, which is denoted also by the same letter c.
Theorem 3.1 (Guay [G2] ). Assume c = N ε 2 . Then there exists an algebra homomorphism ev :
The formulas in the theorem are deduced from those for ev(H i,1 ) (i = 0) where [G2, Section 6, . In [G2] , computations for the well-definedness are omitted. Moreover we need the condition c = N ε 2 to verify that those formulas preserve the defining relations of Y (ŝl N ) and this condition is not mentioned in the paper. By these reasons, we give a detailed proof of the existence of the evaluation map ev as one of the main results of the present paper.
Remark 3.2. It is straightforward to deduce the following formula for ev(h i,1 ):
Proof. By the definition of ev, the elements ev(x ± i,0 ), ev(h i,0 ) (i ∈ Z/N Z) automatically satisfy the defining relations ofŝl N . By Theorem 2.2, Lemma 2.3 and 2.4, it is enough to show the following:
[ev(h i,1 ),
Moreover the relations (3.4), (3.5) for − are deduced from those for + by applying the anti-automorphism ω U since we have ω U (ev(h i,1 )) = ev(h i,1 ) and ω U (ev(x
). Let us start to check the relations. We use the symbol δ(P ) for 1 if P is true, 0 otherwise. The relation (3.1) clearly holds since ev(h i,1 ) has only weight 0 terms.
We show (3.2). We may assume i < j. Further assume i = 0. The proof for the case i = 0 is similar. Put
Since we have [ev(h i,1 ), E k,k ] = 0 for all k, it is enough to show
We give a proof for
We can similarly prove
The identity (3.6) follows from next lemma.
Lemma 3.3. We have
In the last equality, we change the index l to k. The sum of the terms containing
Similarly the sum of the terms containing
Hence the first identity holds. The second identity [A i , B j ] = 0 is clear due to the condition i < j.
A direct computation shows
The sums of the terms containing
respectively. Hence the third identity holds. A similar computation shows the last identity.
We show (3.3). Assume i, j = 0. The proofs for the remaining cases are similar. We have
Since we have
We show (3.4) for +. Assume i, j = 0. The right-hand side of (3.4) is
Hence the desired identity follows from
for the case i = j,
for the case i = j + 1,
for the case i = j − 1. We thus have proved the case i, j = 0. The proofs for the remaining cases are similar, but we give computations for the cases i = 1, j = 0 and i = 0, j = 1 to clarify a role of the condition c = N ε 2 . First assume i = 1, j = 0. Then the right-hand side of (3.4) is
The left-hand side is
[ev(h 1,1 ),
Hence the assertion holds. Next assume i = 0, j = 1. Then the right-hand side of (3.4) is
The left-hand side is
[ev(h 0,1 ),
Hence the assertion holds. We show (3.5) for +. First assume i, j = 0. A direct computation shows
By swapping i and j, and summing up, we obtain
These are nothing but the desired relations. Next consider the other cases. For the case i = j = 0, we have
For the case i = 0, j = 0, we have
We need the condition c = N ε 2 for the case i = 0, j = 1.
Cyclic automorphism
We consider algebra automorphisms corresponding to the rotation of the Dynkin diagram. It is easy to see that the assignment
gives an algebra automorphism ρ U of U (ĝl N ). Guay introduced an analogous automorphism for the affine Yangian. gives an algebra automorphism ρ of Y (ŝl N ).
Proposition 3.6. We have ρ U • ev = ev •ρ.
Proof. The identity obviously holds for x ± i,0 , h i,0 . Hence it is enough to show that the identity also holds for x
The proof for the case i = 0 is similar. The left-hand side is
We have
This verifies that ρ U (ev(x 
Another version
Guay's evaluation map ev has U (ĝl N ) comp,− as its target space and hence it matches with lowest weight modules ofĝl N . To deal with highest weight modules, we introduce an opposite evaluation map by using the anti-isomorphisms µ and µ U . Moreover we make it one-parameter family of algebra homomorphisms by using τ α .
Definition 3.7. For each α ∈ C, define ev
Here ev and τ α−1 are taken as those for Y −ε 2 ,−ε 1 (ŝl N ).
Theorem 3.8. Assume c = −N ε 1 and let α be a complex number. Then there exists an algebra homomorphism ev + α : Y (ŝl N ) → U (ĝl N ) comp,+ uniquely determined by
Evaluation modules
Let L(Λ) be the integrable irreducible highest weight module ofĝl N with highest weight Λ.
The dominant integral weight Λ is determined by the data λ 1 , . . . , λ N ∈ C and K ∈ Z ≥1
We denote a fixed highest weight vector of L(Λ) by v Λ .
By abuse of notation, we regard v Λ as a vector of L(Λ, α). The vector v Λ satisfies the condition of the highest weight vector for affine Yangian. More precisely we have the following.
Theorem 4.1. We have
for all i ∈ Z/N Z and r ≥ 0, where
The goal of the remaining part is to prove this theorem.
Remark 4.2. In [K3] , the author proves that the image of Guay's evaluation map ev in U (ĝl N ) comp,− containsĝl N under the assumption ε 2 = 0. This result implies that the image of ev
is irreducible when ε 1 = 0. We do not use this fact in the proof given below.
We provide a general lemma. for some P i,0 ∈ C. Further assume that v satisfies
2)
for some P i,1 , Q i ∈ C. Then v satisfies
for all r ≥ 0, where P i,r (r ≥ 2) is given by
Proof. We prove x + i,r v = 0 by induction on r. The assertion for r = 0 holds by the assumption (4.1). Assume it for r. Then we have
by the induction assumption, and it is equal to 0 by the assumptions (4.1), (4.2) and again by the induction assumption.
We prove that v is an eigenvector of h i,r with the eigenvalue (4.4) by induction on r. The assertion for r = 1 holds by the assumption (4.2). Assume it for r. We have
Here we use x + i,r+1 v = 0 in the second equality. Then we havẽ
2), the induction assumption, and Hence we conclude h i,r+1 v = Q i P i,r v, which completes the proof.
The vector v Λ satisfies the condition (4.1). In order to apply Lemma 4.3 to our situation, we compute h i,1 v Λ and x − i,1 v Λ . Lemma 4.4. We have h i,1 v Λ = a i h i , Λ v Λ for all i ∈ Z/N Z.
Proof. We give a proof for i = 0. The case i = 0 is similar. Recall the formula for ev + α (h i,1 ) and note that all the terms in ev + α (h i,1 ) annihilate v Λ except for those concerning 
