Abstract. Self-loop alternating automata (SLAA) with Büchi or coBüchi acceptance are popular intermediate formalisms in translations of LTL to deterministic or nondeterministic automata. This paper considers SLAA with generic transition-based Emerson-Lei acceptance and presents translations of LTL to these automata and back. Importantly, the translation of LTL to SLAA with generic acceptance produces considerably smaller automata than previous translations of LTL to Büchi or co-Büchi SLAA. Our translation is already implemented in the tool LTL3TELA, where it helps to produce small deterministic or nondeterministic automata for given LTL formulae.
Introduction
Translation of linear temporal logic (LTL) [22] into equivalent automata over infinite words is an important part of many methods for model checking, controller synthesis, monitoring, etc. This paper presents improved translations of LTL to self-loop alternating automata (SLAA) [26] , which are alternating automata that contain no cycles except self-loops. The SLAA class is studied for more than 20 years under several different names including very weak [12, 24] , linear [16] , linear weak [13] , or 1-weak [21] alternating automata. The first publications showing that any LTL formula can be easily translated to an SLAA with only a linear number of states in the length of the formula are even older [18, 27] . An LTL to SLAA translation forms the first step of many LTL to automata translations. For example, it is used in popular tools LTL2BA [12] and LTL3BA [3] translating LTL to nondeterministic automata, and also in the tool LTL3DRA [2] translating a fragment of LTL to deterministic automata.
A nice survey of various instances of LTL to SLAA translations can be found in Tauriainen's doctoral thesis [26] , where he also presents another improved LTL to SLAA translation. To our best knowledge, the only new improvement since publication of the thesis has been presented by Babiak et al. [3] . All the LTL to SLAA translations considered so far produce SLAA with (state-based) Büchi or co-Büchi acceptance. The only exception is the translation by Tauriainen producing SLAA with transition-based co-Büchi acceptance.
In this paper, we follow a general trend of recent research and development in the field of automata over infinite words and their applications: consider a more general acceptance condition to construct smaller automata. In theory, this change usually does not decrease the upper bound on the size of constructed automata. Moreover, the complexity of algorithms processing automata with a more involved acceptance condition can be even higher. However, practical experiences show that achieved reduction of automata size often outweighs complications with a more general acceptance condition. This can be documented by observations of nondeterministic as well as deterministic automata.
Nondeterministic automata are traditionally considered with Büchi acceptance. However, all three most popular LTL to nondeterministic automata translators, namely LTL2BA [12] , LTL3BA [3] , and Spot [8] , translate LTL formulae to transition-based generalized Büchi automata (TGBA), which are further transformed to Büchi automata. When solving emptiness check, which is the central part of many model checking tools, algorithms designed for TGBA perform better than algorithms analyzing the corresponding Büchi automata [6, 23] .
Deterministic automata were typically considered with Rabin or Streett acceptance. Tools of the Rabinizer family [15] and the tool LTL3DRA [2] produce also deterministic automata with transition-based generalized Rabin acceptance. The equivalent Rabin automata are often dramatically larger. Direct processing of generalized Rabin automata can be substantially more efficient as shown by Chatterjee et al. [5] for probabilistic model checking and LTL synthesis.
All the previously mentioned acceptance conditions can be expressed by a generic acceptance condition originally introduced by Emerson and Lei [10] and recently reinvented in the Hanoi omega-automata (HOA) format [1] . EmersonLei acceptance condition is any positive boolean formula over terms of the form Inf and Fin , where is an acceptance mark. A run of a nondeterministic automaton (or an infinite branch of a run of an alternating automaton) satisfies Inf or Fin if it visits the acceptance mark infinitely often or finitely often, respectively. The acceptance marks placed on states denote traditional statebased acceptance, while marks placed on transitions correspond to transitionbased acceptance.
Some tools that work with transition-based Emerson-Lei automata (TELA) already exist. For example, Delag [19] produces deterministic TELA and Spot is now able to produce both deterministic and nondeterministic TELA. The produced TELA are often smaller than the automata produced by the tools mentioned in the previous paragraphs. The development version of Spot provides also an emptiness check for TELA, and a probabilistic model checking algorithm working with deterministic Emerson-Lei automata has been implemented in PRISM. In both cases, an improved performance over previous solutions has been reported [4] . This paper presents a translation of LTL to SLAA with transition-based Emerson-Lei acceptance. The translation aims to take advantage of the generic acceptance and produce SLAA with less states. We present it in three steps. 
(F, G-merging) Fig. 1 . Automata for the formula ϕ = F(Ga ∨ GFb): the co-Büchi SLAA produced by the basic translation (left), the Inf-less SLAA produced by F-merging (middle), and the SLAA produced by F, G-merging (right). Graphical notation is explained in Section 2.
1. Section 3 recalls a basic translation producing co-Büchi SLAA. The description uses the same terminology and notation as the following modified translations. In particular, the acceptance marks are on transitions. 2. In Section 4, we modify the translation such that states for subformulae of the form Fψ are merged with states for ψ. The technique is called F-merging. The acceptance condition of constructed SLAA is a positive boolean combination of Fin-terms. We call such automata Inf-less SLAA. 3. Finally, we further modify the translation in Section 5, where states for some subformulae of the form Gψ are merged with states for ψ. The resulting technique is thus called F, G-merging. Constructed SLAA use acceptance condition containing both Inf-and Fin-terms.
The difference between these translations is illustrated by Figure 1 showing three SLAA for the formula F(Ga ∨ GFb). One can observe that the initial state of the middle automaton is merged with the states for Ga and GFb due to F-merging. In the automaton on the right, the state for GFb is merged with Fb and the initial state is then merged with Ga and GFb. Hence, the resulting automaton contains only one state and the LTL to SLAA translation in this case produces directly a nondeterministic automaton. LTL to SLAA translations are traditionally accompanied by automata simplification based on transition dominance [12] . Section 6 extends this idea to SLAA with generic acceptance. Section 7 completes the theoretical part of the paper with a backward translation which takes an SLAA with transition-based Emerson-Lei acceptance and produces an equivalent LTL formula. Altogether, we get that SLAA with the generic acceptance have the same expressiveness as LTL.
The three presented LTL to SLAA translations have been implemented and Section 8 provides their experimental comparison extended with the results of the LTL to SLAA translation implemented in LTL3BA. On randomly generated formulae containing only temporal operators F and G, which are favourable to our translation improvements, the F, G-merging can save over 45% of states. This is a considerable reduction, especially with respect to the fact that even the simplest LTL to SLAA translations produce automata of linear size and thus the space for reduction is not big.
As we said at the beginning, SLAA are mainly used as an intermediate formalism in translations of LTL to other kinds of automata. We have already developed a dealternation algorithm transforming the produced SLAA to nondeterministic TELA. Both F, G-merging translation and dealternation are implemented in LTL3TELA 2.1 [17] , which combines them with some heuristics and many functions of Spot in order to translate LTL to small deterministic and nondeterministic automata. Experiments 3 show that the tool produces, on average, smaller automata than established state-of-the-art translators.
Preliminaries
This section recalls the notion of linear temporal logic [22] and the definition of self-loop alternating automata [26] . We always use automata with transitionbased acceptance condition given in the format of Emerson-Lei acceptance. For example, co-Büchi automaton is an automaton with acceptance condition Fin .
Linear Temporal Logic (LTL)
We define the syntax of LTL formulae directly in the positive normal form as
where tt stands for true, ff for false, a ranges over a set AP of atomic propositions, and X, U, R are temporal operators called next, until, and release, respectively. A word is an infinite sequence u = u 0 u 1 u 2 . . . ∈ Σ ω , where Σ = 2 AP . By u i.. we denote the suffix u i.. = u i u i+1 . . .. We define when a word u satisfies ϕ, written u |= ϕ, as follows:
where AP (ϕ) denotes the set of atomic propositions occurring in ϕ. Further, we use derived operators eventually (F) and always (G) defined by Fϕ ≡ tt U ϕ and Gϕ ≡ ff R ϕ. A temporal formula is a formula where the topmost operator is neither conjunction, nor disjunction. A formula without any temporal operator is called state formula. Formulae tt, ff , a, ¬a are both temporal and state formulae.
Self-Loop Alternating Automata (SLAA)
An alternating automaton is a tuple A = (S, Σ, M, ∆, s I , Φ), where -S is a finite set of states, -Σ is a finite alphabet, -M is a finite set of acceptance marks,
S is an alternating transition relation, -s I ∈ S is the initial state, and -Φ is an acceptance formula, which is a positive boolean combination of terms Fin and Inf , where ranges over M.
An alternating automaton is a self-loop alternating automaton (SLAA) if there exists a partial order on S such that for every (s, α, M, C) ∈ ∆, all states in C are lower or equal to s. In other words, SLAA contain no cycles except self-loops. Subsets C ⊆ S are called configurations. A quadruple t = (s, α, M, C) ∈ ∆ is called a transition from s to C under α (or labelled by α or α-transition) marked by elements of M . A transition t = (s, α, M, C) ∈ ∆ is looping (or simply a loop) if its destination configuration C contains its source s.
A multitransition T under α is a set of transitions under α such that the source states of the transitions are pairwise different. The source configuration dom(T ) of a multitransition T is the set of source states of transitions in T . The destination configuration range(T ) is the union of destination configurations of transitions in T . For an alternating automaton A, Γ A denotes the set of all multitransitions of A and Γ A α denotes the set of all multitransitions of A under α. A run ρ of an alternating automaton A over a word u = u 0 u 1 . . . ∈ Σ ω is an infinite sequence ρ = T 0 T 1 . . . of multitransitions such that dom(T 0 ) = {s I } and, for all i ≥ 0, T i is labelled by u i and range(T i ) = dom(T i+1 ). Each run ρ defines a directed acyclic edge-labelled graph G ρ = (V, E, λ), where . An infinite branch is accepting if it satisfies the acceptance formula Φ. We say that a run ρ is accepting if all its infinite branches are accepting. The language of A is the set L(A) = {u ∈ Σ ω | A has an accepting run over u}.
Several examples of SLAA are given in Figure 1 . Examples of SLAA with their runs can be found in Figure 5 . Note that a transition (s, α, M, C) ∈ ∆ of an alternating automaton is visualised as a branching edge leading from s to all states in C. In this paper, an automaton alphabet has always the form Σ = 2 AP ′ , where AP ′ is a finite set of atomic propositions. To keep the visual representation of automata concise, edges are labelled with boolean formulae over atomic propositions in a condensed notation:ā denotes ¬a and conjunctions are omitted. Hence, abc would stand for a ∧ b ∧ ¬c. Every edge represents all transitions under combinations of atomic propositions satisfying its label.
Basic Translation
This section presents a basic translation of LTL to co-Büchi SLAA similar to the one implemented in LTL3BA [3] . To simplify the presentation, in contrast to the translation of LTL3BA we omit the optimization called suspension, we describe transitions for each α ∈ Σ separately, and we slightly modify the acceptance condition of the SLAA; in particular, we switch from state-based to transitionbased acceptance.
Let ϕ be an LTL formula, where subformulae of the form Fψ and Gψ are seen only as abbreviations for tt U ϕ and ff R ϕ, respectively. An equivalent SLAA is constructed as A ϕ = (S, Σ, { }, ∆, ϕ, Fin ), where states in S are subformulae of ϕ and Σ = 2 AP (ϕ) . The construction of the transition relation ∆ treats it equivalently as a function ∆ : S ×Σ → 2 P where P = 2 M ×2 S . The construction of ∆ is defined inductively and it directly corresponds to the semantics of LTL. The acceptance mark is used to ensure that an accepting run cannot stay in a state ψ 1 U ψ 2 forever. In other words, it ensures that ψ 2 will eventually hold. The translation uses an auxiliary product operator ⊗ and a marks eraser me defined for each P, P ′ ⊆ P as:
The product operator is typically used to handle conjunction: to get successors of ψ 1 ∧ ψ 2 , we compute the successors of ψ 1 and the successors of ψ 2 and combine them using the product operator ⊗. The marks eraser has two applications. First, it is used to remove unwanted acceptance marks on transitions looping on states of the form ψ 1 R ψ 2 . Second, it is used to remove irrelevant accepting marks from the automaton, which are all marks not lying on loops. Indeed, only looping transition can appear infinitely often on some branch of an SLAA run and thus only marks on loops are relevant for acceptance.
The automaton A ϕ has at most |ϕ| states as the states are subformulae of ϕ. To prove that the constructed automaton is a self-loop alternating automaton, it is enough to consider the partial order 'being a subformula of ' on states.
F-Merging Translation
Now we modify the basic translation on subformulae of the form Fψ. The modified translation produces Inf-less SLAA, which are SLAA without Inf terms in acceptance formulae.
Before giving the formal translation, we discuss three examples to explain the ideas behind F-merging. We start with a formula Fψ where ψ is a temporal formula. Further, assume that the state ψ of the SLAA constructed by the basic translation has two types of transitions: non-looping labelled by α and loops labelled by β. The SLAA A for Fψ can be found in Figure 2 (left). States Fψ and ψ can be merged into a single state that represents their disjunction (which is equivalent to Fψ) as shown by the SLAA A F of Figure 2 (right). The construction is still correct: (i) Clearly, each sequence of transitions that can be taken in A can be also taken in A F . (ii) The sequences of transitions of A F that cannot be taken in A are those where the tt-loop is taken after some β-loop. However, every accepting run of A F use the tt-loop only finitely many times and thus we can find a corresponding accepting run of A: instead of each β-loop that occurs before the last tt-loop we can use the tt-loop since β implies tt .
The second example deals with the formula Fψ where ψ = (a R b) ∧ Gc. Figure 3 (left) depicts the SLAA A produced by the basic translation. The state ψ is dotted as it is unreachable. Hence, merging Fψ with ψ would not save any state. However, we can modify the translation rules to make ψ reachable and a R b unreachable at the same time. The modification is based on the following observation. Taking the red bc-edge in A would mean that both a R b and Gc While the previous paragraph studied a formula Fψ where ψ is a conjunction, the third example focuses on disjunctions. Let us consider a formula Fψ where ψ = ψ 1 ∨ ψ 2 ∨ ψ 3 and each ψ i is a temporal formula. As in the previous example, the state ψ is unreachable in the SLAA produced by the basic translation and thus merging Fψ with ψ does not make any sense. However, we can merge the state Fψ with states ψ 1 , ψ 2 , ψ 3 as indicated in Figure 4 . In contrast to the original SLAA, a single run of the merged SLAA can use a loop corresponding to a state ψ i and subsequently a transition corresponding to a different ψ j . Instead of every such a loop, the original SLAA can simply use the tt-loop of Fψ. However, as the tt-loop is marked by , we can use it only finitely many times. In fact, the runs of the merged automaton that contain infinitely many loops corresponding to two or more different states ψ i should be nonaccepting. Therefore we adjust the acceptance formula to Fin ∧(Fin 1 ∨Fin 2 ∨Fin 3 ) and place the new acceptance
: the SLAA A built by the basic translation (left) and the modified SLAA A ′ where states in the grey area can be merged (right). Fig. 4 . Transitions of the state F(ψ1 ∨ ψ2 ∨ ψ3) merged with states ψ1, ψ2, and ψ3. marks as shown in Figure 4 . Clearly, Fin 1 says that transitions of ψ 2 and ψ 3 are taken only finitely many times, Fin 2 does the same for transitions of ψ 1 and ψ 3 , and Fin 3 for transitions of ψ 1 and ψ 2 .
The F-merging translation combines the ideas presented above when processing any F-subformula, while other subformulae are handled as in the basic translation. Hence, we no longer treat Fψ as an abbreviation for tt U ψ. Further, we think about formulae Fψ as formulae of the form F i j ψ i,j , where ψ i,j are temporal formulae. Formally, we define formula decomposition into disjunctive normal form ψ as follows:
Let K ∈ ψ be a set of temporal formulae. We use ψ K to denote ψ K = ψ ′ ∈K ψ ′ . Clearly, ψ is equivalent to K∈ψ ψ K . We define two auxiliary transition functions ∆ L , ∆ NL to implement the trick illustrated with red edges in Figure 3 . Intuitively, ∆ L (ψ K , α) is the set of α-transitions of ψ K such that their destination configuration subsumes K (the transitions are looping in this sense, hence the subscript L), while ∆ NL (ψ K , α) represents the remaining α-transitions of ψ K (non-looping, hence the subscript NL). To mimic the trick of Figure 3 , we should replace in the destination configuration of each looping transition all elements of K by the state corresponding to ψ K . To simplify this step, we define the destination configurations of looping transitions in
Simultaneously with the trick of Figure 3 , we apply the idea indicated in Figure 4 and merge the state Fψ with all states ψ K for K ∈ ψ. Hence, instead of extending the looping transitions with states ψ K , we extend it with the merged state called simply Fψ. Altogether, we get
In other words, the merged state Fψ has three kinds of transitions: the tt-loop marked by , non-looping transitions of states ψ K for each disjunct K ∈ ψ, and the looping transitions of states ψ K which are marked as shown in Figure 4 . Finally, we redefine the set of acceptance marks M and the acceptance formula Φ of the constructed SLAA as follows, where F ϕ denotes the set of all subformulae of ϕ of the form Fψ:
In fact, we can reduce the number of orange marks (marks with an upper index) produced by F-merging translation. Let n ϕ = max{|ψ| | Fψ ∈ F ϕ } be the maximal number of such marks corresponding to any subformula Fψ of ϕ. We can limit the total number of orange marks to n ϕ by reusing them. We redefine M and Φ as
and alter the above definition of M K . For every Fψ ∈ F ϕ , we assign a unique index i K , 1 ≤ i K ≤ n ϕ , to each K ∈ ψ. Sets M K in transitions of Fψ are then defined to contain all orange marks except iK , formally M K = M { , iK }. This optimization is correct as any branch of an SLAA run cannot cycle between two states of the form Fψ.
F, G-Merging Translation
We further improve the F-merging translation by adding a special rule also for subformulae of the form Gψ. The resulting F, G-merging translation produces SLAA with an acceptance formula that is not Inf-less.
We start again with a simple example. Consider the formula GFa. The basic translation produces the SLAA A from Figure 5 (top). In general, each transition of the state Gψ is a transition of ψ extended with a loop back to Gψ. The one-toone correspondence between transitions of Gψ and ψ leads to the idea to merge the states into one that corresponds to their conjunction (Gψ) ∧ ψ, which is equivalent to Gψ. However, merging these states needs a special care. Figure 5 (bottom) shows an SLAA where the states GFa and Fa are merged. Consider now the word u = (∅∅{a}) ω and the runs of the two automata over u. The branches of the top run collapse into a single branch in the bottom run. While each branch of the top run has at most one occurrence of , the single branch in the bottom run contains infinitely many of these marks. The SLAA A F,G accepts u only because of the added marks. The intuition for their placement is explained using the concept of escaping multitransitions.
A multitransition T of an SLAA A ′ is s-escaping for a state s if it contains a non-looping transition (s, α, M, C) ∈ T . For an acceptance mark , we define its owners O( ) = {s ∈ S | (s, α, M, C) ∈ ∆ and ∈ M } as the set of all states with outgoing transitions marked by . The following observation holds for every mark with a single owner s. A run of A ′ satisfies Fin (i.e., all its infinite branches satisfy Fin ) if and only if the run contains only a finite number of multitransitions T marked by or if it contains infinitely many s-escaping multitransitions.
Transitions of A F,G correspond to multitransitions of A with source configuration {GFa, Fa}. The observation implies that A F,G would be equivalent to A if we mark all transitions corresponding to Fa-escaping multitransitions with a new mark and change the acceptance formula to Fin ∨ Inf as shown in Figure 5 (bottom).
This approach naturally extends to the case of Gψ where ψ = i ψ i is a conjunction of temporal formulae. In this case, Gψ can be merged with all states ψ i into a single state representing the conjunction (Gψ) ∧ i ψ i . However, we have to pay a special attention to acceptance marks as the observation formulated above holds only for marks with a single owner. For every ψ i with a -marked transition, we need to track ψ i -escaping multitransitions separately. To implement this, we create a copy of for each ψ i and we use a specific ψi mark to label transitions corresponding to ψ i -escaping multitransitions.
Unfortunately, due to the duality of the F and G operators and the fact that the transition relation of SLAA is naturally in disjunctive normal form (which is suitable for F), we did not find any way to improve the translation of Gψ if ψ is a disjunction. On the bright side, we can generalize the merging to G i ψ i where each ψ i is a temporal or state formula (which can contain disjunctions). This is due to the fact that a state formula ψ i affects only the labels of transitions with origin in the state G i ψ i and thus it does not create any reachable state or acceptance mark.
Formally, we first modify the translation rules introducing acceptance marks to work with marks of the form ψ as discussed above. More precisely, we change the rule for ψ 1 Uψ 2 presented in the basic translation and the rule for Fψ of the F-merging translation to the following (note that the optimization reusing orange marks make no longer sense as we need to create their copies for each Fψ anyway).
Further, we add a specific rule for formulae Gψ where ψ = ψ ′ ∈K ψ ′ for some set K of temporal and state formulae. Formulae Gψ of other forms are handled as ff R ψ. On the top level, the rule simply defines transitions of Gψ as transitions of Gψ ∧ ψ ′ ∈K ψ ′ :
The definition of ∆ ′ (ψ ′ , α) differs from ∆(ψ ′ , α) in two aspects. First, it removes ψ ′ from destination configurations because ψ ′ is merged with Gψ and the state Gψ is added to each destination configuration by the product on the top level. Second, it identifies all non-looping transitions of ψ ′ and marks them with ψ ′ as ψ ′ -escaping. We distinguish between looping and non-looping transitions only when ψ ′ has the form ψ 1 U ψ 2 or Fψ 1 . All other ψ ′ have only looping transitions (e.g., G-formulae) or no marked transitions (e.g., state formulae or R-or X-formulae) and thus there are no ψ ′ -escaping transitions or we do not need to watch them. Similarly to F ϕ , we use U ϕ for the set of all subformulae of ϕ of the form ψ 1 U ψ 2 . The function ∆ ′ (ψ ′ , α) is defined as follows:
Finally, we redefine the set of marks M and the acceptance formula Φ. Now each subformula from U ϕ and F ϕ has its own set of marks, and the marks are used to implement the intuition given using the Figure 5 .
Let ϕ be an LTL formula and let A ϕ be the corresponding SLAA built by the F, G-merging translation. Then L(A ϕ ) = L(ϕ). Moreover, the number of states of A ϕ is linear to the size of ϕ and the number of acceptance marks is at most exponential to the size of ϕ.
The proof can be found in Appendix A.
SLAA Simplification
Simplification by transition dominance is a basic technique improving various automata constructions [12] . The idea is that an automata construction does not add any transition that is dominated by some transition already present in the automaton. In SLAA, a transition (q, α, M 1 , C 1 ) dominates a transition (q, α, M 2 , C 2 ) if C 1 ⊆ C 2 and M 1 is "at least as helpful and at most as harmful for acceptance" as M 2 . In the rest of this section, we focus on the precise formulation of the last condition.
In the classic case of co-Büchi SLAA with acceptance formula Fin , the condition translates into ∈ M 1 =⇒ ∈ M 2 . For Büchi SLAA with acceptance formula Inf , the condition has the form ∈ M 2 =⇒ ∈ M 1 . Now consider an SLAA with an arbitrary acceptance formula Φ. Let Fin(Φ) and Inf(Φ) be the sets of all acceptance marks appearing in Φ in subformulae of the form Fin and Inf , respectively. A straightforward formulation of the condition is M 1 ∩ Fin(Φ) ⊆ M 2 and M 2 ∩ Inf(Φ) ⊆ M 1 . This formulation is correct, but we can do better. For example, consider the case Φ = Fin 1 ∧(Fin 2 ∨ Inf 3 ) and transitions t 1 = (q, α, { 1 , 2 }, {p}) and t 2 = (q, α, { 1 }, {p, p ′ }). Then t 1 does not dominate t 2 according to this formulation as { 1 , 2 } ∩ Fin(Φ) = { 1 , 2 } ⊆ { 1 }. However, any branch of an accepting run cannot take neither t 1 nor t 2 infinitely often and thus t 1 can be seen as dominating in this case. To formalize this observation, we introduce transition dominance with respect to acceptance formula.
A minimal model O of an acceptance formula Φ is a subset of its terms satisfying Φ and such that no proper subset of O is a model of Φ. For example, the formula Φ = Fin 1 ∧ (Fin 2 ∨ Inf 3 ) has two minimal models: {Fin 1 , Fin 2 } and {Fin 1 , Inf 3 }. For each minimal model O, by Fin(O) and Inf(O) we denote the sets of all acceptance marks appearing in O in terms of the form Fin and Inf , respectively. We say that a transition (q, α, M 1 , C 1 ) dominates a transition (q, α, M 2 , C 2 ) with respect to Φ if C 1 ⊆ C 2 and for each minimal model
In other words, if t 2 can be used infinitely often without breaking some Fin of a minimal model then t 1 can be used as well, and if an infinite use of t 1 does not satisfy any term Inf of a minimal model then an infinite use of t 2 does not as well.
Note that our implementation of LTL to SLAA translation used later in experiments employs this simplification.
Translation of SLAA to LTL
This section presents a translation of an SLAA to an equivalent LTL formula. Let A = (S, Σ, M, ∆, s I , Φ) be an SLAA. We assume that the alphabet has the form Σ = 2 AP ′ for some finite set of atomic propositions AP ′ . For each α ∈ Σ, ϕ α denotes the formula
For each state s ∈ S we construct an LTL formula ϕ(s) such that u ∈ Σ ω satisfies ϕ(s) if and only if u is accepted by A with its initial state replaced by s. Hence, A is equivalent to the formula ϕ(s I ). The formula construction is inductive. Let s be a state such that we have already constructed LTL formulae for all its successors. Further, let Mod (Φ) denote the set of all minimal models of Φ. Further, given a set of states C, by ϕ(C) we denote the conjunction ϕ(C) = s∈C ϕ(s). We define ϕ(s) as follows:
Intuitively, ϕ 1 (s) covers the case when a run leaves s after a finite number of looping transitions. Note that ϕ 1 (s) ignores acceptance marks on looping transitions of s as they play no role in acceptance of such runs. Further, ϕ 2 (s) describes the case when a run never leaves s. In this case, ϕ 3 (s) ensures that the infinite branch of the run staying in s forever is accepting. Indeed, ϕ 3 (s) says that the branch satisfies some prime implicant of the acceptance condition Φ as all Inf-marks of the prime implicant have to appear infinitely often on the branch and each Fin-mark of the prime implicant does not appear at all after a finite number of transitions. 
Implementation and Experimental Evaluation
We have implemented the presented translations in a tool called LTL3TELA which also offers dealternation algorithms for Inf-less SLAA and SLAA produced by the F, G-merging translation. Given an LTL formula, LTL3TELA first applies the formula optimization process implemented in SPOT. The processed formula is then translated to SLAA by one of the three presented translation, unreachable states are removed and transition reductions suggested by Babiak et al. [3] are applied.
Evaluation Settings
We compare the LTL to SLAA translation implemented in LTL3BA and the translations presented in this paper as implemented in LTL3TELA. Table 1 provides homepages and versions numbers of SPOT and both compared translators. All scripts and formulae used for the evaluation presented below are available in a Jupyter notebook that can be found at https://github.com/jurajmajor/ ltl3tela/blob/master/Experiments/Evaluation ICTAC19.ipynb.
The presented improvements can only be applied on certain kinds of formulae: formulae that contain at least one Fψ subformula where ψ contains some temporal subformula or G i ψ i subformula where at least one ψ i is temporal. We call such formulae mergeable. We first evaluate how likely we can obtain a formula that is mergeable in Section 8.2 and then we present the impact of our merging technique on mergeable formulae in Section 8.3. We consider formulae that come from two sources.
(i) We use formulae collected from literature [9, 11, 14, 20, 25] that can be obtained using the tool genltl from SPOT [7] . For each such a formula, we added its negation, simplified all the formulae and removed duplicates and formulae equivalent to tt or ff . The resulting benchmark set contains 221 formulae. (ii) We use the tool randltl from SPOT to generate random formulae. We generate formulae with up to five atomic propositions and with tree size equal to 15 (the default settings of randltl) before simplifications. We consider 4 different sets of random formulae. The generator allows the user to specify priority for each LTL operator which determines how likely the given operator appears in the generated formulae. By default, all operators (boolean and temporal) have priority 1 in randltl. For the sets rand1, rand2, and rand4, the number indicates the priority that was used for F and G. The last set called randfg uses priority 2 for F and G and sets 0 to all other temporal operators. For Section 8.2 we generated 1000 formulae for each priority setting, for Section 8.3 we generate for each priority setting 1000 formulae that are mergeable (and throw away the rest).
Mergeability
The set of formulae from literature contains mainly quite simple formulae. As a result, only 24 out of the 221 formulae are mergeable. For rand1, rand2, rand4, and randfg we have 302, 488, 697, and 802 mergeable formulae out of 1000, respectively. Consistently with intuition, the ratio of mergeable formulae increases considerably with F and G being more frequent. Table 2 shows the cumulative numbers of states and acceptance marks of SLAA produced by LTL3BA and the translations presented in Sections 3, 4, and 5 as implemented in LTL3TELA for mergeable formulae. The scatter plots in Figure 6 offer more details on the improvement (in the number of states) of F, G-merging over basic translation. The missing plot for rand2 was omitted for space reasons as it is very similar to the one for rand1.
Comparison on Mergeable formulae
Merging of states has a positive impact also on the type of the produced automaton as it removes both some universal and nondeterministic branching from the automaton. Table 3 shows for each set of formulae and each translation the number of automata that have no universal branching (right part) and that are even deterministic (left part).
One can observe in the tables that the basic translation produces similar SLAA as LTL3BA. Furter, the F-merging and F, G-merging translations bring gradual improvement both in the number of states and in the numbers of deterministic and nonalternating automata in comparison to the basic translation Table 3 . Number of alternating automata that use only existential branching. The numbers of formulae are the same as in Table 2 for each set.
deterministic nonalternating lit rand1 rand2 rand4 randfg lit rand1 rand2 rand4 randfg on all sets of formulae. The ratio of states that can be saved by merging grows with the increasing occurrence of F and G operators up to 45% (randfg) in the benchmarks that use randomly generated formulae. The scatter plots reveal that most cases fit into the category the F, G-merging translation saves up to 3 states. But there are also cases where the F, G-merging translation reduces the resulting SLAA to 1 state only while the basic translation needs 8 or even more states. However, we still have one case where the basic translation produces smaller automaton than the F, G-merging (see Figure 6 , rand4) and F-merging translations. Table 3 confirms by numbers that the F-and F, G-merging translations often build automata with fewer branching. The numbers of deterministic and nonalternating (without universal branching) automata are especially appealing for the F, G-merging translation on formulae from the set randfg.
On the downside, the presented translations produce SLAA with more acceptance marks than the translation of LTL3BA. This is the price we pay for small automata. Basic translation sometimes uses 0 acceptance marks if there is no F or U operator.
Conclusion
We have presented a novel translation of LTL to self-loop alternating automata (SLAA) with Emerson-Lei acceptance condition. To our best knowledge, it is the first translation of LTL producing SLAA with other than Büchi or co-Büchi acceptance. Our experimental results demonstrated that the expressive acceptance condition allows to produce substantially smaller SLAA comparing to these produced by LTL3BA when F or G operators appear in the translated formula.
This work opens doors for research of algorithms processing SLAA with Emerson-Lei acceptance, in particular the algorithms transforming these SLAA to nonalternating automata with various degrees of determinism: nondeterministic, deterministic, or semi-deterministic (also known as limit-deterministic) automata. Our implementation can serve as a natural source of such automata and already helped to build a tool that can produce small deterministic and nondeterministic TELA.
A Correctness and Complexity of the F, G-Merging
Translation Theorem 1. Let ϕ be an LTL formula and let A ϕ be the corresponding SLAA built by the F, G-merging translation. Then L(A ϕ ) = L(ϕ). Moreover, the number of states of A ϕ is linear to the size of ϕ and the number of acceptance marks is at most exponential to the size of ϕ.
Proof. We prove the correctness part of the theorem by structural induction in both directions. We suppose that, for all strict subformulae ψ of ϕ, the SLAA for ψ, which we denote A ψ , is correct (accepts exactly L(ψ)) and also corresponding SLAA for all subformulae of ψ are correct in the same sense.
In the proof, the following notation is used. Let T be a multitransition and S be a set of states. Then T [S] = {t = (s, α, M, C) | t ∈ T and s ∈ S} is the set of transitions from T with a source from S, and
, let w be a word such that w |= ϕ. We find an accepting run ρ = T 0 T 1 . . . of A ϕ over w for each possible form of ϕ. We will often compose runs of automata for subformulae on suffixes of w. Let 0 ≤ i ≤ j be two indices. We say that two runs T 
is a multitransition (which means, there is at most one (s, w k , M, C) ∈ T k for each state s). Proposition 1. Let w i.. and w j.. be two suffixes of some w ∈ Σ ω and A an SLAA such that both w i.. and w j.. are in L(A). Then there always exist accepting runs over w i.. and w j.. that are synchronized. This extends naturally also to runs of different automata built by our inductive definition.
In the following, when we choose multiple accepting runs over suffixes of some word, we always assume they are synchronized. This is a valid assumption due to Proposition 1.
If ϕ is one of tt, a or ¬a where a ∈ AP , we have T 0 = {(ϕ, w 0 , ∅, ∅)} and T i = ∅ for i ≥ 1. The transition in T 0 exists in A ϕ by definition and the run is accepting since it has no infinite branch. If ϕ ≡ ff , then no word satisfies ϕ and there is nothing to prove.
Let ϕ ≡ ψ 1 ∨ ψ 2 . . . , we can assume that w |= ψ 1 (the proof is analogous in the other case). Therefore, there is an accepting run σ of A ψ1 over w, and we define ρ as ρ = {(ϕ, w 0 , ∅, C)}T 1 T 2 . . . where σ = {(ψ 1 , w 0 , M, C)}T 1 T 2 . The run ρ is accepting as it has branches isomorphic to branches of σ.
Let ϕ ≡ ψ 1 ∧ ψ 2 . Then we can assume two synchronized runs R 0 R 1 . . . of A ψ1 and S 0 S 1 . . . of A ψ2 over w with R 0 = {(ψ 1 , w 0 , M 1 , C 1 )} and S 0 = {(ψ 2 , w 0 , M 2 , C 2 )}. We define T 0 = {(ϕ, w 0 , ∅, C 1 ∪ C 2 )} and T i = R i ∪ S i for i > 0. The run ρ is a union of branches of the two runs and thus is accepting. If ϕ ≡ Xψ, then we create ρ as {(ϕ, w 0 , ∅, {ψ})}T 1 T 2 . . . where T 1 T 2 . . . is an accepting run of A ψ over w 1.. . Let ϕ ≡ ψ 1 U ψ 2 where ψ 1 ≡ tt and let k ≥ 0 be the smallest index such that w k.. |= ψ 2 . We know that w j.. |= ψ 1 for all j < k as w |= ϕ, and thus for each such j there exist an accepting run
. . of A ψ2 over w k.. . We define the multitransitions of ρ as follows.
The run ρ contains the branches of all σ j for j ≤ k, some of them prefixed with finitely many ϕ -labelled edges between nodes of the form (ϕ, i). Since ϕ only appears in the first k multitransitions, Fin ϕ is satisfied, the rest of the acceptance formula is satisfied as we reuse the branches of accepting runs.
If ϕ ≡ Fψ, we again denote by k the smallest index such that 
We can finally define the multitransitions of ρ as follows.
The run ρ is accepting because ϕ only appears in first k multitransitions, K ϕ does not appear anywhere in the run, and the rest of the condition inherited from automata for subformulae is trivially satisfied by the branch that stays in ϕ forever and is satisfied on the other branches as they only contain marks of A ψK and they mimic (using S i [K]) the accepting run σ.
Let ϕ ≡ ψ 1 R ψ 2 such that ψ 1 ≡ ff or ψ 2 is not a conjunction of temporal and state formulae. Let k be the smallest number such that w k.. |= ψ 1 ∧ ψ 2 and that for all i < k we have w i.. |= ψ 2 . If no such k exists, we set k = ∞. Similarly as for the U-case, from the induction principle we have accepting runs
. . of A ψ2 over w i.. for 0 ≤ i ≤ k and an accepting run σ = S 0 S 1 . . . of A ψ1 over w k.. . The multitransitions of ρ are defined as follows.
Finally, let ϕ ≡ G ψ∈K ψ where each ψ ∈ K is a temporal or state formula. For every ψ ∈ K and every i ≥ 0 we know that w i.. 
, where
The acceptance formula is satisfied by ρ as, for each ψ ∈ K ∩ (U ∪ F ) the marks ψ (and some The statement is trivially true for ϕ ≡ tt (every word satisfies tt) and ϕ ≡ ff (there cannot exist an accepting run over A ff ). If ϕ ≡ a, then surely T 0 is an w 0 -labelled multitransition such that a ∈ w 0 , hence w |= ϕ. Similar argument applies to ϕ ≡ ¬a.
Let ϕ ≡ ψ 1 ∨ ψ 2 . Then ρ is (up to dom(T 0 )) equivalent to (also accepting) run of A ψ1 or A ψ2 over w. Therefore w |= ψ 1 or w |= ψ 2 , so w |= ϕ.
If ϕ ≡ ψ 1 ∧ ψ 2 , then, by definition of ∆, ρ consists exactly of branches of runs of A ψ1 and A ψ2 , again with the only difference in dom(T 0 ), all of which have to be accepting. Therefore, by the induction hypothesis, w |= ψ 1 and w |= ψ 2 , so w |= ϕ.
Let ϕ ≡ Xψ. By the definition of ∆, T 1 T 2 . . . is an accepting run of A ψ over w 1.. , thus w 1.. |= ψ and so w |= ϕ.
Let ϕ ≡ ψ 1 U ψ 2 . Since ρ is accepting but, by the definition of ∆, no ϕ or K ϕ appear in the run. Therefore Fin ϕ has to hold. We can see that every outgoing transition of ϕ is looping if and only if its acceptance label contains ϕ , so there exists some k ∈ N such that, after k steps, the run escapes from ϕ and, by the definition of ∆, the run T k T k+1 . . . is an accepting run of A ψ2 over w k.. and thus w k.. |= ψ 2 by induction hypothesis. Moreover, for each i < k the multitransition T i contains (by definition of ∆) a transition (ϕ, w i , { ϕ }, {ϕ} ∪ C) such that {(ψ 1 , w i , M, C)}T i+1 [C] . . . for some M is an accepting run of A ψ1 over w i.. , so w i.. |= ψ 1 .
If ϕ ≡ Fψ, then again no ϕ appears in the run, so both Fin ϕ and Fin K ϕ for some K ∈ ψ holds. Therefore there exists k ∈ N such that neither ϕ nor K ϕ appears in T k T k+1 . . .. This happens because of two reasons: either the run eventually leaves the state ϕ using some transition from ψ K ′ (where K ′ ∈ ψ), or we only use transitions from ψ K (with ψ K replaced by ϕ). In both cases, w k |= ψ so w |= ϕ.
If ϕ ≡ ψ 1 R ψ 2 , each T i that contains ϕ contains a transition (ϕ, w i , ∅, C 1 ∪C 2 ) such that {(ψ 2 , w i , M, C 2 )}T i+1 [C 2 ] . . . for some M is an accepting run of A ψ2 over w i.. , hence w i.. |= ψ 2 . If C 1 = {ϕ} for all i, we have that w |= ϕ. Otherwise, there is a minimal k ≥ 0 such that {(ψ 1 , w k , M, C 1 )}T k+1 [C 1 ] . . . for some M is an accepting run of A ψ1 over w k.. , hence w k.. |= ψ 1 and again, w |= ϕ.
Finally, let ϕ ≡ G ψ∈K ψ where ψ ∈ K are all temporal or state formulae. For each ψ ∈ K and each i we construct an accepting run σ Each σ ψ i consists of a subset of branches of ρ (or their suffixes) and some branches that loop in ψ for a while. If the branch stays forever in ψ then its marks are exactly those marks of ρ relevant to ψ (have the ψ subscript) and such branch must satisfy the accepting formula of A ψ . Branches that eventually leave ψ have suffix that is already in ρ and thus must satisfy the acceptance formula too. Hence, σ ψ i is an accepting run of A ψ over w i.. and we have that w i.. |= ϕ for each i and ψ, hence w |= ϕ.
The linear number of states of A ϕ with respect to the size of ϕ comes from the fact that states of A ϕ are subformulae of ϕ. Let n be the number of states of A ϕ . Then we have at most n marks of the form ψ , at most n marks of the form ψ , and finally at most 2 n marks of the form K ψ (the exponential blowup may be caused only by conversion to DNF, if necessary). Overall, the number of marks is at most exponential with respect to size of ϕ.
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