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Abstract 
In this paper, a novel on-line evolving fuzzy clustering method that extends the evolving 
clustering method (ECM) of Kasabov and Song (2002) is presented, called EFCM. Since it is an 
on-line algorithm, the fuzzy membership matrix of the data is updated whenever the existing 
cluster expands, or a new cluster is formed. EFCM does not need the numbers of the clusters to 
be pre-defined. The algorithm is tested on several benchmark data sets, such as Iris, Wine, Glass, 
E-Coli, Yeast and Italian Olive oils. EFCM results in the least objective function value compared 
to the ECM and Fuzzy C-Means. It is significantly faster (by several orders of magnitude) than 
any of the off-line batch-mode clustering algorithms. A methodology is also proposed for using 
the Xie-Beni cluster validity measure to optimize the number of clusters. 
 
1. Introduction 
 
Clustering has been one of the most important tasks in the statistical learning theory [1-3]. 
Clustering is concerned with finding the grouping of data vectors based on their similarity 
through defining the cluster centers and their radii. The exact clustering methods (such as K-
means) define the membership of each vector as belonging to only one cluster (membership 
degree of 1) and not belonging to the rest of the clusters (membership degree of 0). In the early 
1980’s fuzzy C-means algorithm was proposed by Bezdek [2] as an extension of the K-means 
algorithm to account for the fuzziness present in a data set. Each data vector belongs to every 
cluster to a certain degree, all degrees having a sum of 1. Several algorithms are proposed 
thereafter to cater to different shapes of clusters such as Gustafsson and Kessel [4]; Gath and 
Geva [5]. Clustering algorithms are often used as parts of other methods of computational 
intelligence, such as data mining and learning algorithms [6], radial basis function neural network 
to select the kernels [7], fuzzy inference systems where the number of possible fuzzy ‘if-then’ 
rules is determined by the number of clusters in the data set [8-10]. Some of the recently reported 
fuzzy clustering algorithms include collaborative fuzzy clustering [11], robust fuzzy clustering 
[12], fuzzy clustering based on axiomatic fuzzy set theory [13], threshold accepting based fuzzy 
clustering [14] and hierarchical approach to fuzzy clustering [15].  
When the on-line algorithms became popular over the last decade [16-21], the evolving 
clustering method ECM emerged as one of them [10]. Kasabov and Song [10] demonstrated the 
effectiveness of ECM in the context of designing a dynamic, evolving neuro-fuzzy inference 
system, called DENFIS, which is then applied to modeling and knowledge discovery tasks in 
bioinformatics, brain study and intelligent machines [22]. Indeed, many applications in the 
mentioned areas as well as in finance, environmental study, adaptive process control, and other 
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areas require a fast on-line clustering to evolve and adapt a model incrementally and continuously 
to incoming data.   
This paper describes a fuzzy version of the ECM, here called “on-line evolving fuzzy 
clustering method” – EFCM. EFCM results in a much lower objective function value than  the 
ECM or Fuzzy C-Means. It is significantly (several orders of magnitude) faster than the off-line 
clustering algorithms without the need to specify, in advance, the number of the clusters. The rest 
of the paper is organized as follows. Section 2 gives a brief description of the evolving clustering 
method (ECM) of Kasabov and Song [10] and its extension – evolving fuzzy clustering method 
that incorporates fuzziness in the cluster interpretation stage and a methodology to cluster data 
sets where the number of clusters is not known a priori. Section 3 describes the results of a 
comparative study of the EFCM versus ECM and Fuzzy-C Means algorithms on 6 different data 
sets. Section 4 presents conclusions and directions for further research. 
 
2. Evolving Clustering Method (ECM) and The Evolving Fuzzy Clustering 
Method (EFCM) 
 
2.1. The ECM Algorithm 
 
In this section, first the evolving, online, maximum distance-based clustering method, ECM 
[10], is described. This was used to implement a scatter partitioning of the input space for 
creating fuzzy inference rules from data in dynamic evolving neuro-fuzzy inference system 
(DENFIS). The online ECM does not involve any optimization. It is a fast, one-pass algorithm for 
a dynamic estimation of the number of clusters and current cluster centers in a data set. In any 
cluster, the maximum distance, MaxDist, between a sample point and the cluster center, is less 
than a threshold value, Dthr, which is set as a clustering parameter. This parameter affects the 
number of clusters to be estimated.  
In the online clustering process, the data samples come from a data stream and the algorithm 
starts with an empty set of clusters. When a new cluster is created, the cluster center, Cc, is 
defined and its cluster radius, Ru, is initially set to zero. When more samples are presented one 
after another, some existing clusters will be updated by changing their centers’ positions and 
increasing their radii. Which cluster will be updated and how much it will be changed, depends 
on the position of the current sample in the input space. A cluster will not be updated any more 
when its cluster radius, Ru, becomes equal to a threshold value, Dthr. 
 
2.2. The Proposed Evolving Fuzzy Clustering Method (EFCM) 
 
The evolving fuzzy clustering method (EFCM) is a fuzzy variant of the ECM. It essentially 
computes the membership values or grades of each of the input vector (sample) as it arrives from 
the input stream, signifying its degree of belonging to the existing clusters. This variation brings 
the fuzzy flavor to the ECM and makes it more accurate in case of overlapping clusters and faster 
vis-à-vis the off-line fuzzy clustering algorithms. The EFCM algorithm is described as follows: 
Step 0: Create the first cluster by simply taking the position of the first sample from the input 
stream as the first cluster center Cc1, and setting a value 0 for its cluster radius Ru1. 
Create an empty dynamic array to store the membership values of samples in the clusters 
created as the algorithm proceeds.  
Step 1: If all samples have been processed, the algorithm is stopped. Else, the current input 
sample xi is considered and the distances between this sample and all n already existing 
cluster centers Ccj, njCcxD jiij ,...,2, =−=  are calculated. Then, the membership 
values for this sample is calculated as: 
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Step 2: If any distance value, Dij, is equal to or less than, at least one of the radii, Ruj, j = 
1,2,…,n, then the current sample xi belongs to a cluster Cm with the minimum distance  
njCcxminCcxD jimmim ,...,2, =−=−=                                                   (2) 
subject to the constraint njRuD jij ,...,2,1, =≤  
In this case, neither a new cluster is created, nor any existing cluster is updated. The 
algorithm returns to Step 1. Else—go to Step 3. 
Step 3: Find cluster Ca (with center Cca and cluster radius Rua ) from all n existing cluster centers 
such that  
njRuDSwhereSSCc jijijijiaa ,...,2,1,),min( =+===                                (3) 
Step 4: If Sia is greater than 2 x Dthr, the sample xi does not belong to any existing clusters. 
Hence, a new cluster is created as in Step 0. Then the algorithm returns to Step 2. 
Step 5: If Sia is not greater than 2 x Dthr, the cluster Ca is updated by moving its center, Cca, and 
increasing the value of its radius, Rua. The updated radius is set to be equal to Sia / 2 and 
the new center is located at the point on the line joining xi and Cca, and the distance from 
the new center to the point xi is equal to new radius. Further, the membership value 
matrix is updated to reflect this change. The algorithm returns to Step 1. 
End of Algorithm 
 
In the above algorithm, in Step 4, using the formula presented in step 1, the membership value 
matrix is extended with the addition of a new column to cater to the new cluster. The 
effectiveness of the ECM and the EFCM is measured by the objective function value that is 
computed at the end of the clustering process using the following formulas: 
(a) In case of ECM:   
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(b) In case of EFCM: 
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The less the objective function value the better the clustering is. As it can be seen from the 
EFCM algorithm, it is much simpler than the traditional fuzzy C-means and much faster than the 
fuzzy C-means, as it is a one-pass algorithm. Further, it may be observed that the present 
algorithm utilizes the fuzzy membership value matrix to evaluate the efficacy of the clustering 
process and does not use it in the clustering process per se. This is a significant departure from 
many fuzzy clustering algorithms. A future version of EFCM would address the issue of 
incorporating the fuzzy membership value matrix directly into the clustering process.  
 
2.3. A Methodology to Obtain the Optimal Number of Clusters  
 
In datasets with unknown number clusters, the following methodology is suggested for 
optimizing the number of the clusters in the on-line EFCM: 
1. Choose a small value of Dthr, in the range of 0 to 1 
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2. Run the EFCM algorithm for this value of Dthr 
3. Compute the Xie-Beni cluster validity measure (see Xie and Beni [23])  
4. Increment the value of Dthr by a small amount and repeat the steps 1 to 3. 
The number of clusters corresponding to the minimum value of the Xie-Beni index indicates 
the “optimal” number of clusters.  
 
3. Results and Discussions 
 
EFCM is used to cluster several benchmark datasets: Iris, Wine, Glass, E.coli, Yeast and 
Italian Olive Oils in an on-line mode. The first five data sets are taken from the UCI repository of 
machine learning databases (Blake and Merz, [24]), while the Italian Olive Oils data set is taken 
from Forina and Armanino [25]. The Iris data set has 3 classes of flowers and 150 samples with 
four features each. The Wine data set has 3 classes representing three regions of brewing in Italy. 
It has 178 samples with 13 features each. The Glass data set has 7 classes and 214 samples with 8 
features each. The  E.coli data set has 8 classes with 336 samples and 7 features each. The Yeast 
data set has 10 classes. It has 1484 samples with 8 features each. The Italian Olive Oils data set 
has 9 classes representing the nine regions of growing olive oil in Italy, with 572 samples and 8 
features representing the fatty acids. The algorithm is implemented in MATLAB 6.0 [10,26-27].  
To compare the performance of the EFCM with the on-line ECM and the off-line Fuzzy-C 
Means algorithms, these algorithms were also applied on the same date sets. The results presented 
in Table 1 indicate the consistent superiority of EFCM over both ECM and FCM because the 
former obtained less objective value in all the data sets. All variables in the data sets were 
normalized in the interval [0,1] before clustering. This demonstrates the overwhelming 
superiority of EFCM over both ECM and FCM. Table 1 also presents the number of clusters 
obtained in each case. According to the methodology presented in section 2.3, Xie-Beni index is 
used to determine the optimal number of clusters in all cases. Table 1 reveals that both EFCM and 
ECM reported the same number of clusters for each data set except Glass where EFCM yielded 
fewer clusters compared to both ECM and Fuzzy C-Means. This is due to the fact that the 
calculated Xie-Beni index value was minimum for 5 clusters in case of EFCM, whereas there 
were 7 clusters evolved through ECM, even though for the same value of Dthr both EFCM and 
ECM evolve same number of clusters. This is because the definition of the Xie-Beni index for 
EFCM involves membership degree values of the samples in each cluster. 
 
Table 1: Comparison of objective function values             
Dataset EFCM 
(Present paper) 
ECM [10] FCM [2] 
 Objective
function  
# clusters Objective 
function  
# clusters Objective
function  
# clusters 
Iris 0.0476 3 0.1529 3 0.0903 3 
Wine 0.3231 2 0.8887 2 1.2045 3 
Glass 0.1051 5 0.6862 7 1.9002 7 
E.Coli 0.0930 8 0.9314 8 0.2060 3 
Yeast 0.0346 9 0.7140 9 0.8628 3 
Italian Olive Oils 0.1327 3 0.4926 3 0.6978 3 
 
4. Conclusions 
 
This paper presents a novel on-line fuzzy clustering algorithm called evolving fuzzy clustering 
method (EFCM) by extending the evolving clustering method (ECM) [10]. Its effectiveness is 
tested on several benchmark data sets such as Iris, Wine, Glass, E.Coli, Yeast and Italian Olive 
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oils. A methodology to optimize the number of clusters in the EFCM algorithm for clustering the 
data sets where the number of clusters is unknown a priori is also suggested. Results demonstrate 
the superiority of the present algorithm EFCM over both ECM and FCM as it yielded the least 
objective function value compared to the latter two algorithms. The EFCM is very fast since it is 
a one-pass algorithm. Hence it is best suited for on-line data clustering across application areas. 
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