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Abstract
We provide an upper bound on the quasi-relative entropy in terms of the trace distance.
The bound is derived for any operator monotone decreasing function and either mixed qubit
or classical states. Moreover, we derive an upper bound for the Umegaki and Tsallis relative
entropies in the case of any finite-dimensional states. The bound for the relative entropy
improves the known bounds for some states in any dimensions larger than four. The bound
for the Tsallis entropy improves the known bounds.
1 Introduction
Quantum quasi-relative entropy was introduced by Petz [8, 9] as a quantum generalization of a
classical Csisza´r’s f -divergence [4]. It is defined in the context of von Neumann algebras, but we
consider only the finite-dimensional Hilbert space setup. Let H be a finite-dimensional Hilbert
space, ρ and σ be two states (given by density operators), and f : (0,∞) → R be an operator
convex function. Then the quasi-relative entropy (often times called f -divergence) is defined as
Sf(ρ||σ) = Tr(f(∆σ,ρ)ρ) , (1.1)
where ∆σ,ρ is a relative modular operator defined by Araki [1] that acts as a left and right multi-
plication for the positive invertible operators A and B
∆A,B(X) = LAR
−1
B (X) = AXB
−1 .
Throughout the paper we consider ρ and σ to be strictly positive density operators.
Note that there is an equivalent definition of the f -divergence that is sometimes used
S˜f(ρ||σ) = Tr(f(∆ρ,σ)σ) = Sf(σ‖ρ) . (1.2)
1
2But taking g(x) = xf(x−1), we obtain
Sg(ρ‖σ) = S˜f(ρ‖σ) .
Since all references related to quasi-relative entropies cited in this paper use definition (1.1), we
will also use this one.
Taking the logarithmic function f(x) = − log(x) reduces quasi-relative entropy to the Umegaki
relative entropy [11],
S(ρ‖σ) = Tr(ρ[log ρ− log σ]) .
A famous bound relating the quantum relative entropy and the trace distance between two
quantum states, is called the Pinsker inequality. A similar inequality holds for the quasi-relative
entropy as well, as was shown by Hiai and Mosonyi [6] :
f ′′(1)
2
‖ρ− σ‖21 ≤ Sf (ρ‖σ) .
The questions now, is to obtain the upper bound on the quasi-relative entropy in terms of the
trace distance. The upper continuity bound for the Umegaki relative entropy was obtained in [2]
in the following form:
S(ρ‖σ) ≤ (ασ + T ) log(1 + T/ασ)− αρ log(1 + T/αρ) , (1.3)
where throughout the paper αω is the minimal non-zero eigenvalue of the state ω, and T :=
‖ρ− σ‖1/2.
For 0 < q 6= 1, taking f(x) = 1
1−q
(1− x1−q) in (1.1) leads to the Tsallis q-entropy defined as
Sq(ρ‖σ) = 1
1− q
(
1− Tr(ρqσ1−q)) , (1.4)
for ker(σ) ⊂ ker(ρ). A series of upper bounds for the q-entropy in terms of the trace distance were
obtained in [10]. The derived bounds in [10] are, in particular, the following:
• for q > 1
Sq(ρ‖σ) ≤ ⌈q⌉ − 1
q − 1
λq−1
αq−1σ
‖ρ− σ‖1 ,
where λ is the maximum eigenvalue in the joint spectra of ρ and σ, and ⌈q⌉ is the smallest
integer that is larger than q;
• for 1 < q ≤ 2, and denoting λρ to be the maximal eigenvalue of ρ, and α = min{αρ, ασ}, the
following bounds hold
Sq(ρ‖σ) ≤ 1
q − 1
λqρ
αq
‖ρ− σ‖1 . (1.5)
• for 0 < q < 1,
Sq(ρ‖σ) ≤ 1
1− q
λqρ
αqσ
‖ρ− σ‖1 . (1.6)
3Note that a series of other bounds was derived in [10], which for some states could be an improve-
ment of the bounds above.
We investigate the upper continuity bound for a quasi-relative entropy for an operator mono-
tone decreasing function f .
Main results:
• For any operator monotone decreasing function f , when states ρ and σ are either 2-dimensional
qubit states or classical states, in Theorem 3.1 we prove
Sf(ρ‖σ) ≤ ‖ρ− σ‖1
[
λρ
λρ − ασ f(λ
−1
ρ ασ)− af
]
, (1.7)
where
– λρ ∈ (0, 1] is the largest eigenvalue of ρ,
– ασ ∈ (0, 1] is the smallest eigenvalue of σ,
– af = − limy↑∞ f(iy)iy .
In the most general case, we obtain an upper bound dependent on the dimension of the
Hilbert space, see Theorem 3.3. We conjecture that the bound (1.7) holds in the general
case as well, see Conjecture 3.4.
• In Theorem 4.1 we provide the following upper bound to the relative entropy
S(ρ‖σ) ≤ ‖ρ− σ‖1λρ log(αρ)− log(ασ)
αρ − ασ ≤
λρ
α
‖ρ− σ‖1 ,
where α = min{αρ, ασ}. For any dimension larger than four, there are states, for which the
present bound is better than known bound (1.3). See Section 4.2.
If states are two-dimensional, from (1.7) and Corollary 4.3, we obtain
S(ρ‖σ) ≤ ‖ρ− σ‖1λρ log λρ − logασ
λρ − ασ ≤
λρ
ασ
‖ρ− σ‖1 .
• For Tsallis relative entropy for q > 1, in Remark 5.1 we show how improve the bound (1.5)
in the proof in [10]. We obtain
Sq(ρ‖σ) ≤
λqρ
αq
‖ρ− σ‖1 . (1.8)
• In Theorem 6.1, for q ∈ (0, 1) we obtain the upper bound on the q-entropy
Sq(ρ‖σ) ≤ 1
1− q‖ρ− σ‖1λ
q
ρ
α1−qρ − α1−qσ
αρ − ασ ≤ ‖ρ− σ‖1
λqρ
αq
.
This bound is clearly an improvement of (1.6), since it improves the constant.
If the states ρ and σ are two-dimensional, then from Theorem 3.3 (see Section 7), we obtain
Sq(ρ‖σ) ≤ 1
1− q ‖ρ− σ‖1λ
q
ρ
λ1−qρ − α1−qσ
λρ − ασ ≤ ‖ρ− σ‖1
λqρ
αqσ
.
42 Preliminaries
2.1 Operator monotone functions
2.1 Definition. A function f : (a, b) → R is operator monotone if for any pair of self-adjoint
operators A and B on some Hilbert space that have spectrum in (a, b), the operator
f(A)− f(B) ≥ 0
is positive semidefinite whenever A − B ≥ 0 is positive semidefinite. We say that f is operator
monotone decreasing on (a, b) in case −f is operator monotone.
2.2 Definition. A function f : (a, b)→ R is operator concave on the positive operators, when for
all positive semidefinite operators A and B on some Hilbert space that have spectrum in (a, b)
and all λ in (0, 1),
f((1− λ)A+ λB))− (1− λ)f(A)− λf(B) ≥ 0
is positive semidefinite. A function f is operator convex if −f is operator concave.
2.3 Theorem (Bhatia ’97 ). [3, Theorem V.2.5] Every operator monotone function f : [0,∞)→ R
is operator concave. Moreover, every continuous function f mapping [0,∞) → [0,∞) into itself
is operator monotone if and only if it is operator concave.
2.4 Example. Note that
• f(x) = log x is operator monotone;
• f(x) = x log x is operator convex.
2.5 Example. Let f(x) = xp, where p ∈ R. Then by [3, Theorem V.2.10] the function f is
1. operator monotone and operator concave if and only if p ∈ [0, 1];
2. operator convex if and only if p ∈ [−1, 0] ∪ [1, 2];
3. operator monotone decreasing and operator convex if and only if p ∈ [−1, 0].
2.6 Definition. A Pick function is a function f that is analytic on the upper half plane and has
a positive imaginary part. The set of Pick functions on (a, b) is denoted as P(a,b).
2.7 Theorem (Lo¨wner ’34). [3, Theorem V.4.7] A function f on (a, b) is operator monotone if
and only if f is a restriction of a Pick function f ∈ P(a,b) to (a, b).
2.8 Corollary. A function f on (0,∞) is operator monotone decreasing if and only if −f ∈ P(0,∞).
Denote the set of operator monotone decreasing functions f (i.e.−f ∈ P(0,∞)) as Q(0,∞).
2.9 Example. From [3, Exercise V.4.8] The following functions belong to Q(0,∞):
5• f(x) = − log x,
• f(x) = −xp for p ∈ [0, 1],
• f(x) = xp for p ∈ [−1, 0].
According to [5, Chapter II, Theorem I] every function f ∈ Q(0,∞), has a canonical integral
representation
f(x) = −ax− b+
∫ ∞
0
(
1
t+ x
− t
t2 + 1
)
dµf(t) , (2.1)
where a := − limy↑∞ f(iy)iy ≥ 0, b := −Re f(i) ∈ R and µ is a positive measure on (0,∞) such that∫ ∞
0
1
t2 + 1
dµf (t) <∞, and
µf(x1)− µf(x0) = − lim
y↓0
1
pi
∫ x1
x0
Im f(−x+ iy)dx . (2.2)
Conversely, every such function belongs in Q(0,∞).
We consider functions f ∈ Q(0,∞) such that f(1) = 0. The last condition is equivalent to
0 = f(1) = −a− b+
∫ ∞
0
(
1
t+ 1
− t
t2 + 1
)
dµf (t) ,
in other words,
a + b =
∫ ∞
0
(
1
t+ 1
− t
t2 + 1
)
dµf(t) . (2.3)
Therefore, the operator monotone decreasing function f such that f(1) = 0 has the following
integral representation
f(x) = a(1− x) +
∫ ∞
0
(
1
t + x
− 1
t+ 1
)
dµf(t) . (2.4)
2.10 Example. Consider the power function f(x) = −xp for p ∈ (0, 1). It is operator monotone
decreasing. Then
a = − lim
y↑∞
f(iy)/(iy) = 0 , and b = cos(ppi/2) .
For x > 0, limy↓0 Im f(−x+ iy) = −xp sin(ppi) so that
dµ(x) = pi−1 sin(ppi)xpdx .
This yields the representation
− xp = −cos(ppi/2) + sin(ppi)
pi
∫ ∞
0
tp
(
1
t+ x
− t
t2 + 1
)
dt . (2.5)
62.11 Example. Let f(x) = − log(x). It is operator monotone decreasing. Then
b = Re (log(i)) = 0 ,
and
a = lim
y↑∞
log(iy)/(iy) = lim
y↑∞
(log y + ipi/2)/(iy) = 0 .
It is clear from (2.2) that
dµ(x) =
1
pi
lim
y↓0
Im log(−x+ iy)dx = dx .
Then the integral representation (2.1) gives the following formula for the logarithmic function
− log x =
∫ ∞
0
(
1
t+ x
− t
t2 + 1
)
dt , (2.6)
which is also obvious from the direct computation of the integral.
2.2 Quasi-relative entropy
2.12 Definition. For an operator convex function f , such that f(1) = 0, and strictly positive
states ρ and σ acting on a finite-dimensional Hilbert space H, the quasi-relative entropy (or some-
times referred to as the f -divergence) is defined as
Sf(ρ||σ) = Tr(f(∆σ,ρ)ρ) ,
where the relative modular operator, introduced by Araki [1],
∆A,B(X) = LAR
−1
B (X) = AXB
−1
is a product of left and right multiplication operators, LA(X) = AX and RB(X) = XB. Through-
out this paper we consider finite-dimensional setup, so the operators are invertible. (In general,
A−1 is stands for the generalized inverse of A.)
There right and left multiplication operators have the following properties [7]
1. They commute, i.e.
[LA, RB] = 0,
since
LARB(X) = AXB = RBLA(X) .
2. The operators LA and RA are invertible if and only if A is non-singular, giving L
−1
A = LA−1
and R−1A = RA−1 .
3. If A is self-adjoint, then LA and RA are both self-adjoint with respect to the Hilbert Schmidt
inner product.
74. If A ≥ 0, then LA and RA are positive semi-definite, i.e.
TrX∗LA(X) = TrX
∗AX ≥ 0
and
TrX∗RA(X) = TrX
∗XA = TrX∗AX ≥ 0 .
5. If A > 0, for any function f(0,∞) → R, we have f(LA) = Lf(A) and f(RA) = Rf(A). This
follows from the spectral decomposition of A, denoted as A =
∑d
j=1 λj |j〉 〈j|. Then for
any j, k = 1, . . . , d the operator |j〉 〈k| is the eigenstate of the operator LA (and RA) with
eigenvalue λj (or λk). The later has degeneracy d
LA |j〉 〈k| = λj |j〉 〈k| , RA |j〉 〈k| = λk |j〉 〈k| .
Therefore,
f(LA) |j〉 〈k| = f(λj) |j〉 〈k| , f(RA) |j〉 〈k| = f(λk) |j〉 〈k| .
There is a straightforward way to calculate the quasi-relative entropy from the spectral decom-
position of states. Let ρ and σ have the following spectral decomposition
ρ =
∑
j
λj |ψj〉 〈ψj | , σ =
∑
k
µk |φk〉 〈φk| , (2.7)
where the eigenvalues are ordered:
λn ≤ · · · ≤ λ1, µn ≤ · · · ≤ µ1 .
the set {|φk〉 〈ψj |}j,k forms an orthonormal basis of B(H), the space of bounded linear operators,
with respect to the Hilbert-Schmidt inner product defined as 〈A,B〉 = Tr(A∗B). By [12], the
modular operator can be written as
∆σ,ρ =
∑
j,k
µk
λj
Pj,k , (2.8)
where Pj,k : B(H)→ B(H) is defined by
Pj,k(X) = |ψj〉 〈φk| 〈ψj |X |φk〉 .
The quasi-relative entropy is calculated as follows
Sf(ρ||σ) =
∑
j,k
λjf
(
µk
λj
)
| 〈φk| |ψj〉 |2 . (2.9)
2.13 Example. For f(x) = − log x, the quasi-relative entropy becomes the Umegaki relative
entropy
S− log(ρ‖σ) = S(ρ‖σ) = Tr(ρ log ρ− ρ log σ) .
82.14 Example. For p ∈ (−1, 2) and p 6= 0, 1 let us take the function
fp(x) :=
1
p(1− p)(1− x
p) ,
which is operator convex. The quasi-relative entropy for this function is calculated to be
Sfp(ρ||σ) =
1
p(1− p)
(
1− Tr(σpρ1−p)) .
2.15 Example. For p ∈ (−1, 1) take q = 1− p ∈ (0, 2), the function
fq(x) =
1
1− q (1− x
1−q)
is operator convex. The quasi-relative entropy for this function is known as Tsallis q-entropy
Sq(ρ‖σ) = 1
1− q
(
1− Tr(ρqσ1−q)) .
3 Upper continuity bound for qubits
Consider a case when ρ and σ are 2-dimensional states, or diagonalizable in the same basis states on
d-dimensional Hilbert space. Then for any operator monotone decreasing function f the following
upper bound holds.
3.1 Theorem. Let f ∈ Q(0,∞) be an operator monotone decreasing function such that f(1) = 0.
Let ρ and σ be two strictly positive density operators on a 2-dimensional Hilbert space, or states
diagonalizable in the same basis on any finite-dimensional Hilbert space. Then
Sf (ρ‖σ) ≤ ‖ρ− σ‖1
[
λρ
λρ − ασ f(λ
−1
ρ ασ)− a
]
, (3.1)
where
• λρ ∈ (0, 1] is the largest eigenvalue of ρ,
• ασ ∈ (0, 1] is the smallest eigenvalue of σ,
• a = − limy↑∞ f(iy)iy .
Proof. Every function f ∈ Q(0,∞) (i.e. operator monotone decreasing function), such that f(1) = 0
admits an integral representation (2.4). Since Sf(ρ‖ρ) = 0 = Tr(f(∆ρ,ρ)ρ), we have
Sf(ρ‖σ) = Tr{(f(∆σ,ρ)− f(∆ρ,ρ))ρ} (3.2)
= afTr{∆ρ,ρρ} − afTr{∆σ,ρρ}+
∫ ∞
0
dµf(t) Tr{
(
(t1l + ∆σ,ρ)
−1 − (t1l + ∆ρ,ρ)−1
)
ρ}
(3.3)
=
∫ ∞
0
dµf(t) Tr{
(
(t1l + ∆σ,ρ)
−1 − (t1l + ∆ρ,ρ)−1
)
ρ} . (3.4)
9The formula A−1 −B−1 = A−1(B −A)B−1 holds for any invertible operators A and B. Using
the fact that the modular operator is the product of left and right multiplications, ∆σ,ρ = LσRρ−1 ,
we obtain
Sf(ρ‖σ) =
∫ ∞
0
dµf(t) Tr{
(
(t1l + ∆σ,ρ)
−1(Lρ − Lσ)Rρ−1(t1l + ∆ρ,ρ)−1
)
ρ} (3.5)
=
∫ ∞
0
dµf(t) Tr{
(
(t1l + ∆σ,ρ)
−1(Lρ − Lσ)(t1l + ∆ρ,ρ)−1
)
(I)} . (3.6)
From (2.8), the last trace can be written as a trace of a product of two matrices:
Sf(ρ‖σ) =
∫ ∞
0
dµf(t) (t+ 1)
−1Tr{Dt(ρ− σ)} ,
where, with the spectral decomposition (2.7) of ρ and σ,
Dt =
∑
jk
(
t+
µk
λj
)−1
〈ψj | |φk〉 |ψj〉 〈φk| .
In Lemma 3.2 take X = ρ− σ, D = Dt and C = maxkj
(
t+ µk
λj
)−1
= (t + λ−1ρ ασ)
−1. Then in
both cases for states ρ and σ specified in Theorem, we obtain
|Tr{Dt(ρ− σ)}| ≤ (t+ λ−1ρ ασ)−1‖ρ− σ‖1 .
Therefore, in both cases,
Sf(ρ‖σ) ≤ ‖ρ− σ‖1
∫ ∞
0
1
t+ λ−1ρ ασ
· 1
t + 1
dµf(t) ,
Note that
1
t + λ−1ρ ασ
· 1
t+ 1
=
λρ
λρ − ασ
{
1
t + λ−1ρ ασ
− 1
t + 1
}
.
Therefore,
Sf(ρ‖σ) ≤ ‖ρ− σ‖1 λρ
λρ − ασ
∫ ∞
0
{
1
t+ λ−1ρ ασ
− 1
t + 1
}
dµf(t) (3.7)
= ‖ρ− σ‖1 λρ
λρ − ασ
[
f(λ−1ρ ασ)− af(1− λ−1ρ ασ)
]
, (3.8)
where the last equation is obtained from the integral representation (2.4) of function f . Here,
recall, af = − limy↑∞ f(iy)iy .
3.2 Lemma. For orthogonal bases {|ψj〉} and {|φk〉}, let
D =
∑
kj
Ckj 〈ψj | |φk〉 |ψj〉 〈φk| , (3.9)
such that 0 ≤ Ckj ≤ C for all k, j and some C. Consider two cases:
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• Let X be a diagonal matrix in either basis: without loss of generality let X =∑k xk |φk〉 〈φk|.
• Let X be a 2× 2 Hermitian traceless matrix, i.e. X∗ = X and Tr(X) = 0.
In both cases,
|Tr(DX)| ≤ C‖X‖1 .
Proof. 1. Since X is diagonal matrix, the trace norm is the sum of the absolute values of the
eigenvalues
‖X‖1 = Tr|X| =
∑
j
|xj | .
The trace can be calculated
Tr{DX} =
∑
kj
Ckjxk| 〈ψj | |φk〉 |2.
Therefore,
|Tr{DX)}| ≤
∑
kj
Ckj|xk|| 〈ψj| |φk〉 |2 ≤ C
∑
kj
|xk|| 〈ψj | |φk〉 |2 ≤ C
∑
k
|xk| = C‖X‖1 .
2. Assume that X is a 2× 2 Hermitian traceless matrix, such that
X =
∑
ij
xij |ψi〉 〈ψj | .
First, let us compute the trace norm of X . Let ω1 and ω2 be the singular values of X , then
‖X‖21 = (ω1 + ω2)2 (3.10)
= Tr(X∗X) + 2| det(X)| (3.11)
= x211 + x
2
22 + |x12|2 + |x21|2 + 2 |x11x22 − x12x21| (3.12)
= x211 + x
2
22 + |x12|2 + |x21|2 + 2(x211 + |x12|2) (3.13)
= 2
(
x211 + x
2
22 + |x12|2 + |x21|2
)
(3.14)
= 2
∑
ij
|xij |2 . (3.15)
Here we used that 0 = Tr(X) = x11 + x22, and X
∗ = X , so x12 = x21. On the other hand, let us
denote a diagonal matrix
Γj =
∑
k
Ckj |φk〉 〈φk| .
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Then D =
∑
j |ψj〉 〈ψj |Γj, and therefore by Cauchy-Schwatz inequality
|Tr{DX)}|2 =
∣∣∣∣∣
∑
ji
xij 〈ψj |Γj |ψi〉
∣∣∣∣∣
2
(3.16)
≤
(∑
ji
|xij|2
)(∑
ij
∣∣〈ψi|Γj |ψj〉∣∣2
)
(3.17)
=
1
2
‖X‖21
∑
ij
〈ψj |Γj |ψi〉 〈ψi|Γj |ψj〉 (3.18)
=
1
2
‖X‖21
∑
j
〈ψj | (Γj)2 |ψj〉 (3.19)
≤ ‖X‖21C2 . (3.20)
The last inequality follows from the fact that Γj ≤ CI. And therefore,
|Tr{DX}| ≤ C‖X‖1 .
In the most general case, unfortunately, we are picking up a factor of
√
d in the upper bound.
Note that the only instance where the conditions on ρ and σ were used in the proof of Theorem
3.1 are in the proof of the Lemma 3.2. In the most general case,
|Tr(DX)| ≤ ‖DX‖1 ≤ ‖X‖1‖D‖∞ ≤ ‖X‖1‖D‖2 .
And from the structure of D in (3.9),
‖D‖22 = Tr(D∗D) =
∑
kj
C2kj| 〈ψj | |φk〉 |2 ≤ C2d .
And therefore, using this result in the proof of Theorem 3.1, we obtain the following upper bound.
3.3 Theorem. Let f ∈ Q(0,∞) be an operator monotone decreasing function such that f(1) = 0.
Let ρ and σ be two strictly positive density operators on a d-dimensional Hilbert space. Then
Sf(ρ‖σ) ≤ ‖ρ− σ‖1
√
d
[
λρ
λρ − ασ f(λ
−1
ρ ασ)− af
]
, (3.21)
where
• λρ ∈ (0, 1] is the largest eigenvalue of ρ,
• ασ ∈ (0, 1] is the smallest eigenvalue of σ,
• af = − limy↑∞ f(iy)iy .
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We conjecture that the dimensionless bound holds in any dimension without any restriction
on the states.
3.4 Conjecture. Let ρ =
∑
j λj |ψj〉 〈ψj | , and σ =
∑
k µk |φk〉 〈φk| be written in their spectral
decomposition. Let
D =
∑
kj
Ckj 〈ψj | |φk〉 |ψj〉 〈φk| , (3.22)
such that 0 ≤ Ckj ≤ C for all k, j and some C. Then
|Tr(D(ρ− σ))| ≤ C‖ρ− σ‖1 .
Note that with the above notations,
Tr(D(ρ− σ)) =
∑
kj
Ckj(λj − µk)| 〈φk| |ψj〉 |2 .
4 Relative entropy
The proof of the following upper bound on the relative entropy is inspired by the proof in [10].
4.1 Theorem. Let ρ and σ be two strictly positive density operators on a finite-dimensional Hilbert
space. Then
S(ρ‖σ) ≤ ‖ρ− σ‖1λρ log(αρ)− log(ασ)
αρ − ασ ≤ ‖ρ− σ‖1
λρ
α
, (4.1)
where
• λρ ∈ (0, 1] is the largest eigenvalue of ρ,
• α = min{αρ, ασ} ∈ (0, 1] is the minimum between the smallest eigenvalues of ρ and σ.
Proof. (of Theorem 4.1) The relative entropy is
S(ρ‖σ) = Tr{(log ρ− log σ)ρ} . (4.2)
By (2.6) logarithm admits the following representation:
− log(x) =
∫ ∞
0
(
1
t + x
− t
t2 + 1
)
dt . (4.3)
Therefore,
S(ρ‖σ) =
∫ ∞
0
Tr
{(
1
t + σ
− 1
t + ρ
)
ρ
}
dt . (4.4)
Note that the formula A−1 −B−1 = A−1(B −A)B−1 holds for any invertible operators A and
B. Therefore,∣∣∣∣
∫ ∞
0
Tr
{(
1
t+ ρ
− 1
t + σ
)
ρ
}
dt
∣∣∣∣ ≤
∫ ∞
0
Tr
∣∣(t + ρ)−1(σ − ρ)(t+ σ)−1ρ∣∣ dt . (4.5)
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Since for two operators ‖XY ‖∞ ≤ ‖X‖∞‖Y ‖∞, we have that the last line can be bounded as
≤
∫ ∞
0
‖ρ− σ‖1‖(t+ ρ)−1‖∞‖(t+ σ)−1‖∞‖ρ‖∞dt (4.6)
= ‖ρ− σ‖1λρ
∫ ∞
0
1
t + ασ
1
t + αρ
dt (4.7)
= ‖ρ− σ‖1 1
αρ − ασλρ
∫ ∞
0
(
1
t + ασ
− 1
t + αρ
)
dt . (4.8)
From (4.3) we have ∫ ∞
0
(
1
t+ ασ
− 1
t+ αρ
)
dt = log(αρ)− log(ασ) , (4.9)
and therefore
Sf (ρ‖σ) ≤ ‖ρ− σ‖1λρ log(αρ)− log(ασ)
αρ − ασ .
Without loss of generality assume that αρ ≤ ασ. By the Mean Value Theorem, there exists
c ∈ [αρ, ασ] such that
log(αρ)− log(ασ)
αρ − ασ =
1
c
≤ 1
αρ
.
This leads to the statement in the Theorem.
4.2 Remark. Let us give an example when the derived bound (4.1) is better than the known
bound for the relative entropy (1.3). Let H be a d-dimensional Hilbert space with d ≥ 5, with the
orthonormal basis denoted as {|ψj〉}dj=1. Let us take the following states
ρ =
d∑
j=1
1
d
|ψj〉 〈ψj | ,
and
σ =
1
d
|ψ1〉 〈ψ1|+
(
1− 1
d
)
|ψ2〉 〈ψ2| .
Then the trace distance between these states is
‖ρ− σ‖1 =
(
1− 2
d
)
+ (d− 2)1
d
= 2− 4
d
.
The upper bound in (1.3) is
S(ρ‖σ) ≤ 1
2
‖ρ− σ‖1 log(1 + d‖ρ− σ‖1/2) = 1
2
‖ρ− σ‖1 log(d− 1) .
The upper bound that we derived in (4.1) gives
S(ρ‖σ) ≤ ‖ρ− σ‖1 .
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For d ≥ 5,
1
2
log(d− 1) ≥ 1 .
This shows that for these states, our new bound is better than the old one. Clearly, these are not
the only states for which the new bound is better, but these states give an example when it is.
4.3 Corollary. If ρ and σ are qubits, then
S(ρ‖σ) ≤ ‖ρ− σ‖1λρ log λρ − logασ
λρ − ασ ≤ ‖ρ− σ‖1
λρ
ασ
.
Proof. If ρ and σ are two-dimensional, then from Theorem 3.1, we obtain
S(ρ‖σ) ≤ ‖ρ− σ‖1λρ log λρ − logασ
λρ − ασ .
Since Trρ = Trσ = 1, we have ασ ≤ λρ. By the Mean Value Theorem for the logarithmic function,
there exists c ∈ [ασ, λρ] such that
log λρ − logασ
λρ − ασ = c
−1 ≤ α−1σ .
Therefore,
S(ρ‖σ) ≤ ‖ρ− σ‖1 λρ
ασ
.
5 Tsallis entropy for q > 1
5.1 Remark. Let us look at the inequality (3.7) in [10], which is used in the derivation of the bound
(1.5): the inequality states
α−rρ − α−rσ
ασ − αρ ≤
1
αq
, (5.1)
where r := q − 1 ∈ (0, 1] for q ∈ (1, 2].
The function f(x) := −x−r is concave and monotonically increasing for r ∈ (0, 1]. Then by the
Mean Value Theorem, there exists a point c between points αρ and ασ, such that
f(ασ)− f(αρ)
ασ − αρ = f
′(c) ≤ f ′(α) = rα−r−1 = (q − 1)α−q ,
where α = min{αρ, ασ}. This improves the constant in (5.1), leading to the bound (1.8).
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6 Tsallis entropy for q ∈ (0, 1)
For q ∈ (0, 1) the function f(x) = 1
1−q
(1 − x1−q) is an operator monotone decreasing function,
which defines the quasi-entropy
Sq(ρ‖σ) = 1
1− q (1− Tr(ρ
qσ1−q)) .
6.1 Theorem. Let ρ and σ be two strictly positive density operators on a finite-dimensional Hilbert
space. Then
Sq(ρ‖σ) ≤ 1
1− q‖ρ− σ‖1λ
q
ρ
α1−qρ − α1−qσ
αρ − ασ ≤ ‖ρ− σ‖1
λqρ
αq
, (6.1)
where
• λρ is the largest eigenvalue of ρ,
• α = min{αρ, ασ} ∈ (0, 1] is the minimum between the smallest eigenvalues of ρ and σ.
Proof. With the above function f , let us denote g(x) = 1
1−q
x1−q, which is an operator monotone
function. Since Sf(ρ‖ρ) = 0 = Tr(f(∆ρ,ρ)ρ), we have
Sq(ρ‖σ) = Sf(ρ‖σ) = Tr{f(∆σ,ρ)ρ)− Tr(f(∆ρ,ρ)ρ} (6.2)
= Tr{(f(LσRρ−1)− f(LρRρ−1))ρ} (6.3)
= Tr{(g(ρ)− g(σ))ρq} . (6.4)
Here we used that the modular operator is the product of left and right multiplications, ∆σ,ρ =
LσRρ−1 .
Since g(x) be an operator monotone function, from (2.4), it admits the following integral
representation (see also (2.5)) :
g(x) = g(1) + ag(x− 1)−
∫ ∞
0
(
1
t + x
− t
t2 + 1
)
dµg(t) , (6.5)
where ag ≥ 0. Therefore,
Sf (ρ‖σ) = agTr
{
(σ − ρ)h(ρ−1)ρ}− ∫ ∞
0
Tr
{(
1
t+ ρ
− 1
t + σ
)
ρq
}
dµg(t) . (6.6)
By [13], for any operators X, Y, Z the following bound holds
|Tr(XY Z)| ≤ ‖X‖∞‖Z‖∞Tr|Y | . (6.7)
For the first term in (6.6), we use the bound above for two operators:
|Tr {(σ − ρ)ρq}| ≤ ‖ρ− σ‖1‖ρq‖∞ = ‖ρ− σ‖1λqρ . (6.8)
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For the second term, we note that the formula A−1 − B−1 = A−1(B − A)B−1 holds for any
invertible operators A and B. Therefore,∣∣∣∣
∫ ∞
0
Tr
{(
1
t+ ρ
− 1
t + σ
)
ρq
}
dµg(t)
∣∣∣∣ ≤
∫ ∞
0
Tr
∣∣(t+ ρ)−1(σ − ρ)(t+ σ)−1ρq∣∣ dµg(t) . (6.9)
Applying (6.7) and the fact that for two operators ‖XY ‖∞ ≤ ‖X‖∞‖Y ‖∞, we have that the last
line can be bounded as
≤
∫ ∞
0
‖ρ− σ‖1‖(t+ ρ)−1‖∞‖(t+ σ)−1‖∞‖ρq‖∞dµg(t) (6.10)
= ‖ρ− σ‖1λqρ
∫ ∞
0
1
t+ ασ
1
t+ αρ
dµg(t) (6.11)
= ‖ρ− σ‖1 1
αρ − ασλ
q
ρ
∫ ∞
0
(
1
t+ ασ
− 1
t+ αρ
)
dµg(t) . (6.12)
Note that from (6.5) we have∫ ∞
0
(
1
t+ ασ
− 1
t+ αρ
)
dµg(t) = g(αρ)− g(ασ)− ag(αρ − ασ) , (6.13)
and therefore the second term can be bounded by
‖ρ− σ‖1λqρ
g(αρ)− g(ασ)
αρ − ασ − ag‖ρ− σ‖1λ
q
ρ . (6.14)
Putting (6.8) and (6.14) together, we find
Sf(ρ‖σ) ≤ ‖ρ− σ‖1λqρ
g(αρ)− g(ασ)
αρ − ασ .
Without loss of generality assume that αρ ≤ ασ. By the Mean Value Theorem, there exists
c ∈ [αρ, ασ] such that
g(αρ)− g(ασ)
αρ − ασ = g
′(c) .
Since g is concave, the derivative g′ is monotonically decreasing, therefore
g′(c) ≤ g′(αρ) = α−qρ .
Thus we arrive at the statement in the Theorem.
7 Tsallis entropy for qubits
For q ∈ (0, 2), function f(x) = 1
1−q
(1 − x1−q) is operator monotone decreasing. If ρ and σ are
two-dimensional states, then from Theorem 3.3, we obtain
Sq(ρ‖σ) ≤ 1
1− q ‖ρ− σ‖1
λρ
λρ − ασ (1− λ
q−1
ρ α
1−q
σ ) (7.1)
=
1
1− q λ
q
ρ‖ρ− σ‖1
λ1−qρ − α1−qσ
λρ − ασ . (7.2)
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Since Trρ = Trσ = 1, we have ασ ≤ λρ. By the Mean Value Theorem, there exists c between
points ασ and λρ such that
λ1−qρ − α1−qσ
λρ − ασ = (1− q)c
−q ,
and
c−q ≤ α−qσ .
Therefore,
Sq(ρ‖σ) ≤ ‖ρ− σ‖1
λqρ
αqσ
.
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