The Power-Law Process (PLP) is a two-parameter model widely used for modeling repairable system reliability. Results on exact point estimation for both parameters as well as exact interval estimation for the shape parameter are well-known. In this paper, we investigate the interval estimation for the scale parameter. Asymptotic confidence intervals are derived using Fisher information matrix and theoretical results by CocozzaThivent (1997). The accuracy of the interval estimation for finite samples is studied by simulation methods.
INTRODUCTION
The Power-Law Process (PLP) is a well-known model used to study the reliability of repairable systems by analyzing the failure dates collected over time. Duane (1964) was the first to report that the cumulative number of failures of such systems up to time t , t N , often have a "power-law" growth pattern. Then, Crow (1974) 
where α is a scale parameter and β is a shape parameter. When Another interesting property of the PLP which account for its popularity among researchers and practitioners is that it has closed form expressions for the maximum likelihood (ML) estimators of parameters α and β (Crow, 1974) . If n failures have been observed at times 1 T , 2 T , …, n T , then the likelihood function is: Other than point estimation of model parameters, it is also important to have some idea about the estimation errors. Interval estimation, therefore, should be considered.
The PLP has been studied by many researchers. Detailed reviews of these studies are in Rigdon and Basu (1989, 2000) . Recent studies on the PLP focus on goodness-of-fit tests (Park and Seoh 1994 , Baker 1996 , Crétois et al. 1999 , Gaudoin et al. 2003 , Bayesian inference (Sen 2002) , graphical properties (Rigdon 2002) and generalized PLP (Pulcini 2001 , Muralidharan 2002 , Ryan 2003 . Crow (1974) provided exact confidence interval for the shape parameter β . Using basic results on nonhomogeneous Poisson processes, it is easy to prove the following. The following result is an immediate corollary.
Property 2:
From this result, an exact 100(1-γ)% confidence interval (CI) for β can be derived:
where 2 ,γ χ v is the 1-γ percentile of the chi-square distribution with v degrees of freedom.
It is also easy to prove the following asymptotic results on n βˆ:
Crow (1974) also proposed CI for the scale parameter α when β is known, but CI for α when β is unknown have not been proposed yet. The purpose of this paper is to study confidence intervals for the scale parameter of the Power-Law Process, when the shape parameter is unknown. This paper is organized as follows. Section 2 presents some results for another formulation of the Power-Law Process. In Section 3, several asymptotic CI for α are derived. The accuracy of these asymptotic CI for small samples is assessed in Section 4 by simulation methods. Finally, some concluding remarks are given in Section 5.
ANOTHER FORMULATION OF THE POWER-LAW PROCESS
The original formulation (1) of the model has been proposed by Crow in order to capture the power-law growth pattern of data observed by Duane. However, for statistical purposes, it appears to be very convenient to write the model as: The lower bound in (13) can be negative, so it is not appropriate since η is a positive parameter. A usual way to get rid of this problem is to use the delta method with the logarithmic function (see Nelson 1982, p. 331) . It leads to the following result, also proved by Cocozza-Thivent (1997):
From (14), we obtain another asymptotic 100(1-γ)% confidence interval for η with always positive bounds:
Then, all the desirable results on confidence intervals for parameter estimators of the PLP have been proved under Finklestein's formulation. However, Crow's formulation is more used in practice because of its physical meaning. It is for example the case in the recent IEC International Standard (2000) . In this case, exact interval estimation for α cannot be built because it is not possible to find a pivotal quantity for α. In the following section, asymptotic CI for α will be studied.
ASYMPTOTIC CONFIDENCE INTERVALS FOR α α α α

Asymptotic CI derived from Finklestein's formulation
The relationship between Crow's and Finklestein's formulations of the PLP is given by
The same relationships hold for the maximum likelihood estimators of these parameters. The asymptotic properties of n αˆ can be derived from those of n ηˆ.
First of all, Equations (7) and (11) lead to :
Regarding asymptotic normality, (12) leads to asymptotic CI with possibly negative bounds. So we concentrate on a result derived from (14). In Crow's formulation, (14) can be written as:
Using (7), we obtain:
from which a 100(1-γ)% confidence interval for α with positive bounds can be derived:
This interval is obviously similar to (15). A problem raised by (19) Hence, it is important to find narrower confidence intervals for α. Next section presents a way to find such CI using the Fisher information matrix of the model.
Asymptotic CI derived from Fisher information matrix
A common approach for obtaining asymptotic confidence regions for model parameter is to use the asymptotic theory of maximum likelihood estimation. In a general framework, let θ be the model parameter and n θˆ be its maximum likelihood estimator.
When observed data are independent and identically distributed, it is well known that the asymptotic distribution of n θˆ is given by:
where n I is the Fisher information matrix of the model and Id is the identity matrix.
Since n I contains unknown parameters, it is more useful to consider the estimated information matrix n Iˆ and the asymptotic result:
[ ]
When observed data come from a random process, similar results have been established by several authors, for example Basawa and Prakasa Rao (1980) and Van Pul (1992) . In the case of nonhomogeneous Poisson processes, Cocozza-Thivent (1997) and Kutoyants (1998) gave rather complex conditions upon which the asymptotic normality of n θˆ is showed. Unfortunately, it happens that these conditions are not completed by the PowerLaw Process. So we can not directly state that, for PLP,
is asymptotically standard normal distributed. However, we will use the information matrix in order to propose approximate CI for the parameters and the validity of these approximations will be proved by another way.
The Fisher information matrix of the model is:
The log-likelihood is given in Equation (4), so the information matrix is:
Using the fact that (Crow, 1974) , the expectations in (23) can be derived as:
In Equations (24) and (25) In fact, these convergences can be proved without the equivalent of (20) for the PLP: (30) is exactly the same result as (8) and the proof of (29) is similar to that of (18) using (12) instead of (14). Equation (29) leads to a second asymptotic 100(1-γ)% confidence interval for α :
Interval (31) 
= z
, so the condition is always satisfied. In fact, if γ is greater than 0.1739, the condition is always true and interval (31) can be used for any sample size. If γ is less than 0.1739, (31) can be used only for sample sizes such that the condition is satisfied.
For example, if γ = 0.05, n has to be greater than 69, and if γ = 0.10, n has to be greater than 34.
Another problem raised by (31) is that the interval may be excessively wide. For the same example as in section 3.1., the CI is [52.9, 757.9], which is much wider than [41.5, 235.9] found for (19).
The explanation of this result lies in the link between (27) and (28). In fact, matrix By now the conclusion that can be drawn is that CI (31) will be of poor practical use for finite sample size n.
A solution is to use matrix Equation (37) is exactly the empirical equivalent of (27). And the expected corresponding asymptotic CI for α with the log-transform is exactly (34).
SIMULATION STUDY
In this section, we investigate the influence of model parameters and sample size on the asymptotic CI (19) and (34) for α. The accuracy of the interval estimation is assessed by simulation method. m samples of size n of a PLP with specific values of α and β are simulated. For each sample, the parameters are estimated and CI (19) and (34) , so that the proposed CI can be used for finite samples.
From Crow (1974) , the distribution of n α does not depend on β. Since only n α is involved in the CI, the value of model parameter β has no influence on the ECL.
Therefore, in the simulations, β is set to 1. The ECL depends only on n, α and γ.
We studied the cases of several usual values of γ . Since the same kind of results are obtained for each value of γ, we only present here the plots for γ = 0.10. We take some representative values of α as examples, which are scattered on both sides of the value 1: α = 0.01, 0.1, 1, 10 and 50. The number of replications in simulations is m = 10000.
It can be seen on Figure 2 that the convergence of the ECL of (34) to the nominal value γ − 1 is rather fast. Roughly speaking, for 20 ≥ n , the error on the confidence level is less than 1%, for any value of α. The influence of α can be seen only for small samples: the CI seems to be conservative for (19) and (34), which are:
where sh is the hyperbolic sine function.
Since sh is an increasing function, these lengths are increasing functions of n α , as expected. They are also increasing functions of n n ln , so they are decreasing functions of n, as expected, as soon as n > 7.
Moreover, it can be proved that (19) is included in (34) Then, it is easy to show that:
Regarding empirical confidence levels, large CI will have greater ECL than narrow CI. • n = 2000 , ECL(19) = 0.692300
• n = 5000 , ECL(19) = 0.715800
• n = 10000 , ECL(19) = 0.722600
We are still very far from a=0.01, using (19) a=0.01, using (34) a=0.1, using (19) a=0.1, using (34) a=1, using (19) a=1, using ( a=10, using (19) a=10, using (34) a=50, using (19) a=50, using (34)
Figure 3 : Average lengths of (19) and (34) ), so they can be useful in practice.
Finally, we have computed the CI for real data sets. Table 1 give CI (19) and (34) for data sets in Kumar and Klefsjö (1992) , regarding failures of load-haul dump (LHD) machines.
Goodness-of-Fit tests have been applied to these data and the assumption that they come from a PLP has not been rejected. Then, it is appropriate to compute the CI for these data. Table 2 gives CI (19) and (34) for software reliability data sets in Gaudoin (1990 
CONCLUSION
In this paper, we have proposed several ways to build asymptotic confidence intervals for the scale parameter of the Power-Law Process. Among them, CI (34) seems to be the best because its coverage rate is close to the nominal level, even for rather small samples.
Regarding the lengths of the CI, the narrowest interval will depend on whether n α is lower or greater than 1. Further work could be to build CI based on likelihood ratio or bootstrap procedures.
