Abstract. There is now quite an extensive literature based on analysis of multivariate abundances, which have often been collected according to a MANOVA design. Many test statistics have been proposed specifically for this case, yet remarkably the power of these methods has not previously been compared. In this paper, the power of distance-based statistics (e.g., Mantel, analysis of similarities) is compared to variable-based statistics (e.g., redundancy analysis, the sum of ANOVA F statistics), when using permutation tests to assess significance of all statistics. Different choice of transformation, standardization, and distance measure were considered.
INTRODUCTION
One of the most widely used types of ecological data is multivariate abundance data (abundance in each sample is recorded for many taxa, then each taxon treated as a variable). Often multivariate abundances are collected in several groups of samples, with the main purpose being to test for differences in abundance among these groups. For example, to test for community-level effects of insecticide on zooplankton, several treatments of insecticide could be applied to experimental ponds, and abundance of different types of zooplankton compared across treatments, as in Kreutzweiser et al. (2002) . Alternatively, in attempts to describe the effects of sewage outfalls on benthic invertebrates, invertebrate abundances from samples near several outfalls might be compared to controls, as in Morris and Keough (2002) . The procedures required for such research will be referred to in this paper as requiring a ''MANOVA test,'' as these require multivariate versions of procedures for which analysis of variance (AN-OVA) is commonly used in the univariate case.
Several statistics have been suggested specifically for conducting MANOVA tests for this type of data (Smith et al. 1990 , Clarke 1993 , Pillar and Orloci 1996 , Anderson 2001 . Clearly it is important to understand whether these statistics all perform equally well, or if one should be preferred over others. In this paper we review the different types of statistics used for MAN-OVA tests of multivariate abundances, and compare their power.
The various statistics currently used for conducting a MANOVA test of multivariate abundances fall into two distinct categories: distance-based and variablebased statistics. Distance-based statistics are a function of distances between samples (most commonly, the Bray-Curtis distance). An example statistic is the average of all within-group distances (Mielke et al. 1976) . Variable-based statistics are a function of summary statistics that have been produced for each variable. An example is the sum across all taxa of logarithms of ANOVA F statistics calculated for each of the taxa (Edgington 1995:188) .
Should distance-based statistics be preferred to variable-based, or vice versa?
The researchers who suggested distance-based statistics found the assumptions of common procedures using variable-based statistics to be inappropriate for analyzing multivariate abundances. More specifically, it has been noted that the assumptions of multivariate analysis of variance (MANOVA) are unsatisfactory (abundances do not follow a multivariate normal distribution), and that simulations show the Euclidean distance is inappropriate for analysis of (untransformed) multivariate abundances , Smith et al. 1990 , Anderson 2001 .
However, there remain the possibilities of using a MANOVA statistic on transformed abundances, or another variable-based statistic. It is known that the properties of ANOVA procedures are robust to modest violations of assumptions, particularly for balanced data (Miller 1986) . If abundances are transformed to reduce skew, a MANOVA statistic may have desirable properties. In addition there is the little-explored possibility of using variable-based statistics other than MANOVA.
There are two important reasons for preferring a variable-based statistic to a distance-based statistic, if one is found that has similar performance to distance-based statistics:
1) Taxon-level effects. Usually it is of interest to identify the taxa that differ most strongly in abundance across groups. Summary statistics for each taxon are calculated in constructing variable-based statistics, so these can be used to determine which taxa most strongly express differences among groups of samples (for example, if the test statistic is a function of ANOVA F statistics, the F statistics can be compared across taxa). For distance-based statistics, in contrast, additional, more complicated methodology must be used, such as the SIMPER procedure (Clarke 1993) or a leave-one-out procedure (Smith 1998) . On the strength of this argument, some previous authors have preferred a redundancy-analysis approach (van den Brink and ter or Procrustes analysis (Peres-Neto and Jackson 2001) to distance-based statistics.
2) Transparency of method. When using a distancebased statistic, it is unclear what is being tested about the abundance data (e.g., are we testing if mean abundance differs among groups, median abundance, or something else?). Hence it is unclear what types of effects are more easily detected, or under what conditions a particular distance-based statistic is appropriate. In contrast, most variable-based statistics have an underlying model with explicit assumptions, e.g., the sum of ANOVA F statistics will be appropriate when typical ANOVA assumptions hold. An important consequence of failure of assumptions is the possibility of poor power properties (Staudte and Sheather 1990) , so even if using a permutation test to ensure valid inference, if the sum of ANOVA F statistics is used, it is desirable that typical ANOVA assumptions hold to ensure good power properties. Similarly, it may also be desirable that ANOVA assumptions hold when using a distance-based statistic (to ensure good power properties), but simulations would be required to investigate this.
There are further reasons to prefer a variable-based statistic that is a simple generalization of univariate ANOVA statistics:
3) Simplicity. When only one abundance variable is of interest, data are routinely transformed, and univariate ANOVA applied. So why not use a generalization of this method when analyzing multivariate abundances, rather than a completely different approach? 4) Analysis of complex designs. Extensions of AN-OVA methods to more complex designs are wellknown, e.g., multi-factor designs or when covariates are present (Underwood 1997 A particular example of a statistic based on ANOVA is the following:
where N is the total number of samples, p the total number of taxa sampled, and SS j,0 and SS j,1 denote the univariate residual sums of squares (see Eq. 1 of the Appendix for more details) for the jth variable under H 0 and H 1 respectively. This statistic is referred to here as ''LR-IND'' for easy reference, and is of particular interest because it is a special case of a common MAN-OVA statistic, Wilk's ⌳ (Anderson 1984:293). Wilk's ⌳ is the likelihood-ratio test for a MANOVA model, and it simplifies to LR-IND if it is assumed that all variables are independent. The assumption of independence of variables is made in all test statistics considered in this paper, it is a necessary assumption so that test statistics can be calculated even when there are many more variables than samples. Like all other statistics considered in this paper, it is best to use LR-IND only once abundances have been transformed to reduce skew (so that test statistics do not have low power because of the influence of a few large abundances), and only if permutation tests are used (so that inference is robust to failure of the assumption of independent variables).
Specific aims
This paper compares the power of statistics used to conduct MANOVA tests of multivariate abundance data. This subject has never previously been addressed.
Twenty multivariate abundance data sets are used in this study, to be representative of the multivariate abundance data typically encountered in practice. If simulations had been conducted without reference to a col- Legendre and Legendre (1998) Bray-Curtis distance
Bray and Curtis (1957) Manhattan distance Legendre and Legendre (1998) lection of real data sets, results might not be representative of the multivariate abundance data sets typically encountered. The use of many real data sets in this study ensures that conclusions are relevant to the analysis of multivariate abundances in general.
All P values are calculated by permutation, which provides an exact test of the hypotheses of interest (or nearly exact, with some error introduced if only a random sample of permutations is used). Hence Type I error is appropriately controlled by all statistics considered in this paper, and the remaining issue is Type II error (or power) when there are known differences in means among the groups being compared. We address the following, for the types of multivariate abundance data typically encountered: a) Are distance-based statistics necessary, or are alternative statistics as powerful or more powerful in general?
b) Do the distance-based statistics all have similar power?
c) To what extent does transformation, standardization, or choice of distance measure affect conclusions?
This work is also the first to compare different distance measures for different transformations and standardizations, in more than one real data set. Previous studies (Faith et al. 1987 , Jackson 1993 , Thorne et al. 1999 have assessed the importance of transformation, standardization, or choice of distance measure, usually for the purpose of ordination. Some of these studies (Jackson 1993 , Thorne et al. 1999 were based on one data set, which obviously limits their generality. Simulation studies previously conducted (Faith et al. 1987) only considered untransformed data.
METHODS

Procedures to be compared
There are four different stages in conducting a test of multivariate data, performed in the following sequence: Transformation; Standardization (if using a scale-dependent statistic); Choice of distance measure (if using a distance-based statistic); and Choice of test statistic.
The following sections describe the choices considered in this paper for each of the above steps.
Transformation.-Transformation of abundances reduces the influence of outliers, and can remove heteroscedasticity. The transformations considered in this study are: (1) y, i.e., untransformed data; (2) y 1/4 ; and (3) log(y/a ϩ 1) (abbreviated as ''log-transformation'' in this paper) where a is the minimum possible nonzero abundance for a taxon.
The transformations to y 1/4 and log(y ϩ 1) are the most commonly applied for abundance data, although log(y ϩ 1) has been criticized as scale dependent (Field et al. 1982) . On the other hand, the transformation log(y/a ϩ 1) is scale invariant, and in the case of counted data it reduces to log(y ϩ 1), since 1 is the minimum possible non-zero counted abundance (so a ϭ 1). In this study, some abundances were measured as percnt cover with minimum values of 0.1 or 0.01, in which case the log transformation does not reduce to log(y ϩ 1).
Standardization.-Standardization of variables ensures that more-variable taxa do not dominate analyses.
In this study, only distance-based statistics and redundancy analysis (RDA) required standardization. The other statistics considered are scale invariant (unaffected by standardization of variables) or implicitly contain a standardization of variables.
Distance-based statistics were calculated both for standardized and unstandardized data. The method of standardization ensures the same average contribution of each taxon to distance (or to the numerator of distance, for Bray-Curtis). When Euclidean distances were used (or in redundancy analysis), data were standardized by sample standard deviation. In the case of Manhattan and Bray-Curtis distances, an appropriate standardization for the jth variable is proportional to the sum of absolute deviations, as in Mielke and Berry (2001:50) :
Distance measures considered.- Table 1 describes the three distance measures considered in this paper. Braak and Smilauer (1998) ter Braak and Smilauer (1998) this paper F Edgington (1995: 188) † ANOSIM ϭ analysis of similarities; CCA ϭ canonical correspondence analysis; LR-IND ϭ likelihood-ratio test, assuming independence of variables; RDA ϭ redundancy analysis; ⌺ F ϭ the sum of ANOVA F statistics.
These distance measures were chosen either because of previous recommendations, or because the distance has a simple form. The Euclidean distance has been recommended for this type of analysis as the most interpretable measure (Mielke and Berry 2001) . For multivariate abundances, however, the Bray-Curtis distance is the most common choice in the literature. The Manhattan distance has a simpler form than the BrayCurtis distance, and also is a function of absolute values of distances, and so is expected to be robust to outliers (Gower and Legendre 1986) .
In one of the data sets analyzed in this paper, no taxa were present in two observations. This presented a computational problem for the Bray-Curtis, because the denominator equalled zero for the distance between these two observations. In this case the distance was set to 1 because for the Bray-Curtis, the interpretation of d ii Ј ϭ 1 is that no taxa are present in both observations i and iЈ. Observations with 0 total abundance were not excluded from the data set, because this would have biased estimates of mean abundance.
Test statistics.-We considered the test statistics in Table 2 . The expressions for calculation of each of these statistics are given in Appendix A, as are details on other papers that suggest distance-based statistics equivalent to these. In particular, the Smith and PillarOrloci statistics are specific cases of MRPP (multiresponse permutation procedure; Mielke et al. 1976 ), or equivalently, of Mantel (Mantel 1967) statistics.
None of these statistics accounts for correlation of abundance between taxa, and RDA and distance-based statistics do not account for the different variability of abundance in different taxa. This can be seen by looking at the expressions for the distance measures (Table  1) and variable-based statistics (see Appendix A) considered: none of these expressions include a measure of correlation between variables, and in RDA and distance-based statistics, abundance of each taxon is not weighted by some measure of variability. Only LR-IND and ⌺ F are scale-invariant statistics.
The ANOSIM statistic, as defined in this paper (see Table A .1), has a similar form to the Smith statistic.
The only difference between these is that the ANOSIM (analysis of similarities) statistic is a function of ranks of distances, whereas the Smith statistic is a function of the distances themselves.
The RDA and ⌺ F statistics are rare cases in which it is possible for a variable-based statistic to be reexpressed as a distance-based statistic. The RDA statistic is equivalent to the Pillar-Orloci statistic calculated on Euclidean distances, and ⌺ F is equivalent to RDA, where data are standardized to equal within-group variance (and this standardization is reapplied to each resampled data set). In this paper, the standardization used for RDA and distance-based statistics was to standardize by some measure of total variability. This can be compared to standardizing by a measure of withingroup variability by comparing RDA calculated on standardized data to ⌺ F.
The LR-IND and ⌺ F statistics will be referred to as ''MANOVA statistics,'' because they can be derived from the respective MANOVA statistics Wilk's ⌳ and Hotelling-Lawley trace (Anderson 1984:323) , by assuming independence of variables.
Power comparison
The power of different test statistics was compared in two ways: (1) Comparison of P values, and (2) Comparison of power estimated from simulations.
This work used 20 data sets that were taken from applications (Table 3 ). These will be referred to in the following as ''reference data sets,'' a notation necessary to simplify explanations in this section.
All work was conducted on Matlab version 5 (MathWorks 1998).
In all instances where a test statistic was calculated, any variable with only one (or no) non-zero element was excluded. Such a variable (on its own) could provide no useful information for the designs considered. On the other hand, variables with two non-zero elements were included, because such variables could potentially provide reasonable evidence against H 0 for many of the designs considered.
The significance of all test statistics was assessed using permutation tests. For most reference data sets, P values were determined by permuting samples within the groups defined under H 0 (hence among the groups defined under H 1 ). This is known as ''restricted permutation'' or ''restricted randomization'' (Manly 1997: 127) , attributed to Edgington (1995) . For reference data sets that included nested factors not being tested (indicated in Table 3 ), blocks of samples representing different levels of the nested factor were permuted. This method enabled testing of the hypotheses of interest while controlling for the effects of other nested factors.
Some of the reference data sets considered (as indicated in Table 3) were not sampled as MANOVA designs, but sample descriptions were available or continuous variables were measured for each sample. In these cases, factors were derived from the available † ''Subsampled'' refers to whether a data set had been reduced in size by selecting a subset of all treatments, variables, and observations, or by analyzing only one of several sampling times.
‡ ''No. of factors'' is the number of factors involved in the hypothesis test considered here; superscript n means there was an additional nested factor in the design, so that blocks of samples were permuted rather than samples; superscript d means data were not originally collected according to a MANOVA design, and factors for a MANOVA test later derived from information on samples.
§ ''Balanced?'' refers to whether or not sampling was balanced, and ''no!'' indicates sample sizes in different groups differed by a factor of 2 or more.
Their 1984 report (''Garroch head sludge dumping ground survey'') is available from Dunnstaffnage Research Laboratory, Oban, Scotland. data, in a manner that kept designs as balanced as possible.
For each reference data set, a hypothesis test was chosen such that most statistics suggested there was some evidence against the null, but not overwhelming evidence against the null (0.001 Ͻ P Ͻ 0.1). It was important that there be some evidence against the null (P Ͻ 0.1 for most statistics) to ensure that in most cases H 1 was true, so that a powerful test statistic could be expected to have small P values in most cases. However, if there was overwhelming evidence against the null (P Յ 0.001 for most statistics), then P values for all test statistics would be similar and their comparison uninformative. In multi-factor designs, there were several possible hypothesis tests, from which one was chosen to satisfy 0.001 Ͻ P Ͻ 0.1 (for most statistics) while also being a hypothesis of some biological interest (e.g., testing for an effect of latitude was preferred to testing for an effect of study site within latitudes). When there was strong evidence against H 1 for all possible hypothesis tests, a subset of the data set was used (as indicated in Table 3 ) to ensure that 0.001 Ͻ P Ͻ 0.1 for most statistics. One data set (Table 3: ninth entry) was excluded because of lack of evidence for H 1 (all P values were large, P Ͼ 0.1 for most statistics).
Abundances were measured at several times in some data sets (indicated in Table 3 ). Abundances at only one sampling time were considered here, so that abundances within a taxon were not correlated (which would complicate analysis).
Comparison of P values.-As a rough measure of power, P values were calculated for the 19 reference data sets (Table 3) . A statistic that is generally more powerful than others in practice will have generally lower P values, and very different P values for a given data set suggest statistics have very different power in particular instances.
All P values were calculated exactly or close to exactly, by permutation. When the total number of possible permutations was less than 10 000, these were systematically sampled and the test was exact. In other cases, P values were estimated from 10 000 random permutations, and the test was no longer exact because of the introduction of Monte Carlo error (from the random selection of permutations). However, this error was negligible (for example, the standard error of a P value of 0.05 is only 0.002).
P values were interpreted on a proportional (logarithmic) scale (using geometric means rather than arithmetic means), and truncated at 0.001. This was done to remain consistent with the way P values are interpreted in practice: P values of 0.01 and 0.1 are considered to be as different as P values of 0.001 and 0.01, and all P values smaller than 0.001 are usually interpreted the same way.
Power simulation.-More intensive analyses were conducted to directly estimate power under a variety of controlled situations. These simulations were very computationally intensive (requiring over three weeks of total computation time).
The power of a statistic was estimated as the proportion of times it was significant at the 0.05 level, for 1000 sets of data generated from the same distribution. For each of these data sets, statistical significance was assessed using 1000 permutations.
For each of the 19 reference data sets, three simulations were conducted, in which data were generated to mimic the properties of the reference data set. The negative binomial distribution was used to generate data (using the ''nbinrnd'' function included in Matlab's Statistics toolbox 2.1 [The MathWorks 1998]), as abundances in the reference data sets were noticed to have similar properties to this distribution (in terms of mean-variance relationship and frequency of zeros). Abundances in different taxa were generated independently. The design, number of variables, and samples was kept as in the reference data set, and the parameters of the negative binomial distribution (the mean and a nuisance parameter , such that the variance is V() ϭ ϩ 2 ) were chosen to match sample estimates from the reference data set. For each simulation, variables were chosen to be either ''null'' (no difference in distribution of abundances across groups being compared) or ''effect'' variables (the distribution of abundances differs across the groups being compared). The means of null and effect variables were chosen to match sample estimates under H 0 and H 1 , respectively, and a single nuisance parameter () was chosen for each variable to equal the sample (moments) estimate under H 0 and H 1 for null and effect variables, respectively. Independent variables were generated because it was not feasible to obtain sample estimates of parameters for a model accounting for correlation between variables. Correlated data could be generated through the use of random effects, the most appropriate model being a multivariate Poisson-lognormal model. However, estimation of parameters for this model is computationally demanding (McCulloch and Searle 2001:Chapter 10), and is not possible when p is at least as large as N (N Ͻ p in many of the reference data sets, see Table 3 ). It is unlikely that abundances would be uncorrelated in practice, so assuming independence does not provide a realistic model of correlations between variables. However, as none of the test statistics considered in this paper account for correlation between variables, there is no reason why response to correlation would differ between statistics.
The three simulations conducted for each reference data set used different methods of choosing effect and null variables: 1) No effect variables. All variables were null variables. This simulation was used to demonstrate that restricted permutation testing provides exact significance levels (so power ഠ 0.05). Given computational demands, this simulation was only conducted for seven statistics (LR-IND and the Pillar-Orloci statistics for log-transformed data).
2) Few effect variables. A few effect variables were selected to have very different means and variances across groups. Effect variables were chosen from the reference data set as those whose univariate ANOVA statistics gave P Ͻ 0.05 for log-transformed data. The criterion P Ͻ 0.05 was used in choosing effect variables so that there were substantial differences among population means in simulations. For some reference data sets this provided too many or too few effect variables, so that power was very high or very low for all statistics being compared. In such cases, effect variables were selected using slightly different criteria (as those with P Ͻ 0.1, P Ͻ 0.01, or P Ͻ 0.002) to ensure (if possible) that 0.1 Ͻ power Ͻ 0.9 for all statistics.
3) Many effect variables. Many effect variables were selected to have very small differences in means and variances across groups. Effect variables were chosen as those with P Ͼ 0.5, when conducting a univariate ANOVA following log-transformation, on each variable from the reference data set. Again this criterion was modified (to P Ͼ 0.6 or P Ͼ 0.4), to ensure (if possible) that 0.1 Ͻ power Ͻ 0.9 for most statistics.
Power has been presented on an arithmetic scale. The average power of a statistic across all reference data sets then has an interpretation as the overall proportion of times the statistic was significant at the 0.05 level.
RESULTS
Most differences in results could be attributed to whether or not a reference data set was very unbalanced (i.e., sample size of groups varied over a factor of 2 or more), and to the relative magnitude of the variance of effect variables. Consequently, all figures and tables distinguish very unbalanced data (those for which sample sizes in some groups differ by a factor of 2 or more) from other data sets, and where appropriate, figures use different marker sizes according to the how large the variance of effect variables is compared to the variance of null variables. The index used for marker size was the ratio of average variance of effect variables to average variance of null variables (of appropriately transformed abundance).
Computation time was not an issue for significance testing of a given data set. The CCA (canonical correspondence analysis) statistic was the most computationally demanding, yet for the largest data set considered here, it took only one minute to evaluate its significance with 10 000 permutations. The raw results (P values for the 19 data sets and power from simulations of these data sets) can be found in Appendix B.
Comparison of P values
Using geometric mean P value as a measure of power (Fig. 1a) , there was similar power for different trans- Ecology, Vol. 85, No. 3 FIG. 1. Comparison of geometric mean P value of different statistics. Plotted points are geometric mean P value across (a) 13 data sets with balanced (or close-to-balanced) designs, and (b) six data sets with very unbalanced designs (where sample sizes of some groups differ by a factor of 2 or more). Note that the x-axis scales are logarithmic. Abbreviations: ANOSIM ϭ analysis of similarities, B-C ϭ Bray-Curtis distance measure, CCA ϭ canonical correspondence analysis, Euc. ϭ Euclidean distance measure, LR-IND ϭ likelihood-ratio test assuming independence of variables, Man. ϭ Manhattan distance measure, Pillar-Orloci ϭ the statistic due to Pillar and Orloci (1996) , Smith ϭ the statistic due to Smith et al. (1990) , stand. ϭ standardization of data, RDA ϭ redundancy analysis, and ⌺F ϭ the sum of ANOVA F statistics. See Table 2 for additional citation information.
formations of data sets with balanced (or close to balanced) designs. In very unbalanced designs (Fig. 1b) , however, P values were generally much lower when calculated on transformed abundances. This pattern was less obvious when the Bray-Curtis distance was used.
Only for unbalanced designs were P values generally lower when using the Bray-Curtis distance than for other approaches (Fig. 1) . The opposite was observed for balanced designs (P values being relatively large for the Bray-Curtis distance), so that for transformed data, the geometric mean P value across all data sets was similar for all Pillar-Orloci statistics and all variable-based statistics.
Standardizing data did not substantially change the geometric mean P value for transformed abundances. However, substantial effects were occasionally observed. For example, for the RDA (redundancy analysis) statistic calculated on log-transformed abundances, one P value changed from 0.13 to 0.003 with standardization. Closer consideration of this data set revealed that a strong treatment effect was only observed in taxa whose abundances were less variable on the log-transformed scale (Fig. 2) .
Power simulations
In the simulation with no effect variables, as expected, the average power of no statistic was significantly different from 0.05. In fact average power equalled 0.05 to two decimal places for all seven of the statistics for which a simulation with no effect variables was conducted. This was expected because using permutation tests ensures exact (or nearly exact) significance levels, when testing across several groups of observations for a difference in the distribution of abundances.
In the simulation with many effect variables, most data sets had 5-20 effect variables. In the simulation with few effect variables, there were 1-5 effect variables in most cases, with more on only two occasions.
Considering separately the simulation results for each data set, a variable-based statistic had the highest power in the majority of cases. A variable-based statistic had highest power in 24 of the 32 simulations for which there was not a tie. This was so despite there being almost 3 times as many distance-based statistics as there were variable-based ones, when considering all possible choices of standardization, transformation, and choice of distance.
In individual simulations and overall, power was usually higher for the MANOVA-based statistics (LR-IND and ⌺ F) than for most distance-based statistics (Fig. 3) . In fact, average power was higher for ⌺ F than for any other statistic, in simulations with few effect variables, for transformed abundances (Fig. 3a) . For transformed abundances in simulations with many effect variables, average power was similar for PillarOrloci statistics and MANOVA-based statistics, but lower for other distance-based statistics (Fig. 3b) . Distance-based statistics had much lower power than MANOVA-based statistics in simulations with few effect variables, except when distance-based statistics were calculated on unstandardized log-transformed abundances, in which case average power was similar to MANOVA-based statistics (Fig. 3a) . Even in this case, distance-based statistics in individual simulations rarely had substantially higher power than MANOVAbased statistics (Fig. 4) . Substantial differences in power between MANOVA-based and unstandardized distance-based statistics occurred only when effect variables had very high or very low variance, compared to null variables. In three cases, for log-transformed data, the distance-based statistics had substantially higher power than LR-IND, when effect variables all had high variance (large symbols in Fig. 4b,e) . In one case distance-based statistics had substantially lower power, when effect variables all had low variance (small symbol in Fig. 4c,f) .
Choice of distance measure had little effect on the power of a test statistic, for transformed data. This was true of power overall (Fig. 3) , of power in individual cases (Fig. 5) , and of P values (Fig. 5a ). This suggests that for log-transformed data, RDA could generally be used in place of distance-based statistics with no loss of power. This is in direct contradiction to what has been assumed to be the case in the past, it generally being considered inappropriate for analyses to be based on Euclidean distances. For untransformed abundances, statistics using the Euclidean distance had lowest power, and the Bray-Curtis distance should be preferred in this case (Fig. 3) .
Choice of distance-based statistic had a small but consistent effect on average power (Fig. 3) . The differences in power among statistics usually kept the rank order (ANOSIM Ͻ Smith Ͻ Pillar-Orloci) consistent with results for P values. However, the effect on power of choice of distance-based test statistic was small compared to the effects of transformation and standardization.
With few exceptions, statistics had greatest power when log(y/a ϩ 1) transformed, and least power when untransformed. This was true in most individual simulations (Fig. 6) , not just in averages (Fig. 3) . As was the case for P values, differences in power were small for balanced designs, but considerable for very unbal- anced designs. There was only a small difference in average power between log-transformed and y 0.25 -transformed abundance in most cases; however, the difference was substantial for unstandardized distancebased statistics in the simulation with few effect variables. This suggests that on the log(y/a ϩ 1) scale, the variance of effect variables was large for some data sets, whereas this was not the case on the y 0.25 scale. Standardization of RDA and distance-based statistics had substantial effects on power, which was not evident on consideration of P values. For log-transformed abundance, standardization was accompanied by a marked decrease in average power (Fig. 3a) when there were few effect variables. In such simulations, there was frequently a substantial loss of power with standardization, and rarely a substantial gain (Fig. 7b) . The loss of power occurred only in cases when the effect variables had high variances, hence their influence on the test statistic was greater for unstandardized data. Standardization had little effect on power in simulations with many effect variables, except in one case where power was far higher for standardized data (0.84) than for unstandardized data (0.29), because all effect variables had small variances on the log-transformed scale. For statistics based on untransformed abundances, such dramatic differences in power were common, and average power was substantially higher for standardized data when there were many effect variables (Fig. 3b) .
The contrast between ⌺ F and the standardized RDA statistic demonstrates that there is a distinct power advantage in standardizing to equal within-group variance, rather than to equal total variance. The ⌺ F statistic is equivalent to an RDA statistic standardized by within-group variance (for each permuted data set). Power was usually similar for these two statistics. However, in several simulations with few effect variables, the ⌺ F statistic had substantially higher power than the standardized RDA statistic (Fig. 8) , while the reverse never occurred. Power is compared for standardized vs. unstandardized log-transformed data, when using the RDA (redundancy analysis) statistic. A ''ϩ'' indicates very unbalanced data. In (b) and (c) the marker size is larger when the average variance of effect variables is larger.
DISCUSSION
These results provide no evidence that distancebased approaches are necessary when analyzing multivariate abundances. When data had been transformed to reduce skew, choice of distance had little influence on power, and variable-based statistics such as RDA (redundancy analysis), LR-IND (likelihood ratio test, assuming independence of variables), and ⌺ F had comparable or greater power than other statistics in most power simulations conducted. This means that, for a given data set, one is at least as likely to detect differences among groups of multivariate abundances when using a variable-based statistic as when using a distance-based statistic.
It is recommended that a MANOVA-based statistic (⌺ F or LR-IND) be used when conducting MANOVA tests of multivariate abundances (of the statistics considered here). It has been established in power simulations that these statistics usually have relatively high power, although some other statistics had similar overall power. Advantages of using MANOVA-based statistics were mentioned in the introduction, and these provide a basis for preferring these statistics, given that no other statistic had a distinct power advantage.
There are a number of more peripheral issues arising from these results, which we consider in the following.
Standardization of data
Analyzing unstandardized data using the distancebased statistics considered here will emphasize effects in taxa whose transformed abundances are more variable, and ignore effects in taxa whose transformed abundances are less variable. This explained the few cases with a substantial difference in power between LR-IND and the Pillar-Orloci statistic for log-transformed unstandardized data (Fig. 4) , but was more clearly seen in a direct comparison of the RDA statistic calculated on unstandardized vs. standardized data (Fig. 7) . The trend was more extreme when there were few effect variables, because in this case it was more likely for all effect variables to have high variances or for all to have low variances. The effect on power was exaggerated in favor of unstandardized data in Fig. 7 , because of a failure of the method of standardization, as discussed below.
It is recommended that data be standardized to equal within-group variability, not to equal total variability. In this study, distance-based statistics and RDA were FIG. 8 . The effect on power of standardizing by within-group variance rather than by total variance. ''Few effect'' and ''many effect'' indicate the relative number of effect variables. Power is compared for ⌺ F vs. standardized RDA, for logtransformed data. The RDA statistic was standardized to equal total variance, whereas the ⌺ F statistic is equivalent to an RDA standardized to equal within-group variance. A ''ϩ'' indicates very unbalanced data.
standardized by a measure of total variability, as previously recommended (Mielke and Berry 2001) . However, total variability is a function of among-group variability, so if standardized by total variability, taxa with larger differences among groups are given less relative weighting in analysis, and so power is often lower (Fig.  8) . Despite the power advantage of standardizing by a measure of within-group variability, it is not routinely done in practice, and would be difficult to implement for distance-based statistics. This would require recalculation of the distance matrix for each permutation, because within-group variability changes with each permutation. On the other hand, if the variable-based statistics recommended from this study were used, there would be no need to standardize data prior to analysis (nor to choose a distance measure).
Whereas it has previously been stated that often it is desirable to give greater weight to abundant taxa in analyses (Clarke and Green 1988, for example) , it should be noted that not standardizing data does not always give higher weight to abundant species. Failing to standardize transformed data can reduce the influence of abundant taxa, rather than the opposite. For example, the taxon with the highest F statistic in Fig.  2 is also the most abundant, despite having one of the lowest variances on the transformed scale. In this case, statistics calculated on unstandardized data did not detect the strong group effect, even though it was expressed in the most abundant variable.
If it is considered desirable to weight abundant species more than rare ones, it is recommended that the weights for each taxon be determined a priori, and that the test statistic be modified to incorporate these. For example given weights w j , the test statistic could be w j F j , where F j is the ANOVA F statistic for the p ⌺ jϭ1 jth variable. This approach ensures the researcher controls the weightings given to each taxon, rather than (possibly incorrectly) assuming that not standardizing data gives the desired weightings.
Correlated abundances in different taxa
Correlation of abundances between taxa is expected to occur in practice, and research is required to find effective ways to account for correlation in data with many variables. None of the test statistics in this study attempted to account for correlation between variables, because of difficulties doing so when there are more variables than samples. However, it is desirable to account for correlation between taxa, just as it is desirable to account for different variances in different taxa. This is because the effect on power of not accounting for correlation is known to be similar to the effect of not standardizing variables. If differences in variance across taxa are not accounted for, there is high power at detecting differences among means in more variable taxa, and low power for differences among means in less variable taxa. Similarly, when correlation is not accounted for, there is high power at detecting differences in means along principal component axes with high variance (i.e., along axes of high correlation), but relatively lower power for other changes in means (Mielke and Berry 2001:53-63) . Alternatives to assuming independence are currently under investigation.
When there are many fewer variables than samples, a standard MANOVA statistic such as Wilk's ⌳ (the statistic from which LR-IND was derived) could be used, possibly with permutation testing to ensure a valid test. A common example of when there are many fewer variables than samples is when sampling invertebrates in pitfall traps (usually many samples), and only sorting them to order (few taxa). Apart from the MANOVA-based statistics, none of the statistics considered in this study can be easily generalized to account for correlated abundances in different taxa.
Transformation
The importance of data transformation was highlighted in the often-large increases in power with transformation ( Fig. 3 and 6 ). The transformations consid-ered here have two effects relevant to power: to reduce the skew of data, and to reduce differences in variance of different groups and different taxa. The latter of these effects explains the marked increase in power with transformation of MANOVA-based statistics for unbalanced designs (Fig. 6b and c) , as ANOVA statistics are known to be sensitive to unequal variances when sample sizes are unequal (Miller 1986 ). The fact that a similar pattern was observed for distance-based statistics suggests they share this sensitivity to heteroscedasticity in unbalanced designs. The methods least affected by transformation were those that have previously been reported to be robust to strongly skewed data: the Bray-Curtis or Manhattan distance (Gower and Legendre 1986) , and the statistic based on ANOVA when excluding very unbalanced designs (Miller 1986) .
Previous work
Results comparing distance measures were consistent with previous simulation work. Faith et al. (1987) conducted simulations on untransformed abundances, and also found that the Bray-Curtis distance should be preferred to the Euclidean and Manhattan for analysis of untransformed abundances. They did not, however, consider the case where data had been transformed to reduce skew and the influence of outliers.
This study highlights the importance of using multiple data sets when comparing different methods of analysis. In the past a single data set has often been analyzed several ways, and results published as a comparison of different standardizations (Cao et al. 1999) , transformations (Jackson 1993 , Thorne et al. 1999 , or of data classified to different taxonomic resolutions (Mistri and Rossi 2001) . Results were often very different for different data sets in Fig. 4-8 , which could lead to very different conclusions concerning which statistic is most powerful. Clearly results from analysis of a single data set have little generality.
Recommendations for related problems
Only the analysis of quantitative abundances has been considered in this paper, but recommendations can be made for the analysis of presence-absence data and semi-quantitative abundances (e.g., the Braun-Blanquet scale, where abundances are scored from 0 to 5). Jongman et al. (1987) suggested treating semi-quantitative abundances as if they were transformed data, and analyzing them on the scale on which they were recorded. This could readily be done using either of the MANOVA-based statistics considered here. Presence-absence data, being binary, are appropriately analyzed using logistic regression models, and indeed have been analyzed in this manner in the univariate case since at least Austin et al. (1984) . A multivariate test statistic using logistic regression could be defined as the sum across all taxa of the change in deviance of each taxon. This is the likelihood-ratio statistic for presence-absence data, assuming independence of abundances across taxa, and it shares most of the advantageous properties described here for LR-IND. If data were a mixture of both presence-absence and quantitative abundances, the appropriate likelihood-ratio test statistic would be a sum of logistic regression and LR-IND statistics.
Whereas only MANOVA tests were considered here, the same principles can be applied to analyses relating continuous environmental variables to multivariate abundances. At present the methods most commonly used are distance-based (Clarke and Ainsworth 1993) or CCA (ter Braak and Smilauer 1998) , which assumes a linear relationship between each environmental variable and the transformation of abundances described in Appendix A. Using linear regression methods for log-transformed abundance in each taxon and either of the MANOVA-based statistics provides a conceptually simple alternative, which preserves the merits of the MANOVA-based approach previously outlined. Using nonparametric methods of line fitting (Efron and Tibshirani 1991) rather than linear regression would have the additional benefit of not requiring the linearity assumption.
Conclusions
There was no apparent advantage in power if using distance-based statistics rather than a variable-based approach on transformed data, yet there are many reasons to prefer a variable-based approach. There are many alternative variable-based statistics that could be considered, for example those designed for counted data (McCullagh and Nelder 1989:chapter 6) , and modifications specifically suggested for abundance data (Welsh et al. 1996) . We are presently investigating such methods.
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The Mantel and MRPP (multiresponse permutation procedure) statistics are conceptually equivalent (Mielke 1978) , through appropriate choice of distance. Also, T i is invariant under permutation of samples, so the Smith statistic is equivalent to a Mantel statistic (where all c k ϭ 1), and the AMOVA (analysis of molecular variance), Gower-Krzanowski, PillarOrloci, and NP-MANOVA (nonparametric multivariate analysis of varianace) statistics are equivalent. In fact, all statistics except ANOSIM (analysis of similarities) are equivalent to the MRPP statistic, for different choices of c k and r, the Smith statistic requiring These statistics were generalized to multi-factor designs as suggested in the literature (Mielke et al. 1976 , Pillar and Orloci 1996 , ter Braak and Smilauer 1998 , Gower and Krzanowski 1999 , Anderson 2001 . For example, consider testing for an effect of factor B (which has b levels) while controlling for the effect of factor A (which has a levels). To find statistics in this case, distance terms in the numerator and denominator are pooled across all a levels; e.g., in the Pillar-Orloci statistic, W k,2 /n k is summed across all ab groups, and T 2 /N is calculated within and summed across each of the a levels.
Although the ANOSIM and Smith statistics can be used in multi-factor designs (Smith et al. 1990 , Clarke 1993 , main effects are not defined, and so interaction terms cannot be tested. This is not necessarily a disadvantage, because for distance-based statistics it is unclear what an interaction means for taxon abundances anyway.
The ANOSIM statistic, as defined here, only differs from the Smith statistic in its use of ranks of distances. The AN-OSIM statistic was originally defined as the expression in Table A1 rescaled so that its maximum value is 1, and only for comparing two groups (Clarke 1993) . The suggested generalization to the g-group case was to average across all pairwise comparisons of groups. We have used the definition in Table A1 , because it has a simpler form, and its relationship to the Smith statistic allows consideration of the effect of using ranks of distances. For balanced data, our approach is equivalent to Clarke (1993) . Table A2 presents variable-based statistics that have been suggested in the multivariate abundance literature or elsewhere. In each case, it was proposed that permutation tests be used for inference.
Variable-based statistics
All the statistics in Table A2 are functions of the residual sum of squares for the jth variable, which as usual is defined as
where y ij is the abundance in the ith sample and the jth variable, and ij,a is the estimated mean for y ij according to an ANOVA model that assumes H a . The estimates ij,a are leastsquares estimates in the sense that they minimize SS j,a . For ANOVA models without interaction terms, the ij,a are sample means across all samples in the same group as the ith sample, for the grouping structure defined under H a .
For a couple of variables, SS j,1 ϭ 0, because in each group, abundances of all samples were the same (usually 1 or 0). This caused computational problems for LR-IND (likelihoodratio test assuming independence of variables) and ⌺F, because these respectively involve the logarithm and the inverse of each SS j,1 , and both are undefined if SS j,1 ϭ 0. This problem was solved for LR-IND by setting zero values of SS j,1 to N/ 2e, because this value ensured that the log likelihood of the jth variable was 0 under H 1 . For ⌺ F, SS j,1 was recalculated for the denominator of the F statistic as if one of the zero abundances were actually equal to the smallest non-zero number.
The RDA (redundancy analysis) and CCA statistics used here are referred to as tests of ''all canonical axes'' by ter Braak and Smilauer (1998:49) . The transformation and weightings for CCA are motivated by assuming abundances come from Poisson distributions, which is a poor assumption for strongly skewed abundances, and in particular for transformed abundances.
Note that RDA is equal to Edgington3 (Edgington 1995: 89-90) . Because SS j,0 is invariant under permutation, RDA is also equivalent to Ward's E statistic (Romesburg 1985) .
As mentioned previously, ⌺ F is equivalent to an RDA statistic calculated on data standardized to equal within-group variance, where the standardization is recalculated in each permutation during testing. The CANOCO package (ter Braak and Smilauer 1998) offers this choice of standardization, although in CANOCO the standardization is not reapplied for each permutation of data (C. J. F. ter Braak, personal communication) and so the test is not valid.
The ⌺ logF statistic suggested by Edgington (1995) was not considered in power comparisons, because logF is left skewed, so the statistic is expected to be dominated by occasional small F values and not by the size of the larger ones. 
