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An isospectral problem for global conservative multi-peakon
solutions of the Camassa–Holm equation
Jonathan Eckhardt and Aleksey Kostenko
Abstract. We introduce a generalized isospectral problem for global conser-
vative multi-peakon solutions of the Camassa–Holm equation. Utilizing the so-
lution of the indefinite moment problem given by M. G. Krein and H. Langer,
we show that the conservative Camassa–Holm equation is integrable by the
inverse spectral transform in the multi-peakon case.
1. Introduction
Over the last two decades, a lot of work has been devoted to the Cauchy problem
for the Camassa–Holm equation, a nonlinear wave equation, given by
ut − uxxt = 2uxuxx − 3uux + uuxxx, u|t=t0 = u0. (1.1)
For further information, we only refer to a brief selection of articles [10, 12, 13,
17, 18, 36, 37]. The Camassa–Holm equation first appeared as an abstract bi-
Hamiltonian partial differential equation in an article of Fokas and Fuchssteiner [22].
However, it did not receive much attention until Camassa and Holm [10] derived
it as a nonlinear wave equation which models unidirectional wave propagation on
shallow water. Regarding the hydrodynamical relevance of this equation, let us also
mention the more recent articles [16, 30, 31], containing further information.
One of the most eminent properties of the Camassa–Holm equation lies in the
fact that it is formally integrable in the sense that there is an associated Lax pair.
The isospectral problem of this Lax pair turned out to be the weighted Sturm–
Liouville equation
−f ′′(x) + 1
4
f(x) = z ω(x, t)f(x), x ∈ R, (1.2)
where ω = u−uxx and z ∈ C is a complex spectral parameter. Of course, (inverse)
spectral theory for this Sturm–Liouville problem is of peculiar interest for solving
the Cauchy problem of the Camassa–Holm equation; [4, 5, 6, 7, 12, 15, 20].
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A particular kind of solutions of the Camassa–Holm equation are the so-called
multi-peakon solutions. These are solutions of the form
u(x, t) =
N∑
n=1
pn(t) e
−|x−qn(t)|, (1.3)
where the functions on the right-hand side satisfy the following nonlinear system
of ordinary differential equations:
q′n =
N∑
k=1
pk e
−|qn−qk|, p′n =
N∑
k=1
pnpk sgn(qn − qk) e−|qn−qk|. (1.4)
Note that the system (1.4) is Hamiltonian, that is,
dqn
dt
=
∂H(p, q)
∂pn
,
dpn
dt
= −∂H(p, q)
∂qn
, (1.5)
with the Hamiltonian given by
H(p, q) =
1
2
N∑
n,k=1
pnpk e
−|qn−qk| =
1
4
‖u‖2H1(R). (1.6)
Since multi-peakon solutions (1.3) obviously have discontinuous first derivatives,
they have to be interpreted as suitable weak solutions [4, 13, 17, 24].
Note that the right-hand side in (1.4) is not Lipschitz if qn − qk is close to zero
and hence in this case, one cannot get existence and uniqueness of solutions of
(1.4) by using the standard arguments. However, if we know in advance that all
the positions stay distinct, then the right-hand side in (1.4) becomes Lipschitz and
thus the Picard theorem applies. In fact, the behavior of multi-peakon solutions
crucially depends on whether all the heights pn of the single peaks are of the same
sign or not. In the first case, all the positions qn of the peaks stay distinct, move in
the same direction and the system (1.4) allows a unique global solution [13, 17, 24].
Otherwise, some of the positions qn of the peaks will collide eventually, which
causes the corresponding heights pn to blow up in finite time [10]. All this happens
in such a way that the solution u in (1.3) stays uniformly bounded in H1(R) but
its derivative develops a singularity at the points where two peaks collide.
The wave-breaking process described above is not only a peculiarity of multi-
peakon solutions, but also occurs for smooth solutions [11, 13, 14, 37]. In fact, the
criteria for a blow-up to happen do not depend on smoothness of the initial data
but only on the sign changes of ω. For example, solutions are known only to blow
up if the corresponding quantity ω is not of one sign. In this case, the blow-up
again happens in such a way that the solution u stays uniformly bounded in H1(R)
but its derivative becomes unbounded, resembling wave-breaking.
However, it turned out that the encountered blow-up is not too severe and that it
is always possible to continue weak solutions beyond wave-breaking [39]. In order to
end up with unique continuations, one has to impose additional constraints on the
solutions. For example, if one requires the energy of the solutions to be conserved,
one is led to the notion of global conservative solutions [8, 25, 26]. Although there
are further possibilities to guarantee uniqueness [9, 27, 28], the conservative case
is the suitable one for our purposes. For the corresponding Cauchy problem to
be well-posed, it is necessary to introduce an additional quantity, which measures
the energy density of the solution (as done recently in [8, 25]). Following [25], a
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global conservative solution consists of a pair (u, µ), where µ is a non-negative Borel
measure with absolutely continuous part determined by u via
µac(B, t) =
∫
B
|u(x, t)|2 + |ux(x, t)|2dx, t ∈ R, (1.7)
for each Borel set B ∈ B(R). Within this picture, blow-up of solutions corresponds
to concentration of energy (measured by µ) to sets of Lebesgue measure zero.
The notation we use in this article is based on [26], where a detailed description of
global conservative multi-peakon solutions was given (in Section 2 we will provide
a brief review of this notion). In particular, there [26, Section 4], the potential
blow-up of the system (1.4) was circumvented by reformulating it in Lagrangian
coordinates. The newly obtained system [26, (4.1)] of ordinary differential equations
remains globally well-defined.
For the special case of multi-peakon solutions, the weight ω in (1.2) is always a
finite sum of weighted Dirac measures. The corresponding spectral problem (1.2)
is equivalent to the one for an indefinite Krein–Stieltjes string [32, §13]. This
connection and the solution of the corresponding inverse problem due to Krein
(employing Stieltjes theory of continued fractions) has successfully been employed
by Beals, Sattinger and Szmigielski [3, 4] in order to study multi-peakon solutions
(in the sense of (1.4)). In particular, they noticed that in the indefinite case, the
inverse problem is not always solvable within the class of spectral problems (1.2),
which directly corresponds to the fact that the system (1.4) may blow up. It is
the purpose of the present article to introduce a generalized isospectral problem
for global conservative multi-peakon solutions of the Camassa–Holm equation. Of
course, an eligible spectral problem also has to incorporate the singular part of
µ in some way and indeed, it turns out that the appropriate generalized spectral
problem is given by
−f ′′(x) + 1
4
f(x) = z ω(x, t)f(x) + z2υ(x, t)f(x), x ∈ R, (1.8)
where υ( · , t) denotes the singular part of µ( · , t) and z ∈ C is a complex spectral
parameter. The idea for considering this particular spectral problem goes back
to work of Krein and Langer [33, 34] (see also [19, 35]) on the indefinite moment
problem and generalized strings which carry not only finitely many negative point
masses but also dipoles.
Let us now briefly outline the content of the present article. Necessary facts
on global conservative multi-peakon solutions are collected in the preliminary Sec-
tion 2. In the following section, we will discuss the basic properties of the gener-
alized spectral problem (1.8). Section 4 provides a solution of the corresponding
inverse spectral problem which is essentially due to Krein and Langer [33, 34]. Of
course, the solvability of this inverse problem resembles the fact that the conser-
vative Camassa–Holm equation has global solutions. In Section 5, we will show
that our generalized spectral problem indeed serves as an isospectral problem for
the conservative Camassa–Holm equation in the multi-peakon case. This is done
by deriving the time evolution for the spectral quantities associated with (1.8).
As a consequence, we immediately obtain conserved quantities for the conservative
Camassa–Holm flow. In particular, the conservative Camassa–Holm equation turns
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out to be a completely integrable Hamiltonian system in the multi-peakon case. Fi-
nally, we demonstrate our findings in Appendix A, using the example of a general
global conservative two-peakon solution of the Camassa–Holm equation.
2. Global conservative multi-peakon solutions
Instead of providing details about general global conservative solutions of the
Camassa–Holm equation [8, 25], we will review this notion only in the multi-peakon
context. Therefore, we will closely follow the notation employed in [26], where a
detailed description of global conservative multi-peakon solutions was given.
Definition 2.1. A global conservative solution (u, µ) of the Camassa–Holm equa-
tion is said to be a multi-peakon solution if for some t0 ∈ R, the measure µ( · , t0)
is absolutely continuous and
u(x, t0) =
N∑
n=1
pn(t0) e
−|x−qn(t0)|, x ∈ R, (2.1)
for some N ∈ N0 and pn(t0), qn(t0) ∈ R for n = 1, . . . , N .
More generally, one could also allow the singular part of the measure µ( · , t0)
to be supported on a finite set in this definition (and still end up with the same
notion). However, for the following description of global conservative multi-peakon
solutions, it is much more convenient to assume the measure µ( · , t0) to be abso-
lutely continuous. Furthermore, for definiteness, we will assume that the heights
pn(t0), n = 1, . . . , N of the single peaks are non-zero and that their positions are
strictly increasing,
−∞ < q1(t0) < · · · < qN (t0) <∞. (2.2)
It is a result of [26, Section 3] that in this multi-peakon case, a global conservative
solution (u, µ) will be of the form (1.3) for all times t ∈ R. More precisely, if for
each n ∈ {1, . . . , N}, the function qn on R denotes the characteristic through the
point qn(t0) at time t0, that is,
q′n(t) = u(qn(t), t), t ∈ R, (2.3)
(cf. (1.4)), then the function u may be written as
u(x, t) =
N∑
n=1
pn(t) e
−|x−qn(t)|, x, t ∈ R, (2.4)
for some pn(t) ∈ R, n = 1, . . . , N . Hereby note that for each n ∈ {1, . . . , N}, the
height pn(t) is uniquely determined by u( · , t) unless the corresponding characteris-
tic qn coincides with another one at time t. These encounters happen in such a way
that not more than two characteristics collide at the same time and space; see [26,
Proposition 3.2]. Moreover, since the ordering of the characteristics is preserved by
the flow (see for example [26, Theorem 3.4]), that is,
−∞ < q1(t) ≤ · · · ≤ qN (t) <∞, t ∈ R, (2.5)
only adjacent characteristics may coincide.
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Lemma 2.2. Assume that all characteristics are distinct at time t ∈ R. Then
p1(t)
p2(t)
p3(t)
...
pN (t)
 =

a1(t) b1(t) 0 . . . 0
b1(t) a2(t) b2(t) . . . 0
0 b2(t) a3(t) . . . 0
...
...
...
. . .
...
0 0 0 . . . aN (t)


u(q1(t), t)
u(q2(t), t)
u(q3(t), t)
...
u(qN (t), t)
 , (2.6)
where
an(t) =
1
2
sinh (qn+1(t)− qn−1(t))
sinh (qn+1(t)− qn(t)) sinh (qn(t)− qn−1(t)) , n = 1, . . . , N,
bn(t) =
1
2
−1
sinh (qn+1(t)− qn(t)) , n = 1, . . . , N − 1.
Hereby, we set q0(t) = −∞ and qN+1(t) = +∞ for notational simplicity.
Proof. It clearly follows from (2.4) that
(u(qi(t), t))
N
i=1 = E(t) (pi(t))
N
i=1 , with E(t) =
(
e−|qj(t)−qi(t)|
)N
i,j=1
.
To complete the proof, it suffices to notice that the inverse of E(t) is the tri-diagonal
matrix in the claim (this can also be checked by a direct computation). 
We will denote the (closed) set of all times t ∈ R for which some characteristics
coincide with Γ. Upon considering the second derivative of the functions qn at a
time t ∈ Γ (employing [26, (4.1)]), one infers that Γ is a discrete set, consisting
of isolated points. As a consequence of Lemma 2.2, one sees that the heights pn
are continuous away from Γ (cf. [26, (4.1)]). In fact, the heights pn and positions
qn of the single peaks, defined in (2.4), even satisfy the system (1.4) on R\Γ; [24,
Lemma 2.2]. This means that for times away from Γ, the solution u is actually a
classical multi-peakon solution. In this respect, let us also recall that the measures
µ( · , t) are absolutely continuous (and hence uniquely determined by u( · , t)) as long
as t 6∈ Γ. More precisely, it has been proven in [26, Proposition 3.2] that µ( · , t)
admits a singular part only when collisions occur. In this case, the singular part
µs( · , t) is supported on all points where peaks collide.
Since classical multi-peakon solutions are fairly well understood, we are left to
describe the global conservative solution (u, µ) at some time t× ∈ Γ of collision. We
will do this in terms of limits of the quantities pn(t) and qn(t) (which are at least
well-defined in a small vicinity of t×) as t → t×. First of all, if the characteristic
qn(t
×) is distinct from all the other ones for some n ∈ {1, . . . , N}, then pn(t×) is
still uniquely determined by u( · , t×). Moreover, it turns out that pn is continuous
on the set {t ∈ R | qn−1(t) < qn(t) < qn+1(t)} indeed and hence
pn(t
×) = lim
t→t×
pn(t). (2.7)
Of course, the more interesting case is when two characteristics coincide. Therefore,
suppose that we have qn(t
×) = qn+1(t×) for some n = 1, . . . , N − 1. In this case,
the corresponding heights pn(t) and pn+1(t) will blow up as t → t× and the two
heights pn(t
×) and pn+1(t×) are not well-defined by (2.4) anymore. However, their
sum pn(t
×)+pn+1(t×) is uniquely determined by u( · , t) and can readily be written
down in a similar way as in Lemma 2.2. Moreover, some amount of the energy of
the solution will concentrate in the point of collision, which causes µ( · , t×) to have
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positive mass at this point. The following lemma describes all these quantities in
terms of limits of the heights pn(t) and positions qn(t) of the single peaks as t→ t×.
Lemma 2.3. Assume that qn(t
×) = qn+1(t×) for some n = 1, . . . , N − 1. Then
pn(t
×) + pn+1(t×) = lim
t→t×
pn(t) + pn+1(t) (2.8)
and the mass of µ( · , t×) at the point of collision is given by
µ({qn(t×)}, t×) = lim
t→t×
4 pn(t)pn+1(t)(qn(t)− qn+1(t)). (2.9)
Proof. Using (2.4), for all t 6= t× in a small vicinity of t× we have
2(pn+1(t) + pn(t)) = ux(qn+1(t)−, t)− ux(qn(t)+, t)
+ ux(qn(t)−, t)− ux(qn+1(t)+, t). (2.10)
The sum of the two terms in the upper line is seen to converge to zero as t → t×
upon noting that
ux(qn(t)+, t) =
u(qn(t), t)(1 + e
2(qn+1(t)−qn(t)))− 2u(qn+1(t), t)eqn+1(t)−qn(t)
1− e2(qn+1(t)−qn(t)) ,
ux(qn+1(t)−, t) = 2u(qn(t), t)e
qn+1(t)−qn(t) − u(qn+1(t), t)(1 + e2(qn+1(t)−qn(t)))
1− e2(qn+1(t)−qn(t)) .
Using similar representations for ux(qn(t)−, t) and ux(qn+1(t)+, t), we see that the
two terms in the lower line of (2.10) are continuous near t× and hence their sum
converges to 2(pn+1(t
×) + pn(t×)) as t→ t×.
In order to prove the second claim, we use [26, equation (4.8)] and integrate by
parts to obtain
µ({qn(t×)}, t×) = lim
t→t×
∫ qn+1(t)
qn(t)
u(r, t)2 + ux(r, t)
2dr
= lim
t→t×
ux(qn+1(t)−, t)u(qn+1(t), t)− ux(qn(t)+, t)u(qn(t), t)
= lim
t→t×
ux(qn(t)+, t)(u(qn+1(t), t)− u(qn(t), t)).
Taking into account the relation (employing equation for ux(qn+1(t)−, t) above)
(qn+1(t)− qn(t))ux(qn+1(t)−, t) ∼ u(qn+1(t), t)− u(qn(t), t)
as t→ t×, one furthermore gets
µ({qn(t×)}, t×) = lim
t→t×
(qn+1(t)− qn(t))ux(qn(t)+, t)ux(qn+1(t)−, t)
= lim
t→t×
4 pn(t)pn+1(t)(qn(t)− qn+1(t)).

3. The generalized spectral problem
In order to introduce our generalized spectral problem, fix some N ∈ N0 and
let x1, . . . , xN ∈ R be strictly increasing. Moreover, for each n ∈ {1, . . . , N}, let
ωn ∈ R, υn ≥ 0 and consider the finite discrete measures
ω =
N∑
n=1
ωnδxn and υ =
N∑
n=1
υnδxn , (3.1)
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where δxn is the Dirac measure at xn. For definiteness, we will also assume that
supp(|ω| + υ) = {x1, . . . , xN}, that is, |ωn| + υn > 0 for n = 1, . . . , N . In this
section we will consider the spectral problem
−f ′′(x) + 1
4
f(x) = z ω(x)f(x) + z2υ(x)f(x), x ∈ R, (3.2)
with a complex spectral parameter z ∈ C. Of course, since ω and υ are measures,
this equation has to be understood in a distributional sense (the right-hand side is
a measure if f is continuous). More precisely, some function f is a solution of the
differential equation (3.2) if it satisfies
−f ′′(x) + 1
4
f(x) = 0, x ∈ R\{x1, . . . , xN}, (3.3)
together with the interface conditions(
f(xn−)
f ′(xn−)
)
=
(
1 0
zωn + z
2υn 1
)(
f(xn+)
f ′(xn+)
)
, n ∈ {1, . . . , N}. (3.4)
Hereby note that in this case, the solution f is in general not differentiable at the
points x1, . . . , xN . However, for simplicity of notation, we will always uniquely
extend the derivative f ′ to all of R by requiring it to be left-continuous.
The set of all values z ∈ C for which there is a nontrivial bounded solution
of the differential equation (3.2) is referred to as the spectrum σ of the spectral
problem (3.2). Note that in this case, the bounded solution of this differential
equation is unique up to scalar multiples.
Since the measures ω and υ have compact support, for each z ∈ C one has
spatially decaying solutions φ±(z, · ) of (3.2) with
φ±(z, x) = e∓
x
2 (3.5)
for all x near ±∞. In particular, note that φ±( · , x) and φ′±( · , x) are real polyno-
mials for each fixed x ∈ R. The Wronski determinant of these solutions
W (z) = φ+(z, x)φ
′
−(z, x)− φ′+(z, x)φ−(z, x), z ∈ C, (3.6)
is independent of x ∈ R (see for example [21, Proposition 3.2]) and vanishes in
some point λ ∈ C if and only if the solutions φ−(λ, · ) and φ+(λ, · ) are linearly
dependent. In this case, there is a nonzero constant cλ ∈ C such that
φ−(λ, x) = cλφ+(λ, x), x ∈ R. (3.7)
As a consequence, one sees that the spectrum σ is precisely the set of zeros of the
polynomial W . Associated with each eigenvalue λ ∈ σ is the quantity
γ2λ =
∫
R
|φ+(λ, x)|2dω(x) + 2λ
∫
R
|φ+(λ, x)|2dυ(x), (3.8)
which is referred to as the (modified) norming constant (associated with λ).
Proposition 3.1. Each eigenvalue λ of the spectral problem (3.2) is real with
−W˙ (λ) = cλγ2λ 6= 0, (3.9)
where the dot denotes differentiation with respect to the spectral parameter.
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Proof. Let λ be an eigenvalue of the spectral problem (3.2). An integration by
parts, using the differential equation (3.2) shows
λ
∫
R
|φ+(λ, x)|2dω(x)+λ2
∫
R
|φ+(λ, x)|2dυ(x)
=
1
4
∫
R
|φ+(λ, x)|2dx+
∫
R
|φ′+(λ, x)|2dx > 0.
(3.10)
If λ was non-real, then an inspection of the imaginary part of the left-hand side
would yield ∫
R
|φ+(λ, x)|2dω(x) + 2Re(λ)
∫
R
|φ+(λ, x)|2dυ(x) = 0.
Furthermore, computing the real part one would end up with the contradiction
−|λ|2
∫
R
|φ+(λ, x)|2dυ(x) > 0,
since the measure υ is non-negative.
In order to prove the second claim, we introduce the auxiliary function
W0(z, x) = φ+(z, x)φ˙
′
−(z, x)− φ′+(z, x)φ˙−(z, x), x ∈ R, z ∈ C,
where the spatial differentiation is done first. Using the differential equation which
φ±(λ, · ) satisfies, one gets (in a distributional sense)
−W ′0(λ, x) = φ−(λ, x)φ+(λ, x)ω(x) + 2λφ−(λ, x)φ+(λ, x)υ(x), x ∈ R.
Now the claim follows upon noting that W0(λ, x) = 0 for every x near −∞ and
W0(λ, x) = W˙ (λ) for x near ∞. In order to finish the proof, note that
λγ2λ = λ
∫
R
|φ+(λ, x)|2dω(x) + 2λ2
∫
R
|φ+(λ, x)|2dυ(x)
is greater or equal than the left-hand side of (3.10) and hence non-zero. 
As a consequence, all zeros of W are simple and hence the polynomial W has
the product representation (upon noting that W (0) = 1)
W (z) =
∏
λ∈σ
(
1− z
λ
)
, z ∈ C. (3.11)
For applications to the Camassa–Holm equation, trace formulas for the spectral
problem (3.2) are of particular interest. In fact, they will reappear as conserved
quantities for global conservative multi-peakon solutions in Section 5.
Proposition 3.2. The first two trace formulas for the spectral problem (3.2) are
given by:∑
λ∈σ
1
λ
=
∫
R
dω,
∑
λ∈σ
1
λ2
=
∫
R
∫
R
e−|x−s|dω(s) dω(x) + 2
∫
R
dυ. (3.12)
Proof. Upon viewing (3.2) as a perturbed equation (see [21, Proposition 3.3] or
the proof of [20, Theorem 3.1]), one sees that for each z ∈ C the solution φ±(z, · )
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satisfies the integral equation
φ±(z, x) = e∓
x
2 + z
∫
I±(x)
(
e±
x−s
2 − e∓ x−s2
)
φ±(z, s)dω(s)
+ z2
∫
I±(x)
(
e±
x−s
2 − e∓ x−s2
)
φ±(z, s)dυ(s), x ∈ R,
(3.13)
where I−(x) = (−∞, x) and I+(x) = [x,∞). In particular, this yields
φ˙±(0, x) = e∓
x
2
∫
I±(x)
(
e−|x−s| − 1
)
dω(s),
φ˙′±(0, x) = ±
1
2
e∓
x
2
∫
I±(x)
(
e−|x−s| + 1
)
dω(s),
for each x ∈ R. Using these equalities (and noting that φ+(z, x) and φ′+(z, x) do
not depend on z as long as x is chosen near +∞), one obtains
−W˙ (0) = −
(
e−
x
2 φ˙′−(0, x) +
1
2
e−
x
2 φ˙−(0, x)
)
=
∫
R
dω
for x near +∞. After a similar, but more lengthy calculation, one ends up with the
second derivative of W at zero given by
−W¨ (0) =
∫
R
∫
R
(
e−|x−s| − 1
)
dω(s) dω(x) + 2
∫
R
dυ.
Now the trace formulas in the claim follow immediately from the product represen-
tation (3.11) of the Wronskian W . 
4. The inverse spectral problem
As already mentioned in the introduction, the corresponding inverse problem
has been solved (in the form of the equivalent Krein–Stieltjes string) by Krein and
Langer in [33, 34], employing appropriate generalizations of a theorem of Stieltjes
on continued fractions. Nevertheless, we will give a proof of this result in our termi-
nology for the sake of completeness and the convenience of the reader. Therefore,
we first introduce the rational Weyl–Titchmarsh function M on C\R, associated
with the spectral problem (3.2), via
M(z)W (z) =
1
2
e
x
2 φ−(z, x)− e x2 φ′−(z, x), z ∈ C\R, (4.1)
for x near +∞ (note that the Wronskian on the right-hand side is constant there).
Lemma 4.1. The Weyl–Titchmarsh function M admits the following partial frac-
tion expansion:
M(z)
z
=
∑
λ∈σ
γ−2λ
λ(λ− z) , z ∈ C\R. (4.2)
In particular, the function in (4.2) is a Herglotz–Nevanlinna function.
Proof. By definition, the poles of M are simple and precisely the eigenvalues of the
spectral problem (3.2). Moreover, the residues of M can be obtained immediately
from Proposition 3.1 (also note that M(0) = 0). Indeed, for each λ ∈ σ we get
lim
z→λ
M(z)
z
(λ− z) = − cλ
λW˙ (λ)
=
1
λγ2λ
,
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upon employing (4.1), (3.9) and (3.7). Therefore, the expansion (4.2) immediately
follows if M(z) = O(1) as |z| → ∞. In order to prove this, first one notes that the
integral equation (3.13) for our solution implies for each n ∈ {1, . . . , N − 1}
φ−(z, xn+1)  φ−(z, xn)(zωn + z2υn), |z| → ∞.
Moreover, upon differentiating (3.13) one also infers that for n ∈ {1, . . . , N}
φ′−(z, xn)  φ−(z, xn), |z| → ∞.
As a consequence, a simple calculation shows that for every x > xN
e±
x
2 φ′−(z, x)∓
1
2
e±
x
2 φ−(z, x) ∼ −e±
xN
2 φ−(xN , z)(zωN + z2υN ), |z| → ∞.
Hereby, we used the interface condition (3.4) and the fact that the left-hand side
is constant to the right of xN . In view of the definition of the Weyl–Titchmarsh
function, this shows that M(z) → −exN as |z| → ∞, proving (4.2). Finally, the
function in (4.2) is a Herglotz–Nevanlinna function indeed, since its residues are
negative in view of (3.10). 
On the other side, it is possible to write down a finite continued fraction expan-
sion for M in terms of ω and υ. Therefore, we introduce the quantities
ln =
1
2
(
tanh
(xn+1
2
)
− tanh
(xn
2
))
, n = 0, . . . , N, (4.3)
and the polynomials
mn(z) =
(
zωn + z
2υn
)
4 cosh2
(xn
2
)
, z ∈ C, n = 1, . . . , N. (4.4)
Hereby, we set x0 = −∞ and xN+1 = +∞ for simplicity of notation.
Lemma 4.2. The Weyl–Titchmarsh function M admits the following finite con-
tinued fraction expansion:
M(z) = 1 +
1
−lN +
1
mN (z) +
1
. . . +
1
−l1 +
1
m1(z)−
1
l0
z ∈ C\R. (4.5)
Proof. For each fixed z ∈ C\R, consider the function Λ(z, · ) on R given by
Λ(z, x) = 2 sinh
(x
2
)
cosh
(x
2
)
− 4φ
′
−(z, x)
φ−(z, x)
cosh2
(x
2
)
, x ∈ R. (4.6)
Since ω and υ have compact support (and z is non-real), we have the asymptotics
2φ′−(z, x) = φ−(z, x)
(
1 +O (e−x))
as x→∞ and as a consequence (after some calculations)
M(z) = lim
x→∞Λ(z, x) + 1.
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Now, first of all note that because of (3.5) we have
Λ(z, x1−) = −
(
1 + e−x1
)
= − 1
l0
.
Moreover, because of the interface condition (3.4), we end up with
Λ (z, xn+)− Λ (z, xn−) = (zωn + z2υn)4 cosh2
(xn
2
)
, n = 1, . . . , N.
Upon differentiating (4.6), one furthermore obtains
Λ′(z, x) =
Λ(z, x)2
4 cosh2
(
x
2
) ,
for all real x away from {x1, . . . , xN}, which immediately implies
1
Λ(z, xn+1−) −
1
Λ(z, xn+)
= −ln, n = 1, . . . , N.
Thus, we finally arrive at the following relation
1
Λ (z, xn+1−) = −ln +
1
mn(z) + Λ (z, xn−) , n = 1, . . . , N.
Hereby, for n = N , the denominator on the left-hand side has to be read as
Λ (z, xN+1−) = lim
x→∞Λ (z, x) ,
which completes the proof. 
We are now able to solve the inverse spectral problem following [33, §3.4].
Theorem 4.3. Let σ be a finite subset of R and for each λ ∈ σ let γ2λ ∈ R be such
that λγ2λ > 0. Then there are unique measures ω and υ of the form in (3.1) such
that the corresponding spectrum is σ and the norming constants are γ2λ for λ ∈ σ.
Proof. Existence. Let σ be a finite subset of R and for each λ ∈ σ let γ2λ ∈ R such
that λγ2λ > 0. First of all, we will show that the rational function M defined by
M(z) = z
∑
λ∈σ
γ−2λ
λ(λ− z) , z ∈ C\R,
has a finite continued fraction expansion of the form (4.5). Therefore, we introduce
for each k ∈ N the following determinants of Hankel matrices
∆0,k =
∣∣∣∣∣∣∣∣∣
s0 s1 · · · sk−1
s1 s2 · · · sk
...
...
. . .
...
sk−1 sk · · · s2k−2
∣∣∣∣∣∣∣∣∣ , ∆1,k =
∣∣∣∣∣∣∣∣∣
s1 s2 · · · sk
s2 s3 · · · sk+1
...
...
. . .
...
sk sk+1 · · · s2k−1
∣∣∣∣∣∣∣∣∣ ,
as well as
∆−1,k =
∣∣∣∣∣∣∣∣∣
s−1 s0 · · · sk−2
s0 s1 · · · sk−1
...
...
. . .
...
sk−2 sk−1 · · · s2k−3
∣∣∣∣∣∣∣∣∣ , ∆2,k =
∣∣∣∣∣∣∣∣∣
s2 s3 · · · sk+1
s3 s4 · · · sk+2
...
...
. . .
...
sk+1 sk+2 · · · s2k
∣∣∣∣∣∣∣∣∣ .
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We also set ∆0,0 = ∆1,0 = ∆2,0 = 1 for notational simplicity. Hereby, the quantities
sk are determined by the asymptotic expansion of the function
1−M(z)
z
=
∞∑
k=0
sk−1
zk
, |z| → ∞. (4.7)
More precisely, it follows from the definition of the function M that they are given
explicitly in terms of the data by
s−1 = 0, s0 = 1 +
∑
λ∈σ
1
λγ2λ
and sk =
∑
λ∈σ
λk
λγ2λ
, k ∈ N.
Next, one notes that the determinants ∆0,k for k = 1, . . . , |σ| + 1 and ∆2,k for
k = 1, . . . , |σ| are positive (see [1], [29, Theorem 3.4] and observe that the function
in (4.7) as well as the function
−
∑
λ∈σ
λγ−2λ
λ− z =
∞∑
k=1
sk+1
zk
, |z| → ∞, (4.8)
are anti-Herglotz–Nevanlinna functions), with |σ| denoting the number of elements
of σ. Furthermore, there are no consecutive zeros within the sequence ∆1,k, k =
1, . . . , |σ|+ 1 since for every k ∈ N one has the relation
∆1,k+1∆−1,k+1 −∆1,k∆−1,k+2 = ∆20,k+1, (4.9)
which follows from Sylvester’s determinant identity [2], [23]. Namely, one needs
to consider the determinant ∆−1,k+2 and then apply formula [23, (II.28)] (with
p = n − 2). In particular, it follows from (4.9) with k = |σ| that ∆1,|σ| 6= 0 since
∆1,|σ|+1 = 0 (cf. [29, Corollary 1.4]).
In the case when the quantities ∆1,k are non-zero for all k = 1, . . . , |σ|, a theorem
of Stieltjes (see [29, Theorem 1.39]) guarantees that the function M has a finite
continued fraction expansion of the form (4.5) with N = |σ| and the coefficients
given by
ln =
∆21,N−n
∆0,N−n∆0,N−n+1
> 0, (4.10)
for n = 0, . . . , N and by
mn(z) = z
∆20,N−n+1
∆1,N−n∆1,N−n+1
, z ∈ C, (4.11)
for n = 1, . . . , N .
Otherwise (that is, if ∆1,k is zero for some k ∈ {1, . . . , |σ|}), we consider the
rational functions Mt given by
1
Mt(z) = z
∑
λ∈σ
γ−2λ
λ(λ− z)e
t
2λ , z ∈ C\R, (4.12)
for each t ∈ R. Of course, the above considerations apply to these functions as
well and we denote the corresponding quantities with an additional subscript t. In
particular, note that M0 coincides with our initial function M and hence so do the
associated quantities (thus in the case t = 0 we will omit the additional subscripts).
1 Our choice for this perturbation of M is motivated by the time evolution of the spectral data
under the Camassa–Holm flow (cf. Theorem 5.1).
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Since for each k ∈ N the determinants ∆t,0,k and ∆t,1,k depend analytically on t,
we may conclude that the quantities ∆t,1,k, k = 1, . . . , |σ| are non-zero for all small
enough t 6= 0. In fact, even if ∆1,k vanishes for some k ∈ {1, . . . , |σ| − 1} (note that
∆t,1,|σ| 6= 0 for all t ∈ R), then this holds since the derivative at zero
∆′1,k :=
[
d
dt
∆t,1,k
]
t=0
= 2−k
∣∣∣∣∣∣∣∣∣∣∣
s0 − 1 s2 s3 · · · sk
s1 s3 s4 · · · sk+1
...
...
...
. . .
...
sk−2 sk sk+1 · · · s2k−2
sk−1 sk+1 sk+2 · · · s2k−1
∣∣∣∣∣∣∣∣∣∣∣
is non-zero (in order to compute this derivative, just observe that
d
dt
st,1 =
1
2
(st,0 − 1) and d
dt
st,k+1 =
1
2
st,k, k ∈ N,
by definition of Mt). Indeed, non-vanishing of the above derivative follows from the
relation
2k∆′1,k ·
∣∣∣∣∣∣∣∣∣∣∣
s1 s2 · · · sk
s2 s3 · · · sk+1
...
...
. . .
...
sk−1 sk · · · s2k−2
sk+1 sk+2 · · · s2k
∣∣∣∣∣∣∣∣∣∣∣
= (∆0,k+1 −∆2,k)∆2,k−1, (4.13)
which is a consequence of Sylvester’s determinant identity [2], [23] applied to
∆0,k+1 −∆2,k (and using ∆1,k = 0). Therefore, it suffices to note that the right-
hand side of (4.13) does not vanish since the function (4.8), as well as the function
−M(z)
z
=
s0 − 1
z
+
∞∑
k=2
sk−1
zk
, |z| → ∞,
are anti-Herglotz–Nevanlinna functions.
Thus, for small enough t 6= 0, the rational function Mt has a finite continued
fraction expansion of the form (4.5) with Nt = |σ| and coefficients lt,n, mt,n given
in terms of the determinants ∆t,0,k and ∆t,1,k for k = 0, . . . , Nt + 1 as in (4.10)
and (4.11), respectively. Now we define the rational functions Mt,n, n = 0, . . . , |σ|
inductively via
1
Mt,0(z)
= −lt,0, z ∈ C\R,
and for every n = 1, . . . , |σ| by
1
Mt,n(z)
= −lt,n + 1
mt,n(z) +Mt,n−1(z)
, z ∈ C\R, (4.14)
such that Mt = 1 +Mt,|σ|.
Since the determinants ∆t,1,|σ| are always non-zero, the functions Mt,0 converge
pointwise to the constant function M0 defined by
1
M0(z)
= −
∆21,|σ|
∆0,|σ|∆0,|σ|+1
, z ∈ C\R,
as t → 0. Now let n ∈ {1, . . . , |σ|}, suppose that ∆1,|σ|−(n−1) is non-zero and
that the functions Mt,n−1 converge pointwise to some function Mn−1 as t → 0. If
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the determinant ∆1,|σ|−n does not vanish, then we immediately infer from (4.14)
and (4.11) that the functions Mt,n converge pointwise to the rational function Mn
given by
1
Mn(z)
= −
∆21,|σ|−n
∆0,|σ|−n∆0,|σ|−n+1
+
1
z
∆20,|σ|−n+1
∆1,|σ|−n∆1,|σ|−n+1
+Mn−1(z)
, z ∈ C\R,
as t→ 0. Otherwise, if ∆1,|σ|−n is zero, then n < |σ| and the sum
m˙t,n(0) + m˙t,n+1(0) =
∆2t,0,|σ|−n+1
∆t,1,|σ|−n∆t,1,|σ|−n+1
+
∆2t,0,|σ|−n
∆t,1,|σ|−n−1∆t,1,|σ|−n
converges to the number
β|σ|−n =
∆−1,|σ|−n
∆1,|σ|−n−1
− ∆−1,|σ|−n+2
∆1,|σ|−n+1
, (4.15)
as t→ 0. In fact, this can be seen upon employing the determinant identity (4.9).
Now recall that the function Mt,n+1 satisfies
1
Mt,n+1(z)
= −lt,n+1 +
1
mt,n+1(z) +
1
−lt,n +
1
mt,n(z) +Mt,n−1(z)
, z ∈ C\R.
Noting that ∆1,|σ|−n = 0 as well as using (4.10) and (4.11), we obtain for z ∈ C\R
lt,nmt,n(z)→ 0,
lt,nmt,n+1(z)→ 0,
lt,nmt,n(z)mt,n+1(z)→ z2
∆0,|σ|−n∆0,|σ|−n+1
∆1,|σ|−n−1∆1,|σ|−n+1
= −α|σ|−nz2, (4.16)
as t→ 0. Hereby, note that α|σ|−n > 0 since Sylvester’s determinant identity shows
−∆1,k−1∆1,k+1 =
∣∣∣∣∣∣∣∣∣
s1 s2 · · · sk−1 sk+1
s2 s3 · · · sk sk+2
...
...
. . .
...
...
sk sk+1 · · · s2k−2 s2k
∣∣∣∣∣∣∣∣∣
2
as long as ∆1,k = 0. Consequently, a computation shows that the functions Mt,n+1
converge pointwise to the rational function Mn+1 given by
1
Mn+1(z)
= −
∆21,|σ|−n−1
∆0,|σ|−n−1∆0,|σ|−n
+
1
z2α|σ|−n + zβ|σ|−n +Mn−1(z)
, z ∈ C\R,
as t → 0. Also note that our induction hypothesis ∆1,|σ|−(n+1) 6= 0 is satisfied.
Concluding, one observes that the functions Mt converge pointwise to our initial
function M as t → 0 and hence M = 1 + M|σ|. Thus, the function M indeed has
a finite continued fraction expansion of the form (4.5) for some integer N ∈ N0
(which may be less than |σ|), some reals ln > 0 for n = 0, . . . , N and some real,
non-constant polynomials mn of degree at most two with mn(0) = 0 and m¨n(0) ≥ 0
for every n = 1, . . . , N .
AN ISOSPECTRAL PROBLEM FOR MULTI-PEAKON SOLUTIONS 15
Now given this continued fraction expansion of the form (4.5) for M , we may
define discrete measures ω and υ of the form (3.1) such that (4.3) and (4.4) hold.
Consequently, the corresponding Weyl–Titchmarsh function is precisely M and
hence the corresponding spectrum is σ and for λ ∈ σ the norming constant is γ2λ.
Uniqueness. From Lemma 4.1 one sees that the Weyl–Titchmarsh function is
uniquely determined by the spectrum and the corresponding norming constants.
On the other side, the polynomials mn, n = 1, . . . , N as well as the quantities ln,
n = 0, . . . , N can be read off from the continued fraction expansion (4.5) of the
Weyl–Titchmarsh function upon letting |z| → ∞. Altogether, this implies that the
solution to our inverse spectral problem is unique. 
Lemma 4.2 and the proof of Theorem 4.3 also show that it is possible to tell
from the spectral quantities whether the measure υ is actually present or not.
Corollary 4.4. Let ω and υ be measures of the form in (3.1), σ be the associated
spectrum and for each λ ∈ σ let γ2λ be the corresponding norming constant.
(i) We have υ = 0 if and only if the leading principal minors ∆1,k, k = 1, . . . , |σ|,
of the moment matrix
s1 s2 · · · s|σ|
s2 s3 · · · s|σ|+1
...
...
. . .
...
s|σ| s|σ|+1 · · · s2|σ|−1
 , with sk = ∑
λ∈σ
λk
λγ2λ
, k ∈ N, (4.17)
are non-zero, where |σ| denotes the number of eigenvalues.
(ii) If η+ denotes the number of nonzero elements in υ1, . . . , υN and κ0 denotes
the number of zero elements in ∆1,1, . . . ,∆1,|σ|, then we have the relation
|σ| −N = η+ = κ0. (4.18)
(iii) In the case υ = 0, the measure ω is non-negative (non-positive) if and only if
all minors ∆1,k are positive (their signs are alternating starting with a negative
sign, that is, s1 < 0).
Remark 4.5. Note that Corollary 4.4 (i) can be found in [4] (cf. Theorem 5.5).
Part (iii) is well-known and due to Stieltjes. The main novelty is part (ii), which
describes the range of the inverse spectral map in the case when at least one of
minors ∆1,k, k = 1, . . . , |σ| is zero.
We complete this section by summarizing formulas that provide the solution of
the inverse spectral problem for the generalized string (3.2). In order to do this, for
each n = 0, . . . , N we denote with κ(n) the largest integer k = 0, . . . , |σ| such that
the numbers of nonzero elements of ∆1,k, . . . ,∆1,|σ| is exactly n+ 1. According to
this definition, the determinant ∆1,κ(n) is precisely the (n+ 1)-th nonzero member
of the sequence ∆1,1, . . . ,∆1,|σ|, counting downwards.
Corollary 4.6. Let ω and υ be measures of the form in (3.1), σ be the associated
spectrum and for each λ ∈ σ let γ2λ be the corresponding norming constant. Then
we have N = |σ| − κ0 and the points of support of ω and υ are given by
xn = log
(
∆0,κ(n)+1
∆2,κ(n)
− 1
)
, n = 1, . . . , N. (4.19)
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Moreover, for each n ∈ {1, . . . , N} the corresponding weights are given by
ωn =
∆2,κ(n)(∆0,κ(n)+1 −∆2,κ(n))
∆1,κ(n)∆1,κ(n)+1
, υn = 0, (4.20)
if ∆1,κ(n)+1 6= 0 as well as by
ωn =
∆2,κ(n)(∆0,κ(n)+1 −∆2,κ(n))
∆20,κ(n)+1
(
∆−1,κ(n)+1
∆1,κ(n)
− ∆−1,κ(n)+3
∆1,κ(n)+2
)
, (4.21)
υn = −
∆0,κ(n)+2
∆0,κ(n)+1
∆2,κ(n)(∆0,κ(n)+1 −∆2,κ(n))
∆1,κ(n)∆1,κ(n)+2
, (4.22)
if ∆1,κ(n)+1 = 0.
Proof. The proof of Theorem 4.3 shows that the coefficients ln in the finite continued
fraction expansion (4.5) of M are given by
ln =
∆21,κ(n)
∆0,κ(n)∆0,κ(n)+1
, n = 0, . . . , N,
and furthermore for each n = 1, . . . , N the polynomial mn is given by
mn(z) = z
∆20,κ(n)+1
∆1,κ(n)∆1,κ(n)+1
, z ∈ C,
if ∆1,κ(n)+1 6= 0 and by
mn(z) = z
(
∆−1,κ(n)+1
∆1,κ(n)
− ∆−1,κ(n)+3
∆1,κ(n)+2
)
− z2 ∆0,κ(n)+1∆0,κ(n)+2
∆1,κ(n)∆1,κ(n)+2
, z ∈ C,
if ∆1,κ(n)+1 = 0. Moreover, with the notation from the proof of Theorem 4.3, we
obtain for each n ∈ {0, . . . , N} the identity
N∑
j=n
lj =
N∑
j=n
∆21,κ(j)
∆0,κ(j)∆0,κ(j)+1
=
κ(n)∑
k=0
∆21,k
∆0,k∆0,k+1
= lim
t→0
κ(n)∑
k=0
∆2t,1,k
∆t,0,k∆t,0,k+1
= lim
t→0
∆t,2,κ(n)
∆t,0,κ(n)+1
=
∆2,κ(n)
∆0,κ(n)+1
upon employing [38, (II.8)] (cf. also [4, (5.8)]) for the fourth equality. As a conse-
quence, we now obtain
1− tanh
(xn
2
)
= 2
N∑
j=n
lj = 2
∆2,κ(n)
∆0,κ(n)+1
, n = 1, . . . , N,
which proves (4.19). Finally, combining (4.19) with the formulas for the polynomials
mn, n = 1, . . . , N , yields the remaining claims. 
Remark 4.7. The main results of this section are not new. In particular, Corol-
lary 4.6 was obtained by Stieltjes [38] under the assumption that all determinants
∆1,k, k = 1, . . . , |σ| are positive. Everything remains true if these determinants
are non-zero (cf. [4, 29, 33, 34]). In the general case, the solution of the inverse
problem was given by Krein and Langer in [33, 34] (see also [19, 35]).
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5. The conservative Camassa–Holm flow
Next, we will show that our generalized spectral problem indeed serves as an
isospectral problem for the conservative Camassa–Holm equation in the multi-
peakon case. For this purpose, let ω( · , t) and υ( · , t) be discrete measures of the
form in Section 3 for each t ∈ R. More precisely, this means that there is some
integer N(t) ∈ N0 and strictly increasing x1(t), . . . , xN(t)(t) ∈ R such that
ω( · , t) =
N(t)∑
n=1
ωn(t)δxn(t) and υ( · , t) =
N(t)∑
n=1
υn(t)δxn(t), (5.1)
where ωn(t) ∈ R and υn(t) ≥ 0 for n = 1, . . . , N(t). As before, for definiteness, we
will also assume that |ωn(t)|+ υn(t) > 0 for each n = 1, . . . , N(t). Associated with
the measures ω and υ is the function u on R× R given by
u(x, t) =
1
2
∫
R
e−|x−s|dω(s, t) =
1
2
N(t)∑
n=1
ωn(t) e
−|x−xn(t)|, x, t ∈ R, (5.2)
as well as the non-negative Borel measures µ( · , t) on R given by
µ(B, t) = υ(B, t) +
∫
B
|u(x, t)|2 + |ux(x, t)|2dx, B ∈ B(R), (5.3)
for each t ∈ R. Of course, the pair (u, µ) will play the role of a (potential) global
conservative multi-peakon solution of the Camassa–Holm equation. In this respect,
let us mention that every global conservative multi-peakon solution is of the par-
ticular form of (5.2) and (5.3). Finally, one should note that it is always possible
to go back and forth between the pair (u, µ) and the measures ω and υ.
Now consider the family (parametrized by time t ∈ R) of spectral problems
−f ′′(x) + 1
4
f(x) = z ω(x, t)f(x) + z2υ(x, t)f(x), x ∈ R, (5.4)
with a complex spectral parameter z ∈ C. We will denote all spectral quantities
associated with this spectral problem as in the preceding sections but with an
additional time parameter. In particular, the spectrum of (5.4) will be denoted
with σ(t) and the corresponding norming constants with γ2λ(t) for each λ ∈ σ(t).
The connection between these spectral problems and the conservative Camassa–
Holm equation now lies in the following observation.
Theorem 5.1. The pair (u, µ) is a global conservative multi-peakon solution of the
Camassa–Holm equation if and only if the problems (5.4) are isospectral with
γ2λ(t) = e
− t−t02λ γ2λ(t0), t ∈ R, λ ∈ σ(t0). (5.5)
Proof. Necessity. Suppose that the pair (u, µ) is a global conservative multi-peakon
solution of the Camassa–Holm equation and denote with Γ the set of all times t ∈ R
for which υ( · , t) 6= 0. First of all, we will show that the spectral quantities have
the claimed time evolution locally near some arbitrary fixed time t0 ∈ R\Γ. Since
the set Γ consists of isolated points (as noted in the introduction), we know that N
is constant (to say N0 ∈ N0) on R\Γ and that the measure ω evolves according to
x′n =
1
2
N0∑
k=1
ωk e
−|xn−xk|, ω′n =
1
2
N0∑
k=1
ωnωk sgn(xn − xk) e−|xn−xk| (5.6)
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near t0. In particular, for each n ∈ {1, . . . , N0} the position xn and weight ωn
are continuously differentiable within the interval (t0 − δ, t0 + δ) for some δ > 0.
Consequently, the function Ψ defined by
Ψ(x, t) =
(
ψ(x, t)
ψx(x, t)
)
= e−
t
4z
(
φ−(z, x, t)
φ′−(z, x, t)
)
, x, t ∈ R, (5.7)
(for any fixed nonzero z ∈ C), has continuous first partial derivatives in each of the
regions Un = {(x, t) ∈ R × (t0 − δ, t0 + δ) |xn(t) < x < xn+1(t)}, n = 0, . . . , N0.
In fact, this is obvious in the region U0 in view of (3.5). For the general case, note
that for two adjacent regions, say Un−1 and Un, the function Ψ obeys
Ψ(x, t) = T (x, xn(t))Ω(ωn(t))T (xn(t), x˜)Ψ(x˜, t), (x, t) ∈ Un, (x˜, t) ∈ Un−1,
where the matrices appearing in the above equation are given by
T (x, x˜) =
(
cosh
(
x−x˜
2
)
2 sinh
(
x−x˜
2
)
1
2 sinh
(
x−x˜
2
)
cosh
(
x−x˜
2
) ) , x, x˜ ∈ R,
Ω(α) =
(
1 0
−zα 1
)
, α ∈ R.
Thus, the auxiliary function
θ(x) = ψt(x, t0) +
(
1
2z
+ u(x, t0)
)
ψx(x, t0)− 1
2
ux(x, t0)ψ(x, t0)
is well-defined for x ∈ R\{x1(t0), . . . , xN0(t0)}. In order to prove that this function
vanishes identically, we will first show that it is a solution of (5.4) at time t = t0.
Therefore, observe that θ is smooth away from the points {x1(t0), . . . , xN0(t0)} and
one readily verifies that
−θ′′(x) + 1
4
θ(x) = 0, x ∈ R\{x1(t0), . . . , xN0(t0)}.
Furthermore, pick some n ∈ {1, . . . , N0}, some small enough ε > 0 such that one
has (xn(t0)− ε, xn(t0) + ε) ⊆ (xn−1(t0), xn+1(t0)) and observe that
Ψ(xn(t0) + ε, t) = T (xn(t0) + ε, xn(t))Ω(ωn(t))
T (xn(t), xn(t0)− ε)Ψ(xn(t0)− ε, t),
for t near t0. Upon differentiating with respect to t, evaluating at time t = t0 and
finally letting ε→ 0, this gives
Ψt(xn(t0)+, t0) = Ω(ωn(t0))Ψt(xn(t0)−, t0)
+ z
(
ωn(t0)x
′
n(t0) 0
−ω′n(t0) −ωn(t0)x′n(t0)
)
Ψ(xn(t0)−, t0).
Using this, as well as the identities
ux(xn(t0)+, t0) = ux(xn(t0)−, t0)− ωn(t0),
ψx(xn(t0)+, t0) = ψx(xn(t0)−, t0)− zωn(t0)ψ(xn(t0), t0),
(also note that u( · , t0) and ψ( · , t0) are continuous), one immediately verifies that
θ(xn(t0)+) = θ(xn(t0)−) + zωn(t0)ψ(xn(t0), t0)Σ1n(t0),
θ′(xn(t0)+) = θ′(xn(t0)−)− zωn(t0)θ(xn(t0)−)
− zωn(t0)ψx(xn(t0)−, t0)Σ1n(t0)− zψ(xn(t0), t0)Σ2n(t0),
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where we used the abbreviations
Σ1n(t0) = x
′
n(t0)− u(xn(t0), t0),
Σ2n(t0) = ω
′
n(t0) + ωn(t0)
ux(xn(t0)−, t0) + ux(xn(t0)+, t0)
2
.
Thus, in view of (5.6), the function θ indeed is a solution of (5.4) at time t = t0.
Upon noting that θ(x)e−
x
2 → 0 as x → −∞, one furthermore concludes that θ
vanishes identically. In particular, we obtain the equality
ψt(x, t0) =
1
2
ux(x, t0)ψ(x, t0)−
(
1
2z
+ u(x, t0)
)
ψx(x, t0). (5.8)
As a consequence, we may compute
Wt(z, t0) = e
− x2 e
t
4z
(
ψxt(x, t0) +
1
2
ψt(x, t0) +
1
4z
(
ψx(x, t0) +
1
2
ψ(x, t0)
))
= e−
x
2 e
t
4z (u(x, t0) + ux(x, t0))
1
2
(
1
2
ψ(x, t0)− ψx(x, t0)
)
= 0,
upon noting that for x > xN0(t0) one has ux(x, t0) = −u(x, t0). Thus the Wron-
skian, and therefore also the spectrum associated with (5.4) is independent of time
on each connected component of R\Γ. Moreover, if z ∈ σ(t0) is an eigenvalue, then
in view of (3.9) we furthermore have for all x > xN0(t0)
dγ2z
dt
(t0) = W˙ (z, t0)
e−
x
2
e
t0
4zψ(x, t0)
(
ψt(x, t0)
ψ(x, t0)
+
1
4z
)
= − 1
2z
γ2z (t0),
where we used (the second equality is due to the fact that z is an eigenvalue)
ux(x, t0) = −u(x, t0) and ψx(x, t0) = −1
2
ψ(x, t0),
for x > xN0(t0). Thus, we proved that the spectral quantities have the claimed
time evolution on each connected component of R\Γ.
We are left to show that our spectral quantities are continuous at each point
t× ∈ Γ. Therefore, introduce x×n = limt→t× xn(t) for each n = 0, . . . , N0 and
note that ω( · , t×) and υ( · , t×) are supported on these points (cf. (2.8) and (2.9)).
Clearly, we have x×1 = x1(t
×) and hence Ψ(x1(t)−, t) → Ψ(x×1 −, t×) as t → t×.
Now pick some n ∈ {1, . . . , N0 − 1}, suppose that Ψ(xn(t)−, t) → Ψ(x×n−, t×) as
t→ t× and that x×n > x×n−1. If x×n+1 > x×n , then one readily sees that
Ψ(xn+1(t)−, t)→ T (x×n+1, x×n )Ω
(
lim
t→t×
ωn(t)
)
Ψ(x×n−, t×)
as t → t×. Since the limit on the right-hand side is actually ω({x×n }, t×), we see
that Ψ(xn+1(t)−, t)→ Ψ(x×n+1−, t×) as t→ t×. Otherwise, if x×n+1 = x×n , then
Ψ(xn+1(t)+, t) = Ω(ωn+1(t))T (xn+1(t), xn(t))Ω(ωn(t))Ψ(xn(t)−, t)
and a calculation, taking into account (2.8) and (2.9), shows that
Ω(ωn+1(t))T (xn+1(t), xn(t))Ω(ωn(t))→
(
1 0
−zω({x×n }, t×)− z2υ({x×n }, t×) 1
)
and hence also Ψ(xn+1(t)+, t) → Ψ(x×n+1+, t×) as t → t×. Furthermore, in the
case when n < N0 − 1, then we clearly obtain our induction hypothesis for n + 2,
that is, Ψ(xn+2(t)−, t) → Ψ(x×n+2−, t×) as t → t× and x×n+2 > x×n+1. Either way,
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after finitely many steps one ends up with Ψ(xN0(t)+, t)→ Ψ(x×N0+, t×) as t→ t×
since x×N0 = xN0(t
×). Consequently, one also has Ψ(x, t) → Ψ(x, t×) as t → t×
for all x > xN0(t
×). But this immediately implies that W (z, t) → W (z, t×) as
t→ t× in view of (3.6) and hence the problems (5.4) are isospectral. Furthermore,
if z ∈ σ(t×) is an eigenvalue, then we may conclude from (3.7) and (3.9) that
γ2z (t)→ γ2z (t×) as t→ t×, which finally proves the claimed time evolution (5.5).
Sufficiency. For the converse, pick some t0 ∈ R such that µ( · , t0) is absolutely
continuous (this is possible because of Corollary 4.4). By [26, Theorem 3.4] there
is a unique global conservative multi-peakon solution (u˜, µ˜) with the initial values
u˜( · , t0) = u( · , t0) and µ˜( · , t0) = µ( · , t0). Now the proof of the necessity and our
assumption show that the corresponding spectral quantities are the same for all
times t ∈ R. Thus, from the uniqueness part of the inverse problem in Theorem 4.3,
we conclude that u˜ = u and µ˜ = µ, which finishes the proof. 
Remark 5.2. For classical multi-peakon solutions, the time evolution of the spec-
tral data under the Camassa–Holm flow was found in [4] and it is, of course, given
by (5.5). For extending this fact to global conservative multi-peakon solutions, it
suffices to show that the spectral data depend continuously on time (note that such
a solution is a classical multi-peakon solution away from the isolated times of blow-
up). More precisely, this means that one has to verify that the eigenvalues and
corresponding norming constants are continuous at the times of blow-up. However,
this is a consequence of comparing the formulas (2.8) and (2.9) with the correspond-
ing formulas (4.15) and (4.16) in the proof of Theorem 4.3.
The time evolution of the spectral quantities in Theorem 5.1 provides us with
conserved quantities for global conservative multi-peakon solutions.
Corollary 5.3. If the pair (u, µ) is a global conservative multi-peakon solution of
the Camassa–Holm equation, then the integrals
I1 =
∫
R
dω(x, t) and I2 =
∫
R
u(x, t)dω(x, t) +
∫
R
dυ(x, t) (5.9)
are independent of time t ∈ R.
Proof. In view of the two trace formulas depicted in Proposition 3.2, the quanti-
ties I1 and I2 in (5.9) are given in terms of the eigenvalues of (5.4). Since the
problems (5.4) are isospectral by Theorem 5.1, this establishes the claim. 
Since a simple integration by parts yields∫
R
|u(x, t)|2 + |ux(x, t)|2dx =
∫
R
u(x, t)dω(x, t), t ∈ R,
the second integral I2 is actually equal to µ(R, t) (cf. [26, Theorem 2.3]). In partic-
ular, the H1(R) norm of u( · , t) is conserved except for times when peaks collide.
Finally, let us mention that one may investigate the (number of) times of collision
by analyzing the zeros of the functions t 7→ ∆1,k(t), k ∈ {1, . . . , |σ|}, in view of
Corollary 4.4. In particular, we obtain the following estimate.
Proposition 5.4. If the pair (u, µ) is a global conservative multi-peakon solution,
then there are only finitely many times of collision, that is, the set Γ is finite.
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Proof. First of all, note that (cf. [4, Lemma 6.1]) for k ∈ {1, . . . , |σ|}
∆1,k(t) =
∑
J⊆σ, |J|=k
ΛJ
ΓJ
e(t−t0)ΣJ , t ∈ R,
where we introduced the quantities
ΛJ =
∏
λ,κ∈J, λ<κ
(λ− κ)2, ΓJ =
∏
λ∈J
γ2λ(t0) and ΣJ =
∑
λ∈J
1
2λ
.
Therefore, we have
∆1,k(t) =
ΛJ±
ΓJ±
e(t−t0)ΣJ± (1 + o(t)), t→ ±∞,
where the index sets J± ⊆ σ with |J±| = k are chosen such that
ΣJ+ = max
J⊆σ, |J|=k
ΣJ and ΣJ− = min
J⊆σ, |J|=k
ΣJ .
In particular, this shows that the (analytic) function t 7→ ∆1,k(t) has no zeros for
large enough |t|. Thus, this function has only finitely many zeros and hence the
claim follows in view of Corollary 4.4. 
As a consequence of Proposition 5.4, one sees that a global conservative solution
of the Camassa–Holm equation is a classical multi-peakon solution after long enough
time. In particular, long-time asymptotics for this solution are now readily deduced
from the ones given in [4, Section 6].
Appendix A. Global conservative two-peakon solutions
In this appendix, we will employ our findings in order to solve the conservative
Camassa–Holm equation in the two-peakon case. Therefore, let the pair (u, µ) be
a global conservative solution of the Camassa–Holm equation such that for some
t0 ∈ R the measure µ( · , t0) is absolutely continuous and
u(x, t0) =
1
2
2∑
n=1
ωn(t0) e
−|x−xn(t0)|, x ∈ R, (A.1)
where ω1(t0), ω2(t0) 6= 0 and x1(t0) < x2(t0). The corresponding spectral problem
at time t0 is given by
−f ′′(x) + 1
4
f(x) = z
2∑
n=1
ωn(t0)δxn(t0)(x) f(x), x ∈ R, (A.2)
with a complex spectral parameter z ∈ C. From Corollary 4.4 (ii), we know that
there are precisely two eigenvalues, say λ1 and λ2 with λ1 < λ2. As a consequence,
the Wronskian W is a polynomial of degree two which can be written down as
W (z) = 1− (ω1(t0) + ω2(t0))z + ω1(t0)ω2(t0)
(
1− e−|x2(t0)−x1(t0)|
) z2
2
, z ∈ C,
(A.3)
in view of the trace formulas (3.12) in Proposition 3.2. Thus, we can compute the
spectrum σ = {λ1, λ2} of (A.2) by solving for the roots of W . Moreover, for every
λ ∈ σ the corresponding norming constant at time t0 is given by
γ2λ(t0) = ω1(t0)e
−x1(t0)
(
1− λω2(t0)
(
1− ex1(t0)−x2(t0)
))2
+ ω2(t0)e
−x2(t0), (A.4)
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which may be easily obtained upon employing the integral equation (3.13).
Now the time evolution of the spectral data (that is, the norming constants)
under the conservative Camassa–Holm flow is given by Theorem 5.1:
γ2λ(t) = γ
2
λ(t0)e
− t−t02λ , t ∈ R, λ ∈ {λ1, λ2}. (A.5)
Hence we may apply the solution of the inverse spectral problem in Corollary 4.6
in order to find the global conservative two-peakon solution with initial data (A.1)
at some given time t ∈ R. Therefore, one first has to compute the four moments
s0(t) = 1 +
1
λ1γ2λ1(t)
+
1
λ2γ2λ2(t)
, s1(t) =
1
γ2λ1(t)
+
1
γ2λ2(t)
, (A.6)
s2(t) =
λ1
γ2λ1(t)
+
λ2
γ2λ2(t)
, s3(t) =
λ21
γ2λ1(t)
+
λ22
γ2λ2(t)
. (A.7)
In particular, from Corollary 4.6 we immediately infer that
N(t) =
{
2, s1(t) 6= 0,
1, s1(t) = 0,
(A.8)
since the determinant ∆1,1(t) is simply given by s1(t).
In the first case (when s1(t) 6= 0), we recover the characteristics to be
x1(t) = log
(
(λ2 − λ1)2
λ1λ2(λ2γ21(t) + λ1γ
2
2(t))
)
, (A.9)
x2(t) = log
(
1
λ1γ2λ1(t)
+
1
λ2γ2λ2(t)
)
. (A.10)
Moreover, the corresponding weights are readily written down as
ω1(t) =
s2(t)((s0(t)− 1)s2(t)− s1(t)2)
s1(t)(s1(t)s3(t)− s2(t)2) , ω2(t) =
s0(t)− 1
s1(t)
, (A.11)
in view of Corollary 4.6. Hereby, one should also notice that
ω1(t) = ω1(t0) + ω2(t0)− ω2(t) = 1
λ1
+
1
λ2
+
1− s0(t)
s1(t)
, (A.12)
upon employing the first trace formula in (3.12).
In the second case (when s1(t) = 0), the characteristics coincide at the point
x1(t) = log
(
1
λ1γ21(t)
+
1
λ2γ22(t)
)
. (A.13)
The corresponding weight ω1(t) and dipole υ1(t) are then simply given by
ω1(t) =
1
λ1
+
1
λ2
, υ1(t) = − 1
λ1λ2
, (A.14)
which is most easily obtained by comparing the (time independent) Wronskian of
our spectral problem at time t with the polynomial given in (A.3).
Summarizing, we are now able to write down the global conservative two-peakon
solution (u, µ) of the Camassa–Holm equation with initial data given by (A.1).
Therefore, we distinguish the following two different cases:
(i) The peakon–peakon case. It follows from the representation (A.3) of the
Wronskian that λ1λ2 > 0 if and only if ω1(t0)ω2(t0) > 0. In this case, the weak
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solution is unique (x2(t) > x1(t) for all t ∈ R since s1(t) 6= 0) and hence the
conservative solution coincides with the classical one and is given by
u(x, t) =
1
2
2∑
n=1
ωn(t) e
−|x−xn(t)|, x, t ∈ R. (A.15)
The coefficients appearing here are given by the equations (A.9), (A.10) and (A.11).
Of course, the measures µ( · , t) are absolutely continuous for all t ∈ R.
(ii) The peakon–antipeakon case. Now let ω1(t0) and ω2(t0) be of different signs,
that is, ω1(t0)ω2(t0) < 0. In this case, there is precisely one time t
× ∈ R such that
s1(t
×) = 0 which is given by
t× = t0 +
2λ1λ2
λ2 − λ1 log
(
−γ
2
1(t0)
γ22(t0)
)
. (A.16)
In view of the considerations above, the global conservative solution is given by
u(x, t) =
{
1
2
∑2
n=1 ωn(t) e
−|x−xn(t)|, t 6= t×,
1
2ω1(t) e
−|x−x1(t)|, t = t×.
(A.17)
Hereby, the coefficients are given by the equations (A.9), (A.10) and (A.11) in the
case t 6= t× and by the equations (A.13) and (A.14) in the case t = t×. In order to
finish our description of global conservative two-peakon solutions, we notice that
the measures µ( · , t) are absolutely continuous as long as t 6= t×. Only the measure
µ( · , t×) admits a singular part which is supported on the point of collision of the
characteristics. More precisely, we have
µs(B, t
×) = υ1(t×)δx1(t×)(B), B ∈ B(R), (A.18)
where υ1(t
×) and x1(t×) are given by the equations (A.13) and (A.14).
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