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Abstract
In this article we show that there is no (p3,p,p3,p2)-difference set in Zp2 × Zp2 for all primes p > 3.
This is an affirmative answer to a conjecture raised by S.L. Ma and B. Schmidt.
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1. Introduction
Let G be a group of order mu and U a subgroup of G of order u. A k-subset D of G is called a
(m,u, k,λ)-difference set in G with respect to U if DD(−1) = k + λ(G−U), where we identify
a subset X of G with a group ring element
∑
x∈X x ∈ Z[G] and set X(−1) =
∑
x∈X x−1. The
set D is also called a relative difference set relative to U . A relative difference set D is called
semiregular if k = uλ (i.e. (m,u, k,λ) = (uλ,u,uλ,λ)).
In their paper [3], Davis and Jedwab improved Ma–Schmidt’s result on (pa,p,pa,pa−1)-
difference sets [5] and showed the following.
Result 1.1. ([3], see also p. 3 of [6].) For each d  1, there exists a (p2d+1,p,p2d+1,p2d)-
difference set in any abelian p-group of order p2d+2 and exponent at most pd+1 relative to
any subgroup U of order p, except possibly when G  Zpd+1 × Zpd+1 or d > 1 and when G 
Zpd+1 × Zpd ×U .
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Result 1.2. (Ma–Schmidt [6, Theorem 5.10].) Assume p is an odd prime and let D be a
(p3,p,p3,p2)-difference set in G = 〈a, b〉 ( Zp2 × Zp2) relative to N = 〈bp〉 ( Zp). Then,
D =
p−1∑
i,j=0
aibj
p−1∑
x=0
(
ap
)x(
bp
)uij x2+vij x+wij ,
where uij , vij ,wij ∈ {0,1, . . . , p − 1}, uij = 0.
They also gave a necessary and sufficient condition using functions from Zp ×Zp to Zp (see
Theorem 5.14 of [6]). For p = 3 Remling (1996) showed the nonexistence of such functions (see
remark in Section 5 of [6]). Kenji Kawamoto also showed the nonexistence for p = 3 in a differ-
ent method in his master’s thesis [4]. In remark mentioned above Ma and Schmidt conjectured
that there is no such a relative difference set when p is an odd prime. We note that when p = 2,
there exists a (23,2,23,22)-difference set D in 〈a〉 × 〈b〉 ( Z22 × Z22) relative to 〈b2〉 ( Z2):
D = {1, a, a2, a3b2, b, ab, a2b, a3b3}.
In this article we give an affirmative answer to this conjecture and prove the following.
Theorem 1.3. There is no (p3,p,p3,p2)-difference set in Zp2 × Zp2 for all primes p > 3.
2. Properties of uij , vij and wij
Let p be an odd prime and D a (p3,p,p3,p2)-difference set in a group G =
〈a, b〉 ( Zp2 × Zp2) relative to N = 〈bp〉 ( Zp). By definition,
DD(−1) = p3 + p2(G − N). (1)
Throughout this article Im(= {0,1, . . . ,m−1}) always denotes the set of nonnegative integers
less than m. We often identify Im with Zm = {0,1, . . . ,m − 1} (mod m). Let χ be a character
of G. Then, there exist  ∈ Ip2 and m ∈ Ip2 such that χ(arbs) = θrθms for r, s ∈ Ip2 , where
θ = e2πi/p2 . By (1), we have
χ(D)χ(D) = p3 if m ≡ 0 mod p. (2)
Set D = {arj bsj | j ∈ Ip3} and let χ be a character of G such that χ(a) = θ and χ(b) = θ .
Put nj = |{i | χ(ari bsi ) = θj }| for each j ∈ Ip2 . We note that nj depends on the choice of
 (∈ Ip2). From now on, we set χ = χ. By definition,
χ(D) =
∑
i∈I
p2
niθ
i . (3)
By Result 1.2, χ(D) is represented in the following form:
χ(D) =
∑
i,j∈Ip
θ i+j
∑
x∈Ip
(
θp
)uij x2+(vij+)x+wij , (4)
where uij , vij ,wij ∈ Ip , uij = 0.
By (4), we have the following.
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Lemma 2.2. There exist integers r ∈ Ip2 and e ∈ {±1} satisfying χ(D) = ep
√
p∗ θr , where
p∗ = (−1)(p−1)/2p.
Proof. Set ξ = χ(D) and β = ξ/(p√p∗ ). Then ξ,β ∈ Q(θ) and |β| = 1 by (2). On the other
hand, p has the factorization (p) =Pp(p−1) in Q(θ), where P is a prime ideal in Q(θ). Hence,
by (2), (ξξ) = (p3) = P3p(p−1) and so (ξ2) = (p3). Thus ξ2 = p3α for an algebraic integer
α ∈ Z[θ ]. It follows that β2 = (−1)(p−1)/2α and so β is also an algebraic integer contained
in Z[θ ]. Let σ be a field automorphism of Q(θ). Then χσ is also a character of G. Hence,
|βσ | = |(χ(D))σ |/|(p√p∗ )σ | = |χσ (D)|/p√p = 1 by (2). Therefore the absolute value of any
conjugate of β over Q is 1. Applying Kronecker’s lemma (Lemma 3 of Section 1, Chapter 3
in [1]), β = eθr for some e ∈ {±1} and r ∈ Ip2 . 
We can easily verify the following lemma, which we use to determine ni ’s.
Lemma 2.3. Let pn be a power of a prime p and let θ be a primitive pnth root of unity. If∑
0ipn−1 aiθ i = 0 for some integers a0, a1, . . . , apn−1 and if s ≡ t mod pn−1, then as = at .
Lemma 2.4. Set r = r and e = e. Then the following hold.
(i) If i ≡ r (mod p), then ni = p.
(ii) njp+r = (1 + e(j/p))p ∈ {0,p,2p} for j ∈ Ip , where (∗/∗) is the Legendre symbol and
indices are taken modulo p2.
Proof. By (3) and Lemma 2.2,∑j∈I
p2
nj θ
j = ep√p∗ θr , where e = e and r = r. On the other
hand,
√
p∗ =∑j∈Ip (j/p)θpj (Gauss sum). Hence, ∑j∈Ip2 nj θj = ep∑j∈Ip (j/p)θpj+r . By
Lemma 2.3, the following hold.
nt = nt+jp, ∀j ∈ Ip, ∀t ∈ Ip if t ≡ r (mod p), (5)
nr = nr+jp − ep
(
j
p
)
, ∀j ∈ Ip. (6)
By Lemma 2.1, pnt =∑j∈Ip nt+jp = p2 and
pnr =
∑
j∈Ip
(
nr+jp − ep
(
j
p
))
=
∑
0jp−1
nr+jp − ep
∑
0jp
(
j
p
)
= p2.
Therefore nt = p if t ≡ r (mod p) and nr = p. Thus the lemma follows from (5) and (6). 
Notation 2.5. For n ∈ N ∪ {0}, let 〈〈n〉〉 be the remainder of n modulo p and put ((n)) =
(n − 〈〈n〉〉)/p (i.e. n = ((n))p + 〈〈n〉〉).
For a multiset T = {(θp)m1, (θp)m2, . . . , (θp)md } we define
f (T ) = {m1,m2, . . . ,md} (mod p)
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multiset S on Zp and an element z ∈ Zp , we put S + z = {x + z | x ∈ S} as a multiset.
In the rest of this section set  = αp + β , r = λp + μ (α,β,λ,μ ∈ Ip). We note that λ and μ
are uniquely determined by α and β by Lemma 2.2. Set μ = ψ(α,β).
Notation 2.6. For all β, τ ∈ Ip , we define Ωβ(τ) by
Ωβ(τ) =
{
(i, j) | i, j ∈ Ip, iβ + j ≡ τ (mod p)
}
.
Remark 2.7. As β = 0, |Ωβ(τ)| = p. Moreover, for all i ∈ Ip ,∣∣Ωβ(τ) ∩ ({i} × Ip)∣∣= 1.
By (4),
χ(D) =
∑
i,j∈Ip
θ iαp+((iβ+j))p+〈〈iβ+j〉〉
∑
x∈Ip
(
θp
)uij x2+(vij+β)x+wij
=
∑
τ∈Ip
∑
(i,j)∈Ωβ(τ)
(
θiαp+((iβ+j))p
∑
x∈Ip
(
θp
)uij x2+(vij+β)x+wij)θτ .
Set Tijβ = {f ((θp)uij x2+(vij+β)x+wij ) | x ∈ Ip} as a multiset. Then we have
Tijβ = uijΓ + kijβ, (7)
where Γ = {x2 | x ∈ Zp} as a multiset and
kijβ = 4uijwij − (vij + β)
2
4uij
. (8)
Therefore,
χ(D) =
∑
τ∈Ip
( ∑
(i,j)∈Ωβ(τ)
∑
y∈Tijβ
(
θp
)y(
θp
)iα+((iβ+j)))
θτ
=
∑
τ∈Ip
( ∑
(i,j)∈Ωβ(τ)
∑
y∈Δ
(
θp
)y)
θτ ,
where Δ = uijΓ + kijβ + iα + ((iβ + j)).
By Lemma 2.4, we have the following.
Lemma 2.8. Set μ = ψ(α,β). Then,
(i) The multiset ⋃(i,j)∈Ωβ(μ) uijΓ + kijβ + iα + ((iβ + j)) contains exactly (p + 1)/2 distinct
elements of Zp .
(ii) Let τ ∈ Ip, and assume τ = μ. Then, as a multiset⋃
(i,j)∈Ωβ(τ)
uijΓ + kijβ + iα + ((iβ + j))
= {0, . . . ,0}︸ ︷︷ ︸
p-times
∪{1, . . . ,1}︸ ︷︷ ︸
p-times
∪· · · ∪ {p − 1, . . . , p − 1}︸ ︷︷ ︸
p-times
.
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#
{
(x, y) | x, y ∈ Zp, x2 − ay2 = b
}= p −( a
p
)
. (9)
Lemma 2.9. Let r, s, c, d ∈ Zp (r, s = 0) and set a = sr−1, b = (d − c)r−1, ε = (−1/p). If
c = d , then the number of solutions (x2, y2) to rx2 + c = sy2 + d with x, y ∈ Zp is
p − ε
4
+ 1 + ε
2
+ ε
((
a
p
)+ ε)(( b
p
)− ε)
4
.
Proof. Using a and b, the equation becomes x2 − ay2 = b. Obviously the number of solutions
(x2,0) to x2 − ay2 = b is ((b/p) + 1)/2 and the number of solutions (0, y2) to x2 − ay2 = b is
(ε(a/p)(b/p) + 1)/2. Hence, by (9), the number of solutions (x2, y2) to x2 − ay2 = b is
p − ( a
p
)− 2( (b/p)+12 + ε(a/p)(b/p)+12 )
4
+
(
b
p
)+ 1
2
+ ε
(
a
p
)(
b
p
)+ 1
2
= p −
(
a
p
)+ ( b
p
)+ ε( a
p
)(
b
p
)+ 2
4
= p − ε
4
+ 1 + ε
2
+ ε
((
a
p
)+ ε)(( b
p
)− ε)
4
. 
Hypothesis 2.10. In the rest of this article we assume that p > 3.
Lemma 2.11. Let notations be as in Lemma 2.8(i) and set ui = uij and di = kijβ + iα+((iβ+j)),
where (i, j) ∈ Ωβ(μ),μ = ψ(α,β). Then d0 = d1 = · · · = dp−1 and (u0/p) = (u1/p) = · · · =
(up−1/p).
Proof. By Lemma 2.8(i),⋃(i,j)∈Ωβ(μ) uiΓ +di contains exactly p+12 distinct elements. Assume
di = dj for some i, j ∈ Ip . Applying Lemmas 2.8(i) and 2.9 we have
2 · p + 1
2
−
(
p − ε
4
+ 1 + ε
2
+ ε
((
a
p
)+ ε)(( b
p
)− ε)
4
)
 p + 1
2
.
From this,
p + 1
2
 p − ε
4
+ 1 + ε
2
+ ε
((
a
p
)+ ε)(( b
p
)− ε)
4
 p
4
+ 7
4
.
Hence, p  5. By Hypothesis 2.10, we have p = 5 and therefore ε = (−1/5) = 1. Thus
((a/5) + 1)((b/5) − 1)/4  1, a contradiction. Therefore di = dj for all i, j ∈ Ip . It follows
that as a multiset
⋃
(i,j)∈Ωβ(μ) uiΓ also contains exactly
p+1
2 distinct elements. This forces
(u0/p) = (u1/p) = · · · = (up−1/p). 
Lemma 2.12. Let notations be as in Lemma 2.8(ii). For a fixed τ (= μ) set ui = uij and di =
−(kijβ + iα + ((iβ + j))), where (i, j) ∈ Ωβ(τ). Then Zp = {d0, d1, . . . , dp−1} and (u0/p) =
(u1/p) = · · · = (up−1/p).
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(u0Γ − d0) ∪ · · · ∪ (up−1Γ − dp−1) = {0, . . . ,0}︸ ︷︷ ︸
p-times
∪· · · ∪ {p − 1, . . . , p − 1}︸ ︷︷ ︸
p-times
. (10)
Let c ∈ Zp and set si = |{x ∈ Zp | uix2 − di = c}| for i ∈ Zp . Clearly si ∈ {0,1,2}. As∑
i∈Zp si = p ≡ 1 (mod 2) by (10), there exists i such that si = 1, which implies di = −c.
Since c is arbitrary, Zp = {d0, . . . , dp−1}.
For all i ∈ Zp , put vdi = ui . Then, by (10), we have
(v0Γ − 0) ∪ · · · ∪
(
vp−1Γ − (p − 1)
)= {0, . . . ,0}︸ ︷︷ ︸
p-times
∪· · · ∪ {p − 1, . . . , p − 1}︸ ︷︷ ︸
p-times
. (11)
Let c ∈ Zp and Nj the number of solutions x to vjx2 − j = c. Then Nj = ( vjp )( c+jp )+ 1 (∈ {0,1,2}) and N0 + · · · + Np−1 = p by (11). Moreover, Nj = 1 if and only if j ≡
−c (mod p). Thus we have
∑
j∈Zp
(
vj
p
)(
c + j
p
)
= 0 (∀c ∈ Zp). (12)
Let A = (aij ) be a p × p matrix over Z defined by aij = ( i+jp ) (i, j ∈ Zp) and let B = (ϑij )
(i, j ∈ Zp) be a p × p matrix over C, where ϑ = e2πi/p (= θp). Since ∑0xp−1(x/p)ϑsx =
(s/p)
√
p∗ (Gauss sum), we have
∑
0kp−1
(
i + k
p
)
ϑkj = ϑ−ij
∑
0kp−1
(
i + k
p
)(
ϑj
)i+k = ϑ−ij ∑
0xp−1
(
x
p
)(
ϑj
)x
= ϑ−ij
(
j
p
)√
p∗.
Thus we have
AB =√p∗
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
0
( 1
p
) ( 2
p
)
. . .
0
( 1
p
)
(ϑ−1)
( 2
p
)
(ϑ−2) . . . . . .
0
( 1
p
)
(ϑ−1)2
( 2
p
)
(ϑ−2)2 . . . . . .
...
...
...
...
...
0
( 1
p
)
(ϑ−1)p−1
( 2
p
)
(ϑ−2)p−1
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
.
Since det(B) = 0, it follows that rank(A) = p − 1 and so dim(ker(A)) = 1. Hence,
ker(A) =
〈[ 1
...
1
]〉
.
By (12), we have (v0/p) = (v1/p) = · · · = (vp−1/p). Therefore (u0/p) = (u1/p) = · · · =
(up−1/p). 
Lemma 2.13. Let γ ∈ Zp . If γ = α, then ψ(γ,β) = ψ(α,β).
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Ωβ(ν). It follows from Lemma 2.11 that k0,μ,β = kijβ + iα+ ((iβ + j)) and k0,μ,β = kijβ + iγ +
((iβ + j)) for any (i, j) ∈ Ωβ(μ) (= Ωβ(ν)). Thus α = γ , a contradiction. 
Notation 2.14. Let β ∈ Zp . By Lemma 2.13, an equation ψ(x,β) = k has a unique solution
x ∈ Zp . We set x = α(β, k).
By Definition 2.14 and Lemma 2.13, α(β, k1) = α(β, k2) if k1 = k2. Hence,
Zp =
{
α(β,0), α(β,1), . . . , α(β,p − 1)}. (13)
Set Φαβij = 4uijwij−(vij+β)
2
4uij + ((iβ + j))+ iα. By Lemmas 2.11 and 2.12, we have shown the
following.
Lemma 2.15. For all α ∈ Zp and β ∈ Zp the following hold.
(i) If (i1, j1), (i2, j2) ∈ Ωβ(ψ(α,β)), then Φαβi1j1 = Φαβi2j2 .
(ii) Zp = {Φαβij | (i, j) ∈ Ωβ(ν)} for all ν (= ψ(α,β)).
Notation 2.16. For all (i, j) ∈ Ωβ(ψ(α,β)), we set
Φαβ = 4uijwij − (vij + β)
2
4uij
+ ((iβ + j)) + iα. (14)
By Lemma 2.15(i), Φαβ is independent of the choice of (i, j) ∈ Ωβ(ψ(α,β)).
If (i, j) ∈ Ωβ(ψ(α,β)), then iβ + j = ψ(α,β). Using Notation 2.14, α = α(β, iβ + j).
Hence, Eq. (14) can be written in the following form:
Φαβ = 4uijwij − (vij + β)
2
4uij
+ ((iβ + j)) + iα(β, iβ + j). (15)
Lemma 2.17. The following hold.
(i) For each β , ⋃α∈Ip Ωβ(ψ(α,β)) = Ip × Ip .
(ii) For each (i, j), we put Λ(i, j) = {(α′, β ′) | (i, j) ∈ Ωβ ′(ψ(α′, β ′))}. Let α,β ∈ Zp and
set μ = ψ(α,β). If (i1, j1), (i2, j2) ∈ Ωβ(ψ(α,β)) and (i1, j1) = (i2, j2), then Λ(i1, j1) ∩
Λ(i2, j2) = {(α,β)}.
Proof. By Remark 2.7, it suffices to show that Ωβ(μ(α1, β)) ∩ Ωβ(μ(α2, β)) = ∅ if α1 = α2.
Let (i, j) ∈ Ωβ(ψ(α1, β)) ∩ Ωβ(ψ(α2, β)). As α1 = α2, we have ψ(α1, β) = ψ(α2, β) by
Lemma 2.13. Hence, iβ + j = ψ(α1, β) = ψ(α2, β) = iβ + j , a contradiction. Thus (i) holds.
By definition of Λ, (α,β) ∈ Λ(i1, j1)∩Λ(i2, j2). Assume (γ, δ) ∈ Λ(i1, j1)∩Λ(i2, j2). Then
i1δ + j1 = ψ(γ, δ) = i2δ + j2 and i1β + j1 = ψ(α,β) = i2β + j2. From this, if i1 = i2, then
j1 = j2, a contradiction. Hence, i1 = i2 and so δ = j2−j2i1−i2 = β . Therefore, ψ(γ,β) = ψ(α,β).
By Lemma 2.13, α = γ . Thus (ii) holds. 
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We now prove Theorem 1.3.
By Lemma 2.13, Zp = {ψ(0,0),ψ(1,0),ψ(2,0), . . . ,ψ(p − 1,0)}. Hence, given j ∈ Zp ,
there exists a unique γ (∈ Zp) such that ψ(γ,0) = j . Since Ω0(ψ(γ,0)) = {(0, j), (1, j), . . . ,
(p − 1, j)}, applying Lemma 2.17(ii), we have
Λ(i1, j) ∩ Λ(i2, j) =
{
(γ,0)
}
(i1 = i2). (16)
Set Λ(j) = Λ(0, j) ∪ Λ(1, j) ∪ · · · ∪ Λ(p − 1, j) as a multiset. By Lemma 2.13, again,
Λ(i, j)∩ (Zp × {0}) = {(γ,0)}. This, together with (16), gives the following.
Λ(j) = {(γ,0), . . . , (γ,0)︸ ︷︷ ︸
p-times
}∪ Zp × Z∗p. (17)
We define a function F from Zp to Zp by
F(j) =
∑
i∈Zp
∑
(α,β)∈Λ(i,j)
Φ(α,β).
Then,
F(j) =
∑
i∈Zp
( ∑
(α,β)∈Λ(i,j)
Φ(α,β)
)
=
∑
(α,β)∈Λ(j)
Φ(α,β).
Applying (17),
F(j) = pΦ(γ,0) +
∑
(α,β)∈Zp×Z∗p
Φ(α,β) =
∑
(α,β)∈Zp×Z∗p
Φ(α,β).
Hence, we have,
Lemma 3.1. F(0) = F(1) = · · · = F(p − 1) =∑(α,β)∈Zp×Z∗p Φ(α,β).
On the other hand, by (15),
F(j) =
∑
i∈Zp
∑
(α,β)∈Λ(i,j)
Φ(α,β)
=
∑
i∈Zp
∑
β∈Zp
4uijwij − (vij + β)2
4uij
+ ((iβ + j)) + iα(β, iβ + j)
=
∑
i∈Zp
((4uijwij − v2ij
4uij
) ∑
β∈Zp
1 − vij
2uij
∑
β∈Zp
β − 1
4uij
∑
β∈Zp
β2
)
+
∑
i,β∈Zp
((iβ + j)) +
∑
i,β∈Zp
iα(β, iβ + j).
Clearly
∑
β∈Z 1 =
∑
β∈Z β = 0. Moreover, as p > 3,
∑
β∈Z β2 = 0. Hence,p p p
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∑
i,β∈Zp
((iβ + j)) +
∑
i,β∈Zp
iα(β, iβ + j)
=
∑
i,β∈Zp
((iβ + j)) +
∑
i∈Zp
iα(0, j) +
∑
β∈Z∗p
( ∑
k∈Zp
β−1(k − j)α(β, k)
)
.
As
∑
i∈Zp iα(0, j) = p−12 p · α(0, j) = 0,
F(j) =
∑
i,β∈Zp
((iβ + j)) +
∑
β∈Z∗p
β−1
( ∑
k∈Zp
(
kα(β, k) − jα(β, k))).
As
∑
k∈Zp α(β, k) = 0 by (13), we have
F(j) =
∑
i,β∈Zp
((iβ + j)) +
∑
β∈Z∗p
β−1
∑
k∈Zp
kα(β, k). (18)
We note that the second term of the right-hand side of (18) is independent of j . This, together
with Lemma 3.1, gives the following.
Lemma 3.2. Set g(t) =∑i,j∈Ip ((ij + t)) (mod p). If there is a (p3,p,p3,p2)-difference set in
Zp2 × Zp2 , then g(0) = g(1) = · · · = g(p − 1).
We can check the following.
Lemma 3.3. Let i, j, t ∈ Ip . Then the following three conditions are equivalent.
(i) ((ij + t)) = ((ij + t + 1)).
(ii) ((ij + t)) + 1 = ((ij + t + 1)).
(iii) ij + t + 1 ≡ 0 (mod p).
Lemma 3.4. Let t ∈ Ip and set St = {(i, j) | i, j ∈ Ip, ij + t + 1 ≡ 0 (mod p)}. Then,
|St | =
{
2p − 1 if t = p − 1,
p − 1 otherwise.
By Lemmas 3.3 and 3.4, we have
Lemma 3.5. g(n) =∑i,j∈Ip ((ij + n)) ≡ p−12 − n (mod p).
Proof. By Lemmas 3.3 and 3.4, g(t +1) = g(t)+p−1 ≡ g(t)−1 (mod p) for t ∈ Ip \ {p−1}.
We now compute g(0). Put Mk = {(i, j) | i, j ∈ Ip , ij ≡ k (mod p)} for each k ∈ Ip . Then
M0 = {(i,0) | i ∈ Ip} ∪ {(0, j) | j ∈ Ip}. Moreover, for given k and i with k, i ∈ Ip \ {0} there
exists a unique j ∈ Ip \ {0} such that ij ≡ k (mod p). In particular |Mk| = p− 1 for k ∈ Ip \ {0}.
Hence,
g(0) =
∑
k∈Ip
∑
(i,j)∈Mk
ij − k
p
=
∑
0=k∈Ip
∑
(i,j)∈Mk
ij − k
p
=
∑ ( ∑ ij
p
−
∑ k
p
)
1kp−1 (i,j)∈Mk (i,j)∈Mk
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2
p
+ p − 1
p
(
1 + 2 + · · · + (p − 1))
= p − 1
2
(
1 + p − 3
2
p
)
≡ p − 1
2
.
Thus g(0) = p−12 and so g(n) ≡ p−12 − n (mod p) for n ∈ Ip . 
Proof of Theorem. By Lemmas 3.2 and 3.5 the theorem holds. 
Remark 3.6. In their paper [6] S.L. Ma and B. Schmidt defined a function F : Ipc+1 ×Ipc ×Ip →
N ∪ {0} using a putative (p2c+1,p,p2c+1,p2c)-relative difference set R in Zpc+1 × Zpc+1 (see
§5 of [6]). They conjectured that (∗) F (r, s, ) = 1 for all r , s and  and proved this for c = 1,
on which Result 1.2 is based. They also showed that if the conjecture is true, then there exists a
(p2c−1,p,p2c−1,p2c−2)-relative difference set R in Zpc ×Zpc (see p. 17 of [6]). Hence, we note
that our theorem implies that if (∗) is true for all c ( 1), then there is no (p2c+1,p,p2c+1,p2c)-
relative difference set in Zpc+1 × Zpc+1 for all odd primes p and integers c ( 1).
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