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Abstract
In this paper, sufficient conditions are established for the asymptotical behavior of solutions of the
delay differential equation
x′(t) = F(t, xt ) + G(t, xt )
with distributed form delays. Some applications are also given for the neutral differential equation
with distributed delays.
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1. Introduction
Let BC denote the set of bounded, continuous functions mapping (−∞,0] into R, and
for φ ∈ BC let ‖φ‖ = sups0 |φ(s)|. If a ∈ R, ψ ∈ C((−∞, a],R) and t  a, then ψt ∈ BC
is defined by ψt(s) = ψ(t + s), s  0. Consider the one-dimensional functional differential
equation
x ′(t) = F(t, xt) + G(t, xt ), t  t0, (1.1)
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ψt ∈ BC the functions t → F(t,ψt ) and t → G(t,ψt ) are continuous on [0,∞). In this
paper, we assume that additional conditions are satisfied for F and G such that Eq. (1.1)
with the initial condition
xt0 = φ, φ ∈ BC, (1.2)
has a unique solution (see [4,7]). When G(·, ·) ≡ 0, then Eq. (1.1) reduces to
x ′(t) = F(t, xt), t  t0. (1.3)
Under the following condition:
(H) There exist α > 0 and a bounded, nondecreasing, continuous from the left function
µ : [0,∞)→ [0,∞) with ∫∞0 dµ(v) = 1 such that for all t  0, φ ∈ BC,
−α
∞∫
0
Nv(φ) dµ(v) F(t,φ) α
∞∫
0
Nv(−φ)dµ(v),
where Nv(φ) = supθ∈[−v,0] φ(θ), Krisztin [8] showed that if
α
∞∫
0
s dµ(s) <
3
2
, (1.4)
then every solution of Eq. (1.3) with (1.2) tends to zero as t → ∞. A simple example which
satisfies condition (H) is autonomous equation
x ′(t) = −
∞∫
0
f (s)x(t − s) ds, t  t0, (1.5)
where f : [0,∞) → [0,∞) is the density of the distribution of maturation delays, and
α = ∫∞0 f (s) ds. For Eq. (1.5), condition (1.4) is replaced by
0 <
∞∫
0
sf (s) ds <
3
2
. (1.6)
Furthermore, Bernard et al. [3] and Krisztin [9] showed the constant 3/2 in the right of
(1.6) can be enlarged to π/2 by using different methods, respectively, i.e.,
0 <
∞∫
0
sf (s) ds <
π
2
. (1.7)
We remark that when f (s) = δ(s − τ ) is Dirac delta function, Eq. (1.5) further reduce to
autonomous differential equation with one delay
x ′(t) = −px(t − τ ), t  t0, (1.8)
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sary that every solution of Eq. (1.5) tends zero as t → ∞, where p > 0, τ > 0 [5,6,10].
However, the condition (1.7) is not the necessary that every solution of Eq. (1.5) tends to
zero as t → ∞. In fact, we will illustrate in Section 4 even if
∞∫
0
sf (s) ds = ∞, (1.9)
it is possible that every solution of Eq. (1.8) tends to zero as t → ∞.
Consider the autonomous neutral equation corresponding to (1.5),
[
x(t) − px(t − τ )]′ = −
∞∫
0
f (s)x(t − s) ds, t  t0, (1.10)
where p ∈ [0,1) and τ  0. If we let z(t) = x(t) − px(t − τ ), then
x(t) = h(z(t)) := ∞∑
i=0
piz(t − iτ ). (1.11)
Hence, Eq. (1.10) can be also written as the form of (1.1), where
F(t, zt ) = −
∞∫
0
f (s)z(t − s) ds, G(t, zt ) = −p
∞∫
0
f (s)h
(
z(t − s − τ ))ds.
In this paper, by using the basic ideas of [1,8,11–16] and some new technique different
from these papers, we will extend the main result in [8] to more general equation (1.1).
Some related results may be found in [2,10]. As a simple application of our results, we
establish a theorem in Section 4, which does not require (1.7). Another application of our
results is the following: If
0 <
∞∫
0
sf (s) ds + pτ
1 − p
∞∫
0
f (s) ds <
3
2
(1 − p), (1.12)
then every solution of Eq. (1.10) tends to zero as t → ∞.
2. Boundedness of solutions
Lemma 2.1. Assume that α > 0, 0 c < 1 and S > (1 − c)/(1 + c)α. Define function y(s)
as follows:
y(s) =


−1 − 1+c1−cα(s − S), S − 1−c(1+c)α  s  S,
0, 0 s  S − 1−c
(1+c)α ,
− 1+c1−cαs, − 1α  s  0,
1+c , s − 1 .1−c α
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∞∫
0
S−θ∫
−θ
y(s) ds dµ(θ)
 1 + c
1 − c
{
1
2α
[
−1 + 4c
(1 + c)2
(1−c)/α(1+c)∫
0
[
1 − (1 + c)αθ]dµ(θ)
+
1/α∫
(1−c)/α(1+c)
(1 − αθ)2 dµ(θ)
]
+
∞∫
0
θ dµ(θ)
}
,
where µ(t) is the same as in condition (H).
Proof. Let a = (1 − c)/(1 + c)α and b = 1/α. Then a  b. In what follows, we only
consider the case when a  b  S and the another case when a < S  b can be proved
similarly, and so we omit it.
∞∫
0
S−θ∫
−θ
y(s) ds dµ(θ)
=
( a∫
0
+
b∫
a
+
S∫
b
+
S+b∫
S
+
∞∫
S+b
) S−θ∫
−θ
y(s) ds dµ(θ)
=
a∫
0
{ S−θ∫
S−a
[
−1 − 1 + c
1 − cα(s − S)
]
ds − 1 + c
1 − c
0∫
−θ
αs ds
}
dµ(θ)
− 1 + c
1 − c
b∫
a
0∫
−θ
αs ds dµ(θ)+
S∫
b
[
−1 + c
1 − c
0∫
−b
αs ds + 1 + c
1 − c
−b∫
−θ
ds
]
dµ(θ)
+
S+b∫
S
[
−1 + c
1 − c
S−θ∫
−b
αs ds + 1 + c
1 − c
−b∫
−θ
ds
]
dµ(θ)
+ 1 + c
1 − c
∞∫
S+b
S−θ∫
−θ
ds dµ(θ)
=
a∫ (
θ − a + 1 + c
2(1 − c)αa
2
)
dµ(θ)+ 1 + c
2(1 − c)
b∫
αθ2 dµ(θ)0 a
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S∫
b
[
1 + c
2(1 − c)αb
2 + 1 + c
1 − c (θ − b)
]
dµ(θ)
+
S+b∫
S
{
1 + c
2(1 − c)α
[
b2 − (S − θ)2]+ 1 + c
1 − c (θ − b)
}
dµ(θ)
+ 1 + c
1 − c
∞∫
S+b
S dµ(θ)

a∫
0
(
θ − a
2
)
dµ(θ)+ 1 + c
2(1 − c)
b∫
a
αθ2 dµ(θ)
+ 1 + c
1 − c
∞∫
b
(
αb2
2
− b + θ
)
dµ(θ)
= 1 + c
2(1 − c)
a∫
0
[
b − 4c
1 + c θ − αa
2
]
dµ(θ)+ 1 + c
2α(1 − c)
b∫
a
(1 − αθ)2 dµ(θ)
+ 1 + c
1 − c
∞∫
0
(
− 1
2α
+ θ
)
dµ(θ)
= 1 + c
1 − c
∞∫
0
θ dµ(θ)
+ 1 + c
2α(1 − c)
[
−1 + 4c
(1 + c)2
(1−c)/α(1+c)∫
0
[
1 − (1 + c)αθ]dµ(θ)
+
1/α∫
(1−c)/α(1+c)
(1 − αθ)2 dµ(θ)
]
.
The proof is complete. 
Theorem 2.1. Assume that (H) holds and there exists c ∈ [0,1) such that∣∣G(t,φ)∣∣ cα sup
s∈(−∞,0]
∣∣φ(s)∣∣, ∀(t, φ) ∈ [0,∞)× BC, (2.1)
and
α
∞∫
s dµ(s) 3 − c
2(1 + c) −
2c
(1 + c)2
(1−c)/α(1+c)∫ [
1 − (1 + c)αs]dµ(s)
0 0
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2
1/α∫
(1−c)/α(1+c)
(1 − αs)2 dµ(s). (2.2)
Then every solution of (1.1) with (1.2) is bounded.
Proof. Choose t1 > 2(t0 + 2/α) such that
(1 + c)α
∞∫
t1/2
s dµ(s) <
1
3
.
Let x(t) be any solution of (1.1) with (1.2). Suppose that lim supt→∞ |x(t)| = ∞. Then
there exists a t∗ > t1 such that |x(t∗)| > 3|x(t1)| and |x(t)| < |x(t∗)| for t < t∗. We may
assume that x(t∗) > 0 since the argument for the case x(t∗) < 0 is similar and is mainly a
matter of changing signs. Then x ′(t∗) 0. Hence, by (1.1), (H) and (2.1), we have
0 x ′(t∗) = F(t∗, xt∗) + G(t∗, xt∗)
 α
∞∫
0
sup
θ∈[−v,0]
(−x(t∗ + θ))dµ(v) + cαx(t∗)
= α
∞∫
0
sup
θ∈[−v,0]
[−x(t∗ + θ) + cx(t∗)]dµ(v),
which implies that there exists a ξ < t∗ such that
x(ξ) = cx(t∗), and x(t) > cx(t∗), ξ < t  t∗. (2.3)
We claim that ξ  t1/2. Otherwise, ξ < t1/2, and it follows from (1.1), (H) and (2.1) that
x(t∗) = x(t1) +
t∗∫
t1
[
F(s, xs) + G(s, xs)
]
ds
 x(t1) + α
t∗∫
t1
[ ∞∫
0
sup
θ∈[−v,0]
(−x(s + θ))dµ(v) + cx(t∗)
]
ds
= x(t1) + α
t∗∫
t1
∞∫
0
sup
θ∈[−v,0]
[−x(s + θ) + cx(t∗)]dµ(v) ds
= x(t1) + α
t∗∫
t1
s−ξ∫
0
sup
θ∈[−v,0]
[−x(s + θ) + cx(t∗)]dµ(v) ds
+ α
t∗∫
t
∞∫
sup
θ∈[−v,0]
[−x(s + θ) + cx(t∗)]dµ(v) ds1 s−ξ
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∞∫
t1
∞∫
s−ξ
dµ(v) ds
= x(t1) + x(t∗)(1 + c)α
∞∫
t1−ξ
(v + ξ − t1) dµ(v)
 x(t1) + x(t∗)(1 + c)α
∞∫
t1/2
s dµ(s) 2
3
x(t∗).
This contradiction implies that ξ  t1/2 > t0 + 2/α. By (1.1), (H) and (2.1), we have
x ′(t) < α(1 + c)x(t∗), t0  t < t∗. (2.4)
Set S = t∗ − ξ . For 0 s  S, integrating (2.4) from s + ξ to t∗, we have
−x(s + ξ) < −x(t∗)[1 + α(1 + c)(s − S)], 0 s < S. (2.5)
Let s = 0 in (2.5). It follows that
S >
1 − c
α(1 + c) > 0. (2.6)
For −1/α  s  0, integrating (2.4) from s + ξ to ξ , we have
−x(s + ξ) + cx(t∗) < −x(t∗)(1 + c)αs, −1/α  s  0. (2.7)
Define function y(s) as follows:
y(s) =


−1 − 1+c1−cα(s − S), S − 1−c(1+c)α  s  S,
0, 0 s  S − 1−c
(1+c)α ,
− 1+c1−cαs, − 1α  s  0,
1+c
1−c , s − 1α .
(2.8)
Then by (2.5)–(2.7), we have
−x(s + ξ) + cx(t∗) (1 − c)x(t∗)y(s), s  S. (2.9)
In (2.9), besides s = 0 and s = S, the strict inequality “<” always holds. Thus, from (1.1),
(H), (2.1), Lemma 2.1 and (2.9), we have
(1 − c)x(t∗) =
t∗∫
ξ
[
F(s, xs) + G(s, xs)
]
ds
 α
t∗∫
ξ
[ ∞∫
0
sup
θ∈[−v,0]
(−x(s + θ))dµ(v) + c sup
θ∈(−∞,0]
∣∣x(s + θ)∣∣
]
ds
 α
t∗∫ ∞∫
sup
θ∈[−v,0]
[−x(s + θ)+ cx(t∗)]dµ(v) ds
ξ 0
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∞∫
0
S∫
0
sup
θ∈[−v,0]
[−x(s + θ + ξ) + cx(t∗)]dµ(v) ds
< (1 − c)x(t∗)α
∞∫
0
S∫
0
y(s − v) ds dµ(v)
= (1 − c)x(t∗)α
∞∫
0
S−v∫
−v
y(s) ds dµ(v)
 (1 + c)x(t∗)
[
−1
2
+ 2c
(1 + c)2
(1−c)/α(1+c)∫
0
[
1 − (1 + c)αv]dµ(v)
+ 1
2
1/α∫
(1−c)/α(1+c)
(1 − αv)2 dµ(v) + α
∞∫
0
v dµ(v)
]
.
It follows that
α
∞∫
0
s dµ(s) >
3 − c
2(1 + c) −
2c
(1 + c)2
(1−c)/α(1+c)∫
0
[
1 − (1 + c)αs]dµ(s)
− 1
2
1/α∫
(1−c)/α(1+c)
(1 − αs)2 dµ(s),
which contradicts to (2.2). The proof is complete. 
Note that
2c
(1 + c)2
(1−c)/α(1+c)∫
0
[
1 − (1 + c)αθ]dµ(θ)+ 1
2
1/α∫
(1−c)/α(1+c)
(1 − αθ)2 dµ(θ)
 2c
(1 + c)2
(1−c)/α(1+c)∫
0
dµ(θ)+ 2c
2
(1 + c)2
1/α∫
(1−c)/α(1+c)
dµ(θ)
 2c
(1 + c)2
∞∫
0
dµ(θ) = 2c
(1 + c)2
and
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(1 + c)2
(1−c)/α(1+c)∫
0
[
1 − (1 + c)αθ]dµ(θ)+ 1
2
1/α∫
(1−c)/α(1+c)
(1 − αθ)2 dµ(θ)
 1
2
(1−c)/α(1+c)∫
0
[
4c
(1 + c)2 −
4cαθ
1 + c
]
dµ(θ)+ 1
2
1/α∫
(1−c)/α(1+c)
(1 − αθ)2 dµ(θ)
= 1
2
(1−c)/α(1+c)∫
0
[
1 − 2αθ −
(
1 − c
1 + c
)2
+ 2αθ(1 − c)
1 + c
]
dµ(θ)
+ 1
2
1/α∫
(1−c)/α(1+c)
(1 − αθ)2 dµ(θ)
 1
2
(1−c)/α(1+c)∫
0
(1 − αθ)2 dµ(θ)+ 1
2
1/α∫
(1−c)/α(1+c)
(1 − αθ)2 dµ(θ)
= 1
2
1/α∫
0
(1 − αθ)2 dµ(θ).
Hence, from Theorem 2.1, we have
Corollary 2.1. Assume that (H) holds and there exists c ∈ [0,1) such that (2.1) holds and
that
α
∞∫
0
s dµ(s) 3 − c
2(1 + c) −
2c
(1 + c)2 . (2.10)
Then every solution of (1.1) with (1.2) is bounded.
Corollary 2.2. Assume that (H) holds and there exists c ∈ [0,1) such that (2.1) holds and
that
α
∞∫
0
s dµ(s) 3 − c
2(1 + c) −
1
2
1/α∫
0
(1 − αs)2 dµ(s). (2.11)
Then every solution of (1.1) with (1.2) is bounded.
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Theorem 3.1. Assume that (H) holds and there exists c ∈ [0,1) such that (2.1) holds and
that
lim sup
t→∞
∣∣G(t, xt)∣∣ cα lim sup
t→∞
∣∣x(t)∣∣ (3.1)
and
α
∞∫
0
s dµ(s) <
3 − c
2(1 + c) −
2c
(1 + c)2
(1−c)/α(1+c)∫
0
[
1 − (1 + c)αs]dµ(s)
− 1
2
1/α∫
(1−c)/α(1+c)
(1 − αs)2 dµ(s). (3.2)
Then every solution of (1.1) with (1.2) tends to zero as t → ∞.
Proof. Let x(t) be any solution of (1.1) with (1.2). In view of Theorem 2.1, there exists a
constant M > 0 such that∣∣x(t)∣∣M, −∞ < t < ∞. (3.3)
In what follows, we will prove
lim
t→∞x(t) = 0 (3.4)
in two cases that x ′(t) is nonoscillatory and x ′(t) is oscillatory.
Case 1. x ′(t) is nonoscillatory. Then x(t) is increasing or decreasing eventually. This
implies that the limit limt→∞ |x(t)| = u exists. Hence, if u > 0, then from (3.1), there exist
T > t0 and c1 ∈ (c,1) such that∣∣G(t, xt )∣∣ c1αu, t  T . (3.5)
There are two possible cases.
Case 1.1. lim supt→∞ x(t) = −u < 0. Then from (1.1), (H) and (3.5),
−u − x(T ) =
∞∫
T
[
F(s, xs) + G(s, xs)
]
ds

∞∫
T
[
F(s, xs) −
∣∣G(s, xs)∣∣]ds
 α
∞∫
T
[
−
∞∫
0
Nv(xs) dµ(v)− c1u
]
ds
= α
∞∫ ∞∫ [
− sup
θ∈[−v,0]
x(s + θ) − c1u
]
dµ(v) dsT 0
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∞∫
T
s/2∫
0
[
− sup
θ∈[−v,0]
x(s + θ) − c1u
]
dµ(v) ds
− α(M + c1u)
∞∫
T
∞∫
s/2
dµ(v) ds
 α
∞∫
T
[
− sup
θ∈[−s/2,0]
x(s + θ) − c1u
] s/2∫
0
dµ(v) ds
− α(M + c1u)
∞∫
T/2
(2v − T ) dµ(v).
Note that
lim
s→∞
[
− sup
θ∈[−s/2,0]
x(s + θ) − c1u
]
= (1 − c1)u > 0
and
α(M + c1u)
∞∫
T/2
(2v − T ) dµ(v) 2α(M + c1u)
∞∫
T/2
v dµ(v) < ∞.
It follows that −u − x(T )∞, this is a contradiction.
Case 1.2. lim supt→∞ x(t) = u > 0. Then from (1.1), (H) and (3.5),
u − x(T ) =
∞∫
T
[
F(s, xs) + G(s, xs)
]
ds

∞∫
T
[
F(s, xs) +
∣∣G(s, xs)∣∣]ds
 α
∞∫
T
[ ∞∫
0
Nv(−xs) dµ(v) + c1u
]
ds
= α
∞∫
T
∞∫
0
[
sup
θ∈[−v,0]
(−x(s + θ))+ c1u]dµ(v) ds
 α
∞∫
T
s/2∫
0
[
sup
θ∈[−v,0]
(−x(s + θ))+ c1u]dµ(v) ds
+ α(M + c1u)
∞∫ ∞∫
dµ(v) dsT s/2
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∞∫
T
[
sup
θ∈[−s/2,0]
(−x(s + θ))+ c1u]
s/2∫
0
dµ(v) ds
+ α(M + c1u)
∞∫
T/2
(2v − T ) dµ(v).
Note that
lim
s→∞
[
sup
θ∈[−s/2,0]
(−x(s + θ))+ c1u]= −(1 − c1)u < 0
and
α(M + c1u)
∞∫
T/2
(2v − T ) dµ(v) < ∞.
It follows that u − x(T )  −∞, this is also a contradiction. Combining both Cases 1.1
and 1.2, we have u = 0.
Case 2. x ′(t) is oscillatory. Set u = lim supt→∞ |x(t)|. Then by Theorem 2.1, u ∈
[0,∞). It suffices to show that u = 0. Suppose that u > 0. Without loss of generality, we
may assume that u = lim supt→∞ x(t). Then there exists an increasing infinite sequence
{tn} such that
x ′(tn) = 0, and x(tn) → u as n → ∞. (3.6)
For the given 	 ∈ (0, (1 − c)u/2(1 + c)), we have
2(1 + c)	 < (1 − c)[M + c(u + 	)]. (3.7)
Choose a T > t0 such that∣∣x(t)∣∣< u + 	, t  T , and x(tn) > u − 	, tn  T , (3.8)∣∣G(t, xt )∣∣ cα(u + 	), t  T , (3.9)
and
M + c(u + 	)
(1 − c)u− (1 + c)	
∞∫
T
s dµ(s) < 	. (3.10)
From (1.1), (H), (3.6), (3.8) and (3.9), we have
0 = x ′(tn) = F(tn, xtn) + G(tn, xtn)
 α
∞∫
0
sup
θ∈[−v,0]
(−x(tn + θ))dµ(v) + cα(u + 	).
Note that x(tn) > u − 	 > c(u + 	), it follows from the above that there exists a ξn < tn
such that
x(ξn) = c(u+ 	), and x(t) > c(u + 	), ξn < t  tn. (3.11)
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x ′(t) α
∞∫
0
sup
θ∈[−v,0]
(−x(t + θ))dµ(v) + cα(u + 	)
 α
T∫
0
sup
θ∈[−v,0]
(−x(t + θ))dµ(v) + cα(u + 	) + αM
∞∫
T
dµ(v)
 (1 + c)α(u + 	) + αM
∞∫
T
dµ(v).
It follows that
x ′(t) hα(1 + c)
[
u − (1 + c)	
1 − c
]
, t  2T , (3.12)
where
h = h(	,T ) =
[
u − (1 + c)	
1 − c
]−1[
u + 	 + M
1 + c
∞∫
T
dµ(v)
]
.
Clearly, h → 1 as T → ∞ and 	 → 0. If limn→∞ ξn = ξ < ∞, then
x(s) > c(u + 	), ξ < s  tn.
Hence, from (1.1), (H), (3.1) and (3.8),
0 = lim
n→∞ x
′(tn) = lim
n→∞
[
F(tn, xtn) + G(tn, xtn)
]
 α lim sup
n→∞
∞∫
0
sup
θ∈[−v,0]
(−x(tn + θ))dµ(v) + lim sup
n→∞
∣∣G(tn, xtn)∣∣
 α lim sup
n→∞
∞∫
0
sup
θ∈[−v,0]
(−x(tn + θ))dµ(v) + cαu
 α lim sup
n→∞
[ tn−ξ∫
0
sup
θ∈[−v,0]
(−x(tn + θ))dµ(v) + M
∞∫
tn−ξ
dµ(v)
]
+ cαu
 α lim sup
n→∞
[
−c(u + 	)
tn−ξ∫
0
dµ(v) + M
∞∫
tn−ξ
dµ(v)
]
+ cαu
−cα(u + 	) + cαu = −cα	.
This contradiction implies that ξn → ∞ as n → ∞. Thus, we may choose an integer n0 > 0
such that
ξn − 1 > 3T , n n0. (3.13)
hα
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−x(s + ξn)−x(tn) −
[
u − (1 + c)	
1 − c
]
hα(1 + c)(s − Sn),
which implies that
−x(s + ξn) + c(u+ 	)
[
u − (1 + c)	
1 − c
][−(1 − c) − hα(1 + c)(s − Sn)],
0 s  Sn. (3.14)
Let s = 0 in (3.14). It follows that
Sn 
1 − c
hα(1 + c) > 0. (3.15)
For 2T − ξn  s  0, integrating (3.12) from s + ξn to ξn, we have
−x(s + ξn) + c(u+ 	)−
[
u − (1 + c)	
1 − c
]
(1 + c)hαs, 2T − ξn  s  0. (3.16)
Define functions yn(s) and zn(s) as follows:
yn(s) =


−1 − 1+c1−chα(s − Sn), Sn − 1−c(1+c)hα  s  Sn,
0, 0 s  Sn − 1−c(1+c)hα ,
− 1+c1−chαs, − 1hα  s  0,
1+c
1−c , s − 1hα ,
(3.17)
and
zn(s) =


0, − 1
hα
 s  Sn,
2(1+c)ε
(1−c)[(1−c)u−(1+c)	], 2T − ξn  s − 1hα ,
M+c(u+	)
(1−c)u−(1+c)	 , s  2T − ξn.
(3.18)
Then by (3.14), (3.16)–(3.18), we have
−x(s + ξn) + c(u+ 	)
[
(1 − c)u − (1 + c)	][yn(s) + zn(s)], s  Sn. (3.19)
By Lemma 2.1, we have
∞∫
0
Sn−v∫
−v
yn(s) ds dµ(v)
 1 + c
1 − c
{
1
2hα
[
−1 + 4c
(1 + c)2
(1−c)/hα(1+c)∫
0
[
1 − (1 + c)hαv] dµ(v)
+
1/hα∫
(1 − hαv)2 dµ(v)
]
+
∞∫
v dµ(v)
}
. (3.20)(1−c)/hα(1+c) 0
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∞∫
0
Sn−θ∫
−θ
zn(s) ds dµ(θ) =
∞∫
1/hα
Sn−θ∫
−θ
zn(s) ds dµ(θ).
If T > Sn + 1/hα, then from (3.7), (3.10) and (3.18),
∞∫
1/hα
Sn−θ∫
−θ
zn(s) ds dµ(θ)
=
T∫
1/hα
Sn−θ∫
−θ
zn(s) ds dµ(θ)+
∞∫
T
Sn−θ∫
−θ
zn(s) ds dµ(θ)
 2(1 + c)ε
(1 − c)[(1 − c)u − (1 + c)	]
[ Sn+1/hα∫
1/hα
(
θ − 1
hα
)
dµ(θ)+
T∫
Sn+1/hα
Sn dµ(θ)
]
+ M + c(u + 	)
(1 − c)u− (1 + c)	
∞∫
T
Sn dµ(θ)
 2(1 + c)ε
(1 − c)[(1 − c)u − (1 + c)	]
∞∫
0
s dµ(s) + M + c(u+ 	)
(1 − c)u − (1 + c)	
∞∫
T
s dµ(s)
< (K + 1)	,
where
K = 2(1 + c)
(1 − c)[(1 − c)u − (1 + c)	]
∞∫
0
s dµ(s).
If T  Sn + 1/hα, then from (3.7), (3.10) and (3.18),
∞∫
1/hα
Sn−θ∫
−θ
zn(s) ds dµ(θ)
=
Sn+1/hα∫
1/hα
Sn−θ∫
−θ
zn(s) ds dµ(θ)+
∞∫
Sn+1/hα
Sn−θ∫
−θ
zn(s) ds dµ(θ)
 2(1 + c)ε
(1 − c)[(1 − c)u − (1 + c)	]
Sn+1/hα∫ (
θ − 1
hα
)
dµ(θ)1/hα
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(1 − c)u− (1 + c)	
∞∫
Sn+1/hα
Sn dµ(θ)
 2(1 + c)ε
(1 − c)[(1 − c)u − (1 + c)	]
∞∫
0
s dµ(s) + M + c(u+ 	)
(1 − c)u − (1 + c)	
∞∫
T
s dµ(s)
< (K + 1)	.
Therefore, we have
∞∫
0
Sn−θ∫
−θ
zn(s) ds dµ(θ) < (K + 1)	. (3.21)
Thus, from (1.1), (H), (3.8), (3.19)–(3.21), we have
x(tn) − c(u + ε)
=
tn∫
ξn
[
F(s, xs) + G(s, xs)
]
ds
 α
tn∫
ξn
[ ∞∫
0
sup
θ∈[−v,0]
(−x(s + θ))dµ(v) + cα(u + ε)
]
ds
= α
tn∫
ξn
∞∫
0
sup
θ∈[−v,0]
[−x(s + θ)+ c(u + ε)]dµ(v) ds
 α
tn∫
ξn
tn∫
0
sup
θ∈[−v,0]
[−x(s + θ) + c(u + ε)]dµ(v) ds
+ [M + c(u+ ε)]α
tn∫
ξn
∞∫
tn
dµ(v) ds
= α
tn∫
0
Sn∫
0
sup
θ∈[−v,0]
[−x(s + θ + ξn) + c(u + ε)]ds dµ(v)
+ [M + c(u+ ε)]α
∞∫
tn
(tn − ξn) dµ(v)
 α
[
(1 − c)u − (1 + c)	]
tn∫
0
Sn∫
0
[
yn(s − v) + zn(s − v)
]
ds dµ(v)
+ [M + c(u+ ε)]α
∞∫
s dµ(s)tn
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[
(1 − c)u − (1 + c)	]
∞∫
0
Sn−v∫
−v
[
yn(s) + zn(s)
]
ds dµ(v)
+ [M + c(u+ ε)]α
∞∫
tn
s dµ(s)
 (1 + c)
[
u − (1 + c)	
1 − c
]
×
{
1
2h
[
−1 + 4c
(1 + c)2
(1−c)/hα(1+c)∫
0
[
1 − (1 + c)hαv]dµ(v)
+
1/hα∫
(1−c)/hα(1+c)
(1 − hαv)2 dµ(v)
]
+ α
∞∫
0
s dµ(s) + α(1 − c)(K + 1)	
1 + c
}
+ [M + c(u+ ε)]α
∞∫
tn
s dµ(s).
That is
x(tn) − c(u + ε)
 (1 + c)
[
u − (1 + c)	
1 − c
]
×
{
1
2h
[
−1 + 4c
(1 + c)2
(1−c)/hα(1+c)∫
0
[
1 − (1 + c)hαv]dµ(v)
+
1/hα∫
(1−c)/hα(1+c)
(1 − hαv)2 dµ(v)
]
+ α
∞∫
0
s dµ(s) + α(1 − c)(K + 1)	
1 + c
}
+ [M + c(u+ ε)]α
∞∫
tn
s dµ(s).
In the above, let n → ∞, T → ∞ and 	 → 0. Then we have
α
∞∫
0
s dµ(s) 3 − c
2(1 + c) −
2c
(1 + c)2
(1−c)/α(1+c)∫
0
[
1 − (1 + c)αs]dµ(s)
− 1
2
1/α∫
(1−c)/α(1+c)
(1 − αs)2 dµ(s),
which contradicts to (3.2). Therefore, u = 0. The proof is complete. 
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Corollary 3.1. Assume that (H) holds and there exists c ∈ [0,1) such that (2.1) and (3.1)
hold, and that
α
∞∫
0
s dµ(s) <
3 − c
2(1 + c) −
2c
(1 + c)2 . (3.22)
Then every solution of (1.1) with (1.2) tends to zero as t → ∞.
Corollary 3.2. Assume that (H) holds and there exists c ∈ [0,1) such that (2.1) and (3.1)
hold, and that
α
∞∫
0
s dµ(s) <
3 − c
2(1 + c) −
1
2
1/α∫
0
(1 − αs)2 dµ(s). (3.23)
Then every solution of (1.1) with (1.2) tends to zero as t → ∞.
4. Some applications
For Eq. (1.5), let
α =
τ∫
0
f (s) ds, c =
∞∫
τ
f (s) ds
/ τ∫
0
f (s) ds,
F (t, xt ) = −
τ∫
0
f (s)x(t − s) ds, and G(t, xt) = −
∞∫
τ
f (s)x(t − s) ds.
Then it is easy to verify that here F and G satisfy all the conditions in Corollary 3.1.
Therefore, we have
Theorem 4.1. Assume that there exists τ > 0 such that
c :=
∞∫
τ
f (s) ds
/ τ∫
0
f (s) ds < 1 (4.1)
and
τ∫
0
sf (s) ds <
3 − c
2(1 + c) −
2c
(1 + c)2 . (4.2)
Then every solution of (1.5) with (1.2) tends to zero as t → ∞.
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a
[
ln(1 + τ ) − τ
1 + τ
]
<
3τ 2 − 2τ − 1
2(1 + τ )2 , (4.3)
then by Theorem 4.1, every solution of (1.5) with (1.2) tends to zero as t → ∞. Exam-
ple 4.1 illustrates that even if (1.9) holds, it is possible that every solution of Eq. (1.5)
tends to zero as t → ∞.
In what follows, we consider the neutral delay differential equation[
x(t) − px(t − τ )]′ = F(t, xt), t  0, (4.4)
where τ > 0, p ∈ (−1,1) and F is the same as in Eq. (1.1).
Theorem 4.2. Assume that (H) holds and that∣∣F(t,φ) − F(t,ψ)∣∣ α sup
s∈(−∞,0]
∣∣φ(s) − ψ(s)∣∣, ∀t  0, ∀φ,ψ ∈ BC, (4.5)
lim sup
t→∞
∣∣F(t, xt) −F(t, yt )∣∣ α lim sup
t→∞
∣∣x(t) − y(t)∣∣ (4.6)
and
α
∞∫
0
s dµ(s) <
3
2
− 2|p|(2 − |p|). (4.7)
Then every solution of (4.4) with (1.2) tends to zero as t → ∞.
Proof. Set
z(t) = x(t) − px(t − τ ). (4.8)
Then by (1.11) and (4.8), we have
xt =
∞∑
i=0
pizt−iτ , (4.9)
sup
s∈(−∞,0]
∣∣xt (s)∣∣ 11 − |p| sups∈(−∞,0]
∣∣zt (s)∣∣,
lim sup
t→∞
∣∣x(t)∣∣ 1
1 − |p| lim supt→∞
∣∣z(t)∣∣. (4.10)
And by (4.9), Eq. (4.4) can be written as
z′(t) = F(t, zt ) + G(t, zt ), t  t0, (4.11)
where
G(t,φ) = F
(
t,
∞∑
piφ−iτ
)
−F(t,φ).i=0
332 X.H. Tang / J. Math. Anal. Appl. 301 (2005) 313–335From (4.5), (4.6) and (4.10), we have
∣∣G(t,φ)∣∣ α sup
s∈(−∞,0]
∣∣∣∣∣p
∞∑
i=1
pi−1φ−iτ (s)
∣∣∣∣∣ cα sups∈(−∞,0]
∣∣φ(s)∣∣ (4.12)
and
lim sup
t→∞
∣∣G(t, zt )∣∣ α lim sup
t→∞
∣∣px(t − τ )∣∣ cα lim sup
t→∞
∣∣z(t)∣∣, (4.13)
where c = |p|/(1−|p|). It follows from (4.7) that |p| < 1/2, and hence, c ∈ [0,1). In view
of Corollary 3.1, (4.7), (4.12) and (4.13) imply that every solution z(t) of (4.11) tends to
zero as t → ∞, and so, every solution x(t) of (4.4) tends to zero as t → ∞. The proof is
complete. 
Theorem 4.3. Assume that (H), (4.5) and (4.6) hold, and that p ∈ (0,1) such that
α
( ∞∫
0
s dµ(s) + pτ
1 − p
)
<
3
2
(1 − p). (4.14)
Then every solution of (4.4) with (1.2) tends to zero as t → ∞.
Proof. By (4.14), we can choose an integer n 1 such that c = pn/(1 −pn) ∈ (0,1) and
α
1 − p
( ∞∫
0
s dµ(s)+ pτ
1 − p
)
<
3 − c
2(1 + c) −
2c
(1 + c)2 .
Note that
α
1 − p
( ∞∫
0
s dµ(s)+ pτ
1 − p
)
= α
∞∑
i=0
pi
∞∫
iτ
s dµ(s − iτ ).
It follows that
α
n−1∑
i=0
pi
∞∫
iτ
s dµ(s − iτ ) < 3 − c
2(1 + c) −
2c
(1 + c)2 . (4.15)
Set z(t) as in (4.8) and
F1(t, φ) = F
(
t,
n−1∑
i=0
piφ−iτ
)
(4.16)
and
G(t,φ) = F
(
t,
∞∑
i=0
piφ−iτ
)
−F
(
t,
n−1∑
i=0
piφ−iτ
)
. (4.17)
Then (4.10) holds and (4.4) can be written as
z′(t) = F1(t, zt ) + G(t, zt ), t  t0. (4.18)
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F1(t, φ) = F
(
t,
n−1∑
i=0
piφ−iτ
)
 α
∞∫
0
sup
θ∈[−v,0]
{
n−1∑
i=0
pi
(−φ(θ − iτ ))
}
dµ(v)
 α
∞∫
0
n−1∑
i=0
pi sup
θ∈[−v,0]
(−φ(θ − iτ ))dµ(v)
 α
∞∫
0
n−1∑
i=0
pi sup
θ∈[−(v+iτ ),0]
(−φ(θ))dµ(v)
= α
∞∫
0
n−1∑
i=0
piNv+iτ (−φ)dµ(v)
= α
∞∫
0
n−1∑
i=0
piNv(−φ)d
(
µ(v − iτ )χ[iτ,∞)
)
and
F1(t, φ) = F
(
t,
n−1∑
i=0
piφ−iτ
)
−α
∞∫
0
sup
θ∈[−v,0]
{
n−1∑
i=0
pi
(
φ(θ − iτ ))
}
dµ(v)
−α
∞∫
0
n−1∑
i=0
pi sup
θ∈[−v,0]
(
φ(θ − iτ ))dµ(v)
−α
∞∫
0
n−1∑
i=0
pi sup
θ∈[−(v+iτ ),0]
φ(θ) dµ(v)
= −α
∞∫
0
n−1∑
i=0
piNv+iτ (φ) dµ(v)
= −α
∞∫ n−1∑
i=0
piNv(φ) d
(
µ(v − iτ )χ[iτ,∞)
)
.0
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−α1
∞∫
0
Nv(φ) dµ1(v) F1(t, φ) α1
∞∫
0
Nv(−φ)dµ1(v), (4.19)
where
α1 = α
n−1∑
i=0
pi
∞∫
0
d
(
µ(s − iτ )χ[iτ,∞)
)= α n−1∑
i=0
pi
∞∫
0
dµ(s) = α
n−1∑
i=0
pi
and
µ1(s) =
n−1∑
i=0
piµ(s − iτ )χ[iτ,∞)
/ n−1∑
i=0
pi.
From (4.5), (4.6) and (4.17), we have
∣∣G(t,φ)∣∣ α sup
s∈(−∞,0]
∣∣∣∣∣
∞∑
i=n
piφ−iτ (s)
∣∣∣∣∣ cα1 sups∈(−∞,0]
∣∣φ(s)∣∣ (4.20)
and
lim sup
t→∞
∣∣G(t, zt )∣∣ α lim sup
t→∞
∣∣∣∣∣
∞∑
i=n
pizt−iτ (s)
∣∣∣∣∣ cα1 lim supt→∞
∣∣z(t)∣∣. (4.21)
From (4.15), we have
α1
∞∫
0
s dµ1(s) <
3 − c
2(1 + c) −
2c
(1 + c)2 . (4.22)
In view of Corollary 3.1, (4.19)–(4.22) imply that every solution z(t) of Eq. (4.18) tends to
zero as t → ∞, and so every solution x(t) of Eq. (4.4) tends to zero as t → ∞. The proof
is complete. 
Applying Theorem 4.3 to Eq. (1.10), we have immediately
Corollary 4.1. Assume that (1.12) holds. Then every solution of (1.10) with (1.2) tends to
zero as t → ∞.
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