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ABSTRACT
At the time of formation, protoplanetary discs likely contain a comparable mass
to their host protostars. As a result, gravitational instabilities (GIs) are expected to
play a pivotal role in the early phases of disc evolution. However, as these young
objects are heavily embedded, confirmation of GIs has remained elusive. Therefore,
we use the radiative transfer code LIME to produce line images of a 0.17 M self-
gravitating protosolar-like disc. We note the limitations of using LIME and explore
methods to improve upon the default gridding. We synthesise noiseless observations to
determine the sensitivities required to detect the spiral flux, and find that the line flux
distribution does not necessarily correlate to the abundance density distribution; hence
performing radiative transfer calculations is imperative. Moreover, the spiral features
are seen in absorption, due to the GI-heated midplane and high extinction, which could
be indicative of GI activity. If a small beamsize and appropriate molecular line are
used then spatially resolving spirals in a protosolar-like disc should be possible with
ALMA for an on-source time of 30 hr. Spectrally resolving non-axisymmetric structure
takes only a tenth as long for a reasonable noise level, but attributing this structure
to GI-induced activity would be tentative. Finally, we find that identifying finger-like
features in PV diagrams of nearly edge-on discs, which are a direct indicator of spirals,
is feasible with an on-source time of 19 hr, and hence likely offers the most promising
means of confirming GI-driven spiral structure in young, embedded protoplanetary
discs.
Key words: stars: pre-main-sequence, stars: circumstellar matter, protoplanetary
discs, submillimetre: stars, planetary systems
1 INTRODUCTION
Young, embedded protoplanetary discs can have a mass sim-
ilar to or greater than that of their host protostar at the
epoch of protostellar formation (see e.g. Machida & Mat-
sumoto 2011; Gerin et al. 2017). In such situations, the
disc’s self-gravity can play an important role in the evo-
lution of the system if the stabilising effects of shear and
sound waves are overcome by the growth of gravitational
modes. This balance is formalised by the Toomre parameter,
Q, such that Q = csκ/piGΣ, where cs, κ, G, and Σ are the
? E-mail: py09mge@leeds.ac.uk
sound speed, the epicyclic frequency, the gravitational con-
stant, and the mass surface density, respectively. If Q . 1.7,
then a smooth disc with small density perturbations is sus-
ceptible to the growth of spiral asymmetries (Durisen et al.
2007) due to the gravitational instability (Gammie 2001;
Lodato & Rice 2004). These spiral waves produce shocks as
the system evolves into a non-linear regime (see e.g. Harker
& Desch 2002; Boley & Durisen 2008; Bae et al. 2014), and
these shocks have a marked impact on the temperature of
disc material locally. This can affect the chemical evolution
of some molecular species as shown in Ilee et al. (2011) and
Evans et al. (2015), hereafter Paper I. Moreover, this tem-
perature structure results in a large flux contrast between
spiral and inter-spiral regions in the (sub)millimetre regime.
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2Figure 1. Spherically symmetrical envelope model used in the radiative transfer calculations (Keto et al. 2015).
Simulations have shown that this flux contrast can translate
into observable spiral structure in the millimetre continuum
(Cossins et al. 2010; Douglas et al. 2013; Dipierro et al. 2014;
Hall et al. 2016; Evans et al. 2017, hereafter Paper II), and
recent observations of young discs may support these find-
ings (e.g. Pe´rez et al. 2016; Tobin et al. 2016).
As millimetre continuum observations of young, proto-
planetary discs trace the dust emission exclusively, the in-
formation that can be extracted from continuum images is
limited. Therefore many observers probe frequencies of spe-
cific molecular transitions in order to probe the bulk of the
gas mass, which allows for a more thorough understanding
of both disc morphology and composition. The inventory of
molecules detected in more evolved (Class II) protoplanetary
discs at (sub)millimetre wavelengths includes CO, CN, CS,
C2H, CH
+, HCN, HNC, H2O, HCO
+, NH3, N2H
+, N2D
+,
SO, DCO+, DCN, H2CO, c-C3H2 and some isotopologues
of the listed species (e.g. Dutrey et al. 1997; Thi et al. 2011;
Dutrey et al. 2011; Chapillon et al. 2012; Qi et al. 2013;
Guilloteau et al. 2016; Salinas et al. 2016, 2017). ALMA is
now expanding this catalogue to include more complex or-
ganic molecules such as CH3CN and CH3OH (e.g. O¨berg
et al. 2015; Walsh et al. 2016).
Whilst the majority of molecular line detections have
been made in more evolved discs (Class II/III), detections of
CO (J = 2→ 1), 13CO (J = 2→ 1), C18O (J = 2→ 1), H2CO
(J = 30,3 → 20,2), SO (JN = 65 → 54), CS (J = 5→ 4), CCH
(N = 3→ 2, J = 5/2→ 3/2, F = 3→ 2), CH3OH (JN =
40,4 → 31,3, JN = 7−1,7 → 61,6) have been made in younger
(Class 0/I) systems (Tobin et al. 2012, 2016; Ohashi et al.
2014; Sakai et al. 2014b, 2016). However, in terms of the
focus of this paper, it is debatable whether the objects that
have been observed thus far are gravitationally unstable.
Moreover, the expected width of GI-driven spirals is on the
order of au scales, but the smallest angular resolutions at-
tained in these observations are 0.36× 0.25 arcsec2 for L1448
IRS3B at a distance of 230 pc (Tobin et al. 2016) and 0.65
× 0.37 arcsec2 for IRAS 04365+2535 at a distance of 140 pc
(Sakai et al. 2016), which correspond to physical scales of 80
× 60 au2 and 90 × 50 au2, respectively. Hence, the beamsizes
of observations reported to date are too large to resolve any
spiral structure if it exists. It is therefore very timely and
prudent to investigate whether spiral structure can be re-
solved with higher angular resolutions, as the results can
then be used to inform the selection of future observational
targets. This then allows the best observational strategy to
be developed for determining if spiral features within young
protoplanetary discs are GI-driven.
In Section 2 we explore methods to improve the de-
fault behaviour of the Line Modelling Engine (lime; Brinch
& Hogerheijde 2010) radiative transfer code, implementing
some of the optimisations found in Paper II as a starting
point. We also compare LTE and non-LTE calculations and
provide insight into which frequencies should be adopted for
observations of embedded protoplanetary discs. In Section
3 we produce perfect, noise-free synthetic observations of
our disc model across a large parameter space of molecular
transitions, disc inclinations and angular resolutions. From
this we produce charts that depict the sensitivity required
to detect flux originating from the spiral features. We then
investigate how feasible it is to spatially resolve the spiral
structure from integrated intensity maps, and how feasible
it is to spectrally resolve non-axisymmetric structure from
line spectra and position-velocity (PV) diagrams. Finally in
Section 4 we present our conclusions.
2 PRODUCING LINE IMAGE MAPS WITH
LIME
2.1 Disc model
The disc model used in this paper is the same as used in
Paper II, which is also described in detail in Paper I. As a
brief overview, the disc is gravitationally unstable and has
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a mass of 0.17M and a radius of approximately 50 au. It
is evolved over 2050 yr using a 3D radiative-hydrodynamics
code, which includes cooling via radiative energy losses and
heating via PdV work, shock heating and irradiation by
the central protostar. The radiative transfer treatment con-
sists of flux-limited diffusion radially, and raytracing ver-
tically. A gas-to-dust mass ratio of 100:1 is assumed, and
the dust grains are assumed to be thermally coupled and
well mixed with the gas since significant dust settling is not
expected in such turbulent systems; in our disc model the
Stokes number computed for mm and cm dust grains is only
greater than unity at the very edges (r > 50 au), though we
note that Dipierro et al. (2015) have shown that dust en-
hancement can still occur within spiral arms at these dust
grain sizes. D’Alessio et al. (2006) dust opacities are adopted
in the hydrodynamic simulation and, for self-consistency,
also in the radiative transfer calculations performed in Sec-
tion 2.5 and thereafter. Regarding the radiative transfer, we
use dust temperatures from the hydrodynamic simulation,
rather than self-consistently calculating them in the radia-
tive transfer code, in order to correctly account for the shock
heating in our GI-driven disc model.
An envelope is not included in the radiative hydro-
dynamic simulation as we are assuming the disc is well
shielded, i.e. heating from external sources is neglected. In
terms of the effects on chemistry, accretion from the enve-
lope can alter the disc composition, and hence synthesised
line observations, but observations have indicated that vari-
ations are likely to only be significant near the centrifugal
barrier (e.g. Sakai et al. 2014a; Sakai et al. 2017). Outflows
are also known to harbour distinct chemical signatures, but
their effects on the disc and envelope are likely to be in-
significant. Indeed, Drozdovskaya et al. (2015) have shown
that wide cavities are needed to directly irradiate the enve-
lope and affect the composition. The interactions between
a disc and its envelope may also affect the development of
spiral structure, in particular by favouring the excitation of
lower m modes (e.g. Harsono et al. 2011). However, as the
spectrum could be affected by a host of conditions, the over-
all influence of an envelope on a particular disc is difficult
to predict. As such, the current simulation still represents
a plausible disc response to gravitational instability and is
sufficient for the purposes of a basic investigation of the de-
tectability of GI-induced structure.
We do, however, account for the contribution of an en-
velope in the LIME radiative transfer calculations by im-
plementing a 10 M Bonnor-Ebert sphere (see Keto et al.
2015). The properties of this envelope model are shown in
Figure 1 and we note that, whilst the velocities at the in-
nermost radii are perhaps lower than expected in a young
star-forming system, the rotational velocity is likely to be
larger than the infall velocity at small radii (see e.g. Ohashi
et al. 2014). Consequently, the effect of underestimated en-
velope velocities should be minimal provided the disc and
envelope flux can be separated.
2.2 Determining frequencies
Figure 2 shows the surface at which the optical depth in the
disc is τ = 3 at 90 GHz (top panel) and 850 GHz (bottom
panel), superposed on y-axis slices of the number density.
At 850 GHz, the disc is largely optically thick, which means
observations will only trace the surface layers of the disc. At
90 GHz however, which is near the lowest frequency ALMA
is capable of observing, the disc is less optically thick and
more of the disc material is probed. This has implications for
extracting reliable information from the observations. Hence
we opt to produce line intensity maps at low frequencies (i.e.
Band 3 of ALMA).
Whilst observing at low frequencies is necessary to trace
the bulk of the disc material, it is also pivotal that abun-
dance information is available in optically thin regions. In
the disc model we use here the density and temperature are
interpolated from the 3D hydrodynamic grid to 2000 fluid
elements at intervals throughout the simulation, and then
the abundances of a selection of species are calculated for
each fluid element using a chemical model (see Paper I for
details).
Figure 2 shows the distribution of the fluid elements
within our disc model, in white, collapsed to 2D along the
y axis, and as can be seen, the fluid elements have a much
coarser resolution than the underlying hydrodynamic grid.
Consequently, at 850 GHz, because the τ = 3 boundary is
near the surface of the disc, we are only observing regions de-
void of fluid elements, and therefore devoid of abundances.
At 90 GHz the disc is optically thinner as mentioned ear-
lier, and so observations will sample more abundance-rich
regions and therefore be more reliable. Note that even at
low frequencies the observable regions of the innermost disc
are still sparsely populated by fluid elements, and thus re-
sults for r < 15 au are perhaps questionable. However, our
primary focus is on the spiral features in the outer disc and
hence this is not a large concern. We would like to empha-
sise here that Figure 2 also demonstrates how important it
is for chemical simulations of discs to ensure the resolution
of abundances is sufficient in optically thin regions, so that
reliable synthesised images can be obtained.
2.3 LTE approximation
The complexity of line radiative transfer can be drastically
simplified if local thermodynamic equilibrium (LTE) can be
assumed. In this case, instead of iterating towards a con-
verged level population distribution, the level populations
can be assumed to follow a Maxwell-Boltzmann distribu-
tion. The condition for LTE is n kc > n
k
crit , where n
k
c and
n kcrit are the number density and critical density for the col-
lisional partner k. The critical density is defined as the ratio
of radiative to collisional transition, i.e.
n kcrit =
Aul +BulJ¯ − nlnuBlu∑
i 6=u γ
k
ui
, (1)
where nu and nl are the level populations of the upper and
lower levels and γui is the collisional rates of all transitions
from the upper energy level. Aul, Bul and Blu are the Ein-
stein coefficients for spontaneous emission, stimulated emis-
sion and stimulated absorption, respectively, and J¯ is the
mean intensity.
We can assess whether LTE is appropriate by compar-
ing Table 1 of Shirley (2015) with the number density of
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4Figure 2. Nuclei number densities of the disc model along the y = 0.125 au plane with solid and dashed green lines overplotted at
number densities that approximately demarcate the boundaries of LTE validity. The teal lines show the boundary where τ = 3 at a
frequency of 90 GHz (top) and 850 GHz (bottom); hence the shaded regions indicate the optically thick regions of the disc when viewed
from above. The white dots indicate the x and z positions of all of the fluid elements (i.e. not only those constrained to y = 0.125 au)
that are chemically processed (see Paper I).
our disc model, under the assumption that H2 is the dom-
inant collisional partner for all transitions. Figure 2 shows
the number density in the y = 0.125 au plane with contours
of density overplotted. We have used ncrit for comparison
purposes because it presents a worst-case scenario for LTE
validity, and because neff can be undefined if an integrated
line intensity of 1 km s−1 is not observed. As can be seen, the
number density of the disc model exceeds the optically thin
critical density in the emitting regions (i.e. τ < 3), mean-
ing LTE should be appropriate for our disc model across
a wide range of molecular transitions. We later verify this
assumption in Section 2.7 by comparing the LTE results to
full non-LTE calculations.
2.4 Weighting of grid points
In Paper II we showed that default number density weight-
ing parameters are inadequate for our disc model. Here, we
utilise abundance density weighting because our focus is on
the line emission; hence we amend the weighting function
to use abundance density, with a cutoff threshold of 0.001
× max(Xi), as only the strongest emission regions are of
interest.
2.5 Number of grid points
In Paper II we demonstrated that the number of grid points
has a significant effect on the accuracy of the simulated con-
tinuum flux image. Line radiative transfer calculations add
a level of complexity, even if LTE is assumed, so we expect
more grid points than we used in Paper II to be necessary.
In order to investigate this, we produce two C17O 1→ 0 im-
ages (i = 30◦) using different numbers of grid points and
compare the residual integrated line fluxes. As the compu-
tational cost of producing line images is much larger than
the computational cost of producing continuum images, we
limit the maximum number of grid points in this paper to
1 × 106, as opposed to the 2 × 106 grid points used in the
‘canonical’ image of Paper II.
Figure 3 demonstrates that as the number of grid points
is increased, the integrated flux maps become more consis-
tent, suggesting that the line images are more accurate. This
is expected, but, because of the complexity of line transfer,
even when LTE is assumed, the residual at 1 × 106 points
is much larger than for the same number of points in the
continuum (see Paper II, Figure 5). Therefore, in order to
achieve a residual flux that is less than the expected obser-
vational errors (> 10 per cent), more than 1 × 106 points
are needed for our disc model when default sampling is used.
Note that the large residual differences defining the outline
of the spirals are caused by particularly large density gradi-
ents, which we discuss further in Section 2.7.
2.6 Sampling optimisations
Constructing a grid of more than 1 × 106 points is com-
putationally expensive and time consuming. Consequently,
it becomes advisable to investigate whether we can obtain
c© 0000 RAS, MNRAS 000, 000–000
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Figure 3. Residual integrated line flux for C17O 1→ 0 calculated under the assumption of LTE, between two LIME runs using the
indicated number of grid points, with standard sampling. We define this residual as |(f1-f2)|/(f1+f2), where f denotes integrated flux per
pixel.
more accurate images without increasing the number of grid
points.
2.6.1 Model-specific sampling
The default behaviour of LIME is to implement either a
random Cartesian sampling or a radially logarithmic sam-
pling routine across the entire model. As of LIME v1.7
there is also the ability to use a completely separate tree-
building sampling algorithm, but here we focus on the orig-
inal ‘randoms-via-rejection’ algorithm. So far, including in
Paper II, we have used radially logarithmic sampling, which
we refer to as ‘Sampling2’, to ensure that, probabilistically,
more points are positioned within the disc than the enve-
lope. Consequently, however, more points are positioned in
the innermost disc rather than the outer disc where the spi-
ral features of particular interest are located. In order to im-
prove upon this behaviour, we develop a new sampling rou-
tine that uses rectilinear sampling within the disc in order
to ensure a more even distribution of points. We continue to
populate the envelope using radially logarithmic sampling,
but only with a small fraction of the total number of points
because the mean free path in the envelope is much larger
than in the disc (see Paper II, Section 2.3). We refer to this
new sampling algorithm as ‘Sampling3’.
The middle panel of Figure 4 shows the residual for
C17O 1→ 0 (i = 30◦) when 1 × 106 grid points are used
and Sampling3 is adopted. When compared to Sampling2,
one of the default LIME algorithms, the residual within the
outer disc region is improved considerably. This is because,
as mentioned earlier, Sampling3 affords a much more even
distribution of grid points; hence a larger proportion of grid
points are positioned beyond the inner disc, as Figure 5
demonstrates. Within the inner disc (r < 15 au) the dif-
ference in residual is minimal. This is because the natural
consequence of a greater number of grid points in the outer
disc is a smaller number of grid points in the inner disc.
However, because the inner disc is largely optically thick,
emission from points near the midplane will be negligible.
Therefore the grid point positioning can be optimised fur-
ther by omitting negligibly-emitting regions. Again, we note
that the large residual differences defining the outline of the
spirals are caused by particularly large density gradients,
and discuss this further in Section 2.7.
2.6.2 Optical depth surface
In Paper II we explored the notion of optimising grid point
placement by restricting points to regions where τ < 3, and
found this to be a viable method. This is because the contri-
bution to intensity is diminished by optically thick material
and therefore at τ > 3 this contribution is negligible. As the
continuum absorbs radiation at a particular frequency inde-
pendent of its source, we should be able to safely assume the
same logic for line emission.
We produce a new C17O 1→ 0 image (i = 30◦) using
the configuration in Section 2.6.1, whilst employing the op-
tical depth surface method described in Paper II, with one
adjustment: rather than relocate a point from τ > 3 to τ <
3 and then re-evaluate, we instead, for the sake of simplicity,
reject the point and pick another randomly. We refer to this
sampling algorithm as ‘Sampling4’.
The right panel of Figure 4 shows the residual inte-
grated line flux for Sampling4. Within the outer disc there
is a small overall improvement in residual flux between Sam-
pling3 and Sampling4, even though the x-y plane images in
Figure 5 suggest that the coverage within the spiral arms
is more sparse for Sampling4. However, this is because the
positioning of the grid points is more optimal as intended.
Indeed, by restricting points to τ < 3 we are omitting
negligibly-emitting regions that lie at high optical depths.
This also explains why there is a more marked improvement
in the inner disc residual when using Sampling4, where the
point restriction is visually evident in the x-z plane images
of Figure 5. We note that, whilst the residual beyond the
disc boundary is considerably larger when using our custom
sampling routines (Sampling3 and Sampling4), our focus is
on the disc itself so this is not a concern for our results.
We conclude from this analysis that Sampling4 offers
the most convergent result for our disc model, when 1 × 106
grid points are used. However, we would like to emphasise
here that convergence is not necessarily synonymous with
accuracy, and where possible results should be compared to
c© 0000 RAS, MNRAS 000, 000–000
6Figure 4. Residual integrated line flux for C17O 1→ 0 calculated under the assumption of LTE, between two LIME runs using the
indicated number of grid points, with standard sampling (left), a model-specific sampling routine (middle), and a model-specific sampling
routine with an optical depth surface to constrain the positioning of grid points (right). We define this residual as |(f1-f2)|/(f1+f2), where
f denotes integrated flux per pixel.
Figure 5. 2D histogram of grid point positions in the x-y plane (top) and x-z plane (bottom) when using standard sampling (left), a
model-specific sampling routine (middle), and a model-specific sampling routine with an optical depth surface to constrain the positioning
of grid points (right). The disc is being viewed from above.
a ‘canonical’ result. In this case, we can compare our LTE
runs using our custom sampling algorithm to a full non-LTE
run adopting the default sampling.
2.7 Non-LTE comparison
When calculating level populations under non-LTE condi-
tions, the user must ensure that enough iterations are used
to reach a satisfactory level of convergence. In LIME there is
no convergence threshold that, once surpassed, terminates
the calculation of level populations. Instead the user can
set the number of iterations to be performed. LIME does,
however, calculate a signal-to-noise ratio for each grid point
using the level population of the current iteration and the
standard deviation of the level population mean over the
past five iterations. This information could be used in future
versions of LIME to develop a convergence criterion, e.g. it-
erating stops once 90 per cent of grid points have reached a
SNR that exceeds 100. For now, however, we compare the
SNR across iterations in order to determine how many iter-
ations should be adopted for our disc model. As Figure A1
indicates, this convergence level appears to be reached by
five iterations, but we use ten iterations for the non-LTE
runs in order to err on the side of caution.
We generate two ‘canonical’ results by performing full
non-LTE calculations for two grids with 1 × 106 points, se-
lected with Sampling2. We opt for Sampling2 in order to
avoid the possibility that our custom sampling algorithms
are converging to a significantly different solution than the
LIME default. We then calculate the residual between these
two non-LTE runs, and compare to the residual of one non-
LTE run and one LTE run from Section 2.6.2. For the non-
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Figure 6. Residual integrated line flux for C17O 1→ 0 between
two LIME runs using the indicated number of grid points, with
regions exceeding 10 per cent coloured red and elsewhere coloured
green. The left panel shows the result for two non-LTE runs, with
standard sampling, and the right panel shows the result for one
non-LTE run with standard sampling, and one LTE run with
a custom sampling routine (see Section 2.6.2). We define this
residual as |(f1-f2)|/(f1+f2), where f denotes integrated flux per
pixel.
LTE runs we ensure enough iterations are used to reach a
satisfactory level of convergence for the level populations
(see Appendix A). To make this comparison easier to di-
gest, in Figure 6 we demarcate regions where the residual
flux is greater than 10 per cent (the expected observational
errors), in red/brown, and elsewhere in green. The purpose
of this comparison is to assess whether using LTE is appro-
priate as we have predicted, and to establish the propinquity
concerning the thermodynamic configurations.
Figure 6 shows that C17O 1→ 0 LIME images produced
with LTE treatment are consistent with images produced
with full non-LTE treatment, which is as expected. More-
over, as Figure 2 shows, this conclusion should hold across
all low-energy transitions of the molecular species on which
we focus. Therefore, this result validates our use of LTE
in Section 3, which is computationally beneficial because
the assumption of LTE affords a considerable speedup in
level population calculations. Consequently, hereafter we use
Sampling4 and assume LTE.
We note that within all of the residual integrated line
flux maps presented thus far, there is a particularly large
difference that traces the outline of the non-axisymmetric
structure, regardless of whether LTE is assumed or not. This
is due to the large density gradients found at the bound-
aries between spiral and non-spiral material. A dedicated
sampling routine would need to be implemented in order to
accurately account for these rapid density variations, but,
as these gradients only exist in very narrow regions (on the
order of the beamsize for the highest angular resolution at-
tainable with ALMA), the overall effect on our observational
results should be negligible.
3 SYNTHETIC OBSERVATIONS
We opt to produce synthetic observations of 13CO, C18O,
C17O, H2CO, HCO
+, CN and SO as these are species that
play fundamental roles in disc chemistry and trace some
aspect of the spiral structure in our disc model (see Paper
I). As we have shown in Section 2.2, we are restricted to low
frequency transitions of these molecules; hence we choose to
synthesise transitions in ALMA Band 3 (84–119 GHz), Band
6 (211–275 GHz) and Band 7 (275–370 GHz). In order to
narrow the possible transitions down further, we use LIME
to calculate the level populations (in LTE) of each molecule
we consider and average these across different regions of our
model. The results are shown in Figure 7 for the inner disc
and spirals, the outer disc, and the envelope.
Our focus is on the spiral features. Therefore, we iden-
tify the regions of the most populated energy levels from Fig-
ure 7, whilst also considering the fact that lower frequency
transitions are more reliable for our model (see Section 2.2).
The outcome of this process is a list of transitions, Table 1,
that we opt to produce synthetic observation for. H2CO
(102,8 →110,11) is included in this list because Figure 7
shows that a transition between levels with relatively high
energies should only be visible in the inner disc and spirals
and therefore may offer a clearer picture of the innermost
density structure. CN (13/2 → 01/2) and CN (35/2 → 23/2)
are included in order to investigate the effect of transition
frequency on flux; we use CN for this because the fractional
populations vary the least across low energies in the inner
disc and spiral regions.
In the envelope we use the CO profile calculated by Keto
et al. (2015) for 13CO, C17O and C18O, scaled by the ap-
propriate isotopic abundances given by Wilson (1999). The
HCO+ profile follows the H2O profile of L1544, scaled so the
maximum fractional abundance is 1 × 10−8. H2CO follows
a step profile with a fractional abundance of 1.5 × 10−8 at
r 6 8000 au and 1.5 × 10−9 at r > 8000 au (Young et al.
2004). Finally, for SO and CN we adopt constant fractional
abundances of 1 × 10−10 (Miettinen 2016; Koumpia et al.
2017). Whilst these abundance profiles in the envelope are
primitive, we expect that isolation of the envelope flux will
be straightforward. Therefore, as the focus of this work is
on the disc spirals, the effect on the presented results should
be minimal.
We assume that the model replicates the same object
used in Paper II, which is positioned at a distance of 145 pc
to represent the nearest star-forming regions (e.g. the Ophi-
uchus Molecular Cloud). We adopt inclinations of 15◦, 30◦,
45◦, 60◦ and 75◦ in order to span the range of inclina-
tions between the individual sources in real systems such
as IRAS 16243–2422, which is a protostellar binary with
nearly face-on and nearly-edge on discs separated by 600 au.
Our observations are synthesised across different fully op-
erational ALMA antenna configurations (‘out02’, ‘out08’,
‘out13’, ‘out18’, ‘out21’, ‘out24’ and ‘out28’), for which a
selection of angular resolutions are shown in Table 1, and
appropriate channel widths (see Table B1); we assume that
each antenna configuration adopted can be used across all
frequencies.
Perfect observations are produced with no sources of
noise. This allows us to constrain the maximum attainable
flux across our parameter space, which we accomplish by
convolving the LIME images with a Gaussian beam. The
motivation for this is threefold. Firstly, we can achieve a
superior efficiency using a fast Fourier transform algorithm
rather than producing realistic synthetic observations across
our entire parameter space with software such as CASA
(v4.5.0; McMullin et al. 2007). Secondly, it is expected that
a significant portion of our parameter space will simply be
unobservable, meaning that producing realistic observations
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8Figure 7. Fractional energy level populations averaged over grid points within the inner disc and spirals (left panel), the outer disc
(middle panel) and the envelope (right panel). The disc regions are determined by density ranges.
Table 1. Molecular transitions used to produce synthetic observations of our disc model.
Molecule Transition Upper energy [K] Lower energy [K] Frequency [GHz] Angular resolution [arcsec]
out02 out28
13CO J = 3→ 2 22.055 11.028 330.588 0.993 0.014
C17O J = 3→ 2 22.487 11.244 337.061 0.974 0.013
C18O J = 3→ 2 21.971 10.986 329.331 0.997 0.014
H2CO JN = 30,3 → 20,2 14.566 7.286 218.222 1.505 0.021
H2CO JN = 102,8 → 110,11 167.304 158.689 258.296 1.271 0.018
HCO+ J = 3→ 2 17.850 8.925 267.558 1.227 0.017
CN N = 3→ 2, J = 5/2→ 3/2 22.678 11.335 340.031 0.966 0.013
CN N = 2→ 1, J = 3/2→ 1/2 11.335 3.786 226.333 1.449 0.020
CN N = 1→ 0, J = 3/2→ 1/2 3.786 0.000 113.495 2.893 0.040
SO N = 6→ 5, J = 7→ 6 33.050 24.316 261.844 1.254 0.017
SO N = 5→ 4, J = 5→ 4 30.654 23.475 215.221 1.526 0.021
SO N = 2→ 1, J = 1→ 2 10.987 3.100 236.452 1.389 0.019
in this scenario is superfluous. Finally, because ALMAs u-v
coverage is extensive, a Gaussian beam should be an appro-
priate approximation; although rather than use a circular
Gaussian beam, we increase the accuracy of this approx-
imation by using an elliptical Gaussian beam with a size
determined by the simobserve task in CASA for an on-
source observation time of 12 hr and Briggs weighting with
a robustness factor of 0.5.
3.1 Detecting spiral structure
Figure 8 shows noiseless flux maps integrated across a veloc-
ity range that avoids the bulk of the envelope contribution,
for the indicated transition, narrowest channel spacing and
highest angular resolution (see Table 1), at a disc inclina-
tion of 15◦. We present this figure in order to illustrate the
extent of the spiral structure that is distinguishable for each
species, under the condition of perfect observations, but em-
phasise that obtaining this level of detail is not possible with
real observations.
Figure 8 allows us to determine the perfect observable
characteristics for various molecules, which then can inform
the preparation of realistic observation proposals. For ex-
ample, because CO is ubiquitous due to its highly volatile
nature, the spirals are distinctly traced by each isotopologue.
HCO+ also traces the spirals but with a weaker flux primar-
ily due to its lower abundance density. There is an inner
hole evident in the HCO+ intensity map, and this results
from the destruction of HCO+ in the innermost disc due to
high abundance of H2O. The extent of this hole could po-
tentially offer insight into the disc mass (see Paper I). H2CO
is mostly confined to the innermost disc due to its relatively
high binding energy to dust grains, and hence could offer
detailed views of the inner disc structure if the angular res-
olution is sufficient. However, H2CO also traces the spiral
structure somewhat in the outer disc, which is perhaps un-
expected given the H2CO column density map in Paper I.
Equally surprising is the relatively weak reflection of the un-
derlying spiral structure in the CN integrated intensity map
given that in Paper I we concluded that CN was one of the
strongest candidates for tracing non-axisymmetric structure
in our disc model based on its abundance distribution. More-
over, we found the column density map of SO to be limited
in extent in Paper I, yet in the integrated flux maps here it
traces as much of the disc as CO, albeit with slightly less
contrast in the inner regions. Note, however, that sulfur-
based chemistry is not currently fully understood, and so
these results in particular should be taken with caution.
We emphasise that Figure 8 suggests that a high con-
trast in abundance density does not necessarily translate
into a high contrast in flux because of the complex nature
of radiative transfer. As a result, it is crucial to perform
radiative transfer calculations when one considers line flux
imaging.
c© 0000 RAS, MNRAS 000, 000–000
GIs in a protosolar-like disc III 9
Figure 8. Noise-free integrated intensity maps (integrated from -5.0 to -0.8 km/s and 0.8 to 5.0 km/s) for each molecular transition, for
an inclination of 15◦, a channel spacing of 31 kHz and the ‘out28’ antenna configuration. The bottom right panel indicates the physical
scale of the observed disc model, which is constant across all transitions shown. The grey circle in each panel shows the beamsize for the
corresponding observation, but note that the level of detail shown here is not currently attainable with ALMA. For comparison purposes,
the corresponding column density maps can be found in Paper I.
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Figure 9. Depiction of the process undertaken to determine the required sensitivity for detection of line flux originating from spiral
features in the disc model. Each panel shows, for a particular inclination, antenna configuration and channel width, the integrated
intensity map with a pixel position within a spiral arm marked by a cross (left) and the line spectra extracted at this pixel position
(right). In the spectra plots the solid purple line indicates a Gaussian fit, the dashed purple line indicates the half-maximum amplitude
of this fit and the green line and accompanying text detail the FWHM, which is used to determine if the Gaussian fit can be resolved
spectrally. The grey band indicates the envelope velocity range and if the Gaussian peak lies within this band then the line flux and
envelope flux are indistinguishable. The line transition used here as an example is C17O 3→ 2.
3.1.1 Required sensitivities
From the perfect observations (i.e. no noise included) we
extract the flux attributable to a typical spiral feature in
our disc model, and determine the sensitivity required to
detect this flux at the 4σ level, which we take as the thresh-
old for a reliable detection. To accomplish this we identify
a pixel position within the spirals for a particular combina-
tion of molecular transition and disc inclination. We use the
integrated intensity map with the smallest beamsize here
because the spirals are the most distinguishable. We then
extract the line spectra at this pixel and fit a Gaussian to
the line feature originating from the spirals. We again start
with the smallest beamsize, and also the smallest channel
width in this case, so that we can accurately identify line
features that originate within the spirals. From this Gaus-
sian we determine the linewidth and half-maximum flux.
The linewidth is compared to the channel width to deter-
mine if the line feature can be spectrally resolved, and we
take the flux at half-maximum to ensure that enough of a
peak can be detected and identified as line absorption (as
is the case for spiral-originating flux). Using the same pixel
position we then repeat this process as the beamsize and
channel width are increased. We then change the disc incli-
nation and repeat the pixel selection and subsequent process
until all inclinations have been processed. Finally, we move
on to a different molecular transition and repeat the entire
sequence. Figure 9 illustrates some steps of this process vi-
sually.
We condense the extracted sensitivities into charts that
depict the sensitivity required for each molecular transition
we consider, which are shown in Figures 10–17. Within these
charts is information pertaining to: whether the linewidth
is unresolvable, i.e. whether the FWHM of the line is larger
than the velocity resolution, indicated by a large black cross;
whether the envelope substantially contaminates the line
feature, indicated by a grey cross; and whether the spirals
can be visually distinguished in an integrated intensity map,
indicated by a white circle. Hence, wherever there is any type
of cross in the charts, it means that detecting line flux from
the disc spirals is unreliable for that particular combination
of molecular transition, inclination, antenna configuration
and channel width. Note that the particularly high sensi-
tivities seen in some charts for the largest channel widths
and beamsizes are because in those cases the envelope con-
tribution can not be disentangled from the line flux (see the
accompanying grey crosses), and so the Gaussian is fitted to
a summation of line and envelope flux.
Figures 10, 11 and 12 demonstrate that isotopologues
of a species produce differing fluxes at similar frequencies.
This is due to the difference in abundance of the isotopo-
logues (because the only other factor that changes is the
isotopic composition) where a larger number of absorbing
molecules results in a larger optical depth and hence a deeper
absorption feature, as shown by the purple line spectra in
Figure C2. However, the difference in peak flux recovered in
the spiral regions is much less than the difference in abun-
dance across the CO isotopologues; the change in abundance
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Figure 10. Sensitivity needed to detect 13CO 3→ 2 line flux across different combinations of angular resolution (i.e. antenna configu-
ration), spectral resolution and disc inclination (grey labels). The white circles indicate whether the spirals can be, in theory, spatially
resolved, which is determined by eye from noise-free flux maps. The thick grey crosses indicate combinations that result in line spectra
that are indistinguishable from the envelope. The thin black crosses indicate combinations where the Gaussian fitted to the line spectra
(see Figure 9) is not spectrally resolvable.
Figure 11. Same as Figure 10 but for C17O 3→ 2.
from 13CO to C18O is ≈ 8 and from C18O to C17O is ≈ 4,
whereas the change in peak flux is ≈ 2 and ≈ 1.5, respec-
tively. The reason for this is that the dependence of line flux
on the column density of absorbers, known as the ‘curve of
growth’, falls between
√
ln(Ni) and
√
Ni in the high opti-
cal depth regime. All of the CO isotopologues we consider
occupy this regime in the disc spirals, and hence the dif-
ference in flux lies within this dependence range. Strictly
speaking, the curve of growth defines how the equivalent
width of a line depends on the column density, but because
the line shape is dominated by a Gaussian, i.e. the Lorentz
damping wings are unimportant, it is the peak of the ab-
sorption feature that changes. At very high optical depths,
however, such as occurs in the innermost disc in CO, the line
becomes saturated. As a result, the FWHM of the line fea-
ture changes, rather than the peak, in order to maintain the
curve of growth dependence. This phenomenon is illustrated
by the orange line spectra in Figure C2.
Figure 12. Same as Figure 10 but for C18O 3→ 2.
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Figure 13. Same as Figure 10 but for H2CO 30,3 → 20,2.
Figure 14. Same as Figure 10 but for CN 35/2 → 23/2.
Typically, for a particular temperature, the fractional
population of levels decreases as the energy of the levels in-
creases. This effect can broadly be seen across all molecules
in Figure 7, albeit with some nuances due to the complex
nature of some species’ energy level structure. One of these
nuances is the roughly constant fractional population of CN
from N = 0 to N = 6, which we use to investigate the
effect of transition frequency on flux detected, somewhat
independently of the energy level populations. Figures 14–
16 show that, in this case, the sensitivity required increases
with transition frequency, which is expected because the op-
tical depth increases with frequency, resulting in a deeper ab-
sorption feature at the same position within the disc model.
This phenomenon is illustrated in Figure C1.
3.1.2 Spatial resolution
The white circles in Figures 10, 11 indicate whether or not
the spiral features can be spatially resolved for each combi-
nation of observation parameters. However, it is important
to note that the colour scale in the sensitivity charts indi-
cates only whether a detection can be made; achieving the
sensitivity level required to actually distinguish the spiral
features visually is much more challenging, and likely not
Figure 15. Same as Figure 10 but for CN 23/2 → 11/2.
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Figure 16. Same as Figure 10 but for CN 13/2 → 01/2.
Figure 17. Same as Figure 10 but for SO 67 → 56.
possible with ALMA across a large region of our parameter
space.
For example, the lowest sensitivity required to detect
spiral structure at a significant level (4σ) in our disc model
is 0.38 mJy beam−1, which is recovered for SO 67 → 56 (see
Figure 17). As sensitivity decreases with spectral resolution,
we use 977 kHz and the ALMA Sensitivity Calculator with
an optimal precipitable water vapour of 0.472 mm to deter-
mine that an on-source observation time of 6.7 hr is needed.
The top panels of Figure 18 show that, when we produce a
synthetic observation under these conditions, no spiral struc-
ture is visually apparent. This is because the visual distinc-
tion of spiral features requires the ability to resolve the con-
trast between arm and inter-arm regions, and therefore the
sensitivity needed is limited by the inter-arm flux. Adjusting
the noise accordingly, spiral structure can indeed be seen at
a 4σ level in the resultant channel maps as expected, which
is illustrated by Figure 18. The caveat here, however, is that
now we require a sensitivity of 0.175 mJy/beam, which im-
plies an on-source time of 31 hours. Hence, spatially resolv-
ing spiral structure in a nearby, protosolar-like gravitation-
ally unstable disc is potentially feasible, but will require a
dedicated observation.
3.1.3 Spectral resolution
If we relax the condition of spatially resolving the spi-
ral structure, and instead focus on spectrally resolving the
spiral structure, then much shorter observation times are
permissible. For example, the sensitivity required for a 4σ
detection of H2CO 30,3 → 20,2 in the spirals is approxi-
mately 2.3 mJy beam−1 when using a large beamsize (see
Figure 13). As a narrow channel spacing is preferable for
spectral resolution, we use a channel spacing of 31 kHz with
the ALMA Sensitivity Calculator, with automatic calcula-
tions of the precipitable water vapour and sky and sys-
tem temperatures, and determine that this sensitivity re-
quires an on-source observing time of ≈ 7.7 hr. If we adopt
a coarser velocity resolution of 244 kHz, which is still suffi-
ciently smaller than the linewidth across Figures 10–17, then
an on-source observing time of ≈ 1.0 hr is sufficient. This is
firmly within the capabilities of ALMA and is consistent
with the recent detection of molecules within low resolution
observations of young protoplanetary discs (e.g. Tobin et al.
2012; Ohashi et al. 2014; Sakai et al. 2014b, 2016; Tobin
et al. 2016).
The pressing question here is whether the spiral struc-
ture can be distinguished spectrally from such observations.
In order to investigate this we extract molecular line spectra
for the species we consider, across the different antenna con-
figurations, for a channel width of 244 kHz. We extract the
spectra from noise-free images at pixel positions in pairs that
are symmetric about x = 0, along the y = 0 axis, in order to
ensure a range of the disc morphology and structure is sam-
pled. The intention is to assess whether line features can be
distinguished with low angular resolution observations and,
if so, whether these line features can be attributed to the
spiral structure (as is the case for high angular resolution ob-
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Figure 18. Channel maps for SO 67 → 56 indicating whether
spiral structure can be visually distinguished for two different
sensitivities; the lower sensitivity is the noise we determined is
necessary to detect the spirals, whereas the higher sensitivity is
the noise required to detect the contrast between and arm and
inter-arm regions. The contours indicate levels of 4σ and the bot-
tom right panel indicates the physical scale of the observed disc
model, which is constant across all transitions shown.
servations) or instead are tainted by convolution. Finally, we
compare spectra taken from symmetrically positioned pix-
els in order to see if non-axisymmetric structure can be dis-
tinguished. Figure 19 shows the integrated intensity maps,
where the integration is performed from -12 to -1 km s−1 and
1 to 12 km s−1 in order to avoid the envelope contribution,
with the pixel positions overplotted for 13CO, at an inclina-
tion of 45◦, along with line spectra plots. This is intended
to serve as a representative example but the plots for all of
the transitions can be found at https://goo.gl/AVkHRj.
As can be seen in Figure 19, the line spectra convolved
with large beamsizes are not necessarily faithful to the un-
derlying spectral structure. This is because at the highest
angular resolution, spectra taken from the left and right
sides of the disc show a line feature either at positive or nega-
tive velocities (excluding the envelope centered at 0 km s−1)
due to either being red or blue-shifted in respect to the ob-
server. At the lowest angular resolutions, however, all spec-
tra exhibit features at both positive and negative velocities.
This finding applies to all of the transitions we consider,
which means that in order to achieve a compromise between
flux and spectral accuracy, intermediate beamsizes (in terms
of the beamsizes available with ALMA) are required.
At intermediate beamsizes, Figure 19 shows that over-
all the relations between line peaks originating in the blue-
shifted and red-shifted portions of the disc are maintained
from the highest angular resolution observations. Again this
is true for all of the molecular line transitions we consider,
and so intermediate angular resolution spectra could be
used, in theory, to infer the presence of non-axisymmetric
structure in a young, embedded disc. This is, however, de-
pendent on the noise level that can be reached in an obser-
vation.
In order to demonstrate that this hypothesis does hold
under realistic noise levels, we again use the ALMA Sensi-
tivity Calculator, with optimal atmospheric conditions, in
order to relate the sensitivity required for spiral detection
(see Figures 10–17) to a required on-source observation time.
For SO 67 → 56, for example, the sensitivity required to
detect spiral features in our disc model is 1.24 mJy/beam
when using an intermediate beamsize of 0.197 arcsec and
a spectral resolution of 244 kHz. Figure 20 shows the line
spectra extracted from a realistic synthetic observation per-
formed under these conditions, and as can be seen, the
non-axisymmetric features are recovered as expected. As
a result, we find that relatively short-duration ALMA ob-
servations should be perfectly capable of extracting non-
axisymmetric features in young, protosolar-like embedded
discs. Note, though, that this outcome becomes less reliable
as the disc approaches an edge-on inclination due to an in-
creased spectra complexity caused by the increased amount
of material along the line-of-sight.
We have implemented a simplistic envelope model when
performing the radiative transfer calculations in this paper,
which has permitted us to straightforwardly isolate the en-
velope contribution in most line spectra. However, several
molecular species have been observed to trace material flow-
ing out from discs and accreting onto discs, which could con-
taminate the recovered line spectra in more complex man-
ners. A method of combatting this is to use a high spec-
tral resolution so that the different kinematic components
can be disentangled, but, as the on-source observation time
increases with spectral resolution, a compromise will most
likely have to be made. An alternative method is to focus
on species that do not typically trace envelope accretion or
outflows, such as C17O and OCS.
3.1.4 Position-velocity diagrams
Whilst we have shown that non-axisymmetric structure
could be inferred from relatively low angular resolution ob-
servations via spectral analysis, concluding that this struc-
ture is spiral in nature, and therefore possibly driven by
GIs, requires more evidence. A particularly strong indicator
of spiral structure in Galactic simulations is the detection of
finger-like features in a position-velocity (PV) diagram (see
e.g. Bissantz et al. 2003; Rodriguez-Fernandez & Combes
2008; Li et al. 2016), and this can also be applied to GI-
active protoplanetary discs (Douglas et al. 2013). Therefore,
we produce noiseless PV diagrams for all of the molecular
transitions we consider in this paper, across our entire pa-
rameter space, in order to determine if identifying spiral
structure is theoretically possible. These can be found at
https://goo.gl/AVkHRj, but here we show the PV diagram
for SO 67 → 56 across a subset of angular resolutions as a
representative example.
Figure 21 shows the position-velocity diagram for SO
67 → 56 across various inclinations and antenna configu-
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Figure 19. Integrated intensity maps of 13CO 3→ 2 for different antenna configurations, with no noise included. Overlaid are crosses
denoting the positions of molecular spectra extraction, and these extracted molecular spectra are displayed below the intensity maps
for a spectral resolution of 244 kHz, normalised against the non-envelope flux minima and maxima. The intention of the noise-free line
spectra is to determine whether non-axisymmetric features persist across convolution with different beamsizes.
Figure 20. Integrated intensity map of SO 67 → 56 with an
on-source observation time of 2.5 hr. Overlaid are crosses denot-
ing the positions of molecular spectra extraction, and these ex-
tracted molecular spectra are displayed below the intensity map
for a spectral resolution of 244 kHz, normalised against the non-
envelope flux minima and maxima. The grey regions in the spec-
tra plots denote the noise level, which is 1.24 mJy/beam.
rations, for a channel width of 244 kHz. As can be seen,
near edge-on (90◦) inclinations are required to distinguish
finger-like structure in the PV diagram. Moreover, in gen-
eral high angular resolutions are also required, which, when
cross-referencing with the sensitivity chart (Figure 17) sug-
gests that if the spirals cannot be spatially resolved, then
they cannot be identified in PV diagrams either. However,
a caveat to this exists at intermediate beamsizes (i.e. 0.197–
0.105 arcsec for SO 67 → 56) because the high-contrast indi-
vidual fingers seen at the highest angular resolutions, which
directly trace the spiral structure, are essentially blurred
together at lower angular resolution. This results in asym-
metric absorption features extending to high positive and
negative velocities from the center of the PV diagram, which
suggests that non-axisymmetric structure exists within the
disc. This means that PV diagrams of intermediate-beamsize
ALMA observations could be used to infer the presence of
GI-driven spiral structure, even if the spirals cannot be re-
solved spatially.
As with the Sections 3.1.2 and 3.1.3, this result is in-
tended to foremost serve as a theoretical exploration into
the feasibility of detecting spiral structure. As discussed, in
real observations, it is only possible if the flux signal exceeds
the sensitivity, which is dependent on the on-source integra-
tion time. The sensitivity charts (see Section 3.1.1) can be
used with the ALMA Sensitivity Calculator to approximate
the on-source time required, which then indicates whether
an observation would be possible. In terms of PV diagrams,
for SO 67 → 56, for example, inferring the presence of spiral
structure from the bottom right panel of Figure 21 requires
a sensitivity of 0.02 mJy/beam. Under optimal atmospheric
conditions, this sensitivity requires an on-source observation
time of just over a year, which is clearly not feasible. If in-
stead we use a larger beamsize, such as 0.197 arcsec, then
spiral structure can still be inferred and the on-source time
is reduced to 19 hr, which could potentially be achieved given
a dedicated observation. This means that confirming spiral
structure from PV diagrams of young, embedded protosolar-
like discs is currently extremely challenging, but potentially
affords shorter observations when compared to spatially re-
solving spiral features (with the caveat that the disc must
be highly inclined).
3.2 Significance of absorption features
All spectroscopic features detected in non-edge-on discs ob-
served around T Tauri stars are emission features (e.g.
Williams & Cieza 2011; Ansdell et al. 2017). This is be-
c© 0000 RAS, MNRAS 000, 000–000
16
Figure 21. Position-velocity diagram for SO 67 → 56 across different disc inclinations and beamsizes, for a spectral resolution of 244 kHz.
The top right panel indicates the position and velocity ranges of the observed disc model, which are constant across all panels.
cause an irradiation-dominated disc has a surface tempera-
ture that is higher than its interior temperature, even when
viscous heating is included in models via the α-disc prescrip-
tion. Here, however, we use a disc model that is viscosity-
dominated because we are focusing on the earliest and most
observationally-challenging stages of disc formation. As a
result, we recover cooler surface layers obscuring a hot mid-
plane, rather than the warm surface layer seen in observa-
tions and simulations (see e.g. Henning & Semenov 2013,
and references within), which means the majority of our
disc model is seen in absorption. From this we propose that
absorption could be a signature of a young, embedded pro-
toplanetary disc dominated by viscous heating.
Because the temperature falls off as roughly r−0.5 in
the α-disc prescription, the detection of absorption across
the majority of the extent of the disc would imply that this
viscous heating is global in nature. As we show in Paper
I, gravitational instability can drive global shock heating
throughout the disc that warms the midplane to large radii.
Therefore, although confirming non-axisymmetric structure
is certainly a challenge in young, embedded discs, inferring
the development of gravitational instability from low reso-
lution absorption signatures may still be possible.
However, an unwanted consequence of absorption fea-
tures is that, at low angular resolution, emitting and ab-
sorbing regions can be blended together, which will obfus-
cate the observed flux. Consequently, these opposing regions
could destructively interfere, greatly reducing the flux that
is received. This could then indicate that the observed sys-
tem possesses a much weaker flux than it really does, which
could essentially mimic the effects of depletion. As the study
of depletion of volatile species is an important topic in proto-
planetary discs (e.g. Kama et al. 2016a,b), ensuring reliable
fluxes are recovered from observations is of pivotal impor-
tance. Thus, care should be taken to account for the effect of
overlapping absorbing and emitting regions when analysing
integrated line intensity maps and line spectra.
The absorption features we recover from our disc model
originate in the surface layers of the disc. This is due to,
firstly, the high optical depths of the continuum even at the
lowest frequencies we consider (see Paper II), and secondly,
because the optical depths of all the transitions we feature,
including less abundant CO isotopologues, are very large as
shown in Figure 22. Consequently, it is important to empha-
sise that such high optical depths will lead to systematic un-
derestimates of column densities and disc masses. Recently,
Yu et al. (2017) found high optical depths in a (gravitation-
ally stable) 0.03 M protoplanetary disc model that lead to
underestimated disc masses even in the most optically thin
CO isotopologue they consider, C17O. Moreover, Miotello
et al. (2017) found that the optical depth effects will be
larger (and more complex) for more massive discs, and hence
the mass will be more severely underestimated.
We note that in this work we have assumed that the
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Figure 22. Optical depth at v = -1.2 km s−1 for each molecular transition, at an inclination of 15◦, calculated from the LIME images
directly. The bottom right panel indicates the physical scale of the disc model, which is constant across all transitions shown.
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gas and dust temperatures are equivalent within the model
disc. However, if this assumption is inaccurate and the dust
temperature is significantly lower than the gas temperature,
then molecular line fluxes may be seen in emission, rather
than absorption as we have shown. However, this quandary
essentially simplifies to whether the kinetic temperature is
equivalent to the excitation temperature, which is the con-
dition for LTE. As we have shown in Section 2.7 that LTE is
appropriate for our disc model across the low energy transi-
tions, our assumption of thermal balance should be valid (see
also Yu et al. 2017, Appendix A). If higher energy transitions
are observed, or the disc is assumed to be less embedded,
then the gas and dust temperatures may become decoupled,
resulting in the disc being seen in emission.
3.3 Comparison with other studies
Douglas et al. (2013) explored the observability of spiral
features in a more massive, gravitationally unstable, disc
(0.39M; Ilee et al. 2011) than we consider. The authors con-
clude that spiral features are detectable in absorption across
a large parameter space. However, the sensitivities the au-
thors adopt were calculated for a bandwidth of 1.875 GHz,
which is the available bandwidth of the basebands within the
ALMA band receivers, rather than the expected linewidth
of each transition as is appropriate (approximately 350–
450 kHz across the frequencies listed in their Table 1). Hence,
their sensitivities are significantly higher than we find, mean-
ing Douglas et al. (2013) report much shorter observation
times are required than we report in this paper. Neverthe-
less, our results agree with the detection of a disc in ab-
sorption and confirm that, in principle, spiral features can
be inferred from observations of protoplanetary discs both
spatially and spectrally if the signal-to-noise ratio is high
enough.
Seifried et al. (2016) used 3D magnetohydrodynamics
to simulate the collapsing of two different sized molecular
cores into protoplanetary discs systems. Their model 2 fea-
tures a Bonnor-Ebert sphere envelope, as we have used, and
evolves to form a single 0.62 M protostar and a disc with an
approximately 70 au radius, both of which are comparable
to our disc model. The authors use RADMC-3D to produce
line images for different molecular transitions, and then use
CASA to synthesise observations of these line images across
different observing times, angular resolutions, inclinations
and weather conditions. Overall, the authors conclude that
Class 0 discs should be observable in numerous molecular
transitions, across a wide range of observational parameters.
However, no structural detail is apparent in the integrated
intensity maps for their model 2, although this is partly due
to the fact that the model 2 disc remains gravitationally
stable, and hence does not develop strong spiral features.
On the other hand, the model 1 disc, which is most likely
much more massive than our disc model, does contain non-
axisymmetric structure, but this structure is only partially
reflected in the integrated intensity maps. Therefore, this
supports our findings that spatially resolving spiral features
is extremely challenging in protosolar-like discs.
The integrated intensity maps in Seifried et al. (2016) all
show line flux in emission, whereas for our disc model we see
the majority of line flux in absorption. A potential explana-
tion for this discrepancy is that the authors assume constant
abundances for all species they consider, whereas we have
shown in Paper I that spiral shocks have a significant effect
on the abundances of many molecular species. However, this
should only affect the contrast between the spiral and inter-
spiral regions in their intensity maps, rather than convert
emission to absorption. Moreover, the authors adopt lower
abundances, which are more in-keeping with our peak abun-
dances, and find similar results in emission. If the Seifried
et al. (2016) disc models were not GI-active, then this would
offer a relatively simple alternate explanation. However, the
authors report that their disc models are gravitationally un-
stable and do indeed develop the signature spiral structure.
Therefore, we instead posit that the amplitudes of the spi-
ral density waves in their disc models are lower than in the
disc model we consider, which means the midplane regions
are likely not heated as significantly by global shocks; hence
the upper layers are warmer and the discs are seen in emis-
sion. These lower amplitudes may result from suppression
of the GI activity caused by the inclusion of a magnetic
field in the Seifried et al. (2016) disc models. But, as the
interaction between MRI turbulence and GI turbulence is
currently largely unknown, more simulations are required
to constrain the conditions under which young, embedded
protoplanetary discs will be seen in absorption.
4 CONCLUSIONS
4.1 Radiative transfer calculations
We have produced line flux maps of a protoplanetary disc
model using LIME and in Section 2 have explored how to
attain accurate images. This involved making adjustments
to the default sampling behaviour of LIME, comparing LTE
treatment to non-LTE treatment, and determining the fre-
quencies that reliably reflect the disc composition. The main
results from this section are:
• Specialised grid construction can improve the ac-
curacy of molecular line images produced with LIME. We
find that a custom sampling routine affords the most con-
vergent line flux images for our gravitationally unstable disc
model, which combines rectilinear sampling of the disc with
the restriction of grid points at τ > 3.
• A convergence test should be used to find the num-
ber of grid points necessary to produce an accurate line flux
image. This is model dependent but for our young, gravita-
tionally unstable disc model, we find that a minimum of 1
× 106 points should be used. Note, however, that more grid
points are always preferable if the computational cost can be
afforded. Incidentally, this number of points is larger than is
necessary in the continuum due to the increased complexity
of radiative transfer calculations when considering line flux.
• Performing radiative transfer calculations for line
fluxes can be extremely computationally intensive due to
the coupled nature of the intensity, absorption and emission
coefficients, and the level populations. A significant speed-
up can be made if LTE is adopted, but the validity of this
approximation should be checked by comparing the num-
ber density of the emitting regions to the critical density
(or effective excitation density). One can also compare the
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LTE run to a full non-LTE run in order to ensure the re-
sults are not significantly divergent; we find that non-LTE
and LTE runs are congruent, and hence LTE is an accurate
approximation for our disc model.
• The frequency of a spectral feature can significantly
affect the location of the observable emitting regions. At
large frequencies the optical depth is higher, which means
that less of the disc material is probed by observations.
Consequently, the observed flux will originate from nearer
the surface of the disc and hence closer to the critical den-
sity boundary, which degrades the applicability of LTE.
Therefore we recommend observing embedded protoplane-
tary discs at low frequencies.
• The resolution and extent of the abundances should
be sufficient to encompass the emitting regions, as otherwise
the reliability of line images can be questioned. This could
have implications for simulations that distribute fluid ele-
ments by mass or density because the emitting regions can
be located in low density regions, particularly at large fre-
quencies, and hence may not be well sampled.
4.2 Synthetic observations
In Section 3 we produced noiseless synthetic observations of
our disc model by convolving the LIME images with a 2D
Gaussian beam, across a large parameter space consisting
of different molecular transitions, antenna configurations,
spectral resolutions and disc inclinations. We assumed our
observations are perfect, i.e. no noise present, in order to de-
termine the sensitivity that is required for a detection. Our
model represents a 0.17M protoplanetary disc that sur-
rounds a 0.8M protostar likely to evolve into a Solar-like
star. As a result our work may be indicative of observations
of an object similar to our early Solar System. The main
results from this section are as follows:
• All transitions we consider trace spirals to an extent
in noiseless observations with high angular resolutions. How-
ever, reflection of spiral structure in integrated line intensity
maps does not necessarily correlate with the underlying dis-
tribution of the species. Therefore, it is imperative that ra-
diative transfer calculations are performed when considering
line emission and absorption.
• The gravitational instability within our model disc
drives spiral density waves that shock-heat the disc material
globally. As a result, because we assume the disc is heavily
embedded, we find the disc is comprised of cooler surface lay-
ers obscuring a hot midplane. Consequently, the disc is seen
primarily in absorption across all transitions we consider.
Therefore, absorption, which can be attributed to infalling
material, could also be a signature of GI in Class 0 sources.
• The fact that our gravitationally unstable disc is
seen in absorption could introduce complications for low an-
gular resolution observations. This is because emitting and
absorbing regions for a particular transition could blend to-
gether, reducing the overall flux that is detected. This could
then affect further analysis and lead to erroneous conclu-
sions such as the presence of significant depletion in molec-
ular species.
• All the molecular transitions we consider are sub-
stantially optically thick (τ > 102) in our disc model, even
at the lowest frequency implemented (113 GHz; Band 3
of ALMA) and for the least abundant molecule (HCO+).
Therefore, the flux detected is only tracing the upper layers
of the disc, which means that estimates of column densities
and disc masses derived from line emission or absorption
in young, embedded sources will most likely be significantly
underestimated.
• The sensitivity required to detect absorption orig-
inating in spirals increases with frequency due to the in-
crease in optical depth. The sensitivity also increases with
abundance, albeit in a non-linear way determined by the
‘curve of growth’. Therefore, higher frequency transitions of
more abundant isotopologues should afford easier absorption
flux detections in young, embedded gravitationally unstable
discs. However, the increased optical depths mean that less
of the disc material is probed, which will lead to even larger
systematic underestimates of column densities and therefore
disc masses.
• The sensitivity required for a spiral feature detec-
tion does not depend on the spectral resolution used, assum-
ing the spectral resolution is smaller than the linewidth. The
caveat to this is if the observed line spectrum is contami-
nated by the envelope flux contribution, which we found oc-
curred for most species when using large angular resolutions
in conjunction with large velocity resolutions. Therefore, be-
cause on-source observing time increases as channel spacing
decreases, we recommend to observe young protoplanetary
discs with a spectral resolution of 244–488 kHz.
• Spatially resolving the spiral structure in a GI-
driven, protosolar-like disc is possible using molecular lines
when the beamsize is comparable to the width of the spi-
ral arms, i.e. at high angular resolutions. However, in this
case, the sensitivities required for a significant detection re-
sult in a minimum on-source time of 30 hr. Therefore, this
technique may only be appropriate if ALMA changes to a
deep-scan mode in the future.
• Spectrally resolving the spiral structure in a GI-
driven, protosolar-like disc may be possible if intermediate
beamsizes (e.g. 0.15 arcsec for 13CO 3→ 2) are adopted; at
lower angular resolutions the line spectra are altered too
much by convolution. Non-axisymmetric structure can be
inferred from detected spectra if symmetric positions within
the disc show different peak amplitudes, which is possi-
ble given a relatively short minimum on-source observa-
tion time of 1 hr. Therefore, ALMA should be readily able
to spectrally detect non-axisymmetric structure in young,
protosolar-like discs. Note, however, that it is not possible
from these results to reliably conclude that the structure is
GI-driven.
• Direct confirmation of GI-driven spiral structure is
achievable via PV diagrams with an source-time of 19 hr
if intermediate beamsizes are adopted. This is because, for
nearly edge-on inclinations, finger-like features can be iden-
tified that directly correlate to spiral structures. Hence, with
current instruments, PV diagrams probably offer the most
promising means for confirming the presence of GI-driven
spiral structure in young, embedded protoplanetary discs.
In this series of papers we have investigated the evolu-
tion of a gravitationally unstable disc within a Class 0 object
that may be analogous to our early Solar System. We have
performed 3D modelling of the dynamics and chemistry, fol-
lowed by synthesis of accurate continuum and line obser-
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vations, which have allowed us to study the connection be-
tween hydrodynamic instabilities, subsequent chemical evo-
lution, and the resulting changes in observational character-
istics for this protosolar-like system. We have shown that
GI-driven shocks have a transient and permanent effect on
disc structure and disc chemistry, and produce a chemically
rich midplane in stark contrast to the ‘gas-phase desert’ re-
covered in simulations of more evolved discs (see Paper I).
The spiral features in our gravitationally unstable disc
model can be readily detected by ALMA in the continuum
(see Paper II), although these dust features are likely indis-
tinguishable from alternate mechanisms that produce spiral
structure, such as unseen companions (see e.g. Meru et al.
2017); hence the conclusion of GI as the driving mecha-
nism is dubious. However, if continuum observations can be
complemented with line images that reveal coincident non-
axisymmetric structure, which we have shown in this paper
is possible with ALMA observations of low frequency line
transitions, then this implies that both the dust temper-
atures and molecular abundances are locally enhanced. In
this case, a much stronger argument can be made for the
existence of global-scale spiral shocks that drive turbulence
in a disc, likely caused by GI.
In the near future, the continual advancement in angu-
lar resolution and sensitivity of submillimetre interferome-
ters such as ALMA, and the introduction of new near/mid-
infrared instrumentation such as MIRI (Mid-InfraRed In-
strument) on JWST (James Webb Space Telescope, to be
launched in 2019) and the proposed European Extremely
Large Telescope (E-ELT, first light planned for 2024), and
new radio instrumentation like the proposed SKA (Square
Kilometer Array, phase one operations scheduled for 2020)
will increase the likelihood of unequivocally confirming the
presence of gravitational instabilities in young, embedded
protoplanetary discs. And, whilst this goal is challenging to
accomplish, it is certainly worthwhile as it will enhance our
understanding of the early stages of protoplanetary disc evo-
lution, which will consequently shape the knowledge of later
processes such as planet formation and the production of
pre-biotic molecules that are direct descendants of life.
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APPENDIX A: NON-LTE CONVERGENCE
When non-LTE is adopted in LIME, there is no convergence
threshold that, once surpassed, terminates the calculation of
level populations. Instead, the user can set par→nSolveIters
to dictate how many iterations will be performed. LIME
does, however, calculate a signal-to-noise ratio for each grid
point using the current iteration’s level population and the
standard deviation of the mean of the past five iterations’
level populations. This information could be used to develop
a convergence criterion, e.g. iterating stops once 90 per cent
of grid points have reached a signal-to-noise ratio that ex-
ceeds 100, but this is beyond the scope of the current re-
search. Instead, we explore the signal-to-noise ratio of the
grid points as the number of iterations increases, and use this
information to determine how many iterations we should use
in our non-LTE runs to ensure a convergence level is reached.
As Figure A1 indicates, this convergence level appears to be
reached by five iterations, but in order to err on the side of
caution we use ten iterations for our non-LTE runs.
APPENDIX B: ALMA SPECTRAL
RESOLUTION
2 https://almascience.eso.org/documents-and-
tools/cycle5/alma-technical-handbook
Table B1. Spectral resolution and channel spacing in kHz for dif-
ferent correlator bandwidth modes and channel averaging factor,
N . Adapted from the ALMA Technical Handbook2.
Usable
bandwidth [MHz]
Spectral resolution
(channel spacing) [kHz]
N = 1 2
1875 977 (488) 1129 (977)
937.5 488 (244) 564 (488)
468.8 244 (122) 282 (244)
234.4 122 (61) 141 (122)
117.2 61 (31) 71 (61)
58.6 31 (15) 35 (31)
Table B1 shows the spectral resolution attainable for ALMA
for different usable bandwidths and channel averaging fac-
tors. Hanning smoothing is applied here, which results in
a spectral resolution two times the channel spacing. As a
result, it is recommended to increase the averaging factor,
and therefore decrease the number of channels, because this
results in a smaller loss in final resolution. However, in this
paper we use N = 1 in order to provide the most optimistic
results, but note that this would require justification in an
observational proposal.
APPENDIX C: FLUX DEPENDENCIES
Figure C1 shows the optical depth and example line spec-
tra for different low energy transitions for the CN molecule,
whereas Figure C2 shows the optical depth and example line
spectra for different isotopologues of the CO molecule. Both
figures together demonstrate that lower frequency transi-
tions and lower abundance isotopologues are less optically
thick; hence the absorption features are not as deep. At very
high optical depths, certain transitions can become satu-
rated. In this scenario, as is demonstrated by the orange line
spectra in Figure C2, the absorption feature widens rather
than deepens with increased optical depth.
We emphasise here that the line optical depths for the
transitions shown in Figures C1 and C2 are very large (τ
> 100 at v = -1.6 km s−1). Therefore, in young, embed-
ded protoplanetary discs, even low frequency or low abun-
dance isotopologues are likely to be optically thick. Conse-
quently, only the surface layers of the disc are being probed,
and properties derived from observations of Class 0 sources
should account for this accordingly.
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Figure A1. Histograms of the signal-to-noise ratios of different energy levels (i.e. J number) for C17O 1→ 0 as the amount of iterations
of level population calculations increases. A converged distribution is reached by 5 iterations. The non-LTE LIME run shown here uses
1 × 106 grid points and Sampling2.
Figure C1. Comparison of CN absorption across different low-energy line transitions. The top panels show the optical depth at v =
-1.6 km s−1 for each molecule and the bottom panels show the line spectra at the pixel positions shown in the top panel, which is the
same across all transitions. The dotted gray line on the bottom panels marks v = 1.6 km s−1. These panels are produced for LIME
images with no convolution applied.
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Figure C2. Same as Figure C1 but for different CO isotopologues absorption.
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