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Abstract 
European emission reduction policies are the main drivers of the deployment of grid-connected renewable 
energy technologies. As the penetration of these devices increases some negative impacts, such as 
Photovoltaic (PV) induced voltage rise, become more prevalent. This can result in reduced PV utilisation 
due to overvoltage tripping of inverters. Some grid operators are implementing changes to grid-connected 
inverter standards that specify new operating modes, such as non-unity power factor operation or voltage-
dependent power reduction, as a solution. However, this could further reduce utilisation and start to affect 
the economic efficiency of government incentive schemes. An alternative solution is to increase local 
demand during periods of peak PV generation. 
This dissertation analyses the effectiveness of using next generation smart grid technologies (Transactive 
Energy), together with flexible loads, as a mechanism for reducing PV-induced voltage-rise. A co-
simulation platform is developed that couples a Transactive Energy (TE) simulator (PowerMatcher) to a 
load-flow grid simulator (PyPower) to undertake the analysis. Software models including, a lithium-ion 
battery, inverter, grid LF, residential load, and a configuration program are developed and validated. 
The co-simulations show that PV voltage rise is highly dependent on equivalent impedance, local load as 
well as the penetration of PV systems and solar irradiance. TE is a promising solution that can reduce 
voltage rise and therefore enable existing infrastructure to support additional PV penetration. However, 
for the method to be effective, sufficient demand capacity and flexibility is required. 
PV inverters with reactive power capabilities are also proposed to provide voltage support. However, low 
cable reactance and X/R ratio of the underground cables analysed, resulted in reactive power flow having 
little impact on voltage levels. Additionally, the benefits of utilising TE battery storage is assessed as an 
additional means of voltage support. Future TE developments should focus on the forecasting of PV 
generation, demand, and its flexibility to ensure optimal utilisation of limited flexible resources.  
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1 Introduction 
 This document constitutes a masters level dissertation in partial fulfilment of the requirements for 
the Master of Renewable Energy. This dissertation has been conducted as part of an internship with the 
Dutch Institute of Applied Sciences (TNO). The introduction has been divided into two parts. Firstly the 
reader will be introduced to the structure of this document and be shown how to navigate between 
sections, references, and appendices. Then Section 1.2 provides the reader with background information, 
such as PowerMatcher, and on the TNO VALUEFlex project. Then in Section 1.2, an overview of the 
research is presented including the scope, research objectives, scenarios, and methodology. 
1.1 Background 
 Climate change policies of governments around the world are increasingly presenting renewable 
energy technologies as one solution to reduce Greenhouse Gas (GHG) emissions. The 2015 United 
Nations Climate Change Conference committed the European Union to a 40% reduction of 1990 
emissions levels by 2030, as part of the Paris Agreement [1]. For European governments to meet their 
intended nationally determined contributions, electricity infrastructure must undertake a transformation 
from large, centralised, Fossil Fuel (FF) based generation to smaller Distributed Renewable Energy 
Technologies (DRET). This transition drastically changes the electricity system architecture. Traditionally 
power flows in a single direction from a few large generators to many distributed loads, but today’s grid 
must support dual-directional power flow, resulting from the penetration and availability renewable of 
energy resources. Figure 1 below illustrates the IEEE vision of this transition and the associated increase 
in system complexity, including DRET, bidirectional power flow, electric vehicles, demand response 
capable loads, hydrogen energy storage and fuel cells. 
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Figure 1: IEEE Vision of the Electricity Grid Transition [2] 
Typically electricity systems have little or no energy storage, a consequence of electric storage 
technology cost. Energy storage can be achieved outside the electrical system using stockpiles of FF’s or 
large pumped hydropower facilities. The lack of energy storage means that generation and load need to 
match to maintain reliable grid operation, known as demand/supply balancing. Current grid control 
systems accomplish this by adjusting the supply in response to a continuously changing customer 
demand. Adding more and more DRET to the grid reduces the stability of this balancing, as these 
generators are inherently less predictable on account of their variable renewable energy sources. The 
traditional solution to this problem is to increase the amount of reserve capacity generators connected to 
the grid [3]. These generators are usually medium-sized FF based and can be ramped in response to 
dispatch commands from grid operators. However, adding extra, expensive, FF-based, reserve capacity 
generators is not an economical solution to a problem that stems from our goal of reducing GHG 
emissions. 
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For correct safe and stable operation, electricity supply is required to be controlled within certain limits 
(frequency, current and voltage). This is vital for the proper operation of grid equipment and consumer 
loads that require a minimum level of power quality [4].  
A major aspect of power quality is the system’s voltage levels, and more importantly the voltage at a 
customer’s point of connection. If this voltage is too high, end user devices can become damaged from 
overheating or it can result in a shortening of its service life. Conversely, if the voltage is too low 
operation may be impaired (reduced output/work) or fail to operate at all, for example when loaded 
motors fail to start. For this reason, the distribution grid operator needs to provide end users with a 
voltage within a specified range, usually within ±10% of a nominal value, such as the 230V (line to 
neutral voltage) used here in the Netherlands. 
The distribution system voltage is primarily controlled using transformer tap changers, which can increase 
or reduce the output voltage by changing the turns-ratio of the transformer. Typically, power is distributed 
using 10/0.4kV transformers supplied by 10kV ring-connected cables. Final distribution from the 
transformer generally consists of radial, Low Voltage (LV) cables known as distributors. 
1.1.1 Photovoltaics and the Overvoltage Problem 
 Traditional centralised power generation results in highly unidirectional power flow from large 
generators to small distributed loads. This results in a voltage drop from the transformer to the customer, 
who is connected using radial distributor cables. To ensure all customers receive sufficient voltage at their 
point of connection, a fixed (off-load) tap changer is commonly used to increase the voltage at a 
transformer’s low voltage busbar. However, with high penetration levels of grid-connected PV, the 
direction of power flow can reverse.   
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Figure 2 below illustrates a simplified model of a grid-connected PV system. The distribution transformer 
is represented as an infinite bus on the right-hand side. Resistance (R) and inductance (L) represent the 
distributor cable impedance. The variable load impedance on the left-hand side represents a typical 
residential load. The PV system is connected at the end of the distributor using a DC to AC inverter. 
 
Figure 2: Simplified Diagram of a Grid-Connected Residential PV System 
During periods in which local load exceeds the PV generation, power, and hence current, flows from the 
infinite bus to the load along the distributor cable (opposite direction to that shown in Figure 2). The PV 
inverter terminal voltage 𝑈1⃗⃗⃗⃗  ⃗ can be calculated using Equation 1. 
𝑈1⃗⃗⃗⃗  ⃗ = 𝑈2⃗⃗⃗⃗  ⃗ + 𝐼 ∙ (𝑅 + 𝐽𝑋)                               ............. Equation (1) 
The voltage drop across the reactance X and the resistance R is given by 𝑈𝑥⃗⃗ ⃗⃗   and 𝑈𝑟⃗⃗ ⃗⃗  respectively. These 
voltage phasors can be calucated using Equation 2 and 3 below. 
𝑈𝑥⃗⃗ ⃗⃗  =  𝐼 ∙ 𝐽𝑋                                           ............. Equation (2) 
𝑈𝑟⃗⃗ ⃗⃗ =  𝐼 ∙ 𝑅                                             ............. Equation (3) 
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Substituting 𝑈𝑥⃗⃗ ⃗⃗   and 𝑈𝑟⃗⃗ ⃗⃗  into Equation 1 we get Equation 4. 
𝑈1⃗⃗⃗⃗  ⃗ = 𝑈2⃗⃗⃗⃗  ⃗ + 𝑈𝑥⃗⃗ ⃗⃗  + 𝑈𝑟⃗⃗ ⃗⃗                                ............. Equation (4) 
The phasor diagram in Figure 3 can now be constructed using Equation 4. However, during periods of 
high solar irradiance and low load, PV generation can exceed local demand and result in reverse power 
flow from the residence to the grid along the distributor cable. 
 
Figure 3: Phasor Diagram for Simplified PV Model – Load > PV Generation 
Figure 4 below illustrates the resulting phasor diagram that occurs during reverse power flow. The 
direction of the current has reversed, resulting in a rise in the PV inverter terminal voltage 𝑈1⃗⃗⃗⃗  ⃗. 
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Figure 4: Phasor Diagram for Simplified PV Model - Load < PV Generation 
There are some traditional solutions to the PV-induced overvoltage problem. First of all the penetration of 
PV can be restricted by the electricity authority. Alternatively, PV inverter outputs can be automatically 
reduced when the terminal voltage rises above a certain threshold. However, this is counterintuitive as it 
limits the ability of PV, as a renewable technology, to contribute to GHG emission reduction policies. 
Other solutions, such as increasing the size of LV distributor cables and placing automatic tap changers 
on MV/LV transformers, are expensive and can only be effectively applied to new installations or 
refurbishments. An alternative local solution to reduce reverse power flow is to increase local demand 
during periods of high PV output. This type of service is known as demand side management and could 
be automated through the use of a next generation Smart Grid (SG) known as Transactive Energy (TE).   
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1.1.2 Smart Grids 
Traditional electricity systems are fundamentally controlled using the same techniques implemented a 
hundred years ago when electricity was widely adopted. Smart grids utilise Information and 
Communication Technologies (ICT), such as high-speed communication networks, embedded sensors, 
and microprocessor control. This provides system operators with faster access to more grid information 
and automation of some functions.  
 Traditional Grid Smart Grid Transactive 
Protection System Electro-mechanical Digital Congestion management 
Communication Flow One-way Two-way Multi-Agent 
Energy Flow Centralised/Unidirectional Some Multidirectional Flow Distributed/Multidirectional 
System Information Few Sensors Many Sensors Sensors in Everything 
Monitoring Manual Automated  Internet of Energy 
Restoration  Manual Automated  Automated 
Contingency Operation Load Shedding/Circuit 
Breaker 
Adaptive Islanding Adaptive Islanding 
Control Limited and Centralised Pervasive  Market Based 
Customer Interaction Limited  Usage Monitoring Demand/Prosumer Response 
Table 1: Comparison of Traditional and Smart Electricity Grids [5] 
Fang [5] provides a good comparison between a traditional electricity grid and a smart grid (refer to Table 
1). Many of the smart grid features have already been integrated into electricity grids around the world 
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through the dissemination of ICT technologies within protection relays, and Supervisory Control and 
Data Acquisition (SCADA) and communications systems. Demand response control has also been used 
by system operators for congestion management. Traditionally this is a centralised scheduling of loads, 
such as electric hot water heaters using a ripple signal superimposed on the grid voltage [6]. In critical 
contingency situations, system operators may also disconnect some customers to maintain supply quality. 
This is known as load shedding and is centrally controlled in distribution grids. However, as the grid 
continues to transform from centralised to distributed, implementing these functions will become 
exceedingly complex and costly. 
Transactive Energy provides a possible solution to this problem by combining control theory, ICT and 
electronic economic markets to create an advanced smart grid. By adding TE to Table 1, a comparison 
can be made between the features and functionality of traditional, smart and TE enabled grids. The TE 
smart grid transmits more information on a faster communication network from more sensor nodes, 
including market pricing and real-time metering [7]. This provides all customers, large and small, access 
to a TE market platform to buy and sell energy and respond to changes in market price. By providing end 
customers access to a real-time energy market, automated demand response to fluctuations in the cost of 
energy can be implemented by small end-use consumers/prosumers. A grid customer that can both 
produce and consume energy has become referred to as a prosumer. 
  
1.1.3 Transactive Energy 
The GridWise Architecture Council (GWAC) was created by the United States Department of Energy to 
stimulate interoperability between the many stakeholders involved in the everyday operation of the 
electric power system. These include operators of the generation equipment, transmission and distribution 
systems, as well as customers, energy retailers, market operators, regulators and ancillary service 
providers [8]. The GWAC defines Transactive Energy (TE) in its framework as: 
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A system of economic and control mechanisms that allows the dynamic balance of 
supply and demand across the entire electrical infrastructure using value as a key 
operational parameter [9]. 
 
Here the term “value” can be interpreted as a market price of energy. Alternatively, it could be viewed as 
the marginal cost of electricity generation. It can also be interpreted as the cost of operating, maintaining 
and upgrading electricity grid infrastructure. Value could also refer to a consumer’s willingness to pay for 
a certain service, such as HVAC or hot water. 
The above TE definition is quite broad and could be used to describe the liberalised, deregulated 
electricity markets that are common today. This is a result of TE utilising forward and spot transaction 
mechanisms used in wholesale electricity markets. Current wholesale markets are only accessible by the 
largest producers and consumers. This gives rise to market inefficiency, which needs to be corrected 
using government intervention in the form of regulation. TE seeks to solve this inequity by creating a 
market that is accessible to all parties, regardless of their size and market influence. An alternative 
definition of TE can be found in the Smart Grid Dictionary: 
A software-defined grid managed via market-based incentives to ensure grid reliability 
and resiliency. This is done with software applications that use economic signals and 
operational information to coordinate and manage devices’ production and/or 
consumption of electricity in the grid. Transactive energy describes the convergence of 
technologies, policies, and financial drivers in an active prosumer - where prosumers are 
buildings, EVs, micro-grids, VPPs or other assets [10]. 
This definition uses the term ‘market-based incentives’, which is in line with the GWAC definition “using 
value as a key operational parameter”[9]. The definition also explains that economic signals are used to 
control a device’s production/consumption. Another definition can be found in the TransAct research 
project proposal [11], which defines a transactive energy system as one where: 
mid to small-sized electricity consuming or producing devices automatically negotiate 
about their actions with each other, with devices in the physical network and with 
dispatch systems of energy suppliers through efficient and scalable electronic market 
algorithms[11]. 
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The above definition places TE firmly within the distribution system and includes negotiations between 
consumers, suppliers and physical grid infrastructure. This definition also emphasises the importance of a 
TE system being scalable to many millions of devices that are found in the distribution grid. Although 
these three definitions differ considerably, some being quite broad like the GWAC definition and others 
more specific like the TransAct one above, many common themes exist.  
In its most simplified form, TE is a network of smart energy control devices that communicate economic 
and load signals to optimise energy consumption and cost within the users’ constraints [7]. This type of 
TE system would be installed over a small geographical area, such as a single residential development, or 
suburb. The benefits of such a TE system have been made evident through many small-scale pilot 
research projects, such as the PowerMatching City research project in The Netherlands [12] and the Pecan 
Street project in Austin Texas [13].  
By connecting the DRET systems of small end users to a local TE market, customers are incentivised 
(through lower energy prices) to increase their consumption, which in turn should reduce voltage rise and 
the occurrence of PV induced overvoltages. TNO has developed a TE based smart grid platform known as 
PowerMatcher. 
1.1.4 Introduction to PowerMatcher 
Current grid operators utilise centralised, supply-side balancing control to match supply and demand. An 
alternative solution is to include flexible demand into the balancing control mechanism. These loads can 
vary their consumption in response to system control signals helping to balance supply and demand. The 
operation of these loads is known as Demand Response (DR) and is defined as the capability of an 
electrical load to regulate its operation in response to a control signal [6]. It is often beneficial to combine 
demand response capable loads with energy storage and DRET’s. 
The core of PowerMatcher (PM) is a decentralised algorithm that is capable of balancing demand and 
supply by interfacing generators and loads to a common energy market using modern ICT. This way, 
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individual generators and consumers (whether large or small) can make decisions on their electricity 
consumption in response to changes in market price. The PowerMatcher algorithm accomplishes this by 
combining economic and distributed control theories into a single scalable algorithm based on a MAS 
(Multi-Agent System) topology. 
1.1.5 The VALUEFlex Project 
VALUEFlex is a TNO smart grid project that aims to design a co-simulation software platform that 
combines a demand response simulator with a grid Load Flow (LF) calculator, enabling the user to 
analyse the physical grid benefits, or value, of different demand response algorithms in a single software 
platform. 
The Author’s role in the VALUEFlex project was to assist with software model development and conduct 
beta testing. After development and beta testing was complete, the software was validated by comparing 
simulation results to the results found in PM publications. This software package was then used to 
conduct the research required for this dissertation. Section 1.2 provides an overview of the dissertation, 
including definitions of the primary and secondary research objectives, methodology and scope. 
1.2 Dissertation Overview 
This section defines the scope of the dissertation, outlining the main research questions to be investigated 
and providing the reader with an overview of the research methodology. This dissertation assumes the 
reader has a basic knowledge of electricity grids and their operation.  
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1.2.1 Scope 
The dissertation was required to be conducted within the TNO VALUEFlex project. With this in mind, 
the focus needs to be kept within the context of the project and the DRET integration issues being faced 
by distribution authorities here in The Netherlands.  
The primary research question of this dissertation is defined as: 
 
This research question narrows the scope further by limiting the investigation to residential distribution 
grids and demand response technologies that typically exist within households in The Netherlands.  
1.2.2 Research Objectives 
The main objective of the dissertation is to answer the primary research question above. However, to do 
so it is important to consider the following secondary research questions: 
 
 
To what extent can transactive energy smart grid technologies reduce the negative impact of 
photovoltaics on voltage levels within low voltage residential distribution grids? 
 
2. How do different levels of PV penetration negatively impact voltage levels within low 
voltage distribution grids? 
3. To what extent can flexible residential loads help mitigate PV induced voltage issues and 
what are the limitations of such an approach? 
4. Can enabling reactive power within PV inverters reduce their negative impacts? 
5. How can local grid energy storage assist demand response loads in reducing PV voltage 
impacts? 
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1.2.3 Scenarios 
The following four simulation scenarios have been defined to provide insight into the research questions 
above: 
 Scenario 1 – Typical LV distributor cable with varying penetrations of PV and uncontrolled loads 
 Scenario 2 – Scenario 1 with DR capable loads connected to a PowerMatcher market 
 Scenario 3 – Scenario 2 with PV inverters capable of reactive power voltage support 
 Scenario 4 – Scenario 2 with energy storage 
1.2.4 Methodology 
The research has been separated down into four major phases, being research definition, model 
development, simulation, discussion and conclusions. Figure 5 illustrates these phases, as well as the flow 
between phases and the subtasks. 
o Phase 1 – Research Definition: 
This phase is where the research topic is defined. A short literature review is conducted to assist in the 
development of the project proposal. The literature review is also invaluable in determining the scope of 
the research, including the simulation scenarios. The outputs of phase 1 are detailed in Section 1 and 2 of 
this dissertation. 
o Phase 2 – Model Development: 
The VALUEFlex tool needs to be developed and validated including demand response and LF models. 
This phase involves the development of software models of electricity grids, renewable energy 
generators, flexible and uncontrolled residential devices. Each software model will also undergo 
debugging, testing, and validation before being used in phase 3. The outputs of phase 2 are detailed in 
Section 3 of this dissertation.  
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o Phase 3 – Simulation: 
Each of the four research scenarios will be built within the co-simulation software environment. 
Simulations of each scenario are conducted, and the results analysed to assess the impacts of the scenario 
on the LV grid voltage situation to give insight into the secondary research questions. The outputs of 
phase 3 are detailed in Section 4. 
o Phase 4 – Discussion and Conclusions: 
The final phase includes a detailed interpretation and discussion of the simulation results, and formulates 
conclusions for the primary and secondary research questions. Also included in this phase are limitations 
of the methodology, as well as recommendations for future research. The outputs of phase 4 are detailed 
in Section 5 of this dissertation. 
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Figure 5: Research Methodology 
1.3 Structure of Dissertation 
This dissertation consists of seven major sections. Section 2 describes the PowerMatcher demand 
response algorithm and its operation in more detail, as well as the VALUEFlex co-simulation platform. 
Section 3 gives an overview of the key software models developed as part of this dissertation, and their 
validation. Section 4 presents and discusses the results of each of the simulation scenarios. The 
dissertation conclusion is presented in Section 5. Section 6 and 7 are the references and appendices 
respectively.  
 P a g e  | 16 
 
P a g e  | 16 
This document is a digital and interactive, and therefore designed to be read on a personal computer. 
Hyperlinks have been created to make navigating between sections easier. The table of contents includes 
hyperlinks to navigate to each section. A navigation diagram can be found in Figure 6 below; this diagram 
is repeated at the beginning of each major section to navigate quickly between sections. Furthermore, all 
references and appendices can be accessed quickly by clicking on the hyperlinks. 
 
Figure 6: Navigation Diagram Including Clickable Hyperlinks 
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2 PowerMatcher and Demand Response 
 
This section provides an introduction to the PowerMatcher Transactive Energy platform and the 
principles of its operation. 
2.1 Electronic Markets 
PowerMatcher combines microeconomics with control theory in a multi-agent system topology that is 
highly scalable. Microeconomics studies the behaviour of individual entities involved with the allocation 
of limited resources [14]. This allocation can be determined using an electronic market where producers 
and consumers of a good interact and in doing so define the market price. A key concept in 
microeconomic theory is that individuals or firms are utility maximisers, meaning their objective is to 
maximise the worth from buying/selling a limited resource [15]. PowerMatcher utilises this theory 
through the implementation of a double auction electronic market.  
A double auction market is a bidirectional electronic market in which both producers and consumers bid 
simultaneously [16]. Each bid contains both price and quantity information. All bids within a clearing 
window are used by the electronic market auction mechanism to determine a clearing price. The market 
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clearing price is the price that results in a balance of supply and demand. Each client is connected to the 
electronic market through a software agent. This agent aggregates the client’s current demand/supply 
(fixed and controllable) into a market bid, which is sent to the Auctioneer. The Auctioneer agent operates 
as an equilibrium market. 
2.2 Multi-Agent System (MAS) Theory 
Consuming and producing devices are connected to the electronic market through a software agent. This 
combination of software agents and electronic equilibrium markets is known as decentralised market-
based control and is a sub-class of MAS theory. A MAS is defined as a system of many independent 
software agents that interact with each other within a defined environment [17]. The role of the software 
agents is to perform a local control task, within the requirements of the end user, while competing for the 
resources required by the task. Software Agents within a MAS architecture are usually designed for a 
specific role, for example, to maintain the temperature of a living space between two values. Grouping 
many agents together within a cluster and enabling their interaction increases the system level 
complexity, allowing the optimisation of both local and system level controls. In the electricity domain, 
the microeconomic good is electrical energy, which is traded in the electronic market through the 
interaction of software agents.  
2.3 Market Based Control  
For the market to function efficiently there needs to be sufficient consuming and producing devices. 
These are connected to a market agent through individual device agents, see Figure 9. Each device agent 
sends a bid to the market agent. The market agent then summates all the producing and consuming bids to 
find an equilibrium price, which is then transmitted back to each device agent for them to control their 
demand/production. This occurs over a specific period known as a market clearing window, typically 5 to 
15mins in duration. Each bid is the demand function d(p) of the underlying device, which relates the 
market price "p" (€) to the demand for electricity “d” (kW). Figure 7(A) below illustrates this process 
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using the demand functions of 4 individual agents. Functions d1(p) and d3(p) are the demand functions of 
energy suppliers, hence their negative demand. Demand functions d2(p) and d4(p) are positive and 
therefore represent the demand of two individual consumers. These demand functions are aggregated by 
the auctioneer agent and a clearing price is found at the point that supply and demand are balanced, ie 
total net demand is zero. For our example, this point exists at a price of P* = 92.7 (€). This results in each 
device having a demand level “dα(p*)” given in Table 2. 
 
Figure 7: Equilibrium Market Example [6] 
P* d1(p*) d2(p*) d3(p*) d4(p*) ∑dα(p*) 
92.7 -99.99 15.15 -5.56 90.41 0.00 
Table 2: Market Price, Equilibrium Demand as well as the Demand Levels for Each Agent [6]  
 P a g e  | 20 
 
P a g e  | 20 
 
2.4 PowerMatcher Architecture 
The PowerMatcher architecture is arranged in a hierarchical structure with three functional software 
agents: 
 Device  
 Concentrator  
 Auctioneer  
Figure 8 and 9 illustrates the topology of these three function agent types and their interaction. 
 
Figure 8: Functional Arrangement of PowerMatcher Agents[18]  
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Each device is connected to a device agent; refer to Figure 10. The device agent produces a market bid in 
the form of a demand function. To build this demand function the device agent needs to communicate 
with the device using a driver to assess its energy flexibility. Figure 11, presents an example bid curve for 
a battery bank. For low and high market prices the battery has an incentive to either consume or produce 
power. There exists a dead band in the bid curve between price points’ c and e to compensate for the 
batteries cycle losses. 
 
 
Figure 9: Visualisation of PowerMatcher Agent Cluster [19] 
The device agent also communicates control signals to the device in response to changes in the market 
price of electricity. However, these control signals also have to take the user preferences into account.  
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Figure 10: Device Agent Operation [20] 
 
Figure 11: Example PM Bid (Demand Curve) for a Battery Bank Device [21] 
Agents bids and the market clearing price are communicated to the auctioneer directly or through an 
intermediate aggregation node called a concentrator. The auctioneer agent acts as the double-auction 
market, receiving bids and determining the equilibrium price as describe in Section 2.3 above. The PM 
platform makes up one of the core components of the VALUEFlex simulation toolbox. The rest of this 
toolbox will now be described in more detail. 
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2.5 ValueFlex Simulation Toolbox 
The VALUEFlex toolbox is a co-simulation platform that couples PM to a LF simulator, PyPower. 
However, for the user to effectively utilise the platform, a database and a user interface are also required. 
Figure 12 illustrates the operation of the co-simulation platform. PyPower is a Python implementation of 
Matlabs’ LF simulation platform, called MatPower, which was designed for researchers to easily solve 
power flow and optimal power flow problems. 
Before starting a simulation the PM and PyPower need to be configured, using the configuration tool. The 
configuration tool is implemented in an Apache Felix web console, where the user can upload JSON 
configuration files. Configuration files are generated by a Matlab program developed as part of this thesis, 
which is detailed in Section 3.4. 
 
Figure 12: Overview of the VALUEFlex Simulation Toolbox 
The configuration tool also initialises the simulation master. The simulation master manages time within 
the simulation and is configured by providing start and end points (time, day, year) as well as the 
simulation interval, which is typically 1 to 5 minutes. The simulation master, also manages the two 
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simulators by sequentially activating each module during each time step. First, the demand response 
simulator is run to determine the electricity demand and generation at each node within the grid of the LF 
simulator. The simulation results from the DR and LF simulations are stored in an elastic search database. 
To analyse the results of the co-simulations an open source web-based analytics and visualisation package 
called Kibana is used. Kibana is a flexible analytics and visualisation platform capable of real-time 
sharing and streaming of data from elastic search databases. Kibana also has enables creation of 
embedded, custom dashboards which can be instantly shared. The ValueFlex software package is 
relatively computationally intensive requiring approximately 15 minutes to complete a seven day co-
simulation of 47 households and associated devices on a standard notebook workstation.  
For the PowerMatcher simulation tool to work it requires software models that describe the behaviour of 
the agents, controllers and end user devices. Section 3 outlines some of the models I developed to analyse 
PV, overvoltage and answer the research questions. 
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3 Model Development 
 
The VALUEFlex software tool includes a number of device models that can be configured by the user 
within the co-simulation environment. These devices are grouped into four categories based on their 
flexibility characteristics, detailed in Table 3 below: 
Category Description  Device Models Available 
Uncontrollable 
Has no flexibility, is measured 
and may be used for total 
demand forecasting 
PV, wind turbine, fixed profile 
Time Shiftable 
Operation can be shifted in time 
with certain constraints 
Washing machine, dishwasher, 
clothes dryer 
Buffer 
An energy device that can store 
energy is any form. Conversion 
technologies may only consume 
or produce electrical energy or 
both. Operation is bound by the 
limitations of the energy buffer 
Lithium-ion battery, fridge/freezer, 
thermal buffer for tap water and/or 
space heating combined with HP or 
CHP 
Unconstrained 
Operation is completely flexible 
and not constrained by a buffer 
Diesel generator 
Table 3: Device Flexibility Categorisation [22] 
Many of these models were developed as part of previous TNO projects and just needed to be ported over 
the VALUEFlex environment. Many of the models required considerable testing and debugging before 
they could be utilised for this thesis. Often these models are designed to be used in large demand response 
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simulations consisting of thousands of devices. With this in mind, the models describe only the basic, 
high-level functionality and are not detailed representations of actual devices. The LV distributor under 
investigation consists of only 47 households (refer to Section 3.2). With such as small number of devices 
in a cluster it was necessary to upgrade many of the software models so that they more accurately 
represent the behaviour of physical devices. Significant effort was undertaken by the author to update, 
debug and test the Heat Pump (HP), Combined Heat and Power (CHP) and cold store Java models. A 
detailed battery model was also missing and was needed to be developed as part of this thesis. This 
section is broken into two parts. Firstly section 3.1 describes the development of the advanced battery 
model and then section 3.2 outlines the chosen grid model including the configuration of devices within 
each house. 
3.1 Advanced Battery Model 
This section describes in detail the design and development process undertaken to create this advanced 
battery model so it could be utilised for this research. This section begins with a detailed overview of the 
chosen battery cells, modules, battery management system, power electronic inverter, and ends with a 
description of how the model was validated as well as the final implementation in the VALUEFlex Java 
environment.  
3.1.1 Battery Cells 
The DR software models should behave as close as possible to a real world device. A specific battery 
module system was chosen to provide data for development and validation. Ideally, the model would be 
validated using laboratory measurements and testing. However, limited time, budget and lab resources 
made this infeasible. Therefore, model validation was achieved by comparing simulation results to those 
presented in the battery system datasheet. The Sony Fortelion modular energy storage system was chosen, 
as it utilised ‘state of the art’ lithium based LiFePO4 (LFP) cells and had sufficient detailed technical 
information available. This battery system is based on a 3.6V olivine-type cell with a rated capacity of 
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2.85Ah. The discharging and charging characteristics of the Fortelion cell can be seen here in parts (a) 
and (b) of Figure 13 respectively. 
 
(a) 
 
(b) 
Figure 13: Sony Fortelion LFP battery Cell, (a) Discharge & (b) Charge Characteristics [23]  
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To implement a software model whose behaviour closely matches the Sony Fortelion data sheet, 
mathematical relationships that describe the interaction between the state of charge, the rate of 
discharge/charge and the terminal voltage need to be developed. The lithium ion variant of the Matlab 
Simulink generic battery model was chosen as a basis for the Java model. Using the discharge 
characteristics (see Figure 13) from the battery data sheets a Simulink model can be configured to imitate 
its behaviour. For more information, refer to the procedure outlined in the Simulink model help file in 
Appendix 1. 
 
Figure 14: Simulink – Generic Battery Model Equivalent Circuit [24] 
The lithium ion variant of the Generic battery model utilises the following mathematical relationships to 
relate the batteries terminal voltage to the state of charge and discharge rate. Equation 1 and 2 and below, 
represent the discharge (𝑖∗ ≥ 0) and charge (𝑖∗ ≤ 0) functions respectively. 
𝑓1(𝑖𝑡, 𝑖
∗, 𝑖)  =  𝐸0 − 𝐾1 ∙ (
𝑄
𝑄 − 𝑖𝑡
) ∙ 𝑖∗  − 𝐾2 ∙ (
𝑄
𝑄 − 𝑖𝑡
) ∙ 𝑖𝑡 + 𝐴 ∙ 𝑒(−𝐵∙𝑖𝑡) 
......... Equation 1 [24] 
𝑓2(𝑖𝑡, 𝑖
∗, 𝑖)  =  𝐸0 − 𝐾1 ∙ (
𝑄
𝑖𝑡 + 0.1 ∙ 𝑄
) ∙ 𝑖∗  − 𝐾2 ∙ (
𝑄
𝑄 − 𝑖𝑡
) ∙ 𝑖𝑡 + 𝐴 ∙ 𝑒(−𝐵∙𝑖𝑡) 
........ Equation 2 [24] 
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Where:  
𝐸𝑏𝑎𝑡𝑡 = Nonlinear internal cell voltage (V) 
𝐸0 = Voltage constant (V) 
𝐾1 = Polarisation resistance (Ohms) 
𝐾2 = Polarisation Constant (Ah)
-1 
𝑖∗ = Low-frequency current dynamics (A) 
𝑖 = Battery current (A) 
𝑖𝑡 = Cumulative extracted capacity (Ah) 
𝑄 = Maximum battery capacity (Ah) 
𝐴 = Exponential voltage (V) 
𝐵 = Exponential capacity (Ah)-1 
 
3.1.2 Modules and Battery Management System 
 Each 1.2kWh IJ1001M module is made up of 8 parallel strings consisting of 16 cells connected in series, 
increasing the module voltage and capacity to 51.2V and 24Ah respectively. Individual IJ1001M modules 
can be connected in parallel in a 19inch rack system to increase capacity for a particular application. The 
19inch rack system also includes a Battery Management System (BMS) that controls the 
charging/discharging and monitors the health of each module. Each IJ1001M module has a maximum 
rating of 50A. The BMS has a maximum rating 100A. Hence using more than two modules increases the 
total system capacity (energy), however the max power output is restricted by the BMS. The individual 
parts that make up the Sony Fortelion energy storage system can be seen in Figure 15 below. 
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(a) 
 
(b) (c) 
Figure 15: Sony Fortelion Modular Energy Storage System, (a) Battery Management System, (b) 
IJ1001M 1.2kWh module, (c) Complete 9.6kWh system in 19inch rack [23] 
 
3.1.3 Power Electronic Inverter 
The Sony Fortelion modular energy storage system requires a DC to AC inverter to connect to the 
electrical grid. A Sunnyboy 3600SE, SMA inverter was chosen to be included in the VALUEFlex, Java 
model to simulate the additional losses. This inverter was selected as it is a PV inverter with a built in 
Lithium Ion battery with a similar rating to a typical Sony Fortelion system. Figure 16 below details these 
curves obtained from the manufacturers data sheet.  
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Figure 16: SMA Sunnyboy 3600SE Battery Inverter Efficiency Curves [25] 
These curves were extracted from the data sheet using ScanIT. The data sheet only provides efficiency 
values above 80%. To approximate the full charge/discharge efficiency curves MATLAB’s curve fitting 
tool was utilised. 
Figure 17 illustrates the results of the Matlab curve fitting. To better analyse the fitted curves, at low 
charge/discharge power levels, a log scale is used for the x-axis. The fitted curves closely match the data 
sheet values and have positive x-intercepts of approximately 8W. This is an indication of the standby 
power consumption of the inverter. 
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Figure 17: Data Sheet Efficiency Curves with Matlab Curve Fitting   
To implement these efficiency curves in the VALUEFlex Java model, the efficiency functions for 
charging and discharging are required. Using Matlab a rational curve fitting was found to work best for 
both curves with a 5th order numerator polynomial and second order denominator. Equation 3 below 
illustrates the form of both functions. However, each the charge and discharge functions have different 
values for each coefficient. 
𝑓(𝑥) =   
(𝑝1 ∙ 𝑥
5  +  𝑝2 ∙ 𝑥
4  + 𝑝3 ∙ 𝑥
3 +  𝑝4 ∙ 𝑥 
2 + 𝑝5 ∙ 𝑥 + 𝑝6)  
   (𝑥 2 + 𝑞1 ∙ 𝑥 + 𝑞2)
 
..... Equation 3 
Where the coefficients 𝑝 and 𝑞 are given in Table 4:  
Coefficient Charge Function  Discharge Function  
𝑝1 40.65 -2.325e+04 
𝑝2 5105 4.109e+04 
𝑝3 -1.038e+04 2.064e+04 
 𝑝4 1.714e+04 -6.402e+04 
𝑝5 2.33e+06 3.486e+06 
𝑝6 3.083e+06 4.177e+06 
𝑞1 2.389e+04 3.628e+04 
𝑞2 3.177e+04 4.413e+04 
Table 4: Charge and Discharge Coefficients for Equation 3 
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3.1.4 Validation 
The cells charge and discharge simulation results are compared with the data provided in the Fortelion 
datasheet to provide some validatation of the model. Figure 18 (a), (b) and (c) below illustrates this 
comparison for discharge currents of 0.57A, 2.85A, and 5A respectively. The error between the data sheet 
and the model is negligible for the initial exponential and linear parts of the curve but towards the end of 
the discharge cycle, where the voltage drops sharply, the differences become more apparent. However, 
the model is more than adequate for use in demand response simulations, which don’t require highly 
accurate models, as small inaccuracies are not important when considering hundreds of different devices 
being balanced in a large cluster simulation.  
The battery data sheet also presents 20A discharge rate curves, comparing these to the Simulink model 
indicates significantly larger errors, as seen in Figure 19. Here the Simulink model results in greatly 
reduced capacity, with a discharge time of approximately 460 seconds, compared to 540 sec in the 
datasheet. The general equations used to describe a lithium ion battery in the Simulink model are 
insufficient for use at these high discharge rates. This is most likely due to the advanced chemistry 
employed in the Sony LFP cells. However, the battery management system limits the IJ1001M module 
output current to 50A, which is equivalent to 6.25A per string. Therefore, the maximum allowable 
discharge current seen by a cell in service is limited to 6.25A. 
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(a) 
(b) 
(c) 
Figure 18: Fortelion Battery Discharge Curves Comparison between Datasheet Values and 
Simulink Model Results. (a) 0.57A, (b) 2.85A and (c) 5A Discharge Rate 
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Figure 19: Fortelion Battery Discharge Curves Comparison between Datasheet Values and 
Simulink Model Results for 20A Discharge Rate 
 
The Simulink generic battery model does not consider cycle life and associated capacity degradation over 
repetitive cycles, essential for demand response simulations, which investigate long-term system 
performance spanning many years. The life cycle data from the battery data sheet was imported into 
Matlab using ScanIT. The basic fitting tool approximates the highly linear relationship as seen in  
Figure 20. 
 
Figure 20: Life Cycle Capacity Degradation Relationship  
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Although the first 1000 cycles display some slight nonlinearities, in general, each cell loses 0.0029% of 
its capacity each full cycle. This relationship is only valid for discharge cycles at the 3A rate. Increasing 
this rate negatively impacts the cycle life, degrading the cells capacity at a faster rate. In practice, the 
discharge rate will vary during and between each cycle. The battery data sheet only presents life cycle 
curves for 3A and 10A discharge rates. The 10A data is not applicable as the cell is limited to 6.25A by 
the BMS. Therefore, this relationship can only be approximated using the 3A data, which shall be 
included in the Java model below. 
3.1.5 Java Model 
Each device within the VALUEFlex Java framework is made up of a number of Java classes that define 
the behaviour of the device and its control. Many models have separate PM and basic on/off controller 
classes. These can be selected during the simulation configuration to assess the benefits of PM demand 
steering flexibility. Each software device operates differently and hence the flow of information and 
control signals between Java classes is different. Therefore, the advanced battery model was selected as 
an example. Figure 21 below illustrates the Java classes that make up the advanced battery model. Each 
simulation step involves: 
 All Devices 
o Model run 
 Device model update 
 State update 
 Measurements collected 
 PM bid generation 
 Auctioneer  
o Receives all bids 
o Calculates the equilibrium price 
o Transmits this price to all PM controllers in the cluster 
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 All Devices 
o PM controller receives new price 
o Calculates control action using the bid and new price 
o Updates control parameters (mode, power)  
However, before the simulation can start, each device needs to be initialised (capacity & state of charge) 
using instructions from the configuration file. Before the auctioneer can determine the price, it requires 
bids from all devices within the cluster. For this to occur each model is run sequentially to update the 
device state. This state information is used by the controller to create the bid, which is then sent to the 
auctioneer. Once all bids are received, the auctioneer determines the equilibrium price, which is 
transmitted to all controllers within the cluster. For more details on the Java device models refer to 
Appendix 5. 
 
Figure 21: Illustration of Java Classes and Data Flows for the Battery Model 
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3.2 Almelo LV Grid Model 
Phase2phase, a dutch software company that develops programs for the calculation of electricicity 
networks performance for local utilities,  provided a typical low voltage electricity grid model through 
their LV grid analysis software called GAIA [26]. This model consists of three, 10/0.4 kV distribution 
transformers on a 10kV ring cable, supplying a residential suburb in Almelo in the Netherlands. This 
model was too large and complicated for direct use in this dissertation. Therefore, GAIA was used to 
determine the worst case LV distributor cable using Strand-Axelsson LF analysis to find the lowest 
voltage node [27]. This distributor cable was selected for use in the VALUEFlex co-simulation package 
as part of this dissertation. Refer to Figure 22, below for an illustration of the selected LV distributor. For 
a large more detailed figure refer to Appendix A2. 
 
Figure 22: Phase To Phase Low Voltage Grid Model [26] 
3.3 Residential House Hold Models 
 The 47 dwellings served by this distributor cable are semi-detached two-storey houses typical to 
the Netherlands. The average annual residential electricity consumed in the Netherlands is 3600 kWh per 
dwelling [28]. Typically, energy for cooking, space heating and hot water is supplied by natural gas. The 
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average annual natural gas consumption is 1900 m3 per dwelling, which is equivalent to approximately 
19,523 kWh. This results in a total average energy consumption of 23,127 kWh per dwelling per annum.  
3.3.1 Photovoltaic Penetration 
 This section is used to estimate PV penetration levels for the above assumed average Dutch 
household. PV penetration is defined as the ratio of average annual PV energy production to average 
annual energy consumption. System Advisor Model (SAM), a renewable energy performance simulation 
platform designed to support investment decision making, was used to estimate the annual PV energy 
generation for this site. A PV system with a nominal DC rating of 1 kW is capable of producing 
approximately 894 kWh per year. To offset the total annual consumption of a single typical dwelling, the 
owner would need to install a 25 kW PV system. If all loads were electric then this would represent a PV 
penetration of 100%. However there is a growing trend in the Netherlands to move towards more 
renewable heating systems such as heat pumps, which have a significant efficiency benefit over natural 
gas fired systems. Forexample, a typical high-efficiency boiler may achieve around 90% efficiency 
compared to efficiencies between 200-500% for an air-sourced heat pump depending on the ambient 
temperature. As an estimate, let’s assume on average, over a whole year, the heat pump system uses a 
third of the energy of a gas fired boiler [29]. This would reduce the equivalent gas consumption from 
19,523 kWh to 6508 kWh. This results in a total annual electrical energy consumption of approximately 
10,108 kWh. Using SAM, a PV system, rated at 12 kW peak, could provide 100% of the annual energy 
demand. 
This dissertation will consider the following PV systems sizes 1, 2, 3, 4, 5 and 6kW peak. If all dwellings 
connected to the LV distributor have a 6kW PV system, this represents a penetration level of 
approximately 50%, assuming average annual demand of 10,108 kWh per dwelling. Table 5 below 
estimates typical PV penetrations of the various PV system sizes considered in this report. This 
dissertation only considers a uniform distribution of the PV systems i.e. a system on every house.  
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PV System Size 
(kW peak per house) 
Approximate PV 
Penetration (%) 
1 8.3 
2 16.7 
3 25 
4 33.3 
5 41.7 
6 50 
Table 5: Approximate PV Penetration for PV Array Sizes from 1 to 6 kW Peak 
3.3.2 Residential Demand 
 Most residential loads have little or no flexibility (lighting, hot water kettle, TV, microwave). 
These loads are included in the VALUEFlex environment through a Java model known as a fixed profile. 
Each house has a separate fixed profile model configured to read time series power data from a text file, 
with a 1min resolution. Each load profile is scaled using a random number (between 1 & 2) to imitate 
variability in the occupancy and consumption of each dwelling. TNO developed a software program 
called Energy Pattern Generator (EPG) 3.0 to create these text files from statistical and measured data of 
individual devices [30]. EPG also includes building a simulation in TRNSYS to estimate the 
heating/cooling demand including hot water. For each house, EPG 3.0 produces three load profile text 
files, fixed electric demand, space heating, and hot tap water. The heat pump and CHP Java models read 
the space heating and hot tap water text files during each simulation time step. 
Flexible loads are included as separate device models, these being, HP’s, CHP’s and fridges. Each 
Household (HH) also includes either a HP or CHP to provide space heating and hot water as well, as a 
fridge for food storage. Table 6 details the number of device models connected at each bus of the grid 
model. It was assumed that the number of CHP’s would be less than the number of HP’s due to their 
higher cost. Therefore, only 12 houses have a CHP’s with the remaining 35 households having HP’s.  
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The fridges range in size between 80 and 200W and are randomly distributed throughout the houses. 
Other fridge parameters such as fill level, efficiency, wall thickness, insulation conductivity and the 
starting temperature are also randomised to imitate real world variability between households. 
Bus # HH HP CHP Fridges PV
105 4 3 1 4 4
108 8 6 2 8 8
112 8 6 2 8 8
116 8 6 2 8 8
120 8 6 2 8 8
124 11 8 3 11 11
Total 47 35 12 47 47  
Table 6: Device Models of the Single Residential Feeder 
Only a single type of CHP is considered with an electrical rating of 2 kW (10kW thermal) connected to a 
300L buffer. However, three different sized heat pumps are considered with electric ratings of 3, 4 and 5 
kW. These heat pumps are connected to buffers of 200, 300 and 400 L respectively. The Coefficient Of 
Performance (COP) of each heat pump is dependent on the temperature difference between the outside 
ambient air and the water inside the buffer [29], see Figure 23 below. The HP Java model includes a COP 
correction calculation that modifies the configured COP of the heat pump throughout the day as the 
ambient temperature varies using the equation in Figure 23. This is based on the laboratory performance 
test results of various heat pumps conducted and published by NREL [29]. 
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Figure 23: Relationship between Heat Pump COP and Temperature Difference 
This mix of household loads over the course of a single summer day produces a typical residential load 
profile (see Figure 24 below), with peaks in the morning and evening and reduced demand in the early 
morning and mid-afternoon. The evening peak is attributed to the activation of dishwashers and heat 
pumps for hot water. 
 
Figure 24: Daily Load Profile 
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3.4 VALUEFlex Tool Configuration  
Before running a simulation, all components need to be instantiated and initialised in the VALUEFlex 
environment using a JSON file, known as a configuration file. Each scenario requires an individual 
configuration file. For consistency, each configuration file is structured in the same way, beginning with 
the setup of the MQTT measurement collector. Figure 25 below shows an example JSON code for the 
configuration of the MQTT measurement collector. The MQTT measurement collector connects the 
demand response module (PowerMatcher) to the configuration MQTT bus and assigns a unique 
simulation identifier called a ‘runId’. 
 
Figure 25: Example MQTT Measurement Collector Configuration JSON File 
Similarly, the LF simulator needs to be configured and connected to the MQTT bus to listen to the 
measurement collector for power data produced by each device model. Next, the auctioneer and the 
weather service need to be configured; examples can be found in Figure 26 and 27 respectively. 
{ 
"bundleId": "net.powermatcher.simulation.mqtt", 
"pid": "net.powermatcher.simulation.mqtt.MQTTMeasurementCollector", 
"factory": false, 
"properties": { 
"brokerUrl": "tcp://127.0.0.1:1883", 
"runId": "Scenario2_PM_nonRandom_5kW_tap_001", 
"clientId": "DemandResponseModule", 
"mock": false 
} 
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Figure 26: Example Auctioneer Agent Configuration JSON File 
The auctioneer is a PowerMatcher agent associated with a particular group of device agents. This group is 
known as a clusterId. Additionally, the currency, number of price steps as well as the minimum and 
maximum price values are defined. The weather station agent requires data in the form of a Royal Dutch 
Meteorology Institute (KNMI) weather text file. The location of this file and its name is needed to 
initialise the weather service agent. Additionally, longitude and latitude can be specified, enabling the 
service to select the nearest weather station and hence associated data. 
{ 
"bundleId": "net.powermatcher.core", 
"pid": "net.powermatcher.core.auctioneer.Auctioneer", 
"factory": true, 
"properties": { 
"agentId": "auctioneer", 
"clusterId": "simcluster", 
"commodity": "Electricity", 
"currency": "EUR", 
"priceSteps": 500, 
"minimumPrice": 0.0, 
"maximumPrice": 50.0, 
"minTimeBetweenPriceUpdates": 1000 
} 
} 
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Figure 27: Example Auctioneer Agent Configuration JSON File 
Energy devices (PV, CHP, Batteries) within the cluster are configured in two parts; a controller and a 
model. As an example, the configuration JSON’s for an 8 module Sony Fortelion (advanced battery) 
battery system is shown in Figure 28 and 29. To connect a device's controller to its specific model, a 
device identifier, known as a ‘deviceId’, is used. Each controller is associated with a parent (either a 
concentrator or an auctioneer). For the chosen scenarios, all agents are connected directly to the 
auctioneer. Additionally, the user can configure the controller to respond only to a certain range of prices 
using upper and lower price limits, known as a “cutoffs”.  The user can also restrict the control action to 
within specific state of charge limits by setting “minSoc” and “maxSoc”. 
{ 
  "bundleId": "net.powermatcher.simulation.weather", 
  "pid": "net.powermatcher.simulation.weather.knmi.KnmiWeatherStation", 
  "factory": true, 
  "properties": { 
    "name": "KNMI_2011_hourly_eelde", 
    "filename": "C:\\ClusterData\\KNMI_2011_hourly_eelde.txt", 
    "longitude": 53.125, 
    "latitude": 6.586 
    } 
} 
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Figure 28: Example Advanced Battery Controller Configuration JSON File 
The JSON model defines the capacity (modules), time step (in minutes), power factor and the number of 
cycles till end of life, as well as initialising the state of charge. For a full example of a configuration file, 
refer to Appendix A3. 
{ 
  "bundleId": "net.powermatcher.simulation.devices.AdvancedBattery", 
  "pid": "net.powermatcher.simulation.devices.AdvancedBattery.AdvancedBatteryPowerMatcherController", 
  "factory": true, 
   "properties": { 
     "agentId": "batt47", 
     "desiredParentId": auctioneer, 
     "deviceId": "batt47", 
     "power": 5000, 
     "upperCutoff": 35, 
     "lowerCutoff": 0, 
     "minSoc": 0.1, 
     "maxSoc": 1, 
    "steps": 500 
   } 
} 
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Figure 29: Example Advanced Battery Model Configuration JSON File 
A typical configuration file for our scenario, with 47 households, includes 188 individual devices. Each 
device requires a controller and a model JSON as a minimum. This results in a JSON file with over 8,000 
lines of code. Manually writing and modifying configuration files is time consuming and results in 
significant re-work, due to configuration errors. Therefore, a program that generates these configuration 
files automatically from a set of user inputs was created. The program was written in Matlab, based on 
code provided by a TNO colleague, Pamela Macdougall. As an example, the PV part of the Matlab 
program is presented in Figure 30 below. The user initialises the program with general inputs, such as 
runId, client Id, as well as the number and type of devices. Additionally, each device type requires the 
user to specify specific information. For example, the PV systems require size (area in square metres), 
efficiency, as well as location (longitude, latitude) for irirradiance data from the weather service. The 
configuration program uses this information to generate JSON messages for each device. Using our PV 
{ 
  "bundleId": "net.powermatcher.simulation.devices.AdvancedBattery", 
  "pid": "net.powermatcher.simulation.devices.AdvancedBattery.AdvancedBatteryModel", 
  "factory": true, 
  "properties": { 
  "deviceId": "batt47", 
    "loadId": "128", 
    "modules": 8, 
    "initialSoc": 0.13, 
     "timeStep": 1, 
     "powerFactor": 1, 
    "nrOfCyclesBeforeEndOfLife": 6000 
   } 
} 
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example, we see a “for” loop for the number of PV devices selected by the user. Each time the loop 
executes a new controller and a model JSON message is generated. Refer to Appendix 4 for the full 
Matlab program. 
 
Figure 30: Configuration Program Example – Photovoltaic JSON Generator 
%% PHOTOVOLTAICS 
for n = 1: pv 
loadID = sprintf('"%i"', demoIDs(n,1)); 
deviceID = sprintf('"pv%i"', n);  
    
%PM control config 
        pid = 'net.powermatcher.simulation.devices.pv.PvPowerMatcherController';  
        bundle = 'net.powermatcher.simulation.devices.pv';  
        pv.name = {'agentId';'desiredParentId'; 'deviceId'}; 
        pv.value = {deviceID; concentratorID; deviceID}; 
        savejson(FID, bundle, pid, factory, pv); 
    
%Model 
pid = 'net.powermatcher.simulation.devices.pv.PvModel';  
pv.name = {'deviceId';'loadId'; 'latitude'; 'longitude'; 'area'; 'efficiency'; 'timeStep'; 'simTimeStep'; 
'powerFactor'}; 
pv.value = {deviceID; loadID; PVLong; PVLat; pvArea; pvEffieciency; '60'; '60'; '1.0'}; 
c = c + 1; 
if c >= sum 
  savejsonend(FID, bundle, pid, factory, pv); 
else     
     savejson(FID, bundle, pid, factory, pv); 
end 
end; 
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4 Results 
 
4.1 Scenario 1 – Typical LV Distributor with Increasing PV Penetration 
The purpose of scenario 1 is provide insight into secondary research question number 1, repeated here for 
convenience: 
 
To analyse the effect of the increasing penetration of PV on the voltages along a typical residential 
distributor cable, the demand response and LV grid models of Section 3 are implemented within the 
VALUEFlex co-simulation platform. 
4.1.1 Scenario 1 - Results 
Figure 31 below illustrates the voltage profile for the distributor cable at midday with 0kW of PV, refer to 
Figure 22 for details of the location of each bus. This agrees with our simplified grid connected PV model 
of Figure 2, i.e. increasing impedance results in a larger voltage drop. The houses connected closer to the 
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transformer (bus 1.0) have a very low impedance between them and the transformer. However, this 
impedance increases for houses connected further along the cable. The maximum impedance is found at 
the end of the cable at node 128 and therefore, this is defined as our worst case node. 
 
Figure 31: Voltage Magnitude (PU) ‘vs’ Bus Number at 12:00 Midday, No PV  
During the day, the loads connected within each house are constantly changing, resulting in a highly 
dynamic voltage profile along the distributor cable. From Figure 24, we can see how the cable load 
changes over the day. Plotting the voltage profiles between midday and 5 pm in Figure 32, the reducing 
load can be seen to flatten the voltage profile. 
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Figure 32: Voltage Magnitude (PU) ‘vs’ Bus Number from Midday to 5 pm, No PV 
Plotting the voltage of bus 128, 122 and 118 over 24 hours, the worst case voltage drop can be found (see 
Figure 33). Again, bus 128 has the worst case voltage drop, with bus 122 and 118 having higher voltages 
respectively. The lowest voltages occurs at approximately 10 pm, this agrees well with the daily load 
profile of Figure 24. Disturbingly this voltage is very close to the minimum allowed value of 0.9 PU (-
10% from nominal). The traditional solution to this issue is to utilise a fixed (off-load) tap-changer at the 
distribution transformer to boost the LV bus voltage (bus 1.0) 
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Figure 33: Voltage Magnitude (PU) ‘vs’ Time (Hrs), Bus 118, 122 & 128, No PV 
The same methodology can be used here in the simulation by increasing the Bus 1.0 (slack bus) voltage 
within the PY Power grid model by 6% to 1.06PU. Figure 34 and Figure 35 below illustrate the effect of 
the tap changer on the voltage profile along the cable and over time respectively. In both cases, the 
voltage has increased by 6% with a minimum of approximately 0.98 PU, which is representative of a 
realistic scenario in the Netherlands as the tap-changer will be set for peak demand, which will occur in 
winter when space heating demand is at a maximum. Therefore, a minimum summer voltage of 0.98PU is 
a realistic value for our summer PV investigations. 
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Figure 34: Minimum Voltage Magnitude (PU) ‘vs’ Main Buses, Whole Day, No PV, Nominal 
Tap (blue) and 1.06PU Tap (green) Compared 
Increasing the penetration of PV per household from 0 kWp to 6 kWp in 1 kWp increments changes the 
voltage profile during hours of sunshine, see Figure 36. For low penetrations, the PV acts to reduce the 
demand required to be supplied by the grid. However, during periods of low demand, even low 
penetrations of PV (2kWp) can result in voltages above the tap-changer set-point of 1.06 PU. This occurs 
during mid-afternoon when demand is low and solar irradiance and hence, PV output is at its peak. With 
the fixed tap-changer at 1.06 PU, the maximum voltage quickly approaches the limit of 1.1 PU as the PV 
penetration is increased. With 3kWp per causing this limit to be exceeded just before 3 pm. To give more 
insight into what devices are causing the over and under-voltage problems, the 3 kWp PV penetration 
simulation of Scenario 1, is plotted in a power (in watts) bar graph in Figure 37. Positive values represent 
consumption (load) and negative, generation (production). This graph also includes an overlayed line 
graph (maroon) for the total power (summation) of all devices connected to the distributor cable. It is 
clear from Figure 37 that the heat pumps (dark green bars) are the major load, followed by the fixed load 
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devices (base load in light green bars), the fridges (purple bars), being of such low capacity are 
insignificant. On the production side, the PV systems dominate with the CHP units operating for only a 
short time during the morning and again around mid-afternoon to meet hot water demand during these 
periods. The total power line plot indicates positive until around 9 am, indicating a period of net 
consumption. This results in power flow from the grid (transformer) along the cable to each of the houses. 
After 9 am the solar irradiance has increased to a point that the combined output of all the PV systems 
connected to the cable exceeds the load resulting in negative total power values. This indicates net 
generation and results in reverse power flow from the houses back along the cable into the grid via the 
transformer. This reverse power flow is what causes the voltage to rise along the feeder. 
 
Figure 35: Minimum Voltage Magnitude (PU) ‘vs’ Time, All buses, No PV, Nominal and 1.06 
PU Tap Compared 
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Figure 36: Bus 128 Voltage Magnitude (PU) ‘vs’ Time, For Increasing PV Penetrations (0-
6kWp per House) 
 
Figure 37: Sum Power ‘vs’ Time, 3kWp PV Penetration Split Bars by Publisher Including Line 
for Total Power 
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Comparing the voltage profile along the distributor cables main buses for the 0 kWp PV and 3 kWp PV 
simulations are compared in Figure 38. The result of the PV reverse power flow is a rising voltage profile 
along the cable, with the highest overvoltage occurring at the end of the cable where the equivalent 
impedance is greatest. 
 
Figure 38: Average Voltage Magnitude (PU) ‘vs’ Main Buses, at 15:00 hours, No PV (green) 
and 3kWp PV (blue) Compared 
4.1.2 Scenario 1 – Discussion 
The above results illustrate how PV can negatively impact voltage levels within residential LV grids. The 
sensitivity of voltage to changes in PV output is dependant on the impedance of the LV grid cables. The 
particular grid investigated showed how moderate penetration levels of PV can result in voltages rising 
above acceptable limits. However, depending on the local load profile and the installed grid infrastructure 
PV-induced voltage rise may not exceed 1.1 PU. This analysis has not taken the impedance of the 
MV/LV transformer into account. This affects the equivalent impedance seen by the PV inverters and 
changes the X/R ratio, especially those inverters located close to the transformer. 
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4.2 Scenario 2 – Transactive Energy Mitigation 
The purpose of scenario 2 is to provide insight into secondary research question 2: 
 
Changing the controller type of the demand response loads used in Scenario 1 from basic controllers to 
PM controllers within the VALUEFlex co-simulation platform will give us insight to provide an answer 
to the above secondary research questions. As in Scenario 1, PV penetration levels from 0 to 6kWp per 
household are investigated.  
4.2.1 Scenario 2 Results 
With the 3kWp scenario being the PV penetration threshold where voltage along the cable just breaches 
the maximum limit of 1.1 PU, this penetration level is an interesting point to start our investigation. 
Figure 39 below presents the voltage magnitude for bus 128.0 from Scenario 1 (basic controllers) and 
compares it to those obtained in scenario 2 (PM controllers). To help us explain these voltage results, 
Figure 40 compares the breakdown of power per device type, for the 3kWp PV penetration for both of 
these scenarios. The top bar graph is using basic controllers, and the bottom graph is using PM 
controllers. From Figure 39, it is clear that the slight under-voltage during the early hours with no solar 
irradiance is reduced by activation of the CHP units using PM. As the solar irradiance and hence PV 
output increases, flexible loads start to turn on to balance the demand and supply. The resulting power 
balance (maroon line of Figure 40) in the PM scenario is much closer to 0 kW than the basic controllers, 
especially around midday. However, at approximately 1 pm the PM scenario power balance deviates from 
0 and becomes negative, indicating reverse power flow. This explains the first over-voltage peak of just 
less than 1.08 PU in Figure 39, as the result of the temperature of the heat pump tanks reaching their 
maximum limits, forcing them to turn off. Similarly later in the afternoon (approx. 4:30 pm) the CHP 
2. How can flexible residential loads help mitigate PV induced voltage issues and what are the 
limitations of such an approach? 
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units need to turn on, as their tanks have reached their minimum temperature thresholds. This is the cause 
of the second overvoltage peak. After the sun goes down there occurs a significant voltage dip resulting 
from insufficient local generation.  
 
Figure 39: Bus 128 Voltage Magnitude (PU) ‘vs’ Time, PM (green) and Basic (blue) Controllers 
Compared PV Penetrations 3kWp 
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Figure 40: Sum Power ‘vs’ Time, 3kWp PV Penetration Split Bars by Publisher, Basic 
Controller (Top) & PM Controller (Bottom) Compared, Including Line for Total Power 
 
4.2.2 Scenario 2 Discussion  
It is clear from Figure 39 that PM control acts to smooth voltage fluctuations, however as the flexibility of 
devices is consumed during periods of high PV output their ability to balance demand with supply 
diminishes. This indicates a limitation to the effectiveness of using these loads to mitigate PV-induced 
overvoltages, which are highly dependent on the number and size of PV systems, as well as the number 
and size of flexible loads connected to the LV cable. 
By increasing the PV penetration, the limitations of the scenario become more apparent. Figure 41 below 
illustrates the breakdown of power per device type ‘vs’ time, for 4kWp (top) and 5kWp (bottom) PV 
penetrations. With 4kWp of PV per household, reverse power flow begins at 11am, 2 hours earlier 
compared to the 3kWp PV results. Similarly for the 5kWp simulation, reverse power flow begins even 
earlier, approximately at 9:30am. This is also reflected in the voltage profiles of Figure 42. With 
increasing PV penetration, voltage rise occurs earlier with a higher peak voltage. However, the peak 
voltages found in scenario 2 are always lower than those of scenario 1. By changing the controllers from 
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basic to PM, the cable was able to accommodate an increase in PV penetration from 3 to 4kWp per house, 
whilst maintaining cable voltages below 1.1 PU. 
 
Figure 41: Sum Power ‘vs’ Time, 4kWp (top) & 5kWp (bottom) PV Penetration, Split Bars by 
Publisher, Including Line for Total Power 
It is evident from the above discussion that the PowerMatcher combined with suitable flexible demand 
can be effective at reducing PV-induced overvoltage. However, for high PV penetration levels, there is 
insufficient flexible demand available to prevent the voltage from exceeding 1.1PU. 
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Figure 42: Bus 128 Voltage Magnitude (PU) ‘vs’ Time, 3kWp (green), 4kWp (blue), 5kWp (light 
purple) & 6kWp (purple) Compared 
There are two types of flexibility: 
1. Upwards flexibility is the ability of a device to increase its consumption or reduce its generation 
at any given moment. 
2. Downwards flexibility is the ability of a device to reduce its consumption or increase its 
generation. 
When all the flexible devices are aggregated into a cluster, like our LV cable, the summation of all the 
upwards flexibility and summation of all the downwards flexibility is known as the maximum and 
minimum allocations, respectively. Allocation is defined as the instantaneous summation of all the 
demand and supply in a cluster, positive values indicate demand is greater than supply, negative values 
indicate that supply is greater than demand. Figure 43, below illustrates the relationship between 
flexibility, allocation and PV-induced voltage rise. The top line graph shows how the minimum, 
maximum and actual allocation varies over the course of the day. A significant difference between the 
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actual allocation and the maximum allocation indicants that many flexible devices have upwards 
flexibility at that moment and could be utilised to increase demand. Conversely, a difference between the 
actual allocation and the minimum allocation indicates that many flexible devices have downwards 
flexibility, meaning that supply could be increased. In the early hours of the day when we have no PV 
output the allocation curves indicate that there is plenty of upward flexibility but zero downward. This 
makes sense as all the CHP units are turned on and most of the heat pumps are turned off during this time. 
As PV output begins, we see maximum allocation reduce as the heat pumps start to turn on. At the same 
time, the CHP units can turn off resulting in an increase in downward flexibility. Around 8:30 am all the 
difference between the maximum and actual allocation is zero indicating that there is no upward 
flexibility remaining. This situation is maintained until late in the afternoon when PV output has reduced 
sufficiently. The ideal situation for any cluster is to have sufficient upward and downward flexibility at all 
times, i.e. there is always a difference between actual allocation and the minimum and maximum.  
 
Figure 43: Flexibility, Allocation and Overvoltage 
The bottom graph of Figure 43 illustrates the relationship between the upward flexibility and PV-induced 
voltage rise over time. As upward flexibility is consumed voltage increases slightly however, it is not 
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until this flexibility is completely consumed that the voltage starts to rise quickly, resulting in excessive 
overvoltage situation around 12:30. It is evident from this analysis that the performance of PowerMatcher 
in dealing with PV overvoltages is highly dependent on the amount of upwards flexibility in the cluster. 
Can we improve the standard PowerMatcher behaviour to make better use of this limited flexibility? 
4.2.3 Advanced Demand Response Mitigation  
If the objective is to prevent the voltage exceeding 1.1PU, therefore some reverse power flow can be 
accommodated. This would result in reduced consumption of upwards flexibility during the early solar 
hours, saving some much needed flexibility for use during peak solar hours later in the day.  
Our analysis to this point has not included a PowerMatcher agent for our distributor cable. PowerMatcher 
does not know that there is extra capacity from the grid that it can utilise to balance supply and demand. 
Including this agent in the PM cluster, might enable us to save some upwards flexibility for use later in 
the day.  
 
Figure 44: Sum Power ‘vs’ Time, 4kWp PV, With Transformer Agent (top) & Without (bottom)  
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Figure 44 illustrates the effect of adding the transformer agent on the power profiles. The top graph is the 
situation with the transformer agent (brown bar graph), and the bottom graph is without. The transformer 
supplies the minimal uncontrolled load during the early morning hours. As the PV arrays start to produce, 
the power through the transformer reverses. The shape of the heat pump demand (blue bars) is key, as 
they provide the upward flexibility we need. Comparing the top and bottom graphs we see in the top 
graph that peak heat pump demand is now aligned with the peak PV production. This should help reduce 
the peak of the PV-induced voltage rise. Figure 45 compares the voltage profiles for these two cases. 
Adding the transformer agent has resulted in a smoother voltage profile, rising earlier in the day, but 
avoiding the sharp voltage peak in the afternoon. 
 
Figure 45: Average Voltage of all Nodes, 4kWp PV, with Transformer Agent (Blue), without 
(green)  
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4.3 Scenario 3 – PV & Reactive Power 
The aim of Scenario 3 is to provide insight into secondary research question 3: 
 
 In the high voltage grid, reactive power is used to provide local voltage support at critical points 
in the grid. This can be achieved using Flexible AC Transmission System (FACTS) devices, such as 
STATCOM’s, which are based on power electronic converters. Small PV inverters could be made to 
function in a similar way utilising excess capacity to provide reactive power, hence supporting the voltage 
within the LV grid. However, many electricity standards, such as IEEE 1547 prevent PV inverters from 
regulating their terminal voltage [31]. This is not a technical limitation but a requirement defined by the 
grid operator. 
The capacity of a PV inverter is based on the thermal limits of the power electronics. Often an inverter is 
sized for the maximum irradiance (of a location) and hence DC power output of a PV array. This results 
in inverters being slightly overrated for the typical operating conditions. This excess capacity can be used 
by the inverter to provide reactive power support. Figure 46 illustrates the operating limits of an SMA 
Sunny Boy 5000TL PV inverter in the PQ space. The blue and red semicircles represent the apparent 
power (S) and real power (P) limits of the inverter, which are 5 kVA and 4.6 kW respectively. 
Additionally, this inverter has a Power Factor (PF) limit of 0.8. With an apparent power rating of 5 kVA, 
we can calculate the reactive power limit as 3 kVAr, given by the purple semicircle. If the current solar 
irradiance produces an AC Maximum Power Point (MPPT) of 4 kW (see green line in Figure 46), then 
the inverter can produce or absorb up to 3 kVAr of reactive power. Therefore, a small reduction of real 
power output, 13% (600W) of rated in our example, can enable the inverter to produce/absorb relatively 
large amounts of reactive power 65% (3000VAr), which can be used for voltage regulation without 
exceeding the capacity limits of the inverter. 
3. Can enabling reactive power within PV inverters reduce their negative impacts? 
4.  
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Figure 46: PV Inverter Excess Capacity Utilisation for Reactive Power [32] 
4.3.1 Scenario 3 Results 
 Before modifying the PV model in the VALUEFlex platform to enable reactive power output, 
simulations were performed on the LV grid using GAIA from phase2phase. Initial tests on the chosen 
distributor cable showed that reactive power variation produced an insufficient change in voltage. These 
results were confirmed using spreadsheet calculations and combined with phasor diagrams to help 
understand them. Using our simplified grid connected PV system of Figure 2 (repeated below for 
convenience) a program was developed in Visual Basic to calculate the magnitude and angle of voltage 
U1 from the current I, as well as producing a phasor diagram. 
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If U2 is a reference voltage, with a magnitude of 1 PU and an angle of 0 Degrees, the phasor U1 can be 
calculated using Equation 4: 
𝑈1⃗⃗⃗⃗  ⃗ = 𝑈2⃗⃗⃗⃗  ⃗ + 𝐼 ∙ (𝑅 + 𝐽𝑋)                               ............. Equation (4) 
During night and periods of little or no solar irradiance, the PV inverter does not produce any current, 
resulting in 𝑈1⃗⃗⃗⃗  ⃗ = 𝑈2⃗⃗⃗⃗  ⃗. As the solar irradiance increases the inverter starts to produce current resulting in a 
phase shift across the line reactance X. Normally PV inverters are programmed to maintain their output at 
a PF of 1. It does this by shifting the current angle to match the voltage angle of U1. Figure 47 illustrates 
the magnitude and phase angle of the phasor U1 before and after a PV inverter produces output current in 
phase with U1. This results in an increase in the magnitude and angle of U1 due to the resulting cable 
voltage drops Ur and Ux. By changing the angle of the PV inverter’s current output (relative to U1), the 
PV inverter either generates reactive power (current lags the voltage, Figure 48) or absorbs reactive power 
(current leads the voltage, Figure 49), which tends to raise or reduce the magnitude of U1, respectively. 
This functionality can be used to regulate an inverter’s output terminal voltage. 
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Figure 47: Phasor Diagram - Showing the Change in Magnitude and Angle of U1 Resulting 
from a PV Inverter Output Current that is in Phase with U1 (PF=1) 
 
Figure 48: Phasor Diagram – Current Lagging (Exporting VAr’s) 
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Figure 49: Phasor Diagram – Current Leading (Absorbing VAr’s) 
Between the transformer LV bus and our worst case node 128, the distributor cable is made up of 6 
sections of 95 mm2 cable, a single section of 25 mm2 ending in 10 mm2 copper cable. This results in a total 
resistance and reactance of 2.5688 and J0.3407 ohms respectively and an X/R ratio of only 0.1326 for our 
LV cable. The above phasor diagrams used an X/R ratio of more than 2. This results in a large Ux phasor, 
which has a significant effect on the voltage U1. However, having such limited reactance in the cable 
severely limits the sensitivity of U1 to changes in reactive power. An X/R ratio of 0.5 has been chosen so 
that the reader can see the effect on the phasor diagram of Figure 50. 
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Figure 50: Phasor Diagram – Reduced X/R Ratio to 0.5 
The lower X/R ratio has reduced the magnitude of the Ux (green) phasor dramatically. The major voltage 
drop along the cable is now the result of its resistance, not its reactance [33]. The voltage sensitivity to 
changes in reactive power, of a particular node is directly proportional to the X/R ratio [34]. Hence, the 
effectiveness of utilising reactive power for voltage support is dependent on the grid infrastructure 
installed. For our particular LV grid, the X/R ratio is too small to utilise reactive power effectively for 
voltage support and therefore won’t be implemented in the PV demand response JAVA model. 
4.3.2 Scenario 3 Discussion 
 Although this methodology was found to be ineffective for our particular distributor cable, the 
methodology of utilising reactive power can be effective in grids with other topologies, such as LV grids 
based on overhead lines. Additionally, there are methods that can be employed to increase the inductance 
of underground cables. The lack of reactance in our grid model is primarily the result of the proximity of 
phase conductors within the multicore 95mm2 cable. This lack of reactance is the product of the magnetic 
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fields being cancelled out by those of the adjacent phases. Installing single core cables spaced apart in a 
flat configuration can dramatically increase the cables inductance. This configuration has an additional 
benefit of increased current rating as the mutual heating of conductors is reduced. However, installing 
underground LV cables this way increases the total costs including: 
 Single core cables more expensive than multi cores  
 Three individual conduits more expensive than a single larger one 
 Increased cable trench width increases the cost of excavation 
 Installation time increased 
Increasing the reactance of LV cables making the voltage more sensitive to reactive power also has the 
adverse effect of increasing voltage drops when low power factor loads are active. 
Transformers are inherently inductive and have a much beneficial X/R ratio that can increase the 
inductance of the equivalent circuit seen by a remote PV inverter. However, this effect reduces with 
increasing distance of the PV inverter from the transformer. Unfortunately, the final connections of our 
radial distributor are the exact locations where the extra inductance is needed most. Morren [34] proposes 
a variable inductor be installed at the transformer output to boost its inductance. This can be 
accomplished using a power thyristor in parallel with an inductor. Alternatively, it would be more 
beneficial to place this variable inductor half way along the cable. 
The traditional solution is to use an on-load automatic tap-changer in the transformer. This does increase 
the cost and hence is usually reserved for larger substation transformers at higher voltage levels. A major 
problem with this solution is the increased tap changer wear from the high frequency of switching 
resulting from the interaction of fast moving clouds and the PV arrays. Often there are multiple radial 
distributor circuits from a single transformer. Each cable may be loaded differently, which often occurs 
with transformers that have a mix of urban and rural LV distributors. For example, the urban cables are 
heavily loaded at the same time the rural cables are only lightly loaded. The urban circuits require a 
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higher tap to compensate for their voltage drop and prevent under-voltages, the customers close to the 
transformer on the lightly loaded rural feeder now experience a higher voltage. This leaves very little 
voltage headroom for the connection of PV, which is likely to experience reverse power flow due to the 
light loading and hence overvoltage.  
An alternative solution is to reduce the PV inverter output when the terminal voltage rises. This power 
voltage droop response is proposed in the latest revision of AS4777 “grid connection of energy systems 
via inverters” [35]. Figure 51 illustrates an example curve, known as a Volt-Watt response curve, where 
the power is reduced linearly in response to voltages above 250V. However, reducing the output of PV 
inverters during periods of high irradiance is not an effective utilisation of a renewable resource, 
especially if increased voltages often occur as is the case with high penetrations of PV. 
AS4777 also proposes the use of reactive power for inverter based voltage support, called a Volt-VAR 
response mode. Figure 52 presents an example Volt-VAR curve from the standard [35]. This operates 
using the same principle proposed in this thesis. By default, this mode is not enabled in the inverter and 
should only be utilised if there is sufficiently high reactance and X/R ratio to make reactive power voltage 
support effective.  
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Figure 51: Example Volt-Watt Response Mode Curve [35] 
 
Figure 52: Example Volt-VAR Response Curve [35] 
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4.4 Scenario 4 – Energy Storage  
The aim of Scenario 4 is to provide insight into secondary research question 4: 
 
 Energy storage technologies are often utilised together with renewable energy technologies, to 
ensure reliable energy supply within fluctuating renewable energy source environment. However, they are 
not common when considering grid-connected PV systems. Utilising battery energy storage systems 
within our PM cluster should increase the flexibility and hence enhance the overvoltage performance 
further. Charging the batteries during peak PV periods should reduce reverse power flow and hence also 
reduce the voltage rise. However, unlike traditional off-grid stand-alone power systems, which charge the 
battery when solar irradiance and battery state of charge allows, our grid connected PM enabled batteries 
are part of a larger interconnected system, and will charge and discharge according to changes in market 
price. 
4.4.1 Scenario 4 – Results 
 For this scenario, the Sony Fortelion lithium ion battery system presented in Section 3 is added to 
scenario 2.1. Eight, 1.2 kWh battery modules are combined to create a 9.6 kWh battery system rated at a 
maximum output of 5kW. One of these systems is added to each of the 47 houses connected to our LV 
distributor cable. Figure 53 illustrates the effect these battery models have on the power balance of the 4 
kWp PV, PM cluster. When there is no solar output the batteries discharge into the grid to assist the 
transformer in meeting the demand. As the solar output increases, the batteries start charging. 
Figure 54 compares the average voltage profiles for the 4kWp PV Scenarios 1, 2 and 3. Two voltage 
curves are provided for Scenario 2, one without the transformer agent and one with. Adding battery 
storage has flattened the voltage profile further, with only a slight, PV-induced, voltage rise noticeable 
4. How can local grid energy storage assist demand response loads in reducing PV voltage 
impacts? 
5.  
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during the periods of peak irirradiance. The extra downward flexibility the batteries provide has also 
reduced voltage drop during periods of low PV output and high demand. 
 
Figure 53: Sum Power ‘vs’ Time, 4kWp PV, With Transformer Agent (light brown) and Lithium 
Ion Battery Agents (dark brown) 
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Figure 54: Average Voltage ‘vs’ Time, 4kWp PV, Scenario 1 (Purple), Scenario 2 (no 
transformer green & with transformer light purple), Scenario 4 (blue) 
 
4.4.2 Scenario 4 Discussion 
 The results above are indicate that including a PM transformer model can reduce voltage 
fluctuations, however, from Figure 53 we can see that the batteries continue to discharge well into the 
mid-morning PV production, increasing activation of HP’s early in the day. This is a result of the battery 
model’s PM controller bidding function which needs an improved online dead-band adjustment. 
However, due to time constraints, this was not able to be completed. 
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5 Conclusion  
 
The purpose of this section is to integrate the discussion points from each of the research areas covered by 
this dissertation. A key aspect of this is to provide answers to the primary and secondary research 
questions that were investigated using the scenarios defined for the VALUFlex co-simulation platform. 
Additionally, it is important to consider the limitations of the research methodology and to highlight the 
lessons learnt and recommend future work. 
5.1 Co-simulation Scenarios  
5.1.1 Scenario 1 
 
Scenario 1 was designed to provide insight into PV-induced voltage problems. The co-simulation results 
showed how even a low penetration of PV can lead to voltage rise, which can be exacerbated by 
distribution transformer off-load tap-changers set to compensate for voltage drop during peak demand. 
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Scenario 1 also showed how voltage rise is dependent on the cable impedance, solar irradiance, PV 
penetration and load profiles of the connected houses. For voltage rise to occur, PV output needs to 
exceed the local demand and result in reverse power flow. Depending on how the LV system in question 
was designed there may be low cable impedances that support high PV penetration. However, the LV grid 
analysed could only support a PV penetration of 3kWp per house (PV supplies 25% of average annual 
demand) before LV voltages exceeded 1.1 PU. Therefore, it is concluded that the LV cable impedance 
and level of local load demand during periods of peak PV output are critical variables that determine the 
ability of a particular LV grid to support higher PV penetration. 
5.1.2 Scenario 2 
 
Scenario 2 was one of the core scenarios, as it analysed transactive energy as a possible solution to the 
overvoltage issue. By connecting flexible loads to the transactive, PowerMatcher market, the PV 
penetration was able to be increased from 3 kWp to 4 kWp (25% to 33.3%). However, it was shown that 
the performance was highly dependent on the level of upward flexibility, which was completely 
consumed in scenarios with PV penetration greater than 4 kWp. In these scenarios, the TE solution only 
delayed voltage rise a few hours. 
Associating the distribution transformer with a PM software agent, improved the performance by saving 
upward flexibility for the period of peak solar irradiance. This method would need to be combined with 
PV generation and load forecasting algorithms to ensure optimal utilisation of flexibility resources. 
5.1.3 Scenario 3 
 
2. To what extent can flexible residential loads help mitigate PV induced voltage issues and 
what are the limitations of such an approach? 
3. Can enabling reactive power within PV inverters reduce their negative impacts? 
4. How can local grid energy stor ge assist demand response loads in reducing PV voltage 
impacts? 
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Scenario 3 investigated how utilising reactive power voltage support methodologies in the PV inverters 
could help support the TE solution of Scenario 2. The simulations showed that the performance of 
reactive power voltage regulation was highly dependent on the equivalent reactance and X/R ratio of the 
LV distribution connection. In the grid model investigated the reactance and X/R ratio of the LV 
underground cable were very low. Adjusting the PV inverter’s reactive power has little impact on the 
voltage. This lack of voltage sensitivity is a direct result of the low reactance, which is typical of 
underground LV cables. Therefore, this method was not implemented in the PV Java model within the co-
simulation platform. 
5.1.4 Scenario 4 
 
Installing lithium-ion battery storage systems at each house, provided the TE solution (scenario 2) with 
additional flexibility that further improved the voltage profile. Therefore, it is concluded that energy 
storage can assist demand response loads in reducing PV-induced voltage rise, by charging during high 
PV output to reduce reverse power flow. However, time constraints meant that the PM controller 
algorithm was not able to be optimised.  
3. Can enabling reactive power within PV inverters reduce their negative impacts? 
4. How can local grid energy storage assist demand response loads in reducing PV voltage 
impacts? 
 
4. How can local grid energy storage assist demand response loads in reducing PV voltage 
impacts? 
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5.1.5 Primary Research Question 
The primary research question is: 
 
Transactive Energy smart grid technologies can reduce the negative impact of PV by providing incentives 
for home owners to increase demand during periods of high solar irradiance and low load. For 
Transactive Energy to be effective, it requires sufficient flexible demand. In our case, this was mainly 
provided through buffered heat pumps for hot water demand. Smaller flexible loads such as fridges 
provided minimal assistance due to their relatively low power rating. 
The co-simulation results presented indicate that Transactive Energy is a good method of reducing PV-
induced voltage rise and therefore support increased PV integration. However, there are some limitations 
that need to be investigated in future work. 
5.2 Limitations and Recommendations 
The VALUEFlex co-simulation platform utilised PyPower as the LF simulator. PyPower can only 
simulate balanced, three-phase LF. This is not ideal as residential connections and loads are often single-
phase, resulting in imbalanced LF. This limitation of PyPower is an over-simplification of how LV 
residential grids operate. Therefore, it is recommended that PyPower be replaced by a more advanced 
power flow simulator such as PowerFactory. 
The scenario results in Section 4 only considered a single summer day. Each model was randomly 
initialised. In practice, the load profiles and irradiance levels from the preceding days can affect the 
results. It is recommended in the future that simulations be run for seven days before analysis of a single 
To what extent can Transactive Energy smart grid technologies reduce the negative impact 
of photovoltaics on voltage levels within low voltage residential distribution grids? 
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day. This should minimise the effect that the random initialisation errors have on the results of the day 
being investigated. 
The user set-points of flexible loads are considered as static inputs and did not vary during the 
simulations. In reality, these are dynamic values that can be changed by the user over time. Future work 
should consider making these dynamic variables that can be modified by the user during the simulation. 
The load profiles for hot water and uncontrolled demand were generated using a simulator. It is 
recommended that future work be conducted using real consumption data from the houses connected to 
the cable being investigated. 
The VALUEFlex weather service used hourly data of solar irradiance and temperature. To provide the 
required resolution, the device models interpolated the hourly data to estimate values for the 5min 
resolution required. Solar irradiance can fluctuate rapidly during sunny periods with intermittent fast 
moving cloud cover. Future work should consider utilising higher resolution weather data to facilitate the 
investigation of TE as a voltage support mechanisms in the presence of fast moving clouds. 
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