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Ultra-high precision determination of site energy differences using a Bayesian method
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Accurate experimental data of adsorbate potential energy landscapes are crucial as benchmarks for the
evaluation of first-principles calculations. Here, we present a Bayesian method, analyzing the difference in forward
and backward hopping rate in helium spin-echo measurements, that allows us to determine the binding-energy
difference between two sites with unprecedented accuracy. Demonstrating the power of the method on the
model system cyclopentadienyl/Cu(111), we find an energy difference between fcc and hcp hollow sites of
(10.6 ± 1.7) meV.
DOI: 10.1103/PhysRevB.89.121405 PACS number(s): 68.35.Ja, 68.43.Fg, 68.43.Jk, 68.49.Bc
As theorists strive to reach “chemical accuracy” with
state-of-the-art calculation methods [1–3], it is increasingly
important to obtain high-precision experimental results that
can be used as definitive benchmark data to evaluate these
methods [4–7]. In many fields of science and technology,
the development of ever more accurate ab initio theoretical
methods significantly reduces the time required to tailor
and characterize new materials. Applications in the organic
electronics industry, for example, continuously increase the
need for a fundamental understanding of thin-film growth
[8–12], a process that can be accelerated significantly through
the development of accurate ab initio theoretical methods.
In recent years, progress has been made by including van
der Waals corrections to density functional theory, providing
valuable information about adsorbate–substrate interactions
through binding-energy differences between local adsorption
minima [13–16]. The experimental determination of such
energy differences for the testing of theoretical methods,
however, is difficult and few results have been reported to
date.
From the temperature and coverage dependence of infrared
reflection absorption spectroscopy (IRAS) [17] and electron
energy-loss spectroscopy (EELS) [18] data, for example, the
energy difference between CO adsorbed at top and hollow sites
on Ni(111) was determined to be (36 ± 6) meV at a coverage,
θ , of 0.14 monolayers (MLs) and (41 ± 7) meV at θ =
0.13 ML, where one ML is defined as one adsorbate molecule
per substrate atom. For CO adsorbed on the top and bridge sites
of Pt(111) the site energy difference was deduced from x-ray
photoemission spectroscopy (XPS) data to be (41 ± 7) meV
for θ < 0.35 ML [19]. However, a re-analysis of the XPS
data including lateral interactions yielded a much higher site
energy difference of (95 ± 15) meV [20]. The present work
presents an enhanced approach, using a Bayesian method, to
determine site energy differences from experimental data with
much higher accuracy than previously possible.
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Helium spin-echo (HeSE) spectroscopy follows atomic
motion on picosecond time and atomic length scales and
as such is a much more sensitive probe of potential energy
surfaces (PES) and lateral interactions than probes of static
structure [21–24]. HeSE measurements of the same system,
CO/Pt(111), showed that the strong pairwise CO–CO inter-
actions used in the re-analysis of the XPS data are in fact
absent, and more complex many-body interactions are required
[25]. HeSE is therefore in the unique position not only of
being able to measure with much higher accuracy, but also
reliably determine the lateral interactions that are so important
in interpreting experimental data. In another recent example,
studying CO/Cu(111), not only the preferred adsorption site
and barrier to diffusion, but also the shape of the energy
landscape around the transition state could be determined [26].
A PES is usually obtained by modeling the experimental data
in molecular dynamics (MD) simulations [24,26]. In addition,
in the limit of weak interactions and high friction, analytical
models provide a good description of HeSE data [27,28].
Herein, we present a study of the energy difference between
two adsorption sites with unprecedented accuracy, through an
analysis of the differential hopping rate between the sites. The
result thus arises directly from analysis of the experimental
data rather than by modeling the data, which inevitably allows
some degree of “trade-off” between the various parameters.
Furthermore, the possibility of testing theoretical calculations
on the precisely determined adsorption energy difference
between two specific high-symmetry points rather than the
general agreement with a full PES can be of great value for
advancing computationally expensive techniques.
The method we present is universally applicable to any
moving adsorbate system that can be studied with HeSE.
Here, we demonstrate its power for 0.03 ML cyclopentadienyl
(Cp), C5H5, on Cu(111), a model system which has been
characterized in detail in a previous HeSE study [29]. We
extend our earlier room-temperature study to 135 K where
we are more sensitive to detecting small energy differences
between adsorption sites. Due to the exceptionally weak lateral
interadsorbate interactions and the high friction typical for
molecular adsorbates [30], giving predominantly single jumps,
the Cp/Cu(111) system allows us to present the Bayesian
method in its purest form, employing analytical models for
jump diffusion. We would like to emphasize, however, that the
method is not restricted to high-friction and weak-interaction
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systems. More complex systems, such as diffusing hydrogen
atoms, may be analyzed by replacing the analytical lineshapes
with forms derived from MD or Monte Carlo site-to-site
hopping simulations [31].
The HeSE technique probes surface dynamics by measuring
the loss in correlation of the positions of adsorbates with
time [21,32]. A beam of helium-3 atoms is spin polarized
and split into two components of opposite nuclear spins. The
two components scatter from the sample surface separated by
a time delay, t , before they are recombined and spin analyzed.
Motion that occurs during t results in a reduction of the corre-
lation between the two beam components and thus in a loss of
polarization measured in the detector. For aperiodic diffusion
the polarization typically decays exponentially with time,
while static defects, or confined diffusion, cause a constant
level to which the polarization decays, giving the intermediate
scattering function (ISF) of the form a · exp(−αt) + c. To map
out two-dimensional surface diffusion we study the decay rate,
α, as a function of momentum transfer parallel to the surface,
K , and along two azimuths.
In our prior investigation of the Cp/Cu(111) dynamics
we found that the molecule adsorbs preferentially on fcc
and hcp hollow sites, hopping over an effective activation
barrier of (41 ± 1) meV [29]. On the Cu(111) lattice, the two
different types of hollow sites form a non-Bravais lattice with
different jump directions for species originating at fcc and
hcp sites, respectively, as illustrated in Fig. 1(a). The resulting
experimental lineshapes are a sum of two exponentials,
ISF(t) = a1 · exp(−α1t) + a2 · exp(−α2t). (1)
Analytical models for jump diffusion on degenerate fcc and
hcp sites predict a single exponential lineshape along the
〈1¯10〉 azimuth and two exponentials along 〈11¯2〉 at certain
momentum transfer values; nondegeneracy, however, results
in a change in the ratio of the two decays along 〈11¯2〉 and
the appearance of a second exponential along 〈1¯10〉, growing
in intensity as the energy difference between fcc and hcp
sites, E, increases [27]. In the past, HeSE experiments
were analyzed by investigating each ISF individually [22,26].
Using that methodology, we found the lineshapes along 〈1¯10〉
at 300 K exhibited little evidence for double decays, and
estimated that fcc and hcp hollow sites are approximately
degenerate [29]. Here we show how a Bayesian analysis can
be employed to obtain a more accurate determination of E,
confirming that the energy difference is indeed small, yet
nonzero.
Adsorbate diffusion between fcc and hcp sites is determined
by the jump frequencies, ν1 and ν2, from one site to an
adjacent one. Figure 1(b) shows the energy landscape along the
diffusion pathway and defines the jump rates. In the analytical
model for jump diffusion between fcc and hcp sites [27], the
ISF is determined by two variables: the mean residence time,
τ , in site 1, which is the inverse of the total jump rate out
of site 1, ν1, and λ, the differential jump rate between sites
1 and 2, ν1/ν2. At a given K value, the relative intensity
of the two exponentials, a1/a2, and the relative decay rates,
α1/α2, are fixed for each combination of λ and τ , defined by
the equations given in Ref. [27]. The jump rate is defined by
ν = 1
τ
= 0 · exp
(
− E
kBT
)
, (2)
FIG. 1. (Color online) Jump diffusion on a Cu(111) surface.
(a) The four high-symmetry sites, jump vectors connecting fcc and
hcp sites, and the two principal crystal directions. (b) Schematic
illustration of a cross section of the PES along the path of diffusion
for Cp, marked as the dashed line in (a), defining E as the energy
difference between fcc and hcp sites, and ν1 and ν2 as the jump
frequencies from fcc to hcp sites and vice versa. Note that our
experiments do not allow us to determine which hollow site has
the lower adsorption energy.
where kB is the Boltzmann constant, T is the temperature, and
0 is a prefactor related to the vibrational frequency at the
adsorption site and the friction. Hence, λ can be written as
λ = ν1
ν2
= 0,1 · exp
(− E1
kBT
)
0,2 · exp
(− E2
kBT
) = R exp
(
E
kBT
)
, (3)
with two unknown quantities: E and R , the ratio of the
values of 0 at the two hollow sites. By determining λ and τ
at two or more temperatures, R and E may be determined,
using Arrhenius’ law.
Two developments allow us to determine E with high
accuracy: first, we have extended earlier measurements to
lower temperatures, where the difference in forward and
backward hopping rate is more marked due to the temperature
dependence of λ, giving greater sensitivity in measuring E;
and second, we employ a Bayesian method [33], in a global
analysis, using measurements over a wide range of K .
Rather than analyzing each ISF separately, a Bayesian method
searches for the probability that a model describes all ISFs
correctly. To identify λ at each temperature, we find the relative
probability thatλ and τ have particular values given all the ISFs
measured at that temperature. We then integrate out τ over its
range to leave the relative probability of λ as a function of λ,
and hence the most likely value of λ and an error estimate on
this value given the data.
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FIG. 2. (Color online) Probability distribution probing the λ−τ
space for Cp hopping between fcc and hcp sites on Cu(111), at (a)
135 K and (c) 300 K. A clear peak is observed at both temperatures. By
marginalizing over τ and calculating an effective energy difference
between the two sites, Eeff , from λ, we obtain the probability
distribution of Eeff at (b) 135 K and (d) 300 K.
Central to the Bayesian method is Bayes’ theorem [33],
P (M|D) = P (D|M)P (M)
P (D) , (4)
which states that the desired quantity—the probability
P (M|D) that a proposed model M is correct given the data
D—is proportional to the probability that the data would
have been produced if the model were correct, P (D|M),
which can be calculated easily.1 We can thus compare relative
probabilities of different models, or different values of λ and τ .
The procedure we apply is as follows: we first propose
values for the variables λ and τ and calculate the prefactors
a1 and a2 and exponents α1 and α2 from the analytical models
given in Ref. [27]. We then obtain the lineshape of the model
ISF for a particular intensity, A, and constant level, C, through
M = A[a1 · exp(−α1t) + a2 · exp(−α2t)] + C (5)
and calculate the probability that the measured ISF would be
produced by the model. We further marginalize (integrate)
over all relevant values of A and C, giving the probability that
this specific measured ISF would be obtained for the selected
values of λ and τ . For this marginalization, we employ an
analytical formula that makes the whole fitting procedure fast
enough to be performed on a desktop-grade computer, which is
described in the Supplemental Material. [34] Finally, we take
the product of the probability distributions of all measured
spectra to obtain the probability that the entire data set is given
by the model for the selected λ and τ values. Bayes’ theorem,
shown in Eq. (4), states that the total probability P (D|M),
1The probability of getting the data, P (D), and the prior probability
of the model, P (M), are constant.
which we have calculated, is directly proportional to the prob-
ability that the values for λ and τ are correct, given our data.
The analytical models for hopping on a non-Bravais lattice
of hollow sites show that double decay lineshapes are most
strongly marked at K > 1.0 ˚A−1 along the 〈11¯2〉 azimuth
[27]. We therefore use the data in that region in our statistical
analysis, giving a clear peak in the probability distribution
of each spectrum. It should be noted that we check all fits
visually and do not observe any trends in the optimum rate
λ with K , suggesting that the probability distributions of
all ISFs can be combined to give a single model to describe
the data set. Figures 2(a) and 2(c) show the total probability
distributions for all spectra analyzed at 135 K and 300 K,
respectively, giving maximum probability for λ = 2.86 and
τ = 5.86 ps at 135 K and λ = 1.73 and τ = 1.16 ps at 300 K.
The results can be marginalized over τ by integrating the
probability over τ for a particular value of λ [33], providing a
standard deviation for λ through the peak width. The maximum
probability is found for λ = 2.85 ± 0.07 at 135 K and λ =
1.73 ± 0.13 at 300 K. We then used these two values for λ
to calculate R = 1.15 ± 0.16 and E = 10.6 ± 1.7 meV
)(
)
(
)
(
FIG. 3. (Color online) Comparison of the description of the
HeSE measurements for 0.03 ML Cp/Cu(111) at 135 K along 〈11¯2〉
by (a) a model with degenerate fcc and hcp sites and (b) a model
with E = 10.6 meV. The points in the respective top panels show
the variation of the slow decay, α1, with K while the solid lines
illustrate the predicted α1(K ) dependence for the two models. Note
that α2 is given through α1, hence we only show α1 for simplicity.
The bottom panels give the residuals after subtracting the analytical
model from the points. A clear deviation from the model is observed
for (a) E = 0 meV, with all points systematically above the model
lines at low K and below the lines at high K . Including an energy
difference of 10.6 meV gives points evenly scattered around the model
lines.
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through Eq. (3). As originally estimated from the shape
of individual ISFs [29], E is small, yet non-negligible,
compared to the effective activation barrier for diffusion, which
is (41 ± 1) meV. In Figs. 2(b) and 2(d) we plot the marginalized
probability at each temperature as a function of an effective site
energy difference, Eeff = kBT ln(λ/R), derived assuming
R has its most likely value, 1.15, to illustrate the precision
of the measurements at the two temperatures. The smaller
uncertainty at 135 K illustrates that the site energy difference
has a greater effect on the hopping rates at lower temperatures.
To support the conclusions of the Bayesian analysis, we
now illustrate the improved description of the HeSE data
afforded by including E explicitly in a conventional (decay
constant as a function of momentum transfer) analysis of the
measurements at 135 K along the 〈11¯2〉 direction. Using a
least-squares algorithm, the data are fitted for a particular value
of E, and hence λ, by Eq. (1) and a constant term c, where the
ratios a1/a2 and α1/α2 are defined by the analytical model used
to interpret the data, leaving three free parameters, a1, α1, and
c. Figure 3 compares the description of the low-temperature
data by a model for (a) E = 0 and (b) E = 10.6 meV,
showing the resulting α1 values in the respective top panels
and the residual after subtracting the analytical model from α1
below. As the ratio α1/α2 is determined by E, the analysis of
the same experimental data with different values of E results
in somewhat different values of α1 (and α2), observed as a
slight shift in the points shown in panels (a) and (b) [27]. The
necessity to interpret the data with the correct energy difference
can be seen clearly from the accuracy with which the solid lines
representing the analytical model describe the points from the
experimental data. When we assume degenerate sites, points
lie systematically above the lines at low K and below the
lines at high K . Accounting for a small energy difference of
10.6 meV, however, gives a much improved description of the
data. Specifically, the decay rates follow the predicted lines
much more accurately and the residuals are scattered more
evenly around zero.
In summary, our Bayesian analysis of the diffusion of an
organic adsorbate provides ultra-high precision information on
the energy difference between two adsorption sites. From our
HeSE experiments, we conclude that cyclopentadienyl moves
in single jumps between fcc and hcp sites that are energetically
different by E = (10.6 ± 1.7) meV. We have demonstrated
that the description of the behavior at low temperatures is much
improved by taking into account this small adsorption energy
difference, supporting the results from our statistical analysis.
Our approach offers a simple but powerful test of theoretical
models, of general applicability to organic and other mobile
adsorbate species. The possibility of validating computation-
ally expensive calculations by the precise determination of the
energy difference between two high-symmetry points is an
important step towards the development and validation of new
calculation methods.
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