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Abstract: Die automatisierte Zerlegung von Musiksignalen in elementare Bestandtei-
le stellt eine zentrale Aufgabe im Bereich der Musikverarbeitung dar. Hierbei geht es
unter anderem um die Identifikation und Rekonstruktion von individuellen Melodie-
und Instrumentalstimmen aus einer als Wellenform gegebenen Audioaufnahme – eine
Aufgabenstellung, die im u¨bergeordneten Bereich der Audiosignalverarbeitung auch
als Quellentrennung bezeichnet wird. Im Fall von Musik weisen die Einzelstimmen
typischer Weise starke zeitliche und spektrale U¨berlappungen auf, was die Zerlegung
in die Quellen ohne Zusatzwissen zu einem im Allgemeinen kaum lo¨sbaren Problem
macht. Zur Vereinfachung des Problems wurden in den letzten Jahren zahlreiche Ver-
fahren entwickelt, bei denen neben dem Musiksignal auch die Kenntnis des zugrunde-
liegenden Notentextes vorausgesetzt wird. Die durch den Notentext gegebene Zusatz-
information zum Beispiel hinsichtlich der Instrumentierung und den vorkommenden
Noten kann zur Steuerung des Quellentrennungsprozesses ausgenutzt werden, wo-
durch sich auch u¨berlappende Quellen zumindest zu einem gewissen Grad trennen
lassen. Weiterhin lassen sich durch den Notentext die zu trennenden Stimmen oft erst
spezifizieren. In diesem Artikel geben wir einen U¨berblick u¨ber neuere Entwicklungen
im Bereich der Notentext-informierten Quellentrennung, diskutieren dabei allgemeine
Herausforderungen bei der Verarbeitung von Musiksignalen, und skizzieren mo¨gliche
Anwendungen.
1 Einleitung
Die Zerlegung von u¨berlagerten Schallquellen in ihre Einzelbestandteile, auch als Quel-
lentrennung (“Source Separation”) bekannt, stellt eine der zentralen Fragestellungen der
digitalen Audiosignalverarbeitung dar. Im Bereich der digitalen Sprachsignalverarbei-
tung geht es zum Beispiel in dem als “Cocktail Party Scenario” bekannten Problem dar-
um, aus einer Audioaufnahme von mehreren gleichzeitig redenden Sprechern die einzel-
nen Sprachsignale zu rekonstruieren [Che53]. Auch im Bereich der Musiksignalverar-
beitung gibt es zahlreiche verwandte Fragestellungen, die ha¨ufig unter dem Begriff der
Quellentrennung subsumiert werden. Hierbei entsprechen den Quellen gewisse Melodie-
oder Instrumentalstimmen, die es aus einem polyphonen Klanggemisch herauszutrennen
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Abbildung 1: Notentext-informierte Quellentrennung.
gilt [EM12a, GR08, Got00, MEKR11, PEE+07, RK08]. Viele Verfahren zur Quellentren-
nung basieren auf Annahmen wie dem Vorliegen mehrerer Audiokana¨le (zum Beispiel
mehrere Mikrophonsignale aufgenommen aus verschiedenen Richtungen) oder der statis-
tischen Unabha¨ngigkeit der Quellensignale. Im Fall von Musik sind diese Annahmen al-
lerdings ha¨ufig nicht zutreffend. Zum einen liegen Musikaufnahmen oft nur in Mono (ein
Kanal) oder in Stereo (zwei Kana¨le) vor. Zum anderen sind die verschiedenen musikali-
schen Quellen einer Aufnahme in den meisten Fa¨llen nicht unabha¨ngig. Ganz im Gegenteil
sind Instrumentalstimmen in polyphonen Audioaufnahmen typischerweise stark korreliert:
Sie teilen dieselben Harmonien, folgen denselben melodischen Linien und Rhythmen und
interagieren miteinander. Dies macht die Rekonstruktion von musikalischen Stimmen aus
einem polyphonen Klanggemisch zu einem a¨ußerst schwierigen und im Allgemeinen auch
unlo¨sbaren Problem.
Bei der Zerlegung von Musiksignalen werden daher ha¨ufig musikalische Eigenschaften
und weiteres Zusatzwissen genutzt. Zum Beispiel zeichnet sich die Melodiestimme ha¨ufig
durch Dominanz in der Lautsta¨rke und zeitliche Kontinuita¨t aus, was ihre Extraktion we-
sentlich erleichtern kann [Bre90, Dre11, SG12]. Weiterhin wird bei der Trennung der
Basslinie ausgenutzt, dass es sich hierbei meist um die tiefste Stimme handelt [Got04].
Die Extraktion der Schlagzeugspur la¨sst sich inbesondere dann gut bewerkstelligen, wenn
die anderen Quellen vorwiegend harmonischer Natur sind. Hierbei wird ausgenutzt, dass
perkussive Elemente (vertikale spektrale Strukturen) sich grundsa¨tzlich von harmonischen
Elementen (horizontale spektrale Strukturen) unterscheiden [OMKS08, Fit10]. Weiterhin
la¨sst sich eine Singstimme ha¨ufig von den anderen Begleitstimmen dadurch abgrenzen,
dass sie ein starkes Vibrato und Gleiteffekte aufweist [RP09].
In den letzten Jahren wurden auch versta¨rkt multimodale Strategien der Quellentrennung
entwickelt, bei denen unter anderem die Kenntnis des Notentexts ausgenutzt wird (“Score-
Informed Source Separation”), siehe Abbildung 1. Neuere Ansa¨tze zeigen, dass sich mit-
tels dieser Zusatzinformation auch stark u¨berlappende Quellen zu einem gewissen Grad
trennen lassen [EM12b, HDB11, IGK+08, WPD06]. Weiterhin lassen sich u¨ber die No-
tenschrift die zu trennenden Stimmen leicht spezifizieren und dann auf die Audiodoma¨ne
u¨bertragen. Die Strategie einer informierten Quellentrennung setzt allerdings voraus, dass
der Notentext synchronisiert zu den Audiodaten vorliegt. Die automatisierte Berechnung
einer zeitlich hochauflo¨senden Synchronisation stellt allerdings fu¨r sich schon ein schwie-
riges Forschungsproblem dar [EMG09, JER11].
Mit diesem Artikel verfolgen wir im Wesentlichen zwei Ziele. Zum einen sollen anhand
des Quellentrennungsproblems allgemeine Herausforderungen diskutiert werden, denen
man sich bei der Verarbeitung von Musiksignalen stellen muss. Zum anderen soll ein
U¨berblick u¨ber neuere Entwicklungen im Bereich der Notentext-informierten Quellen-
trennung gegeben werden, wobei weniger die technischen Details als vielmehr eine an-
schauliche Darstellung der zugrundeliegenden Ideen im Fokus steht. Nach dieser Einlei-
tung setzen wir unsere Diskussion mit der Frage fort, warum Musiksignale komplex sind
(Abschnitt 2). Selbst fu¨r ein- und dasselbe Musikstu¨ck ko¨nnen ganz unterschiedliche Dar-
stellungformen existieren wie zum Beispiel der Notentext und unterschiedliche Audioauf-
nahme. Wir gehen daher auf die Aufgabenstellung der Musiksynchronisation ein, bei der
es um die Verlinkung unterschiedlicher Darstellungsformen von Musik geht (Abschnitt 3).
Durch synchronisiert vorliegende Notentextinformationen ko¨nnen dann Musikanalyseauf-
gaben unterstu¨tzt oder gar erst ermo¨glicht werden. Wir diskutieren diese Strategie anhand
von drei Szenarien im Bereich der Quellentrennung. Zum einen betrachten wir parametri-
sche Modelle (Abschnitt 4) und Matrixfaktorisierungsverfahren (Abschnitt 5) zur noten-
basierten Parametrisierung von Musiksignalen. Zum anderen zeigen wir, wie Notentextin-
formationen zur Scha¨tzung der Fundamentalfrequenz und Abtrennung einer Singstimme
verwendet werden ko¨nnen (Abschnitt 6). Der Artikel schließt mit der Diskussion einiger
Anwendungen und einem kurzen Fazit (Abschnitt 7).
2 Warum sind Musiksignale komplex?
Musik ist ein allgegenwa¨rtiger Teil unseres Lebens und kann uns durch ihre emo-
tionale Kraft beruhigen, aufwu¨hlen und auf u¨berraschende und tiefgreifende Weise
beru¨hren [MEKR11]. Musik bietet eine enorme Bandbreite an Formen und Stilen, an-
gefangen von einfachen, unbegleiteten Volkslieder, u¨ber orchestrale Werke, bis hin zu mi-
nutio¨s konstruierten Stu¨cken elektronischer Musik. Bei der Verarbeitung von Musikdaten
spielen ganz unterschiedliche musikalische Aspekte wie die Rhythmik, Dynamik, Harmo-
nik oder Klangfarbe eine Rolle. Diese Aspekte wiederum ko¨nnen auf unterschiedlichen
zeitlichen Stufen betrachtet werden und fu¨hren zu komplexen Hierarchien musikalischer
Strukturen. Weiterhin kann man in der Musik unterschiedliche Grade der Mehrstimmig-
keit betrachten, angefangen von einstimmiger Musik (Monophonie), u¨ber mehrstimmige
Musik mit einer melodischen Hauptstimme, die von anderen Instrumenten begleitet wird
(Homophonie), bis hin zu komplexer mehrstimmiger Musik mit mehreren unabha¨ngigen
Stimmen (Polyphonie).
Als Beispiel zeigt Abbildung 2a den Notentext eines polyphonen Klavierstu¨cks. Das im
3/4-Takt gehaltene Stu¨ck besitzt eine Hauptmelodiestimme (rechte Hand) und eine Be-
Abbildung 2: (a) Verschiedene musikalische Stimmen in einem polyphonen Klavierstu¨ck (Ende von
Chopins Mazurka Op. 63, Nr. 2). (b) Wellenform einer zugeho¨rgen Audioaufnahme (Musiksignal).
(c) Spektrogramm.
gleitstimme (linke Hand). Zudem setzt in den letzten Takten des Stu¨cks eine weitere Ne-
benstimme eine, die eine um eine Oktave nach unten versetzte und einen Taktschlag nach
hinten verschobene Kopie der Hauptstimme ist, wodurch ein faszinierendes Stimmenge-
flecht entsteht.
Dieses Beispiel soll die musikalische Komplexita¨t andeuten wie sie schon bei einem ein-
zigen Instrument entstehen kann. Noch vielschichtiger kann die Situation bei orchestraler
Musik werden. Daru¨ber hinaus kann die Notentextdarstellung der Musik auf ganz un-
terschiedliche Weisen interpretiert werden. Notenparameter wie zum Beispiel Tonho¨hen,
Tondauern oder Einsatzzeiten sind zwar explizit im Notentext gegeben, lassen dem Musi-
ker aber zumeist Spielraum hinsichtlich des Tempos, der Dynamik oder der Ausfu¨hrung
von Notengruppen.
Geht man vom Notentext zu den Audiosignalen u¨ber, so wird die Analyse der Daten meist
noch komplizierter. Bei Musiksignalen hat man es mit akustischen Wellenformen zu tun,
bei denen Noteninformationen nicht unmittelbar ablesbar sind, siehe Abbildung 2b. Die
eindimensionale Wellenform kodiert die relativen Luftdruckschwankungen wie sie vom
Instrument erzeugt werden und schließlich unser Ohr erreichen. Nicht zuletzt ko¨nnen akus-
tische Eigenschaften wie Hall oder Raumklang und die in der Studioproduktion vorgenom-
menen Modifikationen erheblichen Einfluss auf die Audioaufnahmen haben.
Zur Verarbeitung von Musiksignalen werden die Wellenformen in einem ersten Schritt in
geeignete Merkmalsdarstellungen u¨berfu¨hrt. Prominentestes Beispiel einer solchen Merk-
malsdarstellung ist das Spektrogramm, welches u¨ber eine gefensterte Fouriertransformati-
on berechnet wird, siehe Abbildung 2c. Eine solche Zeit-Frequenz Darstellung gibt die lo-
kale Energieverteilung des Signals aufgeschlu¨sselt nach Frequenzba¨ndern an. Auch wenn
man in einer solcher Darstellung die Notenereignisse oft schon durch auffallende verti-
kale und horizontale Strukturen erahnen kann (siehe zum Beispiel die gru¨n umrahmten
Bereiche in Abbildung 2), ist die Rekonstruktion der Noten aus einem Spektrogramm fu¨r
komplexe Musiksignale ein a¨ußerst schwieriges Problem.1 Ein Grund hierfu¨r ist, dass beim
Spielen selbst einer einzelnen Note auf einem Instrument schon ein komplexes Klangge-
misch entstehen kann. Beim Klavier kann dieses Klanggemisch zum Beispiel durch den
Tastenanschlag hervorgerufene perkussive Strukturen wie auch durch Oberto¨ne hervor-
gerufene harmonische Strukturen beinhalten. Eine einzelne Note hat damit Auswirkungen
auf ganz unterschiedliche Bereiche im Spektrogramm. Bei polyphonen Musiksignalen ent-
stehen daher komplexe zeitlich und spektral sich u¨berlappende Muster, die aufzulo¨sen eine
Kernaufgabe der Quellentrennung darstellt.
3 Synchronisation
Aufgrund der oben dargestellten Komplexita¨t von Musiksignalen ist eine Zerlegung des
Signals oder des zugeho¨rigen Spektrogramms in Elementarbestandteile ohne Zusatzinfor-
mation nur schwer mo¨glich. Ist jedoch zusa¨tzlich ein Notentext vorhanden, so kann man
versuchen, den dort spezifizierten Noten geeignete zeitlich-spektrale Muster im Spektro-
gramm zuzuordnen. Ein erster Schritt hierfu¨r ist die Zuordnung der Notenereignisse zu
musikalisch entsprechenden Zeitpunkten in der Audioaufnahme. Dies ist genau das Ziel
der Musiksynchronisation, bei der es allgemein gesprochen um die automatische Verlin-
kung zweier Musikdatenstro¨me unterschiedlicher Formate geht, siehe auch Abbildung 3.
Die meisten Verfahren zur Musiksynchronisation gehen in zwei Schritten vor [Mu¨l07]. Im
ersten Schritt werden die zu verlinkenden Datenstro¨me in geeignete Merkmalsdarstellun-
gen umgewandelt, um hierdurch zum einen eine Datenreduktion und zum anderen Robust-
heit gegenu¨ber nicht zu beru¨cksichtigenden Variabilita¨ten zu erzielen. Im Musikkontext
werden insbesondere Chromamerkmale mit großem Erfolg fu¨r unterschiedliche Retrieval-
und Analyseaufgaben eingesetzt [BW05, Mu¨l07]. Diese Merkmale korrelieren stark mit
dem Harmonieverlauf des zugrundeliegenden Musikstu¨cks und weisen einen hohen Grad
an Robustheit gegenu¨ber A¨nderungen in Instrumentierung, Klangfarbe und Dynamik auf.
Insbesondere eignen sich chromabasierte Merkmale als gemeinsame Mid-Level Darstel-
lung fu¨r sowohl akustische als auch symbolische Musikrepra¨sentationsformen und erlau-
ben damit eine Verlinkung multimodal vorliegender Versionen. Im zweiten Schritt werden
1Dieses Problem wird oft auch als Musiktranskription bezeichnet.
Abbildung 3: Synchronisation von Notentext und Musiksignal (Anfang von Chopins Op. 28, Nr.
15). (a) Notentext. (b) Wellenform und Klavierwalzendarstellung mit Verlinkung (rote Pfeile). (c)
Wellenform mit synchroner Klavierwalzendarstellung.
dann die beiden extrahierten Merkmalsfolgen mittels Alignment-Verfahren wie dem Dy-
namic Time Warping (DTW) synchronisiert.
In Abbildung 3b ist ein solches Synchronisationsergebnis mittels der roten Pfeile darge-
stellt. Der Notentext wurde dabei auf eine sogenannten Klavierwalzendarstellung redu-
ziert, bei der die Noten durch geeignete Rechtecke in einem Zeit-Tonho¨hen-Raster re-
pra¨sentiert werden. Das Synchronisationsergebnis erlaubt es nun, die Klavierwalzendar-
stellung so zeitlich zu verzerren, dass diese synchron zur Audioaufnahme verla¨uft. Wie wir
in den na¨chsten Abschnitten sehen werden kann die so synchronisierte Klavierwalzendar-
stellung in gewisser Weise als eine erste Approximation einer Zeit-Frequenz Darstellung
der Audioaufnahme angesehen werden.
4 Parametrische Modelle
Viele der in der Literatur beschriebenen Verfahren zur Notentext-informierten Quellen-
trennung basieren auf sogenannten parametrischen Modellen, bei denen die akustischen
und musikalischen Eigenschaften des Musiksignals durch geeignete Parameter explizit ab-
gebildet werden [EM11, HR07, HDB11, IGK+08, WVR+11]. Der Klang einer einzelnen
Note wird zum Beispiel durch Parameter erfasst, die die Tonho¨he und deren zeitlichen Ver-
lauf (z. B. bei Vibrato), die spektrale Hu¨llkurve und die Obertonzusammensetzung (welche
zur Klangfarbe korrelieren) oder den Dynamikverlauf (also die Lautsta¨rke) beschreiben.
Andere Parameter ko¨nnen u¨bergeordnete Aspekte wie das Tempo oder den harmonischen
Kontext reflektieren.
Abbildung 4: Spektrogramm eines Musiksignals (links) und eine u¨ber ein parametrisches Modell
synthetisierte Approximation (rechts).
Ausgehend von einer Notentextdarstellung und einer Audioaufnahme besteht das Vorge-
hen vieler Verfahren darin, das Spektrogramm des Musiksignals durch eine kleine Anzahl
von explizit gegebenen Parameter zu beschreiben. Dies gelingt natu¨rlich im Allgemeinen
nur in einem approximativen Sinne. Bei der Scha¨tzung der Parameter wird meist iterativ
vorgegangen, wobei die Synchronisation der aus dem Notentext generierten Klavierwal-
zendarstellung oft den ersten Schritt darstellt. Insbesondere ko¨nnen hierdurch die zu Ein-
satzzeiten und Tonho¨hen korrespondierenden Parameter geeignet initialisiert werden. In
den na¨chsten Schritten werden dann weitere, die Lautsta¨rken und Klangfarben betreffende
Parameter gescha¨tzt. Hierbei werden aus den Parametern Spektraldarstellungen syntheti-
siert und mit dem Originalspektrogramm verglichen, siehe auch Abbildung 4. Der Abstand
wird dann mittels geeigneten Optimierungsverfahren iterativ verkleinert bis eine Konver-
genz erreicht wird.
Parametrische Modellen haben den Vorteil, dass viele der zeitlich-spektralen Muster im
Spektrogramm durch musikalisch und akustisch interpretierbare Parameter erfasst wer-
den. Mittels dieser Parametrisierung ko¨nnen dann die zu den unterschiedlichen Quellen
geho¨rigen Muster aus dem Spektrogramm herausgetrennt und durch eine inverse Fourier-
transformation in Wellenformdarstellungen transformiert werden. Da parametrische Mo-
delle den Suchraum im Allgemeinen relativ stark einschra¨nken, sind die darauf basieren-
den Scha¨tzungen vergleichsweise robust. Auf der anderen Seite ko¨nnen unzureichende
Modellannahmen zu schlechten Approximationsergebnissen und nutzlosen Parametrisie-
rungen fu¨hren.
Abbildung 5: NMF-basierte Matrixzerlegung eines Magnituden-Spektrogramms einer Audioaufnah-
me. (a) Schematische Darstellung. (b) Zerlegung nach Notentext-basierter Initialisierung. (c) Zerle-
gung nach NMF-Verfeinerung.
5 NMF-basierte Spektrogrammfaktorisierung
Neben parametrischen Modellen wurden in den letzten Jahren versta¨rkt auch Techniken
der Matrixfaktorisierung fu¨r die Quellentrennung eingesetzt. Hierbei wurde insbesonde-
re auf eine als NMF (“Non-Negative Matrix Factorization”) bekannte Variante mit der
zusa¨tzlichen Forderung, dass bei allen beteiligten Matrizen die Eintra¨ge nicht-negativ sind,
zuru¨ckgegriffen [LS00, SRS08]. Angewendet wird diese Technik auf ein Magnituden-
Spektrogramm V ∈ RM×N≥0 , bei dem die komplexen Koeffizienten des Sektrogramms
durch ihre Absolutwerte ersetzt werden. Ziel der NMF ist es, diese Matrix in zwei nicht-
negative Matrizen W ∈ RM×K≥0 und H ∈ RK×N≥0 zu zerlegen, so dass V ≈ W · H
gilt, siehe Abbildung 5a. Im Musikkontext werden die Spalten von W ha¨ufig auch als
Templates bezeichnet und die Zeilen von H als die zugeho¨rigen Aktivierungen. Intui-
tiv repra¨sentieren die Templates die Tonho¨hen und Klangfarben der unterschiedlichen, in
dem Musikstu¨ck vorkommenden To¨nen, wa¨hrend die Aktivierungen die Einsatzzeiten und
Dauern dieser To¨ne wiedergeben. Mit anderen Worten kodieren die Templates wie etwas
klingt, wa¨hrend die Aktivierungen beschreiben wann etwas klingt. Hierbei erinnert die
Aktivierungsmatrix sehr an die Klavierwalzendarstellung eines Notentextes.
Abbildung 6: Trennung einer Klavieraufname in linke und rechte Hand mittels Notentext-
informierter Initialisierung und NMF-basierter Verfeinerung. (a) Notentext und gelernte Aktivie-
rungsmatrix (notenweise Initialisierungsbereiche entsprechen roten Umrandungen). (b) Aufspaltung
in Aktivierungsmatrizen fu¨r linke (unten) und rechte (oben) Hand. (c) Magnituden-Spektrogramme
erhalten durch Multiplikation der jeweiligen Aktivierungsmatrix mit der Templatematrix.
Im Allgemeinen werden NMF-basierte Matrixfaktorisierungen durch iterative Verfahren
berechnet, die zu einem lokalen Optimum fu¨hren [LS00]. Ohne weitere Einschra¨nkungen
entbehrt das Fakorisierungsergebnis oft jeglicher Semantik. Um musikalisch sinnvolle
Zerlegungen zu erhalten, wird daher zusa¨tzliches Wissen eingebracht. Zum Beispiel wer-
den den Templates mittels parametrischer Modelle musikalische Eigenschaften bezu¨glich
Tonho¨hen und Obertoneigenschaften aufgezwungen [HKV09, HBD10, WVR+11]. Als
Alternative ko¨nnen den Templates harmonische Strukturen durch eine geeignete Initiali-
sierung auferlegt werden, wobei alle nicht-relevanten Eintra¨ge auf Null und alle relevanten
Eintra¨ge auf Eins gesetzt werden [ROS07]. Da bei der iterativen Berechnung der NMF-
Zerlegen nur multiplikative Update-Regeln zum Einsatz kommen, behalten alle mit Null
initialisierten Eintra¨ge ihren Wert.
In [EM12b] wurde diese Idee erweitert, indem nicht nur die Templates sondern auch die
Aktivierungen u¨ber geeignete Bina¨rwerte initialisiert wurden. Unter Hinzunahme eines
Notentexts werden hierzu in einem ersten Schritt zu der Audioaufnahme synchrone Kla-
vierwalzendarstellungen berechnet (siehe Abschnitt 3). Die Aktivierungsmatrix wird an-
hand dieser Klavierwalzendarstellung unter Zulassung gewisser Toleranzbereiche initiali-
siert, siehe Abbildung 5b fu¨r eine Illustration. Weiterhin wird fu¨r jede in dem Musikstu¨ck
vorkommende Tonho¨he ein Template mit einem sehr großzu¨gigem Obertonmodell initia-
lisiert. In gewisser Weise entspricht diese Initialisierung schon grob der gewu¨nschten Ma-
trixfaktorisierung. Durch den anschließenden NMF-Schritt wird diese Faktorisierung nun
verfeinert, siehe Abbildung 5c. Insbesondere werden durch die gelernten Aktivierungen
die Noteneinsatzzeiten, Intensita¨ten und Notendauern wiedergegeben, wa¨hrend durch die
gelernten Templates die Stimmung und der Klang der Noten erfasst werden.
Ein entscheidender Aspekt bei diesem Verfahren ist, dass bei der NMF-basierten Verfei-
nerung die Zuordnung der durch den Notentext gegebenen Noten und den urspru¨nglichen
Initialisierungsbereichen2 bestehen bleibt. Hierdurch erha¨hlt man wie schon bei den pa-
rametrischen Modellen (Abschnitt 4) eine notenweise Parametrisierung des Magnituden-
Spektrogramms. Durch eine solche Parametrisierung kann zum Beispiel eine Klavierauf-
nahme in zwei Quellen zerlegt werden, die jeweils den von der linken und der rechten
Hand gespielten Noten entsprechen, siehe Abbildung 6. Hierbei wird aus der parametri-
sierten Matrixzerlegung ein Magnituden-Spektrogramm fu¨r die linke und die rechte Hand
zusammengesetzt. Unter Verwendung der Phaseninformation des Originalspektrogramms
werden dann die Wellenformen der jeweiligen Quellen durch Anwendung einer inversen
gefensterten Fouriertransformation gewonnen.
Ein wesentlicher Vorteil von NMF-basierten Verfahren ist ihre leichte Implementierbarkeit
und hohe Recheneffizienz. Im Gegensatz zu parametrischen Modellen, die abha¨ngig von
der mathematischen Modellierung oft komplizierte und rechenintensive Update-Regeln
erfordern, werden bei der NMF-Berechnung (auch bei Verwendung von u¨ber die Nullein-
tra¨ge definierten Einschra¨nkungen) nur einfache, multiplikative Update-Regeln beno¨tigt,
siehe [EM12a] fu¨r weitere Details und Erweiterungen NMF-basierter Verfahren.
6 F0-basierte Abtrennung der Gesangsstimme
Das vorgestellte NMF-basierte Verfahren zur Quellentrennung liefert gute Ergebnisse,
wenn sich das zugrundeliegende Spektrogramm durch eine kleine Anzahl spektraler Tem-
plates erkla¨ren la¨sst. Dies ist zum Beispiel bei Klaviermusik der Fall, da sich hier jeder
Ton schon relativ gut durch ein einziges spektrales Template (bis auf Skalierung) beschrei-
ben la¨sst. In der Regel ist dies allerdings bei anderen Instrumenten und bei der mensch-
lichen Stimme nicht der Fall. Hier ko¨nnen im zeitlichen Verlauf erhebliche Frequenz-
schwankungen wie zum Beispiel Frequenzmodulationen beim Vibrato oder kontinuierli-
che Vera¨nderung der Tonho¨he beim Glissando auftreten. In einigen Verfahren werden, wie
in Abschnitt 4 erwa¨hnt, parametrische Modelle verwendet, um Frequenzmodulationen in
den Griff zu bekommen. Eine andere Vorgehensweise besteht darin, zuna¨chst den exakten
Verlauf der Grundfrequenz (F0) der Melodiestimme zu erfassen [SG12, Kla08]. Auf Ba-
sis dieser F0-Scha¨tzung kann dann die Stimme vom Klanggemisch abgetrennt werden. Im
Folgenden skizzieren wir ein solches Verfahren anhand der Abbildungen 7 und 8.
In unserem Beispielszenario soll die Gesangsstimme aus der Aufnahme eines Klavier-
lieds (Gesang begleitet von Klavier) extrahiert werden. In einem ersten Schritt wird der
Verlauf der Grundfrequenz der Singstimme wie in [SG12] ermittelt. Ausgehend von ei-
nem Spektrogramm mit linearer Frequenzachsenaufteilung wird zuna¨chst ein sogenanntes
Log-Spektrogramm mit logarithmischer Frequenzachsenaufteilung berechnet. Diese Dar-
stellung hat den Vorteil, dass so der Abstand eines Obertones zu seinem Grundton un-
abha¨ngig von der jeweiligen Frequenz des Grundtons ist, siehe auch Abbildung 7b. Zur
Berechnung des Log-Spektrogramms wird zuna¨chst die Frequenzauflo¨sung des Spektro-
2Diese werden in Abbildung 5c und Abbildung 6a durch rote Umrandungen wiedergegeben.
Abbildung 7: Notentext-informierte F0-Scha¨tzung. (a) Spektrogramm eines Ausschnittes von “Gu-
te Nacht” aus Schumanns “Winterreise”. (b) Log-Spektrogramm. (c) Berechnung der Salienz-
Darstellung. (d) Salienz-Darstellung. (e) Notentext mit Singstimme. (f) F0-Scha¨tzung der Gesangs-
stimme.
gramms unter Zuhilfenahme der Phaseninformation verfeinert, und dann die Frequenzen
logarithmisch aufgeteilten Frequenzba¨nder zugeteilt. Da die Singstimme typischer Wei-
se energiereiche Oberto¨ne aufweist, werden zur Hervorhebung des Grundfrequenzver-
laufs zu jedem Eintrag im Log-Spektrogramm die Eintra¨ge der zugeho¨rigen Oberto¨ne
addiert, siehe Abbildung 7c. Die so erhaltene Salienz-Darstellung gibt zu einem gege-
benen Zeitpunkt an, wie stark ein Ton einer bestimmten Grundfrequenz aus dem Klang-
gemisch hervorsticht. In [SG12] wird nun unter Annahme von zeitlichen und spektralen
Kontinuita¨tseigenschaften versucht, den Verlauf der Melodielinie auf Basis der Salienz-
Darstellung zu bestimmen. Als Alternative kann auch ein Notentext-informierter An-
satz verfolgt werden, bei dem mit Hilfe einer synchronen Klavierwalzendarstellung die
Salienz-Darstellung auf den Bereich des groben Grundfrequenzverlaufs einschra¨nkt wird.
Durch Verwendung eines auf dynamischer Programmierung basierenden Algorithmus
Abbildung 8: Abtrennung der Gesangsstimme mittels Maskierung. (a) F0-basierte bina¨re Maskie-
rungsmaske fu¨r die Gesangsstimme. (b) Spektrogramm der Originalaufnahme (Gesang und Klavier).
(c) Spektrogramm der Gesangsstimme. (d) Spektrogramm des Restsignals.
kann dann die Frequenztrajektorie der Singstimme innerhalb dieser Bereiche effizient
berechnet werden, siehe Abbildung 7f. Der errechnete Grundfrequenzverlauf erlaubt es
nun, eine bina¨re Maske fu¨r das urspru¨ngliche Spektrogramm zu erstellen. Hierbei bleiben
nur diejenigen Spektrogrammeintra¨ge, die zum Frequenzverlauf der Singstimme und de-
ren Oberto¨nen korrespondieren, erhalten (Abbildung 8a). Punktweise Multiplikation der
Maske mit dem Spektrogramm resultiert im Spektrogramm der Gesangsstimme. Durch
Anwendung einer inversen gefensterten Fouriertransformation erha¨lt man schließlich die
zugeho¨rige Wellenform. Zusa¨tzlich kann noch der verbleibende Teil des Spektrogramms
betrachtet werden durch den man in dem von uns betrachteten Szenario die Klavierstimme
der Aufnahme erha¨lt (Abbildung 8d).
7 Anwendungen und Fazit
In diesem Artikel haben wir gezeigt, wie sich eine Audioaufnahme unter Ausnutzung von
Notentextinformation in elementare Bausteine zerlegen la¨sst. Solche Zerlegungen sind
nicht nur fu¨r das Versta¨ndnis der zugrundeliegenden Musiksignale von grundlegender Be-
deutung, sondern ermo¨glichen auch eine Reihe von neuartigen Anwendungen. Zum Ab-
schluss dieses Artikels skizzieren wir exemplarisch zwei solche Anwendungen, die das
Potential der notentext-informierten Quellentrennung andeuten sollen.
Abbildung 9: Notentext-informierte Editierung von Audiomaterial, bei der eine Audioaufnahme von
Moll nach Dur moduliert wird. Die manipulierten Elemente (rechts) sind gelb unterlegt.
Abbildung 10: Intelligenter Equalizer zur Vera¨nderung von Sing- und Instrumentalstimmen.
In Abbildung 9 ist eine Benutzerschnittstelle zur Notentext-basierten Editierung von Au-
diodaten angedeutet. Mittels der notenbasierten Zerlegung ko¨nnen Manipulation im No-
tentext auf das Musiksignal u¨bertragen werden. Zum Beispiel kann auf diese Weise, wie
in Abbildung 9b illustriert, die Audioaufnahme von Moll nach Dur moduliert werden. Ei-
ne zweite Anwendung ist in Abbildung 10 skizziert. Auf Basis einer Zerlegung in Einzel-
stimmmen ko¨nnen intelligente Equalizer realisiert werden, bei denen ein Benutzer anstelle
fester Frequenzba¨nder semantisch sinnvolle Einheiten wie Instrumental- und Singstimmen
versta¨rken oder abschwa¨chen kann [IGK+08].
Ziel dieses Artikels war es, u¨ber neuartige Entwicklungen im Bereich der Quellentren-
nung von Musiksignalen zu berichten. Trotz erheblicher Forschungsbemu¨hungen steckt
man bei diesen extrem schwierigen Fragestellungen noch in den Kinderschuhen. Selbst
bei Notentext-informierten Verfahren weisen die abgetrennten Quellen oft noch starke Ar-
tefakte auf, so dass hier noch erheblicher Forschungsbedarf besteht bis diese Techniken
anwendungstauglich werden.
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