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A numerical method is introduced for the evaluation of complex geometrical optics (cgo)
solutions to the conductivity equation ∇ · σ∇u(·,k) = 0 in R2 for piecewise smooth
conductivities σ . Here k is a complex parameter. The algorithm is based on the solution by
Astala and Päivärinta (2006) [1] of Calderón’s inverse conductivity problem and involves
the solution of a Beltrami equation in the plane with an exponential asymptotic condition.
The numerical strategy is to solve a related periodic problem using fft and gmres and
show that the solutions agree on the unit disc. The cgo solver is applied to the problem of
computing nonlinear Fourier transforms corresponding to nonsmooth conductivities. These
computations give new insight into the D-bar method for the medical imaging technique of
electric impedance tomography. Furthermore, the asymptotic behavior of the cgo solutions
as k → ∞ is studied numerically. The evidence so gained raises interesting questions about
the best possible decay rates for the subexponential growth argument in the uniqueness
proof for Calderón’s problem with L∞ conductivities.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
We consider the numerical evaluation of complex geometrical optics (cgo) solutions to the conductivity equation
∇ · σ∇uσ = 0 in R2, (1.1)
for piecewise smooth conductivities σ . We assume that σ is measurable and bounded away from 0 and inﬁnity, with
σ(x) ≡ 1 for x outside a compact set. The cgo solutions are speciﬁed by their asymptotics
uσ (z,k) = eikz
(
1+ O
(
1
z
))
, as |z| → ∞, (1.2)
where k ∈ C is a parameter. The solutions play a key role in solving the fundamental Calderón problem [1–3,17–19,21],
which we next describe in detail.
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where. Let u ∈ H1(Ω) be the unique solution to
∇ · σ∇u = 0 in Ω, (1.3)
u|∂Ω = f ∈ H1/2(∂Ω). (1.4)
Static voltage-to-current measurements at the boundary can be modeled by the Dirichlet-to-Neumann map
Λσ : H1/2(∂Ω) → H−1/2(∂Ω), f 	→ σ ∂u
∂n
∣∣∣∣
∂Ω
.
Calderón posed the question in [3] whether σ is uniquely determined by Λσ , and if so, how to reconstruct σ when Λσ
is given. This problem is also known as electrical impedance tomography (eit), an imaging technique with applications in
medicine, geophysics, and industrial process monitoring [4].
In dimension 2, Calderón’s problem was recently solved using cgo solutions by Astala and Päivärinta [1]. In the case of
L∞-conductivities the cgo solutions need to be constructed via the Beltrami equation
∂ z fμ = μ∂z fμ, (1.5)
where μ is a compactly supported L∞ function, connected to σ by the identity
μ := 1− σ
1+ σ . (1.6)
Here z = z1 + iz2 ∈ C and ∂ z = (∂/∂z1 + i∂/∂z2)/2. Indeed, the respective complex geometric optics solutions are related by
the equation
2uσ (z,k) = fμ(z,k) + f−μ(z,k) + fμ(z,k) − f−μ(z,k). (1.7)
The simple reason behind these identities is that the real part u of fμ(z,k) solves Eq. (1.1) while the imaginary part solves
the same equation with σ replaced by 1/σ .
An asymptotic condition similar to (1.2) is required:
fμ(z,k) = eikz
(
1+ ω(z,k)) with ω(z,k) = O
(
1
z
)
as |z| → ∞. (1.8)
In particular, constructing solutions to (1.1) is now reduced to considering the Beltrami equation (1.5).
In this paper we introduce a numerical algorithm for the computation of the cgo solutions fμ of the form (1.8), satis-
fying the Beltrami equation (1.5) for a given μ = (1 − σ)/(1 + σ). Simultaneously we obtain the cgo solutions uσ for the
conductivity equation (1.1). We assume that σ is piecewise continuous in the following sense.
Deﬁnition 1. We say that σ is piecewise continuous if σ ∈ C0(Ω \Γ ), where Γ is the union of a ﬁnite number of piecewise
C1 curves Γi : [0,1] → Ω for which Γi ∩ Γ j is a discrete set whenever i = j.
This is a reasonable assumption for medically relevant conductivities. The algorithm is based on periodization, truncation
of a Neumann series, discretization, and the use of fast Fourier transform and the iterative gmres solver. The basic ideas for
the numerical part of this work come from Vainikko’s solution method [22] for the Lippmann–Schwinger equation, and from
the generalization of that method for the ∂ equation by Knudsen, Mueller and Siltanen [14]. We remark that the present
generalization of [22] is more complicated than the one reported in [14].
Numerical computation of solutions to the Beltrami equation have been described in [5,8]. Those two approaches do not
apply to the exponential asymptotic condition (1.8) of interest here.
We verify our new algorithm by comparison to Faddeev’s cgo solutions for the Schrödinger equation [7]. Those solu-
tions are used in Nachman’s uniqueness proof [17] for Calderón’s problem assuming twice differentiable conductivities.
The numerical computation of these solutions, henceforth called the benchmark method, is already well understood [15,19].
Eq. (1.7) leads to a simple formula connecting the two cgo solutions when the conductivity is smooth, and we can check
that the two algorithms agree. In fact, for k close to zero the new algorithm is found to give more accurate results than the
benchmark method.
Applications of our new algorithm include
(i) Checking intermediate results when developing eit algorithms based on [1],
(ii) Evaluating Faddeev’s cgo solutions accurately for k near zero,
(iii) Computing nonlinear Fourier transforms numerically,
(iv) Studying quasiconformal mappings.
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the scattering transform (also called the nonlinear Fourier transform) t : C → C corresponding to a discontinuous conduc-
tivity. For this, we provide new insight by numerical experiments. Our results suggest that for nonsmooth conductivities
there may not exist large |k| estimates of the form |t(k)|  C |k|λ with λ  0. Note that in the smooth case it is known
[19, Theorem 3.2] that |t(k)| |k|−m for large |k| if σ ∈ C2+m(Ω) and m 1. Approximate scattering transforms for discon-
tinuous conductivities were studied in [13].
As a contribution to (iv) we study numerically the behavior of fμ(·,k) when |k| grows. It was proven in [1] that
fμ(z,k) = exp(ikφμ(z,k)), where φμ is a quasiconformal homeomorphism satisfying φμ(z,k) = z + O(1/z) when z → ∞.
The technically most demanding result in [1], crucially important for the uniqueness proof, is establishing the following
subexponential growth result: limk→∞ φμ(z,k) = z uniformly in z ∈ C. Our computation yields numerical evidence for the
existence of an estimate of the form supz∈Ω |φμ(z,k) − z| C |k|λ with λ < 0 in the case of simple piecewise smooth dis-
continuous conductivity. This raises the very interesting question what are the best possible theoretical decay rates in this
context.
This paper is organized as follows. In Section 2 we derive a periodic construction of the cgo solutions fμ . The Neumann
series so achieved is truncated in Section 3 to give a numerically viable approximation to the cgo solutions, and in Sec-
tion 4 we describe an algorithm for the evaluation of those approximations. In Section 5 we discuss cgo solutions for the
Schrödinger equation, derive a connection between the two solution types, and verify the new cgo solver by comparison to
the benchmark method. In Section 6 we apply our method to the evaluation of nonlinear Fourier transforms corresponding
to discontinuous conductivities. Section 7 is devoted to the numerical study of φμ(·,k) as k grows. Finally, in Section 8 we
discuss hardware issues and give directions for further study of eﬃciency and accuracy of our new method.
2. Construction of CGO solutions via periodization
The cgo solutions are constructed in [1] as follows. Deﬁne the solid Cauchy transform by
P f (z) = − 1
π
∫
C
f (λ)
λ − z dm(λ), (2.1)
and Beurling transform by S f = ∂ P f . Note that P is the inverse operator of ∂ and that S transforms ∂ derivatives into ∂
derivatives: S(∂ f ) = ∂ f .
Let Ω denote the unit disc. For given piecewise continuous conductivity σ : Ω → R and any complex number k ∈ C, set
μ = (1− σ)/(1+ σ) and deﬁne
α(z,k) = −ike−k(z)μ(z), (2.2)
ν(z,k) = e−k(z)μ(z), (2.3)
where e−k(z) := exp(−i(kz + kz)). Then α(·,k), ν(·,k) ∈ L∞(Ω) and |ν(z,k)| = |μ(z,k)|  κ < 1 for almost every z. The
following theorem was proven in [1].
Theorem 1 (Astala and Päivärinta). Let k ∈ C. Assume that α(·,k) ∈ L∞(Ω) and ν(·,k) ∈ L∞(Ω) and |ν(z,k)| κ < 1 for almost
every z. Take 2< p < 1+ 1/κ and deﬁne the operator K : Lp(C) → Lp(C) by
K g = P (I − νS)−1(αg). (2.4)
Then K : Lp(C) → W 1,p(C) and I − K is invertible in Lp(C). Further, equation
(I − K )ω = K (χΩ) (2.5)
has a unique solution with asymptotics ω(z,k) = O(1/z).
Let us recall the deﬁnition of the Sobolev space W 1,p(C):
W 1,p(C) =
{
f ∈ Lp(C)
∣∣∣ ∂ f
∂z j
∈ Lp(C) for j = 1,2
}
.
We note that the Sobolev embedding theorem implies that W 1,p(C) functions are continuous when p > 2.
The complex geometrical optics solutions fμ are given by substituting the unique solution of Eq. (2.5) to formula (1.8).
Next we derive a periodic equation equivalent to (2.5) and more suitable for numerical solution.
According to [20] the Beurling transform S has the properties
S : Lr(C) −→ Lr(C), 1< r < ∞, and ‖S‖L2−→L2 = 1. (2.6)
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as an operator ρ( f ) = f , we see that ω satisﬁes
∂ω = (I − νS)−1(αω + α) =
∞∑
=0
(νρ∂ P )(αω + α). (2.7)
By the uniqueness result for Eq. (2.5), Eq. (2.7) has a unique solution with asymptotics ω(z,k) = O(1/z).
Take  > 0 and set s = 2 + 3 . Deﬁne Q := [−s, s)2 and introduce a periodic version of Eq. (2.5) as follows. Choose an
inﬁnitely smooth cutoff function η ∈ C∞0 (R2) satisfying
η(z) =
⎧⎨
⎩
1 for |z| < 2+ ,
smooth for 2+   |z| < 2+ 2,
0 for |z| 2+ 2,
(2.8)
and 0 η(z) 1 for all z ∈ C.
Deﬁne a 2s-periodic approximate Green’s function g˜ by setting it to η(z)/(π z) inside Q and extending periodically:
g˜(z + j2s + i2s) = η(z)
π z
for z ∈ Q \ 0, j,  ∈ Z. (2.9)
Deﬁne a periodic approximate Cauchy transform by
P˜ f (z) = (g˜ ∗˜ f )(z) =
∫
Q
g˜(z − w) f (w)dw, (2.10)
where ∗˜ denotes convolution on the torus; then P˜ is a compact operator on L2(Q ). We introduce the periodic counterpart
of K as follows:
K˜ϕ = P˜ (I − νρ∂ P˜ )−1(αϕ) = P˜
∞∑
=0
(νρ∂ P˜ )(αϕ), (2.11)
where the compactly supported functions ν and α are periodically extended in the obvious way. Then the operator K˜ :
L2(Q ) → L2(Q ) is compact.
Theorem 2. Let k ∈ C. There exists a unique 2s-periodic solution to equation
(I − K˜ )ω˜ = K˜ (χΩ), (2.12)
where χΩ is periodically extended. Furthermore, the solutions of (2.5) and (2.12) agree on the unit disc: ω(z,k) = ω˜(z,k) for z ∈ Ω .
Proof. Assume ω˜1 and ω˜2 are solutions of (2.12). We will show that ω˜1 = ω˜2.
Let ϕ be a function with supp(ϕ) ⊂ Ω , and denote by ϕ˜ the periodic extension of ϕ . Since the functions (πζ )−1 and
g˜(ζ ) coincide for |ζ | = |z − w| < 2+  , the following identity holds for |z| < 1+ :
(Pϕ)(z) = 1
π
∫
Ω
ϕ(w)
z − w dw =
∫
Q
g˜(z − w)ϕ˜(w)dw = ( P˜ ϕ˜)(z). (2.13)
Deﬁne two nonperiodic functions ω1,ω2 : R2 → C by the formulae
ω j(z) = ω˜ j(z) for |z| < 1+ , (2.14)
ω j(z) = P (I − νρ∂ P )−1(αω˜ j|Q + α) for |z| > 1. (2.15)
The formulae (2.14) and (2.15) agree in the annulus 1< |z| < 1+  . To see this note that since ω˜ j are solutions of (2.12) for
j = 1,2, we have
ω˜ j = P˜
(
I + νρ∂ P˜ + (νρ∂ P˜ )2 + · · ·)(αω˜ j + α), j = 1,2. (2.16)
Because both αω˜ j + α and (I + νρ∂ P˜ + (νρ∂ P˜ )2 + · · ·)(αω˜ j + α) are supported in the unit disc, repeated applications of
(2.13) to the identity (2.16) yield the claim.
Applying the ∂ derivative to both sides of (2.16) and using (2.13) shows that ω1 and ω2 satisfy Eq. (2.7) in the disc
|z| < 1 +  . Further, applying the ∂ derivative to both sides of (2.15) and substituting (2.14) shows that ω1 and ω2 satisfy
Eq. (2.7) for |z| > 1. Thus ω1 and ω2 satisfy (2.7) everywhere.
Since (I − νρ∂ P )−1(αω˜ j |Q + α) is supported in the unit disc, formula (2.15) together with (2.1) implies that ω j(z) =
O(1/z) for large |z|. By the uniqueness of solutions to Eq. (2.7) we conclude that ω1 = ω2.
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above shows that actually ω˜1(z,k) = ω˜2(z,k) for all z ∈ Q . Finally, since K˜ is a compact operator on L2(Q ), the solvability
of (2.12) follows by the Fredholm alternative.
The solutions of (2.5) and (2.12) are now seen to agree on Ω simply by (2.14). 
Corollary 1. Given the solution ω˜ of the periodic equation (2.12), the solution ω : R2 → C of Eq. (2.5) can be written as
ω = P (I − νS)−1(αω˜|Ω + α).
3. Approximate CGO solutions
The inverse operator appearing in the deﬁnition (2.11) of operator K˜ is diﬃcult to deal with numerically. Thus we
introduce a computationally feasible equation whose solutions approximate the periodic cgo solutions.
Deﬁne the truncated periodic operator K˜ L by the formula
K˜ L(ϕ) := P˜
L∑
=0
(νρ∂ P˜ )(αϕ). (3.1)
Then the convergence of the Neumann series in (2.11) implies the following:
lim
L→∞
∥∥K˜ (χΩ) − K˜ L(χΩ)∥∥L2(Q ) = 0, (3.2)
lim
L→∞
∥∥K˜ − K˜ L∥∥L(L2(Q )) = 0. (3.3)
Theorem 3. Let ε > 0 and take any k ∈ C. Then there is such L0 > 0 that for all L > L0 there exists a unique 2s-periodic solution to
the equation
(I − K˜ L)ω˜L = K˜ L(χΩ). (3.4)
Furthermore, there is such Lε  L0 that for all L > Lε , the unique solutions of Eqs. (3.4) and (2.12) satisfy∥∥ω˜(·,k) − ω˜L(·,k)∥∥L2(Q )  ε. (3.5)
Proof. Combine (3.2) and (3.3) with
ω˜ − ω˜L = (I − K˜ )−1 K˜ (χΩ) − (I − K˜ L)−1 K˜ L(χΩ)
= (I − K˜ )−1{K˜ (χΩ) − K˜ L(χΩ)}− {(I − K˜ )−1L − (I − K˜ )−1}K˜ L(χΩ),
and use standard functional analytic arguments. 
Corollary 2. Let k ∈ C. For all large enough L > 0 deﬁne
ωL(z,k) = P (I − νS)−1(αω˜L |Ω + α),
where ω˜L is the solution of Eq. (3.4). Then the solution ω : R2 → C of Eq. (2.5) satisﬁes
lim
L→∞
∥∥ωL(·,k) − ω(·,k)∥∥L2(C) = 0.
Proof. Combine Corollary 1 with Theorem 3 and the continuity of the operators P and (I − νS)−1. 
4. Computational algorithm for approximate CGO solutions
In a manner similar to [14], we modify the numerical Lippmann–Schwinger solver of Vainikko [22] for solving ω˜L from
Eq. (3.4). Then Corollary 2 implies that we can evaluate ω with arbitrary accuracy.
4.1. Discretization of periodic functions
As in Section 2, take a square Q := [−s, s)2 with some s > 2 as the basic tile of periodic tessellation of the plane. Choose
a positive integer m, denote M = 2m, and set h = 2s/M . Deﬁne a grid Gm ⊂ Q by
Gm =
{
jh
∣∣ j ∈ Z2m},
Z
2
m =
{
j = ( j1, j2) ∈ Z2
∣∣−2m−1  j < 2m−1,  = 1,2}. (4.1)
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ϕh( j) = ϕ( jh). (4.2)
4.2. Implementation of the Cauchy transform
Consider the periodic approximate Cauchy transform P˜ deﬁned in (2.10). Choose a cutoff function η as in (2.8), recall
the periodic approximate Green’s function g˜ deﬁned in (2.9), and set
g˜h( j) =
{
g˜( jh), for j ∈ Z2m \ 0,
0, for j = 0; (4.3)
note that here the point jh ∈ R2 is interpreted as the complex number hj1 + ihj2. Now g˜h is simply a M × M matrix with
complex entries. Given a periodic function ϕ , the transform P˜ϕ is approximately given by
( P˜ϕh)h = h2F−1
(F(g˜h) · F(ϕh)), (4.4)
where F stands for discrete Fourier transform (dft) and · denotes element-wise matrix multiplication. This approach is
based on the fact that convolution ∗˜ on the torus becomes multiplication under dft. Note that the grid Gm is deﬁned so
that fast Fourier transform is readily applicable to (4.4).
4.3. Implementation of the Beurling transform
We could follow the theoretical treatment of Section 2 closely and write ( S˜ϕh)h = Dh( P˜ϕh)h with Dh a ﬁnite difference
approximation to ∂ . Another approach would be to approximate the Fourier multiplier m(ξ) = −ξ/ξ on the discrete Fourier
transform side by some m˜(ξ) and set ( S˜ϕh)h = h2F−1(m˜h · F(ϕh)). However, after numerical testing we found that the
following implementation based on convolution works best for us in terms of accuracy, speed, and ease of programming.
The Beurling transform for functions deﬁned on C can be written as a principal value integral
Sg(z) = − 1
π
∫
C
g(w)
(w − z)2 dw.
We approximate S in our periodic context by writing
β˜(z + j2s + i2s) = η(z)
π z2
for z ∈ Q \ 0, j,  ∈ Z,
where η(z) is deﬁned by (2.8), and deﬁning
S˜ g(z) := (β˜∗˜g)(z) =
∫
Q
β˜(z − w)g(w)dw.
The discrete transform is given by
( S˜ϕh)h = h2F−1
(F(β˜h) · F(ϕh)), (4.5)
where β˜h is the complex-valued M × M matrix
β˜h( j) =
{
β˜( jh), for j ∈ Z2m \ 0,
0, for j = 0. (4.6)
4.4. Implementation of the operator K˜L
How should one choose the truncation index L in the expression
K˜ L(ϕ) := P˜
L∑
=0
(νρ S˜)(αϕ)?
It is diﬃcult in practice to ﬁnd a large enough L in the sense of Theorem 3, so instead we use truncation based on a
tolerance criterion. Choose some 0< τ < 1 and set
L := min{ > 0: ∥∥(νρ S˜)(αϕ)∥∥L2(Q ) < τ‖αϕ‖L2(Q )}. (4.7)
After ﬁxing L using (4.7), the computation of (K˜ L(ϕh))h for a given grid approximation ϕh is a combination of element-
wise matrix multiplications, complex conjugations, and applications of the approximate operators P˜ and S˜ as explained in
Sections 4.2 and 4.3.
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Computation of ω˜L starts with the evaluation of the right-hand side of (3.4) with L given by (4.7):
K˜ L(χΩ) = P˜
L∑
=0
(ν S˜)α. (4.8)
This is straightforward as explained in Section 4.4.
The solution of Eq. (3.4) is implemented by a matrix-free iterative method, such as generalized minimal residual method
(gmres). In iterative methods it is enough to provide a numerical algorithm for the mapping ϕh 	→ (ϕh − (K˜ L(ϕh))h), which
we essentially described above. Note that since the operator K˜ L is not complex linear but only real-linear, we need to treat
the real and imaginary parts separately so that gmres is applied to a real-linear problem of dimension 22m+1.
5. Numerical veriﬁcation of the solver
We have previously implemented a numerical algorithm [15], here called the benchmark method, for the evaluation of
complex geometrical optics solutions for the conductivity equation used by Nachman in [17]. The cgo solutions considered
in this work are connected by rather simple relations to Nachman’s solutions in the case of smooth conductivities, and thus
we can verify our new algorithm by comparing it to the benchmark method for a smooth example conductivity.
Since the new method makes no signiﬁcant distinction between smooth and piecewise smooth conductivities, we will
assume that it works for discontinuous σ if it works for smooth σ .
5.1. Complex geometrical optics solutions via the Schrödinger equation
Assume that σ is twice continuously differentiable and that σ ≡ 1 near the boundary ∂Ω . Nachman [17] deﬁnes q1 =
σ−1/2σ 1/2 with zero extension outside Ω and considers the cgo solutions
(− + q1)ψ1(·,k) = 0 in R2 (5.1)
ﬁrst introduced by Faddeev [7]. By [17, Theorem 1.1] for any k ∈ C \ 0 there is a unique solution ψ1 of (5.1) satisfying
e−ikzψ1(z,k) − 1 ∈ W 1,p
(
R
2) (5.2)
for any 2< p < ∞.
The solutions ψ1 of (5.1) satisfying (5.2) are constructed via the deﬁnition
m1(z,k) := e−ikzψ1(z,k), z ∈ R2, k ∈ C \ 0. (5.3)
The function m1 is the unique solution of the Lippmann–Schwinger type equation
m1 = 1− gk ∗ (q1m1) (5.4)
satisfying m1 − 1 ∈ W 1,p(R2), where ∗ denotes convolution of functions deﬁned on R2. The Faddeev fundamental solution
gk is given by
gk(z) := 1
(2π)2
∫
R2
eiz·ξ
|ξ |2 + 2k(ξ1 + iξ2) dξ, (5.5)
and satisﬁes (− − 4ik∂)gk = δ0. Here δ0 denotes Dirac’s delta distribution. We remark that numerical evaluation of gk(z)
was introduced in [19] and optimized in [9].
We repeat the above construction for the conductivity 1/σ . Deﬁne q2 = σ 1/2σ−1/2 and consider the unique solution
of the Schrödinger equation
(− + q2)ψ2(·,k) = 0 (5.6)
with the asymptotic condition e−ikzψ2(z,k) − 1 =:m2(z,k) − 1 ∈ W 1,p(R2). Then
u1(z,k) := σ−1/2(z)eikzm1(z,k), (5.7)
u2(z,k) := σ 1/2(z)eikzm2(z,k), (5.8)
are the unique solutions of the following two conductivity equations:
∇ · σ∇u1 = 0, u1 ∼ eikz, (5.9)
∇ · σ−1∇u2 = 0, u2 ∼ eikz. (5.10)
Note that in [1] the asymptotic behavior of u2 is ieikz but in this paper it is eikz .
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5.2. Connection between the cgo solutions ψ1,ψ2 and fμ
From (1.6) we see that −μ relates to 1/σ the same way that μ relates to σ . Set
h+ = 1
2
( fμ + f−μ), h− = 1
2
( fμ − f−μ);
note that the above deﬁnition of h− differs from [1] by an i. Now h+ − ih− and i(h+ + ih−) are solutions of (5.9) and (5.10),
respectively, and by uniqueness u1 = h+ − ih− and u2 = i(h+ + ih−). So we can write
fμ = (u1 + u1)/2+ (u2 − u2)/2,
and substituting (1.8), (5.7) and (5.8) gives the desired connection:
ω(z,k) = −1+ e−ikz[Re(σ−1/2eikzm1(z,k))+ i Im(σ 1/2eikzm2(z,k))]. (5.11)
5.3. Computational results
We deﬁne a smooth example conductivity σ resembling the transversal cross-section of human chest. The region of
higher conductivity than background simulates a heart ﬁlled with blood, while the two regions with lower conductivity
than background model lungs ﬁlled with air. See Fig. 1 for plots of conductivities σ and 1/σ and their respective potentials
q1 and q2.
We choose a set K := {k(1),k(2), . . . ,k(48)} ⊂ C of complex numbers with six different moduli between 1 and 16, and
eight ﬁxed arguments. See Fig. 2.
We take Q := [−s, s)2 with s = 2.3 and compute m1(·,k()) and m2(·,k()) for every  = 1, . . . ,48 with the benchmark
method. We perform the computation on two grids of the form (4.1): on G9 having 512×512 points and on G10 comprising
1024 × 1024 points. By construction we have G9 ⊂ G10, so we can directly compare the values of solutions on G9. The
relative sup norm error between the two results is 7% for points in K with |k| = 1 and less than 2% for |k| 4.
10 K. Astala et al. / Appl. Comput. Harmon. Anal. 29 (2010) 2–17Fig. 2. Black dots denote the complex points k(1),k(2), . . . ,k(48) used for testing the accuracy of the computation of cgo solutions. The radii of the points in
the collection are indicated on the real axis. The origin of the k plane is in the center of the picture.
Next we evaluate ω˜L(·,k()) for  = 1, . . . ,48 on grids G8 and G9. For this, we introduce a radially piecewise linear cutoff
function
η(z) =
⎧⎨
⎩
1 for |z| < 2.07,
linear for 2.07 |z| < 2.3,
0 for |z| 2.3.
According to the theory, of course, the function η should be inﬁnitely smooth as in (2.8). However, we believe that in
practical computation the piecewise linear cutoff function performs well enough.
The computation of the function ω˜L(·,k) deﬁned in (3.4) for a given k ∈ C and z-grid G proceeds as follows.
Step 1. For every z ∈ G , evaluate the functions α(z) and ν(z) deﬁned in (2.2) and (2.3), respectively.
Step 2. For every z ∈ G , evaluate the function χΩ(z). Then compute K˜ L(χΩ) using formula (3.1) involving α(z) and ν(z)
available from the previous step. The Cauchy and Beurling transforms appearing in (3.1) are implemented as ex-
plained in Sections 4.2 and 4.3, respectively. We use τ = 10−5 as the tolerance in the criterion (4.7) for L.
Step 3. Numerical solution of Eq. (3.4) for ω˜L(·,k) is based on the iterative gmres solver, as explained in Section 4.5. The
right-hand side of (3.4) is now available from the previous step.
See Figs. 3 and 4 for plots of some solutions ω˜L . We remark that we give K˜ L(χΩ) as initial guess for the gmres solver when
working on the 256×256 grid, and the result of that computation as initial guess for the computation using 512×512 grid
points, and use the gmres solver without a preconditioner.
The relative error between the left- and right-hand sides of Eq. (5.11) is deﬁned by the average value of the relative
errors at a given radius R
E(R) := 1
8
∑
k∈K, |k|=R
max |lhs(5.11)− rhs(5.11)|
max |rhs( 5.11)| , (5.12)
where in the right-hand side we use the solutions m1(·,k()) and m2(·,k()) computed on the grid G10 projected to the
grids G8 and G9 appropriately. Computational errors are provided in Table 1.
5.4. Discussion of errors
The inaccuracy in the computations of m1(·,k) and m2(·,k) for k near zero stems from the fact that Faddeev’s funda-
mental solution gk in Eq. (5.4) has a log |k| singularity at k = 0. In contrast, solving Eq. (2.5) for ω(z,k) does not involve
the computation of any function with a singularity at k = 0. It is for this reason that in Table 1 the left- and right-hand
sides of (5.11) agree quite well numerically for suﬃciently large |k|, and the error becomes smaller as the grid is reﬁned,
but for smaller |k| values (the cases R = 1 and R = 4), similar convergence results are not obtained. In summary, this lack
of convergence reﬂects the inaccuracy of the benchmark method for small |k| rather than that of the new method.
We may thus conclude that our solver produces accurate cgo solutions for the Beltrami equation for |k| 16, at least in
the case of a smooth medium-contrast conductivity.
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Fig. 4. Real and imaginary parts of ω˜L(z,−4.9497− 4.9497i). Here z ranges in the unit disc. The scale of the vertical axis is the same in both plots.
Table 1
Relative sup norm errors E() of numerically computed left- and right-hand sides of Eq. (5.11). Exact deﬁnition of the relative error is given in formula
(5.12). The nonconvergence in cases R = 1 and R = 4 results from diﬃculties in evaluating the right-hand side using the benchmark method.
Grid size R = 1 R = 4 R = 7 R = 10 R = 13 R = 16
256× 256 3.0% 0.7% 0.4% 0.5% 1.0% 1.8%
512× 512 3.0% 0.7% 0.3% 0.2% 0.3% 0.5%
6. Computing nonlinear Fourier transforms
Let us recall the scattering transform t : C → C considered by Nachman in [17] (and previously used in higher dimen-
sions in [16,18]). For strictly positive σ ∈ C2(Ω) satisfying σ ≡ 1 near ∂Ω , deﬁne q = σ−1/2σ 1/2 inside Ω , continue q as
zero outside Ω , and set
t(k) =
∫
R2
eikz+ikzq(z)m(z,k)dz, (6.1)
where k = 0 and m is the solution of m = 1− gk ∗(qm). It can be shown that the substitution t(0) = 0 results in a continuous
function t : C → C. We remark that the work of Knudsen [12] shows that formula (6.1) can be generalized for conductivities
with only one weak derivative.
The scattering transform τ of Astala and Päivärinta is given by the formula
τ (k) = 1
2π
∫
∂ z
(
ω(z,k) − ω−(z,k))dz1 dz2, (6.2)C
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formula gives a connection between the scattering transforms (6.1) and (6.2):
t(k) = −4π ikτ (k). (6.3)
However, the right-hand side of (6.3) is deﬁned for L∞ conductivities as well.
The term nonlinear Fourier transform stems from the fact that linearizing t with respect to q by substituting 1 in place
of m in the right-hand side of (6.1) gives the Fourier transform of q. Of course, this interpretation is not strictly valid for
t deﬁned via (6.3) for nonsmooth σ since q is no more deﬁned as a function. However, we continue to use the term in a
generalized sense.
Now let Λσ and Λ1 be the Dirichlet to Neumann maps corresponding to σ and the constant conductivity 1, respectively.
In medical electric impedance tomography one is dealing with a discontinuous (piecewise smooth) conductivity σ , and (6.1)
is not deﬁned. However, the formula
texp(k) =
∫
∂Ω
eikz(Λσ − Λ1)eikz dS(z) (6.4)
is a kind of Born approximation, introduced in [19] and makes sense for L∞ conductivities as well. Further, as shown in [13,
15], texp(k) can be used to approximate t(k) at least for k near zero and σ smooth. Using texp in practical reconstructions
from measured data is known to produce useful images [10,11].
Thus, it is interesting to compare texp(k) to the right-hand side of (6.3) in case of discontinuous conductivities. Such a
comparison has so far been possible only for differentiable conductivities.
6.1. Approximate computation of t
We numerically evaluate the functions ω˜L(z,k) and ω˜
−
L (z,k) and the approximation τL to (6.2) deﬁned by
τL(k) := 1
2π
∫
Ω
∂ z
(
ω˜L(z,k) − ω˜−L (z,k)
)
dz1 dz2. (6.5)
The results of Sections 2 and 3 can be used to show that the error in ω˜L(z,k) and ω˜
−
L (z,k) becomes small when L is large.
Theorem 4. Let τ be deﬁned by (6.2) and τL by (6.5). Then for any k ∈ C
lim
L→∞τL(k) = τ (k).
Proof. Recall that
∂ω = (I − e−kμS)−1(αω + α),
∂ω− = −(I + e−kμS)−1(αω + α).
Expanding the Neumann series and using the fact that μ is supported in Ω shows that
∂ω(z,k) = 0 and ∂ω−(z,k) = 0 when |z| > 1.
It follows from (6.2) and Theorem 2 that
τ (k) = 1
2π
∫
Ω
∂ z
(
ω˜(z,k) − ω˜−(z,k))dz1 dz2. (6.6)
Note that the domain of integration in (6.6) is Ω , while in (6.2) it is R2.
Let  > 0 be as in (2.8) and deﬁne an annulus A as follows:
A :=
{
z ∈ C ∣∣ 1< |z| < 1+ /2}.
The constructions in the proof of Theorem 2 implies that
∂ zω˜(z,k) = 0 = ∂ zω˜−(z,k) for z ∈ A, (6.7)
so we can write using Stokes’ formula
τ (k) = 1
2π
∫
|z|<1+/4
∂ z
(
ω˜(z,k) − ω˜−(z,k))dz1 dz2
= 1
2π
∫ (
ω˜(z,k) − ω˜−(z,k))dS(z). (6.8)|z|=1+/4
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and t (thin dotted line) evaluated using Eq. (6.3). Note that texp and t are not expected to coincide.
The construction in the proof of Theorem 3 implies that
∂ zω˜L(z,k) = 0 = ∂ zω˜−L (z,k) for z ∈ A, (6.9)
so applying Stokes’ formula to (6.5) leads to
τL(k) = 1
2π
∫
|z|=1+/4
(
ω˜L(z,k) − ω˜−L (z,k)
)
dS(z). (6.10)
Formulas (6.7) and (6.9) show that the functions ω˜(·,k), ω˜−(·,k), ω˜L(·,k) and ω˜−L (·,k) are analytic in A , and Theorem 3
shows that
lim
L→∞
∥∥ω˜(·,k) − ω˜L(·,k)∥∥L2(A ) = 0,
lim
L→∞
∥∥ω˜−(·,k) − ω˜−L (·,k)∥∥L2(A ) = 0.
Now L2 convergence and analyticity combined implies pointwise convergence, so the integral in (6.10) converges to the
integral in (6.8) as L → ∞. 
6.2. Numerical results for rotationally symmetric cases
Let us deﬁne two simple conductivities with rotational symmetry and a jump discontinuity:
σ1(z) =
{
1.1 for |z| < 1/2,
1 otherwise,
σ2(z) =
{
2 for |z| < 1/2,
1 otherwise.
See the left column of Fig. 5 for plots of proﬁles of σ1 and σ2.
It is well known that the Dirichlet-to-Neumann maps Λσ1 and Λσ2 can be expanded analytically in the trigonometric
basis on the unit circle, see e.g. [19, Lemma 4.1]. Utilizing this we evaluate texp1 (k) and t
exp
2 (k) very accurately with formula
(6.4), see the solid line plots in the right column of Fig. 5.
We evaluate ω˜L(z,k) and ω˜
−
L (z,k) corresponding to both conductivities using the algorithm described in Section 4.
Here k is real-valued and ranges in the interval [0.1,19.6]. It is enough to compute using real k only since the symmetry
σ(z) = σ(|z|) implies texp(k) = texp(|k|) and t(k) = t(|k|).
14 K. Astala et al. / Appl. Comput. Harmon. Anal. 29 (2010) 2–17Fig. 6. Left: proﬁle of the rotationally symmetric example conductivity σ3. Right: approximate proﬁles of t computed using the benchmark method (thick
solid line) and the new method (thin dotted line); note that these two functions are expected to coincide, but there is signiﬁcant difference between them
near k = 0. This is due to the inaccuracy of the benchmark method; the new algorithm performs clearly better for small k since t is a continuous function
and t(0) = 0. For large |k| the computations agree remarkably well.
Since the conductivities are nonsmooth, we cannot use the benchmark method for checking the accuracy of the compu-
tation by comparison as in Section 5.3. Instead we compute ω˜L(z,k) and ω˜
−
L (z,k) on the two grids G8 and G9, and compare
the results on the points belonging to G8. The relative sup norm error between the two computations is less than 5% for
k < 6.6, less than 10% for k < 12.6, and at most 21% in the whole k interval. Of course, we expect the result computed on
G9 to be more accurate, as is the case in the situation summarized in Table 1. Thus we have good reason to believe that the
computation is reasonably accurate in the whole k interval.
We can now evaluate the scattering transforms t1 and t2 using (6.5) and (6.3). The functions t1 and t2 are plotted with
thin dotted lines in the right column of Fig. 5.
As mentioned above, there is inaccuracy in the computation of ω˜L(z,k) and ω˜
−
L (z,k). Also, numerical differentiation in
the implementation of the right-hand side of (6.5) may amplify the errors. Thus it is reasonable to doubt the accuracy of
the plot of t(k) in Fig. 5, especially for large |k|. Let us make one more numerical test to estimate the size of error.
We deﬁne one more rotationally symmetric conductivity called σ3 as follows: deﬁne ζ(t) := 1 − 10t3 + 15t4 − 6t5 and
set
σ3(z) =
⎧⎨
⎩
2 for |z| < 3/10,
1 for |z| > 7/10,
1+ ζ ( 10(|z|−3/10)4 ) otherwise.
See the left plot of Fig. 6 for the proﬁle of σ3. Now σ3 ∈ C4(Ω) so that we can evaluate t using the benchmark method and
formula (6.1). The right plot of Fig. 6 shows the results of these two methods of computation. For large |k| they agree very
nicely, and for small |k| there is signiﬁcant error. The inaccuracy near the origin comes from the benchmark algorithm since
t is known to be a continuous function and t(0) = 0, so the new method is seen to be accurate for small |k| as well. The
test thus suggests that the computations in Fig. 5 are accurate.
6.3. Numerical results for a discontinuous heart-and-lungs phantom
We construct a simple discontinuous conductivity modeling a cross-section of human chest, see Fig. 7. Note that this
conductivity does not have any symmetries. We compute the corresponding functions texp from (6.4) and t using (6.5) and
(6.3), see Fig. 8.
6.4. Discussion of scattering transforms
The right column of Fig. 5 illustrates how the linearized texp1 approximation is quite close to the actual scattering trans-
form t1 in the case of the low contrast conductivity σ1. However, a larger difference is observed between the two functions
in the case of the higher-contrast conductivity σ2; this is due to nonlinear effects. Also, in the case of the heart-and-lungs
phantom inspired by the medical EIT application we see that texp approximation is quite close to the actual scattering
transform t. This observation is consistent with the successful use of texp in practical reconstructions from measured data
[10,11].
Another important evidence available in Fig. 5 is the fact that |t1(k)| and |t2(k)| seem to take larger values as k grows.
This is caused by the discontinuity in the conductivity: recall that for σ ∈ C2+m(Ω) and m 1 we know that |t(k)| |k|−m
for large |k|, see [19, Theorem 3.2]. This decay can be seen also in numerical computations of t for smooth conductivities,
see Fig. 6 and [15, Section 5].
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Fig. 8. Functions texp(k) and t(k) corresponding to a discontinuous conductivity (heart-and-lungs phantom of Fig. 7). Here k ranges in the disc with center
at origin and radius 4. Note that the two functions are not expected to coincide; rather texp can be seen as an approximation to t.
7. Numerical evidence for decay estimates
It was proven in [1] that fμ can be written in the form fμ(z,k) = eikφμ(z,k) , where limk→∞ φμ(z,k) = z uniformly in
z ∈ C. In this section we compute numerically the norms
sup
∣∣∣∣ 1ik log
(
e−ikz fμ(z,k)
)∣∣∣∣= sup∣∣φμ(z,k) − z∣∣ (7.1)
z∈Ω z∈Ω
16 K. Astala et al. / Appl. Comput. Harmon. Anal. 29 (2010) 2–17Fig. 9. Left: proﬁles of two rotationally symmetric example conductivities. Right: supz∈Ω |φμ(z,k)− z| as deﬁned in (7.1) corresponding to the conductivities
to the left. The plot on the right suggests that in addition to the limit at k → ∞ being zero, a decay estimate could hold.
Fig. 10. Left: plot of the norms ‖ω˜L(·,k)‖L2(Ω) as function of k; here k is real-valued and ranges in 0 k 20. Right: plot of the norms ‖ω˜L(·,k)‖L∞(Ω)
as function of k. Dashed line in both plots corresponds to the smooth conductivity shown in the left plot in Fig. 9, and solid line corresponds to the
discontinuous conductivity.
corresponding to two rotationally symmetric conductivities, one smooth and another with a jump discontinuity. See the left
plot in Fig. 9 for proﬁles of the conductivities.
Our computation yields numerical evidence for the existence of an estimate of the form supz∈Ω |φμ(z,k) − z|  C |k|λ
with λ < 0, at least for simple smooth and piecewise smooth conductivities. See Fig. 9. Curiously, it seems that the norm
for smooth example does not decay signiﬁcantly faster than the norm for the discontinuous example.
Let us report one further numerical test. While supz∈Ω |φμ(z,k)− z| evidently decays when k → ∞ as seen in Fig. 9, the
norms of the functions ω(·,k) do not. See Fig. 10.
8. Speed, accuracy, and hardware issues
All computations were done with Matlab 7.5 using a computer called Akaatti (http://alpha.cc.tut.ﬁ/akaatti/) located at
Tampere University of Technology. The routines were not parallelized but run in a single node using a dual core 2.2 GHz
amd Opteron processor equipped with 4 gigabytes of random access memory.
Since Akaatti is in shared use and our computations may be delayed unexpectedly, we decided to measure computation
times with a stand-alone computer. The computer is a Lenovo T61p laptop with a dual core 2.4 GHz Intel Centrino Pro
processor equipped with 3 gigabytes of random access memory. With the laptop, computation of ω˜L(·,k) for a ﬁxed k takes
roughly one minute on the 256× 256 grid, and 7 minutes on the 512× 512 grid.
This is an initial feasibility study for a new cgo solver for Beltrami equation, and extensive work on reducing the com-
putation time is outside the scope of this paper. However, let us point out few possibilities for optimizing the code:
• Instead of separating the real and imaginary parts and using the gmres solver, it may be possible to construct a faster
dedicated iterative solver for (3.4) analogously to the method developed by Eirola, Huhtanen, and Von Pfaler in [6].
• Using a preconditioner in gmres could speed up the computation considerably. However, designing a good precondi-
tioner for the present context may not be straightforward.
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• Our approach could allow a two-grid extension similarly to the Lippmann–Schwinger case discussed in [22].
Full accuracy analysis for the new method would be valuable. This may require some reﬁnements in the algorithm, such
as more careful grid approximation for piecewise smooth functions as explained in [22].
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