In partial multi-label learning (PML), each training example is associated with multiple candidate labels which are only partially valid. The task of PML naturally arises in learning scenarios with inaccurate supervision, and the goal is to induce a multi-label predictor which can assign a set of proper labels for unseen instance. To learn from PML training examples, the training procedure is prone to be misled by the false positive labels concealed in candidate label set. In light of this major difficulty, a novel two-stage PML approach is proposed which works by eliciting credible labels from the candidate label set for model induction. In this way, most false positive labels are expected to be excluded from the training procedure. Specifically, in the first stage, the labeling confidence of candidate label for each PML training example is estimated via iterative label propagation. In the second stage, by utilizing credible labels with high labeling confidence, multi-label predictor is induced via pairwise label ranking with virtual label splitting or maximum a posteriori (MAP) reasoning. Extensive experiments on synthetic as well as real-world data sets clearly validate the effectiveness of credible label elicitation in learning from PML examples.
Introduction
Partial multi-label learning deals with one particular learning framework with inaccurate supervision, where multiple candidate labels are assigned to each training example which are only partially valid. The need to learn from PML examples naturally arises in many real-world scenarios, where accurate supervision information is difficult to be obtained from the collected data (Zhou 2018; Xie and Huang 2018) . For instance, in crowdsourcing image tagging (Figure 1 ), among the set of candidate labels given by crowdsourcing annotators only some of them are valid ones due to potential unreliable annotators. The task of partial multi-label learning is to learn a multi-label predictor from PML training examples which can assign a set of proper labels for the unseen instance.
Formally, let X = R d denote the d-dimensional feature space and Y = {y 1 , y 2 , . . . , y q } denote the output space with q possible class labels. Furthermore, given the PML training set D = {(x i , Y i ) | 1 ≤ i ≤ m}, where x i ∈ X is a Copyright c ⃝ 2019, Association for the Advancement of Artificial Intelligence (www.aaai.org). All rights reserved. A straightforward strategy to learn from PML examples is to treat all the candidate labels in Y i as ground-truth ones, and then apply off-the-shelf multi-label learning algorithms (Zhang and Zhou 2014; Gibaja and Ventura 2015) to induce the desired multi-label predictor. Obviously, the resulting multi-label training procedure will be significantly affected by the labeling noise brought by false positive labels in Y i . One recent attempt towards PML works by utilizing the confidence of each candidate label being the groundtruth one (Xie and Huang 2018) , where confidence scores and predictive model are optimized in an alternative manner by minimizing the confidence-weighted ranking loss between candidate and non-candidate labels. Nonetheless, the estimated confidence scores would be error-prone especially when the proportion of false positive labels is high, which in turn will impact the predictive model due to the alternative optimization procedure.
To deal with the major difficulty that ground-truth labels are concealed in the candidate label set of PML training examples, a novel approach named PARTICLE, i.e. PARTIal multi-label learning via Credible Label Elicitation, is proposed in this paper. The basic idea of PARTICLE is to mitigate the negative impact of false positive labels by eliciting credible labels from candidate label set, which will be treated as reliable labeling information for subsequent model induction. Briefly, in the first stage, credible labels with high labeling confidence are identified via iterative label propagation. In the second stage, by making use of the identified credible labels, multi-label predictor is induced via pairwise label ranking with virtual label splitting or maximum a posteriori reasoning. Comprehensive experimental studies show that credible label elicitation serves as an effective strategy to solve the partial multi-label learning problem.
The rest of this paper is organized as follows. Firstly, related works on partial multi-label learning are briefly discussed. Secondly, technical details of the proposed PARTI-CLE approach are presented. Thirdly, detailed experimental results are reported. Finally, we conclude this paper.
Related Work
Partial multi-label learning is closely related to two popular learning frameworks, namely multi-label learning (Zhang and Zhou 2014; Gibaja and Ventura 2015; Zhou and Zhang 2017) and partial label learning (Cour, Sapp, and Taskar 2011; Liu and Dietterich 2012; Zhang, Yu, and Tang 2017) .
In multi-label learning (MLL), each example is associated with multiple valid labels simultaneously. Based on the order of correlations being exploited for model training, existing MLL approaches can be roughly categorized into three groups including first-order approaches (Boutell et al. 2004; Zhang et al. 2018) , second-order approaches (Fürnkranz et al. 2008; Li, Song, and Luo 2017) , and high-order approaches (Read et al. 2011; Tsoumakas, Katakis, and Vlahavas 2011; Burkhardt and Kramer 2018) . Both MLL and PML aim to induce the predictive model which can assign proper label set for unseen instance. Nonetheless, the task of PML is more challenging than MLL as the groundtruth labeling information is not directly accessible to PM-L learning algorithm. There are also studies on weak label learning (Sun, Zhang, and Zhou 2010; Tan et al. 2018; Wei et al. 2018) which considers the case of missing groundtruth labels w.r.t. the associated label set. Weak label learning and PML can be viewed as dual variants of MLL with noisy labeling, where weak label learning assumes false negative labels within irrelevant label set while PML assumes false negative labels within candidate label set.
In partial label learning (PLL), each example is associated with multiple candidate labels among which only one is valid. The task of partial label learning is to induce a multiclass predictive model which can assign one proper label for unseen instance, where existing PLL approaches work by disambiguating the candidate label set (Cour, Sapp, and Taskar 2011; Liu and Dietterich 2012; Yu and Zhang 2017; Gong et al. 2018; Chen, Patel, and Chellappa 2018) or transforming partial label learning problem into canonical supervised learning problems (Chen et al. 2014; Zhang, Yu, and Tang 2017; Wu and Zhang 2018) . Both PLL and PML learn from training examples with labeling noise where false positive labels reside in the candidate label set. Nonetheless, the task of PML is more challenging than PLL as a multi-label predictor rather than single-label predictor needs to be induced from PML training examples.
To solve the partial multi-label learning problem, one most straightforward strategy is to treat all candidate labels as ground-truth ones. In this way, any off-the-shelf multilabel learning algorithms can be applied to induce the desired multi-label predictor. Nevertheless, it is obvious that this straightforward strategy tends to suffer from the false positive labels concealed in candidate label set. Another recent strategy (Xie and Huang 2018) learns from PML examples by estimating the ground-truth labeling confidence of each candidate label, where the estimated confidence scores are incorporated into an alternative optimization procedure for model induction. Due to the alternative nature of optimization, estimation errors on confidence scores will keep impairing the coupled predictive model, especially when the proportion of false positive labels is high.
In the next section, a two-stage partial multi-label learning strategy based on credible label elicitation will be introduced, which aims to mitigate the negative impact of false positive labels by focusing on reliable labeling information.
The PARTICLE Approach Credible Label Elicitation
In the first stage, PARTICLE elicits credible labels from the candidate label set via an iterative label propagation procedure. Given the PML training set
For the weight matrix
is optimized by solving the following minimum error reconstruction problem:
Conceptually, the goal of Eq. (1) is to minimize the loss of reconstructing x j from its k nearest neighbors with nonnegative weights. Accordingly, the solution to the linear least square problem of Eq.(1) can be obtained by applying off-the-shelf quadratic programming (QP) solver. Let H = WD −1 be the propagation matrix by normalizing the columns of W, where
] m×q be an m × q matrix with non-negative entries where f i,c ≥ 0 is assumed to represent the confidence of y c being a valid label for x i . Based on PML training examples, the initial labeling confidence matrix F (0) is configured as:
Therefore, the initial labeling confidence is evenly distributed over the candidate label set. For the t-th iteration, F is updated by propagating current labeling confidence over H:
Here, the parameter α ∈ [0, 1] controls the labeling information inherited from iterative propagation and the initial labeling confidence F (0) . After that, F (t) will be re-scaled into F (t) by normalizing each row w.r.t. the candidate label set:
Let F * denote the final labeling confidence matrix when the iterative label propagation procedure terminates 1 , it is feasible to elicit credible labels for each PML training example by identifying candidate labels with high labeling confidence w.r.t F * . Nonetheless, to reduce the risk of overfitting with label propagation, PARTICLE fulfills the elicitation task by further performing kNN aggregation. For x j and its k nearest neighbors in N (x j ), the aggregation weight vector
⊤ is set as:
Here, dist(x i , x j ) calculates the Euclidean distance between x j and its neighboring example x i . Then, the resulting labeling confidence vector
In other words, Y C j ⊆ Y j is formed by credible labels whose labeling confidence are greater than the thresholding parameter thr ∈ [0, 1]. The one with highest labeling confidence (i.e. y l * ) also belongs to Y C j so as to avoid the potential case of empty credible label set. 1 The iterative label propagation procedure terminates when F (t) does not change or the maximum number of iterations (1,000 in this paper) is reached.
2 To facilitate the thresholding operation, λ j is further normal- Inputs: 
Predictive Model Induction
In the second stage, PARTICLE aims to induce the multilabel predictive model by utilizing credible labels elicited in the first stage.
Specifically, let
denote the transformed PML training set where each training example x i is associated with the credible label set Y C i other than the original candidate label set Y i . Pairwise label ranking is tailored to learn from the transformed PML training examples with virtual label splitting or maximum a posteriori (MAP) reasoning, where similar techniques have been successfully applied to learn from multi-label data (Zhang and Zhou 2007; Fürnkranz et al. 2008; Zhang and Zhou 2014; Gibaja and Ventura 2015) .
The basic idea of pairwise label ranking is to transform the original learning problem into a number of pairwise 
For each label pair (y u , y z ), one binary training set is generated from D C as follows: ) binary classifiers, PAR-TICLE proceeds to predict the set of proper labels for x via virtual label splitting or MAP reasoning.
Virtual Label Splitting In this case, one virtual label y V is introduced to yield q extra binary training sets, one for each class label y u (1 ≤ u ≤ q). Here, y V serves as an artificial splitting point between credible labels and noncandidate labels. For each label y u , one binary training set is generated from D C as follows:
In other words, x i will be regarded as one positive or negative training example when y u belongs to Y + q classifiers on each class label y u (1 ≤ u ≤ q) and the virtual label y V correspond to:
Here, π returns 1 if predicate π holds and 0 otherwise. Thereafter, the predicted label set for x is determined as:
MAP Reasoning In this case, a simple counting statistic is utilized to facilitate model prediction. For unseen instance x, let C u denote the statistic which counts the number of binary classifiers which vote for y u on x:
binary classifiers generated by pairwise label ranking, q−1 of them are related to label y u .
Let H u denote the event that y u is a relevant label for x, and P(H u | C u ) represents the posteriori probability that H u holds given C u . Accordingly, P(¬H u | C u ) represents the posteriori probability that H u does not hold given the same condition. Thereafter, the predicted label set for x is determined by the MAP rule: Based on Bayes theorem, we have:
Therefore, to enable MAP reasoning it suffices to compute the four terms P(H u ), P(¬H u ), P(C u | H u ) and P(C u | ¬H u ) in Eq. (15). Specifically, the prior terms P(H u ) and P(¬H u ) can be estimated via relative frequency counting with Laplacian smoothing:
Furthermore, two frequency arrays κ u andκ u each with q elements are defined as follows: Then, the likelihood terms P(C u | H u ) and P(C u | ¬H u ) can be estimated via relative frequency counting with Laplacian smoothing as well: Table 1 summarizes the complete procedure of the proposed PARTICLE approach. In the first stage, credible labels are elicited from the candidate label set for each PML training example via iterative label propagation (steps 1-3). In the second stage, a total of ( q 2 ) binary classifiers are generated by pairwise label ranking (steps 4-5), which are in turn utilized to induce the multi-label predictive model via virtual label splitting (steps 7-10) or MAP reasoning (steps 11-13). In this paper, the two variants of PARTICLE instantiated with virtual label splitting and MAP reasoning are termed as PARTICLE-VLS and PARTICLE-MAP respectively.
Experiments Experimental Setup
Data Sets To thoroughly evaluate the performance of comparing approaches, a number of synthetic as well as realworld PML data sets have been employed for experimental studies. Table 2 summarizes characteristics of the experimental data sets used in this paper. Specifically, a synthetic PML data set is generated from one multi-label data set by adding random labeling noise. For each multi-label example, some of its irrelevant labels are randomly chosen to form the candidate label set along with its relevant labels. As shown in Table 2 , six benchmark multi-label data sets (Zhang and Zhou 2014) are used to generate synthetic PML data sets, including image, emotions, scene, yeast, eurlex dc, and eurlex sm. For each multi-label data set, different settings are considered by varying the average number of candidate labels (avg. #CLs). Accordingly, a total of thirty-four synthetic PML data sets have been generated. Furthermore, three real-world PML data sets including music emotion, music style and mirflickr (Huiskes and Lew 2008) are also employed in this paper. For the real-world PML data set, candidate labels are collected from web users which are further examined by human labellers to specify the ground-truth labels.
Comparing Approaches Three well-established multilabel learning algorithms ML-KNN (Zhang and Zhou 2007) , CLR (Fürnkranz et al. 2008) , and LIFT (Zhang and Wu 2015) are employed as the comparing approaches, which are tailored to learn from PML training examples by treating all candidate labels as ground-truth ones. In addition, two recent counterpart PML algorithms named PML-LC and PML-FP (Xie and Huang 2018) are also employed as the comparing approaches, which learn from PML training examples Table 1 , parameters k (number of nearest neighbors considered), α (balancing parameter) and thr (credible label elicitation threshold) for PARTICLE are set to be 10, 0.95 and 0.9 respectively. Furthermore, Libsvm (Chang and Lin 2011) is also utilized to serve as the binary training algorithm B for PARTICLE.
Five popular multi-label metrics hamming loss, one-error, coverage, ranking loss and average precision are employed for performance evaluation, whose detailed definitions can be found in (Zhang and Zhou 2014; Gibaja and Ventura 2015) . On each data set, five-fold cross-validation is performed where the mean metric value as well as standard deviation are recorded for each comparing approach.
Experimental Results
Tables 3 and 4 report the detailed experimental results of each comparing algorithm in terms of ranking loss and average precision, while similar observations can be made in terms of other evaluation metrics. For each data set and evaluation metric, pairwise t-test based on five-fold crossvalidation (at 0.05 significance level) is conducted to show whether the performance of PARTICLE is significantly different to the comparing approach. Accordingly, Table 5 summarizes the resulting win/tie/loss counts over 37 data sets and 5 evaluation metrics.
Based on the experimental results of comparative studies, it is impressive to observe that:
• Out of 185 statistical tests (37 data sets × 5 evaluation metrics), PARTICLE-VLS significantly outperforms the counterpart PML approaches PML-LC and PML-FP in 90.2% and 89.7% cases, and significantly outperforms the tailored MLL approaches ML-KNN, CLR and LIFT in 94.6%, 96.7% and 94.5% cases.
• Similarly, PARTICLE-MAP significantly outperforms PML-LC and PML-FP in 90.8% and 82.1% cases, and significantly outperforms ML-KNN, CLR and LIFT in 89.7%, 88.6% and 89.1% cases.
• On the real-world PML data sets music emotion, music style and mirflickr, the two variants of PARTICLE achieve optimal performance in almost all cases (except on music style where CLR outperforms PARTICLE in terms of ranking loss). Furthermore, the performance advantage of PARTICLE is more pronounced on synthetic PML data sets with large avg. #CLs (yeast, eurlex dc, and eurlex sm).
As shown in Table 1 , thr serves as a crucial parameter which controls the amount of credible labels elicited in the first phase. Figure 2 gives an illustrative example on how the performance of PARTICLE (the virtual label splitting variant) changes as the value of parameter thr varies. It is shown that the performance of PARTICLE becomes relatively stable as thr decrease to 0.9, which is the value used in this paper.
Conclusion
The problem of partial multi-label learning is investigated in this paper, where a novel strategy based on credible label elicitation is proposed to mitigating the negative impact of false positive labels. Based on the elicited labeling information, multi-label predictive model is induced by adapting pairwise label ranking. Extensive experiments over a range of PML data sets clearly validate the effectiveness of credible label elicitation for partial multi-label learning.
