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Introduction
The term "gel dosimetry" [1] refers to a growing class of techniques in which radiation-sensitive gels are used to measure radiation dose, usually for medical applications. Gels are designed so that one or more properties (e.g., x-ray attenuation [2] , optical attenuation, [3] , proton spin relaxation [4] , or acoustic properties [5] ) vary monotonically (preferably linearly) with radiation dose. This allows one or more of the commonly used medical imaging modalities (x-ray or optical computed tomography [CT] , magnetic resonance imaging or ultrasound) to be used to measure a three-dimensional (3D) map of radiation dose within the gel. Such a 3D technique has potential advantages over more established twodimensional (2D) techniques, such as radiographic film, in verifying the complex radiation fields produced by modern radiotherapy techniques such as intensity-modulated radiotherapy [6] .
Gels based on aqueous media are desirable because they have a composition and electron density similar to human tissue and so are highly "tissue equivalent" with respect to their radiation attenuation properties [7, 8] . This is important in medical dosimetry, as this is the principle factor determining the extent to which the dose map in the dosimeter mimics that in a patient subject to the same treatment.
If the gel's optical transmittance changes with dose, then optical CT [3, [9] [10] [11] [12] [13] , the optical analogue of x-ray CT, can be used to extract a 3D map of optical extinction coefficient Δ and hence (if calibrated) radiation dose. It is a relatively inexpensive 3D imaging modality developed mainly for reading dosimetric gels.
There are two main optical CT configurations. Successive 2D spatial maps of gel transmittance can be read either by using a scanning laser beam or by acquiring transmission images using a CCD camera. In both cases, the dosimeter is rotated around a single axis, and 2D transmission projections are acquired for hundreds of orientations. Conventional CT reconstruction algorithms can then be used to recreate a 3D map of the optical extinction coefficient.
The pioneering Fricke dosimeter [14] exploits the fact that, in specially prepared solutions, Fe 2þ is oxidized quantitatively to Fe 3þ by exposure to ionizing radiation. The addition of xylenol orange to a gel containing Fricke solution renders this chemical change visible [15] , the gel's optical absorbance increasing with dose, allowing the use of optical methods to read the dose map [16] . However, being water soluble, Fe 2þ and Fe 3þ ions (responsible for the color change) diffuse rapidly through the gel [17, 18] , degrading the 3D dose map over time, thus limiting the allowable time between exposure and reading.
Developed to overcome diffusion, "polymer gels" [4, 19] , for example, polyacrylamide gel (PAG) [20] or polyacrylamide gelatin and tetrakis (PAGAT), [21] exhibit microscopic regions of radiation-induced polymerization and cross linking (Fig. 1) , which cause a dose-dependent change in opacity (or extinction coefficient Δ) via optical scattering. These polymerized regions are tangled in the network moiety of the gel, and so they do not diffuse, making the gel more stable, allowing more time to acquire the dose map [22] . However, unlike Fricke gels, scattering rather than absorption is responsible for optical extinction, which complicates the optical behavior of the gel.
For small to moderate degrees of polymerization, optical extinction in optically scattering polymer gels should obey the venerable Bouguer-Lambert law:
where T is optical transmittance, d is path length, and Δ is the extinction coefficient. Moreover, if the size and spatial distribution of scattering centers is incoherent, then, for small to moderate degrees of polymerization, Δ should be proportional to concentration of scattering centers hence radiation dose [3] . In conditions where Δ is proportional to concentration, Eq. (1) is commonly known as the BeerLambert law. For larger doses, various phenomena can cause the relationship between Δ and dose to deviate from linear. For example, the degree of polymerization in the dosimeter can become saturated at high dose [20] . However, purely optical effects can also contribute. For example, forward single-scattered or multiplescattered stray light can indirectly enter the detector [23] resulting in an underestimate of Δ. Given that the granular structures in the polymerized gel [ Fig. 1(b) ] have dimensions ranging from below the wavelength of light (λ) to several times λ, a more detailed and quantitative discussion would need to invoke a scattering theory (such as Mie theory) that includes the effects of interference/diffraction.
There are also other more subtle effects, such as coherence in the distribution of scattering centers and changes in the mean refractive index as the degree of polymerization increases, but as will be shown later, stray light is able to account for virtually all the deviation observed here.
Some polymer gels can exhibit nonlinear behavior even at low dose, for example, with respect to their magnetic resonance properties [24] , but this is not necessarily reflected in their Δ values [3, 25] .
In an earlier paper [25] , a radiation-inert, layered finger gel phantom was developed to investigate optical scattering artifacts in gels subject to optical CT. The antiseptic Dettol (Reckitt Benckiser) was added to porcine gelatin to simulate the opalescence (or Tyndall scattering) typical of an exposed polymer gel dosimeter. Differing doses were simulated by varying the concentration of the antiseptic. This allowed the study of purely optical artifacts affecting optical CT of turbid gels, uncomplicated by true nonuniformities and nonlinearities caused by the behavior of a real dosimeter irradiated by a real clinical radiation beam. In a follow-up of that paper [26] , the effect of varying path length within a funnel-shaped scattering phantom of uniform turbidity was examined.
In those papers [25, 26] , it was shown that stray light caused two closely related artifacts: first, CCD cone beam optical CT underestimates larger Δ values, and second, a "dishing" (or "cupping") artifact is observed. In the latter effect, profiles in regions of known uniform Δ yield plots of Δ versus position, which deviate from an ideal plateau by dipping down in the central region to form the shape of a dish.
Dishing occurs because, for the longest light paths, true transmittance is lower than for short path lengths, so stray light represents a larger fraction of the signal measured by the CCD (hence an apparent enhancement of transmittance). In a backprojection reconstruction, the central voxels are reconstructed mainly from transmittance data near the central axis of the projections that have the longest path lengths. Consequently, Δ toward the center of a highly turbid region is underestimated more severely than at the periphery.
The following research extends the earlier finger phantom work by examining these effects in a more complex phantom: the "layered tube" phantom. The work is motivated by the need to understand the limitations of polymer gel dosimeters and to develop models for correcting these artifacts. However, some aspects of these effects would also have analogues in imaging modalities such as x-ray CT.
Experimental Procedure and Data Analysis

A. The Scanner
The phantom was imaged using a CCD-camerabased cone beam optical CT scanner [27] (Vista Scanner, Modus Medical Devices Inc.). The scanner was originally developed for use with optically absorbing Fricke gels but can also be used with optically scattering polymer gels. The scanner (Fig. 2) consists of a spatially extended, narrow-wavelength range diffuse light source, illuminating (in transmission) a gel dosimeter contained in a cylindrical 9:5 cm diameter by 13 cm high screw-top polyethylene terephthalate (PETE) vessel (supplied with the scanner). The dosimeter is mounted in a water-filled aquarium (to match the refractive index of the dosimeter, thereby cancelling refractive distortion). The dosimeter is rotated incrementally while a CCD camera fitted with a narrow-wavelength filter (633 nm in this case) collects transmission projection images [e.g., Fig. 3(a) ]. A 3D map of Δ [ Fig. 4(a) ] is then reconstructed using the supplied software (VistaRecon) that employs the Feldkamp back-projection algorithm [28] . In this work, 512 projections were employed, and the resolution of the reconstruction was 0:25 mm × 0:25 mm × 0:25 mm per voxel.
B. The Phantom
The layered tube phantom [ Fig. 3(a) ] was constructed using a method similar to that developed for the Dettol layered finger phantom [25] , and 300 bloom porcine gelatin powder and water were mixed in the proportions 52.6 to 1000 g to produce the pure "base gelatin" corresponding to a "zero dose" gel. Differing amounts of Dettol were then added to aliquots of the base gelatin to produce gels of varying Δ.
The phantom (contained in one of the PETE vessels) consisted of an outer mantle of base gelatin surrounding a central, vertical cavity ("tube region") of a nominally 15 mm outer radius. The tube region was backfilled with nine horizontal layers, each 10 mm thick of graduated Δ, the uppermost layer having the lowest antiseptic concentration (and Δ). In the earlier finger phantom, a 10 mg=g mixture of neat Dettol liquid in base gelatin was found to simulate an increase in Δ equivalent to that of a PAGAT gel exposed to around 8:3 Gy of 60 Co gamma photons, so the most turbid layer here is roughly equivalent to 12 Gy, although these figures are very rough and will depend on the precise formulation of the gel.
Running through the center of the tube region was a narrower cylindrical cavity of a roughly 8 mm radius ("pith region"), which was then backfilled with base gelatin. Two test tubes of different diameter were used successively as internal molds to create these cylindrical cavities during preparation.
Inclusion of the "zero dose" central pith simulates a radiotherapy treatment, where a high dose region surrounds a low dose region (for example, when treating around the spine where ensuring a low dose to the sensitive spinal cord is essential).
For gel dosimetry, optical CT requires measurement of the gel dosimeter in both the exposed and unexposed states to establish the reference baseline Δ, so a second, reference phantom was made consisting of an identical PETE vessel filled entirely with base gelatin, having the same Δ as the mantle and pith regions (Fig. 5 ) of the layered tube phantom.
The layered tube phantom (the "specimen" phantom) and the base gelatin baseline reference phantom (the "reference" phantom) were scanned using the A model (the Bouguer-Lambert plus stray light model) based on those used for the earlier Dettol phantoms [25, 26] was applied to baseline reference corrected projection transmittance profiles [shown on a negative log scale in Fig. 3(b) ].
C. The Model
Light received by the scanner camera was assumed to consist of two components: directly transmitted light (obeying the Bouguer-Lambert law [Eq. (1)]) and stray light scattered back into the camera indirectly.
The intensity of the stray light along horizontal lines of pixels in the 2D projection images was assumed to be horizontally uniform (but not vertically) within the boundaries of each of the 2D fields defined in Figs. 3(b) and 5 (namely, the "outer," "inner," and "mantle" fields). This is an avowedly simplified but quite a good assumption [25, 26] 
simple geometry and highly symmetric nature of the phantom. It also seems likely that the randomness of the spatial distribution and broadness of the size distribution of the scattering particles were large enough to minimize any strong angle dependence of the stray light component.
For horizontal profiles through a projection image, the (apparent) transmittances of the mantle (T mantle ), outer (T outer ), and inner (T inner ) fields were assumed to be of the forms Horizontal line intensity profiles through the raw specimen phantom 2D projection images were plotted. These were divided by corresponding line profiles through the reference phantom projections to yield (apparent) transmittance profiles. The negative logarithms of these data are plotted as discrete points in Fig. 3(b) . A model plot [unbroken curves in Fig. 3(b) ] for each experimental profile was then generated using the stray light model. These model profiles were fitted to the experimental data very closely using least squares regression, yielding fitted values for the diameter of the pith, ideal Δ, and stray light intensities within each of the seven labeled regions in Fig. 5 for planes through each of the nine horizontal layers of the tube.
The extinction coefficient Δ B for the base gelatin (i.e., used for the reference, mantle, and pith gels) was first obtained by fitting the stray light model to the mantle field of the apparent transmittance profiles [using Eqs. (2) and (3)]. To avoid the possibility of sloppy overfitting, the number of adjustable parameters in the tube region was reduced by obtaining the mean of Δ B values (after exclusion of two very poor outliers) obtained from fits to 11 different heights within the mantle field. This single fixed value was then used in all subsequent model fits to the tube region. This Δ B value was then subtracted from the subsequently fitted extinction coefficient value within each layer of the tube region (Δ tube ) in order to convert them to baseline corrected values for comparison with the Δ tube values obtained from the reconstruction (both plotted in Fig. 6 ).
The phenomenon of scattering, however, has another effect in addition to producing stray light. It also causes boundaries in transmission images to appear more diffuse. Sharp boundaries between adjacent fields in the projection images are smoothed out into a penumbra. Equations (2)- (5) nominally assume that both stray light intensity and transmittance make a stepwise transition at a field boundary. The assumption of horizontal uniformity of stray light intensity within a field is expected to be least valid within the penumbra near boundaries of the fields defined in Figs. 3 and 5 . The assumption of stepwise transitions across boundaries results in unrealistic spikes and cusps at boundaries. To mitigate these spikes, the model transmittance profiles were smoothed using a seven-point moving average prior to evaluating the sum-of-squares penalty function in the regression fitting. The same smoothing window was used for all layers being analyzed.
In the four layers with largest Δ, across the boundary between the inner and outer fields, the transitions in transmittance and stray light intensity assumed by the model were most severe, and diffuseness of the real penumbra was most pronounced. In these cases, the seven-point moving average alone was not sufficient to completely mitigate the spurious spikes (Fig. 7) in the model, so in these four layers, across this boundary, the spikes were truncated and the model transmittance profiles interpolated linearly before evaluation of the sumof-squares penalty function. Because this truncation/interpolation extended only into the inner field (subtending the pith region) and not the outer field (containing the wings of the tube region) in Fig. 3(b) , this should have a minimal effect on the fitted Δ tube values plotted in Fig. 6 (circular plot  points) .
This was confirmed by performing one of the fits with and without this truncation. In the untruncated case, during fitting the penalty function residuals were given zero weighting within the untruncated spikes. The difference between the two fitted Δ tube values was not discernible to the eye when plotted in Fig. 6 .
Results and Discussion
The Δ values obtained from the 3D reconstruction are reference baseline subtracted, so ideally these plots [ Fig. 4(b) ] should be uniform and nonzero within the tube region and zero within the mantle and pith regions. An example of an ideal plot (with two rectangular plateaus) is overlaid in Fig. 4(b) . All the plots should have this shape (although varying in height). Clearly these data, especially those of highest Δ, exhibit serious deviations from ideal.
Consistent with observations in the earlier layered finger phantom [25] , the tube region is dishedconcave upward, especially in layers of highest antiseptic concentration. Depending on the irradiation geometry, had this effect been observed in a real polymer gel in a clinical photon beam, it may have been incorrectly interpreted as "beam hardening"-lower energy x-ray photons being attenuated preferentially, resulting in a beam increasing in mean energy (and hence enhanced "penetrating power") with depth. No such effect can happen here, not even optically. Because the scanning is conducted using narrow-wavelength-band light, there will be no artifacts due to wavelength dependence of scattering.
Δ, averaged over a horizontal slice within each layer of the tube region of the reconstruction, were then plotted (Fig. 6 square plot symbols) against concentration (expressed as milligrams of neat Dettol liquid per gram of the mixed gel). Because of stray light, higher Δ values are being underestimated, so instead of an ideal linear plot, it starts to saturate at high concentration, also consistent with observations in the earlier phantom. Had this been observed in a real polymer gel dosimeter, it would have been difficult to distinguish from saturation of polymerization. Had this saturation been real, deviations from linearity could be corrected by simply using the dose response curve as a "lookup table" or calibration curve.
In contrast with the earlier Dettol phantoms [25, 26] , however, an additional artifact is evident. Within the nominally "zero dose" pith region, which should exhibit a baseline corrected extinction coefficient of zero, an effect opposite to that in the tube region is observed; Δ is overestimated, and this effect becomes increasingly severe with increasing antiseptic concentration (and Δ) in the nearest layer of the tube region surrounding the pith (Fig. 8) . Therefore the lookup table approach to correction of nonlinearity would not work for an optically scattering system such as this, because the degree of nonlinearity (and Fig. 7 . Example of a fit with smoothing (seven-point moving average) and spike truncation disabled to reveal an example of severe boundary spikes. Note that away from the spikes, the model still fits well. Only one-third of the points are plotted. even its sign) is geometry dependent, and so such a simpleminded correction would lead to incorrect dose readings in the clinic.
As an indication of the clinical significance of this effect, using the rough "calibration" described in Subsection 2.B, the spurious elevation of Δ within the pith is equivalent to roughly 2 Gy in the section surrounded by the most turbid layer of the tube.
Spurious elevation of pith Δ occurs because, for extremely opaque layers of the tube, stray light in the mantle region in front of the tube (Region 5) will dominate the detected signal, so negligible information about the pith will be detected, and so the apparent behavior of Δ in the pith region will tend toward the reconstructed behavior of Δ in the tube (i.e., larger than background and dished). For intermediate, more transmitting layers, the relative effect of the stray light will be reduced, so the apparent Δ of the pith will reduce, tending toward its true background value (zero) for the least opaque layers of the tube.
The "Bouguer-Lambert plus stray light" model closely fits the experimental transmittance plots [ Fig. 3(b) ]. Moreover, the plot of fitted Δ in the tube region versus antiseptic concentration (Fig. 6 circular plot symbols) is close to an ideal linear relationship, supporting the idea that, for Δ tube taken from the reconstructed data, the observed deviation from linearity can be accounted for almost entirely by the presence of stray light.
The model assumes that directly transmitted light obeys Bouguer-Lambert law, but it does not explicitly assume that the extinction coefficient is proportional to concentration of scattering centers, so the fact that this proportionality is evident in Fig. 6 is not a consequence of bias toward the in-built assumptions of the model, but rather it reinforces the model's physical plausibility.
It should be pointed out that, in Fig. 6 , both the experimental and the model values of Δ tube extrapolate to zero at a nonzero antiseptic concentration. This is to be expected. The scattering centers responsible for the turbidity are suspended droplets of oils (from the antiseptic) that are sparingly soluble in aqueous media. At (nonzero) concentrations below the solubility limit of those oils, there will be no scattering centers. Therefore using the mass of added antiseptic as a proxy for concentration of scattering centers results in a small offset in concentration.
The simple, uniform stray light assumption works well for the simple, symmetric geometric shapes used here. However, for handling more complicated, realistic dose profiles, a reconstruction algorithm utilizing a more complex scattering model needs to be developed, perhaps involving an optical Monte Carlo algorithm based on Mie scattering theory or algorithms based on optical diffusion similar to those employed in diffuse optical tomography [29, 30] . Because of the similarity between optical and x-ray cone beam CT, algorithms used to correct similar artifacts in xray CT could be adapted to the optical case (see the mini review in [31] ).
Scanning systems can also be designed to be less sensitive to stray light. Optical CT systems based on scanning with a laser beam (instead of being flood illuminated as in a cone beam CCD system) will produce less stray light because a much smaller volume of the dosimeter is being illuminated at any given time, but generally speaking these are much slower than CCD cone beam systems. Faster designs are being developed, however (see, for example, [12] ).
Alternatively, CCD systems with special optics to reduce the numerical aperture of the detector will also reject more scattered light [32] .
Of course, avoiding scattering altogether is best of all. Other dosimeters such as the polyurethanebased Presage are being developed, which, like Fricke gel, employ absorption instead of scattering but are stable, not subject to diffusion. However, water-gel dosimeter materials such as gelatin are more tissue equivalent with respect to ionizing radiation [33] than plastics.
Conclusions
Although this model was very simple and developed to account for artifacts in the simpler layered finger phantom, it is still adequate to account for the artifacts evident in this more complex phantom. The artifacts can be accounted for entirely by the effects of scattering and the presence of scattered stray light. This emphasizes the importance of taking into account scattered stray light when reconstructing projections obtained using a CCD camera in cone beam optical CT.
The simple assumption of horizontally uniform stray light in each region of the image accurately fits the optical behavior, probably in part because of the simple geometry and high symmetry of the phantom. Although the model fails in the penumbra near the boundary of the inner/outer fields of the highest Δ layers in the projection images, this can also be rationalized qualitatively as an effect of scattering. However, a model assuming this simple behavior of scattered stray light will not, in general, be useful in reconstructing realistic dose profiles in real dosimeters. A more sophisticated reconstruction algorithm that includes a model for optical scattering could mitigate the observed artifacts in more general cases.
