In recent years an increasing interest in the studies on outlier can be observed, however, for the time being there exists no general definition of outlier. In the present paper we introduced a generic descriptive definition of outlier. We observed that the outlier problems had so far been treated in statistical way without paying proper attention to probabilistic-theoretic backgrounds. In view of this gap, we made an attempt to establish a probabilistic background theory. Within this framework, the large deviations are considered as probabilistic-theoretic model of outlier, and the interrelationship of the laws of large numbers, the central limit theorems and the large deviations are clarified. These considerations are specialized for the case of statistical sample, which is important from the point of view of the assessment of data quality. Some methodological and historical aspects of geodesy, geophysics and astronomy are mentioned, too. We revealed that the data analysis carried out by Kepler in the process of discovery of his famous elliptic law of planetary motion has relevance to the outlier problem. This methodologically interesting fact is a new result in the history of geosciences. We established that the accuracy of Chebyshev inequality increases as the deviation of the random variable involved from its expectation, increases. The possibility of application of Chebyshev inequality to the outlier problem is pointed out. Key words: Assessment of data quality, Berry-Esseen theorem, Chebyshev inequality, large deviations, outliers.
Motivation and Introduction
In recent years an increasing interest in the studies on outlier can be observed, however, for the time being there exists no general definition of outlier. To emphasize that the above statement is not our subjective opinion, butindeed-an objective reality, we proceed to the following passages. Barnett (1984, p. 360) , the author of the book "Outliers in Statistical Data" writes: "The outlier problem seems to be arousing more interest today than it has ever done, in spite its long history. The pages of the international statistical journals ever more contributions to this fascinating and useful field of study, as it evidenced by the substantial list of references at the end of the book". In a research paper by Gather (2000) we read: "The problem of outliers in random data sets is a very interesting, important and common one. Nevertheless there is no formal and generally accepted definition of what is meant by an outlier. Terms like outlier, spurious observation, contaminant, gross error and others are used with different and overlapping meanings". These statements clearly indicate that the consideration of the nature and background of outlier is a problem of significance both in theoretical and practical terms.
The aim of the present paper is as follows: (i) to give a general definition of outlier which at the same time gives rise to a categorization of outliers; (ii) to introduce a methodologically new way of unifying presentation of the Copyright c The Society of Geomagnetism and Earth, Planetary and Space Sciences (SGEPSS); The Seismological Society of Japan; The Volcanological Society of Japan; The Geodetic Society of Japan; The Japanese Society for Planetary Sciences; TERRAPUB.
laws of large numbers and central limit theorem in conjunction with outliers (iii) to emphasize the role of Chebyshev inequality for detection of outliers. These considerations in an aggregated way constitute a probabilistic background theory for studies on outliers.
The paper is organized as follows. Section 2 presents the three instances from the very origin of outliers which help a correct understanding of outliers. In the history of science the way of how Kepler discovered his famous elliptic law is known (Aiton, 1969; Wilson, 1968) . However, Kepler's data analysis has so far not considered from the standpoint of outlier problem. We revealed the outlier detection aspect of Kepler's way of handling the measurement data. The other instances also contain useful elements. Section 3 addresses the the question of definition of outlier and introduces a new generic descriptive definition of outlier. In Section 4 we give the basic mathematical techniques of the asymptotic growth rate of functions which are necessary for the presentations in the subsequent sections. In Section 5 we consider the laws of large numbers (LLN) in a specialized for statistical sample form. The content of this section serves several purposes: The LLN is considered as a first step towards the central limit theorem (CLT), at the same time the LLN is presented as being the probabilistictheoretic background of the sample mean. Bearing in mind the needs of data analysis, we here introduced a novel way of consideration of the LLN. Section 6 considers the transition from the LLN to CLT specialized for the case of statistical sample. This attitude results in the consideration of the CLT as being of further refinement of the LLN. Here we presented Berry-Esseen theorem and related research results obtained by Zolotarev (1967) and van Beer (1972) .
In Section 7 we introduced the theory of large deviations in simplified setting. The theory of large deviations is a new branch of probability theory. Here the large deviations are considered as probabilistic-theoretic model of outlier. This is a new theoretical approach. In Section 8 a numerical study of Chebyshev inequality in comparison with the normal distribution is given. Based on this, the role of Chebyshev inequality for the outlier problems is clarified. Section 9 summarizes the main conclusions of the paper.
Three Instances Related to the Origin of Outlier: New Findings and Lessons
The concept of outlier stemmed from the mathematically processing geodetic and astronomical measurements data. To determine the mean ellipticity of the Earth from measurements data, Maire and Boscovich (1755) , and Boscovich (1757) removed two data on the basis that they were too much deviated from the remaining data. In modern terminology, this means that Maire and Boscovich used outlier rejection technique. Legendre (1810) also used and proposed outlier rejection technique. It is worthwhile to note that the name of A. M. Legendre (1752 Legendre ( -1833 ) is wellknown as being one of the discoverers of the famous least squares method. However, it is not widely known that he conducted significant research in the area of the determination of the figure of the Earth and related geophysical and geodetic problems. The volume II of the book by Todhunter (1873) contains three chapters that consider Legendre's memoirs on the topic.
Among early papers on outlier, the paper titled "The most probable choice between several discrepant observations and the formation therefrom of the most likely induction" by Daniel Bernoulli (1961) seems to be one of the most interesting one. He wrote: "I see no way of drawing a dividing line between those that are utterly to be rejected and those that are to be wholly retained; it may even happen that the rejected observation is the one that would have supplied the best correction to the others. Nevertheless, I do not condemn in every case the principle of rejecting one or other observations, indeed approve it, whenever in the course of observation an accident occurs which in itself raises an immediate scruple in the mind of observer, before he has considered the event and compared it with other observations". In our opinion the most important element in Daniel Bernoulli's remarks is that he emphasizes-in translation of modern terms-the uncertainty deep-rooted in the very concept of the outlier and sees the main difficulty in this uncertainty. If we think merely in terms of probability theory, then it may be said that today the situation concerning the concept of the outlier is not much changed. However, there had existed no highly-developed theory of probability, at that time. Nowadays, we have the modern theory of probability which we should support for understanding the nature of the outlier. In the present paper we made some initial attempts towards this attitude.
In the relevance to outlier problem we would like to mention here Kepler's way of handling the data in his famous elliptic law of motions of planets. From the paper by Aiton (1969) and Wilson (1968) we can see that Kepler first attempted with the circular law for long time and analyzing the fitting of the circular law to the data of motion of Mars, and he found the deviation of the magnitude of 8 . He considered this magnitude as being too large, and finally he decided to change his circular law to the elliptic one. We see that in modern terminology Kepler detected an outlier, and based on this detection, he modified his model. In this historical fact, we get the following important new findings. It is Kepler who first considered such an outlier that is not "gross error". Secondly, it is Kepler who first carried out the model-fitting analysis based on residuals.
How to Define the Outlier?
We all know what means the term statistical sample or in short the sample in mathematical statistics. This is mathematically very simple and clearly understandable definition. However, there are at least two reasons to recall here the definition. First, all the theory, methods, precise definitions and statements of modern statistics are based on the definition of the sample directly or indirectly (Wilks, 1962) . So, behind of every precise definition should directly or indirectly be the correct understanding of the sample. Secondly, nevertheless, the mathematical definition is so simple, in real life cases, it is not so simple, even sometimes difficult to consider whether the data in question is sample or not. It is not an occasional case that the difficulties associated with the sample from the data of geology are in detailed way considered by Wilks (1963) who is one of the outstanding figures in modern mathematical statistics.
In probabilistic setting, the statistical sample simply is a set of n independent random variables with a common probability distribution. Here n is the sample size. In real life data, we usually have n pieces of numbers which are measurements results and we should consider each of these numbers are the representative of the random variables that are in the probabilistic definition of the sample. This basic general definition gives only generic descriptive character of outliers, however, it lacks in being "concrete", because it is difficult to distinguish between the outlier and the remainders. The lack can be corrected by the following categorizing or refining subsidiary definitions. We consider some explanatory comments on the above definitions. The outliers that belong to the (a) category is known in geodetic and geophysical literature under the name of gross-errors and/or blunders. The very origin of the concept of outlier is related to these outliers, consequently, this type of outliers constitute the "ancestors" of outliers in general. It is evident that this kind of outliers should be removed from the statistical sample, provided the outlier is detected, although the clear-cut identification of this kind of outliers is not an easy task. This is the reason why the rejection of outliers has historically been the main direction in the treatment of outliers.
Refining
Nowadays, we all know the achievements modern measurement technology result in an extremely high precision in the measurement process, i.e., the dangers of the "gross errors" seem to be passing "their time". However, there is "the reverse of the medal", too. The equipment failure, errors hidden in software, keypunch errors-for examplewrong decimal points and similar errors may be termed as "modern" gross errors. In this connection, from Kubik, Weng and Frederiksen (1985) we here cite the following passage: ". . . there is an increasing danger: more and more data are automatically processed on a computer without being scrutinized by a competent person . . . ". A similar warnings can be found in Detrekoi (1986) . These observations clearly indicate that we are still unable to get rid of the gross errors.
The important distinctive character of the category (b) is that this kind of outliers are not directly related to measurement data, but they have relevance to the exploratory analysis of data and/or examinations of appropriateness of models or model-fitting analysis. In recent years, in the modelfitting analysis of residuals of regression models the term outlier are becoming apparent. As far as we know, it is Srikantan (1961) who first observed that the model-fitting analysis in regression can be considered as an outlier detection problem. Following Srikantan, Stefansky (1971 , 1972 , O'Gorman and Myers (1987) and many others considered the model-fitting analysis in regression in context of outliers.
The outliers of the category (c) can be thought of as a marked manifestation of random fluctuation of intrinsic variability of such random phenomena that belong neither to the category (a) nor (b). This category can be easily understood by the following examples. The life span of an elementary particle can be considered a certain concrete number. However, this attitude is satisfactory only for some simple considerations. The situation changes, when a closer examination is given to the question. In more precise setting, the life span is a random variable. The high precision technology measurements used in modern physics from time to time detect large fluctuations. Another example from physics. Let us consider a certain kind of gas contained in a closed vessel. We all know that the walls of the vessel are affected by the pressure of the gas which is usually considered to be a certain number. On the other hand, the pressure of the gas is the mean effect determined by the number and velocity of molecules hitting the walls of the vessel per time unit. If we denote the effect of a single molecule identified by index i by ξ i and suppose that the vessel contains n molecules, then the pressure of the gas is
, where ξ 1 , ξ 2 , . . . , ξ n are independent and identically distributed random variables. The gas pressure is usually "almost" constant. In fact, the precise measurements of modern physics indicate small fluctuations which are usually neglected. But sometimes, there may occur cases where the fluctuations reach relatively big enough amount. In both examples, it is usual practice that physicists speak about fluctuations or large fluctuations, and they are unfamiliar with the mathematical term "outlier", indeed, for them the term large fluctuations are the same as outliers. Here we see that these outliers are neither "gross errors" nor "errors arising from mathematical modelling".
The following example is an everyday life analogue of the first example. It is obvious that human life span is also an random variable like that of elementary particle. In a concrete community it is a usual practice to speak about the life expectancy or average life. However, there may occur a rare case of very high longevity. This is again such outlier that belongs neither to the category (a) nor (b), becauseobviously-the such longevity is-again-neither "gross error" nor "error arising from mathematical modelling". A little more detailed consideration of this simple example provides us with some useful insights into the significance of probabilistic background for correctly understanding the essence of outliers. From media we are sometimes informed that somewhere somebody celebrated-say-105th birthday and so on. Here we are soon be faced the question that which numbers can actually present the life span of a person, if we prefer a concrete number for the life span.
Is there exist such a number that below which the life is achievable, but beyond which the life is impossible? Both intuition and logic support the non-existence of such precise limit, because otherwise we would have a clear-cut maximal age for a person. However, based on common sense, we all will hesitate to admit that somebody will reach an age ofsay-300 years. Consequently, there is a contradiction or paradox. This kind of difficulty is easily solved by giving a probabilistic background to the problem in question. Indeed, the theory and practice of modern actuarial science admit no bounds to human life span. Instead carefully compiled mortality tables which are nothing other than numerical realization of a probability distribution are used.
These three examples have a common feature that the quantities in question are ab initio kinds of "natural random variables", and the "fluctuations of considerable size", i.e., outliers are apparent to be an intrinsic feature of the randomness. Through these illustrative examples we clearly see that these outliers are neither "the gross error" nor "the error arising from model fitting".
The Asymptotic Growth Rate of Functions and Related Asymptotic Notations
The comparing of the rates at which functions of real or integer variable grow as their argument becomes large, plays a considerable role in various areas of theory and ap-plications like as advanced calculus, asymptotic analysis, limit theorems of probability and theoretical computer science. The mathematical technique for such comparison first appeared in number theory which is an important branch of pure mathematics. Paul Bachmann German number theorist treated different problems of number theory in his five volume work appeared in the period of 1892-1905. In the second volume titled Analytische Zahlentheorie and appeared in 1894 he writes: ". . .
wenn wir durch das Zeichen O(n) ein Grösse ausdrücken, deren Ordnung in Bezug auf die n Ordnung von n nichẗ uberschreitet. [. . . where the notation O(n) stands for expressing such a quantity the order of which with respect to n does not exceed the order of n]". This fact clearly indicates that it is Bachmann (1894) who first introduced a well-chosen mathematical notation for handling asymptotic growth rate of functions of integer number, namely, the O-notation (the big-oh notation). This initial step was much developed by Edmund Landau (1877-1938) German mathematician who mainly contributed to number theory and calculus. A seven-page special section titled Analytische Zahlentheorie: Einleitung of the second volume of the book: Vorlesungenüber Zahlentheorie von Edmund Landau, Leipzig, 1927 , considers the precise mathematical definition of the O-notation and introduces o-notation (the little-oh notation) for functions of real variable, i.e., Landau further develops the O-notation of Bachmann and introduces the new concept of order of growth rate denoted by o-notation. In addition, he presents the mathematical techniques for the comparison of asymptotic growth rate in an easy-to-understand and consistent way based rigorous definitions and notations. He also reformulated and refined many important asymptotic results of calculus and number theory which were known at that time in terms of asymptotic notations developed by him. Landau established two basic rules for algebraic manipulations that enable considerable simplifications in asymptotic calculations:
Using these algebraic rules, he refined the asymptotic formula for distribution of prime numbers. Under the influence of Landau's excellent presentation of the comparison of asymptotic growth rate functions, these techniques gradually became a commonly used standard method in advanced calculus, asymptotic analysis and recently in the studies of the efficiency of algorithms in computer science. Knuth (1976) further developed by introducing -andnotations. These developments are arisen from the need of theoretical computer science.
In what follows, we consider the essential elements of the mathematical techniques of asymptotic comparisons and asymptotic notations simplified, but rigorous mathematical setting.
In this case, we write f (x) = o(g(x)) as x −→ ∞, and we read as " f of x equals little-oh of g of x, or in short, " f is little-oh of g". The meaning of the definition is to convey the idea that the function f (·) is more quickly than g(·) tending to zero, i.e., quickly decreases, as x grows. Here the attentive reader can observe that we are concerned with the rate of decrease rather than growth, as being "contradicting" to the section title. This is because that in the asymptotic analysis it is usual practice to speak about "algebraic growth", when the quantity actually decreases. On the other hand, the most of the applications of the asymptotic analysis are in the growth case. Essentially, we are considering the rate of change of functions.
Remark 4.1. In the special case when g(·) = constant = 1, the formal application of (4.1) gives us that lim x→∞
= lim x→∞ f (x) = 0. This leads to the commonly used practice that f (x) = o(1), as x −→ ∞. Although this means that simply function f (x) itself tends to 0, as x −→ ∞, it turns out that the use of this simple symbol is very convenient in many circumstances.
Definition 4.2. Functions f (·) and g(·) are said to be growing at the same rate as
where C is finite positive real number. We denote this by writing f (x) = O(g(x)), and read as " f of x is big-oh of g of x", or in short, simply " f is big-oh of g". In recent years, it is becoming a usual practice that in the above definition instead of (4.2.) the condition
is often used. The (4.2.) implies the (4.3.), but the implication is not reversible, and this means that the definition given by the condition (4.3.) is more general than Definition (4.2.) Remark 4.3. The notation O(1) means that the function f (·) is bounded, as x −→ ∞.
One special case of Definition (4.2.) is worth looking at: We say that functions f (·) and g(·) are asymptotically equivalent as x −→ ∞, if in Definition 4.2 C = 1, and we indicate this by the notation
The basic properties of the asymptotic notations are expressed as the algebraic manipulation rules that are very often useful in calculating complicated functions involved in asymptotic analysis. The most important ones among these properties are as follows:
Remark 4.4. In the applications of the asymptotic notations to advanced calculus, not only the case of the argument x approaching to ∞, but the case when x −→ x 0 , where x 0 any real number, is also considered. In the present paper, we do not need the latter case. The readers interested in this aspect are referred to any comprehensive textbooks and monographs on modern advanced calculus, for example, to Finney and Thomas (1990) .
The Laws of Large Numbers as ProbabilisticTheoretic Background for Sample Mean
We often encounter the arithmetic mean in various areas ranging from daily life to scientific analyzing data. The use of the arithmetic mean in mathematically processing the results of measurements goes back to the 3th century B.C. In observational astronomy, later in geodesy and geophysics the arithmetic mean had for long period been used as a basic mathematical tool for the improvement of precision of measurement results. As Plackett (1958) remarks, the Babylonian astronomers developed a systematic mathematical theory based on simple arithmetic schemes for the calculation of motions of the sun, moon and planets.
At the end of 16th century, Tycho Brahe, Danish astronomer observed that by using the arithmetic mean of observational data the accuracy of measurement can be improved, and he systematically used to eliminate measurement errors (Dreyer, 1890) . After Tycho Brahe's experience, it gradually became commonplace to use the arithmetic mean as an estimate of the true value to be determined.
From these facts we can conclude that (i) the arithmetic mean already gained important applications in astronomy, geodesy and geophysics long before the emergence of modern probability theory; (ii) it is empirically established that the arithmetic mean possesses some kind of stability around a fixed number which can be considered as the true value of the object under measurement.
These empirical findings, however, lacked in a sound mathematical foundation given in terms of probability. The foundation is the law of large numbers (LLN). As Pearson (1925) remarks, the LLN was discovered by James Bernoulli in 1713. After Bernoulli, Poisson (1837) made an important contribution to the developments of the LLN. He introduced the term of the law of large numbers for indicating the universal character of the stabilization of relative frequencies and arithmetic mean when the number of observations related to the same phenomenon and the same circumstances becomes very large, independently of the nature of individual phenomenon. We would like to emphasize that among these diverse phenomena Poisson considered such geophysical observation like the mean sea level. Unfortunately, the modern theory of the LLN is extremely abstract, and the historical roots of its practical applications have been disappeared.
In a simplified setting, the main topic of the LLN is the study of convergence of the average
of random variables ξ 1 , ξ 2 , . . . , ξ n . Depending on the type of convergence, in modern probability theory there are two kinds of law of large numbers: weak law of large numbers (WLLN) and strong law of large numbers (SLLN). The statement of the WLLN is that the arithmetic mean of independently and identically distributed random variables, for large n, approximately is equal to the expectation with probability large enough. The SLLN asserts the same, but with probability one. Therefore, the statement of the strong law of large numbers is more stronger than the weak law.
Theorem 5.
(Weak law of large numbers (Khinchine (1929))). The sequence of random variables
is assumed to be independently and identically distributed.
If their expectations exist, i.e., E(ξ
k ) = a < ∞, k = 1, 2, .
. ., then for any small ε > 0, we have
as n −→ ∞. Remark 5.1. In the theory of probability the consideration of independently and identically distributed random variables is very often and this expression is abbreviated as iid. Therefore, the above theorem is in the "language" of probability theory. However, in the language of mathematical statistics the finite set of iid random variables is nothing other than sample. Taking into account this delicate nuance, the above theorem is easily translated into the language of statistics as follows:
(Weak law of large numbers (Khinchine (1929))).
be a sample. If their expectations exist, i.e., E(ξ k ) = a < ∞, k = 1, 2, . . . , n, then for any small ε > 0, we have
as sample size n −→ ∞. Kolmogorov (1930) 
The meaning of Khinchine's LLN is that the probability that the arithmetic mean (5.1) will differ from its mathematical expectation by less than any previously chosen ε > 0 tends to one, as the sample size increases. The meaning of Kolmogorov's SLLN is that this statement takes place with probability one.
This means that both laws of large numbers assert that by increasing the number of measurement the precision can be improved at an arbitrary degree, or expressing in terms of an "idealized" case of infinite number of measurements, "the true" value can be achieved. However, we all know that the "infinite number of measurements" can never be achieved. In real-life practical circumstances the number of independent measurements is to be limited because of the cost of running measuring equipments, time, manpower and so on. On the other hand, due to modern developments in measurement technology, the possibility of the large number of repeated measurements is ever increasing process. Therefore, the role of the laws of large numbers will increase.
The Central Limit Theorem as Quantitative Probabilistic Refinement of the Laws of Large Numbers
James Bernoulli, the inventor of the LLN, was not concerned with the numerical determination or estimation of probability content, instead his aim was to establish the fundamental law which shows the stabilization process of certain random phenomena like as the frequency of probability and the arithmetic mean of random quantities. In 1733, De Moivre discovered the central limit theorem (CLT) for the special case of binomial random variables and applied it to calculating probabilities related to insurance problems. After De Moivre, Laplace (1810 Laplace ( , 1812 formulated and proved a rather general version of the CLT and applied it to the problem of determining the probability that the mean inclination of orbits of any number of comets is within prescribed error limits. With the help of his CLT, Laplace calculated the error limits for at that time known 97 comets.
In the light of the above facts of historical developments we are in position to easily grasp the connection between the LLN numbers and CLT and its meaning. To see this situation clearly, we below consider the following special case of the the central limit theorem.
Let
be a sample with probability distribution function F(·) having the mathematical expectation a and variance σ . We introduce the following notations.
Theorem 6.1 (The Central Limit Theorem for Sample).
Let ξ 1 , ξ 2 , . . . , ξ n be the (6.1) sample. Then, we have We see that (6.4) is much stronger statement than (5.7), because the (6.4) supplies us with a quantitative estimate for the probability of the deviation of the sample mean from its mathematical expectation, while the LLN proves only the convergence to the mathematical expectation. But the LLN are valid,-even-when the random variables have no finite variance, if we consider the LLNs in the form of Khinchine and Kolmogorov. In this sense, the LLN are more general than the CLT. Therefore, we should use both the LLN and the CLT for the data analysis. However, the LLN should be used not in the conventional form, but in the form that is presented in the previous section, because the conventional form of the LLN requires the existence of the variance in order merely to supply us with a mathematically elegant proof of the LLN based on Chebyshev inequality.
Comparing conditions of theorems in the previous section with that of the above CLT, we see that the requirements for the probability distribution of the parent population, i.e., for the probability distribution that models measurement data is changed towards a little more stronger condition, because the existence of the higher order moments imply that of the lower order moments and the reverse of this statement does not hold in general. The condition in the case of the LLN was only the existence of first order moment, i.e., mathematical expectation, while in the case of the CLT the existence of second order moment, i.e., variance. If we continue this way of thinking, then the third order moment should be the next step requirement. The most significant and interesting result in this area of mathematical research is the following theorem discovered independently from each other by Berry (1941) and Esseen (1942 
holds for all x, where C is a universal constant. Remark 6.1. We recall that ξ 1 , ξ 2 , . . . , ξ n can be considered as being different "replicas" of only one random variable, or-in other words-different independent realizations of the random variable that serves as a model for the measurement process, because these random variables constitute the statistical sample. This is simultaneously the condition of both Theorems 6.1 and 6.2. In this sense, we write E( ξ 3 1 ) instead of
The same remark applies to Inequality 6.5, i.e., the inequality is valid for any of the random variables ξ 1 , ξ 2 , . . . , ξ n .
The right-hand side of Inequality 6.5 is the absolute difference between the probability given by 6.2 or 6.3 and the probability distribution function of the standard normal random variable. This difference, i.e., the distance of an approximation of the the first probability by the second one is from above estimated by the quantity
which depends on an universal constant C, n, x and the quotient of 3rd and 2nd order moments. From (6.5) we see that the quality of the approximation is of the order of o( (1+(|x|) 3 ) ), i.e,. the approximation can be improved either by increasing repetition of measurements or the absolute value of x, or the both of them. The most remarkable finding in this analysis of Theorem 6.2 is that if the 3rd order moment exists, then for sufficiently large x, independently from the probability distribution type of the sample, the probability F n (x) can be asymptotically evaluated by the standard normal distribution. We will return to this important fact in Section 8 in connection with Chebyshev inequality.
The question of estimating the universal constant has been the subject of intensive research. In their original papers both Berry and Esseen obtained upper bound. Esseen (1956) gave the following lower bound.
Zolotarev (1967) proved that C < 0.9051. The best upper bound was obtained by van Beer (1972) reducing Zolotarev's result to 0.7975. Consequently, Theorem 6.2 can be extended by the following inequality:
More information on the CLT can be found in Monhor and Takemoto (2004) .
The Large Deviations as ProbabilisticTheoretic Models for Outliers
During the past two-three decades, one important theory has emerged within the modern probability theory. This is the theory of large deviations. In recent years, the theory of large deviations has rapidly been developed in different directions finding various applications to such diverse areas like statistics, operations research, information theory, statistical physics and engineering. The theory of large deviations deals with the probabilistic descriptions and asymptotic analysis of random events where a sum of random variables deviates from its mean by more than "normally expected" amount and generalizations of these results to such abstract mathematical spaces like Banach space and topological vector space. Bearing in mind the intention of applying some results and ideas of the large deviation theory to the clarification of the concept of outlier, we reformulate this description-in simplified setting-in more concrete terms as follows: the theory of large deviations deals with asymptotic evaluating the probabilities that ξ 1 +ξ 2 +. . .+ξ n exceeds a large threshold value.
If we think that this threshold value as the boundary that determines outlier, then we will be in position to estimate probabilities for occurrences of outliers, and thereby we also put a probabilistic background for outliers. The most important point here is that the threshold value is not a concrete number, but it can flexibly and functionally be controlled by the large deviation probability relationship. This flexibility is in a complete harmony with the nature of the outliers. This is a completely new approach to understanding the nature of outliers in terms of probability theory, and-as far as we know-the results of the large deviation theory have not yet been used in outlier problems, geodesy, geophysics and astronomy.
The main emphasis of LLN presented in Section 5 was on the probabilistic law that describes the stability in sample mean. However, in real-life situations there may sometimes arise considerable fluctuations or deviations from the mean. By incorporating some useful results from the large deviations theory into the LLN, these real-life situations can be taken into consideration. Bahadur and Rao (1960) published a theoretical paper titled "On deviations of sample mean". In the paper by Bahadur and Rao (1960) the asymptotic behavior of the probability 
where n −→ ∞. The above theorem is non-constructive, because the constants ρ and b n are not given in an explicit form. But the existence of large deviations and their dependence of the number of measurements is given in the functional form.
The asymptotic analysis of probabilities for large deviations can be considered as modern developments of the CLT. We here present the results due to Cramer (1938) and Linnik (1961) .
Theorem 7.2 Under the condition that E(exp(λξ )) exists for some λ > 0 and for positive x = o ( √ n), we have the following asymptotic relationship:
(7.4) Here λ(·) is a power series which converges in a certain neighborhood of zero whose coefficients depend only on the moments of sample. The ϕ(x) denotes the probability density function of the standard normal distribution.
Remark 7.1. Multiplying by 1− (x) the both sides of Eq. (7.3), we get the analytical expression for the probability that a positive outlier occurs. Similarly, Eq. (7.4) gives the probability for the case of negative outliers. Theorem (7.2.) is one of the fundamental results in the large deviations theory. The coefficients of the power series λ(·) in the theorem is not given explicitly. However, computationally tractable results can be obtained from the theory of large deviations. Recent results of the large deviations theory can be found in Cramer (1938), Linnik (1961) , Nagaev (1979) and their references.
Chebyshev Inequality, Outlier Detection and Data Quality: Probabilistic Background
In the theory of probability the Chebyshev inequality is the most frequently used tool for proving different convergence processes, and it plays fundamental role in proofs of various forms of laws of large numbers. This means that the Chebyshev inequality has pure theoretical "applications" in the theory of probability.
Chebyshev inequality. If a random variable ξ has finite variance, then, for any λ > 1, we have
where var(ξ ) = σ 2 (ξ ). Remark 8.1. If 0 < λ ≤ 1, then we have 1 λ 2 ≥ 1, i.e., the right-hand side of (8.1) becomes to be equal or greater than 1. This means that the case 0 < λ ≤ 1 leads to a trivial inequality. Consequently, the condition that λ > 1 is not a restriction, but avoids the trivial case.
Remark 8.2. In the theory of probability the following form of Chebyshev inequality is very often used.
where ε is an arbitrary small positive number. This form is suitable for formulating different conditions of convergence in terms of variance. From the right-hand side of Inequality (8.2), it is evident that the accuracy of the inequality will be spoilt, if the positive real number ε decreases. In addition, the ε should be chosen as small as possible, in order to prove a convergence of a sequence of random variables. In this situation Inequality (8.2) is not used for a single random variable ξ , but for a sequence of random variablessay-for ξ n , n = 1, 2, . . . . However, in the proving the convergence of a sequence of random variables, the accuracy of the probability for a single random variable is not essential, but the sequence of variances. This means that the convergence to zero of the sequence of numerators in the right-hand side of Inequality (8.2) should be managed. This goal can be achieved in numerous ways. This is an important research area in the probability theory. Remark 8.3. In what follows we will see the Chebyshev inequality from a different or a nonconventional angle. By writing the Chebyshev inequality in the form (8.1), we have the probability that the deviation of a random variable ξ from its mathematical expectation exceeds λσ (ξ ). The consideration of the λσ (ξ ) supplies us with two kinds of generalizations of the well-known 3-σ rule. The first one Probabilities, their bounds and errors is that instead of the multiplier 3 we have the multiplier λ. The second one is that instead of the normal distribution any such probability distribution that has variance can be considered. Both of them lead to flexibility. On the other hand, the increase of λσ (ξ ) in Inequality (8.1) will improve the accuracy of the inequality. This can not be seen from Inequality (8.1). However, Inequality (8.2) suggests this observation to us, but it is still not clear. A little later, this aspect will be studied numerically. By increasing the multiplier λ, we get larger deviations, i.e., the left-hand side of (8.1) becomes the probability which is suitable for the consideration of outlier problem. This is the great advantage of the Chebyshev inequality written in the form (8.1). Remark 8.4. Chebyshev inequality can be formulated for the case of sample. Let ξ 1 , ξ 2 , . . . , ξ n be a sample. Simple algebraic manipulations give us the following inequality.
3) Remark 8.5. Here we would like to mention that Chebyshev inequality is still subject to mathematical research (Bickel and Krieger, 1992) .
We see that the Chebyshev inequality gives an estimation or a bound for the probability of deviation of a random variable from its mathematical expectation in terms of its variance. The viewing Chebyshev inequality as a probability bound is essential for the translation from its conventional theoretical applications to the practical setting, and from this standpoint we consider further insights into Chebyshev inequality. Now, we consider the numerical aspect of Chebyshev inequality in comparison with the standard normal distribution. The random variable ξ in the following table is the standard normal random variable.
The table displays that the accuracy of Chebyshev inequality increases with the multiplier λ. This means that we can use the Chebyshev inequality for an estimation for large enough deviations. This observation has the following two important consequences. (i) Chebyshev inequality gives a numerically applicable estimate for the probability of deviation of a random variable from its mathematical expectation when the deviation is large enough, i.e., it exceeds more than two or three times its variance; (ii) in connection with the above observation, we recall that in geodesy and geophysics, it is commonplace to use the outlier detection rule which rejects the data of a deviation exceeding more than three times the variance in conjunction with normal distribution (for example, in Imanishi, Higashi and Fukuda (2002) for the calibration of superconducting gravimeter a deviation exceeding four times the variance was used to reject outliers).
In the geodetic literature the statistical testing procedure introduced by Baarda (1968) is often used as an outlier detection method. In rigorous mathematical setting, the attitude of Baarda is based on a priori assumed normal distribution. Consequently, the method of Baarda works essentially for the case of the normal distribution.
Chebyshev inequality is valid for all the probability distributions having finite second moment. Consequently, the Chebyshev inequality holds for all the probability distributions having finite third order moment. In this case, BerryEsseen theorem states that the probability of the deviation of sample mean from its mean can approximately be evaluated by the normal distribution provided the threshold value and/or sample size is large enough. Combining this fact with our finding expressed by the above table, we can conclude that Chebyshev inequality can be used in estimating large deviations probabilities. This finding and the probabilistic aspects presented in previous sections establish an integrated probabilistic background theory for outliers, especially outliers of the category of (a). Finally, we would like to mention that the outliers of the category (a) are essentially connected with the assessment of data quality and the very origin of the 3-σ rule stems from the statistical control of quality in mass-production.
Concluding Remarks
The most useful and important points of the results of the present paper can be summarized as follows.
Nevertheless the concept of outlier has a long history, there has been no definition of it. This is a quite conflicting situation, it gives contingency for subjective judgements and misunderstandings. We do not know the reason of this undesirable situation, and the aim of the present paper is not looking at this reason. The new generic and categorizing definition given in Section 3 contributes to the correction of this unfavorable situation. The categorization integrates the diverse and heterogenous appearance of outliers and helps the comprehensive grasp of the concept of outlier, since any kind of outliers falls to one of the three categories.
We observed that the outlier problems had so far been treated only in statistical and/or "semi-empirical" way without paying proper attention to probabilistic-theoretic background. Taking into account this observation, we consider outliers in the light of achievements of the modern theory of probability. This novel attitude is realized through the methodologically new way of the unified presentation of the LLN, CLT and theory of large deviations. Avoiding the "theorem-proof" type technicalities very often used by theoretical mathematicians, the main emphasis is placed on the understanding of these important areas of the modern probability theory and connecting them with the outlier problem.
In terms of the theory of large deviations the new probabilistic-theoretic model of outliers is given. As far as we know, it is the first time that the theory of large deviations is considered in the literature of geodesy, geophysics and astronomy.
We established that Chebyshev inequality gives a numerically applicable estimate for the probability that the discrepancy between the random variable and its mathematical expectation is large enough. On the other hand, we also observed that Berry-Esseen theorem indicates that-for all the probability distributions having the 3rd order momentthe probability of the sample mean can be approximated by normal distribution. These findings are useful and new facts from the standpoint of the consideration of outliers in terms of probability. The consideration of the way how Kepler arrived to his famous law in the light of outlier problem is a new result from the point of view of history of science, since until now the analysis by Kepler has never been studied within the framework of outlier.
Besides these main results, many other useful subsidiary observations and remarks have been presented. For example, Section 4 is not only useful for understanding the subsequent sections, but it is of an independent interest, too. It may be the first time that here we presented the most important tools of the modern asymptotic analysis in geodetic literature.
