fix) = i J eizi sgn t dait). f
This includes the case where/(x) is a trigonometric polynomial. J
The relation /(x) =/*(x), when valid, proves to be effective for establishing inequalities for fix). For this application we shall need also generalizations of S. Bernstein's classical inequality for the derivative of a trigonometric polynomial;! these we obtain in §4. For the sake of completeness it has seemed desirable to establish stronger results than we actually need, and which generalize to integrals of the form (2) extensions of Bernstein's theorem which have been given for trigonometric polynomials by G. Szegö|| and by A. Zygmund.lf shownff that the same conclusion follows if /(x) is merely an entire function with the property that lim supn^l/^x)! 1/n = 2c; this includes functions/(x) of the form (2), and would be sufficient for our purposes.
When/(x) is a trigonometric polynomial, Szegö's result is that |/(x) | ^M implies not only Bernstein's inequality but also is an arithmetic mean oí fix). An equivalent statement is t sgn t = l/\ l\, t^O; sgn 0 = 0.
t Except that our definition of the conjugate yields the negative of the usual conjugate in the case of a trigonometric polynomial; our conjugate is so defined that it will coincide with the Hubert transform.
§ I am indebted to Professor D. V. Widder for originally calling my attention to the question of generalizing Bernstein's theorem to trigonometric integrals. || G. Szegö, Über einen Satz des Herrn Serge Bernstein, Schriften der Königsberger gelehrten Gesellschaft, vol. 5 (1928) , pp. 59-70. show that if /(*) has the form (2), with a(t)-a( -/),j and if |/(x)| gtf, -co <x < oo, then (3) holds, where <t(x) = j (í-^\e**'da(t);
and that Zygmund's result may be generalized to the inequality /" /1 cos e _ sin e \ r * ,
where <£(») is non-negative, non-decreasing, and convex. From (3) we may also obtain the generalization to integrals of a result of van der Corput and Schaake,{ namely, that under the same hypotheses on
In §5 we apply our results to obtain inequalities for conjugate trigonometric integrals. We can generalize to trigonometric integrals a theorem of M. Fekete, § which states that if /(*) is measurable on (-x, tt) and periodic with the period 2ir; if |/(x) | ^ M ; and if S"(x) is the sum of the first « terms of the series conjugate to the Fourier series of/(*), then | s"(x)| ^CM log », where C is an absolute constant. We shall show that ii fix) has the form (2), with «(<)=«( -t), and ail) constant on 0</<l, then |/(x)| ^M, -oo<a:<oo, implies t Professor Szegö has pointed out to me that this last restriction may be removed by an elementary argument of a familiar type. The same remark applies to the inequality (4 [September (4) /(x)| <m(a +AlogA where A is an absolute constant <4/w. The constant 2/v multiplying log R is the best possible constant. Our result is less precise than Fekete's in that it requires a more restrictive hypothesis on/(x) ; on the other hand, it applies to a wider class of functions, and fixes the best possible value of the constant C.
The analogy between the inequality (4) and S. Bernstein's inequality for derivatives suggests that Zygmund's generalization (mentioned above) of Bernstein's theorem to an inequality for a mean value of the derivative should have an analogue for the conjugate integral. We establish such an analogue in Theorem 8.
2. A preliminary theorem. We consider first trigonometric Stieltjes integrals over a finite range; that is, functions of the form (2) /(*) = f e^'dait), where ait) is a normalized complex-valued function of the real variable t, of bounded variation on ( -7?, R). There is no loss in generality from assuming R > 1. Then we write /i(x) = J eixtdait),
Mx) = (j + j \e*'da(f), so that/(at) =/i(x)+/2(x). We now introduce the notation, for any/(x) defined on (-oo, oo ), l r " /(* + 0 -fix -t) (6) /*(*)=---r1--Hit)dt,
for any x for which the integral exists in the sense of limi,0,r-o<J«r. Hit) is a function satisfying Conditions A, below. Let us denote by fix) the Hubert transform f of/(x),
fix) = --dt.
IT J 0 t f We shall use the bar to denote both the Hubert transform and the complex conjugate, but no confusion should result.
It is known that ii fix) belongs to L2(-=0,00), then /(x) exists for almost all x, and also belongs to L2(-=0, °°).f
We shall require Hit) to satisfy the following conditions. Conditions A. 1. his) is a continuous function of bounded variation on -1 ¿= 5 ^ 1, and Hit) = I cos st dhis).
2. For whatever class of functions fix) is under consideration, Hit) shall be such that the integral (6) converges with respect to the upper limit whenever (7) does so.
The second condition will in particular be satisfied if Hit) has bounded variation on (T1, 00) for some T; or if his) is the integral of a function kis) of bounded variation on ( -1, 1), and the class of functions/(x) is the class of functions bounded as x--> co.
We shall establish the following preliminary theorem.
Theorem 1. If fix) andf2ix) are defined by (2) and (5), and if Hit) satisfies
Conditions A, then f*ix) exists for all x, and
It will be sufficient to establish the theorem for the special case
where ßit) is a normalized function of bounded variation, and for the special point x = 0. In this case (8) becomes
To see this,J suppose Theorem 1 established in this special case, and set, with fix) now defined by (2),
(10) giy) = I sin yt dßit), ßit) = I ieiludaiu).
J -R J -R Then g (y) has the form (9), and -TÍ g(y + 0 -g(y -t) t
Thus, g*(0) =/*(*). Similarly,
as we see by referring to (10). We assume that the relation /R eixt sgn t dait)
for functions of the form (2), and in particular (12) fix) = | cos xt sgn t dßit)
for functions of the form (9), is known to hold for all x; it is easily established by substituting the explicit expression for/(at) into (7), and changing the order of integration.! We now show that if/(at) is defined by (9),/*(0) exists and satisfies (8).
We have, since/(x) is an odd function, fit)
provided that the integrals exist. The convergence of the first integral is already known ; the second integral converges with respect to the upper limit, because of Conditions A, and its convergence at the lower limit follows from the existence of /'(0). Consider now /* (0) fit ) by a familiar formula. Thus,
as desired. It remains to justify the change of the order of integration in (13).
We have to show that (14) a,T c°\ dt rR rl + 1 j -I sin mí daiu) I cos st dhis)
We note first that the improper integrals in (14) are actually convergent. Since the integrals over the finite part of the range are clearly equal, it is only necessary to show that limr..oo/(r) =0, where r x fit)Hit) rR r1 r" sin ut cos st JiT) = I ---dt -I daiu) I dhis) I -dt
We have
It is a familiar fact in the theory of Fourier series that
where M is independent of x, a, and b; and that
uniformly for x^x0>0. In J3 the integral with respect to s over ( -u -5, -u+ S) is o(l) for 5->0, since his) is continuous; since the integral with respect to t is uniformly bounded, by (15) ; and since a(w) has bounded variation. (It is supposed that his) is extended outside ( -1, 1), if necessary, so that it is continuous at +1, and constant outside ( -1, 1).) Similarly, in Jt the integral with respect to s over iu-Ô, M+5) is o(l). Now, given any e>0, we may take 5 so small that these two terms are both less in absolute value than e, and then fix 5. In the remaining part of /3, we have | u+s\ 2ï S, and
by (16). Similar reasoning applies to Jt. Finally, J\ is the remainder of a convergent integral, and hence 7i = o(l)
as T1->°o. Thus \imT-«JiT) =0, and Theorem 1 is fully established. 3. Functions whose Fourier transforms vanish on ( -1, 1). We shall need a result of E. C. Titchmarsh, which we state as a lemma.
Lemma l.f If fix) belongs to L2i-<x>, <x>), and Fix) is its Fourier transform, then the Fourier transform of fix) is £(x) = -zF(x) sgn x.
We can now establish our main theorem.
Theorem 2. Let fix) belong to i2(-<x>, <*>);let Fix) be the Fourier transform of fix). Let Hit) satisfy Conditions A, and the further conditions that ¿7(0) = 1, awd that his)-hi-s)= ±1 almost nowhere. A necessary and sufficient condition that Fix) =0, almost everywhere on ( -1, 1), is that /•*<*) = -/(*) almost everywhere.
Here/*(x) is defined by (6), and/**(x) is related to/*(x) as/*(x) is to/(x). We establish first the necessity of the condition. We notice first that (17) and (20), we see that (21) is equivalent to/(x) =/*(x) whenever either of these functions exists; and/(x) exists almpst everywhere. Now/(at) belongs to Z2(-<», oo); let £(x) be the Fourier transform of fix). By Lemma 1, £(x) = -ÍF(x) sgn x, so that E(x) =0 almost everywhere on ( -1, 1). Wé may now apply our previous reasoning, with only formal modifications, to fix), and find -/(*) =/(*) =/**(x).
The necessity of the condition is thus established. Now let/(x) belonging to ¿2(-<*>, °° ) have/**(x) = -fix). Set ( -1,1) . And since almost everywhere hit)-h(-í) 7^ + 1, we have finally F it) =0, almost everywhere on ( -1,1) . This completes the proof of the theorem.
In Theorem 2, we assumed that ¿7(0) = 1. This assumption was made to ensure that ¿7(0)^0, so that it was possible to divide by it. It is natural to ask what happens to Theorem 2 if we allow ¿7(0) to vanish. We establish the following theorem. Theorem 3. Let fix) belong to L2(-oo, co), and let Fix) be the Fourier transform of fix). Let Hit) satisfy Conditions A; let ¿7(0) =0, awd let his) =A(-s) almost nowhere. A necessary and sufficient condition that Fix) =0 almost everywhere on ( -1, 1) is thatf*ix) =0 almost everywhere.
The proof is much the same as that of Theorem 3, but simplified because Lemma 1 is no longer needed.
To establish the necessity of the condition, we set now Git) =Hit)/t. Since ¿7(0) =0, we find that the Fourier sine transform of Git) is 
<K«0 = -I iR -t)e-"dait)
RJ o is an "arithmetic mean" offiz).
Since (25) (24) with a(/) continuous at t = R. It is convenient to require that a(0) =0; this additional normalization has no effect on/(z). We have, by a familiar inversion formula,|| 
We subtract (30) from (31) and (32) x -'-«o y2
We take the conjugate of both sides of (34) In (35) we may replace cos (0+i?y) by giO+Ry), where giu) is any integrable function with the period 2x, having a Fourier series of the form 00 giu) r*j cos u -\-2^i an cos nu. We now specialize g(»), taking a function nearly the same as that used by Szegö. Set Mm 1 X 9 r ï 1 ( (1 + ')'(! -0 (1 -r)2(l + r) 1
2r \\ -2r cos m + r2 1 + 2r cos m + r2;
(0 < r < 1).
This is readily seen to have the desired form, since \ -r2 -1 + 2 2J rn cos mm (-l<r<l).
Then, h,,n|<in 1 ( (1 + r)2(l -r) (1 -r)2(l + r) ) 1 + 2giu) ^ kiu) = -<-> . 2rll -2rcos« + r2 1 + 2r cos m+ r2J
The function kiu) has a Fourier series of the form We apply this result to (39). We have in the first place, since by hypothesis
and, letting r->1, Giyo) ^ RM.
Referring to (41), we obtain (25) of Theorem 4, established now whenever ait) is continuous at t = R. If ait) is discontinuous at t = R, take R'>R, and write P' (ait), tS
Then ai(¿) is continuous at t = R', and we deduce G(y") ^ Tî'M.
Letting R'->R, we have Theorem 4 fully established.
To obtain Theorem 5, we introduce the function kid+Ry) in (39), apply "Jensen's inequality" for integralst to the right-hand side, and integrate over E. Then, f G. H. Hardy, J. E. Littlewood, and G. Pólya, Inequalities, 1934, pp. 150-152. J <t>( -Giya)jdy0 r C * 1 -cos Ry /* . r , .
k(fl + Ry)-dy | *( | <R[/(iy + iy")] | )dy0.
RirJ-" y2 J e
In the integral over £ on the right, apply the periodicity olf(iy) if E = (0, 2ir), and make an obvious change of variable if £ = ( -», oo); then
Finally, let r-»1 in (42). We may take the limit under the integral sign, and we obtain the conclusions of Theorem 5, in the case where ait) is continuous at t = R. This condition may be removed as it was in Theorem 4. There is also a generalization of Bernstein's theorem along quite different lines, given by Bernstein himself. Zygmund's generalization of the original theorem suggests the following further generalization. The proof of this theorem given by Pólya and Szegö J may easily be modified to give a proof of Theorem 6. A function /(*) of the form (2) is a function of the class considered here, with r = R.
Inequalities
for the conjugate of a trigonometric integral.We now apply Theorem 1, and the results of §4, to obtain the generalized theorem of Fekete, mentioned in the introduction. •
|/(*)| <-A7(2 + log/v).
IT
The constant 2/ir multiplying log (R/r) is the best possible constant in the sense that for no constant B < 2/w is it true that max ( /(*) I The value 4/tt is certainly not the best possible value of the constant A ; it is easy to improve it slightly by a more accurate estimate of fî\ sin <| t~2dt.
It is clear that if r = 0, we can say nothing about the order of magnitude of fix). A simple example is furnished by We turn now to an inequality for a mean value of the conjugate of a trigonometric integral. Applying Theorem 5 (or Theorem 6), we shall prove the following theorem. a«d íAe integral in the right-hand member of (47) may be infinite.
If R ¡g 2, we may replace the right-hand side of (47) by f *( I /(a x)| )<fe.
We have (2/x) log 7c+ § <4 (i?) <log 7? +1 ; this evaluation of A (7?) brings out the analogy between (47) and (43). For the case </>(y) =yT, r>l, a stronger result than case (A) of Theorem 8 is known. M. Rieszf has shown that for any/(at) of 7/(0, 2x), r > 1 (and hence for/(x) a trigonometric polynomial), there is a constant AT depending only on r such that /■ 2t r2r \fix)\rdx £A/ I |/(x)|r<7x.
On the other hand, our result is still available when <¡>(y) =y, while the result of Riesz breaks down for r = 1. We require an additional lemma, which is a generalization of the fact that the derivative and the difference quotient of a continuous function have the same upper and lower bounds in an interval.
Lemma 3. Let fix) be absolutely continuous in a^x^b.
Let <piy) be nonnegative, non-decreasing, and convex for y?:0. Then 
