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Kurzfassung
In dieser Arbeit wird ein Verfahren zur Stabilita¨tspru¨fung hybrider Systeme, bestehend aus
einem zeitdiskreten Regler mit nicht konstanter Abtastzeit und einer kontinuierlichen Stre-
cke, beschrieben. Das entwickelte Verfahren la¨sst es zu, einen garantiert stabilen Bereich fu¨r
die Variation der Abtastzeit anzugeben. Da vera¨nderliche Abtastzeiten a¨quivalent zu variie-
renden Laufzeiten sind, wie sie beispielsweise durch Bussysteme verursacht werden, kann das
Verfahren auch auf dezentrale hybride Regelungen angewendet werden, bei denen Sensoren
und Aktoren u¨ber Bussysteme mit der Regelung gekoppelt sind.
Die zur Herleitung des Verfahrens eingesetzten Methoden basieren auf dem Begriﬀ der ro-
busten Stabilita¨t, die es ermo¨glicht, Stabilita¨t fu¨r Systeme zu garantieren, die Unsicher-
heiten unterliegen. Daher wird die vera¨nderliche Abtastzeit in einem ersten Schritt durch
einen nichtlinearen Eingriﬀ modelliert und anschließend in eine a¨quivalente Unsicherheit
umgerechnet. Die Darstellung des mit Unsicherheiten behafteten Systems erfolgt als lineare
Fraktionaltransformation. Anhand dieses Modells wird anschließend die Stabilita¨t in Bezug
auf eine Variation der Abtastzeit untersucht. Als Ergebnis des Verfahrens erha¨lt man einen
Bereich fu¨r die Abtastzeit, in dem Stabilita¨t fu¨r das Gesamtsystem garantiert werden kann.
Dabei ist es unerheblich, mit welcher Dynamik die Abtastzeit vera¨ndert wird.
Anschließend werden die theoretischen Ergebnisse anhand eines realen Systems veriﬁziert.
Dazu wurde im Rahmen eines Industrieprojektes ein Versuchsstand mit vier auf Winkel-
gleichlauf zu regelnden Gleichstromantrieben aufgebaut, eine Regelung entworfen und diese
in eine speicherprogrammierbare Steuerung implementiert. Die Kommunikation der Rege-
lung mit den Stellgliedern und der Messwerterfassung erfolgte u¨ber ein Bussystem.
Nach der Modellierung des Gesamtsystems wird mit Hilfe des entwickelten Verfahrens der
garantiert stabile Bereich fu¨r die Variationsbreite der Abtastzeit am Versuchsstand berechnet
und die so bestimmten Stabilita¨tsgrenzen durch Messungen am Pru¨fstand veriﬁziert.
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Abstract
In this thesis, a method is presented which allows the speciﬁcation of stability margins for
hybrid control systems composed of a sampled data feedback controller with varying sampling
time and a continous linear system. The developed method provides lower und upper bounds
for the sampling time and thus deﬁning a range within guaranteed stability is ensured.
The eﬀect of varying sampling time and varying time delays of bus systems are equivalent.
Therefore, the presented method can also be used for stability tests of decentralized controlled
hybrid systems where the sensors and the actuators are linked to the controller by various
bus systems.
The derivation of the method is based on concepts of robust stability, which allows stability
tests for systems with uncertainties. In a ﬁrst step the varying sampling time is modeled by
a non-linear operation. Afterwards, the non-linearity is converted into an uncertainty. Now
the system can be represented as a linear fractional transformation. Based on this model the
stability of the time varying system can be analyzed with respect to variations of sampling
time. As a result this method speciﬁes a range for the sampling time within which stability
of the varying system can be guaranteed, regardless of the dynamics of the variation.
Afterwards, the theoretical results are veriﬁed by measurements on a real system. A test
bed was set up within the frame of an industrial project. The controllers were implemented
in a programmable logic controller to ensure position synchronisation of four DC motors.
All communications between the controller, actuators and sensors are established by bus
systems.
After modeling the overall system, the presented method is used to determine the stability
margins of the test bed concerning the sampling time. Finally, the calculated bounds are
veriﬁed by measurements.

11 Einleitung
Durch die stetige Weiterentwicklung der Mikroelektronik im Bereich der Automatisierungs-
technik und die Entwicklung von leistungsfa¨higen Mikrocontrollern und digitalen Signalpro-
zessoren (DSP), haben sich diese bereits in vielen Bereichen etabliert. Aufgrund der immer
weiter sinkenden Preise fu¨r diese Komponenten ist es ga¨ngig, Sensoren und Aktoren mit In-
telligenz auszuru¨sten, um beispielsweise eine Datenvorverarbeitung bereits dort auszufu¨hren.
Da die Informationen digital in den Komponenten vorliegen, ist es sinnvoll, die Datenu¨ber-
tragung nicht mehr analog, sondern ebenfalls digital vorzunehmen. Hierzu werden versta¨rkt
Feldbusse eingesetzt. Der Trend geht zu dezentralen Automatisierungssystemen, bei denen
selbst die Regelung u¨ber Feldbusse mit den Sensoren und Aktoren verbunden ist.
Erfolgt die Regelung dezentral, werden die Messwerte der Sensoren sowie die Stellwerte fu¨r
die Aktoren oftmals u¨ber Bussysteme u¨bertragen. Viele Busse weisen variierende U¨bertra-
gungszeiten auf. Die variierenden Verzo¨gerungen bei der Datenu¨bertragung wirken wie eine
sich vera¨ndernde Abtastung im Regler und ko¨nnen als zeitvariante Abtastzeit fu¨r den Regler
aufgefasst werden.
In der zeitdiskreten Regelungstechnik ist eine a¨quidistante Abtastung mit der Zeitkonstante
T0 eine Grundvoraussetzung [1]. Der Regelalgorithmus muss daher zu exakt den Zeitpunk-
ten t = ν T0 mit ν = 1, 2, . . . aufgerufen werden, aktualisierte Stellwerte berechnen und
diese ausgeben. Diese A¨quidistanz stellt, wie oben im Falle einer dezentralen Regelung u¨ber
Feldbusse beschrieben, ein Problem dar.
Ein weiterer Faktor, der zu zeitabha¨ngigen Abtastzeiten des Reglers fu¨hrt, ist die zunehmen-
de Mehrfachnutzung der Regelhardware aufgrund der immer ho¨heren Leistungsfa¨higkeit der
Mikroelektronik. Werden beispielsweise mehrere verschiedene Regler auf ein und demselben
Rechner implementiert, oder wird der Rechner neben den Aufgaben der Regelung noch fu¨r
andere hochpriore Aufgaben verwendet, kann ha¨uﬁg diese geforderte A¨quidistanz nicht ein-
gehalten werden. Beﬁndet sich der Rechner zu einem Zeitpunkt t1 in einem Unterprogramm
ho¨herer Priorita¨t der Laufzeit TL, das von dem anstehenden Regleraufruf nicht unterbrochen
werden darf, so kann folglich zu diesem Zeitpunkt kein neuer Stellwert vom Regler berechnet
2 1 Einleitung
und auf die Strecke ausgegeben werden. Dies wird erst dann wieder mo¨glich, wenn das gerade
bearbeitete Unterprogramm beendet ist. Daher kann es auch in solchen Fa¨llen zu Verschie-
bungen der Aufrufzeitpunkte der Regleralgorithmen kommen. Da diese Verschiebungen bei
der Berechnung der Stellgro¨ße die Dynamik des Systems a¨ndert, kann es zu unerwarteten
Eﬀekten, bis hin zur Instabilita¨t des Systems kommen.
Um die Verschiebungen der Regleraufrufe zu verhindern, werden ha¨uﬁg leistungsfa¨higere
Rechner verwendet als eigentlich fu¨r die Regelungsaufgaben no¨tig wa¨ren. Eine globale Aus-
sage u¨ber die Stabilita¨t la¨sst sich durch die U¨berdimensionierung allerdings trotz allem nicht
treﬀen.
In dieser Arbeit wird der entgegengesetzte Weg gegangen und die Frage beantwortet:
”
Wie
groß kann die Verschiebung der Abtastwerte eines Reglers sein, ohne dass es zu einer In-
stabilita¨t des Systems kommt?“ Im Folgenden wird diese stochastische Verschiebung der
Abtastzeitpunkte als Jittern bezeichnet.
Die Untersuchungen fokussieren sich auf stabile Systeme mit Tiefpasscharakter. Da die meis-
ten technischen Systeme diese Eigenschaft besitzen, stellt dies keine große Beschra¨nkung der
Allgemeinheit dar. Die dazu eingesetzten Methoden basieren auf Verfahren der robusten Re-
gelungstechnik und dabei speziell auf der robusten Stabilita¨t. Diese Verfahren ermo¨glichen
es, explizite Stabilita¨tsgrenzen auch bei Anwesenheit von Modellunsicherheiten anzugeben
und somit die Stabilita¨t des unsicheren Systems zu garantieren.
Es wird im weiteren Verlauf dieser Arbeit darauf eingegangen, wie eine nicht konstante Ab-
tastzeit in einem ersten Schritt durch eine Nichtlinearita¨t dargestellt und darauf aufbauend
in einem zweiten Schritt in eine Modellunsicherheit a¨quivalent umgerechnet werden kann.
Anschließend wird die Stabilita¨t fu¨r das unsichere System untersucht und zula¨ssige Grenzen
fu¨r die Variation der Abtastzeit bestimmt.
Zum Abschluss werden die theoretischen Ergebnisse anhand eines realen Systems veriﬁziert.
Dazu wurde ein Versuchsstand mit vier Gleichstromantrieben aufgebaut und die entwickelte
Regelung in einer Speicherprogramierbaren Steuerung (SPS) der Firma Siemens vom Typ
S7 implementiert. Die Kommunikation der Regelung mit den Stellgliedern und der Messwer-
terfassung erfolgte u¨ber das Bussystem Proﬁbus-DP.
1.1 Stand der Technik
In der klassischen Theorie fu¨r zeitdiskrete Regelsysteme werden die Abtastzyklen fu¨r den
Regler als konstant angenommen [1]. Etwaige Totzeiten oder U¨bertragungszeiten werden zu
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Null angenommen oder explizit als konstante Laufzeiten in der Modellierung beru¨cksich-
tigt. Durch Vernetzung mehrerer digitaler Systeme und die zunehmende Auslagerung von
Funktionen auf einzelne Funktionseinheiten gilt keine der beiden Annahmen mehr na¨he-
rungsweise.
Bei den heutzutage in Mikrocontrollern, DSPs oder computerbasierten Recheneinheiten im-
plementierten Reglern kommt es durch ungleichma¨ßige CPU-Auslastung, Interrupts, nicht
synchrone CPU-Takte und Laufzeiten auf den Kommunikationwegen ha¨uﬁg zu zeitvera¨nder-
lichen Abtastzeiten in der Regelung. Diese Verzo¨gerungen beeinﬂussen die Regelqualita¨t und
ko¨nnen sogar zur Instabilita¨t des geregelten Systems fu¨hren, wenn sie nicht beru¨cksichtigt
werden [81], [11], [57]. Im
”
Department of Automatic Control“ des schwedischen
”
Lund In-
stitute of Technology“ wurde eigens zur Simulation verschiedenster Timingbedingungen in
Regelkreisen die MATLAB Toolbox Jitterbug entwickelt [14].
In dem Maße, wie diese Trends in die Technik Einzug gehalten haben, gewinnt die zu Grun-
de liegende Theorie dieser Pha¨nomene an Bedeutung. Dass diese trotz diverser, teils sehr
umfangreicher Arbeiten noch nicht vollsta¨ndig erschlossen wurde, la¨sst sich u. a. auch daran
erkennen, dass die Deutschen Forschungsgemeinschaft ku¨rzlich ein Schwerpunktprogramm
fu¨r dieses Forschungsthema aufgelegt hat. Das Schwerpunktprogramm 1305 der DFG be-
scha¨ftigt sich seit 2007 mit dem Thema
”
Regelungstheorie digital vernetzter dynamischer
Systeme“ [47]. Fu¨r 2010 ist eine Verla¨ngerung der Fo¨rderperiode geplant und wird gegenwa¨r-
tig vorbereitet. Ziel des Schwerpunktprogramms ist es, eine geschlossene Regelungstheorie
zu entwickeln, die es erlaubt – weg von der klassischen Forderung der A¨quidistanz und Syn-
chronita¨t fu¨r zeitdiskrete Regelsysteme – die Flexibilita¨t moderner Kommunikationsnetze im
vollen Umfang zu beru¨cksichtigen. Dabei wird einerseits besonderer Wert auf die ereignisge-
steuerte Arbeitsweise und andererseits auf die sich selbststa¨ndig vera¨ndernde Netzstruktur
fu¨r die U¨bertragungswege gelegt. Als ein Anwendungsbeispiel fu¨r die Ergebnisse wird bei-
spielsweise die Kolonnenbildung im Straßenverkehr herangezogen [51].
Die Ansa¨tze zur Beru¨cksichtigung nicht konstanter Abtastraten bzw. vera¨nderlicher Laufzei-
ten im Vorwa¨rts- und/oder Ru¨ckwa¨rtszweig eines Regelsystems lassen sich prinzipiell in drei
Gruppen unterteilen:
1. Kompensation
2. Stochastik
3. Robustheit
Im Folgenden werden die einzelnen Kategorien kurz vorgestellt und diskutiert.
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Kompensation
In der ersten Gruppe wird der Ansatz der Kompensation verfolgt [66], [35]. In [85] wird
gezeigt, wie bekannte Verzo¨gerungen durch eine passende Wahl der Regelparameter kom-
pensiert werden ko¨nnen. Dazu ist ein Zeitstempeln der Messwerte erforderlich. Der Ansatz
resultiert in einem adaptiven Regler, der an die gea¨nderten Bedingungen angepasst wird.
Eine Mo¨glichkeit fu¨r einen Reglerentwurf unter Zuhilfenahme von linearen Matrixunglei-
chungen (LMI) wird prinzipiell in [6] dargestellt und in [76] anhand eines netzwerkbasierten
Regelsystems nachgewiesen.
Eine weitere Mo¨glichkeit bietet die Beru¨cksichtigung der Abtastzeit in der fu¨r den Regler-
entwurf herangezogenen Kostenfunktion. Dies fu¨hrt zu einer online-Adaption der Regelpa-
rameter [13], [12].
In [29] wird gezeigt, dass Echtzeitsysteme in der Regel eine sich periodisch vera¨ndernde
Abtastzeit aufweisen. Daru¨ber hinaus wird ein Weg aufgezeigt, wie Stabilita¨t fu¨r solche
Systeme sichergestellt werden kann.
[46] verfolgt den Ansatz, die Eigenschaften des Systems und der U¨bertragungswege vorher-
zusagen und mittels pra¨diktiver Regelung das Gesamtsystem zu stabilisieren [83].
In [53] wird eine Methode vorgestellt, in der Stabilita¨t fu¨r ein mit zeitlich vera¨nderlichen
Verzo¨gerungen in den U¨bertragungswegen beaufschlagtes System garantiert werden kann.
Das Verfahren basiert auf vorgebbaren Grenzen fu¨r die Ableitung der Verzo¨gerungszeiten. Im
Gegensatz zu normalen Verzo¨gerungssystemen sind hier die Ein- und Ausgangsgro¨ßen jeweils
vor und nach der Verzo¨gerung zuga¨nglich, so dass anstelle der Originalausgangsgro¨ßen von
Regler und Strecke eine Linearkombination der zugeho¨rigen Ein- und Ausga¨nge u¨ber das
Netzwerk u¨bertragen werden kann.
Allen oben aufgefu¨hrten Ansa¨tzen ist gemein, dass ein hohes Maß an Kenntnis des Systems
und der U¨bertragungswege erforderlich ist. Sind diese Informationen vorhanden, la¨sst sich
Stabilita¨t fu¨r den geschlossenen Kreis garantieren. Ha¨uﬁg sind diese Informationen aber nicht
oder nur ungenu¨gend bekannt. Diesem Fakt tra¨gt die zweite Gruppe von Verfahren Rechnung,
in der mit Hilfe stochastischer Ansa¨tze versucht wird die Stabilita¨t zu untersuchen.
Stochastik
Schon in den fru¨hen 80ern wurde in [68] umfassend und anschaulich der Umgang mit lauf-
zeitbehafteten Regelsystemen mit asynchroner Abtastung vorgestellt. Darin wird ein fu¨r den
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Reglerentwurf geeignetes Modell fu¨r digitale Systeme mit einer dominanten Abtastzeit, einer
zusammenfassenden Reaktionszeit und einer Mittelwertu¨bertragungsfunktion entwickelt und
der Reglerentwurfsprozess anhand von Beispielen verdeutlicht.
In [45] wird ein stochastischer Ansatz vorgestellt, der Stabilita¨t nicht absolut garantieren
kann, jedoch mit sehr hoher Wahrscheinlichkeit angibt. Es handelt sich dabei um einen Kom-
promiss zwischen konservativer Prozessfu¨hrung mit hohen Kosten (Stabilita¨t garantiert) und
einer optimistischeren Prozessfu¨hrung mit geringer Verletzung der Produktspeziﬁkationen.
Dabei werden die unsicheren Gro¨ßen durch Erwartungswert, Varianz und Verteilungsfunk-
tion beru¨cksichtigt. Diese Gro¨ßen liegen meist aus vorangegangenen Messungen vor oder
ko¨nnen leicht bestimmt werden.
In [3] wird eine Methode zur Ermittlung einer empirischen Stabilita¨t vorgestellt. Dazu erfolg-
ten statistische Untersuchungen in einer Monte-Carlo-Simulation u¨ber die unsicheren Para-
meter. Ausgewertet werden hier die Eigenwerte der Systemmatrizen fu¨r das sich vera¨ndernde
System.
Die Verfahren aus Gruppe 2 ko¨nnen aufgrund der statistischen Betrachtungsweisen Stabilita¨t
nicht garantieren. Ihr Einsatzgebiet liegt vor allem bei unkritischen Systemen. Sie erlauben
es in der Regel sehr enge Grenzen anzugeben. Dennoch verbleibt der Nachteil, dass sich nur
eine statistische Aussage u¨ber Stabilita¨t treﬀen la¨sst. Absolute Stabilita¨t kann mit diesen
Verfahren jedoch nicht garantiert werden.
Robustheit
Die dritte Gruppe bilden Verfahren, die auf die Robustheit des Gesamtsystems zielen und
Aussagen u¨ber die Stabilita¨t und Regelqualita¨t auch bei Anwesenheit von Unsicherheiten
gestatten [33], [36].
Eine Mo¨glichkeit ist es, die Verzo¨gerungen grundsa¨tzlich als unsicher anzunehmen. In [30], [16]
wird ein solcher Ansatz aufgezeigt. Dabei wird gefordert, dass die Abtast- und Verzo¨gerungs-
zeiten auf geschaltete Intervalle beschra¨nkt angenommen werden ko¨nnen. Eine kontinuierli-
che Vera¨nderung in einem gro¨ßeren Bereich ist damit nicht mo¨glich. Die intervallbeschra¨nk-
ten Unsicherheiten werden auf ein System mit geschalteter additiver Unsicherheit mit be-
schra¨nkter Norm transformiert und mittels linearer Matrixungleichungen [6] auf Stabilita¨t
untersucht.
In [37] wurde eine graphische Methode zur Bestimmung der Stabilita¨t fu¨r lineare Eingro¨ßen-
systeme dargestellt, die eine Stabilita¨tsanalyse von Systemen mit vera¨nderlichen Abtastzei-
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ten mit Hilfe des Bodediagramms ermo¨glicht. Das Verfahren basiert auf dem
”
Small Gain
Theorem“.
Die Behandlung von nichtlinearen Systemen wird in [80] dargestellt. Das Verfahren basiert
auf der Maximierung der Stabilita¨tswahrscheinlichkeit durch einen genetischen Algorithmus.
Der Ansatz ist nur oﬄine durchfu¨hrbar und daher fu¨r den laufenden Betrieb nicht anwend-
bar.
Eine Erweiterung der Methoden, weg von reinen Verzo¨gerungsgliedern in Systemen hin zu
formalen Kommunikationsprotokollen, ist in [79] dargestellt, so dass die Verfahren nicht
nur im Bereich der Regelungstechnik, sondern auch in die Kommunikationstechnik Einzug
gehalten haben.
1.2 Gliederung
Die vorliegende Arbeit konzentriert sich auf die Analyse der Systemstabilita¨t bei Anwesenheit
von vera¨nderlichen Abtast- und Laufzeiten und beschreibt diese formal durch Unsicherhei-
ten. Da fu¨r die Stabilita¨tsuntersuchungen Methoden der robusten Regelungstechnik einge-
setzt werden, gliedert sich die Arbeit in den Bereich 3 der Robustheit ein. Sie stellt einen
allgemein gu¨ltigen Ansatz zur Stabilita¨tsuntersuchung von linearen Systemen mit zeitlich
vera¨nderlichen Abtast- und Kommunikationszeiten vor, der Aussagen u¨ber die garantierte
Stabilita¨t ermo¨glicht und dabei nur sehr wenig Information u¨ber das zu regelnde System
selbst bzw. die Vera¨nderung der variablen Zeiten erfordert.
In Kapitel 2 werden die zum Versta¨ndnis der Vorgehensweise notwendigen Grundlagen der
robusten Regelungstechnik erla¨utert.
Kapitel 3 stellt eine Methode zur Modellierung von Laufzeiten bzw. einer nicht a¨quidistanten
Abtastung durch strukturierte Unsicherheiten dar und stellt das entwickelte Verfahren zur
Stabilita¨tsuntersuchung anhand eines einfachen Beispiels vor. Dieses dient der besseren Ver-
sta¨ndlichkeit und schra¨nkt die Anwendbarkeit der vorgestellten Vorgehensweise in keinster
Weise ein.
In Kapitel 4 wird der eingesetzte Versuchsstand zur Gleichlaufregelung von vier Antrieben
bei Anwesenheit eines Jitterns vorgestellt.
Kapitel 5 zeigt das eingesetzte Regelkonzept. Dazu za¨hlt auch die Modellbildung des Systems,
der Reglerentwurf und die konkrete Parametrierung fu¨r den Pru¨fstand.
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Anschließend werden in Kapitel 6 Untersuchungen zum Einﬂuss einer sich vera¨ndernden
Abtastzeit vorgenommen und die Ergebnisse in Form von Simulationen und anhand rea-
ler Messwerte pra¨sentiert. Dadurch gelingt es die Funktion der vorgestellten Algorithmen
nachzuweisen.
Zusammenfassung und Ausblick schließen diese Arbeit ab.
82 Grundlagen
Dieses Kapitel gibt einen U¨berblick u¨ber die Grundlagen der robusten Regelungstechnik. Sie
bilden die Basis fu¨r das im Rahmen dieser Arbeit zur Stabilita¨tsuntersuchung entwickelte
Verfahren. Begonnen wird mit einer Deﬁnition des Begriﬀes der Normen, auf denen die
gesamte robuste Regelungstechnik basiert. Des Weiteren wird der strukturierte singula¨re
Wert sowie der Begriﬀ der strukturierten und der unstrukturierten Unsicherheiten eingefu¨hrt.
U¨ber die Deﬁnition der Stabilita¨t wird dann die Deﬁnition der robusten Stabilita¨t ero¨rtert.
2.1 Zustandsraumdarstellung
In der klassischen Regelungstechnik ist es u¨blich, Systeme durch gebrochen rationale Funk-
tionen im Frequenzbereich (Laplace-Bereich) als U¨bertragungsfunktionen zu beschreiben.
Fu¨r Eingro¨ßensysteme ist dies eine sehr gute und mathematisch einfach zu bewa¨ltigende
Beschreibungsmo¨glichkeit. Anders sieht dies fu¨r Mehrgro¨ßensysteme aus. Diese lassen sich
einfacher durch Zustandsraumbeschreibungen darstellen und untersuchen [48].
In der robusten Regelungstechnik wird grundsa¨tzlich nicht zwischen Ein- und Mehrgro¨ßen-
systemen unterschieden. Aus diesem Grund werden im Rahmen dieser Arbeit Skalaren, Vek-
toren und Matrizen nicht explizit gekennzeichnet. Die Dimensionen ergeben sich aus dem
Zusammenhang.
Im Frequenzbereich wird ein System durch gebrochen rationale Funktionen im Laplacebe-
reich beschrieben. Dazu sind im Falle eines Mehrgro¨ßensystems k · l skalare Gleichungen
erforderlich. k sei dabei die Anzahl der Einga¨nge und l die Anzahl der Ausga¨nge des Sys-
tems, siehe Bild 2.1.
u1
G
uk
y1
yl
..
.
..
.
Bild 2.1: System mit k Einga¨ngen und l Ausga¨ngen
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Im Zustandsraum dagegen wird das U¨bertragungsverhalten des Systems durch eine matrix-
wertige Diﬀerentialgleichung im Zeitbereich beschrieben. Die Eingangs- bzw. Ausgangsgro¨ße
ist in diesem Fall ein Vektor mit der Dimension k×1 bzw. l×1. An der Struktur des Systems
nach außen a¨ndert sich nichts.
Fu¨r die Deﬁnition sei das folgende Eingro¨ßensystem gegeben. Es gelte ohne Beschra¨nkung
der Allgemeinheit an = 1.
G(s) =
m∑
ν=0
bν s
ν
n∑
ν=0
aν sν
=
bm s
m + · · ·+ b1 s+ b0
sn + an−1 s + · · ·+ a1 s+ a0 (2.1)
Fu¨r kausale Systeme gilt stets n ≥ m. Die U¨bertragungsfunktion la¨sst sich einfach in Re-
gelungsnormalform als Blockschaltbild darstellen. Bild 2.2 zeigt beispielhaft G(s) mit einer
Za¨hlerordnung von m = 3 und einer Nennerordnung von n = 3. Die Erweiterung auf Stre-
cken ho¨herer Ordnung ist trivial. Ein Mehrgro¨ßensystem erha¨lt man durch Parallelschalten
weiterer ai und bi Koeﬃzienten, wobei u und y ein Vektor wird.
-
b0b3 b1b2
a1a2 a0
u
y
x1x2x3
Bild 2.2: Darstellung in Regelungsnormalform
Angenommen die Ausga¨nge der Integratoren x1 bis x3 seien die Zustandsgro¨ßen, dann ergibt
sich der Zustandsvektor x zu
x =
⎡
⎢⎣ x1x2
x3
⎤
⎥⎦ . (2.2)
Mit dieser Deﬁnition der Zustandsgro¨ßen lassen sich zwei Matrix-Gleichungen aufstellen, die
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das U¨bertragungsverhalten von G(s) im Zeitbereich vollsta¨ndig beschreiben.
x˙ = Ax+B u Zustandsgleichung (2.3)
y = C x+Du Ausgangsgleichung (2.4)
Die einzelnen Matrizen sind in Regelungsnormalform gegeben durch:
A =
⎡
⎢⎣ 0 1 00 0 1
−a0 −a1 −a2
⎤
⎥⎦ (2.5)
B =
⎡
⎢⎣ 00
1
⎤
⎥⎦ (2.6)
C =
[
b0 − b3a0 b1 − b3a1 b2 − b3a2
]
(2.7)
D = [ b3 ] (2.8)
Das U¨bertragungsverhalten kann mittels dieser vier Matrizen
A : Systemmatrix (n× n)
B : Eingangsmatrix (n× k)
C : Ausgangsmatrix (l × n)
D : Durchgangsmatrix (l × k)
im Zustandsraum durch Bild 2.3 dargestellt werden, wobei der Eingang u, der Ausgang y
und die Zustandsgro¨ßen x im Mehrgro¨ßenfall Vektoren sind.
D
C
A
B
xu y
Bild 2.3: Darstellung von G(s) im Zustandsraum
Durch die Darstellung des Systems in Regelungsnormalform la¨sst sich jede beliebige U¨ber-
tragungsfunktion in den Zustandsraum transformieren. Dabei sei angemerkt, dass diese Dar-
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stellungsform keinesfalls eindeutig ist.
Um aus dem Zustandsraum zuru¨ck in den Frequenzbereich zu gelangen, gilt allgemein der
Zusammenhang
G(s) = C (sI −A)−1B +D . (2.9)
Im Weiteren werden folgende Formulierungen als einander gleichwertig angesehen bzw. als
verku¨rzende Schreibweise verwendet.
G(s) = C (sI − A)−1B +D (2.10)
= (A, B, C, D) (2.11)
=
[
A B
C D
]
(2.12)
Fu¨r den Fall D = 0, d. h. das System ist streng begrenzt (G(∞)=0), wird die abku¨rzende
Schreibweise G(s) = (A,B,C) eingefu¨hrt. Im Frequenzbereich bedeutet D = 0, dass das Sys-
tem Tiefpassverhalten aufweist und damit nicht sprungfa¨hig ist. Dies ist bei realen Systemen
in der Regel der Fall.
2.2 Lineare Fraktionaltransformation
Im Zusammenhang mit der Zustandsraumdarstellung und der robusten Regelungstechnik
werden abku¨rzende Schreibweisen fu¨r ha¨uﬁg auftretende Zusammenha¨nge verwendet. Eine
davon ist die lineare Fraktionaltransformation (LFT) [87]. Sie stellt gema¨ß Bild 2.4 die Zu-
sammenschaltung einer verallgemeinerten Strecke P mit einem weiteren Block K dar und
gibt das U¨bertragungsverhalten des geschlossenen Kreises von z nach v wieder. Na¨heres zu
der verallgemeinerten Strecke P folgt in Abschnitt 2.2.1.
P
K
z v
u y
Bild 2.4: LFT aus verallgemeinerter Strecke P und Block K
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Wird P gema¨ß der vier mo¨glichen Pfade von den Einga¨ngen z und u zu den Ausga¨ngen v
und y zerlegt, so erha¨lt man(
v
y
)
= P
(
z
u
)
=
[
P11 P12
P21 P22
](
z
u
)
. (2.13)
Diesen Zusammenhang stellt Bild 2.5 graphisch dar.
P
11
P
12
P
21
P
22
K
z
u
v
y
P
Bild 2.5: Darstellung des P -Blocks durch die einzelnen U¨bertragungsfunktionen
Der Block P11 gibt das U¨bertragungsverhalten von z nach v an. Fu¨r die u¨brigen drei Blo¨cke
gilt entsprechendes.
Eine Umformung von Bild 2.5 ergibt Bild 2.6. Die U¨bertragungsfunktion Tvz der Einga¨nge
z zu den Ausga¨ngen v ist aus dieser Darstellung direkt ablesbar.
v = Tvz z = P11 z + P12K (I − P22 K)−1 P21 z (2.14)
K
P
22
P
12
P
11
z v
P
21
Tvz
Bild 2.6: Aufgelo¨ste Darstellung zur Berechnung von Tzv
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Die so erhaltene U¨bertragungsfunktion entspricht der oben erwa¨hnten Darstellung einer li-
nearen Fraktionaltransformation aus P und K.
Tvz = LFT(P, K) = P11 + P12K (I − P22 K)−1 P21 (2.15)
Im Folgenden wird die Schreibweise LFT(P, K) abku¨rzend fu¨r den rechten Teil der Glg. (2.15)
verwendet.
Neben dieser Deﬁnition einer unteren (lower) LFT, auch LFTl genannt, kann auch eine
obere (upper) LFTu angegeben werden. Der Unterschied besteht darin, dass in diesem Fall
der Block K die oberen Ein- und Ausga¨nge der verallgemeinerten Strecke verbindet. Bild 2.7
verdeutliche diesen Zusammenhang.
P
K
~
Bild 2.7: Darstellung einer oberen LFT
Die zugeho¨rige U¨bertragungsfunktion ergibt sich a¨quivalent zu Bild 2.5 zu
LFTu(P˜ , K) = LFTl(P, K) = P˜22 + P˜21K (I − P˜11K)−1 P˜12, (2.16)
wobei P˜ durch Vertauschen der Zeilen und Spalten der P -Matrix entstanden ist.
P˜ =
[
P˜11 P˜12
P˜21 P˜22
]
=
[
0 I
I 0
]
P
[
0 I
I 0
]
=
[
P22 P21
P12 P11
]
(2.17)
Da die unteren LFTs ha¨uﬁger verwendet werden, gilt fu¨r sie folgende Schreibweise.
LFT(· , ·) ≡ LFTl(· , ·) (2.18)
Wird im Verlaufe dieser Arbeit nicht ausdru¨cklich von oberen LFTs – gekennzeichnet durch
den Index u – gesprochen, so sind immer untere gemeint.
Nu¨tzlich ist der Zusammenhang der Zustandsraummatrizen A,B,C,D und einer allgemeinen
U¨bertragungsfunktion G(s), ausgedru¨ckt durch eine obere lineare Fraktionaltransformation
G(s) = C(s I −A)−1B +D = LFTu
([
A B
C D
]
,
1
s
I
)
. (2.19)
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Bild 2.8 veriﬁziert diesen Zusammenhang.
B
B
C
C
A
A
D D
1
s I
_
a.) b.)
Bild 2.8: Beweis der Gleichheit von Zustandsraumdarstellung und LFT
Wird Glg. (2.16) auf Glg. (2.19) angewandt, so ergibt sich die U¨bertragungsfunktion G in
der Form einer unteren LFT.
G(s) = LFT
([
D C
B A
]
,
1
s
I
)
(2.20)
Nachdem der Begriﬀ der linearen Fraktionaltransformation eingefu¨hrt ist, werden im na¨chs-
ten Abschnitt einige nu¨tzliche Regeln zum Rechnen mit linearen Fraktionaltransformationen
vorgestellt.
2.2.1 Verallgemeinerte Streckendarstellung
In diesem Abschnitt wird ein genereller Rahmen zur Darstellung von unsicheren Systemen
angegeben. Der Begriﬀ der Unsicherheit im regelungstechnischen Sinne wird in Abschnitt 2.4
na¨her erla¨utert.
Durch die in Bild 2.9 dargestellte Struktur la¨sst sich jedes lineare, rationale im Zusammen-
hang mit der robusten Regelungstechnik zu untersuchende System darstellen. K repra¨sen-
tiert den Regler, Δ die Unsicherheiten des Systems und P die verallgemeinerte Strecke, die
unter anderem auch das nominelle System G, Gewichtsfunktionen Wi und evtl. beno¨tigte
Anpassglieder beinhaltet.
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P
K
z v

Bild 2.9: Standard-Struktur bestehend aus Regler K, verallgemeinerter Strecke P und Un-
sicherheit Δ
Die verallgemeinerte Strecke P hat passend zu den Dimensionen der Ein- und Ausga¨nge die
Form
P (s) =
⎡
⎢⎣ P11(s) P12(s) P13(s)P12(s) P22(s) P23(s)
P13(s) P23(s) P33(s)
⎤
⎥⎦ . (2.21)
Mit Hilfe der eingefu¨hrten linearen Fraktionaltransformation la¨sst sich die U¨bertragungs-
funktion von z nach v angeben.
Tvz = LFTu(LFT(P, K), Δ) (2.22)
Durch Substitution der unteren LFT durch einen Block M
M(s) = LFT(P, K) =
[
M11(s) M12(s)
M21(s) M22(s)
]
(2.23)
ergibt sich folgendes Bild 2.10.
M
z v

Bild 2.10: Standard-Struktur bestehend aus M und Unsicherheit Δ
Die Gesamtu¨bertragungsfunktion kann angegeben werden als
Tvz = LFTu(M, Δ) = M22 +M21 Δ(I −M11 Δ)−1M12 . (2.24)
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2.2.2 Satz zur Inversion von LFTs
Da beim praktischen Umgang mit linearen Fraktionaltransformationen der Form
T = LFT(N, Q) (2.25)
ha¨uﬁg die Berechnung des unteren Elements Q bei bekanntem U¨bertragungsverhalten T und
bekanntem Block N erforderlich ist, wird hier ein Satz zur Inversion von linearen Fraktio-
naltransformationen vorgestellt [86].
Eine notwendige Bedingung fu¨r die Existenz ist die Invertierbarkeit von N .
Die U¨bertragungsfunktion T des geschlossenen Kreises sei gema¨ß Bild 2.11a gegeben und
• sowohl T , als auch N seien begrenzt
• det(N(∞)) 	= 0
• det
(
N −
[
T 0
0 0
])
(∞) 	= 0
• und sowohl N12, als auch N21 quadratisch und invertierbar,
dann existiert ein begrenztes Q fu¨r das gema¨ß Bild 2.11b)
Q = LFTu(N
−1, T ) (2.26)
gilt.
N
Q
T
N-1
a) b)
T Q 
Bild 2.11: Auﬂo¨sung des geschlossenen Kreises T nach Q
Der Beweis dazu wurde von Zhou erbracht [86].
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2.2.3 Redheﬀer-Star-Produkt
Die wichtigste Eigenschaft von linearen Fraktionaltransformationen ist, dass jegliche Art
der Zusammenschaltung wieder eine lineare Fraktionaltransformation ergibt. Eine spezielle
Zusammenschaltung ist in Bild 2.12 dargestellt und zeigt das Redheﬀer-Star-Produkt [63].
Die Dimensionen der einzelnen Elemente mu¨ssen dabei passend gewa¨hlt sein.
P
Q
a
b
x
y
Bild 2.12: Redheﬀer Star Produkt
Seien beliebige lineare U¨bertragungsmatrizen P und Q gema¨ß Glg. (2.27) und Glg (2.28)
deﬁniert
P =
⎡
⎢⎣ A B1 B2C1 D11 D12
C2 D21 D22
⎤
⎥⎦ (2.27)
Q =
⎡
⎢⎣ a b1 b2c1 d11 d12
c2 d21 d22
⎤
⎥⎦ , (2.28)
dann gilt fu¨r das Redheﬀer-Star-Produkt S(· , ·) nach Bild 2.12
S(P,Q) :=
⎡
⎢⎣ A˜ B˜1 B˜2C˜1 D˜11 D˜12
C˜2 D˜21 D˜22
⎤
⎥⎦ =
[
A˜ B˜
C˜ D˜
]
, (2.29)
mit
A˜ =
[
A+B2 R˜
−1 d11C2 B2 R˜−1 c1
b1 R
−1C2 a+ b1 R−1D22 c1
]
(2.30)
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B˜ =
[
B1 +B2 R˜
−1 d11D21 B2 R˜−1 d12
b1R
−1D21 b2 + b1 R−1D22 d12
]
(2.31)
C˜ =
[
C1 +D12 d11R
−1C2 D12 R˜−1 c1
d21R
−1C2 c2 + d21R−1D22 c1
]
(2.32)
D˜ =
[
D11 +D12 d11R
−1D21 D12 R˜−1 d12
d21R
−1D21 d22 + d21R−1D22 d12
]
(2.33)
und
R = I −D22 d11 (2.34)
R˜ = I − d11D22 . (2.35)
Mittels des Redheﬀer-Star-Produktes la¨sst sich systematisch die U¨bertragungsfunktion des
geschlossenen Kreises eines Systems berechnen, bei dem der Ausgang der Strecke G auf den
Regler K gegengekoppelt wird.
Tvz = S(G,−K) (2.36)
Das Blockschaltbild 2.13 zeigt die zugrunde gelegte Struktur eines Standardregelkreises.
Gz v
-
K
Bild 2.13: Konﬁguration des geschlossenen Kreises
In Glg. (2.36) sei dabei ausdru¨cklich auf das negative Vorzeichen vor dem Regler K hinge-
wiesen, das aufgrund der Gegenkopplung im Regelkreis 2.13 entsteht. In der regelungstechni-
schen Literatur, speziell in der amerikanischen, wird aus diesem Grund ha¨uﬁg ein
”
negierter“
Regler K˜ = −K verwendet und eine positive Ru¨ckkoppelung angenommen, um das negative
Vorzeichen implizit zu beru¨cksichtigen.
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2.3 Normen
Nach der Einfu¨hrung verschiedener Darstellungsformen fu¨r Systeme wird eine Mo¨glichkeit
beno¨tigt, um Signale und Systeme systematisch bewerten zu ko¨nnen. Dies ermo¨glicht der
synthetische Begriﬀ der Normen [87, 58].
Normen werden durch doppelte Betragsstriche ‖ · ‖ dargestellt. In der Regelungstechnik
werden Normen verwendet, um ganze Klassen von Signalen oder Systemen gemeinsam be-
schreiben zu ko¨nnen.
Eine Norm im mathematischen Sinne muss den folgenden vier Eigenschaften genu¨gen:
1.) ‖f(x)‖ ≥ 0 ∀ x ∈ [−∞,∞]
2.) ‖f(x)‖ = 0 nur wenn f(x) ≡ 0 ∀ x
3.) ‖a f(x)‖ = |a| ‖f‖ ∀ a ∈ 
4.) ‖f(x) + g(x)‖ ≤ ‖f(x)‖+ ‖g(x)‖ (Dreiecksungleichung)
Normen bilden Elemente, beispielsweise die Funktion f(x), eines so genannten metrischen
Raumes auf eine positive reelle Zahl ab. Diese Zahl ist ein Maß fu¨r die Gro¨ße dieses Ele-
mentes. Dabei handelt es sich bei Signalen um vektorwertige Funktionen der Zeit t, bei
U¨bertragungsfunktionen dagegen um matrixwertige Funktionen in s.
Durch die Abbildung mittels einer Norm werden die Elemente charakterisierbar und ver-
gleichbar. Es existieren viele Funktionen, die eine gleiche Norm aufweisen, was zur Folge hat,
dass bei Bewertungen mittels Normen stets eine ganze Klasse von Signalen erfasst wird und
nicht nur ein einzelner Verlauf. Die Aussagen mittels Normen erlangen somit eine viel allge-
meinere Bedeutung als z. B. Simulationen. Alle Funktionen, die eine gleiche Norm aufweisen,
werden im regelungstechnischen Sinne als einander a¨hnlich angesehen.
Die gesamte robuste Regelungstechnik baut auf dem Begriﬀ der Norm auf. Daher wird im
Folgenden na¨her darauf eingegangen.
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2.3.1 Normen von Signalen
Regelungstechnische Signalverla¨ufe, wie beispielsweise Stellgro¨ße, Regelgro¨ße und Sollwert,
ko¨nnen durch die
”
p-Norm“ charakterisiert werden. Sie ist deﬁniert als:
‖y(t)‖p := p
√√√√√ ∞∫
−∞
|y(t)|p dt p ∈  (2.37)
Nu¨tzlich sind nur solche Normen, mit denen eine physikalische Bedeutung verknu¨pft ist.
1-Norm
Fu¨r p = 1 stellt die 1-Norm
‖y(t)‖1 :=
∞∫
−∞
|y(t)| dt (2.38)
diesen Bezug dar. Sie entspricht der Fla¨che unter dem Signal y(t), siehe Bild 2.14.
y(t)
t
Bild 2.14: Physikalische Bedeutung der 1-Norm
2-Norm
p = 2 deﬁniert die 2-Norm
‖y(t)‖2 :=
√√√√√ ∞∫
−∞
|y(t)|2 dt , (2.39)
die ein Maß fu¨r den Energieinhalt eines Signals ist. Dieses soll hier anhand eines einfachen
Beispiels erla¨utert werden.
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Betrachtet man einen vom Strom i(t) durchﬂossenen Widerstand R, so berechnet sich die
Energie W zu:
R
i(t)
u(t)
u = R i(t)
P = u(t) i(t) = R i2(t)
W =
∞∫
−∞
R i2(t) dt = R
∞∫
−∞
i2(t) dt = R ‖i(t)‖22
Das Quadrat der 2-Norm des Stroms ist somit proportional der umgesetzten Energie.
‖i(t)‖22 ∼ Energie von i(t)
∞-Norm
Die dritte, einen Zusammenhang zur Physik darstellende Norm, entsteht als Grenzu¨bergang
von p → ∞ und wird als ∞-Norm bezeichnet.
‖y(t)‖∞ := sup
t
|y(t)| (2.40)
Sie beschreibt das Maximum des Betrages der Funktion y(t) im Intervall t ∈ [−∞,∞].
Bild 2.15 zeigt exemplarisch zwei Signale y1(t) und y2(t) mit gleicher ∞-Norm.
y(t)
t
||y||
i 
y(t)
1
y(t)
2
Bild 2.15: Signale mit gleicher ∞-Norm
2.3.2 Funktionenra¨ume
Es ist nur sinnvoll, Funktionen zu betrachten, deren Norm endlich ist, da sie sonst nicht
bewertet werden ko¨nnen. Signale, bei denen die p-Norm existiert, bezeichnet man als p-
Norm-Signale oder auch als der Menge Lp zugeho¨rig. Lp bildet den Lebesgue-Raum fu¨r den
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das Integral
∞∫
−∞
|y(t)|p dt (2.41)
und damit die Norm konvergiert [23].
Die Menge L∞ beschreibt demnach den Raum aller Signale mit beschra¨nkter ∞-Norm.
In der Regelungstechnik ist die Kausalita¨t von U¨bertragungssystemen von großer Bedeutung,
und sagt aus, dass ein System keine Reaktion zeigt, solange es keine Anregung gibt. Es gilt
fu¨r den Ausgang eines kausalen Systems stets
y(t) = 0 fu¨r t < 0 .
Die Menge aller kausalen, stabilen U¨bertragungsfunktionen des Raumes L∞ wird als Hardy-
Raum H∞ bezeichnet und ist somit ein Unterraum von L∞.
H∞ ⊂ L∞ (2.42)
Ist des Weiteren die U¨bertragungsfunktion eine rationale, reelle Funktion, so ist sie Element
des Raumes RH∞.
RH∞ ⊂ H∞ (2.43)
Im Folgenden wird vorausgesetzt, dass nur Funktionen verwendet werden, die Element des
Raumes RH∞ sind und damit
• analytisch in der oﬀenen rechten Halbebene,
• begrenzt in der geschlossenen rechten Halbebene,
• stabil und
• rational reell.
Die geschlossene bzw. oﬀene rechte Halbebene ist dabei der Bereich, in dem fu¨r die komplexe
Frequenzvariable s = σ + jω gilt, dass σ ≥ 0 bzw. σ > 0.
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2.3.3 Normen von Systemen – eindimensionaler Fall
Ebenso wie Normen fu¨r Signale deﬁniert werden ko¨nnen, ist es auch mo¨glich, ganze Klassen
von Systemen durch Normen zu bewerten.
In diesem Abschnitt wird der Begriﬀ der Norm auf SISO-U¨bertragungsfunktionen erweitert.
SISO steht dabei fu¨r
”
Single Input Single Output“ und beschreibt Eingro¨ßensysteme mit nur
einem Eingang und nur einem Ausgang.
Wie schon bei den Normen fu¨r Signale haben auch bei Systemen nur physikalisch relevante
Normen eine Aussagekraft. Dies sind in diesem Fall die 2- und die ∞-Norm.
2-Norm
Die 2-Norm einer U¨bertragungsfunktion ist deﬁniert als
‖G‖2 :=
√√√√√ 1
2π
∞∫
−∞
|G(jω)|2 dω . (2.44)
Fu¨r stabile U¨bertragungsfunktionen G(s) gilt das Parseval’sche Theorem [10], nach dem
Glg. (2.44) auch als
‖G‖2 :=
√√√√√ ∞∫
−∞
G2(t) dt (2.45)
geschrieben werden kann, wobei G(t) die Impulsantwort des Systems beschreibt. Die Berech-
nung des Integrals in Glg. (2.44) la¨sst sich umgehen, wenn G(s) streng begrenzt ist. Man
bezeichnet G(s) als streng begrenzt, wenn lim
ω→∞
G(jω) → 0 gilt. Der Integrationsweg von
−∞ . . .∞ kann dann virtuell im Unendlichen geschlossen werden, da G(j∞) = 0 gilt. Es
entsteht somit ein Ringintegral, welches mit Hilfe des Residuensatzes [25]
1
2πj
∮
Gebiet
F (z) dz =
∑
Gebiet
Res{F (z)} (2.46)
als Summe der Residuen des umschlossenen Gebietes berechnet werden kann.
‖G‖22 =
∑
Re{λi}<0
Res{G(−s)G(s)} (2.47)
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∞-Norm
Die∞-Norm fu¨r U¨bertragungsfunktionen ist, wie schon bei den Signalnormen, als Maximum
deﬁniert:
‖G‖∞ := sup
ω
|G(jω)| (2.48)
‖G(jω)‖∞ stellt dabei das Maximum des Betrags im Bodediagramm dar, kann aber auch als
am weitesten vom Ursprung entfernter Punkt in der Ortskurve verstanden werden.
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Bild 2.16: Bedeutung der ∞-Norm im Bodediagramm und in der Ortskurve
Zur Berechnung der ∞-Norm kann das Maximum der Funktion |G(jω)| auf konventionelle
Weise durch ableiten bestimmt werden.
d |G(jω)|
dω
!
= 0 (2.49)
2.3.4 Normen von Systemen – Mehrgro¨ßenfall
Im Mehrgro¨ßenfall wird die U¨bertragungsfunktion G(s) zu einer U¨bertragungsmatrix mit
mehreren Einga¨ngen und mehreren Ausga¨ngen. Die Impulsantwort G(t) wird zu einer Matrix
und entha¨lt die Impulsantworten der einzelnen U¨bertragungsfunktionen von den Einga¨ngen
zu den Ausga¨ngen.
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2-Norm
Die Deﬁnition der 2-Norm bei Mehrgro¨ßenstrecken lautet:
‖G‖2 :=
√√√√√Spur
⎛
⎝ ∞∫
−∞
GGT dt
⎞
⎠ (2.50)
:=
√√√√√λmax
⎛
⎝ ∞∫
−∞
GGT dt
⎞
⎠ (2.51)
:=
√√√√√dmax
⎛
⎝ ∞∫
−∞
GGT dt
⎞
⎠ (2.52)
Dabei beschreibt λmax in Glg. (2.51) den maximalen Eigenwert von
∫
GGTdt und dmax in
Glg. (2.52) das maximale Element der Hauptdiagonale.
∞-Norm
Um bei Mehrgro¨ßenstrecken die ∞-Norm zu bestimmen, wird eine Erweiterung des Betrags-
begriﬀes bei Eingro¨ßensystemen auf Matrizen erforderlich. Bei Mehrgro¨ßensystemen (MIMO:
Multiple Input Multiple Output) besteht das System aus mehreren einzelnen U¨bertragungs-
funktionen. Es werden im Folgenden die singula¨ren Werte σi statt des Betrags betrachtet. Sie
charakterisieren das
”
Versta¨rkungsverhalten“ der Systemmatrix A. Fu¨r jede Matrix A ∈ m×n
existieren zwei orthogonale Matrizen U ∈ m×m und V ∈ n×n mit UTU = I, V TV = I,
sodass
UTAV =
⎡
⎢⎢⎢⎢⎢⎣
σ1 0 · · · 0
0 σ2
...
...
. . . 0
0 · · · 0 σp
⎤
⎥⎥⎥⎥⎥⎦ (2.53)
mit σ1 ≥ σ2 ≥ · · · ≥ σp ∈  und p = min{m,n} gilt.
Diese Zerlegung wird als Singular Value Decomposition (SVD) bezeichnet [28]. Die σi sind
dabei die singula¨ren Werte der Matrix A und stellen die Faktoren dar, mit denen die La¨nge
eines Vektors durch die Abbildung an A vera¨ndert wird. Die gro¨ßte Vera¨nderung in der La¨nge
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erfa¨hrt ein Vektor x durch σ1 = σmax = σ.
σ(A) = max
x
|Ax|
|x| (2.54)
Der gro¨ßte singula¨re Wert σ der Systemmatrix kann daher als Erweiterung des Betragsbe-
griﬀes bei Skalaren auf Matrizen aufgefasst werden. Analog zum Eingro¨ßenfall kann damit
die ∞-Norm deﬁniert werden
||G||∞ := sup
ω
σ (G(jω)) , (2.55)
und stellt den gro¨ßten singula¨ren Wert der Systemmatrix A dar.
2.3.5 Ein-/Ausgangsbeziehungen
Nach der Deﬁnition der Normen fu¨r Signale und fu¨r Systeme in den vorherigen Abschnitten
ko¨nnen erstmals Aussagen u¨ber das U¨bertragungsverhalten von Systemen mittels Normen
vorgenommen werden [20]. Dazu sei das in Bild 2.17 dargestellte System mit Eingang u und
Ausgang y gegeben.
G
u y
Bild 2.17: System mit U¨bertragungsfunktion G(s)
1. Aussage mittels der ∞-Norm
||y||2
||u||2 ≤ ||G||∞ (2.56)
Die ∞-Norm ist der gro¨ßtmo¨gliche Faktor, mit dem Energie vom Eingang ‖u‖2 zum
Ausgang ‖y‖2 u¨bertragen werden kann. Zur Veranschaulichung wird die Eingro¨ßen-
struktur aus Bild 2.18 angenommen.
K
w ye G
-
z
Bild 2.18: Geschlossener Kreis aus Regler K und Strecke G
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Dabei ergibt sich die U¨bertragungsfunktion von z → y mit w = 0 (reine Sto¨ranregung)
zu
y
z
=
G
1 +GK
=: F .
Wird die∞-Norm von F durch geschickte Wahl von K minimiert, so nimmt die von der
Sto¨rung z zum Ausgang y u¨bertragene Energie ein Minimum an. Anders ausgedru¨ckt:
Ist die Energie der Sto¨rung sowie die ∞-Norm der U¨bertragungsfunktion bekannt,
kann mit Sicherheit gewa¨hrleistet werden, dass die Ausgangsenergie niemals den Wert
||G||∞ · ||u||2 u¨berschreitet.
2. Aussage mittels der 2-Norm
||y||∞
||u||2 ≤ ||G||2 (2.57)
Glg. (2.57) besagt, dass die maximale Amplitude der Ausgangsgro¨ße y(t) ho¨chstens so
groß wie das Produkt aus ||G||2 ||u||2 sein kann. Durch Minimierung der 2-Norm von
G kann die Ausgangsamplitude – hervorgerufen durch ||u||2 – reduziert werden.
3. Aussage mittels der 1-Norm
||y||∞
||u||∞ ≤ ||G(t)||1 (2.58)
Die 1-Norm beschreibt das Verha¨ltnis des maximalen Eingangssignals zum maximalen
Ausgangssignal.
Zusammenfassend fu¨hrt die folgende Tabelle 2.1 die Systemversta¨rkungen von Systemen,
ausgedru¨ckt durch Normen, auf.
Tabelle 2.1: Systemversta¨rkungen
‖u‖2 ‖u‖∞
‖y‖2 ‖G‖∞ ∞
‖y‖∞ ‖G‖2 ‖G(t)‖1
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2.4 Unsicherheiten
Um Aussagen u¨ber die Modellabweichungen machen zu ko¨nnen, ist es in der Regelungstech-
nik u¨blich Unsicherheiten in Modelle einzufu¨gen, um einerseits systematische Fehler bei der
Modellbildung, aber auch zufa¨llige Fehler wie beispielsweise Alterung, Temperatureinﬂu¨sse
oder a¨hnliches mit zu beru¨cksichtigen [88, 18, 19].
Nicht immer sind die zu untersuchenden Systeme bis in alle Einzelheiten bekannt. Oft ist dies
auch gar nicht gewu¨nscht, da bei sehr genauer Modellierung eines System die Ordnug des
Modells und damit auch der Rechenaufwand stark ansteigt. Meist ist ein einfaches Modell
des realen Systems besser fu¨r Entwurfs- oder Analysezwecke geeignet. Es muss selbstver-
sta¨ndlich sichergestellt sein, dass das einfache Modell das Verhalten des realen Systems in
hinreichendem Maße widerspiegeln kann.
Prinzipiell werden zwei Arten von Unsicherheiten unterschieden. Dies sind zum einen die
unstrukturierten Unsicherheiten und zum anderen strukturierten Unsicherheiten deren Aus-
wirkungen auf das System bekannt sind, wie beispielsweise Parameterunsicherheiten. Diese
beiden Arten von Unsicherheiten werden in den na¨chsten Abschnitten na¨her erla¨utert und
es wird gezeigt, wie diese modelliert und auf das Problem vera¨nderlicher Abtastzeiten ange-
wandt werden ko¨nnen.
2.4.1 Unstrukturierte Unsicherheiten
Unstrukturierte Unsicherheiten beschreiben Abweichungen eines Modells von einem realen
System [88]. Man bezeichnet sie als unstrukturiert, da keine strukturellen Abha¨ngigkeiten
in Bezug auf das System angegeben werden ko¨nnen. Unstrukturierte Unsicherheiten stellen
den allgemeinsten Fall von Unsicherheiten dar und lassen sich als Art globale Unsicherheit
verstehen.
Sei G die Beschreibung eines realen Systems, so la¨sst sich dieses allgemein durch ein Prozess-
modell G0, auch als nominelles System bezeichnet, und eine additive Unsicherheit Δa gema¨ß
G = G0 +Δa (2.59)
darstellen. Bild 2.19 spiegelt diesen Zusammenhang wider.
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Bild 2.19: Darstellung eines Systems mit additiver Unsicherheit Δa
In der Praxis ist es ha¨uﬁg gu¨nstiger, die Modellunsicherheit in einer multiplikativen Form
anzugeben, da die Unsicherheit fu¨r hohe Systemversta¨rkungen meist auch gro¨ßere Werte
annimmt. Bild 2.20 stellt das dazugeho¨rige Blockschaltbild dar.
K
w ye
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G
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Bild 2.20: Darstellung eines Systems mit multiplikativer Unsicherheit Δm
Eine entsprechende Modellierung lautet
G = G0(I +Δm) , (2.60)
wobei ΔM die multiplikative Unsicherheit des Systems darstellt.
Fu¨r die additive bzw. multiplikative Unsicherheit gilt der Zusammenhang
Δa = G0Δm . (2.61)
Die Matrizen Δa und Δm sind dabei voll besetzt und weisen die Form
Δa|m =
⎡
⎢⎢⎣
δ11 · · · δ1n
...
. . .
...
δn1 · · · δnn
⎤
⎥⎥⎦ (2.62)
auf, wobei δij ∈  Skalare sind.
In den Bildern 2.19 und 2.20 ist jeweils ein Regler K und ein Unsicherheitsblock Δa bzw.
Δm zu sehen. Mit dieser Erkenntnis kann eine Standardform fu¨r unsichere geregelte Systeme
deﬁniert werden [88]. Bild 2.21 zeigt die sich ergebende Struktur.
30 2 Grundlagen
P
K
z v

Bild 2.21: Standardstruktur eines mit Unsicherheiten behafteten Systems
Der Block P stellt dabei die verallgemeinerte Strecke dar und entha¨lt das Streckenmodell
G0 sowie eventuelle Gewichtsfunktionen Wi und Anpassglieder.
Beispielhaft fu¨r den Fall einer additiven Unsicherheit ergibt sich fu¨r P das Blockschalt-
bild 2.22.

G0
Wy
v1
-
K
-Wu
v2
z
v
P
Bild 2.22: Beispielhafte Umformung des P -Blockes fu¨r additive Unsicherheiten
Zusa¨tzlich zu Bild 2.19 wurden noch zwei Gewichtsfunktionen Wy und Wu eingefu¨hrt, um
spa¨ter die Mo¨glichkeit zu haben, Forderungen an das System bzgl. Stabilita¨t bzw. Regelqua-
lita¨t stellen zu ko¨nnen. Die Position der Gewichtsfunktionen ist in Bild 2.23 dargestellt.
Wu bewertet dabei die Stellgro¨ße, um diese begrenzen zu ko¨nnen. Die FunktionWy gewichtet
die Regelgro¨ße, um Forderungen bzgl. Stabilita¨t und Regelqualita¨t an das System stellen zu
ko¨nnen.
Zusammenfassend kann gesagt werden, dass unstrukturierte Unsicherheiten mit Hilfe der
oben erla¨uterten Methoden die Mo¨glichkeit bieten, nicht exakt bekannte physikalische Zu-
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Bild 2.23: Eingefu¨hrte Gewichtsfunktionen
sammenha¨nge bei der Modellbildung (unmodeled dynamics) im spa¨teren Reglerentwurf oder
bei der Systemanalyse zu beru¨cksichtigen. Die unstrukturierten Unsicherheiten stellen dabei
den allgemeinsten Fall dar, da keinerlei Annahmen u¨ber die Art und Weise des Einﬂusses
der Unsicherheiten auf das System gemacht wurden.
Im folgenden Abschnitt werden strukturierte Unsicherheiten eingefu¨hrt, die strukturelle Ein-
schra¨nkungen auf den Bereich der Unsicherheiten zulassen und damit eine Teilmenge der
unstrukturierten Unsicherheiten darstellen.
2.4.2 Strukturierte Unsicherheiten
Strukturierte Unsicherheiten sind Unsicherheiten, die einem strukturellen Zwang unterlie-
gen [18, 19, 88]. Im Gegensatz zu den unstrukturierten Unsicherheiten ist der durch Δ auf-
gespannte Raum durch physikalische Gegebenheiten weiter eingeschra¨nkt. Am deutlichsten
wird dies bei Parameterunsicherheiten.
Parameterunsicherheiten sind meist rein reell. Ist beispielsweise bei einer Maschine eine
Da¨mpfung bekannt, so kann im Allgemeinen auch eine Streuung dieses Wertes angegeben
werden. Es gilt beispielsweise, dass die Da¨mpfung einem nominellen Wert d0 plusminus einem
Bereich von 10% entspricht.
d = d0 ± 10% (2.63)
Dies kann mathematisch durch folgende Gleichung, ausgedru¨ckt mit der Unsicherheit δ,
beschrieben werden.
d = d0 (1 + 0, 1 δ) mit |δ| ≤ 1, δ ∈  (2.64)
Im Falle mehrerer unsicherer Parameter erha¨lt man entsprechend δ1 bis δn aus denen die
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Unsicherheitsmatrix Δ
Δ =
⎡
⎢⎢⎢⎢⎢⎣
δ1 0 · · · 0
0 δ2 0
...
... 0
. . . 0
0 · · · 0 δn
⎤
⎥⎥⎥⎥⎥⎦ (2.65)
gebildet werden kann.
Die Struktur des unsicheren Systems entspricht exakt der im vorherigen Abschnitt einge-
fu¨hrten Struktur fu¨r unstrukturierte Unsicherheiten (Bild 2.21). Der Unterschied besteht
darin, dass die Unsicherheitsmatrizen Δ im unstrukturieren Fall beliebig (vgl. Glg. (2.62)),
im strukturierten Fall dagegen nur eingeschra¨nkt besetzt sind. Dies ist deutlich in Glg. (2.65)
zu erkennen, da dort nur Elemente auf der Hauptdiagonalen vorhanden sind. Im Falle von
Parameterunsicherheiten gilt ebenfalls δi ∈  im Gegensatz zu δij ∈  bei den unstruktu-
rierten Unsicherheiten.
Nach der mathematischen Beschreibung von Unsicherheiten ko¨nnen diese zur Untersuchung
der Stabilita¨t eines mit Unsicherheiten behafteten Systems herangezogen werden.
2.5 Robuste Stabilita¨t
Im Rahmen dieses Abschnitts wird die Stabilita¨t von Systemen bei Anwesenheit von struk-
turierten und/oder unstrukturierten Unsicherheiten untersucht. Ausgehend von der in Ab-
schnitt 2.2.1 eingefu¨hrten Standard-Struktur wird ein Stabilita¨tskriterium fu¨r mit Unsicher-
heiten behaftete Systeme angegeben. Im Folgenden werden kurz die im Rahmen dieser Arbeit
verwendeten Begriﬀe fu¨r Stabilita¨t und Regelqualita¨t deﬁniert.
Bild 2.24 zeigt im linken Teil die allgemeine Struktur des zu untersuchenden Systems aus
Unsicherheit Δ, verallgemeinerter Strecke P und Regler K. Der rechte Teil zeigt eine Zusam-
menfassung von P und K in Form einer linearen Fraktionaltransformation zu einem Block
M .
Sei Π die Menge aller durch die Unsicherheiten Δ hervorgerufenen Modelle und P ∈ Π das
nominelle System, dann erreicht der geschlossene Kreis
• nominelle Stabilita¨t, wenn K das nominelle System P intern stabilisiert (Δ = 0),
• robuste Stabilita¨t, wenn K jedes Modell aus Π intern stabilisiert,
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• nominelle Regelqualita¨t, wenn die geforderte Regelqualita¨t fu¨r das nominelle System
P erreicht wird (Δ = 0) und
• robuste Regelqualita¨t, wenn die geforderte Regelqualita¨t fu¨r jedes Modell aus Π erreicht
wird.
P
K
z v

M
z v

Bild 2.24: Zugrunde gelegte Struktur zur Stabilita¨tsuntersuchung
2.5.1 Small-Gain-Theorem – unstrukturierte Unsicherheiten
Unter Zuhilfenahme des Small-Gain-Theorems kann robuste Stabilita¨t bei Systemen mit un-
strukturierten Unsicherheiten untersucht werden [87]. Das Bild 2.25 zeigt die dafu¨r zugrunde
gelegte Struktur.
M

w1
w2
Bild 2.25: Struktur Small Gain Theorem
Sei M ∈ RH∞ und γ > 0, dann gilt, dass das System gema¨ß Bild 2.25 intern stabil ist fu¨r
alle Δ ∈ RH∞ mit
a) ‖Δ‖∞ ≤ 1/γ dann und nur dann, wenn ‖M(s)‖∞ < γ;
b) ‖Δ‖∞ < 1/γ dann und nur dann, wenn ‖M(s)‖∞ ≤ γ.
(2.66)
Auf einen Beweis sei hier verzichtet und auf die einschla¨gige Literatur verwiesen [87].
Wendet man dieses Theorem zusammen mit den Ausfu¨hrungen u¨ber unstrukturierte Unsi-
cherheiten an und sorgt durch geeignete Wahl von Gewichtsfunktionen (Skalierung) dafu¨r,
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dass die ∞-Norm der Unsicherheiten kleiner als 1 ist
‖Δ‖∞ < 1 , (2.67)
so besagt das Small Gain Theorem, dass das unsichere System dann und nur dann stabil ist,
wenn die ∞-Norm von M ≤ 1 ist. Zur Stabilita¨tsuntersuchung muss in einem ersten Schritt
die U¨bertragungsfunktion M vom Ausgang der Unsicherheit zum Eingang der Unsicherheit
berechnet und anschließend deren ∞-Norm bestimmt werden. Ist diese kleiner als 1, so ist
das System auch bei Anwesenheit der Unsicherheiten garantiert stabil.
2.5.2 Strukturierter singula¨rer Wert – strukturierte Unsicherheiten
Im Gegensatz zu unstrukturierten Unsicherheiten, muss die Stabilita¨tspru¨fung basierend auf
dem Small Gain Theorem bei strukturierten Unsicherheiten erweitert werden, da die Unsi-
cherheiten strukturellen Einschra¨nkungen (s. Glg. (2.70)) unterliegen. Dazu wird als Erweite-
rung der ∞-Norm (des gro¨ßten singula¨ren Wertes) bei unstrukturierten Unsicherheiten, der
strukturierte singula¨re Wert (SSV) fu¨r strukturierte Unsicherheiten eingefu¨hrt [17, 61, 62].
Galt bislang
σ¯(M(s)) =
1
min {σ¯(Δ) : det(I −M(s)Δ) = 0, Δ unstrukturiert} (2.68)
so muss bei strukturierten Unsicherheiten das Konzept des singula¨ren Wertes verallgemeinert
werden.
μΔ(M(s)) =
1
min {σ¯(Δ) : det(I −M(s)Δ) = 0, Δ strukturiert} (2.69)
Die Gro¨ße μΔ stellt dabei den gro¨ßten strukturierten singula¨ren Wert von M(s) bezogen auf
die strukturierte komplexe Unsicherheit Δ dar.
A¨hnlich zu dem Small Gain Theorem la¨sst sich ein Theorem zur U¨berpru¨fung der robusten
Stabilita¨t fu¨r Systeme mit strukturierten (Parameter-)Unsicherheiten angeben.
Dazu sind als erstes zwei Mengen zu deﬁnieren. Δ ⊂ n×n sei die Menge aller Blockdiago-
nalmatrizen, die die Menge der strukturierten Unsicherheiten wiederspiegelt.
Δ =
{
diag [δ1 Ir1, . . . , δs IrS,Δ1, . . . ,ΔF ] : δi ∈ , Δj ∈ mj×mj
}
(2.70)
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Dabei sind die δi Skalare mit der Vielfachheit ri und die Δj Blockmatrizen. Es gilt
S∑
i=1
ri +
F∑
j=1
mj = n . (2.71)
Des Weiteren sei M(Δ) die Menge aller blockdiagonalen rationalen U¨bertragungsfunktionen
M(Δ) := {Δ(·) ∈ RH∞ : Δ(so) ∈ Δ ∀ so ∈ ¯+} . (2.72)
Unter diesen Voraussetzungen kann die Deﬁnition des strukturierten singula¨ren Wertes auch
als
μΔ(M) =
1
min {σ¯(Δ) : Δ ∈ Δ, det(I −M Δ) = 0} (2.73)
angegeben werden. Als A¨quivalent zum Small-Gain-Theorem (2.66) fu¨r unstrukturierte Un-
sicherheiten, kann folgender Zusammenhang fu¨r strukturierte Unsicherheiten angegeben wer-
den:
Sei γ > 0, dann gilt, dass das System gema¨ß Bild 2.25 intern stabil fu¨r alle Δ ∈ M(Δ) mit
‖Δ‖∞ < 1/γ ist, dann und nur dann, wenn
sup
ω∈
μΔ(G(j ω)) ≤ γ (2.74)
gilt.
Diese Aussage ist eine Spezialisierung des Small-Gain-Theorems auf strukturierte Unsicher-
heiten. Sie beru¨cksichtigt die strukturellen Einschra¨nkungen der Unsicherheiten und gibt
damit eine Untermenge an. Es gilt stets
sup
ω∈
μΔ(G(j ω)) ≤ ‖G(j ω)‖∞. (2.75)
Der strukturierte singula¨re Wert μΔ kann nach heutigem Stand der Wissenschaft nicht exakt
und auch nicht direkt berechnet werden. Es existieren allerdings obere und untere Grenzen,
die explizit angegeben werden ko¨nnen. Je na¨her diese Grenzen beieinander liegen, desto
genauer ist μΔ bestimmt. Es gelten aus der Deﬁnition von μΔ nach Glg. (2.69) unmittelbar
die Grenzen
ρ(M) ≤ μΔ(M) ≤ σ¯(M) , (2.76)
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wobei ρ(M) der Spektralradius von M , also der Betrag des gro¨ßten Eigenwerts von M
ρ(M) = |λmax(M)| (2.77)
und σ¯(M) der gro¨ßte singula¨re Wert von M ist. Da diese Grenzen in der Praxis beliebig weit
voneinander entfernt sein ko¨nnen, hat Young [84] einen Algorithmus beschrieben, mit dem
diese Grenzen enger gefasst werden ko¨nnen, sodass gilt
max
Q∈Q
ρ(QM) ≤ μΔ(M) ≤ inf
D∈D
σ¯
(
DMD−1
)
, (2.78)
wobei die Mengen Q und D wie folgt deﬁniert sind
Q = {Q ∈ Δ : Q∗Q = In} (2.79)
D =
⎧⎨
⎩ diag
[
D1, . . . , DS, d1Im1 , . . . , dF−1ImF−1 , ImF
]
:
Di ∈ ri×ri , Di = D∗i > 0, dj ∈ , dj > 0
⎫⎬
⎭ (2.80)
und dafu¨r sorgen, dass folgende Operationen invariant bezu¨glich μΔ(M) sind
μΔ(M) = μΔ(MQ) = μΔ(QM) = μΔ(DMD
−1) . (2.81)
Fu¨r die praktische Anwendung anzumerken ist, dass eine Annahme von rein reellen struktu-
rierten Unsicherheiten zu numerischen Problemen bei der Berechnung der Schranken fu¨hren
kann. Es ist daher ratsam, auch bei physikalisch rein reellen Unsicherheiten, wie sie beispiels-
weise bei Parameterunsicherheiten auftreten, einen kleinen komplexen Anteil zuzulassen. Dies
erho¨ht einerseits die numerische Robustheit bei der Berechnung, schra¨nkt aber andererseits
die Aussagekraft der Lo¨sung nicht ein, da der erweiterte Bereich fu¨r die Unsicherheiten durch
den komplexen Anteil stets gro¨ßer als der wirklich vorliegende Bereich ist. Aussagen u¨ber
die Systemstabilita¨t behalten damit ihre Gu¨ltigkeit. Der Ansatz komplexer Unsicherheiten
ist konservativer als die Annahme rein reeller Unsicherheiten anzusehen.
Im Gegensatz zur Stabilita¨tsuntersuchung mit unstrukturierten Unsicherheiten ist im Falle
von strukturierten Unsicherheiten der gro¨ßte strukturierte singula¨re Wert anstelle des gro¨ßten
singula¨ren Wertes zu berechen. Die prinzipielle Vorgehensweise ist in beiden Fa¨llen bis auf
diesen Unterschied jedoch identisch.
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Systeme
Nachdem im vorherigen Kapitel einige Grundlagen zur robusten Regelungstechnik erla¨u-
tert wurden, werden diese nun zur Stabilita¨tsuntersuchung zeitvarianter hybrider1 Systeme
angewandt.
Prinzipiell unterteilt sich das Vorgehen bei diesem Verfahren in 5 Schritte:
1. Modellierung des Systems
• zeitdiskreter Teil: Beschreibung des Reglers im zeitdiskreten z-Bereich mit nomi-
neller Abtastzeit T0
• kontinuierlicher Teil: Beschreibung der Strecke im Frequenzbereich s
2. Transformation des zeitdiskreten Teils in den Frequenzbereich unter Zuhilfenahme der
bilinearen Transformation
3. Modellierung der vera¨nderlichen Abtastung durch strukturierte Unsicherheiten als li-
neare Fraktionaltransformationen
4. Beru¨cksichtigung des Fehlers durch Anwendung der bilinearen Transformation als Na¨-
herung fu¨r die z-Transformation durch unstrukturierte Unsicherheiten
5. Stabilita¨tsuntersuchung des Systems mit Methoden der robusten Stabilita¨t.
3.1 Modellierung
Um die Vorgehensweise besser versta¨ndlich zu machen, wird sie anhand eines einfachen
Beispiels fu¨r ein Eingro¨ßensystem vorgefu¨hrt. Eine Verallgemeinerung auf beliebige lineare,
1Hybride Systeme besitzen sowohl einen zeitdiskreten, als auch einen kontinuierlichen Teil.
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rationale MIMO-Systeme, die Element des Raumes RH∞ sind, ist trivial, da alle beno¨tigten
Operationen im vorangehenden Kapitel fu¨r den allgemeinen MIMO-Fall deﬁniert wurden.
Bild 3.1 zeigt das der Demonstration zugrunde gelegte System, bestehend aus einem zeitdis-
kreten PID-Regler K(z) und einer kontinuierlichen Strecke G(s).
D
D
A
A
K(z) G(s)
-
w e u y
PID-Regler PT -Strecke2
diskret kontinuierlich
Bild 3.1: Blockschaltbild des untersuchten Systems
Die Strecke sei beispielhaft ein schwach geda¨mpfter Tiefpass 2. Ordnung mit der Kreisfre-
quenz ω0 und der Da¨mpfung D.
G(s) =
1(
s
ω0
)2
+ 2Dω0 s+ 1
(3.1)
Fu¨r diese Strecke wurde ein quasikontinuierlicher zeitdiskreter Regler K(z) in Parallelform2
mit einer nominellen Abtastzeit T0, den Parametern k1 bis k3 und der parasita¨ren Verzo¨ge-
rung Tw entworfen. Die Auslegung erfolgte fu¨r eine Da¨mpfung des geschlossenen Kreises von
D = 1/
√
2 als Kompensationsregler fu¨r das konjugiert komplexe Polpaar der Strecke.
Der quasikontinuierliche zeitdiskrete Regler K(z) ergibt sich bei Wahl einer nominellen Ab-
tastzeit von T0 = 0, 1 durch exakte z-Transformation zu
K(z) = k1
z − 1
z − z1 + k2 +
T0 k3
z − 1 , (3.2)
wobei z1 = e
(− T0Tw ) gilt.
Damit ist ein zeitdiskreter Regler mit nomineller Abtastzeit T0 fu¨r die kontinuierliche Strecke
entworfen.
Die folgenden beiden Bilder zeigen zum einen die Sprungantwort der ungeregelten Strecke
(Bild 3.2) und zum anderen die des geschlossenen Kreises (Bild 3.3).
2Nur in Parallelform ko¨nnen komplexe Pole kompensiert werden.
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Bild 3.2: Sprungantwort der ungeregelten schwingungsfa¨higen Strecke mit Da¨mpfung D
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Bild 3.3: Sprungantwort des Geschlossenen Kreises aus Regler und Strecke
3.2 Transformation des Reglers nach s
Im na¨chsten Schritt wird der nominelle zeitdiskrete Regler gema¨ß Glg. (3.2) (fester Parame-
tersatz) mittels der bilinearen Transformation fu¨r beliebige Abtastzeiten T in den Frequenz-
bereich transformiert. Dabei entsteht, bedingt durch die Na¨herung der z-Transformation
durch die bilineare Transformation, ein kleiner Fehler. Wie dieser Fehler bei der folgenden
Stabilita¨tsuntersuchung beru¨cksichtigt werden kann, ist in Abschnitt 3.4 dargestellt.
bilineare Transformation z → s z = 1 +
T
2
s
1− T
2
s
(3.3)
40 3 Ansatz zur Stabilita¨tsanalyse hybrider Systeme
Durch die Substitution nach Glg. (3.3) ergibt sich der fu¨r die spa¨teren Stabilita¨tsuntersu-
chungen verwendete kontinuierliche Regler
K(s, T ) = V
a T s
a T s + 1
+ c + d
1
T s
, (3.4)
wobei die Konstanten V , a, c und d durch
V =
2 k1
z1 + 1
a =
1
2
z1 + 1
1− z1
c = k2 − T0 k3
2
d = T0 k3
gegeben sind. Der Einﬂuss der Abtastzeit T auf den Regelalgorithmus ist deutlich zu er-
kennen und auch durch die Schreibweise K(s, T ) extra hervorgehoben. Die sich ergebende
nichtlineare Struktur dieser U¨bertragungsfunktion ist sowohl in Glg. (3.4) als auch in Bild 3.4
durch die Division durch die Abtastzeit T zu erkennen.
1s
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w y
Bild 3.4: Nichtlineare Struktur des Reglers unter Einﬂuss einer sich a¨ndernden Abtastzeit
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Aus dem hybriden linearen System ist ein kontinuierliches nichtlineares System mit explizi-
tem Eingriﬀ der Abtastzeit geworden.
3.3 Modellierung der vera¨nderlichen Abtastung
Die Abtastzeit geht reziprok in die U¨bertragungsfunktion des Reglers ein, womit ein nicht-
linearer geschlossener Kreis aus Regler und Strecke entsteht. Da Stabilita¨tsuntersuchungen
anhand dieser Struktur bei nicht bekannter Variation der Abtastzeit T analytisch nur sehr
schwer zu betreiben sind, ist eine weitere Umformung des Systems erforderlich. Dazu wird
die A¨nderung der Abtastzeit wie folgt eingefu¨hrt
T = T0 (1 + α δ) , (3.5)
wobei α die maximal zula¨ssige Abweichung von der nominellen Abtastzeit T0 darstellt. Die
Gro¨ße δ ∈ [−1, 1] beschreibt die Unsicherheit der Abtastzeit und kann dynamisch beliebig
zwischen den Grenzen −1 und 1 variiert werden. Die ∞-Norm von δ ist somit stets kleiner
gleich 1.
Aufgrund der strukturellen Einschra¨nkungen fu¨r den Parameter T liegt der Gedanke nahe,
diesen als strukturierte Unsicherheit zu beschreiben.
Glg. (3.5) la¨sst sich durch das Blockschaltbild 3.5a als untere lineare Fraktionaltransforma-
tion darstellen und formelma¨ßig zu
T = LFT
([
T0 αT0
1 0
]
, δ
)
(3.6)
angeben.
-
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T0
1
T0
T0
1 0
T0
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T
1b) c)
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Ta)
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Bild 3.5: a) unsichere Abtastzeit T als Blockschaltbild gema¨ß Glg. (3.5) b) unsichere Ab-
tastzeit T als untere LFT, c) Kehrwert der unsicheren Abtastzeit als obere LFT
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In Bild 3.4 ist zu erkennen, dass anstelle von T die Inverse von T beno¨tigt wird. Diese la¨sst
sich durch einfaches Umformen der Glg. (3.6) gema¨ß Bild 3.5a) zu
1
T
= LFTu
([
−α 1
T0
−α 1
T0
]
, δ
)
(3.7)
angeben und ist in Bild 3.5c) dargestellt. Es wurde dazu der Satz zur Inversion von LFTs
gema¨ß Glg. (2.26) angewandt.
Der so entstandene lineare kontinuierliche geschlossene Kreis mit zwei
”
unsicheren“ Eingriﬀen
der Abtastzeit ist in Bild 3.6 dargestellt, wobei die Unsicherheiten δ der beiden Eingriﬀs-
punkte zu einem Unsicherheitsblock Δs zusammengefasst wurden.
Δs =
[
δ 0
0 δ
]
(3.8)
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Bild 3.6: Variation der Abtastzeit dargestellt als Unsicherheit Δs
Das in Bild 3.6 dargestellte System, bestehend aus einem
”
unsicheren“ Regler K(s,Δs) und
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einer Strecke G(s), ko¨nnte nun auf robuste Stabilita¨t untersucht werden, wa¨re nicht durch
Anwendung der bilinearen Transformation ein kleiner systematischer Fehler begangen wor-
den, der die Ergebnisse verfa¨lschen wu¨rde. Dieser Fehler muss im Folgenden noch beru¨ck-
sichtigt werden.
3.4 Beru¨cksichtigung des Fehlers der bilinearen
Transformation
Eine Korrektur fu¨r den durch den Einsatz der bilineare Transformation verursachten Fehler
kann durch Einbringen einer zusa¨tzlichen unstrukturierten Unsicherheit pro Eingriﬀspunkt
der Abtastzeit vorgenommen werden. Unstrukturierte Unsicherheiten sind bekanntlich pra¨-
destiniert systematische oder ga¨nzlich unbekannte Modellfehler zu beschreiben.
In einem ersten Schritt ist es daher notwendig, die bilineare Transformation na¨her zu be-
trachten.
Die bilineare Transformation entsteht als Na¨herung fu¨r die Reihenentwicklung des Logarith-
mus aus dem fu¨r die exakte z-Transformation bekannten Zusammenhang
z = eT s . (3.9)
Lo¨st man diese Gleichung nach s auf, erha¨lt man
s =
1
T
ln(z) . (3.10)
Wird der Logarithmus in Glg. (3.10) in eine Reihe entwickelt, entsteht der Zusammenhang
ln(z) = 2
[(
z − 1
z + 1
)
+
1
3
(
z − 1
z + 1
)3
+
1
5
(
z − 1
z + 1
)5
+ . . .
]
, (3.11)
welcher nach Tustin nach dem linearen Glied abgebrochen wird und damit einer Pade´-
Approximation 1. Ordnung entspricht [4].
Die bilineare Transformation beruht auf dieser Tustin-Formel und gibt na¨herungsweise den
Zusammenhang der Lage der Pole in der s- und in der z-Ebene wieder. Es gilt daher
s ≈ 2
T
(
z − 1
z + 1
)
(3.12)
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bzw.
z ≈ 2 + T s
2− T s (3.13)
fu¨r die Inverse.
Die Bilder 3.7 und 3.8 zeigen die Unterschiede bei Abbildungen von Polen zwischen der s- und
der z-Ebene mit Hilfe der exakten z-Transformation bzw. der bilinearen Transformation.
Die Lage der Pole ist ausschlaggebend fu¨r die spa¨tere Stabilita¨tsuntersuchnung des Gesamt-
systems.
s z

T
j

T
j-
z = e
	
T s
	
1
T
s = ln(z )
	 	
1
Bild 3.7: Zusammenhang der Lage der Pole in s- und z-Ebene nach exakter z-Transformation
s z
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2 - T s
z =
z - 1
z + 1
2
T
s =
2
T
-
1
Bild 3.8: Zusammenhang der Lage der Pole in s- und z-Ebene nach bilinearer Transformation
nach Tustin-Formel
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In den Bildern 3.7 und 3.8 ist zu erkennen, dass in den grau hervorgehobenen Bereichen
die Verzerrung bei der Abbildung durch die bilineare Transformation gegenu¨ber der exakten
z-Transformation nur sehr gering ist [70]. Dies gilt fu¨r kleine Abtastzeiten in Bezug auf die
dominanten Streckenzeitkonstanten und ist fu¨r quasikontinuierlich ausgelegte Regler stets
erfu¨llt.
Trotzallem ist der durch Einsatz der bilinearen Transformation verursachte Fehler fu¨r die
folgenden Stabilita¨tsuntersuchungen zu beru¨cksichtigen.
Betrachtet man Bild 3.8 genauer, so tritt bei der Abbildung der gro¨ßte Fehler im grauen
Bereich an der oberen bzw. unteren linken Ecke auf. Der hervorgehobene Bereich entspricht
dem Bereich von 0, 4 ≤ |z| ≤ 1, 0 und dem Winkelbereich von |ϕ| ≤ π
4
in der z-Ebene, in
dem die Pole des Reglers im Allgemeinen liegen. Die Wahl des gekennzeichneten Bereichs
kann daher als sehr konservativ angenommen werden.
Wie erwa¨hnt, liegt der Worst Case Fall in den linken Ecken und verursacht dort einen maxi-
malen Fehler von knapp 14%. Dieser Fehler wird fu¨r die folgenden Stabilita¨tsuntersuchungen
durch eine unstrukturierte Modellunsicherheit modelliert und damit in die weiteren Betrach-
tungen einbezogen.
3.4.1 Modellierung als unstrukturierte Unsicherheit
Nachdem der Einﬂuss des Fehlers durch Anwendung der bilinearen Transformation bekannt
ist, kann dieser als unstrukturierte Unsicherheit beru¨cksichtigt werden.
Da na¨here Informationen u¨ber die Vera¨nderung der Abtastzeit nicht bekannt sind, kann der
durch die bilineare Transformation resultierende systematische Fehler nur als unstrukturierte
Unsicherheit, als Obermenge der strukturierten Unsicherheiten, modelliert werden.
Bild 3.9 zeigt das sich ergebende System mit den multiplikativen unstrukturierten Unsicher-
heiten δu vor den Integratoren, die die geringe Vera¨nderung der Systemdynamik aufgrund
des systematischen Fehlers durch Einsatz der bilinearen Transformation beru¨cksichtigen. β
stellt dabei einen Skalierungsfaktor dar, der den Einﬂuss des Fehlers der bilinearen Trans-
formation in Abha¨ngigkeit von der Relation der dominierenden Streckenzeitkonstanten zur
Abtastzeit speziﬁziert.
Mittels der oben angegebenen Na¨herung der bilinearen Transformation als Ersatz fu¨r die
exakte z-Transformation muss der Skalierungsfaktor fu¨r den dort angegebenen Bereich zu
β = 14% = 0,14 gewa¨hlt werden, um sicher robuste Stabilita¨t mit der vorgestellten Methode
garantieren zu ko¨nnen. Eine Anpassung von β an die realen Gegebenheiten la¨sst den Bereich
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Bild 3.9: Beru¨cksichtigung des Fehlers durch Anwendung der bilinearen Transformation
der Unsicherheiten durch Anwendung der bilinearen Transformation im Einzelfall noch weiter
einschra¨nken.
3.4.2 Gesamtstruktur
In einem na¨chsten Schritt ko¨nnen die unstrukturierten Unsicherheiten aufgrund der bilinea-
ren Transformation zu einer Unsicherheitsmatrix Δu
Δu =
[
δu 0
0 δu
]
(3.14)
zusammengefasst werden. Diese ko¨nnen dann wiederum mit der strukturierten Unsicherheits-
matrix Δs, hervorgerufen durch die Variation der Abtastzeit, zu einer Gesamtunsicherheit Δ
Δ =
[
Δu 0
0 Δs
]
(3.15)
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kombiniert werden. Das sich somit ergebende System ist in Bild 3.10 dargestellt und kann
fu¨r Stabilita¨tsuntersuchungen verwendet werden.
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Bild 3.10: Fu¨r Stabilita¨tsuntersuchungen geeignetes System
3.5 Stabilita¨tsuntersuchungen
Zur Untersuchung der robusten Stabilita¨t muss das Blockschaltbild gema¨ß Bild 3.10 in die
Standard-Form nach Bild 2.24b gebracht werden, sodass K und G als ein gemeinsamer Block
M zusammengefasst werden (siehe Bild 3.11). Fu¨r diese Konﬁguration kann die robuste
Stabilita¨t in Bezug auf die Unsicherheitsmatrix Δ untersucht werden.
Robuste Stabilita¨t bedeutet hier, dass das System auch bei beliebiger A¨nderung der Unsi-
cherheit Δ im vorgegebenen Rahmen immer stabil bleibt. Da in diesem Beispiel quasi per
Deﬁnition mittels der Skalierungsgro¨ßen α und β dafu¨r gesorgt wird, dass stets gilt δ ∈ [−1, 1]
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
M
Bild 3.11: System in Standardform
und δu ∈ [−1, 1], gilt auch fu¨r die Unsicherheitsmatrix Δ
‖Δ‖∞ ≤ 1 . (3.16)
Zur U¨berpru¨fung auf robuste Stabilita¨t ist die U¨bertragungsfunktion M vom Ausgang der
Unsicherheit Δ zu deren Eingang in Bild 3.10 zu berechnen, wobei alle externen Einga¨nge
zu Null gesetzt werden.
Liegt nach Glg. (2.74) der gro¨ßte strukturierte singula¨re Wert (SSV) dieser U¨bertragungs-
funktion unterhalb von 1, so wird robuste Stabilita¨t gewa¨hrleistet und der geschlossene Kreis
ist auch bei Anwesenheit der durch Δ beschriebenen Abweichungen stabil.
Fu¨r den Fall, dass der gro¨ßte SSV von M bei γ < 1 liegt, kann robuste Stabilita¨t fu¨r eine
gro¨ßere Unsicherheit als angenommen gewa¨hrleistet werden.
sup
ω
μΔ(M) ≤ γ ⇔ ‖Δ‖∞ < 1
γ
(3.17)
Das folgende Bild 3.12 zeigt als durchgezogene Linie die Obergrenze und als gestrichelte
Linie die Untergrenze fu¨r den strukturierten singula¨ren Wert des Beispielsystems fu¨r eine
angenommene Abweichung der Abtastzeit um ±25%. Es gilt daher α = 0,25. Bei rein reellen
Unsicherheiten ko¨nnen numerische Probleme bei der Berechnung der SSV auftreten. Aus
diesem Grund ist in den linken beiden Diagrammen in Bild 3.12 eine komplexe Unsicherheit
δ fu¨r die Abtastzeit und somit auch fu¨r Δ angenommen worden, obwohl es sich eigentlich um
eine reelle Parameterunsicherheit handelt. Bei den unstrukturierten Unsicherheiten δu zur
Modellierung des Fehlers, hervorgerufen durch den Einsatz der bilinearen Transformation,
handelt es sich ohnehin um komplexe Unsicherheiten.
Die beiden rechten Diagramme wurden fu¨r eine reelle Unsicherheit mit einem einprozentigen
komplexen Anteil berechnet, um etwaigen numerischen Schwierigkeiten zu entgehen. Der
komplexe Ansatz ist konservativer als der reelle, da ein gro¨ßerer Bereich der Unsicherheit
zugelassen wird.
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Es ist aus den Diagrammen zu erkennen, dass der gro¨ßte singula¨re Wert im Falle des reellen
Ansatzes etwas kleiner ist als im Falle des komplexen Ansatzes fu¨r die Parameterunsicher-
heiten. Im Allgemeinen lassen sich mit dem reellen Ansatz fu¨r reelle Unsicherheiten scha¨rfere
Aussagen treﬀen, allerdings mit dem Risiko, schneller in numerische Probleme zu geraten.
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Bild 3.12: Plot der strukturierten Singula¨ren Werte bei α = 0,25
Der gro¨ßte strukturierte singula¨re Wert kann aus dem μΔ-plot in Bild 3.12 zu γ = 0,92
bestimmt werden. Da dieser Wert kleiner als eins ist, ist eine gro¨ßere Abweichung als die
angenommenen 25% zula¨ssig. Sie ergibt sich nach Glg. (3.17) zu
0,25
γ
=
0,25
0,92
= 0,2717 ,
also ±27, 17% fu¨r den garantiert stabilen Variationsbereich. Damit ergibt sich ein Bereich
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fu¨r die Abtastzeit in dem robuste Stabilita¨t gewa¨hrleistet wird zu
T = T0 (1 +
α
0,92
δ) mit δ ∈ [−1, 1] .
Im Falle dieses Beispiels ist eine Absenkung der Abtastzeit sehr kritisch, da hierdurch die
Versta¨rkung des Reglers erho¨ht und somit die Da¨mpfung des geschlossenen Kreises reduziert
wird. Die Stabilita¨tsgrenze ergibt sich nach der obigen Gleichung zu Tmin = 0,0728 bei einer
nominellen Abtastzeit von T0 = 0,1. Die ermittelte untere Stabilita¨tsgrenze konnte durch
Simulation besta¨tigt werden.
Neben der hier ermittelten kritischen Absenkung der Abtastzeit bis auf Tmin wird der ge-
schlossene Kreis auch fu¨r eine Erho¨hung der Abtastzeit auf Tmax instabil. Dieser zweite Fall
wurde bei der Untersuchung der robusten Stabilita¨t nicht erkennbar, da die Grenze Tmax weit
außerhalb des durch α und δ beschriebenen Bereichs liegt.
Um diese Grenze ebenfalls zu bestimmen erfolgten Stabilita¨tsuntersuchungen im zeitdiskre-
ten Bereich der z-Ebene. Untersucht wurde dabei die Lage der Pole des geschlossenen Kreises
im Einheitskreis, wobei die Parameter des diskreten Reglers fu¨r die nominelle Abtastzeit T0
konstant gehalten wurden und die kontinuierliche Strecke fu¨r jeden Abtastschritt T neu dis-
kretisiert wurde. Die Lage der Pole wurde fu¨r verschiedene Abtastzeiten T berechnet und
als eine Wurzelortskurve mit dem Parameter T aufgetragen. Bild 3.13 zeigt die sich fu¨r
dieses Beispiel ergebenden Positionen der Pole. Es ist leicht zu sehen, dass die Pole nahe
am Rand des Einheitskreises liegen und unser Beispielsystem damit sehr kritisch gegenu¨ber
Parametera¨nderungen ist.
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Bild 3.13: Lage der Pole mit Abtastzeit T als Parameter
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Bild 3.14 zeigt Ausschnitte der fu¨r die Stabilita¨t relevanten Bereiche, welche auch in Bild 3.13
durch gestrichelte Ka¨sten angedeutet sind. Der geschlossene Kreis ist stabil, wenn alle Pole
innerhalb des Einheitskreises liegen. Sobald aber ein Pol den Einheitskreis verla¨sst, entstehen
aufklingende Schwingungen die zu Instabilita¨t des gesamten Systems fu¨hren.
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Bild 3.14: Lage der Pole an der Stabilita¨tsgrenze
Die aus diesem Diagramm ermittelte obere Stabilita¨tsgrenze betra¨gt Tmax = 0,993.
Der hier untersuchte Fall eines diskreten PID-Reglers und einer schwingungsfa¨higen schwach
geda¨mpften Strecke 2. Ordnung zeigt, dass betreﬀend der Stabilita¨t durchaus eine Variation
der Abtastzeit zula¨ssig ist, die Regelqualita¨t dabei aber beliebig schlecht werden kann.
Der als stabil garantierte Bereich fu¨r Abweichungen der Abtastzeit vom nominellen Wert
betra¨gt
Tmin = 0,0728 < T < Tmax = 0,993 ,
wobei die nominelle Abtastzeit bei T0 = 0,1 lag. Die Abtastzeit kann im Beispiel um etwa
27% verkleinert und um etwa 993% erho¨ht werden.
An den Stabilita¨tsgrenzen ergeben sich ungeda¨mpfte Schwingungen, die in Bild 3.15 fu¨r die
jeweils entsprechenden Abtastzeiten dargestellt sind.
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Bild 3.15: Sprungantwort des geschlossenen Kreises bei nomineller Abtastzeit T = T0, bei
T = Tmin und bei T = Tmax
3.6 Zusammenfassung
Die am Beispiel vorgestellte Vorgehensweise zur Untersuchung der Stabilita¨t stellt eine gute
Mo¨glichkeit dar, mit Methoden der robusten Regelungstechnik, die Stabilita¨t des Gesamtsys-
tems, bei Anwesenheit einer vera¨nderlichen Abtastzeit oder a¨quivalent dazu vera¨nderlicher
Buslaufzeiten, zu garantieren.
Die vorgestellte Methode kann in folgenden Schritten kurz zusammengefasst werden:
1. Modellierung der kontinuierlichen Strecke G(s) im Frequenzbereich
2. Beschreibung des zeitdiskreten Reglers K(z) im z-Bereich fu¨r die nominelle Abtatstzeit
T0.
3. Transformation des zeitdiskreten Reglers mit Hilfe der bilinearen Transformation in
den Frequenzbereich K(z) → K(s)
4. Modellierung des Einﬂusses der Abtastzeit als strukturierte Unsicherheit Δs ausge-
dru¨ckt durch lineare Fraktionaltransformationen.
5. Beru¨cksichtigung des Fehlers durch Anwendung der bilinearen Transformation als un-
strukturierte Unsicherheit Δu.
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6. Zusammenfassen der Unsicherheiten Δs und Δu zu einer Gesamtunsicherheit Δ und
zusammenfassen des Systems bestehend aus Strecke und Regler zu einem Block M .
7. Untersuchung des Systems M auf robuste Stabilita¨t bei Anwesenheit der deﬁnierten
Unsicherheiten Δ.
Voraussetzung zur Anwendung dieser Methode ist, dass das zu untersuchende System Ele-
ment des RaumesRH∞ ist und somit den in Abschnitt 2.3.2 deﬁnierten Bedingungen genu¨gt.
Des Weiteren muss bei der Verwendung der bilinearen Transformation darauf geachtet wer-
den, dass sich die Reglerpole innerhalb des deﬁnierten Bereiches beﬁnden, andernfalls ist
eine Anpassung des eingefu¨hrten Parameters β erforderlich.
Eine Erweiterung auf beliebige andere Reglertypen ist trivial, da der Einﬂuss der Abtast-
zeit immer, wie vorgestellt, durch eine lineare Fraktionaltransformation dargestellt werden
kann.
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4 Versuchsaufbau
In diesem Kapitel wird der fu¨r die Stabilita¨tsuntersuchungen eingesetzte Versuchsstand vor-
gestellt. Er dient zur Gleichlaufregelung von vier Motoren bei Anwesenheit von Jitter in der
Regelung bzw. Messwerterfassung. Ein Motor fungiert dabei als Master, die anderen drei als
Slaves, deren Drehzahl und Lage an die des Masters anzupassen sind.
Bild 4.1 verdeutlicht die Anordnung der vier Motoren mit je einer aufgesetzten Rotations-
scheibe. In der Mitte beﬁndet sich der Master-Motor und außen herum symmetrisch an-
geordnet die drei Slave-Motoren. Durch den Schlitz in der Scheibe des Masters und den
Punkten auf den Scheiben der Slaves kann visuell sehr leicht ein Winkelgleichlauf auf Basis
des stroboskopischen Eﬀekts festgestellt werden.
M
S1
S2
S3
Bild 4.1: Anordnung der vier Motoren
Im Rahmen eines Industrieprojektes wurde die Implementierung einer Antriebsregelung auf
einer speicherprogrammierbaren Steuerung (SPS) mit einem nicht synchronisierten Bus un-
tersucht. Der Fokus lag dabei auf den Unterschieden zwischen synchroner und asynchroner
Messwerterfassung bezogen auf die Abtastzeit des Reglers, also einem Jittern.
Unter synchroner Regelung soll hier verstanden werden, dass die Regelung mit der Messwert-
erfassung (Inkrementalgeber) und U¨bertragung (Proﬁbus-DP) synchronisiert ist. D. h., dass
zu jedem Aufruf des Regelalgorithmuses ein zeitlich zugeho¨riger Lage-Istwert zur Verfu¨gung
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steht. Dies stellt auch den idealen Fall dar und wird in der CPU durch ein zur Verfu¨gung
gestelltes Spezialbetriebsystem realisiert.
Unter asynchroner Regelung sollen hier die im Mittel konstanten aber nicht synchronisiert
stattﬁndenden Zyklen des Reglers und der Messwerterfassung/-u¨bertragung verstanden wer-
den. Wie schon erwa¨hnt, ist die asynchron stattﬁndene Messwerterfassung mit dem Jittern
der Reglerabtastzeit gleichzusetzten.
Im Folgenden wird der physikalische Aufbau des Versuchsstandes beschrieben, die verwen-
deten Komponenten aufgelistet und ein Einblick in die implementierte Softwarestruktur der
eingesetzten SPS gegeben.
4.1 Komponenten des Versuchsstandes
Der Versuchsstand besteht aus vier permanenterregten Gleichstrommotoren der Firma Ma-
xon Motor GmbH, ausgestattet mit je einem Inkrementalgeber mit 2000 Inkrementen pro
Umdrehung. Die Nennspannung betra¨gt 24V bei einer Typenleistung von 15W. Der Nenn-
strom errechnet sich daraus zu 625mA. Als Leerlaufdrehzahl sind 5750min−1 angegeben.
Als Stellglieder werden pro Motor je ein Servoversta¨rker ADS 50/5 von Maxon Motor verwen-
det. Es handelt sich dabei um pulsweitenmodulierte (PWM) Servoversta¨rker mit integrierter
Stromregelung. Der Ausgang kann einen maximalen Strom von 10A liefern. Die Schaltfre-
quenz betra¨gt 50 kHz und ist damit hoch genug, um die Eﬀekte zu vernachla¨ssigen, die durch
gepulsten Betrieb von Antrieben entstehen ko¨nnen.
Die Regelung und Messwertverarbeitung erfolgt in einer SPS der Firma Siemens vom Typ S7
mit der CPU 417-4 und einer speziellen Firmware. Die Kommunikation mit den Stellgliedern
und den Inkrementalgebern erfolgt u¨ber den Proﬁbus-DP. Die Stellwerte der Regler werden
u¨ber den Bus an zwei IM-178-4 Proﬁbus-Anschaltbaugruppen u¨bermittelt. Diese besitzen je
zwei Kana¨le und wandeln den digitalen Stellwert in eine analoge Spannung zwischen ±10V
um. Diese wird direkt auf den Eingang der Servoversta¨rker als Sollwert fu¨r die Stromregler
geschaltet.
In der anderen Richtung werden die Informationen der Inkrementalgeber von den IM178-4
Baugruppen auf den Proﬁbus gestellt und ko¨nnen so von der CPU ausgewertet werden.
Des Weiteren steht eine Simulationsbaugruppe zur Verfu¨gung, u¨ber die verschiedene Einstel-
lungsmo¨glichkeiten bezu¨glich Regler und Messwerterfassung vorgenommen werden ko¨nnen.
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Das folgende Bild 4.2 zeigt einen U¨berblick u¨ber die Verschaltung und Tabelle 4.1 eine
Aufstellung der im Versuchsstand eingesetzten Komponenten.
Tabelle 4.1: Komponenten des Versuchsstandes
Bezeichnung Firma Best.-Nr. Anzahl
CPU 417-4 Siemens AG 6ES7417-4XL00-0AB0 1
PS 407 10A Siemens AG 6ES7407-0KA01-0AA0 1
IM 178-4 Drive Interface Siemens AG 6ES7178-4BH00-0AE0 2
Simulationsbaugruppe Siemens AG C79459-A1002-A1 1
Baugruppentra¨ger Siemens AG - 1
Gleichstrommotor Maxon Motor GmbH 2332.968-51.236-200 4
DC Servoversta¨rker ADS 50/5 Maxon Motor GmbH 145391 4
Motorgestell - Eigenbau 1
4.2 U¨berblick u¨ber die implementierte Software
Wie anfangs schon erwa¨hnt, besteht bei dem Versuchsstand die Mo¨glichkeit zwischen syn-
chroner und asynchroner Regelung umzuschalten, um das Verhalten ohne bzw. mit Jittern
vergleichen zu ko¨nnen. Um sicherzustellen, dass im synchronisierten Betrieb die A¨quidistanz
im Regler und der Messwerterfassung/-u¨bertragung exakt dargestellt werden kann, stattete
die Firma Siemens die SPS mit einer Spezialﬁrmware aus.
Fu¨r jeden der vier Motoren wurde ein PI-Drehzahlregler und zur Vermeidung von U¨ber-
schwingern bei Sprunganregung ein Fu¨hrungsﬁlter implementiert. Dieses hat auf die Stabili-
ta¨t des Regelkreises keinen Einﬂuss, da es sich außerhalb des geschlossenen Kreises beﬁndet
und daher fu¨r die folgenden Untersuchungen vernachla¨ssigt werden kann. DesWeiteren wurde
ein lineares und ein nichtlineares Istwertﬁlter implementiert, welche wahlweise zu und abge-
schaltet werden ko¨nnen. Im Gegensatz zu dem Fu¨hrungsﬁlter beeinﬂussen die Istwertﬁlter
direkt die Stabilita¨t des Systems, da sie sich innerhalb des geschlossenen Kreises beﬁnden
und dort wie zusa¨tzliche Verzo¨gerungen wirken. Streng genommen mu¨sste die Dynamik der
Filter in den Reglerentwurf mit einbezogen werden. Da aber die eingebrachte Verzo¨gerung,
speziell die des nichtlinearen Filters, sehr klein in Bezug auf die dominierenden Systemzeit-
konstanten ist, wurde sie vernachla¨ssigt. Das lineare Istwertﬁlter wurde fu¨r die folgenden
Betrachtungen deaktiviert und hat damit keinen Einﬂuss auf das System.
Neben den Drehzahlreglern wurde fu¨r jeden Slave-Motor ein Diﬀerenzlageregler (Versatzreg-
ler) implementiert, der den Winkelgleichlauf gewa¨hrleisten soll. Im Prinzip liefert der Versatz-
regler einen zusa¨tzlichen Drehzahl-Sollwert abha¨ngig von der Diﬀerenz der Lage der Slaves
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Bild 4.2: Verschaltung der einzelnen Komponenten des Versuchsstandes
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zur Lage des Masters. D. h. solange eine Abweichung der Lage zwischen Master und Slave
vorhanden ist, liefert der Versatzregler eine Stellgro¨ße, die dem Versatz entgegenwirkt.
Um gezielt einzelne Positionen anfahren zu ko¨nnen, wurde fu¨r den Master ein Lageregler
implementiert. Zusa¨tzliche Lageregler fu¨r die Slave-Motoren sind nicht erforderlich, da diese
der Lage des Masters aufgrund der Versatzregler folgen.
Abschließend zeigt Bild 4.3 einen U¨berblick u¨ber die Softwarestruktur in Form eines Block-
schaltbildes.
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Bild 4.3: U¨berblick u¨ber die Softwarestruktur
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5 Modellbildung und Reglerentwurf
Dieses Kapitel bescha¨ftigt sich mit der Modellbildung und dem Reglerentwurf fu¨r die im
Versuchsstand eingesetzten Komponenten. Dazu wird als erstes ein Modell fu¨r eine fremder-
regte Gleichstrommaschine hergeleitet und anschließend auf den Fall der im Versuchsstand
eingesetzten permanenten Erregung angepasst. Damit steht ein Modell der Antriebe zur Ver-
fu¨gung, anhand dessen die beno¨tigten Drehzahl-, Versatz- und Lageregler ausgelegt werden
ko¨nnen. Neben der Struktur werden auch die Dynamik beschreibenden Parameter beno¨tigt.
Diese stammen aus charakteristischen Gro¨ßen des Datenblattes. Abschließend wird die im
Versuchsstand eingesetzte Reglerstruktur vorgestellt und die Regler parametriert.
5.1 Modellbildung fu¨r die eingesetzten Komponenten
5.1.1 Fremderregte Gleichstrommaschine
Als erstes wird ein regelungstechnisches Modell fu¨r die fremderregte Gleichstrommaschine
angegeben. Die elektrischen, wie auch die Mechanik beschreibenden Diﬀerentialgleichungen
werden als bekannt vorausgesetzt [41, 44].
Bei der fremderregten Gleichstrommaschine werden Anker- und Erregerkreis aus unterschied-
lichen Spannungsquellen Ua bzw. Ue erregt. Ein elektrisches Ersatzschaltbild dieser Anord-
nung ist in Bild 5.1 zu sehen. Dabei stellen die Gro¨ßen φe und φa den Erreger- bzw. den
Ankerﬂuss dar. e repra¨sentiert die induzierte Spannung im Ankerkreis.
Mit Hilfe dieser Abbildung la¨sst sich das Verhalten der Maschine durch den folgenden Satz
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von Diﬀerentialgleichungen beschreiben:
ua = Ra ia + La
dia
dt
+ e (5.1)
ue = Re ie + Le
die
dt
(5.2)
e = C1 ω φe (5.3)
ma = C2 ia φe (5.4)
Θ
dω
dt
= ma −mL (5.5)
ω =
dε
dt
(5.6)
Die Gro¨ße Θ stellt das Tra¨gheitsmoment des Motors dar. C1 und C2 sind maschinenabha¨ngige
Konstanten und in der Regel im Datenblatt angegeben. Durch Normieren fu¨hrt dies zu
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Bild 5.1: Ersatzschaltbild einer fremderregten Gleichstrommaschine
folgenden Gleichungen:
ua
ua0
=
Ra ia
Ra ia0
+
La
Ra
d
dt
(
ia
ia0
)
+
e
ua0
⇒ Ta d
dt
(
ia
ia0
)
=
ua
ua0
− ia
ia0
− e
ua0
(5.7)
ue
ue0
=
Re ie
Re ie0
+
Le
Re
d
dt
(
ie
ie0
)
⇒ Te d
dt
(
ie
ie0
)
=
ue
ue0
− ie
ie0
(5.8)
e
ua0
=
C1 ω0
Ra ia0
ω
ω0
=
ω
ω0
(5.9)
ma
m0
=
C2
C2
ia
ia0
=
ia
ia0
(5.10)
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Θω0
m0
d
dt
(
ω
ω0
)
=
ma
m0
− mL
m0
⇒ Tn d
dt
(
ω
ω0
)
=
ma
m0
− mL
m0
(5.11)
ω0
ω
ω0
= ε0
d
dt
(
ε
ε0
)
⇒ Tε d
dt
(
ε
ε0
)
=
ω
ω0
(5.12)
Bisher wurde von einer linearen Beziehung zwischen dem Erregerﬂuss φe und dem Erreger-
strom ie ausgegangen. Dies ist in der Praxis aufgrund der Sa¨ttigung des Eisens nicht der
Fall. Daher wird eine neue Gro¨ße Ψe eingefu¨hrt, die den mit allen N Windungen des Ankers
verketteten Erregerﬂuss φe bezeichnet.
Ψe = N φe (5.13)
Aufgrund ihrer Verkettung nennt man diese Gro¨ße Verkettungsﬂuss.
Fu¨r den oben angesetzten linearen Fall galt Ψe = Le ie. Wird die in der Praxis auftretende
Sa¨ttigung des Eisens mit steigendem Erregerﬂuss φe beachtet, so ergibt sich ein nichtlinearer
Zusammenhang zwischen φe und ie gema¨ß einer Magnetisierungskurve (Bild 5.2).
B
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Bild 5.2: Inverse Magnetisierungskurve des Eisens
Fu¨r die Erregermasche gilt daher folgender Zusammenhang:
ie = f(φe) (5.14)
ue = Re f(φe) +
dΨe
dt
= Re f(φe) +N
dφe
dt
(5.15)
In der Praxis weist die Kurve in Bild 5.2 zusa¨tzlich eine Hysterese auf, was die mathematische
Beschreibung erschwert, da beim Magnetisieren eine andere Kurve als beim Entmagnetisie-
ren durchlaufen wird. Aus den Glgn. (5.14) und (5.15) la¨sst sich auf einfache Weise ein
nichtlineares Blockschaltbild 5.3 fu¨r die Erregerseite angeben.
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Bild 5.3: Nichtlineares Blockschaltbild des Erregerkreises
Zusammen mit den Glgn. (5.7) bis (5.12) erha¨lt man das Blockschaltbild der fremderregten
Gleichstrommaschine, welches in Bild 5.4 dargestellt ist.
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Bild 5.4: Blockschaltbild einer fremderregten Gleichstrommaschine
5.1.2 Permanenterregte Gleichstrommaschine
Die im Versuchsstand eingesetzten Motoren haben eine durch Magneten hervorgerufene per-
manente Erregung und ko¨nnen daher nicht durch Feldschwa¨chung1 beeinﬂusst werden. Dies
hat zur Folge, dass die Erregung φe als konstant anzunehmen ist. Aufgrund geschickter Nor-
mierungen kann erreicht werden, dass die normierte Erregung gleich 1 ist und sich dadurch
das oben hergeleitete Blockschaltbild fu¨r die fremderregte Gleichstrommaschine erheblich
vereinfacht. Mit der Normierung von φe = 1 fa¨llt der nichtlineare Eingriﬀ der Erregung
vollsta¨ndig heraus und es ergibt sich fu¨r die permanenterregte Gleichstrommaschine ein ein-
faches lineares Blockschaltbild. Dieses ist in Bild 5.5 zu sehen und stellt im Folgenden das
Modell fu¨r die im Versuchsstand eingesetzten Motoren dar.
1Durch Verringerung des Erregerflusses kann die Drehzahl der Maschine erho¨ht werden.
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Bild 5.5: Permanenterregte Gleichstrommaschine
Es sei hier darauf hingewiesen, dass die elektrische Zeitkonstante des Motors und die in den
Servoversta¨rkern implementierten Stromregler in der Regel wesentlich schneller als der Zweig
der Ru¨ckkopplung u¨ber die Drehzahl ist. Die Ru¨ckfu¨hrung der induzierten Spannung wirkt
daher wie eine langsame Sto¨rung und kann fu¨r die Reglerauslegung vernachla¨ssigt werden.
5.1.3 Parameterbestimmung und Normierung fu¨r die Antriebe
Nachdem das Modell des Antriebs bekannt ist, mu¨ssen die Parameter und Normierungs-
gro¨ßen des Modells bestimmt werden. Diese sind zum großen Teil anhand des Datenblattes
bestimmbar.
Gesucht sind dabei die Maschinenparameter aus Bild 5.5
Ta : Ankerzeitkonstante
Tn : Integratorzeitkonstante von Moment zu Drehzahl
Tε : Integratorzeitkonstante von Drehzahl zu Lage
sowie Normierungen fu¨r die physikalischen Gro¨ßen
ua : Ankerspannung
e : Induzierte Spannung
ia : Ankerstrom
ma : Antriebsmoment
mL : Lastmoment (Sto¨rgro¨ße)
ω : Winkelgeschwindigkeit
ε : Lage
Bei den eingesetzten Motoren handelt es sich um Gleichstrommotoren mit eisenlosem Rotor
der Firma Maxon Motor. Die in Tabelle 5.1 dargestellten Daten wurden dem Datenblatt
entnommen.
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Tabelle 5.1: Motorparameter aus Datenblatt
Bezeichnung Einheit Wert
1 Typenleistung W 15
2 Nennspannung V 24,00
3 Leerlaufdrehzahl min−1 5750
4 Anhaltemoment mNm 119
5 Kennliniensteigung min−1mNm−1 49,0
6 Leerlaufstrom mA 26,3
7 Anlaufstrom mA 3020
8 Anschlusswiderstand Ω 7,94
9 Grenzdrehzahl min−1 9200
10 Max. Dauerbelastungsstrom mA 786
11 Max. Dauerdrehmoment mNm 30,9
12 Max. Abgabeleistung bei Nennspannung mW 17500
13 Max. Dauerdrehmoment % 81,5
14 Drehmomentkonstante mNmA−1 39,3
15 Drehzahlkonstante min−1V−1 243
16 Mechanische Anlaufzeitkonstante ms 13,7
17 Rotortra¨gheitsmoment g cm2 26,6
18 Anschlussinduktivita¨t mH 1,54
19 Therm. Widerstand Geha¨use-Luft KW−1 12,50
20 Therm. Widerstand Rotor-Geha¨use KW−1 1,90
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Ankerzeitkonstante Ta
Die Angaben des Anschlusswiderstands Ra und der Anschlussinduktivita¨t La der Tabelle 5.1
liefern sofort den Maschinenparameter Ankerzeitkonstante Ta:
Ta =
La
Ra
=
1, 54mH
7, 94Ω
= 0, 1939ms = 193, 9μs (5.16)
Integrierzeitkonstante Tn
Die Integrierzeitkonstante Tn zwischen Drehmoment und Drehzahl ergibt sich aus der Tra¨g-
heit Θ, bestehend aus Motortra¨gheit ΘM und Tra¨gheit der angebrachten Scheibe ΘS, sowie
der Normierungsgro¨ßen fu¨r die Winkelgeschwindigkeit und des Drehmomentes.
Tn =
Θω0
m0
(5.17)
Als Normierung fu¨r die Winkelgeschwindigkeit ω wurde hier die Leerlaufdrehzahl n0 heran-
gezogen.
ω0 = 2π
n0
60 smin
= 2π
5750min−1
60 smin
= 602, 14
1
s
(5.18)
Das Moment ma wurde auf das Anhaltemoment m0 normiert.
m0 = 119 · 10−3Nm (5.19)
Die Gesamttra¨gheit Θ ergibt sich aus der Summe der Tra¨gheit des Motorankers ΘM und der
Tra¨gheit der angebrachten Scheibe ΘS. Der Anker weist nach dem Datenblatt eine Tra¨gheit
von
ΘM = 26, 6 g cm
2 = 266 · 10−6kgm2 (5.20)
auf. Die Tra¨gheit der Scheibe la¨sst sich leicht aus der Geometrie und ihrer Masse bestimmen
ΘS =
1
2
MS
(
r2innen + r
2
außen
)
, (5.21)
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wobei
MS = 14 g
rinnen = 7, 5mm
raußen = 60mm
rinnen
raußen
betra¨gt. Die Tra¨gheit der Scheibe ergibt sich damit zu
ΘS = 25, 59 · 10−6kgm2 (5.22)
und die Gesamttra¨gheit des Systems zu
Θ = ΘM +ΘS = 28, 25 · 10−6kgm2 . (5.23)
Die Integrierzeitkonstante Tn berechnet sich nach Glg. (5.17) zu
Tn =
Θω0
m0
=
28, 25 · 10−6kgm2 · 602, 14 1s
119 · 10−3Nm = 142, 96ms . (5.24)
Integrierzeitkonstante Tε
Als letzten erforderlichen Parameter fu¨r das Streckenmodell wird die Integrierzeitkonstante
Tε von der Winkelgeschwindigkeit zur Lage beno¨tigt. Diese Gro¨ße ergibt sich ausschließlich
durch die Wahl der Normierungen zu
Tε =
ε0
ω0
. (5.25)
Fu¨r die weitere Betrachtung wird eine Normierung fu¨r die Lage von 1 Umdrehung = 2π
gewa¨hlt. Damit ist ε0 = 2π und Tε ergibt sich zu
Tε = 10, 43ms . (5.26)
Als weitere Normierungsgro¨ße wurde sowohl fu¨r die Ankerspannung, als auch fu¨r die indu-
zierte Spannung, die Nennspannung von U0 = 24V gewa¨hlt.
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5.1.4 Parameterbestimmung fu¨r die Servoversta¨rker
Dieser Abschnitt bescha¨ftigt sich mit der mathematischen Beschreibung der Stellglieder. Als
Stellglied wurde fu¨r jeden Motor ein Servoversta¨rker ADS 50/5 von Maxon Motor einge-
setzt. Wie schon erwa¨hnt sind die integrierten Stromregler im Gegensatz zu den Strecken-
zeitkonstanten so schnell, dass die dadurch verursachten Verzo¨gerungen vernachla¨ssigbar
sind. Messungen haben ergeben, dass die Stromregelkreise in einigen zehn Mikrosekunden
eingeschwungen sind. Aus diesem Grund wird hier nur das stationa¨re Verhalten betrachtet.
Bild 5.6 zeigt die statische Kennlinie der vier Servoversta¨rker. Dazu wurden u¨ber die Ana-
logausga¨nge der IM178-4 verschiedene Spannungen auf die Einga¨nge der Servoversta¨rker
gegeben und die Ankerspannungen gemessen.
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Bild 5.6: Statische Kennlinie der Servoversta¨rker ADS 50/5
Die drei u¨bereinander liegenden unteren Kurven entsprechen den Stellgliedern der Slaves.
Es ist deutlich zu erkennen, dass sich diese anna¨hernd gleich verhalten und eine konstante
Steigung aufweisen.
Die maximalen Ausgangsspannungen der Stellglieder betragen 19, 73V fu¨r Slave 1, 19, 91V
fu¨r Slave 2 und 20, 02V fu¨r Slave 3 bei einer konstanten Eingangsspannung von 10V. Dar-
aus lassen sich sofort die Steigungen der Kurven bzw. die Versta¨rkungen der Stellglieder
berechnen. Aufgrund der sehr geringen Unterschiede bei den drei Slaves wird bei der Nor-
mierung und der Implementierung der Regler eine Versta¨rkung von VSlave = 2, 0 fu¨r die Slaves
zugrunde gelegt.
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Auﬀa¨llig ist der Verlauf des Master-Servoversta¨rkers (obere Kurve in Bild 5.6). Es ist deutlich
zu erkennen, dass das Stellglied des Masters eine ho¨here Versta¨rkung aufweist. Schon bei einer
Eingangsspannung von 4, 444V wird die maximale Ausgangsspannung von 20V erreicht. Die
Versta¨rkung des Masters berechnet sich damit zu
VMaster =
20V
4, 444V
= 4, 5 .
Fu¨r die folgenden Untersuchungen werden aufgrund der obigen Ergebnisse die Stellglieder
als reine Proportional-Glieder mit den Versta¨rkungen
VSlave = 2, 0 (5.27)
VMaster = 4, 5 (5.28)
und einer Begrenzung der Ausgangsgro¨ße auf 20V angenommen.
5.2 Regelung einer Gleichstrommaschine
Nachdem die Modelle der Komponenten und die erforderlichen Parameter bestimmt sind,
bescha¨ftigt sich dieser Abschnitt mit dem prinzipiellen Aufbau einer Regelung fu¨r Antriebe
gema¨ß Bild 5.5. Hierbei wird auf den Stromregelkreis eingegangen, der hauptsa¨chlich dem
Schutz der Maschine dient. Des Weiteren wird die Mo¨glichkeit einer Drehzahlregelung ero¨r-
tert. Dabei muss auch bedacht werden, dass die Messung der Drehzahl-Istwerte nicht beliebig
genau vorgenommen werden kann. Den Abschluss bilden zwei Lageregelungen, wobei die ers-
te eine Vorgabe der Rotorposition des Motors ermo¨glicht. Die zweite Variante sorgt fu¨r einen
Winkelgleichlauf zweier Antriebe.
In der Antriebstechnik sind Regelungen in Kaskadenstruktur u¨blich. Ein innerer Regelkreis
erha¨lt dabei seinen Sollwert von einem u¨berlagerten Regler, der wiederum erha¨lt seinerseits
die Sollwerte von einem anderen u¨berlagerten Regler. Es sei darauf aufmerksam gemacht,
dass die Zeitkonstanten der einzelnen Regelkreise von innen nach außen in der Regel anstei-
gen.
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5.2.1 Stromregelung
Bei praktischen Anwendungen in der Antriebstechnik existiert immer ein Stromregler, der
zur Begrenzung der Ankerstro¨me und somit zum Schutz der Maschine wichtig ist.
Die Eingangsgro¨ßen des Stromreglers sind der Ankerstrom und der Ankerstrom-Sollwert. Die
Ausgangsgro¨ße ist die Spannung fu¨r das Stellglied.
U¨blicherweise wird ein Stromregler vom Typ PI-Regler gema¨ß Glg. (5.29) eingesetzt.
Ki(s) = Vri
(
1 +
1
Tii s
)
(5.29)
Fu¨r die Auslegung des Stromreglers kann die maschineninterne Ru¨ckkopplung der Drehzahl
auf den Eingang des Ankertiefpasses vernachla¨ssigt werden, da die Stromregelung sehr viel
schneller als die A¨nderung der Drehzahl ist. Die Drehzahl kann daher, vom Regler aus ge-
sehen, als konstant angenommen werden und wirkt wie eine langsame Sto¨rgro¨ße. Die zu
regelnde Strecke besteht daher aus einer Reihenschaltung von zwei Tiefpassgliedern erster
Ordnung. Bild 5.7 zeigt die sich ergebende Struktur.
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Bild 5.7: Struktur des Stromregelkreises
Der Entwurf des Reglers kann durch Standardverfahren vorgenommen werden. Dabei wird
die gro¨ßere Streckenzeitkonstante kompensiert, um ein mo¨glichst schnelles System zu erhal-
ten. Damit ergibt sich die Integrierzeitkonstante des Reglers zu
Tii = Ta > Ts (5.30)
und die Versta¨rkung zu
Vri =
Ta
Ts
1
4D2g
, (5.31)
wobei Dg die Da¨mpfung des geschlossenen Stromregelkreises beschreibt.
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5.2.2 Drehzahlregelung
In einer der Stromregelung u¨berlagerten Schleife wird stets ein Drehzahlregler eingesetzt,
dessen Stellgro¨ße den Sollwert fu¨r den unterlagerten Stromregelkreis darstellt. Die Einga¨nge
des Drehzahlreglers sind die Solldrehzahl und die Istdrehzahl. Steht kein expliziter Messwert
fu¨r die Drehzahl zur Verfu¨gung, z. B. beim Einsatz von Inkrementalgebern, so muss die
Drehzahl aus der Lage durch Diﬀerenzbildung berechnet werden. Dabei ko¨nnen Probleme
auftreten, die spa¨ter noch genauer beschrieben werden.
Um die Auﬂo¨sung der Inkrementalgeber zu erho¨hen besteht die Mo¨glichkeit eine Flankenaus-
wertung der Inkrementalgebersignale anzuwenden. Die Auﬂo¨sung kann dadurch auf einfache
Weise vervierfacht werden.
Eine weitere Mo¨glichkeit besteht in der so genannten Hochauﬂo¨sung. Dabei werden nicht
nur die Impulse der Inkrementalgeber geza¨hlt, sondern der Verlauf der Signalspannungen
ausgewertet. U¨ber eine Arcustangens-Funktion la¨sst sich dann sehr genau die Lage bzw.
Drehzahl bestimmen.
Als Drehzahlregler wird u¨blicherweise ein PI-Regler nach Glg. (5.32) eingesetzt
Kω(s) = Vrω
(
1 +
1
Tiω s
)
. (5.32)
Fu¨r den Entwurf dieses PI-Reglers kann der innere Stromregelkreis, bestehend aus Strom-
regler, Stellglied und Ankertiefpass, durch ein Verzo¨gerungsglied erster Ordnung angena¨hert
werden, da der Stromregelkreis in der Regel wesentlich schneller ist, als die zu regelnden
mechanischen Streckenteile.
Bild 5.8 zeigt das fu¨r den Reglerentwurf verwendete vereinfachte Blockschaltbild, bei dem der
innere Stromregelkreis durch ein Ersatz-PT1 mit der Zeitkonstante Tei angena¨hert wurde.
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Bild 5.8: Fu¨r den Reglerentwurf verwendetes vereinfachtes Modell
Bild 5.9 stellt der Vollsta¨ndigkeit halber das gesamte Blockschaltbild der Kaskade bestehend
aus Drehzahl- und Stromregler dar.
72 5 Modellbildung und Reglerentwurf
T
s
T

T
n
T
ii
T
i
T
a

e
=
1
V
ri
V
r

s
o
ll
i a
s
o
ll
u
s
u
a
e
i a
m
a
m
L


-
-
-
-
-
D
re
h
z
a
h
lr
e
g
le
r
S
tr
o
m
re
g
le
r
S
te
llg
lie
d
A
n
k
e
r
D
re
h
z
a
h
l
L
a
g
e
G
le
ic
h
s
tr
o
m
m
a
s
c
h
in
e
Bild 5.9: Drehzahlregelkreis des vollsta¨ndigen Modells mit unterlagertem Stromregelkreis
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Der Entwurf des Drehzahlreglers kann nach dem Prinzip des symmetrischen Optimums er-
folgen [43]. Die Reglerparameter ergeben sich nach Vorgabe der Da¨mpfung Dg zu
Vrω =
1
a
Tn
Tei
und Tiω = a
2 Tei mit a = 2Dg + 1 . (5.33)
5.2.3 Lageregelung
Um eine bestimmte vorgebbare Position anfahren zu ko¨nnen, ist es erforderlich, dem Dreh-
zahlregler eine weitere Kaskade zu u¨berlagern. Diese entha¨lt einen Lageregler, der u¨blicher-
weise als P-Regler gema¨ß Glg. (5.34) realisiert wird.
Kε(s) = Vrε (5.34)
Im Gegensatz zum Drehzahlregler kann hier der innere Regelkreise, bestehend aus Drehzahl-
regler, angena¨hertem Verzo¨gerungsglied erster Ordnung fu¨r den innersten Stromregelkreis
und Integrator zur Drehzahl, nicht zusammengefasst und durch ein Verzo¨gerungsglied ers-
ter Ordnung angena¨hert werden. Dies liegt darin begru¨ndet, dass der Drehzahlregler durch
die Methode des symmetrischen Optimums entworfen wurde. Prinzipbedingt liefert ein sol-
cher Entwurf einen geschlossenen Kreis mit Regelﬂa¨che null. Damit verbunden kann kein
Ersatzglied erster Ordnung angegeben werden, da dessen Zeitkonstante null wa¨re.
Der Entwurf des Lagereglers muss daher am vollsta¨ndigen System, bestehend aus Drehzahl-
regelkreis, Lageregler und Integrator zur Lage, vorgenommen werden. Der Reglerparameter
Vrε kann in diesem Fall durch minimieren der Regelﬂa¨che des geschlossenen Kreises bestimmt
werden. Die dem Reglerentwurf zugrunde liegende Struktur ist in Bild 5.10 angegeben.
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Bild 5.10: Vereinfachtes Blockschaltbild zum Entwurf eines Lagereglers
In Bild 5.11 ist der Vollsta¨ndigkeit halber das komplette Modell einer Lageregelung fu¨r eine
permanenterregte Gleichstrommaschine zu sehen.
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Bild 5.11: Vollsta¨ndiges Modell einer Lageregelung fu¨r eine permanenterregte
Gleichstrommaschine
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5.2.4 Diﬀerenzlageregelung zweier Antriebe
Fu¨r den Fall, dass mehrere Antriebe auf Winkelgleichlauf geregelt werden sollen, ist es sinn-
voll nicht jeden Antrieb einzeln auf die geforderte Lage zu regeln, sondern statt dessen spe-
zielle Diﬀerenzlageregler einzufu¨hren. Bei dem untersuchten Pru¨fstand bestand die Aufgabe
drei Slave-Motoren auf Winkelgleichlauf zu einem Master-Motor zu regeln. Ein Strukturbild
der Anordnung der Antriebe wurde in Bild 4.1 vorgestellt.
Der Master-Motor in der Mitte erha¨lt dabei einen Drehzahl-Sollwert ωM
!
= ωsoll, der fu¨r
alle Motoren gelten soll und damit die Drehzahl fu¨r die ihn umgebenden drei Slave-Motoren
ωS1
!
= ωS2
!
= ωS3
!
= ωM vorgibt.
Es liegt daher der Gedanke nahe, fu¨r jeden Motor einen Drehzahlregler zu implementieren,
der sicherstellt, dass alle Motoren mit gleicher Winkelgeschwindigkeit laufen. Sind schon
Unterschiede in den Winkelgeschwindigkeiten der einzelnen Motoren vorhanden, so kann an
ein Winkelgleichlauf gar nicht erst gedacht werden.
Sollen die einzelnen Motoren nicht nur gleich schnell, sondern zusa¨tzlich noch synchron, also
mit gleicher Winkellage umlaufen, so sind weitere Regler notwendig. Die einfachste Mo¨glich-
keit besteht darin, den Versatz Δεi = εSi−εM der Lagen der drei Slave-Motoren zu der Lage
des Masters zu bestimmen und mit einem Diﬀerenzlageregler (Versatzregler) zu beeinﬂus-
sen. i steht darin fu¨r die Nummer des betrachteten Slave-Motors mit i = 1 . . . 3. Damit ist
es mo¨glich einen einstellbaren Winkelversatz Δεi der Antriebe untereinander einzupra¨gen.
Dazu muss jeder Slave-Motor eine u¨bergeordnete Kaskade erhalten, die je nach Versatz einen
zusa¨tzlichen Drehzahl-Sollwert ωzus auf ihren Drehzahlregler aufschaltet.
Wie schon bei der Lageregelung reicht auch fu¨r die Diﬀerenzlageregelung ein reiner Propor-
tionalregler gema¨ß Glg. (5.35) aus.
KΔ(s) = VrΔ (5.35)
Der Reglerparameter VrΔ kann durch Minimieren der Regelﬂa¨che des geschlossenen Kreises
bestimmt werden.
Fu¨r die weiteren Untersuchungen reicht die Struktur, bestehend aus einem Master-Motor und
einem Slave-Motor aus, da alle Slaves das gleiche Regelschema aufweisen und eine Erweite-
rung auf beliebig viele Slaves trivial ist. Bild 5.12 zeigt die sich ergebende Reglerstruktur,
76 5 Modellbildung und Reglerentwurf
welche einen vorgebbaren Winkelversatz zweier Antriebe bei gleicher Drehzahl einstellt. Die
inneren Stromregelkreise wurden der Einfachheit halber im Bild durch je eine Ersatzzeitkon-
stante TeiM bzw. TeiS dargestellt.
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Bild 5.12: Blockschaltbild einer Diﬀerenzlageregelung
5.2.5 Diﬀerenzlageregelung zweier Antriebe mit zusa¨tzlicher
Lageregelung fu¨r den Master
Falls die vier Motoren eine bestimmte vorgebbare Sollposition direkt anfahren sollen, muss
zusa¨tzlich der in Abschnitt 5.2.3 beschriebene Lageregler fu¨r den Master implementiert wer-
den.
Aufgrund der bereits implementierten Versatzregler fu¨r die Slaves reicht es aus, einen Lage-
regler fu¨r den Master zu realisieren, da die Slaves ohnehin der Lage des Masters folgen.
Die so entstehende Struktur ist in Bild 5.13 zu sehen und entha¨lt als einzigen Unterschied
einen zusa¨tzlichen Regler, der ausgehend von der Abweichung der Lage des Masters von der
Sollposition einen Drehzahl-Sollwert ωsoll ausgibt.
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Bild 5.13: Lageregelung fu¨r zwei Antriebe bei einstellbarem Winkelversatz
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5.3 Reglerparametrierung fu¨r den Versuchsstand
Nachdem die grundlegende Reglerstruktur in den vorhergehenden Abschnitten dargestellt
wurde, wird jetzt speziell auf den verwendeten Versuchsstand eingegangen. Dazu za¨hlt auch
explizit die Bestimmung der Reglerparameter, also der Reglerentwurf. Auf die Implementie-
rung der Algorithmen in der SPS wird ebenfalls na¨her eingegangen. Bild 5.14 zeigt die hier
zugrundegelegte Struktur des Versuchsstandes.
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Bild 5.14: Schema der Reglerstruktur
Die Inkrementalgeber der Motoren stellen einen Lage-Istwert mit 2000 Inkrementen pro
Umdrehung zur Verfu¨gung. Dieser wird u¨ber den Proﬁbus-DP an die CPU u¨bermittelt.
Die Stellgro¨ßen der Regler werden an die Busankopplungen IM178-4 ebenfalls u¨ber den
Proﬁbus-DP u¨bertragen. Dabei ist darauf zu achten, dass die Analogausga¨nge eine Spannung
von ±10 V zur Verfu¨gung stellen ko¨nnen. Dieser Wert ist damit ein Normierungswert fu¨r die
Stellgro¨ße.
Es ist weiterhin darauf zu achten, dass die Stellglieder eine Versta¨rkung ungleich eins auf-
weisen. Die Slave-Stellglieder besitzen einen Versta¨rkungsfaktor von VSlave = 2, 0, wogegen
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der Servoversta¨rker des Masters einen Faktor von VMaster = 4, 5 besitzt. Da die Stellglieder
einen integrierten Stromregler besitzen, ist dieser nicht softwaretechnisch zu realisieren.
Da durch die Verluste an den Stellgliedern maximal 20V als Ankerspannung zur Verfu¨gung
stehen, muss die Stellgro¨ße auf 20V begrenzt werden.
Die berechneten Drehzahl-Istwerte werden, wie auch die Drehzahl-Sollwerte, auf die Leer-
laufdrehzahl n0 normiert.
Ein normierter Reglereingang (Regelfehler) von eins entspricht damit einer Drehzahldiﬀe-
renz von 5750 min−1, ein normierter Reglerausgang (Stellgro¨ße) von eins entspricht dagegen
einer Ankerspannung von 24V. Dies wird durch die oben angegebenen Normierungsgro¨ßen
beru¨cksichtigt.
5.3.1 Entwurf der Drehzahlregler
Fu¨r den Entwurf der Drehzahlregler wurde das in Bild 5.9 eingefu¨hrte Blockschaltbild zu-
grunde gelegt. Die Reglerparameter des PI-Reglers fu¨r den Versuchsstand wurden durch
quasi kontinuierlichen Entwurf zu
Vrω = 4, 718 (5.36)
Tiω = 82, 51ms (5.37)
bestimmt. Die kontinuierliche U¨bertragungsfunktion des Reglers im s-Bereich ist durch
Kω(s) = Vrω
Tiω s+ 1
Tiω s
= Vrω
(
1 +
1
Tiω s
)
(5.38)
gegeben. Die rechte Seite von Glg. (5.38) stellt den Regler in Parallelstruktur bestehend
aus Proportional- und Integral-Term dar und ist als solche, z-transformiert, in der SPS
implementiert.
Die Einga¨nge des Reglers – Sollwert und Istwert – sind dabei auf die Leerlaufwinkelgeschwin-
digkeit bzw. die Leerlaufdrehzahl n0 = 5750min
−1 zu normieren.
Der Drehzahl-Istwert wird aus den letzten beiden Lage-Istwerten des Inkrementalgebers
durch Diﬀerenzbildung berechnet, da keine Drehzahlinformation auf dem Proﬁbus zur Ver-
fu¨gung steht. Bei der Diﬀerenzbildung kann es zu unerwu¨nschten Eﬀekten kommen, auf die
in Abschnitt 6.1.2 na¨her eingegangen wird. Abhilfen werden dort ebenfalls vorgeschlagen.
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Die Normierung der Ausgangsgro¨ße des Reglers – Stellgro¨ße – ist so vorzunehmen, dass ein
normierter Reglerausgang von 1 eine Ankerspannung von 24V hervorruft, da die Spannungen
fu¨r den Reglerentwurf auf 24V normiert wurden.
Bei den verwendeten Komponenten ist eine maximale Spannung von 20V realisierbar, sodass
eine reglerinterne Begrenzung der normierten Stellgro¨ße auf 20/24 = 0, 8333 sichergestellt
werden muss.
Bild 5.15 zeigt das Blockschaltbild des im Versuchsstand implementierten zeitdiskreten PI-
Reglers mit dynamischer Begrenzungsanpassung. Die U¨berfu¨hrung der kontinuierlichen Reg-
leru¨bertragungsfunktion aus Glg. (5.38) in den zeitdiskreten Bereich erfolgte dabei mittels
der z-Transformation.
I
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e u
MAX
MIN
ULIM
LLIM
z-1
- -
Bild 5.15: Implementierter diskreter Drehzahlregler mit Begrenzungen
Der Ausgang u stellt die normierte Stellgro¨ße dar. Die Gro¨ße e entspricht dem normierten
Regelfehler, also der durch n0 geteilten Diﬀerenz aus Sollwert und Istwert der Drehzahlen.
MIN und MAX ist die untere bzw. obere absolute Begrenzung fu¨r die Stellgro¨ße. LLIM bzw.
ULIM sind die dynamisch angepassten Begrenzungen des Integralzweigs. Die Faktoren VP
und VI beinhalten die Reglerparameter sowie die Abtastzeit T0.
VP = Vrω (5.39)
VI = Vrω
T0
Tiω
(5.40)
Die U¨bertragungsfunktion im zeitdiskreten z-Bereich ergibt sich damit zu
K(z) = VP + VI
z
z − 1 = Vrω
(
1 + T0
Tiω
)
z − 1
z − 1 . (5.41)
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Die implementierten Regler laufen mit einer Abtastzeit von T0 = 4ms.
5.3.2 Entwurf der Diﬀerenzlageregler
Beim Einsatz der im vorherigen Abschnitt beschriebenen Drehzahlregler wird zwar sicherge-
stellt, dass die vier Motoren mit gleicher Winkelgeschwindigkeit laufen, durch kleine Unter-
schiede im Anlauf oder durch Sto¨rungen kann es aber dazu kommen, dass sich ein Winkel-
versatz einstellt.
Um einen Winkelgleichlauf auch im Falle von sowohl Modellunterschieden als auch Sto¨rungen
sicherstellen zu ko¨nnen, ist es notwendig einen zusa¨tzlichen Regler zu implementieren, der
den Winkelversatz im Bezug auf die Lage des Master-Motors zu null regelt.
Fu¨r den Entwurf der Diﬀerenzlageregelung wird das in Bild 5.12 eingefu¨hrte Blockschaltbild
zugrunde gelegte.
Da die Strecke integrierendes Verhalten aufweist, ist ein Proportional-Regler fu¨r stationa¨re
Fu¨hrungsgenauigkeit ausreichend. Der notwendige P-Regler wurde in der SPS implementiert
und regelt den Winkelversatz Δε = εS − εM zwischen Slave und Master zu null.
Der Reglerausgang des Versatzreglers ωzus wird dem unterlagerten Drehzahlregelkreis der
Slaves als zusa¨tzlicher Sollwert aufgeschaltet und ergibt sich zu
ωzus = VrΔ (Δε soll −Δε) , (5.42)
wobei Δε die Lagediﬀerenz von Slave- und Master-Motor darstellt. Δεsoll ist der gewu¨nschte
Winkelversatz, der im Falle des Pru¨fstandes verschwinden soll (Δεsoll = 0).
Die Reglerversta¨rkung VrΔ des implementierten Reglers ergibt sich zu
VrΔ = 0, 1 . (5.43)
5.3.3 Entwurf des Lagereglers
Fu¨r die Positionsvorgabe wird zusa¨tzlich zu den Drehzahlreglern fu¨r den Master und die
Slaves und den Versatzreglern der Slaves ein Lageregler fu¨r den Master eingefu¨hrt. Die dem
Entwurf zugrunde gelegte Reglerstruktur ist im Blockschaltbild 5.13 dargestellt. Der beno¨-
tigte Lageregler wurde in der SPS ebenfalls als Proportional-Regler implementiert.
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Der Reglereingang fu¨r den Lageregler ist die Diﬀerenz aus Sollwinkel εsoll und Istwinkel des
Masters εM . Die Stellgro¨ße ωMsoll berechnet sich gema¨ß
ωMsoll = Vrε(εsoll − εM) , (5.44)
wobei Vrε die Reglerversta¨rkung bezeichnet und sich beim implementierten Regler zu
Vrε = 0, 1 (5.45)
ergibt.
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Nachdem der Versuchsaufbau bekannt ist, das Regelkonzept vorgestellt und die Regler para-
metriert sind, stellt dieses Kapitel die erhaltenen Ergebnisse in Form von Simulationen und
Messungen am Versuchsstand vor. Dazu werden zu jedem Regler der Kaskade Simulationen
gefolgt von realen Messungen vorgestellt, um die korrekte Funktion des Systems zu zeigen.
Anschließend werden die Ergebnisse des entwickelten Verfahrens zur Stabilita¨tsuntersuchung
bei vera¨nderlicher Abtastzeit anhand dieses Versuchsstandes vorgestellt und erla¨utert.
6.1 Drehzahlregelkreis
Vor einem Einsatz der berechneten Regler in der Praxis ist es ratsam, ihre Funktion anhand
von Simulationen zu u¨berpru¨fen. Dazu wird der Drehzahlregelkreis und der unterlagerte
Stromregelkreis zusammen mit dem in Abschnitt 5.1.2 entwickelten Modell einer perma-
nenterregten Gleichstrommaschine simuliert. Als Parameter fu¨r den Motor werden die in
Abschnitt 5.1.3 berechneten Werte verwendet. Die Regelparameter ergeben sich gema¨ß Ab-
schnitt 5.3.
Die Simulationsergebnisse werden anschließend mit den in der Praxis aufgenommenen Mess-
werten verglichen. Dies wird jeweils fu¨r den synchronen Betrieb und den asynchronen Betrieb
durchgefu¨hrt.
Als Simulationstool wird hier Advanced Continuous Simulation Language (ACSL) verwen-
det [2]. ACSL ermo¨glicht es in einfacher Art und Weise zeitdiskrete und kontinuierliche
Systeme zu kombinieren und dabei auch zur Laufzeit der Simulation die Abtastraten und
Buslaufzeiten zu vera¨ndern. Das Tool ist geeignet, sowohl den synchronen als auch den asyn-
chronen Betrieb zu realisieren und auch die Eﬀekte des Jitterns komfortabel abzubilden. Die
Quantisierungseﬀekte der A/D- und D/A-Umsetzer wurden bei den Simulationen ebenfalls
beru¨cksichtigt.
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6.1.1 Simulationsergebnisse – synchroner Betrieb
Die folgenden Simulationen wurden fu¨r den synchronen Betrieb ausgefu¨hrt, es existiert daher
kein Jittern. Bei der Simulation wurde sichergestellt, dass zu den Regleraufrufzeiten die
zeitlich richtigen Messwerte zur Verfu¨gung stehen. Die Abtastzeit T0 betra¨gt konstant 4, 0ms.
Die Istdrehzahl wird durch Diﬀerenzbildung des aktuellen und des vorherigen Lage-Istwertes
gebildet. Auf jegliche Art von Filterung wurde verzichtet. Die auf 24V normierte Stellgro¨ße
des Drehzahlreglers ist auf 0, 8333 beschra¨nkt, was einer physikalischen Ankerspannung von
20V entspricht. Dies ist auch die maximale Spannung, welche die Servoversta¨rker bei einer
Betriebsspannung von 24V sicher erreichen.
Bild 6.1 zeigt die simulierte Istdrehzahl des Masters in min−1. Auf eine Darstellung der
Slave-Drehzahl wurde hier verzichtet, da diese bei den idealen Simulationsvoraussetzungen
mit der Drehzahl des Masters identisch ist. Als Sollwerte wurden Spru¨nge auf 4096, 2048
und 512 min−1 gewa¨hlt, welche als gestrichelte Linien dargestellt sind.
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Bild 6.1: Drehzahl des Master-Motors in min−1 bei synchronem Betrieb
Bild 6.2 stellt als zugeho¨rige Stellgro¨ße die Ankerspannung Ua in Volt dar. Auch hier wird
nur der Verlauf des Masters dargestellt.
In allen folgenden Diagrammen ist die Drehzahl in min−1 dargestellt. Die Ankerspannung
wird stets in Volt aufgetragen.
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Bild 6.2: Stellgro¨ße des Drehzahlreglers fu¨r den Master-Motor in Volt
Es ist zu erkennen, dass die Stellgro¨ße bei den ersten beiden Spru¨ngen auf 4096 min−1
bzw. 2048 min−1 in die Begrenzung geht. Diese liegt bei 20 V . Aufgrund dieser einsetzenden
Begrenzung ist der Regelkreis fu¨r die Dauer der aktivierten Begrenzung oﬀen. Es kann daher
zu unerwu¨nschtem Einschwingverhalten kommen, da die Regelung in dieser Zeit inaktiv ist
und konstant den maximalen Stellwert ausgibt. Erst wenn die Begrenzung nicht mehr aktiv
ist, geht das System wieder in einen geregelten Zustand u¨ber.
Da die Stellgro¨ße nur sehr kurz in die Begrenzung geht, stellt dies kein Problem dar. Bei
Anwesenheit von Sto¨rungen oder Modellfehlern kann es aber vorkommen, dass den Reglern
bei großen Sollwertvorgaben nicht genug Stellgro¨ßenreserve zur Verfu¨gung steht und sie somit
nicht in der Lage sind, den Endwert zu erreichen. Darauf wird im weiteren Verlauf dieses
Kapitels noch na¨her eingegangen.
Im Vergleich zu den eben angenommenen idealen Simulationsbedingungen, soll nun das Ver-
halten am realen System untersucht werden.
6.1.2 Messwerte – synchroner Betrieb
Fu¨r die Untersuchung des realen Systems bei synchronem Betrieb werden die gleichen Regler
eingesetzt, wie sie in der Simulation verwendet wurden. Das folgende Bild 6.3 zeigt die aus
den Lage-Istwerten durch Diﬀerenzbildung zweier aufeinander folgender Werte ermittelten
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Drehzahlen. Es sei ausdru¨cklich darauf hingewiesen, dass es sich hierbei nicht um die Istdreh-
zahlen des physikalischen Systems handelt, sondern um gemessene Werte. Nebeneﬀekte wie
Jittern oder verlorene Messwerte ko¨nnen starke Verfa¨lschungen in den Werten verursachen,
welche das physikalische System nicht aufweist.
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Bild 6.3: Berechnete Drehzahlen der Motoren in min−1 bei synchronem Betrieb
Es ist zu erkennen, dass die Verla¨ufe mit denen der Simulation, bis auf die Peaks und einer
stationa¨ren Abweichung fu¨r große Drehzahlen, gut u¨bereinstimmen.
Das Auftreten der Peaks kann durch leichtes Jittern in der Messwerterfassung erkla¨rt werden.
Die Inkrementalgeber liefern 2000 Impulse pro Umdrehung. Damit ergibt sich die Drehzahl
aus der Diﬀerenz zweier aufeinander folgender Lage-Istwerte zu
n = (εneu − εalt) · 250 · 60 / 2000 , (6.1)
wobei ε die Lageinformation in Inkrementen ist. Die Zahl 250 entspricht der Anzahl der
Abtastungen pro Sekunde, also 1/T0. Die 60 steht fu¨r die Umrechnung von Umdrehungen
pro Minute in Umdrehungen pro Sekunde und die 2000 ist die Anzahl der Inkremente pro
Umlauf.
Die theoretische Auﬂo¨sung der Drehzahl ergibt sich so zu
Drehzahlauﬂo¨sung =
1 · 250 · 60
2000
= 7, 5min−1 . (6.2)
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Bei idealer synchroner Messwerterfassung erha¨lt man dadurch eine Drehzahlschwankung von
7, 5min−1. Ist die Messwerterfassung nicht ganz ideal – Messung der Lage-Istwerte bei An-
wesenheit eines kleinen Jitterns TJitter – so ergeben sich fu¨r die gemessene Drehzahl Schwan-
kungen in Abha¨ngigkeit von der aktuellen Drehzahl n. Der
”
Worst Case“-Fall einer Zeitverzo¨-
gerung bei einem Jittern um TJitter liegt bei 2TJitter. Es kann vorkommen, dass ein Messwert
sehr fru¨h erfasst wurde (−TJitter) und ein nachfolgender Wert sehr spa¨t (+TJitter). Damit
ergibt sich eine Diﬀerenz von 2 TJitter. Rechnet man dies in Inkremente pro 2 TJitter um, so
ergibt sich die Abweichung IAbw in Inkrementen, in Abha¨ngigkeit von der Drehzahl und der
Gro¨ße des Jitterns zu
IAbw =
n · 2000
60︸ ︷︷ ︸
Inkr. pro Sek
2 TJitter . (6.3)
Um das Jittern in unserem Fall u¨berschlagsma¨ßig zu bestimmen, sind in dem folgenden
Bild 6.4 Messwerte fu¨r die Drehzahl bei verschiedenen konstanten Anregungen aufgezeichnet.
Dabei ﬁndet keine Regelung statt.
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Bild 6.4: Messwerte der Drehzahl bei konstanten Anregungen
Die Mittelwerte der vier Kurven stellen den tatsa¨chlichen Istwert dar. Aufgrund der maxi-
malen Abweichung von diesem Wert la¨sst sich eine theoretische Jitterbreite ermitteln. Die
folgende Tabelle gibt die Mittelwerte, maximale obere bzw. untere Abweichung, sowie die
Standardabweichung der Messwerte an.
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Tabelle 6.1: Charakteristische Merkmale der Messwerte bei konstanter Anregung
Nr. Mittelwert max. pos. Abw. max. neg. Abw. Standardabweichung
1 3899,9 240,1 224,9 71,8
2 1946,2 115,8 116,2 34,7
3 962,6 57,4 55,6 17,9
4 472,2 29,8 30,2 9,2
Mittelt man die maximalen positiven und negativen Abweichungen fu¨r jeden Messwertsatz,
so la¨sst sich eine theoretische Jitterbreite fu¨r die vier Fa¨lle bestimmen:
TJitter1 = 127, 1μs
TJitter2 = 117, 4μs
TJitter3 = 119, 2μs
TJitter4 = 119, 2μs
ΔI = Δn7, 5
n · 2000
60 · 2 TJitter = ΔI
⇒ TJitter = 602000 · 2 Δnn 17, 5
Eine mittlere Jitterzeit la¨sst sich damit zu
TJitter = TJitter i = 120, 7μs ≈ 120μs (6.4)
angeben.
Die Peaks in den Messwerten der Drehzahl aus Bild 6.3 sind daher nicht durch die Regler
verursacht, sondern durch leichtes Jittern in der Messwerterfassung. Diese Peaks verursa-
chen allerdings heftige Reglerreaktionen, da dieser von einer Abweichung des Istwertes vom
Sollwert ausgeht.
Dies ist in Bild 6.5 verdeutlicht, indem es die zu Bild 6.3 zugeho¨rigen Stellgro¨ßen darge-
stellt.
Es ist gut das Einsetzen der Begrenzung bei den ersten beiden Spru¨ngen erkennbar. Bei einem
Sollwertsprung auf 4096 min−1 sto¨ßt die Stellgro¨ße wiederholt an die obere Begrenzung.
Der Regler hat in diesem Arbeitspunkt nicht genug Stellwertreserve, um die vermeintlichen
Regelabweichungen zu beseitigen. Dies ist auch der Grund fu¨r den stationa¨ren Fehler der
Drehzahl in Bild 6.3 beim Sollwertsprung auf 4096 min−1.
Als Abhilfe ko¨nnten Stellglieder eingesetzt werden, die gro¨ßere Ausgangsspannungen liefern
ko¨nnen. Der Weg u¨ber die Vera¨nderung der Stellglieder ist natu¨rlich mit Hardwareaufwand
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Bild 6.5: Stellgro¨ßen der Drehzahlregler in Volt bei synchronem Betrieb
verbunden. Will man den nicht betreiben, so kann auch versucht werden, den berechneten
Drehzahl-Istwert zu ﬁltern, was im Folgenden beschrieben ist.
6.1.3 Filterung
Um den Regler ruhiger werden zu lassen, kann als einfachste Lo¨sung eine einfache Tiefpass-
ﬁlterung der Messwerte vorgenommen werden. Diese hat allerdings eine Verlangsamung des
Gesamtsystems zur Folge und scheidet daher im Rahmen dieser Arbeit aus. Hier wird statt
dessen ein nichtlineares Filter eingesetzt, das genau auf das vorliegende Problem zugeschnit-
ten ist.
Da die Eﬀekte des Jitterns nicht sta¨ndig auftreten und im Mittel die richtige Istdrehzahl be-
rechnet wird, abgesehen von Ausreißern nach oben und nach unten, wird ein Filter eingesetzt,
das lediglich den aktuellen und die letzten vier Messwerte verwendet. Die zwei gro¨ßten und
die zwei kleinsten Werte werden vernachla¨ssigt und der mittlere Wert als gu¨ltiger Messwert
herangezogen. Damit kann erreicht werden, dass sowohl die Ausreißer nach oben als auch
nach unten eliminiert werden. Im Gegensatz zu einem Tiefpassﬁlter hat das nichtlineare Fil-
ter kein Geda¨chtnis, und Ausreißer haben spa¨testens nach fu¨nf Takten gar keinen Einﬂuss
mehr auf das Ergebnis. Bei Tiefpassﬁltern ko¨nnen große Sto¨rimpulse fu¨r eine sehr lange Zeit
Einﬂuss auf den Ausgang nehmen.
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Das nichtlineare Filter wurde in der SPS realisiert und sortiert in einem ersten Durchlauf die
fu¨nf u¨bergebenen Werte der Gro¨ße nach. Anschließend wird das mittlere Element der Liste
als geﬁlterter Messwert zuru¨ckgegeben.
In den folgenden beiden Bildern werden die Auswirkungen der nichtlinearen Filterung ver-
deutlicht. Der einzige Unterschied in der Software gegenu¨ber der Messung aus Abschnitt 6.1.2
liegt in der zusa¨tzlichen Implementierung des nichtlinearen Filters in der Messwerterfas-
sung.
Bild 6.6 zeigt die geﬁlterten Werte der Drehzahl. In Bild 6.7 sind die zugeho¨rigen Stellgro¨ßen
zu sehen.
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Bild 6.6: U¨ber fu¨nf Werte nichtlinear geﬁlterte Drehzahlen bei synchronem Betrieb
Der Einﬂuss der nichtlinearen Filterung ist beim Vergleich der Bilder 6.3 und 6.6 sehr deutlich
zu erkennen. Die Drehzahl verla¨uft wesentlich ruhiger. Auch die Stellgro¨ße in Bild 6.7 weist
weniger Peaks als im ungeﬁlterten Fall gema¨ß Bild 6.5 auf.
Vergleicht man diese Ergebnisse mit den Simulationen aus dem vorherigen Abschnitt, so ist
die U¨bereinstimmung deutlich erkennbar.
Es sei hier noch angemerkt, dass die Sollwertspru¨nge fu¨r die Messungen von Hand ausgelo¨st
wurden und daher die Zeiten der Spru¨nge von Messwertsatz zu Messwertsatz variieren.
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Bild 6.7: Stellgro¨ßen der Drehzahlregler in Volt bei synchronem Betrieb und aktivierter nicht-
linearer Filterung
6.1.4 Simulationsergebnisse – asynchroner Betrieb
Dieser Abschnitt behandelt den asynchronen Betrieb. Die Zyklen von Regler und Messwert-
erfassung betragen dabei jeweils 4ms, sind aber nicht synchronisiert.
Konstanter Versatz
Die Simulationen zeigen eine ideale asynchrone Regelung mit Zykluszeiten von konstant
T0 = 4ms. Es wird dabei fu¨r die Simulation keinerlei Jittern in den Regleraufrufzeitpunkten
bzw. der Messwerterfassung angenommen. Die Zyklen weisen jedoch einen Versatz von T0
2
,
also 2ms gegeneinander auf. Damit wird sichergestellt, dass zu jedem Regleraufruf ein neuer
Lage-Istwert zur Verfu¨gung steht. Bild 6.8 verdeutlicht diesen Sachverhalt.
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Bild 6.8: A¨quidistanter asynchroner Aufruf von Regler und Messwerterfassung
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Die folgenden beiden Simulationen zeigen in Bild 6.9 die Drehzahl des Master-Motors und
in Bild 6.10 die zugeho¨rige Stellgro¨ße des Drehzahlreglers.
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Bild 6.9: Drehzahl des Master-Motors in min−1 bei asynchronem Betrieb
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Bild 6.10: Stellgro¨ße des Drehzahlreglers fu¨r den Master-Motor in Volt bei asynchronem
Betrieb
Es ist, wie auch im synchronen Fall erkennbar, dass die Stellgro¨ße fu¨r große Anregungen in die
Begrenzung geht. Vergleicht man die simulierten Verla¨ufe von synchroner und asynchroner
Regelung, so sind augenscheinlich keine Unterschiede festzustellen.
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Gaußverteiltes Jittern der Messwerterfassung
Als na¨chsten Schritt soll ein Jittern der Messwerterfassung in die Simulation eingebaut wer-
den. Die Regleraufrufzeiten seien weiterhin als konstant angenommen. Die Messwerterfas-
sung liefere im Mittel alle 4ms aktuelle Werte, sei aber einem gaußverteilten Jittern mit
einer Standardabweichung von 40% der Abtastzeit T0 unterlegen.
Bild 6.11 ist links ein Histogramm der Verteilung der Jitterzeiten und rechts der zeitliche
Verlauf der Messwerterfassungszyklen dargestellt.
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Bild 6.11: links: Histogramm, rechts: zeitlicher Verlauf der Messwertzykluszeiten bei asyn-
chronem Betrieb
Ein Ausschnitt der Aufrufzeitpunkte ist in Bild 6.12 zu sehen. Der Ausschnitt stellt den
zeitlichen Bereich von 1,0 s bis 1,1 s dar.
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Bild 6.12: Ausschnitt der Aufrufzeitpunkte bei Anwesenheit von Jittern
In den Simulationsergebnissen wurden die Gleichstrommaschinen im Kontinuierlichen, also
anhand der Diﬀerentialgleichungen berechnet. Die Regler wurden dagegen zeitdiskret mit
konstanter Abtastzeit von T0 = 4ms simuliert. Die Messwerterfassung, die hier den Proﬁbus
repra¨sentiert, unterliegt einem gaußverteilten Jittern mit Mittelwert 4ms. Sie ist auch fu¨r
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die Quantisierung der Werte zusta¨ndig. Bild 6.13 zeigt die aus den Lage-Istwerten ermittelte
Drehzahl. Die dazugeho¨rige Stellgro¨ße ist in Bild 6.14 zu sehen.
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Bild 6.13: Drehzahl des Master-Motors in min−1 bei asynchronem Betrieb
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Bild 6.14: Stellgro¨ße des Drehzahlreglers fu¨r den Master-Motor in Volt bei asynchronem
Betrieb
Auﬀa¨llig ist hier das stark verrauschte Messsignal der Drehzahl. Diese ist direkt auf das
Jittern in der Messwerterfassung zuru¨ckzufu¨hren. Fu¨r die Fa¨lle, in denen die Zykluszeit der
Messwerterfassung gro¨ßer als die des Reglers ist – der Regler wird zweimal innerhalb eines
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Messwertzykluses aufgerufen – erha¨lt der Regler zweimal aufeinander folgend den selben
Lage-Istwert. Daraus wird durch Diﬀerenzbildung fa¨lschlicherweise die Istdrehzahl null er-
mittelt. Der Regler reagiert sehr stark auf diese vermeintliche Regelabweichung. Im darauf
folgenden Zyklus kann es dann dazu kommen, dass die verlorenen Inkremente der vorheri-
gen Lagemessung auf den aktuellen Lage-Istwert aufsummiert werden, sodass in etwa die
doppelte Drehzahl in der Messwertaufbereitung berechnet wird. Darauf reagiert der Regler
ebenfalls sehr stark, allerdings mit entgegengesetztem Vorzeichen. Die Simulationsverla¨ufe
in Bild 6.13 geben daher nicht den wirklichen Verlauf der Istdrehzahl wieder, sondern einen
aufgrund von systematischen Messfehlern hervorgerufenen gesto¨rten Verlauf. Auch in der
Simulation wurden die Messwerte der Drehzahl durch Diﬀerenzbildung der letzten beiden
Lage-Istwerte bestimmt.
Bild 6.15 zeigt den simulierten wahren Drehzahlverlauf des Master-Motors aus dem ver-
wendeten kontinuierlichen Modell der Gleichstrommaschine, der in Bild 6.14 dargestellten
Ankerspannung.
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Bild 6.15: Wirkliche Istdrehzahl des Master-Motors in min−1 aus der Simulation des konti-
nuierlichen Modells
Deutlich erkennbar ist die stationa¨re Abweichung der Drehzahl fu¨r hohe Sollwerte. Dies ist
auf das Einsetzen der Begrenzung zuru¨ckzufu¨hren. Der Regler verfu¨gt fu¨r hohe Drehzahl-
Sollwerte nicht u¨ber eine ausreichende Stellgro¨ßenreserve, um die vermeintlichen Sto¨rungen
ausregeln zu ko¨nnen. Der Verlauf der wirklichen Drehzahl ist nicht zufriedenstellend. Als
Abhilfe kann das in Abschnitt 6.1.3 eingefu¨hrte nichtlineare Filter eingesetzt werden.
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6.1.5 Messwerte – asynchroner Betrieb
Um die Eﬀekte des Jitterns hervorzuheben, wurde in der SPS eine ku¨nstliche Last mit hoher
Priorita¨t implementiert. Dazu wurden in der SPS drei zusa¨tzliche Organisationsbausteine mit
unterschiedlichen Zykluszeiten deﬁniert, die die Regler zu verschiedenen Zeiten unterbrechen,
um so ein ku¨nstliches Jittern zu erzeugen. In jedem der drei Bausteine wurden willku¨hrlich
40 Fließkomma-Divisionen durchgefu¨hrt, die einen erheblichen Anteil an der zur Verfu¨gung
stehenden Rechenleistung beno¨tigten.
Zu bemerken ist, dass bei dem realen System der Regler und die Messwerterfassung eine
leicht verschiedene Zykluszeit aufweisen. Nach ca. 122 s, was etwa 30500 Abtastschritten
entspricht, wird bei einem der beiden Zyklen eine Abtastzeit (4ms)
”
eingeholt“. D. h., in
der Zeit, in der der eine Zyklus 30500 mal aufgerufen wurde, wurde der andere einmal mehr
ausgefu¨hrt. Durch diesen kontinuierlich stattﬁndenden Versatz der Zyklen kann es auch schon
durch ein sehr geringes Jittern eines der beiden Zyklen zu unerwu¨nschten Eﬀekten kommen.
Diese werden im Folgenden na¨her beschrieben.
Liegt beispielsweise der Zyklus der Messwerterfassung zwischen den Aufrufzeitpunkten des
Reglers, siehe Bild 6.16, so ist sichergestellt, dass zu jedem Regleraufruf ein neuer Lage-
Istwert zur Verfu¨gung steht. Aus der Diﬀerenz des aktuellen und des vorherigen Wertes la¨sst
sich ein berechneter Drehzahl-Istwert angeben, der dann dem Regelalgorithmus als Istwert
u¨bergeben werden kann. Existiert allerdings zusa¨tzlich ein Jittern in der Messwerterfassung,
so werden pro Zyklus manchmal einige Inkremente mehr und manchmal weniger geza¨hlt. Dies
ist auf die dadurch entstehenden unterschiedlichen Zeitra¨ume zuru¨ckzufu¨hren, in denen die
Inkremente geza¨hlt werden. Ist der Zyklus der Messwerterfassung ku¨rzer als die nominellen
4ms, so werden weniger Inkremente geza¨hlt, als in einem Zyklus der la¨nger dauert.
t
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Bild 6.16: Messwerterfassung unterliegt leichtem Jittern, liefert aber immer neue Werte zwi-
schen zwei Regleraufrufen
Es ergibt sich damit ein gemessener Drehzahl-Istwert, etwa so wie im synchronen Fall. Kleine
Verzo¨gerungen in der Messwerterfassung oder geringe Laufzeiten beeintra¨chtigen die Regel-
qualita¨t nur geringfu¨gig.
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Im Gegensatz dazu hat ein Jittern fatale Auswirkungen, wenn der Versatz der Aufrufzeit-
punkte von Regler und Messwerterfassung einen Bereich erreicht hat, in dem beide Zyklen
zum gleichen Zeitpunkt starten (siehe Bild 6.17). Es kann dann vorkommen, dass die Mess-
werterfassung im vorherigen Zyklus einen Lage-Istwert kurz von dem Regleraufruf geliefert
hat. Im aktuellen Zyklus wird aber erst kurz nach dem Regleraufruf ein neuer Messwert ge-
liefert. Dies hat zur Folge, dass die Diﬀerenz des aktuellen und des vorherigen Lage-Istwertes
null ist und daraus fa¨lschlich eine Istdrehzahl von null berechnet wird. Im folgenden Zyklus
kann der Messwert dann wieder kurz vor dem Regleraufruf zur Verfu¨gung stehen, was bei
Berechnung der Drehzahl einen doppelt so hohen Wert zur Folge ha¨tte. Auf beide Eﬀekte
– Drehzahl null und doppelte Drehzahl – reagiert der Regler sehr stark, da er von einer
großen Regelabweichung ausgeht.
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Bild 6.17: Regleraufruf und Messwerterfassung starten zum gleichen Zeitpunkt, unterliegen
jedoch einem Jittern
Die Regleraufrufe in Bild 6.17, die mit einem kleinen Kreis markiert wurden, erhalten als
Drehzahl-Istwert die Diﬀerenz aus zwei identischen Werten, also null. Die mit einem kleinen
Quadrat markierten Regleraufrufe erhalten dagegen die doppelte Drehzahl als Istwert. Alle
anderen Aufrufe weisen nur geringe Abweichungen vom wirklichen Istwert auf, da bei der
Berechnung der Drehzahl auf das Jittern zuru¨ckzufu¨hrende falsche Za¨hlzeiten angenommen
wurden.
Das eben beschriebene Szenario stellt einen systematischen Fehler in der Messwerterfassung
bzw. der Berechnung des Drehzahl-Istwertes dar und kann nicht als Auswirkung von vera¨n-
derlichen Regleraufrufzeitpunkten oder Jittern des Messwertzykluses verstanden werden. Es
ha¨ngt zwar direkt damit zusammen, Ursache ist aber die unzureichende Messwertaufberei-
tung. Abhilfen sind am Ende dieses Abschnittes angegeben.
Die folgenden Diagramme zeigen in Bild 6.18 und Bild 6.19 den Fall des asynchronen Betriebs,
bei denen die Zyklen von Regler und Messwerterfassung um ca. 2ms gegeneinander versetzt
sind und Jittern (erster oben beschriebener Fall).
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Bild 6.18: Berechnete Drehzahlen der Motoren in min−1 bei asynchronem Betrieb mit Mess-
wertlieferung zwischen den Regleraufrufen
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Bild 6.19: Stellgro¨ßen der Drehzahlregler in Volt bei asynchronem Betrieb mit Messwertlie-
ferung zwischen den Regleraufrufen
Darauf folgend ist in den Bildern 6.20 und 6.21 der zweite Fall dargestellt, bei dem die
Aufrufzeitpunkte bis auf das Jittern gleichzeitig stattﬁnden.
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Bild 6.20: Berechnete Drehzahlen der Motoren in min−1 bei asynchronem Betrieb mit etwa
gleichen Aufrufzeitpunkten fu¨r Regelung und Messwerterfassung
0 2 4 6 8
-20
-10
0
10
20
0 2 4 6 8
-20
-10
0
10
20
0 2 4 6 8
-20
-10
0
10
20
Zeit in Sek.
0 2 4 6 8
-20
-10
0
10
20
Zeit in Sek.
Master Slave 1
Slave 2 Slave 3
S
te
llg
rö
ß
e
in
V
S
te
llg
rö
ß
e
in
V
Bild 6.21: Stellgro¨ßen der Drehzahlregler in Volt bei asynchronem Betrieb mit etwa gleichen
Aufrufzeitpunkten fu¨r Regelung und Messwerterfassung
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Fu¨r den ersten Fall (Bild 6.18 und Bild 6.19) ist, wie angenommen, ein a¨hnlicher Verlauf wie
im Falle des synchronen Betriebs zu erkennen. Die stationa¨re Abweichung fu¨r den Sprung
auf die Solldrehzahl 4096min−1 ist der aktiven Begrenzung zuzuschreiben. Der Unterschied
zwischen synchronem und asynchronem Betrieb weist damit nur geringe Abweichungen auf.
Anders sieht dies aus, wenn die oben beschriebenen Eﬀekte des Jitterns um gleichzeitige Auf-
rufzeitpunkte von Regler und Messwerterfassung auftreten. Dadurch werden die Messwerte
fehlinterpretiert, was in den gemessenen Werten in Bild 6.20 und Bild 6.21 zu erkennen ist.
Da bei der Ankerspannung fu¨r die Sollwertspru¨nge auf 4096min−1 bzw. 2048min−1 sehr
starke Begrenzungseﬀekte zu erkennen sind, ist nur der Sprung auf die Drehzahl 512 min−1
fu¨r die Regelung repra¨sentativ. Dort ist gut zu erkennen, dass die berechnete Drehzahl fu¨r
einen Sprung auf 512min−1 sehr stark zwischen 0 und der doppelten Drehzahl 1024min−1 hin
und her springt. Das Bild 6.22 zeigt einen Ausschnitt des Drehzahlverlaufs des Masters aus
Bild 6.20, anhand dessen man die Eﬀekte des Jitterns in Bezug auf die Drehzahlberechnung
gut erkennt.
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Bild 6.22: Ausschnitt aus Bild 6.20
Mit kleinen Kreisen sind die berechneten Drehzahl-Istwerte explizit gekennzeichnet. Die meis-
ten Messwerte liegen dabei auf einer Linie um 512min−1. Eine weitere Anzahl von Werten
liegen ungefa¨hr gleich verteilt bei 1024min−1 bzw. 0min−1. Damit wurde gezeigt, dass die
oben beschriebenen Zusammenha¨nge zwischen Jittern und Messwertverarbeitung tatsa¨chlich
auftreten. Das Histogramm in Bild 6.23 zeigt die Verteilung der so ermittelten Drehzahlen.
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Bild 6.23: Histogramm der Drehzahlen bei Drehzahlsprung auf 512 min−1
Die gaußfo¨rmige Verteilung um den Sollwert ist auf das leichte Jittern in der Lage-Erfassung
zuru¨ckzufu¨hren. Mal werden ein paar Inkremente mehr, mal weniger geza¨hlt. Die Anteile bei
Drehzahl null bzw. bei der doppelten Drehzahl lassen sich auf die beschriebene Fehlauswer-
tung der Lageinformationen zuru¨ckfu¨hren.
Die systematischen Fehler in der Drehzahlberechnung lassen sich auf zwei Wegen umgehen:
• Einsatz eines nichtlinearen Filters zur Unterdru¨ckung der Ausreißer.
• Einbeziehen der tatsa¨chlichen Zykluszeiten bei der Drehzahlberechnung. Dazu ist not-
wendig, dass jeder Lage-Istwert mit einem Zeitstempel versehen wird.
Auf diese beiden Mo¨glichkeiten soll im Folgenden na¨her eingegangen werden.
Einsatz eines nichtlinearen Filters
In welcher Art und Weise die berechneten Drehzahlwerte durch Filter verbessert werden
ko¨nnen, soll hier na¨her beschrieben werden. Als Filter wird das in Abschnitt 6.1.3 einge-
fu¨hrte nichtlineare Median-Filter eingesetzt, das die zwei gro¨ßten bzw. kleinsten Messwerte
ignoriert. Die Erfolgsaussichten eines solchen Filters sind sehr groß, da gema¨ß Bild 6.23 der
gro¨ßte Anteil der berechneten Drehzahlwerte den richtigen Betrag aufweist und lediglich
einige Ausreißer bei null bzw. der doppelten Drehzahl liegen.
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Bild 6.24 zeigt in Anlehnung an Bild 6.20 den Verlauf der geﬁlterten Drehzahlen aller vier
Motoren und Bild 6.25 die zugeho¨rigen Stellgro¨ßen der Drehzahlregler.
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Bild 6.24: Berechnete Drehzahlen der Motoren in min−1 bei asynchronem Betrieb und akti-
vierter nichtlinearer Filterung
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Bild 6.25: Stellgro¨ßen der Drehzahlregler in Volt bei asynchronem Betrieb und aktivierter
nichtlinearer Filterung
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Deutlich ist die Verbesserung der Regelqualita¨t gegenu¨ber der ungeﬁlterten Variante gema¨ß
Bild 6.20 zu erkennen. Der stationa¨re Fehler bei Sprung auf 4096min−1 liegt, wie zuvor auch,
an der Begrenzung der Stellgro¨ße. Die Verla¨ufe der Stellgro¨ße sind ebenfalls sehr viel glatter
und schonen damit die Stellglieder.
Drehzahlberechnung bei bekannten Messzeitpunkten
Die Berechnung der Drehzahl aus den letzten beiden Lage-Istwerten εneu und εalt, setzt
voraus, dass die gelieferten Messwerte a¨quidistant aufgenommen wurden. Daraus kann mit
den Angaben
• Zykluszeit: T0 = 4ms
• Anzahl der Inkremente pro Umdrehung: N = 2000
direkt die Istdrehzahl der Motoren berechnet werden. Diese ergibt sich zu
nist =
εneu − εalt
N
·
60 s
min−1
T0
. (6.5)
Der Faktor 60 steht darin fu¨r die Umwandlung von Umdrehungen pro Sekunde in Umdre-
hungen pro Minute. Aus dieser Gleichung ist sofort zu erkennen, dass ein Jittern von T0
einen direkten Einﬂuss auf die berechnete Drehzahl hat.
Dies kann umgangen werden, indem anstatt der angenommenen konstanten Abtastzeit T0
die wirkliche Zykluszeit Tz zugrunde gelegt wird. Um dies zu verwirklichen, mu¨ssten den
gemessenen Lage-Istwerten Zeitstempel zugeordnet werden. Anhand dieser ist eine exakte
Zuordnung des Messwertes zum Messzeitpunkt sichergestellt. Auf diese Art und Weise ist
sofort zu erkennen, wenn der Messwertaufbereitung aufgrund des Jitterns zweimal der selbe
Messwert u¨bergeben wu¨rde. Dieser Zyklus ko¨nnte dann ignoriert und mit dem zuvor be-
rechneten Drehzahlwert weiter gearbeitet werden. Erha¨lt man im darauf folgenden Zyklus
den zeitlich richtig zugeordneten Wert – der Istwert aus dem vorherigen Zyklus wurde u¨ber-
sprungen – so erkennt man dies anhand des Zeitstempels und ko¨nnen durch die richtige
Zeitdiﬀerenz teilen. Die so modiﬁzierte Drehzahlberechnung ist in Glg. (6.6) angegeben
nist =
εneu − εalt
N
·
60 s
min−1
Tz neu − Tz alt , (6.6)
wobei Tz neu und Tz alt die Zeitstempel der Lage-Istwerte sind.
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Um die Vorteile dieser Art von Messwertaufbereitung zu zeigen, wurden Lage-Istwerte zu
unterschiedlichen Zeiten ku¨nstlich generiert. Die Messzeiten Tz sind in Spalte zwei der Ta-
belle 6.2 aufgefu¨hrt. Die so erhaltenen Werte Δε sind in Spalte drei zu sehen. Spalte vier
entha¨lt den Wert der Lage als Ganzzahl. In Spalte fu¨nf sind die berechneten Drehzahlwerte
nach der Methode mit als konstant angenommener Zykluszeit angegeben. Die letzte Spalte
zeigt die berechneten Drehzahlwerte, bei Verwendung der Methode mit Zeitstempeln.
Tabelle 6.2: Vergleich der Methoden zur Messwertaufbereitung
ber. Drehzahl ber. Drehzahl
T0 Tz Δε INT(Δε) Methode 1 Methode 2
in ms in ms theor. in Inkr. in min−1 in min−1
0 0 0,0 0 - -
4 3,8 126,7 126 945,0 994,7
8 7,4 246,7 246 900,0 1000,0
12 11,8 393,3 393 1102,5 1002,3
16 15,9 530,0 529 1020,0 995,1
20 20,1 670,0 669 0,0 995,1
24 23,9 796,7 796 2002,5 1002,6
28 28 933,3 933 1027,5 1002,4
32 31,8 1060,0 1059 945,0 994,7
36 35,9 1196,7 1196 1027,5 1002,4
40 40,2 1340,0 1339 0,0 1002,4
44 43,9 1463,3 1463 2002,5 1005,4
48 47,9 1596,7 1596 997,5 997,5
Es ist deutlich zu erkennen, dass die Methode 2 wesentlich bessere Werte liefert. Zum Ver-
gleich sind hier die Standardabweichungen der beiden Methoden angegeben.
Standardabweichung Methode 1 : σ1 = 605, 91
Standardabweichung Methode 2 : σ2 = 3, 89
Zusa¨tzlich zeigt Bild 6.26 die beiden berechneten Drehzahlverla¨ufe.
Leider konnte Methode 2 im Rahmen der Untersuchungen nicht implementiert werden, da
ein Zeitstempeln der Messwerte nicht mo¨glich war.
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Bild 6.26: Darstellung der berechneten Drehzahlverla¨ufe nach den vorgestellten Methoden
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6.2 Diﬀerenzlageregler
A¨quivalent zu den Untersuchungen fu¨r die Drehzahlregelung werden in diesem Abschnitt
die am Versuchsstand vorgenommenen Messungen in Bezug auf den Einﬂuss eines Jitterns
bei synchronem und bei asynchronem Betrieb fu¨r die Diﬀerenzlageregelung vorgestellt. Dazu
wurde zusa¨tzlich zu den Drehzahlreglern fu¨r jeden Slave-Motor der implementierte Diﬀerenz-
lageregler aktiviert. Die eingesetzte Reglerstruktur ist Bild 5.12 zu entnehmen.
6.2.1 Messwerte der Diﬀerenzlageregelung – synchroner Betrieb
Bild 6.27 zeigt den Positionsverlauf der drei Slave-Motoren in Inkrementen fu¨r den syn-
chronen Betrieb bei gleicher sprungfo¨rmiger Anregung der Drehzahl wie in den vorherigen
Untersuchungen. Der Verlauf der Lage des Master-Motors ist der der Slaves sehr a¨hnlich.
Aus diesem Grund wurde zu jedem Diagramm gema¨ß Bild 6.27 ein weiters Diagramm gema¨ß
Bild 6.28 dargestellt, in dem die Abweichung der Lage der Slave-Motoren von der Lage des
Master-Motors εSi − εM dargestellt ist.
Den Diﬀerenzlageregler wurde fu¨r die Messungen ein Sollwert von null vorgegeben, um einen
Winkelversatz zu verhindern.
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Bild 6.27: Lage-Istwerte der Slaves in Inkrementen bei synchronem Betrieb
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Die erste Steigung der Lage ist auf einen Sollwertsprung auf 4096 min−1 zuru¨ckzufu¨hren.
Darauf folgend wird der Sollwert wieder auf null zuru¨ckgesetzt. Es folgt ein Sprung auf
Sollwert 2048 min−1 mit erneutem Stoppen und anschließendem Sprung auf 512 min−1. Als
letztes wird die Solldrehzahl wieder auf null gesetzt.
Um die Abweichung in der Lage bei Verstellvorga¨ngen deutlich zu zeigen, sind in Bild 6.28
die Diﬀerenzen aus Slave- und Master-Lage dargestellt. Das oberste Diagramm stellt dabei
εS1 − εM , das mittlere εS2 − εM und das unterste εS3 − εM dar. Stationa¨r verschwinden die
Abweichungen in der Lage zwischen Master-Motor und den Slaves aufgrund des implemen-
tierten Reglers.
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Bild 6.28: Lagediﬀerenzen in Inkrementen bei synchronem Betrieb
Die drei unterschiedlichen Verla¨ufe der Diﬀerenzen sind darauf zuru¨ckzufu¨hren, dass es sich
um Messungen handelt und sich reale Komponenten, wie Motoren und Servoversta¨rker, nicht
exakt gleich verhalten. Den gro¨ßten Einﬂuss haben dabei die in den Servoversta¨rkern imple-
mentierten Stromregler. Sieht man sich die Verla¨ufe der Diﬀerenzen fu¨r den stationa¨ren Fall,
also Vorgabe eines konstanten Sollwerts fu¨r die Drehzahl an, so kann man durchaus von ei-
nem Winkelgleichlauf der Motoren sprechen. Dies gilt auch fu¨r dynamische Verstellvorga¨nge
nicht zu großer Amplitude. Beim Sprung auf 4096 min−1 sind dagegen deutlich kurzzeitige
Abweichungen zu erkennen. Das Bild 6.28 gibt den erwarteten Verlauf fu¨r die eingesetzte
Regelung wieder.
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6.2.2 Messwerte der Diﬀerenzlageregelung – asynchroner Betrieb
Im Vergleich zum vorherigen Abschnitt werden die Untersuchungen fu¨r den Fall des asynchro-
nen Betriebs wiederholt. Aufgrund der Ergebnisse der Untersuchungen mit Drehzahlregelung
wird hier gezielt der
”
Worst Case“ Fall betrachtet, na¨mlich ein Jittern der Abtastzeiten um
ein gleichzeitiges Starten der Zyklen der Regler und der Messwerterfassung.
”
Worst Case“
Bild 6.29 zeigt den Verlauf der Lage der Motoren. Wie schon im synchronen Fall ist auch
hier eine Abweichung zwischen Master und Slaves nicht erkennbar. Bild 6.30 zeigt daher die
Lagediﬀerenz der Slave-Motoren in Bezug auf die Lage des Masters.
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Bild 6.29: Lage-Istwerte der Slaves in Inkrementen bei asynchronem Betrieb
Prinzipiell weisen die Verla¨ufe fu¨r die Diﬀerenzen des synchronen und des asynchronen Be-
triebs ein a¨hnliches Verhalten auf. Allerdings sind in Bild 6.30 deutlich starke Spitzen zu
erkennen. Diese sind, wie schon im Falle der Drehzahlregelung, durch unterschiedliche, nicht
a¨quidistante Abtastungen der Istwerte zu erkla¨ren. Es kann wieder der Fall auftreten, dass
aufgrund des Jitterns zweimal derselbe Wert verarbeitet und anschließend ein Wert u¨ber-
sprungen wird.
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Bild 6.30: Lagediﬀerenzen in Inkrementen bei asynchronem Betrieb
Im Falle der Drehzahl wurde ein nichtlineares Filter implementiert, das diese Ausreißer eli-
miniert. Dies kann auch fu¨r die Messwerte der Lage implementiert werden und wu¨rde zu
a¨hnlichen Erfolgen fu¨hren. Die Filterung der Lage soll hier aber nicht weiter untersucht
werden, da die Auswirkungen anhand der Drehzahl hinreichend verdeutlicht wurden.
”
Best Case“
Im Gegensatz zu den Messungen oben wurden hier die Messwerte im gu¨nstigsten Fall ge-
nommen, na¨mlich dann, wenn die Messwerterfassung etwa in der Mitte zwischen zwei Reg-
leraufrufen neue Werte liefert.
Die Bilder 6.31 und 6.32 zeigen die entsprechenden Messwerte der Lage bzw. der Abweichung
der Lage zwischen Slaves und Master.
Wie zu erwarten war, sind die Peaks verschwunden, da die Messwerterfassung in diesem
Fall durch das Jittern in zwei aufeinanderfolgenden Zyklen keine doppelt so großen bzw.
gleichen Messwerte liefert. Die Kurvenverla¨ufe a¨hneln daher denen im Falle der synchronen
Regelung.
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Bild 6.31: Lage-Istwerte der Slaves in Inkrementen bei asynchronem Betrieb
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Bild 6.32: Lagediﬀerenzen in Inkrementen bei asynchronem Betrieb
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6.3 Lageregler
Als a¨ußerster Regler in der Kaskade wird abschließend der Lageregler zur Vorgabe einer
gezielten Position fu¨r die vier Antriebe betrachtet. Die zugrunde gelegte Reglerstruktur ist
Bild 5.13 zu entnehmen. Auch hier ist der Einﬂuss der Abtastzeit zu untersuchen. Dazu
werden als erstes Messwerte der Lageregelung bei synchronem Betrieb vorgestellt und dis-
kutiert.
6.3.1 Messwerte der Lageregelung – synchroner Betrieb
Die in Bild 6.33 dargestellten Kurven zeigen den Verlauf der Position der Slave-Motoren bei
sprungfo¨rmiger A¨nderung der Sollposition fu¨r den Master-Motor. Der erste Sprung erfolgt
dabei auf 16000 Inkremente, was exakt 8 Umdrehungen entspricht. Die beiden darauf folgen-
den Spru¨nge verursachen einen Verstellvorgang von 4000 bzw. 2000 Inkrementen, was zwei
bzw. einer Umdrehung entspricht.
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Bild 6.33: Lage-Istwerte der Slaves in Inkrementen bei synchronem Betrieb
Die Unterschiede zwischen der Master- und der Slave-Lage sind in dieser Darstellungsform
nicht zu erkennen. Aus diesem Grund wurde in Bild 6.34 die Diﬀerenz zwischen den Slave-
Lagen und der Master-Lage als Maß fu¨r den Fehler dargestellt.
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Bild 6.34: Lagediﬀerenzen in Inkrementen bei synchronem Betrieb
Sowohl die Verla¨ufe fu¨r die Lage, als auch die Verla¨ufe der Lagediﬀerenz weisen den erwar-
teten Verlauf auf und sind frei von Peaks. Es sei darauf hingewiesen, dass bei der Messwer-
terfassung der Lage-Istwerte keinerlei Filter eingesetzt wurden. Auch die berechneten Werte
fu¨r die Istdrehzahl des unterlagerten Drehzahlreglers wurden nicht geﬁltert.
Eine gesonderte Darstellung der Stellgro¨ße des Lagereglers ist nicht sinnvoll, da es sich um
einen Proportional-Regler handelt und die Stellgro¨ße somit proportional zum Regelfehler,
also der Abweichung der Lage vom Sollwert, ist.
Neben den Messungen soll hier auch eine Simulation fu¨r den synchronen Fall aufgezeigt
werden, um die Ergebnisse zu veriﬁzieren.
6.3.2 Simulationsergebnisse der Lageregelung – synchroner Betrieb
Es werden die obigen Messwerte anhand von Simulationen des Gesamtsystems veriﬁziert. Da-
zu wurden die Gro¨ßen Lage (Bild 6.35), Drehzahl (Bild 6.36), Stellgro¨ße des Drehzahlreglers
(Bild 6.37) und Stellgro¨ße des Lagereglers (Bild 6.38) berechnet und in je einem Diagramm
u¨ber der Zeit aufgetragen.
Da bei den Simulationen ideale Voraussetzungen angenommen wurden, stimmen die Verla¨ufe
von Master- und Slave-Drehzahl bzw. Master- und Slave-Lage exakt u¨berein.
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Bild 6.35: Lage-Istwerte des Masters und der Slaves in Inkrementen bei synchronem Betrieb
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Bild 6.36: Drehzahl des Master- und der Slave-Motoren in min−1 bei synchronem Betrieb
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Bild 6.37: Stellgro¨ßen der Drehzahlregler in Volt bei synchronem Betrieb
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Bild 6.38: Stellgro¨ße des Lagereglers in min−1 bei synchronem Betrieb
Auf die Darstellung der Stellgro¨ßen der Versatzregler wurde hier verzichtet, da diese aufgrund
der idealen Simulationsvoraussetzungen stets null betragen.
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6.3.3 Messwerte der Lageregelung – asynchroner Betrieb
In diesem Abschnitt werden Messwerte zum Fall der Lageregelung fu¨r den asynchronen
Fall pra¨sentiert. Im Gegensatz zu den Messwerten aus Abschnitt 6.3.1 wurde hier das in
Abschnitt 6.1.3 beschriebene nichtlineare Filter zur Gla¨ttung der Drehzahl-Istwerte einge-
setzt.
Es soll, wie schon in fru¨heren Abschnitten, zwischen den Fa¨llen
”
Jittern um gleichzeitig
aufgerufene Zyklen von Messwerterfassung und Regler“ und
”
Start des Messwertzykluses
etwa in der Mitte zwischen zwei Regleraufrufen“ unterschieden werden.
Zugeho¨rig zum ersten Fall, sind die Verla¨ufe der Lagen der Slave-Motoren in Bild 6.39 dar-
gestellt.
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Bild 6.39: Lage-Istwerte der Slaves in Inkrementen bei asynchronem Betrieb und starkem
Jittern
Die jeweils geringen Abweichungen der Lage zwischen dem Master-Motor und den Slaves
sind zur besseren Verdeutlichung in Bild 6.40 dargestellt. Dort sind die Diﬀerenzen der
Lagen εSi − εM aufgetragen.
Bei den Verla¨ufen der Lagediﬀerenz ist deutlich die Auswirkung des Jitterns zu erkennen
(Schwingungen). Fu¨r den eingeschwungenen Zustand stimmt die Istlage der Slaves mit der
des Master jedoch u¨berein.
Daran a¨ndert auch sich auch im harmloseren Fall nichts, bei dem die Messwerterfassung stets
neue Werte zwischen zwei Regleraufrufen liefert – siehe Bild 6.41 und Bild 6.42.
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Bild 6.40: Lagediﬀerenzen in Inkrementen bei asynchronem Betrieb und starkem Jittern
Lediglich ein leicht glatterer Verlauf in der Diﬀerenz ist zu erkennen. Der Einﬂuss des Jitterns
ko¨nnte eliminiert oder zumindest verringert werden, wenn ein Filter fu¨r die Lage-Istwerte
eingesetzt wu¨rde. Damit wu¨rden schnelle, durch das Jittern hervorgerufene A¨nderungen in
der gemessenen Lage reduziert, und der Verlauf wa¨re glatter.
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Bild 6.41: Lage-Istwerte der Slaves in Inkrementen bei asynchronem Betrieb und leichtem
Jittern
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Bild 6.42: Lagediﬀerenzen in Inkrementen bei asynchronem Betrieb und leichtem Jittern
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6.4 Stabilita¨tsuntersuchung am Pru¨fstand
Nachdem die Funktion der Regelung anhand des Pru¨fstandes nachgewiesen und auf Eﬀek-
te durch das Jittern sowie auf Unzula¨nglichkeiten bei der Messwerterfassung eingegangen
wurde, kann mit dem in Kapitel 3 entwickelten Verfahren zur Stabilita¨tsuntersuchung bei
Anwesenheit von variablen Abtastzeiten bzw. Laufzeiten die Stabilita¨t der entworfenen Re-
gelung unter den tatsa¨chlichen Umsta¨nden untersucht werden. Ziel ist es, die Stabilita¨t des
Gesamtsystems auch bei unbekannten A¨nderungen der Abtastzeit bzw. bei Anwesenheit von
unbekannten vera¨nderlichen Laufzeiten zu garantieren und einen zula¨ssigen Bereich fu¨r die
Abtastzeit anzugeben.
Dazu werden die in Abschnitt 3.6 vorgestellten Schritte fu¨r den Pru¨fstand Punkt fu¨r Punkt
durchgefu¨hrt:
1. Modellierung der kontinuierlichen Strecke G(s)
2. Beschreibung des zeitdiskreten Reglers K(z)
3. Transformation des Reglers mit Hilfe der bilinearen Transformation in den Frequenz-
bereich K(z) → K(s)
4. Modellierung des Einﬂusses der Abtastzeit als strukturierte Unsicherheit Δs ausge-
dru¨ckt als lineare Fraktionaltransformationen
5. Beru¨cksichtigung des Fehlers durch Anwendung der bilinearen Transformation als un-
strukturierte Unsicherheit Δu
6. Zusammenfassen der Unsicherheiten Δs und Δu zur Gesamtunsicherheit Δ und Zu-
sammenfassen des Systems zu einem Block M
7. Untersuchung der robusten Stabilita¨t fu¨r das Systems M bei Anwesenheit der Unsi-
cherheiten Δ
6.4.1 Modellierung der Strecke
Die fu¨r die Stabilita¨tsuntersuchung relevanten Streckenteile mu¨ssen zuna¨chst zu einem Sys-
tem G zusammengefasst werden. Dazu geho¨ren die in Abschnitt 5.1.2 hergeleiteten Modelle
fu¨r die Motoren, deren Parameter aus Abschnitt 5.1.3, die Modelle und Parameter fu¨r die
Stellglieder aus Abschnitt 5.1.4, sowie die Gleichungen zur Berechnung der Regelgro¨ßen.
Die den weiteren Untersuchungen zugrundegelegte Strecke ist in Bild 6.43 dargestellt.
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Bild 6.43: Strecke fu¨r Stabilita¨tsuntersuchung
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Da die Stromregler in Hardware implementiert und im Stellglied integriert sind, unterliegen
diese nicht der Variation der Abtastzeit und sind somit Teil des Systems G und werden nicht
den Reglern zugeordnet.
Die Eingangsgro¨ßen u des Systems sind die Stellgro¨ßen der Regler, also die Strom-Sollwerte
fu¨r die Stellglieder. Die Ausgangsgro¨ßen y sind die Messgro¨ßen der Drehzahlen und der Lage
des Masters bzw. die Diﬀerenzlagen zwischen Slaves und Master der einzelnen Motoren und
ergeben sich zu:
u =
[
iasoll0 iasoll1 iasoll2 iasoll3
]T
(6.7)
y =
[
εM ωM ΔεS1 ωS1 ΔεS2 ωS2 ΔεS3 ωS3
]T
(6.8)
Abku¨rzend kann das in Bild 6.43 gezeigte System auch als Strecke G gema¨ß Bild 6.44 dar-
gestellt werden.
iasoll0
iasoll1
iasoll2
iasoll3
M
S1
S3
S2
S1
S2
S3
M
G yu G
a) b)
Bild 6.44: Darstellung des Versuchsstandes als verallgemeinerte Strecke G mit a) skalaren
Gro¨ßen und b) vektoriellen Gro¨ßen)
6.4.2 Beschreibung der Regler
Im na¨chsten Schritt sind die Regler zu beschreiben. Diese wurden in Abschnitt 5.3.1 fu¨r den
Drehzahlregler, in Abschnitt 5.3.2 fu¨r den Diﬀerenzlageregler und in Abschnitt 5.3.3 fu¨r den
Lageregler hergeleitet.
Die PI-Regler fu¨r die Drehzahl Kω(z) ergeben sich nach Glg. (5.41) zu
Kω(z) = Vrω
(
1 + T0
Tiω
)
z − 1
z − 1 (6.9)
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mit
Vrω = 4, 718 (6.10)
Tiω = 82, 51ms (6.11)
T0 = 4ms . (6.12)
Die Diﬀerenzlageregler KΔ(z) fu¨r die Slaves wurden nach Glg. (5.43) zu
KΔ(z) = VΔ = 0,1 (6.13)
bestimmt. Der u¨berlagerte Lageregler Kε(z) fu¨r den Master ergibt sich nach Glg. (5.45) zu
Kε(z) = Vε = 0,1 . (6.14)
6.4.3 Bilineare Transformation der Regler
Gema¨ß Abschnitt 3.2 werden die einzelnen Regler mit Hilfe der bilinearen Transformation
nach Glg. (3.3) in den Frequenzbereich transformiert, um explizit den Einﬂuss der Abtastzeit
beru¨cksichtigen zu ko¨nnen.
Da es sich bei den Diﬀerenzlagereglern fu¨r die Slaves und dem Lageregler fu¨r den Master um
reine Proportionalregler handelt, die keinerlei Dynamik aufweisen, brauchen im Folgenden
nur die als PI-Regler ausgelegten Drehzahlregler transformiert werden.
Nach Anwenden der bilinearen Transformation ergibt sich fu¨r den zeitdiskreten Drehzahl-
regler Kω(z) sein kontinuierliches A¨quivalent Kω(s) zu
Kω(s) = Vrω
(
1 +
T0
2Tiω
)
+ Vrω
T0
TiωT
1
s
. (6.15)
Abku¨rzend werden im Folgenden die beiden Konstanten kP und kI fu¨r den Proportionalzweig
bzw. den Integralzweig des Reglers deﬁniert und ergeben sich zu
kP = Vrω
(
1 +
T0
2Tiω
)
(6.16)
kI = Vrω
T0
Tiω
. (6.17)
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Die U¨bertragungsfunktion des Drehzahlreglers kann damit angegeben werden als
Kω(s) = kP + kI
1
T
1
s
. (6.18)
Der nichtlineare Einﬂuss der Abtastzeit ist in Bild 6.45 deutlich zu erkennen.
1s
K

kP
T
kI
e u
Bild 6.45: Struktur des Drehzahlreglers mit nichtlinearem Eingriﬀ der Abtastzeit
Fu¨r die Diﬀerenzlageregler der Slaves sowie fu¨r den Lageregler des Masters gilt
KΔ(s) = KΔ(z) = VΔ (6.19)
Kε(s) = Kε(z) = Vε . (6.20)
Die Blockschaltbilder beider Reglertypen sind in Bild 6.46 dargestellt.
K

V

e u
a)
K

V

e u
b)
Bild 6.46: a.) Diﬀerenzlageregler KΔ(s) b.) Lageregler Kε(s)
6.4.4 Modellierung der Abtastzeit als strukturierte Unsicherheit
Wie in Abschnitt 3.3 anhand des Beispiels gezeigt, wird der nichtlineare Einﬂuss der Ab-
tastzeit T in Glg. (6.18) durch eine strukturierte Unsicherheit δ gema¨ß Glg. (3.7) modelliert.
α stellt dabei den Parameter zur Speziﬁkation des Variationsbereiches der Abtastzeit durch
die Unsicherheit dar.
Bild 6.47 zeigt die sich ergebende Struktur fu¨r jeden der vier PI-Regler, die es fu¨r die folgende
Stabilita¨tsuntersuchung erlaubt, die Variation der Abtastzeit durch ein lineares System zu
beschreiben.
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T01s
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
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kI
e u

Bild 6.47: Struktur der Drehzahlregler mit Unsicherheit δ zur Beru¨cksichtigung der variablen
Abtastzeit fu¨r die Stabilita¨tsanalyse
6.4.5 Modellierung der Fehler als unstrukturierte Unsicherheit
Durch Anwendung der bilinearen Transformation als Na¨herung fu¨r die z-Transformation
muss der dadurch verursachte Fehler bei den PI-Reglern beru¨cksichtigt werden. In Ab-
schnitt 3.4 wurde vorgestellt, wie dieser Fehler durch Einbringen einer unstrukturierten Un-
sicherheit δu fu¨r die weiteren Untersuchungen beru¨cksichtigt werden kann.
Bild 6.48 zeigt diese Beru¨cksichtigung innerhalb der PI-Regler fu¨r den konkreten Fall.
u
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K

kP
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e u

-
-
1
T0
1
T0
Bild 6.48: Beru¨cksichtigung des Fehlers durch Einsatz der bilinearen Transformation durch
Einbringen einer unstrukturierten Unischerheit δu bei den Drehzahlreglern
6.4.6 Deﬁnition der Gesamtunsicherheit
Die in den vorherigen beiden Abschnitten eingefu¨hrten strukturierten und unstrukturierten
Unsicherheiten in den Drehzahlreglern, ko¨nnen in einem na¨chsten Schritt zu einer Gesamt-
unsicherheit fu¨r jeden Regler zusammengefasst werden.
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Die Gesamtunsicherheit Δ berechnet sich dabei zu Δ =
[
δu 0
0 δ
]
.
Bild 6.49 zeigt die sich daraus ergebende Struktur fu¨r jeden der Drehzahlregler.
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Bild 6.49: Struktur der Drehzahlregler mit zusammengefassten strukturierten und unstruk-
turierten Unsicherheiten
Die Kenntniss des Einﬂusses der Abtastzeit und die Beru¨cksichtigung des Fehlers der bilinea-
ren Transformation fu¨r den Regler la¨sst es zu, den Gesamtregler gema¨ß Bild 6.50, bestehend
aus den vier Drehzahlreglern, dem Lageregler und den drei Diﬀerenzlagereglern, in einem
Blockschaltbild anzugeben.
Ti M
Vr M
Vr MMsoll
M
soll
iasoll0
- -
Lageregler Drehzahlregler
M
Ti S
Vr S
Vr SS1soll
S1
iasoll1
- -
Versatzregler Drehzahlregler
Ti S
Vr S
Vr SS2soll
S2
iasoll2
- -
Versatzregler Drehzahlregler
Ti S
Vr S
Vr SS3soll
S3
iasoll3
- -
Versatzregler Drehzahlregler
Master
Slave 1
Slave 2
Slave 3
S1
S2
S3
Bild 6.50: Gesamtstruktur der Regler
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Bild 6.51 verdeutlicht den Einﬂuss der Unsicherheiten.
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Bild 6.51: Gesamtstruktur der Regler unter Einbezug der Unsicherheiten
Die einzelnen Unsicherheitsblo¨cke Δ pro Regler ko¨nnen zu einer Gesamtsystemunsicherheit
Δsys zusammengefasst werden. D. h. fu¨r den Fall des Versuchsstandes besteht Δsys aus den
vier Unsicherheitsblo¨cken Δ der Drehzahlregler. Weitere Unsicherheiten treten hier nicht auf,
da die Diﬀerenzlageregler sowie der Lageregler aus reinen Proportionalreglern bestehen und
damit unabha¨ngig von der Abtastzeit sind.
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Nach Zusammenfassen der in Bild 6.51 grau hinterlegten Elemente zu einem Gesamtregler
K ergibt sich die U¨bertragungsfunktion des
”
unsicheren“ Reglers zu einer linearen Fraktio-
naltransformation
Tuy = LFTu(K,Δsys) , (6.21)
bestehend aus dem Reglerblock K und den Unsicherheiten Δsys. Dieser Zusammenhang ist
in Bild 6.52 dargestellt.
sys
Ky u
Bild 6.52: Zusammenfassung aller Regler und Unsicherheiten zu den Blo¨cken K und Δsys
In dem Block Δsys sind dabei alle Unsicherheiten des Systems zusammengefasst. Die System-
unsicherheit Δsys berechnet sich daher zu
Δsys =
⎡
⎢⎢⎢⎢⎣
Δ 0 0 0
0 Δ 0 0
0 0 Δ 0
0 0 0 Δ
⎤
⎥⎥⎥⎥⎦ =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
δu 0 0 0 0 0 0 0
0 δ 0 0 0 0 0 0
0 0 δu 0 0 0 0 0
0 0 0 δ 0 0 0 0
0 0 0 0 δu 0 0 0
0 0 0 0 0 δ 0 0
0 0 0 0 0 0 δu 0
0 0 0 0 0 0 0 δ
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (6.22)
Nachdem alle fu¨r die Stabilita¨tsanalyse beno¨tigten Teilsysteme bestimmt wurden, wird das
System in eine fu¨r die Untersuchung geeignete Form gebracht. Diese Form wurde in Ab-
schnitt 3.5 deﬁniert und ist in Bild 6.53 dargestellt.
sys
M
Bild 6.53: Standardform zur Stabilita¨tsuntersuchung
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Der darin enthaltene Block M setzt sich aus dem Regler K und der Strecke G zusammen.
Er la¨sst sich als lineare Fraktionaltransformation
M = LFT(K,G) (6.23)
angeben und stellt das der folgenden Untersuchung zugrunde liegende Gesamtsystem dar.
Der Block M beinhaltet dabei die vier Antriebe, die zugeho¨rigen Stellglieder, die Messwer-
terfassung und -u¨bertragung, die von der Abtastzeit unabha¨ngigen Teile der Drehzahlregler,
die Diﬀerenzlageregler, den Lageregler sowie Anpass- und Skalierungsterme.
6.4.7 Untersuchung des Systems auf robuste Stabilita¨t
Um die Stabilita¨t auch bei Anwesenheit einer vera¨nderlichen Abtastzeit bzw. bei Jittern
der Buslaufzeiten garantieren zu ko¨nnen, ist gema¨ß Abschnitt 3.5 der strukturierte singula¨re
Wert μΔ(M) der eben berechneten Funktion M zu bestimmen. Dazu wurde im vorliegenden
Fall die μ-Analysis and Synthesis Toolbox [5] des Simulationsprogramms MATLAB [54]
verwendet.
Das folgende Diagramm 6.54 zeigt den Verlauf des strukturierten singula¨ren Wertes fu¨r
den Versuchsstand, bei einer angenommenen Unsicherheit der Abtastzeit von ±50% um den
nominellen Wert von T0 = 4ms. Dies entspricht einem Skalierungswert fu¨r die Unsicherheiten
von α = 0,5. In den Diagrammen stellt die durchgezogene Linie die Obergrenze fu¨r den
strukturierten singula¨ren Wert dar, die gestrichelte Linie dagegen die Untergrenze. Beide
Kurven liegen dicht beieinander.
Es ist zu erkennen, dass das Maximum des strukturierten singula¨ren Wertes anna¨hernd an
die hergeleitete Stabilita¨tsgrenze von 1 herankommt, aber stets kleiner als 1 ist. Damit kann
garantiert werden, dass der angenommene Variationsbereich fu¨r die Abtastzeit von
T = T0 (1 + α δ) mit δ ∈ [−1, 1] (6.24)
zu einem stabilen System fu¨hrt. Berechnet man numerisch das Maximum des strukturierten
singula¨ren Wertes, so ergibt sich γ = 0,92, sodass sich der garantiert stabile Bereich gema¨ß
Glg. (3.17) angeben la¨sst:
T = T0
(
1 +
α
γ
δ
)
= T0
(
1 +
α
0,92
δ
)
mit δ ∈ [−1, 1] (6.25)
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Bild 6.54: Verlauf des strukturierten singula¨ren Wertes fu¨r den Versuchsstand bei α = 0,5
Eine sich beliebig vera¨ndernde Abtastzeit im Bereich von
Tmin = 1,826ms < T < Tmax = 6,174ms
kann nicht zu Instabilita¨t fu¨hren. Das System ist in diesem Bereich robust stabil bzgl. einer
vera¨nderlichen Abtastzeit.
Abschließend werden in den Bildern 6.55 bis 6.58 einige Messungen am Versuchsstand vorge-
stellt, die bei einer konstanten Abtastzeit von T = T0 = 4ms (Bild 6.55), bei einer Abtastzeit
von T = 1,85ms knapp innerhalb des garantiert stabilen Bereichs (Bild 6.56), bei einer Ab-
tastzeit von T = 1,75ms < Tmin (Bild 6.57) und bei einer Abtastzeit von T = 1,70ms
(Bild 6.58) erfolgten. Dazu wurde jeweils ein Sollwertsprung auf den Lageregler in Ho¨he von
4000 Inkrementen gegeben.
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Bild 6.55: Antwort des Systems auf Lagesprung von 4000 Inkrementen bei T = T0
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Bild 6.56: Antwort des Systems auf Lagesprung von 4000 Inkrementen bei T = 1,85ms
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Bild 6.57: Antwort des Systems auf Lagesprung von 4000 Inkrementen T = 1,75ms
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Bild 6.58: Antwort des Systems auf Lagesprung von 4000 Inkrementen T = 1,70ms
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Bild 6.55 zeigt den erwarteten Verlauf fu¨r das nominelle System.
In Bild 6.56 ist zu erkennen, dass knapp innerhalb des berechneten stabilen Bereiches das
System stark entda¨mpft ist und sich eine schwach geda¨mpfte abklingende Schwingung ein-
stellt. Das System ist wie berechnet stabil.
In Bild 6.57, mit einer Abtastzeit von T = 1,75ms knapp außerhalb des als stabil berechneten
Bereiches, stellt sich ebenfalls eine schwach geda¨mpfte Schwingung ein. Dies scheint im ersten
Moment verwunderlich zu sein, ist aber plausibel, da durch die vorgestellte Methode zwar
Stabilita¨t garantiert, nicht aber Instabilita¨t festgestellt werden kann. Ein Grund dafu¨r, dass
der stabile Bereich etwas gro¨ßer als berechnet ist, ist der verwendete konservative Ansatz
zur Beru¨cksichtigung des Fehlers bei Anwendung der bilinearen Transformation. In der Regel
sind die real auftretenden Fehler wesentlich kleiner als die angegebenen 14%.
Erst bei einer weiteren leichten Verringerung der Abtastzeit um 50 μs auf T = 1,70ms tritt
eine Dauerschwingung auf. Dies ist in Bild 6.58 dargestellt. Dass das System hier nicht
aufklingt liegt darin begru¨ndet, dass die in Hardware implementierten Stromregler eine Be-
grenzung der Ausgangsspannung auf 20V aufweisen. Das Eintreten in die Begrenzungen ist
deutlich im Stellgro¨ßenverlauf des Bildes 6.58 zu erkennen. Wa¨re diese Begrenzung nicht
vorhanden, wu¨rden sich aufklingende Schwingungen ausbilden und die Amplituden des Sys-
tems u¨ber alle Grenzen wachsen, was im Endeﬀekt zu einer Zersto¨rung des Systems fu¨hren
wu¨rde.
Zusammenfassend la¨sst sich festhalten, dass das in Kapitel 3 vorgestellte Verfahren zur Sta-
bilita¨tspru¨fung von Systemen mit nicht konstanten Abtastzeiten bzw. variablen Laufzeiten
anhand des Pru¨fstandes fu¨r eine Gleichlaufregelung von vier Motoren veriﬁziert wurde. Die
dargestellten Messungen am Versuchsstand besta¨tigen die theoretischen U¨berlegungen, die
auf einer Stabilita¨tspru¨fung fu¨r Systeme mit Unsicherheiten basieren. Hierzu wurde der Ein-
ﬂuss der sich vera¨ndernden Abtastzeit als Unsicherheit aufgefasst, um so robuste Stabilita¨t
des Systems im durch die Unsicherheiten speziﬁzierten Rahmen gewa¨hrleisten zu ko¨nnen.
Es sei abschließend noch einmal darauf hingewiesen, dass mit dem vorgestellten Verfahren
zur Stabilita¨tspru¨fung bei hybriden Systemen mit nicht konstanter Abtastung zwar Stabi-
lita¨t in einem berechnetem Bereich garantiert werden kann, der Umkehrschluss, dass das
System außerhalb dieses Bereiches automatisch instabil wird, aber nicht zula¨ssig ist. Dies
liegt, wie schon erwa¨hnt, zum einen an dem konservativen Ansatz der Beru¨cksichtigung des
Fehlers der bilinearen Transformation begru¨ndet, der in der Regel einen gro¨ßeren Fehler be-
ru¨cksichtigt, als wirklich vorliegt. Zum anderen aber auch daran, dass reales Jittern fu¨r die
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Abtastzeit meist mit einem Mittelwert um den nominellen Wert stattﬁndet, die Modellierung
mit Unsicherheiten dagegen einen vo¨llig beliebigen Verlauf zula¨sst.
Die Praxis hat gezeigt, dass die realen Stabilita¨tsgrenzen nur leicht außerhalb der berechneten
liegen und das Verfahren damit sehr gut zur Stabilita¨tspru¨fung anwendbar ist.
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Im Rahmen dieser Arbeit wurde ein Verfahren zur Stabilita¨tspru¨fung von Systemen mit nicht
konstanter Abtastzeit entwickelt. Die Variation der Abtastzeit wurde fu¨r die Stabilita¨ts-
analyse in einem ersten Schritt explizit durch einen nichtlinearen Eingriﬀ modelliert und im
weiteren Verlauf als lineare Fraktionaltransformation durch eine strukturierte Unsicherheit
beschrieben. Diese Unsicherheit speziﬁziert zusammen mit einem Skalierungsfaktor die zu
untersuchende Variationsbreite der Abtastzeit von ihrem nominellen Wert.
Der große Vorteil der Darstellung des Systems als lineare Fraktionaltransformation mit Un-
sicherheiten ist, dass sich ein komplett lineares System ergibt. Die zeitdiskret vorliegenden
Regler werden mit Hilfe der bilinearen Transformation in den Frequenzbereich transformiert.
Bei dieser Transformation der Pole aus der z-Ebene in die s-Ebene wird prinzipbedingt ge-
genu¨ber dem Einsatz der exakten z-Transformation ein Fehler begangen. Dieser Fehler wird
im weiteren Verlauf der Untersuchungen als unstrukturierte Unsicherheit beschrieben und so
beru¨cksichtigt. Das sich ergebende lineare kontinuierliche System kann auf robuste Stabilita¨t
in Bezug auf die speziﬁzierten Variationen der Abtastzeit untersucht werden. Als Ergebnis
dieser Analyse kann ein garantiert stabiler Bereich fu¨r die Abtastzeit angegeben werden.
Um das Verfahren in der Praxis zu testen, wurde ein Versuchsstand aufgebaut. Dazu wurde
das System modelliert und ein Regelkonzept fu¨r die Gleichlaufregelung von vier Antrieben
entworfen, die Regler parametriert und in dem Pru¨fstand in einer SPS implementiert. Die
Sensoren und Aktoren waren u¨ber den Feldbus Proﬁbus-DP miteinander vernetzt. Anhand
von Simulationen und realen Messungen zeigte sich in einem ersten Schritt, dass das model-
lierte System mit der Realita¨t u¨bereinstimmt. Anschließend wurde das entwickelte Verfahren
zur Stabilita¨tspru¨fung am Versuchsstand getestet und damit die erlaubte Variationsbreite fu¨r
die Abtastzeit im konkreten Fall bestimmt. Zur Kontrolle wurde die ermittelte Abtastzeit an
der Stabilita¨tsgrenze in der SPS eingestellt und anhand von Messungen u¨berpru¨ft, ob sich
das System bei dieser Abtastzeit an der Stabilita¨tsgrenze beﬁndet. Die berechnete Stabili-
ta¨tsgrenze fu¨hrte bei den Messungen zu einer schwach geda¨mpften Schwingung. Eine weitere
kleine Verringerung der Abtastzeit auf Werte außerhalb des berechneten stabilen Bereichs
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fu¨hrte dann wie erwartet zu einer aufklingenden Schwingung und somit zur Instabilita¨t des
Systems.
Die vorgestellte Methode ist daher ein geeignetes Werkzeug, um die in der klassischen Rege-
lungstechnik strikte Forderung nach a¨quidistanter Abtastzeit zu lockern und trotzdem eine
Mo¨glichkeit zu haben, um Stabilita¨t fu¨r das geregelte System mit nicht konstanter Abtas-
tung garantieren zu ko¨nnen. Die hier betrachteten Systeme mit Tiefpasscharakter ko¨nnen
ohne Beschra¨nkung der Allgemeinheit auch auf andere lineare rationale Systeme erweitert
werden, solange das nominelle geregelte System stabil ist.
Auf diese Arbeit aufbauende Untersuchungen ko¨nnten die vorgestellte Methode um eine
U¨berpru¨fung auf robuste Regelqualita¨t erweitern. Die vorgegebene Regelqualita¨t ko¨nnte
dann auch bei Anwesenheit von einer nicht konstanten Abtastzeit beru¨cksichtigt und ga-
rantiert werden. Dazu wa¨re die gewu¨nschte Regelqualita¨t in Form von Gewichtungsfunk-
tionen, Skalierungstermen und zusa¨tzlichen Unsicherheitsblo¨cken zu modellieren und die im
Rahmen dieser Arbeit zugrundegelegte Gesamtstruktur um diese Blo¨cke zu erweitern. Die
vorgestellte Vorgehensweise ließe sich ohne weiteres auch auf die Modellierung der robusten
Regelqualita¨t u¨bertragen. Das so erhaltene erweiterte Gesamtsystem ko¨nnte dann mit Hilfe
des strukturierten singula¨ren Wertes auf robuste Regelqualita¨t u¨berpru¨ft werden.
In einem weiteren Schritt ließen sich die durch die Variation der Abtastzeit entstandenen
Unsicherheiten schon direkt im Reglerentwurf beru¨cksichtigen. Dazu ko¨nnten moderne Me-
thoden fu¨r den Reglerentwurf wie etwa H2- oder H∞-Norm-optimale Regler oder die μ-
Synthese eingesetzt werden. Bei der μ-Synthese kann explizit der Verlauf des strukturierten
singula¨ren Wertes μ in einem iterativen Prozess mittels zweier Skalierungsmatrizen D und Q
und dem durch H∞-Entwurf berechneten Regler K minimiert werden. Die zuvor festgelegten
Unsicherheiten zur Untersuchung der robusten Stabilita¨t oder auch die Unsicherheiten zur
Gewa¨hrleistung der robusten Regelqualita¨t ko¨nnen ohne weiteres direkt im Entwurfsprozess
beru¨cksichtigt werden. Die μ-Synthese wu¨rde dann sofort einen robust stabilen Regler bzw.
einen Regler fu¨r robuste Regelqualita¨t bereitstellen.
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