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1 導入
一般に確率変数 Xが対称であるとは,中心となる  $\theta$ が存在し,確率変数  X- $\theta$ が  $\theta$-X と同
一の分布に従っているというものである.本稿ではこれを 通常の対称  と呼ぶ.通常の対称性
を持たない確率変数に対しても,対称の概念を変えることにより別の対称性を定義できる場合











のように 位置  $\theta$  について対称である場合と, \log‐symmetry のように 尺度  $\theta$  について対称で
ある場合に分ける.それぞれlocation, scale を名称の先頭に付けて区別し,計4つの対称性を導入








確率変数 Xが  $\theta$\in \mathbb{R} について通常の対称であるとは
X- $\theta$= $\theta$-X\mathrm{d}
となることをいう.ただし, =\mathrm{d} は分布が等しいことを表す.この通常の対称に類似なものとし
て, X/ $\theta$=\mathrm{d} $\theta$/X となることを対称の1つとして考える.これは Seshadri(1965) により導入され,
\log‐symmetry と呼ばれる.
本稿では,なめらかな確率密度関数をもつ連続型確率変数のみを扱)v \backslash  X で表す.また,Xの確率
密度関数を f_{X} () , 分布関数を F_{X} () , ハザード関数を h() と表す.
定義2.1 (Seshadri (1965)) 正値のみをとる確率変数 Xが \log‐symmetryであるとは
\displaystyle \frac{X}{ $\theta$}=\mathrm{d}\frac{ $\theta$}{X}
となることをいう.
この \log‐symmetry と通常の対称性について,次の定理が成立する.




\log‐symmetry に倣  $\iota$\backslash , 以降定義する対称性についても同様の性質を考える.平均,中央値,最頻
値については Groeneveld and Meeden(1977), Runnenburg(1978), van Zwet(1979) 等の mean‐
median‐mode inequality が有名である \text{力_{\grave{\grave{}1}}}' ,本稿ではそれぞれ個別に評価する.
3 scale exponential‐symmetry
\log‐symmetry の定義に倣 \mathrm{t}\backslash , 指数変換した確率変数に対して,尺度についての対称性を考える.
定義3.1 \mathbb{R} 値確率変数 Xが  $\theta$\in \mathbb{R}\backslash \{0\} について scale exponential‐symmetry であるとは




 $\theta$>0 としても一般性を失わない.Xの従う分布がどのようなときにscale exponential‐symmetry
となるか調べる.定義より,任意の x>0 に対して
P(\displaystyle \frac{e^{X}}{ $\theta$}\leq x) =P(\frac{ $\theta$}{e^{X}}\leq x)
が成立すればよいので,両辺をそれぞれ Xについての確率として表し,分布関数の関係式にすると
P(X\displaystyle \leq\log( $\theta$ x)) =P(X\geq\log\frac{ $\theta$}{x}) ,
F_{X}(\displaystyle \log( $\theta$ x)) =1-F_{X}(\log\frac{ $\theta$}{x})
となる.
両辺を x で微分して,確率密度関数の関係式にすると
f_{X}(\displaystyle \log( $\theta$ x))=f_{X}(\log\frac{ $\theta$}{x})
となる.以上より, F_{X}(x) , f_{X}(x) が
F_{X}(\displaystyle \log( $\theta$ x))=1-F_{X}(\log\frac{ $\theta$}{x}) , (3.1)




定理3.1 Xが  $\theta$=e^{ $\eta$} >0 について scale exponential‐symmetry であることは,Xが  $\eta$=\log $\theta$
について通常の対称であることと同値である.
証明
Xが  $\theta$=e^{ $\eta$} について scale exponential‐symmetry であるとする.(3.2) において, \log x=t とす
ると, \log $\theta$= $\eta$ より
 f_{X}(t+ $\eta$)=f_{X}(-t+ $\eta$) .
これは,Xが  $\eta$=\log $\theta$ について通常の対称を意味する.
逆に,Xが  $\eta$=\log $\theta$ について通常の対称とすると,任意の  t\in \mathbb{R} に対して f_{X}(t+ $\eta$)=f_{X}(-t+ $\eta$)
を満たす.このとき, x>0 に対して
P(\displaystyle \frac{e^{X}}{ $\theta$}\leq x) =P(X\leq\log( $\theta$ x))=\int_{-\infty}^{\log( $\theta$ x)}f(t)dt
 s=t- $\eta$ と置換すると
 P(\displaystyle \frac{e^{X}}{ $\theta$}\leq x) =\int_{-\infty}^{\log x}f(s+ $\eta$)ds
となる.また,
P(\displaystyle \frac{ $\theta$}{e^{X}}\leq x)=P(\mathrm{X}\geq\log\frac{ $\theta$}{x}) =\int_{\log\frac{ $\theta$}{x}}^{\infty}f(t)\mathrm{d}t
t= $\eta$-s と置換し,Xが  $\theta$ について通常の対称であることより
 P(\displaystyle \frac{ $\theta$}{e^{X}}\leq x) =\int_{-\infty}^{\log x}f( $\eta$+s)ds.
以上より,
P(\displaystyle \frac{e^{X}}{ $\theta$}\leq x) =P(\frac{ $\theta$}{e^{X}}\leq x)
よって,  $\theta$=e^{ $\eta$} について scale exponential‐symmetryとなる.ロ
3.1 分位点関数
Xがscale exponential‐symmetry のとき,分位点関数について調べる. F_{X}(x) を狭義単調増加と
する.このとき,(3.1) は,分位点関数 Q(x) を用いて
\displaystyle \log( $\theta$ x)=Q(1-F(\log\frac{ $\theta$}{x}))
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と表せる.ここで, u=F_{X}(\log( $\theta$/x)) と置換すると, x= $\theta$/\exp(Q(u)) より
\displaystyle \log(\frac{$\theta$^{2}}{\exp(Q(u))}) =Q(1-u)
となる.左辺を整理すれば, 0<u<1 に対して
2 \log $\theta$-Q(u)=Q(1-u) (3.3)
となる.
3.2 ハザード関数
Xがscale exponential‐symmetry のとき,バザー‐ ド関数について調べる.(3.2) において,両辺を
\{1-F_{X}(\log( $\theta$ x))\}\{1-F_{X}(\log( $\theta$/x))\} で割ると
\displaystyle \frac{1}{1-F_{X}(\log\frac{ $\theta$}{x})}\frac{f_{X}(\log( $\theta$ x))}{1-F_{X}(\log( $\theta$ x))}=\frac{1}{1-F_{X}(\log( $\theta$ x))}\frac{f_{X}(\log\frac{ $\theta$}{x})}{1-F_{X}(\log\frac{ $\theta$}{x})}
となり,両辺にハザード関数の形が現れるので,それぞれ h(x) で置き換えると
\displaystyle \frac{1}{1-F_{X}(\log\frac{ $\theta$}{x})}h(\log( $\theta$ x)) =\frac{1}{1-F_{X}(\log( $\theta$ x))}h(\log\frac{ $\theta$}{x})
となる.
3.3 中央値
Xがscale exponential‐symmetry のとき,中央値について調べる. F_{X}(x) を狭義単調増加とする.
(3.3) で u=1/2 とすると
2 \displaystyle \log $\theta$-Q(\frac{1}{2}) =Q(\frac{1}{2}) ,
Q(\displaystyle \frac{1}{2})=\log $\theta$.
よって中央値は \log $\theta$ である.
3.4 最頻値
Xがscale exponential‐symmetry のとき,最頻値について調べる.  f_{X}(x) を単峰型で微分可能と
する.(3.2) の両辺を x で微分して整理すると
f_{X}'(\displaystyle \log( $\theta$ x)) =-f_{X}'(\log\frac{ $\theta$}{x})
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が成立する.ここで , x=1 とすると
f_{X}'(\log $\theta$)=-f_{X}'(\log $\theta$) ,
f_{X}'(\log $\theta$)=0
となり,  x=\log $\theta$ での微分係数が  0 であることがわかる.よって最頻値は \log $\theta$ である.
3.5 モーメント





となる. y=2\log $\theta$-x と置換すると
E[X^{r}]=\displaystyle \int_{-\infty}^{\infty}(2\log $\theta$-y)^{r}f_{X}(y)dy=E[(2\log $\theta$-X)^{r}] (3.4)
となる.
3.6 平均




よって平均は \log $\theta$ である.
3 \cdot7 scale exponential‐symmetry となる確率変数の例
scale exponential‐symmetry となる確率変数の例は,正規分布に従う確率変数などが挙げられる.
実際,  X\sim N( $\mu,\ \sigma$^{2}) とすると, \log( $\theta$ x) , \log( $\theta$/x) での確率密度関数の値はそれぞれ, x>0 に対
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して
f_{X}(\displaystyle \log( $\theta$ x)) =\frac{1}{\sqrt{2 $\pi \sigma$^{2}}}\exp[-\frac{\{\log( $\theta$ x)- $\mu$\}^{2}}{2$\sigma$^{2}}],
f_{X}(\displaystyle \log\frac{ $\theta$}{x}) =\frac{1}{\sqrt{2 $\pi \sigma$^{2}}}\exp\{-\frac{(\log\frac{ $\theta$}{x}- $\mu$)^{2}}{2$\sigma$^{2}}\}
である.この2式が等しいことは
\displaystyle \{\log( $\theta$ x)- $\mu$\}^{2}= (\log\frac{ $\theta$}{x}- $\mu$)^{2}
が成立することと同値であり,これを  $\theta$ について解くと
 $\theta$=e^{ $\mu$}
となる.よって  $\theta$=e^{ $\mu$} とおけば,任意の x>0 に対して f_{X}(\log( $\theta$ x)) =f_{X}(\log( $\theta$/x)) が成立す
るので,Xはscale exponential‐symmetry となる.このとき, F_{X}(x) は狭義単調増加,fx (x) は単
峰型で微分可能なので,Xは上記の性質を全て満たす.
scale exponential‐symmetry とならない確率変数の例は,Gumbel 分布に従う確率変数などが挙げ
られる.実際,XをGumbel分布に従う確率変数とすると
f_{X}(x)=\displaystyle \frac{1}{ $\eta$}\exp(-\frac{x- $\mu$}{ $\eta$})\exp\{-\exp(-\frac{x- $\mu$}{ $\eta$})\} (-\infty<x<\infty,  $\mu$\in \mathbb{R},  $\eta$>0)
である. \log( $\theta$ x) , \log( $\theta$/x) での確率密度関数の値はそれぞれ, x>0 に対して
f_{X}(\displaystyle \log( $\theta$ x)) =\frac{1}{ $\eta$}\exp\{-\frac{\log( $\theta$ x)- $\mu$}{ $\eta$}\}\exp[-\exp\{-\frac{\log( $\theta$ x)- $\mu$}{ $\eta$}\}],
f_{X}(\displaystyle \log\frac{ $\theta$}{x}) =\frac{1}{ $\eta$}\exp(-\frac{\log\frac{ $\theta$}{x}- $\mu$}{ $\eta$})\exp\{-\exp(-\frac{\log\frac{ $\theta$}{x}- $\mu$}{ $\eta$})\}








X の従う分布がどのようなときに location exponential‐symmetry となるか調べる scale
exponential‐symmetry のときと同様にすれば, F_{X}(x) , fx (x) が,任意の x<| $\theta$| に対して
F_{X}(\log(x+ $\theta$)) =1-F_{X}(1\mathrm{o}g( $\theta$-x)) , (4.1)
\displaystyle \frac{1}{x+ $\theta$}f_{X}(\log(x+ $\theta$)) =\frac{1}{ $\theta$-x}f_{X}(\log( $\theta$-x)) (4.2)
を満たすこととXがlocation exponential‐symmetry であることは同値であることが示される.
location exponential‐symmetry の分位点関数,ハザー ド関数,中央値については scale
exponential‐symmetry のときと同様にすれば求められる.
4.1 最頻値
ゐX (x) を単峰型で微分可能とする.(4.2) の両辺を x で微分すると
-\displaystyle \frac{1}{(x+ $\theta$)^{2}}f(\log(x+ $\theta$))+\frac{1}{(x+ $\theta$)^{2}}f'(\log(x+ $\theta$))
=\displaystyle \frac{1}{( $\theta$-x)^{2}}f(\log( $\theta$-x)) -\frac{1}{( $\theta$-x)^{2}}f'(\log( $\theta$-x))
となる.ここで, x=0 として整理すると
f_{X}'(\log $\theta$) =fx (\log $\theta$)
となる.fx (x) は確率密度関数なので,fx (\log $\theta$) \geq 0 より
f_{X}'(\log $\theta$) \geq 0




Xがlocation exponential‐symmetry のとき,平均について調べる.定義  e^{X}- $\theta$= $\theta$-e^{X}\mathrm{d} は, e^{X}
の分布が  $\theta$ を中心に通常の対称であることと同値なので,  E[e^{X}] = $\theta$ が成立する.  Y=e^{X} とする
と, \log Y=X より
E[X]=-E[-\log Y].
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ここで,‐ \log y は, y>0 で凸関数である.よって E[-\log Y] について,Jensen の不等式より
E[-\log \mathrm{Y}]\geq-\log E[\mathrm{Y}]
が成立する.これより, -E [- \log Y] について
-E[-\log Y] \leq\log E[\mathrm{Y}]
が成立するので,平均 E[\mathrm{X}] について,少なくとも
 E[X]\leq\log E[Y]=\log $\theta$
となる.
4 \cdot3 location exponential‐symmetry となる確率変数の例
location exponential‐symmetry となる確率変数の例は,パラメータの値が等しいベータ分布に従
う \mathrm{Y} を, Y=e^{X} で変換した確率変数 X などが挙げられる.実際, Y の確率密度関数は
f_{Y}(y)=\displaystyle \frac{1}{B( $\alpha,\ \alpha$)}y^{ $\alpha$-1}(1-y)^{ $\alpha$-1} (0<y<1,  $\alpha$>0)
であり, Y=e^{X} と変換すると
F_{X}(x)=P(X\leq x)=P(Y\leq e^{x})=F_{Y} (ex ),
f_{X}(x)=e^{x}f_{Y}(e^{x})
となるので Xの確率密度関数は
f_{X}(x)=\displaystyle \frac{e^{x}}{B( $\alpha,\ \alpha$)}e^{x( $\alpha$-1)}(1-e^{x})^{ $\alpha$-1}=\frac{1}{B( $\alpha,\ \alpha$)}e^{ $\alpha$ x}(1-e^{x})^{ $\alpha$-1}
である.よって, \{1/(x+ $\theta$)\}fx(\log(x+ $\theta$ \{1/( $\theta$-x)\} fx (\log( $\theta$-x)) の値はそれぞれ
\displaystyle \frac{1}{x+ $\theta$} fx (\log(x+ $\theta$)) = \displaystyle \frac{1}{x+ $\theta$}\frac{1}{B( $\alpha,\ \alpha$)}(x+ $\theta$)^{ $\alpha$}\{1-(x+ $\theta$)\}^{ $\alpha$-1}
=\displaystyle \frac{1}{B( $\alpha,\ \alpha$)}(x+ $\theta$)^{ $\alpha$-1}\{1-(x+ $\theta$)\}^{ $\alpha$-1},
\displaystyle \frac{1}{ $\theta$-x}f_{\mathrm{X}} (\log( $\theta$-x)) =\frac{1}{ $\theta$-x}\frac{1}{B( $\alpha,\ \alpha$)}( $\theta$-x)^{ $\alpha$}\{1-( $\theta$-x)\}^{ $\alpha$-1}
=\displaystyle \frac{1}{B( $\alpha,\ \alpha$)}( $\theta$-x)^{ $\alpha$-1}\{1-( $\theta$-x)\}^{ $\alpha$-1}
である.この2式が等しいことは
(x+ $\theta$)^{ $\alpha$-1}\{1-(x+ $\theta$)\}^{ $\alpha$-1}=( $\theta$-x)^{ $\alpha$-1}\{1-( $\theta$-x)\}^{ $\alpha$-1}
が成立することと同値である.これを  $\theta$ について解くと,
 $\theta$=\displaystyle \frac{1}{2}
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となる.よって  $\theta$ = 1/2 とおくと,任意の x < | $\theta$| に対して, \{1/(x+ $\theta$)\}fx(\log(x+ $\theta$)) =
\{1/( $\theta$-x)\} fx (\log( $\theta$-x)) が成立するので,Xはlocation exponential‐symmetry である.こ
のとき, f_{X}(x) が単峰型であれば,Xは上記の性質を全て満たす.
location exponential‐symmetry とならない確率変数の例は,正規分布に従う確率変数などが挙げ
られる.実際, X\sim N( $\mu,\ \sigma$^{2}) とすると
\displaystyle \frac{1}{x+ $\theta$}f_{X}(\log(x+ $\theta$))=\frac{1}{(x+ $\theta$)\sqrt{2 $\pi \sigma$^{2}}}\exp[-\frac{\{\log(x+ $\theta$)- $\mu$\}^{2}}{2$\sigma$^{2}}],
\displaystyle \frac{1}{ $\theta$-x}f_{X}(\log( $\theta$-x)) =\frac{1}{( $\theta$-x)\sqrt{2 $\pi \sigma$^{2}}}\exp[-\frac{\{\log( $\theta$-x)- $\mu$\}^{2}}{2$\sigma$^{2}}]

















定義5.1 正値確率変数 X が  $\theta$ \in \mathbb{R}\backslash \{0\} について scale power‐symmetry であるとは,ある
a\in \mathbb{R}\backslash \{0\} が存在して
\displaystyle \frac{X^{a}}{ $\theta$}=\mathrm{d}\frac{ $\theta$}{X^{a}}
となることをいう.
 $\theta$>0 としても一般性を失わない.Xの従う分布がどのようなときに,scale power‐symmetry と
なるか調べる.定義より,任意の x>0 に対して
P(\displaystyle \frac{X^{a}}{ $\theta$}\leq x) =P(\frac{ $\theta$}{X^{a}}\leq x)
が成立すればよいので,両辺をそれぞれ X^{a} についての確率として表すと
P(X^{a}\displaystyle \leq $\theta$ x) =P(X^{a}\geq\frac{ $\theta$}{x})
となる.ここで, a の正負により不等号の向きが変化するので, a について場合分けする.
(i) a>0 のとき
P (\displaystyle \mathrm{X}\leq ( $\theta$ x)^{1/a}) =P(\mathrm{X}\geq (\frac{ $\theta$}{x})^{1/a}) ,
F_{X}(( $\theta$ x)^{1/a}) =1-F_{X}((\displaystyle \frac{ $\theta$}{x})^{1/a}) .
分布関数がこれを満たせばよい.さらに,両辺を x で微分して
\displaystyle \frac{1}{a}( $\theta$ x)^{(1/\mathrm{c}\mathrm{e})-1} $\theta$ f_{X}(( $\theta$ x)^{1/a}) =-\frac{1}{a}(\frac{ $\theta$}{x})^{(1/a)-1}(-\frac{ $\theta$}{x^{2}})f_{X}((\frac{ $\theta$}{x})^{1/a}) ,
x^{(1/a)}f_{X}(( $\theta$ x)^{1/a}) =x^{-(1/a)}f_{X}((\displaystyle \frac{ $\theta$}{x})^{1/a}) .
確率密度関数がこれをみたせばよい.
(ii) a<0 のとき
P (\displaystyle \mathrm{X}\geq ( $\theta$ x)^{1/a}) =P(\mathrm{X}\leq (\frac{ $\theta$}{x})^{1/a}) ,
1-F_{X}(( $\theta$ x)^{1/a}) =F_{X}((\displaystyle \frac{ $\theta$}{x})^{1/a}) .
分布関数がこれをみたせばよい.さらに,両辺を x で微分して
-\displaystyle \frac{1}{a}( $\theta$ x)^{(1/a)-1} $\theta$ f_{X}(( $\theta$ x)^{1/a}) =\displaystyle \frac{1}{a}(\frac{ $\theta$}{x})^{(1/a)-1} ( -\displaystyle \frac{ $\theta$}{x^{2}} ) fx ((\displaystyle \frac{ $\theta$}{x})^{1/a}) ,
x^{1/a}f_{X}(( $\theta$ x)^{1/a}) =x^{-1/a}f_{X}((\displaystyle \frac{ $\theta$}{x})^{1/a}) .
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確率密度関数がこれを満たせばよい.
(i), (ii) より,ある a\in \mathbb{R}\backslash \{0\} に対して, F_{X}(x) , fx (x) が
F_{X}(( $\theta$ x)^{1/a}) =1-F_{X}((\displaystyle \frac{ $\theta$}{x})^{1/a}) , (5.1)
x^{1/a}f_{X}(( $\theta$ x)^{1/a}) =x^{-1/a}f_{X}((\displaystyle \frac{ $\theta$}{x})^{1/a}) (5.2)
を満たすこととXがscale power‐symmetry であることは同値である.
注意5.1 これは a=1 のとき, \log‐symmetryの定義と一致する.
scale power‐symmetry の性質については,これまでと同様にすれば求めることができる.
5.1 scale power‐symmetry となる確率変数の例  r
scale power‐symmetry となる確率変数の例は, \log‐symmetryである  Y を Y=X^{a} で変換した X
が挙げられる.
実際,任意の x>0 に対して, F_{X}(x) , fx (x) は
(i) a>0 のとき
F_{X}(x)=P(X\leq x) =P(Y^{1/a}\leq x) =P(Y\leq x^{a}) =F_{Y} (xa),
f_{X}(x)=ax^{a-1}f_{Y}(x^{a})
(ii) a<0 のとき
F_{X}(x)=P(X\leq x) =P(\mathrm{Y}^{1/a}\leq x) =P(Y\geq x^{a}) =1-F_{Y} (xa),
f_{X}(x)=-ax^{a-1}f_{Y}(x^{a})









f_{Y}(y)=\displaystyle \frac{1}{\sqrt{2 $\pi \sigma$^{2}}y}\exp\{-\frac{(\log y- $\mu$)^{2}}{2$\sigma$^{2}}\} (y>0)
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なので,Xの確率密度関数叛 (x) は
f_{X}(x)=\displaystyle \mathrm{s}\mathrm{g}\mathrm{n}(a)x^{a-1}\frac{1}{\sqrt{2 $\pi \sigma$^{2}}x^{a}}\exp\{-\frac{(\log x^{a}- $\mu$)^{2}}{2$\sigma$^{2}}\}= sgn (a)\displaystyle \frac{1}{\sqrt{2 $\pi \sigma$^{2}}x}\exp\{-\frac{(a\log x- $\mu$)^{2}}{2$\sigma$^{2}}\}
(x>0)
となる.この叛 (x) に対して
x^{1/a}f_{X}(( $\theta$ x)^{1/a}) =\displaystyle \mathrm{s}\mathrm{g}\mathrm{n}(a)x^{1/a}\frac{1}{\sqrt{2 $\pi \sigma$^{2}}( $\theta$ x)^{1/a}}\exp[-\frac{\{a\log( $\theta$ x)^{1/a}- $\mu$\}^{2}}{2$\sigma$^{2}}]
=\displaystyle \mathrm{s}\mathrm{g}\mathrm{n}(a)\frac{1}{\sqrt{2 $\pi \sigma$^{2}}$\theta$^{1/a}}\exp[-\frac{\{\log( $\theta$ x)- $\mu$\}^{2}}{2$\sigma$^{2}}],
x^{-(1/a)}f_{X}((\displaystyle \frac{ $\theta$}{x})^{1/a}) =\mathrm{s}\mathrm{g}\mathrm{n}(a)x^{-1/a}\frac{1}{\sqrt{2 $\pi \sigma$^{2}}(\frac{ $\theta$}{x})^{1/a}}\exp[-\frac{\{a\log( $\theta$/x)^{1/a}- $\mu$\}^{2}}{2$\sigma$^{2}}]
=\displaystyle \mathrm{s}\mathrm{g}\mathrm{n}(a)\frac{1}{\sqrt{2 $\pi \sigma$^{2}}$\theta$^{1/a}}\exp[-\frac{\{\log( $\theta$/x)- $\mu$\}^{2}}{2$\sigma$^{2}}]
なので,この2式が等しいことは
\{\log( $\theta$ x)- $\mu$\}^{2}=\{\log( $\theta$/x)- $\mu$\}^{2}
が成立することと同値である.これを  $\theta$ について解くと
 $\theta$=e^{ $\mu$}
となる.よって  $\theta$=e^{ $\mu$} とおくと,任意の x>0 に対して x^{1/a}f_{X}(( $\theta$ x)^{1/a}) =x^{-1/a}fx(( $\theta$/x)^{1/a})




f_{X}(x)=\displaystyle \frac{ $\beta \gamma$^{ $\beta$}}{x^{ $\beta$+1}} (x> $\gamma$,  $\beta$>0,  $\gamma$>0)
である.この飯 (x) に対して
x^{1/a}f_{X}(( $\theta$ x)^{1/a}) =x^{- $\beta$/a}\displaystyle \frac{ $\beta \gamma$^{ $\beta$}}{ $\theta$( $\beta$+1)/a},
x^{-1/a}f_{X}((\displaystyle \frac{ $\theta$}{x})^{1/a}) =x^{ $\beta$/a}\frac{ $\beta \gamma$^{ $\beta$}}{ $\theta$( $\beta$+1)/a}




Xを幕変換した確率変数  X^{a} に対して,locationについての対称性を考える.
定義6.1 正値確率変数 X が,  $\theta$ \in \mathbb{R} について location power‐symmetry であるとは,ある
a\in \mathbb{R}\backslash \{0\} が存在して
X^{a}- $\theta$= $\theta$-X^{a}\mathrm{d}
となることをいう.
X の従う分布がどのようなときに,location power‐symmetry となるか調べる scale power‐
symmetry のときと同様に a について場合分けすると,ある a\in \mathbb{R}\backslash \{0\} が存在して, F_{X}(x) , f_{X}(x)
が
F_{X}((x+ $\theta$)^{1/a}) =1-F_{X}(( $\theta$-x)^{1/a}) , (6.1)





Xがlocation power‐symmetry のとき,最頻値について調べる. f_{X}(x) を単峰型で微分可能とす
る.(6.2) の両辺を x で微分して整理すると
(\displaystyle \frac{1}{a}-1)(x+ $\theta$)^{1/a-2}f_{X}((x+ $\theta$)^{1/a})+\frac{1}{a}(x+ $\theta$)^{2/a-2}f_{X}'((x+ $\theta$)^{1/a})
= (1-\displaystyle \frac{1}{a})( $\theta$-x)^{1/a-2}f_{X}(( $\theta$-x)^{1/a}) -\frac{1}{a}( $\theta$-x)^{2/a-2}f_{X}'(( $\theta$-x)^{1/a})
となる.ここで, x=0 として整理すると
(\displaystyle \frac{1}{a}-1)$\theta$^{1/a-2}f_{X}($\theta$^{1/a})+\frac{1}{a}$\theta$^{2/a-2}f_{X}'($\theta$^{1/a}) = (1-\displaystyle \frac{1}{a})$\theta$^{1/a-2}f_{X}($\theta$^{1/a})-\frac{1}{a}$\theta$^{2/a-2}f_{X}'($\theta$^{1/a}) ,
f_{X}'($\theta$^{1/a}) =(a-1)$\theta$^{-1/a}f_{X}($\theta$^{1/a}) .
となる.ここで, $\theta$^{-1/a} >0 であり, f_{X}(x) は確率密度関数なので, f_{X}($\theta$^{1/a}) \geq  0 である.また,
(a-1) は a の値により符号が変わるので, a について場合分けする.
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(i) a\geq 1 のとき
a-1\geq 0 となるので
f_{X}'($\theta$^{1/a}) \geq 0






となる.よって取 (x) の最頻値を x0とすると,少なくとも
x_{0}\leq$\theta$^{1/a}
となる.
(i), (ii) より, f_{X}(x) の最頻値 x_{0} について,少なくとも
\left\{\begin{array}{l}




6.2 Iocation power‐symmetry となる確率変数の例
location power‐symmetry となる確率変数の例は,通常の対称である三角分布に従う正値確率変数
Y を, \mathrm{Y}=X^{a} で変換した確率変数 Xなどが挙げられる.実際, [ $\alpha$,  $\beta$]( $\alpha$>0) 上の三角分布に対し
て, Y の確率密度関数は
f_{Y}(y)=\left\{\begin{array}{ll}
\frac{4(y- $\alpha$)}{( $\beta$- $\alpha$)^{2}} & ( $\alpha$\leq\dot{y}<\frac{ $\alpha$+ $\beta$}{2}) ,\\
\frac{2}{ $\beta$- $\alpha$} & (y=\frac{ $\alpha$+ $\beta$}{2}) ,\\
\frac{4( $\beta$-y)}{( $\beta$- $\alpha$)^{2}} & (\frac{ $\alpha$+ $\beta$}{2}<y\leq $\beta$)
\end{array}\right.
であり,ある a>0 に対して Y=X^{a} と変換すると





\frac{4ax^{a-1}(x^{a}- $\alpha$)}{( $\beta$- $\alpha$)^{2}} & ($\alpha$^{1/a}\leq x< (\frac{ $\alpha$+ $\beta$}{2})^{1/a}) ,\\
\frac{2^{1/a}a( $\alpha$+ $\beta$)^{1-1/a}}{\frac {}{}4ax^{a-1}( $\beta$-x^{a}),( $\beta$- $\alpha$)^{2} $\beta$- $\alpha$} & (x=(\frac{ $\alpha$+ $\beta$}{2})^{1/a}) ,
\end{array}\right.((\displaystyle \frac{ $\alpha$+ $\beta$}{2})^{1/a}<x\leq$\beta$^{1/a})
である.これより, (x+ $\theta$)^{1/a-1} fx ((x+ $\theta$)^{1/a}) , ( $\theta$-x)^{1/a-1} fx (( $\theta$-x)^{1/a}) の値は
(x+ $\theta$)^{1/a-1}f_{X}((x+ $\theta$)^{1/a}) =\left\{\begin{array}{ll}
\frac{4a(x+ $\theta$- $\alpha$)}{( $\beta$- $\alpha$)^{2}} & ( $\alpha$- $\theta$\leq x<\frac{ $\alpha$+ $\beta$}{2}- $\theta$) ,\\
\frac{2a}{ $\beta$- $\alpha$} & (x=\frac{ $\alpha$+ $\beta$}{2}- $\theta$) ,\\
\frac{4a( $\beta$-x- $\theta$)}{( $\beta$- $\alpha$)^{2}} & (\frac{ $\alpha$+ $\beta$}{2}- $\theta$<x\leq $\beta$- $\theta$) ,
\end{array}\right.
( $\theta$-x)^{1/a-1}f_{X}(( $\theta$-x)^{1/a}) = \left\{\begin{array}{ll}
\frac{4a(x- $\theta$+ $\beta$)}{( $\beta$- $\alpha$)^{2}} & ( $\theta$- $\beta$\leq x< $\theta$-\frac{ $\alpha$+ $\beta$}{2}) ,\\
\frac{2a}{ $\beta$- $\alpha$} & (x= $\theta$-\frac{ $\alpha$+ $\beta$}{2}) ,\\
\frac{4a( $\beta$-x- $\theta$)}{( $\beta$- $\alpha$)^{2}} & (\frac{ $\alpha$+ $\beta$}{2}- $\theta$<x\leq $\beta$- $\theta$)
\end{array}\right.
となる.この2式が等しいことは
 $\alpha$- $\theta$= $\theta$- $\beta$
が成立することと同値である.これを  $\theta$ について解くと
 $\theta$=\displaystyle \frac{ $\alpha$+ $\beta$}{2}
となる.よって  $\theta$ = ( $\alpha$+ $\beta$)/2 が存在し,任意の  $\alpha$ < x <  $\beta$ に対して (x+ $\theta$)^{1/a-1} fx ((x+
 $\theta$)^{1/a}) = ( $\theta$-x)^{1/a-1} fx (( $\theta$-x)^{1/a}) が成立するので,Xはlocation power‐symmetry となる.




(x+ $\theta$)^{1/a-1}f_{X}((x+ $\theta$)^{1/a}) =\displaystyle \frac{1}{(x+ $\theta$)\sqrt{2 $\pi \sigma$^{2}}}\exp[-\frac{\{\frac{1}{a}\log(x+ $\theta$)- $\mu$\}^{2}}{2$\sigma$^{2}}],
( $\theta$-x)^{1/a-1}f_{X}(( $\theta$-x)^{1/a}) =\displaystyle \frac{1}{( $\theta$-x)\sqrt{2 $\pi \sigma$^{2}}}\exp[-\frac{\{\frac{1}{a}\log( $\theta$-x)- $\mu$\}^{2}}{2$\sigma$^{2}}]
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であるが,この2式が等しくなるような  $\theta$ は存在しない.よって X はlocation power‐symmetry
ではない.
性質の比較
scale power‐symmetry とlocation power‐symmetry の性質を比較すると,表3のようになる.
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