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1. INTRODUCTION
The detection and processing of the small moving
targets is an important subject in the area of signal/image
processing, especially in the condition of complicated
background and long ranges1-13. The difficulties for detection
of small/point targets arise out of the facts that the target
occupies single or few pixels on the image plane of the
sensor, has no texture and shape information and has low
signal-to-noise plus clutter ratio (SCNR). Target and
background are both complex and dynamic.  Pre-processing
algorithms are used to enhance the SCNR to improve detection
probability. The pre-processed image is passed to the
detection algorithm to further distinguish between target
and background/noise more accurately. Many pre-processing
algorithms have been reported in the literature14-35. Some
of them are spatial and others are either temporal or spatio-
temporal in nature.
Median filter14 is a popular filter for smoothing,
enhancement and background prediction of image signals.
It has been used very often to reduce “salt and pepper”
noise in images. Median filtering is more effective than
convolution when the goal is to simultaneously reduce
noise and preserve edges. The generalisation of median
filter is also called order-statistic (OS) filter. Morphology
based filters7 have been used as pre-processing filters.
Other morphological filters like opening and closing filters
have high importance in target detection application. Filters
primarily used in 1-D signal processing like Gaussian15,
Weiner16, etc. have been tried to judge their performance.
The performance of mean17, median14, max-median18, max-
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mean, selective median19 and top-hat and bottom-hat filters20
have been used in this simulation. The survey of the
various pre-processing filters is presented in Section 2.
A new pre-processing filter based on morphology called
Improved Hybrid Morphological Filter, presented in the
Section 3, is proposed in this paper.
2. PRE-PROCESSING FILTERS
The pre-processing algorithms are important in the
small target detection. The usefulness of various spatial
as well as temporal filters have been discussed. Irrespective
of the method chosen, the pre-processing filter should
perform the tasks of enhancing the isolated points (small-
targets occupy single isolate pixel in the image plane),
preserving the edge information and giving a weak response
in the homogenous region. Some of the filters discussed
in Section 2.1 have no direct application in small target
detection, but they also have been studied in this survey.
2.1 Spatial Filters
A common method of target detection based on small
size spatial filters works by predicting the background by
image processing techniques and subtracting it from the
original image21. Gaussian, statistical and morphological
filters have been explored for small target detection applications.
Recently, clutter suppression based on top-hat filter has
been proposed by Jiancheng Yu22, et al. Background inhibition
network model and Renyi’s entropy based pre-processing
algorithms have been reported by Weidong23. Modified
top-hat transform-based background suppression and target
REVIEW  PAPAER
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detection have been presented by Xiangzhi Bai24, et al.
An integrated algorithm based on wavelet-transform and
higher order is reported in statistic25 for low SNR target
detection.
2.1.1 Gaussian Filter
The Gaussian smoothing15 operator is a 2-D convolution
operator that is used to blur images and remove detail and
noise. It uses a kernel that represents the shape of a
Gaussian (bell-shaped) hump. In 2-D space, an isotropic
(i.e., circularly symmetric) Gaussian has the form:
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Gaussian smoothing uses this 2-D distribution as a
point-spread function. This is achieved by convolution.
Since the image is stored as a collection of discrete pixels,
a discrete approximation to the Gaussian function is needed
to perform the convolution. The kernel can be truncated
at 3s (s: standard deviation) limits from the mean. Figures
1 and 2 show the difference between full Gaussian and
truncated Gaussian kernels.
2.1.2 Statistical Filters
The statistical filters reported in literature for smoothing
images  are mean, median, max-median, max-mean and selective
median.
Mean filter14: It is simple, intuitive and easy to implement.
It reduces the amount of intensity variation between one
pixel and the next. Each pixel value in an image is replaced
with the mean of its neighbors, including itself. This eliminates
pixels which are unrepresentative of their surroundings.
Mean filtering is based around a kernel, which represents
the shape and size of the neighborhood to be sampled
when calculating the mean. Often a 3×3 square kernel is
used, although larger kernel sizes or repetitive usage of
small kernel may be used for better (but not identical)
results.
Median filter17: It is used to reduce, like mean filter, noise
in an image. However, it is better in preserving useful
detail in the image than the mean filter. Like the mean filter,
the median filter considers each pixel in the image and
replaces it with the median of the neighbourhood pixel
values. The median filter has two main advantages over
the mean filter:
• It is a more robust estimation than the mean. A single
unrepresentative pixel in a neighborhood will not affect
the median significantly.
• It does not create new unrealistic pixel values, since
the median must actually be the value of one of the
pixels in the neighbourhood.
Max-median/Max-mean filters18: These remove the
shortcomings of median/mean filters (loss of important
features of interest). These filters effectively remove noise
and preserve geometrical features of the signals and are
called max-median filters. The max-median/mean of a pixel
in its neighbourhood is calculated as:
1 2 3 4( , ) max[ , , , ]y m n z z z z=                           (2)
where y (m, n) is the output of the (2N+1)th order max-
median/mean filter and z1, z2, z3 and z4 are median/mean
of the middle row, middle column, and the two diagonals
of the convolution kernel centred around the pixel of interest,
respectively. The larger the value of N, the more is the
spike suppression. This property is used to detect small
targets.
Selective median filter19: It is a special form of median
filter. It replaces the central pixel with a local median of
selected pixel intensities inside the window.
The background reconstruction is performed using
a median filter of window size n·n given by the equation:
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Figure 1. 2-D Gaussian distribution with mean (0, 0)
and  s=1.5
Figure 2. Truncated Gaussian kernel with mean (0, 0)
and  s=1.5
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By considering alternate pixel position for the median
filter, it is able to capture even dim targets with gradually
decreasing intensity.
2.1.3 Morphological Filters
Mathematical morphology which is based on shape7
provides an approach to the processing of images. The
morphological operations tend to simplify image data,
preserving their essential shape characteristics and eliminating
irrelevances. The fundamental operations of mathematical
morphology are dilation and erosion. Their definition and
rules are as follows:
The dilation of  f  by structuring element g is denoted
by f g•  and is defined by
( )( ) min[ ( ) ( )]
u G
f g x f u g x u
˛
• = + -
                     (4)
The erosion of  f  by structuring element  g is denoted
by f go  and is defined by
( )( ) min[ ( ) ( )]
u G
f g x f u g x u
˛
= - -o
                     (5)
The gray-scale opening of f  by structuring element
g is denoted by
( ) ( ) ( )gO f f g g x= •o                                 (6)
The gray-scale closing of  f by structuring element
g is denoted by
( ) ( ) ( )gC f f g g x= • o                                 (7)
Opening process (erosion of image by structuring
element, followed by dilation of the result by the same
structuring element) eliminates bridges (narrow edge like
set of pixels) connecting two regions of the image. It
rounds outwards pointing corners in the image while leaving
the inwards pointing corners unaffected.
The closing process (dilation of image by structuring
element, followed by erosion of the result by the same
structuring element) rounds the inward-pointing corners
in the image while leaving the outward corners unaffected.
These properties are utilized for smoothing of image.
The problem with morphological filters is that the
result is highly dependent on size and shape of structuring
element. The adaptive selection of size and shape of structuring
element is a challenging task.
Selective morphology filter: It is somewhat similar to selective
median filter. The kernel of the filter will have zero values
for alternate pixels in the window in either row or column
or both, with reference to the pixel of interest.
2.1.4 Watershed Segmentation
Image segmentation is a time-tested technique to extract
the contour information of objects in an image, and can
hence be used to detect small targets in an image. Feng26
et al. have proposed watershed segmentation technique
to detect dim small targets. The noise removal technique26
is described by encoding each pixel and its neighbours
according to the noise distribution to effectively remove
non-object noise. Accurate region of interest (ROI) is located
by thresholding the noise-removed image.
2.1.5 Gradient Weighted Background Reconstruction
(GWBR) Filter
The gradient-weighted background reconstruction
(GWBR) filter27 is proposed to suppress the strong undulant
clouds. In kth frame of the image sequence, the pixel correlation
function R(x, y, z) is given as
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where p is the order of GWBR filter and mark denotes
binary mark information with mean 0 or 1:
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for a given pixel, the inverse gradient in its neighbourhood
is defined as
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The gradient-weighted two-dimensional filter is defined
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The output of the filter is denoted by ˆ( , , )B x y k   which
is given as
, ,
ˆ ( , , ) ( , , ) ( , )
p p
x y k
m p n p
B x y k f x m y n k h m n
=- =-
= + +å å
    (12)
ˆ( , , )B x y k  is image after applying GWBR filter to original
image.
2.1.6 Eigentarget-based Background Suppression
A detection method  for infrared point targets based
on eigen targets is presented in Ruiming28, et al. The
concept of eigentargets is proposed by making reference
to eigenfaces in the field of face recognition. After creating
the target training images using the Gaussian intensity
function, the eigentargets are obtained. These eigentargets
are then used to calculate the target map, defined by a
target map function, at every location in the image where
targets are to be detected. The large values in the target
map image indicate the presence of targets. It has better
performance with better receiver operating characteristics,
and larger signal-to-noise ratio (SNR), and background
suppression factor.
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Consider a set of N training target images 1 2 3{ , , ,.... )Nx x x x
that are m×m in size. Convert these to column
vectors 1 2 3{ , , ,.... )NG G G G . The average target is defined by
1(1/ )
N
nn
N
=
Y = Gå . Then the covariance matrix can be
calculated by
( )( )
1
1 N T
n n
n
C
N =
= G - y G - yå
                                                   (13)
C is factorised into the form as given below.
C=FDFT                                                                        (14)
where F is a matrix with the eigenvectors of C, and D
is a diagonal matrix with the corresponding eigenvalues
as elements of its main diagonal. For all supervised learning
methods, the selection of the training set is very important
for their performance. There are two approaches to generate
the target-training images. One is cropping from the real
IR images to be detected. The other is using the synthetic
images generated by the Gaussian intensity function.
2.2 Temporal and Spatio-temporal Filters
As opposed to early spatial pre-processing algorithms
which predict the clutter spatially in each image and then
apply detection algorithm, recent approaches have used
multiple frames to incorporate temporal as well as spatial
information. These algorithms are often part of track-before-
detect (TbD) algorithms29. Spatial clutter suppression
algorithms employed only spatial correlation. Additional
performance gain can be achieved by refining these to
adapt locally to changing clutter. Spatial pre-processing
algorithms are both simpler to develop and computationally
less costly than the algorithms which exploit temporal
correlation. However, spatial correlation of the background
clutter is generally not as strong as the temporal correlation30.
The drive to obtain the improved performance in clutter
has, therefore, led to the consideration of algorithms which
exploit the temporal behaviour of the clutter. Such types
of filters are discussedw.
2.2.1 3-D Matched Filter
The three-dimensional matched filter31 requires the
processing of entire image sequence containing the target.
To detect target with unknown velocity, a bank of filters
are tuned to range of target velocities run concurrently.
The complexity involved in 3-D match is enormous as
banks of filters have to run concurrently. The operation
performed by 3-D matched filter can be represented as
three-dimensional convolution:
, , , , , ,
, ,
i j k l m n i l j m k n
l m n
y h x - - -= å
                           (15)
where yi,j,k the output of the processor, xi,j,k is the input,
and hi,j,k  is the filter kernel. The response of the system
to a target is given by:
, , , ,
, ,
td l m n l m n
l m n
h s- - -g = å
                                 (16)
where si,j,k is the sampled version of the target at the input
to the processor. Figure 3 illustrates an interpretation as
clutter cancellation operation followed by a matched filter
on the residual. The signal lines, which have the notation
(N+1), are paths where multiple frames of data are available
simultaneously. The lower path averages over the frames in
the observation interval and then passes this average through
a spatial filter for estimating the constant component of the
clutter in the presence of the temporally-independent component.
2.2.2 Triple Temporal Filter (TTF)
The triple temporal filter (TTF)32 has outstanding signal
to clutter gain in evolving clouds and still retain good
signal-to-temporal noise sensitivity in blue sky or night
data. The generic temporal filter is a damped sinusoid,
implemented recursively. The TTF  is based on six parameters,
consists of two damped sinusoids followed by an exponential
average filter, along with an edge suppression feature.
The damped sinusoid is recursively implemented by
the following set of equations:
1 1
i i
k k kZ Z e D e
q j
+ += a +                              (17)
where Zk is the complex output of the kth iteration, a  is
the damping constant (memory persistence) given by,
log(0.5) / Lea =                                              (18)
where L is the number of frames to reach 50 percent damping,
q is the angular shift per iteration of the sinusoid given
by q = 2p/P, where P is the sinusoid period in number
of frames, Dk+1 is the next pixel data value and the phase
f is given by:
tan (1 cos ) /( sin )f = - a q a q                         (19)
where f is that phase shift of the sinusoid which ensures
that the real part of Zk  has zero response to a constant-
intensity signal.
 
S 
Temporal 
Average 
Wiener 
Filter 
Space-Time 
Average 
Matched 
Filter 
)(kY  
 
 
Figure 3. 3-Dimensional matched filter interpretation.
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The limitation of using TTF is to select these parameters
optimally for best results.
2.2.3 Adaptive Mean and Variance Filter
Lim33, et al. proposed a temporal filter based on adaptive
mean and variance. They have presented a modified temporal
model for moving clutter. The characteristics of a scene
are the combination of static object, target, and the cloud
edge. For these, the models have been generated.  Pixels
seeing static or slow moving objects, such as inner portion
of clouds and clear skies, have roughly constant intensities.
The temporal profile of pixels seeing static objects is modelled
as constant plus some random noise. In general, the target
temporal profile of pixel seeing a target can be modelled
as disturbance signal generated when target moves across
the staring pixel plus the variance associate with random
process noise. A first-order Morkov model suggested by
Alexis4 has been adopted to model temporal profile of
pixels seen by cloud edges.
The adaptive mean and variance filter is fast and
efficient as all the calculations can be performed recursively.
Furthermore, the parameters used in the algorithms can
be tuned automatically. The algorithm operates in two
stages. The first stage of the filter utilises the differences
of temporal intensity variations. The disturbance signals
induced by the targets deviate much more relative to the
background noise. However, since cloud edge pixels can
also obtain high deviation signals, hence, a second-stage
filter is added to differentiate signals induced by the targets
and cloud edge pixels.
2.2.4 Connecting Line of Stagnation Point-based
Temporal Profile
Liu34, et al analysed the statistical characteristics,
particularly covariance of the three classes of temporal
profiles, viz., static background, target, and cloud edges.
The covariance enables discrimination of targets from the
static background, and cloud clutter temporal profile. The
adaptive covariance filter is suitable for static background.
However, if the deviation of the pixels seeing cloud edges
greater compared to that of static background, degradation
of the detection performance will occur if the covariance
of cloud edge and target is equivalent. The residual temporal
profile is obtained by subtracting the baseline from the
temporal profile. The distribution of the residual temporal
profile can be modelled by Gaussian distribution and that
the occurrences of the targets have intensity values that
deviate significantly from the distribution of the residual
temporal profile.
3. IMPROVED  HYBRID MORPHOLOGICAL
FILTER
As discussed mathematical morphological operations
tend to simplify image data, preserving their essential
shape characteristics and eliminating irrelevances. The
language of mathematical morphology is that of set theory.
Gray-scale mathematical morphological technique is developed
from the application of mathematical morphology to image
filtering. The fundamental operations of mathematical
morphology are dilation and erosion.
In the estimation of the background of the imagery,
it is required that the spikes (high-intensity pixels) be
smoothened, while preserving the background. It may be
recalled that the dilation process bridges the gaps, while
the erosion process removes the irrelevant details from
the imagery.
When opening operation is performed on the image,
most of the noise in the image as well as target gets
removed. However, gaps in the image (elimination of outward-
pointing corners) may be created by this operation. To
overcome this undesirable effect, dilation operation is
performed. The effect of dilation operation, however, could
be thickening of the inward corners, which can be remedied
by erosion. The last two operations constitute the closing
operation. Thus opening of image followed by closing by
a suitably chosen structuring element results in a reasonably
noise free image but with some discontinuities in the image.
Similarly, closing of an image followed by opening operation
will result in reasonably noise-free image but with some
discontinuities in the image. Similarly, closing of an image
followed by opening operation will result in reasonably
noise-free image but with some regions joined together.
The repetitive use of opening and closing operations, like
repetitive use of other types of filters, will thus result in
much improved SCNR but with the drawbacks mentioned
above. The easiest way to overcome the above drawbacks
is to take the average of the two processes. Various hybrid
morphological filters have been suggested in literature.
The hybrid morphological CO_OC filter is defined as,
_
( ) ( ( ( )) ( ( ))) / 2
co oc g g g ghyb f C O f C O f= +                (20)
The hybrid morphological COC_OCO filter, which repeats
the operations of opening and closing one more time, is
defined as,
_
( ) ( ( ( ( ))) ( ( ))) / 2
coc oco g g g g g ghyb f O C O f C O C f= +   (21)
From the foregoing discussion, it can be seen that
the hybrid morphological COC_OCO filter will give better
results as compared to hybrid morphological CO_OC filter.
It is also clear that the application of the erosion and
dilation operations will further improve the performance
of hybrid morphological COC_OCO filter. This filter, named
as improved hybrid morphological filter and given in Eqn
(21) is proposed for the intended application.
The improved hybrid morphological filter is defined
as:
( ( ( ( ( )))) ( ( ( )))) / 2hyb g g g g g gI f g O C O f f g C O C f= + •o
                                                     (22)
The proposed filter is able to predict the background
quite well and hence has relatively better SCNR improvement
capability in difference image. The simulation result of the
proposed spatial filter with comparison to other spatial
filters is presented.
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4. SIMULATION RESULTS
Spatial filters discussed in Section 2.1 have been simulated
on sample infrared image frames. The small targets are
embedded synthetically in the input image frame with known
target characteristics (target position, shape, and SCNR)
to calculate the SCNR improvement in difference image.
The SCNR36 is defined below as
2
max
2
( )( ) 10 log SSCNR dB æ ö- m= ç ÷
sŁ ł
                    (23)
where S
max
 is the signal peak value, m  is the mean, and
s is the standard deviation of the background.
In the simulation the target of size 3×3 pixels with
input SCNR of 7.1298 dB, is embedded in the different
sample image frames. Each frame is of size 320×244 pixels,
each pixel intensity being represented in 8-bit gray scale.
The simulation was carried out on an image sequence of
25 frames for each algorithm. The difference image was
obtained by subtracting the filtered image from the original
input image. Then the SCNR in the difference image frame
was calculated. The results of the simulation are given
in Table 1.
The sample simulation results of improved hybrid
Morphological filter, median filter and selective-morphological
filter are given in Figs 4, 5, and 6, respectively.
Simulation for analysis of various pre-processing filters
has been carried out. It has been found that variants of
morphological filters, median filter, mean-median filter, selective
median filter, selective morphological filter (combination
of CoO and OoC) and relaxed median filters are suitable
for clutter prediction and provide enhancement in SCNR
in difference image. From the simulation, it was also found
that Avg (EoCoOoC, DoOoCoO) is outperforming the other
pre-processing filters.
5. CONCLUSIONS
Pre-processing filters are very important for detection
of small targets. Spatial pre-processing filters have less
computation complexity but fair ability to predict dense
and varying background. Morphological filters have better
background-prediction capability but their performance
mostly depend on the size and shape of the structuring
element used. Selective median and morphological filters
are able to reduce the computations, at the same time,
Output SCNR (dB) Pre-processing filter 
Filtered image Difference image 
Morphology (C_O) 7.9251 7.8301 
Hybrid Morphology1 (CoO_OoC) - 9.7511 
Hybrid Morphology2 (CoOoC_OoCoO) - 9.7511 
Improved Hybrid Morphology (EoCoOoC_DoOoCoO) - 11.1460 
Median 1.2016 10.2481 
Max 7.3602 - 
Min - 6.1910 
Min-Max -1.9733 - 
Mean-Median - 10.7745 
Bottom-Hat 2.8694 - 
Adaptive Weinner -6.5374 - 
Laplacian of Gaussian (LoG) 5.1481 - 
Selective Median - 9.4486 
Selective Morphology (CoO_OoC) 3.2390 9.2818 
Hybrid Median -2.0748 3.7086 
Prewitt - 2.6005 
Sobel - 3.4541 
Total Variation Denoising (TVD) - 2.4094 
Relaxed Median -5.5863 9.3543 
Bilateral - 4.0309 
 
Table 1. Simulation results
Figure 4. Sample simulation results using Avg (EoCoOoC, DoOoCoO) filter.
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maintaining the background-prediction capability. Spatio-
temporal filter is the solution to pre-processing algorithm
for the detection of small targets, but obviously with additional
cost, both in terms of computation time as well as memory.
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