The evolution potential estimation of news events can support the decision making of both corporations and governments. For example, a corporation could manage its public relations crisis in a timely manner if a negative news event about this corporation is known with large evolution potential in advance. However, existing state-of-the-art methods are mainly based on time series historical data, which are not suitable for the news events with limited historical data and bursty properties. In this article, we propose a purely content-based method to estimate the evolution potential of the news events. The proposed method considers a news event at a given time point as a system composed of different keywords, and the uncertainty of this system is defined and measured as the Semantic Uncertainty of this news event. At the same time, an uncertainty space is constructed with two extreme states: the most uncertain state and the most certain state. We believe that the Semantic Uncertainty has correlation with the content evolution of the news events, so it can be used to estimate the evolution potential of the news events. In order to verify the proposed method, we present detailed experimental setups and results measuring the correlation of the Semantic Uncertainty with the Content Change of news events using collected news events data. The results show that the correlation does exist and is stronger than the correlation of value from the time-series-based method with the Content Change. Therefore, we can use the Semantic Uncertainty to estimate the evolution potential of news events.
INTRODUCTION
The definition of an event in WordNet 1 is "something that happens at a given place and time." In this article, events refer to news stories, and their occurrences will trigger reports from journalists or news websites and discussions or comments from people. We call these kinds of events "news events" [Xuan et al. 2016] , such as MH370 missing. A news event 2 normally has many factors-when, who, what, where [Yuan et al. 2013 ]-that are very important for event detection. However, in this article, we focus on the content evolution of news events that are known in advance. So the aforementioned factors are not considered in this article except for the webpages.
Normally, the content of a news event, which is expressed by its webpages (e.g., reports of journalists and discussions of people), will change with time due to its evolution. For example, after the occurrence of the event MH370 missing, there were plenty of webpages that talked about it, and the main discussions were about the Aviation Accident. Later, people's attention turned to The Captain Hijacking. This change of people's focus and evolution of a news story are both reflected by the change of content of the webpages on this news event. The problem is how to estimate the Content Change potential of a news event in the future.
The ability to estimate this Content Change potential of news events can be used in a variety of settings, for example, prompt management of a public relations crisis for a corporation [Hennig-Thurau et al. 2003; Roehm 2006] . If it is known that the event Coca-Cola Contains Chlorine will be paid a lot of attention and there will be many discussions about it the next day the Coca-Cola Corporation could manage its public relations crisis in time to minimize its economic losses and brand reputation damage. Another example is for the policy-making of relevant departments of government. Among a large number of news events on the web each day, the events with large evolution potential could be recommended to the relevant departments, which could pay more attention to them and respond in a timely manner. If a news event about food security has the potential to arouse much attention from people the next day, the relevant department should respond to it as soon as possible in order to reduce public fear.
When aiming to estimate a variable, it is natural to use the temporal history of this variable [Cho and Garcia-Molina 2003] . The Auto Regressive Moving Average (ARMA) model [Brockwell and Davis 2009] would be the most classical tool for this kind of problem. For our purpose, the variable is the change of news events' content, so the straightforward idea is to utilize the temporal patterns of this change to estimate the evolution potential of a news event. However, this straightforward idea suffers from some problems: (1) it cannot handle the dynamic nature of news events, especially with burst property 3 [Barabasi 2011; Kumar et al. 2003 ], and (2) the content of news events is overlooked.
In this article, we propose a purely content-based method to estimate the Content Change potential of news events. A hypothesis that further Content Change of a news event is correlated with its current Semantic Uncertainty (which will be introduced later with more details) is put forward and verified. This hypothesis is the basis of the proposed content-based method. We start by mining an Event Keyword Link Network (EKLN) from the webpages to semantically represent the content of a news event at each time point (e.g., a day in this article). The Semantic Uncertainty, which is a measurement of the evolution potential of a news event at the current time point, is defined and computed through the complex network structure analysis of the EKLN using Information Entropy. In order to verify the correlation hypothesis, we estimate the Content Change potentials of 99 news events (with about 609,000 webpages) at each time point in their corresponding life cycles by computing the semantic uncertainties based on the content of these news events. At the same time, the real Content Changes between each consecutive time point pair are evaluated by a graph similarity algorithm as the benchmark. Finally, the correlation between semantic uncertainties and real Content Changes is obtained. This experiment shows that a correlation between the values of Semantic Uncertainty and the values of real change does exist. Besides, we also compare the proposed method with time series models in terms of correlation through replacing the semantic uncertainties with the generated values from time series models. Experiments show that the values from the proposed method are more correlated with the real Content Changes of news events than the values from the time series models. It means that the proposed method is better than time-series-based models on the task of estimating the evolution potential.
The main contributions of this article are as follows:
(1) An Event Keyword Link Network is mined from the webpages of a news event at a time point, which could capture the semantics of this news event at this time point and then make it computable. (2) The Semantic Uncertainty of the news event is introduced, formally defined, and evaluated through the complex network structure analysis of the Event Keyword Link Network. (3) The correlation between the Semantic Uncertainty and the Content Change of news events is verified through the real-world news event data.
The rest of this article is structured as follows. In Section 2, we review related work. Basic definitions and the problem of this work are given in Section 3. The uncertainty of news events and the proposed idea to estimate the Content Change potential are discussed in Section 4. A set of experiments are conducted in Section 5. Section 6 concludes this study and discuses some future works.
RELATED WORK
Most related research works of this article belong to the one topic in the Information Retrieval area: Topic Detection and Tracking (TDT) [Allan et al. 1998; Hong et al. 2011a] . The basic tasks of TDT are (1) to detect the appearances of new topics from the corpus and (2) to track the detected topics from the document stream. When the document corpus is about news webpages, the topics are also named as news events. In this section, we categorize these works into three classes according the tasks: detection, tracking, and prediction.
According to Allan et al. [1998] , event detection is the problem of identifying stories in a news stream. Several clustering algorithms are adopted to resolve this issue, like matrix factorization [Vaca et al. 2014 ], topic models [He et al. 2010] , and the nonhomogeneous Poisson process [Huang et al. 2014] . It is interesting that Sayyadi and Raschid [2013] have transformed the clustering to a community detection problem using a co-occurrence keyword graph to represent texts. Due to the great pervasive usage and real-time nature [Sakaki et al. 2010 ] of the social network, it becomes the best way or one of the best ways to disseminate and discuss news. The detection methods have been proposed based on the social network, but different factors are considered, like geographic information [Yuan et al. 2013] , named entities in the texts [Vavliakis et al. 2013] , word clusters in the texts [Pervin et al. 2013] , and users' anomaly behaviors [Takahashi et al. 2014] . A keyword network is adopted by Zhou and Chen [2014] that is similar to our method, but they only use the community detection on the constructed keyword network to detect events. It is interesting that click-through data [Zhao et al. 2006 ] is also used for event detection. Our work is to do further uncertainty analysis about the network to predict the Content Change/evolution of news events. The basic research objective of these state-of-the-art works is different from the proposed method. In this article, we assume that the events are known in advance and we have already obtained the webpages about these events. All of this work can be considered as the preprocessing procedure for obtaining events.
With the detected topics in hand, the further task is tracking: how the topics evolve with time. This task depicts the evolution graph or discovers the evolving patterns for the topics to assist people to understand these topics by the visualization methods. When constructing the evolution graph, the most important part is to define the relations between two temporal topics, such as the cosine similarity and Kullback-Leibler divergence [Mei and Zhai 2005] between the word vectors, the citation relation between member documents [Jo et al. 2011] , and relevance [Ha-Thuc et al. 2009 ]. When tracking topics, some side information is also incorporated, such as the social community evolution [Lin et al. 2010] . Similar to the topic evolution graph, the document-dependent graph is constructed by the temporal dependency relations between documents for a better understanding of a corpus [Shaparenko and Joachims 2007] . When mining the evolving patterns, researchers focus on discovering the interest in temporal patterns of topics, like a "heartbeat"-like pattern [Leskovec et al. 2009 ]. In Kamath et al. [2013] , not only the temporal patterns but also the spatial patterns are studied. When mining the interest patterns from massive temporal topic data, the methods mainly belong to the time series clustering problem [Yang and Leskovec 2011] . To sum up, both evolution graph mining and evolving pattern mining are based on the existing data, and there is no prediction involved despite that it is very useful for people to understand a corpus or evolution of topics. However, the proposed method in this article is to predict the Content Change of topics in the future, not to mine the evolution graph or pattern.
Based on the models with or without the Markov assumption, we categorize the existing topic evolution study into two kinds: the first kind is with the Markov assumption, like the Dynamic Topic Model [Blei and Lafferty 2006] . More examples are based on the "Google Trends"; some research work tries to predict possible future events [Cho and Varian 2009] , and the communities of the blogspace are considered as topics and their temporal dynamics are detected as the topic evolution analysis [Kumar et al. 2003 ]. On the contrary, the Continuous Time Dynamic Topic Model [Wang et al. 2012b ] is a non-Markov method that detects the temporal patterns of each topic by adding another time variable. Some researches have also considered the human factor, like sentiments [Wang et al. 2013 ] and smartphone locations [Kelly et al. 2013] . These state-of-the-art works have been certified to be successful in both theory and practical applications, such as where a real-world task to track the volume of terms is realized [Hong et al. 2011b ]. However, their representation of a web event is mainly based on keyword vectors. Actually, there is more information hidden in the webpages [Wang et al. 2007 ] of web events, and there is a better way to preserve their semantics [Wang et al. 2006] . At the same time, they all rely on time series data. If there is only limited data, the prediction no longer works.
The prediction is apparently the most significant and difficult part in topic evolution analysis. It is just the research area that this article addresses. There are two main strategies for the prediction: one is based on causality relation and the other is based on correlation. The world knowledge ontologies mined from Linked Data 4 are used as a source to learn the event causality relations for predicting the forthcoming the Content Change of an event between time t and t + 1 events [Radinsky and Horvitz 2013; Radinsky and Bennett 2013; Do et al. 2011 ]. Some social manners, which are a kind of causality relation learned from a document stream, are used to predict the topic distribution of new documents [Wang et al. 2012a] . These methods strongly rely on the background knowledge about the events so that the causality relations mined from it will be acceptable enough. Their aim is to predict the forthcoming events by current events, which is different from the aim of this article, which is to predict the Content Change of a single event. Besides, there is little content analysis about the events involved in these methods, but our proposed method is purely based on content analysis. Similar content-based prediction is adopted by Radinsky and Bennett [2013] for webpage Content Change prediction, not for news event Content Change prediction. Another widely adopted method is correlation analysis. For example, the correlation between volume of queries and the economic activity is used for predicting subsequent data releases [Cho and Varian 2009] . The persistence of topics and the resonance of the content are correlated [Asur et al. 2011] . The correlation between financial events and micro-blogging activity is used for predicting stock prices [Ruiz et al. 2012] . The proposed method in this article is similar to this kind of work but with different research aims: our method uses correlation between the Semantic Uncertainty with the Content Change of a news event to predict the future change of this news event.
These state-of-the-art works have been confirmed to be very successful in their own research objectives: topic detection and tracking. For the prediction task, most of them are based on the time-series data from which the evolutionary patterns are discovered. These prediction models do not work well if only limited data is available; thus, an approach is needed that does not rely on the historical data but only relies on the content of news events at a specific time.
DEFINITIONS AND PROBLEM FORMALIZATION
In this section, the basic concepts that will be used throughout this article are defined, and the ultimate goal of the article is clearly stated. The notations are summarized in Table I .
Definition 3.1 (News Event e).
A news event e is a unique thing that occurs at some place and time and attracts broad attention of journalists and people, which leads to plenty of webpages emerging to report and discuss it on the web.
Our definition is slightly different from the one in Allan et al. [1998] . Here, we highlight one point that there must be some webpages that emerge to report and discuss the news events on the web. Only in this way can we analyze the news events through the content of their webpages. Note that the factors of time and location [Yuan Fig. 1 . An example of an Event Keyword Link Network (EKLN, ) of a news event, Japan Nuclear Leakage, on a given day. Each node of represents a keyword of this news event, and the edge represents the association relation between two linked keywords (numbers on edges denote weights of relations). This EKLN will change with the evolution of this news event. Note that this is a simple man-made example for illustration only, and the real EKLN will contain more keywords and relations that can be automatically extracted from the webpages of this news event.
et al. 2013] are not mentioned in our definition because the news events used in this article are known in advance. Our goal is to do the content analysis and estimation of the Content Change potential rather than event detection, so there is no need to explicitly provide these factors (they are considered as normal keywords here).
Since the webpages of a news event are unstructured data, we need a computable representation to do the further content/semantics analysis.
Definition 3.2 (Event Keyword Link Network (EKLN) ). An Event Keyword Link
Network of a news event e at time t, e t , is a representation of this event's content/semantics at time t and composed of keywords and the association relations between these keywords, which can be formalized as
where K e t is the keyword set of a news event e at time t with weights and R e t is the relation set of e at time t with weights. The construction procedure is shown in Algorithm 1 and an example is given in Figure 1 . This representation model is based on our former work: the Association Linked Network (ALN) Zhang et al. 2014] . The ALN is a resource association model of a complex network structure [Zhang et al. 2014] , which highlights the association relations between various resources and exhibits efficient performances on various applications Zhang et al. 2014] . For the EKLN, the nodes are keywords of a news event and the links are association relations between keywords. It should be noted that the EKLN is not just a simple combination of the keyword set and the association relation set; it is also a complex network whose structure also has the ability to preserve the content/semantics of news events. As a complex network, the EKLN has a bunch of network structures (e.g., small-world property [Zhang et al. 2014 ] and scale-free property) that can also be used to express the semantics or properties of a news event. These complex network structural properties cannot be directly observed from the association relation set but are very important for our later uncertainty definition and evaluation. There are indeed some alternatives for the representation of news events' content. One is the Vector Space Model (VSM) [Salton et al. 1975 ] that represents a news event by a keyword vector. Compared with the VSM, the EKLN can preserve more content/semantics of news events. Another one is Web Ontology Language (OWL) [McGuinness and Van Harmelen 2004] , which represents a news event by some concepts and their concrete rich semantic relations normally predefined by experts. Compared with OWL [Wang et al. 2005 [Wang et al. , 2006 , the EKLN can be automatically constructed with the sacrifice of preserving less content/semantics of news events. For the news events on the web, it is really hard to construct an ontology for them by experts considering their large scale and dynamic nature. Therefore, the EKLN is an intermediate choice between the content/semantics preserving and automatic construction.
Definition 3.3 (Evaluation Benchmark ). The Evaluation Benchmark t,t+1 of a news event e between time point t and t + 1 is a measure of the difference of a news event's content at two time points. Considering the news event representation, the Content Change can be evaluated by the difference between two EKLNs at two time points.
The difference between two EKLNs is due to the difference of nodes and/or edges, which can be evaluated by graph matching algorithms [Gori et al. 2005; Zaslavskiy et al. 2009 ]. The one used in this article is the Vector Similarity Algorithm [Papadimitriou et al. 2010] , as shown in Algorithm 2.
Definition 3.4 (Semantic Uncertainty U ). The Semantic Uncertainty U e t of a news event e at time t is a measure of the evolution potential at time point t. Fig. 2 . The relations between definitions in Section 3 and the illustration of the final aim of this article. t is the EKLN of a news event at time t, and U t is the measurement of the Semantic Uncertainty of this news event t at time t. After the evolution, the news event has new state t+1 , and there will be the Content Change t,t+1 between t and t+1 . The aim of this article is to estimate t,t+1 by U t using the correlation between t,t+1 and U t .
What the Semantic Uncertainty means and how to evaluate it will be introduced in the following sections in detail. Figure 2 .
The final aim of this article is to use the current data of a news event to estimate its probability of further Content Change, as shown in
The assumption that there are only webpages about a news event at a time point holds for two situations: (1) there is limited historical data about news events at the initial stage and (2) the former temporal patterns cannot help to estimate the future evolution because of the "burst" property of news events. Both situations provide little information for future evolution potential estimation, and what we have is only the webpages about a news event at a single time point.
We believe that the evolution potential of a news event is related to its current content. Our basic idea is to use the correlation between the Semantic Uncertainty of a news event to estimate its probability of Content Change.
SEMANTIC UNCERTAINTY OF NEWS EVENTS AND ITS MEASUREMENT
In this section, we introduce and measure the Semantic Uncertainty of news events, which, we believe, has correlation with the evolution potential of news events. At first, we reweight the keywords according to their statistical and structural properties in the EKLN. Following that, we explain what the Semantic Uncertainty of news events is and how to measure it.
Keyword Weights in the EKLN
Since keywords are the basic atoms for expressing the semantics of a news event, they are also the basis for the Semantic Uncertainty analysis for a news event. A better weighting scheme will lead to more accurate Semantic Uncertainty analysis. Therefore, we reassign weights for keywords considering their "positions" in a news event based on the original keyword weights from Algorithm 1. As introduced in Section 3, a news event at a given time is represented by an EKLN. The "position" of a keyword in a news event denotes its weight in an EKLN. Here, we introduce two properties of keywords in an EKLN: statistical and structural, which will be used to reassign new weights to keywords. Each node/keyword in an EKLN has a statistical property "Document Frequency" (DF), which is the number of webpages containing this keyword:
where k denotes a keyword, wp denotes a webpage, K wp is the keyword set of webpage wp, and the indicator function 1(·) equals 1 if wp contains k, and 0 otherwise. The more frequently a keyword is mentioned in webpages of a news event, the more likely it is that this keyword is the main semantic of this news event. (Note that the stopwords have already been removed.) For example, compared with Figure 1, Figure 3 loses some information because all keywords have the same DF, which is represented by the same size of circles. We can easily identify that the keywords earthquake and evacuation are two dominant keywords of this news event at this time from Figure 1 compared with Figure 3 . This information loss denotes the reduction of the semantic expressing power.
Another important property of nodes/keywords in an EKLN is "Network Structure" (NS), which is an advantage of EKLN representation of news events comparing VSM representation. Comparing with Figure 1 , we can see that there is no organization of nodes/keywords in Figure 4 . Some information, that is, the relation between earthquake and leakage, is lost, although the keywords have the same DF (sizes of circles) as in Figure 1 . In order to capture this property by the keyword weights, we select Network Degree, which is a basic metric for the nodes in a network. The Network Degree of a keyword is the number of other keywords connected with this keyword in an EKLN:
where k and k denote two keywords in and neighbor(x, y) is equal to 1 if keywords x and y are neighbors in , and 0 otherwise. To sum up, these discussions show that two different factors (Document Frequency and Network Structure) could impact the weights of keywords in a news event represented by the EKLN at a given time. Here, the following formula is taken to combine two properties together as the new weights of keywords in an EKLN:
where w k is the new weight of keyword k, k w DF k is the sum of DFs of all keywords in an EKLN, and k w NS k is the sum of degrees of all keywords. One doubt about the combination of DF and NS is that it will be meaningless if they have a strong correlation with each other. In order to clarify this doubt, we have evaluated their correlations with real-world news event data. Their correlation coefficient is around 0.2, so we believe their combination is meaningful.
Semantic Uncertainty of News Events
As illustrated by Figure 5 and the definition of the EKLN, we know that the whole content/semantics of a news event at a given time is composed and expressed by different subtopics with their own semantics expressed by different keywords. The different keywords or different weights of the keywords will lead to different states of a news event. For example, assume that there are only two keywords used to describe the news event Japan Nuclear Leakage, embassy and earthquake, and they have the same weights in the EKLN of this news event. In fact, two keywords represent two subtopics of this event: people evacuation of the embassy due to the nuclear radiation and the reason and impact of this earthquake. When one subtopic has the dominant weight (i.e., the weight of embassy is larger than earthquake), people can easily know that the content/semantics of this event is mainly about the embassy; when they have the same weight, it will be confusing for people which one is the dominant aspect of this event.
Here, a news event/EKLN can be considered as a system composed of keywords and their association relations. Different from the uncertainty of physical systems, the uncertainty of the news event system is from the keywords (the basic semantic atoms), so we call the uncertainty of news events Semantic Uncertainty. Entropy has been successfully used to measure the uncertainty of a complex system. The entropy of the news event system is defined as follows.
Definition 4.1 (EKLN Entropy). The uncertainty of an EKLN can be measured by entropy as
where H is the entropy value of , |K e t | is the keyword number in , and p k is the proportion of keyword k's weight to the sum of weights of all the keywords in .
Through further analysis of Equation (5), we know that the EKLN entropy reaches its maximum value log |K e t | (the news event will be most uncertain) when all the keywords have the same weights:
Therefore, we define the EKLN that satisfies this condition as the most uncertain state of a news event. However, EKLN entropy can only define the upper bound of the uncertainty of a news event at a given time. The value of the EKLN entropy could be infinitely close to zero, with the difference between the weights of keywords increasing. To construct an uncertainty state space for news events, an appropriate state should be selected as the lower bound of the uncertainty of news events. Next, we will discuss the lower bound of the uncertainty of news events based on power-law distribution.
The power-law distribution [Barabasi 2011; Adamic and Huberman 2000] has proven to be a common phenomenon in many areas, which is generally represented as
where x is the variable, f (x) is the function of x, and α is the parameter. This distribution is similar with scale-free 5 and Zipf 's, 6 which highlights that the number of large x is less than the small x. In order to check if a variable satisfies power-law distribution, the log-log straight-line fitting is normally adopted as
The error of log-log straight-line fitting is used as the criteria of power-law distribution satisfaction:
Normally, when error is smaller than a given value, x is deemed as satisfying powerlaw distribution. Here, we define a perfect power-law distribution satisfaction in order to make a difference with the traditional satisfaction of the power-law distribution.
Definition 4.3 (Satisfaction of Perfect Power-Law Distribution).
If the log-log curve of a distribution is and only is a rigid straight line (error = 0), this distribution is a perfect power-law distribution.
Since the EKLN is a complex keyword network, the most certain state of the EKLN could refer to the most certain state of the complex network. So the problem is transferred to what is the most certain state of a complex network. In this study, we assume that the EKLN has a tendency to reach power-law distribution, considering the social activity nature and the webpage corpus expression of news events. This assumption comes from the following literature: (1) Bianconi [2008] suggests, "The appearance of the power-law degree distribution reflects the tendency of social, technological, and especially biological networks toward 'ordering."' A news event is essentially a social activity, so it may also have a tendency to be "ordering." In other words, the EKLN as a representation of news events may also have a tendency to be power-law distribution.
(2) At the same time, Zipf 's law (another expression of the power-law distribution) is observed in many languages and corpora. Many researchers have tried to explain the emergence of this phenomenon from different views [Piantadosi 2014] . Mandelbrot [1953] theoretically derives this distribution under the condition that it wants to minimize the average cost per unit of information (independent of languages). It means that when the keyword rank-weight distribution satisfies Zipf 's law, people can take the least effort to understand the content/semantics of a document corpus. For a news event, all the content/semantics is expressed by its webpages, so the keyword rankweight distribution may satisfy Zipf 's law when the most certain state is reached. Note that there is no literature explicitly showing that a news event has a tendency to satisfy the power-law distribution. However, we made the previous assumption based on the social activity nature and the webpage corpus expression of news events inspired by the existing literature. This assumption will be used as the basis for the definition of the most certain state of news events and then used to measure the Semantic Uncertainty of the news event at a specific time. The experimental results in Section 5 have also empirically supported this assumption. We believe that this assumption could also be one contribution of this study.
The traditional power-law distribution for a complex network [Barabási and Albert 1999] only considers the degrees of nodes in the network. But our power-law distribution of the EKLN is the rank-weight distribution, which is
where all keywords are ordered by their weights w k . According to the proposed assumption, we define the most certain state of the news events as the one in which the keyword rank-weight distribution satisfies the perfect power-law distribution. Figure 5 illustrates different degrees of satisfaction of states of news events to the corresponding most certain states. A real example of the rank-weight distribution and corresponding fitting line is shown in Figure 6 .
Definition 4.4 (The Most Certain State of a News Event, ).
The most certain state of a news event is the state in which the weights of all keywords in an EKLN satisfy the perfect power-law distribution.
After two extreme uncertainty states of news events have been defined (an upper bound from EKLN entropy and a lower bound from perfect power-law distribution), a space of uncertainty states of a news event is fixed. Any news event at any time point will have its Semantic Uncertainty state within this space. Furthermore, the space of different news events or a news event at different timestamps will be different. For example, the most uncertain state has a relation with the number of keywords of a news event at a given time by Equation (5).
Following the discussion and definition of the Semantic Uncertainty, we next focus on the evaluation of the Semantic Uncertainty value. The Semantic Uncertainty space, bounded by the two extreme states (the most uncertain and certain states) has been constructed. Each news event at any time point has a corresponding state within this space. Referencing the two defined limited states, we evaluate the value of Semantic Uncertainty by the distances of the current state to the limited states. So, the computation of Semantic Uncertainty is by Semantic Uncertainty is the measurement of the evolution potential of the news events. The larger the Semantic Uncertainty at time t is (i.e., the value of U is big), the more significantly the news event will evolve (i.e., the value of t,t+1 is big). Our evolution potential estimation is just based on the correlation between the Semantic Uncertainty and the Content Change of news events. In the following section, we certify the correlation between the Semantic Uncertainty and the Content Change of news events through the collected real-world news events data.
EVALUATION AND DISCUSSION
In this section, we first introduce the dataset used in this article. The second part describes the experiment setup for verifying the correlation between the Semantic Uncertainty of news events and their Content Change, followed by discussions of the correlation results. Finally, comparative experiments are conducted to show the efficiency of the proposed method.
DataSet Collection
The webpages of news events used in this article were collected from Google.
7 The collection procedure is as follows:
(1) Select a news event e, for example, MH370 missing.
(2) Identify the first day t s of this news event as the start time point by the algorithm [Jin et al. 2010] with extra human involvement, and the end time is set as t e = t s + 60, except there are no webpages returned before this day. Step (4) with t = t + 1 until t = t e .
We selected 99 hot events in China from March 2011 to May 2012 shown in Baidu News (http://news.baidu.com/), 8 because we started the data collection in May 2012. One selection criterion is that the event must last more than 10 days. This duration criterion is used to ensure that there are enough user discussions and reports on these events. Note that the performance of the EKLN depends on the effectiveness of extracted keywords, although keyword extraction is not the contribution of this work. The EKLN is constructed as the semantic representation for a given news event. Therefore, it is naturally expected that all the keywords exist to express certain semantics of news events rather than "noise" words, because the keywords (i.e., nodes in the EKLN) are the basic semantic atoms. However, these keywords are from the webpages that are written using the natural language, so there must be some noise words within these webpages too. For example, some words, such as "though," "but," and "am" are used only for the natural language expression but not for the event semantic expression. The main objective of keyword extraction algorithm is to filter out these words.
The EKLN has the capability to reduce the influence of noise words from keyword extraction on the uncertainty computation to some extent. This capability is from the association relations between words. Some nodes may be noise words from the keyword extraction step, but they normally seldomly have association relations with other meaningful words, so these words will be posited at the edge of network and then their influences will be small for the uncertainty computation.
TF-IDF, as a renowned keyword extraction algorithm, could remove the words with too large document frequency, but it is sensitive to the collection of webpages because it is based on statistics. While removing the meaningless words (i.e., "is" and "but"), TF-IDF may also remove some important words that have large document frequency. The accurate filtering of these words with large document frequency is very important, because the remaining ones will be at important positions (i.e., with large degree) in the EKLN. The words with small document frequency will tend to be posited at the edge of the EKLN. The influence of the missing or redundant words with large document frequency is significantly greater than the missing or redundant words with small document frequency to an EKLN and then to the uncertainty computation of news events. Therefore, for the EKLN, a perfect keyword extraction algorithm should accurately remove the meaningless words but keep the meaningful ones especially for the words with relatively large document frequency.
The webpages of each news event were downloaded and preprocessed, including word segmentation, stopword removal, POS tagging, keyword extraction, and the association relations of keyword mining. Some statistics are shown in Table II . The names of these news events are listed in Table IV of the appendix.
Experiment Setup
With the collected news event dataset in hand, we design a method to evaluate the correlation between the Semantic Uncertainty and the Content Change in this section.
The experiment setup is designed as follows: considering a news event e with only two time points, we compute U 1 based on its EKLN e 1 at the first time point. At the same time, we evaluate the Content Change 1,2 between this event at the first and second time points. The value of 1,2 is used as a benchmark here, because it is computed by the real data. Then, we can evaluate the correlation between U 1 and 1,2 . The strong correlation means that U 1 can be used to estimate 1,2 . An illustration example is shown in Figure 7 .
For a news event e with T time points, we first construct an EKLN at each time point:
− → e = < 
With the benchmark in hand, we can evaluate the correlation. The Semantic Uncertainty − → U at each time point (except the last time point) is computed:
Note that both − → U and − → are vectors with T-1 dimensions. Finally, we can compute their correlation by Pearson correlation coefficient (coco), and the equation is
where is the mean of − → and U is the mean of − → U . Then, for each news event, we can obtain a correlation coefficient.
Some may wonder that if we have the data about a news event at each time point, why can't we just use Algorithm 2 to evaluate the Content Change t,t+1 , making the Semantic Uncertainty useless? The reason is that in the real-world application setting, we do not have the future data e t+1 . What we have is only the data at the current time, so we only have e t . In this situation, we can only obtain the Semantic Uncertainty based on e t but cannot obtain t,t+1 . In the experiment, what we want to obtain is the correlation between the Semantic Uncertainty and the Content Change. Although the whole life cycle of each news event has already been collected as data, the computation of Semantic Uncertainty only uses the data at one time point. The Content Changes t,t+1 evaluated from the data of news events are used as a benchmark for comparison. 
Experimental Results
Six news events are shown in Figure 8 as examples. Each subfigure denotes a news event in which the x-axis denotes time points (day) and the y-axis denotes the value of Content Change and Semantic Uncertainty. There are two curves in each subfigure: the red (dash) curve denotes the Content Change benchmark in Equation (12), and the blue curve denotes the Semantic Uncertainties in Equation (13). The correlation coefficient is labeled on top of each subfigure. Since the different news events may have different life cycles, the lengths of the x-axis of all subfigures are different.
The experimental results on all the news events are shown in Figure 9 , and the statistics related to Figure 9 are shown in Table III . In Figure 9 , there are two subfigures: the top one shows the correlation coefficients of all the news events, and the bottom one shows the p-values of corresponding correlation coefficients. It should be noted that the ordering of news event IDs in two subfigures are the same. The p-value 9 is used to show the significance of the correlation coefficients. The smaller (often ≤0.05) the p-value is, the more significant the corresponding correlation coefficient is and the more confidence there is in the correlation conclusion. The average of correlation coefficients is 0.3870. It can be seen that the percentage of the number of news events ≥0.3 from F I is 67.68%, which can be compared with the random value 35% (a random value of [−1, 1] that is greater than or equal to 0.3). Similarly, the percentage of the number of ≥0.5 from F I is 40.40%, which can be compared with the random value 25% (a random value of [−1, 1] that is greater than or equal to 0.5). These comparisons show the nonrandom property of the value of Semantic Uncertainty U . We can draw the conclusion that there does exist the correlation between the Semantic Uncertainty and Content Change of news events. More interestingly, we have found that the p-values of the big correlation coefficients are normally statistically significant (smaller than 0.05), but the ones of the small correlation coefficients are not (larger than 0.05). There are 32 news events with statistically insignificant p-values and three of them with correlation values larger than 0.5, while there are 67 news events with statistically significant p-values and four of them with correlation values smaller than 0.5. Based on these correlations, we can draw two conclusions with the results in Figure 9 in hand: (1) it is sure that the values from our proposed method have significant correlation with the benchmark on the events (with high correlations and significant p-values in Figure 9 ), and (2) it is not sure that the values from our proposed method have a correlation with the benchmark on the events (with small correlations and insignificant p-values in Figure 9 ). See the second conclusion again. We cannot draw the conclusion like this: the values from our proposed method do not have significant correlation with the benchmark on the events (with small correlations and insignificant p-values in Figure 9 ), because the p-value is not significant for these events. From conclusion (1), the remaining news events with large correlations support our idea. From conclusion (2), we know that the events with small correlations are not against our idea.
However, the correlation is not very strong, because the evolution of news events may also be influenced by other factors e.g., the social environment), which is not discussed in this article. Social environment here denotes former events in the same environment (e.g., a country) as the current event. To explore the influence of the social environment, we manually select two groups of news events: one with news events that are strongly influenced by the social environment and the other with news events that are weakly influenced by the social environment. If the correlation coefficients of the first group are lower than those of the second group, it means that the reason the overall correlation coefficients are relative on some news events is due to the influence of the social environment. In Figure 10 , the values of the correlation coefficients of two groups are shown; the left subfigure of Figure 10 is for the first group (under strong influence of the social environment), and the right subfigure of Figure 10 is for the second group (under weak influence of the social environment). It is clear that the first group has small values of correlation coefficients. The evolutions of the news events in this group are influenced not only by the Semantic Uncertainty but also significantly by their social environments. By contrast, the second group has very high correlation coefficient values (average 0.5366), which means that the intervention of the social environment is too small to influence the evolution of news events compared to Semantic Uncertainty. It is interesting that we have found that the p-values of the correlation coefficients of the second group are small (smaller than 0.05) except the news event 95 (its p-value is 0.08 and also the smallest correlation coefficient in this group), but the p-values of the correlation coefficients of the first group are not smaller than 0.05. It means that the correlation coefficients of the second group are more significant and confident than the ones of the first group. Therefore, we can draw the conclusion that there does exist a strong correlation between the Semantic Uncertainty and Content Change of news events, irrespective of the influence of the social environment. 
Comparative Experiment
In order to show the efficiency of the proposed method, we do an experiment to compare the performances of our method with a time-series-based method and a regression method. Here, the AutoRegressive Moving Average model (ARMA), 10 which is one of the most basic and important models for time series analysis, is adopted. This model can be formalized as
where p and q are orders, is white noise, and θ and ϕ are the parameters. More details can be found in Brockwell and Davis [2009] . The implementation in Matlab is adopted here. Another comparative method is the Gaussian Process (GP) regression model [Williams and Rasmussen 2006] :
where f is a function, mf is a mean function, and f is a kernel function. GP is reported as a state-of-the-art regression model in the machine-learning area. 
Comparing the proposed method, ARMA and GP need the former change time-series information [1, t] , but the proposed method is only based on data at one former time t.
The results are shown in Figure 11 and Figure 12 . Figure 11 shows the final correlations between the Content Changes/evolutions of 99 news events with the generated scores by the proposed method, ARMA, and GP. The red bars are from the proposed method (same with Figure 9 ), the blue ones are from The left pie chart is from Semantic Uncertainty; the middle one is from ARMA; the right one is from GP. In each pie chart, the blue area denotes the percentage of news events with correlation bigger than 0.5 and p-values smaller than 0.05; the green area denotes the percentage of news events with correlation bigger than 0.3 and p-values smaller than 0.05; the yellow area is the rest.
ARMA, and the green ones are from GP. We can see that the ratio of (positive and high) correlations from the proposed method is bigger than the one from ARMA and GP. We also compare the p-values of these correlations, as shown in Figure 12 . The three pies denote the results of three methods. In each pie chart, the blue area denotes the percentage of news events with correlation bigger than 0.5 and p-values smaller than 0.05; the green area denotes the percentage of news events with correlation bigger than 0.3 and p-values smaller than 0.05; the yellow area is the rest. It is apparent that the results from the proposed method achieve the best results. Consider the situation with the big correlations with statistically significant p-values and the small correlations also with statistically significant p-values. It means that both the big and small correlations have big confidences. Thus, we cannot draw the conclusion that the generated score by the proposed method has correlation with the change/evolution of news events in this situation. However, it can also be seen from Figure 12 that the small correlations tend to have statistically insignificant p-values from the proposed methods. It means that the big correlations with statistically significant p-values have big confidence and the small correlations with statistically insignificant p-values have small confidence. Therefore, we can say that the generated score by the proposed method has correlation with the change/evolution of news events.
CONCLUSIONS AND FUTURE STUDY
In this article, we have defined the Semantic Uncertainty of news events and correlated it with the Content Change/evolution of these news events for the evolution potential estimation. The proposed method is a purely content-based method that resolves the issues of traditional time-series-based methods, that is, limited historical data situation and the "burst" property of the news events. The experimental results demonstrate that there does exist a correlation with the Semantic Uncertainty and the content evolution of news events. Furthermore, the comparative experiment with two classical time series methods shows that the correlation between the Semantic Uncertainty with the content evolution is higher than the one between the generated value from the time series method with the content evolution. Therefore, we can draw the following conclusions: (1) there is correlation between the Semantic Uncertainty and the Content Change of news events, and (2) using the Semantic Uncertainty to estimate the future content evolution potential of news events has better performance than time-seriesbased methods, that is, ARMA and GP regression.
In the future, we will try to collect more news event data from different areas and countries to compare the proposed method within different domains. The influence of the social environment will also be an interesting research point. Another theoretical research area will be the explanation of the relations between the parameters of the perfect power-law distribution of the EKLN with the evolution of news events.
