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Résumé : Cette thèse se déroule au sein du projet ToDo 1 ﬁnancé par l'Agence Natio-
nale de la Recherche. Nous nous intéressons à la résolution exacte et approchée de deux
problèmes de graphes. Dans un soucis de compromis entre la durée d'exécution et la
qualité des solutions, nous proposons une nouvelle approche par partition en cliques qui
a pour but (1) de résoudre de manière rapide des problèmes exacts et (2) de garantir
la qualité des résultats trouvés par des algorithmes d'approximation. Nous avons com-
biné notre approche avec des techniques de ﬁltrage et une heuristique de liste. Aﬁn de
compléter ces travaux théoriques, nous avons implémenté et comparé nos algorithmes
avec ceux existant dans la littérature.
Dans un premier temps, nous avons traité le problème de l'indépendant dominant de
taille minimum. Nous résolvons de manière exacte ce problème et démontrons qu'il
existe des graphes particuliers dans lesquels le problème est 2-approximable. Dans un
second temps nous résolvons par un algorithme exact et un algorithme d'approximation
le problème du vertex cover et du vertex cover connexe. Puis à la ﬁn de cette thèse,
nous avons étendu nos travaux aux problèmes proches, dans des graphes comprenant
des conﬂits entre les sommets.
Mots clés : exact, approximation, heuristique gloutonne, indépendant dominant,
vertex cover, conﬂits
1. Time versus Optimality in Discrete Optimization ANR 09-EMER-010.
Exact and Approximation Methods by Clique Partition of Graphs
Abstract : This thesis takes place in the project ToDo 2 funded by the french National
Research Agency. We deal with the resolution of two graph problems, by exact and
approximation methods. For the sake of compromise between runtime and quality of
the solutions, we propose a new approach by partitionning the vertices of the graph into
cliques, which aims (1) to solve problems quickly with exact algorithms and (2) to ensure
the quality of results with approximation algorithms. We combine our approach with
ﬁltering techniques and heuristic list. To complete this theoretical work, we implement
our algorithms and compared with those existing in the literature.
At the ﬁrst step, we discuss the problem of independent dominating of minimum size.
We solve this problem accurately and prove that there are special graphs where the
problem is 2-approximable. In the second step, we solve by an exact algorithm and
an approximation algorithm, the vertex cover problem and the connected vertex cover
problem. Then at the end of this thesis, we extend our work to the problems in graphs
including conﬂicts between vertices.
Keywords : Exact, Approximation, Greedy Heuristic, Independent Dominating,
Vertex Cover, Conﬂicts
2. Time vs. Optimality in Discrete Optimization ANR 09-EMER-010.
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Dans le premier chapitre de cette thèse, nous souhaitons rappeler de manière infor-
melle les notions de base nécessaires pour comprendre la complexité algorithmique, sa
mesure et sa comparaison. Nous rappelons ainsi les principes généraux de l'évaluation
de la complexité utiles dans la suite de ce document. À la ﬁn de ce chapitre et avant de
commencer la présentation de nos travaux, nous introduirons les déﬁnitions et notations
utilisées dans la suite du document. Une liste des abréviations est aussi disponible à la
ﬁn de ce document.
1.1 Complexité algorithmique
Un algorithme est un ensemble d'étapes qui permettent de donner une réponse à
un problème. Le mot algorithme vient du nom du mathématicien perse Al-Khawarizmi,
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connu comme le père de l'algèbre. Sa déﬁnition a été donnée bien avant le début de
l'informatique par David Hilbert en 1928, lorsqu'il cherchait une suite d'instructions,
ﬁnies et non-ambigües, pour résoudre son Entscheidungsproblem (problème de dé-
cision). La non-ambigüité des instructions permet ainsi de distinguer les algorithmes
mathématiques, des algorithmes non mathématiques tel que les recettes de cuisine. La
complexité algorithmique, plus communément appelée complexité, a pour but de donner
une indication sur la durée d'exécution ou l'espace mémoire occupé par un algorithme.
La notion de complexité que nous présentons ci-dessous, est très liée au modèle de
machine de calcul d'Alan Turing [Turing 1936]. Dans ce modèle une action est une suite
d'opérations élémentaires. A chacune des étapes de cette suite, selon l'état de la mémoire
de la machine, une opération (élémentaire) est choisie dans l'ensemble des opérations
possibles. On dit que cette machine est déterministe lorsque, à chaque étape, le choix
de l'opération dépend, et est déterminé, par l'état courant de la mémoire.
1.1.1 Algorithme et mesure de complexité
La théorie de la complexité fournit des outils pour l'étude et l'évaluation des per-
formances d'un algorithme, du point de vue des ressources (en temps et en espace)
essentielles à son exécution. A l'aube de l'informatique (après la seconde guerre mon-
diale) l'évaluation intrinsèque de la performance était relativement primitive : les
scientiﬁques comparaient des mesures qui dépendaient du matériel (le hardware), du
compilateur et du langage (le software) utilisés. Ces mesures étaient prises lors des
exécutions des algorithmes et on mesurait le nombre d'opérations élémentaires. La dé-
ﬁnition d'une opération élémentaire dépend du détail que l'on souhaite avoir sur la
complexité d'un algorithme. Nous considérons ici, une opération élémentaire comme
une opération simple d'addition, de soustration, d'aﬀectation de valeurs,... Le fait, par
exemple, simplement de demander à la machine de faire l'addition de deux nombres a
et b peut être décomposé en plusieurs opérations : (1) lire a ; (2) lire b ; (3) additionner
a et b ; (4) aﬃcher le résultat. L'évaluation de la complexité essaye de quantiﬁer ces
opérations car plus il y a d'opérations élémentaires pour une action, plus cette action
va prendre du temps à être exécutée. Or, une même action peut se décomposer en plu-
sieurs suites diﬀérentes d'opérations élémentaires. Pour multiplier a et b, une ancienne
machine additionnerait b − 1 fois la valeur de a alors que sur les nouvelles machines,
l'opération de multiplication est intégrée, donc la multiplication est réalisée en une
seule opération. De la même manière, pour résoudre un même problème, il peut exister
plusieurs algorithmes qui peuvent avoir des complexités diﬀérentes. Cette section est
l'occasion de clariﬁer tout cela.
C'est en 1968 que Donald Knuth propose dans The Art of Computer Program-
ming [Knuth 1968], une méthode d'évaluation indépendante de l'environnement de dé-
veloppement et mesurant non plus les opérations élémentaires mais la quantité de res-
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sources utilisées par un algorithme pour son fonctionnement. On entend par ressource,
le temps nécessaire à l'algorithme pour se terminer ; ou encore, l'espace mémoire utilisé
lors de son exécution. L'addition de a et b peut-être considérée comme une seule étape.
Il propose aussi de mesurer la ressource (en temps ou en mémoire) consommée avec
le scénario le plus défavorable : c'est ce qu'on appelle la mesure en pire cas. Par exemple,
lorsqu'on cherche au hasard (de manière équiprobable) un nombre m parmi une liste
de n valeurs diﬀérentes, la situation la plus défavorable est celle où m se trouve à la
ﬁn de la liste. L'algorithme consistant à parcourir et tester chaque élément de la liste
pour trouver m, testera alors les n éléments. La complexité en pire cas (généralement
appelé complexité) est donc n 1, bien qu'avec une autre liste, l'algorithme pourrait très
bien rencontrer m en moins de n tests. Ainsi pour comparer les algorithmiques, on peut
comparer le nombre maximum d'instructions qu'ils nécessitent pour se réaliser. Il est
facile de comprendre que ce genre de mesure ne permet pas réellement de comparer
les performances des algorithmes dans la pratique. Par la suite il est donc proposé
de mesurer la complexité en moyenne : évaluer le nombre moyen d'instructions d'un
algorithme. Reprenons l'exemple de la recherche du nombre m dans une liste de n
nombres (m est parmi les éléments de la liste). De manière assez triviale, on peut
calculer qu'en moyenne l'algorithme s'arrêtera au bout de n2 tests (modulo quelques
hypothèses que nous ne précisons pas ici).
1.1.2 Évaluation et comparaison de complexité
Considérons un problème quelconque P , appelons instance de P l'ensemble des
données d'entrée et supposons que l'on ait un algorithme qui le résout. Nous souhaitons
étudier sa complexité par rapport à la taille de l'instance de P . Dans le cas général, cette
taille est notée n, et représente l'espace mémoire occupée par l'instance. La complexité
est alors déﬁnie comme le nombre d'instructions exécutées pour résoudre une instance
de P en fonction de n.
Prenons par exemple la somme Sn =
∑n
i=1 i qu'il faut calculer (S1 = 1 ; S2 = 1+2 =
3 ; Sn = 1 + · · ·+ n). L'approche la plus basique consiste à additionner successivement
les i. Il faut alors faire n − 1 additions. Cela signiﬁe que si on double la valeur de n,
l'algorithme va prendre (à une unité près) deux fois plus de temps à s'exécuter. Or
il existe une formule appelée l'identité de la somme des premiers entiers qui permet
de calculer la somme :
∑n
i=1 i =
n(n+1)
2 . Avec cette identité, on peut écrire un nouvel
algorithme nécessitant beaucoup moins de calcul (une addition, une multiplication et
une division) quelque soit la valeur de n. Nous constatons ainsi que pour faire le même
travail, la comparaison des deux algorithmes permet de choisir la plus rapide.
Notons cependant que cette manière d'évaluer la complexité, communément utilisée,
1. Pour simpliﬁer l'introduction, nous n'entrerons pas dans le détails du codage de n ; ce qui com-
pliquerait un peu les calculs de la complexité.
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est discutable car elle ne prend pas en compte le type de données traitées lors de chaque
instruction.
Étant donnée la diﬃculté pratique de ces méthodes de mesures et de comparaisons,
on préfère souvent exprimer la complexité en terme de grandeur de dominance : O(.).
Ainsi un algorithme qui fait n − 1 opérations (où n est la taille de l'instance) est en
O(n) (le terme dominant est n, c'est-à-dire que la complexité augmente linéairement
à n) alors que le calcul de la série Sn avec l'identité de la somme des premiers entiers
(
∑n
i=1 i =
n(n+1)
2 ) est en O(1) (le terme dominant est une constante, c'est-à-dire que
quelle que soit la valeur de n la complexité est constante).
On distingue ainsi la complexité des algorithmes par la grandeur qui la domine.
Nous donnons ci-dessous une liste non exhaustive :
 O(1) : complexité constante, indépendante de n ;
 O(log(n)) : complexité logarithmique ;
 O(np) : complexité polynomiale (p ∈ R, p > 1) ;
 O(an) : complexité exponentielle (a ∈ R, a > 1).
1.2 Classement des problèmes et des algorithmes
La section précédente a permis de présenter la notion de complexité algorithmique.
Comme nous l'avons vu, pour résoudre un même problème, il peut exister plusieurs
algorithmes de complexités très diﬀérentes. Dans cette section, nous allons ranger les
problèmes dans des classes de complexités. La classe de complexité d'un problème est
déterminée par l'algorithme de plus faible complexité (le plus rapide) qui permet de le
résoudre. Ainsi ces classes permettent, d'une certaine manière, de classer les problèmes
selon la quantité de ressources nécessaires pour les résoudre. Pour cela revenons tout
d'abord sur la déﬁnition des problèmes de décision et d'optimisation.
1.2.1 Problèmes de décision, d'optimisation et certiﬁcat
Un problème de décision est un problème informatique dont la réponse est soit
oui soit non. La formulation classique d'un tel problème est : Existe-t-il une solution
telle que <conditions> ?. Les <conditions> sont un ensemble de critères que doit
respecter la solution. En d'autres termes, le problème pose la question de l'existence
d'un algorithme pour trouver une réponse. Supposons que l'on cherche du chocolat au
lait dans un supermarché, alors la question de savoir si ce supermarché en vend ou non
est trivialement un problème de décision (pour le savoir il suﬃrait de passer en revue
tous les articles de leur catalogue). Un problème d'optimisation est un problème dans
lequel il faut déterminer si une solution est la meilleure c'est-à-dire si elle est optimale.
Toujours à la recherche du chocolat au lait, le problème d'optimisation serait de trouver
le chocolat au lait le moins cher du supermarché.
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Les problèmes de décision et d'optimisation induisent un autre besoin, celui de la
certiﬁcation. Il faut pouvoir dire si une réponse est ou non une solution pertinente
au problème. Un certiﬁcat est une information (de taille polynomiale à la taille de
l'instance) supplémentaire ajoutée au problème, qui permet de valider (ou non) une
solution : c'est en soi, un problème à part entière. Pour dire s'il y a ou non du chocolat
au lait dans le supermarché, encore faut-il être capable de reconnaître le chocolat au
lait. Pour dire lequel est le moins cher, il faut être capable de comparer les prix.
1.2.2 Classes P, NP, NP-complet et NP-diﬃcile
La classe P regroupe les problèmes dont la résolution peut se faire en temps poly-
nomial. La classe NP regroupe les problèmes dont la vériﬁcation d'une solution accom-
pagnée du certiﬁcat se déroule en temps polynomial.
Ainsi en terme de déﬁnition, il n'y a pas vraiment de relation entre P et NP. Ce-
pendant il est trivial de constater que les problèmes qui peuvent être résolu en temps
polynomial (donc dans P), ont une méthode de validation (certiﬁcat) au plus en temps
polynomial (donc dans NP). Cela montre la relation P ⊆ NP. La preuve de l'égalité
(ou non) de cette relation est un sujet fondamental de l'informatique. Beaucoup de tra-
vaux (y comprit les nôtres) supposent l'inégalité des deux ensembles. La démonstration
de leur égalité serait un bouleversement, car cela induirait le fait que nous pouvons
résoudre de manière exacte et en complexité polynomiale des problèmes pour lesquels
nous ne connaissons actuellement, pour les résoudre, que des algorithmes de complexité
exponentielle.
La classe NP-complet est un sous ensemble de la classe NP, regroupant les pro-
blèmes qui dominent tous les autres problèmes de la classe NP. Dans la pratique, cela
veut dire que si on trouve un algorithme qui résout un problème de la classeNP-complet
alors on pourra l'adapter pour résoudre tous les autres problèmes de la classe NP. D'où
l'intérêt de traiter les problèmes dits NP-complet .
Pour montrer qu'un problème P est NP-complet il faut montrer deux choses : (1)
une solution peut être certiﬁée en temps polynomial (le problème est alors dans NP) et
(2) tous les problèmes de la classe NP peuvent se réduire de manière polynomiale à P
(on dit alors que le problème P est au moins aussi diﬃcile que tous les autres problèmes
de la classe NP). Les problèmes qui remplissent la dernière propriété sont de la classe
NP-diﬃcile. Les ﬁgures 1.1 et 1.2 résument ses imbrications de classes dans les cas où
P 6= NP et P = NP.
Dans la pratique, il est toujours intéressant de démontrer qu'un problème est NP-
complet , ou du moins NP-diﬃcile. Montrer qu'un problème est dans NP c'est-à-dire
que le certiﬁcat s'obtient en temps polynomial est souvent évident ; mais réduire tous
les problèmes NP au problème traité est beaucoup plus fastidieux. Habituellement on
part d'un problème connu pour être NP-complet , que l'on déduit au problème traité.
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Figure 1.1  Les classes P,
NP, NP-complet et NP-diﬃcile
lorsque P 6= NP
Figure 1.2  Les classes P,
NP, NP-complet et NP-diﬃcile
lorsque P = NP
Comme nous l'avons souligné, montrer que P = NP reviendrait à pouvoir résoudre
de manière polynomiale tous les problèmes diﬃciles que nous connaissons actuellement
dans le domaine de la recherche opérationnelle. La section suivante donne un exemple
d'un problème NP-complet .
1.2.3 Exemple de problème NP-complet : Sat
Nous présentons ici l'un des premiers problèmes NP-complet présenté dans l'÷uvre
fondateur de Garey et Johnson [Garey 1979]. Le propos ici n'est pas de présenter en
détail le problème Sat , mais de donner une déﬁnition formelle de l'un des premiers
problèmes NP-complet qui est abondamment utilisé dans la recherche opérationnelle
pour démontrer la NP-complétude d'autres problèmes.
Soit un ensemble ﬁni de variables booléennes X = {x1, . . . , xn} et une formule
propositionnelle F = C1 ∧ ... ∧ Cl composée de clauses Ci = yi,1 ∨ · · · ∨ yi,ci (avec ci
le nombre de variables booléennes de la clause Ci) telles que ∀(i, j), yi,j est un littéral
de la variable xk c'est-à-dire : yi,j = xk ou yi,j = ¬xk. Une aﬀectation τ : X → {0, 1}
({V rai, Faux}) satisfait F si et seulement si pour chaque clause Ci, au moins un
littéral est égal à 1. Une solution Sat est une aﬀectation SF qui satisfait F . Prenons
par exemple un ensemble de 4 variables booléennes X = {x1, x2, , x3, x4} et une formule
F = (x1∨x2)∧ (¬x2∨¬x3∨x4)∧ (¬x1∨x3) composée donc des clauses C1 = (x1∨x2),
C2 = (¬x2 ∨ ¬x3 ∨ x4) et C3 = (¬x1 ∨ x3). Une aﬀectation SF qui satisfait F pourrait
être (xi = 1)i=1,3,4 (et quelle que soit la valeur de x2). En eﬀet comme x1 = 1, la
clause C1 est vériﬁée ; comme x3 = 1, la clause C3 est vériﬁée ; comme x4 = 1, la clause
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C2 est vériﬁée. Donc F est satisfait. Le théorème de Cook [Cook 1971] montre que le
problème de décision du Sat (c'est-à-dire savoir s'il existe une aﬀectation satisfaisant
F) est NP-complet .
Ce problème est ainsi l'un des problèmes de référence pour la démonstration de la
NP-complétude. S'il existe un algorithme polynomial pour résoudre le problème Sat ,
cet algorithme pourrait résoudre en temps polynomial tous les problèmes de NP et
on aurait alors démontré que P = NP. Pour résoudre ces problèmes diﬃciles il y a
diﬀérents types d'algorithmes classés selon la qualité des solutions qu'ils retournent et
du temps de recherche nécessaire.
1.3 Algorithmes
Nous allons présenter dans ce qui suit le classement des algorithmes en fonction
de la qualité des solutions fournies pour les problèmes d'optimisation. Comme nous
l'avons vu, la complexité temporelle varie beaucoup d'un algorithme à l'autre. Certains
algorithmes résolvent les problèmes en un nombre constant d'étapes quelle que soit la
taille de l'instance ; d'autres résolvent les problèmes en un nombre d'étapes proportion-
nel à la taille des instances ; alors que d'autres encore, le font en un nombre d'étapes
exponentielles par rapport à la taille de l'instance. Ci-dessous nous présentons les trois
catégories d'algorithmes qui permettent de résoudre les problèmes d'optimisation de la
classe NP\P, c'est-à-dire des problèmes dont nous ne connaissons pas d'algorithmes
en temps polynomial pour les résoudre de manière exacte.
Nous présentons dans cette section, les algorithmes exacts qui permettent de trouver
des solutions optimales en temps exponentiel. Puis nous introduirons les algorithmes
d'approximation qui permettent de trouver des solutions dont la qualité est garantie, en
temps polynomial. Enﬁn, nous présenterons les heuristiques qui, bien que la qualité de
leurs solutions n'est pas garantie, trouvent souvent en temps acceptable des solutions
de bonnes qualités.
1.3.1 Algorithmes exacts
Les algorithmes exacts sont des méthodes qui permettent de répondre de manière
exacte à un problème. Pour les problèmes de décision l'idée la plus simple pour résoudre
exactement un problème dans NP\P, serait d'énumérer tous les sous ensembles suscep-
tibles d'être des solutions et de les tester. Dans le cas d'un problème Sat de n variables
booléennes, un tel algorithme aurait une complexité de 2n.
Il existe (heureusement) d'autres méthodes que cette dernière, par énumération
exhaustive. Par exemple celle de Hwang et al. [Hwang 1993] en 1993 qui permet de
résoudre en O∗(nO∗(
√
n)) le problème du TSP 2 avec des distances euclidiennes dont
2. Le TSP (ou Travelling Salesman Problem) est un problème classique d'optimisation dans lequel
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la complexité de l'algorithme par énumération exhaustive est de O∗(n!). Une autre
approche pour résoudre de manière exacte les problèmes NP-complet est la program-
mation dynamique, notion utilisée pour la première fois par Richard Bellman vers la
ﬁn des années 40 et publiée dans Dynamic Programming en 1957 (nouvelle édition
[Bellman 2003]). Cette approche se fonde sur le principe que pour résoudre optima-
lement certains problèmes, on peut résoudre optimalement leurs sous-parties. Pour la
résolution exacte, cette stratégie est donc applicable seulement à un certain nombre de
problèmes dont notamment le sac à dos et les tours de Hanoï.
La résolution exacte par énumération s'est renforcée au ﬁl du temps avec de nou-
velles techniques qui permettent de mieux organiser le parcours et les tests de ces sous
ensembles. Le but est alors de mieux organiser et de mieux guider la recherche en (1)
se concentrant seulement sur les solutions réalisables, en (2) déterminant une fonction
d'évaluation eﬃcace de chacune de ces solutions et en (3) déterminant des critères qui
permettent de tester seulement les solutions les plus prometteuses. Cette approche
conduit naturellement à déﬁnir un parcours de recherche dans lequel chaque étape cor-
respond à un test des critères déﬁnis dans l'étape (3) pour guider vers les solutions
optimales. Cette stratégie permet souvent d'éviter de tester certains groupes de solu-
tions de mauvaise qualité. Cette méthode a beaucoup inspiré la technique de séparation
et évaluation (ou branch and bound) proposée pour la première fois par Land et Doig
[Land 1960] en 1960, elle est reprise et adaptée à la plupart des problèmes d'optimisation
exacts ou non [Troya 1989, Hahn 1998, Allahverdi 2006].
Avec ces algorithmes, nous pouvons évaluer la durée d'exécution des programmes
en pire cas, en fonction de la taille des instances. Or, il peut arriver que pour certaines
familles de graphes ou de problèmes, on souhaite un algorithme optimisé spéciﬁquement
au groupe. Si on souhaite, par exemple, résoudre un problème sur des graphes de degré
maximal borné par une constante ∆, il serait intéressant d'avoir un algorithme dont la
complexité dépend aussi de ∆. L'idée de la complexité paramétrique est donc de changer
le paramètre de mesure de la complexité. Dans la pratique, la complexité exponentielle
en fonction de n peut être très grand, mais on espère que la complexité par rapport à
un autre paramètre est plus petite, voire polynomiale. Cette idée a été mentionnée par
Downey et Fellows [Downey 1992] en 1992. Par exemple dans les problèmes de vertex
cover, sur certaines instances, dont on sait que la taille des solutions optimales (notons k)
évolue peu en fonction de la taille n du graphe, il est intéressant d'avoir par exemple un
algorithme en O∗(1.2738k +kn) [Chen 2010]. Ainsi si k est constant, l'algorithme serait
polynomial, malgré n. De nombreuses études ont permis de développer des algorithmes
avec une complexité paramétrique. Citons par exemple le problème de partition de
cliques dont la complexité est de 2k
2
où k est le nombre de cliques [Mujuni 2008].
Ces dernières années ont également vu la puissance des machines continuer à aug-
il faut trouver un cycle de longueur minimal passant exactement une fois par chacun des n points. La
distance entre deux points est la distance euclidienne qui les sépare.
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menter et les algorithmes exacts sont capables de résoudre des problèmes de taille de plus
en plus importante. Dans le même temps, nous avons vu le retour de la recherche vers
les algorithmes exacts tentant d'améliorer leur complexité [Gaspers 2008, Gaspers 2012,
Bourgeois 2009a, Bourgeois 2009b, Bourgeois 2010, Havet 2011]. L'analyse approfondie
des propriétés des graphes permettent de déterminer des critères précis qui améliorent
la complexité en pire cas des algorithmes.
Cependant les algorithmes exponentiels atteignent très vite leurs limites, à cause de
la durée d'exécution qui augmente très rapidement par rapport à la taille du graphe.
Les puissances des machines ont augmenté, mais en parallèle la taille des instances
de problèmes a aussi augmenté. Avec la mondialisation, certains problèmes locaux, se
posent maintenant à l'échelle nationale voire internationale. De plus, le développement
d'algorithmes de plus en plus complexes et/ou de plus en plus spéciﬁques à certaines
propriétés de certains graphes rend la partie opérationnelle (l'implémentation du code)
relativement diﬃcile. Il n'est donc pas étonnant de trouver très peu de résultats expé-
rimentaux dans la littérature récente.
1.3.2 Algorithmes d'approximation
Les algorithmes d'approximation permettent de garantir la qualité des solutions
trouvées. Un algorithme d'approximation est une approche de résolution en temps po-
lynomial, dont on arrive à borner la taille des solutions trouvées. Le plus souvent associé
aux problèmes NP-diﬃciles, ces algorithmes permettent de les résoudre en temps po-
lynomial tout en préservant une certaine qualité des solutions trouvées.
Généralement on dit qu'un algorithme est une c-approximation s'il retourne des
solutions de taille au plus c fois celle de la solution optimale pour un problème de
minimisation et de taille au moins 1c fois la taille de la solution optimale pour un
problème de maximisation. La variable c est appelée facteur d'approximation. Ainsi
une 1-approximation est un algorithme exact en temps polynomial. A partir de cette
déﬁnition, le but dans ce domaine, est donc de trouver un algorithme d'approximation
avec une constante c le plus proche de 1, pour un problème donné.
Pour montrer qu'un algorithme est une c-approximation il faut (1) que l'algorithme
soit polynomial, (2) que l'algorithme renvoie bien des solutions réalisables au problème
posé et (3) que le rapport de la solution sur l'optimale soit bien borné supérieure-
ment par c pour un problème de minimisation et borné inférieurement par 1c pour un
problème de maximisation. Un problème qui admet un algorithme d'approximation de
facteur constant c est de la classe APX . Cette classe regroupe de nombreux problèmes
NP [Bar-Noy 1998, Chaudhary 2001, Yannakakis 1980]. Un problème qui admet un al-
gorithme d'approximation de facteur 1± ε, avec ε ∈ R∗ un réel est de la classe PT AS.
Sur ce sujet, la thèse de Kann [Kann 1992] est très complète. Parallèlement aux pro-
blèmes de décision et des classes P et NP, il déﬁnit de nouvelles classes pour les
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problèmes d'optimisation. Nous avons repris ci-dessus une partie seulement des notions
utiles pour clariﬁer notre travail.
Prenons par exemple le graphe de la ﬁgure 1.3. Supposons qu'on recherche un sous
ensemble de sommets qui couvre toutes les arêtes, c'est-à-dire un groupe de sommets
tel que chaque arête du graphe soit liée à au moins l'un d'entre eux (c'est le problème
du vertex cover que nous déﬁnirons formellement dans la partie II de ce document).
Une solution possible consiste à prendre tous les sommets du graphe ; on sera alors
sûr de couvrir toutes les arêtes. Supposons maintenant que l'on cherche une solution
à ce problème ayant le moins de sommets : c'est le problème d'optimisation. Sur ce
petit graphe, il est facile de voir que les deux sommets centraux forment la solution de
taille minimum (ici de taille 2) et couvrant toutes les arêtes. Appliquons maintenant
l'algorithme glouton Edges Deletion dont le détail sera donné à la section 5.4 : à
chaque étape l'algorithme sélectionne une arête et ajoute les deux sommets de ses ex-
trémités dans la solution puis surprime cette arête ainsi que toutes les arêtes liées aux
deux sommets. Sur les graphes de la ﬁgure 1.4, nous avons représenté avec des arêtes
en gras toutes les solutions retournées par Edges Deletion pour le graphe papillon.
On constate que ces solutions contiennent au plus 4 sommets, soit deux fois plus que la
solution optimale. Pour ce problème et dans tous les graphes en général, on démontre
que l'algorithme Edges Deletion a un rapport d'approximation 2, c'est-à-dire que
sans prétendre connaître la solution optimale (ni sa taille) on prouve que l'algorithme
ne retourne que des solutions de taille au plus deux fois celle de l'optimale. Le problème
est de la classe APX . Au delà de cet algorithme glouton, il existe bien entendu d'autres
types de méthodes de résolution. Comme par exemple la résolution par programmation
linéaire qui s'applique très bien au problème du vertex cover [Vazirani 2001]. La résolu-
tion du problème relaxé permet aussi d'obtenir une 2-approximation (le détail de cette
modélisation est donné à la section 5.4).
Comme nous pouvons le remarquer cette approche pour mesurer le rapport/facteur
d'approximation c est une mesure en pire cas, c'est-à-dire qu'on prend la situation la
moins avantageuse pour l'algorithme. Imaginons une situation très caricaturale dans la-
quelle, pour un problème donné, un algorithme trouve toujours des solutions optimales
sauf pour un cas. La taille de ce dernier peut être très diﬀérente de la taille des solutions
optimales. Ce sera alors ce dernier cas qui donne le rapport d'approximation de l'algo-
rithme. Or il est très probable que l'algorithme trouve plutôt l'une des autres solutions
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qui sont optimales. Du point de vue du rapport d'approximation, cet algorithme est
très mauvais alors que du point de vue pratique il est très bon. Ainsi la comparaison
du rapport d'approximation de deux algorithmes diﬀérents (comme expliqué plus haut)
ne permet pas de choisir le meilleur algorithme dans la pratique. A partir de cette re-
marque, on comprend que certains travaux se soient tournés vers l'étude des rapport
d'approximation en moyenne. Cette dernière approche cherche à évaluer théoriquement
le rapport d'approximation moyen des solutions que peut retourner un algorithme (voir
par exemple la thèse de [Delbot 2009]). Une telle étude peut être bien plus complexe que
l'approximation en pire cas. Ainsi la recherche des algorithmes à performance garantie
a continué à se développer ces dernières années (voir dans [Vazirani 2001]).
1.3.3 Heuristiques
Contrairement aux algorithmes exacts ou aux algorithmes d'approximation, les heu-
ristiques ne nécessitent pas d'analyses théoriques pour démontrer ou borner la qualité
des solutions qu'elles retournent. Cependant certains travaux théoriques ont été réali-
sés et notamment [Fleury 1993] qui détermine des conditions nécessaires et suﬃsantes
pour démontrer la convergence de certaines heuristiques vers les solutions optimales.
Certaines d'entre elles sont aussi très eﬃcaces et peuvent résoudre des problèmes de très
grande taille (voir par exemple [Edelkamp 2011]). L'idée de tels algorithmes provient
souvent de l'observation de la nature ou de la vie courante. On y distingue les heuris-
tiques, les métaheuristiques et plus récemment les hyperheuristiques [Denzinger 1997].
Une heuristique est une idée que l'on applique à la résolution d'un problème sans
garantir les performances. Pour la ﬁgure 1.3, l'idée par exemple, d'ajouter successive-
ment le sommet de plus grand degré à la solution jusqu'à ce que toutes les arêtes soient
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couvertes est une heuristique. Citons les plus connues comme l'algorithme du gradient
[Snyman 2005] ou le recuit simulé [Aarts 1985].
Les métaheuristiques sont très utilisées de nos jours. Une métaheuristique est une
idée de schéma global applicable et adaptable à diﬀérents problèmes. En plus de posséder
diﬀérents outils pour guider et améliorer la qualité des solutions, les métaheuristiques
peuvent combiner diﬀérentes heuristiques. Le travail consiste alors à bien maîtriser
ces outils et les heuristiques pour savoir comment les combiner pour chaque type de
problème. L'essaim particulaire, les colonies de fourmis, l'algorithme génétique ne sont
que quelques métaheuristiques connues parmi les nombreuses qui sont utilisées.
Le terme d'hyperheuristique a été utilisé pour la première fois en 1997 par Denzin-
ger et al. [Denzinger 1997] dans la cadre d'un travail sur l'intelligence artiﬁcielle. Une
hyperheuristique est une méthode de recherche et de génération de métaheuristique. Les
hyperheuristiques doivent avoir une connaissance précise des diﬀérentes heuristiques et
métaheuristiques aﬁn d'être eﬃcaces. Là où les heuristiques et les métaheuristiques re-
cherchent des solutions de bonne qualité, le rôle des hyperheuristiques est de choisir la
métaheuristique la plus adéquate.
Comme nous l'avons remarqué, certaines heuristiques sont capables de résoudre des
problèmes dans des graphes de grandes tailles, l'incertitude sur la qualité de la solution
peut être néanmoins un handicap. Sans connaissance précise de la taille des solutions
optimales, les heuristiques comparent leurs solutions avec les bornes inférieures, aﬁn
d'évaluer la qualité de leur approche. La validation expérimentale prend ainsi une très
grande place dans ce domaine de la recherche. Souvent, les résultats expérimentaux
d'une nouvelle heuristique sont comparés à des résultats d'anciennes méthodes, testées
sur des instances benchmark accessibles à tous. Or, cela ne présage en rien de la qualité
de l'heuristique sur les autres instances. Néanmoins de plus en plus de travaux dans le
domaine s'eﬀorce de développer (ou d'adapter) les algorithmes sur des instances réelles,
modélisées à partir de problèmes (souvent) industriels.
1.3.4 Notre apport
Nous présentons dans ce travail, une approche originale de partition du graphe pour
résoudre deux problèmes classiques. Une partie de la thèse consiste à développer des
algorithmes pour organiser et guider la recherche de la solution optimale (en complexité
exponentielle) et une autre partie consiste à développer un nouvel algorithme d'approxi-
mation.
Nous avons ainsi développé des algorithmes exacts et des algorithmes d'approxi-
mation pour résoudre les problèmes de l'indépendant dominant de taille minimum et
du vertex cover (dont les déﬁnitions seront données dans les parties concernées). L'ap-
proche par partitions en cliques nous a permis d'élaborer des algorithmes simples à
mettre en ÷uvre et à modiﬁer. Nous avons ainsi pu tester expérimentalement diﬀérents
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ﬁltres (qui permettent d'éviter de tester de mauvaises solutions lors de la recherche)
pour améliorer ces algorithmes. Après une analyse théorique de leur comportement,
nous avons testé tous nos algorithmes sur diﬀérentes familles de graphes dont celle des
graphes aléatoires.
En faisant des analyses théoriques et des expérimentations numériques, nous es-
sayons dans cette thèse d'apporter une étude complète sur notre méthode dite par par-
tition en cliques. Cette approche est suﬃsamment générique pour permettre de conce-
voir des algorithmes exacts et des algorithmes d'approximation. Nous avons combiné
cette approche avec des heuristiques gloutonnes et un algorithme de liste, ce qui nous a
permis de résoudre des problèmes dont les instances vont jusqu'à plusieurs centaines de
sommets (en quelques secondes dans le cas de l'approximation). Ainsi nous avons implé-
menté tous nos algorithmes et nous avons comparé nos résultats avec d'autres travaux,
lorsque cela est possible. Nous avons également implémenté plusieurs algorithmes, ins-
pirés de méthodes classiques, aﬁn de comparer expérimentalement les résultats, lorsque
cela s'avère nécessaire.
1.4 Notations et déﬁnitions
Nous introduisons dans cette section quelques notations et déﬁnitions générales
sur les graphes, qui seront utiles pour la suite de notre manuscrit. Des rappels, précisions
et compléments seront apportés dans les sections lorsque cela s'avère nécessaire.
Pour commencer, nous noterons G = (V, E) le graphe non orienté et non pondéré
avec son ensemble de sommets V et son ensemble d'arêtes E . Non pondéré indique qu'il
n'y a pas de poids sur les sommets ou sur les arêtes ; plus précisément, cela indique que
les sommets et les arêtes ont le même poids, usuellement unitaire. Non orienté signiﬁe
que le lien entre deux sommets est à double sens. C'est à dire que l'arête uv entre les
sommets u et v permet d'aller de u à v et de v à u. Si uv est une arête entre les sommets
u et v, alors u et v sont voisins ; on note N(u) l'ensemble des voisins de u. Lorsque
ce lien est orienté, on l'appelle arc. Sur la ﬁgure, le graphe (a) est non orienté et non
pondéré avec 4 sommets et 3 arêtes. Le graphe (b) est orienté. On note généralement
n = |V| le nombre de sommets.
Dans notre travail et sans précision, le graphe considéré est non orienté et non
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Figure 1.6  Graphe non orienté et non pondéré complet
Figure 1.7  Deux sous graphes induits
pondéré. On dit qu'un tel graphe est un graphe complet si et seulement si les sommets
sont reliés deux à deux par une arête (voir ﬁgure 1.6). Il existe alors une formule pour
calculer le nombre total d'arêtes en fonction du nombre de sommets n : NbAretes =
n(n−1)
2 . Les graphes complets sont indiﬀéremment nommés cliques et noté Kn, pour un
graphe de n sommets. A l'opposé, on appelle stable ou indépendant un ensemble de
sommets qui ne sont liés par aucune arête. Soit H ⊆ V un sous ensemble de sommets de
G, on note G[H] le sous graphe de G induit par H dans G : G[H] est le graphe d'ensemble
de sommets H et d'ensemble d'arêtes qui relient les sommets de H : {uv : uv ∈ E , u ∈ H
et v ∈ H}. Sur la ﬁgure 1.7 : (a) le sous graphe induit de G par les sommets 1 et 2 qui
est une clique de taille 2 noté K2 ; (b) la sous graphe induit de G par les sommets 2, 3
et 4 qui est un stable ou un ensemble indépendant de taille 3.
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De nombreux problèmes ne peuvent être résolus de manière exacte en temps po-
lynomial. Il existe alors des algorithmes exponentiels pour les résoudre. L'objectif est
alors de concevoir des algorithmes avec la plus faible complexité exponentielle possible.
Cependant de nombreux travaux théoriques ne débouchent pas toujours sur des implé-
mentations et des expérimentations numériques, comparables dans la pratique.
Nous présentons dans cette partie un problème bien connu : l'indépendant dominant
de taille minimum. Après avoir formellement déﬁni le problème, nous présenterons les
premiers résultats sur une famille particulière de graphes : les line graphs. Puis dans le
chapitre 3, nous présenterons de manière complète une nouvelle approche pour résoudre
le problème et nous analyserons les résultats de nos expériences sur huit familles de
graphes diﬀérentes.
2.1 Indépendant dominant de taille minimum
Soit G = (V, E) un graphe non orienté et non pondéré où V est l'ensemble des
sommets, E est l'ensemble des arêtes et n = |V| est sa taille. Si uv est une arête
entre les sommets u et v, alors u et v sont voisins. Un ensemble dominant dans le
graphe G = (V, E) est un sous-ensemble D ⊆ V tel que chaque sommet v ∈ V −D est
voisin d'au moins un sommet dans D. Un ensemble indépendant dans G est un sous-
ensemble I de sommets tel que deux sommets quelconque de I ⊆ V ne sont pas voisins.
Le problème d'optimisation de l'indépendant dominant de taille minimum (minimum
Independent Dominating Set : mIDS ) consiste à trouver un ensemble indépendant et
dominant (IDS ) de taille minimum dans un graphe G donné. La ﬁgure 2.1 montre deux
sous-ensembles de type IDS (les sommets foncés) pour un graphe de 7 sommets et 11
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Figure 2.1  Indépendant dominant dans un graphe
arêtes. Le graphe (b) de la ﬁgure, montre un mIDS . Ce problème est connu pour être
NP-diﬃcile [Garey 1979]. Magnús M. Halldórsson dans [Halldórsson 1993] a montré en
1993 que dans les graphes généraux, le problème du mIDS ne peut pas être approximé
sous un facteur n1−ε avec ε > 0 en temps polynomial, à moins que P = NP. Les
problèmes de types indépendant ou dominant sont liés dans la pratique à des problèmes
d'optimisation de réseaux de communication (voir par exemple [Kuhn 2005]).
Par exemple, considérons le réseau des postes de surveillance et de secours du Puy
de Dôme représenté ﬁgure 2.2. Sur la ﬁgure suivante (2.3), on peut voir la zone de
couverture qui permet à un point de transmettre (émetteur) et de recevoir (récepteur)
des informations des autres points. Le but est de permettre à tous les postes de recevoir
des informations. Un poste qui a un récepteur peut recevoir des informations d'un
poste voisin qui possède un émetteur. Dans le réseau actuel, chaque poste possède
un récepteur et un émetteur. Lorsqu'une information importante doit être transmise, il
suﬃt de prévenir un des postes de secours et l'information sera successivement transmise
à tous les autres. Dans un soucis d'optimisation du budget, le gestionnaire souhaite
diminuer le nombre d'émetteurs. Le problème peut ainsi être modélisé en un problème
de domination dans le graphe de la ﬁgure 2.4, dans lequel deux sommets sont voisins
s'ils sont assez proches pour la transmission des informations. Ainsi, avec seulement
quatre postes émetteurs (les sommets en gras sur la ﬁgure 2.4) l'information peut être
transmise à tous, puisque ces postes de secours couvrent tous les autres.
Pour commencer, nous allons montrer dans la section suivante que ce problème peut
être approximé avec un facteur 2 dans les line graphs.
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Figure 2.2  Réseau de postes de secours du Puy-de-Dôme
Figure 2.3  Zone de couverture de quatre postes de secours
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Figure 2.4  Modélisation en problème de domination dans un graphe pour minimiser
le nombre d'émetteurs dans le réseau de communication des postes de sécurité du Puy-
de-Dôme
2.2 Facteur d'approximation de 2 dans les line graphs
Rappelons pour commencer que le problème d'optimisation du mIDS est NP-
diﬃcile dans les graphes généraux et qu'il n'est pas approximable avec un facteur
inférieur à n1−ε [Halldórsson 1993]. Dans cette section, nous présentons nos premiers
résultats sur ce problème. Nous exhibons une famille de graphes particulière dans la-
quelle le problème est APX -complet , avec un facteur d'approximation de 2. Pour ce
faire, nous passons par le problème du couplage maximal de taille minimum.
Soit G = (V, E) un graphe non orienté, un couplage M ⊆ E (ou matching) est un
ensemble d'arêtes deux à deux non adjacentes, c'est-à-dire n'ayant pas de sommets en
communs. Un couplage est maximal au sens de l'inclusion (Maximal Matching : MM )
s'il n'existe pas d'ensemble strictement plus grand contenant le couplage et qui soit
aussi un couplage. Un couplage est minimum s'il est de taille minimum. Le graphe (a)
de la ﬁgure 2.5 illustre (arêtes en gras) un exemple de couplage maximal et le graphe
(b) illustre un couplage maximal de taille minimum (minimum Maximal Matching :
mMM ). Construire un MM peut être fait en temps polynomial avec un algorithme
glouton alors que le problème d'optimisation, c'est-à-dire construire unmMM estAPX -
complet ([Yannakakis 1980]) avec un facteur d'approximation de 2. Remarquons que
n'importe quel MM est une 2-approximation du mMM (voir p.370 de[Ausiello 2000]).
Soit G = (V, E) un graphe non orienté, le line graph de G, noté LG = (LV,LE)
(et aussi appelé interchange graph [Ore 1962] (voir pp. 19-21), adjoint [Menon 1965],
et edge-to-vertex dual [Seshu 1961] (voir p.296)) est un graphe dans lequel à chaque
sommet correspond une arête diﬀérente de G, telle que deux sommets sont voisins si et
seulement si leurs arêtes correspondantes dans G sont adjacentes. La ﬁgure 2.6 donne
un exemple d'une telle transformation : les arêtes de G sont nommées de a à h et corres-
pondent aux sommets de même nom dans LG. Nous allons montrer dans la section 2.2
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Figure 2.5  Deux couplages dans un graphe
Figure 2.6  (a) Graphe G. (b) Line graph associé à G
que chercher un mMM dans G revient à chercher un mIDS dans LG.
Le graphe G est appelé le graphe racine (ou root graph) du graphe LG. A tout G
correspond un unique LG [Lehot 1974] ; mais tous les graphes ne sont pas nécessairement
des line graphs. En eﬀet, par exemple, le graphe de la ﬁgure 2.7 n'est pas un line graph
car il n'est pas possible de découper le graphe en sous-ensembles de clique disjoints
tel que chaque sommet appartient à au plus deux cliques [Lehot 1974] : le sommet
numéro 1 appartient à trois cliques, quelque soit le découpage (plus généralement, un
line graph LG est un claw-free graph). La transformation inverse (LG vers G) n'est donc
pas triviale.
La ﬁgure 2.8 montre la transformation d'un line graph vers son graphe racine. Les
arêtes de LG forment des cliques numérotées de 1 à 5, de telle sorte qu'un sommet
appartient à au plus deux cliques. Chaque clique donne un sommet diﬀérent dans le
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Figure 2.7  Graphe qui n'est pas un line graph
Figure 2.8  (a) Line graph LG. (b) Graphe racine associé à LG
graphe G : il y a correspondance entre les numéros des arêtes et les lettres des sommets
dans LG avec les numéros des sommets et les lettres des arêtes dans G. Si deux cliques
dans LG sont voisines (si elles ont au moins un sommet en commun), alors les deux
sommets correspondant dans G sont liés. A part quelques exceptions données par les
auteurs, ce partitionnement en cliques du line graph est unique [Roussopoulos 1973].
Roussopoulos [Roussopoulos 1973] en 1973 et Lehot [Lehot 1974] en 1974 ont également
proposé plusieurs méthodes pour déterminer l'existence et retrouver le cas échéant le
graphe racine en temps polynomial.
Considérons un line graph LG = (LV,LE) et le graphe racine correspondant
G = (V, E). Nous montrons que quel que soit un indépendant dominant (Independent
Dominating Set : IDS ) SIDS dans LG, sa taille est forcément au plus deux fois la taille
d'un mIDS .
Théorème 1 SIDS ⊆ LV est un indépendant dominant dans LG si et seulement si il
existe un couplage maximal MMM ⊆ E de G tel que les arêtes de MMM correspondent
aux sommets de SIDS. Ainsi on a |SIDS| = |MMM|.
Preuve. Soit un IDS SIDS de LG. Construisons M en prenant les arêtes de G cor-
respondant aux sommets de SIDS. On a |SIDS| = |M|. La ﬁgure 2.9 montre une telle
2.2. Facteur d'approximation de 2 dans les line graphs 25
Figure 2.9  (a) IDS dans un line graph LG. (b) MM dans le graphe racine associé à
LG
transformation, avec le sous-ensemble de sommets SIDS dans LG (a) et le sous-ensemble
d'arêtesM dans G (b). La solutionM est un couplage : dans le cas contraire, il existe-
rait 2 arêtes deM qui seraient adjacentes, donc les sommets correspondant dans SIDS
seraient également liés, ce qui serait absurde puisque SIDS est un indépendant. Ce cou-
plage est maximal, sinon il existerait une arête e ∈ E qui n'est adjacente à aucune autre
arête deM. Donc, le sommet dans LG correspondant à l'arête e ne serait lié à aucun
sommet de SIDS, ce qui est absurde puisque SIDS est un dominant.
Réciproquement, prenons un couplage maximal MMM de G et construisons S en
prenant les sommets dans LG qui correspondent aux arêtes deMMM (|S| = |MMM|).
La ﬁgure 2.10 illustre cette construction avec, (a) le MM dans le graphe G et (b) l'IDS
dans le graphe LG. Montrons que S est un indépendant. En eﬀet, si ce n'était pas
le cas, il existerait 2 sommets dans S qui seraient liés et leurs arêtes associées dans
MMM seraient adjacentes. C'est absurde car MMM est un couplage. Enﬁn, S est un
dominant : sinon il existerait un sommet dans LG qui n'est lié à aucun sommet de S.
Donc l'arête correspondante dans G ne serait adjacente à aucune arête de MMM. Ce
n'est pas possible carMMM est maximal.

Corrolaire 1 SmIDS est un mIDS d'un line graph LG si et seulement si il existe un
couplage maximum de taille minimumMmMM ⊆ E de G tel que ses arêtes correspondent
aux sommets de SmIDS. Ainsi on a |SmIDS| = |MmMM|.
Corrolaire 2 Dans un line graph LG, trouver un mIDS est un problème APX -
complet, avec un facteur d'approximation de 2. Ce facteur est atteint.
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Figure 2.10  Construction d'un IDS à partir d'un MM
Preuve. De manière évidente, le problème est dans NP. Soit G = (V, E) un graphe
non orienté et non pondéré et SIMS ⊆ V un indépendant maximal de G, c'est-à-dire
qu'il n'existe pas de sous-ensembles indépendants strictement plus grands que SIMS
contenant SIMS . Dans ce cas, SIMS est également un dominant de G. En eﬀet, si l'on
suppose qu'il existe un sommet v ∈ V non dominé, alors ni v ni aucun de ses voisins,
ne sont dans SIMS . De là, SIMS ∪ {v} est un indépendant de G, ce qui est absurde.
Finalement, SIMS est un indépendant dominant, que nous renommons SIDS.
Le théorème 1 montre qu'à tout IDS dans le line graph correspond un MM dans le
graphe racine de la même taille ; il en est de même pour les mIDS et mMM par le cor-
rolaire 1. Or, |MMM| ≤ 2|MmMM| pour tout graphe (voir p.370 de [Ausiello 2000]). De
ce fait, on en déduit que dans les line graphs |SIDS| ≤ 2|SmIDS|. Comme la construction
d'un indépendant maximal peut être facilement réalisée par un algorithme glouton, le
problème est dans APX . De plus, nous avons montré que la procédure pour obtenir un
line graph à partir d'un graphe est simple (voir la section 2.2). Le mMM (APX -complet
[Yannakakis 1980]) se réduit donc de manière polynomiale au mIDS et nous avons notre
résultat.
Le rapport 2 est atteint, par exemple pour le chemin de 3 sommets a, b, c dans cet
ordre, qui est le line graph d'un chemin de 4 sommets. Le mIDS est constitué du seul
sommet b, alors qu'il existe un IDS constitué des deux sommets a, c. 
Par ces démonstrations, les line graphs forment une famille dans laquelle le problème
du mIDS est intrinsèquement 2-approximable ; c'est-à-dire que quel que soit un IDS
dans un line graph sa taille est au plus deux fois celle du mIDS . Ce n'est hélas pas le
cas pour les graphes généraux.
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2.3 Bilan
Dans ce chapitre, nous avons présenté le problème de l'indépendant dominant de
taille minimum. Nous avons montré qu'il a un rapport d'approximation de 2 dans les
line graphs. Malheureusement, le problème n'est pas approximable dans le cas général.
L'approche classique de résolution par énumération de tous les sous-ensembles est alors
possible, mais fastidieuse et longue.
Le chapitre suivant sera l'occasion pour nous de présenter une nouvelle méthode
exacte (mais moins fastidieuse) pour l'indépendant dominant de taille minimum. Nous
présenterons de nombreux tests qui nous permettent de valider et compléter les analyses
théoriques. Nous comparerons également notre approche avec celles de deux autres
travaux. Pour de futurs tests, notre programme et les instances de nos graphes sont en
ligne 1.
1. http ://todo.lamsade.dauphine.fr/spip.php ?article42
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Dans ce chapitre, nous présentons une nouvelle approche pour résoudre de manière
exacte le problème de l'indépendant dominant de taille minimum, dans les graphes
généraux. Une idée simple de résolution consisterait à énumérer toutes les solutions
possibles. En supposant qu'il faut un millième de seconde pour générer, tester et sau-
vegarder une solution, il faudrait alors plus de 35000 ans pour traiter un graphe de 50
sommets. Cette approche par énumération a une complexité exponentielle en O∗(2n) 1
(où n est la nombre de sommets). Heureusement, elle a été améliorée en 1988 par John-
son et al. [Johnson 1988]. En 2006, Liu et Song [Liu 2006] ont développé une approche
élégante en O∗(
√
3
n
) 2 pour résoudre le mIDS dans les graphes généraux. Ils utilisent les
1. La notation O∗(.) est utilisée pour exprimer la partie non polynomiale de la complexité d'un
algorithme, ignorant les facteurs polynomiaux
2.
√
3
n ≈ 20.792n
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couplages maximum pour partitionner le graphe et réduire ainsi la complexité. Bour-
geois, Escoﬃer, et Paschos [Bourgeois 2010] ont, en 2010, proposé un algorithme de
branchement pour résoudre le problème en O∗(20.424n). Tous ces travaux ont permis
d'évaluer ces techniques dans le pire des cas mais aucun des algorithmes n'a été implé-
menté et testé par leurs auteurs. Néanmoins, en 2011, Potluri et Negi [Potluri 2011] ont
testé l'approche de Liu et Song aﬁn de comparer avec leur méthode appelée Intelli-
gent Enumeration Algorithm.
Dans ce qui suit, nous proposons une méthode qui utilise les partitions en cliques
du graphe (obtenues de manière gloutonne) et nous prouvons que lorsque le graphe est
grand et suﬃsamment dense, la complexité de la méthode peut être meilleure que n'im-
porte quelle autre méthode. À travers cette analyse de la complexité, nous présentons
également une méthode qui fournit une borne inférieure pour notre problème. Basé sur
ces travaux algorithmiques, nous avons codé une procédure récursive incluant des ﬁl-
trages pour une recherche eﬃcace de solutions optimales. Nous l'avons testé et elle est
capable de traiter des instances de 50 sommets dans un temps raisonnable (de l'ordre de
quelques secondes), et des instances d'une centaine de sommets pour certaines familles
de graphes.
Pour aller plus loin et traiter des graphes de plus grande taille, nous étudions un
algorithme glouton pour l'indépendant dominant dans les graphes généraux. Expéri-
mentalement, l'algorithme fournit de bonnes solutions (au plus 5 fois l'optimal) et il est
capable de résoudre des graphes jusqu'à 65000 sommets en moins de 20 secondes. Ce
genre d'heuristiques gloutonnes sont de très bonnes méthodes pour obtenir une solution
initiale nécessaire pour l'algorithme exact. Nous décrivons également des cas particuliers
qui piègent cet algorithme.
3.1 Approche par partition en cliques
Dans [Liu 2006], Liu et Song utilisent le couplage maximum pour réduire la com-
plexité du mIDS à O∗(2n). Dans cette partie, nous étendons leur technique en parti-
tionnant les sommets du graphe dans des cliques (une clique est un graphe dans lequel
chaque paire de sommets est liée par une arête) au lieu de les coupler. Pour décrire notre
méthode, nous rappelons quelques déﬁnitions et notations. On appelle une partition
en cliques d'un graphe G = (V, E), une partition des sommets V en sous-ensembles
disjoints C = {C1, ..., Ck} (∪ki=1Ci = V et si i 6= j, Ci ∩ Cj = ∅) tels que chaque sous-
graphe induit par Ci dans G est une clique. La taille de chaque clique Ci (autrement
dit le nombre de sommets dans la clique) est notée ci (1 ≤ ci ≤ n). Une clique Ci est
dite triviale si et seulement si ci = 1. La ﬁgure 3.1 fournit un exemple de partition
en cliques C = {C1, C2, C3} d'un graphe G de 7 sommets et 10 arêtes. Les cliques ont
respectivement 2, 4 et 1 sommets.
Une partition en cliques d'un graphe G peut facilement être obtenue par un algo-
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Figure 3.1  Partition en cliques d'un graphe
rithme glouton. Supposons maintenant que nous avons une partition C = {C1, ..., Ck}
de G. Comme chaque Ci est une clique, chaque indépendant dominant a au plus un som-
met dans chaque Ci (autrement la solution ne serait pas indépendante). En se basant
sur cette remarque, l'idée de notre algorithme est de construire tous les sous-ensembles
de sommets contenant au plus un sommet dans chacune des cliques de C et pour chaque
sous-ensemble S, tester si c'est un indépendant (il n'y a pas d'arêtes entre les sommets
de S) et un dominant (chaque sommet dans V\S a au moins un voisin dans S). Si c'est
le cas, nous mettons à jour la solution du mIDS et retournons l'optimale (la meilleure)
à la ﬁn. Notons que chaque test peut s'eﬀectuer en temps polynomial.
A partir de la construction décrite, nous générons tous les sous-ensembles IDS (ainsi
que les sous-ensembles qui ne le sont pas) et donc aussi toutes les solutions mIDS .
Chaque sous-ensemble testé S se compose d'au plus un sommet dans chaque Ci.
Cela représente exactement ci + 1 possibilités pour chaque clique Ci de C. Ainsi, le
nombre de candidats S testés pendant notre algorithme est exactement :
k∏
i=1
(ci + 1) .
Comme chaque test est polynomial, notre algorithme est en O∗
(∏k
i=1 (ci + 1)
)
.
La ﬁgure 3.2 présente tous les sous-ensembles candidats S générés et testés par
notre algorithme pour deux partitions en cliques diﬀérentes du même graphe G. Les
sous-ensembles en noir sont des IDS (ceux qui sont grisés ne sont pas des IDS ) et les
sous-ensembles entourés sont des mIDS .
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Figure 3.2  Sous-ensembles candidats à partir de deux partitions en cliques diﬀérentes.
En noir les sous-ensembles qui sont des IDS . En noir entouré, les sous-ensemble qui sont
des mIDS
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3.2 Complexité et comparaisons
Le but de cette section est de montrer que lorsque |V| = n est suﬃsamment grand,
notre algorithme a un fort potentiel d'avoir une complexité meilleure que n'importe
quelle autre complexité exponentielle du type Abn où (A, b) ∈ (N\{0, 1} × R∗+). Plus
précisément, nous donnons une condition analytique sous laquelle nous avons :
k∏
i=1
(ci + 1) ≤ Abn . (3.1)
Comme dans la section 3.1, les c1, . . . , ck représentent la taille des cliques de la
partition initiale de V. Nous avons alors :
k∑
i=1
ci = n .
Les entiers c1, ..., ck représentent ce qu'on appelle une partition de l'entier n. Plus
généralement, soit n > 0 un entier positif quelconque, une partition de n est une liste
de l > 0 entiers strictement positifs [n1, . . . , nl] tels que :
l∑
i=1
ni = n .
Pour un graphe donné, il est diﬃcile d'énumérer toutes les partitions en cliques
diﬀérentes ou même seulement de déterminer leur nombre exact. Ainsi, nous faisons
une étude probabiliste des partitions de l'entier n. La taille de la partition [n1, . . . , nl]
est son nombre l d'éléments. Deux listes qui se composent des mêmes éléments (entiers)
dans un ordre diﬀérent sont considérées comme égales. Nous notons P (n) l'ensemble de
toutes les partitions de n et p(n) sa taille. Par exemple, si n = 5, nous avons :
P (5) = {[1, 1, 1, 1, 1], [1, 1, 1, 2], [1, 2, 2], [1, 1, 3], [2, 3], [1, 4], [5]} et p(5) = 7 .
Nous notons maintenant Q(n) l'ensemble des partitions (et q(n) sa taille) de l'entier
|V| qui ne vériﬁent pas l'inégalité (3.1), quand A et b sont donnés. Par exemple, si A = 3
et b = 12 , lorsque n = 5 nous avons Q(5) = {[1, 1, 1, 1, 1], [1, 1, 1, 2], [1, 2, 2], [1, 1, 3]}.
3.2.1 Analyse
Voyons maintenant que lorsque n tend vers l'inﬁni, q(n)p(n) tend vers 0, montrant ainsi
qu'asymptotiquement, la proportion de partitions de n qui violent (3.1) tend vers 0.
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Pour ce faire, nous avons besoin de plusieurs résultats préliminaires. Le lemme 1
donne une condition suﬃsante pour une partition c1, . . . , ck de n pour vériﬁer l'inéga-
lité (3.1). Cela prouve que si nous pouvons avoir une partition de n dans laquelle la
valeur moyenne est supérieure à une certaine valeur à déterminer (noté M(A, b)), alors
l'inégalité (3.1) est vériﬁée.
Lemme 1 Soit (A, b) ∈ (N\{0, 1} × R∗+). Il existe M(A, b) ∈ R tel que :
M(A, b) ≤ 1
k
k∑
i=1
ci ⇒
k∏
i=1
(ci + 1) ≤ Abn .
Preuve. Nous étudions la fonction
f(x) = Ax − 1
b
x− 1
et sa dérivée
f ′(x) = Ax ln(A)− 1
b
.
Posons x1 =
ln
(
1
ln(A)b
)
ln(A) ; ∀x > x1, f(x) est croissante. De plus comme limx→+∞ f(x) =
+∞ il existe g ≥ x1 tel que ∀x > g, f(x) est croissante et supérieure à 0.
Prenons M(A, b) = gb . Supposons maintenant que M(A, b) ≤ 1k
∑k
i=1 ci alors :
g
b
= M(A, b) ≤ 1
k
k∑
i=1
ci ⇔ g ≤ b1
k
k∑
i=1
ci .
Comme nous avons ∀x ≥ g, f(x) = Ax − 1bx− 1 ≥ 0, nous en déduisons que :
Ab
∑k
i=1 ci
k − 1
b
b
1
k
k∑
i=1
ci − 1 ≥ 0 .
⇔ Ab
∑k
i=1 ci
k ≥ 1
k
k∑
i=1
ci + 1 =
∑k
i=1 (ci + 1)
k
.
Nous rappelons l'inégalité arithmético-géométrique généralisée aux moyennes pon-
dérées [Steele 2004], pour tout y1, ..., yk ≥ 0 :
∑k
i=1 yi
k
≥
(
k∏
i=1
yi
) 1
k
. (3.2)
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Figure 3.3  Diﬀérents sous-ensembles de P (n)
Finalement, avec l'inégalité 3.2 et en utilisant
k∑
i=1
ci = n, nous obtenons :
k∏
i=1
(ci + 1) ≤ Abn .

Le lemme 1 prouve que, avec A et b données, il existe une valeur h = M(A, b) telle
que, si h ≤ 1k
∑k
i=1 ci alors
∏k
i=1 (ci + 1) ≤ Abn. A partir de cette valeur h, nous déﬁnis-
sons Mh(n) comme l'ensemble (avec mh(n) sa taille) des partitions [n1, . . . , nl] ∈ P (n)
de n qui vériﬁent h > 1l
∑l
i=1 ci, c'est-à-dire qui ont une valeur moyenne strictement
plus petite que h et qui ne respectent pas la condition suﬃsante du lemme 1 (quand
h = M(A, b)). Si on note n = n et h = M(A, b), nous avons Q(n) ⊆ Mh(n) car
toutes les partitions [n1 . . . , nl] de Q(n) vériﬁent h >
1
l
∑l
i=1 ci (la ﬁgure 3.3 schématise
ces diﬀérents sous-ensembles). Autrement, elles satisferaient la condition suﬃsante du
lemme 1 et ainsi vériﬁeraient (3.1) et donc ne seraient pas dans Q(n). En se basant sur
cette remarque, on prouve dans ce qui suit que lim
n→+∞
mh(n)
p(n) → 0 ; ce qui est suﬃsant
pour montrer que lim
n→+∞
q(n)
p(n) → 0.
Tout d'abord remarquons que [n1 . . . , nl] ∈ Mh(n) vériﬁe h > 1l
∑l
i=1 ci. Comme∑l
i=1 ci = n on a l >
n
h
. Cela signiﬁe que Mh(n) est aussi l'ensemble des partitions de
n de taille supérieure à nh . C'est la raison pour laquelle nous introduisons maintenant
l'ensemble P (n, k) (de taille p(n, k)) des partitions de n de taille k, k ∈ N.
Lemme 2 p(n, n− i) ≤ p(i) pour tout i ∈ {1, . . . , n}.
Preuve. Soit X = [x1, ..., xn−i] ∈ P (n, n− i). Soit Z = [z1, ..., zl] la liste obtenue après
soustraction de 1 à chaque élément de X et en ne conservant que les valeurs strictement
supérieures à 0 (∀k ≤ l ≤ n− i, zk ≥ 1).
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Alors
∑l
k=1 zk =
∑n−i
k=1 xi − (n − i) = n − (n − i) = i et Z est une partition de i.
Maintenant, posons X ′ =
[
x′1, ..., x′n−i
] ∈ P (n, n−i), X ′ 6= X étant une autre partition.
Nous notons Z ′ la liste obtenue par la même méthode à partir de X ′. Supposons que
Z = Z ′. Comme X et X ′ ont la même taille et que Z = Z ′, ils ont le même nombre de
1 (qui ont disparu dans Z et Z ′). La soustraction par 1 des l autres éléments (l est la
taille de Z = Z ′) donne Z et Z ′. Cela veut dire que ces éléments strictement supérieurs
à 1 sont égaux dans X et X ′ et que X = X ′ (l'ordre des éléments dans la liste n'est
pas important) ; ce qui est contradictoire avec notre hypothèse.
Cela montre que pour chaque partition diﬀérente de n de taille n−i, on peut extraire
au moins une partition diﬀérente de i. Ainsi p(n, n− i) ≤ p(i). 
Pour les deux prochains résultats, nous supposons que A et b sont données. Soit
h = M(A, b).
Lemme 3 Avec la notation précédente, nous avons :
mh(n) ≤ 1 +
n−dnhe∑
i=1
p(i) .
Preuve. Comme nous l'avons mentionné précédemment, toutes les partitions de P (n)
de taille supérieure à nh , ont une valeur moyenne strictement inférieure à h. Ces partitions
sont dans Mh(n) ainsi |Mh(n)| = mh(n) =
∑n
k=dnhe p(n, k). Comme p(n, n) = 1, nous
pouvons déduire :
mh(n) = 1 +
n−1∑
k=dnhe
p(n, k) .
Maintenant, posons k = n− i. On a :
mh(n) = 1 +
n−dnhe∑
i=1
p(n, n− i) .
Avec le lemme 2, on obtient :
mh(n) ≤ 1 +
n−dnhe∑
i=1
p(i) .

Nous sommes maintenant prêt à montrer que la proportion de partitions de P (n)
qui sont dans Mh(n) (et donc dans Q(n)) tend vers 0 lorsque n tend vers l'inﬁni.
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Théorème 2 Avec la notation précédente, nous avons :
lim
n→+∞
q(n)
p(n)
= 0 .
Preuve. Comme q(n) ≤ mh(n), il suﬃt de montrer que lim
n→+∞
mh(n)
p(n) = 0. Le lemme 3
prouve que mh(n) ≤ 1 +
∑n−dnhe
i=1 p(i) et comme p(n) est strictement croissante, nous
avons :
mh(n) ≤ 1 +
(
n−
⌈n
h
⌉)
p
(
n−
⌈n
h
⌉)
⇔ mh(n)
p(n)
≤ 1
p(n)
+
(n− ⌈nh⌉)
p(n)
p
(
n−
⌈n
h
⌉)
.
Nous avons lim
n→+∞
1
p(n) = 0. Pour la seconde partie de l'équation, nous utilisons la
formule asymptotique de Ramanujan [Baez-Duarte 1997] :
p(n) ∼
+∞
1
4n
√
3
e
pi
√
2n
3 . (3.3)
(n− ⌈nh⌉)
p(n)
p
(
n−
⌈n
h
⌉)
∼
(
n−
⌈n
h
⌉) 14 epi
√
2/3(n−dnhe)
(n−dnhe)
√
3
1
4
epi
√
2/3n
n
√
3
= ne
pi
√
2/3
(√
n−dnhe−√n
)
.
Or lim
n→+∞ne
pi
√
2/3
(√
n−dnhe−√n
)
= 0. Donc :
lim
n→+∞
mh(n)
p(n)
= 0 .

Dans la prochaine section (3.2.2), nous appliquons ces résultats pour comparer notre
complexité avec celles de Liu et Song [Liu 2006] et Bourgeois et al., [Bourgeois 2010].
Dans les deux cas, notre algorithme a une meilleure complexité s'il y a une bonne
partition en cliques ; et la proportion de partitions de n qui induisent une complexité
plus grande tend vers 0 lorsque la taille de G tend vers l'inﬁni.
Bien entendu, à partir d'un graphe G = (V, E) donné avec n sommets, il n'y a pas
toujours p(n) partitions de l'ensemble V. En particulier quand G n'est pas dense, le
nombre de partitions possibles de V est inférieur à p(n). Cependant, tant que le nombre
de partitions de V est proche de p(n) la probabilité d'obtenir une bonne partition de V
est grande.
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Figure 3.4  Courbe représentatives de f(x) = 2x − 1000424 x− 1 et de sa dérivé
3.2.2 Comparaison
Dans cette section, nous appliquons cette méthode de comparaison avec deux ap-
proches récentes. Nous donnons un exemple d'application numérique pour trouver h, la
valeur moyenne d'une partition, critère de référence de comparaison avec l'heuristique
de partition en cliques.
Algorithme de branchement de Bourgeois, Escoﬃer et Paschos
Dans l'article [Bourgeois 2010], les auteurs développent un algorithme de branche-
ment qui obtient un mIDS en O∗(20.424n). Nous souhaitons donc avoir un h tel que :
h ≤
∑k
i=1 ci
k
⇒
k∏
i=1
(ci + 1) ≤ 20.424n .
Tout d'abord, posons f(x) = 2x − 1000424 x− 1 et f ′(x) = 2x ln(2)− 12552 . La ﬁgure 3.4
représente la fonction f en noir et sa dérivé en gris. De manière triviale, f ′(x) > 0,∀x ≥
2 et f(x) ≥ 0,∀x ≥ 3.03. Par conséquent, f(x) ≥ 0,∀x ≥ 3.03.
En utilisant les résultats de la démonstration du lemme 1, nous déduisons h = 7.2
et nous avons :
20.424n ≥
k∏
i=1
(ci + 1) .
Ainsi pour un graphe donné, si nous trouvons une partition en cliques avec une
valeur moyenne supérieure à 7.2, notre algorithme aura une complexité exponentielle
meilleure que 20.424n. De plus le théorème 2 prouve que le nombre de partitions avec une
valeur moyenne inférieure à 7.2 est très petit par rapport à p(n) lorsque n est grand.
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Figure 3.5  Courbe représentatives de f(x) = 3x − 2x− 1 et de sa dérivé
Algorithme de couplage de Liu et Song
Dans cet article, les auteurs proposent un algorithme en O∗(
√
3
n
) pour résoudre le
mIDS dans les graphes généraux. Nous trouvons une valeur h telle que :
h ≤
∑k
i=1 ci
k
⇒
k∏
i=1
(ci + 1) ≤
√
3
n
.
Tout d'abord, posons f(x) = 3x − 2x − 1 et f ′(x) = 3x ln(3) − 2. La ﬁgure 3.5
représente la fonction f en noir et sa dérivé en gris. De manière triviale, f ′(x) > 0,∀x ≥
1 et f(x) ≥ 0,∀x ≥ 1. Ainsi f(x) ≥ 0,∀x ≥ 1.
En utilisant le résultat de la démonstration du lemme 1, nous déduisons que h = 2
et nous obtenons :
√
3
n ≥
k∏
i=1
(ci + 1) .
Ainsi, pour un graphe donné, si nous trouvons une partition en cliques avec une
valeur moyenne supérieure à 2, notre algorithme aura une complexité exponentielle
meilleure que
√
3
n
: ce qui est cohérent dans la mesure où les couplages de [Liu 2006] sont
des partitions en cliques de taille 2. Le théorème 2 prouve que le nombre de partitions
avec une valeur moyenne inférieure à 2 est très petit par rapport à p(n) dès lors que n
est grand.
Les sections précédentes ont clariﬁé l'approche par partition en cliques et nous ont
permis de présenter une méthode atypique de comparaison des complexités : une com-
paraison conditionnelle. Nous avons ainsi noté que, par la propriété de l'indépendance
de S, quelle que soit la partition en cliques, S a au plus un sommet dans chacune des
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cliques de la partition. Cette remarque nous permet d'élaborer une borne inférieure
pour le problème du mIDS .
3.3 Borne inférieure
Dans cette section, nous présentons un algorithme polynomial pour obtenir une
borne inférieure au mIDS . Tout d'abord, rappelons et donnons quelques déﬁnitions
préliminaires. Soit G = (V, E) un graphe et C = {C1, ..., Ck} une partition en cliques de
G. On note d(Ci) = max{d(u), u ∈ Ci} le degré maximal de Ci, c'est-à-dire le maximum
des degrés des sommets de Ci dans G. Soit α la valeur de la borne inférieure du mIDS .
Pour toute solution S indépendante et dominante, on a α ≤ |S|. Par la suite, et sans
perte de généralité, supposons que C = {C1, ..., Ck} est triée dans l'ordre décroissant
du degré maximal : d(C1) ≥ d(C2) ≥ ... ≥ d(Ck).
Maintenant, décrivons notre algorithme (que nous appelons LWB). LWB construit
sa solution en ajoutant au fur et à mesure les sommets ui (ui ∈ Ci, i = 1, .., k et d(ui) =
d(Ci)) dans l'ensemble S initialement vide. LWB s'arrête lorsque
∑
u∈S d(u) ≥ |V|−|S|.
On note Sp = {u1, ..., up}, avec p ≤ k la solution retournée par notre algorithme LWB
(sans garantir que Sp est un IDS ). Le théorème 3 prouve que |Sp| est une borne inférieure
du mIDS dans G.
Propriété 1 Avec les notations précédentes, nous disons qu'une solution S ⊆ V vériﬁe
la Propriété 1 si et seulement si :
1. ∀i ∈ {1, ..., k}, |S ∩ Ci| ≤ 1.
2.
∑
u∈S
d(u) ≥ |V| − |S|.
Lemme 4 Soit S un dominant de G. S vériﬁe
∑
u∈S
d(u) ≥ |V| − |S|.
Preuve. Posons Eout(S) le nombre d'arêtes entre S et V\S. Alors, Eout(S) ≤
∑
u∈S
d(u).
Comme S est un dominant de G, il y a au moins |V| − |S| arêtes entre S et V\S.
Nous avons |V| − |S| ≤ Eout(S) et Eout(S) ≤
∑
u∈S
d(u) donc :
|V| − |S| ≤
∑
u∈S
d(u) .

Lemme 5 Sp est le plus petit sous-ensemble de V qui vériﬁe la Propriété 1.
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Preuve. Par construction de Sp, il y a au moins un sommet dans chaque Ci c'est-à-
dire |Sp ∩ Ci| ≤ 1. De plus, l'algorithme de construction s'arrête lorsque
∑
u∈Sp d(u) ≥
|V| − |Sp|. Ainsi, Sp vériﬁe la Propriété 1.
Nous avons
∑
1≤i≤p d(Ci) ≥ |V| − p et
∑
1≤i≤m d(Ci) < |V| −m, pour tout m < p.
Supposons qu'il existe un ensemble S = {v1, ..., vm} plus petit que Sp (|S| ≤ |Sp|)
et vériﬁant la Propriété 1. On note Cvi la clique de C qui contient vi.
Alors,
∑
1≤i≤m
d(Cvi) ≥ |V| −m et :
∑
1≤i≤m
d(Cvi) >
∑
1≤i≤m
d(Ci) .
Cela est en contradiction avec le fait que C est triée dans l'ordre décroissant des
degrés maximaux. Donc, Sp est le plus petit sous-ensemble de V qui vériﬁe la propriété 1.

Théorème 3 Soit S∗ un mIDS, alors |S∗| ≥ |Sp|.
Preuve. S∗ est un ensemble dominant donc par le lemme 4, il vériﬁe ∑u∈S∗ d(u) ≥
|V|−|S∗|. De plus, comme S∗ est un indépendant nous avons |S∗∩Ci| ≤ 1,∀i ∈ {1, ..., k}.
Ainsi, S∗ vériﬁe la propriété 1. Mais le lemme 5 prouve que Sp est le plus petit sous-
ensemble de V qui respecte la propriété 1. Dans ce cas |S∗| ≥ |Sp|. 
Maintenant nous montrons que dans certains cas, la partition en cliques détermine la
qualité de notre borne inférieure. Pour illustrer notre exemple, nous utilisons le graphe
de la ﬁgure 3.6. Soit k un entier pair strictement positif. Le graphe a 2k+ 1 sommets et
se compose d'un chemin de k sommets à gauche du sommet 1 et d'une clique de k + 1
sommets (incluant 1 lui-même) à sa droite.
Pour commencer, prenons la partition en cliques C1 = {C11, ..., C1k/2+1} triée dans
l'ordre décroissant du degré maximal avec |C11| = k+1 (C11 la clique de k+1 sommets
à droite) et |C1i| = 2,∀i ∈ {2, ..., k/2 + 1} (k/2 cliques de taille 2 dans le chemin de k
sommets). Nous avons d(C11) = k+ 1 et d(C1i) = 2,∀i ∈ {2, ..., k/2 + 1}. L'algorithme
LWB construit Sp en commençant par le sommet de degré k + 1 de la clique C11. On
cherche à résoudre le système d'inéquations 3.4, où p est la taille de Sp à partir de
laquelle Sp vériﬁe la propriété
∑
u∈S d(u) ≥ |V| − |S|.{
k + 1 + 2(p− 1) ≥ 2k + 1− p
k + 1 + 2(p− 2) ≤ 2k + 1− (p− 1) (3.4)
Ce qui donne p ≥ k+23 et p ≤ k+53 , en d'autres termes p =
⌈
k+2
3
⌉
. Ainsi, LWB
retourne seulement le sommet de la clique de k + 1 sommets et
⌈
(k−1)
3
⌉
sommets des
autres cliques de taille 2.
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Figure 3.6  Exemple dans lequel la borne inférieure dépend beaucoup de la partition
en cliques
Ensuite considérons une seconde partition en cliques C2 dans laquelle chaque som-
met est une clique (il y a 2k+1 cliques de ce type). C2 est triée dans l'ordre décroissant
du degré maximal. Cette fois, l'algorithme LWB retourne une solution contenant seule-
ment deux sommets de la grande clique : S2 = {u1, u2} avec d(u1) = k+1 et d(u2) = k.
Donc la borne inférieure du mIDS avec la partition en cliques C2 est seulement de taille
2.
La borne inférieure à partir de la partition en cliques C1 dépend de k alors que
la borne inférieure de la seconde partition en cliques C2 est constante. Cet exemple
montre clairement comment une partition en cliques peut inﬂuencer la qualité de notre
borne inférieure, ce qui parait naturel, dans la mesure où elle se construit à partir de
cette partition.
3.4 Algorithme exact pour le mIDS
Dans cette section, nous aﬃnons notre méthode pour résoudre l'indépendant domi-
nant de taille minimum. Nous rappelons tout d'abord notre algorithme de recherche
exhaustive basé sur les partitions en cliques (développé dans la section 3.1). Puis,
nous l'améliorons par l'ajout de diﬀérentes conditions dans la recherche pour réduire le
nombre de solutions testées. Nous décrivons également l'heuristique gloutonne utilisée
pour avoir la première solution IDS .
3.4.1 Recherche exhaustive
Avant de commencer, rappelons les déﬁnitions et les notations qui seront utilisées
par la suite. Nous considérons un graphe G = (V, E) et une partition en cliques de G,
C = {C1, . . . , Ck}, c'est-à-dire une famille de k sous-ensembles disjoints des sommets
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de G (Ci ⊆ V et si i 6= j, Ci ∩Cj = ∅), dont chacun induit une clique dans G : le graphe
qui se compose des sommets de Ci et des arêtes de G qui relient les sommets dans Ci
est une clique.
Soit S un indépendant dominant (IDS ) de G. Comme S est un ensemble indépendant
et que chaque Ci induit une clique, nous avons : |Ci ∩ S| ≤ 1. L'idée de notre méthode
exhaustive est de construire chaque sous-ensemble S de V ayant au plus un sommet
dans chaque Ci (ce qui satisfait |Ci ∩ S| ≤ 1, ∀i ∈ {1, . . . , k}), puis de vériﬁer si c'est
un IDS et à la ﬁn de retourner celui de taille minimum. Nous sommes sûr de retourner
la solution optimale car cet algorithme construit tous les IDS . Le nombre de candidats
testés est ainsi
∏k
i=1 (ci + 1). Notons que la méthode peut être implémentée en utilisant
un algorithme de branchement récursif, explorant les cliques de C une par une dans
un ordre arbitraire : C1, puis C2, etc. jusqu'à Ck. A chaque étape i de la récursion,
il y a ci + 1 choix : ajouter un des ci sommets de Ci ou n'en ajouter aucun dans
la solution courante (la recherche examine toutes ces possibilités). Quand un IDS est
trouvé, l'algorithme met à jour la meilleure solution.
Aﬁn d'initialiser cette meilleure solution, nous avons besoin de trouver un IDS avant
de lancer la recherche exhaustive. Pour des considérations de performance, nous avons
choisi une heuristique gloutonne pour construire cette solution initiale (cette heuristique
sera explicitée dans la section 3.4.3).
3.4.2 Algorithme exact
Dans la section 3.4.1, nous avons décrit notre méthode générale de recherche d'un
mIDS . Nous allons maintenant améliorer les performances de cette méthode en ajoutant
une méthode de ﬁltrage comprenant plusieurs ﬁltres dans le schéma de branchement
récursif. Ces ﬁltres nous évitent de tester des mauvais candidats et nous permettent
d'ignorer les branches de l'arbre de recherche qui en contient. Cependant, l'ajout de
ﬁltres peut également avoir un eﬀet néfaste. Cela ajoute du temps de calcul lié aux tests
dont le nombre augmente de manière exponentielle en fonction de la taille du graphe.
Ainsi il faut trouver des ﬁltres suﬃsamment eﬃcaces au regard du coût en temps de
calcul. Il faut également prendre soin de combiner les bons ﬁltres dans la mesure où
certains rendent d'autres complètement inutiles. Pour illustrer notre approche, nous
utilisons le graphe GExemple = (V, E) de 13 sommets et de 21 arêtes de la ﬁgure 3.7.
Nous décrivons ci-dessous, les ﬁltres que nous ajoutons à notre méthode générale.
Domination. Si lors d'une étape tous les sommets sont déjà dominés, nous n'avons
pas besoin d'aller plus loin. Nous arrêtons alors l'exploration de cette branche de
l'arbre. A titre d'exemple, supposons que nous avons la partition en cliques C =
{{1, 2, 3, 4}, {5, 6, 7}, {8}, {9, 10, 11}, {12, 13}} du graphe GExemple de la ﬁgure 3.7.
Supposons que nous sommes à une étape où la solution courante S (en cours de
construction) est {1, 5, 8, 11}. La ﬁgure 3.8 représente graphiquement la situation
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Figure 3.7  Graphe GExemple pour illustrer la résolution exacte du mIDS
Figure 3.8  Partition en cliques pour illustrer le critère de Domination
(les arêtes dans les cliques ne sont pas représentées). A cette étape, la solution S
domine déjà tout le graphe (et est indépendant). Il est donc inutile d'aller plus
loin dans la recherche.
Dominé uniquement par sa clique. Considérons un sommet v dans une clique Ci.
Maintenant supposons que v a tous ses voisins dans Ci. Alors toutes les solutions
S qui n'ont pas au moins un sommet dans Ci ne dominent pas v. Cela veut dire
que dans notre recherche, nous pouvons ignorer les solutions qui ne contiennent
pas de sommet dans Ci.
Dernière occasion pour dominer. Chaque sommet peut seulement être dominé par
un nombre restreint d'autres sommets (ses voisins). Avec une partition en cliques
donnée, chaque sommet ne peut être dominé que par un nombre limité de cliques
(qui contiennent ses voisins). Alors, à partir d'une partition en cliques triées
{C1, C2, . . . , Ck}, pour chaque sommet, nous aﬀectons (dans la phase de prépara-
tion des données) le numéro de la dernière clique qui peut le dominer. Nous uti-
lisons cette indication pour détecter les sommets non dominés et qui ne peuvent
plus l'être lors du parcours des cliques. Plus précisément, supposons que nous
avons une solution S à une étape, considérons la clique Ci, et qu'il existe un som-
met non dominé v dans la clique Ck avec k < i et v n'a pas de voisins dans les
cliques ∀m ≥ i Cm, alors v ne peut plus être dominé et il est inutile de continuer
à construire la solution courante.
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Figure 3.9  Partition en cliques pour illustrer le critère de la dernière occasion pour
dominer
Par exemple, à partir de la partition en cliques C précédente, supposons que l'on
considère la clique C3 avec S = {5}, alors quoi que l'on fasse aux cliques C3, C4
et C5, la solution S ne sera pas une solution dominante à cause du sommet 2 (voir
ﬁgure 3.9).
Taille minimum. Ce ﬁltre est un critère classique des problèmes d'optimisation. Dans
chaque étape, nous comparons la taille de la solution courante avec la taille de
la meilleure solution rencontrée. Nous changeons de branche de recherche si la
solution courante est supérieure à la meilleure rencontrée jusqu'à présent par
l'algorithme.
Notons que les trois premiers ﬁltres présentés réduisent le nombre de solutions can-
didates testées. Avec eux, nous avons un algorithme d'énumération du IDS et du mIDS .
Seul le dernier ﬁltre restreint les solutions au mIDS .
3.4.3 Heuristique de construction d'une solution
Comme nous l'avons dit précédemment, cette méthode a besoin d'un IDS initial qui
sert de première meilleure solution (utile pour le dernier ﬁltre). Pour ce faire, nous avons
codé un algorithme glouton (Greedy Heuristic : GH). À chaque étape de GH, nous
ajoutons dans la solution courante le sommet non dominé qui a le plus grand nombre
de voisins non dominés. Cette procédure est répétée jusqu'à ce que tous les sommets
soient dominés. Il est aisé de comprendre que cet algorithme assure l'obtention d'un
IDS de G.
Pour illustrer GH utilisons le graphe GExemple à la ﬁgure 3.7. Soit NDL =
{1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13} la liste des sommets non dominés. GH s'exécute de
la manière suivante.
Étape 1 : GH sélectionne le sommet 1. Il l'ajoute à la solution courante S (qui est
encore vide et S = {1}). Les sommets {1, 2, 3, 4, 9, 13} sont dominés et NDL =
{5, 6, 7, 8, 10, 11, 12}.
Étape 2 : le sommet 5 est ajouté à S et S = {1, 5}. Les sommets {5, 6, 7, 11} sont
dominés et NDL = {8, 10, 12}.
Étape 3 : le sommet 8 est ajouté à S et S = {1, 5, 8}. Le sommet 8 est dominé et
NDL = {10, 12}.
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Figure 3.10  Special Star Graphs (k ∈ N)
Étape 4 : le sommet 10 est ajouté à S et S = {1, 5, 8, 10}. Le sommet 10 est dominé
et NDL = {12}.
Étape 5 : le sommet 12 est ajouté à S et S = {1, 5, 8, 10, 12}. Le sommet 12 est dominé
et tous les sommets du graphe sont dominés. La solution est S = {1, 5, 8, 10, 12}.
Graphes particuliers qui piègent l'heuristique
Nous montrerons à travers nos expérimentations (section 3.5) que GH construit des
solutions de très bonne qualité dans le cas général. Mais ici nous présentons des graphes
particuliers qui piègent l'algorithme. La solution trouvée par GH dans ces graphes est
alors très loin de l'optimale.
Graphe Special Star. Soit k un entier, et GSpecialStar = (V, E) le graphe qui contient
|V| = k2 − k + 1 sommets (voir la ﬁgure 3.10). Le graphe se construit comme suit : un
premier sommet a avec ses k voisins u1, . . . , uk. Chaque ui (i = 1, . . . , k) a k−1 voisins :
a et vi,1, . . . , vi,k−2.
Il est relativement aisé de comprendre que GH construit une solution avec 1+k(k−2)
sommets (sélectionnant d'abord a puis les sommets restant non encore dominés vi,j),
alors que la solution optimale a seulement k sommets (u1, . . . , uk). Les ﬁgures 3.11
et 3.12 donnent une telle solution lorsque k = 4 (la pire solution est de taille 9 alors
que la meilleure est de taille 4 seulement).
Graphe Special Two Subsets. Soit k un entier et GSTS = (V, E) le graphe avec
2k+ 1 sommets (voir la ﬁgure 3.13) construit comme suit. Le premier sommet a a k+ 1
voisins : b, c et v1, . . . , vk−1. Le sommet b a k voisins : a et v1, . . . , vk−1. Le sommet c a
k voisins : a et u1, . . . , uk−1.
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Figure 3.11  Pire solution pour
Special Star Graph : k = 4
Figure 3.12  Solution optimale
pour le Special Star Graph : k = 4
Figure 3.13  Special Two Subsets Graphs (k ∈ N)
GH retourne une solution avec k sommets (a et u1, . . . , uk−1) alors que la solution
optimale a seulement 2 sommets (b et c). Les ﬁgures 3.14 et 3.15 illustrent l'exemple
avec k = 4 (la pire solution est de taille 4 alors que l'optimal est de taille 2).
3.4.4 Méthode de construction d'une partition en cliques
Notre méthode de résolution du mIDS a besoin initialement d'une partition
en cliques de G. Nous utilisons une méthode gloutonne de manière stochastique
(Stochastic Greedy Approach : SGA) pour construire la partition.
Appelons sommet libre, un sommet qui n'est dans aucune clique Ci. Au début de
SGA, tous les sommets sont libres et SGA s'arête lorsqu'il n'y a plus de sommet libre.
Lorsque ce n'est pas précisé, l'algorithme choisit un sommet (parmi un groupe de som-
mets de mêmes caractéristiques) de façon équiprobable. A chaque étape SGA crée une
clique Ct avec un sommet libre v (tiré au hasard et de manière équiprobable donc) et
ajoute l'un de ses voisins libres dans Ct (si c'est possible). Dans la clique courante Ct,
SGA ajoute un sommet libre voisin de tous les sommets de la clique (si un tel sommet
existe). SGA construit de manière itérative cette clique Ct jusqu'à ce qu'il n'y ait plus
de sommet libre voisin de tous les sommets de la clique. Il crée alors une nouvelle clique
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Figure 3.14  Solution retournée
par GH pour le graphe Special Two
Subsets : k = 4
Figure 3.15  Solution optimale
pour le graphe Special Two Sub-
sets : k = 4
Ct+1 avec un sommet libre (s'il en reste encore) et continue la construction.
Utilisons notre précédent graphe GExemple (ﬁgure 3.16) pour illustrer SGA. Ap-
pelons LFV , la liste des sommets libres. Au départ de SGA, nous avons : LFV =
{1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13}.
Étape 1 : SGA choisit de façon équiprobable le sommet 1 (parmi les autres sommets)
et construit la clique C1. Il ajoute le sommet 2, l'un des voisins de 1 : C1 = {1, 2}.
Le sommet 4, l'un des voisins communs à 1 et 2, est choisi aléatoirement et est
ajouté : C1 = {1, 2, 4}. Le sommet 3, le seul voisin commun à tous les sommets
de C1, est ajouté à la clique : C1 = {1, 2, 3, 4}. Il n'y a plus de sommet dans LFV
voisin des sommets 1, 2, 3 et 4. Dans ce cas l'algorithme arrête la construction de
C1, et on a C1 = {1, 2, 3, 4} et LFV = {5, 6, 7, 8, 9, 10, 11, 12, 13}.
Étape 2 : SGA choisit de manière aléatoire le sommet 6 pour construire C2. Le sommet
5, qui est l'un de ses voisins, est ajouté : C2 = {5, 6}. Puis le sommet 7, le seul
voisin commun au sommets 5 et 6, est choisi : C2 = {5, 6, 7}. Il n'y a plus de voisin
commun à tous les sommets de la clique dans LFV et nous avons C2 = {5, 6, 7}
et LFV = {8, 9, 10, 11, 12, 13}.
Étape 3 : On sélectionne le sommet 8 pour construire la clique C3. Il n'y a pas de
voisin de 8 dans LFV. Ainsi, nous avons C3 = {8} et LFV = {9, 10, 11, 12, 13}.
Étape 4 : On sélectionne de manière aléatoire le sommet 11 pour créer la clique C4.
On ajoute le sommet 10 : C4 = {10, 11}. On ajoute ensuite le sommet 9, le seul
voisin commun aux sommets 10 et 11 : C4 = {9, 10, 11}. Il n'y a plus de voisin
commun à tous les sommets de la clique. Donc nous avons C4 = {9, 10, 11} et
LFV = {12, 13}.
Étape 5 : SGA choisit le sommet 12 pour initialiser C5. Il ajoute le sommet 13 :
C5 = {12, 13}. La construction est terminée car il n'y a plus de sommet libre.
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Figure 3.16  Exemple d'une partition en cliques de GExemple
La ﬁgure 3.16 illustre cette partition en cliques. Notons que SGA évite la construc-
tion de la partition en cliques triviales dans laquelle toutes les cliques ont un seul som-
met. Il a été démontré dans la section 3.1 qu'une telle partition maximise la complexité
de l'approche par partition en cliques.
3.5 Évaluation expérimentale
Dans ce qui suit, nous présentons les résultats expérimentaux de la méthode décrite
dans la section 3.4.2 sur diﬀérents graphes. Le programme est codé en C. Il a résolu des
centaines de graphes de familles diﬀérentes, présentées ci-dessous.
Les instances ont été générées avec le logiciel Maple et importées dans notre pro-
gramme en C. Chaque instance a été exécutée 10 fois sur des processeurs dédiés AMD
Opteron 2352 cadencés à 2.1GHz.
3.5.1 Test de huit familles de graphes allant jusqu'à 600 sommets
Ci-dessous les tableaux présentant les résultats des tests. Le nombre de sommets est
noté n. Chaque ligne contient :
 le nombre d'exécutions valides NbExec (parfois ce nombre est inférieur à 10 car
certaines exécutions ont dépassé le temps maximal autorisé : 6 heures) ;
 la durée d'exécution de l'heuristique gloutonne (GH) pour avoir la première solu-
tion Greedy_time (durée moyenne en secondes) ;
 la taille de la solution trouvée par GH Greedy_size, la durée d'exécution de notre
algorithme exact Opt_time (durée moyenne en secondes) ;
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Figure 3.17  Trois graphes construits suivant le modèle des graphes aléatoires
Table 3.1  Résultats de la résolution exacte par mIDS des graphes aléatoires
n=80 n=90 n=110
NbExec 10 10 5
Greedy_time 0.00 0.00 0.00
Greedy_size 16 14 15
Opt_time 740.20 8049.5 126985.00
Opt_size 10 11 12
NbUpdate 5.00 3.00 3.00
 la taille de la solution optimale Opt_size.
Aﬁn de mieux évaluer l'amélioration qu'apporte notre algorithme exact par rapport
au GH, nous avons compté le nombre de fois que l'algorithme exact trouve une solution
strictement meilleure que la meilleure solution courante (initialisée à la solution de GH) ;
la valeur moyenne de cette mesure est NbUpdate.
Graphes aléatoires
Nous utilisons le modèle binomial du graphe aléatoire popularisé par Erd®s et Rényi
[Erd®s 1959]. Soit n un entier et p une probabilité, on construit un graphe non orienté
et non pondéré de n sommets tel que chaque arête ait une probabilité d'existence p. La
ﬁgure 3.17 illustre trois graphes de n = 6 sommets construits suivant ce modèle, avec
respectivement p = 1/15, p = 1/2 et p = 1. Les arêtes en noir sont celles du graphe et
les arêtes en gris sont celles du graphe complet.
Le tableau 3.1 rapporte les résultats pour p = 0.1. La durée d'exécution augmente
très vite passant de 740 secondes pour 80 sommets à plus d'une journée pour 110
sommets.
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Figure 3.18  Évolution de la durée de résolution de diﬀérents graphes de probabilités
p = 0.2, p = 0.3 et p = 0.4
Le graphique de la ﬁgure 3.18 résume une partie des résultats expérimentaux : sur
l'axe des abscisses se trouve le nombre de sommets et sur l'axe des ordonnées la durée de
résolution. Par souci de clarté, seules les probabilités 0.2, 0.3 et 0.4 sont présentées. Nous
pouvons remarquer que notre algorithme est capable de résoudre de grands graphes dans
des durées raisonnables lorsque p est plus grand que 0.3.
Graphes : arbres aléatoires
Suivant les résultats précédents, nous remarquons que notre algorithme est plus lent
lorsque la probabilité p est petite (c'est-à-dire lorsque G est peu dense). C'est pourquoi
nous avons souhaité tester notre algorithme sur des arbres. Un arbre est un graphe non
orienté et non pondéré avec n sommets et n− 1 arêtes (graphe très peu dense).
Le tableau 3.2 reporte les résultats pour des arbres de tailles diﬀérentes. Pour 50
sommets, la durée d'exécution est inférieure à 3 secondes. L'algorithme est capable de
résoudre des instances allant jusqu'à 75 sommets en moins de 15 minutes. Nous pouvons
aussi remarquer que GH semble être très performant ici. En eﬀet il trouve des solutions
dont les tailles sont très proches de l'optimale et ce de manière quasi-instantanée.
Graphe : chemin
Comme nous l'avons vu précédemment, notre méthode est moins performante sur
les graphes peu denses. Il est alors intéressant de l'appliquer sur les chemins qui sont
aussi des arbres avec des sommets de degrés au plus 2.
Le tableau 3.3 reporte ces résultats. La durée d'exécution augmente très rapidement.
En comparaison avec les arbres, la méthode semble ici moins eﬃcace : pour le même
nombre de sommets (75) la durée d'exécution est d'un peu plus de 14 minutes en
moyenne pour les arbres aléatoires et de près de 2 heures pour les chemins. Malgré
cela, GH reste très performant ici, puisque la solution optimale est trouvée de manière
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Table 3.2  Résultats de la résolution exacte par mIDS des arbres aléatoires
n=50 n=55 n=60 n=65 n=70 n=75
NbExec 10 10 10 10 10 10
Greedy_time 0.00 0.00 0.00 0.00 0.00 0.00
Greedy_size 18 20 23 26 27 30
Opt_time 2.90 5.30 41.90 37.20 210.70 881.30
Opt_size 17 20 23 24 26 26
NbUpdate 1.00 0.00 0.00 2.00 1.00 4.00
Table 3.3  Résultats de la résolution exacte par mIDS des chemins
n=50 n=55 n=60 n=65 n=70 n=75
NbExec 10 10 10 9 8 1
Greedy_time 0.00 0.00 0.00 0.00 0.00 0.00
Greedy_size 17 19 20 22 24 25
Opt_time 18.30 71.30 303.10 2515.60 6903.5 7010.00
Opt_size 17 19 20 22 24 25
NbUpdate 0.00 0.00 0.00 0.00 0.00 0.00
instantanée. Toute la durée d'exécution de l'algorithme ne sert qu'à s'assurer que c'est
bien une solution optimale.
Graphes : hypercubes
Nous avons vu que notre algorithme est eﬃcace sur les graphes denses. Nous présen-
tons dans cette partie les résultats sur des graphes appelés hypercubes. Pour un entier
d donné, un hypercube est un graphe G = (V, E) avec |V| = 2d sommets et |E| = 2d−1d
arêtes ([Harary 1993]). Chaque sommet est étiqueté par un vecteur de d composantes
binaires {0, 1} et deux sommets sont connectés si et seulement si leurs vecteurs se diﬀé-
rencient par une seule composante. La ﬁgure 3.19 illustre la construction des 5 premiers
hypercubes de taille respectivement 20, 21, 22, 23 et 24 sommets. Chaque sommet a un
numéro (de 1 à 16) et un label binaire (chiﬀres verticaux). Comme on peut le remarquer,
la construction d'un hypercube de taille 2d se fait à partir de l'hypercube de taille 2d−1 :
les nouveaux sommets et arêtes de l'hypercube de taille 2d sont grisés sur la ﬁgure.
Les hypercubes sont des graphes relativement denses et tous les sommets ont exac-
tement le même degré d (pas d'eﬀets aléatoires liés à la structure du graphe). En dépit
de cette densité, la taille maximale des cliques est seulement de 2. Ainsi, notre méthode
ne bénéﬁcie pas du gain de complexité grâce à la partition en cliques.
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Figure 3.19  Cinq hypercubes de 2d sommets, d = 0, . . . , 4
Table 3.4  Résultats de la résolution exacte par mIDS des hypercubes
n=4 n=8 n=16 n=32 n=64
NbExec 10 10 10 10 10
Greedy_time 0.00 0.00 0.00 0.00 0.00
Greedy_size 2 2 4 8 16
Opt_time 0.00 0.00 0.00 0.00 423.30
Opt_size 2 2 4 8 12
NbUpdate 0.00 0.00 0.00 0.00 2.60
Le tableau 3.4 rapporte les résultats pour des hypercubes allant de 4 à 64 sommets.
Cela montre que l'algorithme est capable de résoudre de grands hypercubes en des
temps raisonnables (environ 7 minutes). Pour des graphes plus petits, la solution est
trouvée de manière instantanée.
Graphes : grilles
Dans le but de comparer notre méthode avec les résultats expérimentaux de Potluri
et Negi [Potluri 2011], nous testons notre algorithme sur les grilles de taille allant de
5×5 jusqu'à 8×8. Une grille n×m est un graphe avec n lignes et m colonnes où chaque
intersection est un sommet et chaque sommet est lié aux sommets qui lui sont directe-
ment voisins, horizontalement ou verticalement. La ﬁgure 3.20 montre trois exemples
de graphes de type grille de tailles respectivement 1, 6 et 12 sommets.
Le tableau 3.5 résume cette comparaison avec l'algorithme de Liu et Song [Liu 2006]
et l'Intelligent Enumeration Algorithm (IEA) de Potluri et Negi [Potluri 2011]. Les
durées sont données en secondes. Notons que Potluri et Negi exécutent leur programme
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Figure 3.20  Trois grilles
Table 3.5  Comparaisons de l'eﬃcacité de trois algorithmes sur les grilles
n=25 n=36 n=49 n=56
NbExec 10 10 10 10
Greedy_time 0.00 0.00 0.00 0.00
Greedy_size 8 13 17 20
Opt_time 0.00 0.00 9.90 630.00
Opt_size 7 10 12 16
NbUpdate 1.00 2.70 4.10 3.60
IEA 1.00 254.00 141242.00 
Liu et Song Algorithm 11.00 39225.00  
sur des processeurs Intel(R) Xeon(TM) cadencés à 3.00GHz, avec 8GB RAM, ce qui
est bien plus puissant que notre machine.
Rappelons que nos résultats sont des valeurs moyennes après 10 exécutions. Clai-
rement, IEA est plus rapide que l'approche par couplage de Liu et Song car il n'entre
pas dans l'énumération de tous les candidats. Il est également évident que l'approche
par partition en cliques avec ﬁltrage est meilleure que les deux autres. Là où IEA teste
chacune de ses solutions pour voir si c'est un IDS ou non, notre algorithme ignore un
grand nombre de solution IDS . Ainsi, pour 49 sommets, l'approche par partition en
cliques ne prend que 9.90 secondes, alors que IEA prend plus d'une journée. . .
Graphes : Special Star
Les graphes Special Star sont une famille de graphes construite dans le but de
piéger l'algorithme GH (voir la section 3.4.3). Le tableau 3.6 présente les résultats des
tests. GH donne, bien sûr, de très mauvais résultats, mais le reste de l'algorithme corrige
rapidement cette erreur. La méthode exacte résout ainsi jusqu'à 381 sommets. Le dernier
cas, avec 601 sommets est résolu en moins de 2 heures et 30 minutes.
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Table 3.6  Résultats de la résolution exacte par mIDS des Special Star Graphs
n=21 n=91 n=211 n=381 n=601
NbExec 10 10 10 10 10
Greedy_time 0.00 0.00 0.00 0.00 0.00
Greedy_size 16 81 196 361 576
Opt_time 0.00 0.00 3.70 227.00 8485.10
Opt_size 5 10 15 20 25
NbUpdate 4.80 9.90 14.30 19.60 24.70
Graphes : Special Two Subsets
Les graphes Special Two Subsets forment une autre famille dans laquelle l'heu-
ristique gloutonne est très peu performante (voir la section 3.4.3). Cependant, notre
approche par partition en cliques est très eﬃcace pour améliorer cette solution initiale.
Elle résout le mIDS de manière quasi instantanée, et ce jusqu'à plus de 900 sommets.
Cela peut s'expliquer par le fait que la taille de la solution optimale étant très petite (2
sommets), le ﬁltre sur la taille des candidats (voir la section 3.4.2) permet d'éviter de
tester de très nombreuses solutions.
3.5.2 Analyse des résultats
A travers ces tests, nous pouvons noter la pertinence du choix des ﬁltres qui per-
mettent de résoudre le mIDS dans des instances allant jusqu'à 100 sommets, avec des
durées très courtes. Les tests ont été étendus sur des graphes plus grands, jusqu'à
plusieurs centaines de sommets : la résolution se fait en quelques heures. Notons que
l'algorithme est bien moins eﬃcace sur les graphes peu denses, bien que dans les grilles
qui sont considérées comme très peu denses, comparativement à d'autres approches,
nous sommes bien meilleurs.
Pour conclure ces expériences, nous notons que leGreedy Heuristic (GH) est très
rapide (moins d'une seconde dans tous nos tests) et très performant (souvent proche
de l'optimal) à l'exception de quelques graphes particuliers comme les deux familles
(Special Star et Special Two Subsets) construites pour l'occasion. Ainsi nous avons
souhaité tester l'algorithme glouton sur des instances de plusieurs milliers de sommets.
Étant donné qu'il est diﬃcile d'obtenir des solutions exactes pour des problèmes de
cette taille, GH est comparé à la borne inférieure de l'algorithme présentée à la section
3.3.
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3.6 Évaluation de l'heuristique GH et de la borne inférieure
Dans cette section, nous résumons les résultats des tests du Greedy Heuristic
(GH) et de l'algorithme de la borne inférieure (LWB). Le programme en C a résolu
de grands graphes, allant de 200 sommets à plus de 60000 sommets. Comme dans la
section 3.5 chaque instance est exécutée 10 fois sur des processeurs dédiés AMD Opteron
2352 cadencés à 2.1 GHz.
3.6.1 Test de quatre familles de graphes allant jusqu'à 60 000 sommets
Dans les tableaux qui suivent, nous faisons une synthèse des résultats de nos expé-
riences. Le nombre de sommets du graphe est noté n. Chaque ligne contient :
 la taille de la solution construite par GH (|Greedy|) ;
 la borne inférieure avec la partition en cliques dégénérées (|LWBV |) ;
 la taille moyenne de la borne inférieure avec des partitions en cliques aléatoires
(|LWBC|) ;
 son écart type (Std. Dev).
Rappelons que la taille moyenne et l'écart-type sont calculés après 10 exécutions de
chaque instance. Ainsi, nous obtenons 10 solutions diﬀérentes et 10 partitions diﬀérentes.
Graphes aléatoires
Dans la section 3.5, nous avons donné la déﬁnition classique du graphe aléatoire
que nous allons réutiliser ici. Comme cela a été énoncé auparavant, GH semble très
performant lors de nos tests. Dans cette seconde expérience, l'algorithme a construit un
IDS dans des graphes de 10000 sommets en moins d'une seconde (lorsque p = 0.9).
Le tableau 3.7 résume ces tests. Comme attendu, la durée d'exécution augmente
lorsque la probabilité p diminue. Les bornes inférieures |LWBV | et |LWBC| sont sou-
vent égales (plus de 90% des cas dans nos tests) et l'écart-type est très petit, atteignant à
peine 0.46 pour la probabilité p = 0.001. Les tableaux 3.8 et 3.9 rapportent les résultats
pour les graphes aléatoires de probabilité p = 0.001 pour des tailles allant de 500 som-
mets à 60000 sommets. GH reste eﬃcace lorsqu'on le compare aux bornes inférieures.
Nous pouvons aussi remarquer que pour les petits graphes peu denses, la version du
LWB avec les partitions en cliques est nettement plus performante que la version avec
la partition en cliques dégénérées. Cette diﬀérence est marginale lorsque n est grand.
Graphes : arbres aléatoires
Suivant les résultats précédents, l'écart type est petit lorsque le graphe est peu dense.
Nous testons donc l'algorithme GH sur des arbres.
Le tableau 3.10 regroupe les résultats pour des arbres allant de 10000 à 40000
sommets. Pour chaque exécution, la durée est inférieure à 20 secondes. Nous pouvons
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Table 3.7  Résultats de l'heuristique GH sur des graphes aléatoires de 10000 sommets
Prob 0.001 0.005 0.01 0.05 0.1 0.5
|Greedy| 1774 559 338 93 47 10
|LWBV | 558 144 77 18 10 2
|LWBC| 558.7 144 77 18 10 2
Std. Dev. 0.46 0 0 0 0 0
Table 3.8  Résultats de l'heuristique GH sur des graphes aléatoires de probabilités
0.001
n = 5.102 103 2.103 4.103 6.103 8.103
|Greedy| 383 626 942 1239 1499 1636
|LWBV | 238 307 385 459 502 541
|LWBC| 326.8 338.2 391.5 460.6 503 542.3
Std. Dev. 0.6 2.89 1.02 1.02 0 0.46
Table 3.9  Résultats de l'heuristique GH sur des graphes aléatoires de probabilités
0.001
n = 10.103 20.103 30.103 40.103 50.103 60.103
|Greedy| 1774 2214 2443 2659 2811 2955
|LWBV | 558 631 670 698 716 732
|LWBC| 558.7 631 671 698 716 732
Std. Dev. 0.46 0 0 0 0 0
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Table 3.10  Résultats de l'heuristique GH sur des arbres aléatoires
n = 10.103 20.103 30.103 40.103
|Greedy| 4065 8078 12153 16156
|LWBV | 2164 4314 6467 8614
|LWBC| 2175 4337.6 6500.8 8657
Std. Dev. 1.18 2.42 2.6 2.39
Table 3.11  Résultats de l'heuristique GH sur des grilles
n = 10.103 20.103 30.103 40.103
Dim. 100×100 100×200 100×300 100×400
|Greedy| 3303 6604 9954 13303
|LWBV | 2000 4000 6000 8000
|LWBC| 2000 4000 6000 8000
Std. Dev. 0 0 0 0
remarquer que GH donne des solutions relativement proches (facteur 2) des bornes
inférieures.
Graphes : grilles
Les tableaux 3.11 et 3.12 reportent les résultats pour les grilles. La durée d'exécution
est toujours inférieure à 20 secondes. Comme pour les arbres aléatoires, GH donne
de bons résultats. Remarquons que quelle que soit la version de LWB, le résultat est
exactement le même, puisque les grilles sont des graphes presque réguliers.
Table 3.12  Résultats de l'heuristique GH sur des grilles
n = 10.103 20.103 30.103 40.103
Dim. 10×1000 10×2000 10×3000 10×4000
|Greedy| 3333 6666 10000 13333
|LWBV | 2000 4000 6000 8000
|LWBC| 2000 4000 6000 8000
Std. Dev. 0 0 0 0
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Table 3.13  Résultats de l'heuristique GH sur des hypercubes
n = 8 16 32 64 128 256 32768 65536
|Greedy| 2 4 8 16 16 32 2048 4096
|Opt.| 2 4 8 12 16 32 2048 4096
|LWBV | 2 4 6 10 16 29 2048 3856
|LWBC| 2 4 6 10 16 29 2048 3856
Std. Dev. 0 0 0 0 0 0 0 0
Graphes : hypercubes
Comme nous l'avons remarqué précédemment, GH semble très eﬃcace dans les
graphes peu denses et réguliers. Ainsi il est intéressant de le tester sur des hypercubes
(voir la section 3.5.1 pour une déﬁnition). En 1993, Harary et Livingston [Harary 1993]
démontrent une formule qui permet de calculer la taille du mIDS pour un groupe
restreint d'hypercubes. Prenons un sous-ensemble d'hypercubes de dimension d > 6
(avec le nombre de sommets n = 2d) telle que d = 2k ou d = 2k − 1 (k un entier). Dans
ce cas OPT = 2d−k. Ainsi sur de grands hypercubes, nous pouvons mesurer la qualité
du GH et des bornes inférieures par rapport à l'optimale.
Le tableau 3.13 rapporte les résultats pour des hypercubes allant de 8 à 65536
sommets. Cela montre ainsi que GH et LWB sont très eﬃcaces. En eﬀet, GH trouve 7
fois sur 8 les solutions optimales et LWB donne 5 fois sur 8 une borne égale à l'optimale.
La durée d'exécution n'excède pas 11 secondes pour des graphes ayant plus de 65000
sommets.
3.6.2 Analyse des résultats
Avec ces tests nous avons conﬁrmé que le Greedy Heuristic (GH) est très rapide :
tous nos tests se sont déroulés en moins de 20 secondes. Les résultats montrent que les
tailles des solutions retournées par GH n'excèdent pas 5 fois les bornes inférieures, ce
qui veut dire qu'elles sont au plus 5 fois plus grand que l'optimale. Nous avons aussi vu
que pour un même graphe la borne inférieure ne change pas énormément, et ce malgré
les partitions en cliques diﬀérentes. En eﬀet les écarts types après 10 exécutions ne
dépassent pas 1%.
3.7 Bilan
Dans ce chapitre nous avons résolu de manière exacte l'indépendant dominant de
taille minimum basée sur des partitions en cliques. Nous avons montré que cette ap-
proche a une complexité potentiellement meilleure que les autres méthodes exponen-
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tielles sur des graphes suﬃsamment grands et denses. A partir de ces travaux, nous
avons codé un algorithme complet avec une procédure de partitionnement des graphes
en cliques, une heuristique de construction d'une solution initiale et une recherche ré-
cursive incluant des critères de réduction de l'espace des solutions. Aﬁn de compléter ce
travail, nous avons testé notre programme sur de nombreuses familles de graphes pou-
vant aller jusqu'à 600 sommets pour la méthode exacte et jusqu'à 60000 sommets pour
l'heuristique. Les résultats ont montré que notre algorithme est capable de résoudre
de manière exacte de grands graphes en des durées raisonnables. Bien qu'il existe
peu de résultats numériques dans la littérature, nos tests montrent que l'approche par
partition en cliques est meilleure que les deux expériences numériques précédentes.
Cette approche que nous avons développée est assez générique. Comme nous l'avons
remarqué dans ces premiers chapitres, elle a l'avantage de combiner à la fois les pro-
priétés d'indépendance et de domination en prenant un seul sommet par clique. Dans
les chapitres suivants, nous allons résoudre de manière exacte et approchée le problème
du vertex cover. En eﬀet, pour couvrir une clique, il faut au moins tous les sommets
de la clique sauf un. Puis, dans le dernier chapitre, nous étendrons nos travaux vers
les problèmes avec conﬂits et nous montrerons qu'ils sont en général très diﬃciles à
résoudre, même lorsqu'il s'agit seulement de déterminer s'il existe ou non une solution.
Deuxième partie
Problème du vertex cover

Chapitre 4
Présentation du problème
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Dans cette partie nous étudions un autre problème NP-complet bien connu : le
vertex cover. Dans la continuité de notre approche par partition en cliques, ce chapitre
est l'occasion de présenter le problème et de le résoudre de manière exacte. Nous nous
inspirons de la méthode présentée précédemment pour développer un algorithme ré-
cursif incluant des ﬁltres pour résoudre le problème. Nous faisons une courte analyse
expérimentale de notre programme ainsi que de ses limites et nous comparons diﬀé-
rentes versions de notre algorithme. Puis dans le chapitre 5 nous détaillons un nouvel
algorithme d'approximation de facteur strictement inférieur à 2. Enﬁn le chapitre 6
est l'occasion pour nous d'introduire la notion de conﬂits dans les problèmes proches
de ceux que nous avons étudié. Nous verrons que cela rend encore plus diﬃcile ces
problèmes.
4.1 Vertex cover de taille minimum
Soit G = (V, E) un graphe non orienté et non pondéré d'ensemble de sommets
V et d'ensemble d'arêtes E . Un vertex cover (VC ) est un sous-ensemble de sommets
S ⊆ V tel que chaque arête uv a au moins une extrémité dans S (u ∈ S ou v ∈ S ou les
deux). Le problème d'optimisation associé consiste à construire un vertex cover de taille
minimum (minimum vertex cover : mVC ). Dans la suite de cette partie, nous dirons
qu'une solution est meilleure qu'une autre si elle est de taille inférieure. Par exemple,
sur la ﬁgure 4.1, nous résolvons le VC pour un graphe de 7 sommets et 11 arêtes. Il est
clair que les sommets foncés sur la ﬁgure (a) forment un VC du graphe car ils couvrent
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Figure 4.1  Vertex cover dans un graphe
toutes les arêtes ; mais ce sous-ensemble de sommets n'est pas un mVC . Sur la ﬁgure (b)
les sommets foncés forment bien un minimum vertex cover. C'est un problème classique
de la recherche opérationnelle dont la NP-complétude a été démontrée dans l'article
fondateur de Karp [Karp 1972] en 1972. De plus, Garey, Johnson et Stockmeyer ont
montré en 1976 [Garey 1976] que le problème reste diﬃcile même pour certaines classes
de graphes comme les graphes de degrés bornés (le vertex cover est alors désigné sous
le nom de node cover).
La recherche d'un vertex cover est un problème qui peut intervenir dans diﬀérents
domaines scientiﬁques comme par exemple : la génétique [Roth-Korostensky 2000], la
biologie [Stege 2000] ou encore les réseaux de communications [Zhang 2006]. Prenons
par exemple le futur câblage sous marin du réseau internet 1 dont un schéma est donné
à la ﬁgure 4.2. Supposons qu'une agence nationale de sécurité quelconque souhaite
surveiller ce réseau aﬁn de protéger les données des utilisateurs de la planète. Aﬁn de
limiter le coût logistique de cette protection l'agence souhaite minimiser le nombre de
machines installées sur les n÷uds du réseau : une machine installée sur un n÷ud permet
d'enregistrer toutes les informations qui transitent sur les câbles incidents. Modélisons
ce problème par le graphe donné à la ﬁgure 4.3 dans lequel les n÷uds du réseau sont
modélisés par des sommets et les câbles qui les lient sont modélisés par des arêtes. Le
problème est trivialement un problème de vertex cover dans lequel il faut sélectionner
un sous-ensemble de sommets couvrant toutes les arêtes : ces sommets sont en gris
foncé.
Dans un certain nombre d'autres domaines, il est important de générer un grand
nombre de solutions rapidement quitte à accepter des solutions de mauvaise qua-
lité. Dans cet objectif, de nombreuses heuristiques ont été proposées avec des temps
de calculs très petits [Khuri 1994, Yuan 1998, Kotecha 2003, Chen 2004, Shyu 2004,
1. Les informations peuvent être trouvées sur cette page http://www.cablemap.info.
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Figure 4.2  Problème modélisable en vertex cover
Figure 4.3  Modélisation en vertex cover et solution
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Xu 2006].
Le problème d'optimisation du mVC appartient à la classe FPT (Fixed Parameter
Tractable) : il peut être résolu (de manière exacte) en temps polynomial en fonction d'un
paramètre k, souvent proportionnel à la taille de la solution optimale. Cette complexité
paramétrique a suscité beaucoup d'intérêts (voir [Downey 1995]) et beaucoup d'algo-
rithmes exacts ont été proposés (voir [Cheetham 2003, Chen 2010]). Ces algorithmes
sont très eﬃcaces dans les applications où le paramètre k est petit, la complexité est
bornée par exemple par O(1.2738k + kn) [Chen 2010], avec n le nombre de sommets
dans le graphe. Cependant ces algorithmes ne sont pas utilisés à cause de l'incertitude
sur la taille de k ; on fait alors appel aux algorithmes d'approximation.
Le problème d'optimisation mVC appartient également à la classe APX : il admet
un algorithme polynomial dont le rapport d'approximation est borné par une constante.
En 1997, Håstad [Håstad 1997] a montré que le problème n'est pas approximable avec
un facteur inférieur à 76 sauf si P = NP. Certains algorithmes simples donnent des
rapports d'approximation constants de 2 (voir par exemple la page 3 de [Vazirani 2001]
et [Savage 1982]). L'un des plus connus, cité par Papadimitriou et Steiglitz (p.432 de
[Papadimitriou 1982]), découvert indépendamment par Gavril et Yannakakis, utilisant
le couplage maximal est probablement le plus étudié. En dépit des nombreux travaux,
aucun algorithme polynomial avec un rapport d'approximation constant et strictement
inférieur à 2 n'a été trouvé. Khot et Regev [Khot 2008] ont conjecturé la diﬃculté
d'approximer le mVC avec un rapport constant stictement inférieur à 2. Bar-Yehuda
et Even [Bar-Yehuda 1985] ont proposé un algorithme avec un facteur d'approximation
de 2− log logn2 logn que Karakostas a réduit à 2−Θ( 1√logn)[Karakostas 2009].
Ces dernières années Angel, Campigotto et Laforest [Angel 2011, Angel 2012,
Angel 2013] ont travaillé sur la résolution de ce problème dans les très grands graphes et
Delbot et Laforest [Delbot 2010] ont analysé et comparé 6 algorithmes diﬀérents pour
résoudre le problème.
Avant d'aller plus loin, rappellons quelques notations et déﬁnitions. Soit un
graphe G, nous allons noter OPT la taille de la solution optimale du vertex cover.
Un vertex cover S de G est minimal (au sens de l'inclusion) si tous sous-ensembles
de S, strictement plus petit, n'est pas un VC . Si H ⊆ V, on note G[H] = (H,F ) où
F = {uv : uv ∈ E , u ∈ H et v ∈ H}. Rappelons certaines déﬁnitions utiles pour la suite.
On dit que H ⊆ V est une clique de G si et seulement si G[H] contient toutes les arêtes
possibles entre les sommets de H dans G. On dit que H ⊆ V est un indépendant (ou
stable) si et seulement si G[H] ne contient pas d'arêtes. On rappelle qu'une partition
en cliques de G est une partition de l'ensemble V des n sommets en sous-ensembles
disjoints C = {C1, . . . , Ck} (∪ki=1Ci = V et si i 6= j, Ci ∩ Cj = ∅) tel que chaque
sous-graphe G[Ci] induit par Ci dans G est une clique (dont le nombre de sommets est
noté ci (1 ≤ ci ≤ |V|)). Une clique qui ne contient qu'un seul sommet est appelé clique
triviale. Une partition en cliques est minimale si et seulement si pour tout i 6= j le
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Figure 4.4  Deux partitions en cliques diﬀérentes d'un même graphe
graphe G[Ci ∪ Cj ] induit par les cliques Ci et Cj n'est pas une clique. Sur la ﬁgure 4.4
la partition en cliques (entourées en gris) du graphe de droite est minimale alors que
celle du graphe de gauche ne l'est pas car les cliques C3 et C4 peuvent être regroupées
pour former une nouvelle clique.
En s'inspirant de l'approche par partitions en cliques de la première partie nous
proposons dans un premier temps un algorithme exact pour résoudre le mVC .
4.2 Algorithme exact basé sur les partitions en cliques
Dans cette section nous adaptons la méthode de la résolution exacte du mIDS au
problème du vertex cover (VC ). Dans la première partie nous décrirons la recherche
exhaustive du VC basée sur les partitions en cliques. Puis dans la seconde partie, nous
présenterons une version raﬃnée qui intègre une méthode de ﬁltrage des solutions aﬁn
d'améliorer les performances de l'algorithme.
4.2.1 Recherche exhaustive
Considérons un graphe G = (V, E) et une partition en cliques de G, C = (C1, . . . , Ck),
k ∈ N∗. Le lemme 6 donne l'idée générale de la méthode.
Lemme 6 Soit S un vertex cover de G alors pour tout i ≤ k : ci − 1 ≤ |S ∩ Ci|.
Preuve. En eﬀet dans chaque clique Ci, il faut au moins ci − 1 sommets pour couvrir
ses arêtes. 
L'idée de l'algorithme est de construire de manière exhaustive chaque sous-ensemble
S de V ayant au plus un sommet absent dans chaque Ci (respectant ainsi la propriété
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Figure 4.5  Partition en cliques d'un graphe de 7 sommets et 11 arêtes
du lemme 6), et de tester si c'est un VC pour retourner à la ﬁn le mVC . Notons que
notre méthode peut être mise en ÷uvre comme une méthode de type recherche en
profondeur : (1) initialiser une solution qui contient tous les sommets puis (2) explorer
les cliques les unes après les autres dans un ordre ﬁxé (C1, puis C2, etc. jusqu'à Ck). À
chaque clique Ci, il y a ci + 1 choix : enlever un des ci sommets ou n'en enlever aucun.
Lorsque toutes les cliques sont couvertes et si le sous-ensemble ainsi construit est un VC
de taille strictement plus petite que toutes les solutions rencontrées jusqu'à présent, on
met à jour la taille de la meilleure solution rencontrée. Le nombre d'ensembles candidats
testés est exactement
∏k
i=1 (ci + 1) (identique à la complexité du mIDS ).
Nous venons de décrire notre méthode générale de recherche d'un vertex cover. Dans
ce qui va suivre, nous améliorons les performances de l'algorithme en ajoutant des ﬁltres
dans le schéma récursif comme c'est le cas pour l'algorithme exact pour l'indépendant
dominant de taille minimum. Cela permet d'éviter de tester des candidats de mauvaise
qualité et d'ignorer certaines branches de la récursion. Pour illustrer notre propos, nous
utiliserons le graphe de la ﬁgure 4.5 de 7 sommets et 11 arêtes : la partition en cliques
(entourées en gris) se compose de 3 cliques (C1, C2 et la clique triviale C3).
Nous détaillons ci-dessous les ﬁltres que nous avons ajoutées.
Pas d'arête sortante. Considérons les cliques qui ont exactement un sommet ayant
tous ses voisins dans la même clique, comme par exemple le sommet 5 de la clique
C2 (cf. ﬁgure 4.5). Alors ce sommet est inutile dans une solution car il peut être
remplacé par un autre sommet de la même clique qui aura l'avantage de couvrir
au moins une arête en plus. Ainsi on peut ignorer les solutions (de faible qualité)
qui contiennent ce sommet lors de l'exploration car elles ne peuvent pas apporter
une solution strictement meilleure.
Un voisin n'est pas dans la solution. Une arête ne peut être dominée que par deux
sommets. Si à une étape dans la clique Ci l'algorithme d'exploration enlève de la
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solution un sommet v dont au moins un de ses voisins dans Cj (avec j < i) n'est
déjà plus dans la solution alors il est inutile de continuer l'algorithme avec la
solution courante car ce n'est déjà plus un VC .
Solution de taille minimum. On s'inspire de l'idée classique dans les problèmes
d'optimisation de taille minimum : éliminer toutes les solutions dont on est sûr
qu'elles seront de taille supérieure à la meilleure solution connue. Pour ce faire, à
chaque étape, on calcule la taille minimum que pourra avoir la solution courante
lorsqu'elle aura parcouru toutes les cliques. Si cette taille est supérieure à la taille
de la meilleure solution connue (initialisée à l'ensemble des sommets du graphe),
il est inutile de continuer avec la solution courante.
4.2.2 Évaluation expérimentale
Dans cette section, nous comparons les résultats expérimentaux de notre approche
de résolution du mVC avec et sans les ﬁltres. Le programme de résolution est codé en
langage C. Les instances sont les mêmes que celles de la partie I. Chacune est exécutée
10 fois sur des processeurs AMD Opteron 2352 cadencés à 2.1GHz. Nous avons testé
plusieurs milliers d'instances de graphes de familles diﬀérentes (pour les détails sur les
familles de graphes, voir la section expérimentale 3.5 sur le mIDS ).
Graphes aléatoires
Pour rappel, les graphes aléatoires sont des graphes dont l'existence de chaque arête
est déterminée par une probabilité p utilisée en paramètre lors de la création du graphe.
Le tableau 4.1 présente la durée moyenne en secondes des exécutions sur des graphes
aléatoires de l'algorithme exact avec la méthode de ﬁltrage : en colonne les probabilités
p d'existence des arêtes et en ligne le nombre n des sommets des graphes. L'algorithme
exact (avec les ﬁltres) résout en moins de 3 minutes des graphes aléatoires jusqu'à
50 sommets (probabilité de 0.1 à 0.9). En comparaison la version sans ﬁltre n'est pas
capable de résoudre en moins d'une heure les graphes de plus de 37 sommets.
L'histogramme 4.6 compare les performances des versions avec et sans ﬁltres de
l'algorithme exact sur les graphes aléatoires de probabilité 0.3 : en abscisse le nombre
de sommets et en ordonné la durée d'exécution du programme (échelle logarithmique, en
millisecondes). Sur certaines instances, le rapport est de plus de 10000. Le programme
est particulièrement eﬃcace sur les graphes denses tels que les hypercubes, présentés
au paragraphe suivant.
Graphes : hypercubes
Rappelons que les hypercubes sont des graphes de taille n = 2d (avec d un entier)
relativement denses et dont la régularité permet d'éviter les eﬀets de bord liés aux
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Table 4.1  Durées (en secondes) du calcul d'une solution optimale dans les graphes
aléatoires par l'algorithme exact avec la méthode de ﬁltrage
p = 0.1 p = 0.25 p = 0.3 p = 0.5 p = 0.7 p = 0.9
n = 20 0 0 0 0 0 0
n = 25 0 0 0 0 0 0
n = 30 0.2 0.02 0.01 0.01 0 0
n = 35 0.02 0.14 0.06 0.07 0.02 0
n = 40 0.14 1.52 0.49 0.31 0.21 0.01
n = 45 4.16 5.61 12.42 2.23 0.54 0.01
n = 50 7.31 142.82 88.36 17.02 4.8 0.08
Figure 4.6  Durée (en millisecondes) de deux méthodes de résolution exacte avec et
sans ﬁltres sur les graphes aléatoires
4.3. Bilan 71
Table 4.2  Durée en secondes de résolution des hypercubes par des algorithmes avec
et sans ﬁltres
n = 8 n = 16 n = 32 n = 64 n = 128
Avec ﬁltres 0 0 0 0.51 3398.77
Sans ﬁltre 0 0 143.28 - -
algorithmes stochastiques.
Sur ces graphes l'algorithme résout en moins d'une heure l'instance de 128 sommets.
Le tableau 4.2 donne les durées d'exécutions pour les algorithmes avec et sans ﬁltre. La
comparaison montre que la diﬀérence est encore plus notable sur ces instances puisqu'il
faut en moyenne plus de 2 minutes pour résoudre une instance de 32 sommets (sans les
ﬁltres) alors que c'est presque instantanée pour la version avec ﬁltres. Au delà de 64
sommets la durée d'exécution de la version sans ﬁltre dépasse le temps maximum ﬁxé
à trois heures.
4.3 Bilan
Dans cette section, nous avons présenté un algorithme exact pour le vertex cover,
l'un des premiers problèmes NP-complet présenté par Garey et Jonhson [Garey 1976].
L'algorithme proposé s'inspire de l'algorithme exact par partition en cliques présenté
précédemment. Dans le but d'expérimenter notre algorithme, nous avons codé la mé-
thode avec des ﬁltres aﬁn d'éviter de tester des solutions non pertinentes. Sur plusieurs
milliers d'instances diﬀérentes l'algorithme est capable de résoudre des graphes d'une
centaine de sommets. La comparaison entre les versions avec ﬁltres et sans ﬁltre montre
l'importance de choisir les bons critères.
Dans la littérature du vertex cover exact, il existe très peu de résultats expéri-
mentaux. Dans la mesure où le problème est approximable, l'eﬀort est tourné vers la
recherche d'algorithmes polynomiaux performants en temps et améliorant dans la me-
sure du possible le rapport d'approximation. Dans le chapitre suivant nous présenterons
plusieurs algorithmes de résolution qui ont tous un rapport d'approximation constant
de 2. Nous verrons qu'il est possible d'améliorer un peu ce résultat théorique. Dans la
pratique et après plusieurs millions d'exécutions nous verrons que leurs performances
sont très proches.
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Soit un graphe non orienté G = (V, E) ; une solution optimale au problème du vertex
cover est un sous-ensemble S∗ de sommets de V de taille minimum tel que chaque arête
de G ait au moins une extrémité dans S∗. Dans ce chapitre, nous présentons un nouvel
algorithme d'approximation pour ce problème utilisant des partitions en cliques. Nous
montrerons analytiquement qu'il a un rapport d'approximation en pire cas strictement
inférieur à 2 et qu'il est potentiellement capable de fournir n'importe quel vertex cover
optimal. Nous étendons notre travail et obtenons un nouvel algorithme pour le problème
du vertex cover connexe, de rapport d'approximation 2.
5.1 Borne inférieure
Nous présentons ici une nouvelle borne inférieure pour le VC et nous la comparons
avec la borne classique par couplage. Un couplage de G est un ensemble d'arêtes qui
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ne partagent pas de sommet en commun. Le couplage est maximal s'il n'est pas lui-
même un sous-ensemble d'un autre couplage strictement plus grand. Dans le lemme 7
nous rappelons la borne inférieure classique de OPT (taille du mVC ) basée sur le
couplage maximal. Puis le lemme 8 prouve que notre méthode donne également une
borne inférieure et enﬁn le lemme 9 montre que pour un graphe G donné, la meilleure
borne inférieure qui peut être obtenue avec notre méthode est toujours plus grande que
la meilleure borne obtenue par couplage.
Lemme 7 Soit G quelconque et M un couplage maximal de G. Nous avons : |M| ≤
OPT. Donc |M| est une borne inférieure de OPT, la taille du vertex cover optimal de
G.
Lemme 8 Soit G un graphe quelconque à n sommets et C1, . . . , Ck (ci = |Ci| pour tout
i = 1, . . . , k) une partition en cliques de G. Alors :
k∑
i=1
(ci − 1) = n− k ≤ OPT.
Preuve. Notons S∗ un vertex cover optimal (|S∗| = OPT). S∗ doit contenir au moins
ci − 1 sommets de chaque clique Ci aﬁn de couvrir toutes les arêtes de Ci. Alors :
k∑
i=1
(ci − 1) = n− k ≤ OPT.

On peut remarquer que dans le graphe complet Kn la meilleure borne inférieure par
le lemme 7 est bn/2c alors que la meilleure borne inférieure par le lemme 8 est n− 1, ce
qui est égal à OPT dans ce cas. De plus, le lemme 9 montre que la plus grande borne
inférieure donnée par le couplage est toujours inférieure à la meilleure borne inférieure
donnée par les partitions en cliques.
Lemme 9 Soit M un couplage de taille maximum. Soit n − k la plus grande borne
inférieure donnée par la méthode de la partition en cliques. Alors : |M| ≤ n−k ≤ OPT.
Preuve. CommeM est une partition en cliques particulière de G (avec des cliques de
taille au plus 2) nous déduisons trivialement le résultat. 
Malheureusement dans certains graphes, cette borne inférieure ne permet pas tou-
jours d'atteindre l'optimal : c'est le cas par exemple du cycle de 5 sommets, où OPT = 3
alors que la meilleure borne inférieure est 2.
5.2. Algorithme d'approximation de facteur 2 75
Figure 5.1  Représentation d'une partition en cliques
5.2 Algorithme d'approximation de facteur 2
Dans la section 5.1 nous avons utilisé les partitions en cliques pour trouver des
bornes inférieures. Dans cette partie, nous les utilisons pour construire des solutions au
problème du vertex cover. Nous décrivons notre méthode appelée CP et nous analysons
son rapport d'approximation en fonction de la taille des cliques. Nous montrons qu'il
est inférieur à 2 et que ce rapport est atteint.
5.2.1 Algorithme CP
Soit un graphe G = (V, E) quelconque. Soit C1, . . . , Ck une partition en cliques
minimale de G (∀i 6= j, G[Ci ∪ Cj ] n'est pas une clique). Supposons que les cliques
triviales sont à la ﬁn de la partition. Soit l ≤ k le nombre de cliques non triviales, nous
avons donc ci ≥ 2 (i ≤ l) et cl+1 = · · · = ck = 1. L'algorithme CP prend en entrée
un graphe G et une partition en cliques minimale et retourne : S =
l⋃
i=1
Ci (l'union des
sommets des cliques non triviales). La ﬁgure 5.1 donne un exemple d'une partition du
graphe de 8 sommets, partitionné en 5 cliques de taille respectivement trois, deux, un,
un et un. La solution S est composée des sommets en gris foncé des cliques C1 et C2.
Les arêtes sortantes des deux premières cliques sont couvertes. En fait seules les arêtes
entre les cliques C3, C4 et C5 ne seraient pas couvertes. Or si au moins une de ces arêtes
existait, la partition ne serait minimale.
Dans la suite, nous supposons que G contient au moins une arête (autrement :
|S| = OPT = 0) et démontrons (entre autre) formellement que S est un VC .
Théorème 4 S est un VC de G et :
|S|
OPT
≤ l
k∑
i=1
(ci − 1)
+ 1 =
l
n− k + 1 ≤ 2
De plus le rapport 2 est atteint.
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Figure 5.2  Vertex cover de rapport 2
Preuve. S est un vertex cover de G. En eﬀet, toutes les arêtes incidentes à un des
sommets de C1, . . . , Cl sont couvertes. Les autres arêtes sont entre les cliques triviales.
Supposons qu'il existe 2 cliques triviales qui ont deux sommets voisins : uv ∈ E . Alors
{u, v} est une clique et cela contredit le fait que la partition en cliques est minimale.
Maintenant nous allons démontrer que le rapport d'approximation est 2. Avec le
lemme 8, nous savons :
OPT ≥
k∑
i=1
(ci − 1) =
l∑
i=1
(ci − 1) +
k∑
i=l+1
(ci − 1) =
l∑
i=1
(ci − 1)
Remarquons que pour i = l + 1 à k, ci = 1 . Par construction : |S| =
l∑
i=1
ci. Alors :
|S|
OPT
≤
l∑
i=1
ci
l∑
i=1
(ci − 1)
=
l +
l∑
i=1
(ci − 1)
l∑
i=1
(ci − 1)
=
l
l∑
i=1
(ci − 1)
+ 1 ≤ 2
Nous pouvons aussi remarquer que :
l∑
i=1
(ci − 1) =
k∑
i=1
(ci − 1) = n− k (car ci = 1 pour
tout i > l).
Pour terminer, considérons le cycle de 4 sommets a, b, c, d dans cet ordre et la par-
tition en cliques {{a, b}, {c, d}} (voir ﬁgure 5.2). Dans ce graphe OPT = 2 (sommets
grisés) mais CP retourne une solution avec les 4 sommets contenus dans des cliques
non triviales, ce qui donne un rapport d'approximation d'exactement 2.

A partir du théorème précédent on peut montrer que si toutes les cliques non triviales
ont au moins a ≥ 3 sommets alors le rapport d'approximation de notre méthode est au
5.2. Algorithme d'approximation de facteur 2 77
plus
a
a− 1 . Plus généralement, pour tout r ∈ [1, 2] nous avons une relation qui lie r et
la taille moyenne des cliques non triviales notée n¯ : n¯ =
1
l
l∑
i=1
ci. Nous avons :
∑l
i=1 ci∑l
i=1(ci − 1)
≤ r ⇔ ln¯
ln¯− l ≤ r ⇔ 0 ≤ r(ln¯− l)− ln¯⇔
r
r − 1 ≤ n¯.
5.2.2 Algorithme CPGathering
L'algorithme CP prend en entrée un graphe G et une partition en cliques minimale
de G. Dans cette section nous décrivons un algorithme qui permet de construire une
partition en cliques minimale de G (démontré par le lemme 10).
Soit un graphe G = (V, E). Au départ chaque sommet u est considéré comme une
clique (triviale) {u}. Alors deux sommets liés par une arête peuvent être fusionnés pour
former une nouvelle clique. Cette idée nous conduit à l'approche suivante : à chaque
étape nous fusionnons deux cliques Ci et Cj si G[Ci ∪ Cj ] est aussi une clique.
Nous donnons à présent plus de détails sur cet algorithme que nous appelons CP-
Gathering. Tout d'abord nous associons à chaque sommet u une clique triviale {u}.
Tant qu'il existe au moins une arête nous sélectionnons aléatoirement (et de manière
équiprobable) une arête uv. Nous créons un nouveau sommet w. La clique associée à
w est l'union des cliques associées à u et v. Les sommets u et v sont supprimés (ainsi
que toutes les arêtes qui leur sont incidentes). Nous créons de nouvelles arêtes entre w
et tous les sommets qui étaient voisins aux deux sommets u et v. Ainsi à la prochaine
étape, w est voisin des seuls sommets dont la fusion donne une clique. A la ﬁn, il ne
reste plus d'arête et la partition en cliques de G se compose des cliques associées au som-
mets restant. Cet algorithme est polynomial. La ﬁgure 5.3 donne un exemple de cette
construction à travers un graphe de 6 sommets et de 8 arêtes. L'algorithme regroupe
successivement les sommets grisés pour construire la partition en 3 cliques.
Lemme 10 CPGathering retourne toujours une partition en cliques minimale et
peut retourner n' importe quelle partition en cliques minimale de G.
Preuve. À chaque étape, le sommet créé est associé à une clique dans le graphe original
G. Par construction chaque sommet est exactement dans une seule clique : CPGathe-
ring construit donc une partition de G. Cette partition est minimale ; autrement deux
cliques pourraient être fusionnées, cela voudrait dire qu'il reste encore une arête entre
les deux sommets associés à ces deux cliques. Cela entre en contradiction avec notre
algorithme.
Maintenant, posons P = {C1, . . . , Ck} une partition en cliques minimale de G.
Comme le processus de fusion de CPGathering est aléatoire, il est possible de
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Figure 5.3  Schéma illustrant la construction d'une partition en cliques avec l'algo-
rithme CPGathering
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construire d'abord C1 (en ci − 1 étapes). Puis l'algorithme fusionne les arêtes de C2
et construit de manière itérative C2, jusqu'à Ck. 
À cette étape, nous avons prouvé que CP retourne un vertex cover de rapport 2 à
partir d'une partition en cliques minimale (donnée par CPGathering par exemple).
Dans la section 5.3 nous présenterons un nouvel algorithme d'approximation qui amé-
liore ce rapport.
5.3 Algorithme de facteur non constant strictement infé-
rieur à 2
Dans cette section, nous améliorons les solutions données par CP (voir section 5.2)
par l'application de l'algorithme ListRight [Birmelé 2009, Delbot 2008]. Nous mon-
trons comment ce nouvel algorithme réduit le domaine de recherche en excluant les solu-
tions non minimales. Nous montrons également que n'importe quelle solution optimale
peut potentiellement être trouvée par l'algorithme et qu'en plus le rapport d'approxi-
mation est strictement inférieur à 2.
Delbot et Laforest [Delbot 2008] ont proposé en 2008 ListRight, un algorithme
de liste pour le problème du vertex cover. La méthode est simple : pour un graphe G
donné et une liste quelconque des sommets, parcourir cette liste de droite à gauche ;
pour chaque sommet courant u, si u a au moins un voisin (dans G) à sa droite dans la
liste et qui n'est pas dans la solution courante S (initialement vide) alors u est ajouté
à S (dans tous les autres cas, u n'est pas ajouté). Les auteurs ont montré qu'à la ﬁn,
S est un vertex cover minimal avec un rapport d'approximation qui est fonction de ∆,
le degré maximal du graphe. Nous allons maintenant décrire l'algorithme VCCP qui
combine CP avec ListRight.
5.3.1 Algorithme
Soient un graphe G et une partition en cliques minimale triée C = {C1, . . . ,
Cl, Cl+1, . . . , Ck} (∀i ≤ l, ci ≥ 2, et ∀i tel que l < i ≤ k, ci = 1) de G. Posons S =
l⋃
i=1
Ci
la solution retournée par CP. Nous construisons une liste L des n sommets de G à partir
de C : à droite de L nous regroupons dans un ordre quelconque les sommets des cliques
triviales Cl+1, . . . , Ck ; à sa gauche nous regroupons les autres sommets dans un ordre
quelconque. Nous appliquons alors l'heuristique ListRight sur cette liste L. Notons S ′
la nouvelle solution. Comme les algorithmes CP et ListRight sont polynomiaux alors
VCCP est aussi polynomial.
La ﬁgure 5.4 illustre un exemple de déroulement de cet algorithme. A partir du
graphe G de 7 sommets et 11 arêtes et une partition minimale en 3 cliques (a), on
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Figure 5.4  Schéma illustrant l'algorithme VCCP
détermine une solution S = {1, 2, 3, 4, 5, 6} (sommets grisés du graphe (b)), union des
sommets des cliques non triviales. La liste L = 3, 1, 2, 6, 4, 5, 7 est construite avec les
sommets de S à gauche dans un ordre quelconque et le sommet de la clique triviale
à droite de la liste. L'heuristique ListRight parcourt cette liste de droite à gauche
et ajoute successivement dans la solution S ′ les sommets 4, 6, 1 et 3. S ′ = {4, 6, 1, 3}
(sommets grisés du graphe de la ﬁgure 5.4 (c)) est un vertex cover minimale de G. Le
lemme 11 va le démontrer dans le cas général.
Lemme 11 S ′ est un vertex cover minimal et S ′ ⊆ S.
Preuve. Il a été démontré dans [Delbot 2008] que ListRight retourne un vertex cover
minimal à partir de n'importe quelle liste. Par construction, tous les sommets des cliques
triviales Cl+1, . . . , Ck sont à droite de la liste L et ils sont indépendants (car la partition
est minimale), ainsi ils n'ont pas de voisins à leur droite. Par conséquent ListRight
construit S ′ seulement en sélectionnant les sommets de S =
l⋃
i=1
Ci, ainsi S ′ ⊆ S. 
Le prochain résultat montre que VCCP a un rapport d'approximation strictement
inférieure à 2.
Théorème 5 Soit un graphe G = (V, E), avec au moins une arête. Alors : |S ′| < 2OPT.
Preuve. G contient au moins une arête, alors OPT ≥ 1 (autrement OPT = |S| =
|S ′| = 0). Comme S ′ est un sous-ensemble de S, le théorème 4 montre que VCCP est
un algorithme d'approximation de rapport 2 :
|S ′|
OPT
≤ |S|
OPT
≤ l
n− k + 1 ≤ 2
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Avec cette inégalité, nous allons montrer que le rapport d'approximation est stric-
tement inférieur à 2. Supposons qu'il existe un graphe G avec une partition en cliques
{C1, . . . , Cl, Cl+1, . . . , Ck} telle que |S ′| = 2OPT. Comme nous avons |S| ≤ 2OPT
et |S ′| ≤ |S| alors |S| = 2OPT et l
n− k + 1 = 2, donc l = n − k. Nous montrons
maintenant que les cliques non triviales de la partition sont de taille exactement 2.
Supposons qu'il existe au moins une clique de taille 3. Si dans chaque clique non
triviale nous retirons un sommet alors il reste deux sommets dans cette clique. Nous
avons donc retiré l = n−k sommets de ces cliques non triviales et il reste au moins l+1
sommets dans ces cliques. Il y a aussi k − l sommets dans les cliques triviales. Ainsi le
nombre de sommets n est au moins n ≥ l + (l + 1) + (k − l) = l + k + 1. Avec l'égalité
précédente (l = n− k) nous avons n ≥ n− k+ k+ 1 = n+ 1 : ce qui est absurde. Donc
nous avons c1 = · · · = cl = 2 et ces sommets composent la solution : S =
l⋃
i=1
Ci.
Nous posons I = Cl+1 ∪ · · · ∪ Ck l'union des cliques triviales alors I = V − S.
Rappelons que S est supposée être une (exacte) 2-approximation de taille 2l et qu'un
vertex cover optimal S∗ (de taille OPT = l) couvre les l cliques/arêtes Ci (i ≤ l) car
c'est un vertex cover. Ainsi S∗ a au moins un sommet dans chaque arête Ci (i ≤ l). Or
ces arêtes sont indépendantes, donc il faut l sommets de S∗ pour les couvrir et comme
S∗ est de taille l on en déduit que S∗ contient exactement un sommet de chaque Ci
(i ≤ l) et S∗ ⊆ S (S∗ ∩ I = ∅). Donc pour chaque clique (arête uv) Ci (i ≤ l), si u ∈ S∗
alors v 6∈ S∗ et v n'a aucun voisin dans I (sinon cette arête ne serait pas couverte par
S∗).
Comme |S ′| = |S| = 2OPT, tous les sommets dans les cliques non triviales sont
sélectionnés par ListRight. Considérons alors une clique Ci (i ≤ l) de deux sommets
u et v (uv ∈ E). Supposons que u ∈ S∗ et v /∈ S∗. Le sommet v n'a pas de voisin w
dans I (autrement, l'arête vw ne serait pas couverte par S∗ puisque S∗ ∩ I = ∅). Donc
tous les voisins de v sont dans S ′ et S ′−{v} est aussi un vertex cover. Mais cela est en
contradiction avec le fait que S ′ est minimal (lemme 11). 
Le théorème 6 prouve ainsi que VCCP est capable de retourner n'importe quelle ver-
tex cover optimal. Nous avons besoin tout d'abord de quelques résultats intermédiaires
pour le montrer.
Lemme 12 Soient un graphe G = (V, E) et un vertex cover optimal S∗ de G. Soit S∗1 ⊆
S∗ (et S∗2 = S∗ − S∗1). Alors S∗1 est un vertex cover optimal du graphe G′ = G[V − S∗2 ].
Preuve. I = V − S∗ est un ensemble indépendant de G. En retirant les sommets S∗2
de G nous retirons aussi les arêtes adjacentes aux sommets de S∗2 . Comme il n'y a pas
d'arêtes entre les sommets de I, toutes les arêtes de G′ sont couvertes par S∗1 et S∗1 est
un vertex cover de G′.
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Maintenant supposons qu'il existe un vertex cover A de G′ tel que |A| < |S∗1 |. A
couvre les arêtes de G′ et S∗2 couvre les autres arêtes de G ; alors A ∪ S∗2 est un vertex
cover de G mais |A| + |S∗d | < |S∗1 | + |S∗2 | = |S∗| : ceci est en contradiction avec le fait
que S∗ est optimal. 
Lemme 13 Soient un graphe G = (V, E) et un vertex cover optimal S∗ de G. Il existe
une partition en cliques minimale de G telle que tous les sommets de S∗ appartiennent
aux cliques non triviales.
Preuve. Soit P = {C1, . . . , Cl, Cl+1, . . . , Ck} une partition en cliques minimale de
G[S∗], le graphe induit par S∗ dans G. Nous appelons B (Big) le sous-ensemble de
sommets des cliques non triviales Ci (i ≤ l) et U (Unit) le sous-ensemble de sommets
des cliques triviales Ci (l + 1 ≤ i ≤ k). Alors B ∪ U = S∗ et il n'y a pas d'arête entre
les sommets de U (autrement P ne serait pas minimale).
Soit G′ = G[V −B], le graphe induit par V −B dans G. Par le lemme 12, U est un
vertex cover optimal de G′.
Nous déﬁnissons maintenant I = V − S∗, un ensemble indépendant de G. U et I
sont deux ensembles indépendants de G′ et I ∩ U = ∅ (U ⊆ S∗) alors G′ est un graphe
biparti avec I et U les deux ensembles de la bipartition. Le théorème de König (voir
[Plummer 1986] p.4) montre que dans les graphes bipartis, la taille du vertex cover
optimal est égale à la taille du couplage maximum. Donc il existe un couplage maximum
de G′ qui couvre tous les sommets de U . Maintenant chaque sommet de S∗ appartient
à une clique non triviale : certains d'entre eux appartiennent aux cliques dans B et les
autres appartiennent aux arêtes (cliques de taille 2) du couplage. Si cette partition en
cliques est minimale dans G alors nous avons notre résultat. Dans le cas contraire, il est
facile de rassembler ces cliques pour avoir une partition minimale dans laquelle chaque
sommet de S∗ est dans une clique non triviale. 
Lemme 14 Soient un graphe G = (V, E) et une partition en cliques minimale P de G.
Supposons que S est un vertex cover minimal de G dans lequel chaque sommet appartient
à une clique non triviale de P . Alors VCCP peut retourner S à partir de G et P .
Preuve. I = V −S est un ensemble indépendant de G. Comme S est minimal, chacun
de ses sommets a au moins un voisin dans I. Par hypothèse, tous les sommets des
cliques triviales de P sont dans I et certains sommets des cliques non triviales de P
peuvent aussi être dans I (au plus un sommet par clique). Nous construisons la liste L
ainsi : à gauche, nous rassemblons dans un ordre quelconque les sommets de S ; à leur
droite nous rassemblons aussi dans un ordre quelconque tous les sommets de I qui ne
sont pas dans les cliques triviales ; enﬁn, à droite de L nous regroupons dans un ordre
quelconque les sommets des cliques triviales. En appliquant ListRight sur une telle
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liste, aucun sommet de I ne sera pris dans la solution car ils n'ont pas de voisin à leur
droite dans la liste. Par la suite, tous les sommets de S seront retournés, donc S sera
retourné à partir du graphe G et de la partition P . 
Théorème 6 VCCP peut retourner n'importe quel vertex cover optimal si la partition
en cliques est construite par CPGathering.
Preuve. Soit S∗ un vertex cover optimal de G. Le lemme 13 prouve qu'il existe une
partition en cliques minimale de G telle que tous les sommets de S∗ appartiennent
aux cliques non triviales. Comme S∗ est aussi minimal, le lemme 14 montre que VCCP
peut retourner S∗ s'il prend en entrée cette partiton en cliques minimale. Pour terminer,
le lemme 10 montre que CPGathering peut retourner n'importe quelle partition en
cliques minimale. 
5.3.2 Limitations
Maintenant, nous proposons une famille de graphes appelée MaracasGraph, dans
laquelle le rapport d'approximation de VCCP tend vers 2 quand le nombre de sommets
tend vers l'inﬁni.
Soit k un entier, qui est le paramètre de construction de notre famille de graphes.
Soient r, x deux sommets du graphe G. Il est composé de k sommets nommés ai (i ≤ k)
et de k sommets nommés bi (i ≤ k). Chaque ai est lié à r et chaque bi est lié à x.
Et ∀i ≤ k, ai et bi sont liés. Un vertex cover optimal est composé des k sommets ai
et de x. Un tel graphe est présenté à la ﬁgure 5.5 (a). Considérons maintenant le cas
particulier où la partition en cliques minimale est la suivante : P = {C1, . . . , Ck+2}
avec Ci = {ai, bi} (1 ≤ i ≤ k), Ck+1 = {x} et Ck+2 = {r} (ﬁgure 5.5 (b)). Considérons
la liste L = a1, b1, a2, b2, . . . , x, r construite à partir de P . En appliquant l'algorithme
ListRight, le vertex cover S retourné est composé de tous les sommets sauf r et x
(sommets grisés sur la ﬁgure 5.5 (b)). Ainsi la taille de la solution est 2k alors que
l'optimal est k + 1 (chaque ai et x : sommets grisés sur la ﬁgure 5.5 (c)). Le rapport
2k
k + 1
tend vers 2 lorsque k tend vers l'inﬁni.
Nous avons démontré que l'algorithme de résolution VCCP par l'approche des par-
titions en cliques a un rapport d'approximation non constant strictement inférieur à 2.
Bien qu'il existe des familles de graphes dans lequel le rapport est très mauvais (tendant
vers 2) il serait intéressant d'étudier son comportement après implémentation et tests.
Dans la section 5.4, nous procédons à ces expérimentations.
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Figure 5.5  Graphes de type maracas
5.4 Évaluation expérimentale
Dans cette section, nous évaluons la qualité de VCCP en comparaison avec trois
autres heuristiques. À partir de l'approche par partition en cliques nous avons construit
une liste sur laquelle est appliquée l'algorithme ListRight (voir section 5.3.1). Nous
généralisons cette idée en combinant de la même manière ListRight avec 3 autres
heuristiques bien connues (développées dans les paragraphes ci-dessous) : Depth-
First Search (DFS [Savage 1982]) (prendre les sommets internes d'un arbre construit
par un parcours en profondeur du graphe), Edge Deletion (ED, voir par exemple
[Delbot 2010]) proposée par Gavril (prendre les extrémités d'un couplage maximal pour
l'inclusion) et Linear Programming (LP [Vazirani 2001]) (résolution avec lpsolver
dont le modèle est détaillé plus bas). Les algorithmes DFS et ED sont codés de manière
stochastique alors que le problème linéaire a été résolu avec l'utilisation de la Callable
Library de Cplex. Chacun retourne un vertex cover utilisé par ListRight : à gauche
de la liste on regroupe les sommets de la solution de façon équiprobable et à droite les
sommets qui ne sont pas dans la solution (de façon équiprobable). Les algorithmes sont
implémentés en C.
L'algorithme Depth-First Search est un algorithme récursif qui permet de
parcourir tous les sommets d'une composante connexe. Il est utilisé dans le cadre du
vertex cover par Savage [Savage 1982] en 1982. Dans le contexte de notre problème nous
proposons la version classique qui prend en entrée un graphe puis retourne un vertex
cover. Le parcours en profondeur que nous avons mis en ÷uvre permet de construire
un arbre de manière aléatoire : à chaque étape le choix parmi les sommets possibles
se fait de façon équiprobable. Le vertex cover est l'ensemble des sommets de l'arbre
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Figure 5.6  Construction d'un arbre (b) à partir d'un graphe (a) par l'algorithme
DFS
sans ses feuilles. La ﬁgure 5.6 illustre la construction d'un d'arbre (graphe (b)) avec
DFS à partir du graphe (a). Dans une première étape, l'algorithme choisit de manière
équiprobable (parmi 7 sommets possibles) le sommet numéro 3 en tant que racine. Puis
parmi les voisins de 3 l'algorithme choisit le sommet 6 ; puis parmi les voisins de 6 le
sommet 1 ; et enﬁn parmi les voisins de 1 le sommet 2. Le sommet 2 n'a pas de voisin
qui ne soit pas encore dans l'arbre en cours de construction. Donc par récursion, DFS
revient à 1 (mais ce dernier n'a pas non plus de voisin non encore dans l'arbre) puis
revient à 6. De là DFS choisit de manière équiprobable le sommet 4 (parmi les sommets
4, 5, 7) puis le sommet 7. Ce dernier n'a plus de voisin donc l'algorithme revient à 4 pour
choisir 5. Nous obtenons l'arbre de la ﬁgure 5.6 (b) (les arêtes en gris clair permettent
de retrouver les arêtes initiales du graphe (a)). Les sommets de l'arbre privés de ses
feuilles (en gris foncés sur la ﬁgure) forment un vertex cover.
L'algorithme Edges Deletion découle de la remarque simple qu'une arête ne
peut être couverte que par au plus deux sommets. Ainsi si le graphe est partitionné
en couplages (cliques de taille 2), les sommets du couplage forment un vertex cover de
rapport d'approximation 2 [Cormen 1990]. L'algorithme 1 donne une version simpliﬁée
de notre implémentation.
Algorithme 1 : ED
Données : Un graphe G = (V, E).
Sortie : Un sous-ensemble S ⊆ V initialement vide.
1 S := ∅ ;
2 tant que E 6= ∅ faire
3 Choisir une arête uv ∈ E de manière équiproblable ;
4 S := S ∪ (u, v) ;
5 Enlever de E les arêtes incidentes à u et/ou à v ;
6 ﬁn
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Figure 5.7  Graphe de 4 sommets et 3 arêtes
La modélisation en problème linéaire du vertex cover est présentée par exemple
dans [Vazirani 2001]. Chaque sommet de G est modélisé par une variable xi dans le
problème linéaire et chaque arête est modélisée par une contrainte reliant ses deux
sommets. Prenons l'exemple de la ﬁgure 5.7 qui représente un graphe de 4 sommets et
3 arêtes. La problème linéaire (relaxé) consiste à minimiser la fonction x1 +x2 +x3 +x4
sous les contraintes suivante :

x1 + x2 ≥ 1
x1 + x3 ≥ 1
x1 + x4 ≥ 1
∀i ∈ {1, 2, 3, 4}, 0 ≤ xi ≤ 1
La résolution de cette version relaxée du problème dans laquelle les valeurs des xi
sont des réels est polynomiale (PL), ce qui n'est bien sûr pas le cas de la version entière
(PLNE). Le PL résolu, on déduit une solution du vertex cover en prenant les sommets
de G dont la valeur xi dans la solution du PL est supérieure ou égale à 1/2. Notons
que dans les graphes bipartis, la solution optimale du PL est une solution entière (les
xi sont égales à 0 ou à 1) : de ce fait la résolution du PLNE dans les graphes bipartis
est polynomiale. Autrement dit, la résolution du vertex cover dans les graphes bipartis
par programmation linéaire est exacte.
5.4.1 Test de plusieurs familles de graphes
Nous avons au total expérimenté plusieurs milliers de graphes de quatre familles
diﬀérentes. Pour chacune de ces instances et pour chacune des méthodes présentées
précédemment, nous avons exécuté 1000 fois chaque méthode aﬁn d'obtenir la taille
moyenne, de comparer la taille de la meilleure solution rencontrée et de calculer l'écart
type. Ce qui nous permet de comparer les résultats des quatre méthodes entre elles mais
aussi avec la valeur optimale de chaque instance. Sur ces graphes, les quatre méthodes
ont des temps d'exécution très courts (jusqu'à 10 secondes par instance) et très proches :
ce qui explique que nous ne les faisons pas apparaitre dans les tableaux.
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Graphes aléatoires
Les ﬁgures 5.8 à 5.11 présentent le pourcentage de réduction gagné en combinant
CP avec ListRight (algorithme VCCP) par rapport aux solutions données par l'algo-
rithme CP (partition en cliques seules), pour les graphes aléatoires. Par souci de clarté
nous avons sélectionné seulement les probabilités 0.1, 0.25, 0.75 et 0.9. Pour chaque
graphe, les tailles des instances sont sur l'axe des abscisses et les pourcentages de ré-
duction sont sur l'axe des ordonnées.
Soient, après 1000 exécutions, S¯VCCP la taille moyenne des solutions retournées
par VCCP, S∗
VCCP
la taille minimum des solutions retournées par VCCP, S¯CP la
taille moyenne des solutions retournées par CP et S∗
CP
la taille minimum des solu-
tions retournées par CP. Les courbes noires donnent les pourcentages gagnés en cal-
culant 100 ∗ S¯VCCPS¯CP et les courbes grises donnent les pourcentages gagnés en calculant
100 ∗ S
∗
VCCP
S∗
CP
.
Sur la courbe de la ﬁgure 5.9, qui présente l'analyse pour les graphes aléatoires
de probabilité 0.25, de 10 à 100 sommets, on constate que l'utilisation de ListRight
comme post traitement peut réduire la taille moyenne des solutions retournées par CP,
de 40% (par exemple, pour l'instance de 12 sommets). De même si on ne compare que
les meilleures solutions rencontrées après 1000 exécutions, la réduction atteint les 35%
pour l'instance de 24 sommets du graphe de probabilité 0.1 de la ﬁgure 5.8.
La comparaison des meilleures solutions rencontrées est pertinente dans le sens où,
pour 7034 instances sur 7371, l'algorithme VCCP trouve la solution optimale. Les huit
courbes montrent que ListRight est très eﬃcace sur les instances de faible densité et
de petite taille alors que le gain relatif diminue pour les graphes grands et denses. Cela
peut s'expliquer en partie par le fait que pour les graphes denses, la taille du vertex
cover optimal est proche de la taille de l'instance.
Les ﬁgures 5.12 à 5.15 comparent le rapport moyen (après 1000 exécutions) des
solutions retournées par VCCP, DFS+LR, ED+LR et LP+LR par rapport aux opti-
maux 1, pour les graphes de 10 à 90 sommets de probabilité 0.1, 0.25, 0.75 et 0.90. Par
exemple, la ﬁgure 5.15 montre que pour le graphe de probabilité 0.9 de 80 sommets, les
quatre algorithmes retournent sur 1000 exécutions des solutions dont le rapport moyen
par rapport à l'optimal de l'instance est identique : seulement 1.02. Nous constatons
ici que la qualité de ces algorithmes sont relativement proche et que le rapport moyen
n'atteint pas le 1.2.
Ces résultats sur les graphes d'Erd®s-Rényi montrent que l'eﬃcacité des algorithmes
est comparable. Après plus de 6 millions d'exécutions, les diﬀérents paramètres de
mesure (taille de la solution moyenne, taille minimum des solutions rencontrés, taille
1. La taille des solutions optimales a été obtenue par l'algorithme de résolution exacte donnés dans
le chapitre 4.
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Figure 5.8  Pourcentage de réduction
des solutions retournées de VCCP par
rapport à CP sur le graphe aléatoire
p = 0.1
Figure 5.9  Pourcentage de réduction
des solutions retournées de VCCP par
rapport à CP sur le graphe aléatoire
p = 0.25
Figure 5.10  Pourcentage de réduc-
tion des solutions retournées de VCCP
par rapport à CP sur le graphe aléa-
toire p = 0.75
Figure 5.11  Pourcentage de réduc-
tion des solutions retournées de VCCP
par rapport à CP sur le graphe aléa-
toire p = 0.9
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Figure 5.12  Rapport moyen des solu-
tions retournées par quatre algorithmes
par rapport à l'optimal sur le graphe
aléatoire p = 0.1
Figure 5.13  Rapport moyen des solu-
tions retournées par quatre algorithmes
par rapport à l'optimal sur le graphe
aléatoire p = 0.25
Figure 5.14  Rapport moyen des solu-
tions retournées par quatre algorithmes
par rapport à l'optimal sur le graphe
aléatoire p = 0.75
Figure 5.15  Rapport moyen des solu-
tions retournées par quatre algorithmes
par rapport à l'optimal sur le graphe
aléatoire p = 0.9
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maximum des solutions rencontrées, écart-type) ont donné des résultats identiques à
l'unité près. De plus la diﬀérence entre la valeur moyenne et la valeur optimale (obtenue
par résolution du problème linéaire) de chaque instance est inférieure à 5% (en moyenne)
et décroit lorsque le graphe est dense.
Après ces expériences, il est diﬃcile de hiérarchiser nos algorithmes. Néanmoins, les
bonnes performances de ListRight sont conﬁrmées renforçant ainsi le choix de son
utilisation comme post traitement des algorithmes de rapport d'approximation 2. Aﬁn
de mieux étudier la diﬀérence de performance des algorithmes, nous allons traiter les
graphes de type BHOSLIB, connus pour être très diﬃciles pour le problème du vertex
cover.
Graphes de type BHOSLIB
Nous présentons dans le tableau 5.1 une partie des résultats sur les graphes bench-
mark de type BHOSLIB 2, connus pour représenter des instances diﬃciles pour le pro-
blème du vertex cover. Les valeurs correspondent à la meilleure solution rencontrée après
1000 exécutions sur les 40 instances de 450 à 1534 sommets. Les valeurs optimales sont
données par l'auteur 3. Sur ces instances aussi, les algorithmes trouvent des solutions
proches des optimales. Si on compare les méthodes entre elles, on constate que pour
35 instances (valeurs en gras dans le tableau 5.1) sur 40, notre algorithme trouve une
solution aussi bonne ou meilleure que les autres, alors que le rapport est seulement de
15/40 pour DFS, de 12/40 pour ED et de 10/40 pour LP.
Les histogrammes des ﬁgures 5.16 à 5.19 présentent les rapports de la taille moyenne
des solutions (par instance) par rapport à l'optimal, pour certains graphes de type
BHOSLIB de 450 sommets à 1534 sommets. Par exemple pour l'instance frb50-23-1.mis
de 1150 sommets de la ﬁgure 5.18, les quatre algorithmes fournissent des solutions
qui sont en moyenne très proches et qui sont environ 1.5% supérieures à l'optimal.
Ces courbes montrent très clairement que les algorithmes retournent des solutions très
proches, même sur ces graphes benchmark.
Par ailleurs, les calculs montrent que pour toutes les instances, ce rapport moyen est
toujours inférieur à 2%. Cependant, pour ces graphes, nous remarquons que l'écart type
de l'algorithme VCCP est plus important que les autres algorithmes ce qui pourrait
signiﬁer que VCCP couvre un espace de solutions plus large (en terme de taille de
solutions).
Avec ce groupe d'instances, nous avons résolu des graphes de plus de 1500 sommets.
Il est ensuite intéressant d'essayer de résoudre des instances plus importantes pour voir
les limites de nos programmes.
2. http ://www.nlsde.buaa.edu.cn/∼kexu/benchmarks/graph-benchmarks.htm.
3. Ke XU, Professor of Computer Science - National Laboratory of Software Development Envi-
ronment - Department of Computer Science and Engineering - Beijing University of Aeronautics and
Astronautics - Beijing, 100083, P. R. China
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Table 5.1  Meilleurs résultats obtenus de 4 algorithmes sur les instances BHOSLIB
n Opt VCCP DFS_LR ED_LR LP_LR
frb30-15-1.mis 450 420 425 426 425 426
frb30-15-2.mis 450 420 425 425 425 425
frb30-15-3.mis 450 420 425 426 425 426
frb30-15-4.mis 450 420 425 426 426 426
frb30-15-5.mis 450 420 424 425 425 426
frb35-17-1.mis 595 560 567 567 566 567
frb35-17-2.mis 595 560 566 567 567 567
frb35-17-3.mis 595 560 566 567 566 566
frb35-17-4.mis 595 560 566 567 567 567
frb35-17-5.mis 595 560 565 567 567 567
frb40-19-1.mis 760 720 727 727 728 728
frb40-19-2.mis 760 720 727 728 728 727
frb40-19-3.mis 760 720 728 728 729 728
frb40-19-4.mis 760 720 727 727 728 728
frb40-19-5.mis 760 720 726 729 728 728
frb45-21-1.mis 945 900 908 910 909 910
frb45-21-2.mis 945 900 908 910 910 909
frb45-21-3.mis 945 900 909 911 910 910
frb45-21-4.mis 945 900 909 909 910 910
frb45-21-5.mis 945 900 909 910 909 909
frb50-23-1.mis 1150 1100 1109 1111 1110 1111
frb50-23-2.mis 1150 1100 1110 1111 1111 1110
frb50-23-3.mis 1150 1100 1110 1112 1112 1112
frb50-23-4.mis 1150 1100 1110 1111 1112 1112
frb50-23-5.mis 1150 1100 1111 1112 1110 1110
frb53-24-1.mis 1272 1219 1230 1231 1231 1232
frb53-24-2.mis 1272 1219 1229 1231 1231 1230
frb53-24-3.mis 1272 1219 1230 1232 1230 1231
frb53-24-4.mis 1272 1219 1231 1232 1231 1232
frb53-24-5.mis 1272 1219 1230 1231 1231 1230
frb56-25-1.mis 1400 1344 1356 1357 1358 1357
frb56-25-2.mis 1400 1344 1356 1357 1357 1357
frb56-25-3.mis 1400 1344 1355 1357 1358 1357
frb56-25-4.mis 1400 1344 1357 1355 1357 1356
frb56-25-5.mis 1400 1344 1355 1357 1356 1355
frb59-26-1.mis 1534 1475 1488 1490 1489 1488
frb59-26-2.mis 1534 1475 1488 1488 1487 1489
frb59-26-3.mis 1534 1475 1488 1489 1487 1489
frb59-26-4.mis 1534 1475 1489 1489 1489 1489
frb59-26-5.mis 1534 1475 1488 1488 1490 1490
Moyenne 967.25 976.3 977.32 977.12 977.17
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Figure 5.16  Rapport moyen des solu-
tions retournées par quatre algorithmes
par rapport à l'optimal pour le graphe
BHOSLIB n = 450
Figure 5.17  Rapport moyen des solu-
tions retournées par quatre algorithmes
par rapport à l'optimal pour le graphe
BHOSLIB n = 945
Figure 5.18  Rapport moyen des solu-
tions retournées par quatre algorithmes
par rapport à l'optimal pour le graphe
BHOSLIB n = 1150
Figure 5.19  Rapport moyen des solu-
tions retournées par quatre algorithmes
par rapport à l'optimal pour le graphe
BHOSLIB n = 1534
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Table 5.2  Valeur moyenne de la taille des solutions sur des hypercubes après 1000
exécutions
n Opt VCCP DFS_LR ED_LR LP_LR
Smin S Smin S Smin S Smin S
CHG_3.edg 8 4 4 5 4 5 4 5 4 4
CHG_4.edg 16 8 8 11 8 11 8 11 8 8
CHG_5.edg 32 16 16 22 16 22 16 22 16 16
CHG_6.edg 64 32 32 46 32 46 32 46 32 32
CHG_7.edg 128 64 80 94 76 93 84 94 64 64
CHG_8.edg 256 128 176 191 167 191 174 191 128 128
CHG_9.edg 512 256 364 388 358 389 368 388 256 256
CHG_10.edg 1024 512 759 788 748 790 750 788 512 512
CHG_11.edg 2048 1024 1564 1599 1551 1602 1559 1599 1024 1024
CHG_12.edg 4096 2048 3170 3239 3179 3245 3171 3238 2048 2048
CHG_13.edg 8192 4096 6470 6551 6475 6567 6468 6551 4096 4096
CHG_14.edg 16384 8192 13119 13242 13168 13272 13089 13241 8192 8192
Moyenne 2147 2181 2149 2186 2144 2181 1365 1365
Graphes : hypercube
Les graphes de type hypercube sont très intéressants par leur régularité (voir 3.5.1).
Quelque soit la taille d'un hypercube, tous les sommets et toutes les arêtes ont exac-
tement les mêmes caractéristiques. De plus comme le graphe est biparti, la résolution
exacte se fait facilement avec notre version de l'algorithme LP. Nous avons résolu 12
instances de graphes de type hypercube de 8 à 16384 sommets. Le tableau 5.2 résume les
moyennes des tests des 12 instances. Pour chacune de ces instances nous avons exécuté
1000 fois chaque méthode aﬁn de comparer la taille de la meilleure solution rencontrée
(Smin) et d'obtenir leur taille moyenne (S).
Si on se restreint aux trois algorithmes VCCP, DFS_LR et ED_LR, les résultats
sont tout à fait comparables : la taille moyenne des solutions ne diﬀère pas plus de 0.2%
sur toutes les instances. Si on regarde la colonne de LP_LR on constate que l'algo-
rithme trouve toujours la solution optimale (avec des durées d'exécution comparables
aux autres). En eﬀet dans les graphes bipartis le modèle relaxé du vertex cover en pro-
blème linéaire est équivalent à son modèle en problème linéaire en nombre entier. La
résolution se fait donc de manière exacte et la partie post traitement par LR est inutile.
Graphes : maracas
Nous avons vu dans la section 5.3.2 une famille de graphes dont le rapport d'ap-
proximation au pire cas tend vers 2 lorsque n est grand. Nous allons dans ce paragraphe,
étudier les résultats expérimentaux des algorithmes sur ces graphes. Nous avons résolu
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Table 5.3  Valeur moyenne de la taille des solutions sur les graphes de type maracas
après 1000 exécutions
n Opt VCCP DFS_LR ED_LR LP_LR
CMaracasGraph_101_50.edg 101 50 51 50.9 51 50
CMaracasGraph_201_100.edg 201 100 101 100.9 101 100
CMaracasGraph_301_150.edg 301 150 151 150.9 151 150
CMaracasGraph_401_200.edg 401 200 201 200.9 201 200
CMaracasGraph_501_250.edg 501 250 251 250.9 251 250
CMaracasGraph_601_300.edg 601 300 301 300.9 301 300
CMaracasGraph_701_350.edg 701 350 351 350.9 351 350
CMaracasGraph_801_400.edg 801 400 401 400.9 401 400
CMaracasGraph_901_450.edg 901 450 451 450.9 451 450
CMaracasGraph_1001_500.edg 1001 500 501 500.9 501 500
CMaracasGraph_1101_550.edg 1101 550 551 550.9 551 550
CMaracasGraph_1201_600.edg 1201 600 601 600.9 601 600
CMaracasGraph_1301_650.edg 1301 650 651 650.9 651 650
68 instances de 41 à 1381 sommets. Dans le tableau 5.3 nous présentons une partie des
valeurs moyennes de la taille des solutions retournées par chacun des algorithmes.
Comme ces graphes sont bipartis, il est tout naturel que l'algorithme LP_LR re-
tourne les solutions optimales. Ce qui est plus remarquable c'est que les trois autres
algorithmes retournent des solutions très proches de l'optimal : un sommet de diﬀérence
en moyenne. Alors que le rapport théorique en pire cas est de 2, ici l'expérience montre
qu'il est plus proche de 1. La courbe de la ﬁgure 5.20 indique par ailleurs que ce rapport
tend vers 1 lorsque l'instance est de taille importante (au delà de 200 sommets).
5.4.2 Analyse des résultats
Dans cette section, nous avons implémenté notre approche par partition en cliques
et trois autres méthodes basées sur des algorithmes d'approximation bien connus. Nous
les avons comparé et avons ainsi pu résoudre des instances de plus de 1000 sommets.
Les résultats montrent que les quatre algorithmes ont un comportement équivalent sur
les graphes aléatoires d'Erd®s-Rényi bien que le notre semble parcourir un espace de
solutions plus large que les autres. Sur les instances "benchmark" de type BHOSLIB,
il apparait que notre méthode semble être la plus apte à retourner la meilleure solution
parmi les algorithmes testés. Dans les graphes bipartis la résolution par programmation
linéaire donne des résultats exacts.
Nous avons également proposé un nouvel algorithme d'approximation de rapport
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Figure 5.20  Rapport entre la taille moyenne des solutions et l'optimal en fonction
de la taille des graphes maracas
strictement inférieur à 2 pour le problème classique du vertex cover. Nous avons montré
analytiquement que pour n'importe quel graphe, notre algorithme peut potentiellement
retourner n'importe quel vertex cover optimal. De l'approche par partition en cliques
présentée dans la partie I nous avons élaboré un algorithme d'approximation pour le
vertex cover de taille minimum. Il est alors naturel d'étendre ces analyses sur une
variante classique du problème : le vertex cover connexe.
5.5 Extension au vertex cover connexe
Dans cette section nous adaptons les algorithmes CP et CPGathering (voir sec-
tion 5.2) pour une variante du VC . Un vertex cover S de G est connexe si le graphe G[S]
induit par les sommets de S est connexe. Un vertex cover connexe optimal, noté S∗,
de G est un vertex cover connexe de taille minimum. Remarquons que OPTmV C ≤ |S∗|
(où OPTmV C est la taille du vertex cover optimal de G).
Ce problème est NP-diﬃcile dans les graphes planaires avec des arbres de degré
maximum 4 [Garey 1977] et ne peut pas être approximé avec un rapport inférieur à
10
√
5 − 21 [Fernau 2006], sauf si P = NP . Savage [Savage 1982] propose un algo-
rithme de rapport 2 pour le vertex cover (et donc pour la version connexe) dans les
graphes généraux, basé sur la recherche en profondeur (DFS). Escoﬃer, Gourves et
Monnot [Escoﬃer 2010] ont démontré que le problème est polynomial dans les graphes
cordaux, qu'il a un PTAS dans les graphes planaires et qu'il est APX -diﬃcile dans les
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graphes bipartis.
Nous décrivons ci-dessous le nouvel algorithme CCPGathering, pour construire des
partitions en cliques connexes de G. Nous utilisons comme sous routine un algorithme
glouton qui construit une clique maximale C (C est maximale au sens de l'inclusion) :
à partir d'un sommet u qui est initialement ajouté à C et tant que c'est possible, on
ajoute à chaque étape un sommet v voisin de tous les sommets de C.
Construisons tout d'abord une première clique maximale. On commence par une
partition en cliques initialement vide. Nous sélectionnons un sommet u quelconque et
de manière gloutonne nous construisons une clique maximale qui le contient. Tous les
sommets de cette première clique sont marqués (ou supprimés de G).
Ensuite construisons les autres cliques maximales. Nous sélectionnons un autre som-
met u non marqué, voisin d'au moins un sommet de la première clique. Comme pré-
cédemment nous construisons de manière gloutonne une clique maximale contenant u
avec les sommets non encore marqués. Cela donne une seconde clique maximale de G.
De manière générale, supposons que nous avons construit plusieurs cliques maximales
et que leurs sommets sont marqués. Tant qu'il reste un sommet non marqué, nous en
sélectionnons un, appelé u, voisin d'au moins un sommet des cliques déjà construites et
nous construisons une nouvelle clique maximale contenant ce sommet u avec les autres
sommets non marqués de G. Les sommets de la nouvelle clique sont marqués.
A la ﬁn, chaque sommet de G appartient à exactement une clique. L'algorithme
retourne un ensemble S, union de tous les sommets des cliques non triviales. Nous
montrons le théorème 4 ci-dessous.
Lemme 15 Soit G = (V, E) un graphe connexe et S l'ensemble de sommets retournés
par l'agorithme ci-dessus. Alors G[V − S] le graphe induit par les sommets des cliques
triviales est un stable.
Preuve. Appelons C la dernière clique construite, à une étape donnée, à partir d'un
sommet u. Supposons que C est une clique triviale, c'est-à-dire qui ne contient que le
sommet u, alors u n'est voisin d'aucune autre clique triviale C ′ = {v}, autrement, C ′
n'aurait pas été maximale lors de sa construction. Ainsi à la ﬁn de l'algorithme, les
sommets des cliques triviales induisent un stable dans G. 
Lemme 16 Avec les notations ci-dessus G[S] est connexe.
Preuve. Appelons C la dernière clique construite, à une étape donnée, à partir d'un
sommet u. Supposons que C est une clique non triviale alors u est lié à au moins une
autre clique non triviale (autrement u ne serait lié qu'à des cliques triviales mais dans
ce cas, l'une d'entre elles aurait pu s'étendre à u puisqu'ils sont voisins). Ainsi à chaque
étape, le graphe induit par les sommets des cliques non triviales est connexe. 
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Théorème 7 Soit S l'ensemble construit par l'algorithme polynomial décrit ci-dessus.
S est un vertex cover connexe de G et : |S| ≤ 2|S∗|. Le rapport 2 est atteint.
Preuve. Le lemme 15 montre que le graphe induit par les sommets des cliques triviales
est un stable donc S est trivialement un vertex cover de G. Le lemme 16 prouve que le
graphe G[S] induit par S dans G est connexe donc S est un vertex cover connexe de G.
De plus, comme la partition en cliques est minimale, par construction, avec le théorème
4, nous avons : |S| ≤ 2OPTmV C . Or OPTmV C ≤ |S∗| donc |S| ≤ 2|S∗|.
Enﬁn, considérons un chemin de 4 sommets a, b, c, d dans cet ordre. Une possible
partition minimale en clique est {{a, b}, {c, d}}. L'algorithme retourne alors une solution
de taille 4 alors que l'optimal est de taille 2 (sommets b, c). 
5.6 Bilan
Dans ce chapitre nous avons présenté un nouvel algorithme d'approximation pour
résoudre le problème du vertex cover de taille minimum. L'approche par partition en
cliques nous a permis de trouver une borne inférieure à partir de laquelle nous avons
montré que l'algorithme a un rapport d'approximation constant 2. Ce rapport a été
amélioré pour être strictement inférieur à 2 (valeur non constante). Pour être complet,
nous avons également présenté une sous routine qui permet de générer des partitions
en cliques minimales donnant ainsi à notre algorithme principal le potentiel de retour-
ner n'importe quelle vertex cover optimal. Les comparaisons (dans les même conditions
expérimentales) avec les algorithmes Depth-First Search, Edges Deletion et Li-
near Programming ont montré que les performances des méthodes sont relativement
équivalentes sauf dans les instances benchmark, connus pour être des instances diﬃciles
pour le vertex cover, où notre approche est légèrement meilleure.
Avec l'indépendant dominant de taille minimum, le vertex cover est un second pro-
blème qui se résout de manière assez naturelle avec des partitions en cliques. Dans le
chapitre suivant nous commenceront l'analyse de problèmes dérivés/proches du mIDS
et du mVC .

Chapitre 6
Problèmes de graphe avec conﬂits
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Précédemment, nous avons vu diﬀérentes méthodes pour résoudre le vertex cover de
taille minimum et l'indépendant dominant de taille minimum : des problèmes qui in-
terviennent dans diﬀérents domaines scientiﬁques [Roth-Korostensky 2000, Stege 2000,
Zhang 2006, Kuhn 2005]. Dans ce chapitre nous étendons notre étude à des problèmes
proches, qui peuvent servir à modéliser d'autres cas réels : vertex cover sans conﬂit,
vertex cover connexe sans conﬂit, indépendant dominant sans conﬂit, dominant sans
conﬂit et arbre de Steiner sans conﬂit. Dans un graphe, un conﬂit est une relation
entre deux sommets (ou deux arêtes) qui s'excluent mutuellement : dans un couple de
sommets (respectivement d'arêtes) en conﬂit si l'un est pris dans la solution l'autre est
exclu.
La recherche et la construction d'une solution sans conﬂit dans un graphe (qui
en possède) a été traité par [Zhang 2011, Jansen 1997, Szeider 2003, Darmann 2011,
Kanté 2013]. Certains problèmes comme le sac à dos s'y prête particulièrement bien
lorsqu'il faut, par exemple, éviter de mettre ensemble certains objets [Pferschy 2009].
L'administrateur d'un réseau peut aussi être confronté à des problèmes qui se modé-
lisent en vertex cover [Zhang 2006] et les conﬂits permettent de prendre en compte les
ressources limitées (ex. électricité), partagées par diﬀérents sommets. Les graphes avec
conﬂits interviennent également dans la résolution de problèmes de programmation en
nombres entiers [Atamtürk 2000].
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Figure 6.1  Graphe avec conﬂits Figure 6.2  Vertex cover sans conﬂit
6.1 Vertex cover sans conﬂit
Dans cette section nous traitons une variante du vertex cover : le vertex cover
sans conﬂit (vertex cover with no conﬂict : VCwnC ). Soit un graphe G = (V, E) et
un ensemble C de paires de sommets de G. Une paire de sommets de G, {u, v} ∈ C,
représente un conﬂit et C est un ensemble de conﬂits. Un vertex cover sans conﬂit
(VCwnC ) est un sous-ensemble S ⊆ V qui est un vertex cover (voir le chapitre 4
pour la déﬁnition) de G et qui ne contient pas de conﬂit : ∀u, v ∈ S, {u, v} 6∈ C. Le
problème de décision consiste à savoir s'il existe un tel sous-ensemble de G. Le problème
d'optimisation consiste à construire un VCwnC de taille minimum. Ce problème est
trivialement NP-diﬃcile ; en eﬀet lorsque C est vide, le problème revient à trouver un
vertex cover optimal.
La ﬁgure 6.1 donne un exemple d'un graphe avec 7 sommets, 11 arêtes à couvrir
(en noir) et 2 conﬂits (arêtes en pointillées). Remarquons qu'un conﬂit peut très bien
exister entre les deux extrémités d'une même arête de G (pour des raisons de clarté,
nous ne représentons pas de tel cas dans nos ﬁgures). Sur la ﬁgure 6.2 les sommets d'un
VCwnC sont en gris foncé. Une telle solution n'existe pas toujours comme le montre
la ﬁgure 6.3 : les conﬂits empêchent de prendre les couples de sommets 1, 3 ou 2, 4 qui
sont nécessaires dans tous les VC de ce graphe.
Dans la suite nous allons utiliser le problème 2-SAT pour résoudre le VCwnC .
Rappelons tout d'abord la déﬁnition du 2-SAT .
Soit un ensemble ﬁni de variables booléennes X = {x1, . . . , xn} et une formule
propositionnelle F = C1 ∧ ... ∧ Cl composée de clauses Ci = yi,1 ∨ yi,2 telles que
∀(i, j) ∈ [[1;n]]2, yi,j est un littéral de la variable xk (k = 1, . . . , n) c'est-à-dire : yi,j = xk
ou yi,j = ¬xk. Une aﬀectation τ : X → {0, 1} satisfait F si et seulement si pour chaque
clause Ci, τ(yi,1) = 1 ou τ(yi,2) = 1 (si yi,j = ¬xk alors τ(yi,j) = ¬τ(xk)). Une
solution 2-SAT est une aﬀectation SF qui satisfait F . Une solution optimale est une
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Figure 6.3  Graphe avec conﬂits sans solution
aﬀectation SF satisfaisant F dont le nombre de variables xi assignées à 1 (SF (xi) = 1)
est minimum. On note |SF | le nombre de variables booléennes telles que SF (xi) = 1.
Le problème de décision pour 2-SAT (c'est-à-dire savoir s'il existe une aﬀectation
satisfaisant F) est polynomial. Melven Robert Krom [Krom 1967] a proposé un al-
gorithme polynomial par fermeture transitive (transitive closure) pour retourner une
aﬀectation si elle existe. Aspvall, Plass et Tarjan [Aspvall 1979] ont amélioré la qualité
de l'approche en 1979. En 1992, Gusﬁeld et Pitt [Gusﬁeld 1992] prouvent que trou-
ver une aﬀectation optimale est NP-diﬃcile. Dans le même article, ils présentent un
algorithme d'approximation de facteur 2 pour le problème.
A présent nous réduisons le VCwnC au 2-SAT . Soit G = (V, E) un graphe non
orienté et C un ensemble de conﬂits. Chaque sommet de G est associé à une variable
booléenne xi (pour simpliﬁer xi désigne la variable et le sommet correspondant). Pour
chaque arête {xi, xj} ∈ E on ajoute une clause positive (xi ∨ xj) dans F . Pour chaque
conﬂit {xi, xj} ∈ C on ajoute une clause négative (¬xi∨¬xj) dans F . A titre d'exemple,
pour le graphe de la ﬁgure 6.1, nous avons la formule suivante : F = (x1 ∨ x2) ∧ (x2 ∨
x3)∧ (x3∨x4)∧ (x4∨x7)∧ (x7∨x6)∧ (x6∨x1)∧ (x6∨x5)∧ (x5∨x3)∧ (x4∨x6)∧ (x6∨
x3) ∧ (x5 ∨ x4) ∧ (¬x1 ∨ ¬x5) ∧ (¬x2 ∨ ¬x5) (les deux dernières clauses représentent
les conﬂits). Une aﬀectation possible SF qui satisfait F est : (SF (xi) = 1)i=2,3,4,6 et
(SF (xi) = 0)i=1,5,7.
Par cette construction polynomiale, F est donc sous la forme d'une instance 2-SAT .
Soit SF une aﬀectation qui satisfait F et S l'ensemble des sommets xi de G tels que
SF (xi) = 1.
Théorème 8 S est un VCwnC de G si et seulement si SF satisfait F . De plus |S| =
|SF |.
Preuve. Soit SF une aﬀectation qui satisfait F ; alors les clauses positives (xi∨xj) sont
satisfaites ; ainsi toutes les arêtes de E sont couvertes par S. De la même manière, les
clauses négatives (¬xi ∨ ¬xj) sont satisfaites ; ainsi chaque paire de sommets dans C a
au plus un de ses deux sommets dans S. Donc S est un VCwnC de G. Réciproquement
si S est un VCwnC de G alors toutes les arêtes de E ont au moins une extrêmité dans
S ; ainsi les clauses positives (xi ∨ xj) sont satisfaites. De plus comme chaque conﬂit de
102 Chapitre 6. Problèmes de graphe avec conﬂits
C a au plus un sommet dans S, les clauses négatives (¬xi ∨ ¬xj) sont aussi satisfaites.
Donc l'aﬀectation SF satisfait F . Et par construction |S| = |SF |. 
Théorème 9 Le problème de décision du VCwnC est polynomial.
Preuve. En appliquant la transformation polynomiale présentée et en utilisant un des
algorithmes de [Krom 1967] ou [Aspvall 1979] pour résoudre le 2-SAT , il est possible
de trouver en temps polynomial un VCwnC pour un couple (G, C) donné, s'il existe ou
de dire s'il en existe aucun. 
Corrolaire 3 Le problème d'optimisation du VCwnC est approximable avec un rapport
2.
Preuve. Le théorème 8 montre qu'à tout VCwnC correspond une aﬀectation satis-
faisant F , de la même taille ; il en est de même pour les solutions optimales (de taille
minimum). Ainsi, chercher un optimal du VCwnC est équivalent à chercher une aﬀec-
tation de taille minimum qui satisfait le problème 2-SAT correspondant.
En utilisant la transformation polynomiale et l'algorithme d'approximation de rap-
port 2 de [Gusﬁeld 1992] pour le problème de l'aﬀectation optimale du 2-SAT , nous
avons naturellement une 2-approximation pour le VCwnC . 
Ainsi, à l'instar du VC , le VCwnC peut être résolu avec un rapport d'approximation
de 2. Comme nous avons vu dans le chapitre 4, une de ses extensions est le vertex cover
connexe. La section suivante va traiter de la forme connexe de cette extension.
6.2 Vertex cover connexe sans conﬂit
Le vertex cover connexe sans conﬂit (connected vertex cover with no conﬂict :
CVCwnC ) est un cas particulier du vertex cover sans conﬂit. Soit (G, C), un vertex
cover connexe sans conﬂit (CVCwnC ) est un sous-ensemble S des sommets de G tel que
S est un vertex cover (∀{u, v} ∈ E , u ∈ V et/ou v ∈ V), G[S] (le graphe induit par les
sommets de S dans G) est connexe et ∀u, v ∈ S, {u, v} /∈ C. Le problème de décision du
CVCwnC consiste à savoir s'il existe un tel sous-ensemble. Notons qu'une telle solution
peut ne pas exister comme sur l'exemple de la ﬁgure 6.4 : le chemin de 5 sommets et
un conﬂit, n'admet pas de vertex cover connexe car le conﬂit entre les sommets 2 et 4
empêche d'avoir les deux sommets dans la même solution.
Pour notre démonstration nous réduisons le CVCwnC au problème du Exact 3-
Cover (X3C ), un problème NP-complet classique [Garey 1979] dont on rappelle la
déﬁnition. Soit X = {u1, u2, . . . , u3q} (q ∈ N) un ensemble d'éléments et une famille F
de k ∈ N ensembles Ci ⊆ X et |Ci| = 3 (i ∈ [[1; k]]) tel que ∪ki=1Ci = X . Le problème
6.2. Vertex cover connexe sans conﬂit 103
Figure 6.4  Graphe sans solution pour le CVCwnC
Figure 6.5  Schéma d'une instance de X3C
du X3C consiste à savoir s'il existe une couverture exacte SF ⊆ F de X : ∀Ci ∈
SF ,∀Cj ∈ SF − {Ci}, Ci ∩ Cj = ∅ et
⋃
Ci∈SF
Ci = X . La ﬁgure 6.5 donne un exemple
d'un tel problème : l'ensemble X = {u1, . . . , u9} est composé de 3q = 9 éléments
(les sommets) et la famille F est composée de k = 5 ensembles C1 = {u1, u2, u6},
C2 = {u3, u7, u8}, C3 = {u3, u4, u5}, C4 = {u7, u8, u9} et C5 = {u5, u8, u9} (entourés
en gris) de 3 éléments. L'ensemble {C1, C3, C4} est une couverture exacte de (X ,F).
Théorème 10 Décider s'il existe un CVCwnC est NP-complet même dans les graphes
bipartis.
Preuve. De manière triviale, le problème est dans NP. Soit (X ,F) une instance
quelconque de X3C . Construisons une instance (G, C) de la manière suivante. Chaque
uj ∈ X est un sommet de G (noté uj aussi). Chaque Ci ∈ F est un sommet de G (noté Ci
aussi). On ajoute un nouveau sommet r, connecté à tous les sommets Ci. Dans G chaque
sommet Ci est connecté aux 3 sommets ua, ub, uc si et seulement si dans F l'ensemble
Ci = {ua, ub, uc}. Deux sommets Ci et Cj distincts sont en conﬂit ({Ci, Cj} ∈ C) si
et seulement si dans F , Ci ∩ Cj 6= ∅. La construction est polynomiale et le graphe est
biparti.
Pour illustrer cette transformation, la ﬁgure 6.6 présente le couple (G,C) de 15 som-
mets, 15 arêtes et 5 contraintes (arêtes grisées) construit à partir du problème X3C
présenté précédemment (voir la ﬁgure 6.5).
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Soit (X ,F) une instance de X3C et (G, C) l'instance du CVCwnC associée.
Supposons qu'il existe une solution SF pour le problème du X3C . Soit S = {r} ∪
SF ∪ X . G[S] est connexe (les Ci sont connectés entre eux par r ∈ S et chaque ui est
connecté à un Ci car SF couvre X ). Toute arête e ∈ E est couverte par S (car S contient
r et tous les ui). Ainsi S est un vertex cover connexe de G. Il n'y a aucun conﬂit dans S
car les seuls conﬂits qui peuvent exister sont entre les sommets de type Ci ; or comme
SF est une solution de X3C , ∀Ci, Cj ∈ SF , Ci∩Ci = ∅ et ils ne sont donc pas en conﬂit.
Ainsi S est un CVCwnC .
Supposons maintenant qu'il existe un CVCwnC de (G, C). Comme G[S] est connexe,
S contient nécessairement des sommets de type Ci. Notons SF l'ensemble des sommets
de type Ci de S. Comme S est sans conﬂit on a : ∀Ci, Cj ∈ SF , Ci ∩ Cj = ∅. On a
aussi
⋃
Ci∈SF Ci = X , sinon ∃x ∈ X tel que x /∈
⋃
Ci∈SF Ci et on est alors dans l'un
de ces deux cas : (1) x /∈ S, comme x a au moins une arête incidente, celle-ci n'est pas
couverte et c'est absurde car S est un vertex cover ; (2) x ∈ S, dans ce cas, ses arêtes
incidentes sont bien couvertes par S mais x est un sommet isolé de G[S] (aucun voisin
de x n'est dans S) et c'est absurde car G[S] est connexe. Ainsi, SF est bien une solution
du problème X3C . 
Nous venons de démontrer que le problème de décision du CVCwnC est NP-complet
par la réduction à X3C . Nous pouvons remarquer que dans la preuve du théorème 10,
le graphe induit G[S] est un arbre et que la solution S couvre tous les sommets ui ;
cela nous a conduit à adapter cette démonstration au problème de l'arbre de Steiner
à la section 6.3.3. Mais avant cela, nous allons présenter la variante avec conﬂits des
problèmes étudiés dans la partie I de ce document. Ainsi la section suivante adapte cette
démonstration pour montrer que décider de l'existence d'un indépendant dominant sans
conﬂit et d'un dominant sans conﬂit est également NP-complet .
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6.3 Autres problèmes avec conﬂits
Ici nous démontrons la NP-complétude de la décidabilité pour quelques problèmes
classiques, lorsque des conﬂits sont ajoutés. Les versions sans conﬂit sont triviales. Nos
réductions sont aussi basées sur le X3C dont la description et les notations sont données
à la section 6.2.
6.3.1 Indépendant dominant sans conﬂit
La partie I nous a confronté aux problèmes de type indépendant dominant de taille
minimum (mIDS ). Il est alors naturel de s'interroger sur sa version sans conﬂit.
Soit (G, C), un indépendant dominant sans conﬂit (Independent Dominating with
no Conﬂict : IDwnC) est un sous-ensemble S ⊆ V tel que S est un dominant de G
(∀u ∈ V, u ∈ S ou N(u) ∩ S = ∅), S est un indépendant de G (pour tout u ∈ S et tout
v ∈ S, uv 6∈ E) et S est sans conﬂit (∀u, v ∈ S, {u, v} /∈ C). Le problème de décision du
IDwnC consiste à savoir s'il existe un tel sous-ensemble dans G.
Pour tout graphe il existe toujours au moins un indépendant dominant : il suﬃt
de construire un indépendant maximal pour l'inclusion grâce à un algorithme glouton
polynomial. Mais un IDwnC peut ne pas exister (si chaque sommet est en conﬂit avec
tous les autres par exemple).
Théorème 11 Le problème de décision de l'IDwnC est NP-complet, même dans les
graphes bipartis.
Preuve. Trivialement, le problème est dans NP. Pour la suite, la démonstration est
faite avec le problème du Exact 3-Cover (X3C ). Soit (X , F) une instance de X3C .
Construisons une instance (G, C). Chaque uj ∈ X est un sommet de G (noté uj aussi).
Chaque Ci ∈ F est un sommet de G (noté Ci aussi) : on connecte à chaque sommet
Ci un nouveau sommet noté ri (qui n'est connecté qu'à Ci). Dans G chaque sommet Ci
est connecté aux 3 sommets ua, ub, uc si et seulement si dans F l'ensemble Ci contient
les éléments ua, ub, uc. Construisons maintenant l'ensemble des conﬂits C. Les sommets
Ci et Cj sont en conﬂit ({Ci, Cj} ∈ C) si et seulement si dans F , Ci ∩ Cj 6= ∅. Chaque
sommet ui est en conﬂit avec tous les autres sommets de G. La construction de l'instance
(G, C) est polynomiale et G est un graphe biparti.
Pour illustrer cette transformation, la ﬁgure 6.7 présente le couple (G,C) de 15 som-
mets, 15 arêtes et de nombreuses contraintes (arêtes grisées et arêtes en pointillées
autours des ui) construit à partir du problème X3C présenté précédemment (voir la
ﬁgure 6.5).
Supposons qu'il existe une solution SF pour le problème X3C . Soit S l'ensemble
composé de tous les sommets Ci ∈ SF et, pour chaque Cj 6∈ SF , on ajoute à S son
sommet voisin rj . Trivialement, S est un indépendant. S est aussi un dominant de G
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car chaque sommet ui est dominé par exactement un Cj ∈ SF ; chaque Cj qui n'est
pas dans SF est dominé par rj ∈ S ; chaque ri est soit dans S soit dominé par son Ci ;
enﬁn, S n'a aucun conﬂit car Ci et Cj sont en conﬂit si et seulement si Ci ∩ Cj 6= ∅ or
Ci ∈ SF , Cj ∈ SF et SF est une partition de X. De plus, les sommets rj ne sont en
conﬂit avec aucun sommet de type Ci.
Supposons maintenant qu'il existe un IDwnC noté S de (G, C). Dans ce cas, S
ne contient aucun sommet de X (car chacun de ses sommets est en conﬂit avec tous
les autres et on ne pourrait donc pas avoir de solution avec plus d'un sommet, ce qui
est impossible). S contient donc obligatoirement des Ci et éventuellement des sommets
de type rj . Notons SF l'ensemble des sommets Ci de S. Comme S est un dominant
∪Ci∈SFCi = X . De plus, comme S est sans conﬂit, pour tout Ci ∈ SF et tout Cj ∈ SF
diﬀérent on a Ci ∩ Cj = ∅. Ainsi SF est une solution du problème X3C . 
Après avoir démontré que savoir s'il existe une solution pour l'indépendant dominant
sans conﬂit est NP-complet , il est trivial d'en déduire le corolaire pour les dominants
sans conﬂit, précisé dans la section suivante.
6.3.2 Dominant sans conﬂit
Pour un couple (G, C) donné, un dominant sans conﬂit (Domination with no
Conﬂict : DwnC) est un sous-ensemble S ⊆ V tel que S est un dominant de G (∀u ∈ V,
u ∈ S et N(u) ∩ S 6= ∅) et sans conﬂit (∀u, v ∈ S, {u, v} /∈ C). Le problème de décision
du DwnC consiste à savoir s'il existe un tel sous-ensemble dans G. Notons que pour tout
graphe il existe toujours au moins un dominant (on peut prendre par exemple tous les
sommets de G) mais qu'un DwnC peut ne pas exister (par exemple si chaque sommet
est en conﬂit avec tous les autres).
6.3. Autres problèmes avec conﬂits 107
Corrolaire 4 Le problème de l'existence du DwnC est NP-complet même dans les
graphes bipartis.
Preuve. Trivialement, le problème est dans NP (il suﬃt de parcourir la solution et de
vériﬁer que tous les sommets sont dominés). Remarquons tout d'abord que l'indépendant
dominant est un cas particulier du dominant sans conﬂit (lorsque E = C).
Soit (G, C) une instance du problème IDwnC. Soit C′ = C ∪ E (les arêtes de G sont
considérées comme des conﬂits dans C′). Il est maintenant facile de montrer que : S
est un IDwnC de (G, C) si et seulement si S est un DwnC de (G, C′). Trivialement,
quel que soit un indépendant dominant sans conﬂit SIDwnC de (G, C), SIDwnC est un
dominant sans conﬂit de (G, C′) puisque C′ = C∪E . De même, quel que soit un dominant
sans conﬂit SDwnC de (G, C′), il est aussi indépendant car pour tout u ∈ SDwnC et tout
v ∈ SDwnC , uv /∈ E et uv /∈ C. Cette équivalence et le théorème 11 nous donne le
résultat. 
Remarquons que lorsque l'ensemble des conﬂits est un sous-ensemble des arêtes du
graphe (C ⊆ E), le problème de l'existence d'un IDwnC ou d'un IDwnC est polynomial.
En eﬀet, dans cette situation, il existe au moins un IDwnC (dont la construction se
fait en temps polynomiale avec un simple algorithme glouton) ; de plus quel que soit un
IDwnC, c'est aussi un DwnC.
Cette section a permis de démontrer que le problème d'existence des problèmes
d'indépendant dominant et de dominant sans conﬂit sont très diﬃciles et ce, même
dans les graphes bipartis.
Jusqu'à présent, l'utilisation du problème de X3C semble très eﬃcace pour dé-
montrer la diﬃculté de savoir s'il existe ou pas une solution en temps polynomial de
nos problèmes sans conﬂit. Nous avons alors essayé de l'étendre à d'autres problèmes,
comme l'arbre de Steiner présenté dans la section suivante.
6.3.3 Arbre de Steiner sans conﬂit
Soient G = (V, E) un graphe non orienté, C un ensemble de conﬂits de G etM⊆ V
un sous-ensemble de sommets. L'arbre de Steiner sans conﬂit (Steiner Tree with no
Conﬂict : STwnC ) pour l'instance (G, C,M) est un arbre ST = (VT , ET ) couvrant M
(M ⊆ VT ⊆ V) dans G (VT ⊆ V et ET ⊆ E) qui ne contient aucun conﬂit (∀u, v ∈
S, {u, v} /∈ C). Le problème de décision du STwnC consiste à savoir s'il existe un tel
arbre pour l'instance (G, C,M). Notons qu'une telle solution peut ne pas exister comme
sur l'exemple 6.8 : l'arête en gris représente les conﬂits et les sommets 1 et 5 (en gris
foncé) sont à couvrir. Il est impossible de joindre ces deux sommets sans passer par les
sommets 2 et 4. Avec seulement (G,M), il est trivial de savoir s'il existe ou non un
arbre couvrantM dans G. Avec les conﬂits, le problème est NP-complet comme dans
les sections précédentes.
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Figure 6.8  Graphe sans solution pour le STwnC
Théorème 12 Décider s'il existe un STwnC est un problème NP-complet, même dans
les graphes bipartis.
Preuve. Le problème est dans NP. La démonstration se fait, encore une fois, avec le
problème du X3C (voir la section 6.2 pour les notations). Soit (X ,F) une instance quel-
conque de X3C . Construisons une instance (G, C,M) de la manière suivante. Chaque
uj ∈ X est un sommet de G (noté uj aussi). Chaque Ci ∈ F est un sommet de G (noté
Ci aussi). On ajoute un nouveau sommet r, connecté à tous les sommets Ci. Dans G
chaque sommet Ci est connecté aux 3 sommets ua, ub, uc si et seulement si dans F
l'ensemble Ci = {ua, ub, uc}.
On poseM = X . Deux sommets Ci et Cj distincts sont en conﬂit ({Ci, Cj} ∈ C) si
et seulement si dans F , Ci ∩ Cj 6= ∅. La transformation est donc identique à la section
précédente et la ﬁgure 6.6 dessine le triplet (G, C, M) construit à partir du problème
X3C : X = {u1, . . . , u9} et C1 = {u1, u2, u6}, C2 = {u3, u7, u8}, C3 = {u3, u4, u5},
C4 = {u7, u8, u9} et C5 = {u5, u8, u9}.
Supposons qu'il existe une solution SF pour le problème du X3C . Soit S = {r} ∪
SF ∪ X . S couvre tous les sommets de M car M = X ⊂ S. G[S] est connexe : les Ci
sont connectés entre eux par r ∈ S et chaque ui ∈ X est connecté à un Ci ∈ SF car SF
couvre X . Donc G[S] contient un arbre qui couvreM. Il n'y a aucun conﬂit dans S car
les seuls conﬂits qui peuvent exister sont entre les sommets de type Ci ; or SF est une
solution de X3C (∀Ci, Cj ∈ SF , Ci ∩ Ci = ∅). Ainsi G[S] contient un STwnC .
Supposons maintenant qu'il existe un STwnC , ST = (VT , ET ) de (G, C,M). Comme
ST est connexe, il contient nécessairement des sommets de type Ci. Notons SF l'en-
semble des sommets de type Ci de ST . Comme ST est sans conﬂit on a : ∀Ci, Cj ∈
SF , Ci ∩ Cj = ∅. On a aussi
⋃
Ci∈SF
Ci =M = X , sinon ∃x ∈ M tel que x /∈
⋃
Ci∈SF
Ci.
Mais on est alors dans un de ces cas : (1) x /∈ ST , c'est absurde car ST couvre toutM ;
(2) x ∈ ST , dans ce cas c'est un sommet isolé de ST (aucun voisin de x n'est dans ST ) :
absurde car ST est un arbre. 
6.4 Bilan
Dans ce chapitre nous avons étendu nos travaux vers cinq nouveaux problèmes de
type sans conﬂit : le vertex cover sans conﬂit, le vertex cover connexe sans conﬂit,
l'indépendant dominant sans conﬂit, le dominant sans conﬂit et l'arbre de Steiner sans
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conﬂit. Par une transformation en 2-SAT nous avons montré que le problème d'opti-
misation du vertex cover sans conﬂit est APX avec un rapport d'approximation de 2.
Par une réduction polynomiale aux problèmes de X3C , nous avons montré que savoir
s'il existe une solution (même non optimale) était déjà un problème NP-complet même
dans les graphes bipartis pour l'indépendant dominant, le dominant et l'arbre de Steiner
sans conﬂit.
Ces problèmes étant très proches nous nous sommes tout d'abord demandé s'il était
possible d'appliquer nos idées pour résoudre le problème d'optimisation. Cependant
ces résultats montrent qu'il faut dans un premier temps avoir un autre objectif que la
résolution exacte. Pour commencer il s'agira de trouver un bon algorithme pour décider
s'il existe ou non une solution et (peut-être) la retourner si elle existe. Dans le cadre du
mIDS et VC , il serait intéressant d'essayer de nous inspirer de l'heuristique de recherche
à partir d'une partition en cliques pour les résoudre.

Conclusion

L'évolution de la puissance de calcul permet de résoudre de manière exacte des
problèmes de taille de plus en plus importante. Là où il y a 10 ans il fallait plusieurs
jours pour résoudre certains problèmes de graphe de seulement quelques sommets, il
est possible à présent de résoudre ces mêmes problèmes en seulement quelques minutes
et jusqu'à plusieurs vingtaines de sommets. Nous avons souhaité, à travers ce travail,
revenir sur les algorithmes exacts aﬁn de développer de nouvelles approches de ré-
solution ; mais aussi de tester expérimentalement ces approches aﬁn d'analyser leur
comportement. Par la suite, et dans un souci de compromis entre temps et perfor-
mance, nous avons travaillé sur les algorithmes d'approximation. Ces derniers nous
permettent expérimentalement de résoudre en quelques secondes le problème du vertex
cover dans des graphes de plusieurs centaines de sommets.
Dans un premier temps nous avons traité le problème de l'indépendant dominant
de taille minimum (mIDS ). Ce problème est de la classe NP-complet et il n'existe
pas d'algorithme d'approximation de facteur constant pour le résoudre. Néanmoins,
en travaillant sur les problèmes de couplage (partition du graphe en arêtes) dans les
line graphs, nous avons montré que dans cette famille de graphes, le mIDS est 2-
approximable. La résolution du problème par couplage permet facilement de prendre en
compte la propriété de dominance du problème. En voulant généraliser cette méthode
de résolution aux autres graphes, nous avons trouvé une approche originale, par par-
tition en cliques, pour résoudre de manière exacte le mIDS . Notre tentative d'étudier
la complexité en moyenne nous a conduit à proposer une nouvelle manière d'analy-
ser la complexité algorithmique. Nous avons ainsi montré que, lorsque le graphe est
suﬃsamment grand et suﬃsamment dense, la méthode par partition en cliques a une
complexité exponentielle qui tend à être plus petite que n'importe quelle autre mé-
thode. Nous continuons néanmoins à penser qu'il est possible de calculer la complexité
en moyenne : qui pourrait se faire dans un premier temps, par rapport à la partition en
cliques utilisée. Cette étude nous a également permis de proposer une nouvelle borne
inférieure pour le problème. Les expériences numériques ont montré que le programme,
codé en C++, est capable de résoudre dans un délais raisonnable (de l'ordre de quelques
minutes) des problèmes de graphe jusqu'à une centaine de sommets (selon la densité
et la structure du graphe). La littérature relative à la résolution exacte du mIDS étant
assez maigre en ce qui concerne les expérimentations numériques, nous avons trouvé un
seul article qui a publié et comparé de manière claire, deux algorithmes de résolution
du mIDS , sur les grilles. En nous comparant avec ces résultats, nous avons montré que
l'approche par partition en cliques est de loin la plus eﬃcace.
Tous ces travaux nous ont aidé à remarquer que dans une clique de taille c, il faut
au moins c−1 sommets de la clique pour avoir une couverture des arêtes, autrement dit
un vertex cover (mVC ). Nous avons alors traité le mVC . Ce problème est un problème
NP-complet classique, déjà présent dans l'ouvrage de Garey et Johnson. En s'inspirant
de la résolution du mIDS nous avons résolu de manière exacte le mVC et la remarque
précédente nous a conduit à développer un nouvel algorithme de rapport d'approxima-
tion, en pire cas, constant égal à 2 et en raﬃnant, un autre non constant strictement
inférieur à 2. Rappelons qu'il existe déjà beaucoup d'algorithmes de rapport d'approxi-
mation égal à 2 pour résoudre le mVC , mais (étonnamment) il y a très peu de résultats
numériques dans la littérature. Nous avons donc pris le parti de coder et de compa-
rer quatre algorithmes classiques de rapport d'approximation 2. Les résultats montrent
qu'en pire cas, comme en moyenne, les solutions trouvées sont très proches. On peut
cependant noter que sur les instances benchmark, réputées pour être des instances dif-
ﬁciles pour ce problème, l'approche par partition en cliques semble parcourir un espace
de solutions plus grand et trouve plus souvent des solutions de meilleure qualité.
Dans l'objectif d'élargir le panel des problèmes qui peuvent être résolus par notre ap-
proche par partition en cliques, nous avons, dans un troisième temps, traité un nouveau
type de problèmes de graphe, qui intègre des conﬂits. Nous avons notamment étudié
les problèmes du vertex cover connexe sans conﬂit, de l'indépendant dominant sans
conﬂit et de l'arbre de Steiner sans conﬂit, sur des graphes généraux avec des conﬂits.
Une première analyse permet de démontrer que les problèmes de décision liés sont NP-
complets, présageant ainsi une forte diﬃculté pour l'optimisation des problèmes dans les
graphes avec conﬂits. Malgré cette diﬃculté, nous avons démontré que le problème du
vertex cover sans conﬂit est 2-approximable dans les graphes généraux. Pour les autres
problèmes, une étude future serait de chercher des familles de graphes dans lesquelles
les problèmes de décision liés seraient polynomiaux et dont les problèmes d'optimisation
seraient NP-complets.
Ces travaux mènent à plusieurs perspectives de recherche qu'il serait intéressant
d'approfondir dans un futur proche. Tout d'abord, il est intéressant de voir que la
complexité de l'algorithme par partition en clique, pour résoudre le mIDS , dépend de
la qualité de la partition en cliques de départ. De même, le rapport en pire cas de
l'algorithme d'approximation, pour résoudre le mVC , dépend aussi de la qualité de la
partition en cliques de départ. Il serait alors utile de chercher à caractériser ce qu'est
une bonne partition en cliques et d'étudier les probabilités et/ou la loi de distribution
de l'algorithme qui génère les partitions. Cette étape réussie, il serait possible de cal-
culer pour un graphe donné, la complexité en moyenne de l'algorithme pour résoudre
le mIDS et le rapport d'approximation en moyenne de l'algorithme pour résoudre le
mVC . On peut également noter la généricité de cette approche par partition en cliques
qui permet d'intégrer, de manière intrinsèque, la notion d'indépendance (les partitions)
et de dominance (les cliques). Ces propriétés pourraient aider à adapter la méthode à
d'autres problèmes de type indépendant et/ou dominant : indépendant de taille maxi-
mum, dominant de taille minimum, par exemple.
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Liste des Abréviations
G[H] graphe d'ensemble de sommets H et d'ensemble d'arêtes qui relient les sommets
de H : {uv : uv ∈ E , u ∈ H et v ∈ H}
S solution réalisable
S∗ solution optimale
C une partition en cliques
Ci clique d'indice i
ci taille de la clique d'indice i
Kn grpahe complet de n sommets
n nombre de sommet du graphe G
C ensemble de conﬂits
CVCwnC vertex cover connexe sans conﬂit
DwnC dominant sans conﬂit
E ensemble des arêtes
G graphe non orienté et non pondéré
IDS indépendant dominant
IDwnC indépendant dominant sans conﬂit
mIDS indépendant dominant de taille minimum
MM sous ensemble d'arêtes formant un couplage maximal
mMM sous ensemble d'arêtes formant un couplage maximal de taille minimum
mVC vertex cover de taille minimum
OPT taille de la solution optimale (de taille minimum) pour un problème donné
STwnC arbre de Steiner sans conﬂit
VC vertex cover
VCwnC vertex cover sans conﬂit
V ensemble des sommets
N(u) ensemble des voisins du sommet u
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