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Abstract
Brout-Englert Higgs physics is one of the most central and successful parts of the standard
model. It is also part of a multitude of beyond-the-standard-model scenarios.
The aim of this review is to describe the field-theoretical foundations of Brout-Englert-Higgs
physics, and to show how the usual phenomenology arises from it. This requires to give a precise
and gauge-invariant meaning to the underlying physics. This is complicated by the fact that
concepts like the Higgs vacuum expectation value or the separation between confinement and the
Brout-Englert-Higgs effect loose their meaning beyond perturbation theory. This is addressed by
carefully constructing the corresponding theory space and the quantum phase diagram of theories
with elementary Higgs fields and gauge interactions.
The physical spectrum needs then to be also given in terms of gauge-invariant, i. e. composite,
states. Using gauge-invariant perturbation theory, as developed by Fro¨hlich, Morchio, and Strocchi,
it is possible to rederive conventional perturbation theory in this framework. This derivation
explicitly shows why the description of the standard model in terms of the unphysical, gauge-
dependent, elementary states of the Higgs and W -bosons and Z-boson, but also of the elementary
fermions, is adequate and successful.
These are unavoidable consequences of the field theory underlying the standard model, from
which the usual picture emerges. The validity of this emergence can only be tested non-perturbatively.
Such tests, in particular using lattice gauge theory, will be reviewed as well. They fully confirm
the underlying mechanisms.
In this course it will be seen that the structure of the standard model is very special, and
qualitative changes occur beyond it. The extension beyond the standard model will therefore also
be reviewed. Particular attention will be given to structural differences arising for phenomenology.
Again, non-perturbative tests of these results will be reviewed.
Finally, to make this review self-contained a brief discussion of issues like the triviality and
hierarchy problem, and how they fit into a fundamental field-theoretical formulation, is included.
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1 Introduction
1.1 Context and topic
The primary subject of this review are the foundations of the Brout-Englert-Higgs (BEH) effect [1–7]
in the standard model and beyond, and how from these foundations phenomenological predictions can
be made.
However, it will become clear that it is actually already very hard to unambiguously and in physical
terms define what is meant by this expression. Nonetheless, with the discovery [8, 9] and establishing
[10, 11] of the Higgs particle experimentally, it is necessary to fully understand what is actually meant
by Brout-Englert-Higgs physics, and what its implications are for more general theories.
The aim of this review is to collect what we know on this question and its answer. Both the question
and the answer are much more subtle than commonly assumed.
In particular, this review is rather a status report than a final answer. In this, it summarizes
almost half a century of research. This research has to a large extent proceeded in parallel to standard
phenomenology using perturbation theory, though there had been occasional connections. This research
has deep links to the lattice formulations of quantum field theories. But it had also little connection to
the mainstream lattice literature which concentrated on strong interactions, though much of which is to
be discussed applies irrespective of the strength of interactions. As a consequence, many of the results
appear unfamiliar, or seem to even contradict the common lore found in many textbooks. One purpose
of this review is therefore to show how these apparent contradictions are resolved, and how the insights
of all of these fields interconnect, and represent different facets of the same physics. It will also become
clear that the standard model, as beautifully as it is, is deceptive from the vantage point presented
here: It hides many of the subtleties of quantum field theory, because of its very special structure. In
fact, the ultimate quest of the decades of research presented here is not to change the standard model.
Much to the contrary, the goal is to provide a single, consistent description of the standard model, and
any theory beyond, as long as it is a quantum gauge field theory.
But it is not the aim to have a ultraviolet-complete, non-perturbative definition of such theories.
Rather, what will be discussed will apply also to any low-energy effective theory, whether it is renor-
malizable or not, provided the details of the ultraviolet completion do not interfere with the low-energy
physics. This is a modest condition, and a requirement quite generally put on models of particle physics.
It is also not the aim to discuss the epistemological and ontological relevance of the theories and degrees
of freedom to be described here, which is a subject of the philosophy of physics [12, 13]. Although the
technical description presented here in fact realizes such views.
Because superficially the research to be discussed in this review seems to be in conflict with what is
written in many textbooks, there is appendix A with frequently asked questions. Besides a very brief
answer to the most often asked questions it contains pointers to both the sections of this review as well
as the most pertinent original literature where they are answered in detail.
1.2 Setting the scene
After these preliminary remarks on the context of this review, it is now time to start describing what
are the underlying questions. To approach the difficulties and subtleties involved, it is probably best to
define first the class of theories which will be addressed. The central ingredient is a non-Abelian gauge
theory of Yang-Mills type, with some gauge group G and gauge bosons Wµ. In addition, there are
one or more scalar bosons φ, called Higgs bosons, which belong to some representation R of the gauge
group. They can exhibit some global symmetry group G, especially if there are more than one of them
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in the same representation. This global symmetry will be called custodial symmetry in the following.
These Higgs bosons can interact with each other in some way described by the Higgs potential
V , which involves only gauge-invariant combinations of the Higgs bosons, and which may or may not
break the global symmetries explicitly in part or fully. There may also be further particles, especially
fermions, in the theory, but their structure does not matter right now, and these will be absorbed in a
Lagrangian Lr. The theory therefore has the structure
L = −1
4
W aµνW
µν
a + (Dµφα)
†Dµφα − V (φ) + Lr (1)
W aµν = ∂µW
a
ν − ∂νW aµ − gfabcW bµW cν
Dijµ = ∂µδ
ij − igW aµTRαija , (2)
where the index α counts the Higgs particles and representations, fabc are the structure constants of the
gauge group, and g is the gauge coupling. If the gauge group is not simple, multiple gauge couplings
can arise. The TRα are the generators of the gauge group G in the respective representation.
The simplest case is obtained when reducing this theory to the gauge group SU(2) with a complex
doublet of Higgs fields in the fundamental representation. These are in total four real degrees of freedom
for the Higgs, which exhibit a custodial symmetry group SU(2). Furthermore, a polynomial potential
renormalizable by power-counting is chosen, and no other particles are involved. The Lagrangian reduces
then to
L = −1
4
W aµνW
µν
a + (Dµφ)
†Dµφ− λ ((φφ†)2 − f 2)2 . (3)
The parameters f and λ are couplings of the potential. This is the prototype theory for BEH physics.
Most of the features and problems to be discussed in this review can already be made explicit for
this theory, and it will therefore serve as the workhorse throughout this review. Still, some features,
especially those discussed in sections 3.2, 4.8, and 5.4, will require to return to a more extended theory.
The standard approach to the theory (3) [14, 15] is to note that there is a classical minimum at
φ†φ = f 2. In the next step the Higgs field is split as
φ(x) = v + η(x), (4)
with η a new fluctuation field and setting the constant field v such that |v| = f and thus 〈η〉 = 0.
The value v is also called the vacuum expectation value of the Higgs field. Inserting this split into the
Lagrangian (3) results at tree-level in the usual phenomenology of massive gauge bosons and a single
massive Higgs particle, as well as a number of would-be Goldstone bosons. Performing perturbation
theory leads to the quite successful phenomenology of the standard model today [10]. This will be
discussed in detail in section 3.3.
1.3 The central issue
The fundamental field-theoretical problem arising is that v, in contrast to the parameter f of the
Lagrangian (3), is dependent on the gauge. In fact, it is possible to construct gauges, as will be
described in section 3.1, in which 〈φ〉 = 0 always holds. Thus no vacuum expectation value exists. This
has been noticed already very early on [16]. However, in such gauges the gauge bosons remain massless
to all orders in perturbation theory, as can be shown using standard methods [14]. This immediately
implies that perturbative results on the masses of theW and Z gauge bosons would be gauge-dependent,
and thus potentially unphysical. This, of course, leaves immediately the question of why it then works
so well [10].
The answer to this question has two parts. The first is how to gauge-invariantly formulate the
phenomenology of this theory. The second is why the standard approach yields the same result. The
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first question will be addressed in the first part of this review. The second question will not be addressed
until section 4.5. In the course of answering the second question, it will be seen that the standard model
is quite special, and it was therefore historically not really necessary to fully answer the first question
yet1.
The whole problem starts when considering what a split like (4) actually means on a field-theoretical
level. In classical physics, this is very well defined. In a quantum theory, this is much less so, and requires
already in the case of global symmetries a well-defined definition of what symmetry breaking actually
means. This will be discussed in section 2. When then taking the transition to gauge symmetries in
section 3.1, it will become clear that there is no gauge-invariant way of how to distinguish the existence
or absence of a vacuum expectation value of the Higgs.
If there is no gauge-invariant way of defining the vacuum expectation value of the Higgs, the whole
standard procedure [14] of doing BEH physics seems to collapse on itself at first. This seems to question
the whole basis of the current theoretical description of experiments, despite its huge success [10]. But
it does not. Rather, it can be shown that a treatment taking the gauge-dependence into account will
lead to, essentially, the same results for the standard model.
How this works out is exactly the core of this review: The construction of a fully gauge-invariant
description of this physics, and how the standard phenomenology follows from it. This starts in section
3. There, a gauge-invariant description of the theory (3) will be set up. This is the first step of
developing a comprehensive, field-theoretical consistent view on BEH physics. This view is continued
by establishing the link to phenomenology, and experiment, in section 4. This link was originally devised
in [18, 19] by Fro¨hlich, Morchio, and Strocchi (FMS). This approach will be developed in section 4,
and was dubbed gauge-invariant perturbation theory in [20]. It will be used in section 4.5 to determine
the static properties of the spectrum, i. e. particle types, multiplicities and masses, in a manifestly
gauge-invariant way.
Of course, also the dynamics, and especially scattering processes, have been investigated experi-
mentally exceedingly well, and need to be recovered. While this has not yet been developed as far as
the static properties, it is possible to do so, as will be shown in section 5. These results will finally
resolve the paradox, as it will show that quantitatively everything reduces (almost) to the results of
ordinary perturbation theory, thereby sanctifying what has been done so far. The agreement of this
approach with experiment follows therefore immediately. Still, doing consciously phenomenology in this
framework is a rather recent development, and thus much still needs to be done. However, many of
the lattice investigations of BEH physics reviewed here did took this implicitly into account, without
explicitly spelling the relation out. The reason is that performing lattice simulations forces you to
decide implicitly how you identify observable particles, as will be discussed in section 4 in detail.
However, the agreement between standard phenomenology based on perturbation theory and a
manifest gauge-invariant formulation is a special feature of the standard model. In more general theories
like (1) the results of both approaches may or may not differ qualitatively. This has far reaching
implications for BSM phenomenology, and there is not yet a systematic way to decide in which kind of
theories agreement occurs, and in which not. This will be discussed, together with the lattice support
for such qualitative differences, in section 4.8.
While gauge-invariant perturbation theory actually describes physics quite accurately, it is not
obvious that it should work. To test the described framework theoretically requires non-perturbative
methods, which can deal, within their systematic limitations, with this type of physics. Most of the
support stems from lattice simulations, which will be briefly introduced in section 3.5. The most
relevant support for the developed picture of BEH physics will be presented in sections 3.8, 4.6, and
4.8.2. Unfortunately, for reasons to be discussed in section 3.5, lattice simulations cannot yet address
1As noted, this question has been discussed in the philosophy of science literature, see e. g. [12, 13]. There, the problem
of the gauge-dependence has also been recognized, and led to a quite similar conclusion as the arguments leading up to
here. A general historical overview of BEH physics without focus on these questions can be found e. g. in [17].
3
the standard model as a whole, much less any extensions of it. Therefore only subsectors have been
investigated with these methods.
As the gauge symmetry is the key to the concepts presented here, only such investigations will be
covered which include the gauge nature of the weak interactions. There is a substantial literature on
the ungauged Yukawa sector, including extensions, see e. g. [21–28], which will not be covered. Also
not reviewed will be many beyond-the-standard model extensions without BEH effect, which have been
investigated on the lattice, see e. g. [29] for a review. However, the present subject has also bearings on
such scenarios, as will be discussed in section 6.5.
The core of this review is a physical picture of BEH physics. From this somewhat separate stand
issues like triviality or the vacuum stability problem. However, they are not entirely disconnected, and
this will be discussed in section 6. This includes the questions of the finite-temperature electroweak
phase transition and its implications for cosmology. This subject will only be briefly touched upon in
section 6.4, and forms a vast enough topic to require an own review. A summary and a list of open
problems and future directions will be provided in section 7.
2 Global symmetries
Before embarking to gauge symmetries, it is quite helpful to reconsider global symmetries. Also here
a full field-theoretical treatment [30] leads to insights which seem at first counter-intuitive. But in the
end, they give a much clearer notion of what symmetry (breaking) at the quantum level really is. At
the same time, the standard results and notions will be recovered, embedded in a bigger picture. Thus,
the purpose of this section is not to alter anything about global symmetry breaking. Rather, the aim
is to make explicit various steps which in textbook treatments are often left implicit.
It should be noted that most of the following depends strongly on the space-time dimension. In
particular, most mechanisms do not operate at the quantum level in one and two dimensions [30, 31],
due to infrared fluctuations. This the celebrated Coleman-Mermin-Wagner theorem [30, 32, 33]. In the
following it will always be implicitly assumed that the dimensionality is sufficient, i. e. usually three
or more, to allow for the described phenomena to take place. This is of course with hindsight to the
application to particle physics.
2.1 Setup
For simplicity, consider a set of real or complex2 fields φi, where i labels the fields. The theory should
be described by a Lagrangian
L = ∂µφ†i∂µφi − V (φ), (5)
where V is a potential term. Now, let the kinetic term be invariant under a symmetry transformation
φi → φi+ δφi. These transformations form a group G, usually a Lie group, called the symmetry group.
The fields are then in a representation R of this group.
Assuming that the transformation is linear, it acts as φ→ gφ, where the matrix g is a representation
of some group element g¯ ∈ G. If the representation R is not faithful, the related group element is not
unique. To avoid this complication, the following will focus on the representations g(g¯) of the group
elements g¯, and identify it with the corresponding group element(s).
For global symmetries the group elements are space-time-independent. Any value of φ, which can
be related by some g to a fixed field configuration Φ, is said to be in the same orbit as Φ [34]. I. e. a
(group) orbit is defined as OΦ = {φ = g(g¯)Φ, g¯ ∈ G}, similar to a ray in linear algebra. Φ plays the
2It is always possible to map a complex representation to a, not necessarily linear, real representation [14, 34, 35],
although, as the example of the groups SU(2) and SU(2)/Z2 ≈SO(3) shows, the global structure of the group may induce
subtleties [34, 36].
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role of a representative field configuration of the orbit. Of course, Φ can be exchanged for any other
element of the orbit, its choice is arbitrary.
For simplicity, it will be assumed in the following that the group is a simple Lie group and that
the representation is irreducible, but not necessarily faithful. The latter is necessary to include, e. g.,
explicitly the adjoint representation of many groups, especially the special unitary groups.
Probably the best known example of a theory like (5) is the linear σ-model [14], where the fields
are real and the symmetry group is the orthogonal group O(N), with N the number of real fields. In
principle the fields may also be in higher tensor representations of the group, but this does add little
conceptually new here, and will therefore not be considered explicitly. Especially as this raises the
technical complexity considerably [34].
2.2 Explicit breaking
It is now up to the potential V , whether the whole Lagrangian is invariant under the symmetry [34, 35].
For the sake of simplicity, let the potential be a polynomial in the fields. If V can be written as a sum
of terms where each term is an invariant of the representation, the potential is invariant. Invariants
are (for real fields) expressions ai1,...,ikφi1 ...φik such that the expression is invariant under the symmetry
transformation, which implies
ai1...ikgi1j1...gikjkφj1...φjk = ai1...ikφi1 ...φik .
E. g. for the linear-σ model aφ2 = aδijφiφj = aijφiφj is of this type, but aiφi, is not, as it singles out a
direction. If the potential is not build from invariants, the Lagrangian is no longer invariant under the
symmetry group, and the symmetry is called explicitly broken. If the potential is invariant under some
true subgroup H ⊂ G of the symmetry group only, it is said that the symmetry is explicitly broken
down to this subgroup.
2.3 Classical spontaneous breaking
Consider now classically the potential
V (φ) = −µ
2
2
φ2 + λφ4, (6)
with µ2 ≥ 0, λ > 0, and with the fields in the fundamental representation of G =O(N). Then the
potential is invariant under G.
But orbits can still be distinguished in subclasses. One subclass OG are those orbits, which are
invariant under the whole group, i. e.
OΦ = O
G
Φ =⇒ g(g¯)Φ = Φ ∀g¯ ∈ G.
In the present example, this would only be the orbit characterized by Φ = 0. Then there are other
orbits OHi, which are invariant under some true subgroup Hi ⊂ G, where i labels the subgroups of the
group G, which may be both continuous and discrete. I. e., these orbits satisfy
OΦ = O
Hi
Φ =⇒ h(h¯)Φ = Φ ∀h¯ ∈ Hi.
It is important to note that if another representative Φ will be chosen, this will lead to a conjugate
subgroup H′i, and thus a similarity transformation on the level of the h. It is therefore a statement
about whole groups, rather than a particular set of generators. Elements from OHi will not be invariant
under any group element of G outside the subgroup Hi, but trivially so under any subgroups of Hi.
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For the present example, this would be any field configuration of arbitrary, but fixed, length φ2 = a2,
and the (single) subgroup is H =O(N−1). Thus, for every orbit the corresponding subgroup may differ,
as it will be the one leaving a fixed Φ invariant. However, while the particular rotation axis differs for
each orbit, the rotation group O(N − 1) does not. In this example the orbits are also characterized by
the length |Φ|, as elements with different lengths belong to different orbits.
Note that there can be one or multiple orbits fulfilling the same condition. The collections of orbits
invariant under the same subgroup is called stratum, SHi , which includes the case Hi = G. The groups
Hi 6= G are in this context called little groups. A complete classification of possible little groups and
strata is not entirely trivial, especially for non-simple Lie groups [34], but for any explicit case possible.
Return to the example (6). If µ = 0 the stratum SO(N) is special, as it minimizes the action. If
µ 6= 0, this changes. Now, those orbits are (classically) preferred which satisfy φ2 = v2 = µ2/(2λ), and
thus have a particular length. However, they are still invariant under the little group associated with
the stratum the singled out orbit belongs to, in this case SO(N−1). As a consequence, everything remains
still symmetric under the corresponding little group. This residual symmetry is thus determined by the
stratum membership of the classically preferred orbit. Especially, a change of µ2, as long as is remains
non-zero, will only select a different orbit from this stratum, but not a different stratum. In this sense,
the physics of classical symmetry (breaking) is actually a physics of stratum and orbit selection.
But in classical physics initial conditions are required. The initial conditions will then ultimately not
only select an orbit, but actually a member of the orbit. Thus, the existence of the initial conditions can
finally select a particular direction and therefore break the little group explicitly. Thus, the necessary
initial conditions of classical physics turns spontaneous symmetry breaking into explicit symmetry
breaking. Classically, spontaneous symmetry breaking can therefore be considered to be restricting
the choice of possible initial conditions to a particular stratum and orbit. But such a final solution
will never respect the symmetry, even of the associated little group. It is, of course, possible to select
symmetric initial conditions, e. g. φ = 0 for (6). But since all directions are now equally preferred, the
system again only moves along trajectories which keep this feature. In this example, it will actually
remain at φ = 0, as without additional perturbation of the initial conditions or the potential this is the
suitable solution to the equations of motion. This is a metastable situation.
The important insight is that symmetry breaking is classically due to either of two reasons. Either
the symmetry is intrinsically explicitly broken by a term in the Lagrangian. Or it is after spontaneous
breaking explicitly broken by the initial conditions. Since the initial conditions are not predictable from
the Lagrangian or equation of motions, they will be considered an external influence.
However, it should be noted that it is possible to demand for a mechanical system that trajectories
have to be stable under time evolution [37, 38]. If this additional constraint is imposed, only solutions
can be obtained which are not metastable, and therefore correspond to absolute minima of the potential.
This demand effectively reduces the space of possible initial conditions but guarantees a stable time
evolution under perturbations. In the following this restriction will not be imposed.
While this is a straightforward example, this is mainly due to the choice of an irreducible representa-
tion where there is only the trivial stratum SG and a single non-trivial stratum. The stratum structure
becomes quickly more involved in more general cases [34], as does the physics. For now, only the case
with a single non-trivial stratum will be considered. The situation with multiple non-trivial strata will
be considered again in section 3.9.
2.4 At the quantum level
Before discussing the quantum version of the classical situation, it should be noted that there is the
additional possibility that the path integral3 measure can also be non-invariant under a symmetry
3It should be understood that a rigorous definition of the path integral requires infrared and ultraviolet regulation
[39, 40]. This can be achieved, e. g., using a lattice as is done in section 3.5. This will be assumed tacitly in the following.
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[14, 41]. This is a so-called anomaly. In the following it will always be assumed that such anomalies do
not occur. This is mainly for the purpose of simplicity. Otherwise, they act in the present context of a
quantum theory essentially in the same way as an explicit breaking by the Lagrangian, as the symmetry
is not realized at the quantum level.
2.4.1 Global symmetries and the path integral
Consider now the quantum case [34, 35] without explicit symmetry breaking. Adding explicit symmetry
breaking will not change the following, except for reducing the full symmetry group to its unbroken
subgroup. It is best to study an explicit example, and then generalize the concepts. Take, e. g., the
same situation as before and thus still with
V (φ) = −µ
2
2
φ2 + λφ4, (7)
being the potential of the (interacting) linear σ-model [14]. Classically, as discussed in section 2.3, the
potential (7) is minimized by the orbit with a fixed length4 φ2 = v2 = µ2/(2λ). However, rather than
an individual field configuration, the whole orbit minimizes the potential. As noted before, in classical
physics the initial conditions determine which member of an orbit would be chosen, yielding the classical
field configuration. In quantum physics, this is different. This is best understood in the context of a
path-integral treatment, and an even more simplified model.
Consider the zero-dimensional, i. e. space-time-independent, case of the linear-σ model. Then the
kinetic part is dropped. The remainder is equivalent to the situation of a constant field, having still the
same minimum. The path integral can then be explicitly evaluated, as can expectation values involving
an odd or even number of fields, yielding
Z =
∫
dNφe
−i
(
µ2
2
φ2+λφ4
)
= Ω(N)
∫
rN−1dre
−i
(
µ2
2
r2+λr4
)
= Ω(N)f(µ, λ)
〈
φjg(φ
2)
〉
=
∫
dNφφjg(φ
2)e
−i
(
µ2
2
φ2+λφ4
)
= 0 (8)
〈
g(φ2)
〉
=
∫
dNφg(φ2)e
−i
(
µ2
2
φ2+λφ4
)
= Ω(N)h(µ, λ)
where Ω(N) is the N -dimensional surface of the unit sphere, g is some arbitrary function, and the
functions f and h can be calculated exactly. These results hold always, no matter the values of the
parameters. In particular, the vacuum expectation value 〈φj〉 = 0 for all values, even in cases where a
fixed-length field is classically preferred.
It should be noted that also the length 〈φ2〉 of the field does not distinguish the cases where the
minima of (7) are at length zero or at a finite length. In both cases, the explicit evaluation of the
integral gives a non-zero value.
Understanding the result (8) is straightforward from a path-integral perspective. Because the min-
imization of (7) fixed only the length, but not the direction, of the minimizing field configuration, the
path integral (or, in the present case, the integral) still averages over all directions. Since all directions
are equal, any quantity which has no preferred direction has to vanish. Thus at the level of expectation
values the symmetry is still maintained: All expectation values are invariant under the symmetry.
This is not true for an individual measurement, however. The statement (8) does only say that
when performing many measurements, the orientation vanishes on average. A single measurement may,
4Note that it is often customary to rewrite the parameters of the Lagrangian such that, e. g., λ is written as a ratio
of µ and v. This will not be done here, as this intermingles two independent quantities, the length of an orbit and a
parameter of the Lagrangian, which need to be carefully distinguished in the following.
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or may not, have an orientation. The probability for this depends on the parameters of the theory, and
(8) only states that if it has an orientation, every orientation is equally likely.
As an aside, note that in a path integral treatment it is not necessary to define a vacuum state.
If one insists on doing so [15], the vacuum state is a superposition of fields with all directions. An
actual measurement of the vacuum state will then also yield a state with a particular condensate and
orientation. But this condensate will again be zero on the average.
This seems at first at odds with the usual picture of spontaneous symmetry breaking in quantum
theories, where it is usually assured that a particular direction is ’chosen’, leading to a non-zero vacuum
expectation value [14].
2.4.2 Sources
However, both views can be made compatible, provided they are carefully enough defined. To do so,
introduce an external source,
Z[j] =
∫
dNφie
−i
(
µ2
2
φ2+λφ4+jφ
)
. (9)
Then 〈
φig(φ
2)
〉
j 6=0
6= 0,
because now a direction is preferred. However, this is because the source breaks the symmetry explicitly,
and this leads back to the case of section 2.2.
The analogy carries only this far, because the expression (9) is analytic in j. Returning therefore
back to the field theory case (7), some statements carry over [42]. The first is that when classically no
spontaneous symmetry breaking occurs, the same argument applies at the quantum level: There is no
preferred direction, and thus any expectation value which has a direction, like (8), is necessarily zero.
But in the quantum theory, the situation changes compared to the classical case if spontaneous
symmetry breaking could occur. The argument above still holds true in the quantum case, for any
value of the parameters of the potential. There is no explicitly preferred direction, and the path
integral averages over all possible directions equally, with equal measure, as the action and measure is
invariant. To put it differently, the path integral represents here the quantum phenomena of averaging
incoherently over all possible breaking patterns. Non-invariant expectation values therefore still vanish,
as if the symmetry would be intact.
The reason is really the presence of the path integral’s measure, and that this measure is invariant
under the symmetry and therefore includes all possible field configurations, and thus in particular all
possible (global) directions of the field. As this is just the quantum mechanical superposition principle,
it can be said that quantum effects restore the classically spontaneously broken symmetry at the level
of expectation values. However, this does not imply that there are no consequences of the classical
situation.
To understand how they arise, proceed as in (9). Introduce a source to explicitly break the symmetry,
say in the 1-direction, i. e. a source jδi1. Then this direction is preferred, yielding
〈φi〉j 6=0 = δi1f(j). (10)
The big difference is now that there is a non-analyticity of the function f in j,
lim
j→0
f(j) = v 6= 0. (11)
This feature is what can be properly called spontaneous symmetry breaking: This limit does not vanish.
Especially, this implies
lim
j→0
〈φi〉j = vδi1, (12)
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and there is a conventional vacuum expectation value5. The non-analyticity becomes manifest by noting
that the value of this limit depends on the source. If, e. g., the source would prefer direction 2, the value
would be vδi2 instead of vδi1. The same effect can also be achieved by introducing boundary conditions
in space and time which break the symmetry explicitly [37, 44].
Nonetheless, since the integration argument above is still valid, this implies
0 = f(0) 6= lim
j→0
f(j). (13)
In addition, because not only the value (13) at the point j = 0 differs from the limit (12), but also
the value of the limit (12) differs for different sources, 〈φ〉j→0 is necessarily non-analytic in j at j = 0.
Since the vacuum expectation value (10) will be non-zero for even an infinitesimally small value of j,
this implies that the system is metastable with respect to external sources in terms of j. Thus, without
an external source, the system should be regarded as metastable, rather than spontaneously broken.
Whether there is then a vacuum expectation value in an actual theory depends on whether there is an
external influence like a source.
2.4.3 Detecting symmetry breaking without a source
In fact, the metastability can actually also be observed at j = 0 without taking an explicit limit. A
possible, non-local, operator to detect it is [45, 46]
mr =
〈(∫
ddxφi(x)
)2〉
. (14)
The important difference between the operator (10) and (14) is that (10) measures the average absolute
orientation. Without explicit symmetry breaking it therefore needs to be zero, as all directions are
treated equally in the path integral. The expression (14) measures a relative orientation for each field
configuration, and therefore tests, whether there is a preference in such a single configuration. The
path-integral is then a weighted average only over the yes-or-no statement that there is or is not an
orientation in any given configuration. Therefore, it can detect even in the case of all directions equal
a potential for a direction, and thus the metastability.
Conversely, a quantity like 〈φ2〉 cannot be used to detect either the presence or absence of metasta-
bility. This quantity merely measures the average size of fluctuations. It will therefore only be zero if
the field itself is zero except for some measure-zero region of space-time. However, such configurations
are only a measure-zero part of the path integral, and therefore this quantity will never vanish.
An important issue to note is that this discussion is about expectation values. I. e. averages over
many measurements. A statement like (13) needs therefore to be read as that without source there is
on the average no preferred direction. Performing an individual measurement without source will
still yield a result with preferred, but random, direction, if the system is metastable, i. e. if a quantity
like (14) is non-zero. This is the same as in the limit of non-vanishing source, except for the fact that the
measured orientation is random, while with source it will be aligned with the source6. This distinction
between expectation values and measurements is crucial for the distinction between metastable and
spontaneously broken systems. Especially, in the metastable system there is no vacuum expectation
value on average, while there is one on average in the spontaneously broken case. In the metastable
case, expectation values are (trivially by being zero) invariant under symmetry transformations, while
5Note that this does not need to be in one-to-one-correspondence with classical spontaneous symmetry breaking.
Quantum effects can lift a classical symmetry breaking, as will be seen in explicit examples in section 3.7, or lead to
additional non-analyticities [43]. Potentially, also the reverse is possible. This stems from quantum corrections to the
potential, but the details play no role for the conceptual considerations of this section.
6Actually, not every measurement will yield something which is perfectly aligned with the source, only on the average.
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they are not invariant in the spontaneously broken case. But measurements will in both cases yield an
explicit direction.
In a sense, measurements take thus over the role of initial conditions of the classical case. After all,
the measurement process is not part of the path integral description, and thus not described by it. It
would be quite interesting to understand how these effects would play out in the context of quantum
probability theory [47].
2.4.4 Sources as parameters of external effects
Whether to use sources is now a question of context, and mainly depends on the embedding of a
theory. If the theory is considered as part of a larger system, either by having an environment or if it is
considered to be a low-energy effective theory, the environment or the overarching theory can provide
an infinitesimal external influence. Then a description using a source is surely adequate. If there is
no surrounding, or the surrounding itself should not break the symmetry explicitly, then the theory
should also not be treated using the limiting procedure7. In particular, in particle physics, where there
is usually not considered any outside, it is often hard to argue where such an explicit breaking should
come from. Subsectors of particle physics may be different. E. g. the quark masses in pure QCD can
be taken as an example of such an external source giving the chiral symmetry breaking a preferred
direction. Otherwise, chiral symmetry would only be metastable rather than spontaneously broken.
This is a view driven by phenomenology which aims at considering the system as closed as possible.
Alternatively, it is possible to put a mathematical definition of the theory first, which allows for the
appearance of boundary conditions8 and/or limits of external sources as defining properties of a theory
[37, 44]. This demands the theory to be stable under unitary time evolution in the presence of external
perturbations. In such a case, the theory is defined in terms of a (vanishing) source or boundary
conditions. That is the equivalence of restricting to trajectories with stable time evolution in the
classical case. However, in the following the phenomenological view will be taken.
To stay in line with standard textbooks [14, 15], the situation with an explicit source will be referred
to as ’spontaneous symmetry breaking’. The situation without source will be referred to as ’metastable’.
That it is even possible to define the difference is due to the global nature of the symmetry. This will
change very much for local symmetries in section 3.
This leaves the question, if the usual phenomena associated with spontaneous symmetry breaking,
most prominently Goldstone bosons, still occur in the metastable case. The answer to this is that they
will not arise in the usual way, as will be discussed in section 2.6.
2.4.5 Finite volume
Since in the following lattice methods will be used, it is necessary to make a few observations on how the
above discussed issues will change if there are only a finite number of degrees of freedom, in particular
a finite volume V [42, 48, 49]. In such systems there is no non-analyticity possible. Therefore, the
limit of f(j) for j to zero will always vanish. Physically, this is because tunneling processes allow to
again sample all possible orientations. Therefore, the order of limits is important. To have a preferred
direction requires
lim
j→0
lim
V→∞
f(j).
7Though this may be still a useful technical trick.
8Boundary conditions are here additional conditions imposed, e. g., on the space-time manifold or the integration
manifold of the path integral. They are not necessary to define the partition function, as the path integral can be
extended over the whole integration manifold, and no conditions need to be imposed on (flat) space-time. They are
therefore different from the classical initial conditions.
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as the appropriate order of limits. Of course, this plays no role when working in the metastable
case, i. e. when evaluating f(0). It is important to note that an infinite volume will make tunneling
between different orientations impossible. However, the path integral integration range is still over all
orientations. Thus the qualitative features of the metastable case are volume-independent.
2.5 Hidden symmetry
In addition to any of the above, there is an additional effect due to the usually employed shift (4).
Irrespective of the status of the symmetry, this hides the symmetry, i. e. makes it not longer manifest
[34]. This has profound implications of its own, as the presence or absence of a symmetry makes itself
only indirectly felt.
Consider for concreteness an O(2) model with potential9
V (φ, φ†) = −1
2
µ2φ†φ+
1
2
µ2
f 2
(φ†φ)2. (16)
The potential is invariant under the transformation
φ→ e−iθφ ≈ φ− iθφ. (17)
Hiding proceeds now by rewriting the complex field in terms of its real and imaginary part, φ = σ+ iχ.
The complete Lagrangian then takes the form
L = 1
2
(∂µσ∂
µσ + ∂µχ∂
µχ) +
µ2
2
(σ2 + χ2)− 1
2
µ2
f 2
(σ2 + χ2)2,
and therefore describes two real scalar fields, which interact with each other and having the same
(tachyonic) tree-level mass µ. The symmetry is still manifest, as only the combination σ2 + χ2 enters
the Lagrangian. The corresponding transformations take the (infinitesimal) form
σ → σ + θχ (18)
χ → χ− θσ, (19)
and therefore mix the two degrees of freedom.
The extrema of the potential occur at σ = χ = 0 and at
σ2 + χ2 =
f 2√
2
= φ†φ. (20)
Whether these extrema are maxima or minima is obtained from the second derivatives of the potential.
The second derivatives are smaller or equal to zero at zero field, and thus this is a local maximum.
Fields satisfying (20) yield minima. The situation at the minima is symmetric, so it is possible to make
any choice to split the f 2/
√
2 between σ and χ.
It is possible to perform an arbitrary linear field redefinition. E. g. shift
σ → σ + v√
2
(21)
χ → χ.
9It should be noted, as an aside, that it is always possible to shift the potential such that the lowest energy state has
energy zero. In this case, the potential takes the form
V =
µ2
2f2
(
φφ† − f
2
√
2
)2
. (15)
This is the same as the potential (16), up to a constant term of size µ2f2/8, which is irrelevant.
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This yields a new (and equally well-defined) Lagrangian
L = 1
2
(∂µσ∂
µσ + ∂µχ∂
µχ) +
µ2v√
2
(
v2
f 2
− 1
)
σ +
µ2v2
4
(
v2
2f 2
− 1
)
−µ2
(
3
2
v2
f 2
− 1
2
)
σ2 − µ2
(
1
2
v2
f 2
− 1
2
)
χ2 +
√
2µ2
f
v
f
σ(σ2 + χ2) +
µ2
2f 2
(σ2 + χ2)2 (22)
v=f
=
1
2
(∂µσ∂
µσ + ∂µχ∂
µχ)− µ2σ2 +
√
2µ2
f
σ(σ2 + χ2) +
1
2
µ2
f 2
(σ2 + χ2)2 − µ
2f 2
8
. (23)
In the last line, (23), the usual [14] identification v = f has been done.
The Lagrangian (23) describes the fluctuation field σ and the tree-level-massless field χ. These
interact with cubic and quartic interactions. There is no obvious trace at the Lagrangian level left of
the original symmetry. It is hidden, but not gone. In fact, it is still perfectly there.
To see this note first that the cubic coupling constant is not a free parameter of the theory, but it is
uniquely determined by the other parameters. That is, as it should be, since by a mere field translation
no new parameters should be introduced into the theory. Thus, though the symmetry is no longer
manifest, it is still present: It ensures a relation between the couplings of various interaction vertices.
In the quantum theory, this will resurface in the Ward identities. Thus, even though the shift (21)
seems to have manifestly broken the symmetry, this is not the case. If it would truly be broken, the
couplings would all be independent. Thereby, the notion of a hidden symmetry arises [34].
In fact, the Lagrangian (22) is still fully symmetric. This can be seen in the way the symmetry
manifests. After (21) the symmetry transformation (18-19) reads
σ → σ + θχ
χ → χ− θ(σ − v)
v → v + θχ,
i. e. v has actually to be transformed. Therefore, it is useful to work with the Lagrangian (22), to see
this. Because the identification v = f has not been done yet it is manifest where changes occur. Note
that especially the linear term and even the constant term, which do not participate in the dynamics,
are still relevant to maintain the symmetry: Both change under this transformation, as they depend on
v.
The other consequence is that in the Lagrangian (22), i. e. before the identification v = f has been
made, at tree-level both fields are still massive. However, these tree-level masses are not symmetry-
invariant quantities, and there is no Goldstone boson.
All of this is always possible. It becomes particularly useful, if the symmetry is spontaneously
broken. By introducing a source and aligning it with the vacuum expectation value in (21) this particular
direction freezes out. Any residual symmetry does no longer change v. Hence, v can be treated as a
parameter of the Lagrangian, and set to f , yielding (23). Especially, there is now a massless Goldstone
boson χ, and symmetry transformations under any residual symmetry would only affect σ and χ, but
not v. In the present case, this is only a discrete parity transformation, χ→ −χ.
2.6 The Goldstone theorem
One10 of the most remarkable consequences of spontaneous symmetry breaking is the masslessness of
one of the degrees of freedom in (23). This is a special case of Goldstone’s theorem [14, 30, 50]. It
is useful to formulate this theorem more generally, both at the classical and quantum level, to fully
appreciate how the situation in the metastable case differs.
10For selected steps of the standard treatment I follow here [14].
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2.6.1 Classical Goldstone theorem
The Goldstone theorem [50] states: If a symmetry group G of size dimG is spontaneously broken, then
there exist as many massless modes as there are generators. If the group is only partly broken then
only as many massless modes appear as generators are broken. This theorem only applies if the state
space is positive semi-definite, and therefore does not carry over to gauge theories, as will be discussed
in chapter 3.
Take as the symmetry group a (semi-)simple Lie-group G and write the fields in real components.
Then the symmetry transformation of the associated real fields transforming under a real representation
of the symmetry group are given by
δφi = iT
ij
a φjθ
a (24)
with arbitrary infinitesimal parameters θa and the index a counting from 1 to dimG. In a Lagrangian
L = 1
2
∂µφi∂
µφi − V (φ)
the kinetic term is trivially invariant. The extrema of the potential satisfy
0 =
∂V
∂φi
δφi = i
∂V
∂φi
T aijφ
jθa.
Since the parameters are arbitrary, this can only be satisfied if
∂V
∂φi
T aijφ
j = 0 (25)
holds. Assume that there are solutions to (25) with non-zero φj. These are the usual minima of
spontaneous symmetry breaking. One of the minima, and thus its direction v, is now selected by the
initial conditions.
The vacuum value |v| of the field can then by identified with the parameters of the Lagrangian, as
discussed at the end of section 2.5. The symmetric matrix of second derivatives,
∂2V
∂φk∂φi
∣∣∣∣
φ=v
= ((M(v))2)ki,
is positive semi-definite at a minimum, i. e., has only positive or zero eigenvalues. Shifting the fields by
ψi = φi−vi and expanding the potential around v yields at quadratic order in the fields the Lagrangian
L = 1
2
∂µψi∂
µψi − 1
2
(M2)kiψkψi + ....
Because M is positive semi-definite, all particles have then zero or positive mass at tree-level11.
In terms of this mass matrix the conditional equation for a classical minimum reads
(M2)kiT aijv
j = 0. (26)
The little group is the invariance group H of this minimum. As a consequence for generators ta of H
the conditional equation reads
taijv
j = 0.
Therefore, the value of the mass matrix is irrelevant for these directions, and there can be dimH massive
modes. However, for the coset space G/H with generators τa, the corresponding equations
τaijv
j 6= 0.
11This neglects the influence of terms beyond quadratic order, which can become relevant [37].
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are not fulfilled, and therefore the corresponding entries of the mass-matrix have to ensure (26). Espe-
cially, if the mass matrix is diagonal they have to vanish. Since these represent dim(G/H) equations,
there must be dim(G/H) massless modes, the Goldstone modes.
E. g. for the O(N) linear σ-model, the generalization of (15), the only non-trivial minimum satisfies
φiφi =
vivi√
2
!
=
f 2√
2
> 0
provided f 2 is greater than zero. This minimum characterizes a vector of length f 2/
√
2 on the N -sphere,
and is therefore invariant under the group O(N − 1), being the (only non-trivial) little group of the
fundamental vector representation of the theory. Since O(N) has N(N − 1)/2 generators, there are
N − 1 generators spontaneously broken, and thus there exists N − 1 massless modes.
2.6.2 Quantized Goldstone theorem
To determine the consequence of hiding a symmetry at the quantum level, it is useful to investigate the
normalized partition function
Ω[j] =
Z[j]
Z[0]
=
1
Z[0]
∫
Dφ exp
(
i
∫
d4x(L + jiφi)
)
,
with the same Lagrangian as before. The source j, inducing the spontaneous symmetry breaking, will
be send to zero in the end, but it is useful to leave it non-zero for now.
Since the Lagrangian and the measure are invariant under a symmetry transformation, the variation
of the partition function must vanish
0 = δΩ[j] =
∫
DφeiS+i
∫
d4xjiφi
(
∂δφi
∂φj
+ δ
(
iS + i
∫
d4xjiφi
))
.
The first term is the deviation of the Jacobian from unity. As it is assumed that there are no anomalies,
the measure is invariant, and the deviation vanishes. The second is the variation of the action, which
also vanishes, as the action is invariant under the symmetry by construction. Only the third term can
contribute. Since all variations are arbitrary, it thus follows∫
d4xjiT
a
ik
δΩ[J ]
iδjk
= 0,
where it has been used that Z[0] is a constant, and the order of functional and ordinary integration has
been exchanged. Furthermore, as all variations are independent this yields dimG independent equations.
Since
δΩ ≡ δ (eΩc) = eΩcδΩc,
this can be rewritten in terms of the generating functional Ωc for connected correlation functions as
0 =
∫
d4xjiT
a
ik
δΩc[j]
iδjk
δΩc[j]
iδji
= 〈φi〉 .
This can be transformed into an equation for the vertex (i. e., connected and amputated correlation
functions) generating functional Γ by a Legendre transformation
iΓ[φ] = −i
∫
d4xjiφi + Ωc[j]
ji = −δΓ[φ]
iδφi
. (27)
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This yields finally ∫
d4x
δΓ
δφi
T aik 〈φk〉 = 0. (28)
To obtain the mass of a particle at the quantum level requires to study the poles of its propagators.
The inverse propagator of the fields φi is given by
iδ2Γ
δφi(x)δφj(y)
= −((D(x− y))−1)ik. (29)
An expression for this object can be obtained by differentiating (28) with respect to the field once more
yielding [14] ∫
d4x
(
δ2Γ
δφi(x)δφj(y)
T aik 〈φk〉
)
= 0,
and all other terms vanish. This is just the sought-after Fourier-transform of the inverse propagator at
zero momentum, yielding
((G(p = 0))−1)ijT
a
ik 〈φk〉 = 0. (30)
Thus, the inverse propagator needs to vanish at zero momentum exactly when the contraction with the
vacuum expectation value does not vanish. Thus, the propagator has a pole at zero momentum in these
tensor components, and there is one or more massless excitations. But this equation is nothing but the
tree-level equation (26) where the mass matrix is replaced by the inverse propagator. Thus, there is the
same number of massless particles at the quantum level as there is at tree-level, and in particular with
the same quantum numbers.
2.6.3 Metastable case
It remains to understand what happens in the metastable case12. Because the vacuum expectation
value in equation (30) explicitly vanishes, the equation is already fulfilled without a zero of the inverse
propagator. Thus, the same argument for the presence of massless poles can no longer be made. This
does not forbid the presence of massless poles, it just no longer implies their existence.
Furthermore, since there is no longer a preferred direction, the only invariant rank two tensor
available is δij , and thus the propagator must be proportional to it, Gij = δijg(p
2), where g(p2) is a
scalar function. The pole structure is then entirely carried by the function g(p2).
If the degeneracy of a state is counted by the algebraic multiplicity of the eigenvalues with poles
of the corresponding propagator this implies that the multiplicities need to be compatible with the
representations of the unbroken group. At fixed representation this would be in disagreement with the
multiplicity for the case with breaking with an external source. Especially, if massless states exist, they
may appear only in multiplets of the full symmetry, and thus in different representations than suggested
by Goldstone’s theorem. Hence, the metastable theory may exhibit a different multiplet structure than
the spontaneously broken theory. It should be repeated that this does not imply that the number of
massless poles is different, just that they need to be arranged differently into the different multiplets.
E. g., all massless poles may occur in some group-singlet, with the appropriate degeneracy. If, and how,
this occurs can no longer be derived in the same way as Goldstone’s theorem.
This has been a long-standing issue in lattice simulations [51]. Standard algorithms tend to get
stuck, even with intact symmetry, in large volumes at a fixed value of the vacuum expectation value,
thus mimicking an external source. This is either due to non-ergodicity of the algorithms or due to
critical slowing down. As this is a systematic error, this is undesirable. If overcome, as discussed above,
Goldstone’s theorem is no longer applicable, and the symmetry is manifest on the level of expectation
12I am indebted to Jeff Greensite, Christian B. Lang, and Erhard Seiler for discussions on this subject.
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values [51, 52]. If it is desired to investigate the Goldstone dynamics, and thus the spontaneously
broken theory, it is necessary to introduce an explicit symmetry breaking, typically an external source.
This has been done in lattice simulations, especially for the O(4) case [53–59]. This corresponds to a
numerical implementation of the prescription (11). Whether and where massless modes appear in the
spectrum in the metastable case has unfortunately not yet been investigated in lattice simulations [51].
2.7 Classification of global symmetry breaking
To summarize, the patterns of symmetry are
Unbroken The classical symmetry exists at the quantum level. Only invariant expectation values are
non-zero. Individual measurements yield no preferred direction.
Hidden Redefined fields no longer possess the original symmetry. A possibly involved and non-linearly
realized version of the original symmetry persists, and the theory exhibits the symmetry as
if unbroken.
Metastable The classical symmetry exists at the quantum level. Only invariant expectation values are
non-zero. Individual measurements yield a preferred direction. The theory is changing dis-
continuously when a source is applied.
Spon. broken The classical symmetry is explicitly broken by a source. This breaking persist when the
source is send to zero. In the limiting case the Goldstone theorem applies. Non-invariant
expectation values are non-zero, and aligned with the source. Individual measurements are
aligned with the source.
Expl. broken A non-zero source or a term of the Lagrangian breaks the symmetry. The breaking can either
vanish when taking the source or the offending term to zero or otherwise the symmetry is also
spontaneously broken. Expectation values and individual measurements are aligned with the
direction of the breaking.
Anomaly A classical symmetry is explicitly broken by quantum effects. Usually this comes from the
non-invariance of the path integral measure [41].
While the terms above are colloquially often used (partly) interchangeably, this is not really appro-
priate. Every notion has its very particular, and different, meaning. This has consequences for both
calculational purposes and results, e. g. expectation values. It has also important implications for the
observable charge structure of states [37]: Superselection sectors arise in context of the intact sym-
metries of the theory. Thus, a metastable and a spontaneously broken theory have different charge
superselection sectors. It should also be noted that there is a deep connection to the existence of long-
range order and thus how cluster decomposition operates [15]. This could also be used to classify the
various possibilities.
It should be noted that both the unbroken and the metastable case behave as is expected for a
linear realization, or Wigner-Weyl mode, of the symmetry. The difference is how they react to external
perturbations or measurements. Conversely, the spontaneous broken case is the Nambu-Goldstone
mode. This is also sometimes called a non-linear realization of the symmetry, which emphasizes that
the states which belong to the coset of the spontaneously broken group still transform in a non-linear way
under it, i. e. their transformation is no longer mediated by linear operators, as these would necessarily
mix elements of the coset and any unbroken subgroup. Because these names cannot distinguish the
unbroken and the metastable case here these notions are not employed.
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3 Brout-Englert-Higgs physics
The next step is to upgrade the symmetry to a local one. This will have far-reaching consequences,
especially when it comes to how the symmetry manifests itself. Again, the dimensionality is crucial
[60, 61], and implicitly assumed to be sufficiently large, i. e. usually three or more.
3.1 Formulating the theory
The starting point is a theory with scalar fields φ and Lagrangian
L = ∂µφ†∂µφ− V (φ),
which is invariant under some group G. The symmetry is assumed to act linearly on the scalar fields,
which are in some representation R of G.
The next step is to gauge the theory. Exploiting the linear action on the fields leads to minimal
coupling. The gauged theory is then
L = −1
4
W aµνW
µν
a + (Dµφα)
†Dµφα − V (φ) (31)
W aµν = ∂µW
a
ν − ∂νW aµ + gfabcW bµW cν
Dµ = ∂µ + gT
R,
with the gauge fields W aµ in the adjoint representation. The T are suitably normalized generators for
the representation of the scalar field and g is the newly introduced gauge coupling.
It is possible to promote either the full global group G to the gauge group G or only a subgroup, as
long as the resulting Lagrangian is gauge-invariant, and thus G ⊆ G. This is particularly easy if the
group is a product group G = G× C. Otherwise the remainder may be either just a coset G/G, or may
contain another group, if there are additional subgroups of the original group G besides G.
If the remainder is not just a coset, and hence there exists a group C ⊆ G/G, this global symmetry
group will be called the custodial group C. If the potential V in (31) is separately invariant under
both groups, G and C, this will be an additional global symmetry group of the theory. Otherwise, the
potential breaks the custodial group explicitly, either to a subgroup or completely. Despite its name,
this symmetry is not different from, e. g., a flavor symmetry. It merely states that the scalar field
has more degrees of freedom than are minimally necessary to write down the theory. Especially, the
custodial group can also be a discrete group.
The most prominent example is the standard model Higgs sector. In this case the scalar is in
the fundamental representation of G = O(4). Then13 G = SU(2) and C = SU(2), since loosely14
O(4)∼SU(2)×SU(2). The custodial symmetry will be broken explicitly once either QED or fermions
are introduced. This may happen also in general if there is an additional sector Lr which breaks C
explicitly, even if V does not. This will be discussed in sections 4.7.1 and 4.7.2.
The local and global symmetry structure in the standard model case can be made particularly well
explicit by switching to a matrix representation, rather than a vector representation. For this write [63]
X =
(
φ1 −φ†2
φ2 φ
†
1
)
(32)
where φi are the usual components of the complex vector representation. In this representation the field
transforms by a left-multiplication under a gauge transformation, X → g(x)X with the matrix g(x) in
13Actually, in the standard model G =SU(2)/Z2, due to the requirement of single-valuedness for the fermion fields [62].
This will not play a significant role in the remainder of this review.
14More precisely SO(4)∼(SU(2)×SU(2))/Z2.
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the fundamental representation of SU(2). Under a custodial transformation c, with the matrix c in the
fundamental representation of SU(2), it transforms by a right multiplication, X → Xc. In terms of this
representation, and for the standard model Higgs potential [14], the Lagrangian (31) reads [63]
L = −1
4
W aµνW
µν
a +
1
2
tr
(
(DµX)
†DµX
)− λ(1
2
tr
(
X†X
)− f 2)2 . (33)
In this form the Lagrangian is manifestly invariant under both local and global transformations. Though
such a manifest rewriting is not possible for general groups G → G×C, it will be very helpful to explicitly
demonstrate general properties.
It is also useful to note that, if φ 6= 0,
X = ρα, (34)
where ρ = (detX)
1
2 = (φ†φ)
1
2 and α is a SU(2) matrix. If φ = 0, the transformation is ambiguous, as
then ρ = 0, but α is arbitrary. The reason is that this transformation corresponds to a mapping from
C2 to R1 × S3, where S3 ∼ SU(2) is the four-sphere. Both spaces are not topologically equivalent.
Therefore, in general a rewriting like (34) modifies the target space of the theory, and both theories
are no longer necessarily equivalent. This is irrelevant in perturbation theory, but may become relevant
beyond perturbation theory. Note that this problem does not arise for the representation (32).
3.2 At the classical level
The first important observation is that the Lagrangian (31) is manifestly gauge-invariant. This is
particularly obvious in the standard model case (33), or if the potential is a function of gauge-invariant
combinations of the φ like φ†φ. For simplicity, only this polynomial case will be considered.
Since the potential is, by construction, a function of gauge-invariant quantities only, so are the
minima given by gauge-invariant conditions. I. e.,
φ†φ = f 2 (35)
is the usual condition. These minima are for a polynomial potential necessarily translationally invariant,
and therefore the fields satisfying (35) need to be constant. The minima are also invariant under the
custodial symmetry, as the potential is. It is essentially the existence of this minimum in a gauge
theory which is at the root of the BEH effect, and everything else follows from it. The existence of this
minimum, both classically or in the quantum effective action, will therefore be taken as being the BEH
effect in the following.
In the standard model case (33), this condition takes the form
X = vα,
with v = f and α an arbitrary SU(2) matrix, since α†α = 1. This also shows that the minimum is
manifestly invariant under both, gauge transformations and custodial transformations.
In general, the potential can have multiple minima, φ†φ = fi where the i now enumerates the
minima, which may be global or local. These belong necessarily to different orbits. This will be
considered in section 3.9. The general enumeration of these potentials and their minima is an exercise
in group theory. The potential is build from invariants of the full group, G. The enumeration of these
invariants corresponds to the classification of the invariants of the group and the given representations.
The identification of the possible minima is then given by Morse theory [35, 62]. Note, however, that
the number and position of minima will be determined also by the parameters. Morse theory will only
serve to enumerate all possible minima a potential can have at a given order of group invariants. The
subset which are actually realized depends entirely on the potential. In the standard-model case the
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Higgs field is in the fundamental representation of SU(2), and the only group-invariant from which an
invariant potential could be built is φ†φ. Therefore, in this case the minima necessarily have so far the
same symmetry as the original potential, both locally and globally.
As a consequence, all possible minima belong to some little group of G × C, that is, they are
characterized by a little group. Classically, it is possible to select a particular orbit as an initial
condition, just as in the global case, e. g.
φci = vjn
j
i
where no summation is implied and the nij is a suitable representative of an orbit. In the standard
model case (33), a common choice is
Xc = v1. (36)
If the little group is not just the trivial group consisting only of unity, there is a residual group,
G× C → G′ × C′ = H′,
which may still have both a local part G′ and a global part C′. It is not necessarily true that G′ ⊂ G
and C′ ⊂ C, but only15 H′ ⊂ G× C. For any h¯′ ∈ H′
g(h¯′)φci = φ
c
i ,
showing that a whole orbit is actually selected as a minimum. Note that the index contains both, local
and global indices.
As an example, in the standard model case (36) this applies for any SU(2) matrix A such that
A†XcA = vA†1A = v1. (37)
Thus, the remaining group H′ requires to choose the same matrix A from both the local and the global
SU(2), but only from the global part of the gauge group. Thus, the remainder group is in this case
indeed not a subgroup of either group, but rather a diagonal subgroup of both groups16. Colloquial
[14], it is said that the condensate φc breaks the group G× C to H′. But it is once more the choice of
an orbit by the initial conditions which performed the breaking, and not the dynamics. It is thus a case
of spontaneous symmetry breaking.
3.3 The quantum level, gauge-fixing and perturbation theory
3.3.1 Gauge-fixing
Going to the quantum level, the situation is best discussed in a path-integral language,
Z =
∫
DφiDW aµei
∫
ddxL.
The path integral is over all field configurations and the Lagrangian and measure are invariant under
the full group G× C. Therefore all orbits are treated equally.
However, as it stands, the path integral is ill-defined, because of the diverging integral over the
gauge group [14]. It is necessary to fix this. This can be done by gauge-fixing or by making the group
integral finite by a lattice formulation. The latter will be done in section 3.5. But to study the paradox
alluded to in the introduction requires to fix the gauge.
15In other contexts, the same concept is also known as color-flavor locking [64, 65]. Also there similar considerations
apply as in the following when it comes to a manifest gauge-invariant description [65–67].
16Sometimes it is actually this diagonal subgroup which is referred to as the custodial symmetry. This makes sense in
a purely perturbative setting, but would be problematic in section 4, and will therefore not be done here.
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To do so, the standard Faddeev-Popov procedure will be performed [14]. There are a few subtleties,
which will become important later on, and therefore it is useful to outline the most important steps.
Start by selecting a local gauge condition Ca(W aµ , x, ω) = 0, and assume that there is exactly one gauge
copy on every orbit which satisfies this condition. The field ω here collects all other fields in the theory.
I. e., for a set of gauge-fields related by gauge transformations g(x) = exp(iT aθa(x)/2) as
Wµ → gWµg−1 − i(∂µg)g−1 ≈ T a(W aµ +Dabµ θb) +O(θ2) (38)
Dabµ = δ
ab∂µ + gf
abcW cµ
there is one, and only one, which satisfies the condition Ca. Herein Dabµ is the usual covariant derivative
in the adjoint representation, a specialization of (2). An example of such a condition is, e. g., the
Landau gauge
Ca = ∂µW aµ . (39)
In perturbation theory, such a local condition is sufficient. The situation beyond perturbation theory
is different and will be discussed in section 3.4.
The next step is to factor off the gauge-equivalent field configurations, and remain with the one
representative of each gauge orbit satisfying the gauge condition. To do so, introduce
∆−1[W aµ ] =
∫
Dgδ(Ca[W agµ ]), (40)
which is an integration over the gauge group G for a fixed physical field configuration W aµ , but by the δ-
function only the weight of the one configuration satisfying the gauge condition is selected. The measure
is taken to be the invariant Haar-measure, making the integral invariant under gauge transformations
and therefore ∆ is gauge-invariant by construction. Inverting ∆ yields
1 = ∆[W aµ ]
∫
Dgδ(Ca[W agµ ]). (41)
Inserting this into the functional integral yields
Z =
∫
DW aµ∆[W aµ ]
∫
Dgδ(Ca[W agµ ]) exp(iS[W aµ ])
=
(∫
Dg
)∫
DW aµ∆[W aµ ]δ(Ca[W aµ ]) exp(iS[W aµ ]). (42)
Using that the measure DW aµ is gauge-invariant this isolates the gauge group integration, which
can be absorbed in the normalization. Note that if the action would be replaced by any gauge-
invariant functional, in particular expressions involving some gauge-invariant observable f in the form
f [W aµ ] exp(iS[W
a
µ ]), the result would remain the same. Thus, this does not affect gauge-invariant ob-
servables. Due to the δ-function now only one gauge-inequivalent field configurations contribute, making
the functional integral well-defined. However, the appearance of the δ function becomes part of the
measure, which now reads DW aµ∆[W aµ ]δ(Ca[W aµ ]), and this expression is no longer gauge-invariant, and
therefore gauge symmetry is explicitly broken by gauge fixing.
The integral (40) can be explicitly evaluated with the rules for functional δ-functions, yielding
∆[W aµ ] =
(
det
δCa(x)
δθb(y)
)
Ca=0
= detMab(x, y). (43)
M is called the Faddeev-Popov operator, and the determinant the Faddeev-Popov determinant.
20
To get a more explicit expression the chain rule can be used
Mab(x, y) =
δCa(x)
δθb(y)
=
∫
d4z
∑
ij
δCa(x)
δωij(z)
δωij(z)
δθb(y)
. (44)
In this case i counts the field-type, while j is a multi-index, encompassing gauge indices, Lorentz indices
etc.. In the special case that C only involves the gauge field, this reduces to
Mab(x, y) =
δCa(x)
δW cµ(y)
Dcbµ (y). (45)
It is possible to recast the determinant also in the form of an exponential by introducing ghost fields,
detM ∼
∫
DcaDc¯a exp
(
−i
∫
d4xd4yc¯a(x)Mab(x, y)cb(y)
)
.
The Faddeev-Popov ghost fields c and c¯ are Grassmann-valued scalar fields. The ghost fields are in
general gauges not related, but may be so in particular gauges [68]. If the condition Ca is local in the
fields, the Faddeev-Popov operator will be proportional to δ(x − y), and this ghost term will become
local. Note that if the gauge conditions involve fields other than the gauge fields this may introduce
explicit interactions of these fields with the ghosts. This will happen below in the Lagrangian (47) for
the gauge condition (46).
3.3.2 Standard gauge choices
It is now useful to discuss a few of the standard gauge conditions employed, as they will be used
throughout the rest of this review.
The first is the Landau gauge condition Ca = ∂µW aµ . In this case
Mab(x, y) = ∂µDabµ δ(x− y),
and the gauge is always well-defined. However, the gauge condition has an important incomplete-
ness: It is invariant under global gauge transformations. Since global transformations have a finite
volume, this does not impede the purpose of the gauge-fixing. But this implies that no direction is
selected. Therefore, the global gauge transformations act like a global symmetry of section 2. Thus,
any space-time-independent quantity having an open gauge index will still vanish [65]. In particular, it
is impossible to have a non-zero Higgs expectation value in this gauge [16, 18, 65].
A second useful choice is the class of linear covariant gauges. It is a different class of gauges as
introduced before. They do not select a single gauge copy. Rather, they average over the complete
orbit with a uniquely defined weight, which makes the integral over the orbit finite. However, this is
implemented by averaging over gauge choices selecting a single gauge copy. Therefore, they generalize
the above construction.
To do so, start from the choice Ca = ∂µW aµ + Λ
a with Λa some arbitrary function. This selects
again a single gauge copy for each orbit. Afterwards, the gauge-fixed path integral is averaged with a
Gaussian weight over the functions Λa, and thus over different gauge-fixings. Performing the Gaussian
integral explicitly yields [14]
Z =
∫
DW aµDcaDc¯a exp
(
iS − i
2ξ
∫
d4x (∂µW
µ
a )
2 − i
∫
d4xc¯a∂µDabµ c
b
)
.
where ξ is related to the width of the original Gaussian. Thus, ultimately, this gauge is equivalent to a
Gaussian average over the gauge orbit. The limit ξ → 0 recovers formally the Landau gauge condition.
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Note that also this gauge-fixed Lagrangian remains invariant under arbitrary global gauge transforma-
tions, and all expectation values not invariant under global gauge transformations still vanish17.
Thus, while both gauges are perfectly valid gauges they do have one serious problem, if perturbative
calculations should be performed [16]: A perturbative expansion is in its nature a small-field amplitude
expansion [40]. Consider a situation with a Higgs potential18 of type (16). If quantum effects are small
this implies that the field amplitude is close to the minimum, and thus large. This is a serious problem,
because the expansion point of standard perturbation theory is zero amplitude [14]. Thus, in such a
gauge the theory looks perturbatively like scalar QCD. This implies that the masses of the gauge bosons
are zero to all orders in perturbation theory [14].
This can be remedied by a suitable choice of gauge, which makes a perturbative expansion around
a non-zero Higgs field19 possible [14, 16, 70, 71]. Suitable for this purpose are ’t Hooft gauges [14]
Ca = ∂µW aµ + igζφiT
a
ijvj + Λ
a, (46)
where the Higgs field φ and a constant vector v of length |v| = f in the representation of the Higgs
appear. This implies that only the components of φ contribute to the gauge condition which yield a
non-vanishing product with T av, linking this term to section 2.6.2. They will become later the (would-
be-)Goldstone bosons. Note that the choice of the direction of v is purely part of the gauge choice20.
In particular, v is not a vacuum expectation value, but a fixed (vector) parameter of the gauge choice.
The corresponding gauge-fixed path integral becomes
Z =
∫
DW aµDcaDc¯a exp
(
iS − i
2ξ
∫
d4x
∣∣∂µW aµ + igζφiT aijvj∣∣2
−i
∫
d4xc¯a(∂µDabµ − ζg2viT aijT bjkφk)cb
)
. (47)
There are a number of remarks to be made.
The first is that the gauge parameters ξ and ζ are independent. However, if ξ 6= ζ a mixing term of
the gauge field and the Higgs field, or more precisely the Goldstone fields, would appear at tree-level.
Therefore, usually both are set equal. But they receive different quantum corrections, and to avoid
mixing at loop level requires to enforce the equality by making it part of the renormalization scheme
[14]. This will always be done in the following.
The second remark is that the gauge condition reduces to the previous cases if v is chosen to be
zero.
The third is that the gauge now explicitly prefers a particular direction, as v is a constant vector.
It therefore restores the situation of the classical level, but now by a gauge condition, rather than by an
initial condition. This implies that a non-vanishing vacuum expectation value of the Higgs, 〈φ〉 6= 0, is
now possible, and will actually have the value v at tree-level. In particular, just as in section 2.5, v2 can
be identified with the minimum of the potential (35) determined by the parameters of the Lagrangian,
v2 = f 2. But it needs to be kept in mind that again the vector v is part of the gauge choice, while the
17It should be noted that just leaving the global gauge degree of freedom untouched is by no means the only way of
choosing a gauge with vanishing vacuum expectation values of non-invariant quantities [69]. Certain fully fixed gauges
also achieve this by introducing local averages. There is also a connection to the Gribov-Singer ambiguity to be discussed
in section 3.4.
18Of course, the potential needs to be convex at the quantum level, and is thus deformed, but this does not necessarily
leads to a change in the size of the fluctuations around the average value of the fields.
19This is also known as a mean-field expansion. At zeroth order this keeps only the vacuum expectation value of the
Higgs field and neglects the fluctuation field. Also alternative expansion schemes than in the couplings are possible.
20In fact, it would actually be a valid gauge by setting also the length of v to an arbitrary value, but then the same
problems with perturbative calculation reappear, especially for large discrepancies between v2 and f2.
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number f is a parameter of the Lagrangian. This is not relevant if, after fixing to this gauge, the gauge
will no longer be changed, which is the usual approach in perturbation theory [14].
The fourth is that if v is identified with the vacuum expectation value 〈φ〉 and if the BEH effect
is not active, the gauge condition (46) reduces to the linear covariant gauges, as then 〈φ〉 vanishes.
Conversely, if v is set to an arbitrary vector without identification, and if there is no BEH effect active,
the condition 〈φ〉 = v cannot be satisfied. Thus, the gauge condition cannot be fulfilled, and therefore
this gauge does not create a well-defined quantum theory. It is therefore very important to distinguish
how the gauge condition is defined, and what the meaning of v is. In particular, if v is a constant vector,
it is not affected when performing transformations, while if it is identified with the vacuum expectation
value it does change under transformations, e. g. custodial transformations. However, in the latter case
it cannot be safely assumed that v is non-zero, since this is a dynamical result of the theory. Thus, this
gauge condition depends on the parameters of theory.
The fifth is that the choice of this direction is not necessarily invariant under the global custodial
symmetry. This happens, if v is not invariant under custodial transformations. This is exactly the same
situation as in the classical case, see (37) for an explicit example. To maintain the gauge condition
therefore requires every custodial transformation to be accompanied by a compensating (global) gauge
transformation. The remainder group is thus partly the (global) gauge symmetry, and therefore not
itself observable. Instead, any gauge-invariant quantity constructed in this gauge will combine degrees
of freedom such that the diagonal subgroup will be mapped to the custodial symmetry. This will be
seen in explicit examples in section 4.
Finally, the interaction between the ghost fields and the scalar arise from the sum over all fields in
(44). It is therefore a direct consequence of the gauge condition.
3.3.3 The gauge-fixed Lagrangian and the mass spectrum at tree-level
Once this gauge is fixed and f = |v| is set, it is common to perform in this Lagrangian the split [14, 16]
φ(x) = v + ϕ(x). (48)
By construction, 〈ϕ〉 = 0, and thus the vacuum expectation value introduced by gauge-fixing is entirely
identified21 with v. However, fixing the gauge and performing this split are two independent operations
and are performed separately, no matter that they are not very useful without each other.
It is important to note that the gauge and global transformation properties of ϕ are influenced, just
as in section 2.5, by the fact that v is not invariant under such transformations. The symmetry has
been hidden. In fact, a gauge transformation away from (46) can shift v even to zero. Thus, two of the
mechanisms listed in section 2.7 are here at work simultaneously. The split (48) hides the symmetry.
The gauge condition (46) explicitly breaks the gauge symmetry. The resulting theory therefore no
longer has the symmetry, and even if it would have it, it would no longer be manifest.
Nonetheless, in this fixed class of gauges, everything is well-defined, with ϕ being the dynamical
degree of freedom. If the fluctuations of ϕ are now small, i. e. 〈|ϕ|2〉 ≪ v2, then ϕ describes small-
amplitude fluctuations around zero. The field φ fluctuates then also only weakly around v. Thus, a
perturbative description with ϕ as dynamical variable seems possible [14, 16, 72].
This construction has a number of interesting consequences. It is useful for further reference to give
as an explicit example the situation for the standard-model-like case. The starting Lagrangian is
L = −1
4
W aµνW
µν
a +
1
2
((
∂µδij − igW aµT aij
)
φj
)† (
∂µδik − igW bµT bik
)
φ− λ(φ2 − f 2)2, (49)
21In fact, and to be pedantic, formally, the split is φ = w + ϕ(x). The constant background-field w transforms both
under gauge transformations and custodial transformations, and is only constant in the gauge where it is defined. In
a second step, this background field is then identified with the constant vector v of the gauge choice, with the usual
consequences of identifying part of the field with a non-field quantity.
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which has the classical minimum at φ2 = f 2, and thus v = fn will be set in the ’t Hooft gauge condition
(46), keeping the actual direction n arbitrary for the moment. Performing the Faddeev-Popov procedure
and the split (48) yields.
L = −1
4
W aµνW
µν
a +
1
2
(Dijµ ϕj)
†(Dµikϕk) (50)
+
g2f 2
2
T aijT
b
ikn
†
jnkW
a
µW
b
µ − λf 2|nϕ|2 +
ig2ξf 2
2
|ϕT an|2 + iξg2f 2n†iT aijT bjknkc¯acb (51)
−2λf((nϕ) + (nϕ)†)ϕ2 − λ(ϕ2)2 + ic¯aξg2f(niT aijT bjkϕ†k + n†iT aijT bjkϕk)cb (52)
+g2fT aijT
b
ik(n
†
jϕk + nkϕ
†
j)W
a
µW
b
µ (53)
− i
2ξ
(∂µW aµ )
2 − ic¯a∂µDabµ cb (54)
Since the gauge will now remain fixed, cancellations of the constants f 2 and v2, which have the same
value, are permissible and have been performed. Also, constant and linear terms have been dropped.
The cancellations already imply that the renormalization scheme must ensure that f = | 〈φ〉 | = |v|,
as otherwise the cancellation would not be allowed at the quantum level, and additional terms would
arise. Furthermore, by dropping terms the gauge is now fixed forever. These terms had contributions
containing v, so they would transform under a gauge transformation.
This Lagrangian has a number of features. The terms (50) are the ordinary kinetic terms. These
two terms comprise together (massless) scalar QCD. The terms (54) are the corresponding ordinary
gauge-fixing terms for linear-covariant gauges. The terms, which are specific to the ’t Hooft gauge are
the remaining ones involving ghosts.
The terms (52-53) are interactions. However, there are four interactions, which are determined by
just three coupling constants, one of them the length of v. And one of them is the already appeared
gauge coupling, and thus not independent. It is actually these relations, which are the manifest sign of
a hidden gauge symmetry [34]. In a theory where the symmetry would really be broken, these coupling
constants are independent.
The terms (51) are bilinears, and therefore are mass terms. It is quite instructive to study them
term by term.
The first term in (51) is the mass of the gauge bosons. It is matrix-valued. In the standard-model it
is the remaining diagonal subgroup of the gauge and custodial symmetry which enforces a degeneracy of
the eigenvalues of the mass matrix, giving all gauge bosons the same mass. This is, because the gauge
bosons are in the adjoint representation of H′. Again, as a hallmark of a hidden symmetry, these masses
are not independent, but fixed by the coupling constants, and proportional to gf . The next term is a
mass-term for the fluctuation field in the direction of n, as only the scalar-product with n enters. This
is an ordinary (correct sign) mass-term proportional to
√
λf . This is what is usually called the Higgs
mass [10, 14], and the associated field component the Higgs. Note that the Higgs is, by construction,
a singlet under the residual symmetry H′. As can be seen, the value of the Higgs mass is completely
independent of the masses of the gauge bosons, as the two independent couplings g and λ enter.
The next term contains the projection of the fluctuation field to n, but twisted by the representation
matrices. This yields exactly all other degrees of freedom not contained in the Higgs part, what is usually
called the (would-be-)Goldstones. Their mass is proportional to
√
ξgf =
√
ξmW , and thus depends on
the gauge parameter, signaling their unphysical nature. They also form a non-trivial representation of
H′. Similarly, the last term, involving the ghosts, yields also a gauge-dependent mass for the ghosts of
the same size.
In addition, the quadratic term for the gauge bosons in (54) also yields another gauge-dependent
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pole, which is best seen by writing down its tree-level propagator [14]
Dabµν = δ
ab
(((
gµν − kµkν
k2
) −i
k2 −m2W
)
− iξkµkν
k2(k2 − ξm2W )
)
. (55)
The first contribution is the transverse part of the propagator, which carries the mass pole of line (51).
The longitudinal part has the same type of gauge-dependent mass pole as the Goldstone bosons and the
ghosts. The set of all of these gauge-dependent poles cancel in any perturbatively physical amplitude.
This can be shown to all orders in perturbation theory, using a BRST construction [14, 73]. The same
construction also shows that to all orders in perturbation theory only transverse gauge bosons and the
Higgs appear as asymptotic states in physical amplitudes. This perturbative statement breaks down
beyond perturbation theory, and this alters potentially the observable spectrum. This will be discussed
in great detail in section 4.
3.3.4 Limits of the ’t Hooft gauge
The ’t Hooft gauge has two particular limits. The first is the ’t Hooft-Landau-gauge limit ξ → 0. In
this limit all perturbatively unphysical, i. e. non-BRST singlet, degrees of freedom become massless.
However, the masses of the Higgs and the (transverse) gauge bosons remain non-zero.
It appears that in this limit the gauge condition (46) would degenerate to the Landau gauge condition
(39). This would appear somewhat at odds with the situation discussed above for the ordinary Landau
gauge. But this is not quite true. The difference arises from a subtle interchange of limits. In the
’t-Hooft-Landau gauge first the global direction is fixed, and then the Landau gauge limit is taken.
This corresponds to the sequence (12), while fixing the ordinary Landau gauge corresponds to the limit
order (13), yielding the differing results. In this case the explicit breaking by the presence of v in (46)
becomes a spontaneous breaking of the residual global gauge symmetry, in the sense of section 2.7.
As a consequence of the difference between the spontaneously broken case and the case of genuine
Landau gauge the masses of the (transverse) gauge bosons in both gauges remain different to all orders
in perturbation theory. However, they remain in both gauges also gauge-parameter independent, once
zero and once non-zero. But they are not gauge-independent. They can therefore not be physically
observable quantities22. This fact can be generalized to a larger class of gauges in form of the so-called
Nielsen identities [75], which are valid also non-perturbatively: The masses of the gauge bosons are
gauge-parameter independent, but not (necessarily) gauge-independent, see section 4.4.
To distinguish both Landau gauge cases better, it is possible to call the standard gauge a non-aligned
gauge and the ’t Hooft-Landau gauge limit an aligned gauge, as they differ by the alignment of the
(averaged) Higgs field [65].
The other interesting limit of the ’t Hooft gauge is the opposite one, ξ → ∞. This gauge sends
the masses of the perturbatively unphysical degrees of freedom to infinity, and therefore effectively
decouples them from the dynamics of the theory. It is therefore called the unitary gauge23. While this
procedure is evident at tree-level, this requires great care at loop level. If the masses are send to infinity
before the regulator is removed, the theory is no longer manifestly renormalizable, but requires careful
cancellations between newly arising counterterms at every order of perturbation theory [14, 76–80],
22Actually, the Oehme-Zimmermann superconvergence relation [74] suggests already at the perturbative level that the
gauge bosons may not be well-defined observables.
23In some special cases, like the standard model, the unitary gauge can also be explicitly constructed by performing
a special gauge transformation [14]. In the standard-model case, it reads exp(igX/
√
detX), which explicitly cancels the
Goldstone-degrees of freedom. This is only possible if the number of gauge bosons matches the number of Goldstone
bosons, and will therefore not be used here. It creates unitarity by explicitly compensating the Goldstones and time-like
gauge fields by a gauge transformation. Note that it also introduces (gauge) defects at points with detX = 0, see section
4.2. The latter do not arise in the limit prescription, indicating a possibility for a non-analyticity at 1/ξ = 0.
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among other problems [14, 81, 82]. This limit will therefore not be used here, as the emphasis is on
non-tree-level physics24.
This sets up the perturbative framework to be used in the following. It can be extended along
standard lines to include fermions, and other interactions. As this is standard material, it will not be
covered here, but can be found, e. g., in [14, 62, 83–86].
It should be noted that the perturbative framework has a number of intrinsic limits. This is even
true for statements which have been proven to all orders in perturbation theory. The reason for these
limits are manifold: First, perturbation theory yields qualitatively different results depending on the
expansion point [16], with the mass of the gauge bosons being the most notable example. The second
is that perturbation theory is usually at best an asymptotic series [40, 87]. The third is that even if
the series seems to be convergent there are phenomena, which cannot even be qualitatively captured
perturbatively [40, 63, 88]. Finally, the whole starting point of defining the series using gauge-fixing
in section 3.3.1 is not well-defined beyond perturbation theory, see section 3.4. Most of the remainder
of this review aims at a formulation without such restrictions. In addition, methods will be described
which nonetheless allow to exploit the huge body [10, 14, 89, 90] of perturbative results.
3.4 The Gribov-Singer ambiguity
While the previous discussion fully covered the gauge-fixed framework in the perturbative case, non-
perturbatively a serious obstacle arises: The Gribov-Singer ambiguity [91–98]. The Gribov-Singer
ambiguity is the statement that perturbative gauge-fixing conditions, like the covariant gauges and the
’t Hooft gauges, are in general insufficient to define a gauge. The problem is that a condition like
the Landau gauge, ∂µW aµ = 0, has actually more than one solution. This problem does not appear in
perturbation theory because these additional solutions are field-configurations which cannot be written
as a power series in the gauge coupling [91]. This implies that two gauge copies satisfying the same
gauge condition cannot be connected by a sequence of infinitesimal gauge transformations, but only by
a so-called large gauge transformation [91].
The origin of such gauge transformations can be tracked back to the geometrical properties of
non-Abelian gauge theories [92], showing also why it is absent from Abelian gauge theories. In terms
of differential geometry the problem arises because the atlas of non-Abelian Lie groups contains at
least two coordinate systems, and the transition functions between the coordinate systems need to be
included in the construction of gauge conditions to uniquely single out gauge copies25. Such transition
functions are inherently global. Thus a local gauge condition is insufficient. In operational terms this
is, e. g., seen by the fact that the Faddeev-Popov operator (44) develops zero modes [91, 97–99], and
therefore an operation like (41) is no longer admissible without dealing with the zero modes explicitly.
Moreover, the Faddeev-Popov operator can also develop negative eigenvalues for Gribov copies. This
implies potential cancellations in the path integral (42), which is at the core of turning perturbatively
gauge-invariant into non-perturbatively gauge-variant statements. This is known as the Neuberger 0/0
problem [100].
The presence of Gribov copies has thus far-reaching implications. One is that the number of them
could actually be infinite, and therefore the whole path integral could remain ill-defined. Another effect
is that Gribov copies break the perturbative BRST symmetry [65, 101, 102]. The third is that potentially
further gauge-fixing terms, introducing additional vertices in the Lagrangian, could be necessary to treat
the Gribov-Singer ambiguity explicitly [96, 97, 103].
24Formally, this gauge can be defined also in non-perturbative calculations, e. g. lattice calculations. But this still
requires dealing with the renormalization issues, if not only renormalization-group-invariant quantities are studied.
25The simplest example is SU(2), which is isomorphic to the surface of a three-sphere. Any single coordinate system
leaves at least one point, usually a pole, ill-defined.
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This problem is independent of the matter content of the gauge theory, and therefore also affects the
Yang-Mills-Higgs systems. There is no argument known, why the Gribov-Singer ambiguity should be
any less relevant [96, 104–112], as long as the BEH effect is not operational, and this is also confirmed by
lattice calculations [106]. In this case it appears possible to salvage a non-perturbative BRST symmetry
[65, 100, 102, 113–122] with essentially the same algebra, though at the expense of treating the Gribov-
Singer ambiguity explicitly. Moreover, the construction then implies the absence of all gauge degrees
of freedom, including transverse gauge bosons and all elementary scalars, from the physical spectrum
[96, 122, 123]. Thus, the physical spectrum then contains only manifestly gauge-invariant composite
states, described by composite operators.
However, the situation appears different when the BEH effect is active [104–112, 124]. While there is
not yet a full understanding of why this is the case, the following reasoning can be given [105]. Consider
the Landau-gauge condition (39) for a theory in which the gauge group is fully broken, i. e. the little
group is trivial. The (Euclidean) Landau gauge condition can be reformulated using the functional
[96, 125]
F [W aµ ] =
∫
ddxW aµW
a
µ . (56)
The extrema and inflection points of this functional satisfy the Landau gauge condition [125]. In
particular, the gauge orbit containing the trivial vacuum W aµ = 0 is an (absolute) minimum of (56). In
fact, every gauge orbit has, up to topological identifications, a unique absolute minimum [93–95, 125],
which is at the same time also the Gribov copy closest to the trivial vacuum. The set of these absolute
minima forms the so-called fundamental modular region [94, 95, 125], a convex and bounded region.
Considering now an aligned Landau gauge, the alignment does not change the functional (56), as it is
invariant under global gauge transformations. Since all gauge fields received a mass, their long-distance
fluctuations are suppressed, up to irrelevant quantum noise. Take the field configuration closest to the
vacuum. Taking the limit of infinite gauge boson masses, all gauge transformations
W aµ →W aµ + ∂µωa + igfabcW bµωc
become essentially Abelian, as the non-trivial part of the transformation are suppressed, as the gauge-
fields fall off very fast due to the large mass. But Abelian transformations cannot create a Gribov copy.
And all remaining Abelian gauge transformations are already taken care of by the perturbative gauge
condition. Thus, all Gribov copies move, essentially, too infinity, and are no longer reachable. Hence,
in the limit of infinite gauge boson mass, the Gribov-Singer ambiguity should become quantitatively
irrelevant. Still, even in this case the field configurations of the path integral with zero or negative
eigenvalues of the Faddeev-Popov operator remain, and thus the qualitative problem.
While this argument is more hand-waving, indeed in lattice simulations [106] no Gribov copies
are anymore found when the BEH effect is active. However, these investigations have been rather
exploratory, and the methods used to search for Gribov copies have been the same as when the BEH
effect is not active. It may even be that this is therefore an algorithmic shortcoming. Still, this is the
best available evidence in favor of the arguments of [105] so far.
The non-aligned versions will not be different, as the gauge bosons are still found to obtain a non-
zero mass [106]. There are not yet systematic investigations what happens when including the Higgs
field in the gauge condition, i. e. at ξ > 0, (46), but there is no obvious argument how this should alter
the situation26.
If the gauge condition does not fully fix the gauge, there remains a residual gauge group. If the
residual gauge group is Abelian, the argument is essentially the same, as Abelian gauge theories have
26The special unitary gauge for the standard model case [14] seems to avoid the Gribov problem. However, their role
is taken over by the gauge defects, as they have also to be treated to define the gauge fully. In this way the ambiguity
arises again, as it does in all purely perturbative gauges.
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no Gribov-Singer ambiguity27 [104, 105]. However, if the residual gauge group is non-Abelian, it can
be expected that some remnant of the Gribov-Singer ambiguity survives. Which form it then takes has
not been investigated, but may be relevant, e. g., for grand-unified theories [85, 128, 129].
All of the above gives only arguments why the Gribov-Singer ambiguity is quantitatively irrelevant.
Even if this is the case, a local gauge condition can still not be formulated, because the structural
reason is not resolved. Especially perturbative BRST symmetry is still broken. This has bearing on
the spectrum of the theory, as will be discussed in section 4.
3.5 Lattice formulation
Yang-Mills-Higgs theories suffer from the same problem as almost all interacting quantum field theories:
There are no exact solutions. However, it is possible to obtain a number of exact statements using a
lattice-regularized form of it. Also, many of the following results will be genuinely non-perturbative in
nature, and thus required non-perturbative methods. So far, lattice has been the most used method for
this purpose. Thus, here the lattice-regularized version of the theory will be introduced.
The simplest lattice discretization of the Lagrangian (49) is on an Euclidean hypercubic28 lattice
with lattice spacing a and size Nd. A suitable definition of the discretized theory is given by [130]
S =
∑
x
(
φ†(x)φ(x) + γ(φ†(x)φ(x)− 1)2 − κ
∑
±µ
φ(x)†URµ (x)φ(x+ µ) (57)
+
β
dF
∑
µ<ν
ℜtr (1− U(x)µν)
)
U(x)µν = Uµ(x)Uν(x+ µ)Uµ(x+ ν)
†Uν(x)
† (58)
Uµ(x) = exp(iW
a
µσa) (59)
β =
2CF
g2
(60)
−a2(2λv2) = 1− 2γ
κ
− 2d (61)
1
2λ
=
κ2
2γ
. (62)
In comparison to (49) some constant terms have been added. Note that also the fields are rescaled
by 1/
√
β for the gauge field and 1/
√
κ for the Higgs field. The parameter κ is known as the hopping
parameter. CF is the fundamental Casimir of the gauge group, for SU(N) CF = N . The U
R
µ are the
group elements, in the representation R of the Higgs fields. For the fundamental representation, UR = U
and thus are just the ordinary links (59). In the adjoint representation, UAbc = tr
(
T bU †µT
cUµ
)
/2 holds,
where T a are the generators of the group in the fundamental representation, and so on. The notation
x+ µ denotes a lattice site shifted from x by a vector in direction µ of length a.
Many differences are a straightforward consequence of the discrete lattice. But not all. The most
important difference to the continuum formulation is that by (59) the algebra-valued gauge fields W aµ
are in the lattice formulation replaced by the group-valued link variables Uµ as dynamical variables.
This is particularly important as there are different groups belonging to the same algebra, differing by
discrete center groups [62]. Thus, a choice must be made which of those different groups is selected.
27Note that on a finite lattice even Abelian gauge theories have a Gribov-Singer ambiguity, but this is a lattice artifact
vanishing in the thermodynamic limit [126, 127].
28In practice often asymmetric lattices with an elongated time direction are used. This will be noted if relevant. Also,
this introduces the aspect ratio as an additional systematic error source.
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This is even more relevant, as not every choice gives consistent, single-valued fields [62], depending
on the field contents and representations in a theory. This issues becomes constraining for the full
standard model, and many extensions of it, as there the choice of group is fixed because of the fermion
charge structure [62].
For the particular example (57), this is not a problem, and the usual choice for the Lie algebra su(N)
is the Lie group SU(N). However, in the context of the standard model, it would need to be SU(2)/Z2
[62]. This subtlety is probably not a quantitatively important effect, as can be seen from the fact that
QCD lattice simulations, despite using the group SU(3) rather than the correct group SU(3)/Z3 [62],
show a remarkable agreement with experiment [131, 132]. But this choice can be quite decisive for the
efficiency of numerical simulations, which is, e. g., seen when comparing SU(2) to SU(2)/Z2 ≈SO(3)
[133–136]29. Therefore, almost all lattice simulations of (57) used SU(N) with mostly N = 2 or 3.
One of the fundamental advantages of a lattice formulation is that it is not necessary to fix a gauge
to perform a calculation or numerical simulation [130–132]. The reason is again the use of the group,
rather than the algebra. The compact Lie groups, which appear in theories like (1), have a finite
volume. Integrals over compact groups are finite, in contrast to the continuum algebra integrals. Thus,
the necessary group integral performed at every lattice site is finite. Then the original reason for fixing
a gauge is no longer there, and gauge fixing becomes unnecessary. This does not mean it is impossible
or irrelevant. If gauge-dependent quantities should be calculated fixing a gauge is still required. This
can be done straightforwardly [96]. But since the lattice formulation is non-perturbative, it is necessary
to take the Gribov-Singer ambiguity of section 3.4 fully into account.
Of course, that finite integrals appear is due to the lattice regularization only. Once the continuum
limit is taken, i. e. the lattice spacing a is send to zero, the original divergence reappears, and needs
to be treated in one way or the other. Therefore, the lattice can be considered to not only regularize
ultraviolet divergences but also the divergence due to the gauge freedom by requiring only a finite
number of finite group integrals.
Note that performing the limit of a lattice theory to a continuum theory is not only because of the
reappearing divergences not straightforward [130–132]. In particular, the triviality problem [143] can
substantially affect even the possibility to perform such a limit. This will be discussed in section 6.1.
Fortunately, just like in the continuum, even trivial theories are non-trivial at finite cutoff, here
finite lattice spacing a. For the present class of theories, if the cutoff is large enough, this will not
affect the low-energy physics [144, 145]. Thus, even in a full non-perturbative formulation the theory
is as predictive as its continuum counterpart. In particular, it should be possible to provide reasonably
reliable results for experimentally accessible energies. Note that this is not a problem exclusively
applying to the lattice formulation, as for a trivial theory also continuum regulators cannot be removed
[143]. In the continuum, essentially the Appelquist-Carrazone theorem [14] enables the use of the theory
as a low-energy effective theory, in a very similar way as on the lattice. Thus, the triviality problem
will not affect the low-energy physics to be discussed in this section and in sections 4 and 5, and can
be safely ignored. For possible resolutions of it on a more fundamental level, see section 6.1.
In the following both exact calculations on the lattice and results of numerical Monte Carlo simula-
tions will be discussed. There are many possibilities how to perform numerical simulations for theories
like (57) [130, 132]. This kind of technical details will not be dwelt on here, but rather the corresponding
original literature will be referred to, except when some particular technicality is central to the point at
hand. However, it should be noted that the computation time scales like some power of both the phys-
ical volume and the cutoff. To achieve the necessary scale separation to avoid lattice artifacts requires
to have all relevant energies and masses sufficiently far away from either regulator, 1/L≪ E,m≪ 1/a.
Given current computer resources, mass hierarchies of about one order of magnitude can be covered.
29For Yang-Mills theory, after early exploratory studies [137–140], recent results also support that the global structure
of SU(N) vs. SU(N)/ZN is not relevant for the low-energy physics [141, 142].
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This implies that the standard model’s mass hierarchy of at least 12 orders of magnitude between neu-
trino masses and the top mass will not be accessible in the foreseeable future in numerical simulations,
and these have to contend with subsectors of the whole standard model. Especially, the inclusion of
fermions also increases computing times substantially compared to purely bosonic theories even at fixed
discretization and lattice volume, essentially because of the Pauli principle [131, 132].
However, even if the computing time would not be an issue, there is an even more fundamental
problem with regard to the weak interaction: Parity and charge-parity violation. A lattice regularization
breaks chiral symmetry explicitly [130–132]. As long as chiral symmetry is a global symmetry, this
problem can be ameliorated by introducing a differing symmetry, which turns into chiral symmetry in
the continuum limit [131, 132]. The weak interaction gauges chiral symmetry, and therefore the naive
lattice regularization would introduce a gauge anomaly. It has been speculated that it should also be
possible to find a replacement gauge symmetry, which becomes the weak interaction in the continuum
limit [146]. And although there exists a number of proposals for such a replacement symmetry [147–
151], none of them has been unambiguously shown to be a suitable and sufficiently efficient formulation.
Therefore, no lattice simulations with fermions and the weak interactions exist. This problem does not
exist for pure Higgs-Yukawa theories, and there parity breaking can be and has been investigated on
the lattice [21–26], but this is not subject of this review.
3.6 The Higgs vacuum expectation value and Elitzur’s theorem
Having now an accessible non-perturbative formulation of the theory at hand, it is possible to make
many of the previous statements more precise. The first, and perhaps most central one, is the absence of
a Higgs vacuum expectation value without gauge fixing, as argued for in section 3.3. The problem posed
by the lack of gauge invariance of the vacuum expectation value was recognized early on [16, 152], and
shortly after formalized as Elitzur’s theorem [153]. However, in the original construction of Elitzur’s
theorem assumptions are made about the analyticity properties of expectation values in external sources,
which especially for gauge sources are not necessarily justified [43].
A reformulation of the same argument without sources can be found in [18]. Consider a gauge-
invariant measure Dµ, which includes the action, and a gauge-dependent quantity f(W ) 6= f(W )g
without any gauge-invariant contribution. Then [18]
〈f(W )〉 =
∫
Dµf(W ) =
∫
Dµg−1f(W ) =
∫
Dµf(W g) =
∫
Dµf(W )g = 〈f(W )g〉 , (63)
where g is an arbitrary gauge transformation. Since, by assumption, f is gauge-dependent, the equality
can only be satisfied if 〈f(W )〉 = 〈f(W )g〉 = 0. The Higgs vacuum expectation value is just a particular
case, and therefore needs to vanish. Note that gauge-fixing modifies the measure such that it is no
longer gauge-invariant, as discussed in section 3.3, and then this argument does no longer hold. On
a finite (Euclidean) lattice, this is a well-defined expression, as the path integral can be decomposed
into ordinary Riemann integrals, and the statement is exact. This has consequently been confirmed
in numerical lattice calculations [46, 65]. Even more, with the same argument it can be shown that
any quantity which is not invariant under some subgroup or coset of the gauge group also vanishes
identically [18]. This will be of particular importance in sections 3.9 and 4.8.2.
Reversing the argument, if a gauge condition leaves some subgroup or coset of the gauge group
untouched, the measure is still invariant under this subgroup or coset. Then, by the same argument,
any quantity not invariant under the subgroup or coset still vanishes. An example are the non-aligned
gauges in section 3.3, where any quantity not invariant under global gauge transformations still vanishes.
The latter is consequently also seen in lattice simulations [65].
It is not incidental that the argument looks very similar to the one for the global metastable case of
section 2.4. Essentially, (63) is nothing but the statement that if all possible gauge transformations are
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included in the path integral, no particular direction reachable by a gauge transformation can survive.
The difference to the global case is that introducing a source will not only prefer globally a direction,
but locally, and thus break Poincare´ invariance as well. Thus, spontaneous gauge symmetry breaking
is incompatible with Poincare´ symmetry, and hence forbidden.
There is one loophole in this argument. This loophole is whether the result has implications for the
continuum theory, provided the latter exists in a mathematically strict sense at all. If the theory exists
in the continuum limit, the argument requires that the path integral is well-defined even without gauge-
fixing in the continuum30. This is yet unknown, and even for non-interacting theories the individual
integrals have to be extended from Riemann integrals to Ito integrals [40]31. However, this question
pertains to all lattice simulations, as they are performed without gauge-fixing [130–132]. It is therefore
assumed henceforth that such a construction is possible. Support for this assumption is provided by a
limited number of investigations in which in continuum theories calculations without gauge fixing have
been performed, yielding the same results as in the gauge-fixed setup [154–157]. While this does not
constitute a proof, it is encouraging.
3.7 The phase diagram and the Osterwalder-Seiler-Fradkin-Shenker con-
struction
The previous section concluded that the Higgs vacuum expectation value is not a suitable order pa-
rameter for the Higgs effect, as its value can be zero or non-zero, depending on the choice of gauge.
Any other gauge-dependent order parameter for the BEH effect will suffer from the same problem. In
particular, for any order parameter constructed by utilizing some remnant (global) symmetry there will
always be gauges with or without such a symmetry, and thus different behaviors. In fact, it was found
that utilizing different remnant symmetries to detect the BEH effect yields differing points in the phase
diagram where the BEH effect appears or vanishes [46, 158].
On the other hand, there are regions in parameter space where the theory is expected to behave like
a scalar version of QCD, which is also confirmed in explicit lattice calculations [106, 159–162]. This also
includes phenomena like confinement in the same sense as in QCD. In fact, there are multiple arguments
both perturbative [14, 72, 163] and non-perturbative [68, 75, 123, 152, 164–168] that, in fixed gauges,
both regimes are qualitatively different. Especially, gauge-dependent correlation functions are expected
to change discontinuously between the regimes32. Even for this lattice support exists [161].
This naturally raises the question whether there is then a gauge-invariant order parameter for the
BEH effect. But the answer is no. This hope is shattered conceptually by the Osterwalder-Seiler-
Fradkin-Shenker (OSFS) construction [20, 39, 170–172].
To understand the OSFS construction33, consider the lattice model34 (57) in the limit of γ → ∞
for the standard-model case. The Higgs fields are then fixed to be unimodular, φ†φ = 1, and there are
no length fluctuations. Note that the value of γ does never induce an explicit symmetry breaking, and
therefore the arguments given in section 2 when taking limits of coupling constants do not apply. Of
course, there could be other kinds of non-analyticity, and therefore here explicitly the limit is taken,
rather than selecting the unimodular theory from the outset.
30Alternatively, the continuum limit can be defined only for expectation values. Then their calculation can be performed
in regularized form, and afterwards the limit is taken [39]. In a sense, this is also what is done in perturbation theory.
31Note that also the Wick rotation to Euclidean space-time can only be guaranteed for gauge-invariant quantities [39].
For gauge-dependent quantities the indefiniteness of the state space has yet prevented a final answer.
32Note that there are even counter examples to this: It appears that gauge-dependent correlation functions may change
continuously across the silver-blaze transition in finite density (2-color) QCD [169].
33The central arguments are given in [170]. The outline here follows [171].
34The same construction can also be performed using the continuum action (33) in continuum notation, but also using
implicitly a suitable ultraviolet regulator. To emphasize this necessity here the lattice action is used.
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Since the length is fixed to be non-zero, it is safe to use the decomposition (34). Thus, the Higgs
fields are now SU(2) group elements. In this situation it is possible to perform a gauge transformation
g = α−1
which implies gX = 1, and thus this gauge transformation explicitly eliminates all Higgs fields. In
vector notation, this is a transformation to a constant vector. This is always possible, and α = 1
can therefore be implemented as a gauge condition, the unitary gauge. Due to the fixed length, this is
possible without gauge defects, and the gauge is also non-perturbatively, and on the lattice, well-defined.
In this way, the action becomes an expression only involving the links. In fact, the theory becomes
gauge-fixed and operates on new links defined as Vµ = α(x)Uµ(x)α(x+ µ)
−1. This yields
S = −κH(Vµ)− βSYM,
where H contains the Higgs part of the action in this gauge, and SYM is the ordinary Yang-Mills part
of this action. In both cases the parameters are factored out to make them explicit in the following.
The expectation value of a gauge-invariant operator takes the form
〈O〉 =
∫
Πx,µdVµ(x)Oe−κH(Vµ)−βSYM∫
Πx,µdVµ(x)e−κH(Vµ)−βSYM
=
∫
Πx,µdVµ(x)e
−κH(Vµ)Oe−βSYM∫
Πx,µdVµ(x)e−κH(Vµ)e−βSYM
.
Now, consider the Higgs part of the action. Since the Higgs fields are gone, the expression involving
Higgs fields in (57) will give the smallest action for Vµ = 1. Thus, for κ large, links close to unity
will dominate the action. This incidentally also minimizes the Yang-Mills part of the action, and the
expression e−βSYM will be close to one. A similar statement holds also true if β is small. Thus, for now
in the following assume that either β is small or κ is large.
Expanding
e−βSYM = Πx,µν(1 + ρµν),
where ρµν is the plaquette (58), but build from the gauge-invariant link variables Vµ instead of Uµ. The
products create from the elementary plaquettes larger Wilson loops, but build from the gauge-invariant
plaquettes, just like the usual strong-coupling expansion [130]. In addition, any gauge-invariant operator
can necessarily also be written as some expression involving only the plaquettes [130]. This yields [170]
〈O〉 =
∫
Πx,µdVµ(x)e
−κH(Vµ)OΠx,µν(1 + ρµν)∫
Πx,µνdVµ(x)e−κH(Vµ)Πx,µν(1 + ρµν)
Up to the term involving H , the whole expression can therefore be considered as a sum of expressions
involving only some arrangements Q of plaquettes, and afterwards summing over all such sets Q. The
crucial next step is that there is an upper bound [170]∫
Πx,µν∈QdVµ(x)e
−κH(Vµ)OΠx,µνρµν < c1cn2 ,
where the ci are some finite constants and n is the number of plaquettes in the set Q. On a finite
lattice, both n and Q are always finite. In particular, the number of sets Q as well as the number of
sets without this set grows less than exponentially fast. That follows from the geometry of the lattice.
The combination of these statements allows to bound the partition function by a geometric series,
provided κ is sufficiently large [170, 171]. This implies uniform convergence of the series expansion
of the partition function to the infinite-volume, and thus thermodynamic, limit. Therefore the free
energy is an analytic function of both β and κ in the infinite-volume limit in the whole quantum phase
diagram. However, if it is analytic, there is no phase transition separating the phase diagram in two (or
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more) parts. It is therefore possible to reach any point from any other point without crossing a phase
boundary, and thus there is no qualitative distinction.
This does not imply that there is no phase transition at all in the phase diagram. Only that it can be
circumvented, and thus it is either an isolated singularity or a cut with and endpoint, like the liquid-gas
transition in nuclear matter or water. Therefore, there can exist no observable local35 order parameter
to distinguish BEH effect-type physics and QCD-like physics. Both are physically qualitatively indis-
tinguishable, and any difference can thus only be gauge-dependent and/or quantitative. This picture is
confirmed in lattice investigations, as will be discussed in section 3.8. As stated in [20], if driven to the
extreme the qualitative distinction between QCD-like physics and BEH physics could be regarded as a
pure gauge artifact.
While these insights concur with the picture developed in earlier sections, there are a number of
caveats36. The phase with broken center symmetry manifests also features of the BEH effect [108, 174–
176] to be made.
The first is that the proof only works for theories in which the gauge group is fully broken by the
BEH effect. In theories where this is not possible, the phase diagram could separate into distinct phases.
An example is the case of SU(2) with an adjoint Higgs, where the phase diagrams decomposes into, at
least, two phases [176]. These phases are distinguished with respect to the global center symmetry, i. e.
whether the Z2 symmetry carried by the group-valued links can break spontaneously. The phases show
similar behavior like the low-temperature phase and high-temperature phase of pure SU(N) Yang-Mills
theory, and can therefore be associated with different realizations of confinement in the Wilson sense.
However, there is still no gauge-invariant Higgs vacuum expectation value, and the gauge-invariant
physics is quite subtle [177, 178]. Also, as soon as there are more complicated Higgs sectors, and thus
more parameters, the argument also breaks down, even if the gauge group is fully broken by the BEH
effect. The theory may then become quite involved with a rich phase structure [84, 179–182]. This issue
will be returned to in section 4.8.
The second is that in the construction the length of the Higgs field was frozen, by γ →∞. No similar
proof is available at finite γ. It is therefore possible, at least in principle, that there exists a surface
γ(β, κ), which cuts through the whole three-dimensional phase diagram of the theory, separating two
phases. This does not spoil the general statement that there is no difference between BEH-like physics
and QCD-like physics, as both are present at γ →∞. But it allows for a more complicated structure,
and additional phases37.
A third important issue is the following: A special role is played by the boundaries of the phase
diagram. At β = 0 the gauge degrees of freedom decouple, yielding the ungauged φ4 theory. At κ = 0
the Higgs degrees of freedom decouple, yielding Yang-Mills theory. Only γ = 0 does not decouple the
two sectors. On a finite lattice, the limit to the first two cases are continuous38. In a continuum theory,
this cannot be expected, due to Haag’s theorem [88]: The corresponding Hilbert spaces are not unitarily
equivalent. Therefore, there can be non-analyticities on the boundaries in the thermodynamics limit.
To avoid this unnecessary complication, in the present context only the interior of the phase diagram,
including the limits of any of the coupling constants to zero, will be considered.
The fourth is again that this construction was performed using the lattice as a regulator, and the
usual caveats concerning the continuum limit apply.
35See [165, 173] for considerations on non-local order parameters.
36There are very high bars to overcome for finding a physical distinction, or even definition, between confinement
and a non-confining (BEH) physics in general [20]. But especially non-local and non-bulk observables still remain to be
understood, see e. g. a recent proposal for a conjectured criterion between the Wilson criterion and the statement that
confinement is essentially equivalent to gauge invariance [165, 173].
37Note that the arguments that the gauge symmetry must remain unbroken still apply [88, 153], and thus only gauge-
invariant quantities will have non-zero expectation values without gauge fixing.
38This has been explicitly seen, e. g. for the finite temperature phase transition, which can be continuously deformed
on a finite lattice from the φ4 case to the BEH theory to pure Yang-Mills theory [183].
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3.8 The phase diagram from the lattice
While section 3.7 provided the qualitative structure of the phase diagram for some theories, it did
neither for all theories, nor provided it quantitative insights. Consequently, there is a long history of
investigations of the phase diagrams, especially with, but not limited to, lattice methods [46, 144, 158–
160, 162, 174, 180, 184–208]. These results will be reviewed in the following. Almost all of these
investigations have been performed in four dimensions for the standard model case [46, 144, 158–
160, 162, 186–191, 194–200, 203, 204, 206], and only very few addressed other theories [180, 184, 185,
192, 193, 201, 202, 205, 207–212].
The first question is how to define a phase modification, if there is no qualitative distinction. This
problem can be addressed by using various quantities. Preferable are thermodynamic observables, most
of all the free energy but also susceptibilities or generalized heat capacities are valuable. These can
be unambiguously defined. But also less well-defined, probably even scheme-dependent, quantities are
useful. In particular, the Polyakov loop has been employed. The latter is actually not a good observable,
as it will not qualitatively differ anywhere in the phase diagram because of the explicitly broken center
symmetry. However, the experience with QCD shows, that it is often reflecting phase modifications still
quite well [131, 213].
The first results had been indeed quite similar [186–191, 195] to the expectations of section 3.739.
They showed a simply connected phase diagram. However, it was found that there exists still a phase
transition of first order, starting at the β = ∞ axis, and extending into the phase diagram up to a
critical end point, but extending through the whole phase diagram as a sheet of transitions. I. e. for
every value of γ existed a line β(κ), starting from a critical point βc to β =∞.
Later investigations at γ = ∞ showed that finite-volume effects were underestimated, but did not
change the picture qualitatively [199, 200]. In these investigations a critical end-point was located at
βc ≈ 2.727 and κc ≈ 0.7089, indicating a continuum limit. The nature of this continuum limit, whether
trivial or not, has not yet been studied in appreciable detail.
Figure 1: A sketch of the (con-
jectured) Higgs sector phase di-
agram. The sheet is a surface
of first order transitions, which
may terminate in the bulk by
a line of second-order phase
transitions for all values of γ.
Based on the results of subsec-
tion 4.6.1, the separation sur-
face shown in the top panel of
figure 3 below should be the ac-
tual sheet.
39A similar picture is also found for the Abelian case [214].
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While the value of this endpoint βc seems to be quite similar at all values of γ, the value for κ seems
to decrease with decreasing γ. However, this sheet of phase transitions has not yet been completely
charted. A sketch of the phase diagram is shown in figure 1. Note that there are also arguments pointing
to a possible second critical end-point, and thus second-order phase transition, at β →∞, κ→ 0, and
γ → 0 from functional methods [203, 206]. There is not yet any systematic investigation of this using
lattice simulation. This point will be taken up again in section 6.1.
This phase diagram gives no direct insight into the distinction of regions of the phase diagram with
a BEH-like physics in suitable gauges and regions where QCD-like physics is encountered in a fixed
gauge, because this question depends on the choice of gauge [46]. The origin of this comes from the fact
that it is possible to define gauges with distinctively different residual global gauge symmetries. An
example is given by the case of the non-aligned Landau gauge and the non-aligned Coulomb gauge. As
noted in section 3.3, there is never a Higgs vacuum expectation value in non-aligned gauges. But, it is
still possible to define a criterion for metastability, as discussed in section 2.4. In non-aligned Landau
gauge this is e. g. [45, 46]
QL =
1
2
〈∣∣∣∣∣
∑
x
φ(x)
∣∣∣∣∣
2〉
(64)
essentially the lattice version of (14). On a finite lattice, this quantity is always finite. If the theory in
non-aligned Landau gauge is not metastable, this quantity vanishes as the volume goes to infinity, and
in fact as 1/V [46, 65]. In Coulomb gauge, it is possible to use [46, 215]
QC =
1
2NtV
2
d−1
∑
t
〈
tr

∑
~x,~y
U0(t, ~x)
†U0(t, ~y)

〉 (65)
where U0 are the temporal link variables, which vanishes as 1/Vd−1 in the infinite volume limit if there
is no metastability. The important difference of both (64) and (65) to 〈φ〉 is that the are inherently
non-local.
This behavior is illustrated for the Landau gauge in figure 2. It is also shown that in a non-aligned
Landau gauge the Higgs vacuum expectation value always vanishes. In the bottom panel of figure 2
the result of sketching the phase diagram at γ =∞ in nonaligned Landau gauge and Coulomb gauge,
using (64) and (65), respectively, is shown [46]. It is seen that at small β, substantially below the
possible critical end-point, a phase transition is signaled in QL and QC but the location differs. Only if
there is actually a physical phase transition at larger β [199, 200], the transition in both gauges start
to coincide. This is not unexpected, as here all quantities, gauge-dependent and gauge-invariant, have
non-analyticities. On the other hand, this implies that QC and QL show gauge-dependent pseudo-phase
transitions even if there is no physical phase transition. Thus, fixed-gauge results on phase transitions
do not necessarily coincide with a physical phase transition and/or with transitions in other gauges.
Thus, phase transitions need to be seen always in gauge-invariant observables to justify the label of a
phase transition.
This also implies that the standard methods in perturbation theory to detect a phase transition, i.
e. using the Higgs vacuum expectation value [163], cannot be expected to identify the phase transition.
That this may still work in some cases and some gauges is due to a subtle effect to be discussed in
section 4. From figure 2 it is, however, already clear that this can only work if there is an actual phase
transition.
Finally, this emphasizes the results of section 3.7 that there is no qualitative distinction between
the two regions in the phase diagram. Therefore, these will not be denoted as phases, but rather as
QCD-like domain and BEH-like domain. As is seen, the distinction cannot be sharp, and depends on
the gauge at hand.
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Figure 2: The top left panel shows (64)
at a point in the QCD-like domain (β =
2.4728, κ = 0.2939, γ = 1.088, closed
symbols) and the BEH-like domain (β =
2.7984, κ = 0.2954, γ = 1.370, open sym-
bols) [216]. The right-hand side shows
the expectation value of the Higgs com-
ponents in a non-aligned Landau gauge
[65, 216] at the same points. Note how in-
distinguishable the behavior in both cases
is. Shown are individually the four real
components. Errors are statistical errors
only, and are smaller than the symbol size
on the left-hand side. The lower panel
shows the phase diagram seen from dif-
ferent gauges using (64) and (65), from
[46] (Reprinted with permission. Copy-
right (2007) by the American Physical So-
ciety.). Note that in this plot γ = κ and
the investigation is performed in the limit
φ†φ = 1, i. e. proper γ →∞.
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Figure 3: The gauge-fixed
phase diagram according to
(64) in non-aligned Landau
gauge for SU(2) (top panel)
and SU(3) (bottom panel).
Red points are in the BEH-like
domain and blue points in the
QCD-like domain [162, 216].
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Figure 4: The same as figure
3, but after translating the pa-
rameters to the continuum ac-
cording to (60-62). For SU(2),
the dimensionful parameter is
normalized to the mass of the
lightest excitation in the 0+
singlet channel. For SU(3), it is
given in lattice units, as not in
all cases spectroscopically data
is available. For details on the
spectroscopy see section 4.
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For theories with a single fundamental Higgs field for the gauge groups SU(2) [162] and SU(3) [205]
the phase diagram has been mapped using the order parameter (64) on the lattice. The result is shown
in figure 3 using the lattice parameters and in figure 4 using the continuum parameters. For the range
of parameters plotted there is a clear distinction between both regions. Since there is not yet an equally
good identification of physical transitions in these theories, or in other gauges, it is hard to predict
where a physical separation is. However, this is actually far less of a problem for phenomenology as
it may appear at first, as will be discussed in section 4. Also, the results only cover a portion of the
phase diagram, and a full map is, naturally, not available from lattice simulations. Interestingly, the
situation in the snapshots for the phase diagram differs not that much for SU(2) and SU(3). There is
a sheet-like separation structure, where the QCD-like domain starts for all γ and β at κ = 1/8, i. e.
the tree-level massless case. Then, at larger κ, the Higgs-like domain is present if γ is smaller than a
critical value, where the critical value depends on κ. Qualitatively, it looks as in the sketch depicted in
figure 1. Thus, it is really the strength of the four-Higgs coupling, rather than the gauge-coupling or
’deepness’ of the potential at tree-level, which determines the domain the theory is in. But, eventually,
even in the limit γ →∞, there is a critical depth of the potential after which the theory is for any κ in
the BEH-like domain.
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=169 GeV-1QCD-like, a
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=347 GeV-1BEH-like, a
=157 GeV-1BEH-like, a
Running coupling
Figure 5: The running gauge coupling in the miniMOM scheme [217] for different physical situations
and different lattice cutoffs [161, 216]. Note that the details of the physics in the QCD-like systems
and BEH-like systems are not identical, as they do show, e. g., different masses in the spectrum [161],
explaining their different behaviors.
Note that while the results are from a gauge-dependent order parameter, this parameter shows to
the best of our knowledge also always a transition if there is a true phase transition. This turning
into a genuine phase transition will happen for a sufficiently large β, about 2.73, corresponding to a
sufficiently weak tree-level gauge coupling of α = g2/(4π) ≈ 0.117 for SU(2) [199, 200], though the
exact value depends also on the other parameters. However, it is important to note that this is a bare
(lattice) coupling. The actual running gauge coupling in the miniMOM scheme [217] is shown, for some
sample systems, in figure 5. It is noteworthy that, while it is generically larger for the QCD-like cases
at low momenta, already at intermediate momenta at about a few hundred GeV there is not necessarily
a large difference. In fact, the difference between different BEH-like or QCD-like points in the phase
diagram can be larger than between QCD-like points and Higgs-like points. Nonetheless, it is found
that the running coupling at sufficiently large momenta is in all cases entirely determined by one-loop
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(resummed) perturbation theory [161]. It is therefore important to keep in mind that the bare quantities
of figures 3 and 4 do not allow to conclude the physical properties of a point.
Figure 6: A sample line of
constant physics, fixed by the
value of the lightest state in
the scalar singlet and vector
triplet channel (see section 4
for details) and the value of the
running coupling in the mini-
MOM scheme at 200 GeV. The
lattice spacing decreases from
(131 GeV)−1 to (440 GeV)−1
towards larger β values.
It should also be noted that, in principle, it is necessary to construct lines of constant physics
[130–132] to follow a fixed set of physical parameters to the continuum limit, or at least to a large
cutoff. Unfortunately, the physical properties of the theory turn out to be very sensitive to the values
of the bare parameters, especially to κ. This is a sign of the fine-tuning problem to be discussed in
section 6.2. It has therefore not yet been possible to follow any line of constant physics for any large
number of points. An example of a short trajectory is shown in figure 6. It is noteworthy that in
most cases identified short trajectories seem to proceed towards larger β, and κ becoming closer to 1/8
for decreasing a. Such a tendency is actually predicted in studies using the functional renormalization
group [203, 206], which also require γ → 0. In fact, they predict an interacting, asymptotically free
continuum theory in this limit. Whether this is indeed the case remains to be seen.
Another important lesson to be learned from the results comes from studying the parameter range
where QCD-like physics is observed. The plots in figures 2, 3, and 4 all cover only a region of the phase
diagram where at the cutoff the classical potential has either a vanishing quadratic term, equivalent to
κ = 1/8, or where it has the characteristic wine-bottle-bottom shape. Thus, in a large region of the
phase diagram quantum fluctuations drive the system out of the BEH-like regime and into a QCD-like
regime, in contrast to the expectations from perturbation theory [14, 163]. In particular, this occurs
for essentially any value of the gauge coupling and the four-Higgs coupling. Thus this happens even
at weak coupling, where naively perturbation theory is expected to work. Thus, quantum fluctuations
are not negligible, and the decision where BEH-like physics prevails in a given gauge cannot always be
answered by a tree-level calculation. Even if quantum corrections are taken into account perturbatively
[163, 218] this may still not be sufficient. In such cases non-perturbative methods are necessary. There
is not yet any unambiguous prediction under which conditions the quantum fluctuations will alter the
physics, and care has to be taken. But this effect was already observed in the earliest lattice calculations
[188–190].
If more Higgs fields in the fundamental representation are added, the phase diagram becomes more
complex. Especially, different physical phases arises, often differing in the realization of the custodial
symmetry [84, 179]. This has been confirmed in lattice simulations [180, 201]. However, these various
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phases may, or may not be connected to the presence of a BEH effect in any given gauge, a question
essentially unexplored beyond perturbation theory.
Also when more gauge fields of different gauge groups are added, the structure of the phase diagram
becomes quickly very involved. Except for some simulations including a U(1) sector [219–222] little
exists so far in terms of lattice simulations. At infinite Higgs self-coupling they indicate a separation
into two phases with one having the structure expected in the standard model [223].
The situation becomes even more complex when adding fermions. There are some investigations
using functional methods of such theories, but focusing on a field content which makes the effective
interaction strength weak [224, 225]. There are, of course, many results using perturbation theory
[84, 163, 179]. But they are, for the reasons discussed above, not suitable as they are in fixed gauges
and/or cannot guarantee the absence of a shift of the transition non-perturbatively. There are also many
results for supersymmetric theories [226], where such questions can be (partly) solved analytically. This
is beyond the scope of this review. However, it is important to note that the arguments about a lack of
gauge invariance also pertains to supersymmetric theories, if only vacuum expectation values are used.
3.9 The phase diagram for multiple breaking patterns
If the Higgs is not in the fundamental representation then an additional problem arises: It is possible
that even a potential renormalizable by power counting allows for multiple, different minima. This begs
the question whether these multiple minima can be associated with different physical phases.
The, arguably simplest, case is a Higgs field in the adjoint representation with gauge group SU(N ≥
3). Take the potential to explicitly conserve the Z2 symmetry φ → −φ. Given the most general
superficially renormalizable potential, a tree-level analysis shows that different Higgs vacuum expecta-
tion values are possible, each one leaving a different S(U(P )×U(N − P )) subgroup of the gauge group
invariant40 [177, 227–229]. Thus, there are N/2, rounded up, breaking patterns.
Naively applying the arguments of sections 2 and 3.6 yields that a particular of these breaking
patterns, either by gauge-fixing or other means, would be selected. But it is more subtle than that.
This subtlety arises in the following way. In the fundamental case, every gauge orbit is either only
zero field, or belongs to an orbit with symmetry group SU(N − 1), as always a gauge transformation
exists which rotates a given scalar field locally into a vector with only a single non-zero component.
Thus, there are two strata, and the corresponding symmetry groups, SU(N) for zero scalar field and
SU(N − 1) otherwise, are the little groups [62]. In this case there is only a single special orbit, the
vacuum, and all others behave in the same way.
In the adjoint case, there are not only two strata and little groups, but more. E. g. for the SU(3)
case with adjoint Higgs there are three: SU(3), SU(2)×U(1), and U(1)×U(1). Any value of the Higgs
field can have only one of these little groups as invariance groups, and the set of all such orbits is again
the corresponding stratum of the little group. Thus, there is no gauge transformation moving a value
of the Higgs field from one stratum to another, and belonging to a stratum is a gauge-independent
statement. Thus, corresponding gauge-invariant quantities to state this fact exist. These are merely
the invariant polynomials of the group and the representation [62]. E. g.,
tr
(
Σ3
)
(66)
Σ = T aφa
yields to which stratum a field locally belongs. In fact, the values are discontinuously different if the
field length is normalized.
40The ranks of the little groups, and thus the size of the Cartans, play an important role in determining the number of
different little groups [62].
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There is now a twist to this group-theoretical observation in a field theory [177]. The distinction
is local. The scalar field is a field, and its value changes from point to point. Especially, a scalar field
can belong to any stratum at different space-time points. Thus, the distinction is not meaningful in a
global way. Still, because a gauge transformation acts on the Higgs field locally, this feature is again
locally gauge-invariant. Thus, the function (66) locally characterizes the stratum of the scalar field.
Likewise, it is possible to characterize the space-time average of any scalar field configuration by
the stratum to which it belongs. This will be independent under global gauge transformations. The
question is now how this affects the phase diagram. Is this sufficient to distinguish phases?
First of all, this does not affect perturbation theory. Because perturbation theory is a small field
expansion, perturbation theory will stay inside a given stratum, by definition, as the characterization
in terms of invariants is discontinuous [62].
Secondly, any fixed field configuration will therefore belong to a given stratum. But the full average
will again vanish, for the following reason. Inside a stratum, the average over the little group will erase
any information which is not invariant with respect to the little group. In addition, it will be averaged
over all possible orientations of the stratum inside the full group, yielding again zero for any naive
vacuum expectation value.
Can then something like (66) be used? This is, unfortunately, not the case. Though (66) is gauge-
invariant, its actual value is determined by weighting the value for every gauge orbit by the exponenti-
ated action, and averaging over the orbits of the different strata. The path integral therefore decomposes
into a sum of distinct parts. Each term contains the configurations for which the space-time average
can be assigned to any of the strata. Consequently, the value of (66) will be the sum of these terms.
Therefore, the expectation value can, in principle, be continuous throughout the phase diagram of
the theory41. What actually happens, and what the actual value of (66) is, depends therefore on the
dynamics of the theory.
This can become a serious problem when attempting to fix a gauge like the ’t Hooft gauge (46)
beyond perturbation theory. If the vector v in (46) belongs to a given stratum, and the Higgs field at
a point x belongs to a different stratum, then the term φTv vanishes at this point. Thus, at this point
the gauge condition degenerates to the covariant gauge condition.
Even more problematic is that the gauge was chosen such that the gauge condition rotates the
space-time average of the Higgs field into the direction of v, which is part of a fixed stratum. This is
impossible if the average of a gauge orbit belongs to a different stratum. Thus, the gauge condition
cannot be fulfilled on this configuration and, in fact, on the whole gauge orbit. Instead, the orientation
of the average remains within the stratum and is not affected. Thus, ultimately, an average over the
directions inside the stratum is performed, yielding again a zero expectation value for averages on any
gauge orbit belonging to this stratum. Hence, on gauge orbits having an average value belonging not
to this stratum the gauge condition (46) degenerates into the covariant gauge condition.
For the calculation of gauge-dependent expectation values this has the following consequence. Given
the arguments above, the total vacuum expectation value of the Higgs has still the same direction42, as
all gauge orbits belonging to the corresponding stratum can still be fixed to satisfy the ’t Hooft gauge
condition. However, fields belonging to a different stratum do not have a small fluctuation around this
vacuum expectation value. Thus, for some gauge-dependent operator O holds, symbolically,
〈O〉 =
∫
DW
(∫
Selected stratum
DφOeiS +
∫
Other strata
DφOeiS
)
= 〈O〉s + 〈O〉o, (67)
41This is not necessarily so, but this requires either zero prefactors or cancellations. This is not impossible. After all,
there is always the QCD-like phase, which technically belongs to the maximum little group, as no direction is preferred.
However, the corresponding stratum has measure zero, it is only the vacuum, and it can thus not arise by any other
means than cancellation.
42Provided there is no measure-zero problem or cancellations, which will be neglected.
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i. e. it decomposes into two expectation values, of which one is in the selected gauge, while the other is
in the corresponding covariant gauge.
There are now two possibilities
• The correlation function 〈O〉o is negligible, in a suitable sense, with respect to 〈O〉s, and therefore
the expectation value behaves as if (46) was fulfilled
• This is not the case, and the result is therefore a superposition of both results
What actually happens may depend on the theory and parameter values in question. This is yet
unknown. E. g., in the adjoint case, if the global Z2 custodial symmetry is explicitly broken, the
absolute minimum always favors the maximal little group [62]. Thus, it is entirely possible that if the
potential is metastable with respect to the global symmetry the first case may be appropriate, and then
only one of the strata contributes, and otherwise the second. This will require a full non-perturbative
investigation to understand better. But as of now only very early exploratory investigations have been
made using lattice simulations [193, 209, 210, 230, 231]. Of course, though continuum notation has been
used above, also these theories are affected by the possibility of triviality, and may require a regulator
like the lattice.
It should be noted that this situation is quite prevalent in supersymmetric theories, especially in
the presence of more than one supercharge. In this context the Higgs expectation values are also called
moduli and the space of possible breaking patterns moduli spaces [226]. Nothing is yet known about
the implications of the above considerations for this class of theories.
4 Mass spectrum and mass gap
As experiments are observing particles, the spectrum of the theories under investigation play a funda-
mental role. Gauge-invariance has important implications on which particles can actually be observed,
as will be discussed in detail in subsection 4.1. The remainder of this section will then be dedicated to
how to obtain this spectrum in a manifest gauge-invariant, non-perturbatively well-defined, and prac-
tical way. For the sake of simplicity and to be able to use lattice results, most of this section will still
focus on the Higgs sector (31) alone, except for sections 4.7 and 4.8.
4.1 Physical particles
The phase diagram has already shown that using gauge-dependent quantities is potentially misleading.
This repeats itself, in a very subtle way, in the observable, physical spectrum and the dynamics of the
theory. This requires a somewhat more extended discussion.
To start out, it is best to consider the standard approach. Usually [14], the gauge bosons and the
Higgs particle, up to components belonging to BRST quartets, are considered as physical particles.
Especially, it is assumed that these are the particles which are forming final states. Considering again
the standard model case but only the Higgs sector alone this would imply that the Higgs and the W/Z
bosons, which are then stable, would be observable particles43.
However, these fields carry an open gauge index. In the QCD-like domain, they would act like
partons, and would be expected to be confined. Indeed, the corresponding potential and string-tension
in the QCD-like domain are quite similar to ones in true QCD [159, 160]. But if the phase diagram
43Of course, neither the Higgs nor the W/Z bosons are actually stable particles in the standard model. However,
especially for the W±, this is accidental due to the masses of the fermions in the standard model. Other parameters
would allow the W± to be the lightest, electrically-charged particles, and thus stable. Also, with differing parameters,
all of these states could be long-lived on experimental time scales. Finally, the question which particles can be observed
needs to be answered also in a purely theoretical setting like (31) as a stand-alone theory.
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is continuously connected, the spectrum can only undergo quantitative, but not qualitative, changes.
Thus, states which would be confined in the QCD-like domain should not be part of the physical
spectrum anywhere in the phase diagram. Thus ’colored’ states, i. e. states with an open gauge index,
should not be observable [18, 232, 233].
While this may be considered an esoteric problem of this particular theory, it is actually much
more general. The reason why this problem becomes aggravated is that in a non-Abelian gauge theory
it seems to be impossible to construct a gauge-invariant, (almost) local gauge charge [88, 234–236],
notwithstanding many attempts over the time [234, 235, 237–244]. Thus, objects with an open gauge
index can generally not be observable, and corresponding correlation functions should therefore vanish
without gauge fixing.
This is qualitatively different from the Abelian case, where it is possible to construct a physical,
observable charge [88, 235, 245, 246]. There, a gauge-invariant charge can be constructed using a Dirac
phase factor, which is almost local up to a Dirac string. Still, this means that even in an Abelian gauge
theory the elementary fields do not describe physical observable particles, and in fact the corresponding
propagators do not have a physical pole structure [68, 247]. Rather, it is necessary to dress them
appropriately to obtain gauge-invariant states. Essentially, the elementary fields are dressed by a
photon cloud. How this explicitly works in Abelian gauge theories can and has been investigated in
lattice calculations and in continuum calculations, including in particular QED and the Abelian Higgs
model [88, 130, 171, 244, 245, 248–251]. These confirm the necessity and correctness of this dressing.
That this appears to be not possible [88] in non-Abelian gauge theories can be traced back to the
Gribov-Singer ambiguity [234, 235, 244], discussed in section 3.4. Thus, even though this ambiguity
seems to be a quantitatively irrelevant problem, its qualitative implications are also felt even when the
BEH effect is active.
Conversely, objects described by operators which have no open gauge index, and are thus gauge-
invariant, should be observable. This means that observable particles need to be described by composite,
gauge-invariant operators [18, 19, 30, 233, 252–259]44. Structurally, such operators are the same as
bound state operators, e. g. hadron operators in QCD. In fact, on a mathematical level, they are exactly
the same. Thus, states described by them should be regarded as bound states45 of their constituents
in the same sense as hadrons are considered as bound states of quarks and gluons [259]. This does
not mean that they must have properties like those expected for QCD or QED bound states. As will
be discussed below, this is indeed not so [18, 19, 259]. This problem of how physical states should
be consistently defined appears to have been known at the time of the inception of the BEH effect
[264–267], but was formalized only about fifteen years later [18, 233].
These arguments show how, from a fundamental field-theoretical perspective, a treatment should
occur. This is different from the usual argumentation in perturbation theory [14]. As the perturbative
treatment is proven to all order in perturbation theory, it is important to point out how it could still
fail in a full treatment of the theory. There are two reasons, intrinsic to the perturbative approach.
The first is that BRST symmetry, as discussed above, breaks down in the presence of Gribov copies
[101], and therefore the usual quartet mechanism is not working. Even if this could be circumvented,
the construction of the asymptotic state space in perturbation theory is based on a smooth limit of all
coupling constants vanishing [14]. This implies that at most the elementary fields in the Lagrangian
can be asymptotic states. Thus, even a hydrogen atom could not be a stable asymptotic state in the
44In this context also [124, 260–262] should be mentioned, which at least partly argue into this direction.
45Note that sometimes the argument is raised that the weak interactions cannot sustain bound states. However, it should
be noted that the even weaker interacting QED not only sustains a plethora of bound states like atoms and molecules
but also exhibits a multitude of other non-perturbative phenomena like phase transitions and even scale separations over
many orders of magnitude in solid state systems. Also arguments based on quantum-mechanical approximations of the
Higgs sector against the existence of bound states [263] are not applying, as relativistic effects, like very large mass defects,
turn out to play a major role.
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perturbation theory of QED. This already shows that something is fundamentally awry. This comes
about in the following way: If a smooth limit would be possible then asymptotically the gauge symmetry
becomes a global symmetry. This is not a unitarily equivalent state space, as it carries a different group
and orbit structure. Thus, the limit cannot be smooth. This absence of a unitary equivalence between
the free theory and the interacting theory is actually only a particular example of the more general
theorem of Haag, which also applies to non-gauge theories [88]. Thus, already in the very construction
of the states around which perturbation theory should be made the root has been seeded why the full
theory cannot be adequately captured46.
But now seemingly a paradox arises: Why is the description of experiments in the Higgs sector, and
the whole standard model, using the Higgs and theW/Z bosons as if they would be physical, observable
particles then working so well [10, 14, 89, 90]? The answer to this is quite subtle, and deeply connected
with the BEH effect [18, 19]. It will be discussed at length in section 4.5. Before going to this general
case, it is in the case of the standard-model Higgs sector actually possible to exemplify the previous
discussion by a rewriting of the theory. This will be done in section 4.2.
Because of the subtlety of the situation, this warrants a special notation in the following. In this
section, and the next section 5, the names and symbols of the elementary fields, i. e. those appearing
in the Lagrangian and the path-integral measure, will be denoted by small (initial) letters, e. g. higgs,
w-boson and waµ. The corresponding big (initial) letters will be reserved for gauge-invariant states,
which will play the analogue of these elementary particles.
4.2 A quasi-exact reformulation of the standard model Higgs sector
Consider the lattice version of the theory (57) in the standard model case. Define the composite,
gauge-invariant operators
H(y) = φ†(y)φ(y) = det x(y) (68)
V cµ (y) =
1
det x(y)
tr
(
T cx†(y) exp(iTbw
b
µ(y))x(y + eµ)
)
=
1
H(y)
tr
(
τ cx†(y)Dµx(y)
)
+O(a2) (69)
Vµ(y) = T
cV cµ (y)
where c is a custodial index, and x is given in (32). This defines a custodial singlet scalar and a custodial
triplet vector. The action can now be rewritten as [18, 19, 189, 252, 253, 256, 270]
S = β
∑
yµ<ν
(
1− 1
2
ℜtrVµν(y)
)
+
∑
y
(
H2(y)− 3 logH(y) + λ(H(y)− 1)2 − κ
∑
µ>0
H(y + µ)H(y)trVµ(y)
)
(70)
where Vµν is the plaquette formed from Vµ. The logH term originates from the Jacobian when changing
the variables to (68-69) [189].
There are several observations. First, the theory has only a global custodial (SU(2)) symmetry, and
no longer any gauge symmetry. Thus, the gauge degree of freedom has been completely absorbed in
the field redefinitions. At the same time, the field Vµ is a massive vector field. This field does not
suffer from unitarity problems as ordinary massive vector fields [14], because the term logH cancels
46A different approach is to develop a perturbative expansion around interacting (gauge-invariant, bound) states. This
is done e. g. in [252, 268, 269], and also [18, 19, 256, 259] and section 4.5 is not too far away from this idea.
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the corresponding contributions. This term is also the second observation: This theory is no longer
superficially renormalizable by power-counting, as the term logH corresponds to an infinite power series
in H . However, since the underlying theory is both renormalizable and unitary, these effects must cancel
each other making the theory well behaved.
Thus, the gauge theory corresponds to a non-gauge theory, with only physically observable states.
These states correspond to composite operators in the original theory, manifesting the qualitative dis-
cussion above. In fact, for the parameters of the standard model, the field H fluctuates weakly, and the
logH term can be neglected in perturbative calculations to reasonable accuracy [256].
There is one caveat in this rewriting [161]. To obtain this expression requires the division by H
in (69) and that logH is well-defined. This is only possible for H 6= 0. Thus, the theory is only
equivalent if occurrences of H = 0, so-called defects, are a measure-zero effect. If the BEH physics is an
adequate description and the Higgs field only weakly fluctuates around a non-zero value, this seems to
be a reasonable assumption. If not, such defects can play an important role, especially in the QCD-like
domain, and possibly in the cross-over region. The origin of the problem is that the target space of
theory is modified. The original theory has for the Higgs field C2, while the reformulation maps this
target space to R × S3, which is a topologically different manifold. There are arguments that this
will not affect the theory qualitatively [143, 271, 272], but no full proof exists. Thus, when using this
reformulation, this issue should be kept in mind47. Still, this implies that there is a non-gauge theory
which is equivalent to the original theory. The gauge symmetry only served to write the theory in a
way which is renormalizable by power counting.
That it is possible to reformulate the theory in terms of gauge-invariant variables is actually not
a big surprise48. This is already possible for theories like Yang-Mills theory [273]. However, in this
case the price to pay is that there are infinite number of variables, Wilson loops [131] of all sizes. The
present theory is special, as this is possible with a finite number of variables, albeit at the cost of a
superficially non-renormalizable action.
Unfortunately, in this form the transformation is no longer possible if either QED or fermions are
added. Also, it was not yet possible to find such a rewriting for theories where the number of gauge
bosons exceeds the number of higgs fields. Still, it is not impossible that eventually such a reformulation
could be found in general [252, 253].
The definitions (68-69) have an eerie resemblance to the unitary gauge of section 3.3.4. This is
because unitary gauge implements by the gauge condition a reduction to similar degrees of freedom.
In addition, the gauge defects in unitary gauge arise at the same space-time points where the trans-
formation (68-69) is not well defined. But it lacks the relevant Jacobian in (70) which makes the
theory renormalizable. As a consequence, the strict order of limits between gauge-fixing and regular-
ization is absent here. Finally, even at infinite mass, the Faddeev-Popov operator has negative and zero
eigenvalues along the gauge orbit, and thus the Gribov-Singer problem remains.
4.3 Gauge-invariant classification of states
As now discussed at length, the only way to classify observable states is in terms of observable quantum
numbers. These quantum numbers need to be carried by gauge-invariant (composite) operators, and
thus can be at best associated with global symmetries.
First and foremost, any operator can be characterized by it spin and parity, JP , which is obtained
47To the knowledge of the author, because in the BEH regime there is little influence by the topological defects, it is
not yet excluded that the actual Higgs sector of the standard model could have either target space. Barring any final
results, here the usual C2 target space will be assumed.
48The so-called generalized Kretschmann objection states that for any theory a trivial reformulation as a gauge theory
should be possible [13]. The statement here is, in principle, a reversed generalized Kretschmann objection that for every
gauge theory there exists an equivalent non-gauge theory.
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from the corresponding spin and parity of the constituents, as well as possible relative momenta between
them. Furthermore, states carrying no further quantum numbers can have a definite charge parity C,
yielding JPC. This works in the same way as in QCD or QED.
Besides this enter custodial quantum numbers. These are also obtained from the corresponding
composite fields. This implies that an operator composed entirely of gauge fields cannot have any
custodial quantum number. Since any integer spin, charge parity49 and parity can be created from pure
gauge field operators [274] always all custodial singlet states exist.
Concerning custodial charges, this is somewhat less trivial. Of course, to any pure gauge operator
always a factor φ†φ can be added to have a hidden custodial component. For open custodial charges,
this depends on which gauge-invariant combinations of the higgs fields can be created. In the case of the
standard-model Higgs sector this implies the absence of custodial doublets [162, 275]: A fundamental
charge can only be screened by an anti-fundamental charge, but not by an adjoint charge. Thus, gauge
bosons cannot screen the charge of the higgs, and only another (anti)higgs can. And since only the
higgs carries custodial charge as a doublet it is impossible to construct a tensor product which is at
the same time a custodial doublet and gauge-invariant. Only custodial singlets or multiplets with an
integer representation, i. e. triplets etc., are possible in this theory. Of course, once more fundamental
charges, e. g. the standard-model fermions, are introduced into the theory this will no longer be true.
Likewise, in an SU(3) gauge theory with a single fundamental higgs the custodial symmetry is a
U(1). Since any gauge-invariant state, as in QCD, always contains either an higgs and an anti-higgs or
three higgs particles or combinations thereof [177, 205, 276], only states with zero or multiples of three
times the higgs particles’ custodial charge can be gauge invariant. If the theory has a more complicated
custodial structure, the possibilities quickly proliferate [177, 180, 181, 201].
This has far-reaching consequences also for the remainder of the standard model, as will be discussed
in sections 4.7.1, 4.7.2, and 4.7.3, but even more so beyond the standard model as will be discussed in
section 4.8.
4.4 Masses and the Nielsen identities
Before really understanding how the masses of the bound states are related to the masses of the elemen-
tary particles, it is necessary to first understand how the masses of the elementary particles have to be
understood. In perturbation theory, these are very well defined [14]. However, as discussed in section
3.3, this is insufficient, as already a different choice of gauge leads to a breakdown of perturbation
theory. Of course, BRST non-singlets, i. e. perturbatively unphysical states, have already at tree-level
a gauge-dependent mass [14]. Thus, only perturbatively physical, i. e. BRST singlet states, will be
discussed in the following.
It is possible to determine the masses using non-perturbative methods, and has been done so using
lattice simulations [106, 161, 205, 255, 259, 277, 278] and functional methods [279, 280], in a fixed gauge.
This is essentially done as in Yang-Mills theory or QCD alone [96]. However, such calculations are always
performed in a fixed gauge, and the question remains whether the results could be gauge-invariant, and
thus define physical masses.
This is often argued using the so-called Nielsen identities [75]. They are essentially based on the
effective potential in the class of ’t Hooft and linear covariant gauges. But already in [75] it is pointed
out that infrared divergences in linear covariant gauges are problematic, but they may be cured non-
perturbatively.
The basic argument on which the identities are based is that any change in the gauge parameter can
be compensated for by a non-trivial change in the higgs vacuum expectation value. This can already be
guessed from the corresponding gauge condition (46), where both enter as a product. Then, the actual
49Provided distinguishable anti-particle exists, i. e. the gauge group has complex representations.
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effective gauge condition remains unchanged. Thus, the theory remains the same and the masses of the
elementary particles need to be the same, and thus not depend on the gauge parameter. Thus, they
are gauge-parameter independent.
However, this is not the same as gauge-invariant. There are two reasons why this does not cover
all gauges. First, as was pointed out already in the original work [75], the same derivation cannot be
done in gauges where the gauge condition does not only involve the would-be goldstone bosons but
also the remainder higgs field in a non-trivial way. Such gauges are also well-defined, and have been
considered, e. g. in [281]. Second, and more importantly, the argument requires that there is a non-
vanishing vacuum expectation value of the Higgs field, which can be used to offset the change. As has
been discussed in section 3.3, and as can be done explicitly in lattice calculations [65], it is possible to
construct gauges for which this is not true. Thus, the Nielsen identities do not hold for such gauges: The
Nielsen identities guarantee gauge-parameter invariance in subclasses of gauges with a higgs vacuum
expectation value. This is actually true even non-perturbatively. But they are not strong enough to
ensure gauge invariance.
Note that these arguments only show that the Nielsen identities do not guarantee gauge-invariance,
not that the masses are not gauge-invariant. However, there is an argument which also calls this into
question. It comes from the analytic connection of the phase diagram. In the QCD-like region, all
results so far strongly suggest that no mass pole exist for the gauge bosons, and thus no thing like a
mass can be defined [106, 108, 161]. In fact, this may even be true for the higgs boson [277]. At the very
least both have negative norm contributions, and thus a non-standard spectral representation. This
changes when moving into the BEH-like domain, and at least a conventional mass pole arises, though
some negative-norm contributions remain in the spectral functions [106, 161, 282]. This is possible,
because in a fixed gauge the gauge-dependent correlation functions can change discontinuously. But,
since all gauge-invariant quantities remain analytic, a physical mass would need to continue to exist
even in the QCD-like domain, which it does not. In addition, the appearance of a mass pole happens
in different gauges at different points in the phase diagram [46], as discussed in section 3.8. Thus, also
from this point of view a contradiction arises. These arguments make it also quite unlikely that some
improved version of the Nielsen identities exist which could make the poles gauge-invariant. Or, at the
very least, requires some baroque way the mass pole would need to be carried by different correlation
functions in the different regions, depending on the gauge. This seems unlikely.
All of this does not diminish the technical usefulness of the Nielsen identities in fixed classes of
gauges, especially in perturbation theory.
4.5 Gauge-invariant perturbation theory
4.5.1 General strategy
The masses of the bound states are genuine50 non-perturbative quantities51 [68, 268]. In principle,
non-perturbative methods would therefore be needed to calculate them.
Fortunately, in presence of the BEH effect, there exists a possibility to calculate them analytically
50This is already visible heuristically when considering a stable bound state. In perturbation theory only elementary
states are stable, asymptotic states. Therefore, a stable, and thus asymptotic, bound state can never exist in perturbation
theory.
51It should be noted that even in the perturbative picture of the weak interactions all states receive mass corrections
from non-perturbative physics due to QCD. The non-perturbative chiral symmetry breaking acts like the BEH effect,
and yields in the absence of the BEH effect masses for the w and z boson of order some tens of MeV [283]. In fact,
it is a realization of Technicolor [86, 284, 285] within the standard model [283]. However, if this occurs in addition to
the BEH effect, both contributions are added in quadrature in a leading-order non-perturbative treatment [286], and the
hadronic mass contribution is diminished to about 5-6 keV, and therefore likely undetectable. Note that unitarity for
such a correction can only be restored non-perturbatively.
48
[18, 19]. This is done using so-called [20] gauge-invariant perturbation theory. As the name suggests, this
is indeed a perturbative approach. This procedure can actually be extended beyond static properties
[18, 19, 65, 287], as will be discussed in section 5.
At first, this seems a quite surprising statement, as it was just stated that the masses belong to
non-perturbative bound states. However, in a very precise sense [18, 19] the BEH effect can be utilized
to determine the masses nonetheless. The basic rules of this approach are similar to Feynman rules,
and can be outlined in the following way [65, 287, 288]:
1) Write down the gauge-invariant operators needed to describe the process in question, e. g. O, and
form the desired correlation functions, e. g. a propagator
〈O†O〉
2) Fix a gauge with a non-vanishing vacuum expectation value, e. g. ’t Hooft gauge (46)
3) If there are higgs fields contained in the operators, split them in vacuum expectation value and
fluctuation field. E. g., if O contains one higgs field this yields for the propagator
〈O†O〉 = v2ninj 〈O′†i O′j〉+ vni 〈(O′†i O′′ +O′′†O′i)〉+ 〈O′′O′′〉 (71)
where O′ is the operator with the higgs field replaced by the direction of the vacuum expectation
value n and O′′ is the operator with the higgs field replaced by the fluctuation field η. This is the
FMS mechanism [18, 19], an expansion in v
4) The three correlation functions on the right-hand side of (71) can then be expanded in their usual
perturbative series. This double expansion is then gauge-invariant perturbation theory
This recipe will now be applied to the standard-model case. Other cases will be treated in section 4.8.
In this course, how to interpret the results and all further applying subtleties of this procedure will be
discussed. The validity of this double expansion will be tested using lattice methods in section 4.6. In
section 5 it will be applied to scattering processes.
4.5.2 The scalar singlet
According to section 4.3, physical states are identified by their JP (C) and custodial quantum numbers.
Consider as the simplest case the scalar singlet in the standard model setup. The simplest operator
carrying these quantum numbers is the composite operator [18, 19, 232]
H(x) = (φ†φ)(x), (72)
already appearing in section 4.2 in equation (68). Applying the rules of gauge-invariant perturbation
theory of section 4.5.1 up to step 3 yields52
〈
(φ†φ)(x)(φ†φ)(y)
〉
= dv4 + 4v2
〈
ℜ
[
n†iηi
]†
(x) ℜ
[
n†jηj
]
(y)
〉
(73)
+ 2v
(〈
(η†i ηi)(x) ℜ
[
n†jηj
]
(y)
〉
+ (x↔ y)
)
+
〈
(η†i ηi)(x) (η
†
jηj)(y)
〉
,
where terms with vanishing expectation values have been dropped and d is a constant. So far, this
is just an exact rewriting. However, the individual expectation values on the right-hand side are not
separately non-perturbatively gauge-invariant, and only their sum is. Thus, it would still be necessary
to evaluate them non-perturbatively to get an exact result.
52When passing to connected correlation functions the constant term will be no longer present.
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Now apply step 4 of section 4.5.1. The correlation functions are expanded in the usual perturbative
series. At lowest order, i. e. g0 and λ0, this yields
〈
(φ†φ)(x)(φ†φ)(y)
〉
= d′v4 + 4v2
〈
ℜ
[
n†iηi
]†
(x) ℜ
[
n†jηj
]
(y)
〉
tl
(74)
+
〈
ℜ
[
n†iηi
]†
(x) ℜ
[
n†jηj
]
(y)
〉2
tl
+O(g2, λ) ,
where d′ is now another constant. The first non-constant term is the tree-level Higgs propagator, and
the second term is the square of the Higgs propagator, with both propagators originating at the same
space-time point and ending at the same space-time-point. Taking the connected and amputated part
only, this amounts in Fourier space to53
DH(P
2) = 4v2Dη(P
2)tl + 2
∫
d4qDtlη ((P − q)2)Dtlη (q2) =
4v2
P 2 −m2h + iǫ
+Π(P 2) (75)
≈ 4v
2
(P 2 −m2h)
(
1 +
P 2−m2
h
4v2
Π(P 2)
)
+ iǫ
Π(p2) = −2iπ2
(
ln
m2h
µ2
+
m2h
p2
(
1
r(p2)
− r(p2)
)
ln r(p2)
)
r(p2) =
2m2h − p2 − iǫ±
√
(p2 − 2m2h + iǫ)2 − 4m4h
2m2h
where DH is the bound-state propagator to this order, D
tl
η denotes the tree-level higgs propagator, and
q could be considered to be the relative momenta of the higgs particles inside the scalar singlet. The
second term is an elementary scalar one-loop integral, which is solved using standard techniques [14],
and the expression is renormalized in the MS scheme. It is well visible, how corrections are suppressed
close to the pole. This is the result to all orders in v, but to zeroth order in g and λ. To zeroth order
in all three couplings, only the first term would be present, and thus DH = 4v
2Dtlη .
The analytic structure of (75) is a pole at mh, the elementary higgs mass, from the first term and a
cut starting at P 2 = 4m2h, describing a scattering state of twice the ground state mass. Because (75) is
the leading-order contribution in the double expansion (74) for the singlet propagator, this predicts that
the ground state in the scalar singlet channel has the mass of the elementary higgs. Also, it predicts
that in this channel exists a scattering state of twice the ground state mass.
Thus, gauge-invariant perturbation theory predicts that the gauge-invariant singlet 0+ particle, i. e.
the gauge-invariant Higgs H , has the same mass as the elementary higgs. Other than that, it predicts
the (trivial) existence of a scattering state of two (gauge-invariant) Higgs particles H . And yes, this
means twice the gauge-invariant Higgs, as two elementary higgs are only gauge-invariant when they
form a composite operator, but not in the sense of two independent particles. Equation (75) makes a
statement about the pole structure, not the substructure of the state. After all, the right-hand side is
now gauge-dependent, while the left-hand side is not. Still, at this level of approximation the Higgs
propagator is given by (75). But this should be rather thought of in the same sense as to lowest order
a hadron is made up out of quark propagators in the simplest constituent quark model.
It is the left-hand side of (73) which describes an experimentally observable particle. Gauge-invariant
perturbation theory was now used, through equation (75), to predict that the observed scalar particle
should have the same mass as the elementary higgs particle. This is exactly what is observed experi-
mentally [10]. Thus, a field-theoretically more strict treatment than the usual perturbative treatment
53Note that terms, which vanish perturbatively because they are BRST non-singlets have been dropped, in accordance
with performing perturbation theory
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[14] ends up with an equally good determination of the Higgs mass to this order. There are, of course,
many further subtleties involved.
Firstly with respect to gauge-invariance. At least, due to the Nielsen identities, which hold in such
a class of gauges, the determined pole on the right-hand side is gauge-parameter-independent. However,
it is not clear to which extent such a relation will actually hold in gauges like those discussed in [281] or
in non-covariant gauges with their intricate analytic structures and generically additional singularities
[289]. Like perturbation theory in general [16], it should therefore be considered to be an approach
working only in suitable gauges, in this case the ’t Hooft gauges.
Secondly, the result can be improved by going to higher orders in (73). This can be done in
different ways. An alternative to (75) would be to keep only the leading non-trivial order in v, yielding
for the connected part
〈
(φ†φ)(x)(φ†φ)(y)
〉
c
= 4v2
〈
ℜ
[
n†iηi
]†
(x) ℜ
[
n†jηj
]
(y)
〉
c
+O(v) = 4v2Dη(x− y) +O(v).
Then, to all orders in g and λ, the propagator DH would equal the propagator Dη, and thus exactly
the same results as in ordinary perturbation theory would be obtained for the Higgs’ properties.
On the other hand, including higher orders in v, deviations to Dη arise at every order in g and
λ, just as in (75). However, these additional contributions are likely quantitatively small, as a simple
estimate shows: The Appelquist-Carrazone theorem suggests a suppression like s/v2, where s is the
actual involved energy, not necessarily the collider energy. At LEP2, this would be at most a 2× 10−3
correction54 to the (at LEP2) unobserved Higgs production. Naively, it would be expected that at
the LHC, with substantial parton luminosity at 1 TeV or more, this would be different. But then,
the next-to-leading contribution in (74) is vanishing in leading-order in g and λ, and thus will only
contribute at loop order. The second contribution is already evaluated in (75), and thus will only
arise for double-Higgs production, which is also not yet reached. An alternative estimate is the size
of the quantum fluctuations with respect to the vacuum expectation value, 〈|η|〉 /v, which in lattice
simulations are found to be tiny [65]. Thus, these corrections are small, but may play a role eventually.
Explicit evaluations start to probe this [216, 282]. Whether and how they could be observed actually
in experiments will be discussed further in section 5.
Thirdly, another problem arises at loop order. The mass of the elementary higgs is scheme-
dependent [14, 290]. Of course, the bound-state mass of the physical Higgs is both renormalization-
group-invariant and renormalization-scheme-invariant. Thus, to make a useful association with the
actual observed particle the pole scheme [14, 290] seems to be mandatory to keep the relation at loop
level. However, this is an issue which has not yet been deeply explored [161]. It will be returned to in
section 4.6. In particular, this implies that the apparent mass defect of mh of the scalar singlet becomes
dependent on the renormalization. The mass defect is therefore no longer really a physical concept.
This also ameliorates to some extent its enormous size, as the size of it becomes arbitrary at loop order.
Still, it is a useful concept as also this is a genuine quantum effect. Therefore, the notion of mass defect
will be kept in the following, but the issue of renormalization should always be kept in mind.
Finally, there exists other operators with the same quantum numbers. These can be classified into
three types.
One are operators which are made up of individually gauge-invariant operators. Physically, they
correspond to scattering states of observable particles. In this case, rule 3 of section 4.5.1 is applied to
every gauge-invariant operator separately. The prediction is then that the scattering of the observable
54This shows for the first time that the standard model is particularly, and frustratingly, unsuited to detect this kind
of field-theoretical effect. This insight will be made again and again in the following. In contrast, in many beyond-
the-standard model theories differences already arise at the qualitative, rather than the quantitative, level. This will be
discussed in section 4.8.
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particles is mapped to scatterings of the corresponding elementary particles. The simplest such operator
is
O2H = H(y)H(y). (76)
It expands at leading order to the second term of (75), thus correctly predicting a scattering cut starting
from twice the higgs mass, and thus of twice the ground state mass in the channel described by the
operator H . Since the same scattering pole is already contained in the operator H this shows that these
operators actually do not form a tree-level mass basis.
Then, there are operators, which cannot be decomposed into other gauge-invariant operators, but
still involve Higgs fields. Such operators can be obtained, e. g., by introducing Wilson lines in (72). They
therefore can have a pole at the higgs mass. However, since the full operator has the same quantum
numbers, it will again mix with both (72) and (76). Necessarily, such operators need to be included
in the operator basis to find the mass eigenbasis in which only a single operator carries the higgs mass
pole, while all other orthogonal combinations expand only to scattering states55. This one particular
combination would be the ground-state in this channel. Such a basis would be the most suitable one.
Fortunately, the few investigations of this question [161, 162, 275] all point towards (72) dominating
the ground state, simplifying the problem substantially.
The last type of operators are those which do not involve the Higgs field. Rule 3 of section 4.5.1
therefore does not apply to them, and it is necessary to directly proceed to rule 4. In case of the 0+
singlet, this would be, e. g., the scalar w-ball, the equivalent of a glueball in Yang-Mills theory or QCD.
A gauge-invariant operator of this type is, e. g.,
Ow−ball = (waµνwµνa )(y). (77)
Such operators would also be needed to form the mass eigenbasis. Of course, also operators like (77)
can be generalized along the same way as the two previous classes. Applying rule 4 to (77) yields at
leading order a scattering cut from two times mw. With the same logic, this would imply that in the 0
+
singlet channel a scattering state involving two physical particles with the same mass as the ws should
exist56.
4.5.3 The vector triplet
If the physical, gauge-invariant scalar singlet should have the scattering cut predicted by the expansion
of (77), it is necessary that a particle of mass mw exists in the spectrum. However, this cannot be the
w-boson itself, as it is a gauge triplet, and therefore not observable. On the other hand, up to custodial
breaking effects, experiments show the existence of a vector triplet [10]. Thus, to accommodate both
results, the experimental one and the need for the scattering state, requires that the spectrum has a
triplet vector state.
The only possibility to obtain a triplet is to have a global symmetry with triplet representations.
The custodial symmetry has exactly this structure. The simplest vector triplet operator is57 [161, 188,
232, 259]
W (x) = tr
(
T ax†Dµx
)
(y). (78)
55Here the possibility of additional non-perturbative resonances on the left-hand-side is neglected. This will be consid-
ered in section 4.6.
56Note that the same reasoning in QCD would lead to a scattering state of two massless states, which is, due to the
mass gap, not a good approximation.
57In [18, 19] an operator based on the field-strength tensor is used, which, after contraction with a momentum, delivers
the same operator.
52
where x is defined in (32). Applying the rules of section 4.5.1 yields at leading order58 in v
〈tr(T ax†Dµx)(z)tr(T bx†Dµx)(y)〉 = v2cabkl〈wkµ(z)wlµ(y)〉+O(v), (79)
where cabkl ∼ δabδkl. Alternatively, x can be replaced by α of (34), without changing the quantum
numbers [188]. However, this would be just another operator in the same class as (76) for the triplet
vector channel.
The result (79) shows that the operator (78) expands to the w propagator. Therefore, by the same
argument as before, the mass of the bound-state operator on the left-hand-side must be the same as
the one of the elementary w. Since the mass of the w is not affected by renormalization, this statement
is even stronger than in the scalar singlet case. Thus, as required, there exists a vector triplet of mass
mw. As in the scalar singlet case, higher orders in the double expansion and other operators can be
added.
Hence, gauge-invariant perturbation theory precisely predicts the same mass spectrum as perturba-
tion theory: A single massive scalar, and a mass-degenerate vector triplet.
4.5.4 Other channels
To be fully compatible with experiment requires the absence of other (light) massive single-particle
states. Performing similar calculations for other operators in the scalar singlet and vector triplet chan-
nels yield no additional states in gauge-invariant perturbation theory. While suggestive, this statement
is not enough. There is still the possibility of genuine non-perturbative resonances in the left-hand
side composite operators, i. e. internal excitations of these bound states. This requires an actual
non-perturbative calculation. Such calculations have been performed using lattice methods. No such
resonances have (yet) been found, as will be discussed in section 4.6.
A different question are states in other quantum number channels. For this, note that the matrix c
in (79) cannot carry Lorentz indices, as otherwise Lorentz symmetry would not be manifest. Since only
covariant gauges are considered, this should not happen. Thus, an expansion to a single-field operator
can only occur for JP (C) quantum numbers which appear as elementary fields, i. e. scalars and vectors.
In all other channels only scattering states involving multiple elementary particles can arise.
The only further alternative are scalars and vectors which have a different custodial structure, e. g. a
scalar triplet or a (axial)vectorial singlet [275]. But the particular structure of the theory yields that it
is not possible to construct higher tensors in custodial symmetry without at the same time constructing
higher tensors in the gauge symmetry. The reason is that the elementary building block of the custodial
symmetry, the higgs field, has the same representation and group for both the custodial symmetry and
the gauge symmetry, the fundamental representation of SU(2). This is a very special situation. Hence,
any higher representation of the custodial symmetry can only be build from gauge-invariant operators,
and are already in ordinary perturbation theory scattering states [275].
Thus, the prediction of the FMS mechanism and gauge-invariant perturbation theory is that there
should only be at most two states in the physical spectrum, a scalar with a mass corresponding to
the (tree-level) mass of the higgs, and a vector triplet with the mass of the w. Note that this predic-
tion remains true for any mass of the Higgs, and is only limited by the same conditions as ordinary
perturbation theory [14].
58Note that the Lorentz indices have to be contracted on both sides to have a non-vanishing correlation function. Thus,
the correlation-function on the right-hand side is a combination of the transverse and the longitudinal dressing function of
the w propagator. Only in a Landau-’t Hooft gauge it will be entirely given by the transverse dressing function. However,
the longitudinal part of a vector particle’s propagator has never a pole, and thus this is irrelevant for the following [282].
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4.6 Lattice spectra and tests of gauge-invariant perturbation theory
This is a non-trivial prediction. In particular, this implies a very different bound-state structure than
in QCD and QED. Probably the most distinguished features are the large mass-defects, which is one
higgs mass for the scalar and even two higgs masses for the vector. Thus, they are 50% and about
76% (at a Higgs mass of 125 GeV) of the sum of the masses of the constituents. Except for composite
Goldstone bosons, like the pions, no other composite particles in QCD or QED do exhibit such large
mass defects. This implies that any tests needs to be both non-perturbative and using quantum field
theory. In addition, the bound-state poles of the stable states in the correlators (73) and (79) cannot
appear as asymptotic states in perturbation theory. Simply because by definition only the elementary
states appear as asymptotic states in perturbation theory.
So far, the only method with which the spectrum of these composite operators has been investigated
have been lattice methods59 [145, 161, 162, 188–190, 195, 259, 275]60. In addition, only few calculations
are available where simultaneously also the gauge-fixed propagators have been obtained [106, 161, 259]
to check the FMS mechanism61.
The determination of the masses of the bound states in lattice calculation is straightforward [130,
131]. Since lattice simulations are performed in Euclidean space-time, any gauge-invariant correlator in
the present class of theories in position space has the form [19, 39]
D(t) = 〈O(t)O(0)〉 =
∑
n
|〈n|O〉|2 e−Ent t≫E
−1
1∼ e−E0t (80)
O(t) =
∑
~x
O(~x, t),
where the summation projects the states to zero momentum, and thus into the rest frame62. On a
finite, periodic lattice the exponentials have to be replaced by coshs. This will not affect the following
qualitatively but is taken into account in actual calculations [130, 131].
E0 is the mass of the lightest state in the corresponding quantum number channel. However, at
times t . E−11 the correlator will have contributions also from higher levels. Also, the overlap |〈n|O〉|2
needs to be non-zero. All of these issues can [131] and are taken into account [161, 162, 275] for the
following results. With this it is possible to isolate the rest masses of particles. Furthermore, various
operators can mix, as discussed above. This can also be taken into account [131]. In practice, only
an ansatz can be made which operators could have overlap with the ground state. Within this subset
of possible operators then the lowest-lying state is isolated. This has been done for various operator
bases in practice [161, 162, 275], yielding coinciding results. However, the choice of operators is ad hoc,
and therefore cannot be guaranteed to be systematically controlled. The choice is usually to include
the operators with the lowest number of elementary fields, up to a certain maximum. This yields good
results in QCD, and yields consistent results for the Higgs sector.
59This has also been done in three [108, 255–258] and two dimensions [202], which will not be discussed in detail. Note,
however, that especially three dimensions is an interesting model system, as the theory is non-trivial and has dynamical
gauge degrees of freedom, and all of the arguments given still hold. It may therefore be promising to use this case to
understand the continuum limit of the FMS mechanism. In fact, comments in [255] indicate that the FMS mechanism
also works in three dimensions.
60Note that in most lattice publications the gauge-invariant operators of section 4.5 are called already Higgs and W/Z,
rather than the elementary degrees of freedom. The reason is that lattice methods do not (need to) fix a gauge. Therefore
these are the only well-defined observables, and hence have received theses name, without actually establishing their
relation to the elementary degrees of freedom [51, 291]. Thus in [145, 188–190, 195, 256, 275], these names already refer
to the Higgs and the W/Z rather than to the higgs and w/z.
61Note that there are non-lattice non-perturbative calculations which address the masses of the elementary higgs boson
and gauges bosons, see e. g. [109, 203, 279, 280] for recent examples, but they provide not at the same time results for
the composite operators, and are therefore not relevant here.
62Non-zero momentum is possible, but here an unnecessary complication, even though relevant in practice [131, 275].
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A useful concept is the effective mass, defined as [96, 130, 131]
m(t) = − ln D(t)
D(t+ a)
, (81)
where a is the lattice spacing, and D a correlator like (80). If a single exponential dominates (80), this
effective mass will be just the mass E = m for this state, and there is no time-dependence. If additional
contributions arise, this will give a deviation, which increase the effective mass at shorter times. Thus,
for a physical particle the effective mass is necessarily a monotonously decreasing function of time [39].
Finally, because of the cosh behavior due to the finite volume, the effective mass will decrease even
for a single exponential contributing at times close to the maximum temporal extent of a lattice. In
principle, this can be corrected for. However, not doing so shows explicitly at which times finite-volume
artifacts start to play a significant role. This will therefore not be done here.
4.6.1 The ground states of the gauge-invariant spectrum
Following the prescribed procedure, it is possible to obtain the masses of the ground states in both the
scalar and vector triplet channels. This has been done using a variety of operator bases [161, 162, 188–
190, 195, 259, 275]. Technical details can be found in the corresponding references. However, it should be
remarked that, like glueballs in QCD, the operators in the Higgs sector are rather noisy, and thus large
statistics and/or advanced noise reduction techniques are necessary to obtain statistically reasonably
reliable results [162, 256, 275]. Note that whenever units are given in the following, they are obtained
by setting the mass of the lightest state in the spectrum to 80.375 GeV.
Generically the results [161, 162, 188–190, 195, 216, 259, 275] find that the lightest state is the scalar
singlet in the QCD-like domain and the vector triplet in the Higgs-like domain. The respective other of
these states can have any larger mass. However, the scalar singlet can decay into two vector triplets. For
some parameter sets it is found to be above the decay threshold, but the resonance properties have not
yet been determined63. The vector triplet seems to be always the lightest state with non-zero custodial
charge, and thus always stable, allowing for a scale separation. There are a few more observations.
First, it is actually a quite striking observation [162, 188–190, 195] that if the vector triplet is lighter
than the singlet scalar, the physics is BEH-like, rather than QCD-like. I. e., the phase diagram shown in
figure 4, intended as a gauge-dependent statement, actually also says something about gauge-invariant
physics. In fact, in the cross-over region the mass of both states seem to become degenerate [162]. In
ordinary perturbation theory this ratio is free in presence of the BEH effect, while the gauge boson mass
is strictly zero if not [14]. Gauge-invariant perturbation theory only maps this perturbative statement
on the gauge-invariant states, and thus inherits this feature. Of course, this is as so far only a numerical
result obtained in a certain region of the phase diagram. Also, lattice calculations cannot span a too
different sets of scales, as the computation time scales at least as the fourth power of the ratio between
the most extreme scales. On a finite lattice, this is the (inverse) lattice extent and the lattice spacing.
As corrections due to the volume vanish exponentially with the lattice extent for massive states [297],
this will likely not be the relevant problem.
However, as the mass corridor for the possible Higgs masses depends on the cutoff [14, 143, 298–302],
the comparatively low cutoff values reachable in current lattice simulations may be the reason for this.
This is shown in figure 7. So far, the available data fill the corridor between the limit to pass into the
QCD-like domain and the elastic threshold rather homogeneously. Of course, the selection of which
points are included in the simulations is also biased, and represents the points in figure 3.
Thus, this may change if the cutoff is send to very large values and/or other regions of the phase
diagram are sampled. Still, it is quite intriguing, and so far lacks any explanation. Especially, as nothing
63This requires a so-called Lu¨scher-type analysis [131, 292, 293], which has been applied successfully to ungauged higgs
sectors [24, 294]. This is numerically quite demanding, especially when trying to cross the inelastic threshold [295, 296].
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Figure 7: The mass of the singlet scalar,
i. e. the Higgs, as a function of the lat-
tice cutoff, defined to be the magnitude
of the largest possible four-momentum.
Each point corresponds to a fixed set of
(lattice) parameters, i. e. to one point in
the phase diagram in figure 3. The lower
line gives the mass of the vector triplet,
which is used to set the scale. If the scalar
mass is below this value, the theory be-
comes QCD-like. The upper line is the
elastic threshold, above which no reliable
data is available yet. To avoid clutter,
lattice errors are not shown. Data is from
[162, 216, 288]. Note that this corridor is
narrower than the perturbative [298, 299]
and non-perturbative [300–302] expecta-
tions.
was done in selecting the points in the parameter space to obtain such a behavior. Furthermore, as
will be discussed in section 4.8.2, for gauge groups SU(N > 2) and a single fundamental higgs gauge-
invariant perturbation theory may suggest an explanation for this lower mass limit.
Second, a surprising result about the singlet scalar is that in large regions of parameter space it
is light, i. e. with a mass below the elastic threshold [161, 162, 188–190, 195, 259, 275]. In figure 3
this applies to about two thirds of the points in the Higgs-like domain. Based on fine-tuning, naively
it would have been expected that any random set of lattice parameters would not yield a light Higgs.
However, this can again be a bias artifact and/or an effect due to the comparatively low cutoff. Still, it
is more probable to find a heavier scalar than a lighter scalar, as can already be seen from the clustering
of points at larger masses in figure 7.
This does not mean that the theory is not fine-tuned. In fact, the lattice spacing and the mass-ratio
depend very sensitively on the hopping parameter κ if κ is close to the boundary of the domains, and
even small changes of κ can have substantial effects.
Third, another interesting observation is the composition of the scalar. As far as it has been
investigated [162, 275], the ground state in the Higgs-like domain is dominated by the operator (72),
while in the QCD-like domain it is the w-ball operator (77). Together with the scalar singlet being the
lightest state in the QCD-like domain, this points to a gauge-dynamics-dominated QCD-like domain,
as is also the case for QCD itself.
4.6.2 Testing gauge-invariant perturbation theory for the W/Z bosons
The most simple object to test the gauge-invariant perturbation theory is the w and the custodial triplet
vector [259]. The reason is that the mass of the w boson does not depend on the renormalization scale
and scheme. However, one additional problem arises in this context. Because the w is not a gauge-
invariant state, its propagator in position space does not need to have the form (80). In particular,
at sufficiently short distances and weak coupling it will have the same type of (perturbative) shape as
a gluon propagator. The gluon propagator has non-positive contributions to its spectral function [14]
already in perturbation theory. Therefore it cannot be of the form of a sum of exponentials with positive
coefficients. Still, at long distances it should have the behavior of an ordinary massive particle. Rather
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Figure 8: The position-space propagator (left panel) and momentum-space propagator (right panel) for
the w for parameters where the mass ratio of the higgs and w is about the physical one of 80.4/125 ≈
0.643 (β = 2.4728, κ = 0.2939, γ = 1.036). The dashed lines is the (renormalized) tree-level behavior
(55). The different symbols correspond to different (lattice) volumes. From [161].
than just attempting to fit the w propagator with (80), is necessary to address these contributions
directly. An alternative is to extract the mass from its momentum-space propagator, i. e. the Fourier-
transform of (80) [96]. At tree-level, it is just (55), and at least perturbative higher-order contributions
can be quantified and included in the fit as well.
Example results are shown in figure 8. These are prototypical, and more can be found in [106, 161,
216, 259]. First, it is visible that the w propagator only weakly, and only at large momenta or short
times, starts to deviate from the tree-level propagator. These are the expected perturbative corrections,
which behave logarithmically with momentum [14]. The deviations at long time in position space stem
from the finite volume, deforming the exponential to a cosh behavior. As the position-space propagator
approaches an exponential only asymptotically with volume, the effective mass (81) will deviate from
the actual mass. Because both perturbative and volume effects will reduce it, it will be underestimated,
and needs to be extrapolated eventually to infinite volume. However, within statistical errors for lattices
with reasonably large physical volumes the mass reaches the asymptotic limit up to a few GeV.
The effective mass for various points in the Higgs-like domain are shown in figure 9. It is seen that
they always approach the mass of the vector triplet, up to the artifacts mentioned before. In this plot
the extracted mass from the largest volume is shown as a function of the ratio of the vector triplet
to the scalar mass. The points all cluster in the Higgs-like domain around the predicted mass of the
vector triplet, even in those cases where the scalar is no longer stable. Only in the QCD-like domain,
i. e. for ratios larger than one, the masses substantially deviate. However, in the latter case often the
propagator of the w exhibits a QCD-like behavior [96] with no discernible exponential behavior at all,
and no known association with any kind of mass pole. Such points are therefore not included. An
example of this situation is shown in figure 10.
The results are in pretty good agreement with the predictions of double-leading-order gauge-invariant
perturbation theory. The few points, which are not, have rather large error bars, and therefore require
further scrutiny. They are also all in regions where the mass of the scalar exceeds the elastic threshold,
and furthermore their lattice spacing is comparatively coarse, giving rise to further systematic errors,
which have not yet been fully accounted for. This supports strongly the FMS mechanism, and is a
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Figure 9: The left panel shows the obtained effective masses (81) of the w for various ratios of the mass
of the vector triplet to the mass of the scalar singlet. The right-hand side gives the mass obtained from
the effective mass as a function of the mass ratio of the vector triplet to the scalar mass. Note that
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non-trivial field-theoretical test of it.
4.6.3 Testing gauge-invariant perturbation theory for the Higgs boson
Because the Higgs mass is not scheme-invariant [14] it is not so simple to test the FMS mechanism
non-perturbatively. As noted above, the best choice is probably to select a pole scheme, which needs
to be defined in the complex momentum plane. On the lattice, this cannot be directly implemented, as
this would require to analytically continue the propagator. Since in an actual simulation only a finite
number of points is available, this is not possible unambiguously.
Instead, here a prescription in the space-like domain will be employed [106, 277]. The renormalized
propagator has the form [14]
Dij(p2) =
δij
Z(p2 +m2r) + Π(p
2) + δm2
,
where m2r is the renormalized mass and Π(p
2) is the unrenormalized self-energy. This self-energy is
obtained from the unrenormalized propagator. The renormalization scheme is
Dij(µ2) =
δij
µ2 +m2r
(82)
∂Dij
∂p
(µ2) = − 2µδ
ij
(µ2 +m2r)
2
, (83)
which determines the renormalization constants Z and δm2 as
Z =
2µ− dΠ(p2)
dp
(µ2)
2µ
δm2 =
(µ2 +m2r)
dΠ(p2)
dp
(µ2)− 2µΠ(µ2)
2µ
.
In the following, always µ = mr will be chosen. Thus, at space-like p
2 = µ2 = m2r the propagator and
its first derivative are forced to be the tree-level ones. If the analytic structure is such that on the circle
p2 = m2Pole a trivial rotation is possible, i. e. mPole = mr, this is equivalent to the pole scheme.
This can be tested. Once the renormalization has been performed, it is possible to determine the
renormalized position-space propagator by a Fourier transform. Then the effective mass (81) can be
determined, and thus the pole mass extracted. This has so far been only investigated in great detail
in the quenched case, and thus for QCD-like physics [277]. There, it turned out that the pole scheme
is not always equivalent to this scheme. In fact, it was found that the pole mass satisfies mPole ≥ mΛ,
with mΛ some characteristic mass scale, even if mr ≪ mΛ. However, if mr & mΛ it was found that
mPole ≈ mr [277]. Thus, only in the latter case both schemes seem to be equivalent when it comes to
determining the pole mass.
Similar problems arise whenever an explicit solution in the complex plane is not possible. This also
affects functional methods [203, 279, 280], though here progress is made [303, 304]. In semi-perturbative
calculations [108, 305], this is less of an issue, but here again access to the composite states is far less
trivial. Thus, for now the scheme (82-83) will be used here.
A result for various choices ofmr is shown in figure 11 for the case thatm0+ = 120 GeV. As is visible,
only small deviations from the tree-level behavior are seen. More importantly, the ratio of the effective
mass to the renormalized mass is essentially one, up to the expected lattice artifacts and perturbative
short-range effects. While this needs much more scrutiny, this suggests that the pole scheme and this
scheme are roughly equivalent. Thus, it is possible to find a scheme such that the poles agree.
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Figure 11: An example of the effective mass in units of the renormalized mass (left panel) and propagator
(right panel) for the higgs for various renormalized masses mr = 80, 120, 160, 200, and 300 GeV in the
Higgs-like domain. The lattice parameters are the same as in figure 8. Data from [161, 216]. The scalar
singlet has a mass of 120 GeV. The solid line is the tree-level result for mr = 120 GeV, as are the solid
black circles.
Now it can be asked, whether this is suitable comparison. However, to what this actually has to be
compared to is to the usual way of setting the renormalization scheme in perturbation theory. After all,
what is tested here is gauge-invariant perturbation theory, which is a perturbative scheme. Thus, the
question is, whether this leads to the same result as when using in perturbation theory the pole scheme.
In that case, the pole mass is set by the experimentally observed peak in the scattering cross-section
[14, 290]. Thus, the question is whether in a scattering process the same kind of peaks and poles arise.
This will be discussed in section 5, as this is beyond a lattice question. The answer will be in the
affirmative, thus justifying the FMS mechanism even in this case.
Conversely, choosing deliberately a different scheme will make the FMS mechanism fail. But this is
actually not unexpected. After all, the FMS mechanism is a perturbative prescription. Just as a bad
choice of scheme, and even of the renormalization point, will render perturbative predictions unreliable
[306–308], this will certainly also apply to gauge-invariant perturbation theory. E. g., gauge-invariant
perturbation theory will necessarily inherit the residual unphysical scheme-dependence at two loop order
from ordinary perturbation theory.
Thus, the FMS mechanism can be made correct for the scalar and the higgs. As the situation in
the quenched case discussed above shows, this is already a non-trivial statement.
An alternative test would be to determine the renormalization constants Z and δm2 using different
quantities in the pole scheme, and then determine the higgs mass from the such renormalized higgs
propagator. Then, the test would be also non-trivial. However, this will necessarily involve higher n-
point functions, and appears to be out of reach of lattice simulations for computer time reasons within
the foreseeable future.
The situation in the QCD-like domain is actually not too different from the Higgs-like domain
[161, 203, 279, 280], as is shown in figure 12. In fact, the propagator shows a very similar behavior
to the quenched case [277]. Given that a mass of the higgs arises always already perturbatively by
loop effects, no matter the detailed physics [14], this is not too surprising. However, whether as in the
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Figure 12: An example of the effective mass in units of the renormalized mass (left panel) and propagator
(right panel) for the Higgs for various renormalized masses mr = 120, 160, 200, 250, and 300 GeV in
the QCD-like domain. The lattice parameters are β = 3.9282, κ = 0.125, γ = 0. Data from [161, 216].
quenched case also in the dynamical case an explicit minimum mass arises is not yet known.
4.6.4 Other channels
Besides the coincidence of the poles in the signal channels, the other prediction of gauge-invariant
perturbation theory is that in the Higgs-like domain in all other channels only scattering states should
appear. Such states are also expected in perturbation theory. Moreover, the prediction is that besides
the poles corresponding to the higgs and the w mass no additional poles in the scalar and triplet vector
channel, respectively, should arise, except for scattering states. Or, more directly said, there are no
non-trivial additional single-particle states.
This question has been investigated in the Higgs-like domain in [162, 275]. Such investigations are
quite expensive in terms of computing time. Therefore only at a few points in parameter space a very
detailed investigation was possible [275]. Large-scale scans [162], of which a sample is shown in figure
13, are thus not yet too reliable. Nonetheless, all results are consistent with the absence of low-lying
resonances and/or bound states in other channels than the scalar singlet and vector triplet, in agreement
with the predictions. Especially, the trivial scattering states, as e. g. (75), are explicitly seen. Thus, it
is not a problem of seeing additional states. There are just no surplus states which are candidates for
additional resonances or bound states (yet?).
The situation seems to change in the QCD-like domain, as is also shown in figure 13 [162]. Here
indications of additional stable bound states, especially in the singlet pseudoscalar channel, have been
seen. In fact, in some cases the pseudoscalar singlet becomes almost degenerate with the scalar. At the
same time no very light states in the singlet tensor channel 2+ have been observed. Thus, the spectrum
seems to be qualitatively different from the pure Yang-Mills case, where the tensor is lighter than the
pseudoscalar [309]. Again, the reliability of this statement is not yet as good as desired.
In particular, in the QCD-like domain the only state investigated carrying a custodial quantum
number, the vector triplet, becomes quite heavy. It would be very interesting to see whether this is
true for all non-singlet states, since then a non-Yang-Mills spectrum arises but without any light open
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Figure 13: The development of various energy levels as a function of the mass ratio of the vector triplet
mass to the scalar mass, divided by the expected value if the state is just a scattering state, or to the
lightest mass in the spectrum, from [162, 216]. Note that at a ratio smaller than one-half the scalar
ground state itself becomes a scattering state, and a ratio larger than one corresponds to being in
the QCD-like domain. Open symbols are masses which in lattice units exceed one, and therefore are
considered to be strongly affected by discretization artifacts. However, these errors have not yet been
quantified, and the displayed errors are statistical only.
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custodial contribution. This is especially interesting as the lightest non-singlet state is necessarily stable.
Thus, this would correspond to a large scale separation between stable states.
4.7 The standard model
The previous sections show that the pure Higgs sector can be well described using gauge-invariant
perturbation theory. In the following it will be shown that this also works for the remainder of the
standard model, starting with QED in section 4.7.1, and including flavor in section 4.7.2 and finally QCD
in section 4.7.3. However, for these sectors not yet any non-perturbative tests have been performed64.
Lattice simulations are possible for the Higgs sector and QED together [219–222, 251], but have not yet
been done for the purpose of testing the FMS mechanism. Including flavor faces the aforementioned
problems of parity violation [146–150]. Not to mention the enormous computing costs given the scale
separations involved, which make already the bottom-top mass splitting difficult to cover even without
the gauge interactions [22, 24]. Thus, it is likely that other methods will be necessary for a genuine
non-perturbative test of larger fractions of the standard model, e. g. functional methods [68, 96, 311–
315].
Thus, the best test to date of gauge-invariant perturbation theory is the fact that to leading or-
der in the vacuum expectation value it agrees with standard perturbation theory, and therefore with
experimental results [10]. But this assumes subleading contributions in the vacuum expectation value
are small, which needs to be tested. This is, e. g., possible against lattice data for the Higgs sec-
tor alone [216, 282] or by evaluating them and testing against experiment [287, 316]. This would be
simultaneously a test of the underlying quantum field theory of the standard model, because exact
gauge-invariance in the standard model is the only driving force behind all of the presented material.
Thus a failure to comply with predictions, provided they are theoretically sufficiently under control,
could likely hint at a problem with the field-theoretical description of the standard model.
4.7.1 QED and mixing
Adding in hypercharge, and thus ultimately QED, makes the situation somewhat more involved. One
of the reasons is that hypercharge, as an Abelian gauge theory, yields an observable charge [88]. The
observable charged states are obtained by dressing the gauge-dependent states with a Dirac phase. This
structure is recovered for the bound states by the FMS mechanism [18, 19, 223, 317].
This works because of the direct product structure of the weak and hypercharge interaction, and
because of the structure of the standard model. Consider how custodial symmetry and hypercharge are
linked. The kinetic term of (33),
1
2
tr
(
(Dµx)
†Dµx
)
,
is manifestly invariant under custodial symmetry. The Higgs field transforms like φ→ gφ = exp(iα(y))φ
under a hypercharge gauge transformation g(y). However, x does not transform linearly under a hy-
percharge transformation, but by x exp(iα(y)τ 3), explicitly demonstrating that hypercharge is nothing
but gauging the U(1) subgroup of the SU(2) custodial symmetry. Since SU(2)/U(1) is merely a coset,
but not a group, there is no remainder global symmetry group left. Only because an Abelian gauge
symmetry allows for the existence of an (almost) global U(1) group, the electric charge remains to
classify states.
Consider the observable particles. Neither for the physical W± nor the Higgs anything changes, as
they are either just linear combinations or unchanged compared to the previous case. Their operators
are always mapped to the elementary w± and higgs. Thus, gauge-invariant perturbation theory yields
the same results for them as before. In fact, despite their name, the W± bosons are not even charged
64Though note attempts like [310].
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under hypercharge, and thus need no dressing factors. Just as in the perturbative treatment of the w±
[14] their apparent electric charge comes from the interaction with the w3 component. This arises from
the mixing of the physical W 3 with the physical hypercharge boson to yield the physical Z and the
physical photon Γ.
For this mixing, the situation is more involved, but follows the sames rules as before. Gauge-invariant
equivalent states can be constructed as
OZ = sin θWdO31−
3
+ cos θWDb ≈ sin θWw3 + cos θW b+O(v−1) = z +O(v−1) (84)
OΓ = sin θWdO31−
3
− cos θWDb ≈ sin θWw3 − cos θW b+O(v−1) = γ +O(v−1) (85)
where D and d are the necessary Dirac projector and phase [237], respectively, b is the hypercharge
gauge field, and θW is the usual Weinberg angle [14], and a factor v
2 has been absorbed in the relative
normalization of w3 and b. It should be noted that both have the same quantum numbers, i. e. gauge-
invariant vectors with no conserved quantum numbers, because dO3
1−
3
was the custodial charge multiplet
member with third component zero. The rules of section 4.5.1 map in gauge-invariant perturbation
theory these operators to the usual elementary ones, the elementary z boson and the elementary photon
γ, with the usual approximations for the Dirac projector and phase [237]. Thus, the corresponding
propagators also have the correct pole structure. As the Z and Γ can mix, this is the first example
where operator mixing and two singe-particle states appear in the same quantum number channels, as
was anticipated in section 4.5.2. The basis (84-85) represents the mass eigenbasis of this channel.
Moreover, consider the three-point function for the charged W bosons and Photons. Expanding it
in according to the rules of section 4.5.1 yields in gauge-invariant perturbation theory〈(
O+
1−
3
)
µ
(
O−
1−
3
)
ν
(OΓ)ρ
〉
≈ v4 〈w+µw−ν γρ〉+O(v3) (86)
= v4
(
sin θW
〈
w+µw
−
ν w
3
ρ
〉
+ cos θW
〈
w+µw
−
ν bρ
〉)
+O(v3)
tree−level≈ v4 sin θW
〈
w+µw
−
ν w
3
ρ
〉
tl
.
The left-hand-side is a combination of three separately gauge-invariant quantities. Following the rules
discussed in section 4.5, each of them has been expanded separately. This used that the operator (78)
in the standard choice (37) expands like
trτax†Dµx = v
2wbµtrτ
aτ b +O(v) = waµ +O(v).
Hence, to leading order, the physical W+W−Γ vertex is given by the perturbative one w+w−γ. As
in perturbation theory [14], this vertex comes at tree-level actually from the SU(2) vertex due to the
w+w−w3 interaction only, combined with a factor of sin θW , thus reproducing the usual electric charge
as coupling constant65. This explicitly shows that the would-be electric charges of the physical W± are
only a mapping of custodial indices to gauge interactions.
In the same manner also the other vertices arise. Thus, the electromagnetic interaction is, up to the
level of higgs fluctuations, not modified when using the observable particles instead of the elementary
degrees of freedom. Thus, in the same sense as at the perturbative level, the W± are the electrically
charged vector operators, and the two operators (84) and (85) are electrically uncharged vector singlets.
The spectrum and interactions observed in experiment is recovered.
The usual singlet scalar, that is the physical Higgs, remains a singlet with respect to electric charge.
It would now be possible to construct a non-singlet, gauge-invariant scalar operator, e. g. by a combina-
tion of a Z and a W±. However, these states expand to scattering states, and thus yield no additional
65The prefactor v4 seems to deny this possibility at first. However, at leading order in v always the same combinations
of v will appear, and thus a common factor can be absorbed in the renormalization process. This will only start to play
a role when subleading terms in v are included, and relative weights become important.
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states in the physical spectrum. In particular, they do not expand to, e. g., charged Goldstone bosons,
as the contribution of Goldstones vanish in the expansion because they are BRST non-singlets.
This picture has so far only be exploratory investigated on the lattice, and only with respect to the
spectrum. But these investigations indeed indicate the emergence of massless photons in the prescribed
way [210, 219, 223], supporting the FMS mechanism for the electroweak sector.
In other theories, this does not need to be true, as will be discussed in section 4.8. Moreover, the
subleading corrections in (86), and in other vertices, imply that at some point deviations should become
relevant and modify the perturbative results. This would show up eventually in the experimental
searches for anomalous gauge couplings [318, 319], as long as the reference gauge couplings are the
perturbative ones. Of course, they are not really anomalous and, e. g., will not be a sign of new physics.
Especially, any unitarity violation at the perturbative level due to these corrections [14] would again
be non-perturbatively compensated. Indeed, first exploratory investigations on the lattice support the
existence of such subleading contributions [282].
4.7.2 Flavor symmetries
The situation becomes substantially more involved when introducing fermions. For simplicity, ignore for
now the Yukawa couplings as well as hypercharge. Also, consider only a single generation of left-handed
leptons. The rest will be added later.
In the standard model, these leptons are doublets under the weak interactions [14]. Therefore, these
fermions can again not be observable particles, as they depend on the gauge [18, 19]. Gauge-invariant
states can be constructed for the fermion spinor ψ describing these leptons by a dressing with a Higgs
field [18, 19, 287],
OΨ(y) = (xǫ)†(y)ψ(y), (87)
where ǫ is the antisymmetric tensor of rank two66. This is by construction gauge-invariant, and remains
a (left-handed) fermion. It is important to note that every component of the operator OΨ is a left-
handed spinor. Because x† transforms by a left-multiplication under the custodial symmetry, the state is
a custodial doublet. Thus, the weak gauge charge, which is perturbatively associated with the up/down
or lepton/neutrino distinction [14] is replaced by a custodial charge for the physical states. In fact, the
same charge which distinguishes the physical W± and Z now distinguishes also the components of a
physical fermion. These two custodial charge states are the physically observable fermions, e. g. the
Electron E and the Electron-Neutrino N .
To identify their connection to the elementary fermions, consider the electron-neutrino case. Denot-
ing the two fundamental weak states ψ1 and ψ2 by e and ν, the rules of section 4.5.1 yield [18, 19, 287]
ONE =
(
N
E
)
= (xǫ)†
(
ν
e
)
=
(
φ2ν − φ1e
φ∗1ν + φ
∗
2e
)
≈ v
(
ν
e
)
+O(v0) (88)
Thus, the usual electron and neutrino appear to leading order as the custodial eigenstates. Likewise,
forming the propagator from ONE this implies that the two custodial states expand to the tree-level
propagators of the electron and the neutrino, and therefore have the same mass as the perturbative
electron and neutrino. For this identification it is absolutely crucial that the Higgs is a scalar particle,
as in any other case this would alter the spin-parity quantum numbers of the fermions. Thus, the
perceived flavor symmetry of left-handed fermions needs to be identified with the custodial symmetry
SU(2)c. In addition, there is a global U(1)l fermion number symmetry, which only affects the fermions.
Thus, at this point there is a global U(2)L ∼SU(2)c×U(1)l symmetry.
66Alternatively either the assignment of the hypercharge values of the fermions can be reversed, or the convention of
[287] can be used to avoid ǫ.
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An extension to three generations67 is straightforward, as a generation index would be just pushed
through to the bound state, and pushed back by the expansion. This gives an SU(3)g additional global
symmetry. Note that the total global symmetry is then SU(3)g×U(2)L.
Return to the one-generation case. So far, there is no way to generate a tree-level mass for the
fermions. This requires the Yukawa interaction. Introduce two right-handed additional fermions, a right-
handed electron and a right-handed neutrino68, not interacting weakly. Without any further distinguish-
ing feature, this implies an additional U(2)R ∼SU(2)flavor×U(1)number flavor and right-handed counting
symmetry. Thus at this point the global symmetry of the theory is SU(2)c×U(1)l×U(2)R=U(2)L×U(2)R.
Due to the gauge symmetry at the Lagrangian level no conventional mass-term is allowed for the
fermions [14]. By assumption, there are right-handed neutrinos, and thus Majorana masses are also
not an option. Combining the two right-handed leptons in a flavor spinor ΨR, a possibility is a Yukawa
interaction
LY = gY
(O¯NEΨR − Ψ¯RONE) ,
with gY the Yukawa coupling. Because this locks the symmetries, this breaks the custodial and flavor
symmetries down to a diagonal subgroup U(2)d. This diagonal subgroup can be identified with the
conventional, physical Flavor group. This group can be further broken down to U(1)E×U(1)N , separate
counting symmetries of both electrons and neutrinos, by introducing a matrix Ω, which is not invariant
under an SU(2) transformation, as
LY = gY
(O¯NEΩΨR − Ψ¯RΩ†ONE) . (89)
If the matrix Ω is diagonal diag = (gν/gY , ge/gY ), this gives two independent interaction terms
LY = gν(φ2ν¯L − φ1e¯L)NR + ge(φ∗1ν¯L + φ∗2eL)ER + h.c.,
which for x ≈ v1 are nothing but the usual mass terms for the neutrino and the electron of the standard
model [14]. Then, the tree-level propagators obtain their usual mass [14], and by virtue of the FMS
mechanism so does the propagator of the bound state (87). If Ω is not diagonal, a change of the basis
in the fermion fields can make it so, at the expense of introducing a matrix in the weak interactions,
in the same way as the CKM/PMNS matrices introduce such an effect at the level of generations [14].
Furthermore, in the presence of multiple generations, intrageneration mixing can be absorbed as usual
also in the CKM/PMNS matrices.
Adding further generations proceeds almost as before. However, so far this upgrades the right-
handed flavor symmetry to an (S)U(6) symmetry, which is then explicitly broken by the Yukawa terms
by selecting individual flavors for the interactions with the three left-handed generation, in contrast to
the generation structure before. The global generation structure for left-handed fermions and right-
handed fermions can therefore still differ. The same global generation structure for the left-handed and
the right-handed symmetry will be enforced by the hypercharge.
Before proceeding, return to the case of a single left-handed doublet. In section 4.7.1 it was pointed
out that the hypercharge is actually gauging the custodial symmetry. Thus the composite state (87)
would apparently already transform under a hypercharge transformation. Now, in addition the fermions
become coupled to the hypercharge, in principle with an arbitrary value. But actually, this has to happen
with the same hypercharge for both members of the elementary fermion doublet, as it would otherwise
break the weak gauge symmetry. Thus, ψ transforms as ψ → gψ. Because the hypercharge gauge
transformation acts like diag(g, g†) on x this yields a total transformation like diag(1, g2) for the state
67The following could possibly also have quite interesting implications for the generation structure of the standard
model. Since this is highly speculative, this will not be reviewed here, but can be found in [287].
68Here for simplicity, as then the quark and lepton sector work in the same way, the existence of a right-handed
neutrino will be assumed. If the neutrino sector is different from this minimal version, this would require corresponding
amendments to the construction.
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(87). With the usual hypercharge assignment for the elementary fields, g2 is equal to a transformation
with twice the hypercharge value, as it is an Abelian group. This shows explicitly that the physical
Neutrino state is uncharged under the hypercharge, while the physical Electron is charged, with twice
the hypercharge of the elementary electron.
The actual electric charge is then, as in (86), obtained by considering the expansion of
〈O¯ΨOΨOΓ〉.
This expands for the various combinations of custodial indices to the usual tree-level interactions,
yielding the correct assignment of the electromagnetic charges to the various states [14].
The only thing left is the assignment of hypercharge to the right-handed fermions. To make (89)
gauge-invariant enforces the standard assignment [14], thereby breaking the right-handed flavor sym-
metry already down to U(1)3, or SU(3)×U(1)2 for three generations, as the right-handed neutrino and
electron cannot have the same hypercharge value. Therefore the breaking pattern for left-handed and
right-handed flavor due to the presence of hypercharge is different, as in one case the custodial symme-
try is actually gauged, while in the other case the assignment of the hypercharges breaks the generation
symmetry explicitly. Still, it leads to the same remaining global symmetry in the left-handed and the
right-handed sector. Note that differing hypercharge assignments to the differing generations would
be compatible with all results. They would merely introduce a different breaking pattern of the gen-
erations, though would prevent the introduction of intergeneration transitions except for very special
relative values of the hypercharges, just as in perturbation theory.
The quark sector follows exactly the same structure. From the point of view of the electroweak
and Higgs interaction, it is just a copy of the lepton sector, and operates, but for different values of
the couplings, just like three more generations. But it is distinguished from it by color. Color has no
bearing on the FMS mechanism or any of the present results. However, reversely the change of the
meaning of flavor and the global symmetry structure of the theory have implications for QCD, as will
be discussed in the next section 4.7.3.
Before this, it should be noted that also the anomaly cancellation is not altered at all. After all, the
anomaly arises from the path integral measure [14, 41] which involves the elementary fields only. The
observable, physical states, and the FMS expansion acting on it, are merely expectation values. They
therefore never interfere with the mechanism for the intrageneration anomaly cancellation.
There exists exploratory lattice simulations of this theory with vectorial fermions [320, 321], though
yet without detailed spectroscopy. In this case it can be expected that the FMS mechanism works in
the same way, though with operators representing this vectorial symmetry. Note also that if the BEH
effect would be switched off, this is the situation encountered in the Abbott-Farhi model [322], except
that the fermions would be vectorially coupled instead of chirally. This situation is also relevant to
so-called partial compositness models [323, 324]. In this case, the FMS mechanism is not applicable,
and the theory can manifest also other phases. Such theories have also been subject to exploratory
lattice simulations [320, 321, 325, 326], and may host many interesting phenomena [327, 328].
4.7.3 QCD and hadrons
As noted before, with respect to the electroweak interactions the same applies to quarks as to leptons.
Considering only low-energy QCD, it is possible, because of (88), to first apply the FMS mechanism, to
obtain the standard quarks, and then reduce to QCD alone. This leads to the usual QCD, and nothing
changes. Thus, QCD in isolation emerges as a low-energy effective theory in the same way as in a
purely conventional treatment of the standard model. This is therefore not particularly interesting in
the present context.
However, this will only be correct as long as it is good to keep just the leading term of (88). As
discussed repeatedly, this may only be good for energies below which Higgs production is not appreciable
and/or virtual Higgs corrections are negligible. Since modern experiments probe well into this region, it
is worthwhile to have a closer look at how QCD operates within the context of the full standard model.
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Still, even in the full standard model confinement is operative69, as has been discussed at the
beginning of this section. In the present subsection, confinement will be used in the operative sense
that quarks and gluons are necessarily bound inside hadrons in such a way that the hadron is gauge-
invariant with respect to color. There are thus three type of gauge-invariant operators describing
hadrons, which need to be considered in the following.
One are those involving only gluons, the glueballs. Since no other charges are involved, they work
in precisely the same way as in pure QCD. Most importantly, they are always ’flavor’ singlets, and do
not carry electric charge.
The second type are operators involving quarks, but with the same quantum numbers as glueballs.
Therefore, they do not carry flavor and/or electric charge. With respect to the electroweak sector they
are therefore uncharged, and thus completely gauge-invariant. Also for these nothing changes. An
example of this is the σ meson, which carries the quantum numbers of the vacuum,
Oσ = u¯LσuL + d¯LσdL + u¯RσuR + d¯RσdR (90)
where the matrix σ transforms the Weyl spinors from left-handed to right-handed, and thus acts only
in Dirac space to create Lorentz scalars [330]. Thus, this operator is a singlet for all global symmetries.
Another example is the ω meson, which is a vector singlet. It should be noted that such operators
mix with all singlet operators, like the (physical) Higgs. Fortunately, this mixing seems to be small
experimentally [10], so this subtlety can be ignored here.
A change happens for the third type of operators, which is any operator not belonging to either of
the two previous classes. Thus, these are all flavor-non-singlet operators from the perspective of pure
QCD [287]. Consider for the moment the one-generation case only, and ignore both hypercharge and
the Yukawa interactions. Then an eight-component spinor can be constructed as
Ψ =

(xǫ)†ψLUR
DR

 , (91)
where the Weyl spinors are not detailed further. Note that these states are denoted by capital letters as
they are gauge-invariant with respect to the weak interaction, but not yet gauge-invariant with respect
to the strong interaction.
QCD constructed from theses spinors is invariant under a global symmetry of SU(2) ×SU(2)×U(1),
dropping another U(1) due the axial anomaly [14]. The first SU(2) acts only on the first two components,
the custodial symmetry, and the second one only on the right-handed flavor symmetry. Since the
custodial and right-handed flavor symmetry are not explicitly broken, the left-handed and right-handed
part do not mix under the symmetry transformation. Thus, this symmetry replaces the usual chiral
and flavor symmetry of QCD. By a change of basis it is possible to reestablish this symmetry, but this
has also impact on the weak gauge boson physical particles, which are charged under the custodial
symmetry.
Consider now a state like a pion, which has the structure
πa = Ψ¯τaγ5Ψ,
where the Dirac representation is chosen for the γ matrices. This operator mixes the various states,
resulting in
π+ = D¯R((xǫ)
†ψL)
u + ((xǫ)†ψL)
d
UR (92)
π− = U¯R((xǫ)
†ψL)
d + ((xǫ)†ψL)
u
DR (93)
π0 = D¯R((xǫ)
†ψL)
d + ((xǫ)†ψL)
d
UR − U¯R((xǫ)†ψL)u − ((xǫ)†ψL)uUR, (94)
69It is already in QCD alone not a trivial issue to even phrase the question what confinement is precisely, much less
how it operates [165, 173, 329].
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where the indices u and d identify the components of the spinors (xǫ)†ψL. The first remarkable insight
is that, in contrast to the σ meson (90), such operators always involve three valence particles, the
two quarks and a higgs in form of x. This is necessary as otherwise the mixing of left-handed and
right-handed particles to create a pseudo-scalar would not be possible gauge-invariantly.
Of course, applying the rules of gauge-invariant perturbation theory of section 4.5.1 will reduce
(92-94) immediately to the usual operators of QCD to leading-order in v, reestablishing the pions as
quark-anti-quark bound states, but multiplied with the Higgs vacuum expectation value. But this is
a statement in a fixed gauge. The genuine gauge-invariant expression inside the standard model has
a valence higgs besides the valence quarks. This is remarkable for multiple reasons. One is that the
mass defect is actually large. But this also implies that to excite the higgs substructure will require
a substantial amount of energy, and the corrections at the sub-leading order are generically small.
Whether this could be probed in actual experiments will be discussed in more detail in section 5.
Concerning global symmetries, the pions therefore mix already the symmetries, and the operators
(92-94) are neither custodial nor right-handed flavor eigenstates. If both would be separately conserved,
any pion current would be needed to be decomposed into the two component currents. But this becomes
irrelevant as soon as the Yukawa couplings are turned on, as both symmetries are then explicitly broken,
and can mix freely. This explicit breaking also translates into the usual explicit breaking of chiral and
flavor symmetry in the stand-alone QCD and/or the FMS expansion to QCD.
The introduction of hypercharge emphasizes this even more. Because the left-handed quarks and
the right-handed quarks have a different hypercharge just building a Dirac spinor from them is not
possible in a gauge-covariant way. However, by the combination with the higgs field in (91) having also
hypercharge, (91) transforms in a gauge-covariant fashion, and in particular allows the operators (92-94)
to have a well-defined electric charge. Note that any other relative assignments of hypercharges to the
higgs and the quarks would not create suitably electrically charged hadrons. That this involves also the
higgs and not just the quarks in stand-alone QCD makes the particular assignments of hypercharges to
the elementary particles of the standard model even more mysterious than it already is.
All of this becomes much more dramatic for baryons [287]. Because any baryon has an odd number
of quarks, it is impossible to couple left-handed fermions together such that they form at the same time
a gauge-invariant state under the strong and the weak interaction. Therefore, any baryon involving a
left-handed component necessarily involves a valence higgs. Moreover, as hadrons are essentially parity
eigenstates [10, 131, 132], any baryon contains such a left-handed component.
Consider for a moment just a system of left-handed fermions. Then [287]
NL = ǫ
IJKcijklq
I
i q
J
j q
K
k (xǫ)
†
i˜l
(95)
∆L = ǫ
IJKqIi q
J
j q
K
k (xǫ)
†
i˜i
(xǫ)†
j˜j
(xǫ)†
k˜k
(96)
form two possible three-quark operators, which are gauge-invariant under both the strong interactions,
denoted by capital indices, and the weak interaction. The operator (95) corresponds to cases which
have one open custodial index, like the nucleons, while the operator (96) corresponds to cases with
three open custodial indices, like the ∆++ and the ∆−. The matrix c depends on the other properties
of the baryon in question. E. g. for a proton it becomes [287]
cpijkl = a1ǫijδkl + a2ǫikδjl + a3ǫjkδil
while for the ∆++ it suffices to set in (96) i˜ = j˜ = k˜ = 1.
Returning to the full theory with both left-handed and right-handed quarks, a nucleon operator is,
e. g., constructed as [131]
N rst = ǫIJKF rstuvwΨIu
(
ΨTJvCγ5ΨKw
)
(97)
where F acts in custodial/right-handed flavor space and the charge-conjugation matrix is C = iγ2γ0.
The expression in parentheses is a scalar diquark, and as such mixes left-handed and right-handed
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components. The fermionic nature is carried entirely by the first quark field. To obtain definite parity
states requires projection with a parity operator [131], essentially (1 ± γ0)/2. Since parity transforms
left-handed to right-handed [331], a parity eigenstate necessarily contains both left-handed and right-
handed components. Therefore, in the full standard model there is also a higgs valence contribution in
the nucleon. Actually, because the scalar diquark combines products of left-handed and right-handed
components of the Ψ field, the proton, being a positive parity state, is a mixture of a state with one
and three valence higgs fields.
It is, of course, possible to write down operators with definite valence higgs contributions. However,
these are no longer mass eigenstates, and therefore are only of limited use when considering the low-
energy limit of stand-alone QCD.
The discussion here used only a particular set of operators for the hadrons. Of course, all operators
of the same quantum numbers contribute, and therefore also operators with more fields. However,
because of gauge-invariance and the particular quantum numbers they will always involve some higgs
component. Thus, for all hadrons, which cannot mix with the glueballs, there is necessarily a valence
higgs contribution70. The FMS expansion shows that these states have, to leading order in v, just their
usual masses. However, at some point, the valence higgs contribution should show. Why this has (not
yet) any experimental consequences will be discussed in section 5, and whether it could eventually be
observed at the LHC or future hadron colliders is currently under investigation [316].
And again, only because the higgs is a scalar particle its presence does not alter the quantum
numbers of the hadrons. If it would be, e. g., a pseudoscalar, stand-alone QCD as the low-energy
limit of the standard model would not describe hadron physics correctly. This is consistent with the
experimental status that the higgs is indeed most likely a scalar particle [10, 335, 336].
Name Spin and Parity Custodial representation Example operator Equation
Higgs 0+ Singlet φ†φ (72)
W 1− Triplet ±1 W a = tr
(
T aijx
†
jDµxi
)
(78)
Z 1− Mix triplet 0 and singlet sin θWdO31−
3
+ cos θWDb (84)
Γ 1− Mix triplet 0 and singlet sin θWdO31−
3
− cos θWDb (85)
NR
1
2
+
Singlet νR
ER
1
2
+
Singlet deR
EL/NL
1
2
+
Doublet d(xǫ)†
(
νL
eL
)
(87)
Mesons Integer± Any integer (90),
(92-94)
Glueballs Integer± Singlet
Baryons Half-integer± Any half-integer dǫIJKF rstuvwΨIu
(
ΨTJvCγ5ΨKw
)
(95),(96),
(97)
Table 1: The gauge-invariant, physical spectrum of the standard model. The custodial symmetry is
explicitly broken, but can still serve to order states in multiplets. Note that only the first generation is
shown explicitly.
To summarize, the observable standard model spectrum, together with the corresponding operators,
is listed in table 1.
70Especially, a valence higgs, in addition to also present sea higgs [332–334]. This also implies that valence particles
always form full multiplets of the weak interaction.
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4.8 Beyond the standard model
Consider now theories with a different structure than the standard model, i. e. beyond-the-standard
model scenarios [337]. The results will then depend on the relative properties of the gauge and custodial
symmetries, as well as the involved representations of the Higgs fields. In addition, it is possible to have
a custodial symmetry involving also fermions in supersymmetric theories [86, 330]. This is a possibility
not yet explored, and which will therefore not be discussed here. And, of course, there is the possibility
of the absence of a BEH effect, e. g. in composite models [29, 86, 284, 285, 338, 339]. The latter will
be taken up in section 6.5. There is also the possibility of more than four dimensions in form of gauge-
Higgs unification [86], which has been studied also in lattice simulations, see e. g. [340–344]. While
this scenario certainly increases the technical complexity, because of the anisotropy in space-time, it
is not conceptually different with respect to gauge-invariance. However, it has not yet been treated
using gauge-invariant perturbation theory to understand the validity of perturbation theory, though
the lattice results suggest [341, 342] that this should be possible.
In the following, only the situation for the gauge sector and the higgs fields will be analyzed. For
an enlarged custodial symmetry the remainder of the standard model seems to be possible to include
as in the standard model case [181]. This is not even perturbatively true if the gauge group is enlarged
beyond a direct-product structure [14, 85]. Then, it is first necessary to somehow decompose the gauge
degrees of freedom to arrive at the spectrum. This has not yet been studied in detail.
4.8.1 Enlarged custodial symmetry
The simplest case of an enlarged custodial symmetry arises in two-Higgs doublet models (2HDMs)
[84, 86, 179]. In such a theory an additional complex doublet of higgs fields is added. This can enlarge
the custodial symmetry up to71 SU(2)×SU(2), depending on the explicit breaking in the Higgs potential.
In addition, there may be further discrete ZN symmetries [84], which will be ignored for the moment.
Because the higgs fields in 2HDMs are all in the fundamental representation of the weak gauge group,
it is possible to perform field redefinitions by linear field transformations, essentially changes of basis
in the higgs fields. Two bases are of particular importance [84, 179]. One is the Higgs basis, in which
in perturbation theory all of the vacuum expectation value is pushed into a single higgs doublet. The
other is the mass eigenbasis, where the mass matrix in the Higgs sector has no off-diagonal elements.
In the Higgs basis it is possible to copy verbatim for each of the custodial groups the results of
section 4.5.1, as long as the entity is a singlet with respect to the other custodial group [181]. Thus,
for the custodial group involving the higgs condensate this creates again a scalar and a triplet of vector
bosons, with the mass of the corresponding higgs and the w bosons. At the same time, the operators
in the second custodial group have no expansion to tree-level propagators, and therefore expand to
scattering states.
It becomes more interesting when considering operators which are tensor products, i. e. carrying
quantum numbers of both custodial groups. Then, there arises one more operator which expands to a
tree-level one [181]
Oab0+ = tr
(
xτaτ by
)
(98)
where y is formed analogously to (32) for the second higgs doublet. This is a bifundamental tensor and
therefore has four different states. They expand precisely to the four additional higgs propagators of
perturbation theory at tree-level following the rules of section 4.5.1. Therefore, the additional Higgs
particles appear again in the spectrum with the same masses [181] as in perturbation theory [84, 179].
Furthermore, if the second custodial symmetry should be broken72, the breaking pattern manifest in
the masses carries over to these states [181]. Though not explicitly shown, this was already suspected
71The maximum SU(4) symmetry is not compatible with the standard model.
72The first one cannot be broken by the higgs potential without contradicting standard-model phenomenology
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in [19]. Thus, the prediction of gauge-invariant perturbation theory is that, as for the standard model,
perturbative results give the correct leading behavior in v.
Lattice simulations of 2HDMs are possible and have been done [180, 182, 201]. But the predictions
of gauge-invariant perturbation theory have not yet been checked, as in none of these simultaneously
the physical and elementary spectrum has been determined. Other results have been established,
nonetheless. Especially, it has been observed that the custodial symmetry can break spontaneously
[180, 201]. This implies a much richer phase diagram that in the standard-model case. How this affects
the physical spectrum has not been investigated in detail, though the FMS mechanism predicts that
even in this case the physical spectrum could be mapped to the perturbative spectrum [181].
Likewise, so far no predictions exist what will happen with more higgs doublets, so-called n-Higgs-
doublet models [179]. However, the suspicion is that in the Higgs basis the FMS mechanism will again
yield agreement with perturbation theory to leading order in v.
It should be noted that it was crucial to use the Higgs basis for this calculation. Using a basis where
the vacuum expectation value is spread between different Higgs fields will naively create additional
massive particles [337]. However, in such a case these are not in the correct multiplet structure for the
symmetry, and must be unmixed first, similar to the case of weak gauge and hypercharge.
4.8.2 Enlarged gauge symmetry
Consider first SU(N). This case is relevant, e. g., to grand-unified theories73 (GUTs) [14, 85].
Note first that, because of its pseudo-reality, SU(2) is qualitatively different from SU(N > 2). This
implies in particular that if the gauge group is SU(N > 2), it is possible to have a single higgs in the
fundamental representation. Thus, the minimal custodial symmetry is reduced to a U(1) in contrast to
the SU(2) of the standard-model case.
Consider the simplest case of SU(3). This theory is expected to have a QCD-like and a BEH-like
region in the phase diagram, which has also been seen on the lattice [205], and is shown in figure 3.
Perturbatively [14, 205], this theory is broken by the gauge condition down to SU(2). This leads to
a single non-Goldstone scalar degree of freedom, identified as the higgs particle. The unbroken SU(2)
shows up in a triplet of massless gauge bosons, making up the adjoint representation of the SU(2).
There is also a quadruplet of heavy gauge bosons, forming a fundamental and an anti-fundamental
representation of SU(2), which by pseudoreality once more coincide. Finally, there is a singlet with
respect to the SU(2), with a mass which is at tree-level
√
4/3 larger than that of the quadruplet. Only
the higgs carries a custodial U(1) charge, which will be set to 1/3, by convention.
Lattice simulations in ’t Hooft gauge in the BEH-like region confirm this behavior of the elementary
higgs and gauge bosons [205, 350]. This is shown in the left-hand plot of figure 14. The results can be
fitted well using a one-loop ansatz for the massive modes. Even the so obtained mass ratio between the
SU(2)-quadruplet and the SU(2)-singlet are very close to the tree-level ratio. While stronger affected
by finite-volume artifacts, also the massless modes behave as expected. Moreover, even in the unbroken
sector the gauge interaction remains weak, as is also shown in figure 14. Thus no interference from
strong interactions of the unbroken subgroup will play a role at the typical scale of the BEH effect.
Constructing gauge-invariant states follows the recipe of section 4.3. The gauge-invariant states can
either be singlets or charged under the U(1) symmetry [177].
The singlet scalar is essentially the same as in the standard model, described by an operator like
(72). Gauge-invariant perturbation theory yields that the only particle in this channel has the same
mass as the higgs particle of perturbation theory [177, 205, 351], though the scheme issues are naturally
73Note that non-perturbative investigations yield arguments why GUTs may be problematic due to their large field
content [345–349]. These arguments are orthogonal to the discussion here, and are not necessarily connected to BEH
physics.
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the same as in the standard model. Lattice simulations support this results, though at a much less
systematic level than in the standard model [205, 350].
The situation becomes more interesting for the singlet vector. The simplest operator in the singlet
channel and its FMS expansion is [205, 351]
〈O1−0µ (x)O†1
−
0
µ (y)〉 =
v4g2
4
〈w8µ(x)w8µ(y)〉+O(η) (99)
O1−0µ (x) = i(φ†Dµφ)(x)
where w8 is the field describing the heaviest gauge boson. Thus, the mass of the singlet vector should
be equal to the one of the singlet gauge boson. This is indeed found generically on the lattice [205, 350],
and shown in figure 15. That none of the other states show up is actually not surprising from the point
of view of gauge-invariance: After all, there is no global symmetry which could create the necessary
degeneracy pattern74. Thus, in this theory the physical spectrum does not coincide with the elementary
spectrum. Still, gauge-invariant perturbation theory seems to be able to predict it correctly.
74Not withstanding the possibility of an emergent symmetry, but this is not observed.
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Figure 16: The left panel shows the effective mass (81) of the open U(1) vector channel and the right
panel of the open U(1) scalar channel [350, 352]. In the two predictions no contamination of heavier
(scattering) states has been taken into account, yielding the smallest possible effective mass. Allowing
for such contributions leads to acceptable agreement [350]. Note that the results are for a different set
of lattice parameters, and thus different masses, than in figure 15.
There are, of course, a multitude of other singlet channels. Some of them have been investigated, but
none of them have shown any signal of a state below the elastic decay threshold in lattice simulations,
as predicted by gauge-invariant perturbation theory [350].
The situation is quite different for the non-singlet channels. Because the global U(1) is not explicitly
broken, there must be a lightest stable state carrying this quantum number. Such additional stable
states are usually dark matter candidates [86], emphasizing the importance of understanding such states.
Because of gauge-invariance these states will require at least three valence higgs fields, and have at least
three times the U(1) charge of the elementary higgs field, in analogy to baryons in QCD in section 4.7.3.
The simplest scalar and vector operators of this type are75 [177]
O0+1 = ǫabcφaDµφbDµDνDνφc (100)
O1−1µ = ǫabcφaDνφbDµDνφc. (101)
These states do not expand to a single elementary particle state in gauge-invariant perturbation theory,
but to scattering states. Still, the lightest state is stable, and thus necessarily bound. To estimate its
mass, a possibility is to use the approximation of gauge-invariant perturbation theory of it by a scattering
state in terms of the elementary states [177]. This can be done in a similar way as determining the
mass of a baryon in QCD using the quark model [306]: There it is to leading order three times the mass
of the non-interacting quarks. Here, the higgs fields do not contribute to the scattering state, and it is
their vacuum expectation value that carries the global U(1) charge - after all the ’t Hooft gauge breaks
this symmetry to a diagonal U(1) subgroup of the SU(3) gauge group and the U(1) custodial group. In
fact, performing the quite cumbersome expansions explicitly yields that both states should be to leading
order mass degenerate, and having the mass of twice the light non-zero w mass [177]. Thus, they should
be about 1.7 times heavier than the singlet vector. Lattice simulations, though expensive and plagued
75They become much simpler if there are two higgs fields [276]. Note that for the special case of SU(3) there exists also
simpler operators [177].
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by discretization artifacts and statistical uncertainties for such a heavy state, find indeed for the vector
a mass in this range [350], being 1.0(3)mpredicted. It should be noted that a naive counting of masses, like
in the quark model, would yield a mass of 3mh in both (100) and (101). In the corresponding lattice
simulations, this provides a lower bound of 3.5(8)mpredicted, substantially above the FMS prediction.
A measurement for the non-singlet scalar has not yet been possible. The corresponding results for
the effective mass (81) from [350, 352] are shown in figure 16. All in all, the comparison between the
predicted and observed spectrum shown in figure 17 is reasonably good, especially when comparing to
the effort invested in the prediction.
Hence, the FMS mechanism and gauge-invariant perturbation theory seem to provide not only for
the channels which expand to elementary fields an adequate description, but also for more complicated
states. In addition, this is a non-trivial test of the underlying field-theoretical concepts, which are based
on the necessity of gauge-invariance. Especially, triply charged stable states do not exist in perturbation
theory, and such dark matter candidates would therefore be missed in a perturbative analysis, while
incorrectly having a singly charged higgs. The physical spectrum is quite different.
Another remarkable result is the following [177]. Expanding the operator (99) to the next order in
the fluctuation field yields
O1−0µ = −
v2g
2
w8µ +
v√
2
∂µη −
√
2gvw8µη +O(η2). (102)
The third term involves two particles, and will therefore only contribute in scattering states. But the
second term involves a single higgs field. Such a term does not arise in the SU(2) case because of the
differing custodial structure. The remarkable implication is that there should be a second pole, besides
the one at the gauge boson’s heaviest mass, at the mass of the higgs. This second pole is therefore
degenerate with the scalar. In addition, this implies that the lowest mass in this channel is the minimum
of the two masses. This implies that the scalar singlet can never be lighter than the singlet vector.
There is a subtlety to be added here. The higgs field in (102) has an additional derivative. When
forming expectation values, the Lorentz indices will be contracted, to obtain a non-vanishing Lorentz
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scalar76. It is only from the Wigner-Eckart theorem and the fact that a longitudinal tensor structure
does not carry poles from which it would be reconstructed that such a pole could be located in the
transverse part of the correlator. However, the additional factor of p2 arising may alter this behavior.
This is not yet fully understood. This additional pole has not yet been confirmed on the lattice [350],
but finding such a second, heavier state is not trivial either. Intriguingly, though the FMS mechanism
provides no explanation for this, this hierarchy is also observed in lattice simulations for the SU(2) case,
as discussed in section 4.6.2.
The situation with multiple poles identifiable with elementary degrees of freedom is actually not
exceptional [177]. Already the physical Z and Γ in section 4.7.1 gave an example of this in (84-85).
This is therefore a fourth possible outcome of the FMS mechanism besides the identification of a single
pole with an elementary field, a scattering state, and a non-trivial bound state. Unfortunately, so far no
situation has been found in lattice calculations where the second pole was statistically and systematically
reliably identifiable, and therefore no positive confirmation has yet been possible. If the pole would be
above the elastic threshold, this will require a Lu¨scher-type analysis [131, 292, 293], but this demands
substantially more statistics than currently available.
Enlarging the gauge group to arbitrary N > 3 yields qualitatively the same results [177]. The
perturbative spectrum remains essentially the same, up to changes in the degeneracies of multiplets and
values of the mass ratios [14, 177]. On the other hand, the physical spectrum keeps its degeneracies,
because the global custodial symmetry remains U(1). In addition, the predicted mass spectrum is
mapped to the same quantities, and thus qualitatively the same physical spectrum arises independently
of N . Unfortunately no lattice test of this prediction has yet been made. It will be necessary to
perform these investigations to see whether this is generically true. But the SU(3) case is already a
highly non-trivial test of the mechanisms.
Interestingly, when increasing in the N = 3 case the number of higgs fields to two, increasing the
global symmetry to a SU(2)×U(1) symmetry, gauge-invariant perturbation theory again predicts that
more of the perturbative states reappear in the spectrum [177, 351]. Whether it is completely recovered
requires further investigations, especially for generalizations of the tensor operator (98). From a group-
theoretical point of view, this can be understood. After all, the additional elementary states build SU(2)
representations, which are then mapped on the global SU(2) representations, provided the latter is not
explicitly broken. Thus, this is very similar to what occurs in the 2HDM of section 4.8.1. Whether
this actually works in this way has unfortunately not been tested on the lattice yet. If the gauge group
becomes again larger but the number of higgs fields is not increased then again the representations
do not match, and problems with the degeneracy patterns would be expected. This has not yet been
studied in detail.
What happens in case of gauge groups different than SU(N) has not yet been explored.
4.8.3 Changing the representation of the Higgs
A third possibility to modify the basic setup is to change the representation of one, or more, higgs fields.
This arises regularly in grand-unified theories [14, 85].
The simplest change is to use the standard-model SU(2) gauge group, but to put the Higgs in the
adjoint representation77. In this case the global symmetry is only a Z2, which changes φ → −φ. In
76A quantity like a propagator 〈OµOν〉 is always identical zero, for exactly the same reason as any non-invariant
quantity is zero if there is a corresponding intact global symmetry, as discussed in section 2. Poincare´ symmetry is no
exception. The Wigner-Eckart theorem implies that the operator has the structure OµOν = TµνA + LµνB, where T
and L are transverse and longitudinal Lorentz tensors, respectively, with dressing functions A and B. The latter can be
calculated by 〈TµνOµOν〉 ∼ A and 〈LµνOµOν〉 ∼ B while 〈OµOν〉 = 0.
77This theory, also known as the Georgi-Glashow model, has been variously used as a low-energy effective theory
for the gauge-dependent degrees of freedom of pure Yang-Mills theory in monopole confinement/Abelian dominance
scenarios [178, 329, 353, 354]. This will not be discussed here. The three-dimensional version is also appearing as the
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addition in lattice realizations a second Z2 connected to the link variables appears, which is also present
in the pure Yang-Mills case [131].
Perturbatively, this theory breaks to a U(1) gauge theory, and in fact, it is not possible to break
the gauge symmetry completely [62]. Thus, the arguments of section 3.7 do not apply. Consequently,
non-perturbative studies found a separation of the phase diagram into (at least) two phases. They are
distinguished by the spontaneous breaking of the global symmetry [108, 174–176, 178]. The phase of
broken symmetry exhibits also features like the BEH-like region in the fundamental case, while the
other one is QCD-like. This fits with the idea of the Wilson confinement criterion, where an unbroken
Z2 symmetry of the links is connected to a linear rising string tension [131, 329]. Hence, in this theory
appears to be a phase separation between both types of physics.
As far as has been investigated, the QCD-like phase is not qualitatively different from the funda-
mental case when it comes to spectral properties and other physical features. Therefore, nothing new
arises in this case. Thus, the interesting phase is the one in which the BEH effect operates.
As noted, perturbatively there should remain an unbroken U(1) subgroup. The hallmark of this
would be a massless gauge boson. This is especially interesting, as a U(1) gauge theory allows for a
physically observable charge [88]. This would imply that there should be an observable consequence
of this breaking. This is even more important as that the hypercharge group of the standard model is
expected to be obtained from a GUT in exactly this way [14, 85].
However, from a gauge-invariant perspective, this is not possible. Since the gauge-symmetry is
intact, there cannot be a subgroup, which is in any way different from the remainder, for the very same
reasons as the unbroken SU(N − 1) groups in the fundamental case could not be identified. Otherwise,
a gauge transformation would need to be able to distinguish between this particular subgroup, and
any other possible U(1) subgroup. Especially, the gauge symmetry remains non-Abelian, and thus no
simple gauge-invariant charge is possible.
That said, it is not impossible that the physical spectrum could resemble the existence of a U(1)
group, without actually having one. Remarkably, this is what seems to happen [177].
This requires two things. First, there must be an observable, massless vector particle. The second
is that this massless vector particle interacts with matter particles with an interaction of the kind
expected of an Abelian gauge theory. In this way, an effective U(1) arises. Of course, even in the
perturbative setting the later emerges also as an effective interaction as being ’just’ the ordinary non-
Abelian interaction evaluated for a particular combination of elements of the representations [14], rather
than a genuine independent interaction. This is not unlike how electromagnetism in the standard model
arises as a combination of the non-Abelian weak isospin and the Abelian hypercharge interaction.
This can be investigated using gauge-invariant perturbation theory [177, 178]. The first step is to
classify states by their global quantum numbers. They can therefore be singlets or non-singlets under
the global symmetry. Furthermore, they can be classified according to their spin.
First of all, a singlet scalar arises as in (72), with the mass of the higgs, using essentially the
same operator. Everything which has applied to this operator also applies here. A non-singlet scalar
operator cannot be constructed in a similar way such that it expands to a single-field operator, because
of the pseudoreality of SU(2). This will change for SU(N > 2) below. Reversely, also no simple
singlet vector operator can be constructed. Since, however, a non-singlet vector can be constructed,
non-singlet scalar and singlet vector operators can be constructed from gauge-invariant operators with
non-trivial momentum configurations, like in the case of (76). However, these operators do only expand
to scattering states in terms of the elementary states.
So, the only non-trivial further operator is a non-singlet vector operator. A generalization of (78)
does not yield an operator which expands to a scattering state. However, a generalization of the
non-local operator used in [19] to construct a gauge-invariant vector in the fundamental case expands
infinite-temperature limit of pure Yang-Mills theory, where then only the QCD-like region is of interest [96, 355–358].
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non-trivially [177],
OΓµ =
∂ν
∂2
tr (φaT awµν) ≈ −vtr
(
T 3
(
δµν − ∂µ∂ν
∂2
)
wν
)
+O(η). (103)
In the second step the vacuum expectation value in the ’t Hooft gauge was put into the Cartan direction
T 3. This Cartan choice is always possible by a global gauge transformation. Thus, this operator expands
to the transverse component of the w boson in the Cartan direction, which is perturbatively massless
[62, 177]. This predicts a massless non-singlet vector, notwithstanding that it is a composite, bound
state. It thus acts like a physical Photon. Note that this is not a Goldstone boson, because even if
the global Z2 symmetry would be broken, it is a discrete symmetry, and thus does not fall under the
purview of Goldstone’s theorem78. Furthermore, as in the case of (102), higher orders in the quantum
fluctuations yield additional poles at the masses of the higgs and twice the mass of the massive gauge
boson [177].
Note that these results imply that none of the other states can actually be stable, as two non-singlet
massless vector bosons can always be coupled to a singlet scalar, and from there all other states become
reachable. Unfortunately, this implies that any lattice investigation will be rather complicated, as this
implies polynomial volume corrections [131, 297]. Consequently, so far only exploratory investigations
for the SU(2) case exists [210], but they support a massless pole in the correlator (103). This is a
dramatic confirmation of the sketched scenario.
However, the masslessness of the vector is not sufficient to mimic an Abelian gauge theory at low
energies. The low-energy limit of the interactions needs to be also that of an Abelian gauge theory.
Concerning a possible interaction vertex between this vector particle and any of the massive particles,
in analogy to QED in section 4.7.1, leads unfortunately not to the desired result. Expanding e. g.
the scalar channels always reduces to expectation values of fields with the same gauge-indices, which
vanish because of the anti-symmetry of the structure constants at tree-level [360]. Thus, the interaction
structure needs to arise either at loop-level or in more involved operators. However, if it would arise
at loop level this would provide an interesting hint how such an interaction could be weaker than the
original gauge interaction. This is still subject of future research.
As noted above, the importance of this observation is that only such a mechanism can actually
rescue the idea of GUTs that the hypercharge is part of an overarching single gauge interaction to
explain the relative hypercharges of the particles in the standard model [85]. The mechanism outlined
above therefore deserves further studies. This is especially true as the GUT scenarios requires larger
gauge groups with more involved Higgs sectors [85].
However, when considering large groups with a higgs in the adjoint representation, another problem
arises. As was discussed in section 3.9 multiple breaking patterns become possible. Especially, a
gauge condition involving an explicit vacuum expectation value can no longer be satisfied for every
configuration, if the vacuum expectation value in the gauge condition and the configuration belong to
different strata. This also affects gauge-invariant perturbation theory. In analogy to (67), the following
situation arises [177]
〈O†(x)O(y)〉 =
∫
Dw
( ∫
Selected stratum
DφO†(x)O(y)eiS +
∫
Other strata
DφO†(x)O(y)eiS
)
= 〈O†(x)O(y)〉e + 〈O†(x)O(y)〉n.
Thus, any correlator decomposes into a part (e) which is evaluated on those configurations where the
gauge condition can be fulfilled, and a part (n) in which it is evaluated on configurations for which
78Note that the masslessness of the photon in massless QED is associated with it being a Goldstone boson of the broken
dilatation symmetry [68, 359]. It has not been investigated whether a similar argument could be made here.
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the gauge condition degenerates to a non-aligned covariant gauge. On the first part gauge-invariant
perturbation theory can be applied. This is not true for the second part.
As discussed in section 3.9, it now depends on the actual behavior of the second part what the
physics is. For the mass spectrum this boils down to the question what the pole structure of the n-
part is. If there are no poles in it, then the spectrum is determined by the pole structure of the e-part.
However, this implies that for a given set of parameters there is only one gauge condition associated with
a particular stratum which can be used for the purpose of gauge-invariant perturbation theory. This
seems odd at first. However, when recalling that only aligned gauges can be used in the standard model
case for the same end, it does not seem odd that there is a ’preferred’ gauge. However, it is important
to note that this does not physically prefers a gauge, but only technically. After all, gauge-invariant
perturbation theory is not necessary to evaluate the left-hand side, it is just convenient.
The alternative is that the n-part exhibits a pole structure determined by some or all other breaking
patterns. Then the physical spectrum would be determined by the union of all poles. This union can
be determined by applying gauge-invariant perturbation theory to each stratum to determine the set
of all poles.
As discussed in section 3.9 the actual correct result will likely depend on the dynamics of the theory.
It may remain a non-perturbative question which strata contribute to the union of poles determining
the spectrum. This awaits non-perturbative study. Note, however, that the existing quantum number
channels do not depend on this. They are only determined by gauge-invariant physics. Thus, even a
continuous deformation between different sets contributing to the union could be possible. Therefore, in
the following just a few remarks on the situation for SU(N > 2) will be made. Especially, as the number
of breaking patterns quickly proliferates with the size of the gauge group [62, 177, 227–229, 361].
When proceeding to N > 2, the group SU(3) is also special. This has to do with the potential
structure for the adjoint higgs [62, 177], under the condition of power-counting renormalizability. Only
for N ≥ 4 the most generic case for the adjoint representation has been reached.
In the SU(3) case two breaking patterns79 are possible, SU(2)×U(1) and U(1)×U(1). Perturbatively,
this gives in the first case rise to a three-fold hierarchy of levels for the gauge bosons, and the second
case to a two-fold hierarchy. In both cases also not all components of the higgs field play the role of
would-be goldstone bosons, and additional massless higgs bosons remain.
The situation is, however, qualitatively similar in both strata for the gauge-invariant spectrum [177].
First of all, both Z2 channels harbor now non-trivially expanding operators. Remarkably, the states
in both channels are found to be degenerate. In the vector channel the massless mode remains, and
thus there are two massless vector bosons in the spectrum. Also, the additional poles show up in both
cases. Even more interesting is the scalar case. Here, the massless modes are also pushed through
to the physical spectrum, and thus two massless scalars, one in each Z2 channel, exist. In addition,
poles at the higgs mass exist as well. Thus, such a theory yields additional massless degrees of freedom
compared to what is needed for a GUT. However, once the potential breaks the Z2 symmetry explicitly,
these vanish again from the spectrum [177]. These quite spectacular, results have unfortunately not
yet been checked in lattice investigations, and only exploratory simulations of this theory exist so far
[209, 230].
In the SU(N > 3) case the massless scalar states again vanish from the physical spectrum and,
depending on the stratum, also the degeneracy between the Z2 even and odd states are lifted [177].
This shows that N = 2 and N = 3 are special in the adjoint representation. This also gives again hope
that a low-energy effective version of the GUT idea can still be realized by a deliberate choice of fields
and representations.
Ultimately, the need to have a U(1) seems to suggest the necessity for an adjoint Higgs field for a
GUT setup. Such an adjoint Higgs field also appears in perturbative treatments of most grand-unified
79If the Z2 symmetry is explicitly broken, only SU(2)×U(1) remains [62].
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theories [14, 85]. However, an explicit test of the standard SU(5) GUT setup of one higgs in the adjoint
representation and one higgs in the fundamental representation [14, 85] showed again that a discrepancy
in the spectrum of the vector bosons could arise [177, 362]. The reason is that two, instead of one,
massless vectors arise as physical Photons, while too few massive degenerate gauge bosons are present
which could play the role of the physical W and Z bosons. If the Z2 symmetry is broken explicitly, even
the mass hierarchy in the vector boson sector is no longer faithfully reproduced. This seems to indicate
that more higgs fields in either representations would be necessary to allow for an adequate degeneracy
pattern in the global symmetries.
Theories with multiple higgs in different representations have been subject of exploratory studies
on the lattice [158], but once again so far not including spectroscopy. It therefore remains to be seen
whether these theories can sustain a phenomenological relevant spectrum.
4.8.4 Model-building 2.0
Usually, building a new model is based upon the definition of the elementary degrees of freedom and their
interactions based on a particular (set of) mechanism(s) [86]. Then, their experimental implications are
derived, and checked against experiment.
Taking the results of sections 4.8.1, 4.8.2, and 4.8.3 at face value suggests a somewhat different
approach, based upon the available experimental data. Therefore, the first step is defining the physical,
observable spectrum. Ideally, the model could then be build led by this physical spectrum of particles.
This would suggest the following procedure:
1) Choose the desired physical, gauge-invariant particle spectrum in absence of explicit symmetry
breaking, and determine a custodial group to sustain the multiplet structure
2) Add explicit breaking to split multiplets
3) Find a group which has a little group sustaining the same multiplet structure [62]
4) Arrange Higgs fields and the Higgs potential such that it has the appropriate custodial group,
including multiplet structure [62]
5) Find a gauge with a vacuum-expectation-value which breaks the gauge group to the required little
group
6) Use gauge-invariant perturbation theory to verify that the spectrum is correct
Optional) Use non-perturbative methods to confirm that in the relevant parameter ranges gauge-invariant
perturbation theory is applicable, and, if multiple strata are present, the correct union of pole
sets contributes
However, this leads to physical mechanisms being a mere consequence of the desired particle spectrum.
It therefore does not allow to base a model upon a new mechanism. If this is not desired, it is therefore
not a useful procedure. Then, still, it is necessary to first define the model based on the need to realize
the new mechanism. But it seems then to be prudent to ensure various properties of the constructed
model as a new intermediate step between defining the model and determining experimental predictions:
• There must be a global symmetry which allows a triplet structure to create the pattern of physical
W and Z bosons, or some mechanism creating a similar pattern
• Likewise, an explicit breaking of the global symmetry, or some replacement, to create the splitting
in the W and Z sector
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• A global symmetry to provide left-handed flavor, including an explicit breaking mechanism
• If the hypercharge should be realized as a part of an underlying theory a mechanism to obtain a
global analogue
• Ensure that the physical states under gauge-invariant perturbation theory expand to the desired
masses
• Ensure that no additional light (stable) physical particles exist in other channels, except as dark
matter candidates, axions or otherwise acceptable candidates
Optional Use non-perturbative methods to confirm the applicability of gauge-invariant perturbation theory
and, if necessary, that only the desired strata contribute to the union of poles
Of course, the FMS mechanism only works for BEH physics. For a model without BEH effect, the
situation becomes quite different, as will be discussed in section 6.5 [337]. While such programs have
yet only been partially followed through [177, 181, 337], these guidelines should be useful to develop
model building using gauge-invariant perturbation theory.
5 Scattering processes
So far only static properties have been considered. Most of our knowledge stems, however, from dynamic
processes, especially scattering experiments. It is therefore necessary to develop a description80 of
scattering processes based on gauge-invariance, which at the same time also explains quantitatively
why conventional perturbation theory works so well for the standard model [10].
Of course, this is not a new problem. After all, bound-state-bound-state scattering is the standard
situation in QCD [14, 306, 369]. However, the different type of physics leads to quite different results.
Necessarily, it must be explained why in experiments so far no detectable sign of the substructure has
been seen [10]. It is here important to remember that the bound-state structure is not speculative new
physics, but rather a consequence of the field-theoretical underpinnings of the standard model. In fact,
it is a consequence of enforcing strict gauge invariance. Thus, the two decisive questions are: Why has
nothing been seen so far? What needs to be done to see something? Both questions, and whatever
partial answers are yet available, will be discussed in the following.
5.1 Asymptotic states
Before doing so, it is worthwhile to discuss both how initial and final states operate in the present
context. The gauge-invariant operators themselves are just bound-state operators. Thus, scattering
processes which involve these states as initial and final states can be described by the usual LSZ
construction for bound states in terms of the corresponding matrix elements, having the bound states
as in and out states [14, 68]. These can be either calculated entirely non-perturbatively, or using
gauge-invariant perturbation theory. The latter will be done in sections 5.2, 5.3, and 5.4 to study how
quantitative and qualitative similarities and differences to the usual results emerge.
The more interesting question regards the elementary states, and especially, why they are not suitable
in states and out states. Technically, this is not an issue, as the example of QCD shows, where quarks
and gluons are never considered as in and out states. But there this is linked to confinement. Thus,
80Interestingly, an approach based on a confining rather than BEH-type physics in the standard model leads to formally
quite similar results [363–366], though for completely different physics reasons. Similar lines of arguments [367, 368] also
follow in the Abbott-Farhi model [322], but again for different physics reasons.
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this leaves only the question of why this should not occur, or even why the composite states should not
decay into the elementary states. This latter question is probably the best one to discuss the problem.
Hence, consider a matrix element 〈O(x)†ϕ(y)ϕ(z)〉 , (104)
where O is a gauge-invariant composite state and the fields ϕ are some of the elementary, gauge-
dependent states. To define suitable asymptotic states, it will be necessary to take eventually the limit
that x, y, and z are sufficiently far separated.
Of course, the final state is not gauge-invariant. But the usual argument is that at asymptotically
large distances the out states become non-interacting, and thus only global transformations apply
anymore. While this is true perturbatively, this is not correct non-perturbatively. Haag’s theorem
states that the free theory is not unitarily equivalent to the interacting one [88], and thus no unitary
time evolution can yield non-interacting states. The interacting states, however, cannot be made gauge-
invariant, as was discussed at length in section 4.1, where isolated particles were addressed. Thus, the
final state is not gauge-invariant, and is unphysical. This implies especially that cluster decomposition
fails for the elementary states non-perturbatively.
This does not mean that (104) is an irrelevant expression. Consider The situation, where the state
described by O can decay into gauge-invariant composite states O′ = φϕ, which in leading order in the
FMS expansion behave as O′ ∼ vϕ. Then
〈O(x)O′(y)O′(z)〉 = v2 〈O(x)ϕ(y)ϕ(z)〉+O(v).
Thus, to leading order in w, the decay can be approximated by (104). If the residual, asymptotic
gauge-dependence is sufficiently small compared to the matrix element itself, this will be a very good
approximation. This is the case in the standard model, as will be explored in sections 5.2 and 5.3. But,
of course, this will only work if the correction in v are small. Otherwise, this may even be qualitatively
wrong. This will explored in section 5.4.
In this sense, there also exists an overlap between gauge-dependent and gauge-invariant operators.
Even though ϕϕ does not belong to the same superselection sector as O, v2ϕϕ does. Still, this overlap
is gauge-dependent, but this gauge-dependence is of order v compared to the leading-order v2, and may
therefore be negligible in actual calculations, if a suitable gauge is chosen which makes the prefactors
small.
It is, of course, possible to expand even (104) further, by also expanding O according to the FMS
mechanism. If such a full expansion is performed, this is just the gauge-invariant perturbation theory
of section 4.5, applied to a decay process. This is the strategy to actually calculate cross sections and
decays using gauge-invariant perturbation theory, as will be exemplified in the sections 5.2 and 5.4.
However, the gauge-invariant matrix element is then approximated by a matrix element entirely from
gauge-dependent fields. Such a gauge-dependent matrix element needs not to follow the usual rules
of physical matrix elements [39]. This is already visible for the w-boson-propagator in figure 8, from
which it can be read off that it does not have a positive spectral functions, and does not support a
Ka¨llen-Lehmann representation [96]. Other examples can be found in [282].
5.2 Scattering processes in the standard model
The simplest example will be a lepton collider, avoiding the complications due to the QCD background
in hadron colliders. The simplest possible process is probably81 E+E− → F¯F , which is at the same
time also experimentally reasonably easy to access with high sensitivity. And in fact, this process has
been studied intensively up to LEP(2) [10] and this will be continued (hopefully) at either ILC, CEPC,
CLIC, and/or FCC-ee in the future.
81In this section capital letters denote gauge-invariant, composite states, and small letters denote elementary states.
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Figure 18: A cartoon of a scattering process in leading order in gauge-invariant perturbation theory for
E+E− → F¯F with an exchange of a Z in the s-channel [370].
Given the discussion of section 4.7.2, the incoming Electron and Positron need to be considered
as higgs-electron/positron bound states. A hand-waving argument why no effect has been seen so far
is that the very massive valence higgs acts entirely as a spectator particle, like the non-participating
quarks and gluons in a hadron collision [306]. Then a picture emerges like it is sketched on the left of
figure 18 [259, 287]. The valence higgs simple does not participate in the interaction, and only dresses
the initial, the intermediate, and the finial state. The actual interaction therefore does not differ to this
order from the conventional perturbative picture, and thus should be described to leading order just by
ordinary perturbation theory. Only if the higgs does no longer act as a spectator, like it is sketched on
the right-hand side, this will change.
Since off-shell contributions are suppressed at leading order, the requirement will be to get the higgs
on-shell. Though due to the renormalization-scheme dependence this is a non-trivial statement, this will
essentially always be some kind of typical electroweak scale, and in the pole scheme the singlet scalar
mass. Since the higgs-electron-Yukawa coupling is tiny in comparison to the electroweak coupling or
the three-higgs coupling [10] the most relevant process will require an interaction involving both higgs
from both bound states to participate82. This suggests a scale of ∼ 2mh. Hence, even at LEP2 this
process will be strongly suppressed. The Applequist-Carrazone theorem [306] suggests a suppression of
at least s/(4m2h), which is at the working point of LEP2, the Z mass, at least a suppression by a factor
ten. This seems at first sight not a sufficiently strong suppression to avoid detection there.
Is is therefore necessary to investigate the process further to see why it is actually even more
suppressed. To do so, it is instructive to follow the principles of gauge-invariant perturbation theory of
section 4.5.1. The relevant matrix element is then given by [287]
M = 〈ONE2 (p1)O¯NE2 (p2)OFi (q1)O¯Fi (q2)〉 (105)
where only the lower custodial component, i. e. the electron component in the sense of (88), is considered
in the initial state. The final-state is defined to be of two fermions of the same type, an exclusive
82Or an experiment sensitive on the level of the higgs-electron-Yukawa coupling.
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measurement, and therefore the custodial index is not summed over.
At leading order in v this yields83
M∼ v4 〈e+e−f¯ f〉+O(v2) (106)
and thus corroborates the deduction above. In this order the matrix element is just the ordinary,
full matrix element. Expanding this matrix element in perturbation theory further reproduces the
conventional result [14] to all orders in the couplings. Thus, there is no difference at leading order in v.
Including further terms yields [287]
M≈ v4 〈e+e−f¯f〉+ v2 〈η†ηe+e−f¯ f〉+ 〈η†ηη†ηe+e−f¯ f〉+ rest. (107)
Terms with an odd number of fields will have additional particles in the initial or final state, and will
therefore not contribute if an exclusive measurement is done. While, for the sake of brevity, not all
terms are written down and arguments are suppressed, all relevant structures appear. It is now seen
that the further terms are suppressed by two or four powers in v. Thus, besides the relative suppression
of matrix elements from the Appelquist-Carrazone theorem a suppression of order s/v2 arises, which
is at the z mass of order ten as well. Both are multiplied, given a total factor 100 of suppression in
the matrix element alone on dimensional grounds. This is now much more in-line with the order of
sensitivity with which the process has been probed.
However, investigating the present terms further yields even more suppression. The second term in
(107) adds a pair of Higgs fluctuation fields. Depending on the arguments, they can form an interaction
in the initial or final state, or can add a propagating Higgs. The last term includes all possibilities
where the Higgs can contribute in both, initial and final state. However, it is even more suppressed,
and will therefore be neglected.
To understand what the processes of the second term in (107) involve, it is useful to expand the
second term further, keeping only leading interactions [287]〈
η†ηe+e−f¯ f
〉 ≈ 〈η†η〉 〈e+e−f¯ f〉+ 〈e+e−〉 〈η†ηf¯f〉+ 〈f¯ f〉 〈e+e−η†η〉 . (108)
Thus, there appear three types of corrections to the leading process of (106). The first term adds a
correction to the perturbative leading term, which is suppressed by a factor 1/v2 and a non-interacting
spectator higgs. Such a contribution will therefore only affect the process like the presence of a spectator
in a hadron collision, and thus is not relevant, except for the formation of the initial and final state,
and/or as in QCD by an escape in the beampipe.
The second and third term in (108) correspond to an interaction of the initial state or final state higgs
with the corresponding fermions, and the other fermions acting as spectators. The latter two processes
therefore correspond to a reaction of the second constituent of the fermionic bound-state in the initial
or final state. At leading order perturbative corrections can then be calculated just by expanding all
appearing correlation functions to the corresponding order in perturbation theory. Since double-higgs
production has not been observed at LEP2, the last matrix element will not be relevant, as it is already
negligible as a leading effect. So only the one with a higgs in the initial state could contribute. However,
at leading-order this matrix-element is in the s-channel proportional to the product of the three-higgs
coupling and the higgs-fermion Yukawa coupling and in t and u channel to the higgs-fermion Yukawa
coupling squared. Thus, it is negligible compared to the leading term for anything but the the top.
Hence, it will again be irrelevant at LEP2.
These considerations show why no contribution at LEP2 of the bound-state structure should be
expected. While this was a particular investigation, similar considerations will apply to any other
83Note that this result is perturbatively gauge-invariant, though non-perturbatively it is not.
84
process. And most other processes have not been measured as well at these energies. Thus, this
answers the first question from above, why so far nothing has been seen.
Thus, the question remains what is necessary to see something. Performing similar considerations
for hadrons at the LHC is highly non-trivial, as the effect of the constituent higgs needs to be isolated
somehow from the QCD background. While available parton energies and luminosities do cancel the
argument of being off-shell, the suppression by factors of v remain for sub-leading effects, as does the
question which processes have a large coupling to the higgs in the initial state. Processes involving tops
are natural candidates. This is certainly a challenging, but important topic, which is under investigation
[316]. In fact, this needs to be understood. If there would be a measurable effect, this would constitute
additional, not yet accounted for, standard-model background. Hence, slight deviations at the LHC
with respect to a purely perturbative treatment could be not due to new physics but rather due to
corrections from these subtle field-theoretical issues.
The situation is a bit better for future lepton colliders. All presently discussed machines will work
at, or substantially above,
√
s = 2mh. Therefore, no off-shell suppression will arise. Also, double higgs
and/or double top production is reachable with reasonable sensitivity. Hence, they are the perfect
machines to look for these processes or at least give a reasonable bound on them.
Of course, it would be good to have a theoretical estimate. One possibility is to evaluate expressions
like (108), or even (107), perturbatively. This will give a perturbative estimate of the size of the
effect. While straightforward, this has not yet been completed [216] given that the number of involved
diagrams, especially when it comes to six-point functions like in (107), is not small even at tree-level.
Not to mention loop-level. This approach misses, of course, part of the bound-state effects in the initial
and final states.
5.3 A phenomenological study
An alternative is to take a cue from the situation in QCD, where these kind of problems routinely arise
[14, 306, 369, 371]. There, also bound states collide. The only difference in the treatment would be
that no alternative path using gauge-invariant perturbation theory is available. In QCD, these effects
are directly taken into account starting from an expression like (105), and the bound-state effects are
taken care of by parton-distribution functions and fragmentation functions [14, 306, 369].
Such an approach has been explored in [287]. This yields formally
σE+E−→F¯F (s) =
∑
i
∫ 1
0
dx
∫ 1
0
dyfi(x)fi(y)σi¯i→f¯f(xp1, yp2) (109)
= θ(4m2h − s)σe+e−→f¯f
+θ(s− 4m2h)×
∑
i
∫ 1
0
dx
∫ 1
0
dyfi(x)fi(y)σi¯i→f¯f(xp1, yp2),
where the f are the parton distribution functions, and fragmentation was assumed to be to 100%
in the bound-states corresponding to the intermediate elementary fermion f . In the second step the
approximation was made that the elementary particles need to be on-shell in the initial state. Thereby
automatically no changes arise if s ≤ 4m2h, implementing in a hard way the discussion above that
below this threshold bound-state effects should be negligible. This assumption could be relaxed using
generalized parton distribution functions [372, 373].
Of course, using factorization assumes that s ≫ max(4m2h, 4m2f) to be strictly valid, and thus this
requires at least the highest energies of the future linear colliders. Otherwise corrections of order
s/max(4m2h, 4m
2
f) are expected to arise, due to the Appelquist-Carrazone theorem. Furthermore, the
higgs interactions are not asymptotically free. While this appears as a subleading problem also in the
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Figure 19: Deviations of the full differential cross section (109) to the perturbative one at rapidity zero
for the process σE+E−→T¯ T (left panel) and for the R ratio (right panel) as a function of the center-of-
mass energy and the higgs contribution in (110) to the bound state structure, using the approximations
and assumptions in [287, 370].
usual QCD factorization, these interactions contribute here at leading order. But since the scale where
this becomes a non-negligible effect is many orders of magnitude larger than currently reachable, this
should not yet be a problem. In addition, violations of factorization due to strong interactions, as
happen in QCD [371] will likely not be a severe problem, though other problems may be inherited as
well [374].
This still requires to determine the PDFs. The standard approach using experimental input [375] is
not yet possible, as so far no effects have been observed. They could therefore only constraint the PDFs.
In principle, non-perturbative methods [376–379] and/or a combination of them with experimental data
[379, 380] would be possible. But even for QCD these techniques are only developing.
Thus, exploratory, in [287] the ansatz84
fi(x) = aiδ(x) + ciδ(x− 1) (110)
was made, where ce ≫ cη was used and the ai were then fixed by sum rules, implying a quite large
aη. This realizes to some extent the perturbative picture: The electron carries essentially all of the
momentum, and acts almost as a single particle. The higgs carries almost no momentum, and thus
fills out the bound state almost constantly, just like the vacuum expectation value would. The results
for the cross-section σE+E−→T¯T and for the R ratio σE+E−→hadrons/σE+E−→M+M− is shown in figure 19
[287, 370]. While the R-ratio is essentially not affected, the production cross-section shows a drop,
which is well within experimental reach if cη is not too small.
The study can only be considered exploratory at best and probably with assumptions only valid at
higher energies then reachable at the currently planned colliders. However, it shows that effects could
be limited to only some observables, but it hints where such effects could arise and how to search for
them.
Reducing the large amount of approximations needed, especially by getting more information on the
PDFs, using off-shell PDFs, and comparing the purely perturbative contribution in (107) and (108) are
logical next steps. Applying the same rationale to the LHC is certainly more demanding, but ultimately
necessary as this is the currently available machine able to reach into kinematically interesting regions.
Such investigations are underway [216, 316].
84This is the valence contribution to the higgs PDF. Besides the Q2 evolution also higgs sea contributions [332–334]
are not included in this ansatz.
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5.4 Beyond quantitative effects
An obvious question in the context of searches for new physics is, if the qualitative changes in the
spectra discussed in section 4.8 imprint themselves on observable scattering processes. Especially, the
physical vector bosons and Higgs particles are generically not stable, but will ultimately decay into
standard model particles. A full investigation would require a corresponding extension of the standard
model, which is not yet available. However, a toy theory can be used to assess the impact [381].
Consider the SU(3) theory with a single higgs in the fundamental representation of section 4.8.2.
There, only two massive vector bosons appear in the spectrum, rather than eight as in perturbation
theory. Now, couple in addition a fermion ψ in the fundamental representation to this theory. For the
following, it will not matter whether the fermion is chirally or vectorially coupled, nor will it be relevant
if it is interacting with the higgs through a Yukawa interaction.
Following the rules of section 4.7.2, a physical fermion-number one state is obtained by the fermionic
bound state Ψ = φ†ψ, with φ the higgs field. This state carries, besides the fermion number, the U(1)
custodial charge, which takes over the role of the would-be flavor. Hence, there is only a single physical
fermion state. To leading order, its propagator expands like〈
(φ†ψ)†(x)γ0(φ
†ψ)(y)
〉
= v2
〈
ψ¯3(x)ψ3(y)
〉
tl
+ · · · .
Thus, the ground state in this channel has the mass of the perturbative fermion state in the broken
subsector. While the appearance of the state is consistent with perturbation theory, it should be noted
that no analogue state of the other two fermions ψ1,2 appear, in contrast to perturbation theory. They
only appear as quantum corrections. Thus, there is again a qualitatively difference in the fermion-
number one sector85.
This toy theory is also well suited to apply the full machinery of gauge-invariant perturbation theory
of section 4.5.1 to a scattering process. Describing bound-state scattering using the machinery of the
LSZ formalism of section 5.1 has been fully developed [14]. The cross-section for the elastic scattering
process Ψ¯(p1)Ψ(p2)→ Ψ¯(q1)Ψ(q2) is given by
dσ =
(2π)4
4
√
(p1p2)2 −m4
|MΨ¯Ψ→Ψ¯Ψ|2δ(p1 + p2 − q1 − q2)
d3~q1
(2π)32Eq1
d3~q2
(2π)32Eq2
,
where m is the mass of the bound state Ψ. The matrix element can then be expanded using the rules
of section 4.5.1 to leading order in v and at tree-level in the couplings as
MΨ¯Ψ→Ψ¯Ψ =
〈
Ψ¯(p1)Ψ¯(q1)Ψ(p2)Ψ(q2)
〉
= v4
〈
ψ¯3(p1)ψ¯3(q1)ψ3(p2)ψ3(q2)
〉
tl
+ · · ·
For a fundamentally coupled fermion the tree-level vertex for the gauge-boson-fermion vertex is pro-
portional to the Gell-Mann matrices λa. To leading order the matrix elements on the right-hand side
consists out of diagrams connected by the expression λa33D
ab
µνλ
b
33, where D
ab
µν is the gauge boson propaga-
tor [14]. But only λ8 has a non-vanishing 33 component, and thus only the propagator D88 contributes,
which has just the pole at MA, the mass of the heaviest gauge boson. Neglecting interactions with the
higgs and the possible masses of the fermions, the result for the spin-averaged matrix element is
|MΨ¯Ψ→Ψ¯Ψ|2 =
32g4
9
(
s2 + u2
(t−M2A)2
+
t2 + u2
(s−M2A)2
+
2u2
(s−M2A)(t−M2A)
)
where g is the gauge coupling and s, t, and u the usual Mandelstam variables, and the odd prefactor
in comparison to usual Bhabha scattering comes from the involved Gell-Mann matrix.
85There are also three-fermion states, similar to nucleons. They carry a three-times larger fermion number and thus
belong to a different charge sector, and will therefore be ignored here.
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Hence, in the scattering cross-section only poles at MA arise. But this is exactly the mass of the
physical vector state! Thus, even in the cross-section measured in an experiment at leading order only
the physical state shows up as a resonance. This supports that only the gauge-invariant states are
observable. Of course, investigations beyond leading order and in other processes are needed to confirm
this. Still, this shows that differences in the physical spectrum, no matter the open decay channels,
can potentially carry over to scattering cross-sections. This would deliberately alter the signature of a
theory qualitatively compared to the expectations in standard perturbation theory.
6 Further aspects
There are a number of further aspects of the BEH effect, which are neither directly affecting the
manifestation of the BEH effect, nor the physical spectrum, but are still very relevant to phenomenology.
These will be discussed in the following. For most of these not yet a conclusive final statement can be
made beyond perturbation theory, and therefore are rather evolving subjects, in contrast to the main
part of this review where the qualitative features are already quite well traced out.
6.1 The triviality problem
One problem allured to in section 3 is the question whether the theory itself exists as an interacting
quantum-field theory in the continuum, i. e. whether it is not trivial [143]. In the remainder of this
text this was taken as an ultraviolet problem, and it was assumed not to be relevant to the low-energy
physics mostly treated.
However, this is only true to some extent. If the theory is trivial, it has only interactions as long as
an ultraviolet cutoff is in place. Thus, even in the sense of an effective theory, the results will depend
on the regulator, e. g. the lattice spacing.
In a perturbative setting, the theory is considered trivial due to the presence of Landau poles [143].
Fully non-perturbative, this is far less clear. Lattice calculation have found indications of a continuum
limit at infinite Higgs self-coupling [199]. However, it is not yet clear whether this is an interacting
theory [272, 382], and no such strong statements as in case of the φ4 theory [53–55, 197, 294, 383, 384]
are actually available. In fact, arguments using the functional renormalization group have been given
that there should exist an interacting continuum limit at weak Higgs self-coupling [203, 206, 385],
which is not excluded by studies of these regions on the lattice [162, 275]. Furthermore, fermions can
potentially influence the qualitative behavior already at the perturbative level [143, 224, 225, 386], but
also non-perturbatively [387]. This does not even mention the influence of more extreme settings, like
extended Higgs potentials86 [302] or the influence of quantum gravity [347, 348, 389, 390].
In the end, even if the theory is trivial, this does not prevent its usefulness as a low-energy effective
theory. In this case the ultraviolet cutoff necessarily acts as an additional parameter of the theory.
This does not affect the low-energy behavior of the theory [144], except possibly for the range of values
observable quantities can take [300]. Thus, even if the class of theories treated here should be trivial,
it will not matter for the bulk of this review87, as long as the cutoff is sufficiently high compared to the
required energy range.
Moreover, if such a deviation would be observed in an experiment, this will be a hint for the
ultraviolet-complete theories of which the theories treated here are the low-energy effective ones. This
is very similar to the case of chiral perturbation theory [306] or to the use of low-energy effective theories
to parameterize perturbatively new physics in electroweak physics [391]. In fact, the problem can be
86This possibility has also been studied for the ungauged theory [25, 27, 388], to essentially the same effect.
87The only exception would be, if the gauge symmetry would turn into a non-gauge symmetry in the ultraviolet-complete
theory.
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turned around. Under the assumption that the theory is trivial, and a firm control over how this
manifests, predictions can be made for possibly new physics to achieve non-triviality [386, 389, 392].
There is also a quite subtle issue. Already for the φ4 theory Haag’s theorem [88] forbids unitary
equivalence between the interacting theory and the non-interacting theory. Thus, the dependence of the
regulated theory on the regulator needs to be highly non-trivial, though not necessarily non-analytic
[172]. This problem is amplified in the gauged theory. There, the physical and unphysical state space
need to change discontinuously in the case of triviality when the regulator is removed: States which
were beforehand gauge-dependent, as the Higgs, are no longer so afterwards. Whether this qualitative
difference between the ungauged and gauged case is relevant is not yet clear.
6.2 The hierarchy problem and the Higgs mass
One issue which has played an important role in phenomenology is the hierarchy problem [86, 393]. In
its simplest form it is often stated that the value of the Higgs mass is arbitrary and for random values
of the coupling constants it should be of order of any cutoff, i. e. the scale of new physics. At loop level,
this problem becomes more intricate, as the Higgs mass becomes scheme-dependent, and a definition of
a physical Higgs mass is much less clear.
However, there are two physical ways of posing the same question:
• Why is the scale of the standard model physics so small compared to the Planck scale?
• Is the theory very sensitive88 to small changes of the parameters, and if yes, why? If yes, this
requires fine-tuning of the parameters of the theory for particular quantitative features.
The first question is clearly beyond the scope of this review, and is likely requiring a full quantum
theory of gravity to answer [346–349].
The second question is, however, directly linked to the present subject. At the perturbative level,
it is indeed so [86, 143, 393] that the theory is sensitive, especially to the Higgs mass parameter, i. e.
the coefficient of the quadratic term in the Higgs potential in the Lagrangian (31). This seems to be
also true non-perturbatively [162, 203, 206]. Especially, realizing large values of the cutoff requires a
fine-tuning of the parameters of the theory. Thus, from this point of view, also non-perturbatively this
theory is fine-tuned. This does not imply that any overarching theory needs to be not fine-tuned. The
theory itself in isolation is just so.
But the low-energy physics of the theory seems to be quite independent of this fine-tuning issue.
E. g. finding a light scalar seems not to be connected to finding a small or large cutoff, at least for
the standard model case [162]. This shows that the masses of the observed particles are actually not a
good argument itself for the existence of fine-tuning. Whether this is true also in more general settings
is unclear. This therefore points to a genuine BSM resolution of the fine-tuning problem, if it is not a
feature of nature.
6.3 Vacuum stability
When regarding the BEH effect from the point of view of spontaneous symmetry breaking, it is at the
perturbative level straightforward to find that multiple minima can emerge [394–396]. Consequently, if
minima of different depths are found, it is possible that metastability can occur. Strictly perturbatively,
the standard model seems to be on the edge of such a scenario [396–400]. If this would be naively true,
then, like in a superheated gas, the system could undergo a spontaneous phase transition.
88Phrasing mathematically what ’very sensitive’ means is always a question of taste. Here, it will be used in the sense
of what most people consider to be very sensitive at the time of writing. This amounts to a dependence on the parameters
of the theory which for dimensionless quantities is stronger than logarithmically.
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However, a purely perturbative setup suffers from a number of conceptual problems [26, 300, 388,
401–404]. It is therefore necessary to perform full non-perturbative studies. These strongly suggest that
such a metastability cannot arise [26, 300, 388] in a generic theory with a Higgs potential having at most
a φ4 term. Only with higher-dimensional operators at tree-level an instability can be introduced either
in the Higgs sector [25, 300, 405] or the Yukawa sector [302]. However, these are so far mostly hints
from the ungauged theory or involve some level of other approximations. Nonetheless, this underlines
the importance of non-perturbative effects even at weak coupling.
From the point of view of gauge invariance this problem appears even more unclear. The perturba-
tively distinct minima arise because of different values of the vacuum expectation value of the Higgs.
They do still have the same breaking pattern. The Higgs vacuum expectation value is, however, gauge-
dependent, and may differ between different gauges, not only in direction, but also in magnitude. The
discussed zero and non-zero values have only been two particular cases.
This does not prevent per se a phase structure with multiple quantum phases coexisting in the
vacuum. The phase structure is then just necessarily driven by a different physical mechanism than
the BEH effect. Because of the arguments in section 3.7, this is excluded for the Higgs sector alone.
Since, however, the problem is driven by the interaction with the top sector [395, 396], this is not a
sufficient argument as long as the argument of section 3.7 cannot be extended to the Higgs-top sector.
This seems so far not possible.
Thus, if such a metastability exists, it is not characterized by different values of the Higgs vacuum
expectation value, as without gauge fixing it is always zero. Also, as it was discussed at length in section
3.7, gauge-fixed signals do not necessarily imply physical effects [46]. There are, of course, other possible
quantities to characterize phases and phase transitions, in particular thermodynamic bulk quantities
like the free energy. It thus remains ultimately to determine, e. g., the free energy as a function of the
parameters of the theory to decide this question.
6.4 The finite-temperature transition
The vacuum stability problem and the whole phase diagram of sections 3.7 and 3.8 address the quantum
aspects of BEH physics. However, also the thermodynamic aspects89 are of great importance to cosmol-
ogy [86, 163, 407]. In particular, the question whether there is a (strong) first-order phase transition at
finite temperature could be decisive for the baryon abundance problem and baryogenesis in general. If
there is none, this would be a strong indication that at this scale new physics needs to be active.
This subject, especially when considering its cosmological implications, is vast, and certainly deserves
a review in its own right. But there are also very direct consequences arising from the perspective on
BEH physics studied here.
First of all, as has been discussed at length in sections 3.6 and 3.7, it is insufficient to use the
Higgs vacuum expectation value as the only indicator of the presence of BEH physics, as is done in the
simplest possible perturbative treatments [163]. Otherwise, also at finite temperature it is possible that
a phase transition is only present in some gauges. Modern treatments use therefore instead physical
observables, like the free energy or other gauge-invariant quantities [183, 408–410].
In fact, investigations [411, 412] showed that no phase transition sufficient to explain the baryon
asymmetry is observed for a Higgs mass as large as 125 GeV. Interestingly, one is seen only at or below
a Higgs mass around 80 GeV, and thus in a regime which seems to be dominated by QCD-like physics,
as discussed in section 3.8. Furthermore, it appears that a Higgs-sector with an extended potential
seems to be able to provide a more favorable thermodynamic behavior [410, 413], as is also indicated
by non-gauge theories [414–416]. This may indicate a possible gateway to beyond-the-standard model
physics or at least to a non-standard realization of BEH physics [410].
89Similarly, theories of the type considered here also appear in other context as effective theories to describe phase
structures [406].
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However, a few of the standard arguments in this respect will possibly need a reappraisal, when
taking the results reviewed here at face value.
One is the expectation that above the phase transition the BEH effect is gone, and thus, up to
thermal masses, all particles become essentially massless [163]. But the theory at zero temperature
is gaped throughout the phase diagram, as discussed in sections 3.7 and 3.8. Especially, the physical
vector states are always massive, while the elementary gauge bosons are also either massive or do not
exhibit a mass-pole at all, see section 4.6.2. Of course, this will only affect the situation around the
phase transition, as at even higher temperatures any masses become irrelevant compared to thermal
effects anyways. But it is precisely this region which is of most interest to baryogenesis. Note that
the implications for fermions stand distinct from this, as here too little is yet known, though even
there a gaping may still always occur [276]. Also, the fact that there appears to be an endpoint in the
Higgs-mass-parameter and temperature plane [163, 411, 412] seems to indicate that there is an analytic
connection between the low-temperature phase and the high-temperature phase, and thus no qualitative
differences can arise.
The other issue is that the gauge symmetry is restored [163]. As discussed at length in section 3, it is
never really broken in the first place90. What may happen, however, is that a gauge condition involving
explicitly a non-zero Higgs vacuum expectation value can no longer be satisfied at finite temperature,
as discussed in section 3.3. This indeed leads to non-analyticities in the gauge-dependent correlation
functions, just as is the case in the quantum phase diagram. But as in case of the quantum phase diagram
in section 3.7, this does not necessarily imply a physically observable phase transition. Also, because in
this case the FMS expansion fails gauge-invariant perturbation theory can no longer be applied. Thus,
the physical spectrum may no longer be mapped in a one-to-one way to the elementary degrees of
freedom, as is the case also for, e. g., Yang-Mills theory and QCD. In particular, the elementary states
may no longer exhibit physical features [96].
Thus, while the quantitative determination of the phase transition temperature from bulk thermo-
dynamics will be accurate, a microscopic description of the dynamics above the phase transition may be
much more involved than usually anticipated. Especially, the idea of (almost) non-interacting, massless
degrees of freedom above the phase transition may well be as inaccurate as it is in QCD [96], not with-
standing the essentially trivial thermodynamic properties. Thus, full non-perturbative calculations of
the gauge degrees of freedom and the fermions would be desirable to ultimately understand the details
of the electroweak phase transition and its implications for baryogenesis91.
6.5 Theories without an elementary Higgs
It may not be directly obvious, but the considerations here have also substantial implications for theories
without an elementary Higgs, and thus without a BEH effect [337]. Such theories are especially theories
like Technicolor or composite Higgs models [86, 284, 285, 338].
The reason is that even in such theories the weak gauge interaction remains. Thus, the necessity to
have a gauge-invariant replacement to create an observable, gauge-invariant equivalent to the W and Z
bosons remains. It is only no longer the case for the Higgs, or, more appropriately, the observed scalar
particle. As it is a composite state of additional, new particles in such theories, it can be just a normal,
gauge-invariant scalar state, and no issue of gauge-dependence arises for it. So it is actually the Higgs
90Although it is observed that certain features seem to suggest it. E. g. when increasing the Higgs mass the phase
transition temperature shifts on the lattice between the two different values of the theories with different gauge groups
[183, 185, 230]. However, this is observed when the bare Higgs mass is pushed above the lattice cutoff, and thus the
ordering of limits becomes incorrect and the lattice theory is probed, rather than an approximation of the continuum
theory.
91This is especially true if the generation structure, as speculated e. g. in [287], would be dynamically generated by the
gauge-Higgs dynamics.
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which is least problematic from this point of view.
But theW and the Z bosons are a different story entirely. Due to the absence of the Higgs there is no
custodial symmetry. And thus no global symmetry to provide the multiplet structure. Still, observation
dictates to have a (nearly) degenerate triplet of vector states. But it is not only the degeneracy pattern
that is a challenge. Considering only such a new extended (strongly-interacting) sector and the weak
interaction in isolation, these vector states need92 to be the lightest states93. Thus, a symmetry with a
triplet representation must exist.
In a Technicolor-like scenario, the degeneracy pattern can be provided by a suitable techniflavor
symmetry. Then, the observed vector bosons, mimicking the gauge-dependent W and Z bosons, will
form a techniflavor triplet. However, this still requires to have as lightest, but still massive, particles
composite vector states. In theories with (strongly-interacting) fermions so far only either scalars or
pseudoscalars have been observed as the lightest particles [131, 285, 417]. However, in all full non-
perturbative studies so far only one gauge interaction was considered, and thus the possibility remains
that this is a genuine feature of two-gauge-interaction theories. Of course, it is also possible that this
will arise in single-gauge interaction theories with parameters and/or particle content not yet studied.
In addition, this implies new problems with the standard model fermions. As discussed in section
4.7.2 the weak isospin needs to be exchanged for a global symmetry to create gauge-invariant states.
This cannot be achieved by creating bound states either with the additional gauge bosons nor with
single additional fermions. The prior are not suitably charged and the latter would alter the quantum
numbers. Thus, they need to form at least more complicated bound-states, including multiple of the
new fermions, being effectively mixed baryons with the new states.
Effectively, at low energies, such a construction would still look like the usual standard-model, as
long as the substructure of the new bound states cannot be resolved. But then still the substructure
of the gauge-invariant standard-model fermions and the scalar would differ compared to the standard
model case alone. This may be detectable by precision experiments, as was already argued for in the
pure standard-model case in section 5.
7 Summary, conclusion, and future challenges
Appreciating fully the fact that the weak interactions are a non-Abelian gauge theory leads to a very
intricate structure of the standard model as a whole. In particular, it requires to reevaluate our view of
what is the structure of the observed particles on a very fundamental level, with the possible exception
of right-handed neutrinos. The standard-model then tells a story of intricate cancellations, but a simple
effective theory. The latter leads to the same phenomenology established using perturbation theory,
and is thus in beautiful agreement with existing experimental results.
While the agreement with current experiments is reassuring, it can only be the first step. Such an
intricate interplay on a fundamental level needs to be established in detail theoretically, and eventually
experimentally. All lattice simulations of restricted sectors of the standard model are in agreement with
the underlying field theory [161, 210, 219, 223, 259, 282]. But as any non-perturbative methods they are
yet far from exact. Also, they are limited yet to bosonic sectors. A full non-perturbative analysis of the
full standard model, or at least including part of the Yukawa sector, at the level of gauge-invariant and
observable quantities remains desirable. But given the inherent technical challenges this will remain a
future perspective for some time to come.
A quite different challenge is the fact that such an intricate structure needs to induce eventually
deviations from a phenomenology based entirely on perturbation theory. The parameters of the standard
92Of course, if somehow this is strongly influenced by the standard model fermions this is not necessary. But the author
is not aware of any such scenario and would be grateful to hear about it.
93Barring the existence of axions or light dark matter particles.
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model, and the very good agreement to experiment so far, strongly suggest that these will be small,
or even tiny, deviations. Thus, true precision measurements will be needed to uncover them. For
theoretical calculations it remains a challenge to quantify them, and make a prediction what kind of
experimental effort would be needed to detect them. Provided that fermionic corrections are not on
a very large quantitative, or even qualitative, level this appears easier and more within reach than a
full inclusion of fermions. Methods to calculate the size of bound-states [418, 419] and determine or
infer (quasi) distribution functions [375–380] are available or are being developed, and could be and
are applied in a straight-forward way to the observable scalars and vectors [282, 287, 316]. This should
provide a first estimate of the size of the effects.
In total, while quantitatively (yet) a tiny effect, gauge invariance invites us to reevaluate the quali-
tative way of how we think about the elementary particles we know and we hunt for. For the standard
model, these insights only change the way how we perceive particles. It does not necessarily change how
we treat them. And the identification of the elementary particles with the observed particles, while not
literally correct, will remain certainly a valid, and pretty good, approximation.
But this is not the case for beyond-the-standard model scenarios. As has been seen in section 4.8, and
has been supported by all available lattice simulations to date [205, 210, 350], there could be distinct,
qualitative differences between the observable and elementary spectrum of such theories. This problem
still needs full classification [177]. But it seems likely that a correct prediction of the physical spectra
needs to be based on gauge invariance. Gauge-invariant perturbation theory of section 4.5 appears to
be a suitable tool to do so. The implications moreover also pertain to theories without elementary
Higgs, as discussed in section 6.5. Fortunately, the technical changes appear to be comparatively small
[177], and much what has been done can be reused.
In the end, what remains is that particle physics is on a fundamental level more complex than
expected. Recognizing the observed particles for what they are - relatively involved composite objects -
may actually be an inspiring principle. Especially, as sections 4.7.1-4.7.3 showed, in the standard model
a relatively baroque structure of many wheels interact in a quite intricate pattern. But then, whenever
it was understood in particle physics that something has a composite, intricate structure, this gave us
a new handle to understand the systematics of what lies below.
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A Frequently-asked questions
As discussed in the introduction, most of the results presented here are away from the main stream of
both perturbation theory and lattice gauge theory. Thus, most of it is widely unknown. This leads to
a set of questions, which very often arise upon first encounter with this topic. To facilitate such first
encounters and improve the accessibility of the topic here the questions my collaborators and myself
have encountered most often over the years are assembled and briefly answered, together with pointers
to the corresponding sections of this review and the most pertinent original literature, if appropriate.
1. Is all of this necessary?
Yes, for several reasons. One is that it gives additional contributions in scattering cross sections,
although it is yet unclear how large, which could fake new physics, see section 5 and [282, 287].
The other is that the consistency of the theory demands it, see section 4.1 and [18, 19], and
if not confirmed experimentally the theoretical description of the standard model is actually
questionable.
2. Does section 2 imply that current treatments of (spontaneous) global symmetry
breaking are incorrect?
No, not all. The purpose of section 2 is to clearly define what the various terms mean, and to
make often implicit left assumptions or limits explicit. Because of these implicit assumptions and
limits, all the standard treatments are completely adequate. However, to fully appreciate the sub-
tleties in the following sections on local symmetries it is useful to make them explicit in the case
of global symmetries first. It therefore also does not contain any new claims on global symmetries
at all. Also, it is very important to distinguish expectation values and individual measurements,
as discussed in section 2.4.1.
3. Is perturbative BRST symmetry not sufficient to ensure gauge invariance?
No, because the Gribov-Singer ambiguity breaks perturbative BRST symmetry, and this applies
also when a BEH effect is active. Thus, the Kugo-Ojima construction fails in the usual form. See
sections and 3.4 and 4.1 and [101, 105].
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4. What is the status of proofs to all orders in perturbation theory?
Any quantity A can be split as
A = Ap + An
where Ap can be expanded in a perturbative series, and An is any remainder. There are general
arguments why An can in general not be zero [88]. Proofs to all orders in perturbation theory are
statements on the contribution Ap, and are valid. However, depending on An taking only Ap can
be an almost perfect, good, or qualitative wrong approximation of A. This cannot be determined
from Ap alone. In addition, in sections 4 and 5 it is shown that standard perturbation theory
only captures a part of Ap, Ap = As + Ag, where As is the standard perturbative result based on
elementary degrees of freedom as asymptotic states and Ag are additional contributions from the
FMS expansion. Here, statements to all orders in perturbation theory only apply to As.
5. What is about the perturbative proof of gauge invariance of perturbation theory?
As discussed in [16] perturbation theory in the theories treated here makes only sense in a certain
subclasses of gauges, preventing any notion of perturbative gauge invariance. As an example, see
the discussion in section 4.4 on the mass of the vector bosons. See also question 3.
6. How does the violation of gauge invariance in a fixed gauge in perturbation theory
explicitly arises?
This happens due to appearance of zero and negative eigenvalues of the Faddeev-Popov operator,
and thus by cancellations in the path integral. These zero or negative eigenvalues are genuine non-
perturbative, and do not occur in perturbation theory. Such cancellations can remove perturba-
tively gauge-invariant states non-perturbatively from the spectrum. These additional eigenvalues
arise due to the Gribov-Singer ambiguity discussed in section 3.4, and is known as the Neuberger
0/0 problem [100]. See also [96] for details on the subject of the Gribov-Singer ambiguity.
7. What is about the Nielsen identities, saying that the masses are gauge-invariant?
The Nielsen identities only claim gauge-parameter invariance, which is a weaker statement, see
section 4.4 and the original article [75]. This argument is often made in connection with pertur-
bation theory, but, as discussed in section 3.3.2 and indicated in [16], the masses of, e. g., the
elementary gauge bosons differ perturbatively in gauges, which cannot be perturbatively deformed
into each other.
8. Is the Higgs vacuum expectation not a measurable, and thus physical, quantity?
No. What is measured are quantities like decay widths, cross-sections, and masses. In a fixed
gauge with a non-vanishing vacuum expectation value, they depend, often at tree-level, in a simple
way on the vacuum expectation value. A well-known example is the Fermi constant governing
the β-decay of the neutron [14]. However, there are gauges without vacuum expectation value
[16, 65], and in fact it cannot be a physical quantity [20, 170, 171]. In such gauges, however,
perturbation theory usually does not work, and therefore non-perturbative methods would be
needed to calculate the observable quantities, see section 3.3.2 and [16].
9. Does not the triviality problem needs to be solved first?
No. Even if the theory is trivial, taking it as a low-energy effective theory generates the same
problems. Also, there is no conceptual problem in applying the reviewed construction to an
effective theory, see section 6.1 and [144, 421].
10. If the theory is trivial, does this not preclude any comparisons of the lattice calcula-
tions and continuum calculations?
Trivial theories are non-trivial once a cutoff is introduced. They then depend on the cutoff, the
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regularization, and the renormalization scheme. Thus, it is not a question of lattice against con-
tinuum, but between different such schemes, e. g. also MOM and MS schemes in the continuum.
However, if the dependence on the regulator and renormalization is suppressed by a large scale,
e. g. the cutoff itself, results will agree up to corrections of this order. While there is no exact,
non-perturbatively valid proof available for the theories under investigation, this is supported by
[144] and the Appelquist-Carrazone theorem [306].
11. Could not fermions alter this, as they are not included in the lattice calculations?
Fermions fit straightforwardly in the picture, see [19] and sections 4.7.2 and 4.7.3, and do not
alter anything at the level of gauge-invariant perturbation theory. Testing them on the lattice
is currently impossible for chirally coupled fermions, see section 3.5, but it would be possible
for vectorial fermions. The arguments for vectorial fermions are identical to the ones for chiral
fermions, and this would allow to test the qualitative mechanism, if not the quantitative one.
However, so far no such calculations exist, as they would be still quite expensive, even if no
standard-model-like mass hierarchies would be used.
12. How large are the quantitative effects in the standard model?
Qualitatively small, as discussed in sections 5.2 and 5.3, but reliable numbers are only in progress
[216, 282, 287, 316].
13. How do the physical bound states (e. g. the scalar singlet) differ from the elementary
ones?
If the composite state expands under the FMS mechanism to an elementary state, both will be
identical on-shell, see section 4.5. However, off-shell their properties are different, due to the
additional terms in equations like (73). Quantitative statements are currently under development
[216, 282]. In a situation where the composite state is under the FMS expansion not in a one-to-
one mapping to an elementary state, like in the example of section 4.8.2, this question is actually
not well-defined.
14. Could the composite states described in section 4 decay into their constituents, e. g.
the composite Top into an elementary bottom and higgs and elementary leptons?
No, as the constituents are not physical particles, since they are gauge-dependent. This is quite
similar to QCD, where a hadron also cannot decay into quarks. And in fact, confinement is not
conceptually different from the BEH effect, see section 3.7 and [20, 170, 171]. Of course, just
like hadrons can decay into lighter hadrons, they still can decay in kinematically allowed other
composite states, giving e. g. the decay of a physical, composite Muon into a composite, physical
Electron and suitable, physical Neutrinos, thus providing the experimentally well-known decay
patterns [10]. See also section 5.1.
15. What is about operator mixing?
This is indeed relevant, as discussed in section 4.5. In principle, it would be necessary to find
suitable operators for asymptotic states to describe the actually observed particles also in gauge-
invariant perturbation theory. In lattice calculations, this is done, see section 4.6, and usually the
simplest operator approximates the ground states well [162, 275, 350] but not perfectly [282].
16. Is it guaranteed that any operator can be used?
No, there is always in principle the problem that an operator has no overlap with a given state
[131, 132]. There is no known method, aside from exact solutions, to figuring this out. But, see
question 15, often the simplest one seems to have.
17. Should the elementary field operators not have overlap with the gauge-invariant op-
erators with the same spin?
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No, because they belong to different superselection sectors due to the gauge charge they carry,
see section 4.3 and [18, 19]. Note that the spontaneous breaking of gauge invariance, as it is
called, is only a figure of speech, as this merely refers to gauge-fixing. This does not change the
superselection structure, see section 3 and [18, 20, 232, 233].
18. Is this still true in a fixed gauge?
This is a subtle issue. Consider the scalar channel with operator
〈
(φ†φ)(x)(φ†φ)(y)
〉
, but apply
the FMS expansion only to one of the operators. This yields〈
(φ†φ)(x)(φ†φ)(y)
〉
= v†v
〈
(φ†φ)(x)
〉
+ va†
〈
(φ†φ)(x)ηa(y)
〉
+ va
〈
(φ†φ)(x)ηa
†
(y)
〉
+
〈
(φ†φ)(x)(η†η)(y)
〉
.
The first term is just a constant. However, the second and third term provide in a fixed gauge a
non-zero overlap of the elementary states and the gauge-invariant states. So, in a fixed gauge, this
seems to exist. But the last term is needed to maintain gauge invariance beyond leading order, and
will contain in next-to-leading-order a contribution at the pole of the Higgs. Thus, beyond tree-
level, even on-shell the second and third terms alone are not non-perturbatively gauge-invariant
alone, and thus neglecting the fourth, e. g. in the LSZ construction, would make the result non-
perturbatively gauge-dependent even on-shell. Thus, there is a gauge-dependent overlap in any
fixed gauge.
Even when neglecting this gauge-dependence this would not be sufficient to recover unphysical
poles, as was discussed e. g. in section 4.8.2. Here, the physical operators carry projection matrices,
which projects the overlaps to the physical states only. Thus, only physical states remain visible,
even in the LSZ formulation. See also section 5.1.
19. Does a different particle content not affect anomaly cancellations?
No, because the different particle content is only with respect to the observable states. The path
integral measure and Lagrangian, which are the crucial ingredients for anomaly cancellations [14],
are not affected, see section 4.7.2. The only changes necessitated by gauge invariance are on the
level of matrix elements and expectation values.
20. Could the ’missing’ gauge-dependent states, e. g. in the SU(3) example of section
4.8, not hide non-perturbatively in some operators?
Without an exact solution nothing can ever be excluded. However, this appears unlikely for several
reasons. First, none of these operators carries a multiplicity structure which could be mapped to
the elementary fields. Thus, degenerate states need to arise without being in a multiplet. Second,
if they arise non-perturbatively, then there is no reason not to suspect even more resonances
without analogue. Third, none of the lattice investigations described in section 4.6 and 4.8 see
any hint of additional light states, especially not massless states. Fourth, there is no obvious
reason why the FMS mechanism should work only for some states, but not all.
21. Can the gauge-dependent degrees of freedom not be merely a technical tool?
It is, of course, possible to consider the gauge-fixed, perturbative construction as an effective
description, and defining the standard model to be just this part, and not a full field theory, but
merely a technical implement. However, this cannot be true for the QCD subsector, where a full,
non-perturbative theory is needed. To avoid getting conflicts this then requires a full treatment,
leading to the topics of this review. Note that also from a philosophy of science perspective this
is the adequate treatment [12, 13].
22. Who did it first?
The first explicit discussion of the necessity to formulate the observable states in a manifestly
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gauge-invariant way was in [18, 232, 233], but the issue seems to have been known earlier [170, 264–
267]. The formal solution was given by Fro¨hlich, Morchio, and Strocchi in [18, 19]. During the
(early) 1980ies, this was known in some part of the lattice community, e. g. [51, 193, 210, 223, 317].
In the late 1980ies, early 1990ies, this seems to have been essentially forgotten, as the citation
history of [18, 19] shows. In the 1990ies, BEH physics became again interesting in the lattice
community, especially due to its thermodynamics, as described in section 6.4. In these works it
appears to have been independently rediscovered that a gauge-invariant formulation of states is
needed, see e. g. [255–258], but no explicit discussion of how this relates to standard perturbation
theory has been made. The reason has been that for the purposes of these works, this was
irrelevant [291]. After this, the topic lay again dormant, before in 2012 in [259] the first explicit
test using lattice methods of [18, 19] was performed, and after that implications for beyond-the-
standard model physics were being started to be studied. This is also visible in the citation history
of [18, 19], which started to steadily rise since then.
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