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３ 論文の構成    
   本学位請求論文は, 4 つの章, 謝辞, 参考文献一覧で構成されている。 
   Chapter 1: Introduction 
        Section 1.1: Main problem and motivations behind it 
        Section 1.2: Review of the existing studies 
        Section 1.3: Proposals of this thesis and their contributions 
        Section 1.4: Content after this chapter  
    Chapter 2：Incremental and Parallel Line Search Subgradient Algorithms 
        Section 2.1: Introduction 
        Section 2.2: Mathematical preliminaries 
        Section 2.3: Proposed algorithms and their convergence analyses 
        Section 2.4: Experiments 
        Section 2.5: Conclusion 
Chapter 3：Fixed Point Quasiconvex Subgradient Method 
        Section 3.1: Introduction 
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        Section 3.2: Mathematical preliminaries 
        Section 3.3: Quasiconvex subgradient method over a fixed point set 
        Section 3.4: Numerical experiments 
        Section 3.5: Conclusion 
Chapter 4：Convergence Rate Analysis of Fixed Point Quasiconvex Subgradient     
Method 
        Section 4.1: Introduction 
        Section 4.2: Mathematical preliminaries 
        Section 4.3: Proposed method and its efficiency 
        Section 4.4: Conclusion 
      Acknowledgments 
   Bibliography (96編) 
 
４ 論文の概要 
   第 1章では, 本論文で考察する最適化問題である, 制約付き非平滑凸最適化問題と制約付
き非平滑準凸最適化問題の概要を, 学術的かつ応用的背景および動機の側面から詳細に解説
している。その後, 制約付き最適化問題を解くための既存最適化手法, 特に, 第 2章で扱う
直線探索法と第 3 章で扱う不動点近似法の概要とその長所および短所について詳細に纏めて
いる。 











機械学習を効率的に行うために考案された Pegasos (S. Shalev-Shwartz, et al., Math. 




























                       
５ 論文の特質 
   本論文は, 財務・経営計画や保健医療計画といった分数計画や機械学習に現れる最適化に
関する最適化手法とその理論解析の提案をしている。また, 数値実験を通してその高速収束
性や安定性といった有用性を示している。このことから, 理論だけでなく実用の観点からも
詳細に纏められた論文となっている。具体的には, 第 2章では, 機械学習分野では困難とさ
れていたステップ幅（学習率）の調整のための最適化手法を提案し, その理論解析を行って
おり, 既存の機械学習アルゴリズムとの数値比較実験により提案手法の有用性を実際に示し











   第 2章の結果は, 国際的英文ジャーナル Frontiers in Robotics and AI に採録された論
文「Incremental and parallel machine learning algorithms with automated learning 
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rate adjustments」と国際的英文ジャーナル Journal of Nonlinear and Convex Analysis 
（Yokohama Publishers）に採録された論文「Convergence analysis of incremental and 
parallel line search subgradient methods in Hilbert space」に基づいており, 第 3, 4
章の結果は, 日本学術振興会特別研究員(DC1)として取り組んだ研究成果であり,伝統ある著
名な国際的英文ジャーナル European Journal of Operational Research (Elsevier)  に採
録された論文「Fixed point quasiconvex subgradient method」とその論文の補足データ
「Supplementary data S1 for the article entitled “fixed point quasiconvex 
subgradient method”」に基づいている。よって, 本論文を構成する結果は世界的に高く評
価されている事を示している。また, 上述したように, 本論文の結果は, 提案手法に対する
緻密な理論解析を行うとともに, 数値実験を通してその有用性を実際に確認するという研究
スタイルに基づいており, 論文としての完成度は非常に高いと言える。 
 
７ 論文の判定 
本学位請求論文は，理工学研究科において必要な研究指導を受けたうえ提出されたもの
であり，本学学位規程の手続きに従い，審査委員全員による所定の審査及び最終試験に合
格したので，博士（理学）の学位を授与するに値するものと判定する。 
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