Video object extraction and its tracking using background subtraction in complex environments  by Kumar, Satrughan & Yadav, Jigyendra Sen
Perspectives in Science (2016) 8, 317—322
Available  online  at  www.sciencedirect.com
ScienceDirect
jo ur nal homepage: www.elsev ier .com/pisc
Video  object  extraction  and  its  tracking
using  background  subtraction  in  complex
environments
Satrughan  Kumar ∗,  Jigyendra  Sen  Yadav
Department  of  Electronics  and  Communication,  MANIT,  Bhopal  462003,  India
Received 5  February  2016;  accepted  12  April  2016
Available  online  26  April  2016
KEYWORDS
Background
subtraction;
Entropy;
Initial  motion  ﬁeld;
Object  tracking
Summary  Background  subtraction  is  an  efﬁcient  way  to  localize  and  obtain  the  centroid  of
the connected  pixels  moving  on  the  foreground  despite  the  prior  information  of  the  scene.
It is  suitable  under  ﬁxed  camera  arrangement,  which  incorporates  many  vision  applications
such as  object  tracking,  human  monitoring,  etc.  However,  the  moving  object  extraction  task
becomes  sophisticated  and  challenging  due  to  some  annoying  factors  such  as  local  motion  in
background  (waving  tree,  rippling  water,  etc.),  camouﬂage  region,  sleeping  object,  which  in
turn degrades  the  tracking  performance.  In  order  to  alleviate  these  problems,  an  efﬁcient
background  subtraction  algorithm  is  proposed  to  support  the  object-tracking  task  under  static
and dynamic  background  conditions.  The  work  is  focus  to  realize  the  relevant  moving  blobs  on
foreground  by  aiding  the  proper  initialization  and  updating  of  the  background  module  in  order
to improve  the  tracking  accuracy.  It  generates  an  initial  motion  ﬁeld  using  spatial-temporal
ﬁltering  on  the  consecutive  video  frames.  The  block-wise  entropy  is  evaluated  above  a  certain
range of  the  pixels  of  the  difference  image  in  order  to  extract  the  relevant  moving  pixels  from
the initial  motion  ﬁeld.  A  suitable  threshold  value  is  estimated  to  assign  an  appropriate  label  to
the moving  blobs  on  the  foreground  mask.  Finally,  an  adapting  Kalman  ﬁlter  is  integrated  to  the
object extraction  module  in  order  to  track  the  object  on  the  foreground.  Extensive  quantitative
experiments  prove  that  the  proposed  method  competently  handles  the  object  extraction,  which
in turn  improves  the  tracking  task  under  static  and  dynamic  background  conditions.
© 2016  Published  by  Elsevier  GmbH.  This  is  an  open  access  article  under  the  CC  BY-NC-ND  license
(http://creativecommons.org/licenses/by-nc-nd/4.0/). This article belongs to the special issue on Engineering and Material S
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ntroduction
any  computer  vision  applications  requires  real  time  seg-
entation  of  moving  object,  which  is  a  vital  step  in  target
ocalization,  trafﬁc  monitoring  and  intruder  activity  analysis
Bouwmans,  2014).  The  algorithm  based  on  background  sub-
raction  is  one  of  the  most  admired  method  to  realize  moving
bjects  on  the  foreground  (Vosters  et  al.,  2012;  Nikolov  and
ostov,  2014;  Xue  et  al.,  2012).  The  background  subtrac-
ion  task  in  object  tracking  offers  several  advantages  such
s  it  provides  higher  accuracy  at  pixel,  frame  as  well  as  in
egional  level  operation.  In  addition,  it  is  computationally
nexpensive  and  does  not  require  prior  information  about
he  scene  to  localize  the  moving  object  on  the  foreground
ask.  Moreover,  the  background  initialization  and  recon-
truction  are  proving  to  be  effective  under  static  camera
rrangement  in  order  to  get  the  initial  estimate  of  motion.
he  intention  behind  extracting  the  blob  of  moving  object  is
o  provide  the  complementary  statistical  information  about
he  regions.  As  seen,  the  Kalman  ﬁlter  requires  an  initial
stimate  of  position  of  an  object  (blob)  in  order  to  get  the
mproved  trajectory  during  tracking  (Ha,  2012;  Weng  et  al.,
006).  In  this  case,  the  background  subtraction  provides  the
ufﬁcient  size  of  tracking  samples  or  blob  region,  which  is
ot  obtained  through  corners  and  edge  detectors.
In  this  work,  a  background  model  and  object  extraction
odule  are  proposed  to  enhance  the  object  segmentation
rocess  that  also  provide  a  reliable  input  to  the  track-
ng  mechanism.  Simultaneously,  it  provides  the  potential  to
btain  the  foreground  blobs,  which  are  free  from  any  arti-
cial  trails,  ghost,  aperture  and  holes  distortion  (Cucchiara
t  al.,  2003).  The  remaining  sections  of  this  paper  are  orga-
ized  as  follow:  second  section  presents  some  background
ubtraction  schemes  used  in  tracking.  In  third  section,  we
resent  our  background  model  and  object  extraction  pro-
edures.  Experimental  results  and  performance  analysis  are
hown  in  fourth  section.  The  concluding  remarks  are  given
n  ﬁnal  section.
elated works
ackground  subtraction  plays  a  vital  role  in  order  to  detect
he  interesting  moving  objects  and  tracking  of  such  objects
n  the  consecutives  frame  of  video  sequence.  In  Bouwmans
2014),  some  background  models  are  reviewed  to  observe
heir  characteristics.  The  review  provides  the  clue  to  take
he  beneﬁts  of  the  combined  approach  of  basic  and  statis-
ical  models.  Since,  the  integral  approach  can  be  robust  to
oise  and  operate  at  pixel  level  to  solve  many  problems.  An
daptive  thresholding  scheme  is  combined  with  temporal
veraging  method  is  used  to  solve  the  problem  of  tradi-
ional  frame  difference  method  (FD)  (Nikolov  and  Kostov,
014).  However,  it  could  not  detect  the  complete  blob  on
he  foreground.  The  same  problem  is  found  in  (Ha,  2012;
azinan  and  Amir-Latiﬁ,  2012).  In  Rahman  et  al.  (2013),  the
uthors  used  the  second  order  ﬁlter  in  the  gradient  direc-
ion  to  get  relevant  edges  of  moving  object  by  applying
he  traditional  background-updating  scheme.  The  method
ould  not  support  during  real  time  applications  and  in  noise
uppression.  In  Zhang  and  Ding  (2012),  an  adaptive  back-
round  model  using  mean  ﬁlter  is  proposed  to  eliminate  the
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mpulsive  noise.  As  seen,  the  mean  ﬁlter  is  less  robust  to
ollow  space  and  not  adapting  to  the  variance  of  pixels.
In  Xue  et  al.  (2012),  author  proposed  a  phased  based
ackground  model.  It  extracts  the  foreground  pixel  using  dis-
ance  transform.  Although  the  method  is  robust  to  ﬁnd  the
oreground  pixels  in  changing  illumination  and  bootstrapping
ondition,  yet  it  suffers  from  time  complexity.
In  Stauffer  and  Grimson  (2000), authors  proposed  a  multi-
alued  background-modelling  scheme  in  which  each  pixel  of
he  background  model  is  modelled  using  Gaussian  mixture
odel  (GMM).  The  method  is  found  to  be  effective  against
ynamic  background,  yet  it  does  not  discriminate  the  back-
round  and  foreground  pixel  near  camouﬂage  region  and
n  changing  illumination  condition.  The  statistical  method
mployed  in  (Oral  and  Deniz,  2007),  does  not  update  the
ackground  model  that  makes  it  less  useful  under  varying
llumination  conditions.  In  Vosters  et  al.  (2012),  the  authors
roposed  the  combined  approach  of  Eigen  background  and
tatistical  illumination  model  to  solve  the  disruption  due  to
apid  illumination.  However,  it  could  not  solve  the  problem
f  local  motion  because  Eigen  space  of  background  model
as  not  incorporating  the  next  position  of  object.
We  can  recapitulate  here  that  some  effective  models
ave  higher  computational  complexity,  while  the  sim-
ler  background  models  are  not  effective  under  complex
onditions.  It  is  noted  that  the  effective  background  recon-
truction  and  sufﬁcient  object  sample  size  are  necessary  to
xtract  and  track  the  object  on  the  foreground  (Mandellos
t  al.,  2011).  In  this  work,  we  have  included  the  spatial
nd  temporal  constraint  to  get  the  object  identiﬁcation  and
emoved  unnecessary  background  pixels  by  integrating  the
egion  level  operation  (Yao  and  Ling,  2014).
roposed method
his  section  illustrates  the  proposed  method  into  two  stages.
he  ﬁrst  stage  is  about  the  background  modelling  and
bjects  extraction,  while  the  second  stage  is  related  to
bject  tracking  using  Kalman  ﬁltering  (Weng  et  al.,  2006).
t  is  noted  that  the  work  is  focussed  on  grey  scale  videos,
aken  under  static  camera  arrangement.
ackground  modelling  and  object  extraction
he  steps  of  the  proposed  method  are  followed  accord-
ng  to  Algorithm  1  that  deals  the  background  modelling
nd  object  extraction  phase.  Initially,  average  of  some  ini-
ial  frames  is  taken  as  reference  background.  As  seen,  the
emporal  processing  creates  holes  and  avoids  spatial  correla-
ion  amongst  the  moving  pixels.  Therefore,  an  approximate
otion  ﬁeld  is  derived  using  the  background  subtraction  and
emporal  difference  mechanism.  The  diversity  state  of  each
ixel  is  examined  through  spatio-temporal  ﬁltering  and  an
pproximate  initial  motion  ﬁeld  is  estimated  by  threshold-
ng  out  the  background  pixel.  A  background  model  should
dapt  to  the  dynamic  changes,  whether  it  is  local  (swaying
ree,  rippling  water,  and  fountain)  or  global  (resolution  or
llumination  change).  In  this  work,  the  proposed  background
odel  adapts  temporal  changes  that  efﬁciently  avoided  the
ommon  unwanted  variables  and  extracted  the  complemen-
ary  region  in  the  scene.
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Algorithm  1.  Object  extraction  module
1.  Average  ‘K’  initial  frames  {I1,  I2,  I3,  .  .  ., IK}  to  genera
reference  background  BRt (x,  y),  where  0  <  K  <  11
2. for  F  ←  1  to  N  do  //  N  =  total  number  of  frames  
3. X  =  abs(It(x,  y)  −  BRt (x,  y))  
FD =  abs(It(x,  y)  −  It−1(x,  y))  
// It(x,  y)  and  It−1(x,  y)  are  current  and  previous  fram
respectively.
4. Initialize  thresholds  1 and  2
1 =  mean(X)  +  ∗. (std(X)),
2 =  mean(FD)  +  ∗. (std(FD))  
5. for  x  ←  1  to  rows  of  frame  do  
6. for  y  ←  1  to  columns  of  frame  do  
7. if  X(x,  y)  >  1 then  
BBSt (x,  y)  =  1;  
else 
BBSt (x,  y)  =  0;  
end 
8. if  abs(It(x,  y)  −  It−1(x,  y))  >  2 then  
BFDt (x,  y)  =  1;  
else 
BFDt (x,  y)  =  0;  
end 
9.  if  (BFDt ∪  BBDt )  true  then  
BIBt (x,  y)  =  X(x,  y);  
else 
BIBt (x,  y)  =  0;
end
end 
end 
// Calculate  entropy  of  initial  motion  ﬁeld  
10. Deﬁne  a  window  of  size  r  ×  r,  where  r  =  8.  
In  complex  environment,  the  state  of  pixels  in  BIBt (x,  y)  is
affected  due  to  heavy  local  or  global  changes  and  causing
the  appearance  of  irrelevant  pixels  on  the  foreground.  In  this
regard,  we  monitor  the  regional  entropy  to  get  the  actual
moving  pixels  in  the  approximate  initial  motion  ﬁeld.  The
pixels  belonging  to  the  actual  moving  object  has  low  entropy
as  compared  to  those  false  negatives  pixels  that  arise  due  to
either  dynamics  or  illumination  changes.  During  the  proba-
bility  density  function  evaluation,  we  have  discarded  lower
grey  level  having  the  range  below  ‘3’.  Based  on  the  block-
wise  entropy,  an  initial  motion  ﬁeld  is  estimated  using  proper
threshold.  Finally,  the  largest  area  of  moving  blob  is  labelled
after  a  morphological  open  operation  followed  by  a close
operation  on  Dt(i,  j).
Object  tracking  using  Kalman  ﬁltering
An  adaptive  Kalman  ﬁlter  algorithm  proposed  in  Weng  et  al.
(2006),  has  been  adopted  to  estimate  the  centre  of  the
largest  moving  blob  inside  the  rectangle.  Despite  the  pres-
ence  of  error  due  to  unconstrained  measurement,  local
motion  in  background,  the  Kalman  ﬁlter  has  an  ability  to
i
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11.  for  i  ←  1  to  number  of  rows  incremented  by
‘r’
12.  for  j  ←  1  to  number  of  columns
incremented  by  ‘r’
13.  M  =  BIBt (i  →  i  +  r,  j  →  j  +  r)
14.  Discard  the  pixel  with  intensity  smaller
than  ‘3′.
15.  Calculate  ‘pdf’  using  the  pixels  of  M
//  pdf  →  probability  density  function
16.  Calculate  entropy
Et =  −
Rmax∑
R=Rmin
pdf(R)log(pdf(R))
Rmin and  Rmax are  the  minimum  and  maximum
level of  the  grey  levels  R.
17.  if  Et(i,  j)  >  3 then  //  3 =  3;
M(i,  j)  =  BIBt (i,  j);
else
M(i,  j)  =  0  ;
end
18.  if  M(i,  j)  >  4 then
Dt(i,  j)  =  1  ;
else
Dt(i,  j)  =  0
end
19.  To  calculate  4
-  Initialize  4 by  taking  the  mean  of  ‘X’.
-  Update  4 using  the  given  equation:
4 =  X(x,  y)  +  (˛  ×  M −  ˇY(x,  y))
where  M is  mean  of  ‘M’  and  ‘Y’  is  the  current
average  of  updated  background  frame.
20. Update  current  background  using
Bt(i,  j)  =  Bt−1(i,  j)  +  signum(It(i,  j)  −  It−1(i,  j))
end
end
end
stimate  tracking  positions  using  the  minimum  information
bout  the  blob.  Initially,  the  state Sˆ(t) and  measurement
(t)  model  is  speciﬁed  to  estimate  (predict)  the  next  posi-
ion.  The  model  matrices  are  deﬁned  as:
(t)  =  ASˆ(t  −  1)  +  g(t)  (1)
(t)  =  H(t)sˆ(t)  +  v(t)  (2)
here  A  and  H(t)  refer  to  state  transition  matrix  and  mea-
urement  matrix  respectively.  The  white  Gaussian  noise  g(t)
nd  v(t)  with  zero  mean  may  produce  in  the  model  due
o  unconstrained  measurement.  Therefore,  the  covariance
atrix  Q  and  R  are  estimated  using  g(t)  and  v(t)  in  conjunc-
ion  with  korneckor  delta  function  to  deﬁne  noise  at  certain
nstant.
The  prediction  of  the  next  state Sˆ+(t)  is  accomplished  by
ncorporating  the  actual  measurement  with  prior  estimate
f  state Sˆ−(t).
+(t)  = Sˆ−(t)  +  K(t)(m(t)  −  H(t)Sˆ−(t))  (3)
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Figure  1  Detected  motion  mask  of  ‘WS’  sequence.
(
T
b
a
t
D
S
F
w
t
t
t
s
G
d
s
s20  
The  variable  K(t)  refers  to  the  Kalman  gain  and  is  written
s:
+(t)  = Pˆ−(t)H(t)T (H(t)Pˆ−(t)H(t)T +  R(t))−1 (4)
The  Kalman  gain  includes  a  prior  error  covariance  matrix
ˆ−(t)  that  is  derived  using  covariance  of eˆ−(t)  = Sˆ(t)  −
−(t).  In  a  similar  manner  a  posterior  error  covariance  matrix
ˆ+(t)  is  derived  using  the  covariance  of eˆ+(t)  = Sˆ(t)  − Sˆ+(t).
his Pˆ−(t)  along  with  K+(t)  and  current  input  is  utilized  to
nd  the  next  state  and  process  is  repeated  recursively.
For  next  measurement,  a  prior  state  and  covariance  error
s  measured  recursively  as  follows.
−(t)  =  ASˆ+(t  −  1)  (5)
ˆ−(t)  =  APˆ+(t  −  1)AT +  Q  (t  −  1)  (6)
The  main  goal  is  to  estimate  correct  state  using  Eq.  (3)  by
orrecting  the  Kalman  gain  through  Eq.  (4). As  seen,  more
ould  be  the  Kalman  gain  lesser  would  be  the  measurement
rror.  The  ﬁnal  step  is  to  obtain  a  posterior  error  covariance
atrix  using  Eq.  (7).  The  previous  posterior  estimate  is  used
o  create  a  new  prior  estimate  to  improve  the  measurement.
ˆ+(t)  =  (I  −  K(t)H(t))Pˆ−(t)  (7)
It  is  assumed  that  object  covers  equal  distance  in  every
nterval,  which  is  represented  as:
(t)  =  f(t  −  1)  +  (f(t  −  1)  −  f(t  −  2))  (8)
here  f(t  −  1)  and  f(t  −  2)  is  the  distance  covered  by  object
n  frame  t −  1  and  t  −  2,  respectively.
The  state  matrix Sˆ(t) and Sˆ(t  −  1)  of  Eq.  (1)  can  be
erived  using  the  given  equation.
(t)  =
[
2  −1
1  0
] [
f(t)
f(t  −  1)
]
+
[
g(t)
0
]
(9)
xperimental analysis
his  section  presents  the  qualitative  and  quantitative  anal-
sis  on  different  video  sequences  using  the  proposed
lgorithm  and  its  performance  parameters  are  compared
ith  other  existing  methods.  The  ‘IR’,  ‘WS’  and  ‘Ofﬁce’
xperimental  sequences  depict  great  diversity  in  its  succes-
ive  frames  due  to  the  illumination  variation,  local  motion
n  background,  aperture  problem.  The  ‘WS’  sequences  has
amouﬂage  region  below  the  knee  of  person  and  depict  the
ocal  motion  in  the  background  due  to  rippling  water.  The
oving  object  changes  its  dimensionality  in  the  successive
rame  of  ‘IR’,  while  the  ‘Ofﬁce’  sequences  depict  the  slow
nd  stationary  behaviour  of  the  object  for  a  long  time.
Figs.  1  and  2  show  the  qualitative  performance  of  this
roposed  method.  The  ﬁrst  row  of  Figs.  1  and  2  shows  the
ampled  frames  with  tracking  results,  while  the  last  row
hows  the  motion  mask  obtained  through  this  method.  As
xpected,  the  proposed  method  performs  better  classiﬁca-
ion  of  foreground  and  background  under  both  static  and
ynamic  background  conditions.  The  qualitative  compari-
on  on  some  sampled  frames  shown  in  Fig.  3  illustrates  the
fﬁcacy  of  this  proposed  method  in  complex  situations.
The  quantitative  results  are  evaluated  through  Similar-
ty,  F1  and  Detection  rate  metrics  (Rahman  et  al.,  2013).
hese  evaluation  metrics  depend  on  tp  (true  positive),  tn
r
e
t
GFigure  2  Detected  motion  mask  of  ‘IR’  sequence.
true  negative),  fp  (false  positive)  and  fn  (false  negative).
he  ‘tp’  and  ‘tn’  are  correctly  detected  foreground  and
ackground  pixels  respectively.
The  ‘fp’  and  ‘fn’  are  the  incorrectly  detected  foreground
nd  background  pixels  respectively.  The  parameters  Detec-
ion  Rate, Similarity  and  F1  are  given  as:
etection  Rate  = tp
tp  +  fn (10)
imilarity  =  tp/(tp  +  fp  +  fn)  (11)
1  = 2  ×  Precision  ×  Recall
Precision  +  Recall (12)
here  Recall  and  Precision  are  the  relevant  and  irrelevant
rue  positive  pixels  respectively.  Fig.  4  presents  the  detec-
ion  rate  on  sampled  frames  of  each  video  sequence  through
his  method  along  with  other  existing  methods.  Here,  it  is
een  that  initially  some  methods  such  as  GMM  (Stauffer  and
rimson,  2000)  and  method  (Rahman  et  al.,  2013)  have  good
etection  rate,  but  their  performance  is  degraded  on  sub-
equent  frames  due  to  object  either  becomes  stationary  or
uffers  from  ghost  on  foreground.  However,  the  detection
ate  through  our  method  is  superior  to  other  methods  for
ach  video  sequence.  The  average  detection  rate  obtained
hrough  this  method  is  up  to  40%  and  35%  greater  than
MM  and  method  (Rahman  et  al.,  2013) respectively  for
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Figure  3  Visual  comparison  on  foreground  motion  masks.
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Figure  4  Detection  rate  of  (a)  WS,  (b)  Ofﬁce  and  (c)  IR  video.
Table  1  Quantitative  performance  comparison  on  foreground  motion  mask.
Sequences  Evaluation  Proposed  method  Method  (Rahman  et  al.,  2013)  GMM  FD
WS Similarity  0.8745  0.7000  0.3476  0.1542
F1 0.9325  0.8444  0.5112  0.2677
IR Similarity  0.7791  0.4035  0.5116  0.2064
F1 0.8983  0.5750  0.6769  0.3132
Ofﬁce Similarity  0.8189  0.4864  0.2729  0.2451
F1 0.9129  0.6545  0.4275  0.3938
F
3
Mall  videos.  The  detection  rate  obtained  through  this  pro-
posed  scheme  is  also  better  than  traditional  FD  (Nikolov
and  Kostov,  2014)  as  it  does  not  create  holes  inside  mov-
ing  entity.  Table  1  lists  the  average  Similarity  and  F1  score
of  the  moving  mask  extracted  by  method  (Rahman  et  al.,
2013).  GMM,  FD  and  proposed  approach  for  the  each  video
sequence.  Here,  it  is  seen  that  the  average  Similarity  and
v
t
8
s1  score  secured  through  this  method  are  up  to  35%  and
3%  greater  than  those  attained  by  GMM  for  ‘WS’  video.
oreover,  it  signiﬁcantly  outperforms  the  FD  method  in  pro-
iding  a  promising  motion  mask  on  foreground.  As  seen,  only
his  method  attains  higher  similarity  and  F1  score  exceeding
0%  for  the  Ofﬁce  sequence  in  which  the  object  becomes
tationary  for  long  time.
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onclusion
he  proposed  algorithm  localizes  the  entire  target  region
ith  high  similarity  and  accuracy.  The  system  effectively
ombines  the  spatio-temporal  processing  with  regional  level
peration  in  order  to  reduce  the  background  clutter.  The
roposed  scheme  is  found  to  be  effective  to  eliminate  ghost
nd  aperture  distortion.  It  provides  the  sufﬁcient  sample
ize  of  an  object  to  Kalman  ﬁlter  in  order  to  predict  the
arget  position  in  the  successive  frames.  Simulation  results
rove  that  the  method  can  be  implemented  in  better  local-
zation  of  moving  or  stationary  object  than  other  background
ubtraction  schemes  used  for  tracking.
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