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Abstract
We show that the order on probability measures, inherited from the dominance
order on the Young diagrams, is preserved under natural maps reducing the number
of boxes in a diagram by 1. As a corollary we give a new proof of the Thoma theorem
on the structure of characters of the infinite symmetric group.
We present several conjectures generalizing our result. One of them (if it is
true) would imply the Kerov’s conjecture on the classification of all homomorphisms
from the algebra of symmetric functions into R which are non-negative on Hall–
Littlewood polynomials.
1 Introduction
1.1 Problem setup and results
For a number n = 0, 1, 2, . . . , a partition λ of n is a sequence of integers λ1 ≥ λ2 ≥ · · · ≥ 0
such that |λ| = n, where |λ| = ∑∞i=1 λi. We identify a partition λ with the Young diagram,
which is a collection of |λ| boxes with positive coordinates (i, j) forming the following set
{(i, j) ⊂ Z>0 × Z>0 | j ≤ λi}.
When drawing pictures we adopt the notation that the first index i increases as we move
down, while the second index j increases as we move to the right, cf. Figures 1 and 2.
The Young graph Y =
⋃∞
n=0Yn is a graded graph such that the vertices of Yn are all
partitions of n. In particular, Y0 contains only the empty partition ∅ = (0, 0, . . . ). An
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edge joins λ ∈ Yn with µ ∈ Yn−1, n ≥ 1, if and only if λ differs from µ by the addition of
a single box, which we denote µ↗ λ.
For a Young diagram λ, its dimension1 denoted by dim(λ) is the number of oriented
paths in Y which start at ∅ and end at λ.
Let Mn be a probability measure on Yn. Its projection onto Yn−1 denoted by pinn−1Mn
is defined via
(pinn−1Mn)(µ) =
∑
λ∈Yn:µ↗λ
dim(µ)
dim(λ)
Mn(λ).
The definition readily implies that pinn−1Mn is a probability measure. Iterating the maps
Mn 7→ pinn−1Mn one similarly defines the projection of Mn onto Mk, 0 ≤ k < n, denoted
by pinkMn.
Definition 1.1. A sequence of measures {Mn}∞n=0 is called a coherent system on Y if
each Mn, n = 0, 1, . . . is a probability measure on Yn and for any 0 ≤ k < n the measure
Mk is the projection of Mn onto Yk, i.e. Mk = pinkMn.
In last 40 years coherent systems on Y were enjoying lots of interest due to their
connections to several seemingly unrelated topics. First, one can show that they are in
bijection with normalized characters for the infinite symmetric group and have a close
relation to the finite factor and spherical representations of the latter, see [VK1], [K2],
[Ok1]. Second, there is a correspondence between such systems of measures and totally
positive upper triangular Toeplitz matrices, see [T], [K2, Section 2.2], [Ok1]. Third, they
are naturally linked to combinatorial objects appearing in the study of the Robinson–
Schensted–Knuth correspondence, cf. [VK2]. Finally, several instances of these systems,
e.g. the celebrated Plancherel distributions, exhibit a remarkable asymptotic behavior as
n→∞ and, in particular, numerous connections to random matrices, see [BDJ], [BOO],
[Ok1], [J], [K1], [IO].
The classification of all coherent systems on Y (in an equivalent form) is now known
as Thoma theorem. Its formulation uses the symmetric functions notations which we now
introduce. Let Λ be the algebra of all symmetric functions in countably many variables
x1, x2, . . . , see e.g. [Ma, Chapter 1, Section 2]. One way to define Λ is as an algebra (over
R) of polynomials in Newton power sums pk, k = 1, 2, . . .
pk = x
k
1 + x
k
2 + x
k
3 + . . . .
An important linear basis of Λ is formed by Schur symmetric functions sλ, λ ∈ Y, and
we refer to [Ma, Chapter 1, Section 3] for the exact definition and properties of sλ.
We also define Ω to be the set of all pairs of sequences (α, β) = (α1 ≥ α2 ≥ · · · ≥
0, β1 ≥ β2 ≥ · · · ≥ 0), such that
∑∞
i=1(αi + βi) ≤ 1.
Theorem 1.2 (Thoma theorem, cf. [T], [VK1], [Ok1], [KOO], [V2]). The set of all coher-
ent systems is a (Choquet) simplex, whose extreme points are parameterized by elements
1The name originates in the fact that dim(λ) coincides with the dimension of the irreducible repre-
sentation of the symmetric group Sn indexed by λ. Here n = |λ|.
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of Ω. The extreme system of measures {M (α,β)n }∞n=0 parameterized by (α, β) ∈ Ω is given
by
M (α,β)n (λ) = dim(λ)sλ(α, β), (1)
where sλ(α, β) is the image of sλ under the algebra homomorphism from Λ to R defined
on power sums pk via
p1 7→ p1(α, β) = 1, pk 7→ pk(α, β) =
∞∑
i=1
αki + (−1)k−1
∞∑
i=1
βki , k = 1, 2, . . . . (2)
One of the aims of our article is to give a new proof of Theorem 1.2 based on a
monotonicity–preservation property that we will now present. Our proof of Thoma the-
orem is based on the combinatorial and probabilistic ideas only; other existing proofs
use highly nontrivial analytic [T] or algebraic [VK1, KOO, Ok1] methods (see, however,
[V2]). We hope that the strategy used in our proof of Theorem 1.2 could be used in the
future to establish the validity of a generalization of Theorem 1.2 known as the Kerov’s
conjecture, see Section 1.2 for more details.
Let us equip Yn with a partial order known as dominance order. For λ, µ ∈ Yn we
write λ ≥ µ, if for all k = 1, 2, . . . we have
λ1 + λ2 + · · ·+ λk ≥ µ1 + µ2 + · · ·+ µk.
Further, we say that a measure ρ on Yn is an atom if its support consists of a single element
and write sup(ρ) for this element. Note that we allow the mass of ρ to be different from
1 here.
Definition 1.3. Let ρ and ρ′ be two measures on Yn of the same total mass, i.e. ρ(Yn) =
ρ′(Yn). We say that ρ stochastically dominates ρ′ and write ρ ≥ ρ′, if there exist k > 0 and
2k measures ρ1, . . . , ρk, ρ
′
1, . . . , ρ
′
k, such that ρ =
∑k
i=1 ρi, ρ
′
i =
∑k
i=1 ρ
′
i, and, moreover,
ρi, ρ
′
i are atoms of the same mass and with sup(ρi) ≥ sup(ρ′i) for each i = 1, . . . , k.
Informally, Definition 1.3 means that ρ can be obtained from ρ′ by moving masses up
with respect to our partial order.
Theorem 1.4. Take 0 ≤ k < n and let ρ and ρ′ be two measures on Yn of the same total
mass. If ρ ≥ ρ′, then the same is true for their projections on Yk, i.e. pinkρ ≥ pinkρ′.
We prove Theorem 1.4 in Section 2. Our proof is based on inequalities for the dimen-
sions in Young graph presented in Corollary 2.6. We also explain that these inequalities
admit natural generalizations to the statements about the monomial positivity of cer-
tain quadratic expressions in Schur polynomials; we do not know a proof for the latter
monomial positivity and present it as Conjecture 2.2.
In Section 4, we combine Theorem 1.4 with the Law of Large Numbers for a subclass
of extreme coherent systems and deduce Theorem 1.2. Finally, in Section 3 we recall the
aforementioned Law of Large Numbers and explain several known strategies of its proof.
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1.2 t–Deformation and Kerov’s conjecture
Theorem 1.2 is known (see e.g. [K2]) to be equivalent to the following description of all
Schur–positive homomorphisms from Λ into R.
Theorem 1.5. The set of algebra homomorphisms % : Λ→ R normalized by the condition
%(p1) = 1 and such that %(sλ) ≥ 0 for all λ ∈ Y, is in bijection with Ω. The homomorphism
corresponding to (α, β) ∈ Ω is defined by its values on power sums pk
p1 7→ p1(α, β) = 1, pk 7→ pk(α, β) =
∞∑
i=1
αki + (−1)k−1
∞∑
i=1
βki , k = 1, 2, . . . . (3)
A natural way to generalize Theorem 1.5 is by replacing Schur functions sλ by other
classes of symmetric functions. Kerov conjectured 20 years ago that when sλ are replaced
by their celebrated (q, t)-deformation — Macdonald polynomials Mλ(·; q, t) — then (for
0 ≤ q < 1, 0 ≤ t < 1) the Macdonald–positive homomorphisms are still in bijection with
elements of Ω. The conjectural correspondence is established through the formulas very
similar to (3), see [K2, Chapter II, Section 9] for the details. The completeness of the
Kerov’s list of homomorphisms is still an open problem (though it is relatively easy to
show that all these homomorphisms are indeed Macdonald–positive, see e.g. [BC, Section
2.2.1]). Recently, these homomorphisms have been actively used for the asymptotic anal-
ysis of a variety of probabilistic systems in the framework of Macdonald processes, see
[BC], [BCGS].
The q = 0 versions of Macdonald polynomials are the Hall–Littlewood polynomials, see
[Ma]. This particular case of the Kerov’s conjecture is especially interesting, since when
t = p−1 the conjecture is equivalent to the (conjectural) classification of all conjugation
invariant ergodic measures on infinite uni–uppertriangular matrices over a finite field with
p elements Fp, see [GKV, Section 4].
Recently a progress on the t–deformation of Theorem 1.2 (equivalent to the Hall-
Littlewood case of Kerov’s conjecture, see [GKV, Section 4] and [Fu, Section 4.2] for the
details) was achieved in [BP], where the Law of Large Numbers for the measures arising
in it was proved. We thus hope that our approach to the proof of Theorem 1.2 can be
extended to the Hall–Littlewood case of Kerov’s conjecture. More precisely, if one tries to
mimic our approach, then the conjecture at t = p−1 reduces to the following inequality.
Let Un be the group of all uni–uppertriangular matrices over Fp. Note that for each
u ∈ Un all its eigenvalues are 1s and thus we can assign to it a unique Young diagram
J (u) ∈ Yn whose row lengths are sizes of the blocks in Jordan Normal Form of u. We
define
dimt(λ) = |{u ∈ Un | J (u) = λ}|.
Further, for any u ∈ Un we set u(n−1) ∈ Un−1 to be its top–left (n− 1)× (n− 1) corner,
and define for µ ∈ Yn−1, λ ∈ Yn
dimt(µ↗ λ) = |{u ∈ Un | J (u(n−1)) = µ, J (u) = λ}|.
We remark that [B, Theorem 2.3] (see also [Kir]) gives an explicit formula for the ratio
dimt(µ↗λ)
dimt(µ)
, which, in particular, implies that dimt(µ↗ λ) vanishes unless µ↗ λ.
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Conjecture 1.6. Let λ, λˆ ∈ Yn and µ, µˆ ∈ Yn−1 be two pairs of Young diagrams, such
that both λ,λˆ and µ,µˆ differ by the move of box (i, j) into the position (ˆi, jˆ) with iˆ > i.
Further, assume that λ \ µ = λˆ \ µˆ = (r, c), cf. Figures 1 and 2. If r < i then
dimt(µˆ↗ λˆ)
dimt(λˆ)
≥ dimt(µ↗ λ)
dimt(λ)
. (4)
If r > iˆ, then
dimt(µˆ↗ λˆ)
dimt(λˆ)
≤ dimt(µ↗ λ)
dimt(λ)
. (5)
This conjecture can be also restated as a certain inequality for the values of Hall–
Littlewood polynomials, and its generalization is formulated below in Conjecture 2.4.
Computer checks supply the validity of these conjectures, but we have not found a proof.
At t = 1 the Hall–Littlewood polynomials turn into the monomial symmetric functions
and this case of the Kerov’s conjecture is equivalent to the Kingman’s classification the-
orem for exchangeable partition structures on Z>0, see [K2, Chapter I]. Both ingredients
of our approach, which are the t = 1 versions of Conjecture 1.6 and the Law of Large
Numbers for the extreme coherent systems are especially simple and transparent in this
case. Thus, by mimicking our proof of Theorem 1.2 one can also get a new proof of the
Kingman’s classification theorem [Kin].
Acknowledgements. A. B. was partially supported by Simons Foundation-IUM scholar-
ship, by “Dynasty” foundation, and by the RFBR grant 13-01-12449. V. G. was partially
supported by the NSF grant DMS-1407562.
2 Monotonicity in Young graph
This section is devoted to the proof of Theorem 1.2.
2.1 Elementary moves
First, let us introduce several additional notations. We say that two distinct Young
diagrams λ ∈ Yn and λˆ ∈ Yn differ by the move of box (i, j) into the position (ˆi, jˆ), if
there exists µ ∈ Yn−1 such that µ = λ \ (i, j) = λˆ \ (ˆi, jˆ), see Figure 1 for an illustration.
Note that we should have iˆ 6= i Further, if iˆ > i, then λ ≥ λˆ and if iˆ < i, then λ ≤ λˆ.
Recall that for a Young diagram λ, the numbers λ′1 ≥ λ′2 ≥ . . . are defined as the
column lengths of λ, formally
λ′j = |{i ∈ Z>0 : λi ≥ j}|.
We also set `(λ) to be the number of non-zero rows in λ, i.e. `(λ) = λ′1.
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λ λˆ
Figure 1: Young diagrams λ and λˆ differing by the move of the box (2, 5) into the position
(3, 3). Here λ ≥ λˆ and also λ  λˆ.
We evoke the (N–variable version of) Schur symmetric function sλ. For any N =
1, 2, . . . and Young diagram λ ∈ Y such that `(λ) ≤ N , we have
sλ(x1, . . . , xN) =
detNi,j=1
[
x
λj+N−j
i
]
∏
1≤i<j≤N(xi − xj)
.
Finally, we use the notation 1N for (1, . . . , 1︸ ︷︷ ︸
N
).
Our proof of Theorem 1.4 relies on the following statement.
Proposition 2.1. Let λ, λˆ ∈ Yn and µ, µˆ ∈ Yn−1 be two pairs of Young diagrams, such
that both λ,λˆ and µ,µˆ differ by the move of box (i, j) into the position (ˆi, jˆ) with iˆ > i.
Further, assume that λ \ µ = λˆ \ µˆ = (r, c), cf. Figure 2. Fix any integer N ≥ `(λˆ). If
r < i then
sλ(1
N)sµˆ(1
N) ≥ sλˆ(1N)sµ(1N). (6)
If r > iˆ, then
sλ(1
N)sµˆ(1
N) ≤ sλˆ(1N)sµ(1N). (7)
Proof. We recall the Weyl dimension formula (see e.g. [Ma, Section 3, Exerceise 1])
sλ(1
N) =
∏
1≤a<b≤N
λa − a− λb + b
b− a
and plug it into (6). Since λa = λˆa and µa = µˆa for a 6= i, iˆ, many factors on the left and
right side cancel out, and (6) turns into∏
1≤a≤N :
a6=i
|λa−a−λi+i|
∏
1≤a≤N :
a6=iˆ
|λa−a−λiˆ+ iˆ|
∏
1≤a≤N :
a6=i
|µˆa−a−µˆi+i|
∏
1≤a≤N :
a6=iˆ
|µˆa−a−µˆiˆ+ iˆ|
?≥
∏
1≤a≤N :
a6=i
|λˆa−a−λˆi+i|
∏
1≤a≤N :
a6=iˆ
|λˆa−a−λˆiˆ+iˆ|
∏
1≤a≤N :
a6=i
|µa−a−µi+i|
∏
1≤a≤N :
a6=iˆ
|µa−a−µiˆ+iˆ|
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λ(r, c)
λˆ
(r, c)
(i, j)
(ˆi, jˆ)
µ µˆ(i, j)
(ˆi, jˆ)
Figure 2: An example of Young diagrams λ, λˆ and µ, µˆ as in Proposition 2.1. Here the
gray box is (r, c) = (1, 6), and (i, j) = (2, 4), (ˆi, jˆ) = (4, 2).
Since λa = µa and λˆa = µˆa for a 6= r, we can further cancel out the factors to get
(λr − r − λi + i)(λr − r − λiˆ + iˆ)(µˆr − r − µˆi + i)(µˆr − r − µˆiˆ + iˆ)
?≥ (λˆr − r − λˆi + i)(λˆr − r − λˆiˆ + iˆ)(µr − r − µi + i)(µr − r − µiˆ + iˆ).
Rewriting everything in terms of the parts of λ, we get an equivalent inequality
(λr − r − λi + i)(λr − r − λiˆ + iˆ)(λr − r − λi + i)(λr − r − λiˆ + iˆ− 2)
?≥ (λr − r − λi + i+ 1)(λr − r − λiˆ + iˆ− 1)(λr − r − λi + i− 1)(λr − r − λiˆ + iˆ− 1).
Further transforming, and denoting λr − r − λi + i = x, λr − r − λiˆ + iˆ− 1 = y, we get
x2(y2 − 1) ?≥ (x2 − 1)y2. (8)
Now when r < i < iˆ, then y ≥ x > 0 and (8) holds. Similarly, when r > iˆ > i, then
0 > y ≥ x and the inequality opposite to (8) holds.
Based on computer computations we believe that the following two generalizations of
Proposition 2.1 should hold.
Recall that a symmetric function f(x1, x2, . . . ) is called monomial positive if the coef-
ficients of its expansion into monomials are non-negative.
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Conjecture 2.2. Let λ, λˆ ∈ Yn and µ, µˆ ∈ Yn−1 be two pairs of Young diagrams, such
that both λ,λˆ and µ,µˆ differ by the move of box (i, j) into the position (ˆi, jˆ) with iˆ > i.
Further, assume that λ \ µ = λˆ \ µˆ = (r, c), cf. Figure 2. If r < i then sλsµˆ − sλˆsµ is
monomial–positive. If r > iˆ, then sλˆsµ − sλsµˆ is monomial–positive.
Remark 2.3. Monomial positivity (and even stronger Schur–positivity) of similar quadratic
expressions has been intensively studied, see [LPP], [LP] and references therein. However
it seems that the differences of the form sλsµˆ− sλˆsµ are out of the scope of those articles.
Further, we recall the definition of (N–variable version of) Hall–Litlewood symmetric
function on a parameter t ∈ R, and a Young diagram λ such that `(λ) ≤ N , cf. [Ma,
Chapter III]
Qλ(x1, . . . , xN ; t) = (1− t)N
N−`(λ)∏
i=1
1
1− ti ·
∑
σ∈S(n)
xλ1σ(1) · · ·xλNσ(N)
∏
1≤i<j≤N
xσ(i) − txσ(j)
xσ(i) − xσ(j) .
Note the normalization that we use, and which is the same as in [Ma].
Conjecture 2.4. Suppose that 0 ≤ t ≤ 1 and let λ, λˆ ∈ Yn and µ, µˆ ∈ Yn−1 be two pairs
of Young diagrams, such that both λ,λˆ and µ,µˆ differ by the move of box (i, j) into the
position (ˆi, jˆ) with iˆ > i. Further, assume that λ \ µ = λˆ \ µˆ = (r, c), cf. Figure 2. Fix
any integer N ≥ `(λˆ). If r < i then(
1− tλˆ′c−λˆ′c+1
) Qµˆ(1N ; t)
Qλˆ(1
N ; t)
≥
(
1− tλ′c−λ′c+1
) Qµ(1N ; t)
Qλ(1N ; t)
. (9)
If r > iˆ, then (
1− tλˆ′c−λˆ′c+1
) Qµˆ(1N ; t)
Qλˆ(1
N ; t)
≤
(
1− tλ′c−λ′c+1
) Qµ(1N ; t)
Qλ(1N ; t)
. (10)
Remark 2.5. When t = 0, Conjecture 2.4 turns into Proposition 2.1. When t = 1,
the Hall–Littlewood functions Qλ(·; t) turn into the monomial symmetric functions and
the validity of Conjecture 2.4 can be similarly established (in fact, inequalities turn into
equalities in this case). For general t we are not aware of any simple analogues of the Weyl
dimension formula for Pλ(1
N ; t) and the strategy employed in the proof of Proposition 2.1
fails.
2.2 Proof of Theorem 1.4
The following statement is an immediate corollary of Proposition 2.1.
Corollary 2.6. Let λ, λˆ ∈ Yn and µ, µˆ ∈ Yn−1 be two pairs of Young diagrams, such that
both λ,λˆ and µ,µˆ differ by the move of box (i, j) into the position (ˆi, jˆ) with iˆ > i. Further,
assume that λ \ µ = λˆ \ µˆ = (r, c), cf. Figure 2. If r < i, then
dim(µˆ)
dim(λˆ)
≥ dim(µ)
dim(λ)
. (11)
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If r > iˆ, then
dim(µˆ)
dim(λˆ)
≤ dim(µ)
dim(λ)
. (12)
Proof. The statement follows from Proposition 2.1 and the limit relation
dim(λ) = lim
N→∞
sλ(1
N)
N |λ|
.
The simplest way to prove the latter limit identity is through the explicit formulas for
dim(λ) and sλ(1
N), see e.g. [Ma, Chapter I, Section 3, Examples 4-5 and Section 5,
Example 2].
Alternatively, one can directly prove (11), (12) along the lines of the proof of Propo-
sition 2.1.
Remark 2.7. Conjecture 1.6 can be obtained from Conjecture 2.4 in the same way as
Corollary 2.6 follows from Proposition 2.1.
Definition 2.8. For two Young diagrams λ, λˆ ∈ Yn we say that λ covers λˆ and write
λ  λˆ if λ and λˆ differ by the move of the box (i, j) ⊂ λ into the position (ˆi, jˆ) ⊂ λˆ such
that either iˆ− i = 1, or jˆ − j = −1.
An example illustrating Definition 2.8 is shown in Figure 1. It is straightforward to
check that if λ  λˆ, then λ ≥ λˆ and further λ and λˆ are immediate neighbours in the
dominance order.
Proof of Theorem 1.4. It suffices to consider the case k = n − 1, as the case of general
k < n would follow from the former by induction. Further, due to the definition of
the relation ρ ≥ ρˆ, it suffices to consider the case when both these measures are atoms,
i.e. sup(ρ) = λ and sup(ρˆ) = λˆ with λ ≥ λˆ. Further, since the dominance order and
stochastic dominance relation are transitive, it suffices to consider the case when λ and
λˆ are immediate neighbors in the partial order, i.e. λ  λˆ. Without loss of generality we
assume that λ and λˆ differ by the move of the box (i, j) ⊂ λ into the position (ˆi, jˆ) ⊂ λˆ
such that iˆ− i = 1.
In the latter case pinn−1(ρ) assigns the mass
dim(µ)
dim(λ)
(13)
to each diagram µ ∈ Yn−1, such that µ↗ λ. Similarly, pinn−1(ρˆ) assigns the mass
dim(µˆ)
dim(λˆ)
(14)
to each diagram µˆ ∈ Yn−1, such that µˆ ↗ λˆ. Subdivide all µ ∈ Yn−1, such that µ ↗ λ
into three sets
A↑λ = {µ ∈ Yn−1 | λ \ µ = (r, c), r < i}, A↓λ = {µ ∈ Yn−1 | λ \ µ = (r, c), r > iˆ},
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A=λ = {µ ∈ Yn−1 | λ \ µ = (r, c), i ≤ r ≤ iˆ}.
Now for µ ∈ A↑λ ∪ A↓λ set µˆ ≺ µ to be the Young diagram obtained by moving the box
(i, j) into the position (ˆi, jˆ). Now the following three observations imply the stochastic
dominance pinn−1ρ ≥ pinn−1ρˆ:
• All the Young diagrams from A↑λ∪A=λ ∪A↓λ are linearly ordered (with respect to the
dominance order) by r, which is the row number of the box being removed from λ.
The same is true for A↑
λˆ
∪ A=
λˆ
∪ A↓
λˆ
.
• Each Young diagram from A↓λ ∪ A=λ dominates each Young diagram from A↑λˆ ∪ A=λˆ .
• Due to Corollary 2.6 and formulas (13), (14), for each µ ∈ A↑λ we have (pinn−1ρ)(µ) ≤
(pinn−1ρˆ)(µˆ) and for each µ ∈ A↓λ we have (pinn−1ρ)(µ) ≥ (pinn−1ρˆ)(µˆ).
3 The Law of Large Numbers for the Young graph
The second ingredient of our proof of the Thoma theorem (Theorem 1.2) is the Law of
Large Numbers for the measures appearing in its formulation.
Theorem 3.1 (The law of large numbers, [VK1], [KOO], [Bu], [Me]). Choose two strictly
decreasing finite sequences α1 > α2 > · · · > αa > 0, β1 > β2 > · · · > βb > 0 such that∑a
i=1 αi +
∑b
i=1 βi = 1.
For n = 1, 2, . . . let λ(n) ∈ Yn be a random Young diagram distributed according to
the probability measure
M (α,β)n (λ) = dim(λ)sλ(α, β).
Then for each i = 1, . . . , a and each j = 1, . . . , b we have (in probability)
lim
n→∞
λi(n)
n
= αi, lim
n→∞
λ′j(n)
n
= βj.
Remark 3.2. In fact, an analogue of Theorem 3.1 holds for all extreme measures of The-
orem 1.2, see [VK1], [KOO], [Bu], [Me]. However, the present weaker form is enough for
our purposes.
There are at least four different approaches in the literature to the proof of Theorem
3.1:
• The proof of the Thoma theorem in [VK1], [KOO] based on the relation of the
dimensions in Young graph to the shifted Schur functions, as a byproduct implies
Theorem 3.1. Note that we would like to avoid using this approach here, since our
aim is to produce an independent proof of Thoma theorem.
• Vershik and Kerov in [VK2] showed how the random Young diagrams λ(n) can
be sampled using (a modification of) the classical Robsinson–Schensted correspon-
dence, whose input is a sequence of n i.i.d. discrete random variables. This observa-
tion allows to deduce Theorem 3.1 from the conventional Law of Large Numbers for
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sequences of independent random variables. For the details we refer to [Bu], where,
in fact, a stronger Cental Limit Theorem was proved using this approach.
• Kerov explained in [K1] (see also [IO]) how certain observables of random Young
diagrams λ(n) can be computed using the algebra of shifted–symmetric functions.
The resulting formulas turn out to be well-suited for the asymptotics analysis along
the lines of Theorem 3.1, which was done in [Me]. In fact, [Me] also proves a stronger
Central Limit Theorem.
• Following the approach of [J], [BOO], [Ok2] one proves that the poissonization of
measures Mn can be described via a determinantal point process, with an explicit
contour integral expression for the kernel. Asymptotic analysis of this kernel via
steepest descent gives Theorem 3.1.
Each of the above four methods for proving Theorem 3.1 relies on a certain very
nontrivial (but known) technique, which is the algebra of shifted–symmetric functions for
the first and third approaches, the Robinson–Schensted correspondence for the second
approach and determinantal point processes / Schur measures for the forth one. Given
the knowledge of this technique the proof of Theorem 3.1 becomes relatively simple.
We now give a sketch of the second “combinatorial” proof of Theorem 3.1, which is
based on the Robinson–Schensted correspondence.
Sketch of the proof of Theorem 3.1. Let us consider an alphabet T = T + ∪ T −, where
T + = {t+1 , . . . , t+a } and T − = {t−1 , . . . , t−b }. Let us fix a linear order on T ; its exact choice
is irrelevant, so e.g. one can assume that
t−b < t
−
b−1 < · · · < t−1 < t+1 < · · · < t+q .
For x, y ∈ T we write x C y if either x < y, or x = y ∈ T +. We write x B y if either
x > y or x = y ∈ T −. We call a word x1 . . . xn ∈ An increasing if x1 C x2 C · · · C xn,
and decreasing if x1 B x2 B · · · B xn. For a word w let us denote by rs(w) the maximal
cardinality of the union of s disjoint increasing subsequences of the word w, and by cs(w)
the maximal cardinality of the union of s disjoint decreasing subsequences.
Now let us define the probability measure η(α,β) on T such that η(α,β)(ai) = αi and
η(α,β)(bj) = βj. Let w(n), n = 1, 2 . . . be a random element of T n distributed according
to the product measure (η(α,β))⊗n. Vershik-Kerov [VK2] relying on a generalization of
Robinson–Schensted correspondence (see also [BR]) proved that the following equality in
distribution holds jointly for all s = 1, 2, . . .
λ1(n) + · · ·+ λs(n) d= rs(w(n)), λ′1(n) + · · ·+ λ′s(n) d= cs(w(n)). (15)
The identity (15) reduces Theorem 3.1 to the Law of Large Numbers as n → ∞ for
rs(w(n)) and cs(w(n)), s = 1, 2, . . . . The latter is rather transparent. Indeed, it is
intuitively clear that the length of the longest increasing subsequence in the word w(n)
should be (up to a small error) equal to the length of the subsequence of all letters t+1 in
w(n), and the last length is approximately α1 ·n due to the classical Law of Large Numbers
11
for independent random variables. Further, the main contribution to rs(w(n)) comes
when each subsequence contains only one letter from our alphabet, and thus rs(w(n)) ≈
(α1 + · · ·+ αs) · n for 1 ≤ s ≤ a. Similarly, cs(w(n)) ≈ (β1 + . . . , βs) · n for 1 ≤ s ≤ b. A
formal proof based on this argument is given in [Bu, Theorem 2], see also [Me, Section 6]
and [S, Theorem 6.4].
4 Proof of Thoma theorem
We start by explaining informally the main idea behind the proof of Theorem 1.2.
For any λ ∈ Yk we define a probability measure ρλ on Yk to be an atom with support
sup(ρλ) = λ. We start the proof from an abstract convex analysis statement (Proposition
4.1) that any extreme coherent system {Mn} can be approximated by systems of the
form pikn(ρλ(k)) for a sequence λ(k) ∈ Yk, k = 1, 2, . . . . We further use the Law of Large
Numbers to show in Lemma 4.4 that when k is large enough and after dropping out a tiny
mass ε, the measure ρλ(k) can be clutched between two measures M
(α−,β−)
k and M
(α+,β+)
k .
Moreover, they can be chosen so that the distance between (α−, β−) and (α+, β+) is small.
Now Theorem 1.4 implies that pikn(ρλ(k)) is clutched between M
(α−,β−)
n and M
(α+,β+)
n . At
this point we conclude that any coherent system {Mn} can be well-approximated by the
coherent systems of the form {M (α,β)n }, (α, β) ∈ Ω. Therefore, the closedness of the latter
set of coherent systems implies Theorem 1.2.
The formal proof of Theorem 1.2 is given at the end of this section after we present a
series of auxiliary statements.
Proposition 4.1. Let {Mn}∞n=1 be an extreme coherent system of measures. Then there
exists a (deterministic) sequence of Young diagrams λ(k) ∈ Yk, k = 1, 2, . . . such that
Mn = lim
k→∞
pikn(ρλ(k)), n = 1, 2, . . . . (16)
Proof. This is a particular case of a very general convex analysis statement, which was
reproved many times in different contexts. Its first appearance in the asymptotic represen-
tation theory dates back to [V], since then it is known as “ergodic method”. The complete
proofs of the statements generalizing Proposition 4.1 can be found in [OO, Section 6] or
[DF, Theorem 1.1].
Recall that for two measures ρ, ρˆ on a finite set A, their total variation distance is
defined through
dvar(ρ, ρˆ) =
1
2
∑
a∈A
|ρ(a)− ρˆ(a)|.
We also define the L∞ distance between two pairs of sequences (α, β) = (α1 ≥ α2 ≥
. . . , β1 ≥ β2 ≥ . . . ), (αˆ, βˆ) = (αˆ1 ≥ αˆ2 ≥ . . . , βˆ1 ≥ βˆ2 ≥ . . . ) through
d∞((α, β), (αˆ, βˆ)) = max
(
sup
i
|αi − αˆi|, sup
i
|βi − βˆi|
)
.
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The following two lemmas explain that the metrics dvar on probability measures on
Yn and d∞ on Ω are compatible.
Lemma 4.2. For any n = 1, 2, . . . we have
lim
ε→0
sup
(α,β),(αˆ,βˆ)∈Ω:
d∞((α,β),(αˆ,βˆ))≤ε
dvar(M
(α,β)
n ,M
(αˆ,βˆ)
n ) = 0. (17)
Proof. Note that Yn is a finite, therefore it suffices to prove (17) with dvar replaced by
|M (α,β)n (λ)−M (αˆ,βˆ)n (λ)| for arbitrary λ ∈ Yn. Moreover, due to the definition (1), it suffices
to study |sλ(α, β) − sλ(αˆ, βˆ)|. To analyze this difference recall that the Schur function
sλ is a polynomial in power sums p1, . . . , pn, which generate the algebra of symmetric
functions. We conclude that (17) is equivalent to
lim
ε→0
sup
(α,β),(αˆ,βˆ)∈Ω:
d∞((α,β),(αˆ,βˆ))≤ε
|pn(α, β)− pn(αˆ, βˆ)| = 0, n = 1, 2, . . . . (18)
To prove (18) we recall the definition (2) and first conclude that
|p1(α, β)− p1(αˆ, βˆ)| = |1− 1| = 0.
Further, for n > 1 we have
|pn(α, β)− pn(αˆ, βˆ)| ≤
∞∑
i=1
|αi − αˆi|
(
(αi)
n−1 + (αi)n−2(αˆi)1 + · · ·+ (αˆi)n−1
)
+
∞∑
i=1
|βi − βˆi|
(
(βi)
n−1 + (βi)n−2(βˆi)1 + · · ·+ (βˆi)n−1
)
≤ d∞((α, β), (αˆ, βˆ)) · n
n∑
i=1
[
(αi)
n−1 + (αˆi)n−1 + (βi)n−1 + (βˆi)n−1
]
≤ 4n · d∞((α, β), (αˆ, βˆ)), (19)
which immediately implies (18).
Lemma 4.3. Let (α(k), β(k)), k = 1, 2, . . . be pairs of sequences. Suppose that for each
n = 1, 2, . . . the measures M
(α(k),β(k))
n converge in the sense of dvar to a measure Mn.
Then there exists a pair of sequences (α, β) such that Mn = M
(α,β)
n for all n.
Proof. We first claim that Ω is a compact set in the topology defined by d∞. Indeed,
this topology on Ω is equivalent to the topology of pointwise convergence. For the latter
topology Ω is compact, since it is a closed subset of the compact set [0, 1]∞. Now we
define (α, β) as a limiting point of the sequence of pairs (α(k), β(k)), k = 1, 2, . . . . Using
Lemma 4.2 we conclude that Mn = M
(α,β)
n for all n.
The next lemma is the key point of our proof of Theorem 1.2.
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Lemma 4.4. Take a sequence of integers 0 < k(1) < k(2) < . . . and let λ(n) ∈ Yk(n),
n = 1, 2, . . . be a sequence of Young diagrams such that the following limits exist for each
i = 1, 2, . . .
lim
n→∞
λi(n)
k(n)
= αi, lim
n→∞
λ′i(n)
k(n)
= βi.
Then for every ε > 0 and every N ∈ N there exists n > N , two measures ρ+n , ρ−n on Yk(n)
and two pairs of sequences (α+, β+), (α−, β−) ∈ Ω, such that
1. dvar
(
ρ−n ,M
(α−,β−)
k(n)
)
< ε and dvar
(
ρ+n ,M
(α+,β+)
k(n)
)
< ε,
2. d∞((α−, β−), (α+, β+)) < ε,
3. ρ−n ≤ ρλ(n) ≤ ρ+n in the sense of stochastic dominance.
In words, Lemma 4.4 says that the delta–measure on a Young diagram of a large level
Yk (after dropping a tiny mass ε) can be always clutched between two measures M (α
−,β−)
k
and M
(α+,β+)
k . Moreover, they can be chosen so that the distance between (α
−, β−) and
(α+, β+) is small. The proof relies on the Law of Large Numbers for the measures M
(α,β)
k .
Proof of Lemma 4.4. Take Lα, Lβ > 0 such that αLα < ε/2 and βLβ < ε/2, but αi ≥ ε/2
for all i < Lα and βj ≥ ε/2 for all j < Lβ. Further choose V > 2, such that αLα <
ε/2 − ε/V and βLβ < ε/2 − ε/V . We will now define the pair of sequences (α+, β+) as
follows.
α+i = αi +
ε
V · 2i , i = 2, . . . , Lα, β
+
j = βj −
ε
V · 2Lβ+1−j , j = 1, . . . , Lβ.
For j > Lβ we set β
+
i = 0. For i = Lα + 1, . . . , R we set α
+
i = ε/2− ε/V + εV 2i where R
is the minimum integer such that
S(R) :=
(
α1 +
ε
2V
)
+
R+1∑
i=2
α+i +
Lβ∑
j=1
β+j > 1.
Finally, set α+1 = α1 +
ε
2V
+ (1− S(R− 1)) and αi = 0 for i > R.
Note that the resulting (α+, β+) satisfies the assumptions of Theorem 3.1. Combining
this theorem with the definition of numbers αi, βi, we conclude the existence of N1 such
that for all n > N1 the diagram λ(n) ∈ Yk(n) is dominated by M (α
+,β+)
k(n) –random Young
diagram µ(n) with probability greater than (1 − ε). Thus, if we define ρ+(n) on Yk(n)
through the identity
ρ+n (µ) =

M
(α+,β+)
k(n) (µ), µ > λ(n),
1−∑ν>λ(n) M (α+,β+)k(n) (ν), µ = λ(n),
0, otherwise.,
then both dvar
(
ρ+,M
(α+,β+)
k(n)
)
< ε and ρλ(n) ≤ ρ+n hold.
14
Arguing similarly but with the roles of α’s and β’s switched, we define (α−, β−) and
ρ−(n). It remains to note that
d∞((α−, β−), (α+, β+)) ≤ d∞((α−, β−), (α, β))+d∞((α, β), (α+, β+)) < ε/2+ε/2 = ε.
Proof of Theorem 1.2. Let {Mr}∞r=1 be an extreme coherent system of measures and let
λ(k) ∈ Yk, k = 1, 2, . . . be a corresponding sequence of Young diagrams as in Proposition
4.1. Since for all i = 1, 2, . . . , we have 0 ≤ λi(k)/k ≤ 1 and 0 ≤ λ′i(k) ≤ 1, passing to a
subseqence k(n), n = 1, 2, . . . we can assume that the following limits exist
lim
n→∞
λi(k(n))
k(n)
= αi, lim
n→∞
λ′i(k(n))
k(n)
= βi.
Now we choose ε(n) = 1/n. Passing, if necessary, to another subsequence (which we will
denote by the same k(n) to avoid complicating the notations) and using Lemma 4.4, we
conclude that there exist (α−(n), β−(n)), (α+(n), β+(n)) ∈ Ω and measures ρ+(n), ρ−(n)
on Yk(n) such that
1. dvar
(
ρ−(n),M (α
−(n),β−(n))
k(n)
)
< 1
n
and dvar
(
ρ+(n),M
(α+(n),β+(n))
k(n)
)
< 1
n
,
2. d∞
(
(α−(n), β−(n)), (α+(n), β+(n))
)
< 1
n
,
3. ρ−(n) ≤ ρλ(k(n)) ≤ ρ+(n) in the sense of stochastic dominance.
Now choose any r = 1, 2, . . . . We aim to prove that Mr = limn→∞M
(α−(n),β−(n))
r in the
sense of dvar. For that note that since each map pi
m
k is a contraction in dvar distance,
Lemma 4.2 implies as n→∞
dvar(pi
k(n)
r ρ
−(n), pik(n)r ρ
+(n)) ≤ dvar(pik(n)r ρ−(n),M (α
−(n),β−(n))
r )
+ dvar
(
M (α
−(n),β−(n))
r ,M
(α+(n),β+(n))
r
)
+ dvar(M
(α+(n),β+(n))
r , pi
k(n)
r ρ
+(n))
≤ 2
n
+ dvar
(
M (α
−(n),β−(n))
r ,M
(α+(n),β+(n))
r
)
→ 0. (20)
We claim that the last inequality implies that
dvar
(
pik(n)r ρ
−(n), pik(n)r ρλ(k(n))
)→ 0. (21)
Indeed, by Theorem 1.4
pik(n)r ρ
−(n) ≤ pik(n)r ρλ(k(n)) ≤ pik(n)r ρ+(n).
Thus, for any upper2 set U ⊂ Yr we have
pik(n)r ρ
−(n)(U) ≤ pik(n)r ρλ(k(n))(U) ≤ pik(n)r ρ+(n)(U).
2By the definition an upper set U in a partially ordered set A satisfies the property that if x ∈ U and
for some y ∈ A we have x < y, then also y ∈ U .
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Therefore, as n→∞
|pik(n)r ρ−(n)(U)− pik(n)r ρλ(k(n))(U)| ≤ |pik(n)r ρ−(n)(U)− pik(n)r ρ+(n)(U)|
≤ dvar(pik(n)r ρ−(n), pik(n)r ρ+(n))→ 0. (22)
Note that for any λ ∈ Yr both {µ ∈ Yr : µ ≥ λ} and {µ ∈ Yr : µ > λ} are upper sets,
whose difference is {λ}. Therefore, (22) implies (21). Now combining (21) with (16) and
with inequality dvar(pi
k(n)
r ρ−(n),M
(α−(n),β−(n))
r ) ≤ 1/n, we prove that
Mr = lim
n→∞
M (α
−(n),β−(n))
r .
Now it remains to apply Lemma 4.3.
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