ABSTRACT As there is an increasing trend to deploy geographically distributed (geo-distributed) cloud datacenters (DCs), the scheduling of data-oriented tasks in such cloud DC systems becomes an appealing research topic. Specifically, it is challenging to achieve the distributed online scheduling that can handle the tasks' acceptance, data-transfers, and processing jointly and efficiently. In this paper, by considering the store-and-forward and anycast schemes, we formulate an optimization problem to maximize the timeaverage profit from serving data-oriented tasks in a cloud DC system and then leverage the Lyapunov optimization techniques to propose an efficient scheduling algorithm, i.e., GlobalAny. We also extend the proposed algorithm by designing a data-transfer acceleration scheme to reduce the data-transfer latency. Extensive simulations verify that our algorithms can maximize the time-average profit in a distributed online manner. The results also indicate that GlobalAny and GlobalAny_Ext (i.e., GlobalAny with data-transfer acceleration) outperform several existing algorithms in terms of both time-average profit and computation time.
I. INTRODUCTION
Nowadays, there is an increasing trend to deploy geographically distributed (geo-distributed) cloud datacenters (DCs) for achieving enhanced user experience and service availability [1] , [2] . In such cloud DCs, emerging applications usually involve numerous data-oriented tasks [3] - [7] . These tasks need to transfer certain amount of data to remote DC(s) for further processing. For instance, e-Science and backup applications may need to transfer data among multiple geodistributed DCs [8] , [9] . As the data-oriented tasks can cause high-capacity data-transfer among DCs, they would impact the service capacity and resource management in cloud DC systems significantly. Therefore, we need to schedule them adaptively to ensure efficient DC operations.
The scheduling of data-oriented tasks bears some interesting features. First of all, the data-transfers can utilize the anycast routing scheme, i.e., data can be forwarded to and processed by any DC within a destination DC set. For example, the data backup tasks can use the mutual backup model [1] and choose any DC within a backup group as its backup site. Secondly, the data-transfers usually can tolerate certain setup delay [10] - [13] . Hence, they can leverage the store-and-forward scheme [10] . Specifically, the intermediate DCs along the routing path can store the data when the subsequent network link is congested, and send it out to the destination DC later. Note that, these features make the scheduling of data-oriented tasks more flexible, and hence we need to incorporate more sophisticated scheduling algorithms. Moreover, the tasks are usually highly-dynamic, and their arrival pattern can hardly be predicted. Therefore, we need to find the optimal scheme to schedule them in an online manner without much pre-knowledge on the arrival pattern, which is obviously challenging.
In this work, by considering the anycast and store-andforward schemes, we investigate how to allocate network resources and IT resources to support the data-oriented tasks dynamically and cost-effectively, i.e., maximizing the timeaverage profit. Here, the profit is the margin between the revenue from task serving and the cost due to resource consumption. We formulate the optimization problem and design a distributed online scheduling algorithm, i.e., GlobalAny, by leveraging the Lyapunov optimization techniques [14] . With GlobalAny, the destination DC of a task can be adjusted adaptively during the data-transfer, rather than being determined in its source DC directly. Our proposed algorithm maximizes the time-average profit in a distributed online manner and obtains the profit that is arbitrarily close to the optimal value. We then extend it by designing a datatransfer acceleration scenario to unify the benefits of directtransfer and store-and-forward schemes. Finally, extensive simulations are performed to evaluate the performance of the algorithms and the results indicate that they can outperform several existing algorithms in terms of both time-average profit and computation time.
The rest of the paper is organized as follows. Section II reviews the related work, and we formulate the problem in Section III. The distributed scheduling algorithm is proposed in Sections IV. Section V describes the data-transfer acceleration scenario and the performance evaluation is discussed in Section VI. Finally, Section VII summarizes the paper.
II. RELATED WORK
Previously, people have studied the task scheduling across cloud DCs with the objectives of load balancing [15] and budget minimizing [16] . Meanwhile, task scheduling was also considered for the Big Data applications [17] - [19] . However, these investigations did not address the data-transfer process in inter-DC networks, and might lead to long processing latency.
In order to handle inter-DC traffic well, researchers have considered the store-and-forward scheme for traffic scheduling [10] , [20] . The authors of [10] studied the storeand-forward and time-expanded networking schemes for minimizing data-transfer time. The work in [20] tried to maintain the service fairness for data-transfers with the storeand-forward scheme. Note that, these studies optimized the scheduling of data-transfers based on the pre-knowledge of their arrival patterns, and thus could only get the optimal solution for certain time period. Moreover, the computational complexity of their approaches increased significantly with the length of the period.
From the perspectives of network framework and protocol, the studies in [21] - [24] and [25] - [28] have considered how to realize virtual network embedding (VNE) and network function virtualization (NFV) in inter-DC networks, respectively, and Kettimuthu et al. [29] have tried to optimize the datatransfers in cloud DC systems. With the software-defined networking (SDN) based scheduling schemes, Google and Microsoft have developed systems such as B4 [12] and SWAN [30] , respectively, to manage the inter-DC traffic in their DCs. Wu et al. investigated the data-transfers across SDN-controlled geo-distributed DCs in [31] . Our work is different from these studies, as we do not require centralized network control and management (NC&M) and the proposed algorithms can be implemented in a truly distributed way.
It is known that Lyapunov optimization techniques can be used to design online scheduling algorithms that can arbitrarily close to the time-average optimum without any preknowledge on the requests' arrival patterns [14] . Hence, they have been used to solve the scheduling problems in cloud computing [32] , DC power management [33] , etc. In [34] , Liu et al. leveraged the Lyapunov optimization techniques to address the task scheduling and server/virtual machine (VM) management within a single DC. However, they did not consider how to determine the routing path and bandwidth allocation for the data-transfer of each task, which is essential for scheduling the data-transfers in inter-DC networks. Hence, their algorithms cannot be used to solve the problem studied in this work. Previously, with the Lyapunov optimization techniques, people have proposed the back-pressure algorithm to manage the data-transfers in multi-hop wireless networks [35] . However, it is known that this scheme can cause long and unnecessary data-transfer latency, especially when the traffic load is relatively low. Even though the dataoriented tasks can be delay-tolerant, obsessively long latency can still impact user experience. Hence, the data-transfer latency of the back-pressure algorithm has been addressed in [36] and [37] . In [36] , the authors tried to perform routing path selection based on the information of the shortest paths, while the technique based on shadow queues was proposed in [37] , to shorten the data-transfer latency. However, these studies were still based on the hop-by-hop store-and-forward scheme, which cannot reduce the data-transfer latency to the maximum extent. 
III. PROBLEM FORMULATION A. NETWORK MODEL
We consider a geo-distributed cloud DC system as shown in Fig. 1 . To facilitate distributed online task scheduling, the system operates based on discrete time-slot (TS) with a duration of t. Note that in a real cloud DC system, t can range from a few seconds to several minutes [34] , depending on the traffic dynamics. Specifically, it should be sufficiently long for the system to implement the updates from the scheduling algorithm, w.o.l.g., we normalize TS in the rest of the paper. Hence, we have t = 1, and the system time t is t ∈ {1, 2, · · · }. There are multiple DCs in the system, and we denote the network as G(D, E), where D is the DC set (D = {1, . . . , |D|}) and E represents the set of inter-DC links. Generally, cloud DC provides numerous computing, storing or I/O resources in the form of VM for task processing. In this paper, we use IT resources to represent the resources that would be used to process the data-oriented tasks and assume the available IT resources in DC i is C i . The available bandwidth on link (i, v) ∈ E is B i,v , where i and v represent two adjacent DCs in the network (i, v ∈ D). In order to mimic the real cases, we assume that the dataoriented tasks in the cloud DC system can be classified into |K| categories and denote the set of categories as K. Each category has its own source and destination DC sets and data-size. Specifically, for the k-th category, the tasks are generated in a DC in source DC set S k ⊂ D to deliver a block of δ k data to any DC in destination DC set D k ⊂ D for further processing. For instance, for the first category in Fig. 1 , the tasks originating from DC 2 need to deliver certain data to DC 4 or 5. Apparently, as we consider inter-DC traffic, the source and destination DC sets should not overlap, i.e., S k ∩ D k = ∅, ∀k ∈ K. A weight coefficient w k is assigned to the k-th category to facilitate differentiated services. We use K i to represent the set of categories that can be processed in DC i. Table 1 lists the key notations used in the paper.
We use A max k to denote the maximum number of k-th category tasks generated per TS. Then, the arrival rate for the k-th category tasks in DC i at time t (i.e.,
where I {i∈S k } is a boolean flag to indicate whether DC i is included in source DC set S k , as
B. DATA-ORIENTED TASKS SCHEDULING IN DCs 1) TASK ACCEPTANCE
With the anycast scheme, the destination DC of a task can be adjusted by any of the intermediate DCs along its routing path, before it finally reaches a feasible destination DC.
As the destination DCs are selected in a global manner, we name this scheduling scheme as GlobalAny. Specifically, each DC uses the scenario illustrated in Fig. 2 to handle the data-oriented tasks. In each DC, we determine whether a locally-generated task should be accepted or not based on the status of a few queues, each of which stores the tasks to a remote DC. We arrange the queues in each DC based on the tasks' categories, i.e., Q k i (t) denotes the queue that stores all the tasks that belong to the k-th category in DC i and it is initialized as Q k i (0) = 0. With all the queues in the cloud DC system (i.e., {Q k i (t), i ∈ D, k ∈ K}), we can obtain the queue matrix Q(t) as
In DC i, the number of accepted k-th category tasks at time t is denoted as a k i (t), and we have
The time-average expectation of a k i (t) is
2) DATA-TRANSFER WITH STORE-AND-FORWARD SCHEME
The data-transfer in the cloud DC system can be realized with the store-and-forward scheme [10] , i.e., by utilizing the storage space in the intermediate DCs along the routing path to relay the data hop-by-hop. It is known that this scheme can provide higher data-transfer throughput than the one that delivers the data end-to-end directly [10] . For data-transfer, a decision variable b k i,v (t) is defined as the amount of k-th category data that is sent over link (i, v) . Here, DCs i and v are adjacent in G(D, E). Apparently, the total transferred data should not exceed the available bandwidth VOLUME 6, 2018
The time-average expectation of b k i,v (t) is denoted as b k i,v . And the total used bandwidth b i,v (t) can be obtained by summarizing the bandwidth used by all the task categories, and its time-average value b i,v should satisfy
Then, for queue Q k i (t), ∀k / ∈ K i in DC i, we insert both the locally-accepted and remotely-sent-over tasks (all belonging to the k-th category), while the sojourn tasks are removed and sent to the next hop. Since the storage space in a DC is usually big enough, we can treat the queues as infinite ones. Hence, Q k i (t) for task acceptance and transfer is updated as
3) TASK PROCESSING When a task arrives at one of its feasible destination DCs, it is inserted into the queue for final processing and will not be sent to other DCs anymore. Then, the destination DC allocates IT resources to process the task. We denote the allocated resources to the k-th category tasks in DC i as c k i (t). Apparently, the total amount of IT resources should not exceed those available in each DC, as
Similarly, we denote the time-average expectation of c k i (t) as c k i . Then, as for queue Q k i (t), ∀k ∈ K i in DC i, the remotelysent-over tasks are added and the sojourn requests are removed for final processing. We use µ k to denote the number of k-th category tasks that unit IT resource can process per TS. Hence, we can update the queue for task processing as Fig. 2 gives an example to illustrate the GlobalAny scheduling scheme. We assume that there are four categories of tasks running in the cloud DCs. DC i is the source DC of tasks belonging to first two categories, and it is also a destination DC of the tasks in the last two categories, i.e., K i = {3, 4}. Firstly, the tasks generated as ones in the first two categories will be accepted or dropped. Then, the accepted ones and tasks from adjacent DCs will be inserted into the corresponding queue Q k i (t). If the tasks can be processed in DC i (i.e., they are in the last two categories), we should allocate IT resources to process them. Otherwise, we should transfer the tasks to the adjacent DCs. And all the tasks are transferred according to this strategy until they arrive at one of their destination DCs. In addition, Eqs. (5) and (7) indicate that the more bandwidth resources and IT resources be allocated, the faster the tasks can be transferred and processed.
C. PROFIT-DRIVEN OPTIMIZATION MODEL
The discussion above indicates that the data-oriented tasks consume both bandwidth resources in the network and IT resources in the DCs and there is a tradeoff between the tasks processing latency and resource consumption. Since the customers in the multi-DC system connect to their source DCs and can submit data-oriented tasks there, we formulate a profit model by considering the revenue from serving the tasks and the cost due to the usages of bandwidth and IT resources. The revenue is calculated based on two payments. The CSP gets the first payment from the customer who submits the task, when the corresponding source DC accepts the task. And the second payment comes in (i.e., also from the customer) when the task's data has been processed by its destination DC. As the DCs handle task acceptance and processing separately, the revenue model addresses the two important milestones of serving a data-oriented task in the multi-DC system with the two payments. Apparently, the revenue from the first payment is related to the time-average expectation of task acceptance rates, i.e., {a k i , ∀i, k}. Here, we use a logarithmic utility model, which follows the law of diminishing marginal utility [34] and is widely used in previous work.
where α k is the revenue coefficient for the k-th task category. The second payment is based on the number of tasks that have been processed. At time t, the number of processed k-th category tasks is m k (t), as
The time-average expectation of m k (t) is m k . Then, with the linear utility model in [38] , we get this part of revenue as
where γ k is the coefficient for tasks in the k-th category. The cost of the bandwidth usage on link
where β i,v is the cost of unit bandwidth usage on link (i, v). The last part of cost comes from the IT resource usage due to the store-and-forward operations. At time t, the amount of data that arrives at an intermediate DC i and will be forwarded to a remote DC later is n i (t), as
and the time-average expectation of n i (t) is n i . Then, the timeaverage cost due to IT resource usage in DC i is
where ρ i is the cost coefficient of the IT resources used by the store-and-forward operations in DC i. Finally, the time-average profit from serving the tasks can be obtained as
Here, we try to maximize the time-average profit while all the constraints should be satisfied. In addition, all the queues in the system should keep stable, otherwise the processing latency of accepted tasks may be infinite [14] . Hence, the profit-driven optimization is modeled as (1) - (7),
IV. GLOBALANY SCHEDULING ALGORITHM A. LYAPUNOV OPTIMIZATION TECHNIQUES
We use the Lyapunov optimization techniques to solve the optimization in Eq. (15) and develop a profit-driven distributed online scheduling algorithm. As the utility function f 1 (·) is nonlinear, we first introduce an auxiliary variable, x k i (t), to transform the original problem into the standard drift-minus-profit framework in Lyapunov optimization, as
And we denote the time-average expectation of x k i (t) as x k i . Then, the original problem is transformed into
where we have
Then, we use the virtual queues, {X k i (t), ∀i, k} with initial values as X k i (0) = 0, to transform the constraint (17) into a queue-stable problem [14] . Similar to Q(t) in Eq. (2), we use X(t) to denote the queue matrix for
Let (t) = [Q(t), X(t)], and we define the Lyapunov function L( (t)) as
The Lyapunov drift function is the conditional expectation of the Lyapunov function in Eq. (19) for different TS', as
If we define ζ (t) as
the drift-minus-profit expression can be obtained as
where V is the tradeoff parameter to balance the queue lengths and the time-average profit. Eq. (21) satisfies the inequality below because
And 1 ( (t)), 2 ( (t)), 3 ( (t)) and 4 ( (t)) have the expressions as
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B. DISTRIBUTED ONLINE SCHEDULING
We design a scheduling algorithm (i.e., GlobalAny) to handle the auxiliary variables, tasks' acceptance, data-transfers and processing in an online and distributed manner. We will also verify that only small communication overhead is needed for information exchange.
1) AUXILIARY VARIABLES
We can get the optimal solutions of {x k i (t), ∀i, k, t} by minimizing Eq. (23) . For these independent variables, we have
and the optimal solutions of {x k i (t), ∀i, k, t} are
2) TASK ACCEPTANCE POLICY When the real queue is not longer than the virtual queue, i.e., Q k i (t) ≤ X k i (t) · δ k , GlobalAny should accept all the newly-generated k-th category tasks A k i (t) in DC i at time t, otherwise, it should drop all of them. This is because we can get the optimal task acceptance policy by minimizing Eq. (24), as
and thus the optimal solution a k i (t) * is
3) BANDWIDTH ALLOCATION
To get the optimal bandwidth allocation, we first define
(31) Then, we can conclude that if the queue lengths are not considered, GlobalAny should provide all the bandwidth on link (i, v) to the queue that has the maximum positive B k i,v (t) at time t. This is because the optimal bandwidth allocation can be obtained by minimizing 3 ( (t)) in Eq. (25) . If the queue lengths are not considered, we can assume that the bandwidth allocation would not result in empty queues, i.e., there are always enough data-transfers on each link. Hence, Eq. (25) is independent of link status and can be transformed into
and we can get the optimal b k i,v (t) * as follows.
Therefore, we verify that in DC i, GlobeAny should allocate the bandwidth on each link to the queue that has the maximum positive B k i,v (t). Note that, B k i,v (t) equals to the weighted differential queue length (i.e., (
k ) subtracting a fixed value, which is determined by the cost of data-transfer using store-and-forward. As GlobalAny allocates the bandwidth to the task category that has maximum weighted differential queue length, we can provide differentiated services to the task categories by adjusting their weights {w k }.
However, the analysis above overlooks the scenario that the queue with the maximum positive B k i,v (t) does not have enough data to fully utilize the allocated bandwidth. For this scenario, the bandwidth allocation according to the aforementioned scheme becomes inefficient since bandwidth could be wasted. Hence, we introduce a new constraint to make sure that all the allocated bandwidth is fully utilized in each DC.
Since each data-oriented task will be forwarded to one and only one destination DC, the allocated bandwidth should be in integer times of the data-size of each task category. Thus, we introduce an integer variable N k i,v to represent the number of tasks can be transferred on link (i, v) and we have
Then, we design a new optimization model for the datatransfer in each DC as follows.
And the optimization in Eq. (36) can be rewritten as follows if we notice the relation between b k i,v (t) and
Note that, the optimization in Eq. (37) represents a bounded multiple knapsack problem, which is known to be N P-hard [39] . Therefore, we design an approximation algorithm that leverages the linear program relaxation (LPrelaxation) with rounding, as shown in Algorithm 1. Specifically, in each DC, we first solve the problem in Eq. (37) 
6: sort {v, k} in descending order of B k i,v (t) · δ k ; 7: for each {v, k} in sorted order do 8: if B k i,v (t) ≥ 0 then 9:
12:
else 14: break; 15: end if 16 : end for 17: 
4) TASK PROCESSING
To get the optimal IT resource allocation for task processing in destination DCs, we define 
Since C k i (t) ≥ 0, ∀i, k ∈ K i is always true, we can get the optimal c k i (t) * with the following procedure. Firstly, in DC i, we sort the queues {Q k i (t), ∀k ∈ K i } in descending order of C k i (t). Secondly, we allocate IT resources to them in sorted order, until they all get sufficient IT resources to handle the tasks or all the IT resources are allocated.
5) OVERALL DISTRIBUTED ONLINE SCHEDULING
Based on the analysis above, we get the overall procedure of GlobalAny for scheduling data-oriented tasks at time t in DC i, which is shown in Algorithm 2. Specifically, for each task category, the auxiliary variable and task acceptance are first calculated independently with Eqs. (28) and (30), respectively. Then, we use Algorithm 1 to get the bandwidth allocation and forward the related tasks to adjacent DCs. Meanwhile, all the tasks received from adjacent DCs should be accepted. Next, GlobalAny handles the tasks whose destination DCs are DC i with the scheme proposed in Section IV-B.4. Finally, we update {Q k i (t)} and {X k i (t)} with Eqs. (5), (7) and (18), and share the queue lengths of {Q k i (t)} with adjacent DCs. accept tasks according to x k i (t) using Eq. (30); 4: end for 5: use Algorithm 1 to obtain the bandwidth allocation; 6: send tasks in queues to adjacent DCs with the allocated bandwidth; 7: accept all the tasks from adjacent DCs; 8: process the tasks whose destination DC set includes DC i with the scheme proposed in Section IV-B.4; 9: update {Q k i (t), X k i (t), ∀k}; 10: send queue lengths of {Q k i (t), ∀k} to adjacent DCs;
Algorithm 2 Tasks Scheduling in DC i
We should point out that GlobalAny realizes the inter-DC data-oriented tasks transferring and processing in a distributed way. Basically, all the accepted tasks will be delivered with the store-and-forward scheme in Algorithm 1, until they reach any of their destination DCs. Then, each task's data will be stored and processed. Meanwhile, all the DCs should exchange the information on queue lengths to their adjacent DCs with Algorithm 1 in each TS. Note that, the bandwidth overhead for the information exchange is negligible, when compared with the bandwidth used for the data-transfer.
C. OPTIMALITY ANALYSIS
With the procedure demonstrated in [14] and [34] , we can easily prove that the time-average profit P obtained by GlobalAny can approach to the theoretical maximum profit P * arbitrarily within a constant gap O( 1 V ).
V. DATA-TRANSFER ACCELERATION
GlobalAny can schedule the data-oriented tasks in the cloud DC system to achieve the profit that is arbitrarily close to the optimal one. However, since we do not put queue lengths in the optimization objective, the resulting data-transfer latency could become an issue. Specifically, the store-andforward scheme and hop-by-hop bandwidth allocation governed by Algorithm 1 could induce relatively long latency. For instance, in Fig. 3 , the data in DC s needs to be sent to DC d. Then, the data-transfer will take at least 3 TS' if the data is forwarded hop-by-hop on s-u-v-d. Moreover, store-andforward might cause routing loops, i.e., data can be forwarded back and forth in a loop before reaching its destination DC. Note that, the latency can be reduced, if we modify the bandwidth allocation scheme to bypass certain intermediate DC(s). Hence, we design a data-transfer acceleration scheme for this purpose. The basic idea of the data-transfer acceleration is that in each TS, we make the DCs calculate bandwidth allocation collaboratively in multiple iterations to determine a forwarding path segment instead of the next hop for each dataoriented task. For instance, in Fig. 3 , we make DCs s, u and v calculate the bandwidth allocation scheme in three iterations to set up the direct-transfer path s-u-v-d. Firstly, DC s determines the bandwidth allocation on link (s, u) and forwards the related information to DC u. Note that here, DC s only lets DC u know that the data will go through it, but the actual data still stays in DC s. Then, DC u updates its queue as it has already received the data, obtains the bandwidth allocation on link (u, v), and sends the related information to DC v. DC v repeats the same procedure to get the bandwidth allocation on link (v, d). All these operations are performed within one TS, and then we start the actual data-transfer. Note that when the data is sent out from DC s, each intermediate DC on s-u-v-d checks whether the bandwidth has already been allocated for it to the next hop, if yes, the data is sent out directly, otherwise, it is buffered in the intermediate DC and waits for the next TS.
Algorithm 3 shows the data-transfer acceleration scheme designed for GlobalAny. Lines 1-2 are for the initialization. 
Algorithm 3 GlobalAny With Data-Transfer Acceleration
for each {v, k} do 7: if N k i,v > 0 then 8:
end if 10: end for 11 :
12: 
exchange queue lengths of Q(t) with adjacent DCs; 16: update B k i,v (t) with Eq. (31) 
24:
else 26: break; 27: end if 28: end for Here, we use flag F k i,v = 1 to indicate that the data-transfer of the k-th task category can use link (i, v), and F k i,v = 0 otherwise. Hence, reverse data-transfer can be avoided to minimize the probability of forming routing loops. Specifically, if a link is used by the data-transfer of a task category, we forbid the data-transfer in the reverse direction in the subsequent iterations by setting the corresponding
In each iteration of the while-loop that covers Lines 3-18, DC i tries to extend the forwarding path segments to one more hop. Here, due to the time constraint from TS on the information exchanges among the DCs, we assume that each DC can only extend the forwarding path segments to M hops at most within one TS. In Lines 5-13, DC i tries to determine the new bandwidth allocation on each link that origins from it. Specifically, Line 5 calculates the bandwidth allocation by using LP-relaxation to solve the problem of Eq. (37) with the constraint in Eq. (39). And we also forbid the data-transfers in the reverse direction in the subsequent iterations. Lines 12-13 update the corresponding variables. We perform message exchanges among DCs and update other variables in Lines 14-17. Although the data-transfer acceleration increases the information exchanges in GlobalAny, each DC still only needs to exchange information with its adjacent DCs. And at last, we perform the residual bandwidth allocation for the remaining data in Lines 19-29, which is similar to GlobalAny algorithm. We denote the algorithm that incorporates the data-transfer acceleration scheme as GlobalAny_Ext.
VI. PERFORMANCE EVALUATION
Numerical simulations with two different topologies are performed to evaluate our proposed algorithms. One is the full-mesh 7-node Amazon EC2 network topology in [40] . We adopt the same link bandwidth and scale down the link cost with 10 −5 proportionally for normalization. The other is the 12-node B4 topology in [12] . The link available bandwidth is randomly selected within [10, 100] Gb/s, whose unit cost is [1, 10] ×10 −2 per Gb/s. The number of task categories, i.e., |K|, is set as 100. The arrivals of the data-oriented tasks follow the uniform distribution, and the time average arrival rate is half of the maximum value, i.e.,
The datasize of each category δ k is randomly selected within [1, 10] M-bits. The source and destination DC sets of each category are also randomly selected and do not overlap. The IT resources in each DC are set as 10 4 , and the number of k-th category tasks that can be processed with a unit IT resource in one TS, i.e., µ k , is selected within [1, 10] . For the data-transfer acceleration, we determine M as the diameter of the topology, i.e., the maximum hop-count of the shortest paths between DC-pairs in the network. Hence, GlobalAny_Ext becomes GlobalAny as M = 1 in the EC2 topology. For the B4 topology, we have M = 5. TS is set as 1 minute and we simulate 10,000 TS' in each simulation. Table 2 summarizes all the key simulation parameters. In the simulations, we introduce two performance metrics, i.e., the time-average delay and throughput. Here, we adopt D to denote the average delay of all the processed tasks, and represent the time-average throughput, which is the average amount of processed data per TS in the network, as T .
A. BENCHMARK ALGORITHMS 1) LOCALANY
A more straight-forward idea to schedule the data-oriented tasks is that when a task is generated, its source DC decides whether to serve it or not and where its destination DC should be in one shot. As the destination DCs are selected locally in source DCs, we name this scheduling algorithm as LocalAny. Here, for LocalAny, Q k i,j (t) is used to denote the queue that stores all the tasks that belong to the k-th category and have DC j as the destination DC. In DC i, we use a k i,j (t) to denote the accepted tasks that have DC j as the destination DC, and b j,k i,v (t) to denote the allocated bandwidth on link (i, v) for the tasks that target to DC j, respectively, while c k i (t) is the allocated IT resources for task processing. Then, the queues for task acceptance and transfer are updated as
The queues for task processing are updated as 4 shows an example on the data-transfer with LocalAny, where for simplicity, we only include two task categories. We assume that DC i is the source DC of tasks in the first category and it is the destination DC of the tasks in the second category, i.e., i ∈ S 1 and i ∈ D 2 . The destination DCs of the tasks are determined when they are accepted. Then, the newly accepted tasks and those from adjacent DCs will be inserted into the corresponding queues. We allocate IT resources to the tasks that arrive at their preselected destination DC, e.g., the tasks in Q 2 i,i (t) in Fig. 4 . And the bandwidth allocation for other queues is performed afterwards. VOLUME 6, 2018 With the Lyapunov optimization techniques, we get the optimization for the task acceptance in LocalAny as
Here, {X k i (t), ∀i, k} are still the virtual queues. Supposing that we have already got the optimal solution of a k i (t) as a k i (t) * , we can reduce the optimization to
And a k i,j (t) * can be obtained as
which means that all the newly-generated requests should be allocated to the shortest feasible queue. Then, we put the optimal solution a k i,j (t) * into Eq. (42), and get
where j * = argmin{Q k i,v (t), ∀v ∈ D k } refers to the shortest feasible queue in DC i. Finally, the optimal solution a k i (t) * is
The data-transfer and task processing in LocalAny are similar to those in GlobalAny. However, with LocalAny, the tasks can only be processed in the pre-selected destination DCs, rather than any feasible ones.
2) LOCALANY_EXT
Similar to GlobalAny_Ext, we refer to the algorithm that incorporates the data-transfer acceleration scheme in LocalAny as LocalAny_Ext. We use it as another benchmark algorithm in the simulations.
3) BENCHMARK ALGORITHMS
Moreover, we also compare the performance of our proposed algorithms with several existing ones. The first one is to transfer the tasks to their destination DCs directly, i.e., the directtransfer (DT ). Specifically, in each TS, the source DC selects the destination DC for each newly-generated task randomly and then network bandwidth is allocated by calculating the multi-source multi-destination maximum flow. If bandwidth is insufficient, the task is buffered in its source DC until there is enough out-bound bandwidth. The second one, i.e., TEN-SnF, adopts the store-and-forward scheme with the time-expanded networking technique in [10] , and selects each task's destination DC randomly. 
B. PARAMETER ANALYSIS 1) ADJUSTABLE PARAMETER V
We first investigate the impact of parameter V . Fig. 5 shows the time-average profit P for GlobalAny and LocalAny. We can see that for GlobalAny, P increases with V faster when V is smaller. Eventually, when V keeps increasing, P would converge to its optimal value smoothly, which verifies that the time-average profit P can approach to the optimal value arbitrarily within a constant gap O( 1 V ). We notice that GlobalAny achieves a higher profit P than LocalAny. In Fig. 5 , we also plot the average value of the total time-average queue length in each DC, i.e., Q =
for LocalAny. It can be seen that for the same V , the Q from GlobalAny is less than that from LocalAny, and this advantage becomes more obvious when V increases.
2) CATEGORY WEIGHT w k
As explained in Section IV, GlobalAny can provide differentiated services to different task categories by adjusting their weights {w k }. To demonstrate this feature, we multiply the weight of the first task category, i.e., w 1 , with a parameter θ , and keep the remaining weights unchanged.
Here, we use D 1 to denote the average task processing delay of the first category, while the average delay of other categories are denoted as D −1 . T 1 and T −1 are used to denote the throughput of the first category and other categories, respectively. Fig. 6 shows the results on task processing delay and throughput for different θ , which indicate that D 1 decreases with θ , and T 1 increases with θ . This is because more tasks in the first category can be accepted with a larger w 1 , and since we would allocate more bandwidth and IT resources to this task category, the task processing latency becomes shorter. Meanwhile, D −1 and T −1 stay almost unchanged for different θ . Hence, we verify that the performance of a task category can be adjusted adaptively.
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FIGURE 7.
GlobalAny with different bandwidth allocation policies.
C. BANDWIDTH ALLOCATION POLICIES
We then simulate GlobalAny with different bandwidth allocation and data-transfer polices. Here, we denote the algorithm that solves the integer linear programming (ILP) model in Eq. (37) for bandwidth allocation and datatransfer as GlobalAny_ILP 1 . According to the discussion in Section IV-B.3, we can design a simple data-transfer policy that lets the queue transfer data to the adjacent DCs randomly, if it has the maximum positive B k i,v (t) on multiple links. The algorithm with this policy is denoted as GlobalAny_HEU. We set V = 3 × 10 4 and perform simulations with different maximum arrival rate A max k . Fig. 7 shows the results on P and D, which indicate that P increases with A max for all the policies. Note that, compared with GlobalAny_ILP, GlobalAny provides similar results on P and D, while the performance of GlobalAny_HEU on them is much worse. Meanwhile, the average computation time to get the bandwidth allocation scheme for a DC in a TS is 32.7 msec, 19.1 msec and 125.3 msec, with GlobalAny, GlobalAny_HEU and GlobalAny_ILP, respectively. Therefore, GlobalAny can achieve the similar task scheduling performance as GlobalAny_ILP, with much shorter computation time. Even though GlobalAny_HEU consumes the shortest computation time, its performance is significantly worse than GlobalAny and GlobalAny_ILP. To this end, we can see that GlobalAny can obtain near-optimal scheduling performance with reasonably short computation time. 1 CPLEX is used to solve the ILP, and all the simulations in this paper run on a computer with an Intel CPU (I3-2120, 3.30GHz) and 8 GB memory. 
D. COMPARISON WITH BENCHMARK ALGORITHMS
Next, the simulations use different maximum arrival rate A max k to emulate the change of traffic loads. And V is chosen to balance the profit and delay as much as possible for GlobalAny and LocalAny. Fig. 8 shows the results on the timeaverage profit and average delay from different algorithms. Apparently, GlobalAny achieves the highest profit P among the algorithms, especially when the traffic load is relatively high. The average task processing delay D from GlobalAny is shorter than that from LocalAny, while it is longer than those from DT and TEN-SnF. Actually, the results on average task processing delay from GlobalAny and TEN-SnF are comparable, but DT provides fixed and the shortest task processing latency. However, as DT drops the requests when the system can not transfer or process them directly and its profit is less than that of GlobalAny significantly. Table 3 shows the results on the average throughput T and computation time. We can see that T increases with A max k and GlobalAny provides the highest T among the algorithms. As for the computation time, GlobalAny is at least onemagnitude faster than DT and TEN-SnF, which verifies that GlobalAny can successfully address the scalability issue of DT and TEN-SnF and operate in an online manner. Moreover, the computation time of GlobalAny keeps steady when A max k increases, while that of TEN-SnF increases with A max k . This is because TEN-SnF invokes more frequent network-expanding operations when A max k is larger, which is time-consuming.
E. SIMULATIONS WITH B4 TOPOLOGY
Finally, we perform simulations with the B4 topology to evaluate the proposed algorithms further. We set A max k = 100 and change V to investigate the impacts of parameter V . VOLUME 6, 2018 FIGURE 9. Impacts of V in B4 topology. 9 shows the time-average profit P and average total queue length Q from GlobalAny, GlobalAny_ILP, and GlobalAny_Ext. We observe that both P and Q increase with V and then converge to fixed values, which show similar trends as those obtained with the EC2 topology. And the performance of GlobalAny on P and Q is close to that of GlobalAny_ILP. It is interesting to see that the profit from GlobalAny_Ext is higher than that from GlobalAny and the Q from GlobalAny_Ext is less than that from GlobalAny. The results verify the effectiveness of the data-transfer acceleration scheme.
We also simulate the algorithms with different A max k . Figs. 10 and 11 show the results on the time-average profit P and average task processing delay D, respectively. It can be seen clearly that the algorithms with the data-transfer acceleration scheme always provide higher profit and shorter delay, when compared with their counterparts without the scheme, especially for GlobalAny_Ext. Table 4 shows the results on the average throughput T and computation time. We observe that GlobalAny and GlobalAny_Ext achieve higher throughput than the other algorithms. When comparing it with GlobalAny, we find that GlobalAny_Ext achieves much higher throughput with just slightly longer computation time. Note that, although the running time does become longer for GlobalAny_Ext, it is still acceptable for realizing online operations.
VII. CONCLUSIONS
This paper investigated the distributed online scheduling for data-oriented tasks in cloud DC systems. By considering the store-and-forward and anycast schemes, we formulated an optimization problem to maximize the time-average profit and then leveraged the Lyapunov optimization techniques to propose an efficient scheduling algorithm, i.e., GlobalAny. We also designed a data-transfer acceleration scheme to reduce the data-transfer latency. Numerical simulations verified that our algorithms can maximize the time-average profit in a distributed online manner. The results also indicated that GlobalAny and GlobalAny_Ext (i.e., GlobalAny with data-transfer acceleration) outperformed several existing algorithms in terms of both time-average profit and computation time.
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