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Abst rac t - -Th is  paper explores ome topological features in order to analyse the consistent region 
in Probabilistic Logic. Using the L1 norm enables us to reduce and stabilize the consistent area 
associated with the probability of a predicate in a set of beliefs. The concept of facts and rules is 
approached as a particular problem. We present he program of the method used and propose an 
application to predicates in first-order logic. A study of the accuracy and the program complexity is 
made and compared to other methods. 
1. INTRODUCTION 
Dealing with uncertain information is a very common task in several artificial intelligence ap- 
plications. The probabilistic logic seems to be quite necessary for manipulating uncertain data 
and rules [1]. One of the early expert systems in AI, which used a technique designed to handle 
uncertain knowledge, was MYCIN [2]. 
Other systems, for instance PROSPECTOR [3], used a Bayesian method to solve many prob- 
lems. A lot of solutions with different interpretations are often encountered in the same problem. 
Thus, to obtain a unique solution, researchers began to investigate some heuristic methods based 
on finding the maximum-entropy probability distribution [4]. 
In this paper, we present a method which enables us to determine and reduce the consistent 
region associated with a set of beliefs. This paper is organized as follows. Section 2 introduces 
theoretical spects like the construction of a probability space and a definition of a metric. In 
Section 3, we introduce the algebraic and geometric interpretation. In Sections 4 and 5, we apply 
the infinite and the L1 norm to first order logic predicates. Section 6 describes the practical 
aspect of the L1 method and its exploitation to the facts and rules concept. We present, in 
Section 7, the programming relative to the L1 method and the results obtained. Sections 8, 9 
and 10 contain the complexity of the program, conclusion and plans for future work. 
2. THEORETICAL ASPECT 
2.1. The Definition of a Probability Space and a Metric 
In any logical order, a predicate can be either true or false, and two sets of possible worlds 
are associated with this predicate. The first set, wx, contains the worlds where the value of 
the predicate is true, and the other, w2, contains the worlds where this value is false. Any 
configuration relative to this predicate must be inside one of these two sets. The stochastic 
idea is provided by imagining that any configuration belongs, respectively, to wl and w2, with 
probability Pl and (1 - Pl). We can define a probability distribution over the sets of possible 
worlds associated with the different sets of possible truth values of the predicates [1]. The axioms 
of a probability measure are all respected: the exclusivity and exhaustivity ofthe possible worlds. 
If S is any predicate in a set of beliefs, the probability of S can be taken as P(S) = ~ P(wi) * 
@,o,(S), where P(wl) is the probability that the actual world wa (configuration) is equal to wi, 
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the characteristic function $ is defined as 
1, 
~',.,(S) = 0, 
if S is true in wi, 
if S is false in wi, 
where i is the index of possible worlds. 
One can define a metric in the Euclidean space R", where n is the number of possible worlds. 
This definition of both a probability and a metric associated with possible worlds gives a geometric 
and algebraic interpretation i  the space of predicates. 
3. THE ALGEBRAIC AND GEOMETRIC INTERPRETATION 
Let B be the set {(3y)P(y), (Vz)[P(z) D Q(z)]}, and let S be the predicate (3z)Q(z). We 
are given probabilities for the predicates in B and want to compute bounds and analyze the 
probability associated with (3z)Q(z). 
We first have to compute the consistent sets of truth values for the predicates by the semantic- 
tree method, as illustrated in Figure 1. We represent predicates and their negations in skolem 
form, I, J and K [5]. The paths corresponding to inconsistent sets of truth values are closed by 
a black circle. 
Root 
P(l) (l) I [ -P(.y) (0) 
- ,  P(x)vQ(x) (1) P(J) r~--, Q(J) (0) -, ~x)vQ(x) (1) 
I i l  J I I 
(1) • 0) (o) 0) (o) 
Q(k') -~Q(z) Q(K) -~q(z) Q(K) -,O(z) 
P(~) n -, QO) 
Figure 1. The binary tree associated with the set of predicates in first-order logic. 
The consistent matrix extracted from the binary tree can be written [ 11o ] 
C-  0 0 1 . 
1 0 1 
4. METHOD BASED ON THE MAXIMUM NORM 
4.1. The Notion of E~reme Vector 
We express, in the space of possible worlds, the extreme vector concept by the fact that the 
norm of any vector w is equal to 1; it can be written 
Ilwlloo = 1, 
which is equivalent to 
max IP(w~)I = 1, Vi E {1,2,3,4,5}. 
However, since ~ P(wi) - 1, we know that if one component of the vector w is equal to 1, the 
others must be 0. Finally, we have obtained 5extreme vectors (according to II" IIoo) corresponding 
to the base of R 5 (the classical Euclidian space). 
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PROPOSITION 4.1.1. The images of extreme vectors by a homomorphism are also extreme, ac- 
cording to the defined norm. 
PROOF. See [6]. II 
Using this proposition, one can deduce the extreme vectors in the space of predicates. They 
are: 
[i] [i] [i] [!] [!] HI  = , ] ' [2 = , Ha  - , I I4  - , ] ' [5  - • 





F igure  2.  The  max imal  Loo cons is tent  reg ion .  
The bounds relative to the predicate (3z)Q(z) are found using geometrical properties as the 
mixed product 
P [(3y) P(y)]  -.I- P [(Vz)[P(z)  2) Q(m)]] - 1 _< P [(3z) Q(z)] _ 1. (1) 
4.2. The Multitudinous Mathematical Solutions 
Many different values are associated with the probability of the predicate (3z)Q(z) in the 
inequation (1). These multitudinous mathematical solutions often have different interpretations, 
especially when the difference between the values is large. This is a problem in many different 
fields like expert systems or other processes based on probabilistic inference [3]. When using the 
L1 norm, it is possible to reduce the set of solutions. We shall see in the next section that the 
manner of reducing this set is very important. The reduction is made uniformly until we obtain a 
fixed set containing only neighbouring solutions. Among these neighbouring solutions the choice 
of an '~ideal" one is much easier. We have seen in [7] that a unique solution is obtained only if 
the consistent matrix is an isometry. Preserving both the probabilistic approach and obtaining 
a unique solution seems to be incompatible but reducing uniformly the set of solutions is quite 
possible, as we discover in the next section. 
5. METHOD BASED ON THE L1 NORM 
AND THE NOTION OF EXTREME VECTOR 
The notion of extreme vector is, according to the L1 metric, that the norm of any possible 
world vector w = (wi) deduced from the example can be written 
i----5 
Ilwllx = Y]~ P(wd. 
i----1 
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PROPOSITION 5.1. Any vector defined in the space of possible worlds is extreme according to 
this norm. 
PROOF. This is due to the fact that any probability vector must satisfy y~ P(wi) = 1. | 
Before giving the method and a solution, we present some topological properties. Let ~P = 
{W -- [P(wl), P(w2) , . . . ,  P(w,0] T / ~ P(wi) = 1 and Vi, P(wi) = Pi >_ 0}. 
LEMMA 5.2. ~ iS the space of possible worlds and it iS a convex and compact set in the Euclidean 
space Sn. 
PROOF. P is convex and closed, because it is the intersection of closed convex sets; it is also 
bounded, because it is contained inside the unity sphere I lwl l~ = 1. | 
THEOREM 5.3. Let U be a linear operator in 1~ n and M = (Mq) its assoc/ated matrix relative 
to the classical base of 11 n. If Y~ Mq = n, Vj [(n - 1) is the number of predicates in the set of 
beliefs], Mq >_ 0, then we can write the following assertions: 
(1) t:(~') C ,,~. 
(2) IIHII  = n Ilwll . 
PROOF. When using the hypothesis of this theorem, one can write: 
i~n j=n j=n i=n jmn 
IIM*  11, -- - = w j ,  
i=l j=l j=l i=1 j=l 
and both of the relations 1 and 2 are proved. | 
PROPOSITION 5.4. The sets ~D, U('I~)/n, U2(~) /n2, . . . ,  Uk(7~)/nk,..., form a decreasing se- 
quence with an intersection D different from 0. 
PROOF. Uk(7>)/n k is a decreasing sequence when applying the previous theorem, so any finite 
intersection of the sequence is different from 0. Now, for all k, Uk is continuous, because it 
is a linear operator in a finite dimension space, thus, Uk(7>)/n k is compact, and N Uk(7>)/n ~ = 
D~O. | 
PROPOSITION 5.5. U(D) "- D and, for each probability vector V E D, U(V) E D. 
PROOF. I fV  E D, for all k _> 0, V E UkCP)/n k, therefore, U(V) E Uk+l(P)/n k, e.g., U(V) E D. 
If W E D, by the definition of D, for all k >_ 0, 3Vk E Uk(P)/n k such that W = U(Vk). As ~ is 
compact, the sequence Vk has at least one adherence value V, then V E D, since Vk E N Ui(7~)/n i 
with i _< k, and the Ui(~)/n i are closed and decreasing. In conclusion, as U(D) C D and 
D C U(D), then U(D) = D. | 
THEOREM 5.6. I f  M(k) = (M~j(k)) is the matrix associated with Uk /n ~, relative to the canonical 
base of R n, then a strictly increasing sequence, kl, t:2, ks, . . .  , of natural numbers exists so that, 
for all i and j, the sequence (Mq(kp)) tends to the limit matrix ~ = (~q), when p tends to 
infinity and L(~) = D, where L is a linear operator associated with the matrix ~ = (l~q). 
PROOF. For all ( i , j ,k),  we can write: 0 _< Mij k ~ link; so, for all (i, j), the sequence (Mq k) 
possesses an adherence value (Bolzano-Weiertrass). So, by setting in order the finite set of indices 
i and j, we can, by n2 extractions of the sequence, find an increasing sequence of natural numbers 
(kp) so that, for all i and j, the sequence (Mq(kp)) tends to ;3 = (C/q) (adherence value) when p 
tends to infinity. For all p ___ 1, we can write, using the definition of L : L(~') C Uk'(7~)/n k" , thus, 
also L(~) C D because Ui(7~)/n i is a decreasing sequence. Let V E D; for any natural number p, 
we can find Vt, E ;v such that V = Uk,(Vt,) /n k, [6]. If W is an adherence value associated with 
the sequence Vk,, we obtain the result by using, for example, the following inequality 
IIuNv .)/, - L(w)II _< _ L(%)II + I LL (%) -  L(W)I I . | 
PROPOSITION 5.7. P is the convex hull relative to {e~}, D is the convex hull relative to {L(ei)}, 
where {ei} is the canonical base associated with R n. 
PROOF. This is due to the fact that L is a linear operator and L(7 >) = D. | 
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6. PRACTICAL  ASPECT 
In this section, we emphasize the solutions provided by the use of this method. The analysis 
of the theoretical results and the determination f the solutions are presented. This method is 
also applied to the problem of facts and rules, considered with their probabilities. 
6.1. The Analysis of  the Theoretical Results 
The original problem is C w = II, where C is the consistent matrix, w is the probability vector 
associated with the possible worlds, II is the vector probability relative to the predicates. Some 
methods using entropy of the distribution w have been used, but they remain approximative and 
subjective. The consistent matrix is 
C= 
[ 110 ] 
0 0 1 . 
1 0 1 
We complete the matrix C by adding other rows, so that the sum of the elements of each column 
will be equal to the number of possible worlds. The new matrix Ca is square and the value of 
each element is positive. 
Ca corresponds to the linear operator U used in Theorem 5.3., and it is as follows: 
Ca = 
[ 110 ] 
0 0 1 . 
1 0 1 
I 1 1 1 1 1 1 2 3 2 3  
The problem becomes C~,*w = IIa = [P[(3y)P(y)], P[(Vz)(P(z) D Q(=)], P[(3z) Q(z)], ,41,,421 r,  
where `4i are the components deduced from the two added rows of the matrix C,. In order to 
find fl = (flij), we have to multiply the square new matrix Ca * l /n  = Ca d (d means division by 
n) by itself p times; the number p of iterations used is the reduction factor of the method. In 
conclusion, we obtain the following diagram 
C ..., Ca _.., c d ..., ---, d -* . . . . - -*  . 
(Cad) P corresponds to the limit matrix fl = (flij) of the topological results; this matrix is asso- 
ciated with the linear operator L. As the approximated limit matrix (cad) p is found, then D is 
obtained by the convex hull (cad)P(ei), where {el} is the canonical base of the vector space. 
6.2. The Determination of the Solutions 
The main results found when using those topological properties are: 
(1) L(P) = D, D is the convex hull associated with {L(e i )} and L is the limit operator, 
(2) D C U(P) /n ,  and 
(3) U(D) = D, D is invariant by the linear operator U. 
Using the relation D C U(7~)/n, one can write 
Vw = {P(wl)} = [P,,P~,i~, ... ,p,]T E D =~ w E U(P___.)) 
n 
which is equivalent to 
3II = [rl, Ir2, ~r3,..., ~r,] r E U(P) such that It = n w, (2) 
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(n is the number of possible worlds or the dimension of the vector space). 
REMARK 6.2.1. The Assertion 2 is the characterization f a reduced consistent region. This 
result enables the expert o choose solutions among a reduced set of predicates vectors. It is easy 
for the expert to choose a solution among a small number of neighbouring solutions. However, 
in [7], we showed that the unique solution for II is obtained only if the operator U is an isometry, 
so the process will stabilize after a certain number of iterations. This remark will oblige searchers 
to try other logics which are not necessarily inherent to a probability measure [8]. 
PROPOSITION 6.2.2. Any point W considered inside D can be written as a convex combination 
associated with L( ei ), 
i=n i=n 
W=~A,L(e i )  subject to E A' = X andVi' A' 6 [O'X]" 
i=1 i=1 
P~OOF. Because {L(ei)} is the set of vectors which generates the convex hull D. II 
PROPOSITION 6.2.3. If one increases the number of multiplications of the matrix (Ca d) by itself 
(the reduction factor of the method), one tends to approach D and, therefore, the image H of 
any vector in D also approaches D. 
PROOF. Because U(D) = D and D is obtained by the limit operator L. II 
6.3. Generalization to Other Topologically Equivalent Norms 
DEFINITION 6.3.1. Two norms NI and N2 defined in a finite dimension space g, are said to be 
topologically equivalent if any open set for N1 is also an open set for N2, and reciprocally [6]. 
This can be written as 
3k > O, such that: Nl(z) < k N2(z) and N2(x) <_ k Ndx), W e g. 
REMARK 6.3.2. The results obtained when using the L1 norm can be preserved when dealing 
with other topologically equivalent norms like the infinite norm or the L2 norm [9]. 
The assertion "The sets P, U(7~)/n, U2(P)/n2,. . . ,  Uk(P) /nk, . . . ,  form a decreasing sequence 
with an intersection D different from 0" is independent of any metric. 
6.4. Facts and Rules 
This method can be used for a set of beliefs containing facts and rules. If we associate the 
probability /'1 and P~, respectively, with the rule R1 and the fact F1, we can compute the 
probability associated with F2 where F2 ¢= RI f) F1. This probability can be written 
P(F2) = f[P(R1), P(F1)], 
where ] is a function associated with the surface of the convex hull and can be computed. This 
method can be generalized to a certain number of facts and rules contained in the knowledge 
base. Let 
~ F1; F~ F, R, R,~ F,+I F,+, } 
B=l-p-[1 - - ; " ' ; - - ;  ; ' " ;  " ; 
P2 Pn Pn+l Pn+m ' Pn+m+l P(n+ra+2) 
be the set of beliefs. We suppose that the probabilities of F/ and Ri are known (1 < i < n), 
(1 < j < m), and want to calculate the probabilities associated with the goals Fn+I and Fn+2. 
This procedure begins by computing the consistent matrix associated with the set 
~F1 F, F,+I } 
B0= ; - - ; . . . ; ~  • 
I Pl P2 pn+ra+l 
This method can be applied to determine the consistent region associated with B0 and, by an 
induction process, one can compute the consistent matrix associated with 
B = Bo u ~-F"+2 } . 
[ P(n+ra+2 
The probability values associated with Fn+t and Fn+2 are not unique. Therefore, in order 
to reduce the number of solutions, the L1 method must be employed with a large number of 
iterations. 
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7. THE PROGRAMMING OF  THE L1 METHOD 
The programming of this method k as easy to define as any iterative proce~ [10]. We choose 
e PASCAL language in the Suntools Environment to treat the case of the example. 
OGRAM L1ConsistentArea ( iuput ,output ) ;  
PUT: £ cons is tent  matr ix  whose e lenents  are the t ru th  values assoc ia ted  with 
'ed icates ,  the number of  i te ra t ions ,  or the reduct ion  fac tor ,  and the convex 
rameters  ~z ,~,~3,~, (~ = land  ~ ~ o). 
~PUT: The matr ix  power, the number of i te ra t ions ,  th i s  matr ix  enables us to  
o t  the convex hu l l  O, and the vector  of  p red icates  U = ~1,~2,~3,~4,~s] a soc ia ted  
th  the f i xed  po in tWED.  
CONST MAX = 100;  
TYPE matr ix  = ar ray  [1. .Max, l . .Max] of rea l ;  
vector  = ar ray  [1..Max] of rea l ;  
VAR p,Worlds,  P red icates ,  I te ra t ions  : in teger ;  
C, Ca, Cad, Power, product  : matr ix;  
Lambda, WorldVector, Pi : vector ;  
PROCEDURE ReadingCons is tentNatr ix ;  
INPUT: The number of p red icates ,  the number of poss ib le  worlds,  the cons is tent  
matr ix  elements and the number of i te ra t ions .  
OUTPUT: The elements indexes of the cons is tent  matr ix .  
VAR I , J  : i n teger ;  
BEGIN 
Write('Please, enter the number of predicates contained in the sot of beliefs ' 
Readln(Predicates); 
Write('the number of possible worlds = '); 
Readln(Worlds); 
Writeln('Would you please, enter the consistent matrix : '); 
FOR I:=1 TO Predicates DO 
FOR J:=l TO Worlds DO 
BEGIN 




Write('The number of iterations corresponding to  the reduction factor 
is = ' ) ;  
Readln(p) ;  
I te ra t ion :=p;  
Wr i te ln ;  
END; {ReadingConsistentMatr ix} 
PROCEDURE PrintConsistentMatrix; 
OUTPUT: Print the elements of the matrix A. 
VAR I , J  : i n teger ;  
BEGIN 
Wri te ln ( 'C  = ' ) ;  
FOR I :=1 TO Pred icates  DO 
BEGIN 





PROCEDURE SquareMatrix(VAR A,B : matrix); 
INPUT: The matrix A corresponding to the consistent matrix. 
OUTPUT: The matr ix  B which conta ins  A, where some rows are added to  A 
such that the sum of the elements of each column is equal to the number 
of possible worlds. 
VAR I, J ,  K : i n teger ;  
R, D, Sum : real; 
BEGIN 
R:= Worlds - Predicates; 
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FOR J:=l TO Worlds DO 
BEGIN 
Sum:= 0.0; 
K:= Predicates + I; 
FOR I:= 1 TO Predicates DO 
Sum:= Sum + A[I,J]; 
D:= Worlds - Sum; 
WHILE K < Worlds DO 
BEGIN 
A[K,J]:= 1; 
K:=K + 1; 
END; 
A[K, J ] := (D - R + 1); 
END; 
FOR J := I TO Worlds DO 
FOR I:= I TO Worlds DO 
B[I,J] := A[I,J3 ; 
END ; {SquareMatrix} 
PROCEDURE PrintSquareMatrix ; 
OUTPUT: Print the elements of the matrix Ca. 
VAR I ,  J : integer; 
BEGIN 
Writeln('Ca = ') ; 
Writeln; 
FOR I:= 1 TO Worlds DO 
BEGIN 
FOE J:= 1 TO Worlds DO 





END ; {PrintSquareMatrix} 
{Storage of the matrix A in B} 
(),,. 
= * . . . *  Ca  d . 
One can, therefore, compute (cad)  p - -  Pk with P0 = /~+1 identity, (cad)o = (Ca d) and 
(cad)i+1 = (c,,d)~, and if bi = 1, then Pi+l = Pi * (cad)i, else Pi + 1 = P,. 
PROCEDURE Division(A : matrix ; VAR B : matrix); 
OUTPUT: The matrix B whose elements correspond to the elements of A divided 
by the number of possible worlds. 
VAR I,J : integer; 
BEGIN 
FOR I:=I TO Worlds DO 
FOR J:=1 TO Worlds DO 
B [I, J] : : A[I, J]/Worlds; 
END; {Division} 
PROCEDURE Beading ; 
OUTPUT: Message relative to the computation of the matrix Cad. 
BEGIN 
Writeln(' ' ,p:8') ; 
Writeln('Computation of the matrix Cad, where p is the number of 
iterations. ' ) ; 
END; {Heading} 
In order to obtain a fast algorithm, the multiplication of the matrix by itself is processed in 
the following manner. If the binary representation of p is equal to bk, . . .  ,b0, this means that: 
p = 2 k bk + 2 (k-l) b(k-D + "'" + 2bl + b0, thus one can write 
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The integers n and pare ,  respectively, the dimension o f the  vectorspaceand the power o f the 
matr~ (Cad). 
PEOCEDURE In i t ia l i ze Ident i ty (V lR  Id : mat r ix ) ;  
OUTPUT: Initialize the matrix power to identity. 
VAE I, J : integer; 
BEGIN 
FOR I:=I TO Worlds DO 
BEGIN 





PROCEDURE PowerIteration(VAE A , B : matrix); 
OUTPUT: The matrix B which corresponds to raising the matrix A to the power p. 
VAR I ,  J ,  K : i n teger ;  
T : mat r ix ;  
BEGIN 
WHILE p>O DO 
IF odd(p) THEN 
BEGIN 
p:= p - i; {B= B * A} 
FOR I:=l TO Worlds DO 
BEGIN 
FOR 3:=I TO Worlds DO 
Li [3]:= B[I,J]; 
FOE J:=l TO Worlds DO 
BEGIN 
B[ I , J ] :=O.O;  
FOR K:=I TO Worlds DO 






p:= p Div 2; {l= A * A and 
FOE I:= I TO Worlds DO 
FOE J:= 1 TO Worlds DO 
T[I,3] := A[I,J] ; T= A 
FOE I:= I TO Worlds DO 
FOR J:= I TO Worlds DO 
BEGIN 
A[I,J]:=O.O; 
FOR K:= I TO Worlds DO 
• A[K . J ] )  ; 
T=A) 
OUTPUT: Print the matrix R. 




Writeln(It erat ion: 3) ; 
Writeln('Cad = '); 
Writeln; 
FOE I:=1 TO Worlds DO 
BEGIN 
FOE J:=l TO Worlds DO 
Write(R[I,J]:lO:3); 




PROCEDURE PrintPowerIteration (R : matrix); 
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Wri te ln ;  
EID; 
Wr i te ln ;  
Wr i te ln ;  
END; {Pr in tPower I te ra t ion}  
PROCEDURE StorageConvexParameters(VAR B : vector ) ;  
INPUT: The convex parameters  whose sum is  equal  to  1. 
OUTPUT: The vector  B conta in ing  the convex parameters .  
VAR I : integer; 
S : real; 
BEGIN 
Wri te ln ( 'Wi l l  you in t roduce ' , (Wor lds  - 1 ) :2 , 'pos i t i ve  convex parameters , ' ) ;  
Wr i te ln ( ' these  parameters  ,mst  be long to  the in terva l  [0 . .1 ] . ' ) ;  
Wr i te ln ( 'The  las t  parameters  i s  deduced by the  fac t  that  the i r  sum is  
equal  1 . ' ) ;  
Wr i te ln ;  
S:= 0.0; 
FOR I:= I TO Worlds - I DO 
BEGIN 
Write('The convex parameter',i:2,' is equal to: '); 
Readln(B [I] ) ; 
S:= S + B[I]; 
END; 
B[Worlds]:= I - S; 
Writeln('the convex parameter',Worlds:3,' is equal to: ',I-S:5:3); 




PROCEDURE MatrixScalarProduct(VAR T : matrix ; L : matrix ; B : vector); 
INPUT: The limit matrix L and the vector containing the convex parameters. 
OUTPUT: The matrix T whose columns are multipl ied by the convex parameters. 
VAR I,J : integer; 
BEGIN 
FOR J:=l TO Worlds DO 
FOR I:=l TO Worlds DO 
T[I, J]:= B[J] * L[I,J]; 
Writeln; 
END; {MatrixScalarProduct} 
PROCEDURE ConvexCombination(T: matrix ; VAR W : vector); 
INPUT: The matrix T corresponding to the limit operator L. 
OUTPUT: The vector W, which is equal to the convex combination of the column 
associated with the matrix T. 
VAR I,J : i n teger ;  
S : real; 
BEGIN 
S:= T[1,1]; 
FOR I:=I TO Worlds DO 
BEGIN 
FOR J:= I TO Worlds - I DO 
S:= S + T[I,J+I3; 
W[I3 := S; 




Writeln('the previous vector is the possible world vector.'); 
Writeln; 
END; {ConvexCombination} 
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PROCEDURE EvaluateProdicate( l  : vector) ;  
IIPtrF: The vector  I corresponding to a pOl l ib le  world which is  4mlide 
the convex hu l l  D. 
OtrFPUT: The inage vector  pred icate  assoc iated with the vector  I .  
VIR I : integer;  
BEGI| 
gr i te ln ( 'The  fol lowing vector  is  the pred icate  vector .  ' ) ;  
griteln; 
FOR 1:=I TO Worlds DO 
BEGI| 
PI [I] : = Worlds , 1 [I] ; 
Write(Pi[I] : 10:3) ; 
EID; 
Write( ' . ' ) ; 




Print Consist entMatrix; 
SquareMatrix (C, Ca) ; 
Pr intSquaregatr ix;  
Division(Ca,Cad) ; 
Heading; 
I n i t ia l  i re  Ident i ty  (Power) ;
PowerIt oration(Cad, Power) ;
Pr intPowerlt  erat  ion (Power) ;
StorageConvexParameters (Lambda) ; 
Natr ixScalarProdnct (Product, Power, Lambda ) ; 
ConvexCombinat ion(Product,  WorldVector) ; 
Evaluat ePredicat e (WorldVector) ; 
END. {LIConsistentlrea} 
8. THE PROGRAM COMPLEXITY  
The study of the program complexity focuses essentially on the analysis of the raising the 
matrix (Ca d) to a certain power. This power is called the reduction factor, because it reduces 
the consistent region. The naive algorithm which consists of multiplying the matrix (C,~)p 
times leads to p matrix multiplications. If processed in this way, one obtains a program whose 
complexity is equal to O(p ns). The program used in this paper is much more efficient because 
the number of matrix multiplications i log 2 p (p > I) and, therefore, the complexity becomes 
equal to O(n s log 2 p). 
However, the complexity associated with the intermediate procedures i insignificant. Other 
approximative methods using entropy of the probability distribution associated with the po~ible 
world vector have been tried. Unfortunately, when the consistent matrix is large, those methods 
become impractical. 
In the next section, we enclose the results obtained from the example. The predicate vector 
obtained is associated with the possible world vector. This last vector is the convex combination 
of the limit matrix (C,d) ~ columns. 
For p = 100, ~1 -" ~2 = ~13 = ~4 "-- 0 ::~ ~15 ---~ 1, one can read the probability vector associated 
with the predicates by considering only the first three dimensions. 
9. OUTPUTS 
Please,  enter  the nuaber of pred icates  contained in the set  of be l ie fs :  3 
The number of poss ib le  worlds = S 













you p lease ,  enter  the  cons is tent  matrix: 
[ I  1]  =1 
[1  2 ]=1 
[1  3 ]=1 
[1 4 ]=0 
[1 s ]=o 
[2  1]=1 
[2  2 ]=0 
C [2 ,  33  =0 
C [2 ,4 ]  = 1 
C [2 ,  5 ]  = 1 
C [3 ,  1 ]  = 1 
C [3,  2 ]  = 1 
C [3 ,  3 ]  =0 
C [3 ,  4 ]  = 1 
C [3 ,  8 ]  =0 
number of i te ra t ions  cor respond ing  to the  reduct ion  fac tor  i s  = 100 
1.000 1.000 1.000 0 .000 0.000 
1.000 0.000 0 .000 1.000 1.000 
1.000 1.000 0 .000 1.000 0.000 
1.000 1.000 1.000 0 .000 0.000 
1.000 0.000 0 .000 1.000 1.000 
1.000 1.000 0 .000 1.000 0.000 
1.000 1.000 1.000 1.000 1.000 
1.000 2.000 3.000 2.000 3.000 
fo l low ing  matr ix  is ca l led  Cad. 
0.2000000 0.2000000 0.2000000 0.0000000 
0.2000000 0.0000000 0.0000000 0.2000000 
0.2000000 0.2000000 0.0000000 0.2000000 
0.2000000 0.2000000 0.2000000 0.2000000 






Computat ion  of the  matr ix  (Cad) 1°°, where 100 i s  the  number of i te ra t ions  
Wi l l  you in t roduce  4 pos i t i ve  convex parameters ,  
These parameters  must be long  to  the  in terva l  [0 . .1 ] .  
The las t  parameter  i s  deduced by the  fac t  that  the i r  sum i s  = 1. 
The convex parameter  1 i s  equa l  to :  0 
the  convex parameter  2 i s  equa l  ¢o: 0 
the  convex parameter  3 i s  equa l  ¢o: 0 
the  convex parameter  4 i s  equa l  ¢o: 0 
the  convex parameter  5 i s  equa l  to :  1.000000000 
0.05882 0.15294 0.08235 0.20000 0.50588 
The prev ious  vector  i s  the  poss ib le  wor ld  vector .  
The fo l loe ing  vector  i s  the  pred icate  vector  assoc ia ted  w i th  the  prev ious  
poss ib le  wor ld  vector .  
0.29412 0.76471 0.41176 1.00000 2.52941. 
CadlOO = 
0.0588235 0.0588235 0.0588235 0.0588235 0.0588235 
0 .1529412 0.1529412 0.1529412 0.1529412 0.1529412 
0 .0823529 0.0823629 0.0823529 0.0823829 0.0823629 
0 .2000000 0.2000000 0.2000000 0.2000000 0.2000000 
0 .5058824 0 .5058824 0 .5058824 0.5058824 0 .5058824 
The consistent region 25 
10. CONCLUSION 
In this paper, we have presented ageneral method to determine the probability associated with 
some added predicates in a set of beliefs. We notice that using the probabilistic approach, one 
can reduce the consistent region associated with the predicates. However, the solution associated 
with the predicate probability is not unique. We have seen that the L1 method is general and 
can be applied to facts and rules. The set of solutions is stabilized after a certain number of 
iterations and the sOlution is unique only if the consistent matrix is an isometry. This last 
condition corresponds to the case where the space of predicates is a probability space [7]. 
Obtaining a unique solution in probabilistic logic seems to be incompatible with the classical 
binary logic. Theorem 5.3. shows that a unique solution is obtained only if the sum of each 
column of the matrix M = (M~j) is equal to 1. This seems to be inappropriate when using a 
binary representation. 
Research must still be done in order to complete the model by adding "some physical con- 
straints" which are absent in the probabilistic approach. These constraints can reduce the conflict 
among all mathematical solutions. 
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