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1. Introduction
The theory of special functions is an old but still lively branch of mathematics, which
has its origins in the works of the great mathematicians of the 18th and 19th century
trying to solve the differential equations of mathematical physics. One of the highlights in
the theory is the introduction of the hypergeometric series
1 +
ab
1 · cz +
a(a+ 1)b(b+ 1)
1 · 2 · c(c+ 1) z
2 +
a(a+ 1)(a+ 2)b(b+ 1)(b+ 2)
1 · 2 · 3 · c(c+ 1)(c+ 2) z
3 + . . .
by Gauss in 1812. It turned out that many special functions can be written in terms of
Gauss’s hypergeometric series or in terms of one of the generalised hypergeometric series.
An example of such a hypergeometric special function is the Jacobi polynomial which
forms a set of orthogonal polynomials, cf. §2. Jacobi polynomials, as many other special
functions of hypergeometric type, satisfy various interesting properties. For the Jacobi
polynomials it was understood in the 1950’s by the work of Gelfand and Sˇapiro, cf. the
references in [56], that some of the properties of the Jacobi polynomials were reflections
of underlying structures given by the complex group SL(2,C), or its real form SU(2), to
which we get back in §2. This is just one of the many examples of a very fruitful relation
between group theory, and in particular representation theory of Lie groups, and special
functions of hypergeometric type, which is still a topic of current research, cf. the survey
by Klimyk [23].
In 1846, 34 years after the introduction of the hypergeometric series by Gauss, Heine
introduced the basic (or q-)hypergeometric series
1 +
(1− qa)(1− qb)
(1− q)(1− qc) z +
(1− qa)(1− qa+1)(1− qb)(1− qb+1)
(1− q)(1− q2)(1− qc)(1− qc+1) z
2 + . . . ,
where the base q is usually looked at as a fixed real number between 0 and 1. The limit
q ↑ 1 of the basic hypergeometric series yields the hypergeometric series.
Although, since its introduction, work was done on q-hypergeometric series and appli-
cations were known in several fields, such as the famous Rogers-Ramanujan identities in
number theory, cf. Andrews [2], progress was much slower than for special functions of
hypergeometric type. The collaboration of Andrews and Askey starting in the mid 1970’s
was the beginning of an outburst of results on q-hypergeometric series and in particular on
various q-hypergeometric orthogonal polynomials. This culminated in the introduction in
their 1985 memoir by Askey and Wilson of a very general four-parameter set of orthogonal
polynomials nowadays known as the Askey-Wilson polynomials.
Until recently there was not much knowledge on possible natural structures on which
the q-hypergeometric series could ‘live’ in a similar fashion as the special functions of
hypergeometric type ‘living’ on certain Lie groups. This problem seems to be solved with
the introduction of quantum groups by Drinfeld [13], Jimbo [20] and Woronowicz [58], [59]
around 1986. Quantum groups are no longer groups, but we consider them as deformations
of the algebra of functions on a group so that the deformed algebra still carries properties
that resemble group actions. More information can be found in the survey papers by
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Koornwinder [31] and Noumi [39], see also Klimyk [23] and Vilenkin and Klimyk [57,
Vol. 3, Ch. 14].
One of the oldest examples of a quantum group is the quantum SU(2) group which is
a quantum group analogue of the compact group SU(2). A first indication of the rela-
tion between q-hypergeometric functions and quantum groups is the interpretation of the
so-called little q-Jacobi polynomials as matrix elements of irreducible unitary representa-
tions of the quantum SU(2) group by Vaksman and Soibelman [52], Masuda et al. [37],
Koornwinder [30]. Since the Askey-Wilson polynomials can be viewed as q-analogues of
the Jacobi polynomials, see the title of the Askey-Wilson memoir [7], it is natural to try
to interpret the Askey-Wilson polynomials on the quantum SU(2) group.
A decisive step in this direction is taken by Koornwinder [33]. In that paper he shows
how to create sufficiently many ‘quantum subgroups’ of the quantum SU(2) group to
get a two-parameter family of Askey-Wilson polynomials as zonal spherical functions.
We get back to this paper in more detail in §5. As follow-ups to Koornwinder’s paper
there is the paper [24] by the author in which a quantum group theoretic derivation of
the Rahman-Verma [46] addition formula for the continuous q-Legendre polynomials is
given and the announcement by Noumi and Mimachi [40], [43] in which they claim the
interpretation of the full four-parameter family of Askey-Wilson polynomials as matrix
elements of irreducible unitary representations of the quantum SU(2) group.
This paper grew out of an attempt to provide the announcements by Noumi and Mi-
machi [40], [43] with full proofs of the sort of proofs given in [24] in which the associated
spherical elements on the quantum SU(2) group are calculated explicitly. The purpose of
this paper is to give a detailed proof of the relation between Askey-Wilson polynomials
and matrix elements of irreducible unitary representations of the quantum SU(2) group
and to present a survey of some known as well as of some seemingly new applications of
this interpretation of the Askey-Wilson polynomials. In this light the current paper may
be viewed as a sequel to Koornwinder’s survey [31].
An alternative to the approach in this paper to q-special functions living on quantum
groups is the approach in which representations of the so-called quantised universal en-
veloping algebra are q-exponentiated to obtain matrix coefficients expressible as q-special
functions. This approach is the analogue of exponentiating a Lie algebra representation
to find a representation of the corresponding Lie group. However, since the alternative
approach uses a q-analogue of the exponential function the matrix coefficients neither end
up on some group nor on a quantum group. Details of this ‘local’ approach can be found
in papers by Floreanini and Vinet [15], Kalnins, Manocha and Miller [21], Zhedanov [60],
see also the references in [15].
There are two other closely related non-compact quantum groups for which the relation
with q-special functions is worked out in some detail. The quantum SU(1, 1) group is
obtained from the quantum SU(2) group by redefining a ∗-operation, which means that
another real form of the quantum SL(2,C) group is chosen. For more information on
the representation theory of the quantum SU(1, 1) group and the corresponding special
functions, which are q-analogues of Jacobi functions, the papers by Masuda et al. [35], [36]
and by Burban and Klimyk [10] may be consulted. The quantum group of plane motions
is obtained from the quantum SU(2) group by a suitable contraction procedure similar
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to the classical case. The representation theory of this quantum group and its connection
with basic Bessel functions is worked out in papers by Vaksman and Korogodski˘ı[51] and
the author [27], [28]. The alternative ‘local’ approach for these quantum groups has also
been developed, cf. Floreanini and Vinet [15] and references therein and Kalnins, Miller
and Mukherjee [22].
The organisation of the paper is as follows. In §2 we consider briefly the representation
theory of the compact Lie group SU(2) and its relation with special functions. We also
discuss the approach to the group case adapted for deformation. In order to make the
paper more self-contained sections 3 and 4 contain some information on q-hypergeometric
orthogonal polynomials and on the quantum SU(2) group. These sections are also used to
fix the notation. Sections 3 and 4 are by no means complete, but they present sufficient
information concerning these subjects to be able to read the rest of the paper. References
to the literature are given as well.
In §5 we elaborate on Koornwinder’s [30] approach to introduce sufficiently many ‘quan-
tum subgroups’ and on the corresponding spherical elements. In §6 we introduce and in-
vestigate generalised matrix elements of the quantum SU(2) group, which are linked to
Askey-Wilson polynomials in §7. In §8 we discuss some known applications of the inter-
pretation of Askey-Wilson polynomials on the quantum SU(2) group, such as addition
formulas for q-Legendre polynomials, quantum spheres and non-negative linearisation co-
efficients for q-Legendre polynomials. The last three sections are concerned with seemingly
new applications. In §9 we consider some discrete orthogonality relations. The relation
between spherical elements and associated spherical elements is studied in §10. Finally, in
§11 we consider the characters of the irreducible unitary representations.
Acknowledgement. I thank George Gasper and especially Mizan Rahman for their help in
checking a large formula in §9. Thanks are also due to Masatoshi Noumi for explaining
the results and ideas of [44], which led to an improvement of the presentation.
2. Representation theory of SU(2)
The representation theory of the compact Lie group SU(2) is the subject of this section.
Its relation with special functions is shortly discussed. The point of view to this group and
its representation theory, which is favourable for the quantum group approach, is given.
This section is of an introductory nature. Complete results on the relation between SU(2)
and special functions can be found in Vilenkin [56, Ch. 4], Vilenkin and Klimyk [57, vol. 1,
Ch. 6]. For more information on Lie groups and their representation theory the reader
may consult Bro¨cker and tom Dieck [9] and Varadarajan [55].
The group
(2.1) SU(2) =
{(
α β
γ δ
)
| αδ − βγ = 1, α¯ = δ, β¯ = −γ
}
is a compact real three-dimensional Lie group of 2× 2 unitary matrices with determinant
1. The group SU(2) is a compact real form of the complex Lie group SL(2,C), the group
of 2 × 2 complex matrices with determinant 1. By Weyl’s unitary trick, cf. [55, § 4.11]
the finite dimensional holomorphic representations of SL(2,C) correspond to the finite
dimensional representations of SU(2).
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By K we denote the diagonal subgroup
K = S(U(1)× U(1)) =
{(
α 0
0 δ
)
| αδ = 1, α¯ = δ
}
⊂ SU(2).
So K is equal to the one-dimensional torus, i.e. the unit circle T in the complex plane
viewed as a commutative one-dimensional group with multiplication given by eiθeiφ =
ei(θ+φ). The characters of this commutative group are given by
ψn
((
α 0
0 δ
))
= αn, n ∈ Z.
For each l ∈ 1
2
Z+ there exists a (2l + 1)-dimensional irreducible unitary representation
tl, i.e. a homomorphism tl:SU(2) → GL(V l) for a (2l + 1)-dimensional vector space V l
such that all operators tl(g) are unitary and that there is no invariant subspace of V l for
all operators tl(g) other than V l and {0}. The restriction to K of tl splits multiplicity-free;
tl|K =
l⊕
n=−l
ψ−2n.
Let {eln | n = −l,−l + 1, . . . , l} be an orthonormal basis for V l such that tl(k)eln =
ψ−2n(k)eln, k ∈ K. The matrix elements SU(2) ∋ g 7→ tln,m(g) = 〈tl(g)elm, eln〉 can be
calculated in terms of Jacobi polynomials
(2.2) P (α,β)n (x) =
(α+ 1)n
n!
2F1
(−n, n+ α+ β + 1
α+ 1
;
1− x
2
)
for α, β ∈ Z+. Here we use the standard notation
2F1
(
a, b
c
; z
)
=
∞∑
k=0
(a)k(b)k
(c)kk!
zk, (a)k =
k−1∏
i=0
(a+ i),
for Gauss’s hypergeometric series 2F1 and for Pochhammer’s symbol (a)k.
The Schur orthogonality relations for the matrix elements are∫
SU(2)
tln,m(g)t
k
i,j(g) dg = δl,kδn,iδm,j(2l + 1)
−1,
where dg denotes the normalised Haar measure on SU(2). For n = i, m = j, these relations
yield the orthogonality relations for the Jacobi polynomials
∫ 1
−1
P
(α,β)
l (x)P
(α,β)
k (x)(1− x)α(1 + x)β dx = 0, l 6= k,
for α, β ∈ Z+.
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Since tl(g) is a unitary matrix for g ∈ SU(2) we have ∑k tlm,k(g)tln,k(g) = δn,m. This
implies the finite discrete orthogonality relation
N∑
x=0
Km(x; p,N)Kn(x; p,N)
(
N
x
)
px(1− p)N−x = δn,m(1− p)np−n
(
N
n
)−1
for the Krawtchouk polynomials
(2.3) Kn(x; p,N) = 2F1
(−n,−x
−N ;
1
p
)
,
where N ∈ Z+, n ∈ {0, 1, . . . , N}, and 0 < p < 1.
The commutative ∗-algebra of matrix elements of finite dimensional unitary representa-
tions of SU(2) is a dense ∗-subalgebra of the C∗-algebra of continuous functions on SU(2).
Moreover, this algebra equals the ∗-algebra P (SU(2)) of polynomials in the coordinate
functions α, β, γ, δ, cf. (2.1), subject to the relations αδ− βγ = 1, α∗ = δ, β∗ = γ, where
the ∗-operator is complex conjugation. This algebra has much more structure, which
stems from the group structure of SU(2). So multiplication, unit and inverse give rise to
the mappings
(
∆p
)
(g, h) = p(gh), ∆:P (SU(2))→ P (SU(2)× SU(2)) ≃ P (SU(2))⊗ P (SU(2)),
ε(p) = p(
(
1 0
0 1
)
), ε:P (SU(2))→ C,(
Sp
)
(g) = p(g−1), S:P (SU(2))→ P (SU(2)).
and with these mappings P (SU(2)) becomes a Hopf ∗-algebra, cf. §4.1 for the definition.
(The reader is invited to check the axioms of a Hopf ∗-algebra in this particular case.)
If we forget about the ∗-structure on the Hopf ∗-algebra P (SU(2)) we can consider
the Hopf algebra P (SU(2)) as the algebra of polynomials in coordinate functions on the
complex group SL(2,C). The ∗-operator determines a real form of SL(2,C) and in this
case we can recover the real group SU(2) from P (SU(2)) by
SU(2) =
{
g ∈ SL(2,C) | p∗(g) = p(g), ∀p ∈ P (SU(2))
}
.
For the matrix elements tln,m of the irreducible unitary representation t
l we get from
tl(gh) = tl(g)tl(h), tl(
(
1 0
0 1
)
) = id, tl(g−1) = tl(g)∗ the identities
∆(tln,m) =
l∑
k=−l
tln,k ⊗ tlk,m, ε(tln,m) = δn,m, S(tln,m) = (tlm,n)∗,
cf. (4.18).
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The Lie algebra su(2) = {X ∈ gl(2,C) | trX = 0, X∗+X = 0} is equal to ihH+bB− b¯C
for h ∈ R, b ∈ C. Here
H =
(
1 0
0 −1
)
, B =
(
0 1
0 0
)
, C =
(
0 0
1 0
)
,
satisfying [H,B] = 2B, [H,C] = −2C, [B,C] = H, span the complexification sl(2,C) of
su(2). The representations tl of SU(2) can be differentiated yielding representations of
the Lie algebra su(2) which in turn can be extended to the whole universal enveloping
algebra of sl(2,C). The universal enveloping algebra U(sl(2,C)) is another example of a
Hopf algebra if we define ∆(1) = 1⊗ 1, ε(1) = 1, S(1) = 1, and
(2.4) ∆(X) = 1⊗X +X ⊗ 1, ε(X) = 0, S(X) = −X, X ∈ sl(2,C),
and by extending ∆, ε as homomorphisms and S as an antihomomorphism. We can
introduce a ∗-operator making U(sl(2,C)) into a Hopf ∗-algebra and such that the ∗-
operator can be used to recover the real Lie algebra su(2) from it. Here the ∗-operator
is defined by H∗ = H, B∗ = C, C∗ = B, satisfying [X∗, Y ∗] = [Y,X ]∗. The ∗-operator
is chosen in such a way that the Lie algebra su(2) consists of the −1-eigenspace of the
∗-operator when restricted to the Lie algebra sl(2,C).
For X ∈ sl(2,C) and p ∈ P (SU(2)) we have the pairing
(2.5) 〈X, p〉 = d
dt
∣∣
t=0
p(exp tX),
by using the exponential function from the Lie algebra sl(2,C) to the Lie group SL(2,C).
This pairing extends to a pairing of U(sl(2,C)) and P (SU(2)) and this pairing makes the
Hopf ∗-algebras U(sl(2,C)) and P (SU(2)) in duality as Hopf ∗-algebras, cf. §4.4. The
relation
tln,m(kθgkψ) = 〈tl(g)tl(kψ)elm, tl(k−θ)eln〉 = e−2imψ−2inθtln,m(g)
for kθ = diag(e
iθ, e−iθ) ∈ K, g ∈ SU(2), can be rephrased as
〈id⊗ iH,∆(tln,m)〉 = −2imtln,m, 〈iH ⊗ id,∆(tln,m)〉 = −2intln,m,
where we use the duality (2.5) in the second, respectively first factor of the tensor product.
If, instead of K, we start with two, possibly different, one-parameter subgroups of SU(2),
such as exp tX and exp tY for X, Y ∈ su(2), then we may try to find matrix elements sln,m
such that
〈id⊗X,∆(sln,m)〉 = −2imsln,m, 〈Y ⊗ id,∆(sln,m)〉 = −2insln,m,
i.e. matrix elements which are relatively right (left) invariant with respect to the one-
parameter subgroup exp tX (exp tY ). However, this does not lead to a different interpre-
tations of Jacobi polynomials, since it is equivalent to an affine transformation of the argu-
ment of the Jacobi polynomials. The underlying reason for this is that all one-parameter
subgroups in SU(2) are conjugated.
In the quantum SU(2) group case this approach leads to interpretations of different
q-analogues of the Jacobi polynomials
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3. Preliminaries on basic hypergeometric orthogonal polynomials
In this section we collect various results on basic hypergeometric orthogonal polynomials
that appear in this paper. Per subsection references to the literature are given. The
reader acquainted with q-hypergeometric series is advised to browse through this section.
The notation follows the book [18] by Gasper and Rahman. See Andrews [2] for more
information concerning applications of q-series.
3.1. Basic hypergeometric series. ([18, Ch. 1]) We consider q ∈ (0, 1) fixed. The
q-shifted factorials are defined by (a; q)k =
∏k−1
i=0 (1− aqi) for a ∈ C, k ∈ Z+. The empty
product corresponding to k = 0 equals 1 by definition. Since the absolute value of q is less
than 1, the limit k → ∞ of any q-shifted factorial (a; q)k exists. This infinite product is
denoted by (a; q)∞. The following abbreviation for q-shifted factorials
(a1, a2, . . . , ar; q)k =
r∏
p=1
(ap; q)k, k ∈ Z+ ∪ {∞}
is standard. Occasionally we use
[
n
k
]
q
= (qn; q−1)k/(q; q)k, n, k ∈ Z+, k ≤ n, as a q-
analogue of the binomial coefficient. Note that (x; q)n is a polynomial of degree n in x and
that (aeiθ, a−iθ; q)n =
∏n
i=0(1− 2aqi cos θ + a2q2i) is a polynomial of degree n in cos θ for
a 6= 0.
Define basic hypergeometric series, or q-hypergeometric series, with upper parameters
a1, . . . , ar+1 and lower parameters b1, . . . , br (r ∈ Z+) of argument z and base q by
(3.1) r+1ϕr
(
a1, . . . , ar+1
b1, . . . , br
; q, z
)
=
∞∑
k=0
(a1, . . . , ar+1; q)k
(b1, . . . , br, q; q)k
zk.
For generic values of the parameters the radius of convergence of this series is 1. In this
paper the q-hypergeometric series (3.1) are terminating series. This is the case if the upper
parameter a1 = q
−n, n ∈ Z+, since (q−n; q)k = 0 for k > n. If one of the lower parameters
is of the form q−N for N ∈ Z+, then we require that there is an upper parameter of
the form q−n for n ∈ {0, . . . , N} in order to have a well-defined q-hypergeometric series.
Here we follow the convention that a r+1ϕr-series with q
−N as both an upper and lower
parameter is considered as a terminating series of degree N .
3.2. Askey-Wilson polynomials. ([7], [18, §7.5]) The Askey-Wilson polynomials are
defined by
pn(cos θ; a, b, c, d | q) = a−n(ab, ac, ad; q)n 4ϕ3
(
q−n, abcdqn−1, aeiθ, a−iθ
ab, ac, ad
; q, q
)
,
cf. Askey and Wilson [7, (1.15)]. The Askey-Wilson polynomial is symmetric in the param-
eters a, b, c and d, cf. [7, p.6]. To stress the fact that Askey-Wilson polynomials generalise
Jacobi polynomials (see the title of Askey-Wilson memoir [7]), we use the notation, cf.
Noumi and Mimachi [40, (4.1)],
(3.2) p(α,β)n (x; s, t | q) = pn(x; q1/2t/s, q1/2+αs/t,−q1/2/(st),−stq1/2+β | q),
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which generalises Rahman’s notation (s = t = 1) for continuous q-Jacobi polynomials, cf.
[7, (4.17)]. With this notation we have, cf. (2.2),
lim
q↑1
p
(α,β)
n (x; s, t | q)
(q; q)n
=(s+ s−1)n(t+ t−1)n
(α+ 1)n
n!
× 2F1
(−n, n+ α+ β + 1
α+ 1
;
s/t− 2 cos θ + t/s
(s+ s−1)(t+ t−1)
)
.
3.3. Orthogonality relations for Askey-Wilson polynomials. ([7], [18, §7.5])
The orthogonality relations for the Askey-Wilson polynomials depend on the values of the
parameters a, b, c and d. First we introduce some notation;
w
(1
2
(z + z−1)
)
=
(z2, z−2; q)∞
(az, a/z, bz, b/z, cz, c/z, dz, d/z; q)∞
,
hn =
(1− qn−1abcd)(q, ab, ac, ad, bc, bd, cd; q)n
(1− q2n−1abcd)(abcd; q)n h0,
h0 =
(abcd; q)∞
(q, ab, ac, ad, bc, bd, cd; q)∞
,
where we suppressed the dependence on a, b, c and d in the notation for w and h. For
z = eiθ we use w(cos θ).
Proposition 3.1. Let a, b, c and d be real and let all the pairwise products of a, b, c and
d be less than 1. Then the Askey-Wilson polynomials pn(x) = pn(x; a, b, c, d | q) satisfy the
orthogonality relations
1
2π
∫ pi
0
pn(cos θ)pm(cos θ)w(cos θ)dθ +
∑
k
pn(xk)pm(xk)wk = δn,mhn.
The points xk are of the form
1
2
(eqk + e−1q−k) for e any of the parameters a, b, c or d
with absolute value greater than 1; the sum is over k ∈ Z+ such that |eqk| > 1 and wk is
the residue of z 7→ w( 12(z + z−1)) at z = eqk minus the residue at z = e−1q−k.
The orthogonality relations remain valid for complex parameters a, b, c and d, if they
occur in conjugate pairs. If all parameters have absolute value less than 1, the Askey-
Wilson orthogonality measure is absolutely continuous.
We use the notation dm(x) = dm(x; a, b, c, d | q) for the normalised orthogonality mea-
sure. So for any polynomial p
(3.3)
∫
R
p(x) dm(x) =
1
h0
( 1
2π
∫ 1
−1
p(x)w(x)
dx√
1− x2 +
∑
k
p(xk)wk
)
.
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3.4. Continuous q-ultraspherical polynomials. ([5], [7, §4], [18, §7.4]) The contin-
uous q-ultraspherical polynomials are special cases of the Askey-Wilson polynomials, but
were already introduced by Rogers in 1894. They are defined by
(3.4) Cn(cos θ; β | q) =
n∑
k=0
(β; q)k(β; q)n−k
(q; q)k(q; q)n−k
ei(n−2k)θ.
The orthogonality relation for the continuous q-ultraspherical polynomials is absolutely
continuous for −1 < β < 1. Up to a normalisation factor the continuous q-ultraspherical
polynomials correspond to Askey-Wilson polynomials with parameters a =
√
β, b =
√
qβ,
c = −√qβ, d = −√β, cf. [7, §4]. There is also a relation between continuous q-
ultraspherical polynomials of base q2 and Askey-Wilson polynomials of base q given by
(3.5) Cn(cos θ; q
1+2α | q2) = (q
1+2α; q)n
(q2+2α, q2; q2)n
p(α,α)n (cos θ; 1, 1 | q),
cf. [7, (4.20), (4.2)], [18, (7.5.34)].
In case β = 0 we call Hn(cos θ | q) = (q; q)nCn(cos θ; 0 | q) the continuous q-Hermite
polynomials, cf. [5, §6]. The three-term recurrence relation for the continuous q-Hermite
polynomials is
(3.6) 2xHn(x | q) = Hn+1(x | q) + (1− qn)Hn−1(x | q).
The corresponding orthogonality relation can be obtained from proposition 3.1 and we get
(3.7)
∫ pi
0
Hn(cos θ | q)Hm(cos θ | q)(e2iθ, e−2iθ; q)∞ dθ = δn,m 2π(q; q)n
(q; q)∞
.
3.5. Little q-Jacobi polynomials. ([3], [18, §7.3]) The little q-Jacobi polynomials
(3.8) pn(x; a, b; q) = 2ϕ1
(
q−n, abqn−1
aq
; q, qx
)
are q-analogues of the Jacobi polynomials. The orthogonality relations are
(3.9)
∞∑
x=0
(bq; q)x
(q; q)x
(aq)xpn(q
x; a, b; q)pm(q
x; a, b; q) = 0, n 6= m,
cf. Andrews and Askey [3, thm. 9]. The little q-Jacobi polynomials can be obtained as a
limit case of the Askey-Wilson polynomials of §3.2, cf. Koornwinder [33, prop. 6.3] and the
orthogonality relations, cf. proposition 3.1, go over into the orthogonality relations (3.9)
for the little q-Jacobi polynomials.
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3.6. q-Hahn polynomials. ([6], [18, §7.2]) The q-Hahn polynomials are defined by, cf.
[18, (7.2.22)],
(3.10) Qn(x) = Qn(x; a, b, N ; q) = 3ϕ2
(
q−n, abqn+1, x
aq, q−N
; q, q
)
for N ∈ Z+ and n ∈ {0, 1, . . . , N}. These polynomials are orthogonal with respect to a
finite discrete measure;
(3.11)
N∑
x=0
Qn(q
−x)Qm(q−x)
(aq; q)x(bq; q)N−x
(q; q)x(q; q)N−x
(aq)−x = 0, n 6= m.
The q-Hahn polynomials are special cases of the more general orthogonal polynomials, the
so-called q-Racah polynomials introduced by Askey and Wilson [6].
3.7. (Dual) q-Krawtchouk polynomials. ([48], [6]) The q-Krawtchouk are defined
by, cf. [48],
Kn(x; q
σ, N ; q) = 3ϕ2
(
q−n, x,−qn−N−σ
q−N , 0
; q, q
)
and these polynomials are orthogonal with respect to a finite discrete measure;
(3.12)
qN+σ
(−qσ; q)N+1
N∑
x=0
(
KnKm
)
(q−x; qσ, N ; q)wx(qσ, N) = δn,m
(
hn(q
σ, N)
)−1
with
wx(q
σ, N) = (−qN+σ)x (q
−N ; q)x
(q; q)x
,
hn(q
σ, N) =
(1 + q2n−N−σ)
(−qn−2N−σ)n
(−q−N−σ , q−N ; q)n
(q,−q1−σ; q)n .
The dual q-Krawtchouk polynomials are obtained from the q-Krawtchouk polynomials by
interchanging the roles of the degree n and argument q−x,
(3.13)
Rn(q
−x − qx−N−σ ; qσ, N ; q) = 3ϕ2
(
q−n, q−x,−qx−N−σ
q−N , 0
; q, q
)
= Kx(q
−n; qσ, N ; q).
The orthogonality relations for the dual q-Krawtchouk polynomials follow from (3.12);
(3.14)
qN+σ
(−qσ; q)N+1
N∑
x=0
(
RnRm
)
(q−x − qx−N−σ ; qσ, N ; q)hx(qσ, N) = δn,m
(
wn(q
σ, N)
)−1
with wn(q
σ, N) and hx(q
σ, N) defined as above. Again both the q-Krawtchouk and dual
q-Krawtchouk polynomials are special cases of the q-Racah polynomials [6].
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4. Preliminaries on the quantum SU(2) group
The necessary tools and definitions concerning the quantum SU(2) group are given in
this section. There is no notational standard on this subject. References to the literature
are given per subsection.
4.1. Hopf ∗-algebras. ([1], [49], [54]) A complex associative algebra A with unit 1 and
multiplication m:A⊗A → A, m: a ⊗ b 7→ ab and unit e:C → A, e: z 7→ z1 is a bialgebra
if there exist algebra homomorphisms ∆:A→ A⊗A, the comultiplication, and ε:A → C,
the counit, satisfying the coassociativity axiom (∆⊗ id) ◦∆ = (id⊗∆) ◦∆ and the counit
axiom (ε ⊗ id) ◦ ∆ = id = (id ⊗ ε) ◦ ∆. A bialgebra A is a Hopf algebra if there exists
a linear map S:A → A, the antipode, satisfying the antipode axiom m ◦ (S ⊗ id) ◦ ∆ =
e ◦ ε = m ◦ (id ⊗ S) ◦ ∆. The antipode S in the Hopf algebra A is unique. Moreover, it
satisfies S(1) = 1, ε ◦ S = ε, S(ab) = S(b)S(a) and ∆ ◦ S = ω ◦ (S ⊗ S) ◦ ∆, where ω
denotes the flip automorphism of A⊗A, ω(a⊗ b) = b⊗ a.
A ∗-operator on an algebra A is an antilinear, antimultiplicative involution, i.e. (λa +
µb)∗ = λ¯a∗ + µ¯b∗, (ab)∗ = b∗a∗, (a∗)∗ = a for λ, µ ∈ C, a, b ∈ A. A Hopf algebra A with a
∗-operator is a Hopf ∗-algebra if (∗ ⊗ ∗) ◦∆ = ∆ ◦ ∗, ε(a∗) = ε(a) for all a ∈ A, and then
it is possible to prove that S ◦ ∗ ◦ S ◦ ∗ = id.
4.2. Quantised algebra of polynomials on SU(2). ([58], [59], [31]) Fix q ∈ (0, 1).
Aq(SU(2)) is the complex unital associative algebra generated by α, β, γ, δ subject to the
relations
(4.1)
αβ = qβα, αγ = qγα, βδ = qδβ, γδ = qδγ,
βγ = γβ, αδ − qβγ = δα − q−1βγ = 1.
The algebra Aq(SU(2)) is an example of a Hopf ∗-algebra. The comultiplication ∆, the
counit ε, the antipode S and the ∗-operator are given on the generators by
∆(α) = α⊗ α+ β ⊗ γ, ∆(β) = α⊗ β + β ⊗ δ,
∆(γ) = γ ⊗ α+ δ ⊗ γ, ∆(δ) = γ ⊗ β + δ ⊗ δ,
(4.2)
ε
(
α β
γ δ
)
=
(
1 0
0 1
)
, S
(
α β
γ δ
)
=
(
δ −q−1β
−qγ α
)
,(4.3)
α∗ = δ, β∗ = −qγ, γ∗ = −q−1β, δ∗ = a.(4.4)
It is possible to identify A1(SU(2)) with the polynomial algebra P (SU(2)), cf. §2, on the
Lie group SU(2).
4.3. Quantised universal enveloping algebra. ([20], [31]) The quantised universal
enveloping algebra Uq(su(2)) is the complex unital associative algebra generated by A, B,
C, D subject to the relations
(4.5) AD = 1 = DA, AB = qBA, AC = q−1CA, BC − CB = A
2 −D2
q − q−1 .
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The algebra Uq(su(2)) is also a Hopf ∗-algebra. The comultiplication, counit, antipode and
∗-operator are defined on the generators by
∆(A) = A⊗A, ∆(B) = A⊗B +B ⊗D,
∆(C) = A⊗ C + C ⊗D, ∆(D) = D ⊗D,
(4.6)
ε(A) = ε(D) = 1, ε(C) = ε(B) = 0,
S(A) = D, S(B) = −q−1B, S(C) = −qC, S(D) = A,
(4.7)
A∗ = A, B∗ = C, C∗ = B, D∗ = D.(4.8)
The element
(4.9) Ω =
q−1A2 + qD2 − 2
(q−1 − q)2 +BC =
qA2 + q−1D2 − 2
(q−1 − q)2 + CB
is the Casimir element of the quantised universal enveloping algebra Uq(su(2)). The
Casimir element is self-adjoint, Ω = Ω∗, and Ω belongs to the centre of Uq(su(2)).
4.4. Duality for Hopf ∗-algebras. ([54], [35]) The Hopf ∗-algebras are in dual-
ity as Hopf ∗-algebras if there exists a doubly non-degenerate pairing 〈·, ·〉:Uq(su(2)) ×
Aq(SU(2))→ C, i.e. 〈X, ξ〉 = 0 for all X ∈ Uq(su(2)), respectively for all ξ ∈ Aq(SU(2)),
implies ξ = 0, respectively X = 0, such that
〈XY, ξ〉 = 〈X ⊗ Y,∆(ξ)〉, 〈X, ξη〉 = 〈∆(X), ξ ⊗ η〉,(4.10)
〈1, ξ〉 = ε(ξ), 〈X, 1〉 = ε(X),(4.11)
〈S(X), ξ〉 = 〈X,S(ξ)〉, 〈X∗, ξ〉 = 〈X,S(ξ)∗〉.(4.12)
The duality can be used to define a left and right action of Uq(su(2)) on Aq(SU(2)).
For X ∈ Uq(su(2)) and ξ ∈ Aq(SU(2)) we define elements X.ξ and ξ.X of Aq(SU(2)) by
(4.13) X.ξ = (id⊗X) ◦∆(ξ), ξ.X = (X ⊗ id) ◦∆(ξ),
where the pairing between Aq(SU(2)) and Uq(su(2)) is used in the second, respectively the
first, part of the tensor product. Using the duality we can rewrite (4.13) as
(4.14) 〈Y,X.ξ〉 = 〈Y X, ξ〉, 〈Y, ξ.X〉 = 〈XY, ξ〉.
If ∆(X) =
∑
(X)X(1) ⊗X(2), then (4.10) implies
(4.15) X.(ξη) =
∑
(X)
(
X(1).ξ
)(
X(2).η
)
, (ξη).X =
∑
(X)
(
ξ.X(1)
)(
η.X(2)
)
.
Using (4.13) and (4.12) we prove
(4.16) X.ξ∗ =
∑
(ξ)
ξ∗(1)〈X, ξ∗(2)〉 =
(∑
(ξ)
ξ(1)〈S(X)∗, ξ(2)〉
)∗
=
(
S(X)∗.ξ
)∗
.
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The explicit duality between Aq(SU(2)) and Uq(su(2)) is given by
(4.17)
〈
A,
(
α β
γ δ
)〉
=
(
q1/2 0
0 q−1/2
)
,
〈
B,
(
α β
γ δ
)〉
=
(
0 1
0 0
)
,
〈
C,
(
α β
γ δ
)〉
=
(
0 0
1 0
)
,
〈
D,
(
α β
γ δ
)〉
=
(
q−1/2 0
0 q1/2
)
.
The duality between the Hopf ∗-algebras Aq(SU(2)) and Uq(su(2)) is completely deter-
mined by (4.17) and (4.10).
4.5. Representation theory. ([58], [52], [37], [30], [31]) A square matrix t = (tn,m)
of elements of the Hopf ∗-algebra Aq(SU(2)) is called a unitary matrix corepresentation if
(4.18) ∆(tn,m) =
∑
k
tn,k ⊗ tk,m, ε(tn,m) = δn,m, S(tn,m) = t∗m,n.
Dropping the prefix unitary means dropping the last requirement of (4.18). Using the du-
ality a unitary matrix corepresentation of Aq(SU(2)) gives a ∗-representation of Uq(su(2))
by
(
t(X)
)
n,m
= 〈X, tn,m〉, for X ∈ Uq(su(2)). There is precisely one irreducible unitary
corepresentation of Aq(SU(2)) in each finite dimension (up to equivalence). The corre-
sponding ∗-representation of Uq(su(2)) can be realised on a (2l+1)-dimensional (l ∈ 12Z+)
vector space with orthonormal basis {eln}, n = −l,−l+1, . . . , l as the matrix representation
tl = (tln,m)n,m=−l,... ,l. The action of the generators is given by
(4.19)
tl(A)eln = q
−neln, t
l(D)eln = q
neln,
tl(B)eln =
√
(q−l+n−1 − ql−n+1)(q−l−n − ql+n)
q−1 − q e
l
n−1
tl(C)eln =
√
(q−l+n − ql−n)(q−l−n−1 − ql+n+1)
q−1 − q e
l
n+1,
where ell+1 = 0 = e
l
−l−1. The action of the Casimir follows from (4.9) and (4.19). Explicitly,
tl(Ω) = q1−2l(1− q2l+1)2/(1− q2)2.
The matrix elements tln,m ∈ Aq(SU(2)) are explicitly known in terms of the generators
α, β, γ and δ, Vaksman and Soibelman [52, prop. 6.6], Masuda et al. [37, thm. 2.8],
Koornwinder [30, thm. 5.3]. These expressions involve little q-Jacobi polynomials;
(4.20)
tln,m = c
l
n,mδ
n+mγn−mpl−k(−q−1βγ), (n ≥ m ≥ −n),
tln,m = c
l
m,nδ
n+mβm−npl−k(−q−1βγ), (m ≥ n ≥ −m),
tln,m = c
l
−n,−mβ
m−nα−m−npl−k(−q2m+2n−1βγ), (−n ≥ m ≥ n),
tln,m = c
l
−m,−nγ
n−mα−m−npl−k(−q2m+2n−1βγ), (−m ≥ n ≥ m),
with pl−k(x) = pl−k(x; q2|n−m|, q2|n+m|; q2), k = max(|n|, |m|), a little q-Jacobi polyno-
mial, cf. (3.8), and the constant is given by
cln,m =
[
l −m
n−m
]1/2
q2
[
l + n
n−m
]1/2
q2
q−(n−m)(l−n).
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4.6. Representations of the Hopf ∗-algebra Aq(SU(2)). ([52], [58], [59]) The irre-
ducible ∗-representations of the Hopf ∗-algebra Aq(SU(2)) have been completely classified,
cf. Vaksman and Soibelman [52, thm. 3.2]. The one-dimensional ∗-representations πθ is
defined by
(4.21) πθ(α) = e
iθ, πθ(β) = 0 = πθ(γ), πθ(δ) = e
−iθ.
Then πθ(t
l
n,m) = δn,me
−2niθ. For λ 6= 0 we also have one-dimensional representations of
Aq(SU(2)) given by
τλ(α) = λ, τλ(β) = 0 = τλ(γ), τλ(δ) = λ
−1.
Note that τλ is a ∗-representation of Aq(SU(2)) if and only if λ = eiθ, or τλ = πθ, for
some θ ∈ [0, 2π). Now τλ(tln,m) = δn,mλ−2n. The counit ε coincides with the special case
τ1 = π0.
Infinite dimensional ∗-representations of the Hopf ∗-algebraAq(SU(2)) act in the Hilbert
space ℓ2(Z+). For an orthonormal basis {fn}n∈Z+ the action of the generators is given by
π∞θ (α)fn =
√
1− q2nfn−1, π∞θ (γ)fn = eiθqnfn,
with the convention f−1 = 0. The operators corresponding to β and δ follow by (4.4)
4.7. Peter-Weyl theorem and Clebsch-Gordan series. ([58], [59], [29], [31]) The
irreducible unitary matrix corepresentations tl of Aq(SU(2)) exhaust the set of irreducible
unitary corepresentations of Aq(SU(2)) up to equivalence. The Peter-Weyl theorem for
the quantum SU(2) group states that the matrix elements tln,m, n,m = −l,−l + 1, . . . , l,
l ∈ 1
2
Z+, form a basis for the underlying linear space of Aq(SU(2)). If we denote by
Alq(SU(2)) the span of the matrix elements tln,m, n,m = −l,−l + 1, . . . , l, then we have
the decomposition
(4.22) Aq(SU(2)) =
⊕
l∈ 1
2
Z+
Alq(SU(2)).
The tensor product of two irreducible matrix corepresentations tl1 ⊗ tl2 is the matrix
corepresentation with matrix elements defined by (tl1 ⊗ tl2)i,n;j,m = tl1i,jtl2n,m for i, j =
−l1, . . . , l1; n,m = −l2, . . . , l2. Using the duality this can be defined equivalently as the
∗-representation of Uq(su(2)) given by X 7→ (tl1 ⊗ tl2)∆(X). The Clebsch-Gordan series
for the quantum SU(2) group states that
tl1 ⊗ tl2 =
l1+l2∑
l=|l1−l2|
⊕ tl,
or in terms of the decomposition (4.22),
(4.23) Al1(SU(2)) · Al2(SU(2)) =
l1+l2∑
l=|l1−l2|
Al(SU(2)).
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4.8. Haar functional and Schur orthogonality relations. ([58], [31]) OnAq(SU(2))
there exists a functional which is an analogue of the invariant integration on SU(2). This
functional, h:Aq(SU(2)) → C, called the Haar functional, is uniquely determined by the
properties
(i) h(1) = 1,
(ii) h(ξ∗ξ) ≥ 0 for all ξ ∈ Aq(SU(2)),
(iii)
(
h⊗ id)(∆(a)) = h(a)1 = (id⊗ h)(∆(a)).
Condition (iii) is the left and right invariance of the Haar functional.
The Schur orthogonality for the matrix elements of the irreducible unitary matrix corep-
resentations of Aq(SU(2)) can be phrased as
(4.24) h
(
(tli,j)
∗tkn,m
)
= δl,kδn,iδm,jq
2(l−i) 1− q2
1− q4l+2 .
5. Koornwinder’s (σ, τ)-spherical elements
In this section we treat the spherical functions on the quantum SU(2) group introduced
by Koornwinder [33] using the concept of infinitesimal invariance. These results are the
basis for the further interpretation of the Askey-Wilson polynomials as generalised matrix
elements.
To discover which elements in the quantised universal enveloping algebra Uq(su(2)) play
the role of Lie algebra like elements we recall that in the universal enveloping algebra
U(sl(2,C)) the Lie algebra elements satisfy, cf. (2.4), ∆(X) = 1 ⊗ X + X ⊗ S(1) for
X ∈ sl(2,C), where 1 satisfies ∆(1) = 1⊗ 1. The elements in Uq(su(2)) satisfying ∆(X) =
X⊗X , which are the so-called group-like elements, are precisely An, n ∈ Z, cf. Masuda et
al. [35, lemma 1(i)]. The Lie algebra sl(2,C) is three-dimensional over C and the elements
in Uq(su(2)) satisfying
∆(X) = An ⊗X +X ⊗ S(An)
span a three-dimensional space if and only if n = 1, cf. [33, lemma 3.1], [43, §1]. Moreover,
the elements satisfying ∆(X) = A⊗X +X ⊗D are in the linear span of B, C and A−D.
For σ ∈ R we define
(5.1) Xσ = iq
1
2B − iq− 12C − q
σ − q−σ
q − q−1 (A−D) ∈ Uq(su(2)).
We also define
(5.2) X∞ = D −A = lim
σ→∞(q
−1 − q)qσXσ = lim
σ→−∞(q − q
−1)q−σXσ.
Using §4.3 it is easy to check that
(5.3) ∆(Xσ) = A⊗Xσ +Xσ ⊗D, S(Xσ) = −Xσ, (XσA)∗ = XσA.
An element ξ ∈ Aq(SU(2)) is a (σ, τ)-spherical element if
(5.4) Xσ.ξ = 0, and ξ.Xτ = 0.
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Theorem 5.1. ([33, prop. 4.7, thm. 5.3]) The space of (σ, τ)-spherical elements in the
Hopf ∗-algebra Aq(SU(2)) is a commutative algebra generated by the element
(5.5)
ρτ,σ =
1
2
(
α2 + δ2 + qγ2 + q−1β2 + i(q−σ − qσ)(qδγ + βα)
− i(q−τ − qτ )(δβ + qγα) + (q−σ − qσ)(q−τ − qτ )βγ)
satisfying ρ∗τ,σ = ρτ,σ, ρτ,σ ∈ A1(SU(2)). The Haar functional on the subalgebra of (σ, τ)-
spherical elements is given by
(5.6) h
(
p(ρτ,σ)
)
=
∫
R
p(x) dm(x; a, b, c, d | q2)
for any polynomial p, where a = −qσ+τ+1, b = −q−σ−τ+1, c = qσ−τ+1, d = q−σ+τ+1 and
dm(x; a, b, c, d | q) denotes the normalised Askey-Wilson measure, cf. (3.3).
Since theorem 5.1 is an important tool in our proof of theorem 7.5, we give the idea of
the proof of theorem 5.1. We start with the observation that the (σ, τ)-spherical elements
form a subalgebra of Aq(SU(2)), cf. proposition 6.4(i). Using the Peter-Weyl theorem it
is possible to prove that the (σ, τ)-spherical elements in Alq(SU(2)) are completely char-
acterised by the kernels of the operators tl(Xσ) and t
l(X∗τ ), cf. the proof of proposition
6.4(ii). Koornwinder explicitly calculates the simplest non-trivial (σ, τ)-spherical element
ρτ,σ by considering the kernels of the operators t
1(Xσ) and t
1(X∗τ ).
By an analysis of the spectrum of the operators tl(Xσ) and t
l(X∗τ ), which is essentially
rephrased in proposition 5.2, it is shown that Alq(SU(2)), l ∈ 12 + Z+, doesn’t contain
(σ, τ)-spherical elements and that Alq(SU(2)), l ∈ Z+, contains a unique, up to a scalar,
(σ, τ)-spherical element, which has to be a polynomial in ρτ,σ. This polynomial is identified
with an Askey-Wilson polynomial with parameters as in theorem 5.1 by identifying the
action of the Casimir operator of Uq(su(2)) with the second order q-difference operator for
the Askey-Wilson polynomials.
This is done as follows. For this polynomial pl(ρτ,σ) ∈ Alq(SU(2)) we have for k ∈ Z by
§4.5 〈AkΩ, pl(ρτ,σ)〉 = q1−2l(1− q2l+1)2(1− q2)−2pl
(
1
2 (q
k+ q−k)
)
, since testing against Ak
is an algebra homomorphism. By rewriting AkΩ as a linear combination of Ak+2, Ak and
Ak−2 modulo Uq(su(2))Xσ +XτUq(su(2)) we see that this expression also equals a linear
combination of pl
(
1
2(q
m+ q−m)
)
, m = k+2, k, k−2. This gives precisely the second order
q-difference equation [7, (5.7)] for the Askey-Wilson polynomials with the parameters as
in theorem 5.1, which has a unique polynomial solution.
Equation (5.6) follows by identifying the Haar functional on the subalgebra of (σ, τ)-
spherical elements with the Askey-Wilson orthogonality measure via the Schur orthogo-
nality relations (4.24).
Proposition 5.2. ([33, thm. 4.3, lemma 4.4]) The self-adjoint operator tl(XσA) has an
orthonormal basis of eigenvectors vl,j(σ) =
∑l
n=−l v
l,j
n (σ)e
l
n corresponding to the eigen-
value
λj(σ) =
q−2j−σ − qσ+2j + qσ − q−σ
q − q−1 , j = −l,−l + 1, . . . , l.
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The coefficients vl,jn (σ) are explicitly known by
vl,jn (σ) =C
l,j(σ)in−lqσ(l−n)q
1
2
(l−n)(l−n−1)
(
(q4l; q−2)l−n
(q2; q2)l−n
)1/2
×Rl−n(q2j−2l − q−2j−2l−2σ; q2σ, 2l; q2),
where Rl−n is a dual q-Krawtchouk polynomial, cf. (3.13), and the constant is given by
Cl,j(σ) = ql+j
[
2l
l − j
]1/2
q2
(
1 + q−4j−2σ
1 + q−2σ
)1/2 (
(−q2−2σ; q2)l−j(−q2+2σ; q2)l+j
)−1/2
.
To sketch the proof of this proposition we observe that the coefficients of an eigenvec-
tor
∑l
n=−l cne
l
n of t
l(XσA) satisfy a three-term recurrence relation by (5.1) and (4.19),
which can be identified with the three-term recurrence relation for the dual q-Krawtchouk
polynomials.
Since the vectors vl,j(σ) are orthonormal in a finite dimensional space, we have the
orthogonality relations
(5.7)
l∑
n=−l
vl,jn (σ)v
l,i
n (σ) = δi,j ,
l∑
i=−l
vl,im (σ)v
l,i
n (σ) = δn,m.
The first part of (5.7) is equivalent to the orthogonality relations (3.12) for the q-Kraw-
tchouk polynomials, and the second part of (5.7) is equivalent to the orthogonality relations
(3.14) for the dual q-Krawtchouk polynomials.
The limit case σ → ∞ of tl(XσA)vl,j(σ) = λj(σ)vl,j(σ) reduces to tl(1 − A2)elj =
(1−q−2j)elj , cf. (5.2), (4.19), because qσ(q−1−q)λj(σ)→ (1−q−2j) and vl,jn (σ)→ il−jδj,n
as σ →∞. The last limit can be established using transformation and summation formulas
for basic hypergeometric series.
6. Generalised matrix elements
In this section we introduce the generalised matrix elements and we derive various
properties of these elements by employing the Hopf ∗-algebra duality between the quantised
polynomial algebra and the quantised universal enveloping algebra. These properties,
especially proposition 6.4, will be crucial in introducing orthogonal polynomials in relation
with these generalised matrix elements.
The vectors vl,j(σ), j = −l,−l+1, . . . , l, of proposition 5.2 give an orthonormal basis for
the representation space of the ∗-representation tl of Uq(su(2)). We define linear functionals
on Uq(su(2)) by
(6.1) ali,j(τ, σ)
(
X
)
= 〈tl(X)vl,j(σ), vl,i(τ)〉, σ, τ ∈ R, i, j = −l,−l + 1, . . . , l,
where the inner product on the right hand side of (6.1) is the inner product of the repre-
sentation space of tl. It follows from proposition 5.2 and §4.5 that
(6.2) ali,j(τ, σ) =
l∑
n,m=−l
vl,jm (σ)v
l,i
n (τ)t
l
n,m ∈ Aq(SU(2)),
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so that we can write ali,j(τ, σ)
(
X
)
= 〈X, ali,j(τ, σ)〉. Note that aln,m(∞,∞) = in−mtln,m.
So the ali,j(τ, σ) are elements of the Hopf ∗-algebra Aq(SU(2)) and we can determine the
action of the comultiplication, antipode and ∗-operator on such an element.
Proposition 6.1. The elements ali,j(τ, σ), σ, τ ∈ R, i, j = −l,−l + 1, . . . , l, l ∈ 12Z+,
defined in (6.1), satisfy
∆
(
ali,j(τ, σ)
)
=
l∑
p=−l
ali,p(τ, µ)⊗ alp,j(µ, σ), ∀µ ∈ R,(6.3)
(
ali,j(τ, σ)
)∗
= S
(
alj,i(σ, τ)
)
, ε
(
ali,j(τ, σ)
)
= 〈vl,j(σ), vl,i(τ)〉.(6.4)
Proof. These statements are proved by testing against appropriate elements. Firstly,
〈X ⊗ Y,∆(ali,j(τ, σ))〉 = 〈XY, ali,j(τ, σ)〉 = 〈tl(X)tl(Y )vl,j(σ), vl,i(τ)〉
=
l∑
p=−l
〈tl(X)vl,p(µ), vl,i(τ)〉〈tl(Y )vl,j(σ), vl,p(µ)〉
=
l∑
p=−l
〈X, ali,p(τ, µ)〉〈Y, alp,j(µ, σ)〉, ∀X, Y ∈ Uq(su(2)),
by developing tl(Y )vl,j(σ) in the basis {vl,p(µ)}p=−l,... ,l, which proves (6.3). The first
statement of (6.4) follows from
〈X, (ali,j(τ, σ))∗〉 = 〈S(X)∗, (ali,j(τ, σ)〉 = 〈tl(S(X)∗)vl,j(σ), vl,i(τ)〉
= 〈tl(S(X))vl,i(τ), vl,j(σ)〉 = 〈S(X), alj,i(σ, τ)〉 = 〈X,S
(
alj,i(σ, τ)
)〉
for arbitrary X ∈ Uq(su(2)). Finally,
ε
(
ali,j(τ, σ)
)
= 〈1, ali,j(τ, σ)〉 = 〈vl,j(σ), vl,i(τ)〉
proves the last statement. 
Proposition 6.1 shows that by taking σ = τ = µ we obtain an irreducible unitary matrix
corepresentation al(σ) =
(
ali,j(σ, σ)
)
i,j
. This motivates to call ali,j(τ, σ) generalised matrix
elements. Of course, al(σ) is equivalent to tl by §4.5, so we can express the matrix elements
in terms of each other, cf. (6.2). But a more general expression holds, which is given in
part (ii) of the following corollary. Corollary 6.2 also gives unitarity properties of the
generalised matrix elements.
Corollary 6.2. (i) The matrix al(σ) =
(
ali,j(σ, σ)
)
i,j=−l,... ,l, l ∈ 12Z+, is an irredicible
(2l + 1)-dimensional unitary matrix corepresentation of the Hopf ∗-algebra Aq(SU(2)).
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(ii) The following connection between generalised matrix elements holds:
ali,j(τ, σ) =
l∑
n,m=−l
〈vl,n(ρ), vl,i(τ)〉〈vl,j(σ), vl,m(µ)〉aln,m(ρ, µ).
(iii) The generalised matrix elements satisfy the ‘unitarity property’
l∑
p=−l
ali,p(τ, µ)
(
alj,p(σ, µ)
)∗
= 〈vl,j(σ), vl,i(τ)〉 =
l∑
p=−l
(
alp,i(µ, τ)
)∗
alp,j(µ, σ).
Proof. Part (i) has been proved. To prove part (ii) we apply (ε⊗ id⊗ε)◦ (∆⊗ id) to (6.3).
Because of the Hopf algebra axiom (ε ⊗ id) ◦∆ = id = (id⊗ ε) ◦∆, cf. §4.1, we see that
the left hand side reduces to ali,j(τ, σ). An application of (6.3) shows that the right hand
side after this mapping yields for arbitrary ρ ∈ R
l∑
p=−l
l∑
r=−l
ε
(
ali,r(τ, ρ)
)
alr,p(ρ, µ)ε
(
alp,j(µ, σ)
)
and (ii) follows from (6.4).
To prove (iii) we apply (id⊗S) to (6.3), and we use the Hopf algebra axiomm◦(id⊗S) =
e◦ε, cf. §4.1. The first equality follows from (6.4). The second equality is proved similiarly
using the map m ◦ (S ⊗ id). 
For the generalised matrix elements we have the relative bi-invariance property
〈(XτA)∗Y XσA, ali,j(τ, σ)〉 = 〈tl(Y )tl(XσA)vl,j(σ), tl(XτA)vl,i(τ)〉
= λj(σ)λi(τ)〈tl(Y )vl,j(σ), vl,i(τ)〉 = λj(σ)λi(τ)〈Y, ali,j(τ, σ)〉, ∀Y ∈ Uq(su(2)),
by proposition 5.2. Using (4.14) we can reformulate this into the following lemma, since
(XτA)
∗ = XτA by (5.3).
Lemma 6.3. The generalised matrix elements ali,j(τ, σ) satisfy the relative bi-invariance
property
(6.5) (XσA).a
l
i,j(τ, σ) = λj(σ) a
l
i,j(τ, σ) and a
l
i,j(τ, σ).(XτA) = λi(τ) a
l
i,j(τ, σ).
Actually, lemma 6.3 is a key observation in determining the generalised matrix elements
explicitly. But instead of determining ali,j(τ, σ) we determine
(6.6) bli,j(τ, σ) = A.a
l
i,j(τ, σ)
explicitly. Since A.tln,m =
∑
p t
l
n,p〈tl(A)elm, elp〉 = q−mtln,m we get from (6.2) the explicit
expression
(6.7) bli,j(τ, σ) =
l∑
n,m=−l
vl,jm (σ)v
l,i
n (τ)q
−mtln,m ∈ Alq(SU(2)) ⊂ Aq(SU(2)).
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Note that A.:Aq(SU(2)) → Aq(SU(2)), ξ 7→ A.ξ is an algebra homomorphism, be-
cause of (4.15) and (4.6). Moreover, this homomorphism is invertible, its inverse being
D.:Aq(SU(2))→ Aq(SU(2)), ξ 7→ D.ξ. Lemma 6.3 can be rewritten as
(6.8) Xσ.b
l
i,j(τ, σ) = λj(σ)D.b
l
i,j(τ, σ) and b
l
i,j(τ, σ).Xτ = λi(τ) b
l
i,j(τ, σ).D.
We have λ0(σ) = λ0(τ) = 0, so that for l ∈ Z bl0,0(τ, σ) is a (σ, τ)-spherical element in the
sense of (5.4).
Proposition 6.4. (i) Let ξ ∈ Aq(SU(2)) be a (σ, τ)-spherical element, cf. (5.4), and let
η ∈ Aq(SU(2)) satisfy
(6.9) Xσ.η = λD.η and η.Xτ = µ η.D.
for λ, µ ∈ C. Then ηξ satisfies (6.9) for the same λ, µ. Moreover, if λ, µ ∈ R, then η∗η is
a (σ, τ)-spherical element.
(ii) If η ∈ Alq(SU(2)) satisfies (6.9) for arbitrary λ, µ ∈ C and η is non-zero, then λ =
λj(σ), µ = λi(τ) for some i, j ∈ {−l,−l + 1, . . . , l} and η is a multiple of bli,j(τ, σ).
Proof. To prove (i) we first consider ηξ, then, by (4.15), (5.3), (6.9), (5.4) and (4.6),
Xσ.(ηξ) = (A.η)(Xσ.ξ) + (Xσ.η)(D.ξ) = λ(D.η)(D.ξ) = λD.(ηξ).
Similarly we prove (ηξ).Xτ = µ (ηξ).D.
To prove the other statement of (i) we proceed as before to obtain
Xσ.(η
∗η) = (A.η∗)(Xσ.η) + (Xσ.η∗)(D.η) = (λ− λ¯)(D.η)∗(D.η),
by (4.16), S(A)∗ = D and S(Xσ)∗ = −Xσ. This yields zero for λ ∈ R. Similarly we prove
(η∗η).Xτ = 0 for real µ.
To prove (ii) we take η of the form
∑l
n,m=−l γn,mt
l
n,m, then η satisfies (6.9) if and only
if
tl(AXσ)
l∑
m=−l
γn,me
l
m = λ
l∑
m=−l
γn,me
l
m, ∀n ∈ {−l,−l + 1, . . . , l}
tl(XτA)
l∑
n=−l
γ¯n,me
l
n = µ¯
l∑
n=−l
γ¯n,me
l
n, ∀m ∈ {−l,−l + 1, . . . , l}
by the Peter-Weyl theorem for Aq(SU(2)), cf. §4.7. The operator tl(XτA) is considered
in proposition 5.2 and the operator tl(AXσ) = t
l(A)tl(XσA)t
l(D) is conjugated to such an
operator. Proposition 5.2 then gives γn,m = cq
−mvl,jm (σ)v
l,i
n (τ) for some non-zero constant
c independent of n and m, and λ = λj(σ), µ = λi(τ). 
In the previous proposition we have shown that the product of two elements can behave
nicely with respect to the identity (6.9). Let us now consider η ∈ Aq(SU(2)) satisfying
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(6.9) and multiply from the left by an arbitrary ξ ∈ Aq(SU(2)). We get similarly as in the
proof of proposition 6.4
Xσ.(ξη) = (A.ξ)(Xσ.η) + (Xσ.ξ)(D.η) =
[
λA.ξ +Xσ.ξ
]
(D.η),
(ξη).Xτ = (ξ.A)(η.Xτ) + (ξ.Xτ)(η.D) =
[
µ ξ.A+ ξ.Xτ
]
(η.D).
So, if ξ satisfies
(6.10)
[
λA.ξ +Xσ.ξ
]
= λ1D.ξ,
[
µ ξ.A+ ξ.Xτ
]
= µ1 ξ.D
for some λ1, µ1 ∈ C, then we get
Xσ.(ξη) = λ1D.(ξη), and (ξη).Xτ = µ1 (ξη).D.
Next we restrict ξ ∈ A1/2q (SU(2)), so that ξ = aα + bβ + cγ + dδ for some complex
constants a, b, c and d. From §4.4 we compute
A.
(
α β
γ δ
)
=
(
q
1
2α q−
1
2 β
q
1
2 γ q−
1
2 δ
)
, B.
(
α β
γ δ
)
=
(
0 α
0 γ
)
, C.
(
α β
γ δ
)
=
(
β 0
δ 0
)
.
The first requirement of (6.10) is rewritten as
(6.11)
[
q1/2λa− q
σ − q−σ
q − q−1 (q
1/2 − q−1/2)a+ iq1/2b− λ1q−1/2a
]
α+
[
q−1/2λb− q
σ − q−σ
q − q−1 (q
−1/2 − q1/2)b− iq−1/2a− λ1q1/2b
]
β+
[
q1/2λc− q
σ − q−σ
q − q−1 (q
1/2 − q−1/2)c+ iq1/2d− λ1q−1/2c
]
γ+
[
q−1/2λd− q
σ − q−σ
q − q−1 (q
−1/2 − q1/2)d− iq−1/2c− λ1q1/2d
]
δ = 0.
Since the matrix elements are linearly independent in the algebra Aq(SU(2)) we see that
each of the terms in square brackets in (6.11) has to be zero, so we get two sets of two
equations in the unknowns a, b, c and d. Or
A
(
a
b
)
=
(
0
0
)
, A
(
c
d
)
=
(
0
0
)
,
where A = A(σ, λ, λ1) is the 2× 2-matrix given by
(6.12) A = A(σ, λ, λ1) =

 q1/2λ− qσ−q−σq−q−1 (q1/2 − q−1/2)− λ1q−1/2, iq1/2
−iq−1/2, q−1/2λ− qσ−q−σq−q−1 (q−1/2 − q1/2)− λ1q1/2

 .
ASKEY-WILSON POLYNOMIALS AND THE QUANTUM SU(2) GROUP 23
There is only a non-trivial solution if the determinant of A equals zero, and this depends
on the choice of λ and λ1. From proposition 6.4(ii) we see that without loss of generality
we may assume that λ = λj(σ) and λ1 = λn(σ) for some j, n ∈ 12Z+. Now detA = 0
if and only if the product of the two diagonal elements equals 1, which means that the
σ-dependence of this product must vanish. This gives n = j ± 12 . We find
(6.13)
A(σ, λj(σ), λj+1/2(σ)) =
(
q−2j−σ−1/2, iq1/2
−iq−1/2, qσ+2j+1/2
)
,
A(σ, λj(σ), λj−1/2(σ)) =
(−q2j+σ−1/2, iq1/2
−iq−1/2, −q1/2−σ−2j
)
.
Note that the matrices in (6.13) only depend on σ + 2j, and that if (x(σ), y(σ))t is in the
kernel of the first matrix with j = 0, then (−x(−σ),−y(−σ))t is in the kernel of the second
matrix of (6.13) with j = 0.
The second requirement of (6.10) leads analogously to
B
(
a
c
)
=
(
0
0
)
, B
(
b
d
)
=
(
0
0
)
,
where Bt = A(τ, µ, µ1). So we only get non-trivial solutions for µ = λi(τ), µ1 = λi±1/2(τ).
A similar remark on the relation between the kernels of the two possible choices for B
holds here as well. This proves the following proposition.
Proposition 6.5. Define elements in A1/2q (SU(2)) by
ατ,σ = q
1/2α− iqσ−1/2β + iqτ+1/2γ + qσ+τ−1/2δ,
βτ,σ = −qσ+1/2α− iq−1/2β − iqσ+τ+1/2γ + qτ−1/2δ,
γτ,σ = −qτ+1/2α+ iqτ+σ−1/2β + iq1/2γ + qσ−1/2δ,
δτ,σ = q
τ+σ+1/2α+ iqτ−1/2β − iqσ+1/2γ + q−1/2δ,
and let η satisfy (6.9) with λ = λj(σ) and µ = λi(τ), then
(i) ατ+2i,σ+2jη satisfies (6.9) with λ = λj−1/2(σ) and µ = λi−1/2(τ),
(ii) βτ+2i,σ+2jη satisfies (6.9) with λ = λj+1/2(σ) and µ = λi−1/2(τ),
(iii) γτ+2i,σ+2jη satisfies (6.9) with λ = λj−1/2(σ) and µ = λi+1/2(τ),
(iv) δτ+2i,σ+2jη satisfies (6.9) with λ = λj+1/2(σ) and µ = λi+1/2(τ).
Remark. The normalisation for the elements A(τ, σ), B(τ, σ), C(τ, σ) and D(τ, σ) has been
chosen such that
1√
(1 + q2σ)(1 + q2τ )
(
ατ,σ, βτ,σ
γτ,σ, δτ,σ
)
= b1/2(τ, σ) =
(
b
1/2
−1/2,−1/2, b
1/2
−1/2,1/2
b
1/2
1/2,−1/2, b
1/2
1/2,1/2
)
.
In particular if we take η = bli,j(τ, σ) we can write each of these products as a sum of
two similar elements by the Clebsch-Gordan series, cf. §4.7. In the extremal cases, i.e.
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l = max{|i|, |j|}, this sum reduces to one element and we get recursion relations. For
instance, if l = i, we obtain
(6.14)
δτ+2l,σ+2mb
l
l,m(τ, σ) = c b
l+1/2
l+1/2,m+1/2(τ, σ),
γτ+2l,σ+2mb
l
l,m(τ, σ) = c b
l+1/2
l+1/2,m−1/2(τ, σ)
for some non-zero constants. These relations can be iterated in several ways. Since the
elements are non-commuting we have to be careful about the ordering in a product. We
stick to the convention that Πkj=0ξk = ξ0ξ1 . . . ξk.
Before giving the explicit expression and the corresponding proof we derive symmetries
for the generalised matrix elements ali,j(τ, σ) enabling us to prove only one case. First
we introduce the algebra map Ψ:Aq(SU(2)) → Aq(SU(2)) defined by interchanging β
and γ. It follows directly from (4.1) that Ψ does preserve the commutation relations.
Moreover, Ψ(tln,m) = t
l
m,n as follows directly from (4.20). This has already been observed
by Koornwinder [30] before knowing the explicit expressions for these matrix elements.
We also introduce the antilinear mapping −:Aq(SU(2)) → Aq(SU(2)) defined by taking
complex conjugates of all coefficients.
Lemma 6.6. The generalised matrix elements ali,j(τ, σ) satisfy the symmetry relations
ali,j(τ, σ) = Ψ
(
(alj,i(σ, τ)
−)
= (al−i,−j(−τ,−σ))−
= Ψ
(
al−j,−i(−σ,−τ)
)
.
Proof. The last relation follows from the first two. The first relation follows from Ψ(tln,m) =
tlm,n and (6.2). The second relation follows from (6.2) and
(6.15) vl,jn (σ) = v
l,−j
n (−σ).
To see that (6.15) is true we first note that Cl,j(σ) = Cl,−j(−σ). Next the transformation
formula, cf. [18, (3.2.3)],
3ϕ2
(
q−n, b, c
d, e
; q, q
)
=
(de/bc; q)n
(e; q)n
(
bc
d
)n
3ϕ2
(
q−n, d/b, d/c
d, de/bc
; q, q
)
yields the identity
Rl−n(q2j−2l−q−2j−2l−2σ; q2σ, 2l; q2) =
(−1)l−nq−2σ(l−n)Rl−n(q−2j−2l − q2j−2l+2σ; q−2σ, 2l; q2),
for the dual q-Krawtchouk polynomial Rl−n in proposition 5.2 and this proves (6.15). 
In the following corollary we only work out one of the many possibilities for one of the
four cases. A similar expression for the other three cases can be be obtained using lemma
6.6 and the observation Ψ(A.ξ) = ξ.A.
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Corollary 6.7. With the notation of proposition 5.2 we have
bll,m(τ, σ) = E
l
m(τ, σ)
l+m−1∏
k=0
δτ+2l−1−k,σ+2m−1−k
×
l−m−1∏
j=0
γτ+l−m−1−j,σ−l+m+1+j ,
with
Elm(τ, σ) = C
l,m(σ)Cl,l(τ)qσ(m−l)q
1
2
(l−m)(l−m−1).
Remark. This corollary has been stated by Noumi and Mimachi in an unpublished an-
nouncement that extends the announcement [40].
Proof. Iteration of (6.14) proves the existence of the product as in the corollary. It re-
mains to determine the constant. For this we apply the one-dimensional ∗-representation
πθ/2 to it and we compare the coefficients of e
−ilθ on both sides. The left hand side
gives Cl,m(σ)Cl,l(τ)q−l and the right hand side follows from proposition 6.5 and we find
Elm(τ, σ)q
−lqσ(l−m)q−
1
2
(l−m)(l−m−1), from which the corollary follows. 
7. Generalised matrix elements and Askey-Wilson polynomials
We have now developed all the necessary ingredients for the interpretation of Askey-
Wilson polynomials on the quantum SU(2) group. In this section we first show that
orthogonal polynomials are of importance in describing generalised matrix elements. Next
these polynomials are explicitly calculated in terms of Askey-Wilson polynomials, giving
a full proof of the theorem announced by Noumi and Mimachi [40, thm. 3], see also [43,
thm. 4].
Theorem 7.1. For fixed i, j ∈ 12Z+ such that i−j ∈ Z, there exists a system of orthogonal
polynomials (pk)k∈Z+ of degree k such that for l ≥ m = max(|i|, |j|), l −m ∈ Z+,
(7.1) bli,j(τ, σ) = b
m
i,j(τ, σ)pl−m(ρτ,σ),
where ρτ,σ ∈ Aq(SU(2)) is the self-adjoint element given in (5.5).
Proof. We first prove that an expression of the form (7.1) exists. Consider for any polyno-
mial sl−m of degree l−m the expression bmi,j(τ, σ)sl−m(ρτ,σ). If we decompose this product
with respect to the decomposition of Aq(SU(2)) in (4.22) we get
(7.2) bmi,j(τ, σ)sl−m(ρτ,σ) =
l∑
k=|2m−l|
bk, bk ∈ Akq(SU(2)),
by the Clebsch-Gordan series (4.23). Now (4.18) implies that fo any X ∈ Uq(su(2)) the
mappings X. and .X preserve Akq (SU(2)). Proposition 6.4(i) shows that the left hand side
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(7.2) satisfies (6.9) with λ = λj(σ) and µ = λi(τ). Consequently, each b
k has to satisfy
(6.9) with λ = λj(σ) and µ = λi(τ). Proposition 6.4(ii) implies that b
k = 0 for k < m and
bk = ckb
k
i,j(τ, σ) for k ≥ m and some constants ck. Hence, (7.2) reduces to
bmi,j(τ, σ)sl−m(ρτ,σ) =
l∑
k=m
ckbki,j(τ, σ).
Since both sides contain the same degree of freedom, (7.1) follows once we know that the
mapping sl−m 7→ bmi,j(τ, σ)sl−m(ρτ,σ) is injective. This can be seen by applying the one-
dimensional ∗-representation πθ of Aq(SU(2)), cf. (4.21), and use of the explicit expression
of bmi,j(τ, σ), cf. (6.7). This proves that an expression as in (7.1) exists.
For l, k ≥ m, l−m, k−m ∈ Z+ we have bli,j(τ, σ) ∈ Alq(SU(2)), bki,j(τ, σ) ∈ Akq (SU(2)),
so that the Schur orthogonality relations for the Haar functional h, cf. (4.24), imply
(7.3) h
((
bli,j(τ, σ)
)∗
bki,j(τ, σ)
)
= δk,lhl, hl > 0.
Now
(
bmi,j(τ, σ)
)∗
bmi,j(τ, σ) = wm(ρτ,σ) for some polynomial wm of degree 2m, by proposition
6.4(i), theorem 5.1 and the Clebsch-Gordan series, cf. (4.23). Hence, (7.3) equals
h
(
p¯l−m(ρτ,σ)pk−m(ρτ,σ)wm(ρτ,σ)
)
= δl,khl, hl > 0,
since we have already established (7.1) for some polynomial and since ρ∗τ,σ = ρτ,σ. Conse-
quently, by theorem 5.1 the polynomials pl−m, l −m ∈ Z+, form a system of orthogonal
polynomials with respect to the moment functional L with moments given by
(7.4) L[xn] =
∫
R
xnwm(x) dm(x; a, b, c, d | q2) <∞,
where dm(x; a, b, c, d | q2) is the measure described in theorem 5.1. 
Remark 7.2. (i) The constant hl in (7.3) can be given explicitly using the Schur orthogo-
nality relations (4.24) and (6.7). This yields
(7.5)
hl =
(1− q2)q2l
1− q4l+2
l∑
m=−l
|vl,jm (σ)|2q−2m
l∑
n=−l
|vl,in (τ)|2q−2n
=
(1− q2)q2l
1− q4l+2 τ
√
q
(
blj,j(σ, σ)
)
τ√q
(
bli,i(τ, τ)
)
=
(1− q2)q2l
1− q4l+2 τ
√
q
(
b
|j|
j,j(σ, σ)
)
rl−|j|
(
(q + q−1)/2
)
τ√q
(
b
|i|
i,i(τ, τ)
)
sl−|i|
(
(q + q−1)/2
)
,
for some polynomials rl−|j| and sl−|i| given by theorem 7.1. Here τ√q is the one-dimensional
representation of Aq(SU(2)) defined in §4.6.
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(ii) Another way of seeing that the polynomials in (7.1) form a set of orthogonal polyno-
mials once the the existence of a polynomial satisfying (7.1) is established, is the following.
Multiply both sides of (7.1) from the right by ρτ,σ to get
bmi,j(τ, σ)pl−m(ρτ,σ)ρτ,σ = b
l
i,j(τ, σ)ρτ,σ =
Al−mbl+1i,j (τ, σ) +Bl−mb
l
i,j(τ, σ) + Cl−mb
l−1
i,j (τ, σ) =
Al−mbmi,j(τ, σ)pl−m+1(ρτ,σ) +Bl−mb
m
i,j(τ, σ)pl−m(ρτ,σ) + Cl−mb
m
i,j(τ, σ)pl−m−1(ρτ,σ),
by the Clebsch-Gordan series, §4.7, and (7.1). Using the injectivity of the map sl−m 7→
bmi,j(τ, σ)sl−m(ρτ,σ) proves that the polynomials satisfy a three-term recurrence relation
implying the orthogonality. See also remark 7.6(i).
In order to be able to identify the the system of orthogonal polynomials described
in theorem 7.1, we have to calculate the polynomial wm. Apply the one-dimensional ∗-
representation πθ/2 to the identity wm(ρτ,σ) =
(
bmi,j(τ, σ)
)∗
bmi,j(τ, σ) to obtain
(7.6) wm(cos θ) =
∣∣πθ/2(bmi,j(τ, σ))∣∣2.
Hence, it is sufficient to calculate πθ/2
(
bmi,j(τ, σ)
)
. These values follow from the following
proposition by taking λ = eiθ/2, cf. §4.6.
Proposition 7.3. For i, j ∈ 1
2
Z+, i− j ∈ Z and m = max(|i|, |j|) we have
(i) In case m = i or −i ≤ j ≤ i
τλ
(
bii,j(τ, σ)
)
= Ci,j(σ)Ci,i(τ)q−iλ−2i(λ2q1+τ−σ; q2)i−j(−λ2q1+τ+σ; q2)i+j .
(ii) In case m = j or −j ≤ i ≤ j
τλ
(
bji,j(τ, σ)
)
= Cj,i(τ)Cj,j(σ)q−jλ−2j(λ2q1+σ−τ ; q2)j−i(−λ2q1+τ+σ; q2)i+j .
(iii) In case m = −i or i ≤ j ≤ −i
τλ
(
b−ii,j(τ, σ)
)
= C−i,−j(−σ)C−i,−i(−τ)qiλ2i(λ2q1−τ+σ; q2)j−i(−λ2q1−τ−σ; q2)−i−j .
(iv) In case m = −j or j ≤ i ≤ −j
τλ
(
b−ji,j (τ, σ)
)
= C−j,−i(−τ)C−j,−j(−σ)qjλ2j(λ2q1−σ+τ ; q2)i−j(−λ2q1−τ−σ; q2)−i−j .
Proof. First we observe that the function τλ
(
bli,j(τ, σ)
)
of λ satisfies the symmetry relations
(7.7)
τλ
(
bli,j(τ, σ)
)
= τλ¯
(
blj,i(σ, τ)
)
= τλ
(
bl−j,−i(−σ,−τ)
)
= τλ¯
(
bl−i,−j(−τ,−σ)
)
.
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This a straightforward consequence of lemma 6.6 and and τλ ◦Ψ = τλ.
By (7.7) it suffices to prove the first statement. Application of τλ to corollary 6.7 gives
τλ
(
bll,m(τ, σ)
)
= Elm(τ, σ)
l+m−1∏
k=0
(qτ+σ+2l+2m−2−2k+1/2λ+ q−1/2λ−1)
×
l−m−1∏
j=0
(−qτ+l−m−1−j+1/2λ+ qσ−l+m+1+j−1/2λ−1)
= Cl,m(σ)Cl,l(τ)q−lλ−2l(λ2q1+τ−σ; q2)l−m(−λ2q1+τ+σ; q2)l+m
and this proves (i). 
Corollary 7.4. A generating function for the dual q-Krawtchouk polynomials is
(7.8)
N∑
n=0
tnqn(N+σ)/2
(q−N ; q)n
(q; q)n
Rn(q
−x − qx−N−σ ; qσ, N ; q)
= (−tq−(N+σ)/2; q)x(tq(σ−N)/2; q)N−x
for N ∈ N, x ∈ {0, . . . , N}.
Remark. This generating function can be obtained from the generating function for the
Askey-Wilson polynomials given by Ismail and Wilson [19, (1.9)], cf. [24, (3.3)] for this
derivation. In [24] the generating function (7.8) is used to prove proposition 7.3 in a special
case.
Proof. Apply the one-dimensional representation τλ to the expression for b
i
i,j(τ, σ) from
(6.7). Since this also equals proposition 7.3(i) we obtain (7.8) with q, N , n, x, and t
replaced by q2, 2i, i− n, i− j and −λ2qτ+2i+1. 
We can now prove the main result of this section in which we relate Askey-Wilson
polynomials to generalised matrix elements. The Askey-Wilson polynomials involve four
continuous parameters. In the following theorem we establish an interpretation of the
Askey-Wilson polynomials with two continuous and two discrete parameters.
Theorem 7.5. For i, j ∈ 12Z+, i− j ∈ Z and l −m ∈ Z+, m = max(|i|, |j|) we have
(i) In case m = i or −i ≤ j ≤ i:
bli,j(τ, σ) = d
l
i,j(τ, σ)b
i
i,j(τ, σ)p
(i−j,i+j)
l−i (ρτ,σ; q
τ , qσ | q2).
(ii) In case m = j or −j ≤ i ≤ j:
bli,j(τ, σ) = d
l
j,i(σ, τ)b
j
i,j(τ, σ)p
(j−i,i+j)
l−j (ρτ,σ; q
σ, qτ | q2).
(iii) In case m = −i or i ≤ j ≤ −i:
bli,j(τ, σ) = d
l
−i,−j(−τ,−σ)b−ii,j(τ, σ)p(j−i,−i−j)l+i (ρτ,σ; q−τ , q−σ | q2).
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(iv) In case m = −j or j ≤ i ≤ −j:
bli,j(τ, σ) = d
l
−j,−i(−σ,−τ)b−ji,j (τ, σ)p(i−j,−i−j)l+j (ρτ,σ; q−σ, q−τ | q2).
Here the constant is given by
dli,j(τ, σ) =
Cl,j(σ)Cl,i(τ)
Ci,j(σ)Ci,i(τ)
qi−l
(q4l; q−2)l−i
.
Proof. The explicit form (7.1) given in theorem 7.1, the symmetry relations of (7.7) and
πθ/2(ρτ,σ) = cos θ being independent of σ, τ show that it suffices to prove the first state-
ment.
From the explicit form of the Askey-Wilson weight measure, cf. proposition 3.1, we
immediately get
(az, a/z; q)rdm(x; a, b, c, d | q) = (ab, ac, ad; q)r
(abcd; q)r
dm(aqr, b, c, d | q)
for r ∈ Z+, x = (z+z−1)/2. A double application shows that for r, s ∈ Z+, x = (z+z−1)/2,
(az, a/z; q)r(dz, d/z; q)sdm(x; a, b, c, d | q) =
(ab, ac; q)r(bd, cd; q)s
(ad; q)r+s
(abcd; q)r+s
dm(aqr, b, c, dqs | q).
Use this in conjuction with (5.6), (7.6), proposition 7.3(i) and (7.4) to find that the looked-
for polynomials are multiples of the Askey-Wilson polynomials
pl−i(ρτ,σ;−qσ+τ+1+2i+2j,−q−σ−τ+1, qσ−τ+1, qτ−σ+1+2i−2j | q2),
which we rewrite using (3.2).
It remains to calculate the constant. We apply the one-dimensional ∗-representation
πθ/2 to both sides of (i), and next we compare the coefficient of e
−ilθ on both sides.
The coefficient of e−ilθ on the left hand side is vl,il (σ)v
l,j
l (τ)q
−l = Cl,j(σ)Cl,i(τ)q−l. The
coefficient of e−i(l−i)θ of pl−i is (q2l+2i+2; q2)l−i = (q4l; q−2)l−i, cf. [7, p.5], so that the
coefficient of e−ilθ on the right hand side equals Ci,j(σ)Ci,i(τ)q−i(q4l; q−2)l−i, from which
we obtain the value for dli,j(τ, σ). 
Remark 7.6. (i) The orthogonal polynomials are determined in theorem 7.5 by explicitly
determining the orthogonality measure for these polynomials as is done in [24] to determine
associated spherical elements. Since there are other characteristics of orthogonal polyno-
mials, theorem 7.5 can also be proved in other ways. We will sketch two other possible
lines of proof.
The first alternative uses the three-term recurrence relation for orthogonal polynomi-
als. Since ρτ,σ ∈ A1q(SU(2)) we obtain from the Clebsch-Gordan series, cf. §4.7, and
proposition 6.4 the relation
(7.9) bli,j(τ, σ)ρτ,σ = Alb
l+1
i,j (τ, σ) +Blb
l
i,j(τ, σ) + Clb
l−1
i,j (τ, σ)
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for certain constants Al, Bl, Cl, cf. the proof of theorem 7.1 and remark 7.2(ii). Applying
the one-dimensional ∗-representation πθ/2 to (7.9) and using (6.7) yields an identity for
trigonometric polynomials from which Al, Bl, Cl ∈ C can be determined explicitly by
comparing the coefficients of ei(l+1)θ, eilθei(l−1)θ. It follows that the polynomials of theorem
7.1 satisfy the recurrence relation
(7.10) cos θpl−m+1(cos θ) = Alpl−m+1(cos θ) +Blpl−m(cos θ) + Clpl−m−1(cos θ)
with initial conditions p−1(cos θ) = 0, p0(cos θ) = 1. From this we can obtain the desired
expression of pl−m in terms of the Askey-Wilson polynomials by identifying (7.10) with
the three-term recurrence relation for the Askey-Wilson polynomials, cf. [7, (1.24)].
The second alternative proof uses the second order q-difference equation for the Askey-
Wilson polynomials as the identifying characteristic. This approach is also used by Koorn-
winder [33] for the (σ, τ)-spherical elements and the proof was sketched in §5. This time
we have to use
〈AkΩ, bli,j(τ, σ)〉 = q1−2l
(1− q2l+1)2
(1− q2)2 〈A
k, bmi,j(τ, σ)〉pl−m
(
(qk + q−k)/2
)
,
where Ω is the Casimir element of Uq(su(2)), cf. (4.9). But 〈Ak, bmi,j(τ, σ)〉 is known by
proposition 7.3, since 〈Ak, ξ〉 = τqk/2(ξ) for all ξ ∈ Aq(SU(2)). By rewriting AkΩ as a linear
combination of Ak+2, Ak, Ak−2 modulo Uq(su(2))(AXs−λj(σ))+(XτA−λi(τ))Uq(su(2)))
and using the relative bi-invariance property (6.8) we get a relation of the form
q1−2l
(1− q2l+1)2
(1− q2)2 〈A
k, bmi,j(τ, σ)〉pl−m
(
(qk + q−k)/2
)
=
1∑
p=−1
Cp〈Ak+2p, bmi,j(τ, σ)〉pl−m
(
(qk+2p + q−k−2p)/2
)
,
where the value of Cp follows from the rewriting of A
kΩ. The resulting identity can be
related to the second order q-difference equation for the Askey-Wilson polynomials, cf.
[7, (5.7)], from which the identification of the pl−m’s with the Askey-Wilson polynomials
follows up to a scalar.
It must be noted that these two alternatives do not use the a priori knowledge of the
explicit form of the Haar functional on (σ, τ)-spherical elements as given in theorem 5.1.
The second alternative is an extension of the method sketched in §5 to arbitrary matrix
elements. It would be instructive to have a proof of the expression of the Haar functional
as in theorem 5.1 without using the explicit expression of the zonal spherical elements in
terms of the Askey-Wilson polynomials.
(ii) The polynomials in theorem 7.5 are identified using the orthogonality measure and the
constant involved is calculated by comparing certain coefficients. So we have not used (7.5),
but the expression in (7.5) is explicitly known by theorem 7.5 and proposition 7.3. On the
other hand, now that we have identified the polynomials as Askey-Wilson polynomials,
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the value of hl can also be read off from proposition 3.1. It is straighforward to check that
these values agree.
Now that we have a full description of the matrix elements bli,j(τ, σ) we can state the
corresponding results on the generalised matrix elements ali,j(τ, σ) defined in (6.1). The
first part of each of the four statements of the following corollary is equivalent to the
theorem announced by Noumi and Mimachi [40, thm. 3], [43, thm. 4].
Corollary 7.7. For i, j ∈ 1
2
Z+, i− j ∈ Z and l−m ∈ Z+, m = max(|i|, |j|) and the same
constant dli,j(τ, σ) as in theorem 7.5 we have
(i) In case m = i or −i ≤ j ≤ i:
ali,j(τ, σ) = d
l
i,j(τ, σ)a
i
i,j(τ, σ)p
(i−j,i+j)
l−i (D.ρτ,σ; q
τ , qσ | q2),
τλ
(
aii,j(τ, σ)
)
= Ci,j(σ)Ci,i(τ)λ−2i(λ2qτ−σ; q2)i−j(−λ2qτ+σ; q2)i+j .
(ii) In case m = j or −j ≤ i ≤ j:
ali,j(τ, σ) = d
l
j,i(σ, τ)a
j
i,j(τ, σ)p
(j−i,i+j)
l−j (D.ρτ,σ; q
σ, qτ | q2),
τλ
(
aji,j(τ, σ)
)
= Cj,i(τ)Cj,j(σ)λ−2j(λ2qσ−τ ; q2)j−i(−λ2qτ+σ; q2)i+j .
(iii) In case m = −i or i ≤ j ≤ −i:
ali,j(τ, σ) = d
l
−i,−j(−τ,−σ)a−ii,j(τ, σ)p(j−i,−i−j)l+i (D.ρτ,σ; q−τ , q−σ | q2),
τλ
(
a−ii,j(τ, σ)
)
= C−i,−j(−σ)C−i,−i(−τ)λ2i(λ2q−τ+σ; q2)j−i(−λ2q−τ−σ; q2)−i−j .
(iv) In case m = −j or j ≤ i ≤ −j:
ali,j(τ, σ) = d
l
−j,−i(−σ,−τ)a−ji,j (τ, σ)p(i−j,−i−j)l+j (D.ρτ,σ; q−σ, q−τ | q2),
τλ
(
a−ji,j (τ, σ)
)
= C−j,−i(−τ)C−j,−j(−σ)λ2j(λ2q−σ+τ ; q2)i−j(−λ2q−τ−σ; q2)−i−j .
Proof. As already remarked, D.bli,j(τ, σ) = a
l
i,j(τ, σ), cf. (6.6). Moreover, D. is an algebra
homomorphism, so the first statements in (i)–(iv) are nothing but theorem 7.5.
To prove the other statements we first observe that from the explicit duality (4.17)
between Aq(SU(2)) and Uq(su(2)) we get
D.α = q−1/2α, D.β = q−1/2β, D.γ = q1/2γ, D.δ = q1/2δ.
Hence, τλ(D.ξ) = τλq−1/2(ξ) for any ξ ∈ Aq(SU(2)) since D. is an algebra homomorphism.
This observation and proposition 7.3 prove the other statements. 
The special case σ, τ → ∞ of corollary 7.7 corresponds precisely to (4.20) if we use
the transition of Askey-Wilson polynomials to the little q-Jacobi polynomials, cf. [33, §6].
Note that the only property of the matrix elements tln,m ∈ Aq(SU(2)) that we have used
in the proofs until now is τλ(t
l
n,m) = δn,mλ
−2n, which can also be replaced by 〈Ak, tln,m〉 =
δn,mq
−nk, cf. (4.19). So we can obtain (4.20) as a special case of corollary 7.7 if we can
determine the minimal elements ami,j(∞,∞), m = max(|i|, |j|), explicitly. This is possible
using (4.19) and the explicit duality given for suitable bases of the underlying linear spaces
of Aq(SU(2)) and Uq(su(2)), cf. Masuda et al. [35, lemma 5].
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8. Some applications
Before giving some new applications of the interpretation of the Askey-Wilson polyno-
mials on the quantum SU(2) group as established in the previous sections we give three
recent applications. These applications concern addition formulas for q-analogues of the
Legendre polynomial, the action of the quantum SU(2) group on quantum spheres and
non-negative linearisation coefficients for products of q-Legendre polynomials. The proof
in §8.3 is somewhat different from the proof given by Koornwinder [34, §7]. For detailed
results and proofs the reader may consult the references cited in the following subsections.
8.1. Addition formulas for q-Legendre polynomials. The group theoretic proof
of the addition formula for Legendre polynomials is a consequence of the classical group
counterpart of (6.3) for i = j = 0, cf. Vilenkin [56, Ch. 3, §4.2], Vilenkin and Klimyk
[57, Vol. 1, §6.6.2]. The addition formula for Legendre polynomials can also be found in
Askey [4, Lecture 4] and Erde´lyi et al. [14, Vol. 2, 10.11(47)]. However in the quantum
group case (6.3) for i = j = 0 does not readily give addition formulas for q-analogues of
the Legendre polynomials, since (6.3) is an identity involving non-commuting variables.
So we have to use representations of Aq(SU(2)), cf. §4.6, to represent (6.3) for i = j = 0
as an identity involving q-special functions with ordinary arguments.
Application of the one-dimensional representation τ√λ⊗τ√ν to (6.3) for i = j = 0 yields
the following addition formula for a two-parameter family of q-Legendre polynomials, cf.
Noumi and Mimachi [40, (4.3)], see also Koelink [24, (3.15)];
(8.1)
(q2; q2)lq
−lp(0,0)l (ξ(λν); q
τ , qσ | q2) = p
(0,0)
l (ξ(λ); q
µ, qτ | q2)p(0,0)l (ξ(ν); qµ, qσ | q2)
(−q2−2µ,−q2+2µ; q2)l
+
l∑
p=1
(1 + q4p+2µ)(q2; q2)l+p(λν)
−p(λqµ−τ ,−λqτ+µ, νqµ−σ,−νqµ+σ ; q2)p
(1 + q2µ)(q2; q2)l−p(−q2−2µ; q2)l−p(−q2+2µ; q2)l+p
× p(p,p)l−p (ξ(λ); qµ, qτ | q2)p(p,p)l−p (ξ(ν); qµ, qσ | q2)
+
l∑
p=1
(1 + q4p−2µ)(q2; q2)l+p(λν)−p(λqτ−µ,−λq−τ−µ, νqσ−µ,−νq−µ−σ ; q2)p
(1 + q−2µ)(q2; q2)l−p(−q2+2µ; q2)l−p(−q2−2µ; q2)l+p
× p(p,p)l−p (ξ(λ); q−µ, q−τ | q2)p(p,p)l−p (ξ(ν); q−µ, q−σ | q2),
with ξ(λ) = 12 (q
−1λ+ qλ−1) by corollary 7.7 and straightforward calculation.
This addition formula is probably not the most general addition formula which can be
derived for the q-Legendre polynomial p
(0,0)
l (x; q
τ , qσ | q2) for two reasons. The first reason
is that the Rahman-Verma addition formula for the continuous q-Legendre polynomial, cf.
[46, (1.24) with a = q1/4] corresponding to the case σ = τ = 0 is not contained in (8.1).
The second reason is that the mapping τ√λ⊗ τ√ν has a very large kernel, so that this map
kills a lot of information contained in (6.3). However, it is possible to obtain the addition
formula for Legendre polynomials in full generality from (8.1) by replacing qτ by t before
letting q ↑ 1.
In case we take σ = τ = µ = 0, i = j = 0 in (6.3) we obtain an identity for continuous q-
ultraspherical polynomials from which it is possible to derive the Rahman-Verma addition
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formula for the continuous q-Legendre polynomial, cf. Koelink [24, §4]. The method
uses one-dimensional representations of the Hopf ∗-algebra Aq(SU(2)), but it also makes
fundamental use of the relative bi-invariance properties, cf. lemma 6.3, to introduce an
extra independent variable.
The first example of an addition formula for q-Legendre polynomials derived using
quantum group techniques is Koornwinder’s [32] addition formula for the little q-Legendre
polynomials. Now we start from (6.3) with i = j = 0 and σ = τ = µ =∞ with the explicit
form of the matrix elements given by (4.20). Application of the infinite dimensional ∗-
representation π∞0 ⊗ π∞0 , cf. §4.6, yields an identity for bounded operators on the Hilbert
space ℓ2(Z+)⊗ˆℓ2(Z+). Letting act the operators on suitable vectors and taking inner
products leads to the addition formula for the little q-Legendre polynomials.
Another way of deriving addition formulas for q-Legendre polynomials starts from corol-
lary 6.2(ii). If we specialise i = j = 0, ρ = µ =∞ and we apply the ∗-representation πθ/2
to the resulting identity, then we get, after a suitable rescaling, the Fourier series
(8.2) p
(0,0)
l (cos θ; q
σ, qτ | q2) = C
l∑
n=−l
vl,0n (σ)v
l,0
n q
−ne−inθ,
for some explicitly known constant C, cf. Koornwinder [33, (5.9)]. Koornwinder [33,
remark 5.4] also announces a generalisation of (8.2) to the corresponding q-ultraspherical
polynomials. To see that (8.2) can be viewed as a q-analogue of the addition formula
for the Legendre polynomials we recall that the vl,0n (σ), cf. proposition 5.2, is given by a
dual q-Krawtchouk polynomial which tends to the Krawtchouk polynomial (2.3) as q ↑ 1.
Now the Krawtchouk polynomial can be rewritten in terms of a Jacobi polynomial, cf.
e.g. Nikiforov and Uvarov [38, §12, §22], and then we obtain the addition formula for the
Legendre polynomials in the limit q ↑ 1.
Another special case of corollary 6.2(ii), namely ρ = µ = τ = ∞, is turned into an
addition formula for the big q-Legendre polynomials by use of an infinite dimensional
∗-representation of Aq(SU(2)), cf. Koelink [25].
8.2. Action on quantum spheres. The Lie group SU(2) acts on the two-dimensional
sphere S2. This can be seen by noting that SU(2) is a double cover of SO(3), the group of
3 × 3 orthogonal matrices with determinant 1, i.e. SU(2)/{±I} ∼= SO(3), and by letting
SO(3) act on S2 in the natural way. We can identify S2 ∼= SU(2)/K with K = S(U(1)×
U(1)) as in §2. So SU(2) also acts on the algebra of functions on S2. Here we consider the
analogue of these actions by letting act Aq(SU(2)) on certain deformed function algebras of
quantum spheres originally introduced by Podles´ [45]. As an alternative for this subsection
there is an action of the quantised universal enveloping algebra Uq(su(2)) on the real two-
dimensional sphere S2, cf. Rideau and Winternitz [47] for details.
Define the subspace Aq,σ(S2) = {ξ ∈ Aq(SU(2)) | Xσ.ξ = 0} of Aq(SU(2)) of right
invariant elements with respect toXσ ∈ Uq(su(2)), cf. (5.1). Applying similar techniques as
in the proof of proposition 6.4(i) we see thatAq,σ(S2) is a ∗-subalgebra ofAq(SU(2)). From
the coassociativity axiom, cf. §4.1, we get (id⊗X.)∆(ξ) = ∆(X.ξ) for any X ∈ Uq(su(2)),
ξ ∈ Aq(SU(2)), cf. (4.13). This implies ∆:Aq,σ(S2)→ Aq(SU(2))⊗Aq,σ(S2).
34 H.T. KOELINK
A left corepresentation of the Hopf ∗-algebra Aq(SU(2)) in a linear space V is a map
L:V → Aq(SU(2))⊗ V such that (id⊗ L) ◦ L = (∆⊗ id) ◦ L and (ε⊗ id) ◦ L = id. If we
choose a basis in a left corepresentation space V , then the matrix elements in Aq(SU(2))
form a matrix corepresentation of Aq(SU(2)), cf. §4.5. The Hopf algebra axioms, cf. §4.1,
imply that we have a left corepresentation in Aq,σ(S2) of the Hopf ∗-algebra Aq(SU(2))
with the left coaction L given by the comultiplication ∆. This is the analogue of the left
regular representation of SU(2) on L2(S2) ∼= L2(SU(2)/K).
It is a consequence of proposition 6.4(ii) that Alq,σ(S2) = Aq,σ(S2) ∩Alq(SU(2)) equals
{0} for l ∈ 12 + Z+ and that Alq,σ(S2) equals the (2l + 1)-dimensional subspace spanned
by bli,0(τ, σ), i = −l,−l + 1, . . . , l, for l ∈ Z+ and for any τ ∈ R ∪ {∞}. So, by §4.5, the
corepresentation of Aq(SU(2)) in Aq,σ(S2) splits multiplicity free as the direct sum of the
finite dimensional matrix corepresentations tl, l ∈ Z+.
Using (id⊗X.)∆(ξ) = ∆(X.ξ) with X = A and (6.3) we get
(8.3) ∆
(
bli,0(τ, σ)
)
=
l∑
p=−l
ali,p(τ, µ)⊗ blp,0(µ, σ),
so that we recover the generalised matrix elements in this realisation of the irreducible
representation of spin l ∈ Z+ where the associated spherical elements play the role of basis
in Aq,σ(S2).
Two seperate cases of (8.3) have been worked out by Noumi and Mimachi before this
interpretation of the Askey-Wilson polynomials on the quantum SU(2) group, namely for
τ = µ = ∞, yielding the associated spherical elements as a basis of Aq,σ(S2) in terms of
big q-Jacobi polynomials with α = β ∈ Z+, cf. [41], and for τ = σ = µ = 0, yielding
the associated spherical elements as a basis of Aq,0(S2) in terms of the continuous q-
ultraspherical polynomials, cf. [42].
So we can view Aq,σ(S2) as the deformed algebra of polynomials on the sphere S2.
It is possible to identify Aq,σ(S2) with one of the quantum 2-spheres of Podles´ [45], cf.
Noumi and Mimachi [43, prop. 2] (without proof) and Dijkhuizen and Koornwinder [11,
§2]. Moreover, each of Podles´’s quantum 2-spheres can be obtained in this way.
8.3. Non-negative linearisation coefficients for q-Legendre polynomials. In this
subsection we consider the linearisation coefficients of products of q-Legendre polynomials
corresponding to the matrix elements al0,0(σ, σ). The linearisation coefficients are shown to
be non-negative as already proved by Koornwinder [34, §7] using the framework of compact
quantum Gelfand pairs. See also Floris [16] and Vainerman [50]. Here we give a somewhat
different proof of this fact using Clebsch-Gordan coefficients.
Let V l be the (2l+1)-dimensional vector space in which the representation tl of Uq(su(2))
acts, then we have for any X ∈ Uq(su(2)), cf. §4.7,
(tl1 ⊗ tl2) ◦∆(X) = C∗
( l1+l2∑
l=|l1−l2|
⊕ tl(X)
)
C
where C:V l1 ⊗ V l2 → ⊕l1+l2l=|l1−l2| V l is a unitary intertwining operator. Its matrix coeffi-
cients with respect to the standard bases are known in terms of q-Hahn polynomials, cf.
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[29]. Here we consider C with respect to the orthonormal basis vl1,j1(σ) ⊗ vl2,j2(σ), j1 =
−l1, . . . , l1, j2 = −l2, . . . , l2 of V l1 ⊗ V l2 and the orthonormal basis vl,j(σ), j = −l, . . . , l,
l = |l1 − l2|, . . . , l1 + l2 of
⊕l1+l2
l=|l1−l2| V
l. Then C becomes a unitary matrix with matrix
coefficients defined by
C: vl1,j1(σ)⊗ vl2,j2(σ) 7→
l1+l2∑
l=|l1−l2|
l∑
j=−l
Cl1,l2,lj1,j2,j(σ)v
l,j(σ).
If we now take l1, l2 ∈ Z+ we see that vl1,0(σ) ⊗ vl2,0(σ) belongs to the kernel of
(tl1 ⊗ tl2)∆(XσA). Since C is an intertwiner we obtain from proposition 5.2
0 =
l1+l2∑
l=|l1−l2|
l∑
j=−l
Cl1,l2,l0,0,j (σ)λj(σ)v
l,j(σ).
Since vl,j(σ) forms a basis and λj(σ) 6= 0 for j 6= 0 we get Cl1,l2,l0,0,j (σ) = 0 for j 6= 0.
Using the intertwining property we obtain
l1+l2∑
l=|l1−l2|
∣∣∣Cl1,l2,l0,0,0 (σ)∣∣∣2〈tl(X)vl,0(σ), vl,0(σ)〉 =
〈((tl1 ⊗ tl2) ◦∆(X))vl1,0(σ)⊗ vl2,0(σ), vl1,0(σ)⊗ vl2,0(σ)〉 =∑
(X)
〈tl1(X(1)vl1,0(σ), vl1,0(σ)〉〈tl2(X(2))vl2,0(σ), vl1,0(σ)〉,
where ∆(X) =
∑
(X)X(1) ⊗ X(2). Using the duality between Aq(SU(2)) and Uq(su(2))
and the notation of §6 we have
l1+l2∑
l=|l1−l2|
∣∣∣Cl1,l2,l0,0,0 (σ)∣∣∣2〈al0,0(σ, σ), X〉 = 〈al10,0(σ, σ)al20,0(σ, σ), X〉.
Apply the one-dimensional representation τeiθ/2q1/2 to the resulting identity in Aq(SU(2))
and use corollary 7.7 to find
(8.4)
p
(0,0)
l1
(cos θ; qσ, qσ | q2)p(0,0)l2 (cos θ; qσ, qσ | q2) =
l1+l2∑
l=|l1−l2|
cl(l1, l2)p
(0,0)
l (cos θ; q
σ, qσ | q2)
with non-negative coefficients cl(l1, l2) ≥ 0. This also remains valid for the little q-Legendre
polynomials corresponding to σ = ∞, but then we also have an explicit formula for the
linearisation coefficient in terms of the square of a certain q-Hahn polynomial, since the
Clebsch-Gordan coefficient is explicitly known in that case, cf. [29].
The linearisation coefficients in (8.4) for σ = 0, corresponding to the continuous q-
ultraspherical polynomials, were explicitly given by Rogers in 1894, cf. [5, (4.18)], [7,
(4.8)], [18, §8.5], and non-negativity can be read off from that expression.
Finally, we note that Aq(SU(2)) and the ∗-invariant coideal J of Uq(su(2)) generated
by XσA is a compact quantum Gelfand pair in the sense of Floris [16] and Koornwinder
[34, §5].
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9. Discrete orthogonality relations
In this section we translate some of the unitarity properties of the generalised matrix
elements ali,j(τ, σ), cf. corollary 6.2(iii), into identities for q-special functions. We obtain
a formula for dual q-Krawtchouk polynomials which contains as special cases the generat-
ing function (7.8) and the Poisson kernel for the dual q-Krawtchouk polynomials and the
orthogonality relations for q-Krawtchouk polynomials. Discrete orthogonality relations for
certain functions extending the orthogonality relations for the dual q-Krawtchouk polyno-
mials are also obtained.
Proposition 9.1. For l ∈ 1
2
Z+, i, j = −l,−l + 1, . . . , l we have
τλ
(
ali,j(τ, σ)
)
=(−1)l−iCl,j(σ)Cl,i(τ)q(l−i)(l−i−1)q(σ−τ)(l−i)λ−2i(λ−2qτ−σ+2−2l+2i; q2)l−i
× (λ2qτ−σ+2i−2l; q2)l−j (−λ
2qτ+σ; q2)∞
(−λ2qτ+σ+2i+2j ; q2)∞
× 4ϕ3
(
q−2(l−i), q−2(l−j),−q2τ−2l+2i,−q−2σ−2l−2j
q−4l, q2−σ+τ−2l+2iλ−2, qτ−σ−2l+2iλ2
; q2, q2
)
.
Proof. We have to show that each of the four expressions in corollary 7.7 can be rewritten
in this form. In the cases (i) and (ii) of corollary 7.7 we rewrite the terminating 4ϕ3-series
of the Askey-Wilson polynomial by reversing the series summation. So we use, cf. [18,
ex. 1.4.(ii)]
4ϕ3
(
q−n, abcdqn−1, az, a/z
ab, ac, ad
; q, q
)
=(9.1)
(abcdqn−1, az, a/z; q)n
(ab, ac, ad; q)n
(−1)nq− 12n(n−1)4ϕ3
(
q−n, q1−n/(ab), q1−n/(ac), q1−n/(ad)
q2−2n/(abcd), q1−n/(az), q1−nz/a
; q, q
)
,
with q replaced by q2. In case (i) we use (9.1) with a = q1+σ−τ and in case (ii) we
use (9.1) with a = q1+σ−τ+2j−2i. The values of the other parameters in the Askey-
Wilson polynomials follow from corollary 7.7 and (3.2). Note that we use the symmetry
of the Askey-Wilson polynomials in its four parameters. The complete expression of the
proposition follows by a straightforward calculation.
In case (iii) and (iv) we use (9.1) as well. In case (iii) we take a = −q1+σ+τ and in
case (iv) we take a = −q1−σ−τ−2i−2j . The resulting 4ϕ3-series are not of the form as in
the proposition, but they are transformed to it by use of Sears’s transformation, cf. [18,
(2.10.4)],
(9.2) 4ϕ3
(
q−n, a, b, c
d, e, f
; q, q
)
= an
(e/a, f/a; q)n
(e, f ; q)n
4ϕ3
(
q−n, a, d/b, d/c
d, aq1−n/e, aq1−n/f
; q, q
)
,
where abc = defqn−1. The observation Cl,−j(−σ) = Cl,j(σ) and a straightforward calcu-
lation prove the correctness of the factor in front of the 4ϕ3-series in the proposition. 
Remark. Proposition 9.1 can also be proved from rewriting case (i) of corollary 7.7 as in
the proof given above and then using the symmetry relations of lemma 6.6, or (7.7), for
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the other cases. However, we still have to use transformations for 4ϕ3-series to obtain
proposition 9.1 in full generality.
Two applications of proposition 9.1 are given in the rest of this section. First we derive a
formula for dual q-Krawtchouk polynomials, from which we can obtain some special cases.
Proposition 9.2. For N ∈ Z+, i, j ∈ {0, 1, . . . , N}, σ, τ ∈ R we have
N∑
n=0
q
1
2
n(σ+τ)q
1
2
n(n−1) (q
N ; q−1)n
(q; q)n
tnRn(q
−j − qj−N−σ ; qσ, N ; q)Rn(q−i − qi−N−τ ; qτ , N ; q)
= (−1)iq 12 i(i−1)q 12 i(σ−τ)ti(t−1q 12 (σ−τ)+1−i; q)i(tq 12 (τ−σ)−i; q)j (−tq
1
2
(τ+σ); q)∞
(−tq 12 (τ+σ)+N−i−j ; q)∞
× 4ϕ3
(
q−i, q−j,−qτ−i,−qj−N−σ
q−N , t−1q
1
2
(τ−σ)+1−i, tq
1
2
(τ−σ)−i ; q, q
)
.
Proof. Apply the one-dimensional representation τλ to (6.2) and use proposition 9.1 to
rewrite the left hand side as a 4ϕ3-series. Then use the explicit value for v
l,j
n (σ) of propo-
sition 5.2 and replace q2, l − j, l − i, l − n, 2l, λ2 by q, j, i, n, N , t to obtain the
proposition. 
Remark. Proposition 9.2 can also be proved analytically as follows. Use for the dual q-
Krawtchouk polynomials the 2ϕ1-series representation which can be obtained from [18,
(III.7)]. Interchange the summations and note that the summation over n from 0 to N
can be summed by the q-binomial formula [18, (II.4)]. Write the resulting double sum as
a sum with a terminating balanced 3ϕ2-series in the summand. Using the q-Saalschu¨tz
summation formula [18, (II.12)] we obtain a 4ϕ3-series, which can be transformed using
Sears’s transformation formula (9.2) to get a 4ϕ3-series as in the right hand side of propo-
sition 9.2. I thank Mizan Rahman for providing me with this analytic proof of proposition
9.2.
Let us note some special cases of proposition 9.2. Firstly, take i = 0, so that one of the
dual q-Krawtchouk polynomials and the 4ϕ3-series reduce to 1. We obtain the generating
function (7.8) for the dual q-Krawtchouk polynomials as a special case of proposition 9.2.
Secondly, take σ = τ , t = 1 and note that
(q1−i; q)i(q−i; q)j 4ϕ3
(
q−i, q−j ,−qσ−i,−qj−N−σ
q−N , q1−i, q−i
; q, q
)
=
min(i,j)∑
p=0
(q−i, q−j ,−qσ−i,−qj−N−σ ; q)p
(q−N , q; q)p
qp(q1−i+p; q)i−p(qp−i; q)j−p
= δi,j
(q−i, q−i,−qσ−i,−qi−N−σ; q)i
(q−N , q; q)i
qi,
since (q1−i+p; q)i−p = δi,p and (qp−i; q)j−p = 0 for j > i. We obtain the orthogonality
relations for the q-Krawtchouk polynomials, cf. (3.12), as a special case of proposition
38 H.T. KOELINK
9.2. Finally, note that if we only specialise σ = τ in proposition 9.2, we obtain a Poisson
kernel for the dual q-Krawtchouk polynomials. The Poisson kernel is a special case of
the Gasper-Rahman formula for the Poisson kernel for the q-Racah polynomials, cf. [17,
(3.11)], [18, (8.7.13), but introduce a factor (q; q)s in the denominator]. This calculation is
far from trivial and I thank George Gasper and especially Mizan Rahman for making this
identification precise. Note that for σ 6= τ proposition 9.2 does not fit into the Gasper-
Rahman Poisson kernel.
As another application of proposition 9.1 we rewrite the orthogonality relations of corol-
lary 6.2(iii) for σ = τ in terms of the 4ϕ3-series derived in proposition 9.1. Unfortunately,
the orthogonality relations we find are not the orthogonality relations for the q-Racah
polynomials [6], but orthogonality relations for the function
(9.3)
rn(q
p; σ, τ, eiθ, N ; q) =(eiθq
1
2
(τ−σ)−n; q)p(−eiθq 12 (τ+σ)−n; q)N−p
× 4ϕ3
(
q−n, q−p,−qτ−n,−qp−N−σ
q−N , q1+
1
2
(τ−σ)−ne−iθ, q
1
2
(τ−σ)−neiθ
; q, q
)
for N ∈ Z+, n, p ∈ {0, 1, . . . , N}, σ, τ ∈ R. Use (a; q)p = (a; q)∞/(aqp; q)∞ to see that rn
is indeed a function of qp. The dual q-Krawtchouk polynomial (3.13) can be obtained as
a special case by letting τ →∞ in (9.3).
As already stated these orthogonality relations do not correspond to the orthogonality
relations for the q-Racah polynomials. It is known that in the special case σ = τ =∞ the
discrete orthogonality relations for the so-called quantum q-Krawtchouk polynomials can
be obtained in this way, cf. Koornwinder [30, §6]. This result is extended to the special
case σ = ∞ by Noumi and Mimachi, cf. [44, §4], from which the discrete orthogonality
relations of the (dual) q-Hahn polynomials, cf. §3.6, can be obtained. These derivations
take place on the non-commutative level, in the algebra Aq(SU(2)) in case σ = τ = ∞
and in an extension of the algebra Aq(SU(2)) in case σ = ∞. It might be possible that
the orthogonality relations for the q-Racah polynomials can be obtained in a still larger
extension of Aq(SU(2)) in a way similar as in Noumi and Mimachi [44]. I thank Masatoshi
Noumi for explaining the ideas and backgrounds of [44] to me.
Proposition 9.3. The function rn(q
p) = rn(q
p; σ, τ, eiθ, N ; q) satisfies the following dis-
crete orthogonality relations;
(9.4)
N∑
p=0
rn(q
p)rm(qp)
(1 + q2p−N−σ)
(−qp−2N−σ)p
(q−N ,−q−N−σ ; q)p
(q,−q1−σ; q)p = δn,mh
−1
n
where
hn =(−q2N−σ+1)n q
2N+σ+τ (1 + q2n−N−τ )(q−N ,−q−N−τ ; q)n
(−qτ ,−qσ; q)N+1(q,−q1−τ ; q)n
× (q
1
2
(σ−τ)eiθ, q
1
2
(σ−τ)e−iθ; q)n
(−q1− 12 (τ+σ)eiθ,−q1− 12 (τ+σ)e−iθ; q)n
.
Remark. Note that the weights in (9.4) are equal to weights in the orthogonality rela-
tions for the dual q-Krawtchouk polynomials, cf. (3.14). Moreover, (9.4) reduces to the
orthogonality relations for the dual q-Krawtchouk polynomials if τ →∞.
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Proof. Using the notation (9.3) we can rewrite proposition 9.1 as
πθ/2
(
ali,p(τ, σ)
)
= (−1)l−iCl,i(τ)q(l−i)(l−i−1)q(l−i)(σ−τ)e−iiθ (e
−iθqτ−σ+2−2l+2i; q2)l−i
(−eiθqτ+σ−2l+2i; q2)l−i
× Cl,p(σ) rl−i(q2(l−p); σ, τ, eiθ, 2l; q2),(9.5)
where we used πθ/2 = τeiθ/2, cf. §4.6. From corollary 6.2(iii) we obtain the orthogonality
relations
l∑
p=−l
πθ/2
(
ali,p(τ, σ)
)
πθ/2
(
alj,p(τ, σ)
)
= δi,j ,
since πθ/2 is a ∗-representation of Aq(SU(2)). In this expression we use (9.5) and
|Cl,p(σ)|2 = q
4l+2σ(1 + q−4p−2σ)
(−q2(l−p)−8l−2σ)l−p(−q2σ; q2)2l+1 ,
cf. proposition 5.2. Now replace l − i, l − j, l − p 2l, q2 by n, m, p, N , q to obtain the
statement of the proposition. 
The orthogonality relations dual to (9.4), which are obtainable from
l∑
p=−l
πθ/2
(
alp,j(τ, σ)
)
πθ/2
(
alp,i(τ, σ)
)
= δi,j ,
cf. corollary 6.2(iii), and proposition 9.1, can be rewritten as the orthogonality relations
(9.4) with σ and τ interchanged by lemma 6.6, cf. also (7.7).
10. Spherical and associated spherical elements
In this section we show how the associated spherical elements can be obtained from the
spherical elements. In case of the continuous q-ultraspherical polynomials we explicitly
give an operator mapping the continuous q-Legendre polynomial to the continuous q-
ultraspherical polynomials. This operator is a q-Hahn polynomial in a very simple shift
operator. This section is motivated by the paper [8] by Badertscher and Koornwinder.
Consider the irreducible unitary matrix corepresentation al(σ) =
(
ali,j(σ, σ)
)
i,j=−l,... ,l,
cf. corollary 6.2(i). Then we have
〈tl(D2)vl,j(σ), vl,i(σ)〉 = 〈D2, ali,j(σ, σ)〉 = τq−1
(
ali,j(σ, σ)
)
,
since the algebra homomorphisms τqk/2:Aq(SU(2)) → C given in §4.6, and ξ 7→ 〈Ak, ξ〉,
k ∈ Z, coincide on the generators of Aq(SU(2)). From corollary 7.7 we get
〈tl(D2)vl,j(σ), vl,i(σ)〉 = C(q−2; q2)|i−j|
for all i, j = −l,−l + 1, . . . , l. So tl(D2) is a tridiagonal matrix with respect to the
orthonormal basis vl,i(σ), i = −l,−l + 1, . . . , l. The subdiagonal and superdiagonal are
non-zero for σ 6= ±∞.
In the remainder of this section we assume l ∈ Z+ fixed. Let A(σ) =
(
Ai,j(σ)
)
be the
matrix of tl(D2) with respect to the basis {vl,i(σ) | i = −l,−l + 1, . . . , l}.
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Proposition 10.1. A(σ) is a tridiagonal, real, symmetric matrix with positive diagonal
entries. Moreover, A−i,−j(−σ) = Ai,j(σ).
Proof. The operator tl(D2) is self-adjoint, and
Ai,j(σ) = 〈tl(D2)vl,j(σ), vl,i(σ)〉 =
l∑
m=−l
vl,jm (σ)v
l,i
m (σ)q
2m.
The explicit value of the coefficients vl,jn (σ) given in proposition 5.2 shows that this yields a
real value, which is obviously positive for i = j. The last statement follows from (6.15). 
If we denote the k-th power of A(σ) by Ak(σ), then we get Aki,j(σ) = A
k
−i,−j(−σ) by
induction with respect to k. Indeed, the cases k = 0, 1 being known, we get
Ak+1i,j (σ) =
l∑
p=−l
Ai,p(σ)A
k
p,j(σ) =
l∑
p=−l
A−i,−p(−σ)Ak−p,−j(−σ) = Ak+1−i,−j(−σ).
Consequently, for k = 0, 1, . . . , l and with Ak(σ) = A
k
k,0(σ)
(10.1) tl(D2k)vl,0(σ) = Ak(σ)v
l,k(σ) + Ak(−σ)vl,−k(σ) +
k−1∑
p=−k+1
cp(σ)v
l,p(σ)
for certain constants cp(σ) = A
k
p,0(σ) satisfying cp(σ) = c−p(−σ).
So the (ordered) set of vectors
vl,0(σ), tl(D2)vl,0(σ), tl(D4)vl,0(σ), . . . , tl(D2l)vl,0(σ)
is linearly independent. Applying the Gram-Schmidt orthogonalisation process to these
vectors yields
vl,0(σ), A1(σ)v
l,1(σ) + A1(−σ)vl,−1(σ), . . . , Al(σ)vl,l(σ) + Al(−σ)vl,−l(σ),
as a set of orthogonal vectors because of the specific form of (10.1).
Proposition 10.2. There exists a set of monic orthogonal polynomials {pk}lk=0 of degree
k such that
(10.2) tl
(
pk(D
2)
)
vl,0(σ) = Ak(σ)v
l,k(σ) + Ak(−σ)vl,−k(σ)
for k = 0, 1, . . . , l.
Proof. The Gram-Schmidt orthogonalisation process yields the k-th orthogonal vector as
a linear combination of the zeroth until the k-th vector of the linearly independent set to
be orthogonalised. This shows the existence of the polynomial pk in (10.2), which has to
have degree k and leading coefficient 1 because of (10.1).
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Consider the moment functional Llσ defined by
(10.3) Llσ(xk) = 〈tl(D2k)vl,0(σ), vl,0(σ)〉,
then, for 0 ≤ n,m ≤ l,
Llσ
(
p¯n(x)pm(x)
)
= 〈tl(pm(D2))vl,0(σ), tl(pn(D2))vl,0(σ)〉
= δn,m
{
A2n(σ) +A
2
n(−σ), n > 0,
1, n = 0,
since D∗ = D. 
More explicit formulas for the moments of the moment functional Llσ are given by
Llσ(xk) =
l∑
n=−l
|vl,0n (σ)|2q2kn = 4ϕ3
(
q−2l, q2+2l, q−2k, q2+2k
q2,−q2−2σ,−q2+2σ ; q
2, q2
)
.
The first equality follows form proposition 5.2, (4.19) and (10.3), and the second equality
follows from the observation that (10.3) equals τq−k
(
al0,0(σ, σ)
)
and corollary 7.7. So the
orthogonality measure corresponding to the moment functional Llσ is the finite discrete
measure with positive weights |vl,0n (σ)|2 at the points xn = q2n, n = −l,−l + 1, . . . , l.
Unfortunately, I have not (yet) been able to obtain an explicit formula for the orthogonal
polynomials {pk}lk=0 unless σ = 0. In this case we can obtain special q-Hahn polynomials
by identifying the orthogonality measures. We start with the lemma in which we do the
necessary computation, cf. [33, p. 805].
Lemma 10.3. In case σ = 0 the weights for l − n even are given by
|vl,0n (0)|2 = ql+n
(q2; q4)(l−n)/2(q2; q4)(l+n)/2
(q4; q4)(l−n)/2(q4; q4)(l+n)/2
and |vl,0n (0)|2 = 0 for l − n odd.
Proof. The proof is based on Andrews’s summation formula, cf. [18, (II.17)],
4ϕ3
(
q−n, aqn, c,−c
(aq)1/2,−(aq)1/2, c2 ; q, q
)
=


0, if n is odd,
cn(q, aq/c2; q2)n/2
(aq, c2q; q2)n/2
, if n is even.
An application of this formula with a, c, n and q replaced by 0, q−2l, l − n and q2 shows
that, cf. (3.13),
Rl−n(q−2l − q−2l; 1, 2l; q2) =


0, if l − n is odd,
q−2l(l−n)(q2; q4)(l−n)/2
(q2−4l; q4)(l−n)/2
, if l − n is even.
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This proves that |vl,0n (0)|2 = 0 for l − n odd, so it remains to calculate the value for l − n
even.
It follows from proposition 5.2 that we can rewrite |Cl,0(0)|2 = q2l(q2; q4)l/(q4; q4)l.
Hence, proposition 5.2 and the evaluation of the dual q-Krawtchouk polynomial in this
case imply that
|vl,0n (0)|2 =q2l
(q2; q4)l
(q4; q4)l
q(l−n)(l−n−1)
(q4l; q−2)l−n
(q2; q2)l−n
× q−4l(l−n)q(l−n)(4l−2)q−(l−n)(l−n−2)
( (q2; q4)(l−n)/2
(q4l−2; q−4)(l−n)/2
)2
by inverting one of the q-shifted factorials. Now we use
(q2; q4)(l−n)/2
(q2; q2)l−n
=
1
(q4; q4)(l−n)/2
,
(q4l; q−2)l−n
(q4l−2; q−4)(l−n)/2
= (q4l; q−4)(l−n)/2,
(q4l; q−4)(l−n)/2
(q4; q4)l
=
1
(q4; q4)(l+n)/2
,
(q2; q4)l
(q4l−2; q−4)(l−n)/2
= (q2; q4)(l+n)/2.
Collecting the powers of q proves the lemma. 
Using the moment functional Ll0 introduced in the proof of lemma 10.3 we see that in
case σ = 0 we have to find orthogonal polynomials {pn}ln=0 satisfying
l∑
n=−l, l−n∈2Z
ql+n
(q2; q4)(l−n)/2(q2; q4)(l+n)/2
(q4; q4)(l−n)/2(q4; q4)(l+n)/2
p¯k(q
2n)pm(q
2n) = 0, k 6= m,
⇐⇒
l∑
n=0
q2l−2n
(q2; q4)n(q
2; q4)l−n
(q4; q4)n(q4; q4)l−n
p¯k(q
2l−4n)pm(q2l−4n) = 0, k 6= m.(10.4)
The weights in (10.4) almost coincide with the Fourier coefficients of the continuous q-
Legendre polynomial, cf. §3.4, [5, (3.1)], [18, (7.4.2)] with β = q1/2, which is analogous to
the general classical case described in [8, prop. 5.2]. Comparing (10.4) with the orthogo-
nality relations for the q-Hahn polynomials, cf. (3.11), leads to
(10.5) pm(x) = q
2lm (q
2; q4)m(q
−4l; q4)m
(q4m; q4)m
Qm(q
−2lx; q−2, q−2, l; q4), m = 0, 1, . . . l,
where the constant follows from the condition that pm is monic. So we have for the
polynomial pm defined in (10.5)
tl
(
pm(D
2)
)
vl,0(0) = Am(0)
(
vl,m(0) + vl,−m(0)
)
and consequently, using the notation of §§4, 6
〈X,pm(D2).ali,0(τ, 0)〉 = 〈tl(X)tl
(
pm(D
2)
)
vl,0(0), vl,i(τ)〉
= Am(0)
(〈tl(X)vl,m(0), vl,i(τ)〉+ 〈tl(X)vl,−m(0), vl,i(τ)〉)
= Am(0)
(〈X, ali,m(τ, 0)〉+ 〈X, ali,−m(τ, 0)〉),
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so that as an identity in Aq(SU(2)) we have
(10.6) pm(D
2).ali,0(τ, 0) = Am(0)
(
ali,m(τ, 0) + a
l
i,−m(τ, 0)
)
,
with pm defined in terms of a q-Hahn polynomial as in (10.5).
Proposition 10.4. For m, l ∈ Z+, m ≤ l we have
(10.7)
Qm(q
−lE−; q−1, q−1, l; q2)p
(0,0)
l (cos θ; 1, q
1
2
τ | q) =
1
2
(ql+1; q)me
−imθ
{
(eiθq
1
2
(1−τ),−eiθq 12 (1+τ); q)mp(m,m)l−m (cos θ; 1, q
1
2
τ | q)
+ (eiθq
1
2
(1+τ),−eiθq 12 (1−τ); q)mp(m,m)l−m (cos θ; 1, q−
1
2
τ | q)
}
,
where Qm denotes a q-Hahn polynomial (3.10), p
(m,m)
l−m an Askey-Wilson polynomial (3.2)
and E− is the operator acting on trigonometric polynomials f(eiθ) by
(
E−f
)
(eiθ) =
f(q−1eiθ).
In particular, for τ = 0 we have
(10.8)
Qm(q
−lE−; q−1, q−1, l; q2)Cl(cos θ; q | q2)
=
(q; q2)m
(q2l−2m+2; q2)m
e−imθ(qe2iθ; q2)mCl−m(cos θ; q1+2m | q2),
where Cl(cos θ; β | q) denotes a continuous q-ultraspherical polynomial (3.4).
Remark. A generalisation of (10.8) to arbitrary continuous q-ultraspherical polynomials
using a generating function for the dual q-Hahn polynomials is given in [26, prop. 1.1].
Proof. The proof consists of applying the one-dimensional representation τλ to (10.6) for
i = 0. In the proof of corollary 7.7 we already noted that τλ(D.ξ) = τλq−1/2(ξ), ξ ∈
Aq(SU(2)). More generally we have τλ(D2j .ξ) = τλq−j (ξ), ξ ∈ Aq(SU(2)). Introduce the
operator F− acting on Laurent polynomials in λ by
(
F−f
)
(λ) = f(q−1λ), then we get
τλ
(
p(D2).ξ
)
= p(F−)τλ(ξ) for arbitrary polynomials p.
From this observation, corollary 7.7 and (10.5) we get for some constant C the expression
Qm(q
−2lF−; q−2, q−2, l; q4)p
(0,0)
l ((q
−1λ2 + qλ−2)/2; 1, qτ | q2) =
Cλ−2m
{
(λ2q−τ ,−λ2qτ ; q2)mp(m,m)l−m ((q−1λ2 + qλ−2)/2; 1, qτ | q2)
+ (λ2qτ ,−λ2q−τ ; q2)mp(m,m)l−m ((q−1λ2 + qλ−2)/2; 1, q−τ | q2)
}
after applying τλ to (10.6) for i = 0. In this expression we replace q
−1λ2, q2 by eiθ, q,
so that the operator F− goes over into E−. We obtain the expression of the proposition
apart from the explicit expression for the constant involved. The constant is calculated by
comparing the coefficients of e−ilθ on both sides of (10.7). Since the coefficient of e−i(l−m)θ
in p
(m,m)
l−m (cos θ; 1, q
±1
2
τ | q) is (q2l; q−1)l−m, cf. [7, p.5], and the q-Hahn polynomial of
argument 1 equals 1 we have to solve (q2l; q−1)l = 2C(q2l; q−1)l−m. This proves (10.7).
To prove the special case τ = 0 we note that both terms on the right hand side of
(10.7) are equal and that we can combine the q-shifted factorials involving eiθ. Because of
(3.5) the last statement of the proposition follows after a short manipulation of q-shifted
factorials. 
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11. Characters
The characters of the irreducible unitary representations tl of the quantum SU(2) group
are investigated in this section. We obtain expansions for the Chebyshev polynomial of
the second kind in terms of Askey-Wilson polynomials.
For any finite dimensional representation t of the algebra Uq(su(2)) we define the char-
acter χ of the representation as a linear functional on Uq(su(2)) by 〈X,χ〉 = tr(t(X)).
Here tr denotes the trace operator. In particular for the irreducible ∗-representations tl
of Uq(su(2)), cf. §4.5, of spin l ∈ 12Z+, we define the character χl by 〈X,χl〉 = tr
(
tl(X)
)
.
Since the matrix elements of the irreducible ∗-representation tl are elements of Aq(SU(2))
we see that χl ∈ Aq(SU(2)) and
(11.1) χl =
l∑
n=−l
tln,n =
l∑
n=−l
aln,n(σ, σ),
where the last equality follows from corollary 6.2(i) and §4.5, or from the fact that the
trace operator is independent of the basis.
Since tl is a representation we find for X, Y ∈ Uq(su(2))
〈XY, χl〉 = tr
(
tl(X)tl(Y )
)
= tr
(
tl(Y )tl(X)
)
= 〈Y X, χl〉
and from (4.10) we then find that the character χl, and, for that matter, any character
of a finite dimensional representation, is cocentral. This means ∆(χl) = ω ◦∆(χl) where
ω: η ⊗ ξ 7→ ξ ⊗ η denotes the flip automorphism of Aq(SU(2))⊗ Aq(SU(2)) and ∆ is the
comultiplication of Aq(SU(2)), cf. §4.2.
The characters of the irreducible unitary representations and the algebra of cocentral
elements have been investigated by Woronowicz [58, §5, App. A.1]. We collect some of
Woronowicz’s results in the following proposition.
Proposition 11.1. (i) The algebra of cocentral elements is generated by (α+ δ)/2.
(ii) The Haar functional on the algebra of cocentral elements is given by
h
(
p
(1
2
(α+ δ)
))
=
2
π
∫ 1
−1
p(x)
√
1− x2 dx
for any polynomial p.
(iii) For l ∈ 12Z+ we have χl = U2l
(
(α+ δ)/2
)
, where Un(cos θ) = sin(n+ 1)θ/ sin θ is the
Chebyshev polynomial of the second kind.
By (11.1) and proposition 11.1(iii) we get
U2l
(
(α+ δ)/2
)
=
l∑
n=−l
aln,n(σ, σ)
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for arbitrary σ ∈ R. Next we apply the one-dimensional representation τq1/2eiθ/2, cf. §4.6,
to this identity. We obtain from corollary 7.7 the identity
(11.2)
⌈l−1⌉∑
m=0
|Cl,l−m(σ)|2q−l
(q4l; q−2)m
e−i(l−m)θ(−eiθq1+2σ; q2)2l−2mp(0,2l−2m)m (cos θ; qσ, qσ | q2)
+
⌈l−1⌉∑
m=0
|Cl,l−m(−σ)|2q−l
(q4l; q−2)m
e−i(l−m)θ(−eiθq1−2σ; q2)2l−2mp(0,2l−2m)m (cos θ; q−σ, q−σ | q2)
+′
|Cl,0(σ)|2q−l
(q2l; q−2)l
p
(0,0)
l (cos θ; q
σ, qσ | q2) = U2l((q1/2eiθ/2 + q−1/2e−iθ/2)/2),
where we have replaced l − n by m. The +′ indicates that the last term in (11.2) is only
occurring for l ∈ Z+, ⌈a⌉ denotes the smallest integer greater than or equal to a ∈ R and
Cl,m(σ) is given in proposition 5.2. Note that the right hand side of (11.2) is independent
of σ. Askey and Wilson [7, (2.18)] already noted that the Chebyshev polynomials of the
second kind can be obtained as a special case of the Askey-Wilson polynomials. Equation
(11.2) is a q-analogue of Vilenkin [56, Ch. 3, §7.1(10)], Vilenkin and Klimyk [57, Vol. 1,
§6.9.2(6)].
Now that we have represented (11.1) for σ ∈ R as (11.2) we can proceed to find an
identity for special functions corresponding to the case σ → ∞ of (11.1), i.e. the first
equality of (11.1). Applying the one-dimensional ∗-representation πθ gives the known
equality U2l(cos θ) = sin(2l + 1)θ/ sin θ.
To obtain another identity we apply the infinite dimensional ∗-representation π∞ = π∞0 ,
cf. §4.6, to the first equality in (11.1). So we obtain an identity for bounded linear operators
acting on ℓ2(Z+). To rewrite this as an identity for functions we try to find eigenvectors
for π∞( 12 (α+ δ)). Note that the matrix elements t
l
n,m already act nicely on the standard
orthonormal basis {fn}n∈Z+ of ℓ2(Z+) by (4.20), cf. §4.6.
Now
∑∞
n=0 cnfn is an eigenvector for the eigenvalue λ of the self-adjoint operator
π∞( 1
2
(α+ δ)) if and only if
cn+1
√
1− q2n+2 + cn−1
√
1− q2n = 2λcn, n ∈ Z+
with the convention c−1 = 0, c0 = 1. So we can consider cn as a polynomial of degree n
in λ. A suitable normalisation, cn = (q
2; q2)
−1/2
n pn(λ), leads to the three-term recurrence
relation
pn+1(λ) + (1− q2n)pn−1(λ) = 2λpn(λ), n ∈ Z+,
with initial conditions p−1(λ) = 0, p0(λ) = 1. The solution cn = (q2; q2)
−1/2
n Hn(λ | q2)
follows by comparing this with the three-term recurrence relation for the continuous q-
Hermite polynomials, cf. (3.6).
However, the corresponding eigenvector
∑∞
n=0(q
2; q2)
−1/2
n Hn(λ | q2)fn is not an element
of the Hilbert space ℓ2(Z+), as can be seen from the asymptotic expansion for the Askey-
Wilson polynomials, cf. Ismail and Wilson [19, (1.11)-(1.13)], or from the q
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Mehler’s formula for the continuous q-Hermite polynomials, cf. Askey and Ismail [5, (6.5)].
To circumvent this problem we introduce the vector vλ(N) =
∑N
n=0(q
2; q2)
−1/2
n Hn(λ |
q2)fn for which we have
π∞
(1
2
(α+ δ)
)
vλ(N) = λvλ(N) +
HN (λ | q2)
2
√
(q2; q2)N
√
1− q2N+2 fN+1 − HN+1(λ | q
2)
2
√
(q2; q2)N
fN
and
(11.3) π∞
(
U2l
(1
2
(α+ δ)
))
vλ(N) = U2l(λ)vλ(N) +
N+2l∑
p=N−2l+1
cp fp
for certain constants cp, N > 2l and λ ∈ 12Z+.
Proposition 11.2. For l ∈ 12Z+, p ∈ Z+ we have
U2l(cos θ)Hp(cos θ | q2) =
⌈l−1⌉∑
m=0
pm(q
2p; 1, q4l−4m; q2)Hp+2l−2m(cos θ | q2)
+
⌈l−1⌉∑
m=0
(q2p; q−2)2l−2mpm(q2p−4l+4m; 1, q4l−4m; q2)Hp−2l+2m(cos θ | q2)
+′ pl(q2p; 1, 1; q2)Hp(cos θ | q2)
where +′ means that the last term is absent for l ∈ 1
2
+ Z+ and ⌈a⌉ denotes the smallest
integer greater than or equal to a ∈ R. Here U2l denotes a Chebyshev polynomial of the
second kind, Hp a continuous q-Hermite polynomial, cf. §3.4, and pm a little q-Jacobi
polynomial (3.8).
Proof. From (4.20) and §4.6 we get for l ∈ 1
2
Z+, l − n ∈ Z+, n ≥ 0, the operators, which
act on a basis vector fp by
(11.4)
π∞(tln,n)fp = pl−n(q
2p; 1, q4n; q2)
√
(q2p+2; q2)2nfp+2n
π∞(tl−n,−n)fp = pl−n(q
2p−4n; 1, q4n; q2)
√
(q2p; q−2)2nfp−2n,
with the convention that f−n = 0 for n ∈ N. Now we have the identity
(11.5) 〈
l∑
n=−l
π∞(tln,n)fp, vλ(N)〉 = 〈U2l
(
(α+δ)/2
)
fp, vλ(N)〉 = 〈fp, U2l
(
(α+δ)/2
)
vλ(N)〉,
since α+ δ is a self-adjoint element of Aq(SU(2)). Now we use (11.4) and (11.3) in (11.5).
For N ≥ p+ 2l the additional terms on the right hand side of (11.3) are of no importance
and we can use the explicit value 〈fp±2n, vλ(N)〉 = (q2; q2)−1/2p±2nHp±2n(λ | q2). We obtain
the proposition after substitution m = l − n. 
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Instead of a chopped-off eigenvector vλ(N) of π
∞(1
2 (α+δ)
)
we can also use the spectral
theorem for the self-adjoint operator π∞
(
1
2
(α+ δ)
)
, which is a Jacobi matrix with respect
to the basis fn of ℓ
2(Z+), cf. e.g. Dombrowski [12].
Since U2l(cos θ) and Hn(cos θ | q) are continuous q-ultraspherical polynomials for β = q
and β = 0, the result in proposition 11.2 can also be derived from Rogers’s linearisation
and connection formulas for the continuous q-ultraspherical polynomials, cf. [5, (4.15),
(4.18)], [7, (4.7), (4.8)].
The limit q ↑ 1 of proposition 11.2 to the relation can be handled using the devices
developed by Van Assche and Koornwinder [53, thm. 1] to show that Koornwinder’s ad-
dition formula for the little q-Legendre polynomials [32] tends to the addition formula for
the Lgendre polynomials as q ↑ 1. See also Koelink [25, §5] for another application of that
theorem.
A straightforward limit sending q ↑ 1 of proposition 11.2 can also be given. Since
limq↑1Hp(cos θ | q2) = 2p cosp θ, by either letting q ↑ 1 in the three-term recurrence
relation (3.6) for the continuous q-Hermite polynomials or by letting q ↑ 1 in the explicit
expression, cf. (3.4), for the continuous q-Hermite polynomials and using the binomial
theorem, we obtain, after replacing 2l by l,
Ul(cos θ)2
p cosp θ =
⌊l/2⌋∑
m=0
2F1
(−m, l −m+ 1
1
; 1
)
2p+l−2m cosp+l−2m θ,
where ⌊a⌋ is the largest integer smaller than or equal to a ∈ R. Applying Vandermonde’s
formula 2F1(−n, b; c; 1) = (c−b)n/(c)n, cf. [14, Vol. 1, §2.8(18)], yields the classical formula
for the Chebyshev polynomial of the second kind, cf. [14, Vol. 2, §10.11(23)],
Ul(cos θ) =
⌊l/2⌋∑
m=0
(m− l)m
m!
2l−2m cosl−2m θ.
The orthogonality relations for the continuous q-Hermite polynomials, cf. (3.7), lead
to the following integral representation of the little q-Legendre polynomials, i.e. little q-
Jacobi polynomials (3.8) with a = b = 1. For l ∈ Z+ multiply the result of proposition
11.2 by Hp(cos θ | q2) and integrate over [0, π] with respect to the orthogonality measure
(e2iθ, e−2iθ; q)∞.
Corollary 11.3. The little q-Legendre polynomial has the integral representation
pl(q
p; 1, 1; q) =
(qp+1; q)∞
2π
∫ pi
0
U2l(cos θ)
(
Hp(cos θ | q)
)2
(e2iθ, e−2iθ; q)∞ dθ.
This integral representation is an alternative for the q-integral representation for the
little q-Legendre polynomial derived by Koornwinder [32, thm. 5.1].
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