ABSTRACT
INTRODUCTION
Information Retrieval (IR) is the science of searching for documents, information within documents, metadata about documents, relational databases and the World Wide Web. Summarization is a branch which deals with information retrieval.
Text summarization is the process of creating a summary of one or more text documents. For instance, we may summarize a large amount of news from different sources [1] . Many summarization techniques and their evaluation methods have been developed for this purpose. Such techniques are RANDOM [5] , LEAD [5] , MEAD [6] and PYTHY [9] etc. which are used to generate the summary. MEAD is the recent toolkit for summarization. We developed a multidocument, topic-driven summarizer. The input documents were newswire articles from AQUAINT-2 Information-Retrieval Text Research Collections and they were guaranteed to be related to their given topic. The topics themselves represent "real-world questions" that the summaries should answer. Two clusters of 10 articles, referred to as part A and part B, were assigned to each topic and a 100-word summary was created for each part.
Generic summarization processes have the following steps.
Figure 1. Steps in Summarization
Most of the existing summarizers produce summary which is redundant i.e. containing repeated information. In this paper we propose a query based summarizer which being based on grouping similar sentences and word frequency removes redundancy and has efficient Recall and Precision scores. Related work is presented in second section, system overview in the third, summary production in fourth, summary algorithm in fifth, evaluation and results in the sixth and future work and conclusions in seventh.
2.RELATED WORK
We present literature regarding summarization work based on grouping similar sentences and word frequency. Sum Basic uses term frequency as an approach to identify important sentences reducing information redundancy [2] . Local Topic Identification and word frequency are techniques used for Single Document Summarization [5] . Combination of other techniques with Similarity of first sentence for Multi Document Summarization [6] .The use of frequency has proven useful in literature [3] . This is because authors state information in several ways [4] . We calculate similarity of sentences using cosine similarity measure [8] . Sum Focus is used to calculate word frequency [7] . After PreProcessing, producing the summary involves the following steps.
1. Calculate similarity of sentences present in documents with user query.
2. After calculating similarity group sentences based on their similarity values.
3. Calculate sentence score using word frequency and sentence location feature.
4. Pick the best scored sentences from each group and put it in summary.
5. Reduce summary length to exact 100 words.
3.SYSTEM OVERVIEW
The overview of our system is as shown in Fig.2 . In the proposed system first the query is processed and the summarizer collects required documents matching with the summary and finally produces summary. 
SUMMARIZATION

SENTENCE SIMILARITY
Text summarization is a data reduction process. As summary is concise, accurate and explicit, it has great significance.
Sentence similarity means we calculate how much they are similar. Sentence similarity is calculated by most widely used Vector Space Model (VSM). VSM model classifies the sentences based on calculated similarity value.
VSM MODEL
In Vector Space Model both the sentences in document and query are arranged in vectors. In the late 1958, Luhn [12] first suggested that automatic text retrieval systems could be designed based on a comparison of content identifiers attached both to the stored texts and to the user's information queries. Certain words extracted from the texts of documents and queries would be Where each W t1 , W t2 …..W tk identifies a content term assigned to some sample document D. Analogously, the information requests, or queries, would be represented either in vector form, or in the form of Boolean statements.
Thus, a typical query Q might be formulated as
Where W q1 , W q2 ….. W qk represents weights of content term in query.
W t1 -Weight of content term in a Sentence, W q1 -Weight of content term in a Query.
TERM WEIGHT
TERM FREQUENCY (TF)
Number of times a term occurred in a sentence is called as the 'Term frequency'. It is represented as "tf".
DOCUMENT FREQUENCY (DF)
Number of times a term occurred in the whole document is called as 'Document frequency'. It is represented as "df".
INVERSE DOCUMENT FREQUENCY (IDF)
It is the logarithm of inverse of the document frequency. Inverse document frequency is represented as "idf".
where n -Number of sentences df -document frequency
Term weight
Term Weight is a measure used to calculate weight of term which is scalar product of term frequency and inverse document frequency mathematically represented as follows. 
With the above measure we get similarity values which can be stored for further processing.
GROUP SIMILAR SENTENCES
After finding the similarity of sentences we arrange the sentences in a particular order. i.e., based on the similarity values obtained. We arrange the sentences in ascending order based on similarity values. Then we form a group based on their similarity. The sentences which have same similarity value form a particular group which has its associated similarity value.
WORD WEIGHTS
After forming groups we have to compute and order each group, pick in a cyclic fashion the best sentence from the best group if the desired summary length has not been reached. The core system is Sum Basic. Sum Basic is a generic algorithm; it does not include other features or information, therefore, we improved the Sum Basic by sentence location feature and Sum Focus method.
SUM FOCUS
Sum Focus made by Lucy Vanderwende [7] , a new approach in the multi-document summarization system, captures the information conveyed by the topic description by computing the word probabilities of the topic description. The weight for each word is computed as a linear combination of the unigram probabilities derived from the topic description, with back off smoothing to assign words not appearing in the topic a very small probability, and the unigram probabilities from the document, in the following manner:
The weight of each word is computed as a linear combination of unigram probabilities derived from the description.
DocWt represents weight of a word in whole document whereas GrpWt represents weight of word in a group. The scalar product of document and group weights results in word weight of a word. Word weights of each word are useful while producing the final summary.
SENTENCE SCORE
Sentence score is a measure which is used to measure how important the sentence is in document. We calculate the sentence score of a sentence by using the following measure.
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• Word weight is represented in (2).
• W i represents the word number in a sentence.
• S i represents the sentence position in a document. Individual Sentence score is calculated for the finding the score of the entire group.
SENTENCE LOCATION FEATURE
Sentence Location Feature is also important except for the words occurring frequently. This is a feature which is used to adjust the weight of sentences and is measured as follows. 
GROUP SCORE
For each sentence S j in the groups, compute the Sentence (S j ) and Location (L j ), calculate the score of each sentence and the score of each group. We used following algorithm 
SUMMARY ALGORITHM
To produce the summary, we propose the following algorithm:
Step 1:
Compute the word weight of W i words appearing in a document using formula (2).
Step 2:
Compute the Sentence score (S j ) using formula (3) and Location (L j ) using formula (4).
Step 3:
Using the formula (5) calculate the score of each group.
Step 4:
Arrange the groups in ascending order depending on their group scores.
Step 5:
From the best group, pick the sentence having the maximum sentence score.
Step 6:
Delete the group and repeat Step 5 until all the sentences are picked from each group.
Step 7:
If length of a summary is greater than desired then shrink the summary to required length.
EVALUATION AND RESULTS
To evaluate our summarization system we used TAC2009 datasets proposed by NIST for update summarization task. We conducted all the experiments on TAC 2009 Update Summarization dataset. It consists of 48 topics, each having 20 documents divided into two clusters "A" and "B" based on their chronological coverage of topic. It serves as an ideal setting for evaluating our Multidocument summaries. Summary for cluster A (pdocs) is a normal multi document summary where as summary for cluster B (ndocs) is a Progressive summary, both of length 100 words. Each topic has associated 4 model summaries written by human assessors. Summary can be evaluated using N-gram Co-occurrences [11] .
ROUGE EVALUATION
Summaries are evaluated using ROUGE [10] , a recall oriented metric that automatically assess machine generated summaries based on their overlap with models. ROUGE-2 and ROUGE-SU4 are standard measures for automated summary evaluation. For evaluation of our system we used cluster 'A' documents of TAC2009 data. In cluster A we tested 15 topics of datasets and evaluated with ROUGE metrics.
The Table 1 . shows the evaluation results of our system. For evaluation we used 15 topics present in the TAC2009 data along with the associated documents to test our system. The average score for all the topics tested with our system is displayed in the system with ROUGE The Table 1 . represents the average recall, average precision, and average F-score generated by ROUGE package for our system.
COMPARISON OF RECALL VALUES
We compare the average Recall values of our system with TAC2009 participants. We calculated average Recall values of participants using the Evaluation Results of TAC2009. Average Recall is calculated for the 15 topics in our testing part. The Table 2 . gives the comparison for ROUGE-1, 2, L, SU4 metrics. 
COMPARISON OF PRECISION VALUES
We compare the average Precision values of our system with those of TAC2009 participants. We calculated average Precision values of participants using the Evaluation Results of TAC2009. Average Precision is calculated for the 15 topics in our testing part. The Table 3 . gives the comparison for ROUGE-1, 2, L, SU4 metrics. 
COMPARISON OF F-SCORE VALUES
We compare the average F-score values of our system with TAC2009 participants. We calculated average F-score values of participants using the Evaluation Results of TAC2009. Average F-score is calculated for the 15 topics in our testing part. The Table 4 . shows the comparison for ROUGE-1, 2, L, SU4 metrics. 
6.FUTURE WORK AND CONCLUSION
In this paper we propose an approach for query-based summarizer based on grouping similar sentences and word frequency. Experimental results demonstrate that our system achieves the best average recall, precision, and F-score.
In future, we would like to improve the system by adding sentence simplification techniques for producing summary. We can add sentence simplification feature to simplify the sentences which are complex and very large. With the implementation of sentence simplification, more informative content can be added in summary by creating more space to add sentences which increases linguistic quality and readability to a large extent.
We evaluated our work with TAC2009 datasets and evaluation results are presented in evaluation section. 
