Abstract. A Lie group is called p-regular if it has the p-local homotopy type of a product of spheres. (Non)triviality of the Samelson products of the inclusions of the factor spheres into SO(2n) (p) for p-regular SO(2n) is determined, which completes the list of (non)triviality of such Samelson products in p-regular simple Lie groups.
Introduction and statement of the result
Let G be a compact connected Lie group. By the classical result of Hopf, it is well known that there is a rational homotopy equivalence
where n 1 ≤ · · · ≤ n ℓ . The sequence {n 1 , . . . , n ℓ } is called the type of G. Here is the list of the types of simple Lie groups. SU(n) 2, 3, . . . , n G 2 2, 6 SO(2n + 1) 2, 4, . . . , 2n F 4 2, 6, 8, 12 Sp(n) 2, 4, . . . , 2n E 6 2, 5, 6, 8, 9, 12 SO(2n) 2, 4, . . . , 2n − 2, n E 7 2, 6, 8, 10, 12, 14, 18 E 8 2, 8, 12, 14, 18, 20, 24, 30 Serre generalizes the above rational homotopy equivalence to a p-local homotopy equivalence such that when G is semisimple, there is a p-local homotopy equivalence
if and only if p ≥ n ℓ , in which case G is called p-regular. In this paper we are interested in the standard multiplicative structure of the p-localization G (p) when G is p-regular, and then we assume that G is a simple Lie group in the above table and is p-regular throughout this section.
Recall that for a homotopy associative H-space X with inverse and maps α : A → X, β : B → X, the correspondence fundamental role as in [KK] , where ǫ i is the inclusion
≃ G (p) into the i-th factor. So it is our task to determine (non)triviality of these Samelson products.
We here make a remark on the choice of ǫ i which depends on the p-local homotopy equivalence (1.1). Recall from [T, Theorem 13.4 
Then we see that π 2n i −1 (G (p) ) is a free Z (p) -module for all i, and so
for all i and G = SO(2n) since the entries of the type are distinct for G = SO(2n) as in the above table. Hence for G = SO(2n) we may choose any generator of
we will make an explicit choice of ǫ i below. We first consider the Samelson products ǫ i , ǫ j in G (p) when G is the classical group execpt for SO(2n). Theorem 1.1. Let G be the p-regular classical group except for SO(2n), and let ǫ i be a generator of
Proof. If G = SU(n), Sp(n), nontriviality of the Samelson products follows from the result of Bott [B] and triviality follows from the fact that π 2 * (G (p) ) = 0 for * < p which is deduced from (1.2). Since there is a homotopy equivalence as loop spaces Sp(n) (p) ≃ SO(2n + 1) (p) due to Friedlander [F] , the case of SO(2n + 1) (p) is the same as Sp(n) (p) .
We next consider the Samelson products ǫ i , ǫ j in G (p) when G is the exceptional Lie group. Some of these Samelson products are calculated in [HK2, KK] , and (non)triviality of all these Samelson products is determined in [HKO] as follows.
Theorem 1.2 ([HKO]
). Let G be a p-regular compact connected exceptional simple Lie group, and let ǫ i be a generator of
Thus the only remaining case is SO(2n). The difficulty of this case is caused by the middle dimensional sphere S 2n−1 (p) in SO(2n) (p) which vanishes by the inclusion SO(2n) → SO(2n + 1), where there are some partial results on the Samelson products including this sphere as in [Ma, HK1] . The purpose of this paper is to show that a sufficient condition for nontriviality of the Samelson products ǫ i , ǫ j in G (p) (Lemma 2.1) used in [KO, HK1, HK2, HKO] is actually a necessary and sufficient condition, and is to apply it to determination of (non)triviality of all the Samelson products ǫ i , ǫ j in SO(2n) (p) . To state the result on SO(2n) (p) , we choose the maps ǫ i . Let ǫ i be the composite
for i = 1, . . . , n − 1, where the first arrow is a generator of
be the map corresponding to the adjoint of the fiber inclusion of the canonical homotopy fiber sequence
Theorem 1.3. Let ǫ i , θ be the above maps into SO(2n) (p) for p-regular SO(2n). All nontrivial Samelson products of ǫ i , θ in SO(2n) (p) are ǫ i , ǫ j for 2i + 2j > p and ǫp−1
2. Proof of Theorem 1.3
Let G be a p-regular compact connected Lie group of type {n 1 , . . . , n ℓ } throughout this section. We set notation for G. Since G is p-regular, we have
We fix this presentation of the mod p cohomology of BG (p) . Note that
for the suspension e i of x i . Clearly, there are maps ǫ i :
is the canonical map and u k is a generator of
induces a p-local homotopy equivalence where the second map is the multiplication, and we identify G (p) with S
by this p-local homotopy equivalence. The following lemma is first used in [KO] and is the main tool in the proof of Theorem 1.2 given in [HKO] , here we reproduce the proof for completeness of the present paper.
Lemma 2.1 ([KO, Proof of Theorem 1.1]). If P 1 x k includes the term cx i x j (c = 0), the Samelson product ǫ i , ǫ j is nontrivial.
Proof. Suppose ǫ i , ǫ j = 0 under the assumption that P 1 x k includes the term cx i x j (c = 0). Letǭ m : S 2nm → BG (p) be the adjoint of ǫ m . Then by (2.1), we haveǭ * m (x m ) = u 2m . By adjointness of Samelson products and Whitehead products, the Whitehead product [ǭ i ,ǭ j ] in BG (p) is trivial, and then there is a map µ : S 2n i × S 2n j → BG (p) satisfying µ| S 2n i ∨S 2n j =ǭ i ∨ǭ j . So we get µ * (x i ) = u 2n i ⊗ 1 and µ * (x j ) = 1 ⊗ u 2n i , and hence
where the last equality follows from triviality of P 1 on H * (S 2n i × S 2n j ; Z/p). This is a contradiction.
We elaborate Lemma 2.1 to prove that its converse is true. Let P 2 G (p) be the projective plane of G (p) , i.e. there is a cofiber sequence
where H is the Hopf construction. Putx i = ι * 2 (x i ) for the natural map ι 2 : [L, Section 3] , we also have δ * 1 (Σ 2 e i ⊗ e j ) =x ixj for the connecting map δ 1 :
of the cofiber sequence (2.2). Fix 1 ≤ i, j ≤ ℓ and consider the map
where [−, −] denotes the Whitehead product. The map Φ is connected with the Hopf construction H through the map constructed by Morisugi [Mo, Theorem 5 .1] such that there is a map ξ :
Then we get a homotopy commutative diagram of homotopy cofiber sequences
We now suppose ǫ i , ǫ j = 0. As in [KK] , for some 1 ≤ k ≤ ℓ we have n k + p − 1 = n i + n j and
where α 1 is a generator of π 2n k +2p−4 (S 2n k −1 ) ∼ = Z/p [T, Proposition 13.6] and π k :
is the projection. Then for the map
there is a homotopy commutative diagram of homotopy cofiber sequences
Since α 1 is detected by the Steenrod operation P 1 , the mod p cohomology of C Φ is given by
. By the homotopy cofiber sequence ΣG (p)
one can see that the inclusion ρ 2 : ΣG (p) → C Φ is injective in the mod p cohomology of dimension 2n k , and then we obtain λ * 2 (a 2n k ) = λ * 1 (x k ). By (2.3), we also have λ * 2 (a 2n i +2n j ) = λ * 1 (x ixj ). Hence since P 1 a 2n k = ca 2n i +2n j , we get that P 1x k includes the term cx ixj . Thus since ι * 2 (x m ) = x m for m = 1, . . . , ℓ, P 1 x k must include the term cx i x j . Therefore we have established the following.
Theorem 2.2. The Samelson product ǫ i , ǫ j in G (p) is nontrivial if and only if for some k, P 1 x k includes the term cx i x j with c = 0.
Proof of Theorem 1.3. Let p i , e n ∈ H * (BSO(2n) (p) ; Z/p) be the mod p reduction of the i-th universal Pontrjagin class for i = 1, . . . , n − 1 and the Euler class respectively. Then
and the maps ǫ i and θ correspond to p i and e n respectively in the sense of (2.1). Since the inclusion SO(2n − 1) (p) → SO(2n) (p) has a left homotopy inverse, it follows from Theorem 1.1 that the Samelson product ǫ i , ǫ j is nontrivial if and only if 2i+2j > p. To detect the Samelson products ǫ i , θ = θ, ǫ i and θ, θ by Theorem 2.2, we compute the quadratic terms of P 1 p i and P 1 e n including e n . Recall that for a maximal torus T of SO(2n) and the natural map ι :
such that ι * (p i ) is the i-th elementary symmetric polynomial in t 2 1 , . . . , t 2 n and ι * (e n ) = t 1 · · · t n . In particular, ι is injective in the mod p cohomology. Since ι * (P 1 p i ) = P 1 ι * (p i ) is a symmetric polynomial in t 2 1 , . . . , t 2 n and p > 2n − 2 for the p-regularity of SO(2n), if a quadratic term of P 1 p i includes e n , it must be a multiple of e 2 n and (i, p) = (1, 2n − 1). Then we get 
2 ). (cf. [Ma] ) We also have ι * (P 1 e n ) = P 1 ι * (e n ) = P 1 (t 1 · · · t n ) = t 1 · · · t n ((t (cf. [HK1] ) Therefore by Theorem 2.2 the proof of Theorem 1.3 is completed.
