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В данной работе предложено решение задачи детектирования и трекинга 
объектов в видеоряде с неподвижным фоном на основе анализа движения в кадре 
и представления изображения и объектов как множества структурных элемен-
тов. Описание объектов имеет двухуровневую иерархию, что позволяет гибко 
адаптировать его при изменении объекта. Аддитивное описание объекта в виде 
множества структурных элементов позволяет осуществлять трекинг в услови-




Трекинг (отслеживание) объектов в видеопотоке — определение их распо-
ложения на каждом кадре в видеопотоке. Для систем реального времени необ-
ходимо локализовать объект, имея информацию о расположении на предыду-
щем кадре. Трекинг нашел применение в системах видеонаблюдения для авто-
матизации распознавания тревожных ситуаций, в системах видеоаналитики для 
управления бизнес-процессами, в системах распознавания целевых объектов и 
т. д. К настоящему времени разработано множество методов и подходов для 
решения данной задачи. Актуальность решения задачи трекинга не падает — с 
развитием методов распознавания зрительных образов для её решения приме-
няются все более новые методики.  
В данной работе предложено решение задачи выделения и отслеживания 
объектов в видеоряде с неподвижным фоном на основе анализа движения в 
кадре и представления изображения и объектов как множества структурных 
элементов. Описание объектов имеет двухуровневую иерархию, что позволяет 
гибко адаптировать его при изменении объекта. Аддитивное описание-
дескриптор объекта в виде множества структурных элементов позволяет осу-
ществлять трекинг в условиях частичного перекрытия. 
 
1. Структурные элементы изображений 
 
Изображение I  рассматривается как множество структурных элементов  
p  - }{ IipI = . Видеопоследовательность - это последовательность статических 
изображений. Два последовательных изображения видеоряда отличаются слабо 
вследствие небольшой разности во времени, расположения камеры и объектов 
при их получении. Соответственно, видеопоследовательность V  - это множест-
во структурных элементов -  










где j - номер кадра. Для каждого ip  заданы их наличие ),( jpb i  и положение 
),( jpr i
r
 для каждого кадра jI видеопоследовательности. 
Отдельным объектам соответствуют подмножества отдельных структурных 
элементов (ОСЭ). При движении объекта в кадре их взаимное расположение меня-
ется слабо, по крайней мере для близко расположенных ОСЭ. Как следствие — 
для соседних ОСЭ одного объекта межкадровое смещение  
)1,(),(),( −−= jprjprjps iii
rrr
 
будет примерно совпадать. Таким образом, отдельным объектам в кадре соот-
ветствуют подмножества структурных элементов, для каждого из которых вы-
полняется условие совпадения межкадрового смещения для соседей 
jlili Nppjpsjps ∈≈ ),(:),(),(
rr
,          (1) 
где jN - множество всех пар ОСЭ, которые являются соседними друг другу на 
j -м кадре. Разумеется, если два объекта в кадре находятся рядом и одинаково 
смещаются, то они будут отслеживаться как один объект до тех пор, пока они 
не разойдутся. Однако при сближении разных объектов их слияние происхо-
дить не должно.  
 
2. Сегментация движения 
 
При движении объекта в кадре все его части смещаются согласованно. Да-
же если отдельные его части описывают разные траектории (например, при 
ходьбе у человека руки и ноги двигаются относительно туловища), близко рас-
положенные точки смещаются от кадра к кадру примерно одинаково, иначе на-
рушается целостность объекта. Таким образом, отдельному объекту на изобра-
жении соответствует подмножество структурных элементов изображения, для 
каждой пары соседей из которого выполняется условие подобия межкадрового 
смещения. 
Из этого следует, что для выделения отдельного объекта на основе исполь-
зования множества структуных элементов и их межкадрового смещения необ-
ходимо выделить подмножества ОСЭ, согласно условию (1). Данные подмно-
жества не являются классами эквивалентности, поскольку условие транзитив-
ности для подобия соседних ОСЭ в общем случае не выполняется. Эта проце-
дура не является достаточной для выделения отдельных объектов, поскольку 
возможен случай, когда разные объекты при движении находятся рядом. Для их 
разделения необходимо применение дополнительных методов из области де-
тектирования и распознавания объектов на изображении. 
В данной работе для поиска данных подмножеств ОСЭ используется метод 
степного пожара. В простейшем случае межкадровое смещение двух соседних 
структурных элементов считается подобным, если модуль их разности меньше 
порога h  
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Однако результаты выделения движущихся объектов при использовании 
данного условия являются неудовлетворительными — при медленном движе-
нии объектов они сливаются с фоном. 
Для более качественного результата выделения движущихся объектов ус-
ловие (1) было модифицировано. В данной работе для определения подобия 










рог, который вычисляется отдельно для каждого ОСЭ. Для каждого ОСЭ порог 
формируется на основе среднего отклонения по соседям, среднеквадратических 
отклонений модуля межкадрового смещения и его значений x и y. Межкадро-
вые смещения двух соседних ОСЭ считаются подобными, если выполняется 
условие 
),(),(),(),(),(),( ijfijfijfjifjifjif yxyx ∨∨∨∨∨ , 
где 
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jlilslslsisy Nppjpyjpyjpyjpyjif ∈−<−= ),(:),(),(),(),(),( rrrr , 
),( jpsr  - межкадровое смещение для структурного элемента p  на j -м кад-
ре, ),( jpsr  - средний по соседним вектор смещения структурного элемента p  




3. Формирование описания объектов трекинга 
 
Описание объекта строится на основе использования множества струк-
турных элементов, координаты которых от кадра кадру изменяются. От кадра к 
кадру также изменяется множество ОСЭ, которое соответствует отдельному 
объекту, вследствие удаления и рождения части ОСЭ.  
Несмотря на то, что соседние точки объекта смещаются похоже, характер 
движения его разных частей может отличаться. Это приводит к разбиению мно-
жества ОСЭ отдельного объекта на подмножества, каждому из которых соответ-
ствует часть (сегмент) объекта. Характер движения каждого из данных сегментов 
отличается от соседних. Таким образом, описание объекта представляет собой 






lkk SppSjO ∈== U , 
где )( jOk  - описание k -го объекта на j -м кадре, j lkS ,  - сегмент, приналежащий 
)( jOk , p  - структурный объект. 
Несмотря, на разный характер движения, сегменты одного объекта от кад-
ра к кадру остаются соседями. Данное постоянство позволяет выделять сегмен-




В данной работе предложено решение задачи выделения и отслеживания 
объектов в видеоряде с неподвижным фоном на основе анализа движения в 
кадре и представления изображения и объектов как множества структурных 
элементов. Для этого видеоряд рассматривается как множество отдельных 
структурных элементов, для каждого из которых определены положение и на-
личие на каждом кадре. 
Разработана методика детектирования объектов на основе анализа меж-
кадрового смещения отдельных структурных элементов. Данная методика по-
зволяет сегментировать изображение видеоряда на области с различным харак-









Разработана методика формирования иерархического описания объектов. 
Данная иерархия имеет двухуровневую структуру - 1) объект описывается как 
множество сегментов, 2) сегмент описывается как множество отдельных струк-
турных элементов. Таким образом, трекинг объектов при используемом подхо-
де представляет собой выделение связных областей из структурных единиц 
(сегментов и ОСЭ). 
Экспериментальная оценка качества предложенного метода трекинга объ-
ектов показала его устойчивость к изменению объекта, стабильное удержание 
подвижных и неподвижных объектов. При перекрытии объектов наблюдается 
неустойчивая работа - слияние объектов, потеря одного из объектов, что, види-
мо, связано с несовершенством процедуры сегментации по движению. 
В данной работе предполагается, что фон является неподвижным, но дан-
ный подход позволяет отслеживать изменения фона, выделяя его как наиболь-
ший сегмент (при условии, что площадь объектов меньше, чем фон, что выпол-
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