Platform-based design represents the most widely used approach to design System-On-Chip (SOC) applications. In this context, the Design Space Exploration (DSE) phase consists of optimally configure a parameterized SOC platform in terms of system-level requirements depending on the target application. In this paper, we introduce the Discrete Particle Swarm Optimization methodology (DPSO) for supporting the DSE of an hardware platform. The proposed technique aims at efficiently profiling the target application and deriving an approximated Pareto set of system configurations with respect to the selected figures of merit. Once the approximated Pareto set has been built, the designer can quickly select the best system configuration satisfying the constraints. Experimental results show that the proposed DPSO technique can speed up the design space exploration time up to 5X with an accuracy of up to 70% with respect to a full search exploration for the selected benchmarks 1 .
Introduction
Currently, platform-based design represents the de-facto approach to the design of modern System-On-Chip (SOC) applications [9] . In this approach, a parameterized embedded SOC architecture is optimally tuned to find the best trade-offs in terms of the selected figures of merit (e.g. energy, delay or area) for the given class of applications. This tuning process is called the Design Space Exploration (DSE) task. The overall goal of the DSE task consists of optimally configure the parameterized SOC platform in terms of system-level requirements depending on the given application.
In this paper, we propose a Discrete Particle Swarm Optimization (DPSO) heuristic for supporting the DSE phase. In particular, the approach mainly represents an extension and adaptation of existing techniques based on Particle Swarm Optimization [8] to the problem of the efficient architectural exploration of an hardware platform. To the best of our knowledge, the approach proposed in this paper represents the first attempt for applying a methodology based on Particle Swarm to the domain of Design Space Exploration of embedded applications.
The paper is organized as follows. A review of the most significant works appeared in literature concerning the DSE problem is reported in Section 2. The proposed DPSO is presented in Section 3, while Section 4 discusses some experimental results carried out to evaluate the efficiency with respect to accuracy. Finally, some concluding remarks have been reported in Section 5.
Background
The most trivial approach to determine the Paretooptimal configurations in a large design space consists of the analysis of all feasible configurations. However, when the design space is too large, heuristic methods must be adopted to find acceptable near-optimal solutions.
Platune [7] is an optimization framework that introduces the concept of parameter independence to derive approximate Pareto curves without performing the exhaustive search over the whole design space. More recently in [12] and [1] Platune has been extended by applying genetic algorithms to optimize dependent parameters, resorting to the default Platune policy when independent parameters are specified by the user. The work in [3] proposes to use domain knowledge derived from the platform architecture to design design space exploration as a decision problem. Each action in the decision-theoretic framework corresponds to a change in the platform parameters. Exploration is modeled as a Markov Decision Process (MDP), and the solution to such MDP corresponds to the sequence of transformations to be applied to the platform to maximize a certain value function. Finding a solution to the problem requires to simulate the system only in particular cases of uncertainty, massively reducing the simulation time needed to perform the exploration of a system, while maintaining near-optimality of the results.
The paper in [4] introduces an interface specification language (PISA) that allows to separate the problem-specific part of an optimizer from the problem-independent part. This approach makes it possible to specify and implement representation-independent selection modules, which form the essence of modern multi-objective optimization algorithms. Recently, the authors of [14] have extended the concept of design space exploration to include multidimensional Pareto sets of mappings per application.
In our previos works [11, 10] , Pareto Simulated Annealing and the Random Search Pareto have been proposed to evaluate energy-delay tradeoffs for a set of multimedia kernels.
Proposed Particle Swarm Optimization
Particle Swarm Optimization (PSO) is a heuristic search methodology that tries to mimic the movements of a flock of birds aiming at finding food [8] . PSO is based on a population of particles flying through an hyper-dimensional search space. Each particle possesses a position and a velocity; both variables are changed to emulate the socialpsychological tendency to mimic the success of other individuals in the population (also called swarm). More formally, the position for particle i is changed by adding the velocity vector to the current position:
while the velocity vector is updated with the following rule:
where W is called the inertia weight, C 1 is the cognitive learning factor, C 2 is the social learning factor, r 1 , r 2 are random numbers in the range [0, 1], x pbesti is the best position of particle i with respect to the minimization problem, x gbest is the global best found so far. As can be noted, the formulation of the problem leads to solutions which try to 'follow' the leader's x gbest position as well as attracting solutions versus the personal best solution of the particle x pbesti . So far, several approaches have been proposed for extending the formulation of the PSO technique to the multiobjective domain [13, 2] . Here we propose a technique based on an "aggregating" approach where the swarm is equally partitioned in n subswarms, each of which uses a different cost-function which is the product of the objectives combined with a set of exponents randomly chosen. In other words, given the original set of objectives {f 1 . . . f m }, each sub-swarm i solves the following problem:
where p i,j is a set of randomly chosen exponents. It can be shown that solutions to Problem 1 lie on the Pareto surface of the original problem. The approach presented in [2] uses, instead, a linear combination of cost functions {f 1 . . . f m } which, however, can be heavily biased on highly valued cost-functions disregarding low-valued ones. The essential nature of the solution space of the problem we want to solve is discrete, while the approaches presented so far deal with a continuous search space.
We propose a Discrete Particle Swarm paradigm based on the concepts of random walk theory. A random walk is a path with the following properties:
• It has a starting point.
• The distance from one point to the next is constant • The direction from one point to the next is picked up at random. In our algorithm, the position of the particle is still updated with the traditional rule:
while each component k of the velocity (direction) vector is updated with the following rule:
] is a parameter of the algorithm. As can be noted, the direction of the particle is updated following two rules. The first rule, when applied, attracts the particle versus the leader of the swarm (gbest). The second rule forces the particle to follow a random walk. This ensures us to jump out from local minima in the objective function shown in Equation 1. As can be noted, there is no cognitive learning factor but only a social learning factor. We will address the introduction of cognitive factors in the future research.
Experimental Results
In this section, we present the experimental results obtained by implementing the proposed methodology in the System Tuning Shell optimization framework.
For the experimental results, we used the Wattch [5] virtual superscalar architecture as a simulation model of the target system. The architecture model has been plugged into the optimization framework by creating a suitable wrapper or Driver. The Wattch Architecture Driver and the DPSO exploration algorithm are independent to each other, so that one Architecture Driver can be substituted by another without changing the exploration algorithm. Similarly, given one new exploration algorithm, the user can describe it independently of the target architecture and easily plugging it in the framework.
The exploration of the Wattch architecture has been focused on those design parameters significantly impacting the performance and the energy consumption at the systemlevel. Each instance of the virtual architecture has been described in terms of the following parameters:
• Procesor issue width sizes (2, 4, 8) .
• Number of integer ALUs (1, 2) and multipliers (1, 2).
• Number of floating point ALUs (1, 2) and number of multipliers (1, 2). • Associativity of the I/D L1 caches (1-way, 2-ways for the I-cache, 2-ways, 4-ways for the D-cache).
• Associativity of the unified L2 cache (4-ways , 8-ways). Globally, the architectural design space is composed of 196608 points to be evaluated.
The benchmark suite used is composed of the following programs:
• FIR: A finite impulse response filter;
• Gamma: Numerical algorithm implementing the gamma function; • Gauss: Gaussian elimination algorithm used to determine the solutions of a system of linear equations; To measure the distance between the Pareto-optimal front and the approximated front we introduce the Average Distance from Reference Set [6] (ADRS). Let us assume A ⊆ Ω is a set of design vectors, while p(A) is the relative non-dominated set, the function ADRS(., .) measures the distance between the p(A) set and the Pareto-optimal set X p = p(Ω) as follows:
{d( x p , a)} (4) where:
and m is the number of objective functions. Figure 1 shows the average behavior of the Average Distance From Reference Set metric averaged on the selected set of benchmarks by varying the number of points analyzed by our DPSO algorithm. To generate these data, we varied the number of iterations of the algorithm (also called the generation number) as well as the sub-swarm size and number. Also the probability p (Equation 3) has been varied by assuming the values {0.1, 0.5, 0.8}. As can be seen, the value of the Average Distance From Reference Set metric is very low (< 0.70%) and reaches an asymptote at 0.30%. This represents a good indication that our algorithm, even with few iterations and swarm size, can generate a good approximation of the optimal Pareto front.
To further measure the performance of the DPSO algorithm, we use the coverage metric [15] . Let us consider A, B ⊆ Ω be two sets of design vectors and p(A), p(B) be the corresponding nondominated set, the coverage function C(., .) maps the ordered pairs (p(A), p(B)) to the [0,1] interval as follows:
The value C(p(A), p(B)) = 1 means that all the design vectors in p(B) are dominated by the design vectors of p(A). As opposite, C(p(A), p(B)) = 0 represents the situation when none of the points in p(B) are dominated by the set p(A). Figure 2 shows the average behavior of the coverage of the approximated DPSO Pareto set with respect to the real Pareto-front. The metric has been averaged across all the benchmarks by varying the number of points analyzed by our DPSO algorithm as in the previous metric. As can be noted, the coverage drops under 50% before reaching the 20.000 analyzed points (i.e. 10% of the total design space) while it goes under 30% for 40.000 points (20 % of the total design space). In other words, the accuracy of the algorithm in approximating the real Pareto front is more than 70 % when the percentage of the analyzed design space is only 20%.
Finally, we considered as further metric, the average euclidean distance between the approximated and the real Pareto front. The function distance(., .) measures the distance between the approximated Pareto set B set and the Pareto-optimal set A as follows:
where d(a, b) is the euclidean distance, in the objective function space, between points b and a. We use the median operator since it is more robust with respect to outliers. Figure 3 shows the behavior of the distance operator when the number of points analyzed increases. As can be noted, the function presents an exponential behavior which drops to negligible values after 50.000 analyzed points (25% of the search space).
Conclusions
In this paper we presented a Discrete Particle Swarm Optimization methodology (DPSO) for supporting the design space exploration task (DSE). By means of the proposed technique, we are able to efficiently profile the target applications and derive an approximated Pareto set of configurations with respect to the selected figures of merit. Experimental results have shown that the proposed DPSO technique is able to speed up the design space exploration time up to 5X with an accuracy of up to 70% with respect to a full search for the selected set of benchmarks.
