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Abstract 
The existence of data hierarchies is neither accidental nor ignorable. Both the group and its members influence and are influenced 
by the group membership. Ignoring this relationship may lead to ignoring group effects and hence to invalidating many of the 
traditional techniques of statistical analysis used to investigate the relationships between data. People living within the same 
country may be more similar to each other than people living in other countries; they share the country economic characteristics, 
lifestyle, social factors, and health care availability, which may have a collective influence over and above individual 
circumstances. The degree of satisfaction with life may be determined by factors that may be shaped by the specific country 
environment. The ability to model such complex relationships comes at a computational cost. Each multi-level software package 
has a different interface and different capabilities; therefore the choice of which to use is important. Using R and SPSS we 
develop a multilevel analysis of the level of satisfaction with life in general of individuals from Central and Eastern Europe that 
are grouped within countries.  Our analysis looks at life satisfaction data and discusses the possible influence of country and/ or 
individual factors.  
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1. Introduction 
Many kinds of data have a hierarchical or clustered structure. The existence of such data hierarchies is neither 
accidental nor ignorable [6]. Both the group and its members influence and are influenced by the group membership. 
Ignoring this relationship may lead to ignoring group effects and hence to invalidating many of the traditional 
techniques of statistical analysis used to investigate the relationships between data. To ignore this relationship risks 
overlooking the importance of group effects, and may also render invalid many of the traditional statistical analysis 
techniques used for studying data relationships. 
Multilevel regression model assumes that the data is hierarchical, with the response variable measured at the 
lowest level, and explanatory variables measured at all existing levels. 
2. Statistical software for multilevel analysis 
The ability to model more complex relationships comes at a computational cost [8].  The more complex models 
can easily bog down, fail to converge on a solution, or yield questionable results. Multilevel models are more data 
demanding in that adequate sample sizes at several levels may be required to ensure sufficient power to detect 
effects; as a result, the models can become quite complicated, difficult to estimate, and even more difficult to 
interpret [8]. These types of “exploratory” models are usually even more difficult to estimate with categorical 
outcomes than with continuous outcomes.  
Each multi-level package has a different interface and different capabilities; therefore the choice of which to use 
is important [16]. Our data is modelled with SPSS and R, two of the general statistical packages capable of 
performing multilevel analyses. 
Estimation of the variance components is an important issue. In the case of continuous y, most statistical software 
proceed in the classical manner using either full maximum likelihood (FML) or, more commonly, restricted 
maximum likelihood (REML) methods for the normal model.  REML estimation method is usually the default 
method in most packages. Both FML and REML produce identical fixed effects estimates, but REML produces 
variance components estimates that are less biased. In small samples with balanced data, REML is generally 
preferable to FML because it is unbiased. In large samples, however, differences between estimates are neglible 
(Snijders and Bosker, 1999 in [2]). 
R is a free open-source statistics software, excellent for graphics, classical statistical modelling, and various 
nonparametric methods, as well as for many multilevel models. Beyond the specific models that can be fit by the 
existing R packages, this program is fully programmable and can thus fit any model, if enough programming is 
done. R contains multiple packages that estimate multilevel models: the nlme and lme4; lme4 [3] is particularly 
valuable in dealing with non-normally distributed outcomes and partially crossed data structures. 
The SPSS commands of interest for multilevel modelling are all contained in the Advanced Models module, 
these being MIXED and VARCOMP. The MIXED procedure can be used to fit a variety of mixed linear models, 
including multilevel models. It provides estimates of the regression coefficients as well as of the variance 
components. SPSS has some limitations such as the exclusive use of the Wald test for testing the variance 
parameters (Hayes, 2006: 386). 
3. Analysis of life satisfaction data 
People living within the same country may be more similar to each other than people living in other countries; 
they share country’s economic characteristics, lifestyle, social factors and health care availability, which may have a 
collective influence over and above individual circumstances. The degree of satisfaction with life may be 
determined by factors such as the individual respondents’ characteristics (age, gender, marital status) as well as the 
degree of satisfaction with their health that may be shaped by the specific country environment. 
The data for this example is a subsample from the 76.2 Eurobarometer [5] database carried out in September-
November 2011. The subsample used in the present analysis includes responses of 8067 individuals nested within 8 
countries in Central and Eastern Europe - Bulgaria, Czech Republic, Poland, Romania, Slovakia, Slovenia, Croatia, 
Republic of Macedonia. Such nesting is a standard feature of multilevel data: each individual nested under the same 
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country is likely to be influenced similarly by processes and attributes that are characteristics of the country. The 
outcome variable is the degree of life satisfaction. There are several potential level 1 predictors Age, Marital Status 
and Health satisfaction. It is possible that Health satisfaction may vary at level 2. 
The dependent variable, originally encoded on a scale from 1 (very dissatisfied) – 10 (very satisfied), was 
recoded into three categories: 
Life Satisfaction: {1 - 'Dissatisfied', 2 - 'Somewhat Satisfied', 3- ‘Satisfied’} 
The level 1 variables are Gender, Marital Status, Age, Health satisfaction and Living conditions satisfaction; 
Country is the level 2 variable: 
Country: {31 - 'Bulgaria', 33 - 'Czech Republic', 39 – ‘Poland’, 40 – ‘Romania’, 41 – ‘Slovakia’, 42 – ‘Slovenia’, 46 
- ‘Croatia’, 63 - ‘Republic of Macedonia’} 
Marital Status: {1 – Unmarried, 2 - (Re)Married/Single with a partner, 3 - Divorced or separated, 4 – Widowed, 0 –
NA/ DK} 
Age: {1 – ‘15-24’, 2 – ‘25-39’, 3 – ‘40-54’, 4 – ‘55+’} 
Health satisfaction: {1 - 'Dissatisfied', 2 - 'Somewhat Satisfied', 3 - ‘Satisfied’, 0 – NA/DK} 
3.1. Life satisfaction data 
We develop a multilevel analysis of the level of satisfaction with life of individuals (first level) from Central and 
Eastern Europe that are grouped within countries (second level). The first model we analyze is the empty model, a 
model with no explanatory variables.  
Estimating a multilevel equation can yield both fixed effect and random effect estimates for the individual-level 
variables. The fixed effect of a variable is the average effect in the entire population of countries, expressed by the 
regression coefficient; the random effect gives information on whether or not this effect differs between countries. 
The choice as to whether to set an effect as fixed or random is not always an easy one to make. If it makes sense to 
assume or predict on theoretical or methodological grounds that the relationship between a level 1 variable and the 
outcome differs between the level 2 units, this suggests setting the effect as random. If tests show that data are 
inconsistent with this assumption, the model can be reestimated setting the effect to be fixed.  
To investigate differences between countries in the effect of health satisfaction on life satisfaction, it will be 
necessary to specify also a random effect of this variable, meaning that it is assumed that the effect varies randomly 
within the population of countries, and the researcher is interested to test and estimate the variance of these random 
effects across this population.  
When there are no theoretical or other prior guidelines about which variables should have a random effect, the 
researcher can be led by the focus of the investigation. The explanatory variables that are especially important or 
have especially strong effects, as evidenced by their significance and size, could be modelled with random effects. 
One should take care that the number of variables with random effects should not be so large that the model 
becomes unwieldy [15]. 
 
Just like Raudenbush & Bryk [13] describe the key questions in motivating their analyses for math achievement 
in high school, we can take a similar approach: 
1.  How much do Central and Eastern European countries vary regarding the life satisfaction degree of their 
inhabitants? 
2.  Do different age levels or marital statuses in a country predict a high/ higher life satisfaction degree? 
3.  Is the connection between life Satisfaction level and the individual’s Age, Marital Status or Health 
Satisfaction similar across countries? Or does the relationship show substantial variation? 
 
The most basic multilevel model ascertains the extent to which countries differ in the level of life satisfaction of 
their inhabitants. The other models of increasing complexity, that estimate life satisfaction as a function of 
individual-level and country-level characteristics are meant to answer different questions, as will be shown in our 
analysis. 
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The null model is used to calculate the intraclass correlation coefficient (ICC). The null model also serves as a 
“baseline model” for purposes of comparison with more complex models. The likelihood ratio test can be used to 
assess this difference. 
The choice between maximum likelihood (FML) and restricted maximum likelihood estimation (REML) tends 
not to matter much unless the number of level-2 units is small or when the number of fixed effects is large, in which 
case REML is preferred ([14], [10]). 
Our analysis will cover up both REML and FML estimation for all models. The data is modelled with SPSS and 
R and the results are interpreted in the following chapter. 
3.2. Multilevel models for life satisfaction data 
MODEL 1: Do countries differ, on average, in the level of their inhabitants’ life satisfaction? 
The first model typically fit when estimating a multilevel model is called the ‘‘baseline,’’ ‘‘null,’’ or ‘‘empty’’ 
model. This is a model without any predictors whatsoever, and it focuses on assessing whether the level 2 units 
(countries) differ from each other, on average, on the outcome variable. 
In multilevel equations form, the model is 
 
Level 1: ijojij rY  E
  
(1)
 
Level 2: joj u000  JE (2) 
where Yij is the level of life satisfaction  of respondent i in country j; ȕoj - the intercept; rij – individual level error; 
Ȗ00 - mean level of life satisfaction, calculated across countries; uoj – country specific effect. 
By substitution of the level-2 equation into the level-1 equation, the model is:                         ijojij rY  E  (3). 
This is a random intercept–only model, with the quantity Ȗ00 + uoj being the random intercept containing a fixed 
component (Ȗ00) and a random component (u0j). The last component, rij, is the level 1 residual, also a random 
effect. The algorithms and hypothesis tests assume that the random component of the intercept is distributed 
normally with mean zero and variance Ĳ00 and that the residuals are normally distributed with mean zero and 
variance ı2.  
The results for the null-model are shown in Table 1 – The results for the null model. 
     Table 1. The results for the null model in SPSS and R – REML estimation 
Fixed effects Estimate 
(SPSS) 
Standard error 
(SPSS) 
t (SPSS) Sig (SPSS) Estimate ( R ) Standard error 
(R) 
t (R) 
Intercept Ȗoo 2.365 0.043 54.93 0.000 2.365 0.043 54.96 
Random 
Effects 
Estimate 
(SPSS) 
Standard error 
(SPSS) 
Wald Z 
(SPSS) 
Sig (SPSS) Estimate ( R ) Standard error 
(R) 
Intercept Ĳoo 0.014 0.008 1.81 0.070 0.014 0.120  
Residual ı 0.461 0.007 63.48 0.000 0.461 0.679  
  Model fit statistics (SPSS) Model fit statistics ( R) 
(-2 )*Restricted Log Likelihood 16,669.989   -8,335.000   
AIC  16,673.989   16,676.000   
BIC  16,687.980   16,697.000   
Ȗ00 = 2.365 meaning that, on average, Central and Eastern countries show a life satisfaction level of 2.365 (on a 
scale from 1 to 3), an average statistically different from zero, p < 0.001. To see whether countries differ from each 
other in the level of their inhabitants’ life satisfaction, on average, we assessing whether the variance of the random 
components of the intercept u0j is different from zero. If countries differed very little from each other, then the j 
values of u0 should differ little from each other and thus exhibit little to no variance. The estimated variance of the 
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random components (i.e., the u0js) - Ĳ00 is 0.014 and is not statistically different from zero, Z = 1.814, p > 0.001; 
hence countries do not seems to differ from each other in the level of their inhabitants’ life satisfaction. 
An alternative is a likelihood ratio test, by comparing the ‘‘deviances’’ of two models, one in which the effect of 
interest is fixed and another in which this effect is allowed to vary randomly across level 2 units: 16865.097-
16669.989 = 195.08. These two models differ by one parameter estimate, the intercept variance 00, the difference 
in the deviances is distributed as Ȥ2 with a single degree of freedom under the null hypothesis that the variance of 
the random intercept components is zero. For Ȥ2(1) = 195.08, the p value is less than 0.001, leading a rejection of 
this null hypothesis. Hence we can affirm that the countries differ from each other in the level of their inhabitants’ 
life satisfaction.  
In general, the likelihood ratio test is a better test, and it can conflict with the Wald test; SPSS only prints the 
results of the Wald test. 
The null model is typically estimated first not only to assess whether the level 2 units differ on the outcome but 
also in order to estimate the degree of non-independence in the outcome variable across level 1 units: the intraclass 
correlation ( ICC) defined as 
 
  ,   where  is the estimated residual variance (the variance of the values of rij).  
 
From Table 1.  = 0.461 and  = 0.014, so ICC = 0.014/ (0.014 + 0.461) = 0.029. Hence 2.9% of the total 
variance in the life satisfaction level is accounted for by differences between countries in the average life 
satisfaction level. Some argue that MLM is not necessary if ICC is sufficiently close to zero, as this implies that 
level 1 units (individuals) are statistically independent. However, just how close to zero is ‘‘sufficiently close’’ 
depends on a number of things, and values of ICC as small as 0.05 can invalidate hypotheses tests and confidence 
intervals when MLM is not used [7]. Furthermore, there are benefits to the use of MLM even when the ICC is near 
zero [7]. 
    Table 2. The results for the null model in SPSS and R – FML estimation 
Fixed effects Estimate 
(SPSS) 
Standard error 
(SPSS) 
t (SPSS) Sig (SPSS) Estimate ( R ) Standard error 
(R) 
t (R) 
Intercept Ȗoo 2.365 0.040 58.72 0.000 2.365 0.040 58.75 
Random 
Effects 
Estimate 
(SPSS) 
Standard error 
(SPSS) 
Wald Z 
(SPSS) 
Sig (SPSS) Estimate ( R ) Standard error 
(R) 
Intercept Ĳoo 0.013 0.006 1.93 0.054 0.013 0.112  
Residual ı 0.461 0.007 63.48 0.000 0.461 0.679  
  Model fit statistics (SPSS) Model fit statistics ( R) 
(-2 )*Restricted Log Likelihood 16,665.468   -8,333.000   
AIC  16,671.468   16,671.000   
BIC  16,692.455   16,692.000   
 
Table 2. shows the results for the maximum likelihood estimation which are similar with the REML estimates in 
the case of the null model. The only estimate that differs (0,013 as compared to 0,014) is the variance of the random 
intercept (the country-specific effect - Ĳ00). 
 
MODEL 2: Examining the relationship between respondent’s Age, Marital Status and Health Satisfaction level in 
Central and Eastern Europe 
We allow countries to vary in the level of LS on average by estimating the intercept in the model as a random 
effect. The multilevel equations for this model are 
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Level 1:  
 
0 1 [1] 2 [2] 3 [3] 4 MarStatus[0] 5 MarStatus[1]ijY j jAge ij jAge ij jAge ij j ij j ijE E E E E E        
6 MarStatus[2] 7 MarStatus[3] 8 HealthSat[0] 9 HealthSat[1] 10 Healthj ij j ij j ij j ij jE E E E E               (4) 
 
Level 2: 
 (5);     (6); ;    (8); 
;   (10);  (11);   (12); 
       (13);   (14);  (15); 
where ȕ1j quantifies the relationship between the LS level in country j as a function of the respondents’ age – level 1 
(15-24 years), etc.  
The mixed model form produced by substituting the level 2 model into the level 1 model is: 
 
 00 10 [1] 20 [2] 30 [3] 40MarStatus[0] 50MarStatus[1]ijY y y Age ij y Age ij y Age ij y ij y ij        
60 MarStatus[2] 70 MarStatus[3] 80 HealthSat[0] 90HealthSat[1] 100Healthy ij y ij y ij y ij y              (16) 
 
The effects of Age, Marital Status and Health satisfaction are fixed as constants across countries, with those 
effects quantified as Ȗ10, Ȗ20, Ȗ30,…. , Ȗ100; the intercept is a random effect with both a fixed and a random 
component (the u0j component in the level-2 model of ȕ0j).  
Table 3 (Model 2 - REML) provides the relevant output from SPSS and R: the two statistical programs provide 
the same REML estimates for Model 2. 
Table 3. The results for Model 2 in SPSS and R – REML estimation 
Fixed effects Estimate 
(SPSS) 
Standard error 
(SPSS) 
t (SPSS) Sig (SPSS) Estimate ( R ) Standard error 
(R) 
t (R) 
Intercept Ȗoo 2.629 0.037 71.02 0.000 2.629 0.037 71.04 
Age = 1 0.071 0.028 2.52 0.012 0.071 0.028 2.52 
Age = 2 -0.065 0.019 -3.39 0.010 -0.065 0.019 -3.39 
Age = 3 -0.068 0.017 -3.91 0.000 -0.068 0.017 -3.91 
MarStatus = 0 0.094 0.048 1.97 0.049 0.094 0.048 1.97 
MarStatus = 1 0.055 0.030 1.85 0.063 0.055 0.030 1.86 
MarStatus = 2 0.125 0.022 5.76 0.000 0.125 0.022 5.76 
MarStatus = 3 -0.129 0.033 -3.87 0.000 -0.129 0.033 -3.87 
HealthSat = 0 -0.603 0.166 -3.64 0.000 -0.603 0.166 -3.64 
HealthSat = 1 -0.962 0.020 -48.84 0.000 -0.962 0.020 -48.84 
HealthSat = 2 -0.465 0.015 -30.06 0.000 -0.465 0.015 -30.05 
Random 
Effects 
Estimate 
(SPSS) 
Standard error 
(SPSS) 
Wald Z 
(SPSS) 
Sig (SPSS) Estimate ( R ) Standard error 
(R) 
Intercept Ĳoo 0.007 0.004 1.79 0.074 0.007 0.084  
Residual ı 0.326 0.005 63.44 0.000 0.326 0.571  
  Model fit statistics (SPSS) Model fit statistics ( R) 
(-2 )*Restricted Log Likelihood 13,919.266   -6,960.000   
AIC  13,923.266   13,945.000   
BIC  13,937.254   14,036.000   
 
The interpretation is that two respondents who differ by age level (level 3 –’40-54’ vs level 4 – ‘55+’), are 
estimated to differ by -0.068 in LS level. Two respondents who differ by their Marital Status level (level 2 -
Unmarried vs level 4 - Widowed), are estimated to differ by 0.125 or by 0.129 (level 3 - (Re)Married/Single with a 
partner vs level 4) in LS level. Two respondents who differ by their Health Satisfaction level (level 1 - Dissatisfied 
vs level 3 - Satisfied), are estimated to differ by -0.962 or by -0.465 (level 2 – Somewhat Satisfied vs level 3-
Satisfied) in LS level. 
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This test can also be conducted by comparing the deviance of the null model (Model 1) to the deviance of Model 
2: a reduction of  16,669.989 – 13,919.266 = 2,750.723. Models 1 and 2 differ by six parameter estimates ( 10, 
20, 30, 50, 60, 70), so the difference between these deviances is distributed as chi-square with 6 degrees of 
freedom: Ȥ2(6) = 595,979 , p < 0.0001. 
By comparing 2 between Model 2 and Model 1, we can derive a statistic that is sensitive to how much of the 
variance remaining in the LS level unaccounted for by country differences is attributable to Age, Marital Status and 
Health Satisfaction: a ‘‘variance accounted for’’ measure of 1 – 0.326/0.461 = 0.293.  
In Model 2, the interpretation of 00 is conditioned on the Age, Marital Status and Health Satisfaction levels, so 
we interpret 00 as the mean LS level, calculated across countries, when interacting with different Age, Marital 
Status and Health Satisfaction levels. 
Considering the model fit statistics AIC and BIC, these are smaller for Model 2 as compared to Model 1, so 
Model 2 should fit better our data. 
Table 4. The results for Model 2 in SPSS and R – FML estimation 
Fixed effects Estimate 
(SPSS) 
Standard error 
(SPSS) 
t (SPSS) Sig (SPSS) Estimate ( R ) Standard error 
(R) 
t (R) 
Intercept Ȗoo 2.629 0.035 74.23 0.000 2.629 0.035 74.25 
Age = 1 0.071 0.028 2.52 0.012 0.071 0.028 2.52 
Age = 2 -0.065 0.019 -3.40 0.001 -0.065 0.019 -3.39 
Age = 3 -0.068 0.017 -3.92 0.000 -0.068 0.017 -3.92 
MarStatus = 0 0.095 0.048 1.98 0.048 0.095 0.048 1.98 
MarStatus = 1 0.055 0.030 1.86 0.063 0.055 0.030 1.86 
MarStatus = 2 0.125 0.022 5.76 0.000 0.125 0.022 5.76 
MarStatus = 3 -0.129 0.033 -3.87 0.000 -0.129 0.033 -3.87 
HealthSat = 0 -0.603 0.166 -3.65 0.000 -0.603 0.166 -3.64 
HealthSat = 1 -0.962 0.020 -48.88 0.000 -0.962 0.020 -48.88 
HealthSat = 2 -0.465 0.015 -30.08 0.000 -0.465 0.015 -30.08 
Random 
Effects 
Estimate 
(SPSS) 
Standard error 
(SPSS) 
Wald Z 
(SPSS) 
Sig (SPSS) Estimate ( R ) Standard error 
(R) 
Intercept Ĳoo 0.006 0.003 1.90 0.058 0.006 0.078  
Residual ı 0.325 0.005 63.48 0.000 0.325 0.570  
  Model fit statistics (SPSS) Model fit statistics ( R) 
(-2 )*Restricted Log Likelihood 13,859.059   -6,930.000   
AIC  13,885.059   13,885.000   
BIC  13,976.001   13,976.000   
 
Table 4. shows the results for the maximum likelihood estimation: the fixed effects estimates are similar with the 
REML estimates for Model 2, the only estimates that differ are the random effects estimates:  the variance of the 
random intercept - Ĳ00 (0,006/ FML as compared to 0,007/ REML) and the residual (0.325/ FML as compared to 
0.326/ REML). 
 
MODEL 3. Testing for between-country differences in the relationship between respondent’s Health Satisfaction 
and the Life Satisfaction level in Central and Eastern Europe 
Model 2 fixes the effect of Health Satisfaction to be constant across countries, but such a constraint might be 
unrealistic. Perhaps, countries differ with respect to the relationship between health satisfaction level. This question 
is answered by setting the level 1 variable’s effect as random and assessing whether the variance of the random 
component is statistically different from zero. We extend Model 2 by estimating the coefficient for health 
satisfaction in the level 1 model as a random effect. 
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Level 1: 
 
0 1 [1] 2 [2] 3 [3] 4 MarStatus[0] 5 MarStatus[1]ijY j jAge ij jAge ij jAge ij j ij j ijE E E E E E        
6 MarStatus[2] 7 MarStatus[3] 8 HealthSat[0] 9 HealthSat[1] 10 Healthj ij j ij j ij j ij jE E E E E             (17) 
 
Level 2:     (18);  (19);   (20);  (21); 
    (22);      (23);   (24);   (25); 
  ; ;  
where ȕ1j quantifies the relationship between the LS level in country j as a function of the respondents’ age – level 1 
(15-24 years), etc.  
The mixed model form produced by substituting the level 2 model into the level 1 model is 
 
00 10 [1] 20 [2] 30 [3] 40 MarStatus[0] 50 MarStatus[1] 60 MarStatus[2]ijY y y Age ij y Age ij y Age ij y ij y ij y ij         
70 MarStatus[3] ( 80 8 ) HealthSat[0] ( 90 9 )HealthSat[1] ( 100 10 )Healthy ij y u j ij y u j ij y u j                   (26) 
 
The u8j, u9j, u10j in the level2 model of , ,  are the random components of the effect of Health 
Satisfaction, this allows the effect of health satisfaction to vary across countries; , ,   are the 
average effect of health satisfaction across countries, and the u8j, u9j, u10j  quantify how the effect of health 
satisfaction for country j differs from this average. 
Table 5. (Model 3 - REML) provides the relevant output from SPSS and R: the two statistical programs provide 
the same REML estimates for the fixed effects in Model 2. 
Table 5. The results for Model 3 in SPSS and R – REML estimation 
Fixed effects Estimate 
(SPSS) 
Standard error 
(SPSS) 
t (SPSS) Sig (SPSS) Estimate ( R ) Standard error 
(R) 
t (R) 
Intercept Ȗoo 2.624 0.072 36.47 0.000 2.625 0.028 93.78 
Age = 1 0.073 0.023 3.22 0.001 0.072 0.028 2.58 
Age = 2 -0.061 0.015 -3.92 0.000 -0.062 0.019 -3.25 
Age = 3 -0.065 0.013 -4.89 0.000 -0.067 0.017 -3.86 
MarStatus = 0 0.103 0.039 2.66 0.008 0.112 0.047 2.37 
MarStatus = 1 0.056 0.024 2.35 0.019 0.056 0.030 1.89 
MarStatus = 2 0.130 0.017 7.43 0.000 0.129 0.022 5.99 
MarStatus = 3 -0.127 0.027 -4.72 0.000 -0.127 0.033 -3.83 
HealthSat = 0 -0.696 0.300 -2.32 0.131 -0.678 0.304 -2.23 
HealthSat = 1 -0.937 0.093 -10.12 0.000 -0.938 0.058 -16.23 
HealthSat = 2 -0.464 0.076 -6.12 0.000 -0.465 0.021 -22.31 
Random 
Effects 
Estimate 
(SPSS) 
Standard error 
(SPSS) 
Wald Z 
(SPSS) 
Sig (SPSS) Estimate ( R ) Standard error 
(R) 
Intercept Ĳoo     0.002 0.049  
UN(1,1) – Ĳoo redundant. 0.000  - 0.232 0.482  
UN(2,1) 0.009 0.111 0.08 0.937 0.024 0.154  
UN(2,2) 0.137 0.361 0.38 0.704 0.002 0.040  
UN(3,1) redundant. 0.000  -    
UN(3,2) -0.059 0.121 -0.49 0.625    
UN(3,3) redundant. 0.000  -    
UN(4,1) redundant. 0.000  -    
UN(4,2) -0.031` 0.129 -0.24 0.809    
UN(4,3) redundant. 0.000  -    
UN(4,4) redundant. 0.000  -    
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UN(5,1) redundant. 0.000  -    
UN(5,2) redundant. 0.000  -    
UN(5,3) redundant. 0.000  -    
UN(5,4) redundant. 0.000  -    
UN(5,5) - Ĳ44 .066984b. 0.000  -    
Residual ı 0.210 0.002 91.17 0.000 0.323 0.568  
  Model fit statistics (SPSS) Model fit statistics ( R) 
(-2 )*Restricted Log Likelihood 14,748.696   -6,929.000   
AIC  14,780.696   13,901.000   
BIC  14,892.602   14,055.000   
 
The interpretation is that two respondents who differ by age level are estimated to differ by 0.073 (level 1 vs level 
4 – ‘55+’), -0.061 (level 2 vs level 4 – ‘55+’) or by -0.065 (level 3 vs level 4 – ‘55+’) in LS level. Two respondents 
who differ by their Marital Status level are estimated to differ by 0.130 (level 2 -Unmarried vs level 4 - Widowed) 
or by -0.127 (level 3 - (Re)Married/Single with a partner vs level 4) in LS level. Two respondents who differ by 
their HealthSat level (level 1 - Dissatisfied vs level 3 - Satisfied), are estimated to differ by -0.937 or by -0.464 
(level 2 – Somewhat Satisfied vs level 3-Satisfied) in LS level. 
To test the significance of Model 3 we can compare the deviance of the null model (Model 1) to the deviance of 
this model (Model 3), that is a reduction of 16,669.989 – 14,748.696, = 1921.293. Models 1 and 3 differ 10 
parameter estimates ( 10, 20, 30, 50, 60, 70...,), so the difference between these deviances is distributed as 
chi-square with 10 degrees of freedom: Ȥ2(10) = 1921.293, p < 0.001.  
The ‘‘Estimates of Covariance Parameters’’ section. has changed considerably from prior models as a result of 
the additional subcommand ‘‘COVTYPE (UN)’’, which stands for a covariance structure of type unstructured; when 
more than two effects are set as random, it is possible not only to estimate the variance of those effects but also their 
covariance, or relationship with each other. Usually, we would want to allow these random components to 
intercorrelate  reflecting the fact that counties that show a relatively higher level of life satisfaction may be more (or 
less) affected by their inhabitants health satisfaction level; the unstructured covariance type allows this.  
Different programs will display the variances differently in their output. In SPSS, UN(1,1) is the variance of the 
random intercept components 00, but as the results show the variances are not statistically different from zero, so it 
seems that the effect of respondents’ health satisfaction does not vary across countries. If we look at the R results, all 
these variances are quite small relative to their standard error so we may be justified in constraining the effect of 
Health Satisfaction to be fixed. 
The alternative test of the random effect of respondents’ health satisfaction, the likelihood ratio test, is calculated 
by comparing the deviances of Model 3 (-2LL = 14748.696) and Model 2 (-2LL = 13919.266); the difference of -
829.430 shows that the results are not meaningful, hence we provide the same interpretation as above, that is, the 
effect of respondents’ health satisfaction does not vary across countries. 
The prior analysis provided evidence that there does not exist between-country heterogeneity in the relationship 
between health satisfaction and the level of life satisfaction 
Considering the model fit statistics AIC and BIC, these are smaller for Model 2 as compared to Model 3. Again, 
the conclusion is that we may be justified in constraining the effect of Health Satisfaction to be fixed. 
3.3.  Comparing R and SPSS based on the results 
Choosing a statistical software package in a company or research institution is often a strategic decision. The 
decision entails the investment of time and money, the future development and compatibility of the software [12]. 
The existence of a support group, a “support infrastructure" [11], the suite of supporting materials that help you 
learn, use, and extend the functionality of your statistical software, and the possibility to exchange experience is also 
influential for this choice. The main software bundles for statistical computing are R, SAS, SPSS, and Stata, but 
there are many more packages in the market, some of them specialized for specific statistical problems. For the 
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multilevel analysis of life satisfaction data we can compare the two programs - R, SPSS, based on the results of our 
data analysis. 
The procedure MIXED in SPSS shows t-tests and standard errors in the “Estimates of Fixed effects” table for 
each fixed effect. In SPSS fixed effects tests involve the same ratio of the estimate to the standard error estimate, but 
significance is determined by the normal curve, so it is considered a z-test. For random effects in SPSS, tests of 
variances and covariances use a Wald z-test; the Wald tests for variance are simply a ratio of the variance estimate 
divided by the standard error estimate. The random effects output shows the asymptotic standard errors, Wald-Z 
tests and confidence intervals. The likelihood ratio test is generally a preferable approach to any of these tests. 
R provides t-tests for the fixed part; the tests on random effects are performed using log-likelihood ratio tests 
with one degree of freedom, which means, testing one effect at a time.  
In SPSS linear mixed models can be fitted using either FML or REML (default) using either a Fisher scoring or 
Newton Raphson algorithm. The supporting documentation states that the default is to use the Fisher scoring 
algorithm for the first iteration because it is more robust to poor initial values (Jennrich et al in [9]). For subsequent 
iterations the Newton Raphson algorithm is used if the Hessian matrix is nonnegative definite, and the increment in 
the log-likelihood function of step 1 is less than or equal to one.; otherwise the Fisher scoring step is used.   
The lme and lmer functions in R use a hybrid approach of performing a moderate number of EM iterations to 
refine the initial estimates of the variance parameters and then switch to Newton Raphson iterations. By default, 15 
EM iterations are performed in the lmer function before switching to Newton Raphson iterations. 
Examining the REML output we ¿nd that the estimates of the variance components are slightly larger than the 
FML estimates. This is typical, because FML estimates which do not incorporate the degrees of freedom used to 
estimate the ¿xed effects tend to be biased downward. 
SPSS does 2-tailed tests of variance parameters, so the p-values generated by SPSS are two times larger: -2*log-
likelihood (or model deviance). R provides 1-tailed tests for the variance parameters. As regards the model fit 
statistics AIC and BIC, AIC is asymptotically efficient yet not consistent, while BIC is consistent yet not 
asymptotically efficient. BIC tends to choose fitted models that are more parsimonious than those favoured by AIC. 
The differences in selected models may be especially pronounced in large sample settings. 
From a practical perspective, AIC could be advocated when the primary goal of the modeling application is 
predictive, i.e., to build a model that will effectively predict new outcomes. BIC could be advocated when the 
primary goal of the modeling application is descriptive, i.e., to build a model that will feature the most meaningful 
factors influencing the outcome, based on an assessment of relative importance. 
 
4. Conclusions 
People living within the same country may be more similar to each other than people living in other countries; 
they share country’s economic characteristics, lifestyle and social factors which may have a collective influence 
over and above individual circumstances.  This paper discusses a multilevel analysis of the level of satisfaction with 
life of individuals from Central and Eastern Europe, grouped within countries. The degree of satisfaction with life 
may be determined by factors such as the individual respondents’ characteristics (age, gender, marital status) as well 
as the degree of satisfaction with their health that may be shaped by the specific country environment. 
To investigate differences between countries in the effect of health satisfaction on life satisfaction we specify a 
random effect of this variable; that is, we assume that the effect varies randomly within the population of countries. 
We test and estimate the variance of these random effects across this population, conclude that data are inconsistent 
with this assumption and reestimate the model setting the effect to be fixed.  
The estimators that are generally used in multilevel analysis are maximum likelihood estimators that can be 
accomplished in two ways: full maximum likelihood (FML) and restricted maximum likelihood (REML). Using full 
and restricted maximum likelihood we obtain identical estimates of fixed effects [2]. Since REML is more realistic, 
it should, in theory, lead to better estimates, especially when the number of groups is small [4]. In small samples 
with balanced data, REML is generally preferable to FML because it is unbiased [2]. In large samples, however, the 
differences between estimates are negligible [14]. The choice between maximum likelihood and restricted maximum 
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likelihood estimation tends not to matter much unless the number of level 2 units is small or when the number of 
fixed effects is large, in which case REML is preferred ([14], [10]). 
Our analysis covers up both REML and FML estimation for all models using SPSS and R. Examining the REML 
output, we ¿nd that the estimates of the variance components are slightly larger than the FML estimates. This is 
typical, because FML estimates, which do not incorporate the degrees of freedom used to estimate the ¿xed effects, 
tend to be biased downward. 
The life satisfaction multilevel analysis shows that the life satisfaction level is mostly related to the level 1 
variables such as Age, Marital Status and Health satisfaction. The effects of Health satisfaction were tested to see 
whether these vary at the country level, and results show that it would be preferable to keep these effects as fixed 
(better fit of data). 
At this point we have the results to support our answers for the questions posed at the beginning of this study: 
How much do Eastern and Central European countries vary regarding the life satisfaction degree of their 
inhabitants?  
The most basic multilevel model (the null model) ascertains the extent to which countries differ in the level of 
life satisfaction of their inhabitants. Our results show that the variation of life satisfaction level between the Eastern 
and Central European countries chosen for our analysis is 2.9%. 
Do different age levels or marital statuses in a country predict a high/ higher life satisfaction degree? 
The general trend is that Life satisfaction level decreases as respondent’s age increases. Respondents that are not 
married or remarried/ single with a partner (for some models the divorced or separated respondents adds to the 
above two) seem to have a higher level of life satisfaction than those who are widowed. As health satisfaction level 
goes from ‘dissatisfied’ to ‘satisfied’ the life satisfaction level has an upward trend. 
Is the connection between life satisfaction level and the individual’s Age, Marital Status and Health Satisfaction 
similar across countries? The null model is typically estimated first to assess whether the level-2 units differ on the 
outcome through the intraclass correlation (ICC): 2.9% of the total variance in the life satisfaction level is accounted 
for by differences between countries in the average life satisfaction level. We also derive a statistic that tells how 
much of the variance remaining in the LS level unaccounted for by country differences is attributable to the 
combination of variables Age, Marital Status and Health Satisfaction: 29.3%.  
Statistical significance should not be the sole criterion for inclusion of a term in a model. It is sensible to include 
a variable that is central to the purposes of the study and report its estimated effect even if it is not statistically 
significant. Algorithmic selection procedures are no substitute for careful thought in guiding the formulation of 
models [1].  
Life satisfaction is a multi-dimensional indicator; as such, it relates to many specific individual characteristics 
just as it relates to the environment level characteristics, elements that need to be taken into account and tested when 
addressing such multilevel topics. 
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