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ABSTRACT 
We study the conditioning and the parallel solution of banded linear systems of 
algebraic equations. We propose an iterative method for solving the linear system 
Au = b based on a tridiagonal splitting of the real coefficient matrix A which permits 
the study of the conditioning and the parallel solution of banded linear systems using 
the theoretical results known for tridiagonal systems. Sufficient conditions for the 
convergence of this method are studied, and the definition of tridiagonal dominant 
matrices is introduced, observing that for this class of matrices the iterative method 
converges. When the iterative method converges, the conditioning of A may be 
studied using that of its tridiagonal part. Finally, we consider a parallel version of this 
iterative method and show some parallel numerical tests. 0 Elseoier Science Inc., 
1997 
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1. INTRODUCTION 
In numerical linear algebra several theoretical results exist for tridiagonal 
linear systems, with regard to their conditioning, bounds on the solutions (see 
[4], [7], [lo], and [12]), and also their parallel solution (see [l], [ll], and [14]). 
On the other hand, similar results for linear systems with a more general 
structure (such as banded systems, Hessenberg systems, linear systems arising 
in spline interpolation, etc.) are difficult unless the coefficient matrix is a 
banded Toeplitz matrix (see [8] and [9]). Here we consider iterative methods, 
based on tridiagonal splittings. Consider the linear system 
Au = b (1.1) 
where A is a real square nonsingular matrix and u and b are vectors of size 
12, and assume the following splitting of A 
A=T-N (1.2) 
where T is a nonsingular tridiagonal matrix while -N is the remaining part 
of A. The matrix T may be the tridiagonal part of A [trid( A)] or a different 
tridiagonal matrix. The previous tridiagonal splitting (T-splitting) provides the 
following iterative method: 
TU(“‘+ ‘1 = N,,(“l) + b, m = 0,1,2 ,...) (1.3) 
where UC”) is the initial vector. The iterative method (1.3) is convergent when 
p(T-‘N) < 1, and we set u = lim m ~15 u(“‘). 
In section 2 we study sufficient conditions for the convergence of (1.3) 
under the hypothesis that A possesses the usual properties of convergence of 
an iterative method. Moreover, we introduce the definition of a tridiagonal 
dominant matrix A for which the iterative method is convergent. The 
conditioning of A when the iterative method converges is examined, and 
cases in which it is the same of that of T are illustrated. Numerical results 
will be given in order to illustrate the conditioning of several classes of 
banded matrices. Finally, it will be shown how this iterative method can 
define a numerical procedure for the parallel solution of banded linear 
systems. 
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2. CONVERGENCE 
In this section we study sufficient conditions for the convergence of the 
iterative method (1.3). In particular, we will study the convergence when A is 
a matrix for which an iterative method generally converges, that is, when A is 
a diagonally dominant, positive definite M-matrix or H-matrix. Some of these 
convergence results will be derived from the splitting theory of iterative 
methods (see [3, 13, 151). 
The first result concerning irreducibly diagonally dominant matrices is as 
follows. 
THEOREM 2.1. Zf the matrix A of (1.1) is irreducibly diagonally domi- 
nant and the T-splitting (1.2) such that 
tii = aii f or i = l,...,n, 
ti i_, = 0 or ti r_l =ai,ipl for i E (2 ,..., n}, 
ti,i+l = 0 or ti,i+l = ai,i+l for iE(l,...,n-l}, 
then the iterative method (1.3) is convergent. 
Proof. Let us consider the equation 
T-‘Nx = hx, (2.1) 
where A is an eigenvalue of the iteration matrix T-‘N and x is the 
corresponding eigenvector, from which 
i i 
T-i, x=0. 
We suppose 1 Al > 1. Since A is irreducibly diagonally dominant and from the 
hypothesis on T we obtain that the matrix T - (l/h)N is irreducibly 
diagonally dominant and hence nonsingular. Therefore we have a contradic- 
tion, and the thesis follows. W 
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The previous theorem has the following corollary: 
COROLLARY 2.1. If the matrix A is diagonally dominant and the T-split- 
ting (1.2) such that T = trid( A), then the iterative method (1.3) is conuer- 
gent. 
REMARK 2.1. If there exists an eigenvector x corresponding to the 
dominant eigenvalue h of T-lN, such that for a fmed norm II*II we have 
IlTxll > IINII 
where l!xll = 1, then the iterative method (1.3) is convergent (see [I5]>. 
Hereafter we will suppose that a,, 0 = a,. n + , = 0 and we will define the 
set Ji = (1,2, . . . , i - 2, i + 2, . . . , n) for i = 1,. . . , 72. 
REMARK 2.2. We observe that if x is the dominant eigenvector of T-‘N 
and the vector e = x/l!xllm is such that 
ma {lai,i_ll le,_ll + lUj,il leil + lai,i+ll lei+lrI > max 
lgidn l<i<n y ’ ( 1 ‘E I 
then the iterative method (1.3) is convergent. 
If the coefficient matrix is an M-matrix of H-matrix, the following results 
hold. 
REMARK 2.3. If the matrix A is an M-matrix and we consider the 
T-splitting (I.2), then the iterative method (1.3) is convergent (see [13]). 
When A is an M-matrix, a comparison of (1.3) with the Jacobi iterative 
method is evident. In fact, it follows that 
p[T-l(A - T)] < +‘(A -D)]> 
where D is the diagonal part of A (see [5]>. 
DEFINITION 2.1 (See [6]). The matrix A is said to be an H-matrix if the 
matrix ( A) whose diagonal elements are lai, iI and whose extradiagonal 
elements are -lai, jl for i, j = 1,. . . , n is an M-matrix. 
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REMARK 2.4. If A is an H-matrix and we consider the T-splitting (1.2), 
then the iterative method (1.3) is convergent (see [S]). 
Succession (1.3) is convergent if and only if the matrix A = T - N is 
symmetric d f t e ini e positive (see [3]). 
A class of matrices for which the previous splitting is particularly interest- 
ing is the following: 
DEFINITION 2.2. Consider the T-splitting (1.2) of A. The matrix A is 
said to be T-tridiagonally dominant with respect to the norm on matrices 11 11 
if and only if l[Nll < IIT-‘II-‘. 
If T is the tridiagonal part of A, then A will be T-tridiagonally dominant, 
with respect to the maximum norm II Ilm, if and only if 
1 
Vi = l,...,n: ~ > C lai,jl. 
IIT- ‘II, js,, (2.2) 
We observe that (2.2) is equivalent to 
max {IU~,~_~I + Iai,il + lai,i+,l} > b(T) ma 
l<i4n ( ) 
C l’i,jl 7 
lGi<n Jew, 
where k(T) is the conditioning number of T in maximum norm. A necessary 
condition for the T-tridiagonal dominance with respect to the maximum norm 
is the following one: 
max {lUj,i-11 + laj,il + I”i.i+llI > 
l<i<n Et& (if;rl4 * 
LEMMA 2.1. lf the matrix A = T - N is T-tridiugonully dominant with 
resped to I( 11, then the iterutiue method (1.3) is convergent. 
Proof. Because of the hypothesis of the T-tridiagonal dominance of A, it 
follows that IIT-‘II IlNll < 1; and since p(T-lN) < IIT-‘II IINII, then the 
thesis follows. n 
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For instance, if A is the five-diagonal matrix 
A= 
4 - 1 o 0 c5 
-1 4 -1 o o CR 
o -1 4 -1 0 o c; 
o 0 -1 4 -1 0 0 cx 
d, 0 0 -1 4 -1 0 0 C9 
. . . . . . 
. . . . . 
: : : : : :::. 
. . . . 
’ d,_‘, 0’ 0’ -i 4’ -i 0’ 0’ C, 
d II -- n 0 0 -1 4 -1 0 0 
(1 n-2 0 0 -1 4 -1 0 
d,,_ , 0 0 -1 4 -1 
cl,, 0 0 -1 4 
(2.3) 
and in (1.2) we consider T = trid(A), we obtain that /IT-’ Ilrn < i for any n, 
and a sufficient condition for the convergence of (1.3) is llNllm < 2. Of 
course, a splitting of A in which T is different from the tridiagonal part of A 
may be used, and there are cases in which such a kind of splitting is necessary 
because trid( A) is a singular matrix. For instance, if A is the five-diagonal 
matrix of size 12 
A= 
0 1 0 0 cs 
-1 0 1 0 0 c($ 
0 -10 10 0 CT 
0 0 -1 0 1 0 0 
d,5 0 0 - 1 0 1 0 
. . . . . 
: : : : : 
d 0’ 0’ -i n 4 
d ,1 n 0 0 
d,_, 0 
d ,,m 1 
then trid( A) is singular for n odd, and thus a different splitting must be 
defined; in this case we can assume T given by the following nonsingular 
cti 
0 % 
. . 
. . . 
. . . . . . . 
. . . . 
0’ 1’ 0’ 0’ c, 
-10 1 0 0 
0 -10 1 0 
0 0 -1 0 1 
rl, 0 0 -1 0 
a (2.4 
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matrix: 
T= 
0.1 
-1 
-1 0 
-1 
1 
0 , r 
(2.5) 
IX” 
3. CONDITIONING 
The problem we wish to study here is how the solutions of a class of linear 
systems are sensitive to rr. In [2] and [7] the definition of well and weak well 
conditioning of discrete boundary value problems, which are equivalent to 
tridiagonal linear systems, are introduced with respect to the maximum norm. 
Here we recall these definitions using a generic norm on matrices and 
vectors. The banded linear system (1.1) is said to be well conditioned, with 
respect to the norm 11 11, if th ere exists a unique solution and a constant K, 
independent of n, such that 
Ml < ~lbll, (3-l) 
while (1.1) is said to be weakly well conditioned with respect to 11 11 if the 
stability constant K is such that K = O(nP) with p = 1 or p = 2. Similarly a 
matrix A is said to be well conditioned, with respect to the norm 11 ]I, if 
11 A-ill is bounded by a constant K independent by n; and it is said to be 
weakly well conditioned if the stability constant K is such that K = O(nP) 
with p = 1 or p = 2. 
The conditioning of tridiagonal linear systems has been extensively stud- 
ied both for Toeplitz coefficient matrices and for more general tridiagonal 
matrices (see for example [7, 10, 121). In [4] detailed sufficient conditions for 
the conditioning of a general tridiagonal matrix have been proved. When the 
coefficient matrix has a more complex structure than the tridiagonal one, 
sufficient conditions concerning its conditioning are less available. 
If A is a general Toeplitz matrix with principal diagonal given by the 
vector of size n 
( q,q,...,q) (3.2) 
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and(l+j)thdi g a onal given by the vector of size n - ljl 
tal+j, 'l+j,"'T ‘l+,) (3.3) 
forj = -1, -1 + l,..., 0 ,..., -1 + s, then sufficient conditions for the well 
conditioning of the linear system (1.1) are known. Here we recall some of 
these results. 
THEOREM 3.1. Zf A is the Toeplitz matrix of size n defined in (3.2) and 
(3.31, then the linear system (1.1) is well conditioned with respect to the 
maximum norm if and only if the characteristic polynomial 
possesses 1 roots inside and s - 1 roots outside the unit circle B(0, 1) of @, 
while (1.1) is weakly well conditioned if there exists some root on the 
boundary of B(0, 1). 
Proof. The proof of this theorem is a consequence of the theory of 
dichotomy of discrete boundary value problems (see [2]). n 
THEOREM 3.2. Let A be the general Toeplitz matrix of size n defined in 
(3.2) and (3.3). Then if 
lU*l > C lajl Iall = il l'jl 1 
j=O, j#l i j=O,j#l I (3.5) 
the linear system (1.1) is well conditioned (weakly well conditioned) with 
respect to the maximum norm. 
Proof. The proof of this theorem may be easily obtained using the 
well-known Rouchi: theorem (see 191). n 
Now we are interested in studying the conditioning of linear systems in 
which the coefficient matrix is not tridiagonal or in Toeplitz form, by means 
of the iterative method (1.3). In particular, bounds for the numerical solution 
of (1.1) may be given in the cases in which (1.3) converges and in terms of 
bounds for the inverse of T. 
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THEOREM 3.3. Consider (1.1) and the T-splitting (1.2). Suppose the 
iterative method (1.3) to be convergent. Zf the dominant eigenvalues A of 
T-l N have algebraic multiplicity equal to their geometn’c multiplicity, then 
there exists a compatible norm II 11 f or which the numerical solution obtained 
by (1.3) is such that 
1 - pm 
Ilu(m Q ~ 1 _ p IL-‘II lbll, m Z 1, 
while the limit solution is such that 
Ilull G &llT-lll Ilbll, 
(3.6) 
(3.7) 
where p = p(T-‘N). 
Proof. From the hypothesis of the theorem it follows that there exists a 
compatible norm for which IIT-lNII = p(T-lN). We consider u(O) = 0 and 
observe that u(l) = T- ’ b; then from (1.3) it follows that 
lld2)ll < /3llu(‘)ll + IIT-‘bll < (1 + P)IIT-‘bll, 
and by induction we can prove that 
Ib(m+l)ll < (1 + /3 + p2 + ... +/3m)llT-1bll = 
l- pm+1 
1 _ p IIT-lbll. 
Thus, for m + cc), the thesis follows. n 
If the coefficient matrix A is diagonally dominant, it follows that (1.3) 
converges and (3.7) holds for the numerical solution of (1.1) with llT-‘II 
bounded by a constant independent by n. Thus the well conditioning follows 
unless p(T-‘N) is close to 1, in which case we obtain the weak well 
conditioning of A. 
If the coefficient matrix A is T-tridiagonally dominant with respect to 
I( I(, then (3.6) and (3.7) follow with p = JIT-lNII. Moreover, since A = T(Z 
- TPIN), the following bound for the inverse of A may be given: 
IIA-‘11 < &llT-‘11 (3.8) 
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with v = I1T-i 1) 11 N 11, from which we can derive a bound for the inverse of A 
in terms of a bound for the inverse of T and of (T. The conditioning of A is 
the same as that of T unless (T is close to 1, in which case the stability 
constant K in (3.1) may become large. If T is diagonally dominant such that 
Itj,il 2 c(lt,,i-jl + Iti,i+ll)> i=l ,.-*> n, 
with c > 1 and independent of n, then 
IIT-‘llm < ’ 
C 
min lti,iI c - 1 ’ 
I<i<n 
which may be used in (3.8). 
We now show numerical results concerning the conditioning of the linear 
systems (1.1) in which the coefficient matrices A are particular banded 
matrices and the known vectors b are such that llbllrn = 1. We compute the 
numerical solution of (1.1) by the iterative method (1.3). 
EXAMPLE 3.1. We now consider the class of linear system (1.1) in which 
the coefficient matrices are defined in (2.3). We assume T = trid( A) and 
ci = 0.9, ~1, = 1 for i = 5,. . . , n, in order to have a Toeplitz diagonally 
dominant matrix A for each n. In Figure 1, we show that the maximum 
norm of the vector solution, for increasing values of n, is bounded indepen- 
0.38 - 6 )I 
0.34 I I I I I I I I I 1 
0 10 20 30 40 50 60 70 80 90 100 
Size of the matrix 
FIG. 1. Norm ofthe vector solution for Example 3.1. 
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dently by n, from which the well conditioning of (1.1) follows. We observe 
that llT-‘llm < 0.5 while [IT-’ llpll N 11% < 1 for n; thus, (1.3) converges and 
the relation (3.7) holds. The conditioning of A is the same of that of T, and 
from (3.8) it follows that 11 A-‘l12 < 10 for any n. 
When c, = 1 for any i = 5,. . . , n, the behavior of the numerical solution 
of (1.1) is similar to that shown in Figure 2. Now, the matrix A is well 
conditioned, since the associated characteristic polynomial (3.4) possesses two 
roots inside and two roots outside the unit circle of C (see Theorem 3.1). The 
matrix A = T - N is not diagonally dominant, while T remains diagonally 
dominant. Moreover, IIT-’ lIzI N 11 z < I for any n, so that the relation (3.7) 
does not apply. However, since A = T - N and A = T + N are both 
symmetric and definite positive, then (1.3) converges, that is, p(T-'N) < 1 
with p(T- ' N) close to 1 for large n; (3.7) is a pessimistic bound, as the 
numerical results show. 
If we assume ci = dj = - 1, then the behavior of IIT-‘llzll N 11% and 
p(T- 'N) is similar to that of the previous case. Now the maximum norm of 
the vector solution increases with n, from which the weak well conditioning 
of (1.1) follows (see Figure 2). Here the stability constant grows with n, since 
when n increases, p(T-'N) tends to 1 and (3.7) is now a realistic bound. In 
this case, the conditioning of A is not that of its tridiagonal part. On the 
other hand, it is known that A is only weakly well conditioned, 
characteristic polynomial (3.4) associated to A possesses some root 
lus 1. 
12 
since the 
of modu- 
50 1 
40- 
30- 
20 - 
lo- 
0 1 I I I I I I , I I 
0 10 20 30 40 50 60 70 80 90 100 
Size of the matrix 
Flc. 2. Norm of the vector solution for Example 3.1. 
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EXAMPLE 3.2. Let us consider the class of linear systems (1.1) where A 
is the matrix (2.4) with ci = 0.9/100, di = l/100 for any i = 5,. . . , n. The 
matrix T = trid( A) is nonsingular for n even. The matrices A and T are not 
diagonally dominant, and since IIT-‘llm = n/2, it follows that A is tridiago- 
nally dominant for n < 100. In Figure 3 we show that the maximum norm of 
the vector solution increases with the dimension n, proving that the linear 
system (1.1) is only weakly well conditioned. The conditioning of A is the 
same as that of its tridiagonal part, and from (3.8) it follows that 11 A-’ ]lm =G 
10n for n Q 100. Similar numerical results may be shown for n odd and the 
T-splitting of A based on the tridiagonal matrix (2.5). 
EXAMPLE 3.3. Finally, we consider the class of coefficient matrices A of 
size n shown in Figure 4. The tridiagonal part T of A has been proposed and 
studied in [4]. We observe that the matrix T is well conditioned, IIT-‘llm < 2.9, 
and the matrix A is tridiagonally dominant. The behavior of the maximum 
norm of the vector solution shows the well conditioning of (1.1) (see Figure 
5). 
4. PARALLEL NUMERICAL TESTS 
In this section we consider a parallel version of the iterative method 
proposed, in which at each iterate we solve the tridiagonal system involved in 
60 - 
50 - 
40 - 
30 - 
20 - 
13 
0 10 20 30 40 50 60 70 80 00 100 
Size of the matrix 
FIG. 3. Norm of the vector solution for Example 3.2. 
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FIG. 4. 
(1.3) by means of an efficient parallel algorithm. The algorithm is the 
following: 
ITERATIVE ALGORITHM (To solve Au = b where A = T - N). 
1 compute the factorization of the matrixT 
2 given u(O) = 0 
3 k=l 
4 d'k' = b 
5- 
4- 
3- 
2- 
I- 
O 1 I I I I I I 1 I 1 
0 10 20 30 40 50 60 70 80 90 100 
Size of the matrix 
FIG. 5. Norm of the vector solution for Example 3.3. 
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5 solve the system Tu’“’ = dCk’ 
6 if Iluck) - ~(‘~‘)1/~ < E stop 
7 compute d’“’ = b + Nu”’ 
8 k=k+1 
9 got0 5 
Among the efficient parallel solvers folmd in the literature (see [ll] and 
[14]) we have chosen the parallel cyclic reduction (described in [l]) to solve 
the tridiagonal linear systems in step 5. 
The algorithms have been coded in Parallel Fortran and executed on a 
distributed memory Multiputer by Microway with 32 Transputers T800. Each 
transputer has a local memory of 1 Mb>/te. The scalar codes were executed on 
a T800 with 16 Mbyt e of memory. Communication among the processors is 
handled by the Express communication library [ 161. 
The condition used for the convergence was IluCk) - uCk- ‘)I12 < 6, where 
F = lo-“. For the numerical tests of the parallel algorithm proposed, we 
have chosen three particular linear systems. The first is similar to the linear 
systems found in the numerical treatment of elliptic equations. In this case 
the coefficient matrix is 
A= 
B -1 
-I B -1 
-I B -I 
-i B’ 
where B is a tridiagonal matrix of size tn with 4 on the main diagonal and 
- 1 elsewhere, and I is the identity matrix of order m. In this case the 
parallel solution of the tridiagonal system (step 5) at each iteration can be 
performed without data transmissions because the tridiagonal part of the 
coefficient is block diagonal. In Table 1, the relative performance of the 
iterative process for different vahles of k and ~1 is reported, where k is the 
TABLE 1 
HELATIVE PEHFORMANCK OF TIIE AL(:OHITHM FOB THE FIRST TEST PROBLEM 
k = 32 
m = 10 m = 20 
4 3.19 3.13 
8 6.70 6.38 
16 13.39 12.82 
32 26.58 25.52 
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3- =4 
0 ( I I I 1 I I 1 
0 10 20 30 40 50 60 70 
values of k (x 100) 
FIG. 6. Relative performance rp of the algorithm for different values of k and p. 
number of blocks stored in a single processor, and m is the size of each 
block. In this case the theoretical speedups of the algorithm should be near 
p. The results are better for p small; in fact, for large numbers of processors 
the communication times needed to evaluate the convergence test (step 7) 
are high. 
In the second test problem the ith row of the coefficient matrix, for each 
i, has 4 at position i, - 1 on positions i - 1 and i + 1, and two other 
elements equal to - 1 in a position chosen randomly, one between 1 and 
i - 2, and the other between i + 2 and the size of the matrix. In Figure 6, 
the ratios rp between the sequential and the parallel execution times of the 
algorithm are reported. According to the theoretical speedup of the parallel 
cyclic reduction with respect to the scalar LU algorithm, they are almost 
equal to p/2, where p is the number of processors involved (see [l]). For 
the last numerical test we have considered the following coefficient matrix: 
’ 4 -1 -1 
-1 4 -1 -1 
-1 -1 4 -1 -1 
A= . 7 
-1 -1 4 -1 
\ -1 -1 4 
and we have also solved the linear system Au = b using the conjugate 
gradient method, since the matrix A is positive definite. For this matrix we 
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-Ttidiagonal Splitting 
Conjugate (Iradient Method p = 32 
-- 
____------ 
‘/ __- PZ8 
4- A =4 
0 1 I I I , I I 
0 10 20 30 40 50 60 70 
values of k ( x 100) 
FIG. 7. Relative performance of the two algorithms for different values of k and 
P. 
know that the algorithm is better than the method of Jacobi. In Figure 7, the 
relative performance of the iterative method proposed and of the conjugate 
gradient method is reported. 
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