INTRODUCTION
Image quality assessment (IQA) aims at quantifying the quality of natural images with objective quality metrics. For multimedia applications which the end user is a human consumer, IQA anticipates through such metrics the image quality as perceived by human observers. IQA metrics based on human perception are often considered as the gold standard for perceptual assessment of image quality. These subjective metrics are commonly obtained by conducting image quality experiments where participating human observers rate the quality of images presented to them. The ratings are then averaged across all observers yielding a mean opinion score (MOS) or differential mean opinion score (DMOS). The MOS/DMOS constitutes a subjective metric of perceived image quality. However, these subjective metrics must involve human observers makes them expensive, time-consuming, and unfeasible for deployment in most real world applications. An IQA model that can automatically provide objective image quality measurement consistent with human perceptual measures (MOS/DMOS) is preferred.
Objective IQA models can generally be classified into three categories [16] : full-reference IQA (FR-IQA), reduced-reference IQA (RR-IQA) and blind IQA (BIQA). FR-IQA models evaluate the quality of a natural image by comparing the entire information difference between the image and its reference image. A reference image refers to a similar image considered distortion-free and of perfect quality. The simplest FR-IQA metrics to be used are mean squared error (MSE) and peak signal-to-noise ratio (PSNR). However, they do not correlate well with human perceptual measures [30] . Several improved FR-IQA models were then proposed based on various mechanism such as human visual system (HVS) [2] , image structure [9] , [32] , [40] , or image statistics [5] . RR-IQA models do not require full information of the reference image. A set of parameters relevant to visual perception of image quality are first selected from the reference image before being used with
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Rather than designing new quality predictive features, we concentrate on designing a learning framework that needs no explicit training phase, which is often required by previous BIQA models. The proposed model, dubbed PATCH based Image Quality assessment (PATCH-IQ), is based on a five-stage framework. Given a natural image, PATCH-IQ first samples local patches at the locations of the image's interest points. At the second stage, it then extracts spatial domain BIQA features from those patches. A distortion identification process is next performed at the third stage based on assumption that the perceived quality of a distorted image will be best predicted by features drawn from images with the same distortion class. PATCH-IQ uses a nearest neighbour classifier to perform such a task. The patches correspond to the identified distortion class are then utilised in the fourth stage to predict local image quality. This is done via a k-nearest neighbour regression that associates the local image quality with the DMOS of the annotated patches constrained to the identified distortion class. Finally, an overall image quality score is derived by pooling the local scores of all patches in the image.
PATCH-IQ brings these key properties to IQA. First, PATCH-IQ predicts an image quality directly from a set of annotated patches using a nearest neighbour technique. This is motivated by the fact that the cost of learning for the technique is virtually zero where its training process only involves storing the feature vectors and the labels of the patches. While previous BIQA models require re-training when images with new distortion types are introduced, these images (viz its patches) types can be simply added to the set alleviating the need of explicit training phase. Second, most of the previous models accumulate statistical features over the entire image. Therefore, they can only provide a global estimate of image quality. By first operating at patch level, PATCH-IQ can provide local image quality prediction and a global one. Third, PATCH-IQ can also identify the distortion affecting the image, a property that is not available in most of the previous BIQA models. The last two properties can be useful for further local processing stages such as filtering, restoration or enhancement.
The proposed model is motivated by promising results achieved by our previous BIQA model NPNO [17] . However, there are two substantial differences. First, PATCH-IQ employs an interest points-based patch sampling strategy as opposed to the previous non-overlapping sampling strategy. Second, PATCH-IQ also utilises different spatial domain features to perform distortion identification and BIQA tasks. In addition, the previous work was tested only on IQA databases with single distortion with limited results and analysis. Further experiments and analysis including tests on multiple distorted images are included in this paper to further demonstrate the capability of the proposed model. Figure 1 illustrates the proposed framework for PATCH-IQ. There are 5 main stages: 1) Patch extraction; 2) Feature extraction; 3) Distortion identification; 4) Local (patch) quality estimation; and 5) Global (image) quality estimation. These five stages are described as follows.
FRAMEWORK FOR DISTORTION IDENTIFICATION AND BLIND IMAGE QUALITY ASSESSMENT

Patch Extraction
A patch sampling strategy based on interest points of an image is considered. Interest points of an image generally refer to points detected in the image to simplify further processing in a vision system. They are normally at regions of interest, the regions within an image with high information content [28] . The main application of interest points in computer vision and image processing field is to find points / regions in the image domain likely to represent objects. Therefore, they are often employed in processing tasks such as object recognition and image matching. PATCH-IQ tries to extend interest points' application to a BIQA task. It has been shown that most of the time human focus on object-like regions, i.e. the regions around interest points when looking at an image [11] . In that respect, PATCH-IQ assumes that any distortion applied to those regions will carry greater impact on how human perceived image quality than the distortion in any other image regions such as background. By first finding the location of interest points in an image, patches that contain more relevant information on perceptual image quality can be identified and selected. PATCH-IQ achieves this by using an interest point detector.
A wide variety of interest point detectors exist in the literature. In this work, SIFT [14] is chosen due to its simplicity and good performance. SIFT takes an image and transforms it into a large collection of local feature vectors containing descriptors that are useful to identify objects in an image. There are 4 stages involved in SIFT: 1) Scale-space extrema detection; 2) Keypoint localisation; 3) Orientation assignment; and 4) Keypoint descriptor. The first two stages aim at identifying the locations of stable keypoints at which image features / descriptors will be extracted. The third stage assigns consistent orientation to these keypoints based on local image properties while the last stage uses local gradient information to create the descriptors. The resulting SIFT descriptors may not be useful in estimating image quality. PATCH-IQ, however, does not require the use of SIFT descriptors. Instead, it only utilises the first two stages of SIFT to help find the locations at which patches will be extracted. Based on the above assumption that the regions surrounding the keypoints contain greater information on image quality, PATCH-IQ samples patches of size using the provided keypoints' coordinates as centres. One may argue that an image affected by distortion can give lots of false keypoints as edges lose sharpness. These false keypoints obviously are not useful for object recognition or detection purposes. For quality assessment, these keypoints are still useful since, usually, the whole image is distorted. The extracted image patches still carry information on image quality. An example of this process is shown in Figure 2 . Note that PATCH-IQ only extracts patches at the identified keypoint locations. If there is no keypoint detected at any particular image area, no patch is extracted at that area.
Feature Extraction
Two main factors affect the choice of features. First, it is crucial to employ features with low computational requirements since they are to be extracted at patch level. PATCH-IQ utilises spatial domain features to avoid expensive computation normally encountered by image transform-based features. Second, the selected features should carry information not only on perceptual quality but on the distortion in the image. The same features as implemented in the BRISQUE model [19] are adopted by PATCH-IQ. Specifically PATCH-IQ utilises the empirical distributions of locally normalised luminance coefficients and pairwise products of these coefficients to design 18 statistical features for both tasks. Given an image patch , its locally normalised luminance is first obtained by computing local mean subtraction and divisive normalisation at each location ( ) :
where the local mean field ( ) is defined as:
and the local variance field ( ) is given by:
In these equations, and are spatial indices with and being the patch height and width respectively. Here, is a constant to prevent the denominator in Equation (1) is a Gaussian weighting function sampled with 3 standard deviations and rescaled to unit sum and is the function window size. The empirical distribution of these coefficients is then modelled by a generalised Gaussian distribution (GGD) with zero mean as in [20] :
and ( ) ∫ .
In Equation (4), and are the mean, the variance and the shape parameter of the distribution respectively whereas ( ) is the gamma function. The estimated parameters:
and are then chosen as the first two features.
Next, the empirical distributions of pairwise products of neighbouring luminance coefficients are computed on four orientations: horizontal, vertical, main-diagonal, and secondary-diagonal. Instead of GGD, the distributions are modelled by an asymmetric generalised Gaussian distribution (AGGD). The AGGD with zero mode is defined as [19] :
and
where
In these equations, and are the shape parameter, the left variance and the right variance of the distribution respectively. The three parameters and the mean of the best AGGD fit are then selected at each orientation to obtain another 16 features. In agreement with BRISQUE implementation, PATCH-IQ extracts these 18 features over two scales. A total of 36 features are used by PATCH-IQ to perform both distortion identification and quality estimation. Table 1 summarises the extracted features. 
Labelled Dataset Construction
Since PATCH-IQ employs a nearest-neighbour technique, a labelled dataset consisting of BIQA features extracted from patch exemplars must be constructed. Most of BIQA models employ the 80:20 train-test ratios to train their regression models. PATCH-IQ follows the same partition setting to build the dataset, i.e. patches from 80% of the randomly selected reference images from a standard IQA database and their distorted versions are used to extract the features for the dataset. Given an image, patches of size are first sampled at the interest point locations. BIQA features, as in section 3.2, are then extracted on those patches. However, instead of using all the extracted features, only features from patches are utilised in each image. This is done to ensure all images contribute the same number of features and to reduce the computational demands of the framework. The selected features are then combined over all images to form the dataset. Denote the total of labelled images by , the size of feature matrix for the dataset is:
PATCH-IQ assigns the dataset patches with two labels. The first label is the distortion class. Each patch is labelled according to the distortion type in its source image. The second label is the subjective score. Each patch is assigned with its source images' subjective score, provided in the chosen IQA database. Assigning the score in this way is acceptable as the distortion levels across the database images are uniform. An example of a dataset built from the distorted versions of one reference image is shown in Figure 3 . There is no need to fix a priori, the number of distortion classes in the dataset. If the images from new distortion classes are provided, they can be added directly to the dataset.
Distortion Identification
Our intuition in predicting image quality is that the quality of a distorted image will be best predicted using the images from the same distortion class. Therefore, we introduced a distortion identification stage prior to the quality estimation stage. Note that the BRISQUE features utilised in this work were mainly developed to evaluate the quality of an image. However, we observed that the features could also be utilised for distortion identification. To show that the utilised features capture image distortion, a 2-D scatter plot between the shape and the variance parameters of the GGD model of the normalised luminance coefficients is generated. Figure 4 shows the results for the undistorted reference images and their corresponding distorted versions from the LIVE IQA database [25] . The database consists of 5 distortion types: JPEG2000 compression (JP2K), JPEG compression (JPEG), additive white noise (WN), Gaussian blur (GB), and simulated fast fading channel (FF). It is easy to visualise from Figure 4 that images containing different types of distortions are well separated in the GGD parameter space showing the suitability of using these two features to perform distortion classification.
Meanwhile, in Figure 5 , a 3-D scatter plot of the shape, the right variance and the left variance parameters of the AGGD model of the horizontally paired products is plotted using the same set of images. Again, it shows that different distortions occupy different regions of the parameter space. This justifies the use of these AGGD parameters as the features for distortion classification purposes. Similar patterns could be observed for other features extracted from different orientations and scales. We show in sub-section 4.7 how the classification performance varies when different groups of features are employed. 
Given a test image , PATCH-IQ extracts the images' BIQA features using the same procedure in Sections 3.1 and 3.2. To further reduce computational time, only features from patches are chosen to form the image's feature matrix . PATCH-IQ then identifies the distortion type associated with the image by employing a nearest neighbour based classifier. In a nearest neighbour classification case, it has been shown that the optimal distance measurement is image-to-class (I2C) distance rather than the usually used image-to-image (I2I) distance. A popular I2C based classifier, the Naïve Bayes nearest neighbour (NBNN) [1] , is utilised here. PATCH-IQ computes the distance between and the feature matrix from each of the distortion classes in the dataset . The predicted distortion class ̂ for the image is then represented by the class with the minimum I2C distance value:
where ( ) is the NN-descriptor of in the distortion class .
Local Quality Estimation
The next stage is to estimate the quality of the image patches. PATCH-IQ works based on the intuition that the quality of a patch would be best predicted by patches of the same distortion type. Therefore, it performs quality estimation utilising only the labelled patches within the distortion class identified in the previous stage. PATCH-IQ also assumes that patches with similar features are perceived to have the same quality. Here, better For each test patch , the Euclidean distances between the patch and the selected labelled patches from the dataset is first calculated in the feature space. The labelled patches are then rearranged in ascending order according to the computed distances. The first labelled patches are then utilised to estimate the patch quality. However, instead of using common inverse distance weighting scheme, the patch quality is estimated through a simple linear regression:
where are the optimised weights for the patch feature vector .The weights can be calculated as:
where is the feature matrix of the selected labelled patches and represents their corresponding DMOS scores.
Global Quality Estimation
The final stage of the framework is basically a pooling stage. The patches' scores are pooled to yield the global quality score for the image. Instead of typical average or max pooling, PATCH-IQ employs an inverse weighting rule to pool all the patches' scores. Each local score is assigned a weight based on their minimum Euclidean distance computed in the previous local quality estimation stage. The image-level quality score for the image is given as:
EXPERIMENTAL RESULTS AND DISCUSSION
Evaluation Protocol
Databases: Performance evaluation of BIQA models is usually conducted using human-rated image databases. Each image in these databases is assigned with a DMOS / MOS value, which can measure correlation between a quality score predicted by a BIQA model and a quality score given by human. There are many subjective image databases available within the IQA research area. Three of the widely used databases: LIVE [25] , CSIQ [13] and LIVEMD [10] are employed in this work. The LIVE database contains 982 images of which 779 images are distorted. These distorted images are generated when 29 reference images are subjected to 5 types of distortions at 5 to 6 degradation levels. The 5 distortions in the database are: JP2K, JPEG, WN, GB, and FF. Each image is provided with a DMOS value in the range between -5 and 130. Meanwhile, the CSIQ database consists of 30 reference images. Each reference image is distorted with 6 types of distortions at 4 to 5 degradation levels, yielding 866 distorted images. DMOS values assigned to these images are in the range between 0 and 1. All distorted images in the LIVE and CSIQ databases are subjected to a single type of distortion. The LIVEMD database also provides examples of multiple distorted images. 15 reference images are first blurred at 4 levels. The images are then subjected to one of two different distortions at 4 levels: JPEG or WN. A total of 225 single / multiple distorted images are generated for each of the two cases, GBJPEG and GBWN. For all three databases, a lower DMOS value indicates a higher quality image.
Framework parameters: The parameters are empirically determined. The number of patches for each labelled image and the number of test image patches are set at 30 and 100 respectively while the patch size is 256. For the feature extraction stage, the local window size is 3 and constant is 1 as in the BRISQUE model. Meanwhile, the number of NN patches for linear regression in the local quality estimation stage is set at 1000.
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Performance metrics: Three metrics are commonly used to evaluate the performance of any BIQA models. They are: the linear correlation coefficient (LCC), the Spearman rank order correlation coefficient (SROCC), and the root mean square (RMSE). The LCC is used to measure a model's prediction accuracy and the SROCC is used to measure the prediction monotonicity of the model. The final metric RMSE can also evaluate the prediction accuracy of the model. A value closer to 1 (or -1) for both LCC and SROCC and a value closer to 0 for RMSE indicate higher correlation with human subjective score.
Benchmarked models: We compared PATCH-IQ with three FR-IQA models: PSNR, SSIM and FSIM and four state-of-the-art BIQA models: BIQI, BRISQUE, GMLOG and CORNIA, whose source codes are publicly available. Our previous BIQA model, NPNO is also included in the comparison. Since the four BIQA models require training, the databases are first divided into two subsets: a training set and a test set. The training set is generated from 80% randomly selected reference images and their associated distorted images while the remaining 20% reference images and their distorted versions are used for testing. There is no overlap between the two sets. The same training set is used to construct the labelled dataset required in PATCH-IQ and NPNO. LIBSVM [3] , [4] is used to perform regression for the training-based BIQA models where their parameters are determined through cross validation in accordance to their papers.
Evaluation on Single Databases
Two experiments were performed to ascertain the overall performance and the distortion-specific (DS) performance. In the overall performance experiment, the train-test run is conducted across all distorted images regardless of their classes. This is to evaluate how well the model performs across all distortion types. In the DS performance experiment, the experiment is only carried out on images in a single distortion class. This is to evaluate how well it performs for one particular distortion. The median results across 1000 runs for both experiments are tabulated in Tables 2 and 3 , respectively. For simplicity, only the SROCC results are shown for the DS performance experiment. Similar patterns can be observed for the LCC and RMSE results. Note that for the CSIQ database, we include results only from four distortions also present in the LIVE database: JP2K, JPEG, WN and GB. The top BIQA models are in bold. In the overall performance experiment, PATCH-IQ has the best values for all three performance metrics among the competing BIQA models when tested in the LIVE database. Similar results are obtained for the CSIQ database. For the DS performance experiment, PATCH-IQ has the highest SROCC value among the competing BIQA models for images distorted by JPEG compression artefacts, WN or GB. It also gives the second best A C C E P T E D M A N U S C R I P T 10 performance in JP2K cases while giving comparable performance in FF cases. Compared to FR-IQA models, PATCH-IQ also achieves better overall performance compared to PSNR and SSIM while approaching FSIM. In individual distortions, it outperforms PSNR and yields competitive performance to SSIM and FSIM. It also outperforms both models for WN images. PATCH-IQ's performance is promising given it requires no reference image as its input as opposed to the FR-IQA models.
Evaluation on Multiple Distortion Database
To further investigate the effectiveness of the proposed framework, all the competing BIQA models are tested on the LIVEMD database. The database is more challenging as it also contains images that underwent multiple distortions. A similar experimental procedure is implemented as in the single distortion database. The results are presented in Table 4 . The first five columns show the results from the DS performance experiment while the last column represents the results from the overall performance experiment. The top two models are in bold. The results suggest that PATCH-IQ generally has good prediction performance in the overall performance experiment where it consistently produces the top LCC, SROCC and RMSE values. In the DS performance experiment, it again performs the best in WN and GB cases while comes second in JPEG cases. For multiple distortions cases, PATCH-IQ is among the top two BIQA models for images distorted by GB and WN. For GBJPEG images, it has the second best SROCC value and gives comparable LCC and RMSE values. 
Statistical Significance and Hypothesis Testing
The differences in median correlations between the competing BIQA models may not be statistically significant. Therefore, a hypothesis test to evaluate the statistical significance difference between each model is conducted. As the SROCC and LCC values follow right-skewed unimodal distributions, the Wilcoxon rank-sum test is employed avoiding the normality assumption required by a typical t-test [26] . The Wilcoxon rank-sum test measures the equivalence of the median values of two independent samples. The test is performed on the SROCC values obtained from the 1000 runs of experiments at a significance level of 0.01. The null hypothesis is that the SROCC values of the two BIQA models are drawn from the populations with equal median while the alternative hypothesis is that the median of one model is greater than the other.
The results are shown in Table 5 . A score of '1' implies there is a statistically significant difference between both models and the model in row has a larger median than the model in column. A score of '-1' also implies there is a statistically significant difference between the models, but the model in column now has a larger median than the model in row. A score of '0' indicates the null hypothesis cannot be rejected; there is no statistically significant difference between both row and column models. On the LIVE database, PATCH-IQ has A C C E P T E D M A N U S C R I P T 11 no statistically significant difference to NPNO but differs to the rest. However, on the CSIQ and the LIVEMD databases, PATCH-IQ is different to all models. 
Influence of Framework Parameter on Its Performance
To investigate the effect of varying the number of images in the labelled dataset, all three databases are partitioned under three train-test ratios: 80:20, 50:50 and 30:70. The remaining five competing BIQA models are also evaluated under the same settings. The number of selected patches for each labelled image and test image and the patch size are fixed as before. The SROCC results for the overall performance experiment are shown in Table 6 . As expected, the performances of all tested BIQA models decrease as the number of samples reduces. On the LIVE database, PATCH-IQ has the second best SROCC values after NPNO at 50% and 30% training ratios. However, when tested on the CSIQ and the LIVEMD databases, PATCH-IQ produces the best SROCC values at all three training ratios. This shows it has better generalisation ability than NPNO. Compared to the remaining four BIQA models, it is also interesting to note that PATCH-IQ still gives better SROCC values at 50% ratio than the other models' results at 80% ratio on the CSIQ and LIVEMD while slightly lags behind GMLOG on the LIVE database. This proves that the PATCH-IQ framework works well when the number of training samples is small. The results of varying the number of patches in each labelled image on the LIVE database at 80% training ratio are shown in Table 7 and Figure 6 , respectively. A higher number of utilised patches will lead to higher SROCC and LCC values. However, it will lead to longer computation time for the identification of the distortion. Here, PATCH-IQ chooses the lowest number of patches that outperforms the state-of-the-art BIQA models while has acceptable processing time.
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A N U S C R I P T 12 The effect of the number of the nearest neighbour patches used for linear regression on the model performance is investigated. All other parameters are again fixed at the initial values. The performance variation of PATCH-IQ when tested on the LIVE database is shown in Table 8 . Based on the results, there is a small variation on the obtained values, indicating that the effect of the number of labelled patches is not significant. The number that provides the optimum performance is empirically chosen. Here, the optimum performance is achieved when the number is set at 1000. The quality prediction performance of PATCH-IQ also depends on how the scores from test patches are pooled. In Section 3.6, PATCH-IQ pools all the patches' scores by assigning weight to each score according to an inverse weighting rule. Two other pooling methods: average pooling and max pooling are tested and the Table 9 and Figure 7 . Among the three pooling methods, we can observe that the inverseweighted based pooling method based consistently produces the highest SROCC, LCC and RMSE values. It provides slight improvement to average pooling while better than max pooling. 
Distortion Identification Accuracy
Another useful property of PATCH-IQ is its ability to identify the distortion affecting the image. To show that the chosen NBNN classifier is capable to provide good classification performance, the median classification accuracy over 1000 runs of experiments on all three databases is reported. The results are tabulated in Table 10 . The chosen classifier consistently achieves good performance across many distortions with the minimum accuracy value of 80%. Since the classifier uses the extracted spatial domain features as its input descriptors, the results indicate that the features are not only suitable for quality estimation but also suitable for distortion identification purposes. To allow visualisation of the classification performance, Figure 8 plots the confusion matrix for each distortion classes in both the LIVE and the CSIQ databases. We can use the confusion matrix to see if PATCH-IQ is confusing two distortion classes. Each column of the matrix represents the instances in the predicted distortion class while each row represents the instances in the actual distortion class. Each row adds up to 1 and the values represent the mean percentage for the 1000 runs of experiments. Higher value indicates greater confusion. In the LIVE database, we can see that WN, GB and JPEG are generally well classified by PATCH-IQ and not confused with other distortion. JP2K and FF are most confused with each other whereby about 11% of FF images are misclassified as JP2K images and about 4% of JP2K images are predicted as FF images. This is because FF images in the database are essentially JP2K compressed images followed by packet-loss errors [25] . In the CSIQ database, good classification performance is achieved by PATCH-IQ with less than 6% of the WN images are misclassified. JPEG is the most confused distortion with 10% of the images are misclassified as JP2K or WN images while another 4% are wrongly predicted as GB images. 
Feature Analysis
To visualise the relationship between the extracted features and the human perception of image quality, the SROCC values between each feature and DMOS values for the LIVE database images are plotted in Figure  9 . We can see that each feature capture quality information differently and they vary depending on distortion. The proposed features correlate well with the human perception of quality for images affected by noise. Most features are also useful for quality prediction of blurred images or images distorted by JP2K compression artefacts. In each distortion case, we can observe that the variance parameters of both the GGD model and the AGGD model have better correlation with subjective scores compared to the shape parameters of the models. Meanwhile, among all the proposed features, the mean parameters of the AGGD models capture quality information the least. Another observation we can made is the same features extracted in different orientations generally have similar correlation values.
To evaluate the contributions of different features on both the distortion classification and the quality prediction performances, five groups of feature are tested on the framework; 1) All features (denoted as PATCH-IQ), 2) The GGD model-based features (denoted as PATCH-IQ2), 3) The AGGD model-based features (denoted as PATCH-IQ3), 4) All features except the mean parameter of the AGGD models (PATCH-IQ4) and 5) The variance parameters of both the GGD model and the AGGD model (PATCH-IQ5). PATCH-IQ2 should study the contribution of features derived directly from the locally normalised luminance coefficients whereas PATCH-IQ3 is to evaluate the effects of features derived from the pairwise products of these coefficients. Meanwhile, features for PATCH-IQ4 and PATCH-IQ5 are selected based on the previous discussions.
The median classification accuracy values over 1000 runs of experiments for the five PATCH-IQ versions tested on the LIVE database are tabulated in Table 11 . We can see that the best classification results for both the overall and the DS experiments are achieved when all 36 features are utilised. PATCH-IQ3 has better classification accuracy than PATCH-IQ2 showing that the AGGD model-based features contribute more to a distortion identification task than the GGD model-based features. We can also observe that removing the mean parameters of the AGGD models as in PATCH-IQ4 has little effect to the classification performance. This indicates that the mean parameters of the AGGD models have small contributions to such a task. The classification accuracy also drops when only variance parameters are utilised as in PATCH-IQ5. Table 12 shows the median SROCC values over 1000 trials obtained by the same five PATCH-IQ versions when tested on the LIVE database. Few similar observations can be made here. First, the best quality prediction performances for both experiments are produced when PATCH-IQ utilised all the proposed features. Second, PATCH-IQ3 has better correlation values in most distortion cases than PATCH-IQ2. This indicates that the AGGD model-based features have better correlation to human perceptual measures than the GGD modelbased features. Third, PATCH-IQ4 achieves similar prediction performances to PATCH-IQ for images affected by noise and compression artefacts while only suffers a slight degradation in performance for GB and FF images. This shows that the mean parameters of the AGGD models contribute little to a quality prediction task. Meanwhile, PATCH-IQ5 also achieves close prediction performance to PATCH-IQ in both experiments. This suggests that, while the variance parameters of both the GGD model and the AGGD models may not be suitable features for a distortion classification task, they are useful features for image quality prediction. 
Computational Complexity
Having a fast computation speed is always desirable especially for applications that require online quality assessment like adaptive coding in video streaming. PATCH-IQ's processing time is analysed in this subsection. There are three major stages that consume most of the processing time: (1) patch and feature extraction; (2) distortion identification; and (3) local quality estimation. Processing times are based on un-optimised MATLAB R2011b code on an 8GB RAM computer with an Intel i5 3.20 GHz processor.
Extracting IQA features is the most time consuming part of the model framework as features are extracted at the patch level rather than at the image level. A higher number of patches will lead to longer extraction time. Additional computation time is also required for interest points' detection. In addition, the choice of statistical features to be utilised also plays important roles in keeping acceptable processing time. On average, utilising spatial domain features described in sub-section 3.2 and setting the number of test patches as in sub-section 4.1, PATCH-IQ requires 1.03 seconds to extract the features in a typical 512 768 image. Processing time of the distortion identification stage is determined by the I2C distance computation. It depends on the size of the labelled dataset. The dataset size is determined by the number of labelled images and the number of patches within those images. A larger dataset will require longer time to compute the I2C distance between the test patches and their nearest neighbour labelled patches. However, a larger database will lead to better prediction performance. Therefore, there is a clear trade-off between the prediction performance and the I2C distance computation time. Choosing an appropriate dataset size is essential to ensure fast computations while achieving competitive prediction performance. At 80% ratio, PATCH-IQ requires an additional 0.05 second to perform distortion identification.
Finally, the local quality estimation processing time is directly related to the number of NN patches selected for linear regression. A higher number of patches will lead to longer quality estimation time. Setting the parameters as in sub-section 4.1, an extra 0.08 second performs quality estimation for all test patches. We do not consider the time to construct the labelled dataset as it is assumed that it is already available prior to the testing stage. The average run-time comparison between PATCH-IQ and the competing BIQA models is shown in Table 13 . BIQI is the fastest but has the worst performance among all the compared models. PATCH-IQ is slower than others except CORNIA. However, given its superior performance, PATCH-IQ can be a better option for IQA applications when real time computation is not a key requirement. A C C E P T E D M A N U S C R I P T 16
CONCLUSION AND FUTURE WORK
In this paper, a simple but effective BIQA model that estimates image quality without the presence of a reference image is presented. The model, PATCH-IQ, is based on a five-stage framework that operates in a spatial domain. In contrast to many previous BIQA models, PATCH-IQ predicts the quality of an image directly from a set of annotated patches using nearest neighbour methods. The approach alleviates the need of any prior training phase. PATCH-IQ can also estimate image quality locally and identify the distortion affecting the image, two useful properties that are not available in most of current BIQA models. The model is tested extensively on three subject-rated image databases. The experimental results demonstrated that the image quality estimates of PATCH-IQ are highly correlated with human perceptual measures of image quality across various kinds of image distortions. PATCH-IQ also has greater performance to all competing BIQA models in quality prediction accuracy and robustness. PATCH-IQ also generalises well across different databases including the one with multiple distorted images.
Despite these promising results, several steps could be taken to improve PATCH-IQ. PATCH-IQ relies on a labelled dataset and has only being tested on distortions in the standard IQA databases. Introducing new types of distortions will increase the dataset size, leading to higher memory and processing time requirements. Here, the use of parallel computing or less computational expensive feature extraction methods could be explored to speed-up the process. We could also integrate incremental learning techniques in the dataset construction to help dealing with an increasing number of new distortion classes. In addition, obtaining accurate image distortion class is essential to provide PATCH-IQ with better regression inputs for quality estimation stages. While PATCH-IQ uses spatial domain features and a NBNN classifier to perform the classification, different features and other nearest neighbour classifiers could also be tested to obtain better classification accuracy.
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