[1] Hyporheic exchange is an important process that underpins stream ecosystem function, and there have been numerous ways to characterize and quantify exchange flow rates and hyporheic zone size. The most common approach, using conservative stream tracer experiments and 1-D solute transport modeling, results in oversimplified representations of the system. Here we present a new approach to quantify hyporheic exchange and the size of the hyporheic zone (HZ) using high-resolution temperature measurements and a coupled 1-D transient storage and energy balance model to simulate in-stream water temperatures. Distributed temperature sensing was used to observe in-stream water temperatures with a spatial and temporal resolution of 2 and 3 min, respectively. The hyporheic exchange coefficient (which describes the rate of exchange) and the volume of the HZ were determined to range between 0 and 2.7 Â 10 À3 s À1 and 0 and 0.032 m 3 m À1 , respectively, at a spatial resolution of 1-10 m, by simulating a time series of in-stream water temperatures along a 565 m long stretch of a small first-order stream in central Luxembourg. As opposed to conventional stream tracer tests, two advantages of this approach are that exchange parameters can be determined for any stream segment over which data have been collected and that the depth of the HZ can be estimated as well. Although the presented method was tested on a small stream, it has potential for any stream where rapid (in regard to time) temperature change of a few degrees can be obtained. 
Introduction
[2] Stream water-groundwater interactions (hyporheic exchange) may influence stream water quality significantly [Findlay, 1995] . In this study we defined the hyporheic zone as the subsurface volume of alluvial aquifer through which stream water exchanges, although we recognize that different disciplines may define the hyporheic zone differently [Krause et al., 2011] . However, it is often difficult to either quantify hyporheic exchange or to locate the extent of the hyporheic zone.
[3] Different approaches have been applied to quantify the hyporheic exchange or to identify the hyporheic zone. Vertical hydraulic gradients have been measured to identify zones of upwelling and downwelling stream water . Ward et al. [2010] successfully used electrical resistivity tomography (ERT) to visualize the hyporheic zone during a stream tracer test using dissolved salt as a conservative tracer. Groundwater models have also been developed to investigate hyporheic exchange. Gooseff et al. [2006] used a 2-D groundwater model and showed the effect different bed forms and stream sizes have on hyporheic exchange. Residence time distributions of exchange over different spatial scales of exchange have been investigated by using groundwater flow models [Cardenas, 2008] . Such approaches have also elucidated the influence of stream sinuosity and larger groundwater flow boundary conditions on hyporheic zone extent and exchange [Cardenas, 2009] . However, Wondzell et al. [2009] showed that because of equifinality (i.e., different model parameterizations give similarly good model outcomes [e.g., Beven and Freer, 2001] ) in groundwater models the simulated hyporheic exchange can differ significantly with different hydraulic conductivities, while observed groundwater heads were simulated well.
[4] Another approach to characterize hyporheic exchange is to analyze in-stream tracer breakthrough curves with 1-D transient storage models [e.g., Bencala and Walters, 1983; Runkel, 1998 ]. However, Harvey and Wagner [2000] showed that this approach is sensitive to experimental setup (i.e., the ''window of detection''), such as the length of the experimental reach, and Wörman and Wachniew [2007] showed that the chosen ''goodness of fit'' parameter to quantify the model performance also influences the analysis of the observed breakthrough curves. Nevertheless, this approach has been widely used to infer size of hyporheic zones and their influence on solute transport in streams [e.g., Haggerty et al., 2000 Haggerty et al., , 2002 Gooseff et al., 2003 Gooseff et al., , 2005 Wondzell, 2006; Zarnetske et al., 2007] .
[5] A general complication of the 1-D transient storage model is that the transient storage zone represents both instream transient storage zones (e.g., eddies) and hyporheic zones (or even more processes), without distinguishing between the two. Choi et al. [2000] compared a one-zone transient storage model with a two-zone transient storage model. They showed that only if the two transient storage zones have completely different characteristics in terms of exchange rate and volume does the two-zone model outperform the one-zone model. Briggs et al. [2009] estimated the exchange rate and storage volume of one of the two zones by field observations: In their case they measured the volumes of in-stream transient storage zones as well as the breakthrough curves in these in-stream transient storage zones. However, a major disadvantage of most tracer studies that are designed to quantify hyporheic exchange is that the locations of the observation points should be chosen a priori, and no knowledge about the location of the hyporheic zone beneath the streambed is gained.
[6] The in-stream tracer studies mentioned above all relied upon the application of chemical tracers in the stream or streambed. In this study, we use temperature as a tracer. Temperature has been used as a tracer to identify upwelling or downwelling stream water by analyzing temperature variations at different depths in the streambed [e.g., Stallman, 1965; Lapham, 1989; Silliman et al., 1995; Constantz, 1998; Constantz et al., 2003; Becker et al., 2004; Anderson, 2005; Niswonger et al., 2005; Hatch et al., 2006; Keery et al., 2007] , though it is a useful stream tracer as well. Hyporheic exchange dampens the stream water temperature oscillations at both the daily and annual time scales [e.g., Poole and Berman, 2001; Burkholder et al., 2008] , thus potentially allowing for the quantification of hyporheic dynamics from analysis of temperature dynamics. However, temperature is not a conservative tracer. Heat exchanges occur throughout coupled stream-hyporheic systems. Yet analysis of the energy balance of stream and hyporheic waters is needed [e.g., Brown, 1969; Sinokrot and Stefan, 1993; Kim and Chapra, 1997; Boyd and Kasper, 2003; Becker et al., 2004; Westhoff et al., 2007; Roth et al., 2010] . Such an approach requires extensive information on spatial and or temporal temperature patterns. For example, in cases where hyporheic exchange is an important flux, the temperature of the return flux should be known as well as the stream water temperature. Cozzetto et al. [2006] used observed subsurface temperature as an estimate for the temperature of the hyporheic zone. Loheide and Gorelick [2006] and Westhoff et al. [2010] used simulated subsurface temperatures as a proxy for the temperature of the hyporheic return flux. However, they ignored the fact that the hyporheic exchange can influence subsurface temperature as well. Story et al. [2003] and Neilson et al. [2009] included this effect, assuming that the hyporheic zone only covered the top layer of the streambed. Meier et al. [2003] also included energy exchange with transient storage zones (such as the hyporheic zone), but they only considered the influence of in-stream transient storage zones. All of these studies were constrained by the fact that the locations of the observation points had to be chosen a priori.
[7] The aims of this study are to identify hyporheic exchange at a spatial resolution on the order of 1-10 m and to estimate the depth of the hyporheic zone beneath the streambed. This study is unique in that we make use of high-frequency (3 min interval), high spatial (2 m) resolution temperature observations, which allows us to choose the segments of constant hyporheic exchange parameters after the observations are made (section 3.2). We develop and demonstrate results of a heat transport model that accounts for exchange with transient storage zones and allows us to identify the size of the hyporheic zone and hyporheic exchange fluxes along the study reach. There is significant potential to advance our general understanding of hyporheic exchange, its dynamics through space, and influence on stream ecosystems using this new modeling approach.
Site Description and Field Measurements

Site Description
[8] The study took place in a first-order reach of the Maisbich, a first-order stream located in central Luxembourg (49 53 0 N latitude and 6 02 0 E longitude; Figure 1 ). The reach is 565 m long, with an average slope of 18%. Schist bedrock is covered with a layer of loose rock clasts with variable clay content of a few meters thick. This layer is overlain by a thin layer of fine sediments. While the thickness of the fine sediment layer varies between 0 and 1 m in the direct surroundings of the stream and on the hillslopes, it can reach several meters farther uphill. The stream scoured the fine sediments in the valley bottom, Figure 1 . Map of the studied branch of the Maisbich (49 53 0 N latitude and 6 02 0 E longitude). The shaded areas are areas that were never subjected to direct solar radiation. [9] Four distinct sources of lateral inflow are present in the stream (at 104, 177, 351, and 414 m). Here we define lateral inflows as continuous concentrated sources coming from the subsurface. They were observed using high-resolution temperature observations during similar low-flow conditions [Selker et al., 2006a [Selker et al., , 2006b Westhoff et al., 2007] . In addition, two small lateral inflows at 383 and 393 m have been observed in the field after detailed field surveys; they contributed less than 5% of the discharge just downstream of the inflow and therefore were not monitored. All inflows are groundwater sources : the first and last one flow over the surface for $3 and $10 m, respectively, while the other sources are within 0.5 m from the stream edge. Just upstream of the first lateral inflow (104 m) a zone exists where a substantial portion of the stream water infiltrates into the bed. Stream tracer tests (unpublished data) indicate that at least a part of this water returns to the stream at 104 m since some of the injected salt was found back in the source water.
Field Measurements
[10] At the upstream and downstream end of the studied reach, two V notch weirs were installed and equipped with Keller DCX22 pressure sensors recording water levels with a temporal resolution of 10 min. During the 2 day study period (1-2 June 2009) the upstream and downstream discharge was 0.35 6 0.05 and 0.47 6 0.05 L s
À1
, respectively, while observed annual maximum discharge is on the order of 50-100 L s
. Both V notch weirs were calibrated on 25 June 2009 by holding a bucket under the V notch weir. Three repetitive measurements per V notch weir showed a standard deviation of 0.001 L s À1 for both locations.
[11] Along the entire stream, temperature was measured using a distributed temperature sensing (DTS) system (Halo, Sensornet, United Kingdom). The system has a spatial resolution of 2 m and a temporal resolution of 3 min. This configuration results in a precision of $0.1 C (for a more detailed description of DTS, see Selker et al. [2006a Selker et al. [ , 2006b and Tyler et al. [2009] ). Comparison with three independent temperature loggers (TidbiT v2 Temp logger, HOBO, United States, accuracy 0.15 C) at 12, 184, and 347 m indicated an error in DTS-observed temperatures of 0.3 C. Small stones were put on top of the fiber-optic cable (approximately every 20-50 cm) to keep it submerged. In the four major lateral inflows, water temperature was monitored with independent temperature loggers (TidbiT). The stream water temperature upstream and downstream of the three most upstream lateral inflows was monitored as well with TidbiT temperature loggers. They were all programmed with a temporal resolution of 6 min. At 83 and 312 m from the upstream V notch weir, temperature loggers (HOBO TMC6-HD sensors connected to a U12-008 logger) monitored the temperature below the stream at depths of 5, 10, 20, and 40 cm at a 30 min interval.
[12] In the meadow just uphill of the upstream V notch weir a HOBO weather station monitored incoming solar radiation, air temperature, wind speed and direction, and rainfall at a 10 min interval. Relative humidity data have been obtained from a nearby weather station ($6 km from the site) from the Administration des Services Techniques de l'Agriculture (http://www.asta.etat.lu), which had a temporal resolution of 10 min. These data were used to compute a surface energy balance for stream water.
[13] Cross-sectional riverbed profiles were measured at 64 places along the stream using a pin meter (Figure 2 ). The pins were situated 2 cm from each other. The vertical displacement of each pin could be determined with an accuracy of $2 mm. To distinguish between in-stream rock clasts and the riverbed, we drew a contour around the lower pins. With these measurements, look-up tables have been created that link water level directly to cross-sectional area of stream water, cross-sectional area of rock clasts, wetted perimeter, and surface width of the stream. All these are parameters needed in the transient storage model (see section 3.1).
Modeling Methodology
Transient Storage Model for Heat Transport
[14] To model the heat transport in the stream, we used a 1-D advection-dispersion model with transient storage zones. The model builds on previous work by Westhoff et al. [2007 Westhoff et al. [ , 2010 , where the energy balance was integrated in the transport and routing model and heat exchange with the in-stream rock clasts was included. However, in their Figure 2 . (top) Photo of pin meter and (bottom) the digitalized bed profile including the contour line. Note that to avoid numerical problems, we sometimes added some points on the right or left sides of the observed points to identify the river banks. During this case study, the water level always stayed within the observed range.
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model the cross-sectional area of the stream was simplified as a trapezoidal shape, while subsurface temperature was only modeled up to a depth of 7 cm. As a result, this model was unable to simulate the temperature of the hyporheic zone. Therefore, model improvements for this study involved a better representation of the cross-sectional profiles along the stream, a better description of the vertical subsurface heat conduction, and simulation of the temperature of the hyporheic zone. Westhoff et al. [2007 Westhoff et al. [ , 2010 used only two layers of $7 cm to simulate heat conduction at the subsurfacestream water interface. In this study, however, because we simulate the temperature of the hyporheic zone, we needed to simulate the subsurface temperature to greater depth. Hence, we extended the subsurface model domain to a depth of 1 m below the stream.
[15] Westhoff et al. [2010] showed that in the studied stream, heat exchange between the water and in-stream rock clasts is an important mechanism that buffers stream water temperature. Therefore, our model simulated two transient storage zones : one zone represents the hyporheic zone, and the other represents the heat exchange with the in-stream rock clasts. The governing equations are
where (1) is the mass balance for water, (2) is the modified advection-dispersion equation, and (3) describes the vertical heat conduction in the subsurface (parameters and variables are defined in the notation section). Equations (1) and (2) were solved explicitly, while (3) was solved implicitly, all with time steps of 5 s and longitudinal grid cells of 1 m. In the transport model (2), the first two terms represent the storage of heat in the water and in-stream rock clasts, while the third and fourth terms represent advection and dispersion of heat. The terms on the right-hand side represent the heat budgets of lateral inflows and outflows (outflows were defined as losses of stream water, i.e., water that infiltrates into the subsurface), hyporheic exchange, energy exchange between the water-air interface, and energy exchange between the water-streambed interface, respectively. The hyporheic exchange (both upwelling and downwelling) has been assumed to take place within one grid cell, while no lateral hyporheic flow was taken into account.
[16] The change in temperature of the subsurface is taken as the sum of vertical heat conduction and hyporheic exchange. The first term on the right-hand side of (3) represents the vertical heat conduction in the subsurface; the second term represents the temperature change by hyporheic exchange, and the third term represents the heat conduction between the stream and the first subsurface layer. Note that the second term is only applied at the locations where hyporheic exchange is defined, and the third term is only applied at the top layer of the subsurface. In the numerical solution we defined 25 horizontal subsurface layers with a vertical thickness of 4 cm each. At the lower boundary (at 1 m depth) we assumed a constant temperature of 14 C. This temperature was estimated by analyzing the subsurface temperature observations at 83 and 313 m. The hyporheic zone is assumed to be somewhere within this 1 m thick profile (Figure 3) , which is reasonable for such a small stream. The thickness of the hyporheic zone is determined as d ¼ A s /P. The temperature of the hyporheic return flow is taken as the average temperature of all subsurface grid cells in a single vertical section where hyporheic exchange was determined.
[17] The parameters A w , B, and P have been determined with a routing model on the basis of the Saint-Venant equation [Stelling and Duinmeijer, 2003] , while the longitudinal discharge profile (Q) was determined using information on 
observed relative contributions of the lateral inflows and detailed field surveys in the field and at two stream segments by simulating the rapid increase of in-stream temperature (section 3.2).
[18] To differentiate between hyporheic exchange and heat exchange between water and in-stream rock clasts, the cross-sectional areas of the rock clasts were measured (see section 2.2). We assumed that the heat exchange between the water and the rock clasts is instantaneous, meaning the temperature of rock clasts is always the same as the stream water temperature . Equation (2) will then be simplified to
[19] The net energy exchange between water and atmosphere (È atm ) is the sum of solar (corrected for shadow effects) and longwave radiation (taken from Westhoff et al. [2007] ) and latent and sensible heat (taken from Monteith [1981] ). The latent heat and sensible heat have been taken from Monteith [1981] because periods of 100% relative humidity were measured, resulting in infinitely large Bowen ratios, which were used by Westhoff et al. [2007] . The method of Monteith [1981] determines sensible heat without the use of a Bowen ratio.
Calibration Strategy
[20] For this study we focus on two consecutive warm days on 1 and 2 July 2009. In our approach we first determined the discharge profile, after which we calibrated the parameters describing hyporheic exchange.
[21] Stream discharge was observed at the V notch weirs located upstream and downstream of the investigated reach. No direct discharge measurements have been done in between. Instead, we determined the longitudinal discharge profile in an indirect way. The relative contributions of the two major inflows at 351 and 414 m have been determined with a mass balance equation knowing the temperature of the inflow and the temperature just upstream and downstream of the inflow:
where Q L and Q d are the discharges of the lateral inflow and just downstream of the lateral inflow and T L , T d , and T u are the temperatures of the lateral inflow and just downstream and upstream of the lateral inflow. This method was not possible for the first lateral inflow at 104 m because upstream of this point the stream was almost dry, leading to very high uncertainty using (5), or for the lateral inflow at 177 m because its measurement of T L was influenced by mixed stream water. To determine the discharge of these two lateral inflows, we calibrated the discharge of the stream segment just downstream of the inflow. These two sections (at 108-180 and 182-234 m) were exposed to solar radiation during 2-3 h, leading to a rapid increase in temperature (maximum of 8.9 C and 4.7 C/100 m for both sections, respectively). Because the temperature increase is linearly dependent on the depth of the stream, a smaller stream depth results in a faster increase in temperature. The stream depth is, in turn, a function of discharge, with lower discharge resulting in shallower depths. The inflows at 383 and 393 m were not monitored since they were too small to affect instream temperature. We estimated both at Q L ¼ 0.05 Q d .
[22] The loss of water upstream 93 m has been estimated as 98% of the discharge because the stream was almost dry between 93 and 104 m. For numerical stability, we assumed there was a small fraction of water left in the stream. The location where stream water infiltrated is, as a best guess (based on detailed field surveys), set between 60 and 93 m from the upstream V notch weir where we assumed for each grid cell the same relative amount of water to infiltrate. The loss between 234 and 248 m was estimated in such a way that the observed upstream discharge plus all gains minus all losses equals the observed downstream discharge. For this loss of water the location is also considered a best estimate. The sensitivity of the energy budget to these latter three assumptions is minor but important to maintain the water balance in the model. Figure 4a shows the discharge profile that resulted from the discharge calibration.
[23] We used in-stream temperature observations to calibrate the exchange coefficient (), the cross-sectional area of the hyporheic zone (A s ), and the average depth of the hyporheic zone. We calibrated these parameters in predefined short segments of the stream (between 40 and 170 m long) to prevent error propagation from upstream to downstream. For each segment, the observed upstream water temperature was taken as a boundary condition. The segment boundaries were chosen 2-4 m downstream of a lateral inflow or at the upstream end of a completely shaded section. These were the areas where we could constrain the calibration parameters well (see section 5.2). The selected segments were 0-106 m (until the first inflow), 108-180 m (between the first and second inflows), 182-350 m (between the second and third inflows), 354-421 m (between the third inflow and the end of a shaded area), 421-465 m (beginning of open area until the start of a shaded area), and 466-565 m (start of a shaded area until the downstream V notch weir). The small gaps between segments are points where there is a lateral inflow, which has to mix completely before we observe a representative water temperature. Within each segment subsections of constant , A s , and depth of the hyporheic zone were considered to best fit the observed in-stream temperature. The predefined segments were determined a priori, while the selection of subsections was done by trial and error, trying to minimize the number of subsections.
[24] At 83 and 312 m from the upstream V notch weir we observed subsurface temperature at 5, 10, 20, and 40 cm below the stream using independent temperature sensors. From this we determined the hyporheic exchange parameters , A s , and depth of the hyporheic zone by simulating subsurface temperature with the vertical temperature diffusion equation (3).
[25] As a boundary condition, we used observed stream water temperature. We then varied , A s , and depth of the hyporheic zone to minimize the root-mean-square error (RMSE) of observed and simulated temperature at 5, 10, 20, and 40 cm depth. The resulting parameter values for , A s , and depth of the hyporheic zone were then compared with the parameter values obtained by calibrating in-stream W10508
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temperature as a way of validation. We also compared the observed subsurface temperatures with simulated subsurface temperatures calibrated with in-stream temperatures (as described above).
Results
[26] As a base case we first simulated the stream water and subsurface temperature without hyporheic exchange, taking only heat exchange with the in-stream rock clasts into account (Figures 4b and 4c ; see also Animation S1 in the auxiliary material).
1 Figure 4b shows the observed and simulated stream water temperature on 2 July 2009, 07:00 LT, and the simulated subsurface temperature over depth and along the stream. Figure 4c shows the same but for 2 July 2009, 14:00 LT. Up to 250 m, the temperatures were well simulated with a RMSE of 0.85 C. Further downstream, the simulated temperatures deviate more strongly from the observed temperatures, with a RMSE for the whole stream of 1.27 C. During the day, the simulated stream water temperatures are too high, and during nighttime they are too low. This indicates a storage effect of heat where energy is stored during the day and released during the night. Hyporheic exchange is a likely candidate for this phenomenon.
[27] Subsequently, we introduced hyporheic exchange into the model. After calibration we ended up with 13 stream segments of constant A s , , and depth of the hyporheic zone (Figure 5a ). The hyporheic exchange buffered the temperature, resulting in a much better fit with a RMSE of 0.65 C (Figures 5b and 5c and Animation S2). One particular behavior in the observed stream water temperatures was the occurrence of negative longitudinal temperature gradients visible on 2 July 2010, 14:00 LT, at 80-100, 250-300, and 470-520 m. Indeed, these stream reaches were never exposed to direct shortwave radiation because of the thick canopy cover. But the net energy flux, although small, was still positive because of longwave radiation and sensible heat, indicating that the stream should have been warming up. Exchange with the relatively cooler water in the hyporheic zone made it possible to simulate the observed negative longitudinal temperature gradients.
[28] The observed subsurface temperatures at 83 and 312 m were used for validation. Comparing the simulated subsurface temperatures with the observed ones gave RMSE at 83 and 312 m (averaged for all observed depths) of 0.30 and 0.26 C, respectively ( Figure 6 , Animation S2, and Table 1 ). At 83 m, simulated peak temperatures were underestimated, especially during 2 July (by 1.3 C, 0.57 C, 0.47 C, and 0.35 C at 5, 10, 20, and 40 cm depth). Also, (Table 1) .
[29] The influence of the hyporheic zone on the subsurface temperature is best seen in Figure 5c . Hyporheic exchange circulation acts as a heat sink during the day, conducting heat from the stream into the subsurface. This resulted in higher simulated subsurface temperatures than at areas without hyporheic exchange during the day.
[30] The relative influence of the hyporheic exchange, compared with È atm and È bed , is illustrated in Figure 7 ). During the night, È hyp is positive, while È atm and È bed are close to zero. During the day, È hyp is a cooling flux, which can be in absolute terms larger than È atm .
Discussion
Limitations
[31] Since each model is a simplification of the real world, several assumptions had to be made. In our case, we showed excellent model performance for simulated stream water temperatures. Here we discuss the validity of our assumptions.
[32] No lateral hyporheic exchange was taken into account. This means that downwelling hyporheic water returns to the stream within the same grid cell. Since we assume instantaneous mixing within each grid cell (both in the stream and in the subsurface), lateral hyporheic exchange cannot be tested within this model framework. However, some of the longer lateral hyporheic flow paths were taken into account implicitly. For example, salt that was injected in the stream around 60 m was found back in the inflow at 104 m (data not shown), indicating that this inflow (partly) consists of stream water infiltrated into the subsurface between 60 and 93 m. Because we observed the temperature of the inflow at 104 m, the temperature of this hyporheic return flux was known, and therefore, it was not needed to simulate this temperature.
[33] We also ignored the effect of vertical (upwelling) groundwater flow on subsurface temperature. In this catchment, groundwater flows through preferential flow paths and enters the stream at concentrated inflow points. These inflows are then visible as temperature anomalies in the stream. During this study we only found six lateral inflows, meaning that only at these six locations is this assumption violated. With longitudinal grid cells of 1 m, this is only 1% of the whole stream.
[34] In our model setup, we allowed the hyporheic zone to be somewhere in the subsurface (up to 1 m depth), without forcing it to be in the top layers. The rationale for this is that the rocky subsurface allows for many preferential flow paths, making it possible for stream water to be connected with a somewhat deeper hyporheic zone. However, after calibrating the model, most hyporheic zones seem to be directly beneath the stream. Only two sections (182-250 m and 360-420 m) appear to be really deeper in the subsurface. Yet these are two sections where the parameters a For the first strategy, calibration was done by mimicking the observed stream water temperatures (T w ), and for the second strategy, calibration was done by mimicking the observed subsurface temperatures at four different depths while the observed stream water temperature was used as boundary condition (T subsurface ).
b
The root-mean-square error (RMSE) was determined as the average RMSE between the simulated and observed subsurface temperatures at 5, 10, 20, and 40 cm depth for the whole simulation period.
c These values of the wetted perimeter are taken directly from the routing model. 
W10508 WESTHOFF ET AL.: QUANTIFYING HIGH-RESOLUTION HYPORHEIC EXCHANGE W10508
representing hyporheic exchange were poorly identified (see section 5.2).
[35] Another assumption we made is that heat exchange between water and rock clasts is fast enough for their temperatures to be the same. To test this assumption, we considered a flat rock clast with a thickness of 2 cm, subject to a temperature change at both sides of the rock clast of 4 C per hour (this was the maximum observed temperature change of the water). Numerical simulations showed that the temperature in the middle of the stone is always within 0.06 C of the outside temperature.
[36] Because most of the rock clasts are smaller than this, while the contact area between water and rock clasts is larger than considered in this calculation, the assumption that T w ¼ T r seems valid. Only a few larger rock clasts violate this assumption, but their relative contribution is minor. Small errors made in determining the cross-sectional area of the rock clasts did not influence the results significantly. If twice the amount of in-stream rock clasts was assumed, the RMSE increases by 0.01 C into 0.66 C.
[37] An assumption that has a much larger impact is that the width of the hyporheic zone is assumed to be the same as the wetted perimeter of the stream (which is responsible for the high variability of the thickness of the hyporheic zone since the wetted perimeter is different for each grid cell). We recognize that this is an arbitrary way to determine the shape of the hyporheic zone, but since we do not have any observations, any shape would be arbitrary. At the two locations where we observed subsurface temperatures (at 83 and 312 m), we inferred the thickness of the hyporheic zone with two different sets of observations (i.e., calibrating on in-stream temperature and calibrating on observed subsurface temperature, as described in section 3.2). Both methods gave similar results (Table 1) , indicating that the assumed shape of the hyporheic zone is correct for these two locations. Yet between 420 and 520 m the calibrated thickness of the hyporheic zone seems rather large. Since a large volume was needed to buffer the temperature in the model, a wider and thinner hyporheic zone would have given similar model results while the shape of the hyporheic zone would have been more realistic.
[38] Finally, we must consider the simulated depth of the subsurface. In our simulations we defined a constant temperature at 1 m depth below the stream.
[39] To test the validity of this assumption, we determined for each vertical section in the subsurface the diurnal temperature amplitude on 2 July 2009 and divided that by the amplitude at the top of each vertical subsurface column. For most areas, the temperature amplitude below a depth of 0.2 m was less than 25% of the amplitude at the top of the column. Between 250 and 300 m this was slightly deeper at a maximum of 0.5 m depth (Figure 8 ). This indicates that simulating subsurface temperatures up to a depth of 1 m was sufficient. We also found no change in RMSE when the subsurface temperatures were simulated up to 2 m depth (results not presented).
How Well is the Hyporheic Zone Constrained?
[40] Harvey and Wagner [2000] stated that for a good identifiability of and A s the Damköhler number should be between 0.5 and 5. The Damköhler number is a dimensionless number describing the ratio between hyporheic exchange rate and advection and is given by Harvey and Wagner, 2000] , where L is the distance between tracer input and the observation point and u is stream velocity. Since the Damköhler number is a function of and A s , which are both calibration parameters, it is only possible to determine the Damköhler number a posteriori.
[41] In this study the main tracer input is solar radiation. Close to an area exposed to solar radiation, N D < 0.5, while far away, N D > 5. This means that although we have temperature observations every 2 m along the stream, we cannot determine and A s everywhere along the stream with the same confidence level. To investigate the identifiability of and A s , we determined the required distance L needed to obtain 0.5 < N D < 5 (Figure 9 ).
[42] For example, between 182 and 250 m the stream is exposed to solar radiation. This means that in this reach, L is very small since the tracer injection point (solar radiation) is at the same place as the temperature observations. The nonshaded areas are exposed to solar radiation for at least some period during the day.
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A N D of 0.5 indicates that a length of $150 m is needed for a good identifiability of and A s (Figure 9 ). We therefore conclude that the identified hyporheic exchange at this (nonshaded) stream reach is unreliable. On the other hand, between 250 and 350 m the stream is not exposed to solar radiation. The mentioned range of 0.5 N D 5 indicates that good identifiability is obtained when the distance L between the tracer input and the point of observation is between $12 and $120 m from the tracer input, which is the case for this stream reach. This identifiability is also seen in the scatterplots for both stream sections (Figure 10 ). These plots were obtained from 694 (182-250 m section) and 454 (250-350 m section ) Monte Carlo runs during which the values of A s , , and average depth of the hyporheic zone varied randomly around their optimal values. Good identifiability is obtained when the lowest RMSE converges to a unique value of the considered parameter. This was the case for the stream section between 250 and 350 m, while for the section 182-250 m, the parameter values did not converge to a unique value with a lower RMSE. This means that with this method, in a natural setup, hyporheic exchange can only be identified in shaded areas downstream of an open area that is exposed to direct solar radiation. During less favorable conditions, such as cloudy days or for completely shaded stream segments, a possible solution would be to heat up the stream water artificially, although we recognize that a large amount of energy would be needed to heat up the water a few degrees. Another reason for poor identifiability of the hyporheic exchange is when the temperature variations are too low. This is the case between 360 and 420 m. At this stream section the standard deviation of the 2 day temperature time series is $0.9 C, while it is between 1.1 C and 1.5 C between 250 and 350 m.
[43] Our results show that at places where hyporheic exchange is identifiable the hyporheic flow is $4% of the streamflow per unit stream length (determined as A s =Q), which is an order of magnitude higher than found by Wondzell [2006] and Gooseff et al. [2003] in similar-sized streams with a ''poorly sorted mix of boulders, cobbles, gravels and finer textured sediments'' [Wondzell, 2006, p. 269] , while in a fourth-order stream, Gooseff et al. [2003] found values between 0.1% and 3%. Zarnetske et al. [2007] found hyporheic exchange fluxes between 0.1% and 3% of the streamflow per unit stream length for five low-gradient tundra streams with 10-1000 times higher flows.
[44] In this model framework we used the assumption of a well-mixed hyporheic zone. The mean residence time (MRT) of water in the hyporheic zone can then be easily determined with A s =ðA w Þ. However, we could not test whether the assumption of a well-mixed hyporheic zone is the best one or if, for example, a different residence time distribution (i.e., power law or gamma) would be more appropriate. Although we cannot be certain about the best residence time distribution, the assumption of a well-mixed hyporheic zone gives a first estimate of the MRT, which is variable along the stream reach (Figure 11 ), from more than 2.5 h between 90 and 104 m to less than 0.5 h between 250 and 420 m. The MRTs downstream of 420 m are relatively large, although a large exchange coefficient was found here. As stated in section 5.1, a large hyporheic zone volume was needed in the simulations to buffer enough energy to decrease the diurnal in-stream temperature oscillations. Besides having a different shape of the hyporheic zone, it is also possible that the assumption of a well-mixed hyporheic zone is not valid here and that in reality, lateral hyporheic flow paths are present at this area. 
Summary and Conclusions
[45] Hyporheic exchange is a process that moves stream water into the subsurface and back to the stream. However, it is often difficult to determine the flux and the volume and location of the hyporheic zone. A widely used method to estimate the hyporheic flux and volume is by analyzing observed in-stream tracer breakthrough curves. However, in that approach the observation points must be determined a priori, while no knowledge is obtained on the specific location or variance of the size of the hyporheic zone between observation locations.
[46] In this work, we present a novel approach to estimate the parameters that describe the hyporheic exchange. We use high spatial and temporal resolution in-stream temperature observations to inform our model of heat transport in the stream and exchange with the hyporheic zone. Because of the high spatial resolution (2 m) of the observations, we were able to choose the stream segments of constant hyporheic exchange parameters after the experiment (instead of a priori), which gave us more spatial flexibility.
[47] To interpret the high-resolution temperature observations, an energy balance model coupled with an advection-dispersion model is needed. An advantage of this coupled model is that energy exchange (conductive and advective) between the stream and the subsurface can be modeled and compared to the observations. Because the hyporheic zone is located somewhere in the subsurface, the depth of the hyporheic zone below the stream influences the temperature of this zone and thus of the hyporheic return flux. This makes it possible to estimate the depth of the hyporheic zone over small spatial scales (<10 m), which is another important feature of this work.
[48] However, the method also has some limitations. Temperature variations of several degrees are needed to identify the hyporheic exchange parameters. As a result, this method can only be applied in streams where the diurnal temperature fluctuations are sufficiently large. The low-flow situation and relative warm meteorological conditions during this study were therefore suitable for testing this method.
[49] The second limitation, which accounts for all instream tracer studies, is that a certain distance is needed between the point of tracer input and the observation point. In most cases, solar radiation is the main heat (i.e., tracer) input. This means that it is only possible to identify hyporheic exchange in shaded areas downstream of areas subject to solar radiation. A possible solution to overcome this problem is artificial heating (or cooling) of stream water or artificial shading of streams that are fully exposed to solar radiation.
[50] This study contributes to the long-term objective of using heat as a tracer to quantify runoff mechanisms during stormflow and base flow conditions. This work enabled us to more fully quantify the processes that influence the temperature distribution along the stream during steady discharge conditions. Follow-up research should concentrate on the dynamic changes of discharge and temperature during storm flows. [51] Acknowledgments. We would like to thank Guus Stelling for his help with implementing the numerical schemes, three anonymous reviewers, whose comments greatly enhanced this manuscript, and the municipality of Ettelbruck for their cooperation. This research is partly funded by the Delft Cluster project Veiligheid tegen overstromingen: CT04.30.
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