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Abstract—A product line approach can save valuable resources
by reusing artifacts. Especially for software artifacts, the reuse
of existing components is highly desirable. In recent literature,
the creation of software product lines is mainly proposed from
a top-down point of view regarding features which are visible
by customers. In practice, however, the design for a product
line often arises from one or few existing products that descend
from a very first product starting with copy-paste and evolving
individually. In this contribution, we propose the theoretical basis
to derive a set of metrics for evaluating similar software products
in an objective manner. These metrics are used to evaluate the
set of products’ ability to form a product line.
Index Terms—software product line; software metrics; mea-
surement; software architecture
I. INTRODUCTION AND MOTIVATION
Recent literature regarding the creation of software product
lines often proposes to use end-user visible characteristics
of several products which are referred to as features [1],
[2]. In most cases, common and variable attributes of a set
of products are identified and a feature model is created
[3], [4]. This is a high-level view and supports a top-down
method for implementing product lines which bases on the
assumption that the code structure can and will be organized
according to the identified features. In practice, however, it
often happens that a product line is only set up after one or
even several similar product variants are implemented. Hence,
it is inevitable to not only look at the desired features but
also at the existing implementation to identify potential for
reuse. Therefore, a bottom-up method is necessary to look
especially at the implementation of these artifacts to identify
commonalities and differences which either support or prevent
the setup of a product line from a set of similar products.
In the following we present an approach which uses the
software architecture and existing software artifacts of a set of
similar products to evaluate their potential to form a product
line. This approach bases on a set of metrics for measuring the
so-called product line-ability of the considered set of products.
II. RELATED WORK
The authors of [5] and [6] describe the importance of
product line scoping which is a top-down view on a product
line. Reusable assets of existing products can be identified by
a product vs. feature-matrix which can be implemented using
different methodologies like generative programming [3]. The
authors of [7] mention scoping as one aspect in number of
steps when establishing a product line.
Metrics for evaluating product line architectures are dis-
cussed in several publications. The authors of [8] propose
some metrics which are based on provided and required in-
terfaces of components. However, these metrics are useful for
object-oriented architectures only. A very formal specification
of a product line architecture is given in [9] where parts of the
architecture are treated as processes. In [10], some metrics are
proposed to evaluate the quality of a product line which can
only be applied for an existing product line with an already
existing variability model.
The VEIA-project [11] also proposes very detailed metrics
for product line architectures. Based on a function net and
a feature model, these metrics measure the effort to integrate
specific features into the product line. The use of function nets
which define views on a so-called 150%-model of a product
is also discussed in [12].
III. MEASURING THE PRODUCT LINE-ABILITY
In this section the theoretical basis for measuring the ability
of a set of products to form a product line is outlined.
Therefore, a set P containing n similar products p1 . . . pn
is evaluated. Herein, the term similar needs to be precisely
refined by a set of metrics which evaluate the considered
products in an objective manner.
A. Specifying Similar Product Sets
As exemplarily shown in Fig. 1, a set P3 of three similar
products p1, p2, and p3 is shown for evaluating P3’s product
line-ability. In this figure, three different classes named C1,
C2, and C3 of relations between two or more products are
analyzed: C1 describes the relation between two products,
C2 describes the reusability relation for commonly available
parts for a specific product, and C3 describes the reusability’s
benefit ratio for shareable parts for a specific product.
For evaluating a given set of similar products, each product
is decomposed into i = 1 . . . n so called reasonable atomic
pieces cpj ,i for a concrete product pj which is self-contained
and reusable. We refer to these as components as defined in
[2].
To perform a decomposition, all components cpj ,i must
be identified and formally specified. Thus, we propose an
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Fig. 1. Example for evaluating three similar products p1, p2, and p3.
The circles indicate the set of components for each product; p¯2 denotes the
complementary set of components for product p2 without the sets B, A, and
D. A denotes the set of components which are shared among all products;
thus, all components in this intersection have at least a syntactically identical
signature. B denotes all components which are shared only by p1 and p2; C
and D are calculated in an analog manner. C1, C2, and C3 denote different
classes of relations.
annotated, directed graph Gpj for product pj which reflects
the dependencies between all components cpj ,i which can for
example be logical or communicative. The graph is defined as
shown in Eq. (1).
G := (V,E) (1)
V := id
E := V × V × P(S)×A
S := id × {N,R, JTYPEK, . . . }
A := {0; 1}
As shown in Eq. (1), the directed annotated graph G
consists of a set of ordered pairs of edges like e1,2 =
(c1, c2, (id,Z), 0) ∈ E. Each edge describes a formal de-
pendency between the source component c1 and its target
component c2 which reflects either a formal method call or
a directed communication between component c1 and c2. In
the former case, it describes the required signature S in the
target component for a successful method call, in the latter it
defines a message which is sent from c1 to c2 containing the
specified data in S. Components without any dependencies are
so-called isolated components.
The set A can be used to define required and optional
components within a product; a value of 1 defines an optional
while 0 defines a required dependency. The former defines a
component which is inherently necessary to fulfill a product’s
so called basis functionality, while the latter adds further
functionality like convenience functions; if unspecified, the
edge is regarded as required.
In Fig. 2, a graphical representation of the aforementioned
definition for the graph is shown for a product of six compo-
nents is shown. Here, p¯r1 = K,L,M,Q describes one path of
required components, while p¯o1 = K,P,Q describes one path
of optional ones. For calculating the set Cr of required and the
K
L
P
R
M
Q
(s1,N)
(s1,N)
(s3,Z)
(s4,Z)
(s5,R)
(s6,R), (s7,Z) (s8,R)
Fig. 2. An exemplary components’ graph for six components K , L, M , P ,
Q, and R. The solid edges represent required communicative dependencies
while the dotted edges represent optional ones. In this example, K sends the
same message to L and P ; L sends an empty message to M and thus simply
calls it. Moreover, K sends a message to R consisting of two data fields.
set Co of optional components, recursive backtracking is used
for all incident edges of an initially given set of components.
Therefore, all product’s components are initially added to the
set Co. Starting at a given required set of components Cstart
from the considered product which can be for example some
components for an actuator, all edges to adjacent components
are analyzed. If a required edge is found it is added to Cr
which itself is analyzed recursively until all dependent required
components are found. This set is finally subtracted from Co.
For example in Fig. 2 starting at Q, the following sets are
calculated: Cr = K,L,M,Q,R and Co = P . The afore-
mentioned algorithm does not identify isolated components
because they do not contribute any reasonable data and thus,
their relevance should be analyzed precisely.
B. Metrics for Evaluating the Product Line-Ability
For evaluating the product line-ability of a set of n similar
products, the sets Cp1,r . . . Cpn,r and Cp1,o . . . Cpn,o with
∀n : Cpn ≡ Cpn,r ∪ Cpn,o are calculated. Now, these sets
can be evaluated according to Fig. 1. Therefore, different
intersections between all sets are calculated which are used to
evaluate different ratios and relations. For the sake of clarity, it
is assumed that the denominator would not be 0 which means
that two products do not share any components and thus, their
comparison is not meaningful.
Size of Commonality.
SoC =
∣∣∣∣∣
⋂
i=1...n
Cpi
∣∣∣∣∣ =
∣∣∣∣∣
⋂
i=1...n
Cpi,r
∣∣∣∣∣+
∣∣∣∣∣
⋂
i=1...n
Cpi,o
∣∣∣∣∣ . (2)
In Eq. (2), the Size of Commonality is shown which is
calculated from set A in Fig. 1 containing the number of
identical components. It can be calculated by comparing the
components’ signatures: Two components are syntactical iden-
tical if they have the same signature. If SoC is 0, no commonly
reusable components could be identified. This comparison is
called syntactical signature identity which is at least necessary
but not sufficient. Therefore, semantic signature identity for
two components must additionally be ensured which can be for
example be evaluated automatically by using the component’s
test suites in an entangled manner which have to ensure path
coverage at least.
Impact of Commonality.
IoC =
|
⋂
i=1...n Cpi,r|
SoC
. (3)
In Eq. (3), the Impact of Commonality is shown which
relates SoC to all commonly shareable components. Obviously,
the greater this ratio the more important are the commonly
shareable components.
Product-related Reusability.
PrRi =
SoC
|Cpi |
. (4)
The ratio in Eq. (4) describes the reusability of SoC for
a specific product pi: The greater this ratio the better is its
reusability. This ratio is denoted by C2 in Fig. 1.
Impact of Product-related Reusability.
IPrRi =
∣∣∣⋂j=1...n Cpj ,r
∣∣∣
|Cpi,r|
. (5)
The ratio in Eq. (5) describes the impact of reusability of all
commonly available components related to a specific product
pi which is also denoted by C2 in Fig. 1. Here, the smaller 1−
IPrRi for product pi the greater is the impact of all commonly
shared components for this product.
Reusability Benefit.
RBi,j =
SoC∣∣Cpi ∩Cpj
∣∣ . (6)
In Eq. (6), the pairwisely calculated Reusability Benefit is
shown which is denoted by C3 in Fig. 1. For example, this ratio
for p1 and p2 is calculated by
|A|
|A|+|B| . The greatest quotient
among all products describes the pair which shares the least
commonly available components and vice versa.
Relationship Ratio.
RRi,j =
∣∣Cpi ∩Cpj
∣∣∣∣Cpi ∪Cpj
∣∣ . (7)
In Eq. (7), the relationship between two products is calcu-
lated which is shown as C1 in Fig. 1. Therefore, A together
with the number of components which are shareable between
these two products only is related to the joined set of all
remaining components of both products; the greater RRi,j
between two products pi and pj the more similar are both
products.
Individualization Ratio.
IRi =
∣∣∣Cpi \
(⋃
k=1...n,k 6=i Cpk
)∣∣∣
|Cpi |
. (8)
In Eq. (8), the product-related Individualization Ratio is cal-
culated which describes the product’s individualization related
to the amount of components which are shared with at least
one other product. The smaller this ratio the greater is this
product’s similarity with other products. In Fig. 1, this ratio
is depicted by IR2 =
|Cp2\(Cp1∪Cp3)|
|Cp2|
for product p2.
IV. APPLICABILITY OF THE METRICS
In the following, we apply the aforementioned metrics on
a simplified example from the automotive domain for three
different implementations of a door ECU. The first product as
shown in Fig. 3 has only a lock/unlock functionality which
locks the doors automatically at a specific vehicle’s velocity.
In Fig. 4, the product has no auto-lock function but power
windows and a panic button to immediate closing in case
of danger. Finally, in Fig. 5, a component exists to control
window functions while opening or closing the hood of a
convertible; this system also has an auto-lock function. All
depicted signals have the same type.
Function Alarm Activator
Function Lock Uniter
alarmsetsignal
Function Auto Lock
autolocksignal
Function Lock Plausibility
plauslocksignal
plauslocksignal
BSW_IN
statuslamp openclosesignal
BSW_OUT
autolockenabled vehiclespeed lockrequest
Fig. 3. Product p1 “door ECU with auto-lock”.
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opencloseFLsignal opencloseFRsignal
BSW_OUT
lockrequest panicreques t
FLrequest  FRrequest
Fig. 4. Product p2 “door ECU with power windows and a panic button”.
Function Alarm Activator
Function Lock Uniter
alarmsetsignal
Function Auto Lock
autolocksignal
Function Lock Plausibility
plauslocksignal
plauslocksignal
BSW_IN
statuslamp openclosesignal
Function Window Uniter
opencloseFLsignal opencloseFRsignal
Function Hood Control
openclosesignal
BSW_OUT
autolockenabled vehiclespeed lockrequest
FLrequest  FRrequest
hoodreques t
Fig. 5. Product p3 “door ECU for convertibles”.
To apply our metrics, we first have to determine the sets
of products and their intersections. For the sake of clarity, the
components are referred to by their abbreviation i.e. FLU for
Function Lock Uniter. The required and optional components
of the aforementioned products are shown in Tab. I.
TABLE I
REQUIRED AND OPTIONAL COMPONENTS
product required optional
p1 FLP, FLU FAL, FAA
p2 FLP, FLU FAA, FPR, FWU
p3 FLP, FLU FAL, FAA, FWU, FHC
Now we are able to map these components to the corre-
sponding sets as depicted by Fig. 1 and shown in Eq. (9).
p¯1 = ∅ (9)
p¯2 = {FPR,FLUp2, FWUp2}
p¯3 = {FWUp3 , FHC}
A = {FLP, FAA}
B = ∅
C =
{
FAL,FLUp1,3
}
D = ∅
The application of different metrics yields the results sum-
marized in Tab. II.
TABLE II
RESULTS OF METRICS FOR EXAMPLE PRODUCTS
all p1 p2 p3 p1,2 p1,3 p2,3
number of
components 4 5 6
SoC 2
IoC 0.5
PrR 0.5 0.4 0.33
IPrR 0.33 0.33 0.33
RB 1 0.5 1
RR 0.29 0.67 0.22
IR 0 0.6 0.33
The results show that potential for reusability exists in
general by Size of Commonality. Impact of Commonality has
a value of 0.5 which means that the half of the common
components are required. The product p1 has to contribute
to the product line because it has the highest Product-related
Reusability. The Impact of Product-related Reusability is the
same for all products and thus, no additional recommendation
for a specific product to support the aforementioned ratio
can be deduced. If PrR and IPrR for a specific product are
small the product should not be part of the considered product
line. The Reusability Benefit of p1 and p3 is the smallest
because they share more than only the components of A.
Besides, these products have also the highest Relationship
Ratio which means they share the most common components
if pairwisely compared and thus, they are suitable for a product
line. The ratio IR indicates that p2 has the highest amount of
components which are independent from others. Hence, the
product line should be created starting with the products p1
and p3; the product p2 should be analyzed to identify potential
for refactoring to improve its specific ratio of reusability.
V. CONCLUSION
This paper outlined a collection of metrics for measuring
the ability for a product line of a given set of products.
First, the mathematical basis was discussed to summarize
the necessary information without relying on a particular
model which can be code excerpts, UML sequence charts,
or AUTOSAR functional components for example. Using the
mathematical model, several metrics are presented and their
importance and benefit for a product line are considered. In
a simplified example, these metrics are exemplarily used to
show their application.
Currently, these metrics are applied at an industrial project
from the automotive domain that should be transformed into a
product line. Here, the goals are to evaluated the proposed
metrics, identify necessary and sufficient commonalities as
well as correlations, and to estimate a set of values which
recommends the creating of a product line. Another goal is
to have a closer look on the models which describe software
artifacts and their transformation into a suitable representation
which we use as basis for the metrics.
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