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Une loi-limite du calcul des probàbilités. 
Par E . FELDHEIM à Budapest. 
1. Désignons par p la probabilité constante d'un événement 
fortuit E, et soit m la répétition de l'événement E au cours de n 
épreuves (c'est-à-dire le nombre de ces épreuves où E s'est pro-
duit). On fait p. 
La loi-limite de LAPLACE dit que la probabilité de l'inégalité 
m-np 
Ynpq 
tend, pour n -*• oo, vers 
<1 
où /j et t a ^ t , sont deux nombres réels arbitraires. 
M. KHINTCHINE a fait l'étude du cas où t, et t% deviennent 
infiniment grands en même temps, et il a trouvé le théorème1 
suivant : ! ) 
Si l'on pose /2 = f 4 ^ - , où O f g & s S & ^ + oo, 
on aura à la limite 
o\ P(f\i 4) -ji -g, 
{ ¿ ) P ( t , o o ) ~ e 6 ' 
pour t-*- OO, / = o(]/n). 
Nous donnerons d'abord une démonstration élémentaire mais 
non rigoureuse de ce théorème. 
' ) A. KHINTCHINE, Über einen neuen Grenzwertsatz der Wahrschein-
lichkeitsrechnung, Math Annalen, 101 (1929), p. 745—752. 
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Si t-+ oo, le rapport 
P(h, h) 
)e 2 dz dz 
P(t, oo) 00 ,* 
je 2 dz 
UC 
í e 2 dz 
n'a aucun sens. On peut appliquer la règle de . L'HÔPITAL : 
P(ti, M 
P(t, oo) 
— e 2 
^e-'i—e-i». 
2. Nous donnerons une généralisation de ce théorème au 
cas des „tirages contagieux" de M. PÓLYA. 
Avant de formuler notre théorème, considérons le cas suivant, 
analogue à celui de M. KHINTCHINE. Soit P(t) la probabilité pour 
qu'un certain écart absolu fortuit X surpasse un nombre positif L 
On suppose que 
(3) 
OD 
P(t)=A J e-^dx, 
où A, X, r sont certaines constantes positives. 
Pour déterminer ces constantes, observons que P ( 0 ) = 1 , 
c'est-à-dire 
A e-^dx= 1 
d'où l'on tire 
A=- rÀ' 
F(x) étant l'intégrale eulérienne de seconde espèce. 
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Pour calculer À, appelons p le moment d'ordre r de l'écart x, 
00 
H=AJ xre-x'rdx = -Jj , 
donc 
(4) 
i ~ L 
fir 
La probabilité de l'inégalité sera alors 
(4') P(t1,t3) = Aje"^"dx. 
Examinons le cas où t, et t3 tendent vers l'infini tous les deux, 
en posant 
= = (r> 1, 0<a<b), 
i 6 --Lit y Y 






00 j 00 1 / y \r 
= A J e ' ^ dx=-^ Je ^ dy, 
_ J ' 
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donc 
(5) 
3. Considérons une urne contenant des boules blanches et 
noires, sa composition avant tout tirage étant donnée par p et q. 
La méthode des „tirages contagieux" consiste non seulement en 
remettant la boule tirée, mais en mettant encore dans l'urne un. 
nombre déterminé de boules de la même espècè. Supposons par 
exemple, qu'on met un multiple y du nombre total des boules. 
,Ce nombre y sera appelé „facteur de contagion". 
La probabilité de tirer m boules blanches dans n épreuves 
sera donnée par la formule 
p(p + y)...[p + (m — l)y]q(q + y)...[q + (n—m— \)y] 
1 ( 1 + / ) . . . [l + ( / i - l ) y ] 
On peut mettre cette expression sous la forme plus condensée : 
m(n — m) r(m)r(n—m) ' 
Nous démontrerons le théorème suivant: 
Si m désigne la répétition des boules blanches dans les 
tirages contagieux de PÓLYA, le facteur de contagion étant y, le 
quotient des probabilités des deux inégalités 




ny , r 
a b 
e f — e >* 
si p = — , n et t tendant vers l'infini, ét y tendant vers 0. Le 
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nombre p désigne la valeur probable de la variable 
fir x = J— m. ny 
a) Cherchons la limite vers laquelle tend la probabilité Pm, 
lorsque n augmentant indéfiniment, p et y tendent vers 0 de sorte 




Pm prendra la forme suivante: 
i> " m 
'te) 4« ('-£)] '(7) «-.M' 
En employant l'expression asymptotique de r ( u ) , on trouve, pour 
n -»• 00, 
r(An + a) (An4-tt/W+g"Te"An"°'f2^{l+Q(l)} 
r ( A n + i 0 ( A n + e r ^ e - ^ Y ^ v + oo)}' 
alors 
<8> - 0 P « 1 » . 
On obtient alors pour Pm: i - f n J - î - i 
" " » " t r ) r ( y - T , 
Si y->-0, —->-00, 
Y 
1 +0(y), 
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avec 
Donc 
<10) — J — à ' f ' ' B " B . 
b) Donnons encore une autre méthode pour trouver la limite, 
de la probabilité Pm, en faisant usage de la notion de fonction 
caractéristique. Cette méthode conduit à un résultat équivalent à 
celui du calcul direct, et, dans un grand nombre de cas, est plus 
rapide, et plus simple. 
La fonction caractéristique est définie comme la valeur pro-
bable de la quantité eitx, où t est un paramètre, donc, dans le 
cas des lois continues, cette fonction est 
00 
(11) «r(0=f={ eitxdF(x) =E(eitx), 
0 
en supposant que la variable aléatoire prend toute valeur entre 




Dans notre cas, qui est celui des probabilités discontinues, 
(13) 
Cette fonction caractéristique est un polynome de degré n en 
u=ze i f , on peut donc la développer suivant les puissances de 
v = eu— \ = u — \. 
On aura 
(14) 9 ( t ) ~ k j ? ^ [ M t ] = <l>(v), 
Mk étant les moments factoriels : 
(15) [Mt]=E[m(m-l)...(m—k+ 1)]. 
Dans le cas des tirages contagieux, 
(•6, , „ . , = „ « „ - , , . . . ( „ - ^ , , ^ ± ^ ± 6 ^ 
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et 
ou 
( 1 7 ) 
A t M - Î T + H 
0(v)= Z VkQ k=0 
Si l'on introduit l'intégrale eulérienne de première espèce, 
B(a, p)=jxa~l'(\ -xf~ldx= ffifffi , 
o 
on aura, comme il est facile à voir, 
B(f.f) 0J 
Dans notre cas, P_ = _L g = ' — P 
Y r ' y y 




on retrouve le calcul fait en a). 
Remarquons que si n->- oo, 
(l + t;x)n = 
donc 
( 1 9 ) 
( ,1 YÏ 1 + le » y — l j - ^ fir 
„«S 
y 
— ^ f g T - Y f i , < 0 + o o v . i d I . 
O r ) - r ( f ) o 
Faisons encore tendre y vers 0 , - y - - " 0 0 . / y ( | ) — = / 0 ( | ) , et 
i 
(20) f 1 - i - i im <D(v)— I j j — 
0 ( M / r 4 f ) 
F ' i ' ^ e " « rfg. 
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En tenant compte de la formule (12) on voit donc que <p(t) tend 
veçs la fonction caractéristique de la loi dont la densité a pour 
expression 
(21) 1 1 e-Mi' 
et c'est ainsi la densité de la loi-limite de Pm. 
Si 




(22) Pm = 
r 1 1 ' 
p j r r j j . 
1 - 1 ( 
x ' " 1 + 0 
pr e_ 
y ri 
f y ( * r ) + 0(Y) + o(j) L 
e"f ll.+ O 
( ^ - r f i ) / - 1 
La probabilité de l'inégalité 
s'exprime alors par 
nV L a V ^ "71. t \r 
-fy(n+ow+o(1) \ 1 + 0 tM 
r 0*ryr[±)rl { t } — 
Si l'on remplace m par m+l, on peut admettre, en première u approximation, que g augmente d e - ^ - , donc 
» 
¿t'a ^ J /*r ^ V 
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Nous avons enfin 
i 
e'fy(tr) (un r { --
' HT) 
On voit l'analogie entre ce problème et celui traité dans 2 . Un 
changement de variable opéré sur (9) permettrait d'ailleurs de 
trouver l'expression (4'). 
La formule (23) reste valable pour a = 0, b = + oo, comme 
on le montre d'une façon tout-à-fait analogue à celle de 
M. KHINTCHINE. Donc 
( 2 4 ) P(t) = { 1 + 0 ( 1 » , 
' H T ) 
et alors 
( 2 5 ) E & J U L S I - T I . 
Il faut encore voir la signification de p. 
Il est facile à montrer que 
£(m) = ¿mPm = np = -^, 
m = 0 ' 
donc 
Le résultat de ce problème particulier n'est donc pas essen-
tiellement différent de celui obtenu poiir la loi de LAPLACE, si on 
fait les recherches au même point de vue. 
(Reçu le 26 juillet 1935) 
