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Abst rac t - -Th is  work is devoted to the macroscopic behavior of the particles enclosed between 
two parallel plates within a small distance h of up to a few mean free paths. We show that, under 
physically realistic assumptions of the nature of the collisions, the macroscopic behavior of the gas is 
described by a diffusion equation. The present paper is an extension of a previous one [1] where only 
T-reflection law were considered. (~) 2005 Elsevier Ltd. All rights reserved. 
Keywords - -Bo l tzmann equation, Rarefied gas flow, Free molecular flow, Diffusion approximation. 
1. INTRODUCTION 
This paper is devoted to the analysis of the diffusive limit of a kinetic model (Boltzmann equa- 
tion). The approximation of a transport process by a diffusion process has been well known to 
probabilists and physicists (see, for instance, [2]). From a physical point of view, the two main 
assumptions for such an approximation are the following. 
(i) The mean free path of the particles between two collisions is small with respect o the 
characteristic size of the domain. 
(ii) The scattering kernel is nearly conservative. 
In the framework of functional analysis, the study of these asymptotic phenomena has been the 
subject of numerous papers (see, for instance, [3-5]). The diffusion approximation (or diffusive 
limit) is the singular limit of the Boltzmann equation when the ratio e of the collision mean free 
path to the characteristic length scale is small, and when simultaneously, the ratio of the mean 
time between collisions to the characteristic time scale is of order e 2. The diffusion dynamics 
induced by particle-surface interaction has first been investigated in the case of inelastic interac- 
tion in [6-8], where the collisionless motion of particles in between two plates is considered. In 
these papers, the particle was assumed to be reflected according to some stochastic reflection law 
at the walls. The authors consider the case where the particle hitting the wall is either reflected 
elastically or is absorbed by the wall for some random time and then re-emitted iffusely. In 
the case of inelastic collisions, the resulting diffusion process takes place in the usual position 
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space. However, for this problem, [8] shows that the diffusivity is actually infinite and that a 
time rescaling is necessary to recover a finite diffusivity. This is due to the too large proportions 
of particles re-emitted with velocities tangent o the plates and which travel a very large distance 
between two encounters with the plates. This is so-called 'anomalous diffusion' phenomenon. An 
alternate proof is given in [9,10] where it was shown that a logarithmic time rescaling can restore 
a finite diffusivity. To contribute to understanding of diffusion approximation a model of the 
following type was proposed by Bardos, Colonna, and Golse, [11] in the present paper, 
eOtf ± + a (w) V~f  ± + loaf± = 0. (1.1) 
The two functions f± defines on a "slab" depend on the arguments (x,z,w) C Rdx]0,1[xT 2. 
The choice of the scaling corresponds indeed to a diffusion limit. It is convenient to denote by L 
the operator, 
L: (:+,:-) = (o j+, -oz : - ) ,  
with the boundary condition on the top and on the bottom of the slab (z = 0, z = 1). In the 
cases considered, the function F = (f+, f - ) ,  ( f+ = f -  = cte) satisfy the boundary condition 
and are solution of the equation: L f  = O. Then, a standard Hilbert expansion method leads to 
a diffusion approximation provided one can solve the "Homological equation", 
L (/3+ (w, z),/3_ (w, z)) = (a (w) ,a (w)). (1.2) 
One of the main interests of [11] was the construction of an example were the diffusion could be 
obtained by a weak limit in situations were the equation (1.2) has no solution. Let us denote 
by D, the corresponding diffusion coefficient. With the use of Fourier transform as a coding this 
construction was fully explicit. In [12], the authors had the idea of using a parameter dependent 
model (let a denote this parameter) for which equation (1.2) has a solution (also explicit) and 
have shown that the corresponding diffusion coefficient D~ converge to D for a ~ 0. This paper 
is a follow-up of this idea. We shall add an interior relaxation depending on a parameter ~and 
show that for the corresponding diffusion the relation: D~,A --+ D. Mathematically, the present 
problem belongs to a class of problems known as 'diffusion approximation problems for kinetic 
equations'. We refer to [4] for a summary and bibliography of the various techniques that are 
used in this area. Before, we shall describe our model. 
The starting point of analysis, a Knudsen gas enclosed between two identical parallel plates, we 
shall be concerned with the case where the distance between the plates (microscopic scale) is very 
small when compared to the size of the plates (macroscopic scale). The particles are supposed 
to be diffusively reflected at the boundary of the plates. 
The function f(t,  x, v) denotes the distribution function of particles in domain ~ x V (to be 
specified below). This function characterizes the number density of the ensemble of particles in 
the phase space in the sense that f(t, x, V) dx dv represents the number of particles at time t in 
a phase volume dx dv around (x, v) in the phase space. In the rarefied regime, the unknown f
verifies the Boltzmann equation, 
Otf+ a(v).  Vx f  = Q (f) .  (1.3) 
The domain g = ]R d x (Zmin, Zmax). The function a : V + ~d the kinetic velocity of gas particles. 
The variables t, x are time and position variables as usual. Notice that, the above modelling 
corresponds to many different physical situations. The classical framework is given by V = R d 
or V = S d-1 and a(v) = v. However, we can also consider elativistic particles a(v) = v/~/1 + v 2 
(in convenient units) or even semiclassical transport phenomena like in semiconductor physics. 
In this last case, v is a wave vector, V is a torus (the Brillouin zone), and a(v) is the gradient of 
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the so-called band diagram. The operator Q(f) is the collision operator, to be specified below. 
Equation (1.3) also is supplemented by an initial condition, 
f (O,x,v)  =f~n(x) ,  (1.4) 
together with the boundary conditions of the form, 
f -  (t, x, v) = (1 - oz) f+ (t, x, v) + o~O f + (t, x, v), 
xe  OE, v .n (x )>0,  Vte (0 ,  T) ,  
(1.5) 
where f -  and f+ denote, respectively, the restriction of the trace of f on 0E, n(x) is the unit 
normal to 0E at the point x pointing towards the interior of E and a is the accommodation 
coefficient, such that 0 < (~ < 1. This note is concerned with the case of diffusive reflection by 
the boundary, which gives rise to the following expression, 
f 
G (qo) (x, v) = ] K (x, v' --~ v) qo (x, v') n (x). v'dv', 
Jv E~ d, n(x).v~>o 
Vx E a~, (1.6) 
where K(x, v ~ ~ v)n(x) • v dr, is the probability for the gas particle impinging on the plates at 
a position x with the velocity v ~ to be reflected with a new velocity v in elementary volume v. 
Introducing the operator B(f) = f -  - (1 - a ) f  + + aGf  +, we have B(f)  = O. 
The collision operator Q(f)  describes collisions phenomena which arise in the domain between 
the plates. This operator is linear and can be written as 
Q (f) (v) = Iv  ~ (v, v') If (v') - f (v)] dv/, (1.7) 
where ~(v, v ~) dv is the transition probability from velocity v ~ to an elementary volume dv about v. 
The factor ~(v, v ~) is related to the differential scattering cross-section associated with the colli- 
sion mechanism and is supposed given and smooth. Note that ~ may depend on x. 
The diffusive regime is reached when the transport mean free path, denoted by e, is small 
compared with the size of the domain. This regime is valid for long times and large scattering 
coefficients. We scale our domain to obtain a diffusion equation independent of e. Therefore, 
we change the time into t~ ~ t/e, and we assume that the distance between the two surfaces of 
the boundary 0E is on the order of the mean free path. Therefore, we have (Zmin, Zr,~×) = O(e). 
To simplify, we set Zrnin = 0 and Zm~× = e. With these new variables, the Boltzmann equation 
(1,3),(1.4) is given by 
c20t/ ,, + (v). = Q [0, T] × E × V, (1.8) 
together with the initial condition, 
(0, v) =/ in  (x), (1.9) 
and the boundary conditions, 
fZ ( t ,x ,v )  =(1 -a )  f+( t ,x ,v )+c~f  +, (x,z,v) eF - ,  (I.I0) 
where E ~ is the domain •d × (0, e). The asymptotic limit of this equation is well known when E ~ 
is replaced by R d+l (see [13]). The transport solution f ( t ,x ,v)  converges then to a limit u, 
which is a solution of a diffusion equation. When E ~ is a fixed convex subset E E ]~d+l, the 
presence of a boundary already renders the analysis more complicated [13]. In addition, the 
domain E e depends on e and it is difficult to define in which sense the solution f~ can converge. 
To overcome this difficulty, we make a change of variable to have a problem posed in a domain 
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independent of e. We denote by z the vertical direction of particles and still denote x the 
horizontal component. Similarly, we denote by vx the horizontal component of the velocity, and 
by Vz the vertical component. Upon performing the change of variables z ~ ~ z/e, the Botzmann 
equation (1.8)-(1.10) recasts as 
~2o~y.,, + Ea (v). V~f.,. +.~o~f.,. = Q ( f . , . ) ,  
f . , ,  (0, ~, z, ~) = ¢ (~), 
t • R +, (1.11) 
x• I~ d, z•(0 ,1 ) ,  vCV.  (1.12) 
The boundary condition at z = 0 is written thus, 
(1 -~) /g , , ( t ,x ,O ,v )+~ f~ K o (x,v ' - - ,v) fg, , ( t ,x ,O,v) lv"  I dv'. (1.13) f~+,,(t,x,O,v) 
z>0 
Analogously, at z = 1, the boundary condition is written as 
fg, , ( t ,x, l ,v)  = (1 -a ) f~+, ( t ,x , l , v )+af~ K (x,v'~v)fg+,(t,x,l,v)lv'z] dv', (1.14) 
z<0 
where K0 stands for K(z = 0) and similarly for K1. 
We now list the required assumptions on the operator K.  We recall that we omit the depen- 
dence of G on (x, z, Ivl) when the context is clear. 
HYPOTHESIS 1.1. We assume that the kernet K satisfies the following properties, 
1. positivity: K(v, v') > O; 
2. flux conservation: f~z<0 K(v' ~ v)lVz] dv = 1, Vv e V; 
3. reciprocity principle: K(v' ~ v) = K( -v  ~ -v'),  Vv, v' • V. 
Relation 1 is related to preservation of the positivity of the solutions (which are interpreted as 
densities). By the change v into v ~ in Relation 2 and the use of Relation 3, we easily deduce the 
following 'normalization' relation, 
f~ K (v' --* v)Ivz[ dv = 1. (1.15) 
z>0 
The aim of this paper is to investigate the limit e ~ 0 of (1.11)-(1.14). 
For technical reasons and without loss of generality, we shall restrict our study to the treatment 
of the model of linear kinetic equation leading to a diffusive limit similar to (1.11)-(1.14) but 
much simpler. A similar model is examined in [9] in noncollisional case. Here, we begin with 
the model of [9] and add the collision term. We choose the case where V is the torus T 2. We 
parameterized the velocity set by T 2 x {4-1}. We assume that the particles velocities are of the 
form v = (vx, vz) -- (a(w), +l) ,  i.e., to have unit vertical components and horizonal components 
of the form a(w) where w • qi "2 = R2/(27rZ) 2. This variable w might look a little obscure, but 
we can think of w as wave vector in a Brillouin zone and of a(w) as the gradient of the energy 
with respect to the wave vector like in quantum transport models (such models are customary 
in semiconductors). Since we are interested in observing a diffusion in the direction of the axis, 
it is natural to assume that a has mean zero on T 2. Denote  by f+  : ~+ x R d x (0, I) x qF 2 --* 
R + (resp. f - )  the number  density of particles mov ing  upward  (resp. downward) ,  the Bo l tzmann 
system of equations (1.11),(1.12) recasts as 
e2Ot f~,9 -ea(~) 'Vz f~,±Ozf~,=Q( f~, ) ,  t•R  +, x•~d,  z•  (0,1), (1.16) 
with an initial data, 
± 0 z,~) = ¢(x) (1.17) fL~( ,x, 
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which is compatible with an approximation by an horizontal diffusion and avoids initial layers 
in the limiting process. The collision of the gas particle against he planes are modeled by a 
combination of specular and diffusive reflection. To precise the boundary conditions on both 
interface, we introduce the following hyperbolic automorphism T of the torus defined by 
T ( : : )=(2  11) (wW:) l  (mod. 2~r). (1.18) 
T : T 2 ~ T 2 is a one to one C °~ map which preserves the measure dwl dw2/41r 2 and its inverse 
which is also a C a map is given by 
T-1 (:12):  (._11 21)(~:  ) (mod. 27r). (1.19) 
We call (1.18) the T-reflection law. The formula UTf = loT  with the mapping T given by (1.18) 
defines operator UT in the space L2(T2); this operator is unitary and therefore, its adjoint is given 
by U}f = UTlf  = f o T -1. When a = 0, the boundary conditions (1.13),(1.14) become 
f+ (t, x, 0, w) = f~- (t, x, 0, Tw), x e R a, w e V 2, (1.20) 
fZ (t, x, 1, w) = S + (t, x, 1, Tw). (1.21) 
When the collision term Q(f) = 0, the statistical properties of this dynamical system, including 
its diffusion properties, have been thoroughly studied in [11]. Taking advantage of the linear 
structure of the cat map, it is shown in [11] that, for a : "1~ 2--~ Rd in the class C3(T 2) with mean 
value (a) = 0 and ¢ e C~(R d) an initial data, the family f~ of system (1.16),(1.17) converges 
in C°([O,r],w*-L°°(R d x T2)) for every r > 0 to u(t,x), solution of equation 
Otu = Vz.  (D(a). V~u), u(0,x) = ¢(x) ,  
and for ~bE defined by 
¢~(t ,x ,w)=¢ x -c  E a(Tkw) 
k=O 
the following estimation holds, 
Of course, in this case, the diffusion coefficient is not nearly as hard to compute, particularly 
because the map T is itself an extremely simple object. For example, if a is a trigonometric 
polynomial, the series above for D(a) reduces to a few terms and thus, can be computed exactly. 
This analysis is essentially based on Fourier techniques. Nevertheless, the model examined in [11] 
is purely noncollisional. In [1], taking into account he rare collisions between molecules, which 
have a regularizing effect for the approximation it is shown that the limiting behavior, when the 
distance between the plates goes to 0, is described by an (anisotropic) diffusion equation in the 
norm topology. 
From now on, we shall be led to consider the case of the Knudsen gas with "mixed" reflection 
conditions at the boundary: "specular" reflection (T-reflection) with an isotropic omponent at 
the plates. The boundary collision operator K: is isotropic if its kernel K(w ~ --* w) does not 
depend on the outgoing angle w. Given the constraints of the flux conservation and reciprocity 
(see Hypothesis 1.1), we find K = 1/4~r 2. Therefore, the boundary conditions take the form, 
ct f SZ,~(t,x,z,w) dw, (1.22) f~  (t,x, z,w) = (1 - a) f~  (t, x, z, Tw) + ~ Yv 
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or more precisely, at z = {0, 1 }, we have 
f+,  (t, x, O, w) = (1 - a) f~-,, (t, x, O, Tw) + (x (f: , ,  (t, x, O,-)>, (1.23) 
f~,, (t, x, 1, w) = (1 - a) f+ ,  (t, x, 1, Tw) + a ( f+ ,  (t, x, 1, .)>, (1.24) 
where in the sequel we shall find convenient to use the following notation for any function ¢ C 
LI(T2), 1/ 
(¢) = ~ ¢ (w) dw. 
2 
The following notation will be systematically used in this article, 
1 
A® s B = ~(A®B+B®A) .  
The only collisional process to be considered is the impingement of the molecules on the plates. 
For concreteness, we particularly focus with a case where both the collision operator with atoms 
or ions Q are isotropic. We assume the following. 
HYPOTHESIS 1.2. 
1. K is rotationally invariant under rotations about the z-axis. 
2. There exists two constants Cl and c2, such that 0 < c 1 ~< (I ~ _< e 2 . 
From Hypothesis 1.2, it follows that 
Q (f)  = A ((f> - f ) ,  A = 47r2ff. (1.25) 
Q being isotropic means that it is given by (1.25). Observe that the operator f ~-+ A((f) - f )  
is, when defined in L2(T2), positive, self-adjoint, and Fredholm. In fact, it is the orthogonal 
projection on the functions of mean value 0, i.e., orthogonal to constants. Again, we note that Q 
can be viewed as an operator acting on the functions of w only. Therefore, the other variables 
can be treated as simple parameters. The main interest of this choice of Q(f) is that, it is 
possible to compute explicitly the diffusion coefficient. When Q(f)  = 0 and with the boundary 
conditions (1.23),(1.24), Boatto et al. [12] obtained a diffusion equation as a hydrodynamic limit. 
Nevertheless, the model examined in the reference [12] is purely noncollisional. Here, we take 
into account the rare collisions between molecules. 
Our main result is summarized in the following. 
THEOREM 1.3. Let a 6 Hs(qF2,R d) with s > 1 and (a) = O. Let ~(x) be a smooth function 
defined on R d with bounded derivatives up to order four. Let f~E be a family of solutions of 
equations (1.16), (1.17), (1.23), (1.24) parameterized by a 6]0, 1] and e 6 (0, e*) for some e* > O. 
The we have the following. 
1. For any c~ 610, 1], 
/ L  (t,x), 
where F~ is a solution of the diffusion equation, 
OtF,~ - Vs .  (D~,x (a).  VxF~) = 0, 
(0, x) = • 
The coefficient D~,a(a) is given by 
as e -+ 0, (1.26) 
$ 6 N +, x 6 ]R d, 
x 6 N d. (1.27) 
(1-e-~A)2(e~-1) f i  (l_a).~e_~.~(a®aoTm>+ 
m=l  
A- l+e -~ 
(a) = <a ® a>. (1.28) 
Approximation f a Diffusion Induced 1309 
The series in (1.28) converges and D~,a(a) is nonnegative symmetric matrix. More pre- 
cisely, the convergence in (1.26) holds in the following sense. For any r > O, there exists 
a positive constant C~,r,a, such that 
sup I lsL (t,. , . , .) - Fo ) < Ca (1.29) 
te[0,r] 
2. For all ~ E Rd and a El0, 1], (¢, D ~,~ ( a ){ ) = 0 iff { . a( w ) = 0, a.e., in ~a E T 2 . In particular, 
D~A(a ) is positive definite/fa(T 2) is not included in any hyperplane of R d. 
3. In the limit as (~,A) --+ (0,0), i.e., in the limit ofT-reflection, 
lim I D~ ~ = D (a), 
(~,~) (o ,o )  ' 
(1.30) 
where D(a) is the diffusion matrix computed by [11] defined in (1.28). 
This theorem describes the large scale dynamics of particles in terms of a distribution function 
which only depends on time and horizontal position. System (1.27) is a diffusion equation. 
Theorem 1.3 may be obtained from underlying kinetic equations by means of various kinds of 
techniques. Among the most widely used one is ergodic theory, namely, the symbolic dynamics 
associated with Markov partitions [14]. The second one is the moment method [10] which consists 
in taking velocity averages of the distribution function. Then, we obtain the equations on the 
current, energy, etc. This requires that the collision operator have sufficient invariants. The third 
method is homogenization techniques for PDE similar to those used in [4,5,15], i.e., an asymptotic 
expansion of solution in power of e and to estimate the remainder. This last procedure has been 
justified by Larsen and Keller [3] in the case of the neutron transport equation. 
Although the three methods are quite different, the key point in all of them consists to show- 
ing that, in the long-term and large-scale limits, the diffusion tensor D is defined through the 
convergence of a series of integrals. In this paper, we will use Hilbert expansion method. This 
work is an amplification of the previous paper [1,12]. 
The outline of the paper is as follows. Section 2 contains the basic preliminaries, the properties 
of the collision term and the Fredholm alternative that we are going to use to prove our main the- 
orem. The formal expansion of the diffusion equation is performed in Section 3. As mentioned 
before, the method is based on a diffusion approximation technique using Hilbert expansion. 
The computation of the diffusion coefficient will make necessary to wellpose the Cauchy prob- 
lem (1.27). This task will be achieved in Section 4. An explicit formula for diffusivity is given. 
The rigorous proof of the approximation diffusion, i.e., the convergence of the kinetic model to the 
diffusion model is then investigated in Section 5. Mathematically, the present problem belongs to 
a class of problems known as 'diffusion approximation problems for kinetic equations'. We refer 
to [4] for a summary and bibliography of the various techniques that are used in this area. 
2. PREL IMINARIES  AND SOME BASIC  LEMMAS 
In order to prove Theorem 1.3, we need the following two preliminary results. First, we list 
the assumptions on the linear operator Q and state its main properties. Denoting by O --- 
[0, 1] × ~a x T 2 and d0 = dzdxdw, we define the L2(O) equipped with the usual inner product 
(.f, g)o = fo fg dO. We have the following. 
LEMMA 2.1. Under Hypothesis 1.2, (2), we have the following. 
(i) For every f ,g  E L2(O), 
(Qf, g)e =-~ ~(f ' -  f ) (g ' -g )d#dO.  (2.1) 
2 
(ii) Q is bounded, i.e., 3 M, such that IIQII --- M. 
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(iii) Q is self-adjoint, i.e., (Qf, g)e = (f, Qg)e, V f, g E L2(O). 
(iv) Q is a dissipative operator, i.e., (Qf, g) < 0 for every f E L2(O). 
(v) The null space N(Q) of Q is composed of functions independent of w, 
N (Q) = {f  E L 2 (e) ,  f constant in w}. 
(vi) For every f C L2(O), 
- (f>JL=(O), for C > 0. (2.2) - (Q I '  f )  o >- C [f  2 
(vii) The range R(Q) of the operator Q satisfies, 
R(Q) = N(Q)± = {f  6 L 2 (0),  s.t. (f> = 0}. (2.3) 
PROOF. 
(i) This is easy using the boundedness of • and applying the change of variables in (1.7). 
(ii) To prove this, we write 
IQf]L2(O) = 2 ~ (f' - dO 
< L (fT2~2dw') (~2( f ' - f )2  dw') dO 
(2.4) 
_< e l l  f~2 ( f t - - f )  2 dOdw' 
<C2/o(~v f2dw,+f  v f2 dw) d 0 2 _ ' = M IflL2(O). 
2 2 
(iii) This is a straightforward consequence of (2.1). 
(iv) Relation (2.1) with f = g and Hypothesis 1.2 give the dissipativity of the operator Q. 
(v) The null space of Q is defined as 
N(Q) = {f  e L2 (O), (Qf,~) =0,  Vqo E L2(O)}. 
If in particular, we take qo -- f, then we have 
l fo/  ~(f ' - -  f) 2 dodw'=O. (Qf , f)o = --~ 
As (I) is assumed to be a positive constant, it must be 
Jo fT2 (f' - f) 2 dw' dO = O, 
which implies that f is constant on qF 2. Conversely, if f is constant in w, then Qf = O. 
(vi) To prove the coercivity relation, it is convenient to write 
- (Qf ,  f )o- -  ~ 2ff~(f'- f)2 dOdw' >- -~Cl 2 ( f ' -  f) 2 dOdw' 
=½el(/ofT (f')= dOdJ + /ofT f=- fof  ff'dOdJ) (2.5) 
= c2 IflL2(O) - cl 2 f d~ dO. 
Replacing f by f - (f) in the above inequality, we obtain 
(Q(f  ( f ) ) , f  _ ( f ) )o  > cl, f 2 fo ( f r  )5  - - - (f>lL2(O) -- cl ~ f -- (f) dw dO. (2.6) 
Observe that the left-hand side of (2.6) is equal to -(Q f, f)o whereas, the second term on the 
right side is equal to zero, hence, we deduce (2.2). 
(vii) This is a direct consequence of (vi). This completes the proof of the lemma. 
To investigate the solvability of equation derived from the Hilbert expansion, we shall prove 
the following. 
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PROPOSITION 2.2.' 
1. Consider the operator Z:=(~) : L2(T2,]~ d) -* L2(T 2, ]~d) defined by 
(L .v )  (~) = ~ (~) - (1 - ~)2 e -~% (T~)  _ ~ (2 - ~) e -2~ (~) 
= (sty)  (.,) + (~: .~)  (~o), 
(2.7) 
where 
K: ,~o (w)  - -  -o~ (2  - c~) e -2 ) '  (~) 
(U27~) (w) -- ~ (T2w). 
Then, for a E]0, 1], 
(a) The operator E~ is a bounded Fredholm operator on L2(T 2, Rd) .  
(b) The null space of £~ is given by 
N (£~) = {~ E L: (T2,~ d) I~ = constant}. 
(c) The range of f~a is given by 
a(Ea)= ~E(N(£a) )±,  (T ) :=~2 ~7~(w) dw=0 . 
2. The equation, 
z . .¢ .  (.,) = 9 (~) , 
where  
e A 1 a)2e-2X (T2w) +(1 a) e -x (Tw)] g(w) - ~ [ (1 -  a - a , 
admits a unique solution ¢~ E N(£*~) ± given by 
(2.8) 
(2.9) 
e )' - 1 +~ ¢ , (w) - -  )~ E e-Z~m(1-a)maoT m. 
m=l  
(2.~o) 
PROOF. 1. 
(a) The operator K:~ is clearly compact as continuous operator with finite rank. To prove 
that .4 is invertible is sufficient enough to prove that ][(1 - a)2e-2~U2]l < 1. First, we 
observe that the adjoint of the operator U is U* = U -1. Indeed, for all % ¢ E L2(T 2, R d) 
/ ,  F 
JT[-2 (U~o)(w) ¢ (w) dw = av/-5 ~ (Tw) ¢ (~z) dw = al-/-5 ~ (w') ~b (T- lw ') d J  
(2.11) 
= JT~ ~ ( ' )  (u -1¢)  (~) ~ '  
Next, we have thus, (IIU[I = 1) 
(1 -a )2e-2aU 2 2=( l _a )2e  -2x f [U2(¢(w))[ 2dw 
JT2 
= (1 - . )2e  -=~ [ Iv= (~(T2~))I  = d~ = (1 -~)=e- :~ I1¢11 < 1 
JT2 
Therefore, A~ = (I - (1 - a)2e-2~U2) is invertible. We deduce that £:~ = A~ + ]Ca is a 
Fredholm operator. 
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(b) Let %0 E N(£~) .  Then,  
%0 (w) - (I - a) 2 e-2X%0 (T2w) = a (2 - a) e -2x (~>. (2.12) 
If %0 : constant, then %0 : (%0) wh ich  show that (2.12) is verified. In other words, {%0 6 
L2(~?2,~{ g) [ ~o : constant} C N(£a) .  Next,  we  have to prove that N( fa )  C {%0 6 
L2(T2, ~{d) 1%0 = constant}. In order to show this, it is very fruitful to decompose  
6 L2(qr 2, ]~d) as ~o : (%0 -- (%0)) 4- (~o), i.e., as the sum of zero-mean function and  constant 
function. Since (~) 6 N(£a), if ~ 6 N(£~),  then ~ - (~) : ¢ 6 N(£~), which means 
¢(w) - (1 - a)2e-2~g,(T2w) : Ag,(w) = 0, i.e., ¢ e N(A) : {0} since ,4 is invertible. 
Therefore, ¢ : 0 implies %0 ~- (~) which implies N(£,~) C {~ • L2(T2,IR d) I ~ : 
constant}. This shows that 
Y (£~) = {%0 e L 2 (T2,Rd) 1%0 = constant}. 
(c) From la, we see that £a  satisfies Fredholm alternative what means 
R (L~) : N (~)" .  (2.13) 
On other hand, with (2.11), we have 
* ( ) £~ : I -  (1 - a) 2e-2~U 2 * - /C~ ---- I -  (1 - c~) 2 e-2)'U -2 - ]Ca, 
i.e., (£~%0)(w) : ~(~) - (1 - a)2e-2~%0(T2w) - a(2 - a)e -2~' {%0). Hence, 
N (£~%0) : {%0 • L 2 (T 2, R d) I ~ : constant}. (2.14) 
Next, using the same argument as in la  with (2.13), we show that 
R (£~) : Y (£*) : {%0 • L 2 (T 2, R d) [ (%0) = 0}. (2.15) 
2. Since N(£~)  = {%0 • L2(T2,~ d) [ %0 = constant}, we have 
g(£*)  L : {%0 • L2 (T2, Rd) 1(%0) : 0}. 
Using the fact that <a(.)) : 0, we have 
e ~ - 1 (I - ~) e -~ <a (.)) + (1 - ~)2 e -~ <(.)> : o, (2.16) <g> - 
which implies g(w) • N(£*) -L. Therefore, by Fredholm alternative (2.13), there exists a unique 
¢(~v) • N(£~) ± to the equation £~¢~ = g(w). 
Since ¢ • N(£,J  ±, i.e., (¢) : 0, we have/C~¢ : 0 and thus, 
Therefore, ¢~ : A;lg,~. Since As : (I-(1-o02e-2~'U2) and l l(1-~)%-2xU2lJ  = (1--~)2e -2x < 
1, its inverse is given by the convergent Neumann expansion, 
oo 
~t; ~ = y:~ (1 - ~)2~ e_2.~U2. .  (2.17) 
rn=0 
In particular, with the definition of g (see (2.9)), we have 
/ ¢~ (w) = £~¢~ = A~¢~ = g~ ~ ¢~ : A~lg~. (2.18) 
Approximation of a Diffusion Induced 1313 
So, 
e A ~-oo 
¢'~ (w" = " " "U- -  ~'-" ) ~-"A-  1 e -2rex (1 - ol) 2m U 2m (e -2'x (1 - 0~) 2 U 2 + (1 - a )e - '~U)  a 
vrt=O 
- e -~(2m+2) (1 - o~) 2"~+2 U2m+2 
\m=o 
+oo \ (2.19) 
+ ~ e -~(~m+') (1- ~)2m+1 u2m+l) a 
rn----0 / 
Ca (w) = • e-~m (1 -  a)m U "~ a= ~ Ee-~m(1-cx)'~aoT'L 
m=l  
This leads to a proof of the second part of Proposition 2.2. 
3. FORMAL DERIVATION TO THE 
DIFFUSION APPROXIMATION 
In this section, we now consider the rescaled Boltzmann equation (with a diffusion scaling), 
e20 ~+ ca(w) V + 0 ± ± + :L,) (3.1) tjo,, + • ~f~,, ± zf~,, = ~ ( ( fL3  - 
We want to study the asymptotic behavior of solutions of f~ of this equation as e ~ 0. This 
approach will formally give rise to a set of diffusion equations. 
As we have mentioned in the introduction, we guess the limit problem by inserting a formal 
expansions of f+ and f~- in equations (1.16), (1.17), (1.23), (1.24) as follows, 
f~,~(t,x,z,w)= f(°)+(t,x,z,w)÷ef(1)+(t,x,z,w)÷e2f(2)±(t,x,z,w)+... (3 2)
The Hilbert expansion is a classical method which links kinetic to fluid theories (see, e.g., [16]). 
Its use in connection with the boundary collision operator was first considered in [8]. The identi- 
fication of the terms of equal powers of e leads to the following sequence of transport problems. 
(i) Order e °, 
(3.3) 
f(°)+(t,x,O,w)=(1-~)f(°)-(t,x,O, Tw)÷c~(f(°)-(t,x,O,.)), (3.4) 
f(°)-(t,x,l,w)=(1-~)f(~°)+(t,x,l, Tw)÷c~(f(°)+(t,x,1,.)). (3.5) 
(ii) Order e 1, 
±oj2~ ± = -a  (~).  V~S~°~ ± (t,~, z ,~)+ Q (S2)±) ,  (36) 
:(~z)+(t,x,O,w)=(1-a)f(~l)-(t,x,O, Tw)+c~(f(~l)-(t,x,O,.)}, (3.7) 
f(1)-(t,x,l,w)--(1-(~)fO)+(t,x,l,Tw)+a(f(1)+(t,x,l,.)}. (3.8) 
(iii) Order e 2, 
±Oj(2)± (t,x,z,w) = _Ots(o>± _a(w) . --~J~x-7 ¢(z)± (t,x,z,w) + Q (f(2)±) , (3.9) 
f(2)+(t,x,O,w)=(1-a)f(2)-(t,x,O, Tw)+a(f(2)-(t,x,O,.)}, (3.10) 
f(a2)-(t,x,l,w) =(1-~)f(2)+(t,x,l,Tw)÷c~(f(2)+(t,x, 1,.)}. (3.11) 
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3.1. Resolut ion of P rob lem (3.3)-(3.5). 
As a first step in the derivation of the macroscopic model, we must solve system (3.6)-(3.8). 
More precisely, we have the following. 
LEMMA 3.1. Any solution f(o)± of problem (3.3)-(3.5) does not depend on the variable z,w and 
thus, reads in the form, 
f(o)± (t,x, z,~) = F~ (t,x). (3.12) 
PROOF. Equation (3.3) means that f(0)± is independent of z. Furthermore, the boundary con- 
ditions (3.4),(3.5) become 
L (°)+ (t, x, ~) = ~L(°) - (t, x, ~) ,  (3.13) 
f(o)-  (t, x, ~) = Bf.(°) + (t, x, ~) ,  (3.14) 
where B is a linear operator whose action on f(0)± is defined in equation (3.4),(3.5). On one 
hand, observe that 
f(o)+ (t, x, w) = Bf (°)- (t, x, w) = B2f(o)+ (t, x, w). 
Hence, we deduce that f(0)+ is independent of w. Furthermore, f(0)+ = f(0)- by (3.4),(3.5). In 
fact, 
:<o)+ = (1 -~)  : (o) - ( t ,x)+ ~ (:(o)-(~' x)/ 
= (1 - ~) f(o)- (t, x) + ~:(0)- (t, x) 
= S.(°) - (t, ~), 
since (f(°)-  (t, x)) = f(°)-(t,x)and therefore, :(o)± (t ,x,z,w)= F~ (t,x). 
3.2. Resolut ion of P rob lem (3.6)-(3.8) 
The resolution of (3.6)-(3.s) suggests looking for f(1)± in the form, 
f(1)± = -X~ (z, w). Vxf (°) (t, x), (3.15) 
where X~(Z,W) are solutions of the equation, 
~oz~ (z,~) + ~ (~ - (~,~)) = ~(~) ,  O<z<l ,  (3.16) 
with the boundary conditions, 
X~ )+ (0, w) = (1 - ~) X (1>- (0, Tw) + ~ (X (1)- (0,-)/, (3.1 7) 
)((1)- (1, a~) = (1 -c~)x (1>+ (1,Tw)+ ~(X (1)+ (1,.)>, (3.1S) 
and where X~ in (3.17),(3.18) is chosen, such that 
(X~ (z, .)) ---- 0, for all z e [0, 1]. (3.19) 
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3.2.1. Auxi l iary equat ion 
We are now concerned with solving the following equation, 
±Oz¢~(z ,w)+A(¢~- (~})=g,  0<z<l ,  wet  2, (3.20) 
where g e L2([0,1] x V 2) with the boundary conditions, 
¢+ (0,w) = (1 - a)¢~- (0, Tw) -b a <¢: (0, .)>, 
¢; (1,~) = (1 - ~) ¢.+ (1, T~) + ~ (¢~+ (1, .)). (3.21) 
In [12], where Q = 0, equation (3.20),(3.21) reduced to a first-order differential equation. 
Therefore, it is possible to integrate it along the characteristics and to reduce it to a Fredholm 
fixed point problem for the boundary values of f. This procedure was borrowed from [8]. Since we 
are in the case of isotropic ollision, we shall use the same procedure which is more constructive 
and is an adaptation of the proof of [12]. For that purpose, we state the following. 
LEMMA 3.2. Let a : T 2 --* ~d with mean value (a) = O. Assume that 
±0z~+A~=a(w) ,  0<z<l ,  wet  2, (3.22) 
with the boundary conditions, 
~+ (0,w) = (1 - a )~ (0,Tw) + a (~ (0, ")/, 
(3.23) 
~;  (1, w) : (1 - a) ~+ (1, Tw) + o~ (~+ (1, .)), 
1 
and f0 Iv, ~(z ,w)dzdw = 0 has a unique solution ¢~. Then, the functions ~ check the same 
problem as (3.20),(3.21). 
PRoof. Since (a) -- 0, taking the average of equation (3.22), we obtain 
<~+> + o~ <~+> = o, (3.24) 
Now observe that, on one hand, from equation, 
we obtain, after integrating with respect o z, 
or by using the boundary condition, 
)~ 1 
(3.27) 
On the other hand, using the equation, 
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we get after integrating with respect o z, 
A (~P2> dwdz = ~'X (1,w) dw - ~~ (O,w) dw 
2 2 2 
= (1 - a )  ~,  ~+ (1 ,  Tw) dw 
+c~f~ + 
= (1 -~) fv  
f 
(1,w) dw - JT~ ~-~ (O,w) dw 
~+ (1,w) dw (3.28) 
A (~> dwdz = ~+ (1,~) dw-  [ ~ (0,w) dw. 
2 2 jT  ~ 
Combining (3.27) and (3.28) yields 
f 1 i ) ~Jo (<~+) + <~:>) d~dz = ~+. (1,~) d~-  ~-~ (o,~) d~ 
(3.29) 
-(fr2 ~.+ (1,~)d~- f ~Z (0,~)d~)=0. 
We deduce that, if (a) = O, the solution of system (3.22) with the boundary conditions (3.21) 
verifies the condition, 
f01 = <¢p~> = O, (3.30) 
@+) + 
dz 
2 
which is exactly the expression of compatibility condition announced by the lemma. This implies 
that ~ verifies the same problem as ¢~. 
We now show the following. 
PROPOSITION 3.3. The problem (3.20),(3.21) has a unique solution. 
PRoof. The uniqueness i  proved as follows. Let ¢~ be a solution of (3.20),(3.21) in L2([0,1] x 
T2) with the right-hand side of (3.20) replaced by 0. Then, multiplying (3.20) by ¢~ lead to 
1 0 / ~2~ • ~ ~o )+~[1~ <~>1~]--0 (3.31) 
Next, integrating with respect o z gives for ~p+, 
i <~+~, ~+~ (~+ <~+>I ~)ez o=5[  , ,z=, -< ~ >l=o]+X - 
i /ol = [%b+2 ( l ,w) -  %b+2 (0,w)] + A (l%b+ - <%b+>] 2) dz (3.32) 
2 
1 
= 1_2 [%b+2(1'w)- ¢:2(0'w)] + A fo (1¢+ - <¢+>12) dz, 
where we have used the relation %b + (0, w) = %b~ (0, w). For %b~-, we have 
1 fo ~ o-= -~ [<¢2>1=~- <¢2>1~=o3 + ~, (1¢~ - <¢:>1=) dz 
f = - !  [~:= (1,~) - ¢:~ (0,~)] + a (1¢2- <~2>1=) dz (3.33) 2 
f 2 
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since ¢~ (1, w) ---- ¢+(1, w). Combining equations (3.32) and (3.33) gives 
I ÷  /01 i  z=0 
The left-hand side of (3.34) is the sum of two nonnegative or zero terms, then (3.34) implies that 
each of these terms is zero. We then deduce first that ¢~ E N(Q), which implies, using the 
homogeneous problem (3.31) (i.e., with second side zero) that ¢~ is independent of z and shows 
that ~b~ is reduced to a constant. But, the condition (¢~) -- 0 implies ¢~ = 0, a.e., in [0, 1] x T 2. 
Therefore, the problem (3.20) admits a unique solution. This proves the uniqueness part of the 
proposition. 
Next, we prove the existence of solutions. Integrating (3.22) with respect o z, we get 
¢+ (z,w) = e-XZ-'+W~ (0,w) + e-~(z-Z')a(w) dz', (3.35) 
~z 1 ,k -- ' ¢~ (z,w) = eX(Z-1)¢~ - (1,•) + e (z z )a(~) dz', (3.36) 
where ¢+(0, w) and ¢~ (1, w) have to be determined by means of the boundary conditions. Eval- 
uating (3.35),(3.36) for z = 0,1, we get 
~01 1 - e -A ¢+ (1, w) = e-X~b +(0, w) + e-J~(1-Z')a (w) dz' = e-)'¢ + (0, w) + -----f---a (w), (3.37) 
fo i 1 - e -~ ¢~- (0, w) = e-X¢~ " (1, w) + e-)'Z'a (w) dz' --- e-~¢~ (1, w) + - -~- - - -a  (w). (3.38) 
On one hand, inserting (3.37) into (3.21) yields 
¢~- (1,w) = (1 - c~) ¢+ (1,Tw) + ~ (¢+ (i, . ))  
= (1 - a) e-X¢ + (0, Tw) + ( i  - a) 1 - e -~  ~ a  (Tw) + a (¢+ (1, .)> (3.39) 
= (I -~ + (I - a) ~ a  (Tw) + ae -~ <¢+ (0, .)>, -~)e ¢.(0,T~)+ i -e-~ 
since (a) = 0. On the other hand, we have 
1 -e  -~ 
¢~- (0,w) = e-X¢~ - (1,w) + ----f----a(w) 
=e -x [ (1 -a )e -~,  + (0,Tw)+ (1 -a )  1-~£-Xa(Tw) +de -x (¢+ (0,.)> 1
1 - e -)' + ~ a  (w) (3.40) 
: e -2~ ( l -a ) [¢+ (O, Tw)+ e)'~la (Tw)] + ae -2~ (¢+ (0, .)) 
1 -e  -x  + --E---a (~). 
By defining ¢~(w) to be ¢+ at z = 0, i.e., 
¢+ (0, w) = ¢,  (w), (3.41) 
the relation (3.37) and (3.39) can be transformed into 
¢+ (1,w) =e-)' (¢c, + e~ la(w)) , (3.42) 
¢:(1,w)=e-X((1-oL)¢~(Tcz)+(1-co e-~ la(T~)+o~(¢~l), (3.43) 
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while relation (3.40) is transformed into 
~ (O,w) = e-2;~ ( l -a )  [¢c~(Tw) + e-~la(Tw)]  +ae-2~' (¢c~} + 1-e -~ ~ a  (w). (3.44) 
Next, observe that 
= ~ (1 - ~) ~-2~ <¢.> + a2e-2~ <¢~> 
= ~e-2~ <¢.>, 
so that (3.21) becomes 
¢+ (0,w) = (1 -a )¢ :  (O,Tw) + a (¢ :  (0, .)} 
e-2~ (1 a)2[¢+(O, T2w) e:~-I ] = - + - - - -~a  (T2w) + a (1 - a) e -2~ (¢+ (0, .)) (3.45) 
_ e -A  
+ (1 - a) 1 -ff---a (Tw) + ae -2~ <¢+ (0, .)>, 
which in terms of ¢~, gives 
- 2 e~' - 1 a(T2w) ¢~(~) = ~-2~(1 _ ~)2¢~(T2~)  + e -~(1  _ ~)  
(3.46) 
+(1-a)  l ~  "'a(Tw)+2a(1-a)e -2~{¢a). 
Finally, we have to solve the equation, 
£~¢~ (w) = g~ (w), (3.47) 
where 
Z:,¢~ (w) = ¢~ (w) - e -2~ (1 - a) 2 ¢~ (T2w) - e -2~ (2 - a) (¢~), (3.48) 
e A 1 T 2 T] . (3.49) g.  (~)  - ~ - [(1 - ~)~ e -2~a o + (1 - ~) ~-~a o 
Notice that (3.48) is solved in the space of zero-mean functions by (3.19). 
3.3. Resolut ion of P rob lem (3.9)-(3.11) 
The aim of this section is to prove the following. 
LEMMA 3.4. Problem (3.9)-(3.11) is solvable in f(2)± if and only/f the function F~ defined in 
Theorem 1.3 is a solution of 
O~F~ (t, x) - % (D~,~ (a). V~E, (t, x)) = O, t e R +, x ~ R d, (3.50) 
F~ (0, ~) = • (~), (3.51) 
where D~,~ is the diffusion coefficient. 
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PROOF. Suppose that there exists f(2+) solution to system (3.9)-(3.11). Integrating (3.9) with 
respect o z and averaging with respect o w leads to 
Ot~ol~2f(o)(t,x)dzdw+~o 2a(w) .V=( f (1 )++f(1) - )dzdw 
(3.52) 
z = l ~01 "~T 
± L (2)~ (t,x,z,.) ,=0 
As before, for fixed t and x, this source equation admits a solution if and only if Otf (°) + a(w) • 
Vzf (1)± is orthogonal to the null space of ±Ozfa~ i.e., to the constant, so the solution f0 must 
verify 
Ot f(o) (t, x) dz dw + a (w) . _=¢~ 
2 2 
or equivalently, 
o,f~ °) (t,=) - v~.  a(~) ®s 2 dz = 0. (3 .54)  
From (3.15), the above equality is rewritten as 
(/o 
This last equation is the heat equation with diffusion tensor 1I~,a defined as 
]D~ x (a) = <a(W) ® s (~ol X+ + X~ dz) ) 2 (3.56) 
We deduce that F~(t, x) solves Cauchy problem (3.50),(3.51). This problem is wellposed if D~,x 
is positive definite. This will be established in the next section. 
4. THE D IFFUS ION TENSOR 
This section is devoted to the computation of the diffusion tensor. We have the following. 
LEMMA 4.1. The diffusion tensor ]~,x(a) defined by (3.56) is positive definite. 
PROOF. By virtue of (3.56), we have 
lD~,;~ (a) = <a(W) ® s (fol X+ + X~ dz) > 
2 (4.1) 
= l  fo l~ 2 
where X+(Z,W) and X~(Z, w) are solutions of problem (3.50),(3.51). 
To further develop ]l)a,x(a), we need to have an expansion for the solutions X~(Z,W) in (4.1). 
By substituting (3.35) and (3.36) into (4.1), we obtain 
1 l<a ['-),z_l.+ -kfoe-'X(z-Z')a dz') 
+ (ex(~-l)¢x (1,w) + j~ e aiw) 
(4.2) 
/o' ' /o'r =l(a® ¢+ (0,~)} e-X'dz+~(a®sa(w)} e-x('-")dz'dz 2 s dO 
1 i  1/o' 1 1 (a®,  a(u;)} eX(Z-~')dz'dz. {~®~ <(1,~)} e~(~-ndz+-~ +E 
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Now, observe that 
~o I 1 - e -~ 1 <a®s ¢+(0'c°)) e -x~dz- - (a®s ¢+(0'w)>- 1 -e  -x 
and 
(a® z Ca) 
l (a®sa} I f e-)'(z-Z')dz'dz='2 
We have also 
1< a ®s a} f01 ~z 1 ' / 1 (f01 ( __ ? ( l - z ) )dz )  
=5 + ~ <a®~>. 
Thanks to (3.43), the last terms in the diffusion coefficient becomes 
f01 1 - e -~ 1 <a@s ~2.~ (1 ,o J )>  e A(z-i) dz -- - -  (a® s ¢~ (1,w)) 
2~ 
1 e -x [ 
- - - e  -x  (1 -a ) (a®s ¢"(Tw))  2~ 
e'X- 1" ] +(1 -~)  ---X- ~,a ®, a (T~o)> 
Combining (4.4),(4.5) and the second term of the right-hand side of (4.6), we get 
(1 e-~-  1) 1-e  -~ e x -1  T>+ + -~ <a®sa)  - -e -a  (1- a) <a® a® 
1 (1 -e -~)~ (~- e -~-  1) 
- 2 "~- (1 - a) (a ® s a o T) + + ~g (a ® s a}.  
Next, we observe that 
1 - e -x 
2A [(1- a) e -~ (a®s ¢~ (Tw)) + (a®s Ca)] 
+~ (1 -a ) (a®saoT> 
-- 1--e-'~ e'~--I [ k ( 1 - 9 ~  )~ m=l  --oom+le-l(m+l)<a®s aoTm+l> 
+ ~ (1- ~)~e-~<~®~ oTm> 
m=1 
+ (1-.)e-~<aOs aoT>l 
"I 
.J 
0-~ -~) (e~- I) 
= 12 E( l -~)me-~m<a®sa°Tm> • 
Therefore, the diffusion coefficient takes the form, 
Da,x(a)= (1-e -~)(e ~-I) 12 E (1-a)'ne-X~ <a® s ao  T '~> 
m=l  
+ 
(4.3) 
(4.4) 
(4.s) 
(4.6) 
(4.7) 
(4.8) 
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Observe that, when A -~ 0, ((1 - e-~)(e ~ - 1))/A 2 --* 1, and (A - 1 + e-~)/A 2 --* 1/2, thus, 
finding again the diffusion coefficient of [12]. We shall show now that ]I)~,~ is positive definite. 
From (3.16), we write the diffusion coefficient as 
~"P'(a)= <a(w)®s (fol X+ + X~ dz)) 
,f = ~ [<o,x; ®~ x + - oox; ®s x ;  > - ~ <(x + ®,  x + - x~ + ®,  <x +>)> 
-;~ <(xz ®~ x ;  - x ;  ®,  <x=>)>] dz (4.9) 
_ 16vr 21 .L1.L2 [CQz(X+~Q~sX+~-X"a*sX'a) dzduY--Q(X+a~sX+a) 
-Q(x; ®~ x; ) ] ,  
~,~(a)  : = rl(a) + &+ + zf. 
Integrating by part, we get 
I fT dw 
I x (a )=# ~T~2 [x+(1,w)®sx+(1,w)-x;(O,W)®s x;(1,w)  (4.10) 
-x  + (o, ~) ® ~ ~+ (o, ~) + ~;  (o, ~) ® s ~;  (o, ~)]. 
Using the boundary conditions (3.17),(3.18), we obtain 
l fT  dw Ii(a) = # 2 ~ [x+ (1,w) ®s X+ (1,w) + X~ (O,w) ®s X; (O,w) 
-X + (0, w) ® ~ X + (0, w) - ~;  (0, w) ® ~ ~;  (1, w)] 
1~ dw 
= ~ ~ ~ [x~+ (1,.~) ®s x~+ (1,~) + ~;  (o,~) ®s x;  (o,~) 
-((1-a)X+(1,Tw)+a(X+(1,.)>)®s ((1 - a) X+ (1, Tw) + a <X+ (1, .))) (4.11) 
- ((1 - ~) z ;  (o, T,~) + ~ <x; (o, .))) ® ~ ((1 - ~) x~ (o, T~) + ~ <x; (0, .)>)] 
= <Z + (1,.) ®s X+ (1,.)> + <Z; (0,.) ®s X; (0,.)) 
- (1  - a)2 <Z~,+ (1, .) ®s X+ (1, .)> 
- 2c~(1  - a) <X + (1,.)> ®s < X+ (1,.)> + a 2 <X + (1,-)> ®s < X+ (1,-)>. 
In other words, 
/1 (a) = -2a(1 - a) (X; (0, .)} @s (X;(0, .)> +a 2 <X; (0,-)) @s <X; (0, .)> 
- (1 -  a) 2 (X; (0,.) @s X; (0,.)) 
---- lc~(2- a) {<X + (1,.) ®s X+ (1,.)> - (X + (1,-)> ®s ( X+ (1,.)> 
(4.1~.) 
+ <~+ (o, .) ®~ ~+ (o, .)> - (~+ (o, .)> ®s <x + (o, .)>} 
= 1 (2-a)  {(X + (1,.) ®s X+ (1,.)> + (X + (0,.) ®~ :~+ (0,-)>}, 
]'1 = I t  (a) + 11 (a), 
with 
I+ = ~a (2- a) {<X + (I,.) ®s X+ (i,.)>} 
and 
±i- = 1~(2 -~){<zt (o,.)®s z~+ (o,.)}}, 
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since by (3.19) we know that (X+(1, .)> = (X~(0, .> -- 0. I~ and I~- are clearly nonnegative 
symmetric matrices by Lemma 2.1 and therefore, I~,x (a) is also nonnegative symmetric matrix. 
Let us next deal with the nondegenerate part of tensor ]I)~,~. Let ~ ~ R ~. Since 
(D~,~ (a) ¢,¢) = (I + (a)~,¢) + (I~- (a) ¢, ¢) + (I+¢,~) + ( I~ ,¢)  
(4.13) 
then if there exists ¢, such that (D~,~(a)¢, ) = O, it corresponds to 
~.Z  +(1 ,w) - -~.z  +(0 ,w)=0,  a .e . ,weT  2. (4.14) 
We recall that T -1 leaves the daJ-measure invariant so that ¢-)/+(1, w) = 0, a.e. in w E T 2 implies 
~. X+(1,Tw) = 0, a.e. w E T 2. Therefore, thanks to (3.37), we have 
1 - -  e -X  
¢.X +(1,w) ¢ -;~ + .~.a(w) = . e  ¢~(0 ,~)+ 
----.--~-.- l _a ) '~e-X~( .aoTm+( .a (w 
1 - e - )~  ~' -- ,~ y~ (1 -o~)me- ) 'm~.aoT  m 
m=O 
(4.15) 
and then (4.14) implies that 
~.X+(1 ,w) - (1 -a )~.X+(1 ,To J )  =¢.a(w)=0,  a .e . ,weT  2. (4.16) 
Consequently, the condition (I+(a)¢,¢) -- 0 implies that to ~. a(w) = O, a.e., w E 1 "2. Likewise, 
we apply the same argument to (I~(a)~,(). At last, for any ~ C R d, 
(¢. D~,~ (a) ¢) = o ~ ¢. a (~) = o, a.e., ~ ~ T 2. 
The converse being obvious by (4.13)-(4.15). 
5. PROOF OF  CONVERGENCE 
Let us now prove the convergence properties stated in Theorem 1.3. It remains to estimate the 
remainders. In order to do so, vce introduce R~,~(t, x, z, w) for any (t, x, z, w) E R + xR d x (0, 1) xT 2 
defined as 
R~,~ (t, x, z ,~)  = J~  (t,x, z ,~) - Fo (t,~) - ~f2) + ( t ,~,z ,~)  - ~f~)*  ( t ,~ ,~,~) ,  (5.1) 
where f(2)±(t, x, z, w) is the solution of (3.9)-(3.11). Therefore, we estimate the convergence of
of f~,e( ± t,x,z,w) --+ Fa(t,x) when e --+ 0 in the sense of (1.29). From (3.2), (3.6), (3.9), the 
remainder solves the following equations, 
(5.2) 
with 
n~,~ (o, ~, z, ~) = -~f~(~)~ (o, ~, ~, ~) - ~f~)~ (o, ~, ~,~) ,  
s± = _a~f(~)~ _ ~o~f(~)± _ ~ (~) .  v~f~(~) ± 
(5.3) 
(5.4) 
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and the boundary conditions 
R+,e (t,x,O,w) = (1 - a)R;,~ (t,x,O, Tw) + a (R;,e (t, x,0, .)), 
R;,~ (t, x, 1, w) = (1 - a) R+,~ (t, x, 1, Tw) + a (R+,~ (t, x, 1, .)). 
(5.5) 
We shall apply the maximum principle to (1.27) with the initial datas V(m)~ E L°°(]~ d, ]~), m E 
{0, I . . . .  ,4} .  
First, we need to estimate X~ (z, w). Through a straightforward computation, from the solutions 
of the problem (3.22),(3.33): we get 
1 - e -;~z 
x+~ (z, ~) = ~-~¢o (~) + ~ (~) 
e.  k oo 
=e_~, z ~1 E(1 -a )me-~ma°T '~+a(w) - -  
~=1 
1 - e -Az  
A 
(5.6) 
We deduce 
(e ~ 1 1 - -x )  
IIX + (z,w)HL:([o,llx,:) <_ HaHL:(,2) ; £ (1 -  a)'~e -~m + ; 
m=] 
_< c,~,x llall~:(T:) • 
(5.7) 
Similarly, 
X;  (Z,02) ---~ e~(z--1)X;  (1,02) ~-a (W) 
From (3.43) and (3.19), we get 
1 - -  e -)~O-z) 
A 
(5.8) 
Z;  (Z, 0)) = e A(z-1) eA -- 1 £ (1 - a) m e -~m + a (w) 
A 
m=l  
1 - e -~(1-z) 
A 
(5.9) 
Therefore, as before, we obtain 
IIx; (z,"-')Uz:([0,1]×,~:> < C,~,~, Ilallz:(T:), (5.10) 
where Ca,x = (1 -- e-~)/A[(1 -- a)/(1 - (1 - a)e -x) + 1] since a e HS(V 2) for some s > 1 and 
therefore, a E L2(T2). 
On one hand, thanks to (3.12)-(3.15), we obtain 
fa (0) Lo~([0 ,T ]xRa  ) = [IF'~IIL=([O,TIxR" < Co I]~]IL~(~,,), (5.11) 
(1)± = 
<_ c~,~ llV= • ~I IL~(~I  - 
From estimate (5. ; ) - (5.10) and (5.11), we deduce 
(5.12) 
(2)4- 
f~  L~ ([0,T] x Ra x [0,1] x T2) 
= ][OtF~IIL=(~) 
± 2 
+ II=Itz=(T:)[Ix= [[5=<[O,TlxT:)IIv:FolIL-(~:> 
_ 2~ < c~,o Ilv: IlL-<to,,1×=+ + CoQo Ilvi+llL-clo,:l×=:> 
2 
< c~,o I I v :+ l l ,~-<: :> • 
(5.13) 
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uniformly on every finite interval [0, T]. Similarly, 
± 
O'f(1)± L~([O,T]x~dx[O,1]xT 2) ~ I] xa [iL=([o,II×T~)IIV= (O,F~)llL~(C0,~]×w~) (5.14) 
3 F 3 
0~'f (2)± Loo([O,T]×R~t×[O,1]xT,~)~ 11O2Foll,;~(Lo:~×~> 
IlxollL~((o:~×~> IIv~ (~o)11,;~,o,~;×~> (5.15) 
--- ~o,~ llv~ll~<~), 
a" V~f(=)± ~<~o:]×~×~o,~]×T~) -< C°'~ IIv~II~(~). (5.1~) 
From now on, C~,,T,~: will be used for any positive constant depending on the arguments indicated 
and which changes from one formula to the other. 
On the other hand, we have 
IIR,~: (0,.,., ')llL~(~,~x[o,llx'r") -< e :~(~)± L~(i0,TIxR,~x[O,1Ix.r..,) 
(2):I: (5.17) 
_< Ec~,,~,o: tl~llw=.~(~,,), 
[[~a,e]]L~([O,T]×R~tx[O,1]x'~2) <-- ~. 0t f (  1)4- L,c([0,T]xRax[0,1lxT2) 
2 (1)4- 
+ £ 0 t f~ Loc([0,T]xRax[0,1]xT~) 
+ a .  Vz f  (2)± L~([O,T]xRax[O,1] xT2) 
<_ EC,~,T,~: ll~llw,,~(R~) • 
We have proved that 
(5.18) 
(5.19) 
J[R~, e (0,.,. ,  .)[[Loo(R~×[0,1]×T2 ) ~- O (E), (5.20) 
± ll~s~ H~,O,TI×Rd×(0,'I×T~ = O (El" (5.21) 
Then, applying the maximum principle to the transport equations (5.2) and (5.5) and using 
(5.20),(5.21) yields 
R ± 
and, thanks to (3.2), leads to 
f~te -- Fo~ - Ef ( ' )± - e2f (2)± oo d " 2 <-- ~CT, a,~. (5.23) 
L ([0,T]×~ x[o, l lx'r ) 
Finally, by applying the triangle inequality, we obtain 
[].t'~ (t,.,.,.) - F~ (t,.)ii~=(==×[o,=)×T=> 
2 (2)± .) L~(Rd×[0,1] xT2) ± t ~f2) ± (t,., .) - ~ f~ (t, (5.24) <_ f~:  ( , . , . , . ) -  F~ (t,.) - ., .,., 
+ cf~ (~± (t, . , . ,  .) - ~2:(~)± (t, . , . ,  .) L~(~×[0,~]×T~) " 
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Next, combining (5.17)-(5.24) to obtain 
• ) (t,)11 sup IIf ,  ( t , . , ,  - 
tE[0,~'] 
(5.25) 
which implies (1.29). From [11], we know that 
ll(a®aoTm)ll < +~,  (5.26) 
m----1 
for any norm I]" II on Md(R). Therefore, Do(a) < +co, where the first term of (4.8) is a power 
series in e-X(1 - a) with radius of convergence 1. In particular D~(a) is finite for all a El0, 1]. 
From [11], as a -~ 0 +, using Abel's theorem and (5.26), we deduce 
lim D~ :~ = D:~ 
~----~0 
/ i x - I_+ ~-~'~ (~®~> + 
\ 
(1 -e -X) (e~- l )  f i  (a® Tk °a> 
)~2 " 
m=l  
(~.27) 
Now, taking ~he limit of D~ when A ~ 0, we obtain 
1 
lira Dx = T k a) .  (a2> + E (a o ® 
k_>l 
(5.28) 
For more details of the above series we refer the reader to [11]. The proof of Theorem 1.3 is 
complete. 
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