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Introduction
L'utilisation de la vision en robotique se développe depuis environ trois décennies an
d'améliorer l'interaction des robots, initialement aveugles, avec leur environnement. Le
nombre de travaux menés par la communauté scientique témoigne de l'importance de
ce domaine de recherche. Cependant, même si les capteurs de vision orent aujourd'hui
un rendu très dèle de la scène observée à des fréquences supérieures à la persistance
rétinienne, l'interprétation de l'information visuelle reste encore très complexe. Par con-
séquent, malgré la richesse de l'information visuelle fournie par les capteurs qui alimente
la recherche en vision cognitive, le problème de la commande basée sur une mesure par
vision est souvent restreint à un niveau d'abstraction inférieur. Les tâches à accomplir
par le robot (positionnement, navigation, etc.) sont ainsi décrites à partir de primitives
visuelles simples à interpréter (position de points, conguration de droites, etc).
Même si la commande par vision a déjà été utilisée pour quelques chaines de mon-
tages, cette solution technologique n'a cependant pas encore réussi à s'imposer dans le
milieu industriel. L'un des dés que les chercheurs doivent relever pour que la commande
référencée vision devienne une solution plus intéressante est d'améliorer ses performances
dynamiques (précision, vitesse, répétabilité, etc.). En eet, l'un des inconvénients de
l'asservissement visuel classique est que ses performances dynamiques sont relativement
faibles par rapport aux commandes basées sur les mesures articulaires. Typiquement, les
performances de cette commande sont limitées par la faible fréquence d'acquisition et le
temps de latence induits par les systèmes de vision. La communauté scientique s'est par
conséquent plus intéressée à la commande cinématique, moins sensible à ces paramètres.
Cependant, ce type de commande néglige la dynamique du système ce qui entraine une
dégradation des performances de la commande.
Le problème de la fréquence d'acquisition des systèmes de vision classiques pose in-
évitablement la question de l'adéquation du mode d'acquisition dans les applications
hautes performances. En eet, les systèmes de vision ont été initialement conçus à l'im-
age de la vision humaine. L'objectif est alors de fournir un rendu dèle de la scène à des
fréquences proches de la persistance rétinienne. Toujours dans un esprit de biomimétisme,
la commande référencée vision s'est ensuite intéressée à l'utilisation de cette mesure en
commande sans forcément remettre en question le mode d'acquisition utilisé jusque-là. Le
développement de systèmes plus performants (par rapports aux performances humaines,
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entre autre) exige cependant une mesure plus adaptée à l'application envisagée. En eet,
étant donné le potentiel intrinsèque de la lumière en termes de précision et de vitesse, le
problème posé est celui du mode d'acquisition qui permet de l'exploiter au mieux.
Par ailleurs, les robots qui ont aujourd'hui les meilleures performances dynamiques sont
les robots parallèles. La vision représente justement un outil de mesure pertinent pour la
commande de ce type de robots. En eet, l'une des particularités des robots parallèles est
qu'une conguration articulaire unique peut correspondre à plusieurs congurations de la
plate-forme alors que l'inverse est souvent faux. Par conséquent, la pose et la vitesse de
l'eecteur dénissent d'une manière plus pertinente l'état du robot que la conguration
articulaire. La commande des robots parallèles par observation des éléments du robot
en général et de sa plate-forme en particulier représente ainsi une voie de recherche très
prometteuse.
Nous présentons dans ce document une nouvelle approche pour l'asservissement vi-
suel haute performance. En eet, nous verrons que l'utilisation d'un mode d'acquisition
innovant permet de développer des méthodes d'estimation de pose et de vitesse ainsi
que des schémas d'asservissements visuels cinématiques et dynamiques performants. La
présentation de ces travaux sera ainsi organisée de la manière suivante.
Après un bref descriptif des systèmes de vision classiques et des bases théoriques
de la vision articielle, le chapitre I dresse un état de l'art de l'asservissement visuel.
Les principales architecture de régulation ainsi que les schémas de commande les plus
répandus seront alors présentés. On s'intéressera ensuite aux performances de ces derniers
ainsi qu'aux diérentes approches proposées dans la littérature pour les améliorer tant au
niveau de la perception (la mesure par vision) qu'au niveau de la commande. Après avoir
identié ce qui limite les performances de la commande par vision, une démarche pour
l'élaboration d'une commande haute performance par vision sera présentée. Enn, nous
verrons comment la vision peut être utilisée pour la commande dynamique des robots
parallèles.
Dans le deuxième chapitre nous développerons des méthodes d'estimation rapide de
la pose et de la vitesse nécessaires à l'implémentation de la commande dynamique. Nous
présenterons tout d'abord un système de vision permettant d'augmenter la fréquence d'ac-
quisition et de réduire le temps de latence. Cependant, le signal observé ne permettant
pas l'utilisation des méthodes d'estimation classiques, deux méthodes d'estimation simul-
tanée de la pose et de la vitesse serons proposées. Enn, une comparaison entre les deux
méthodes proposées sera présentée.
Dans le chapitre III, on s'intéressera plus particulièrement à la commande cinéma-
tique hautes performances. En eet, certains robots ont la particularité d'être très légers.
Pour ce type de robots, il n'est pas toujours nécessaire d'eectuer une compensation de la
dynamique. En eet, la commande cinématique peut s'avérer dans ce cas susante pour
assurer de bonnes performances. Cependant, les vitesses atteintes par ces robots étant
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élevées, il est tout de même nécessaire de disposer d'une acquisition haute fréquence. De
plus, l'exécution de mouvements rapides nécessite souvent une phase préalable de généra-
tion de trajectoire. Or, l'asservissement visuel classique ne permettant pas de corriger les
erreurs de vitesse, la précision du suivi peut être médiocre. Nous proposerons dans ce
chapitre plusieurs schémas de commande permettant le suivi précis dans l'image à par-
tir de mesures obtenues via le mode d'acquisition proposé. De plus, la dualité qui existe
entre l'asservissement visuel et l'estimation sera exploitée pour la synthèse d'un schéma
d'asservissement visuel virtuel permettant l'estimation de la pose et de la vitesse.
Dans le chapitre IV, on s'intéressera à la commande dynamique. Des schémas d'asservisse-
ments visuels 3D et 2D seront ainsi présentés. L'approche 3D utilise l'estimation de pose
et de vitesse par vision rapide présentée pour la synthèse d'une commande en couple
basée vision. Dans ce contexte, une étude de stabilité de la commande proposée par rap-
port aux paramètres d'estimation est présentée. Dans le second schéma de commande, la
régulation est assurée directement dans l'image en vue d'améliorer sa robustesse face aux
éventuelles erreurs de modélisation. On verra aussi que la réponse imposée au système
n'est pas une décroissance exponentielle du premier ordre comme dans le cas classique
mais une décroissance plus rapide de l'erreur an d'assurer une meilleure convergence vers
la solution désirée.
Le dernier chapitre montre les résultats expérimentaux obtenus à partir du mode
d'acquisition proposé en estimation de pose et de vitesse, en commande en couple dans
l'espace cartésien et en asservissement visuel dynamique d'un robot parallèle rapide.
Enn, la conclusion générale tire un bilan sur les travaux eectués et propose quelques
perspectives de recherche.
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Les principales contributions de ces travaux sont :
 L'utilisation d'un nouveau mode d'acquisition rapide pour l'estimation et la com-
mande ;
 La modélisation du mode d'acquisition proposé ;
 le calcul de la matrice jacobienne correspondant au modèle de projection ;
 L'estimation haute fréquence de pose et de vitesse à partir d'acquisition séquentielle
par deux méthodes diérentes : minimisation aux moindres carrés non linéaires et
ltrage de Kalman étendu ;
 L'asservissement visuel cinématique avec correction de la vitesse ;
 La commande en couple référencée vision dans l'espace cartésien ;
 L'étude de stabilité de la commande dynamique proposée vis-à-vis des paramètres
d'estimation ;
 L'asservissement visuel 2D dynamique.
Ces contributions ont été partiellement publiées dans :
 R. Dahmouche, N. Andre, Y. Mezouar, and P. Martinet. Ecient High-speed
Vision-based Computed Torque Control of the Orthoglide Parallel Robot. In Proc.
IEEE International Conference on Robotics and Automation (ICRA'10), pages 644-
649, Anchorage, AK, USA, May 2010.
 R. Dahmouche, N. Andre, Y. Mezouar, and P. Martinet. 3D pose and velocity
visual tracking based on sequential region of interest acquisition. In Proc. IEEE/RSJ
International Conference on Intelligent Robots and Systems (IROS'09), pages 5426-
5431, Piscataway, NJ, USA, October 2009.
 R. Dahmouche, O. Ait-Aider, N. Andre, and Y. Mezouar. High-speed pose and ve-
locity measurement from vision. In Proc. IEEE International Conference on Robotics
and Automation (ICRA'08), pages 107-112, Pasadena, CA, USA, May 2008.
Chapitre 1
État de l'art
Nous allons aborder dans ce chapitre les bases de la commande par vision vue sous
l'angle des performances et de la robustesse. Ainsi, après un bref descriptif des composants
qui constituent un système de vision, nous nous intéresserons à la commande référencée
capteur en présentant les méthodes d'asservissement visuel les plus répandues. Nous abor-
derons par la même occasion la dualité entre l'asservissement visuel et l'estimation de pose
et de vitesse. Après avoir passé en revue les bases théoriques concernant l'asservissement
visuel, nous adresserons la problématique de l'amélioration des performances de la com-
mande par vision aussi bien sur les aspects théoriques que matériels. Finalement, nous
verrons pourquoi et comment l'utilisation de la vision peut être une bonne solution pour
la commande dynamique des robots parallèles.
1.1 Vision pour la robotique
1.1.1 Composants d'un système de vision
La chaine d'acquisition dans les applications de vision articielle temps-réel classique
est constituée : d'une caméra intégrant un capteur de vision (CCD ou CMOS) et un objec-
tif, d'une interface de communication (unidirectionnelle ou bidirectionnelle) comportant
éventuellement une carte d'acquisition et d'une unité de traitement (PC par exemple).
Lors du processus d'acquisition, la caméra, synchronisée en interne (horloge propre à la
caméra) ou en externe, intègre l'information visuelle grâce au capteur de vision puis trans-
met l'image à l'unité de traitement à travers l'interface de communication. Après réception
de l'image, la phase de traitement consiste à extraire et à exploiter l'information visuelle
(Fig. 1.1).
Deux des propriétés les plus importantes qui caractérisent les performances d'un sys-
tème de vision sont, d'une part, la résolution du capteur qui détermine la largeur du
spectre spatial des images acquises, et donc les détails qui s'y trouvent, et d'autre part, la
période d'échantillonnage de la caméra qui détermine la fréquence temporelle maximale
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Figure 1.1  Chaine d'acquisition simple pour un système de vision.
du signal acquis déni par le critère de Shannon 1. Le choix de l'objectif permet ensuite
de faire un compromis entre l'espace observé et la dénition des images acquises.
1.1.2 Modèle de projection d'une caméra perspective
Soit oP un point appartenant à un objet rigide et oP˜ sa représentation homogène (voir
Fig. 1.2). Les coordonnées du point dans le repère caméra s'écrivent comme suit :
cP˜ = cTo
oP˜ (1.1)
où cTo, la matrice de transformation homogène entre l'objet et la caméra est donnée par :
cTo =
[
cRo
cto
0 1
]
(1.2)
cRo et cto étant respectivement la matrice d'orientation et le vecteur de position entre
l'objet et la caméra.
La projection du point 3D cP = (x, y, z)T dans le plan normalisé de l'image est donnée
par :
m =
 X
Y
 =

x
z
y
z
 (1.3)
1. La fréquence d'acquisition d'une caméra doit être double de la fréquence temporelle contenue dans
le signal acquis. Par exemple, la fréquence d'acquisition d'un système de vision utilisé pour la mesure des
modes propres (vibrations) d'un robot doit obligatoirement vérier la condition de Shannon par rapport à
la fréquence des vibrations observées. Comme nous allons le voir par la suite, cette condition est d'autant
plus forte dans des applications de commande.
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Figure 1.2  Modèle de projection classique de points appartenant à un objet rigide.
Enn, les coordonnées homogènes des points images en pixels p˜ sont obtenues en
utilisant la matrice des paramètres intrinsèques de la caméra 2 :
p˜ = K m˜ (1.4)
avec
K =
αu 0 u00 αv v0
0 0 1
 (1.5)
où αu, αv représentent les distances focales selon les directions respectives u et v, u0 et v0
correspondent à la position du centre optique dans l'image. Les vecteurs p˜ et m˜ sont les
représentations homogènes des points p et m.
1.1.3 Conguration de la caméra
Indépendamment des primitives choisies pour assurer la régulation de la commande, il
existe deux congurations possibles de la caméra : caméra embarquée ou caméra déportée.
Dans la conguration caméra embarquée, la caméra est xée sur l'organe terminal du
robot (Fig. 1.3(a)). Dans ce cas, la transformation entre la caméra et l'outil est constante
ce qui garantit le maintien de l'outil dans le champ de vue de la caméra. Cette transfor-
mation, souvent appelée base/caméra ou bras/÷il doit être estimée soit par des méthodes
spéciques [HM95, ZR95, AHE01] soit conjointement à l'étalonnage du robot [KD99] an
de pouvoir traduire le mouvement désiré de la caméra par le mouvement correspondant
du robot. La transformation entre la caméra et la cible est, quant à elle, variable. C'est
pourquoi, lors de l'exécution de la commande, il faut veiller à ce que la cible soit toujours
visible.
2. En pratique, certains objectifs peuvent introduire des distorsions dans l'images. Néanmoins, il est
possible de modéliser ces distorsions, de les identier et de les compenser [HM95, LVD98].
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(a) (b)
Figure 1.3  Conguration de la caméra : (a) Embarquée ; (b) Déportée.
La seconde conguration possible est que la caméra soit xée dans l'espace de travail
(Fig. 1.3(b)). Dans ce cas, la transformation entre la caméra et la base du robot est xe
et doit être étalonnée pour la raison évoquée ci-dessus. Notons que du point de vue de
l'étalonnage, il n'y a guère de diérence entre les deux congurations.
Il est important de noter que les lois de commande qui seront développées dans ce
chapitre sont valables quelle que soit la conguration choisie. La seule diérence est le
repère dans lequel la commande est exprimée. Ainsi, le passage d'une conguration à une
autre consiste à eectuer un changement de repère du vecteur de commande à partir de
la transformation entre la base du robot et le repère de la caméra. Pour des raisons de
simplicité, nous allons considérer dans ce qui suit que la caméra est embarquée sur le
robot.
1.2 La commande par vision
La commande référencée vision désigne toute commande dont le signal de retour as-
surant la régulation est obtenu à partir d'images acquises par un capteur optique et,
par extension, tout autre capteur susceptible de fournir une image (images par ultra-son,
imagerie par résonance magnétique, microscope à balayage électronique, etc.). Ainsi, il
existe diérentes manières de construire une commande référencée vision en fonction de
l'architecture de commande, de l'espace dans lequel les primitives sont dénies et de la
conguration de la caméra [WSN87, ATYM93].
1.2.1 Le formalisme des fonctions de tâche
Le formalisme privilégié par l'école française en asservissement visuel est celui de la
commande par fonction de tâche. L'objectif de ce type de commande est de minimiser un
critère d'erreur, appelé la fonction de tâche [SELB91, ECR92], qui dépend du signal de
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régulation s(m(r), ξ) et de la conguration désirée s∗ qui doit décrire un diéomorphisme
dans l'ensemble des poses dans l'espace. La fonction de tâche est généralement dénie
comme suit :
e = C (s(r, ξ)− s∗(t)) (1.6)
où C est appelée la matrice de combinaison et s(r, ξ) représente le signal à réguler.
La matrice de combinaison C permet de considérer un ensemble de primitives dont
la dimension est supérieure au nombre d'éléments du vecteur de commande. Le signal de
régulation s(r, ξ) dépend de la localisation de la caméra par rapport à la scène observée
et des paramètres de la caméra ξ. Pour des raisons de lisibilité nous noterons le signal de
régulation s = s(r, ξ) et le signal désiré s∗(t) = s∗.
L'approche consiste ensuite à calculer le vecteur de commande permettant la minimi-
sation de cette fonction au cours du temps. Dans un asservissement visuel cinématique, le
vecteur de commande représente la vitesse que le robot doit exécuter. Par conséquent, an
de calculer le vecteur de commande qui permet d'assurer la décroissance de la fonction
de tâche, il sut de calculer la matrice qui exprime la variation de la fonction de tâche
par rapport au vecteur de commande. On obtient ainsi :
e˙ = C
d(s− s∗)
dt
+
dC
dt
(s− s∗)
= C Lsτ −C s˙∗ + C˙ (s− s∗) (1.7)
où Ls est communément appelée matrice d'interaction. Cette matrice relie la vitesse
dans l'espace (τ ) aux variations du signal s extrait de l'image.
Par ailleurs, la matrice de combinaison est généralement choisie de façon à ce que sa
variation dans le temps soit nulle (constante) ou négligeable devant la variation du signal
de régulation s. La dérivée de la fonction de tâche (1.7) peut dans ce cas être approximée
par :
e˙ = C Lsτ −C s˙∗ (1.8)
Comme le système commandé est du premier ordre (commande en vitesse), la réponse
généralement souhaitée est une décroissance exponentielle de l'erreur. Ce type de réponse
peut être obtenu en introduisant une équation de contrainte sur la décroissance de la
fonction de tâche :
e˙ = −λe (1.9)
où λ est un facteur d'amortissement, homogène au temps de réponse, qui permet de régler
la vitesse de convergence qui caractérise la réactivité du système.
À partir de (1.8) et (1.9), on obtient l'expression du vecteur de commande :
τ = −λ(C Ls)−1 e+ (C Ls)−1C s˙∗ (1.10)
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Un choix classique de la matrice de combinaison est C = L+s , où L
+
s représente la
pseudo-inverse de la matrice d'interaction Ls. Ce choix permet de linéariser et de découpler
le système commandé. Cependant, il n'est pas possible en pratique d'obtenir la valeur
exacte de la matrice d'interaction, c'est pourquoi le vecteur de commande est calculé sur
la base d'une estimation de cette matrice (L̂+s ). On obtient ainsi :
τ = −λL̂+s (s− s∗) + L̂+s s˙∗ (1.11)
L'équation de fermeture de boucle s'obtient en substituant le vecteur de commande
(1.11) dans l'expression de la dérivée temporelle de la fonction de tâche (1.8). On obtient
ainsi :
e˙ = −λL̂+s Lse+ L̂+s LsL̂+s s˙∗ − L̂s s˙∗ (1.12)
Cette expression représente un système d'équations diérentielles du premier ordre
avec second membre. La décroissance de la fonction e (régime transitoire) ne dépend que
de la solution de l'équation sans second terme :
e˙+ λL̂+s Ls e = 0 (1.13)
Comme le facteur d'amortissement est choisi positif, la condition de stabilité locale de
la commande est remplie si le produit de la matrice d'interaction réelle par la matrice
estimée est déni positif :
L̂+s Ls > 0 (1.14)
Cette expression peut être utilisée pour l'étude théorique formelle ou numérique (sim-
ulations) de la stabilité de ce type de commande. Par ailleurs, l'équation (1.12) montre
que l'erreur de suivi n'est nulle que si la dérivée partielle de la fonction de tâche par
rapport au temps ainsi que la matrice d'interaction sont parfaitement connues.
1.2.2 Architectures de commande
L'architecture de commande par vision la plus simple est une commande en boucle
ouverte sur la mesure par vision qui consiste à comparer les positions estimée et désirée, à
estimer le déplacement nécessaire, puis à exécuter le déplacement d'où le nom look-then-
move. Même si cette structure de contrôle est destinée à converger en un pas, il peut être
nécessaire en pratique de réexécuter la commande an de réduire les éventuelles erreurs de
positionnement. Cependant, la nature de la commande fait que la période de répétition de
la commande est assez importante (Tc > 0.1s). Les performances de ce type de commande
assez médiocres font que cette approche est devenue archaïque depuis plusieurs années.
Dans l'architecture de commande cinématique (look-and-move), qui est la plus large-
ment répandue, le schéma de commande est constitué de deux boucles : haut-niveau et
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Figure 1.4  Architecture de la commande cinématique look-and-move.
Figure 1.5  Architecture de la commande par retour direct.
bas-niveau (Fig. 1.4). La boucle haut niveau, référencée vision, consiste à calculer un
vecteur de commande à partir des mesures par vision. Elle est généralement réalisée
à basse fréquence et le vecteur de commande correspond à des vitesses articulaires ou
cartésiennes. Le vecteur de commande calculé représente le vecteur d'entrée (consigne) de
la boucle bas-niveau. Son rôle est d'asservir le robot sur la vitesse de commande désirée
à partir de la mesure articulaire. La fréquence d'échantillonnage de la boucle bas niveau
doit ainsi être élevée an de garantir la stabilité du système.
L'architecture de commande dynamique (retour direct) est, quant à elle, constituée
d'une seule boucle qui permet de calculer directement les couples de commande à partir
des mesures eectuées par le capteur de vision et de la conguration désirée (Fig. 1.5).
Dans ce schéma de commande les capteurs articulaires sont facultatifs. Cependant, la
fréquence d'échantillonnage de la commande dans cette architecture doit être importante
ce qui peut poser des problèmes pratiques. En eet, les mesures par vision ne permettent
souvent pas d'atteindre les fréquences d'acquisition nécessaires à ce type de commandes.
26 État de l'art
1.2.3 Type de primitives
La commande par vision est dans la plupart des cas une commande non linéaire. La
démarche généralement adoptée dans la synthèse de commande par vision consiste à trou-
ver les primitives ainsi que le jeu de paramètres qui les décrivent en vue de linéariser et
de découpler au mieux la boucle de commande. L'objectif de cette démarche est d'obtenir
un système linéaire qui permetterait d'utiliser les outils mathématiques de l'automatique
linéaire aussi bien pour la synthèse des lois de commande que pour l'analyse de stabilité et
de robustesse. Les primitives qui sont le plus souvent utilisées sont classiquement des prim-
itives géométriques, points [ECR92], droites [ECR92, AEH02], cercles [ECR92, MC02b],
sphères [TFC09], etc. Par ailleurs, les paramètres qui permettent de les décrire peuvent
être des paramètres de position dénis dans l'image ou dans l'espace en utilisant une
représentations cartésienne mais aussi polaire [IO05], cylindrique [IO05]. Il est même pos-
sible de combiner plusieurs jeux de paramètres où chacun est utilisé pour la commande
du degré de liberté le plus intéressant en termes de découplage et de linéarité [CH01]. Des
paramètres plus particuliers tels que le moment [Cha04, TC05, KI07b] peuvent également
être utilisés.
Les primitives visuels peuvent aussi ne pas être purement géométriques. En eet,
des paramètres cinématiques obtenus à partir de la dérivée des paramètres géométriques
peuvent être utilisés pour la commande [MBG96, CC01b, LD08, MC10]. Dans [MBG96]
les paramètres cinématiques sont associés à des paramètres géométriques an d'améliorer
les performances de la commande par vision alors que dans [CC01a, CC01b] seuls les
paramètres cinématiques sont utilisés an d'améliorer la robustesse de la commande dans
le cas où les images sont trop variables et bruités pour suivre des primitives tout au long de
la commande. Nous reviendrons sur cette approche au chapitre III. De façon plus globale,
ces primitives peuvent être considérées comme étant des primitives spatio-temporelles
[SJ07]. Nous découvrirons plus en détail au chapitre suivant ce type de primitives.
1.3 Asservissement visuel cinématique
1.3.1 Asservissement visuel 3D
L'asservissement visuel 3D est basé sur l'estimation de la pose (position et orientation)
d'une caméra embarquée par rapport à un repère attaché à un objet dans la scène (cible
qui peut être statique ou dynamique). Connaissant la position de l'eecteur par rapport
au repère lié à l'objet et la jacobienne du robot, les variables articulaires sont commandées
de façon à minimiser l'erreur entre la position désirée et la position actuelle de l'eecteur.
Cette erreur est ensuite ramenée au repère lié au robot, puis régulée dans l'espace artic-
ulaire en utilisant la jacobienne cinématique inverse. La conguration du robot doit dans
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ce cas être non singulière.
Dans l'asservissement visuel 3D le signal de référence peut représenter soit la pose
relative de la caméra par rapport à la cible (asservissement visuel 3D pose) soit les coor-
données 3D des primitives observées (asservissement visuel 3D point par exemple). Dans
ce dernier cas, si la primitive choisie est un point, alors la matrice d'interaction n'est autre
que la matrice L3D donnée par l'équation (1.17). Cependant, quel que soit le signal choisi,
dénir le signal dans l'espace cartésien à partir de mesures dans l'espace 2D nécessite obli-
gatoirement une reconstruction 3D. En eet, une projection dans un plan implique une
perte d'informations liée à la profondeur. Une reconstruction consiste à retrouver l'infor-
mation perdue soit à partir d'une mesure redondante des primitives en question (grâce à
plusieurs caméras où une caméra qui se déplace [HZ00]), soit à partir d'une connaissance à
priori de la cible (modèle 3D de l'objet). Notons tout de même que dans l'asservissement
visuel 3D, on s'intéresse plus aux choix du signal de régulation et à la façon de l'ex-
ploiter qu'à la manière dont le signal est reconstruit. Ainsi, dans l'asservissement visuel
3D pose, diérents choix de paramétrages peuvent être utilisés pour décrire la pose de la
caméra aussi bien en ce qui concerne la position (coordonnées cartésiennes, sphériques,
cylindriques, etc.), qu'en ce qui concerne de l'orientation (angles d'Euler, quaternions,
etc.).
Rappelons que le choix du signal se fait, entre autres, par rapport aux propriétés
de découplage de la commande. Ainsi, les propriétés du signal dépendent du vecteur de
commande qui, lui même, dépend de la structure cinématique du robot. Ainsi, en toute
rigueur, le choix du signal de référence devrait tenir compte de la structure du robot.
Cependant, pour un robot à 6 degrés de liberté, le vecteur de commande est générale-
ment considéré comme étant le torseur cinématique, qui peut être ensuite traduit en
vitesses articulaires en utilisant la jacobienne cinématique inverse du robot. La synthèse
d'asservissement visuel 3D pose consiste donc à choisir les paramètres de pose qui présen-
tent les meilleures propriétés de découplage par rapport au torseur cinématique et de
calculer la matrice d'interaction qui lui correspond. Par ailleurs, la seconde contrainte liée
au choix des paramètres de la pose est que la matrice d'interaction obtenue soit dénie
et inversible dans tout l'espace de travail.
Si l'on prend comme vecteur de commande le torseur cinématique, alors les paramètres
de position les plus intéressants par rapport à ce vecteur de commande sont les coor-
données cartésiennes otc. La dérivée temporelle de ce vecteur n'est autre que la vitesse
de translation du vecteur de commande. La matrice d'interaction correspondant à ces
paramètres peut alors être obtenue en exprimant la vitesse de l'origine de l'objet par
rapport à la vitesse de la caméra exprimée dans le repère de la caméra. On obtient ainsi :
cP˙(t) = −cv − cω × cOP (1.15)
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Cette équation peut s'écrire sous forme matricielle comme suit :
cP˙(t) =
[−I, [cOP]×]
[
cv
cω
]
= L3D τ (1.16)
avec :
L3D =
[−I , [cOP]×] (1.17)
où L3D représente la matrice d'interaction du point 3D.
Concernant l'orientation, le vecteur de paramètres qui semble être le plus approprié est
le vecteur θu [SELB91, Mal98], où θ et u = [ux,uy,uz]T représentent respectivement l'an-
gle et l'axe de rotation. La particularité la plus intéressante de ce vecteur de paramètres,
en plus du fait qu'il soit à représentation minimale (3 éléments correspondant à 3 d.d.l),
et que sa jacobienne par rapport à la vitesse de rotation est dénie et inversible dans tout
l'espace d'orientation. De plus, comme ce vecteur est le vecteur propre réel de la matrice
d'orientation homogène qui lui correspond, il présente des propriétés intéressantes par
rapport à cette dernière. Ainsi, la variation du vecteur θu par rapport à la vitesse de
rotation ω est donnée par :
dθu
dt
= Lωω (1.18)
avec [Mal98] :
Lω(u, θ) = Lω = I− θ
2
[u]× +
1− sinc(θ)
sinc2
(
θ
2
)
 [u]×2 (1.19)
Ainsi, la matrice d'interaction liée à la primitive s = r =
[
t
θu
]
est donnée par :
Lr =
[
−I [t]×
0 Lω
]
(1.20)
L'erreur T entre les congurations courante et désirée de la caméra est calculée à par-
tir des matrices de transformations correspondant aux deux congurations. Par ailleurs,
comme la connaissance du modèle de l'objet et des paramètres de la caméra ne peut être
parfaite, le calcul de la pose à partir de mesures par vision ne représente qu'une estimation
qui est forcément entachée d'erreurs :
T = cTo(s, ξ̂, M̂)
(
dTo(s
∗, ξ̂, M̂)
)−1
=
[
cRd(s
∗, ξ̂, M̂) ctd(s
∗, ξ̂, M̂)
0 1
]
(1.21)
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Ainsi, l'erreur en translation n'est autre que le vecteur ctd(s∗, ξ̂, M̂) alors que le vecteur
de rotation correspondant à l'erreur est calculé à partir de la matrice de rotation.
Toujours en choisissant une décroissance exponentielle de l'erreur, le vecteur de com-
mande est donné par :
τ = −λ L̂+
r
δrˆ (1.22)
où δrˆ est une estimation du vecteur d'erreur entre la conguration courante et désirée
calculée à partir de T.
Le problème qui se pose en pratique est la reconstruction euclidienne (indispensable à
l'implémentation de la commande). Dans les applications de robotique manipulatrice, il
est souvent possible de connaitre le modèle de la cible par rapport à laquelle le robot est
positionné et d'exploiter ce modèle pour eectuer une reconstruction euclidienne.
Par ailleurs, comme la transformation entre l'espace projectif et l'espace cartésien n'est
pas linéaire, une trajectoire rectiligne dans l'espace cartésien ne correspond pas forcément
à une trajectoire rectiligne dans l'image. Il en résulte que les primitives observées peuvent
sortir du champ de vue de la caméra ce qui nécessite de prendre des mesures particulières
[TMCG02]. De plus, comme les erreurs dans les paramètres du modèle de la cible ou dans
ceux de la caméra induisent des erreurs dans la pose estimée, la tâche de positionnement
se trouve directement aectée. An d'améliorer la précision et la robustesse de la mesure
un ltre de Kalman étendu [WHB96] ou des méthodes d'estimation s'inspirant de com-
mande robuste telle que H∞ [TO00] peuvent être implémentés. Cependant, ces solutions
ne permettent pas d'éliminer les erreurs statiques ou dynamiques. En eet, comme la
fonction de tâche n'est pas dénie dans l'espace de mesure, une erreur nulle de la fonction
de tâche ne signie pas forcément que le robot a atteint la conguration désirée.
1.3.2 Asservissement visuel 2D
L'asservissement visuel 2-D [ECR92] consiste à contrôler les mouvements du robot
de façon à déplacer les primitives observées dans l'image, de la position courante vers la
position désirée. Dans ce cas, le signal choisi représente la conguration des primitives
dans l'image notée m. La fonction de tâche est ainsi donnée par :
e = C (m−m∗) + L+2Dm˙∗ (1.23)
La matrice d'interaction correspondant à cette primitive peut s'exprimer comme suit :
dm
dt
=
∂m
∂P
dP
dt
(1.24)
où
∂m
∂P
représente la jacobienne de la position du point dans l'image par rapport à celle
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du point dans l'espace et
dP
dt
représente la matrice d'interaction du point 3D.
Notons qu'en pratique, l'asservissement visuel 2D avec une caméra classique peut
aussi bien s'eectuer à partir des coordonnées des points exprimés en pixels qu'à partir
des coordonnées des points exprimés dans le plan normalisé. Dans ce dernier cas, les
coordonnées des points sont calculées à partir des coordonnées des points dans l'image
par :
m =
[
1
αu
0 − u0
αu
0 1
αv
− v0
αv
]
p˜ (1.25)
À partir de l'équation (1.3), la dérivée temporelle de m est donnée par :
m˙ =

x˙z − xz˙
z2
y˙z − yz˙
z2

=
1z 0 − xz2
0
1
z
− y
z2

 x˙y˙
z˙

=
1z 0 −Xz
0
1
z
−Y
z
 P˙ (1.26)
Puis, en substituant (1.16) dans (1.26) on aboutit à :
m˙ =

1
z
0 −X
z
0
1
z
−Y
z
 [−I, [cOP]×] P˙ (1.27)
Enn, la matrice d'interaction du point 2D est donnée par :
L2D =

−1
z
0
X
z
XY −(1 +X2) Y
0 −1
z
Y
z
1 + Y 2 −XY −X
 (1.28)
À partir de l'équation (1.11) on obtient l'expression de la loi de commande qui permet
une décroissance exponentielle de l'erreur :
τ = −λ L̂+2D(m−m∗) +
∂̂e
∂t
(1.29)
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Cette commande a pour avantage que l'erreur est calculée dans le même espace que la
mesure (le plan de l'image). Ainsi, dans le cas où la consigne a été apprise, des erreurs sur
les paramètres intrinsèques ont une inuence plus faible sur la convergence du système que
dans la commande 3D. Pour cette raison, la commande 2D a la réputation d'être robuste
vis-à-vis d'erreurs sur les paramètres de la caméra. En eet, on peut noter à partir de
l'équation (1.28) que si L̂+2D est de rang plein et pour une conguration non dégénérée du
vecteur m−m∗ (le vecteur d'erreur n'étant pas contenu dans le noyau de la matrice L̂+2D)
alors τ ne peut être nulle que si l'erreur m −m∗ est nulle. La condition de convergence
étant dénie par l'équation 1.14.
Cependant, le problème qui peut se poser pour l'implémentation d'une telle commande
est que la relation entre le signal de régulation et le vecteur de commande n'est pas linéaire
et dépend de paramètres à priori inconnus tels que ceux qui décrivent la conguration de la
caméra par rapport à la cible observée ou toute autre information non mesurée. Diérentes
approches ont été proposées an de pallier à ce problème. L'une d'entre elles consiste à
dénir la matrice d'interaction comme étant une estimation de la matrice d'interaction
à la conguration désirée à partir de laquelle le vecteur m∗ a été déni. Cependant,
comme la linéarisation de la fonction de tâche n'est que locale, une conguration trop
éloignée de la conguration désirée ne permet pas de linéariser de façon exacte le système
la commande et donc d'obtenir une décroissance exponentielle de l'erreur. Ceci se traduit
par des mouvements non rectilignes des points dans l'image, ce qui peut être nuisible aussi
bien au niveau des trajectoires des primitives observées qui peuvent sortir du champ de
vue de la caméra qu'au niveau de la stabilité de la commande (condition de convergence
non respectée).
1.3.3 Asservissement visuel hybride
L'idée principale de l'asservissement visuel hybride est de s'aranchir de la contrainte
auto-imposée de dénir tout le signal de commande dans un seul espace. Ainsi, la com-
mande proposée par Malis et al. [MCB99], qui se situe entre la commande 2D et 3D, tire
prot des avantages de chaque approche. Ainsi, une partie du signal de référence de la
commande est dénie dans l'espace projectif et l'autre partie dans l'espace cartésien. Cette
approche ayant pour objectif d'améliorer les propriétés de linéarisation et de découplage
par rapport à un asservissement visuel 2D sans requérir une connaissance précise sur le
modèle de la cible comme pour la commande 3D.
En eet, l'une des contraintes principales dans une commande 3D est la connaissance
du modèle de la cible observée. Cependant, même sans connaissance à priori de la cible,
il est possible de calculer l'orientation relative de la caméra ainsi que le rapport de pro-
fondeur à partir de points coplanaires en eectuant un calcul d'homographie [HZ00]. Cette
mesure permet donc de contrôler quatre degrés de liberté : l'orientation et la profondeur.
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Les deux autres degrés de libertés sont asservis sur la position d'un point dans l'image.
Comme l'orientation est engendrée par le calcul d'homographie, elle est indépendante de
la translation. L'inverse n'étant pas vrai.
En dehors de la particularité de robustesse et de découplage, cette loi de commande
a l'avantage d'être stable. En eet, contrairement à la commande 2D, la stabilité globale
de cette loi de commande est démontrée dans tout l'espace de travail pour une caméra
parfaitement calibrée [MC02a]. Cependant, cette loi de commande est moins robuste face
aux erreurs d'étalonnage que la commande 2D car elle comporte une reconstruction, même
partielle (calcul d'homographie). De plus, la commande est plus sensible aux bruits de
mesure dans l'image puisque la loi de commande utilise un seul point de référence pour
commander la translation. Par ailleurs, tout comme l'asservissement visuel 3D, cette com-
mande ne garantit pas la visibilité de tous les points dans l'image car les rotations sont
estimées et contrôlées dans l'espace cartésien.
1.3.4 Dualité entre l'asservissement visuel et l'estimation de pose
L'estimation de pose consiste à retrouver les paramètres extrinsèques de la caméra
par rapport à la cible observée à partir des mesures par vision. Pour ce faire, diérentes
méthodes ont été proposées. L'une des plus simples est sans doute la méthode de De-
menthon [DD95]. Celle-ci est parmi les méthodes les moins coûteuses car elle ne nécessite
pas d'inversion matricielle. Cependant, cette méthode reste assez limitée en termes de
précision et de robustesse. En réalité, il a été démontré que l'asservissement visuel et l'es-
timation de pose partagent fondamentalement les mêmes formalismes [MC02b, MB05].
En eet, du point de vue mathématique, les deux applications consistent à minimiser
un critère lié à des fonctions non linéaires (fonction de tâche ou bien critère d'optimisa-
tion). Ainsi, un asservissement visuel peut être vu comme une optimisation non linéaire
[PML99] où le vecteur de commande et l'erreur entre la consigne et la mesure représentent
respectivement le pas d'avance et le critère à minimiser.
Ainsi, l'approche "Asservissement Visuel Virtuel" [MC02b] consiste à utiliser le formal-
isme de l'asservissement visuel pour l'estimation de pose. Dans le cas de l'asservissement
visuel réel la position courante des primitives dans l'image est mesurée par le capteur de
vision à chaque acquisition alors que la conguration désirée des primitives est dénie
par une ou plusieurs images de référence (voir Fig. 1.6). À l'inverse, dans l'asservisse-
ment visuel virtuel (qui est considéré comme étant dual à l'asservissement visuel réel)
la position désirée des primitives est mesurée par le capteur dans l'image alors que la
position des primitives dans l'image est calculée à partir du modèle de projection. Pour
ce faire, les paramètres intrinsèques de la caméra et le modèle de l'objet observé doivent
être connus. L'objectif est de calculer le torseur cinématique qui permet de corriger les
paramètres de pose. Des expérimentations [MC02b] montrent que les résultats obtenus
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Figure 1.6  Dualité entre les asservissements visuels réel et virtuel. (a) Asservissement
visuel réel où l'image acquise correspond à la pose courante et l'image de référence à la
pose désirée. (b) Asservissement visuel virtuel où l'image capturée correspond à la pose
désirée et les points dans l'image obtenue par projection correspondent à la pose estimée
(pose virtuelle courante).
par cette méthode sont plus précis que ceux obtenus par l'algorithme de Dementhon, et
comparables à ceux obtenus par calcul de pose en utilisant une optimisation non linéaire
classique (Levenberg-Marquardt).
1.4 Asservissement visuel dynamique
Nous avons vu que dans les schémas de commandes cinématiques la fréquence d'échan-
tillonnage de la boucle haut-niveau (mesure par vision) est relativement faible (25-60 Hz)
par rapport à la fréquence de la boucle bas-niveau (∼> 100 Hz). De plus, les temps d'-
exposition, de transmission et de traitement induisent une certaine latence sur la mesure
eectuée par vision [LHW04]. Cependant, si la boucle de vision (haut-niveau) soure d'un
temps de latence, la boucle bas-niveau, en revanche, n'est pas aectée par ce phénomène.
Par ailleurs, la boucle bas-niveau interprète la vitesse de commande comme étant une er-
reur dans la conguration qu'elle tente de corriger à partir des mesures articulaires. On se
rend ainsi compte que le déphasage entre la boucle haut-niveau (mesure par vision) et la
boucle bas-niveau (mesure articulaire) peut rendre la commande instable pour des vitesses
élevées ou des temps de latences trop longs [ZLWS03]. Ainsi, la bande passante de la com-
mande cinématique se trouve nalement limitée à cause du temps de latence [VAC+02].
Par ailleurs, la décroissance exponentielle généralement choisie dans les commandes ciné-
matiques n'est pas la réponse la plus rapide que l'on puisse espérer (convergence à l'inni).
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Ajouter à cela l'imbrication des boucles qui se traduit par l'accumulation des erreurs de
suivi fait que cette structure de commande n'est pas la plus appropriée pour améliorer les
performances de la commande par vision.
Cette réexion nous conduit à la commande dynamique qui consiste à calculer di-
rectement les couples de commande à partir des mesures par vision. Cependant, cette
commandes est encore plus sensible au temps de latence que la commande cinématique
[WSN87]. En eet, dans [CG96] une étude comparative entre les diérentes lois de com-
mandes : commande en couples, vitesses, positions et position+intégrateur, face à une
entrée échelon sur une caméra xée à un système ayant deux d.d.l (tangage et lacet) a
été présentée. La conclusion de cette étude montre que la commande la plus performante
en termes de temps de réponse est la commande en position+intégrateur, contrairement
à la commande en couples qui possède le temps de réponse le plus important. Cela est dû
à la fréquence d'acquisition qui est trop faible (50Hz) pour une commande en couples ce
qui impose de réduire les gains de la commande an de conserver la stabilité du système.
En contre-partie, des gains faibles ne permettent pas d'assurer une réponse rapide ni de
rejeter les perturbations dues à la dynamique non linéaire du système. An de réduire
les eets du temps de latence en asservissement visuel, un schéma de commande avec un
bloc prédictif ajouté à la boucle de retour est proposé dans [CG96]. Cependant, si cette
approche permet, en eet, de réduire le temps de latence, elle a l'inconvénient d'injecter
du bruit dû aux erreurs de prédiction dans la boucle de commande. Ainsi, pour améliorer
les performances de la commande par vision il est nécessaire :
 de connaître aussi bien la dynamique du robot que le modèle de la caméra ;
 d'augmenter la fréquence d'échantillonnage qui doit être comprise au moins entre 4
et 20 fois la fréquence du système en boucle fermée ;
 de réduire le temps de latence qui est principalement dû aux temps d'acquisition,
de transmission et de traitement des données.
La démarche proposée dans [CG96] est d'abord de réduire le temps de latence autant
que possible puis, sur la base de la modélisation du robot et de la caméra, d'élaborer le
compensateur qui permet d'obtenir la dynamique désirée.
Une première synthèse de la problématique des performances de la commande par
vision se résume à un dilemme. D'une part, la commande cinématique ne requiert pas une
fréquence d'échantillonnage importante mais possède des performances limitées. D'autres
part, la commande dynamique permet, en principe, d'obtenir de meilleures performances
mais à condition que la mesure par vision ait une période d'acquisition et un temps de
latence susamment faibles. Ainsi, la première approche consiste à adapter la commande
par vision (cinématique et dynamique) à la fréquence d'acquisition faible de la vision, alors
que la seconde tente plutôt d'adapter les systèmes de vision aux besoins de la commande
dynamique. Nous allons aborder dans ce qui suit les deux solutions.
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1.4.1 Commande pour la vision
Un des points les plus importants dans l'amélioration des performances de la com-
mande cinématique et de pouvoir réduire ou même éliminer le déphasage qui existe entre
la boucle haut-niveau (vision) et la boucle bas-niveau (mesures articulaires). Pour ce faire,
il faut soit réduire le retard dans la boucle de vision, tâche qui n'est pas simple, soit intro-
duire du retard dans la boucle de régulation bas-niveau. Dans [ZLWS03] c'est la seconde
solution qui a été retenue. En eet, dans la commande proposée dans cet article, le retard
de la mesure par vision est estimé puis injecté dans la boucle bas-niveau. Les mesures
articulaires sont ainsi mémorisées et décalées d'un temps équivalent à la latence de la
boucle de vision an de synchroniser les deux boucles haut-niveau et bas-niveau. Une
telle opération a pour eet de déplacer le retard de la boucle de régulation vers l'entrée
du système. Le résultat est que la stabilité de la commande est théoriquement garantie
quels que soient les gains. Cependant, l'inconvénient majeur est que la consigne est exé-
cutée avec un retard équivalent au temps de latence de la boucle de commande ce qui
peut introduire des erreurs considérables dans des tâches de suivi.
Dans [GdM03] une commande prédictive (General Predictive Control GPC) est pro-
posée pour la commande d'un robot sériel à 6 d.d.l sur la base d'une structure de com-
mande look-and-move dans laquelle la boucle bas-niveau reçoit des consignes en vitesse.
Dans ce schéma de commande l'acquisition (images de 640 × 240 pixels à 120 Hz) et le
traitement prennent un temps équivalent à deux périodes d'échantillonnage. Ce retard
est modélisé et compensé via une commande prédictive. Par ailleurs, an d'améliorer les
performances de la commande, un modèle dynamique simplié du robot, représenté par
une matrice diagonale (système découplé) qui fait oce de matrice d'inertie calculée à
l'état courant à partir des mesures articulaires et qui néglige de ce fait les eets des forces
de Coriolis et centrifuge ainsi que la force de gravité, a été proposé. Les résultats montrent
que le temps de réponse pour cette commande est amélioré par rapport à une commande
ayant un PID comme régulateur bas-niveau.
Cette approche a été utilisée dans une application médicale pour la compensation
du mouvement cardiaque [GGdM+05]. Ainsi, avec une mesure par vision de spot laser
et une anticipation du mouvement obtenue grâce à l'électrocardiogramme (ECG) qui
permet d'anticiper le mouvement du c÷ur, le mouvement cyclique du c÷ur a pu être en
grande partie compensé an d'améliorer le positionnement relatif du robot par rapport à ce
dernier. Dans cette application, la dimension des images acquises a été réduite (256×256)
an d'augmenter la fréquence d'échantillonnage qui atteint 500Hz. Dans [CGdMF06], une
comparaison entre cette approche et une commande H∞ avec une prise en compte des
exibilités montre que la commande robuste (H∞) permet d'obtenir des performances
comparables à la commande prédictive avec un vecteur de commande plus lisse qui permet
de moins exciter les actionneurs et les modes de vibrations du robot.
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Une commande dynamique écrite dans l'espace de l'image appliquée à un dirigeable a
été proposée dans [ZP99]. L'asservissement proposé dans cet article est basé sur un seul
point pour la commande de deux degrés de liberté ce qui permet d'écrire les équations de
la dynamique dans l'espace de l'image en fonction de la position de la primitive visuelle
(un point). La dynamique est ensuite compensée dans un schéma de régulation PID.
Cependant, cette méthode n'est valide que si un seul point est observé et ne permet pas
d'utiliser la redondance de mesure ou d'étendre la méthode à d'autres degrés de liberté.
Par ailleurs, étant donné que le système est très peu réactif (dirigeable) le temps de
latence dû à la mesure par vision n'est pas très nuisible contrairement à une application
à un système plus réactif (robot manipulateur par exemple).
Une approche de commande par backstepping pour la commande dynamique d'un
système sous-actionné du type hélicoptère dans l'image a été proposée dans [HM02] où la
dynamique complète du système commandé est considérée. Ainsi, une commande virtuelle
a pour objectif de réduire l'erreur dans l'image en calculant une vitesse de commande
virtuelle que la commande réelle par backstepping doit réguler. Cependant, le système
commandé a besoin d'une mesure des vitesses de translation et de rotation. En l'absence
d'une telle mesure avec une précision susante pour le type de système considéré, seules
des simulations ont pu être présentées. Cependant, les auteurs attirent l'attention sur le
fait que la fréquence et la latence des systèmes de vision n'a pas été prise en compte, chose
qui doit l'être dans un système réel.
Une des solutions les plus intéressantes de commande dynamique a été présentée dans
[KCN+00]. La commande proposée permet de compenser la dynamique du robot à partir
des mesures par vision et des mesures articulaires avec une connaissance à priori de la
profondeur des primitives. Même si la commande est à retour direct, le schéma de com-
mande est tout de même multifréquence en raison des deux retours articulaires et visuels.
Ainsi, la correction de position est obtenue par vision à une fréquence de 50Hz alors que
la vitesse est corrigée à partir des mesures articulaires actualisées toutes les 2,5ms. La
stabilité locale de la commande a été démontrée et les expérimentations faites sur un
robot plan à 2 d.d.l. asservi sur un point à distance xe de la caméra montrent la validité
de la commande.
Cependant, étant donné que la fréquence d'échantillonnage de la mesure par vision
est faible, la bande passante de la commande reste limitée ce qui impose de faibles gains
qui donnent lieu à des erreurs statiques importantes (∼ 4 pixels). On peut aussi observer
des oscillations autour de la position désirée. L'explication suggérée par les auteurs mais
non argumentée est que ces oscillations sont dues aux frottements secs ou aux distorsions
radiales. L'hypothèse que ces oscillations soient dues aux corrections de la position et de la
vitesse, qui se font à des fréquences diérentes et à partir de mesures diérentes, n'est pas
évoquée même si elle semble être plus plausible. Cette approche a inspiré quelques travaux
qui ont repris la même structure de commande dont l'une qui utilise la méthode de "energy
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shaping plus dumping injection". La méthode est démontrée comme étant stable sous
l'hypothèse que les erreurs de modèle de l'objet et de la caméra soient négligeables. Par
ailleurs, le temps de latence dû au système de vision qui représente l'eet potentiellement
le plus déstabilisant n'a pas été pris en compte dans cette étude. Une version de commande
adaptative par rapport à la charge portée par le manipulateur a été proposée dans [NC03].
Du point de vue de l'automatique, la caméra a aussi une certaine "dynamique" qui
n'est pas due à sa masse ou à son inertie mais au processus d'acquisition lui-même.
En eet, dans les faibles vitesses de mouvement, on se contente de considérer l'aspect
géométrique du modèle de projection de la caméra faisant intervenir les principes de
l'optique géométrique. Cela suppose que le mouvement de l'objet observé est négligeable
devant le temps d'exposition, ce qui est souvent le cas. Cependant, les capteurs de vision
ont, pour la plupart, besoin d'un certain temps pour la capture d'une image. Ce temps
d'intégration peut introduire des déformations dans l'image acquise dans le cas où la
vitesse relative de l'objet observé par rapport à la caméra est importante par rapport au
temps d'exposition [LD08].
Dans [RCGVS07] il est proposé de prendre en compte la forme des primitives observées
dans l'image ainsi que le temps d'exposition du capteur an de disposer d'un modèle plus
réaliste de la caméra. Ainsi, l'instant d'acquisition considéré ne correspond pas à la n
d'exposition mais au moment de demi-période d'exposition du capteur. La fonction de
transfert obtenue à partir de ce modèle est prise en compte dans la synthèse du régu-
lateur (de type RST). Les expérimentations sur la commande d'un moteur ultrasonique
(piézo-électrique) ont montré que l'implémentation de ce modèle permet d'améliorer les
performances de la commande aussi bien en termes de stabilité qu'en termes de temps de
réponse.
Un autre problème lié à la vision rapide est d'ordre photogrammétrique. En eet, la
quantité de lumière accumulée durant la période d'exposition du capteur est proportion-
nelle à la sensibilité du capteur, à l'intensité de la lumière et au temps d'accumulation.
S'il n'y a pas moyen de jouer sur la sensibilité du capteur et l'intensité de la lumière, la
réduction du temps d'exposition dans un système de vision rapide a pour eet d'assom-
brir l'image. Comme le rapport signal/bruit dans les images sombres est assez faible, il
est assez dicile d'extraire des points caractéristiques tels que les points de Harris [HS88].
Dans [KI07b] il est proposé une méthode de suivi d'objets 3D connus à partir du calcul
du moment de la forme de la projection de l'objet dans l'image. Après initialisation de
la pose, le suivi se fait de façon itérative grâce au calcul de la matrice d'interaction qui
représente la variation du moment par rapport aux paramètres de pose. On peut, cepen-
dant, observer un eet de dérive pendant le suivi. Dans [OOY+03] an d'augmenter la
visibilité des images (1280×512) acquises par un système de vision à 1kHz, une deuxième
image de plus faible résolution est reconstruite à partir de l'originale, où chaque pixel de
l'image résultante représente la somme d'une matrice de pixels 4 × 4 de l'image initiale.
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La résolution de l'image obtenue est ainsi de 512 × 128 mais la valeur de chaque pixel a
été en moyenne multipliée par 16. Cette approche permet, entre autre, d'agir comme un
ltre moyenneur contre le bruit de mesure.
An d'éviter la complexité de ce type d'approche (compensation du retard, approche
multifréquences), d'autres travaux ont porté sur le développement de systèmes d'acquisi-
tions plus rapides.
1.4.2 Vision pour la commande
La démarche proposée dans [CG96] an d'adapter les systèmes de vision aux systèmes
dynamiques consiste à augmenter la fréquence d'acquisition des images et de réduire le
temps de latence dû aux temps d'exposition, de transmission et de traitement des don-
nées. En réalité, les capteurs existants dans le marché sont capables d'acquérir des images
à des fréquences très élevées [EPK+03]. Cependant, ce qui limite l'exploitation de telles
vitesses d'acquisitions est la bande passante limitée qui représente un goulot d'étrangle-
ment entre le capteur et l'unité de traitement (Fig. 1.1). An d'éviter ce phénomène,
plusieurs approches ont été proposées dans la littérature. L'une d'entre elles, qui est assez
originale, consiste à utiliser des dizaines de caméras miniatures dont la fréquence d'acqui-
sition est assez faible (30 Hz) pour simuler l'acquisition d'une caméra rapide [WJV+05].
Ainsi, la fréquence équivalente de l'acquisition séquentielle d'une scène par 52 caméras
est équivalente à une fréquence d'acquisition de 52 × 30 = 2500 Hz. Cependant, même
si l'approche est intéressante, l'entrelacement temporel entre les images acquises par les
diérentes caméras dû au temps d'exposition qui est nalement supérieur à la fréquence
d'acquisition équivalente ainsi que la variation de l'angle de vue de la scène observée par
les diérentes caméras, dont les paramètres intrinsèques sont à priori diérents, font que
l'émulation d'une caméra rapide n'est certainement pas parfaite, ce qui conduit à d'autres
problématiques.
Une approche plus classique consiste à faire un compromis entre la fréquence d'acqui-
sition et la résolution de l'image. Dans [ATS+09], un système de vision à 120 Hz avec
une résolution de 640× 220 a été utilisé dans une commande cinématique de robot paral-
lèle. La même conguration du système de vision avait été adoptée dans l'implémentation
d'une commande prédictive d'un robot manipulateur [GdM03]. Dans [CGdMF06], comme
l'application de robotique chirurgicale ne nécessitait pas un large champ de vue, la résolu-
tion a encore été baissée par la même équipe à (256× 256) an d'augmenter la fréquence
d'acquisition qui atteint 500Hz. Cependant, dans des applications où l'espace de travail
est plus important, une faible résolution se traduirait par une per te de précision sur la
mesure.
Une autre approche pour éviter le goulot d'étranglement consiste à rapprocher l'u-
nité de traitement du capteur grâce à de l'électronique embarquée [IMT92, KIIY03]. Le
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système est basée sur une architecture parallèle ce qui permet d'atteindre des fréquences
d'acquisition élevées 1kHz mais avec une résolution assez faible (16× 16 pixels [INI96] et
128 × 128 pixels [NITM00, CRVG+04]). L'inconvénient majeur de ce système est que la
résolution de l'image est trop faible. De plus, à cause de la méthode de transmission et
de traitement des images, la résolution du capteur ne peut être augmentée sans procéder
à des modications matérielles importantes. Ce mode d'acquisition a été utilisé dans des
applications de suivi dans l'image [NITM00] et de saisie d'objets en vol par une main
articielle [FNTI06] et de commande d'un robot poly articulé grâce à un système stéréo
[SNI04]. Cependant, la résolution faible des images acquises limitent considérablement le
rapport entre la précision et la largeur du champ de vue.
Dans [MDP07] des algorithmes de compression ont été utilisés pour la transmission
d'images de hautes résolutions (1280 × 1024) à une fréquence de 500 images seconde
à travers une interface de communication USB. Cependant, l'utilisation de compression
avec perte an d'atteindre le taux de compression souhaité représente une source de
dégradation de l'image d'autant plus importante que le taux de compression est élevé,
ce qui peut détériorer, par la même occasion, la précision sur la détection des primitives
dans l'image. Dans un contexte de reconstruction de forme par lumière structurée où il
n'y a pas besoin d'avoir des images en niveau de gris, les pixels des images acquises ont
été codées sur 1 bit an d'augmenter la fréquence d'acquisition [TKH07].
Nous pouvons constater que les méthodes qui ont été proposées s'inscrivent dans deux
approches globales. La première consiste à réduire la quantité d'informations à transmet-
tre, ce qui se traduit par la détérioration du signal utile, alors que la deuxième consiste
à eectuer les traitements le plus près possible de l'image. Cependant, dans l'une comme
dans l'autre méthode, l'information circule dans le même sens c.-à-d. du capteur vers l'u-
nité de traitement. Une autre manière plus ecace de faire mieux collaborer le traitement
haut et bas-niveau serait de faire circuler l'information dans les deux sens ce qui permet
de voir le problème sous un autre angle.
En eet, la solution de vision rapide qui semble être la plus intéressante dans une
application de commande haute performance à été proposée dans [URLP04]. Ce système
de vision intègre un FPGA auprès du capteur CMOS (1024 × 1024) pour permettre
l'accès à une partie des images acquises. Ainsi, grâce à une communication avec une unité
de traitement, seules les régions d'intérêt de l'image sont transmises ce qui permet de
réduire la quantité de données à transmettre sans pour autant perdre les informations
utiles. Cette optimisation de la bande passante de l'interface de communication (USB)
permet d'augmenter la fréquence d'acquisition qui atteint 2500 Hz pour des dimensions
de fenêtres de 16 × 16 pixels. Ce mode d'acquisition par fenêtre d'intérêt sera développé
plus en détail dans le chapitre suivant.
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(a) (b)
Figure 1.7  Exemples de robots à structure cinématique parallèles. (a) Plate-forme de
Gough-Stewart ; (b) Le robot Quattro.
1.5 Vision pour la commande des robots parallèles
Les robots parallèles sont des mécanismes à structure fermée où la plate-forme, qui
représente le support de l'élément opérationnel (outil-nal), est reliée à la base du robot
par plusieurs chaines cinématiques (Fig. 1.7). Cette structure mécanique particulière leur
confère des particularités intéressantes par rapport aux robots à chaine cinématique ou-
verte (robots sériels Fig. 1.8). En eet, pour le même nombre de degrés de libertés, le
nombre d'articulations dans les robots parallèles est plus important que pour un robot
sériel. Ceci permet d'une part d'avoir un plus grand nombre de solutions technologiques,
et d'autre part, d'obtenir une plus forte interaction entre les éléments du robot et la plate-
forme grâce auxquels des couplages géométriques, cinématiques et dynamiques peuvent
être élaborés an d'obtenir le comportement souhaité.
Une première conséquence à ces particularités est que, contrairement aux robots sériels,
un robot parallèle à plusieurs degrés de liberté peut être conçu en gardant les actionneurs
solidaires au bâti, chose qui ne peut se faire dans un robot sériel sans perdre consid-
érablement en rigidité 3. Ainsi, libérer les actionneurs et les jambes de la charge que
représentent les actionneurs permet de réduire considérablement la masse transportée et
donc d'améliorer le rapport entre la charge utile et la masse du robot ainsi que les per-
formances dynamiques du système. De fortes accélérations, non égalées à ce jour par des
robots sériels, peuvent ainsi être atteintes [NdlORC+05].
Par ailleurs, dans les robots à chaine ouverte, l'outil n'est attaché qu'à travers une
seule articulation. Ainsi, les eorts appliqués sur l'outil se traduisent par des moments de
3. Les actionneurs peuvent aussi être xés dans le cas sériel mais cela nécessite de concevoir des
éléments de transmission (câbles, chaines, arbre, etc.) ce qui peut considérablement détériorer la rigidité
du robot.
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(a) (b)
Figure 1.8  Exemples de robots à chaine ouverte simple. (a) Le Motoman ; (b) Le robot
Scara.
torsions importants qui peuvent se traduire par d'importantes exions. En revanche, le fait
que la plate-forme dans les robots parallèles soit supportée par plusieurs jambes permet
de répartir les eorts appliqués par les diérents éléments ce qui lui confère une meilleure
rigidité par rapport aux robots sériels. De plus, les robots parallèles permettent de générer
des mouvements en rotation exclusivement à partir d'articulations prismatiques. Ceci per-
met de concevoir des systèmes où les eorts supportés par les jambes sont principalement
des eorts de traction et de compression permettant ainsi d'améliorer d'autant plus la
rigidité (Fig. 1.9).
Cependant, les robots parallèles ont aussi des défauts. En eet, sur le plan géométrique,
l'espace de travail des robots parallèles est généralement plus faible par rapport à l'encom-
brement du robot que pour les robots sériels. De plus, une conguration des articulations
actives correspond souvent à plusieurs congurations possibles de la plate-forme corre-
spondant aux diérents modes d'assemblage du robot [Mer90, Hus96]. Dans ce cas, il
n'est pas possible de connaitre avec certitude la conguration de la plate-forme exclusive-
ment à partir des mesures articulaires. Le robot peut même changer de mode d'assemblage
sans que cela ne puisse être observé [CW98]. Par ailleurs, nous savons que le passage d'un
mode d'assemblage à un autre implique le passage par une singularité. Ainsi, l'existence de
plusieurs modes d'assemblages implique qu'il existe autant de congurations singulières
que de frontières entre les diérents modes d'assemblage. Par ailleurs, il est bien connu
que la commandabilité des robots de manière générale décroit à proximité des singularités
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Figure 1.9  Exemple d'utilisation d'un robot parallèle (plate-forme de Gough-Stewart)
dans un simulateur de vol.
ce qui peut amener à réduire encore plus l'espace de travail
L'existence d'un ensemble important de singularités signie aussi qu'il peut exister
d'importantes variations d'eorts sur les jambes dans l'espace de travail en fonction de la
conguration du robot. Ainsi, les eorts n'étant pas forcément appliqués dans le sens de
déplacement de la plate-forme [TZR99], le déplacement où l'application d'eorts de cette
dernière sur certaines directions peut nécessiter des eorts beaucoup plus importants au
niveau des actionneurs et des jambes, ce qui peut être néfaste du point de vue de la rigidité
[Pri02] et contraignant pour le dimensionnement des actionneurs et des jambes. Un dernier
point, qui n'est pas le moindre, est que les contraintes de fermetures de boucles peuvent
nécessiter dans certaines structures de robot un usinage et un montage très précis des
pièces au risque de ne pas respecter les contraintes géométriques de fermeture de boucle,
ce qui se traduirait pas des eorts internes très nuisibles à la structure mécanique du
robot et à la commande.
Si les avantages des structures parallèles sont théoriquement indiscutables, la pratique
montre que leurs performances dynamiques en terme de précision ne sont pas toujours
meilleures que pour des robots sériels [WM93, TZR99, Pri02, BWY06]. En réalité, si la
commande des robots sériels a atteint une certaine maturité, la commande des robots par-
allèles n'est qu'au stade de développement. Dans cette phase transitoire, les commandes
qui sont aujourd'hui implémentées sur les robots parallèles ont été initialement dévelop-
pées pour les robots sériels [PAM09]. Aussi, et en considération des diérences qui existent
entre ces deux types d'architectures, il parait évident que ces commandes ne sont pas très
bien adaptées aux spécicités des robots parallèles.
Ainsi, la raison principale pour laquelle ces commandes inadaptées aux robots paral-
lèles est l'absence de modèle géométrique direct formel, sauf pour certains robots partic-
uliers [Gog04, CW03]. Il devient par conséquent dicile de calculer les modèles cinéma-
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tique et dynamique à partir des mesures articulaires. Se pose ainsi la question de l'espace
de régulation de la commande des robots parallèles. En eet, la mesure dans l'espace
articulaire ne semble pas pertinente car la conguration du robot est mieux dénie dans
l'espace cartésien [PAM09, DAMM06].
Une commande articulaire ne nécessite pas d'estimation de la pose de la plate-forme
dès lors que la dynamique n'est pas prise en compte. Cependant, négliger la dynamique ou
considérer un modèle simplié [LSCH03] limite les performances de la commande surtout
pour les robots parallèles, qui présentent un fort couplage dynamique [BWY06, DH06,
OZW02]. Ainsi, les performances dynamiques ne sont pas uniformes dans l'espace de
travail [BG05].
Diérents travaux montrent que l'espace de commande le plus approprié pour les
robots parallèles est l'espace cartésien [DC99, KI07a, CPP06, PAM09]. L'implémentation
d'une telle commande à partir de mesures articulaires nécessiterait l'estimation numérique
de la pose de la plate-forme à la fréquence de la commande. Cependant, les éventuelles
erreurs de suivi et de convergence sont plus nuisibles dans cette commande car, contraire-
ment à la commande dynamique articulaire où la pose n'est utilisée que pour la linéarisa-
tion du système, cette commande utilise la pose comme signal de régulation. Ainsi, une
erreur d'estimation se traduit directement par une erreur de positionnement. De plus, l'es-
timation nécessite d'autant plus d'itérations que la précision recherchée est importante, ce
qui peut être encore plus coûteux en termes de temps de calcul. Quel que soit l'espace de
régulation, l'utilisation du modèle géométrique direct introduit inévitablement des erreurs
aussi bien en raison d'erreurs de modèles qui, dans tous les cas, admettent des hypothèses
simplicatrices qui ne sont pas nécessairement vériées (rigidité parfaite, jeu inexistant
dans les liaisons ou les réducteurs des moteurs, etc.) [WM93] que d'erreurs de paramètres
estimés [Pri02, ZR95]. Tout cela fait que la mesure articulaire n'est pas pertinente pour
les robots parallèles. Ainsi, la dualité qui peut exister entre les robots sériels et parallèles
[WH91, Bru99] suggère que l'espace de mesure devrait être l'espace d'état du robot qui
est plus lié à la conguration de la plateforme qu'à la conguration articulaire.
La gure 1.11 montre ainsi la commande dynamique en couple calculé avec mesure
cartésienne. On peut voir dans ce schéma qu'il n'y a nul besoin de passer vers la con-
guration articulaire, contrairement à la commande référencée mesure articulaire (Fig.
1.10). Ainsi, le couple qui permet de compenser la dynamique du système est donné par
le modèle dynamique inverse [KI07a] exprimé dans l'espace cartésien [PAM09] :
Γ = DT
(
Mw + C(r, τ ) +G(r) +
k∑
j=1
J
T
jpJ
−1
j Hj
)
(1.30)
où :
 w : le vecteur de commande, la pose et la vitesse de la plateforme du robot ;
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Figure 1.10  Schéma de commande en couple calculé de robots parallèles dans l'espace
articulaire avec mesure articulaire.
Figure 1.11  Schéma de commande en couple calculé de robots parallèles dans l'espace
cartésien avec mesure de position et de vitesse cartésienne [PAM09].
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 D : le modèle cinématique direct du robot ;
 M : la matrice d'inertie du robot ;
 C(r, τ ) : les forces de Coriolis et centrifuges et G(r) l'attraction gravitationnelle ;
 Hj : le modèle dynamique inverse de la jème jambe ;
 Jjp : la matrice jacobienne entre la dernière liaison de la jambe et le repère de la
plateforme et J−1j la jacobienne inverse de la jambe j
ème.
L'implémentation de ce type de commande pose le problème de la mesure de la con-
guration de la plate-forme dans l'espace cartésien. Ceci peut être fait en utilisant des
capteurs extéroceptifs. Les solutions technologiques existantes sont les capteurs de posi-
tion linéaire, les interféromètres laser et les capteurs de vision. L'avantage des capteurs
de position linéaire c'est leur précision. Ils sont cependant encombrants, ce qui peut ré-
duire encore plus l'espace de travail ou provoquer des auto-collisions si leur position n'est
pas prise en compte dans la génération de trajectoire. Les interféromètres laser représen-
tent aussi un moyen de mesure de distance très précis. Cependant, s'ils sont capables de
mesurer la position d'un point avec une précision micrométrique, ils ne permettent pas de
mesurer directement l'orientation. Cette dernière ne peut s'obtenir qu'à partir de la posi-
tion de trois points ce qui nécessite trois appareils de mesures. Étant donné le coût de ce
moyen de mesure, cette solution n'est pas viable du point de vue économique. La dernière
solution, qui semble être la plus intéressante pour les applications de commande est la
mesure par vision. En eet, ce moyen de mesure est largement utilisé dans la commande
des robots manipulateurs ainsi que dans celle des robots mobiles.
Dans [PLA+08] une commande dynamique d'un robot parallèle par vision a été im-
plémentée. Cette commande utilise une mesure extéroceptive de la pose et de la vitesse
de l'outil nale pour la compensation de la dynamique et de la régulation du système.
Ainsi, le schéma de commande devient plus simple à partir du moment où la tâche et le
modèle dynamique sont dénis dans l'espace cartésien (Fig. 1.11). Cependant, an d'as-
surer les calculs à la fréquence de commande requise (400 Hz 4), l'estimation de la pose de
l'eecteur basée sur l'algorithme de Dementhon [DD95] est très bruitée 5, ce qui perturbe
considérablement la commande. De plus, la vitesse de l'eecteur est d'autant plus bruitée
qu'elle est obtenue par dérivation numérique de la pose à une fréquence relativement im-
portante. Une solution pour atténuer le bruit de mesure est de ltrer la vitesse estimée,
mais le déphasage introduit par le ltre entre les vitesses réelle et estimée introduit un
retard sur la vitesse estimée ce qui perturbe la commande au point de la rendre instable.
Aussi, les principaux critères à respecter dans la synthèse de commande dynamique
par vision sont :
4. La commande initialement implémentée est une commande dynamique référencée modèle qui tourne
à 400Hz.
5. Rappelons que l'algorithme de Dementhon tourne généralement plus rapidement que les méthodes
basées sur une optimisation non linéaire car il ne nécessite pas d'inversion matricielle. Cependant, il est
moins performant car il minimise une erreur algébrique plutôt qu'une erreur géométrique.
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 une latence et un déphasage minimaux ;
 des fréquences d'acquisition et de commande élevées ;
 une estimation faiblement bruitée de la pose et de la vitesse (en évitant la dérivation
numérique).
En ce qui concerne ce dernier point, une méthode de calcul de pose et de vitesse à partir
d'une seule image et sans dérivation numérique a été présentée dans [AAALM06]. Cette
méthode est basée sur une acquisition d'images par une caméra "Rolling Shutter" dont les
pixels ne sont pas exposés au même instant. Cela signie que pour un objet (ou caméra) en
mouvement, la projection des primitives visuelles se fait à des poses diérentes de l'objet.
Dans ce cas, le modèle de projection d'un ensemble de primitives lié à un objet rigide
dépend de la pose de l'objet par rapport à la caméra au moment d'exposition des pixels
coïncidant avec la projection des primitives observées. En faisant des hypothèses sur le
mouvement de l'objet (vitesses constantes dans ce cas) les paramètres précédents peuvent
être déterminés de manière assez précise grâce à une minimisation non linéaire des erreurs
de reprojections. Ainsi, cette approche permet de satisfaire le dernier point des critères
cités ci-dessus. Cependant, l'acquisition à fréquence faible (30Hz) et l'implémentation hors
ligne de l'algorithme d'estimation font que le système présenté dans cette publication ne
permet pas de satisfaire les deux premiers critères.
1.6 Conclusion
Les principaux aspects de la commande par vision ont été abordés dans ce chapitre.
Ainsi, du point de vue de la structure de contrôle, nous avons vu qu'il existe essentiellement
deux types de commande qui sont la commande cinématique et la commande dynamique.
Le schéma de commande cinématique, même s'il est le plus répandu, présente des dé-
ciences en termes de performances qui sont dues : au temps de latence, à la fréquence
d'acquisition qui est faible, à la vitesse de convergence plutôt lente et à la dynamique du
système qui n'est généralement pas compensée. Par ailleurs, la commande dynamique est
potentiellement la plus intéressante en termes de performance, mais bien plus exigeante
en termes de période d'acquisition et de retard qui doivent être encore plus faibles que
pour une commande cinématique. Néanmoins, nous avons pu voir que la mesure par vision
pouvait être très rapide ce qui laisse à penser qu'il est possible de réaliser une commande
dynamique performante par vision.
Par ailleurs, nous avons vu que l'une des applications les plus intéressantes de l'asservisse-
ment visuel dynamique est la commande des robots parallèles pour lesquels la mesure de
la plate-forme dans l'espace cartésien représente une mesure plus pertinente que la mesure
articulaire. Cette mesure permettrait, d'une part, de simplier le schéma de commande
et, d'autre part, de rendre la commande robuste face aux erreurs de modèle du robot.
Cependant, les résultats publiés dans [PLA+08] montrent que la commande dynamique
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par vision peut être très bruitée à cause, entre autre, de l'estimation de vitesse. Néan-
moins, les travaux de [AAALM06] montrent qu'il est possible d'avoir une estimation assez
précise de la pose et de la vitesse sans avoir recours à une dérivation numérique, à par-
tir de mesures non instantanées de primitives visuelles. Si l'on associe à cela la méthode
d'acquisition par fenêtres d'intérêts proposée dans [URLP04], que l'on peut adapter an
d'obtenir une acquisition non simultanée de ces fenêtres, alors nous obtenons le noyau à
partir duquel des méthodes d'estimation de mouvements rapides ainsi que d'asservisse-
ments visuels, cinématiques et dynamiques 2D et 3D peuvent être développées. Du moins,
c'est ce que l'on se proposera de démontrer dans la suite de ce document.
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Chapitre 2
Estimation de pose et de vitesse par
vision rapide
Ce chapitre présente des méthodes d'estimation de pose et de vitesse par vision rapide
basées sur l'acquisition séquentielle de fenêtres d'intérêt. Cette approche permet d'aug-
menter la vitesse d'acquisition en réduisant la quantité de données à transmettre tout en
améliorant, par la même occasion, la densité d'information dans les données transmises.
Cependant, comme l'acquisition des diérentes primitives dans l'image n'est pas simul-
tanée, ce mode d'acquisition introduit des déformations dans l'image reconstruite. Ces
distorsions sont modélisées pour être exploitées dans l'estimation de pose et de vitesse.
2.1 Introduction
Dans la plupart des systèmes de vision temps-réel, la contrainte de temps ne permet pas
d'eectuer le traitement de tous les pixels de l'image acquis an d'extraire les informations
utiles. Cela impose de prédire les régions de l'image où l'information est supposée se
trouver. La sélection des fenêtres d'intérêt se fait sur la base des dernières images acquises.
Par ailleurs, dans le cas où une ou plusieurs primitives sortent de la zone de recherche
(à cause d'un déplacement rapide de la cible par exemple), le suivi de la primitive dans
l'image est perdu car la contrainte temps-réel du système ne permet pas de rechercher la
primitive dans toute l'image (en raison du temps de calcul nécessaire à l'accomplissement
de cette tâche). Néanmoins, une solution [SIT07] consiste à enregistrer toutes les images
acquises dès que l'objet observé est perdu. Durant l'enregistrement, un algorithme de
recherche est lancé dans l'image où le suivi à été perdu. Dès que l'objet est retrouvé, le suivi
reprend sur les images enregistrées jusqu'à atteindre la dernière image acquise. Cependant,
même si cette méthode est intéressante du point de vue de la vision car elle permet
d'utiliser les parties de l'image autres que les régions d'intérêt, le traitement non temps-
réel (images enregistrées) la rend inappropriée pour des applications de commande. Au
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(a) (b)
Figure 2.1  Acquisition de primitives visuelles dans la scène par sélection de régions
d'intérêt. (a) Image entière acquise par une caméra standard. (b) Fenêtres d'intérêt ac-
quises et replacées sur un fond gris.
nal, on peut retenir que dans la plupart des commandes par vision, la plus grande partie
des données images transmise par la caméra n'est pas traitée et donc nalement inutile.
Par ailleurs, sachant que la bande passante de l'interface de communication est limitée,
la transmission des données inutiles ralentit considérablement la fréquence d'acquisition
du système et augmente le temps de latence.
L'une des solutions pour améliorer les performances des systèmes de vision est d'utiliser
les ressources en bande passante de manière plus ecace. Pour cela, il sut d'inverser
certaines étapes du processus d'acquisition. En eet, au lieu d'envoyer les données et
ensuite sélectionner une zone de recherche dans l'image, la position des fenêtres d'intérêt
(FI) à acquérir est d'abord sélectionnée, et ensuite, le contenu des imagettes est transmis
vers l'unité de traitement (Fig. 2.1). En fait, ce mode d'acquisition peut très bien être
réalisé en utilisant des caméras du marché (comme, par exemple, la série TrackCam de
la société Photon focus). Du point de vue du traitement, n'aquérir que des parties de
l'image contenant l'information ne représente pas de diérence particulière par rapport
à l'acquisition classique. Par contre, du point de vue de la fréquence d'acquisition, la
période d'échantillonnage peut être divisée par le rapport entre le nombre de pixels envoyés
(contenant l'information utile) et la taille de l'image entière. Considérons par exemple le
cas de l'acquisition d'images contenant 10 points avec une caméra de résolution totale
1024 × 1024 pixels. En codant les pixels sur 1 Octet, la taille de chaque image est de
1024 × 1024 = 1 MOctets. Si les informations extraites des images sont les coordonnées
des points dans l'image représentées par deux nombres à virgule ottante codés sur 2× 4
Octets (ce qui est plus que susant étant donné la précision de détection des points dans
l'image), alors le rapport entre l'information utile et la quantité de données transmise ne
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représente que :
η =
2× 4× 10
1024× 1024 = 7, 6 10
−6 (2.1)
En revanche, en ne transmettant que des fenêtres d'intérêt de 10 pixels × 10 pixels
contenant les points, la quantité de données transmises pour la même information utile
est de (10 × 10) × 10 = 1000 Octets. Ainsi, la quantité de données à transmettre est
réduite d'un facteur de plus de 1000. Le rapport entre l'information utile et l'information
transmise η′ est alors multiplié par le même facteur :
η′ =
2× 4× 10
(10× 10)× 10 = 0.08 (2.2)
Avec une liaison CameraLink qui peut atteindre un débit de 2, 28Gbits/s les fréquences
d'acquisition maximales que peuvent théoriquement atteindre les deux systèmes sont re-
spectivement ∼ 0.3 kHz et 300 kHz. En pratique les fréquences réelles sont plus faibles en
raison des bits de contrôle du bus de données et des performances temps-réel de l'unité de
traitement. Par ailleurs, il faut noter que dans le cas classique, toutes les primitives sont
contenues dans une seule image alors que dans le second cas une fenêtre d'intérêt (FI) ne
contient qu'une seule primitive. Ainsi, la fréquence d'acquisition des données (Fe) dans
ce dernier cas dépend de la fréquence d'acquisition (Fa) des FI et du nombre de points
Fe =
Fa
n
.
Nous verrons dans ce chapitre comment ces primitives spatio-temporelles, qui per-
mettent théoriquement d'augmenter la fréquence d'acquisition, peuvent être utilisées pour
l'estimation de la pose et de la vitesse d'objets rapides. Pour cela, nous allons tout d'abord
présenter le modèle de projection associé à ce mode d'acquisition. Ensuite, deux approches
d'estimation de pose et de vitesse seront proposées. La première utilise une optimisation
non linéaire de type Newton-Raphson associée au modèle de projection de ces primitives
visuelles où le calcul de la matrice d'interaction nécessaire à la mise en ÷uvre temps-
réel de cet algorithme sera présenté. La seconde est basée sur l'approche par ltrage de
Kalman étendu associé au modèle de projection classique où nous verrons comment le
mode d'acquisition proposé peut améliorer le temps d'exécution par rapport au mode
d'acquisition classique (image globale) en réduisant le nombre d'opérations induites par
le processus d'estimation. Enn, une comparaison entre les deux méthodes d'estimation
proposées sera présentée.
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(a) (b)
Figure 2.2  Distorsions dans l'image induites par une acquisition séquentielle de fenêtres
d'intérêt d'un objet rigide en mouvement.
2.2 Modélisation
2.2.1 Acquisition séquentielle de fenêtres d'intérêt
Contrairement à la méthode d'acquisition classique où tous les pixels de l'image sont
acquis au même moment, l'acquisition par régions d'intérêt se fait de manière séquen-
tielle 1, avec une seule FI à la fois, ce qui introduit un délai entre les diérentes FI. Dans
le cas où la scène est statique, ce mode d'acquisition n'a pas d'eet particulier sur l'image
obtenue. Par contre, du fait que les primitives ne sont pas capturées au même instant,
l'acquisition de primitives sur une scène dynamique (objets où caméra en mouvement)
introduit des distorsions dans l'image (Fig. 2.2). Du fait de ces distorsions, le modèle
de projection perspective devient invalide car l'image obtenue ne correspond (sauf dans
des cas singuliers) à aucune pose valide de l'objet rigide. Les méthodes d'estimation clas-
siques du type moindre carrés deviennent inutilisables à moins de prendre en compte
ces distorsions [AAALM06]. L'introduction de ces distorsions peut être vue comme un
eet indésirable dû à ce mode d'acquisition. Cependant, en plus du fait que l'acquisition
sélective de FI permet d'augmenter la fréquence d'acquisition, les distorsions dans l'image
apportent une information supplémentaire par rapport à une acquisition classique.
En eet, dans [AAALM06] les distorsions qui apparaissent dans des images prises par
une caméra Rolling Shutter (où l'image est acquise ligne par ligne) sont exploitées pour
le calcul de la pose et de la vitesse d'un objet en mouvement. Bien que l'acquisition ne
soit pas rapide (60Hz) et le traitement hors ligne, la méthode proposée présente l'avantage
d'être précise car le modèle de projection proposé, qui respecte la rigidité de l'objet et
1. Les caméras disponibles sur le marché ne permettent d'acquérir qu'une seule FI à la fois. Cependant,
des caméras destinées à la recherche ont été développées pour permettre l'acquisition de plusieurs régions
d'intérêt simultanément [URLP04].
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Figure 2.3  Projection séquentielle de points appartenant à un objet rigide en mouve-
ment.
l'estimation de la vitesse ne fait pas intervenir de dérivation numérique.
2.2.2 Modèle de projection
Dans le cas où la projection des points n'est pas simultanée (voir Fig. 2.3), la cong-
uration de l'objet par rapport à la caméra lors de l'acquisition des diérents points n'est
pas la même si la cible ou la caméra est en mouvement (Eq. 2.3). Ainsi, en relâchant la
contrainte d'acquisition simultanée, l'équation (1.1) peut s'écrire de façon plus générique :
∀i = 1..n, cP˜i = cTo(ti) oP˜i (2.3)
où cTo(ti) représente la matrice de passage entre l'objet et la caméra à l'instant d'acqui-
sition de la primitive oP˜i.
L'équation (2.3) peut être réécrite en décomposant la matrice cTo(ti) en une partie
constante qui dépend de la pose de l'objet à l'instant de référence t0 et une partie qui
dépend de l'instant d'acquisition du ie point. Cette décomposition s'écrit diéremment
selon que le mouvement concerne la caméra ou l'objet.
Dans une conguration caméra déportée où l'objet est en mouvement, les coordonnées
des points dans le repère de la caméra sont données par :
∀i = 1..n, cP˜i = cTooδTi oP˜i (2.4)
où oδTi est la matrice de transformation décrivant le déplacement de l'objet entre les
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instants t0 et ti exprimée dans le repère de l'objet à t = t0.
Dans le second cas, où la caméra est en mouvement, le point cP˜i est obtenu par :
∀i = 1..n, cP˜i = cδTi cTo oP˜i (2.5)
où cδTi est la matrice représentant le déplacement dans le repère caméra.
D'après les équations (2.4) et (2.5), dans une acquisition non simultanée, les coordon-
nées du point 3D dans le repère de la caméra dépendent de la conguration de l'objet à
un instant de référence (t0) et du déplacement de l'objet à l'instant d'acquisition ti. La
forme de cette matrice est donc déterminée par le modèle de mouvement adopté.
2.2.3 Modèle du mouvement
Il existe plusieurs approches à la modélisation du mouvement apparent d'un objet
rigide observé par une caméra. Dans le cas général où le modèle de l'objet est inconnu, le
mouvement des primitives est modélisé dans le plan image. Cependant, la rigidité de l'ob-
jet impose des contraintes supplémentaires au modèle de mouvement. En eet, lorsque
le nombre de points sur un objet rigide est supérieur à 3, ce qui est souvent le cas, le
nombre de degrés de libertés (ddl) des primitives dans l'image devient plus important que
le nombre de ddl maximal de l'objet rigide (6 ddl). An de respecter cette contrainte,
des modèles de mouvements qui conservent les distances entre les primitives dans l'espace
ont été proposés [Sub89, Ber92]. Cependant, vu que les modèles proposés sont des ap-
proximations polynomiales des mouvements apparents, la contrainte de rigidité n'est pas
complètement respectée mais juste approximée. Cette approximation est susante quand
elle est utilisée pour la détermination des directions de mouvement dans l'image. Mais
dans notre cas, c'est le modèle de projection lui même qui dépend du mouvement et une
approximation de la rigidité introduirait des erreurs de reprojection qui pourraient être
nuisibles à l'estimation et à la commande.
2.2.3.1 Intégration du mouvement d'un corps solide dans l'espace
An de respecter la contrainte de rigidité de l'objet, l'intégration du mouvement des
points dans l'espace doit respecter la structure spécique de SE(3). Pour cela, on intè-
gre le mouvement du repère mobile décrit par son torseur cinématique. Cependant, dans
l'hypothèse de vitesse constante sur une courte durée, le torseur cinématique du repère
mobile s'intègre diéremment selon que l'on considère le torseur cinématique constant
dans le repère absolu (xe) ou dans le repère mobile. Supposer que le torseur cinématique
est constant dans le repère absolu signie que la direction aussi bien que les modules des
vecteurs vitesses de translation et de rotations sont constants dans ce même repère. Ce
mouvement correspondrait par exemple au déplacement d'un robot cartésien dans lequel
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Figure 2.4  Intégration du mouvement d'un repère mobile dont la vitesse est constante
dans son propre repère
les axes de rotations de l'eecteur sont concourants. Étant donné que la vitesse de transla-
tion n'inue pas sur la vitesse de rotation et inversement, les vitesses de translation et de
rotation sont considérées comme étant découplées. Ainsi, le mouvement de translation et
de rotation du repère mobile s'intègrent indépendamment l'un de l'autre ce qui simplie
considérablement les calculs. Dans le second cas où le torseur cinématique est supposé
constant dans le repère mobile, seul le module de la vitesse de translation est constant
(sauf quand la vitesse de rotation est nulle). En eet, comme la vitesse de translation est
constante dans le repère de l'objet, alors la direction de celle-ci évolue avec la rotation de
l'objet. Les vitesses dans ce cas sont couplées. Même si ce modèle est plus complexe, il peut
se révéler plus approprié pour la description de certains types de mouvements [PC05].
2.2.3.2 Modèle de vitesse constante dans le repère mobile
Soit F(t) un repère en mouvement par rapport au repère absolu. Dans le premier cas
où l'on considère que la vitesse de translation est portée par le repère mobile (Fig. 2.4),
les équations du mouvement de l'objet peuvent être déterminées en intégrant la vitesse
instantanée de l'objet. Pour ce faire, on utilise les formalismes de l'algèbre de Lie.
Soit T un élément du groupe spéciale euclidien SE(3). Ce groupe représente l'ensemble
des matrices de transformations homogènes. Il est acquis que l'ensemble SE(3) forme un
groupe de Lie diérentiable de dimension 6. L'espace tangent à SE(3) dénit l'espace des
vecteurs de translation et de rotation instantanés τ =
(
vT , ωT
)T
représentés sous forme
56 Estimation de pose et de vitesse par vision rapide
matricielle par :
⌈τ ⌉ =
[
[ω]× v
0 0
]
(2.6)
où la notation ⌈•⌉ représente les crochets de Lie et [•]× la matrice antisymétrique associée
au vecteur •.
La relation entre la vitesse de déplacement et la dérivée de la matrice T est donnée
par :
⌈τ ⌉ = T−1T˙ (2.7)
Le déplacement de l'objet pendant un intervalle de temps ∆t = t − t0 est obtenu en
intégrant la vitesse instantanée sur l'espace tangent à SE(3). Cette intégrale s'exprime
en fonction de l'exponentielle matricielle dénie par :
δT = e⌈∆t τ⌉ =
∞∑
k=0
1
k!
⌈∆t τ ⌉k =
[
δR δt
0 1
]
(2.8)
où δR = e(∆t[ω]×) ∈ SO(3) est la matrice de rotation donnée par la formule de Rodrigues :
δR = I+
sin(∆t ‖ω‖)
‖ω‖ [ω]× +
sin2
(
∆t ‖ω‖
2
)
‖ω‖2
2
[ω]2× (2.9)
et δt le déplacement en translation :
δt =
1
‖ω‖2
(
(I− δR)(ω × v) + ∆t ωωT v) (2.10)
2.2.3.3 Modèle de vitesse constante dans le repère absolu
Comme expliqué précédemment, considérer la vitesse de translation constante dans le
repère absolu revient à découpler la translation de la rotation (Fig. 2.5). Étant donné que
toutes les composantes des deux vecteurs sont constantes sur la période d'intégration ∆t,
le déplacement se calcule de façon triviale :
δt =
∫ ∆t
0
v dt = v ∆t (2.11)
δR = e⌈∆t ω⌉ (2.12)
Le choix du modèle de mouvement utilisé dépend des propriétés du mouvement réellement
observé. Cependant, dans le cas général où l'on n'a pas de connaissance à priori sur le
mouvement réel nous adopterons le modèle de mouvement le plus simple c.-à-d. le modèle
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Figure 2.5  Intégration du mouvement d'un repère mobile dont la vitesse est constante
dans le repère absolu.
à vitesse constante dans le repère immobile.
2.2.3.4 Modèle de mouvement à accélération constante
Nous avons proposé ci-dessus deux modèles de mouvements, tous deux représentent
des approximations au premier ordre du mouvement réel. An d'améliorer la précision
du modèle, deux approches sont concurrentes. La première consiste à réduire le temps
d'acquisition et de traitement en sélectionnant un modèle simple qui permettrait de réduire
les coûts en calculs alors que la seconde consiste à augmenter la précision du modèle pour
un intervalle de temps donné. La question dans ce cas est est-ce qu'on gagne en précision
plus que ce l'on perd en temps ? et inversement. Il n'existe probablement pas de réponse
absolue à cette question. Mais on peut considérer que dans certaines applications il est plus
pertinent de considérer une approximation au second ordre (accélération constante) du
mouvement observé. En eet, dans le contexte qui nous intéresse, la commande dynamique
entre autre, la sortie du régulateur est une accélération qui est traduite en couple par le
modèle dynamique du robot. Ce couple de commande est appliqué au robot durant la
période d'échantillonnage de la commande, ce qui laisse penser que l'accélération est plus
ou moins constante durant cet intervalle de temps. La fréquence d'acquisition des FI étant
plus importante que celle de la commande, l'hypothèse d'accélération constante serait
plus réaliste. Mais comme l'intégration de l'accélération en rotation induit des calculs
lourds, un bon compromis entre la simplicité et la précision du modèle de mouvement
serait de considérer l'accélération en translation constante avec un mouvement en rotation
accéléré 2.
Pour les raisons évoquées au 2.2.3.3, nous exprimons l'accélération en translation
dans le repère absolu. Les expressions des vitesses en fonction des accélérations sont alors
2. Axe de rotation constant avec une vitesse de rotation uniformément variée.
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données par :
v(t) = a∆t+ v(t0) (2.13)
ω(t) = γ∆tuω + ω(t0) (2.14)
où a = [ax, ay, az]T est le vecteur d'accélération en translation et γ la norme de l'ac-
célération angulaire dont le vecteur porteur est déni par l'axe de la vitesse de rotation
uω =
ω
‖ω‖ .
Les déplacements en translation et en rotation du repère mobile sur le même intervalle
de temps ∆t, s'écrivent dans le repère absolu de la manière suivante :
δt =
1
2
a∆t2 + v∆t (2.15)
δR = exp(
1
2
γuω∆t
2 + ω∆t) (2.16)
Une propriété intéressante de ce modèle de mouvement, comme nous allons le voir par la
suite, est que sa dérivée par rapport aux paramètres de la pose et de la vitesse se calcule
de la même manière que dans le modèle de mouvement à vitesse constante.
2.2.3.5 Intégration du mouvement en fonction du modèle cinématique du
robot
Dans les modèles de mouvement précédents nous avons considéré le cas général où les
mouvements sont libres. En pratique l'objet ou la caméra serait porté par un système
robotisé. Dans ce cas, il serait intéressant de tenir compte de la structure cinématique du
système porteur dans l'intégration du mouvement.
En particulier, pour les robots dont le nombre de ddl est inférieur à 6 il serait, à
priori, plus adéquat de réduire le nombre de paramètres décrivant le mouvement. Ces
paramètres peuvent éventuellement correspondre aux variables articulaires du robot. Dans
une approche de commande dynamique, les consignes envoyées au robot sont des consignes
d'accélérations articulaires appliquées au robot pendant l'intervalle de temps Tc déni
par la période d'échantillonnage de la commande. Ainsi, le robot agit comme un double
intégrateur dans l'espace articulaire. Par conséquent, il serait théoriquement plus pertinent
de proposer un modèle de mouvement basé sur l'intégration des accélérations articulaires :
qi(t) =
∫∫ t
t0
q¨i dt =
1
2
q¨i∆t
2 + q˙i(t0)∆t+ qi(t0) (2.17)
où qi(t) représente la conguration de la ie articulation à l'instant t.
La conguration de l'objet ou de la caméra porté par le robot exprimée dans le repère
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de base à l'instant t est ainsi calculée à partir du modèle géométrique direct :
bTm = MGD(q(t)) W = MGD(
1
2
q¨i∆t
2 + q˙i(t0)∆t+ qi(t0)) W (2.18)
où W est la matrice de transformation entre l'objet ou la caméra et le repère lié à l'ef-
fecteur.
L'avantage de ce modèle, qui peut aussi être vu commme un inconvénient, est que
le déplacement et sa dérivée par rapports aux paramètres de mouvement se calculent
respectivement par le MGD et le MCD.
Cependant, pour les robots parallèles le calcul du MGD n'est souvent pas trivial
[Mer09]. En réalité ce problème ne se pose pas vraiment. En eet, le choix des paramètres
articulaires n'est pas limité aux articulations actives. De ce fait, un ensemble de paramètres
adéquat peut être choisi de façon à pouvoir décrire sans ambiguïté la conguration de l'-
eecteur et à pouvoir en dériver le modèle cinématique. Le second problème posé par
la réduction du nombre de degrés de libertés est la validité des hypothèses relatives au
modèle. En eet, des erreurs d'estimation sur les paramètres géométriques ou des imper-
fections liées à la mécanique du robot introduirait systématiquement des erreurs statiques
(espace des congurations de l'outil) et dynamiques dans le modèle de mouvement qui se
répercuteraient directement sur le modèle de projection. C'est pourquoi l'utilisation de
cette approche nécessiterait une bonne connaissance du modèle du robot.
2.2.3.6 Modèle de projection
Nous avons vu dans la section 2.2.2 que le modèle de projection dière selon la
conguration du système de vision par rapport au robot.
Ainsi, d'après l'équation (2.4), dans une conguration de caméra déportée, la matrice
de passage entre l'objet et la caméra à l'instant ti = t0 +∆ti est donnée par :
cTo(ti) =
cTo(t0)
oδTi (2.19)
=
[
cRo
cto
0 1
][
oδRi
oδti
0 1
]
(2.20)
=
[
cRo
oδRi
cRo
oδti +
cto
0 1
]
(2.21)
Noter que le fait de représenter les déplacements (oδRi, oδti) dans le repère de l'objet (2.21)
laisse penser qu'il existe un couplage entre la translation et la rotation. C'est pourquoi
il est plus adéquat de représenter les déplacements dans le repère où sont représentés les
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paramètres décrivant le mouvement (c.-à-d. le repère caméra) :
cRo
oδti =
cδti (2.22)
cRo
oδRi =
cRo
cRTo
cδRi
cRo =
cδRi
cRo (2.23)
En substituant ces deux dernières équations dans (2.21) on obtient :
cTo(ti) =
[
cδRi
cRo
cδti +
cto
0 1
]
(2.24)
En eet, cette forme de la matrice de passage révèle bien le découplage entre la translation
et la rotation. Cela était prévisible car une rotation de l'objet par rapport à l'origine de
son repère ne modie en rien les coordonnées de son origine.
Les coordonnées du point 3D sont ainsi données par :
cPi =
cδRi
cRoPo +
cδti +
cto (2.25)
avec :
cδti =
1
2
ca ∆t2i +
cv ∆ti (2.26)
cδRi = exp(
1
2
γ uω ∆t
2
i + [
c
ω]×∆ti) (2.27)
Dans une conguration de caméra embarquée, la matrice de passage entre l'objet et
la caméra est donnée par (2.5) :
cTo(ti) =
cδTi
cTo (2.28)
=
[
cδRi
cδti
0 1
][
cRo
cto
0 1
]
(2.29)
En représentant comme précédemment les déplacements dans le repère xe (repère de
l'objet cette fois) :
oδti =
cRTo
cδti (2.30)
oδRi =
cRo
oδRi
cRTo (2.31)
En substituant ces deux équations dans (2.29) on obtient :
cTo(ti) =
[
cR oδR cRo(
oδRi
ot+ oδti)
0 1
]
(2.32)
Noter que dans cette conguration les vitesses ne sont pas découplées, ce qui est normal car
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contrairement à la conguration caméra déportée où c'est l'objet qui est en mouvement,
les coordonnées en translation de l'objet dépendent de la rotation de la caméra.
Le point 3D est ainsi donné par :
cPi =
cR oδRi
oP+ cRo(
oδRi
ot+ oδti) (2.33)
avec :
oδti =
1
2
oa ∆t2i +
ov ∆ti (2.34)
oδRi = exp(
1
2
γ uω ∆t
2
i + [
o
ω]×∆ti) (2.35)
Enn, quelle que soit la conguration de la caméra, le passage entre le point 3D et sa
projection dans le plan normalisé de l'image est obtenu par l'équation (1.3).
2.3 Estimation de pose et de vitesse par optimisation
non-linéaire
Le modèle de projection développé ci-dessus nous permet de calculer les positions
des primitives dans l'image à partir de la pose à l'instant initial et des déplacements sur
un intervalle de temps donné. Cette section présente la démarche inverse qui consiste à
calculer la pose et la vitesse d'un objet en mouvement dont les primitives n'ont pas été
acquises simultanément. Pour cela nous utiliserons un algorithme d'optimisation du type
Newton-Raphson.
Soient m∗i , ∀i = 1..n les positions des primitives dans l'image acquises aux instants
ti = t0 + ∆ti et soient mi(x), ∀i = 1..n les positions des primitives obtenues à partir du
modèle de projection (Eq. 2.3). L'objectif de la méthode d'optimisation est de minimiser
les erreurs entre les positions mesurées des primitives et les positions obtenues par le
modèle de projection (erreurs de reprojection) données par :
ǫi(x) = mi(x)−m∗i (2.36)
Le vecteur d'erreur incluant toutes les primitives est obtenu par la concaténation verticale
des erreurs correspondant à chaque primitive :
ǫ(x) =

m1(x)−m∗1
...
mn(x)−m∗n
 (2.37)
La fonction d'erreur peut ainsi être dénie comme les moindres carrées des erreurs de
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reprojection :
E =
1
2
ǫ(x)T ǫ(x) (2.38)
La minimisation de l'erreur de reprojection par la méthode de Newton-Raphson repose
sur la récurrence suivante :
xk+1 = xk − α J+ ǫ (2.39)
où J est la matrice Jacobienne de l'erreur E.
L'implémentation de cet algorithme nécessite ainsi une initialisation de l'état (pose
et vitesse) pour la première itération ainsi qu'une estimation de la Jacobienne. Il existe
deux approches pour l'estimation de la Jacobienne : numérique ou formelle. Cependant,
dans un contexte de vision rapide il est plus pertinent en termes de temps de calcul de
privilégier l'approche formelle ce qui nécessite de déterminer l'expression de cette matrice
en fonction de l'état.
2.3.1 Calcul de la matrice Jacobienne
Pour rester dans le cas le plus général nous adopterons le modèle de mouvement à
accélération constante. Ainsi, dans le cas où l'accélération est connue, il sera possible de
l'exploiter directement. A l'inverse, comme il a été signalé dans la section 2.2.3.4, dans le
cas où l'accélération n'est pas connue, il sut de négliger le terme d'accélération ce qui re-
vient à considérer un mouvement à vitesse constante. Concernant le choix des paramètres
de mouvement, nous opterons pour une représentation minimale où les paramètres de
rotation qui semblent décrire le plus simplement le modèle de mouvement choisi (Éq.
2.16) est la représentation θu où l'on rappelle que u et θ désignent respectivement l'axe
et l'angle de rotation. Le vecteur d'état 12× 1 est ainsi déni par :
x = [tT , θuT , vT , ωT ]T (2.40)
À partir de la position du point 3D dans l'espace (2.25), la Jacobienne du point 3D
Pi est dénie par :
JPi =
∂cPi
∂x
=
∂
∂x
(cδRi
cRo
oPi +
cδti +
cto) (2.41)
où δti et δRi sont dénis par (2.26) et (2.27).
Dans cette matrice de dimensions 3× 12, chaque colonne j de JPi représente la dérivée
du point 3D par rapport au paramètre xj. An de simplier les calculs, cette matrice peut
être décomposée en quatre blocs de matrices carrées où chaque bloc représente la dérivée
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du point par rapport à un vecteur de paramètres 3× 1 :
JPi =
[
∂cPi(t)
∂cto
,
∂cPi(t)
∂θu
,
∂cPi(t)
∂cv
,
∂cPi(t)
∂cω
]
(2.42)
Tout d'abord, la dérivée du point dans l'espace par rapport à la position du repère est
donnée par :
∂cPi
∂cto
=
∂
∂cto
(cδRi
cRo
oPi +
cδti +
cto) =
∂cto
∂cto
= I3 (2.43)
La Jacobienne relative à la vitesse de translation s'obtient de la même manière que
pour le vecteur de position :
∂cPi
∂cv
=
∂cδti
∂cv
=
∂cv
∂cv
∆ti = ∆ti I (2.44)
An d'obtenir la dérivée du point 3D par rapport à θu, on commence par éliminer les
composants de la fonction de projection qui ne dépendent pas du vecteur d'orientation :
∂cPi
∂θu
=
∂
∂θu
(cδRi
cRo
oPi +
cδti +
cto) =
cδRi
∂
∂θu
(cRo
oPi) (2.45)
Dans cette équation le seul élément qui dépend de θu est la matrice de rotation cRo.
La diculté dans ce calcul est que la dérivée d'une matrice par rapport à un vecteur ne
peut pas être estimée de façon directe. Pour contourner ce problème, on utilise la dérivée
temporelle de la matrice de rotation dénie par :
dcRo
dt
= cR˙o = [
c
ω]×
cRo (2.46)
Sachant que les coordonnées du point oPi sont constantes, l'équation (2.46) nous permet
d'écrire :
cδRi
dcRo
dt
oPi =
cδRi
d
dt
(cRo
oPi) =
cδRi [
c
ω]×
cRo
oPi (2.47)
= −cδRi [cRooPi]× cω (2.48)
Par ailleurs, nous savons que la relation entre la dérivée du vecteur θu et la vitesse de
rotation ω est donnée par :
ω = L−1ω (θ,u)
d(θu)
dt
(2.49)
où L−1ω est donnée par [Mal98] :
L−1ω (θ,u) = L
−1
ω = I+
θ
2
sinc2
(
θ
2
)
[u]× + (1− sinc(θ)) [u]2× (2.50)
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En substituant (2.49) dans (2.48), on obtient :
cδRi
d
dt
(cRo
oPi) = −cδRi [cRooPi]× L−1ω
d(θu)
dt
(2.51)
La dérivée du point cPi par rapport au vecteur d'orientation θu est donné par :
∂cPi
∂(θu)
= −cδRi [cRooPi]× L−1ω (2.52)
Rappelons que dans le modèle de mouvement cosidéré, le vecteur vitesse de rotation
à un axe xe uω =
cω
‖cω‖ avec une norme uniformément variée (2.14). Avant d'entamer
le calcul de la dérivée de la position du point 3D par rapport à la vitesse de rotation, il
est important de comprendre qu'un telle rotation pendant un intervalle de temps ∆t se
traduit par une rotation qui correspond au vecteur :
θuω = θω· uω = 1
2
γ∆t2 + cω∆t (2.53)
La dérivée de la matrice de rotation par rapport à la vitesse ω se calcule ainsi de la
même manière que la dérivée de l'orientation cRo par rapport au vecteur θu. Comme seul
la matrice δRi dépend de la vitesse de rotation, la dérivée de la position du point par
rapport à la vitesse de rotation s'obtient aussi à partir de l'équation (2.45). En procédant
comme pour la matrice d'orientation, nous calculons d'abord à partir de (2.45) la dérivée
temporelle du déplacement en rotation :
dcδRi
dt
cRo
oPi =
[
L−1ω (θω, uω)
θuω
dt
]
×
cδRi
cRo
oPi (2.54)
où, par analogie avec (2.50) :
L−1ω (θω, uω) = L
−1
ω˙ = I+
θω
2
sinc2
(
θω
2
)
[uω]×
+ (1− sinc(θω)) [uω]2× (2.55)
Par ailleurs :
dθuω
dt
=
d
dt
(
1
2
γ∆t2i +
cω∆ti) =
dcω
dt
∆ti =
cω˙ ∆t (2.56)
En substituant (2.56) dans (2.54) nous obtenons la dérivée du déplacement en orientation
par rapport à la vitesse de rotation :
cδRi
dcω
cRo
oPi = −∆ti [cδRi cRooPi]× L−1ω˙ (2.57)
Ainsi, la forme générale de la matrice Jacobienne du point 3D est obtenue en substi-
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tuant (2.43), (2.52), (2.44) et (2.57) dans (2.42) :
JPi =
[
I , −cδRi [cRooPi]× L−1ω , ∆ti I , −∆ti [cδRicRooPi]× L−1ω˙
]
(2.58)
À partir de la relation (1.26), la matrice Jacobienne du point image peut alors être obtenue
à partir de la Jacobienne du point dans l'espace comme suit :
Jmi =
∂mi
∂x
=
∂mi
∂Pi
∂Pi
x
=

1
zi
0 −xi
z2i
0
1
zi
− yi
z2i
 JPi (2.59)
Enn, la Jacobienne correspondant à l'ensemble des points mi ∀i = 1..n est une
matrice de dimensions 2n×12 construite à partir de la concaténation verticale des matrices
relatives aux points 2D :
Jm =
[
JTm1 , J
T
m2
, · · · , JTmn
]T
(2.60)
2.3.2 Algorithme d'estimation
2.3.2.1 Choix du temps de référence
Le principe de causalité suggère que le temps de référence doit correspondre à l'instant
d'acquisition de la première FI. Cependant, le but étant l'estimation temps-réel de la pose
et de la vitesse ce choix n'est pas judicieux. En eet, un tel choix [AAALM06] signierait
que la pose estimée correspond à l'instant d'acquisition de la première FI mais estimée
après l'acquisition de la dernière FI. Ceci introduit un retard systématique de (n− 1) Ta
(Ta étant la période d'acquisition) dans l'estimation de la pose et la vitesse.
An de supprimer ce retard, une approche intuitive consiste à intégrer la vitesse es-
timée sur l'intervalle de temps en partant de la pose à l'instant t0. Cependant, cette
approche introduit des calculs superus et amplie le bruit dans la pose estimée puisque
la vitesse est intégrée entre le temps de référence et l'instant courant. La solution qui nous
parait la plus judicieuse pour estimer la pose et la vitesse à l'instant courant est de choisir
t0 comme l'instant d'acquisition de la dernière image. La conséquence de ce choix est que
tous les autres points de l'image sont capturés à des instants négatifs ce qui n'inue en
rien l'algorithme d'estimation.
2.3.2.2 Suivi de points dans l'image
Cette méthode d'estimation requiert la mise en correspondance de n points 2D et
3D. Cette tâche peut être assurée par l'implémentation d'un algorithme de suivi des
points dans l'image permettant de positionner les FI dans la zone de l'image contenant les
primitives désirées. Dans ce cas, la tâche de positionnement des FI dans l'image devient
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critique. En eet, si une fenêtre d'acquisition est mal positionnée dans l'image, la FI
acquise ne contiendra pas tout ou partie de l'information désirée. Cependant, si l'on
dispose d'une estimation valide de la pose et de la vitesse, il est relativement simple, à
partir du modèle de mouvement et de la fonction de projection, de prédire la position d'un
point dans l'image aux prochaines m acquisitions (m ≤ n). Par conséquent, la méthode
d'estimation proposée intègre dans le même algorithme le calcul de pose et de vitesse et
le suivi des points dans l'image.
2.3.2.3 Ordonnancement parallèle
Dans un mode d'acquisition classique, chaque image acquise doit contenir un nom-
bre de primitives susant pour l'estimation ou la commande. Ainsi, les calculs peuvent
être lancés à chaque acquisition, ce qui permet l'implémentation sérielle de l'algorithme.
Dans un mode d'acquisition séquentielle une seule primitive visuelle est capturée à chaque
acquisition. La quantité d'information ainsi acquise ne permet pas d'estimer le vecteur
d'état. Une solution possible à ce problème consiste à conserver les n derniers points
acquis. Ainsi, le tableau contenant ces points est mis à jour à chaque nouvelle acquisi-
tion. Cependant, cette solution n'est pas optimale sur deux points : le premier est que
la fréquence d'acquisition se trouve bridée par les calculs (Fig. 2.6). Le second est que
l'acquisition d'un seul point représente une information insusante pour permettre une
actualisation ecace des données et de l'état estimé. L'algorithme d'estimation doit donc
mieux équilibrer la quantité d'informations d'acquise et la fréquence d'estimation, sans
que la fréquence d'acquisition (plus rapide) se trouve limitée par l'estimation (plus lente).
L'implémentation d'un tel algorithme est possible en utilisant la programmation parallèle
comme représenté sur la gure 2.7.
Après avoir initialisé le vecteur d'état, l'acquisition et l'estimation se déroulent en
parallèle. L'estimation basée sur la méthode de Newton-Raphson débute après l'acquisi-
tion d'un certain nombre de points. Si le nombre de points acquis à chaque estimation
peut être modulé (1 ≤ m ≤ n), l'estimation est toujours basée sur les n derniers points
acquis. Pendant le calcul, l'acquisition continue de tourner. La prédiction des positions
des m prochains points dans l'image (pour le positionnement des FI) est ensuite calculée
à partir de la pose et de la vitesse estimée.
2.4 Estimation d'état par ltrage de Kalman étendu
Dans la section précédente, une méthode d'estimation de pose et de vitesse par une
approche d'optimisation non linéaire à partir de l'acquisition d'un nombre susant de
correspondances a été présentée. Cependant, bien que cette méthode présente certains
avantages, elle présente en contrepartie certains inconvénients notamment en vision rapide.
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Figure 2.6  Ordonnancement série et parallèle pour un système d'acquisition séquen-
tielle de fenêtres d'intérêt.
En eet, hormis le fait qu'elle soit relativement simple à implémenter, l'un des avantages de
cette méthode est qu'elle permet de calculer l'état qui minimise directement l'erreur dans
l'image. De plus, l'algorithme d'estimation ne requiert pas de connaissance préalable sur
les statistiques du bruit de modèle et de mesure, ce qui lui permet de converger même en
présence d'erreurs de modèles et de bruits de mesure. Cependant, la mesure par vision peut
être perturbée par plusieurs sources d'erreurs telles que la variation d'éclairage, les erreurs
d'étalonnage de la caméra, etc. Dans ces circonstances, la minimisation de l'erreur de
mesure ne représente pas la solution optimale dans la mesure où ce bruit est propagé dans
l'estimation. De plus, l'algorithme de Newton-Raphson, comme les autres algorithmes
d'optimisation non linéaire, ne tiennent pas explicitement compte de la dynamique du
système (continuité de l'état), ce qui peut être gênant dans une application de commande.
Par ailleurs, un point qui nous intéresse particulièrement en vision rapide est le coût
calculatoire. De ce point de vue, la minimisation des moindres carrés, comme nous l'avons
vu précédemment, nécessite un historique des mesures an de contraindre susamment
le système d'équations. Ceci se traduit en pratique par la nécessité de calculer le modèle
de projection et la Jacobienne relative à tous les points considérés à chaque estimation
même s'il n'y a qu'un seul nouveau point acquis.
Une autre approche pour l'estimation rapide de la pose et de la vitesse consiste à
exploiter à la volée les données acquises. En d'autres termes, au lieu d'accumuler les
informations et de les traiter dès que la quantité de données est susante, on traite di-
rectement chaque donnée acquise. Ainsi, l'incrément apporté par chaque observation peut
permettre de converger vers la solution désirée. Ceci est possible en utilisant une méthode
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Figure 2.7  Structure de l'algorithme d'estimation de pose et de vitesse par minimisation
des moindres carrés à partir d'une acquisition séquentielle de fenêtres d'intéret.
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telle que le ltrage de Kalman qui permet d'exploiter aussi bien des mesures redondantes
que des mesures incomplètes 3 [WB95] sans nécessiter l'historique des mesures. En eet,
dans un ltre de Kalman, la mise à jour de l'état est basée sur une estimation de l'état
précédent et une observation courante. Par ailleurs, en tenant compte explicitement de la
dynamique du système, le ltre de Kalman permet d'estimer l'état optimal (dans le sens
des moindres carrés) d'un système à condition que les bruits sur le modèle d'évolution et
la mesure soient de type Gaussiens à moyenne nulle. Par ailleurs, bien que l'optimalité de
la solution ne soit démontrée que pour les systèmes linéaires, l'utilisation de cette méthode
a déja fait ses preuves dans des systèmes non linéaires grâce au Filtre de Kalman Étendu
(EKF), notamment en robotique [LK90, WW92, JU97].
Tout d'abord, nous allons présenter, dans ce qui suit, les équations du ltre de Kalman
et du ltre de Kalman étendu avant de les utiliser dans la mesure de pose et de vitesse
rapide.
2.4.1 Estimation de pose et de vitesse
La contrainte majeure dans l'utilisation du ltrage de Kalman est la nécessité d'avoir
une estimation à priori des paramètres statistiques des bruits, ce qui n'est pas toujours
trivial. De plus, ces paramètres peuvent varier au cours du temps ce qui peut inuer
négativement sur la solution jusqu'à compromettre la stabilité du ltre. An de pallier
à ces problèmes, les paramètres du ltre peuvent être adaptés en ligne grâce au ltrage
de Kalman adaptatif (AEKF) [MT76]. Ainsi, plusieurs méthodes d'adaptation peuvent
être envisagées selon les propriétés du système considéré. Dans le cas où les paramètres
du bruit varient quantitativement il sut de mettre à jour les matrices de covariances
relatives au bruit sur l'état et sur la mesure à partir des résidus calculés après la mise
à jour [JLV99]. Par contre, dans des applications où le modèle d'évolution varie dans le
temps d'autres approches consistent à commuter entre plusieurs modèles [BRM97] ou à
estimer en ligne la matrice de transition [WU00].
L'estimation de pose, et éventuellement de vitesse, s'inscrit en robotique dans deux
contextes relativement diérents : les tâches d'estimation pure (pour le suivi par exem-
ple) et les applications de commandes basées vision. La diérence majeure entre ces deux
applications c'est l'accessibilité du vecteur de commande u. En eet, dans les applica-
tions d'estimation, l'entrée du système n'est généralement pas accessible. Dans ce cas, à
moins d'introduire des capteurs supplémentaires pour l'estimation de l'état tel qu'un cap-
teur gyroscopique [ACVT04] ou inertiel [YN01, GV05], l'entrée du système est considérée
comme une perturbation. De plus, l'entrée u ne présente souvent pas les caractéristiques
d'un bruit Gaussien à moyenne nulle. Une solution possible pour compenser cette pertur-
3. Une information est incomplète quand elle ne permet pas de décrire complètement l'état du système
(plusieurs solutions possibles)
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bation consiste à considérer l'entrée u comme une variable supplémentaire qui doit être
estimée [LK90]. Une approche plus classique, lorsque le signal d'erreur de mesure calculée
à postériori présente une certaine stationnarité pendant un certain intervalle de temps,
consiste à calculer les paramètres statistiques de la perturbation ce qui permet d'adapter
les matrices de covariances et de compenser la composante continue de la perturbation
[FJS01]. Cependant, un compromis doit être fait. En eet, le calcul stochastique est basé
sur les n dernières mesures. Dans le cas où n est choisi faible, les valeurs statistiques sur
le bruit de mesure sont moins signicatives. Dans le cas contraire où n est important,
la condition de stationnarité pendant l'intervalle de temps plus important devient moins
valide. Par ailleurs, du fait du nombre de données à traiter l'estimation de ces paramètres
induisent un coût de calcul relativement lourd pour un système temps-réel. C'est pourquoi
une implémentation récursive de ce ltre à été proposée dans [LSV06, FJS01] où il à été
démontré que l'estimation résistait mieux aux changements abruptes de trajectoires que
dans un ltre de Kalman étendu non adaptatif.
Cependant, dans une application de commande dynamique, la question de l'estimation
de l'accélération ne se pose plus puisque il s'agit tout simplement de l'entrée du système
calculée par la loi de commande qui est donc parfaitement connue. Dans ce cas un ltrage
de Kalman étendu est susant. Comme ce qui nous intéresse dans ce chapitre est l'es-
timation pour la commande, nous considérons le modèle d'évolution du système f(x,u)
déni par l'équation (2.24) où les déplacements correspondent au modèle de mouvement
à accélération constante pour une conguration de caméra déportée (Eq. (2.15) et (2.16)).
L'état du système à l'instant k est déni par xk = (tTk , θu
T
k , v
T
k , ω
T
k )
T et son entrée, qui
représente l'accélération du repère mobile, par u = (caT , cω˙T )T . L'accélération angulaire
de l'objet γ est obtenue en projetant l'accélération d'entrée cω˙ sur l'axe de la vitesse de
rotation :
γ = cω˙T uω (2.61)
Si l'entrée du système u n'est pas connue (hors application de commande dynamique),
alors l'accélération est considérée comme étant nulle ce qui revient à adopter le modèle
de mouvement à vitesse constante.
La fonction d'évolution du système étant dénie par les équations, (2.13), (2.14), (2.15)
et (2.16), où l'intervalle de temps ∆ti représente la période d'acquisition du système de
vision Ta qui est la même que la période d'estimation du ltre Te. Ainsi, la prédiction de
l'état du système à l'instant k à partir de l'état précédent xˆk−1|k−1 et de l'entrée uk−1 est
donnée par :
ctˆk|k−1 =
ctˆk−1|k−1 +
cvˆk−1|k−1Te +
1
2
caT 2e (2.62)
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[
θuk|k−1
]
×
= logm
e

cωˆk−1|k−1Te+
1
2
γuωT
2
e


× e[
θuk−1|k−1]×
 (2.63)
cvˆk|k−1 =
cvˆk−1|k−1 +
ca Te (2.64)
cωˆk|k−1 =
cωˆk−1|k−1 + γ Te (2.65)
où logm représente le logarithme matriciel.
On peut noter que la plupart des équations décrivant l'évolution du système sont
linéaires ce qui permet de simplier la forme de la matrice de transition et d'avoir des
propriétés proches d'un système linéaire. Cependant, l'évolution de la rotation n'est pas
linéaire. En réalité, un autre choix des paramètres qui rendrait le modèle d'évolution
complètement linéaire consisterait à adopter la dérivée du vecteur de rotation ˙θu comme
paramètre de vitesse angulaire dans le vecteur d'état à la place de ω. Dans ce cas l'équation
(2.63) deviendrait :
θ̂uk|k−1 = θ̂uk−1|k−1 + ˙θuk−1|k−1 Te (2.66)
Cependant, un tel choix ne se révèle pas très judicieux car il compromettrait la co-
hérence du modèle de mouvement. En eet, intégrer la dérivée du vecteur rotation in-
troduit une accélération systématique en plus de l'accélération d'entrée ce qui revient à
ajouter des perturbations au modèle.
An de compléter la forme de la Jacobienne du modèle d'évolution Ak, il sut d'ef-
fectuer un développement limité de l'évolution du vecteur de rotation :
θ̂uk|k−1 ≈ θ̂uk−1|k−1 + Te
dθuk−1|k−1
dt
= θ̂uk−1|k−1 + Te Lω ωk−1|k−1 (2.67)
où Lω exprime la variation du vecteur d'orientation par rapport à la vitesse de rotation
ω (1.19).
Ainsi, à partir des équations (2.62), (2.67), (2.64) et (2.65) la matrice Jacobienne du
modèle de projection se présente comme suit :
Ak =

I 0 TeI 0
0 δR 0 TeLω
0 0 I 0
0 0 0 I
 (2.68)
En ce qui concerne l'étape de mise à jour, la mesure représente la position des prim-
itives dans l'image. Le fait que les données soient traitées après chaque acquisition et
que l'estimation ne requière pas l'historique des données implique qu'il n'est pas néces-
saire d'appliquer le modèle de projection à temps diéré. Ainsi, l'équation d'observation
représente tous simplement la fonction de projection classique. La matrice Jacobienne
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de celle-ci peut alors être déduite de la matrice d'interaction classique ou de la matrice
Jacobienne calculée précédemment en posant ∆ti = 0.
Ainsi, la matrice Jacobienne du modèle de projection est donnée par :
Ck =

1
zi
0 −xi
z2i
0
1
zi
− yi
z2i
 [I, − [cP]× L−1ω , 0, 0] (2.69)
Finalement, l'algorithme d'estimation par ltrage de Kalman étendu se présente comme
suit :
Prédiction
xˆk|k−1 = f(xˆk−1|k−1,uk−1) (2.70)
Fk|k−1 = Ak Fk−1|k−1A
T
k +Q (2.71)
Mise à jour
y˜k = yk − h(xˆk|k−1) (2.72)
Sk = Ck Fk|k−1 C
T
k +R (2.73)
Kk = Fk|k−1C
T
kS
−1
k (2.74)
xˆk|k = xˆk|k−1 +Kk y˜k (2.75)
Fk|k = (I−Kk Ck) Fk|k−1 (2.76)
2.4.2 Coût calculatoire
Un point crucial dans l'implémentation d'algorithmes d'estimation par vision rapide
est le coût calculatoire. De ce point de vue, il est intéressant de constater que le ltre de
Kalman étendu se divise en deux parties au sens de l'évolution du nombre d'opérations
par rapport aux paramètres d'acquisition. En eet, le nombre total d'opérations (multi-
plications + additions) qu'implique la partie prédiction est xe quel que soit le nombre de
points acquis. Cependant, l'exécutions de cette partie est nécessaire à chaque acquisition.
Par contre, dans la partie mise à jour, le nombre d'opérations est linéairement propor-
tionnel au nombre de points acquis m sauf dans l'inversion de la matrice Sk qui est de
dimention 2m× 2m et qui a une complexité de calcul de O(m3). Au vu de ces propriétés,
et indépendamment des capacités du système de vision utilisé, la question que l'on peut
se poser est la suivante : an de réduire le temps de traitement des données, est-il plus
intéressant d'acquérir tous les points au même moment où de les acquérir de manière
séquentielle comme proposé ci-dessus ?
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Pour répondre à cette question, il sut de calculer le nombre d'opérations nécessaires
dans les deux cas de gure.
Soit n le nombre total des points et m le nombre de points acquis dans chaque fenêtre
d'intérêt. Le nombre total d'opérations N que requiert cet algorithme pour l'estimation
est donné par 4 :
N =
n
m
Mp +Me n+ 2m (2m− 1) (4m− 2) (2.77)
où Mp est le nombre d'opérations de la partie prédiction et Me le nombre d'opérations de
la partie mise à jour pour chaque point acquis.
Ainsi, dans une acquisition globale et séquentielle nous avons respectivement m = n
et m = 1. An de déterminer quelle approche est la plus coûteuse en termes de calculs, il
sut pour cela de calculer le nombre d'opérations induites par chaque méthode :
Nc = Mp +Me 2n+ 2n (2n− 1) (4n− 2) (2.78)
Ns = (Mp +Me + 8) n (2.79)
où Nc et Ns représentent respectivement le nombre d'opérations dans une acquisition
globale et séquentielle. Nous pouvons constater que Ns est de complexité O(n) alors que
Nc est de complexité O(n3). 5
Dans notre application, le nombre d'opérations élémentaires dans la prédiction et
l'estimation sont : Mp = 192 et Me = 348. La gure 2.8 donne le nombre d'opérations
nécessaires dans chaque méthode en fonction du nombre total de points observés sur l'objet
n. On peut ainsi voir que le nombre d'opérations nécessaire dans une acquisition globale
croit considérablement plus vite que dans une acquisition séquentielle. Par ailleurs, comme
le nombre de points nécessaires pour l'estimation de l'état est de n ≥ 6 alors l'acquisition
séquentielle est plus intéressante du point de vue du coût de calcul par rapport à une
acquisition globale quel que soit le nombre de points.
De plus, comme le montre la gure 2.6, pour la même fréquence d'acquisition des
primitives, la fréquence d'acquisition séquentielle est plus importante. Ainsi, l'horizon de
prédiction est beaucoup plus court que dans une acquisition globale. De plus, comme
l'estimation est mise à jour à chaque acquisition, alors le mode d'acquisition séquentiel
devrait assurer un meilleur suivi des primitives dans l'image que le mode d'acquisition
global.
4. Le nombre d'opérations concernant l'inversion correspond à la méthode d'élimination de Gauss-
Jordan.
5. Dans les algorithmes les plus optimisés, la complexité peut être baissée jusqu'à O(n2,376)[CW87].
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Figure 2.8  Nombre d'opérations nécessaires pour l'estimation de pose et de vitesse dans
une acquisition globale et dans une acquisition séquentielle à partir de la même quantité
de données.
Conclusion 75
2.5 Conclusion
Nous avons abordé dans ce chapitre les aspects théoriques de la vision rapide. En
particulier, deux méthodes d'estimation de pose et de vitesse basées sur l'acquisition
séquentielle de fenêtres d'intérêt ont été présentées. La première, basée sur la minimisation
des moindres carrés dans l'espace de mesure, consiste à accumuler susamment de données
puis d'eectuer une estimation à travers un algorithme d'optimisation non linéaire. Dans
ce contexte, l'expression de la matrice jacobienne qui exprime la variation des positions des
primitives dans l'image par rapport à la variation des paramètres de la pose et de la vitesse
a été développée. Cette méthode présente l'avantage de ne pas nécessiter de connaissance à
priori sur le système. Cependant, l'estimation requiert le traitement de toutes les données à
chaque nouvelle acquisition. La seconde méthode basée sur un ltrage de Kalman étendu
permet le calcul de la mise à jour de l'état à partir d'une information incomplète, ce
qui est particulièrement intéressant avec un système d'acquisition séquentiel. De plus, la
prise en compte du modèle d'évolution permet de mieux approcher la solution optimale, et
donc, de ltrer les données. De plus, l'acquisition séquentielle permet de réduire le nombre
d'opérations nécessaires pour l'estimation de l'état par rapport à une acquisition classique
dans laquelle les points sont acquis simultanément. L'inconvénient de l'estimation par
ltrage de Kalman est qu'elle nécessite la connaissance apriori des paramètres statistiques
des bruits de modèles et de mesures sous peine d'obtenir une solution erronée pouvant
conduire à la divergence de l'algorithme. Le tableau 2.5 présente un comparatif entre les
deux méthodes proposées.
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Newton-Raphson Filtre de Kalman étendu
- Fonction de projection faisant
intervenir la pose et la vitesse.
+ Fonction de projection clas-
sique.
+ Minimisation dans l'espace des
mesures.
+ Minimisation dans l'espace d'é-
tat.
- Mise à jour à partir des n
dernières acquisitions.
+ Mise à jour basée sur une es-
timation de l'état et une nouvelle
mesure.
+ Faible risque de minimum local
(car associé à une tâche de suivi).
- Risque de divergence.
+ Minimisation de l'erreur non
compromise par le bruit.
- Solution non optimale si les
paramètres statistiques ne sont
pas connus ou s'ils ne sont pas de
type Gaussien à moyenne nulle.
- Prédiction pour le suivi sur les
m prochaines acquisitions.
+ Prédiction sur l'acquisition
suivante seulement.
- Traitement de toutes les données
(fonction de projection + Jacobi-
enne) quel que soit le nombre de
points acquis.
+ Traitement limité aux nou-
velles données acquises.
Table 2.1  Comparaison entre l'estimation de pose et de vitesse par le méthode de
Newton-Raphson et par ltrage de Kalman étendu.
Chapitre 3
Asservissement visuel cinématique par
vision rapide
Nous avons abordé dans le chapitre précédent les aspects modélisation et estimation
liés à l'acquisition non simultanée de primitives visuelles dans l'image. Ce chapitre propose
une démarche de synthèse de lois de commande à partir de ce type de primitives (spatio-
temporelles).
3.1 Introduction
Dans le cadre de l'asservissement visuel, le choix des primitives [TFC09, AEH02] et
des paramètres les décrivant [TC05, IO05, KI07b] est primordial an de réaliser la syn-
thèse de lois de commande permettant d'obtenir les meilleures propriétés de linéarisation
et de découplage. Dans un contexte de vision rapide, il s'agit d'élaborer la loi de com-
mande avec les meilleures performances pour des vitesses de déplacement importantes
[CRE91, BC95, MBG96, CC01b]. En eet, les déplacements à vitesses élevées nécessitent
généralement des trajectoires de références ce qui implique que les poses désirées sont
proches des poses courantes. Le problème de découplage est alors moins critique dans la
mesure où la commande par vision permet d'assurer une linéarisation autour du point de
fonctionnement.
Dans le contexte de l'asservissement visuel haute performance, les primitives acquises
de façon séquentielle sont particulièrement intéressantes du point de vue commande car
leurs positions dans l'image dépendent aussi bien de la pose que de la vitesse. On peut donc
imaginer qu'il est possible de développer à partir de ces primitives des lois de commande
permettant de réguler ces deux grandeurs (c.-à-d. la pose du robot, sa vitesse ou les deux à
la fois). L'estimation de l'erreur entre la vitesse actuelle et désirée doit, en eet, permettre
l'amélioration du suivi de trajectoire. Cependant, la particularité que présente la fonction
de projection de dépendre de plus de paramètres extrinsèques que de degrés de liberté
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soulève une problématique particulière en synthèse de commande par vision aussi bien du
point de vue dimensionnel que fonctionnel.
Le problème de l'utilisation de primitives spatio-temporelles en asservissement visuel a
fait l'objet d'une étude approfondie dans [C98, CC01a, CC01b]. Les les primitives visuelles
étudiées sont les déplacements dans l'image représentés par un modèle de mouvement
quadratique [Ban85, Sub89]. Deux approches ont alors été proposées pour l'utilisation
de ce genre de primitives en asservissement visuel. La première consiste à reconstruire
des primitives purement géométriques en intégrant le mouvement des points dans l'im-
age. La seconde consiste à utiliser directement le mouvement des primitives des points
dans l'image. Dans la première méthode, le vecteur de commande obtenu est un torseur
cinématique. Celui-ci permet de construire un schéma de commande cinématique. Dans
la seconde, approche la dérivée temporelle de la fonction de tâche s'exprime en fonction
de l'accélération et d'une fonction non linéaire (quadratique) qui dépend de la vitesse. La
synthèse de la loi de commande à partir de cette primitives revient alors à implémenter
une commande dynamique.
Dans la suite de ce chapitre, nous allons présenter une fonction de tâche qui dépend de
la pose et de la vitesse. À partir de celle-ci, diérentes lois de commande présentant des
particularités distinctes seront proposées. Nous verrons ensuite qu'il est possible d'élaborer
une méthode d'estimation rapide de pose et de vitesse en utilisant les mêmes formalismes.
Étant donné que du point de vue pratique la primitive de base qui convient le mieux à
l'acquisition par régions d'intérêt est le point, nous présenterons la matrice d'interaction
relative à cette primitive dans le contexte de l'acquisition non simultanée des primitives.
Enn, pour satisfaire ou améliorer les performances du système de vision en termes de coût
calculatoire, une méthode rapide d'estimation de la matrice d'interaction sera proposée.
3.2 Synthèse de lois de commande cinématiques
3.2.1 La fonction de tâche
Dans les applications de commande de robot, la fonction de tâche dénit un critère
à optimiser qui s'apparente dans le contexte de l'optimisation non linéaire à la fonction
de coût. La diérence entre ces deux approches est la prise en compte explicite de la
structure particulière de l'espace euclidien dans le calcul de la correction (commande ou
estimation). Dans l'asservissement visuel 2D classique, cette fonction représente l'erreur
entre la position des primitives visuelles observées et désirées dans l'image, transformées
par la matrice de combinaison en un vecteur à l éléments correspondant aux l degrés de
liberté à contrôler. Ainsi, dans les applications où le mouvement est déni dans l'espace,
la dimension du vecteur calculé par la fonction de tâche est de 6× 1.
En réalité, tous les modèles de projection utilisés dans l'élaboration de schémas de
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commande par vision utilisent des hypothèses qui permettent de simplier les lois de
commande obtenues (homogénéité des millieux traversés par la lumière, taux de remplis-
sage de capteur = 100%, etc.). Cependant, l'eet de certains phénomènes indésirables
augmente avec la vitesse de déplacement du robot. En eet, comme nous l'avons déjà vu
en 1.4.1, les images ne sont pas acquises instantanément par les capteurs de vision mais
intégrées sur le temps d'exposition du capteur ce qui se traduit par des images plus ou
moins brouillées lorsque le mouvement observé est signicativment rapide par rapport au
temps d'exposition.
En réalité, l'eet de ce phénomène n'est pas très signicatif dans notre cas puisque la
méthode d'acquisition par fenêtres d'intérêt présentée dans le chapitre précédent favorise
un temps d'exposition très faible. En eet, l'acquisition non simultanée implique que les
primitives ne sont pas exposées au même instant. Cela signie que l'énergie accumulée dans
la rétine est réinitialisée après l'acquisition de chaque fenêtre d'intérêt. An d'assurer des
fréquences d'acquisition importantes, il est nécessaire de réduire le temps d'exposition de
chaque fenêtre d'intérêt qui pourrait contenir une ou plusieurs primitives. Par conséquent,
le phénomène de trainée se trouve fortement réduit. Un objet se déplaçant par exemple
à une vitesse de 1m/s à 1m de profondeur d'une caméra dotée d'un capteur 1024x1024
pixels où le temps d'exposition est réglé à 0.1ms 1 ne se déplace pas plus de 0.1 pixel dans
l'image durant la phase d'exposition. Ce déplacement dans l'image n'est en réalité pas
plus important que la précision de détection des primitives visuelles en statique. On peut
ainsi admettre que l'eet de trainée d'une cible observée dans l'image reste négligeable
dans cet ordre de rapport entre le temps d'exposition et les vitesses observées.
Si une vitesse de cible relativement importante n'a pas beaucoup d'inuence sur la
précision de détection, elle est plus signicative quand il s'agit de l'acquisition d'un en-
semble de points. En eet, le temps entre l'instant d'acquisition de la première et de la
n ième primitive ∆tn = (n − 1) Ta est du même ordre que la période de la commande
Tc = n Ta ce qui représente le temps entre deux poses successives dans la trajectoire de
référence. Les déformations dans l'image sont ainsi du même ordre.
Considérons l'acquisition en mode global de deux images successives. Si la première
image est acquise à t = t0 alors l'image suivante est acquise à t = t0 + Tc où Tc est la
période d'acquisition globale des images. Les instants d'acquisition de la iième primitive en
mode séquentiel est donné par : t = t0+(i− 1)Ta 2. L'instant d'acquisition de la première
primitive en acquisition séquentielle correspond à l'instant d'acquisition de la première
image globale. La position de la primitive est ainsi le même dans les deux modes d'ac-
quisition. Par contre, l'instant d'acquisition de la dernière primitive en mode séquentiel
1. L'acquisition avec un tel temps d'exposition est tout à fait réalisable avec un éclairage articiel.
2. Pour la même fréquence d'acquisition des primitives que dans le premier cas c.-à-d. la fréquence
d'acquisition des fenêtres d'intérêt est n fois supérieur à la fréquence d'acquisition des images globales,
où n est le nombre de primitives.
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Figure 3.1  Écart entre les positions des points dans l'image pour une acquisition
classique et pour une acquistion séquentielle.(a) Deux positions successives de la cible en
acquisition classique. (b) Positions des primitives dans une acquisition globale et dans une
acquisition séquentielle de fenêtres d'intérêts.
(t = t0+(n− 1)Ta) est beaucoup plus proche de la seconde image acquise en mode global
(t = t0+nTa) que de la première (t = t0). La position de cette primitive en mode séquen-
tiel est ainsi bien plus proche de la pose suivante correspondant à une acquisition globale
que de la pose courante. On peut ainsi en déduire que les déformations dans l'image sont
du même ordre de grandeur que les distances parcourues par les primitives entre deux
instants successifs (Fig. 3.1).
La question que l'on pourrait se poser est : si la prise en compte des distorsions dues à
l'acquisition séquentielle est pertinente du point de vue métrologique, en est-il de même
pour l'asservissement visuel ?
En eet, contrairement à l'estimation des paramètres extrinsèques de la caméra qui
restent sensibles aux erreurs sur le modèle de la cible et sur les paramètres intrinsèques de
la caméra, l'asservissement visuel 2D est, lui, robuste face à ce type d'erreurs. En réalité,
cette hypothèse n'est que partiellement vraie. Dans une commande point-à-point où la
trajectoire n'est pas contrainte, la fonction de tâche est dénie par rapport à la position
actuelle et la position nale. Si l'on considère que le processus de commande requiert un
certain nombre d'itérations pour converger vers la position désirée, les déformations dues
au mode d'acquisition deviennent "négligeables" devant les erreurs entre les primitives
actuelles et désirées. Par ailleurs, étant donné que pour ce type de commande les positions
initiales et nales sont caractérisées par une vitesse nulle, ces déformations ne devraient
pas introduire des erreurs statiques. Dans ces conditions, négliger les déformations dans
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l'élaboration de la commande n'est pas critique.
Dans les applications de suivi de trajectoire, la distance entre les positions successives
des primitives désirées dans l'image sont relativement faibles (pour peu que la trajectoire
soit lisse). Les gains de la commande sont par conséquent plus élevés que dans le cas
du point-à-point. Ainsi, pour des vitesses de déplacement relativement élevées, les dé-
formations dans l'image sont nécessairement du même ordre que les distances entre les
positions successives des primitives dans l'image (Fig. 3.1). Dans ce cas, la prise en compte
des distorsions induites par le mode d'acquisition et le mouvement devient cruciale.
Par ailleurs, nous avons vu que le modèle de projection lié à l'acquisition séquentielle
des primitives faisait intervenir aussi bien la pose que la vitesse. Cette propriété ouvre
des perspectives nouvelles en terme de commande car elle permet de mesurer et donc de
réguler la vitesse en plus de la pose du robot comme le ferait par exemple une commande
proportionnelle dérivée.
A partir de la fonction de projection (2.5) la fonction de tâche correspondant au modèle
de mouvement à vitesse constante peut être écrite en fonction des paramètres de pose et
de vitesse de l'objet 3 :
e = C (m(r, τ )−m∗(t)) (3.1)
où m(r, τ ) représente la projection des primitives visuelles dans le plan image. Celle-ci
dépend de la pose de l'objet par rapport à la caméra r et de son torseur cinématique τ =
[vT , ωT ]T . m∗(t) est la position désirée des primitives et C est la matrice de combinaison.
Pour ne pas surcharger ces notations, on notera : m = m(r, τ ) et m∗ = m∗(t).
La fonction de tâche est typiquement dénie comme un vecteur de dimension 6 an
de contrôler les 6 ddl de l'objet mobile.
À partir de l'équation précédente (Eq. 3.1), la dérivée de la fonction de tâche est
calculée comme suit :
e˙ =
∂e
∂r
dr
dt
+
∂e
∂τ
dτ
dt
−C dm
∗
dt
+ C˙ (m−m∗) (3.2)
De la même manière qu'en 1.2.1, il est généralement admis en asservissement visuel que
la variation de la matrice de combinaison est généralement négligeable devant la variation
du signal m. La dérivée de la fonction de tâche peut ainsi être approximée par :
e˙ =
∂e
∂r
dr
dt
+
∂e
∂τ
dτ
dt
−C dm
∗
dt
(3.3)
On peut noter que le calcul de la dérivée temporelle de la vitesse n'est pas contradic-
toire avec l'hypothèse de vitesse constante. En eet, la vitesse n'est supposée constante que
durant un intervalle de temps limité correspondant au temps d'acquisition de l'ensemble
3. Dans les applications de robotique rapide il n'est souvent pas possible d'embarquer la caméra du
fait des accélérations importantes de l'organe terminal, c'est pourquoi les formulations suivantes seront
développées dans un contexte de conguration déportée de la caméra.
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des points dans l'image. Par ailleurs, même si tel n'était pas le cas, le calcul de la diéren-
tielle de la fonction de tâche en fonction de la vitesse permettrait de caractériser l'inuence
de la variation de la vitesse sur les positions des points dans l'image, et ce, que la vitesse
de la cible soit constante ou pas. Un exemple analogue à celui-ci est l'estimation de pose
d'un objet statique où l'on calcule un incrément sur les paramètres de pose à partir de la
dérivée de la pose même si elle est en réalité constante. Ainsi, les deux premiers termes
du membre de droite de l'équation précédente peuvent être calculés comme suit :
∂e
∂r
dr
dt
= C
∂m
∂r
Aτ = C Lτ τ (3.4)
∂e
∂τ
dτ
dt
= C
∂m
∂τ
τ˙ = C Lτ˙ τ˙ (3.5)
où Lτ et Lτ˙ représentent respectivement la relation entre la variation des positions des
points 2D dans l'image et la variation de la pose et du torseur cinématique de l'objet
dont l'expression sera donnée en 3.3. La matrice A permet d'exprimer la dérivée des
paramètres de pose en fonction du torseur cinématique. En pratique nous n'avons pas
besoin de calculer formellement cette matrice ni la dérivée partielle ∂m
∂r
du fait que l'-
expression de la matrice d'interaction Lτ peut être retrouvée directement à partir de la
dérivée temporelle de la fonction de tâche. Rappelons, par ailleurs, que la matrice de
combinaison est considérée comme étant constante, ce qui n'empêche pas qu'elle puisse
être modiée durant la commande comme pour une commande adaptative.
Ainsi, en substituant (3.4) et (3.5) dans (3.3) la dérivée de la fonction de tâche par
rapport au temps peut être écrite en fonction du torseur cinématique τ et de l'accélération
τ˙ comme suit :
e˙ = CLτ τ +CLτ˙ τ˙ −Cdm
∗
dt
(3.6)
Cette équation détermine ainsi la variation de la fonction de tâche en fonction du
torseur cinématique et de l'accélération. Elle peut ainsi être utilisée pour calculer la vitesse
et l'accélération qui permettent de converger vers la solution désirée. Cependant, dans
un asservissement visuel cinématique le vecteur de commande représente le vecteur des
vitesses articulaires du robot dont la dimension ne peut dépasser 6 pour un robot non
redondant. Étant donné que la dérivée de la fonction de tâche est donnée en fonction
de 12 paramètres, se pose alors la question de la façon d'utiliser tout ou partie de ces
paramètres dans le calcul du vecteur de commande. En d'autres termes, comment doit-on
eectuer la synthèse de lois de commande à partir de ces primitives visuelles et du modèle
de projection qui leur est associé ?
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3.2.2 Asservissement visuel à partir de primitives spatio-temporelles
La démarche classique dans la synthèse de commande cinématique par vision est d'im-
poser une décroissance exponentielle de la fonction de tâche [ECR92, HHC96, CH06].
L'équation diérentielle permettant d'obtenir ce comportement peut être écrite sous forme :
e˙ = −λe (3.7)
où λ > 0 est un gain proportionnel qui permet de régler la vitesse de convergence.
En substituant (3.7) dans (3.6) on obtient :
−λe = CLτ τ +CLτ˙ τ˙ −Cdm
∗
dt
(3.8)
Cette équation dénit un cadre général pour l'asservissement visuel dans lequel dif-
férentes lois de commande peuvent être envisagées selon que le vecteur de commande soit
calculé à partir du torseur cinématique, de l'accélération ou de la combinaison des deux.
3.2.2.1 Commande à partir du torseur cinématique
Étant donné que la commande cinématique consiste à déterminer une vitesse de com-
mande, la solution la plus immédiate consiste à n'exploiter que le torseur cinématique et
d'ignorer la contribution de l'accélération. En eet, dans une commande cinématique, on
considère que la vitesse du robot est constante entre deux échantillons successifs. Ainsi,
l'accélération peut être considérée comme étant nulle durant cet intervalle de temps. Le
vecteur de commande peut donc être calculé à partir de (3.8) en supposant une accéléra-
tion nulle. On obtient ainsi :
−λe = CLτ τ + ∂e
∂t
(3.9)
d'où
τ = (CLτ )
−1
[
−λC(m−m∗)− ∂e
∂t
]
(3.10)
Ainsi pour C = L̂τ
+
, et sachant qu'on ne dispose que d'une estimation de la matrice
d'interaction, l'expression du vecteur de commande est donnée par :
τ = −λL̂τ
+
(m−m∗)− ∂̂e
∂t
(3.11)
Le schéma de commande correspondant à cette régulation est représenté sur la gure 3.2.
L'équation de fermeture de boucle est obtenue à partir de (3.8), (3.11) et (3.9) :
e˙ = −λL̂τ
+
Lτe− L̂τ
+
Lτ
∂̂e
∂t
+
∂e
∂t
(3.12)
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Figure 3.2  Asservissement visuel à partir du torseur cinématique
Nous pouvons constater de cette équation que la condition de stabilité asymptotique
locale de la loi de commande est donnée par :
L̂τ
+
Lτ > 0 (3.13)
Par ailleurs, l'erreur de suivi n'est nulle que si :
L̂τ
+
Lτ
∂̂e
∂t
=
∂e
∂t
(3.14)
Cette commande a l'avantage d'être simple. Cependant, négliger la contribution de
l'accélération dans cette loi de commande ne permet pas de tirer prot des capacités de
suivi de trajectoire. En eet, même si l'on admet que l'équation (3.14) est bien vériée, le
suivi de trajectoire en pratique peut comporter des erreurs car la vitesse réelle du robot
ne correspond pas forcément à la vitesse de commande et cela pour deux raisons princi-
pales. La première est que la vitesse cartésienne calculée par la commande est transformée
en vitesse articulaire. Le fait que cette transformation entre les vitesses cartésiennes et
articulaires ne soit pas linéaire implique qu'une intégration d'une vitesse articulaire con-
stante ne correspond pas à une vitesse cartésienne constante. Ceci représente des erreurs
de modèle pouvant perturber la commande. La seconde raison est que les vitesses articu-
laires envoyées par la commande haut niveau ne sont pas celles exécutées par le robot. En
eet, pour éviter des discontinuités entre les vitesses de commande successives, la boucle
de régulation bas niveau du robot intègre, en général, un interpolateur destiné à lisser le
prol de vitesse. Ceci signie que la vitesse envoyée au robot n'est atteinte qu'après un
certain intervalle de temps.
Ainsi, le fait de négliger l'accélération dans la commande (Fig. 3.2) revient à éliminer
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le retour capteur qui permet de corriger l'erreur entre la vitesse désirée et la vitesse
réelle du robot. Noter que le terme L̂τ
+
dm∗
dt
, représente une anticipation sur la vitesse,
et non pas une régulation, et ne permet en aucun cas de compenser cette erreur. C'est
pourquoi si l'on veut obtenir un suivi précis de la vitesse, il est nécessaire de ne pas
négliger la contribution de l'accélération. Néanmoins, cette commande peut être destinée
aux applications de robotique rapide lorsque les contraintes sur la précision de suivi ne
sont pas critiques.
3.2.2.2 Commande à partir de l'accélération
Le signal sur lequel le système est asservi ayant un caractère spatio-temporel, les
primitives visuelles peuvent aussi bien être perçues comme des positions de consigne que
comme des vitesses désirées dans l'image. Cette caractéristique nous ore la possibilité de
choisir l'une et/ou l'autre dimension du signal. Par ailleurs, dans certaines applications
[SBC96, CC00, CC01b, SA05, Mar07], il est plus intéressant de dénir la tâche de suivi
de vitesse à partir des déplacements qu'à partir des positions. Dans ce type d'applications
l'accent est mis sur la vitesse désirée dénie par la trajectoire des primitives dans l'image.
Ainsi, contrairement à la commande précédente exploitant le torseur cinématique (ce
qui donne lieu à des erreurs de suivi de vitesse) c'est l'accélération calculée à partir
des déformations dans l'image qui est utilisée. Ainsi, la vitesse de commande envoyé
au régulateur bas niveau, obtenue par intégration de l'accélération, est utilisée pour la
régulation de la vitesse.
À partir de l'équation (3.8), si l'on ne considère que la contribution de l'accélération
dans la régulation du système on obtient :
−λe = CLτ˙ τ˙ + ∂e
∂t
(3.15)
L'expression de l'accélération est ainsi donnée par :
τ˙ = (CLτ˙ )
−1
(
−λ(m−m∗)− ∂e
∂t
)
(3.16)
En posant C = L̂τ˙
+
, l'accélération est calculée par :
τ˙ = −λL̂τ˙
+
(m−m∗)− ∂̂e
∂t
(3.17)
La loi de commande cinématique s'obtient par intégration de l'accélération. Cepen-
dant, comme en pratique les commandes par vision sont numériques, l'équation (3.17) est
discrétisée et exprimée sous forme récurrente :
τ i = Tc τ˙ i + τ i−1 (3.18)
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Figure 3.3  Asservissement visuel cinématique à partir de l'accélération
où τ i−1 représente le torseur cinématique à l'instant précédent et Tc la période d'échan-
tillonnage de la commande.
Finalement, la loi de commande pour le suivi de vitesse (Fig. 3.3) s'écrit comme suit :
τ i = Tc
(
−λL̂τ˙
+
(m−m∗) + L̂τ˙ dm
∗
dt
)
+ τ i−1 (3.19)
Une particularité intéressante de cette commande est que l'intégrateur joue le rôle de
ltre passe bas. De ce fait, cette commande est moins sensible vis-à-vis du bruit que la
commande précédente. Par ailleurs, étant donné que la vitesse est régulée, il n'est plus
nécessaire d'eectuer une anticipation sur la vitesse à partir de la consigne. Cela nous
permet d'obtenir le schéma de commande de la gure 3.3. Cependant, cette commande
présente certains inconvénients. Le premier est qu'elle ne peut être implémentée que pour
du suivi de trajectoire. En eet, l'obtention de l'accélération est basée sur les déforma-
tions dans l'image. Or, les états initial et nal du robot sont, à priori, statiques (pas de
déformation dans l'image). Par ailleurs, étant donné que cette commande est basée sur le
mouvement et non pas sur la position, une dérive peut être constatée lors du suivi.
3.2.2.3 Commande à partir du torseur cinématique et de l'accélération
L'utilisation ne permet qu'une extraction partielle des informations exploitables dans
la commande. En revanche l'utilisation de la vitesse et de l'accélération de façon complé-
mentaire et cohérente devrait permettre de tirer prot des avantages des deux commandes
précédentes.
L'accélération peut s'écrire comme étant la dérivée numérique du torseur cinématique :
τ˙ i =
τ i − τ i−1
Tc
(3.20)
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Figure 3.4  Asservissement visuel à partir du torseur cinématique et de l'accélération
En substituant dans l'équation (3.8), on obtient :
−λe = CLτ τ i +CLτ˙
(
τ i − τ i−1
Tc
)
+
∂e
∂t
= C
(
Lτ +
1
Tc
Lτ˙
)
τ i −CLτ˙ τ i−1 + ∂e
∂t
(3.21)
En notant :
Lτ τ˙ = Lτ +
1
Tc
Lτ˙ (3.22)
et en choisissant :
C = L̂τ τ˙
+
(3.23)
on obtient l'équation du torseur cinématique :
τ i = −λL̂τ τ˙
+
(m−m∗) + L̂τ τ˙
+
L̂τ˙ τ i−1 − ∂e
∂t
(3.24)
Notons que cette loi de commande se présente sous forme récursive puisque l'expression
du vecteur de commande τ i est donnée en fonction de sa valeur à l'instant précédent
τ i = f(r, τ i−1,m,m
∗). Cette particularité par rapport aux lois de commande classiques
fait que l'équation de fermeture de boucle à aussi une forme récursive. Par conséquent,
l'établissement de la condition de convergence de la commande n'est pas trivial.
Aussi, la forme récurente de la loi de commande traduit le fait que le vecteur de
commande intègre, en plus de la régulation de pose, une régulation de vitesse calculée
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sur la base de l'intégrale de l'accélération correspondant à l'erreur de vitesse. Ce terme
permet ainsi de réguler la vitesse sur la base de la vitesse désirée et de la vitesse du robot
à l'instant précédent. Le schéma de commande correspondant est représenté sur la gure
3.4.
3.2.3 Asservissement visuel virtuel
Nous avons vu dans la section 1.3.4 que les schémas d'asservissement visuel peuvent
bien être utilisés pour la commande que pour l'estimation de pose. Cette dualité est
aussi vériée pour les lois de commandes présentées ci-dessus qui peuvent être utilisées
pour l'estimation de pose et de vitesse. Cependant nous nous contenterons dans ce qui
suit de développer les schémas de commandes qui nous sembles les plus pertinents pour
l'estimation de pose et de vitesse. Dans cette perspective, deux versions d'asservissements
visuels virtuels sont présentées : une version complète et une version simpliée.
3.2.3.1 Version explicite
L'expression du torseur cinématique qui permet de converger vers la pose de l'ob-
jet par rapport à la caméra peut être obtenu de la même manière que dans le cadre de
l'asservissement visuel réel (3.24), avec m∗ qui représente la position actuelle des primi-
tives dans l'image et m̂ la position des points calculée à partir du modèle de projection
(2.5).
L'expression de l'accélération peut être obtenue à partir de l'équation (3.8) de la
même manière que pour le torseur cinématique. En eet, en substituant (3.18) dans (3.8)
on obtient :
−λe = CLτ (Tc τ˙ i + τ i−1) +CLτ˙ τ˙ i −C dm
∗
dt
= C(TcLτ + Lτ˙ )τ˙ i +CLτ τ i−1 −Cdm
∗
dt
(3.25)
où τ i−1 représente le torseur cinématique à l'instant précédent et τ˙ i l'accélération
moyenne de la cible entre les instants successifs ti−1 et ti.
Ainsi, l'accélération peut s'écrire comme suit :
τ˙ i =
(
Tc C(Lτ +
1
Tc
Lτ˙ )
)−1(
−λe−CLτ τ i−1 +Cdm
∗
dt
)
(3.26)
en posant C = L̂τ τ˙
+
on obtient à partir de (3.26) l'expression de l'accélération permettant
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d'estimer la vitesse :
τ˙ i =
1
Tc
(
−λL̂τ τ˙
+
(m̂−m∗)− L̂τ τ˙
+
(
L̂τ τ i−1 − dm
∗
dt
))
(3.27)
Notons que l'accélération s'exprime également en fonction du torseur cinématique à
l'instant précédent. Cette propriété ne témoigne pas d'une intégration mais d'une déri-
vation numérique. En eet, le terme L̂τ τ i−1 − m˙ représente la diérence entre la vitesse
calculée et la vitesse désirée dans l'image. La matrice d'interaction L̂τ˙ τ
+
permet ensuite de
compenser cette erreur. Le terme L̂τ τ˙
+dm∗
dt
dans (3.27) peut ainsi être considérée comme
une anticipation sur l'accélération.
Dans l'asservissement visuel classique, le torseur cinématique calculé représente une
correction de la pose courante du robot. Si le processus est stable, l'intégration de la
vitesse calculée permet de converger vers la pose désirée. Dans la méthode proposée, la
commande virtuelle fournit deux vecteurs correspondant à la correction de la pose et de
la vitesse relative entre le robot et la cible. De la même manière, si le processus converge,
l'intégration du torseur cinématique permet de converger vers la pose courante. De plus,
l'intégrale de l'accélération permet de converger vers la vitesse courante.
L'estimation de la pose est obtenue par intégration du torseur cinématique calculé dans
l'équation (3.4) où la position et l'orientation sont actualisées respectivement à partir du
vecteur vitesse de translation et du vecteur vitesse de rotation ([PC05]) :
cto(i) =
cto(i− 1) + vτ Tc (3.28)
cRo(i) = e
[ωτ Tc]×cRo(i− 1) (3.29)
où vτ et ωτ sont les composantes en translation et en rotation du torseur (τ =
[vT
τ
, ωTτ ]
T ).
De la même manière, la mise à jour de la vitesse est obtenue par intégration de l'ac-
célération :
vτ (i) = Tc v˙τ˙ + vτ (i− 1) (3.30)
ωτ (i) = e
[ω˙
τ˙
Tc]×ωτ (i− 1) (3.31)
où v˙τ˙ et ω˙τ˙ désignent respectivement les accélérations en translation et en rotation
obtenus à partir de l'accélération τ˙ .
Le schéma d'asservissement visuel virtuel est représenté sur la gure 3.5.
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Figure 3.5  Asservissement visuel virtuel pour l'estimation de pose et de vitesse.
3.2.3.2 Version simpliée
Le schéma de commande présenté précédemment exploite l'ensemble des données
disponibles an de calculer la commande la plus "complète" possible. Cependant, il peut
être intéressant de simplier cette commande soit pour augmenter la vitesse d'exécution
de la boucle de régulation en réduisant le nombre de calculs nécessaires soit pour réduire
la complexité qui aecte directement le degré de non linéarité de la loi de commande. La
seconde partie de l'équation (3.6), qui représente l'anticipation sur la consigne pour la
compensation des erreurs de suivi, peut être négligée. Ainsi, l'équation (3.6) devient :
e˙ = CL
[
τ
τ˙
]
(3.32)
avec L = [Lτ ,Lτ˙ ]
On posant C = L̂+ on obtient la commande virtuelle suivante :[
τ
τ˙
]
= −λL̂+(m̂−m∗) (3.33)
L'estimation de la pose et de la vitesse est alors obtenue par intégration du torseur
cinématique et de l'accélération comme dénis dans les équations (3.28), (3.29), (3.30) et
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Figure 3.6  Asservissement visuel virtuel simplié.
(3.31).
Notons que négliger la variation de la consigne induit une erreur de suivi sur la pose
et la vitesse. Cependant, ceci n'est pas critique car la commande est virtuelle. Il sut
alors d'exécuter la commande sur un nombre susant d'itérations pour assurer la conver-
gence. Pour une implémentation temps réel de cette commande virtuelle, il est cependant
intéressant e limiter au maximum le nombre d'itérations nécessaire à la convergence sans
devoir augmenter le gain de la commande λ (ce qui a pour eet d'amplier les bruit dans
la boucle de régulation). À cette n, la pose à l'instant i peut être prédite à partir de la
pose et de la vitesse à l'instant i − 1. L'estimation de la pose est initialisée non pas à la
dernière pose estimée mais à la pose prédite :
ˆcto(i) =
cto(i− 1) + vτˆTe (3.34)
ˆcRo(i) =
cRo(i− 1) e([ωτˆTe]×) (3.35)
vτˆ and ωτˆ étant respectivement les vitesses de translation et de rotation estimées τˆ o =
[v τˆ , ω τˆ ]
T.
Les positions des points prédits sont alors obtenues par simple projection à partir des
poses prédites ce qui permet d'assurer un meilleur tracking des primitives visuelles dans
l'image. Le schéma de commande résultant est donné par la gure 3.6.
3.2.4 Asservissement visuel combiné : Réel-Virtuel
L'implémentation de l'asservissement visuel par acquisition séquentielle requiert une
estimation de la pose et la vitesse de l'objet par rapport à la caméra. Dans certaines
applications de robotique manipulatrice, le modèle de l'objet par rapport auquel le robot
doit se positionner peut être connu. Dans ce cas de gure, il est plus intéressant d'utiliser
toutes les informations à disposition an d'améliorer le comportement de la commande.
Dans cet esprit, une commande hybride comportant une boucle de commande réelle ainsi
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Figure 3.7  Asservissement visuel combiné réel-virtuel par acqsuisition non séquentielle.
qu'une boucle de commande virtuelle peut être mise en place. La boucle virtuelle permet
d'estimer la pose et la vitesse relatives entre la cible et la caméra nécessaires au calcul de
la matrice d'interaction alors que la boucle d'asservissement réel permet, quant à elle, de
réguler le signal dans l'image. Le schéma de commande illustrant cette conguration est
présenté en gure 3.7.
Dans ce schéma de commande, le bloc "Commande" représente une des lois de com-
mande présentées au 3.2.2 et le bloc "Cmd Virtuelle" représente l'une des commandes
virtuelles présentées en 3.2.3. On peut noter que les erreurs d'estimation de pose et de
vitesse pouvant résulter d'éventuelles erreurs sur les paramètres de la caméra ou sur le
modèle de l'objet aectent de façon plus conséquente la boucle virtuelle (en raison des
erreurs éventuelles sur le modèle de projection) que la boucle de commande. Cependant,
l'estimation n'est utilisée que pour le calcul des matrices d'interactions. Par conséquent,
le bruit de mesure pouvant aecter l'estimation de la matrice est bien moins nuisible pour
la commande que quand c'est le signal de régulation qui est aecté par ce bruit.
3.3 Calcul de la matrice d'interaction
Les deux matrices d'interactions Lτ et Lτ˙ , qui lient respectivement le mouvement des
primitives dans l'image aux vitesses et accélérations du robot, jouent un rôle primordial
dans la construction des lois de commande présentées dans ce chapitre. Leurs expres-
sions peuvent être obtenues comme dans le cas classique [ECR92] à partir de la dérivée
temporelle du modèle de projection (2.5). Le calcul de cette matrice est réalisé en deux
étapes : tout d'abord la vitesse des points dans l'espace est exprimée en fonction de la
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pose et de la vitesse de l'objet, ce qui correspond à la matrice d'interaction 3D, ensuite,
la matrice d'interaction 2D est déduite de cette dernière en exploitant la relation entre la
vitesse des points 3D et celle des points dans l'image.
La matrice d'interaction s'obtient de façon triviale à partir de la jacobienne de la
fonction de projection présenté dans 2.3.1.
Ainsi, nous pouvons écrire :
dcPi
dt
=
∂cPi
∂x
dx
dt
(3.36)
x =

cto
θu
cvo
cωo
 (3.37)
La dérivée du vecteur x par rapport au temps peut être dénie de façon triviale :
dx
dt
=

dcto
dt
dθu
dt
dcvo
dt
dcωo
dt
 =

cvo
Lωω
cv˙o
cω˙o
 =

I 0 0 0
0 Lω 0 0
0 0 I 0
0 0 0 I

[
τ
τ˙
]
(3.38)
A partir de cette relation et de l'expression de la jacobienne du point 2D (2.59), la
dérivée temporelle du modèle de projection est donnée par :
dcPi
dt
=
[
I ,−cδRi [cRooPi]× L−1ω ,∆ti I , −∆ti [cδRicRocPi]× L−1ω˙
]
(3.39)
I 0 0 0
0 Lω 0 0
0 0 I 0
0 0 0 I

[
τ
τ˙
]
=
[
I , −cδRi [cRooPi]× , ∆ti I , −∆ti [cδRicRocPi]× L−1ω˙
]
(3.40)[
τ
τ˙
]
(3.41)
On en déduit directement l'expression de la matrice d'interaction liée à ce modèle de
projection :
LP =
[
I , −cδRi [cRooPi]× , ∆ti I , −∆ti [cδRicRocPi]× L−1ω˙
]
(3.42)
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On peut aussi distinguer les matrices d'interactions relatives à la vitesse et à l'accéléra-
tion :
LP = [LPτ , LPτ˙ ] (3.43)
avec
LPτ =
[
I , −cδRi [cRooPi]×
]
(3.44)
LPτ˙ =
[
∆ti I , −∆ti [cδRicRocPi]× L−1ω˙
]
(3.45)
3.3.1 Matrice d'interaction du point 2D
La matrice d'interaction 2D dénit ainsi la relation entre le mouvement du point
2D dans l'image et le mouvement de l'objet décrit pas son torseur cinématique et son
accélération :
dmi(t)
dt
= Lmi
[
c
τ o
c
τ˙ o
]
(3.46)
Cette matrice peut facilement être déduite de la matrice d'interaction 3D comme suit :
dmi(t)
dt
=
∂mi(t)
∂cPi(t)
dcPi(t)
dt
=
∂mi(t)
∂cPi(t)
LPi
[
c
τ o
c
τ˙ o
]
(3.47)
où
∂mi(t)
∂cPi(t)
est la matrice bien connue liant le mouvement du point 3D et celui du point
2D donnée par (1.26).
Par identication terme à terme entre les équations (3.47) et (3.46), la matrice d'in-
teraction 2D s'écrit sous la forme :
Lmi =
∂mi(t)
∂cPi(t)
LPi
=

1
zi
0 −xi
z2i
0
1
zi
− yi
z2i
 LPi (3.48)
3.3.2 Calcul de la matrice d'interaction complète
La matrice d'interaction complète relative aux n points de l'image est obtenue par
concaténation verticale des matrices pour chaque point dans l'image. On obtient ainsi
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une matrice de dimension 2n× 12 :
Lm =

Lm1
Lm2
...
Lmn
 (3.49)
En pratique, les variables de pose et de vitesse nécessaires au calcul de cette matrice sont
estimées à l'itération précédente :
L̂m(ti) = L (rˆ(ti−1), τˆ o(ti−1)) (3.50)
Nous avons pu établir ci-dessus l'expression exacte de la matrice d'interaction en fonc-
tion de la pose, de la vitesse et du modèle 3D de l'objet. Notons que cette matrice re-
specte complètement la rigidité de l'objet car elle tient compte de la nature non linéaire
de l'espace cartésien dans l'intégration du mouvement. En eet, on peut noter à partir de
l'équation (3.45) que le calcul de la rotation de l'objet dépend de l'exponentielle matricielle
qui est une fonction non linéaire du temps. Étant donné que les points dans l'image ne
sont pas acquis au même moment, la construction de cette matrice requiert l'évaluation
de cette fonction pour chaque point ce qui peut poser des problèmes de temps de calcul
par rapport à fréquence d'acquisition. Dans les applications temps réel, il n'est pas exclu
de faire un compromis entre coût calculatoire et degré de précision. Par exemple, an
d'éviter l'inversion de la matrice d'interaction à chaque itération dans les applications
d'asservissement visuel, une solution consiste à choisir la matrice de combinaison comme
étant l'inverse de la matrice d'interaction à la conguration désirée (C = L∗+) [ECR92]
ou comme étant la transposée de la matrice d'interaction. En vision rapide, en particulier,
le temps de calcul est un critère important. Pour des implémentations dans des unités
de traitements où la puissance de calcul est limitée tels que les PC, il est intéressant de
disposer d'une estimation rapide de la matrice d'interaction sans pour autant aecter de
façon signicative la vitesse de convergence du processus.
3.4 Estimation approchée de la matrice d'interaction
L'approximation de la matrice d'interaction peut s'eectuer de deux manières. La pre-
mière consiste à approximer la matrice complète élément par élément à partir de son ex-
pression exacte. Cependant, dans cette approche, la précision de l'approximation n'est pas
la même pour chaque élément ce qui fait perdre à la matrice résultante son homogénéité.
La deuxième méthode consiste à approximer la fonction à partir de laquelle la matrice est
dérivée (c.-à-d. le modèle de projection) plutôt que la matrice elle même. Intuitivement, si
l'on suppose que le modèle de mouvement simplié est proche du modèle réel alors leurs
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Figure 3.8  Intégration des mouvements des points dans l'espace 3D
matrices respectives doivent l'être aussi. De plus, contrairement à la première méthode,
la cohérence entre les éléments est préservée.
3.4.1 Approximation du modèle de mouvement
Soit Fo(t) le repère lié à un objet en mouvement avec une vitesse de translation cvo et
une vitesse de rotation cωo par rapport à la camera (Fig. 3.8), et soit Pi(t) et Pj(t) deux
points de cet objet. Notons que la vitesse relative de l'objet par rapport à la caméra peut
être causée soit par le mouvement de l'objet soit par le mouvement de la caméra. Dans
la suite, nous considèrerons que le mouvement est dû au déplacement de l'objet pour les
mêmes raisons 4 que celles déjà évoquées en 2.2.3.3.
Le développement au premier ordre de l'équation du mouvement du point sur un
intervalle de temps ∆tk correspond à une hypothèse de vitesse constante du point dans
l'espace sur cette même période. La position et la vitesse d'un point Pi(t) appartenant à
l'objet peut donc être approximée par :
cP˜i(ti) =
cPi(t0) + ∆ti
cP˙i(t0) (3.51)
c ˜˙Pi =
cP˙i(t0) + ∆ti
cP¨i(t0) (3.52)
4. La conguration caméra déportée est la plus probable du fait des fortes accélérations subies par
l'outil nal qui peuvent endommager les systèmes électroniques et optiques du capteur.
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La vitesse et l'accélération du point 3D peuvent s'écrire sous la forme suivante :
cP˙i(t) =
cvo +
cωo × cOPi (3.53)
cP¨i(t) = ˙cvo + 2
cωo × cvo + cω˙o × cOPi
+ cωo × (cωo × cOPi) (3.54)
où cOPi est le vecteur oPi représenté dans le repère de la caméra :
cOPi =
cRo(ti)
oPi (3.55)
Bien que ce modèle de mouvement soit simple (ce qui doit permettre une implémentation
temps réel dans un système de vision rapide), il a l'inconvénient de ne pas respecter
la contrainte de rigidité de l'objet. En eet, le déplacement d'un ensemble de points est
considéré comme rigide si les distances entre ces points restent xes dans le temps quelque
soit la base orthonormée dans laquelle les vecteurs sont écrits :
∀Pi(t) ∈ S, ∀Pj(t) ∈ S, ∀t, ‖
−−−−−−−→
Pi(t)Pj(t)‖ = Cte (3.56)
Or, comme nous pouvons le voir dans la gure 3.8, ce modèle de mouvement ne respecte
pas cette contrainte ce qui induit des erreurs sur le calcul de la position des points 3D
et 2D. En eet, l'intégration du mouvement des points Pi(t0) et Pj(t0) entre les instants
t0 et tk conduit respectivement aux points Pi(tk) et Pj(tk) dans le cas d'un modèle de
mouvement rigide (déplacement du repère de l'objet) et aux points Pˆi(tk) et Pˆj(tk) dans
le cas de l'approximation du premier ordre de mouvement (vitesses constantes des points
dans l'espace cartésien). Le mouvement n'est rigide que si la distance entre les deux points
est conservée. Or, cette condition n'est vérifée que si les deux points en question ont la
même vitesse instantanée. Ce qui signie, comme le montre l'équation (3.53) que la vitesse
de rotation est nulle.
Notons cependant que le problème de rigidité ne se pose que dans le cas dynamique
et non dans le cas statique. En réalité, une réexion similaire peut être menée dans le
contexte de l'asservissement visuel classique où la relation entre la vitesse des points et le
torseur cinématique dénie par la matrice n'est vériée qu'à un instant donné, alors que
la vitesse est appliquée durant toute la période d'échantillonnage. Cette diculté liée à
une linéarisation locale de la fonction de projection peut donc s'interpréter comme un non
respect de la rigidité de l'objet. En eet, l'application des vitesses instantanées des points
durant la période d'échantillonnage conduit, théoriquement, à une déformation de l'objet.
Par conséquent, l'utilisation de la matrice d'interaction approximée ne pose pas plus de
problèmes au regard de la contrainte de rigidité que la matrice d'interaction classique.
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En outre, ce modèle de mouvement, utilisé uniquement an de réaliser une estimation
rapide de la matrice d'interaction, engendre des erreurs du second ordre qui modient de
façon souvent insigniantes les directions de convergence.
3.4.2 Approximation de la matrice d'interaction
Les équations (3.53) et (3.54) peuvent s'écrire sous forme matricielle en fonction du
torseur cinématique et de l'accélération de l'objet (cτ o and cτ˙ o) exprimés dans le repère
caméra :
cP˙i(t) = L3di
c
τ o (3.57)
cP¨i(t) = [HPi , L3di ]
[
c
τ o
c
τ˙ o
]
(3.58)
où L3di est la matrice d'interaction classique du point 3D :
L3di =
[−I , [cOPi]×]
et HPi représente l'accélération du point 3D en fonction de la vitesse de l'objet :
HPi =
[
2 [cωo]× ,
[
[cOPi(t)]×
cωo
]
×
]
En substituant (3.57) et (3.58) dans (3.52), la vitesse du point 3D peut s'écrire en
fonction du torseur cinématique et de l'accélération de l'objet :
ˆ˙
Pi(t+∆ti) = LPˆi
[
c
τ o
c
τ˙ o
]
(3.59)
où L
Pˆi
est la matrice d'interaction 3D donnée par :
L
Pˆi
= − [L3di +∆tiHPi ,∆tiL3di ] (3.60)
Comme espéré, cette dernière expression est bien plus simple que celle obtenue avec
le modèle de mouvement exact donné par (3.44) et (3.45).
Pour compléter le calcul comme dans (3.48), la matrice d'interaction 2D est obtenue
par :
Lm̂i =

1
zi
0 −xi
z2i
0
1
zi
− yi
z2i
LPˆi (3.61)
Enn, la matrice d'interaction complète d'un ensemble de points est obtenue par concaté-
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nation verticale de chaque matrice d'interaction relative à la primitive qui lui correspond :
Lm̂ =

Lm̂1
Lm̂2
...
Lm̂n
 (3.62)
Nous pouvons remarquer que, contrairement à la matrice exacte, l'expression de la
matrice approchée ne dépend pas explicitement du modèle 3D de l'objet, ce qui laisse à
penser qu'elle est mieux adaptée dans les applications où le modèle 3D de la cible n'est pas
bien connu. Par ailleurs, le fait que les deux matrices dépendent de la vitesse ne pose pas
de problème majeur car une estimation de la vitesse est disponible aussi bien en mesure
(vitesse estimée) qu'en commande (vitesse de commande).
3.5 Conclusion
Nous avons abordé dans ce chapitre le problème de la synthèse de lois de commande
à partir de primitives visuelles acquises à des instants diérents. Ainsi, à partir de la
fonction de tâche qui présente la particularité de dépendre de la pose et de la vitesse
entre la caméra et la cible, diérents schémas de commande présentant des propriétés
diérentes ont été proposés. En eet, nous avons vu que le calcul du torseur cinématique
qui permet d'eectuer le suivi de trajectoires rapides dans l'image pouvait se calculer
soit à partir de la matrice d'interaction liant le mouvement des primitives aux vitesses du
robot, soit à travers l'intégrale de l'accélération calculé directement à partir des erreurs de
projections dans l'image, soit en combinant les deux approches précédentes. De plus, nous
avons vu que le formalisme développé pouvait aussi être utilisé pour l'estimation de pose
et de vitesse. Enn, la matrice d'interaction correspondant au point a été présentée et
une méthode d'approximation rapide de cette matrice permettant d'augmenter la vitesse
de calcul sans aecter la stabilité ou la précision de la commande a été proposée.
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Chapitre 4
Commande dynamique par vision
rapide
4.1 Introduction
Dans le chapitre précédent, nous nous sommes intéressés à la commande cinématique
des robots par vision rapide. Comme nous avons pu le voir, les lois de commande proposées
peuvent être exploitées aussi bien pour la commande que pour l'estimation d'état (pose et
vitesse de la plate-forme). La commande cinématique présente cependant certaines limi-
tations en termes de performances. En eet, les commandes cinématiques ont le défaut
de négliger les eets de la dynamique du robot. Ces eorts représentent une perturba-
tion dans la boucle de commande. Pour les robots à faible inertie et à faible vitesse, ces
perturbations sont généralement faibles, donc assez bien rejetées par la boucle de régu-
lation bas niveau. Cependant, ces eorts sont d'autant plus importants que la vitesse
de déplacement du robot ou son inertie sont élevées. Dans ce cas, il devient nécessaire de
compenser ces perturbations an d'obtenir de meilleures performances.
Dans la perspective d'améliorer les performances de la commande par vision pour
des robots rapides, ce chapitre se propose d'étendre l'application de la vision rapide en
général, dont l'acquisition par fenêtres d'intérêt en particulier, à la commande dynamique
en couple des robots par vision. De plus, nous avons vu en 1.5 que la mesure par vision est,
d'un point de vue conceptuel, mieux appropriée à la commande des robots parallèles que
la mesure articulaire. La diculté est alors d'eectuer la mesure dans l'espace cartésien.
Aussi, nous allons voir dans ce chapitre que la vision rapide par acquisition séquentielle
de fenêtres d'intérêt est une approche intéressante à la commande dynamique des robots
parce qu'elle permet aussi bien d'augmenter la fréquence d'acquisition que d'estimer la
pose et la vitesse. Ainsi, deux types de commandes seront proposés :
 Dans le premier type (commande 3D), le vecteur de commande, qui représente le
couples envoyés aux actionneurs, est calculé à partir des trajectoires cartésiennes
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désirées de la plate-forme et des pose et vitesse de cette dernière estimées par les
algorithmes proposés dans les chapitres précédents.
 Le second type de commande permet d'obtenir une décroissance du second ordre de
la fonction de tâche à partir d'une régulation dans l'image.
Dans ce qui suit, nous allons tout d'abord nous intéresser à la synthèse de commandes
dynamiques 3D à partir de l'acquisition séquentielle de fenêtres d'intérêt. Une analyse de
la stabilité des schémas de commande proposés en fonction des gains du correcteur et
des facteurs d'amortissement de l'estimateur nous permettra, d'une part, de démontrer la
stabilité en boucle fermée du schéma de commande et, d'autre part, de fournir les outils
adéquats pour eectuer les diérents réglages de la commande. Ensuite, nous verrons
comment on peut utiliser le vecteur de commande dans l'estimation de mouvement en vue
d'améliorer le comportement de la commande. Enn, une commande en couple calculé
par vision rapide référencée image sera présentée et comparée à la commande 3D.
4.2 Utilisation de l'estimation de pose et de vitesse par
vision rapide pour la commande dynamique
Notons que le critère évoqué en 1.5 qui impose une vitesse d'acquisition élevée
peut théoriquement être satisfait grâce au mode d'acquisition par fenêtres d'intérêt. Par
ailleurs, les trois méthodes d'estimation de pose et de vitesse présentées précédemment (la
minimisation des moindres carrés, l'asservissement visuel virtuel ainsi que le ltrage de
Kalman étendu) respectent toutes la contrainte qui préconise que l'estimation de vitesse
soit obtenue autrement que par dérivation numérique an d'obtenir une mesure correcte
de la vitesse. En eet, dans l'estimation de la pose et de la vitesse par minimisation
des moindres carrés (2.3, page 61) et par asservissement visuel virtuel (3.2.3, page 88),
partageant fondamentalement le même principe de minimisation de fonction de coût, la
vitesse est obtenue respectivement par intégration de l'erreur de vitesse et d'accélération.
Dans l'estimation par le ltrage de Kalman étendu, les paramètres de vitesse font partie
du vecteur d'état et sont donc mis à jour à partir du modèle d'évolution et des nouvelles
mesures. Une solution directe pour construire une commande en couple calculé par vision
rapide est de substituer la mesure de la conguration cartésienne de la pose et la vitesse
de la plate-forme par l'une des méthodes proposées d'estimation par vision dans le schéma
de commande (Fig. 1.11, page 44). Cette méthode conduit au schéma de commande de la
gure (4.1).
Il reste cependant à satisfaire le critère fondamental du point de vue de l'automatique
non linéaire : garantir un temps de latence minimal sur la reconstruction de pose et de
vitesse par vision.
En eet, l'estimation de la pose et de la vitesse peut être aectée par un retard avec
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Figure 4.1  Commande en couple calculé par vision rapide.
deux origines principales. La première est le temps d'acquisition des images, de transmis-
sion des données et de traitement. Cependant, la vitesse de calcul des microprocesseurs
actuels associées à l'acquisition séquentielle de fenêtres d'intérêt, permet une réduction
signicative de ce temps. La seconde source de retard est inhérente aux méthodes d'esti-
mation du fait de leur temps de convergence. En eet, les méthodes d'estimation par min-
imisation non linéaire (tel que l'asservissement visuel virtuel) requièrent souvent plusieurs
itérations pour converger vers la solution désirée. Or, faute de temps, il est possible que
l'implémentation temps réel de ce type d'algorithmes ne puisse eectuer le nombre d'itéra-
tions nécessaires pour atteindre la précision souhaitée, ce qui se traduit par une erreur de
suivi des paramètres. En eet, la vitesse de calcul dépend principalement du système sur
lequel l'algorithme est implémenté. Ainsi, dans une implémentation sur un système temps
réel dédié, souhaitable pour des commandes dynamiques, la puissance de calcul d'un sys-
tème correctement dimensionné permet d'eectuer un nombre important d'itérations an
d'assurer la convergence de l'algorithme. Cependant, dans une implémentation sur un
système du type PC la puissance de calcul est assez limitée. Dans ce cas, l'estimation
peut en eet ne pas converger assez rapidement.
De la même manière que pour l'estimation par asservissement visuel virtuel, l'algo-
rithme de Kalman étendu peut aussi induire des eets de retard sur l'estimation. En eet,
l'algorithme de Kalman étendu est en réalité un ltre qui, comme la plupart des ltres,
introduit un déphasage. Par ailleurs, la solution calculée, est une moyenne entre la pré-
diction, calculée sur la base du modèle d'évolution, et la nouvelle mesure pondérée par
les matrices de covariances qui traduisent le poids (degré de conance) des deux estima-
tions. Ainsi, un modèle d'évolution comportant un bruit de moyenne non nulle se traduit
par le calcul d'une solution non optimale dont la moyenne de l'erreur d'estimation n'est
pas nulle. Ceca a pour conséquence d'introduire du retard ou de l'avance sur la solution.
Une première conclusion de cette discussion est que, indépendamment de l'architecture
déployée, l'eet de retard sur l'estimation est un problème réel du point de vue pratique
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et important du point de vue de l'automatique. Celui-ci nécessite donc une attention par-
ticulière dans la synthèse de commande. C'est pourquoi il est nécessaire de faire une étude
de la stabilité de la commande dynamique face aux erreurs de suivi des paramètres de
pose et de vitesse et au temps de latence.
4.3 Étude de la stabilité de la commande dynamique
face aux retards sur l'estimation
Si les commandes dynamiques sont plus performantes que les commandes cinéma-
tiques, elles ont en contrepartie l'inconvénient d'être bien plus sensibles au temps de
latence. En réalité, la stabilité des commandes dynamiques par vision a déjà fait l'objet
d'une étude [CG93, CG96]. Cependant, cette étude ne fait intervenir que le temps de
latence dû au temps d'acquisition et de traitement car le système considéré ne possédait
que deux degrés de liberté (rotation en pan-tilt), la tête portant la caméra étant asservie
dans l'image à partir d'un seul point. Notons que pour calculer la fonction de transfert
qui permet d'analyser les performances et d'étudier la stabilité à partir de la position des
pôles, l'auteur eectue une approximation du premier ordre de la fonction de transfert.
De plus, dans cette étude, la vitesse a été obtenue par dérivation de la conguration es-
timée du robot. Ainsi, comme la vitesse n'est pas ltrée, les latences se répercutent de
façon similaire sur la pose et la vitesse ce qui permet de garder une certaine cohérence
temporelle entre ces deux mesures (avec l'inconvénient d'amplier le bruit de mesure et
de le propager sur la vitesse). Or, dans les méthodes d'estimation basées sur l'acquisition
séquentielle de fenêtres d'intérêt, les estimations de la pose et la vitesse ne convergent
pas de la même manière. Ainsi, la pose et la vitesse estimées peuvent avoir des retards
diérents à la même itération, ce qui peut être nuisible pour la commande. C'est pourquoi
nous nous proposons d'étudier la stabilité du système dynamique face à des déphasages
diérents pour la pose et la vitesse qui seront représentés par des fonctions de transfert
bien distinctes (Fig. 4.2).
Notons que notre objectif n'est pas de faire une étude complète de la stabilité et de
la robustesse de la commande. Il s'agit de donner un aperçu du domaine de stabilité en
fonction des diérents gains. Cela nous permettra d'une part, de démontrer la stabilité
de la commande et d'autre part, de fournir des éléments pour orienter le choix des gains
de la commande.
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Figure 4.2  Commande dynamique équivalente
4.3.1 Modélisation des diérents éléments de la commande
4.3.1.1 Modélisation de la boucle de commande
Avant d'étudier la stabilité, il faut d'abord établir le modèle des diérents blocs qui con-
stituent le système, notamment : le robot lui-même, l'acquisition des données, le proces-
sus d'estimation et le correcteur. Si la modélisation des deux premiers éléments matériels
(robot et caméra) est imposée par leur modèle physique, les deux autres éléments sont
purement logiciels et ne dépendent ainsi que de la solution choisie tant pour l'estimation
que pour la régulation.
Pour l'étude de la stabilité du système, le robot à m degrés de liberté commandé en
couple sera représenté par m double intégrateur. Cette hypothèse signie que le système
est considéré comme étant localement linéarisé et découplé. Si la stabilité d'un tel système
est démontrée, les éventuelles erreurs de modélisation et les perturbations qui peuvent
exister en pratique peuvent être compensées par le correcteur en prenant soin de garder
une certaine marge de stabilité sur le réglage des gains. Ainsi, l'étude de la stabilité
de ce système, qui est de type MIMO (multi input-multi output), revient à étudier, de
manière indépendante, les diérentes grandeurs à réguler. Dans ce cas, il sut d'étudier la
stabilité dem systèmes SISO (single input-single output). Cependant, comme ces systèmes
partagent le même schéma de commande, alors l'analyse de stabilité d'un seul système
SISO est valable pour toutes les entrées-sorties.
4.3.1.2 Modèle du correcteur
Les deux correcteurs de base le plus souvent utilisés dans les commandes dynamiques
sont les correcteurs PD et PID. La régulation PD associée à une anticipation est théorique-
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ment le correcteur le plus simple dans dans le cas d'une commande en couple où le MDI
estimé est susamment précis particulièrement par rapport aux erreurs statiques. En
eet, les frottements secs liés au mouvement des moteurs, des réducteurs et des articu-
lations sont dicilement identiables. De plus, leur comportement peut évoluer au cours
du temps du fait de l'usure. En pratique, une action intégrale peut être ajoutée en vue de
réduire ces erreurs sans les compenser complètement du fait de la nature non linéaire des
frottement. Par ailleurs, l'action intégrale augmente l'ordre du système ce qui rend ce qui
rend sa commande plus délicate. Ainsi, le correcteur PID associe trois actions :
 Proportionnelle : pour la compensation des erreurs mesurées par la boucle de retour
 Dérivée : pour la compensation des erreurs dynamiques
 Intégrale : pour la compensation des erreurs statiques
An de rester générique il est préférable de traiter les deux choix de régulation. Néan-
moins, vu que le correcteur PD peut être considéré comme un sous système du correcteur
PID, il sut d'établir le modèle de ce dernier. Ensuite, la fonction de transfert du cor-
recteur PD peut être obtenue en annulant simplement l'action intégrale (gain intégral
nul).
La sortie du correcteur est constituée de la somme des trois actions mentionnées
précédemment pondérées respectivement par les gains Kp, KI et Kd. Les fonctions de
transfert en z respectives de ces actions sont :
Hp = Kp (4.1)
HI = KI
Tc
1− z−1 (4.2)
Hd = Kd
1− z−1
Tc
(4.3)
où HP , HI et Hd sont respectivement les fonctions de transfert en z des composantes pro-
portionnelle, intégrale et dérivée. Notons que ces composantes sont calculées séparément
car, comme la vitesse n'est pas obtenue par dérivation numérique, diérents blocs qui
représentent le processus d'estimation vont s'ajouter en amont des blocs proportionnels
et dérivés.
Par ailleurs, il faut noter que le dérivateur numérique amplie d'autant plus les bruits
de mesure que la période d'échantillonnage est faible, c'est pourquoi il est parfois associé à
un ltre passe-bas. Cependant, cette démarche n'est pas très utilisée en robotique car les
ltres numériques introduisent un déphasage qui peut perturber la commande au point
de la déstabiliser [Lon06]. L'action du ltre est dans ce cas plus néfaste que bénéque 1.
1. Il existe cependant une méthode qui consiste à construire un système multifréquences où la péri-
ode de mesure est réglée de façon à avoir une fréquence d'acquisition beaucoup plus importante que la
fréquence de commande. Le déphasage qui est introduit par le ltrage est alors important par rapport à
la fréquence d'acquisition mais faible par rapport à la fréquence de commande, ce qui permet de réduire
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Néanmoins, la mesure articulaire est souvent susamment précise pour se dispenser du
ltrage. En revanche, la mesure par vision peut être plus bruitée que la mesure articulaire.
L'utilisation d'un ltre sur la vitesse estimée peut alors s'avérer nécessaire.
En pratique, l'action intégrale peut aussi poser des problèmes quand l'erreur devient
trop importante (on parle dans ce cas de charge ou accumulation de l'erreur). Cela peut
perturber fortement la commande qui doit décharger l'erreur accumulée (intégrée). Pour
remédier à ce problème, la solution consiste soit à borner la valeur de l'erreur, soit à ajouter
un eet d'oubli en limitant le nombre d'échantillons sur lequel est calculée l'intégrale (les
n derniers échantillons). Une autre solution consiste à ne pas activer l'action intégrale
avant d'être assez relativement proche de la conguration nale.
4.3.1.3 Modélisation des processus d'acquisition et d'estimation
D'après le modèle d'acquisition de la caméra présenté au chapitre II, la caméra acquiert
les imagettes à une fréquence plus importante que la fréquence de la boucle d'estimation
(Fig. 2.6). Les images acquises sont ensuite exploitées par le processus d'estimation mais
pas de la même manière selon la méthode d'estimation utilisée. En eet, il faut rappeler
que dans l'estimation par ltrage de Kalman étendu, les données sont traitées à la volée.
La mise à jour de la pose est ainsi disponible après l'acquisition de chaque point. Par
conséquent, on peut considérer que la pose estimée est disponible immédiatement après
acquisition. Cependant, un déphasage peut être induit par une éventuelle erreur de suivi
des paramètres de pose et de vitesse due à l'algorithme lui même. Ce déphasage est
d'autant plus important que le modèle d'évolution ainsi que le modèle de projection 2
sont entachés d'erreurs. Cependant, comme le processus est stochastique dépendant des
matrices de covariance, il est relativement dicile de proposer un modèle réaliste de
la transformée en z de ce processus même en faisant l'hypothèse de linéarité locale de la
matrice d'observation C du ltre de Kalman (qui représente la Jacobienne J de la fonction
de projection par rapport à l'état). C'est pourquoi nous nous limiterons dans cette étude
au cas de l'estimation par des méthodes d'optimisation non linéaire.
Dans le cas de l'estimation par asservissement visuel virtuel, les données sont empilées
puis traitées (Fig. 2.7, page 68). Par ailleurs, l'avantage de l'acquisition séquentielle et
que les primitives sont acquis de façon progressive. Ainsi, à l'instant d'acquisition de la
dernière primitive, toutes les autres primitives ont déjà été envoyées et ,éventuellement,
ont été traitées. Cela réduit considérablement le temps de latence dû à l'acquisition et
au traitement. Par conséquent, comme le processus d'acquisition est normalement plus
rapide que le processus d'estimation, une implémentation parallèle de ces deux proces-
sus (acquisition et traitement) est assuré dans un délai d'une période contrairement à
l'eet du ltrage sur la boucle de commande.
2. Rappelons que dans l'estimation par ltrage de Kalman étendu, que le modèle de projection ne
dépend pas de la vitesse.
108 Commande dynamique par vision rapide
l'acquisition globale qui nécessite deux périodes.
La pose est ainsi estimée avec un retard pur d'un échantillon. De plus, l'estimation par
asservissement visuel virtuel induit à son tour, de la même manière que pour le ltre de
Kalman étendu, un déphasage entre l'état réel et l'état estimé. Cependant, contrairement
à l'estimation par ltrage de Kalman étendu, il est possible de calculer la transformée en z
du processus d'estimation avec l'hypothèse de linéarité locale, ce qui permettra d'étudier
la stabilité de commande dynamique en boucle fermée.
Pour calculer cette transformée, rappelons que l'équation récursive qui décrit l'évolu-
tion de l'état estimé (pose vitesse) est donnée par (voir 2.3) :
xˆk = xˆk−1 +∆xk−1 = xˆk−1 − λ J+ (m̂−m) (4.4)
où m̂ et m représentent respectivement la position des primitives dans l'image obtenue
par le modèle de projection à partir des paramètres de pose et de vitesse et les primitives
observées par la caméra vers lesquelles l'algorithme d'estimation doit converger.
Pour de faibles erreurs dans l'image, ce qui est le cas lors d'un suivi de trajectoire, on
peut écrire :
m̂−m = Ĵ(xˆ− x) (4.5)
où x représente la trajectoire réelle du robot 3.
Dans le cas où l'estimation de Ĵ est assez pricise et l'erreur (xˆk−1 − xk) reste faible,
alors, l'équation (4.4) peut ainsi être approximée par :
xˆk = xˆk−1 − λ Ĵ+ J(xˆk−1 − xk) = xk − λ (xˆk−1 − xk−1) (4.6)
Le nombre d'itérations de l'algorithme d'estimation peut cependant être supérieur à 1,
ce qui correspondrait à un système multifréquences dans lequel la fréquence de la boucle
d'estimation est p fois supérieure à la boucle de commande. Même si cet aspect rend le
système plus complexe, il est néanmoins possible de se ramener à un système classique.
En eet, il sut pour cela de calculer la fonction de transfert de la boucle d'estimation
pour un nombre donné d'itérations à partir de l'équation récurrente qui exprime la sortie
de l'estimateur en fonction de l'entrée et du nombre d'itérations.
La sortie de la boucle d'estimation à l'itération p de l'échantillon d'indice k est donnée
par :
xˆk = xˆk−1 − (1− (1− λ)p)(xˆk−1 − xk−1) (4.7)
3. En eet, rappelons que pour l'estimation par asservissement visuel virtuel, cette trajectoire
représente la conguration courante du robot vers laquelle l'algorithme doit converger et non la tra-
jectoire cartésienne désirée que le robot doit suivre.
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Comme le nombre d'itérations p est constant, on peut écrire :
λe = 1− (1− λ)p (4.8)
où λe peut être considéré comme le facteur d'amortissement pour un système équivalent
à une seule itération.
Il faut tout de même signaler qu'en pratique, le fait d'eectuer plusieurs itérations
avec un gain λ au lieu d'une seule avec le gain équivalent λe améliore la précision de la
linéarisation locale qui est d'autant plus exacte que l'erreur entre la solution courante et
désirée est faible. En d'autres termes, la linéarisation est plus précise sur le système où
l'estimation converge sur plusieurs itérations que pour le système à une itération avec un
gain équivalent. De plus, converger sur plusieurs itérations a un eet ltrant sur le bruit
de mesure en raison de l'intégration. Par ailleurs, on peut remarquer que la valeur du gain
équivalent (4.8) n'est bornée que si et seulement si 0 ≤ λ ≤ 2 au quel cas λe tend vers 1
et donc xˆk vers xk−1.
L'équation récurrente (4.7) nous permet nalement d'écrire la fonction de transfert en
z de la boucle d'estimation comme suit :
xˆ(z) = z−1xˆ(z)− z−1λe (xˆ(z)− x(z)) (4.9)
⇔ (z + λe − 1)xˆ(z) = λex(z) (4.10)
⇔ Fest = λe
z + λe − 1 (4.11)
4.3.1.4 Modélisation du robot + compensation de la dynamique
Rappelons que l'évolution de l'état d'un robot est obtenue par le modèle dynamique
qui s'écrit sous la forme d'un système d'équations non linéaires 4 du second ordre dont
l'expression générale est donnée dans le cas des robots parallèles par [PLA+08] :
r¨ = M−1
(
D
−T
(
Γ− C(r, r˙) +G(r) +
k∑
j=1
J
T
jpJ
−1
j Hj
))
(4.12)
Comme le modèle du robot est non linéaire, il n'est pas possible de calculer sa fonction
de transfert en z. Cependant, le rôle d'une commande en couple calculé est justement
de linéariser et de découpler le système en estimant les eorts qu ?exercent les diérents
éléments du robot (corps, moteurs, liaisons, etc.) sur les actionneurs an de les compenser.
4. Sauf pour certains robots particuliers qui présentent des propriétés de découplage cinématique où,
dans ce cas, les équations peuvent être linéaires.
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Ces eorts sont obtenus à de l'estimation du modèle dynamique (4.13) [KI07a] :
Γ = D̂T
(
M̂w + Ĉ(rˆ, ˆ˙r) + Ĝ(rˆ) +
k∑
j=1
Ĵ
T
jpĴ
−1
j Ĥj
)
(4.13)
où le symbole •ˆ signie que la valeur est estimée.
Notons que cette équation, représentant le modèle dynamique inverse, permet de cal-
culer de façon directe les couples articulaires découplant le système à partir de l'état
courant de la plate-forme et du vecteur.
Ainsi, l'accélération du robot (4.12) en réponse aux couple obtenu par (4.13) peut
s'écrire sous la forme suivante :
r¨ = w + η (4.14)
où η représente la perturbation appliquée à la commande lié aux erreurs d'estimation
des paramètres dynamiques du robot :
η =
(
M
−1
D
−T
D̂
T
Mˆ− I
)
w
+ M−1
(
D
−T
D̂
T
Ĉ(rˆ, ˆ˙r)− C(r, r˙)
+ D−T D̂T Ĝ(rˆ)−G(r)
+
k∑
j=1
(
Ĵ
T
jpĴ
−1
j Ĥj − JTjpJ−1j Hj
))
(4.15)
Par conséquent, le robot peut être modélisé comme étant un double intégrateur auquel
on ajoute une perturbation représentant les erreurs de modèle. Évidemment, cette per-
turbation est d'autant plus faible que les paramètres dynamiques du robot sont estimés
avec précision.
Si l'on considère que cette perturbation est négligeable devant le vecteur de commande
alors l'accélération de la plate-forme peut être considérée comme étant constante entre
deux échantillons successifs. Par ailleurs, la commande requiert une période pour le cal-
cul des couples à partir de la pose et de la vitesse estimée, ce qui se traduit par une
latence d'un échantillon sur le vecteur de commande. La fonction de transfert du robot
avec une compensation de la dynamique en considérant le retard est ainsi obtenu par la
multiplication d'un double intégrateur à un retard pur d'un échantillon :
Hrobot =
(
Tc
1− z−1
)2
z−1 =
T 2c z
(z − 1)2 (4.16)
En réalité, qu'il s'agisse d'un robot sériel ou parallèle, un robot dont la dynamique est
compensée peut être représenté par un double intégrateur. Cependant, comme cela a été
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Figure 4.3  Schéma de commande dynamique par vision avec une régulation PID
évoqué au début du chapitre, la mesure par vision est plus appropriée pour la commande
dynamique des robots parallèles que pour la commande des robots sériels.
Par ailleurs, le retard dû au temps de calcul inue sur le signal mais aussi sur la linéari-
sation du système. Mais on peut considérer que dans le cas d'une commande dynamique,
la période d'échantillonnage est susamment faible pour considérer que la linéarisation
locale est tout de même assurée. En eet, il a été démontré qu'il est possible d'actualiser
la dynamique à une fréquence bien plus faible que la période d'échantillonnage du signal
sans que cela nuise de façon notable aux performances de la commande [MR82].
4.3.2 Analyse de stabilité de la commande avec un correcteur
PID
Dans ce schéma de commande, l'estimation de la pose et de la vitesse est assurée par
une boucle d'optimisation non linéaire associée à une régulation PID. En combinant les
modèles établis précédemment, on obtient le schéma de commande représenté dans la
gure 4.3.
La fonction de transfert en boucle fermée du système est dans ce cas donnée par :
F3dPID =
(
Kd (z−1)
Tc z
+Kp +
KI Tc z
z−1
)
Tc
2
z (z − 1)−2(
1 +
(
Kd (z−1)λb
Tc z2(z−1+λb)
+
Kp λa
z(z−1+λa)
+ KI λa Tc(z−1+λa)(z−1)
)
Tc
2
z (z − 1)−2
) (4.17)
où λa et λb sont respectivement les facteurs d'amortissement équivalents de la boucle
d'estimation de la pose et de la vitesse.
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L'analyse de la stabilité du système consiste dans notre cas à étudier la position de
ses pôles (racines du dénominateur) en fonction des paramètres de la commande (λa, λb,
Kp, KI et Kd).
Après quelques calculs, on peut montrer que le dénominateur de la fonction de transfert
(4.17) peuvent respectivement s'écrire comme suit 5 :
D3dPID = z
6 + (λb − 5 + λa) z5 + (λbλa − 4λb + 10− 4λa) z4
+
(
KIλaTc
3 − 3λbλa +KpλaTc2 + 6λa + 6λb + TcKdλb − 10
)
z
3
+ (3λbλa + 5− 4λb − 3TcKdλb + TcKdλbλa − 4λa
+ KpλaTc
2
λb −KIλaTc3 − 2KpλaTc2 +KIλaTc3λb
)
z
2
+
(
λa + 3TcKdλb − 2TcKdλbλa − λbλa + λb − 1 +KpλaTc2 −KpλaTc2λb
)
z
+ TcKdλbλa − TcKdλb (4.18)
La condition nécessaire et susante pour que le système en boucle fermée soit stable est
que tous les pôles soient à l'intérieur du cercle unité. Étant donné que l'ordre du système
est de 6(> 4), la résolution par radicaux de cette équation en fonction des diérents
paramètres n'est pas possible [Gal46]. Néanmoins, il existe des méthodes permettant de
calculer numériquement les racines d'un polynôme quel que soit sont degré à travers les
valeurs propres de sa matrice compagnon.
Si la vérication de la stabilité d'un tel système est simple (par calcul numérique des
racines), il est assez dicile de faire une analyse détaillée et générique de sa stabilité
en fonction des diérents paramètres. En eet, d'une part l'absence d'une solution al-
gébrique au problème des racines ne permet pas une étude formelle sur la position de
ces derniers, et d'autre part, le nombre important des paramètres (cinq) rend dicile les
études numériques où géométriques de la stabilité. Néanmoins, il est possible d'analyser
le cas particulier, mais aussi le plus répandu, du réglage du PID dans une commande en
couple calculé.
En eet, les commandes PID sont généralement réglées de façon à obtenir un pôle
triple réel négatif ce qui correspond à la réponse la plus rapide sans dépassement. Pour
5. Les équations étant relativement complexes, l'expression du dénominateur a été obtenue en utilisant
un logiciel de calcul symbolique (Matlab + Symbolic Math).
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ce choix de réglage 6, la valeur des gains est donnée par [KD99] :
KI = ω
3
0 (4.19)
Kp = 3ω0
2 (4.20)
Kv = 3ω0 (4.21)
où ω0 est un réel correspondant à la position du pôle triple.
Ayant imposé les deux contraintes traduites par les trois équations précédentes, le
nombre de paramètres est réduit à trois (ω0, λa, λb). Il est ainsi possible de visualiser
géométriquement le volume à l'intérieur duquel la commande est stable dans l'espace des
paramètres. Pour cela il sut de calculer la surface qui correspond à la limite de stabilité.
Le principe de la méthode consiste à calculer le gain ω0 en fonction de λa et λb pour
lequel un des pôles du système a une norme unitaire. Cette surface est obtenue de façon
numérique en calculant les gains maximal et minimal pour chaque couple de paramètres
dénis dans un intervalle déterminé. Étant donné que le gain minimal obtenu correspond
à zéro sur tout l'intervalle, il sut donc de ne tracer que le gain maximal. On obtient
ainsi la gure 4.4. La commande est donc stable pour tout 0 < ω0 < ω0max.
Tout d'abord, nous constatons à partir de cette gure que le gain limite est très faible
ou nul pour des valeurs très petites ou très importantes des gains λa et λb. Cela s'explique
par le fait que des valeurs trop faibles introduisent un retard important sur l'estimation à
cause du temps de convergence important pour de faibles facteurs d'amortissement. Par
ailleurs, dès que ces derniers dépassent la valeur limite qui est 2, le gain passe directement
à zéro. En eet, les facteurs d'amortissement sont typiquement choisis inférieurs à 1.
Une valeur supérieure à l'unité conduit à un dépassement de la solution désirée, alors
qu'une valeur supérieur à 2 ne permet pas de converger comme nous avons pu le voir
en 4.3.1.3. Il est aussi intéressant de noter que si le gain limite de la commande décroît
progressivement quand les facteurs d'amortissement s'approchent de zéro, une valeur du
gain proche de la limite 2 permet de conserver un gain important du correcteur. Ceci
s'explique par le fait que le gain entre 1 et 2 n'introduit ni de retard ni d'avance puisque
la valeur estimée oscille autour de la solution ce qui à pour eet d'introduire du bruit
mais pas du déphasage. On peut en conclure que du point de vue de la stabilité, il vaut
mieux avoir un facteur d'amortissement important même s'il laisse passer du bruit que
d'avoir un facteur d'amortissement faible qui peut déstabiliser la commande.
Par ailleurs, on peut voir sur la même gure une arête droite correspondant à un gain
maximal. Cela signie que même si des facteurs d'amortissement plus faibles introduisent
6. Il serait éventuellement possible de faire la synthèse d'un correcteur qui permettrait d'améliorer le
comportement du système mais, compte tenu de la complexité relative de cette tâche pour ce type de
systèmes (système d'ordre 6), ce travail sortirait du cadre de ce chapitre. C'est pourquoi on se contentera
d'utiliser un correcteur classique.
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Figure 4.4  Limite de stabilité de la commande dynamique par vision avec régulation
PID en fonction des facteurs d'amortissement équivalents de la boucle d'estimation.
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un déphasage plus important, réduire ces facteurs peut améliorer la marge de gain. En
eet, il est plus important de garder un déphasage relatif acceptable entre la pose et la
vitesse que de retard minimal sur l'un des deux. Le rapport entre les deux gains correspond
à
λb
λa
= 5.25 ce qui signie que dans cette plage de variation le paramètre de vitesse
λb doit être supérieur au paramètre de pose λa. Le gain maximal, est atteint pour un
couple (λa, λb) = (0.25, 1.9). Il faut tout de même noter que ce réglage ne correspond pas
forcément à la meilleure performance dynamique du système mais celui qui permet d'avoir
le gain le plus important. Par ailleurs, le fait que la surface ne soit pas symétrique par
rapport au plan λa = λb et qu'elle soit décalée vers les λb positifs signie que la commande
a tendance à être plus sensible à des retards sur la vitesse qu'à des retards sur la pose.
4.3.3 Analyse de stabilité de la commande avec un correcteur PD
L'étude du domaine de stabilité de la commande proposée avec un correcteur propor-
tionnel dérivé (PD) se fait de la même manière que pour le correcteur PID en annulant
le gain intégral (KI = 0).
La fonction de transfert en boucle fermée pour la commande avec correcteur PD est
ainsi donnée par :
F3dPD =
(
Kd(z−1)
Tcz
+Kp
)
Tc
2z (z − 1)−2(
1 +
(
Kd(z−1)λb
Tcz2(z−1+λb)
+ Kpλa
z(z−1+λa)
)
Tc
2z (z − 1)−2
) (4.22)
Le dénominateur de cette fonction de transfert est donné par :
DPD = z
5 + (λa − 4 + λb) z4 + (−3λa + 6 + λbλa − 3λb) z3
+
(−4− 2λbλa + 3λb +KpλaTc2 + 3λa + TcKdλb) z2
+
(−2TcKdλb + TcKdλbλa − λa −KpλaTc2 + λbλa − λb +KpλaTc2λb + 1) z
+ TcKdλb − TcKdλbλa (4.23)
La surface délimitant les gains sur la gure 4.5 est calculée de la même manière que
pour la régulation PID. Ce que nous pouvons constater de particulier dans cette gure
par rapport à la précédente est que dans cette commande plus le facteur λb est important
(mais sans dépasser la valeur limite de 2) plus le gain maximal augmente, et ce, sur
tout le domaine de stabilité. Le rapport entre le retard introduit par l'estimation de la
pose et celui de l'estimation de la vitesse semble ainsi être moins important que pour
un correcteur PID. De plus, comme pour la commande précédente mais de façon plus
agrante, la commande est bien plus sensible au retard sur la vitesse (correspondant à un
facteur d'amortissement faible) qu'au retard sur la pose. On peut aussi noter que pour
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Figure 4.5  Limite de stabilité de la commande dynamique par vision avec régulation
PD en fonction des facteurs d'amortissement équivalents de la boucle d'estimation.
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λb < 5λa la valeur des gains à la limite de stabilité est sensiblement la même pour les
deux correcteurs.
4.3.3.1 Discussion sur le réglage des paramètres
Il y a plusieurs critères qui doivent être pris en compte lors du réglage des paramètres
du correcteur et de la boucle d'estimation. Côté estimation, comme il existe toujours
des erreurs plus ou moins importantes dans les paramètres du modèle de projection
(paramètres de la caméra, de la mire, etc.), l'estimation est toujours entachée d'erreurs.
La propagation de ces erreurs est d'autant plus importante que les facteurs d'amortisse-
ment sont élevés. Par ailleurs, il faut que les facteurs d'amortissements soient réglés de
façon à assurer une mesure avec un faible retard aussi bien sur la pose que sur la vitesse
an de ne pas compromettre la stabilité du système. Côté correcteur, il faut que les gains
soient, à la fois, assez élevés pour d'assurer la régulation et susamment bas pour ne pas
propager le bruit de mesure dans la commande et, bien entendu, ne pas dépasser le gain
maximal au delà duquel la commande devient instable.
La démarche proposée pour le réglage des gains consiste à ajuster tout d'abord les
facteurs d'amortissement de façon à obtenir une mesure avec un bruit acceptable pour
la commande. Après quoi, le réglage du gain de la commande peut être réalisé à l'aide
de la fonction de transfert en suivant les méthodes classiques. Les performances de la
commande sont ensuite analysées. Si des oscillations apparaissent, alors les gains de l'es-
timateur doivent être augmentés et les gains de la commande éventuellement baissés.
Cette opération ne devrait pas compromettre la stabilité du système. Néanmoins, si cette
opération engendre une commande trop bruitée alors les gains de la boucle de commande
doivent être baissés. Sinon, les facteurs d'amortissement de la boucle d'estimation doivent
être baissés et le calcul des gains de la commande renouvelé. Notons que, comme la vitesse
estimée est forcément plus bruitée que la pose, alors le paramètre λb devrait être plus faible
que λa. Or, dans ce cas, la limite de stabilité par rapport aux gains est quasiment la même
pour les deux correcteurs PID et PD. Ainsi, il n'y pas de préférence en termes de sta-
bilité entre les correcteurs PID et PD. Cependant, il peut y en avoir une en termes de
performance.
4.4 Exploitation du vecteur de commande dans l'esti-
mation d'état
Contrairement à une application de métrologie où l'on n'a pas forcément d'informa-
tions sur l'évolution du système autre que la mesure par vision, l'implémentation d'une
commande dynamique permet de fournir une information supplémentaire au processus
d'estimation (le vecteur de commande qui n'est autre que l'accélération appliquée). Cette
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Figure 4.6  Commande dynamique par vision exploitant l'accélération de commande.
information peut ainsi être exploitée par l'algorithme d'estimation pour tenir compte de
l'accélération dans le modèle de mouvement (2.2.3.4) et ainsi étendre le modèle de pro-
jection de l'hypothèse de vitesse constante (accélération négligée) à une hypothèse d'une
accélération constante (le temps d'une période d'échantillonnage), ce qui est plus réal-
iste dans une commande dynamique. Le schéma de commande se trouve alors légèrement
modié, comme représenté dans la gure 4.6.
Il est vrai que l'accélération de commande est souvent très bruitée. Faire l'hypothèse
que l'accélération est nulle revient nalement à commettre une erreur de 100% sur l'ac-
célération. De plus, cette erreur, qui se répercute directement sur les retards de la pose
et de la vitesse estimées, est d'autant plus importante que l'accélération est élevée. Par
ailleurs, on peut espérer que même pour un système dont les paramètres dynamiques
ont été grossièrement identiés, l'erreur absolue sur l'accélération prédite par le modèle
dynamique soit inférieure au cas où elle est négligée. Ainsi, on peut considérer que dans
ce cas, l'utilisation de l'accélération de commande comme entrée du système permet :
d'améliorer la précision du modèle de projection ; de réduire les erreurs et les retards
qui peuvent aecter la pose et la vitesse estimées et donc ; d'améliorer la stabilité de la
commande.
Cette approche est d'autant plus intéressante dans l'estimation d'état par ltrage de
Kalman étendue que le changement de modèle de mouvement ne modie presque pas la
méthode d'estimation. En eet, comme nous avons pu le voir dans la section 2.4 La matrice
de transition A, le modèle de projection (classique) ainsi que la matrice d'observation C
restent inchangés et ne sont donc pas plus complexes que pour un modèle d'évolution à
vitesse constante. D'autre part, comme l'accélération est considérée comme une entrée
et non comme une perturbation (via la matrice B), le modèle d'évolution doit être plus
précis et permette une meilleure estimation de l'état. Ainsi, comme pour l'estimation par
optimisation non linéaire, l'estimation de l'état devrait être moins aectée par des eets
de retard, et ainsi assurer une bonne stabilité de la commande. De plus, étant donné que
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la sortie est ltrée, l'état estimé et le vecteur de commande calculé devraient être moins
bruités.
4.5 Asservissement visuel dynamique des robots paral-
lèles par vision rapide
Le principal avantage de l'asservissement visuel référencé image est que, contraire-
ment aux approches basées sur une reconstruction dans l'espace cartésien, la régulation
du système se fait dans le même espace que la mesure (c.-à-d. l'espace image). Pour
cette raison, cette commande est souvent plus robuste face aux erreurs de modèle de
l'objet et de la caméra. Cependant, la plupart des lois de commande développées autour
de l'asservissement visuel 2D sont des commandes cinématiques obtenues à partir d'un
modèle de décroissance exponentielle de la fonction de tâche [ECR92, CH06, CH07]. Le
modèle d'évolution de cette dernière correspond à l'ordre du système asservi. En eet, un
robot commandé en vitesse peut être modélisé comme étant un simple intégrateur et donc
comme un système du premier ordre. Cependant, les équations régissant le système dans
une commande dynamique sont typiquement du second ordre. Comme la réponse d'un
système du premier ordre est plus lente que la réponse d'un système du second ordre en
régime critique pour la même vitesse maximale, est n'est pas intéressant du point de vue
des performances d'imposer une décroissance exponentielle du premier ordre au système
dynamique. Ainsi, l'approche classique devient dans ce cas inappropriée, ce qui nécessite
de développer une commande en imposant un autre type de décroissance de la fonction
de tâche.
Par ailleurs, dans une commande cinématique, on dénit une seule fonction de tâche
qui s'annule lorsque la conguration désirée est atteinte. Cependant, le fait qu'aucune
contrainte sur la vitesse ne soit explicitement formalisée se traduit par des erreurs de
suivi pour une consigne variable dans le temps 7. An de remédier à ce problème, nous
dénissons deux fonctions de tâches à 6 éléments chacune. La première a pour rôle de
contraindre la position désirée et la seconde de contraindre la vitesse désirée à partir des
mesures dans l'image. Notons cependant que cette approche dière sensiblement de celle
adoptée dans les méthodes d'estimation et dans la commande cinématique où l'on avait
choisi une seule fonction de tâche à 12 éléments. Cette approche diérente se justie par le
fait que contrairement aux méthodes précédentes, le type de réponse souhaité est d'ordre
deux.
Nous dénissons ainsi les deux fonctions de tâches comme suit :
7. An d'atténuer cet eet, une anticipation sur la vitesse est injectée dans la commande. Néanmoins, il
ne s'agit que d'une anticipation et non d'une régulation ce qui ne permet pas de compenser les éventuelles
erreurs
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e = C(m−m∗) (4.24)
e′ = C′(m−m∗) (4.25)
où C et C′ représentent les matrices de combinaisons.
Rappelons que l'objectif de la commande est de calculer, à partir des mesures dans
l'image, l'accélération qui permet d'assurer la convergence du système vers la conguration
désirée dénie par m∗. Ainsi, l'équation qui nous permet d'obtenir une décroissance du
second ordre de la fonction de tâche homogène à l'erreur de position est donnée par :
e¨+ λve˙+ λpe = 0 (4.26)
où λp et λv sont des matrices diagonales représentant les gains de la commande.
Nous n'utiliserons qu'une équation de contrainte car, comme nous allons le voir par la
suite, cette équation permettra de contraindre les deux fonctions de tâches e et e′ grâce
à un choix judicieux des matrices de combinaisons.
Dans une acquisition globale, la dérivée de la fonction de tâche est calculée à partir
des vitesses des primitives dans l'image, ce qui nécessite une dérivation numérique. Cela a
pour conséquence d ?amplier le bruit de mesure. La mesure par acquisition séquentielle
des primitives dans l'image contient, quant à elle, aussi bien l'information de pose que
l'information de vitesse 8. C'est cette propriété qui rend possible le calcul de l'erreur en
position (qui est homogène à une vitesse) et de l'erreur de vitesse (qui est homogène
à une accélération) entre les trajectoires réelles et désirées à partir des simples mesures
dans l'image (sans estimation des vitesses des primitives). Cette propriété peut ainsi être
exploitée dans le cadre de la commande dynamique des robots parallèles. En eet, étant
donné que la position des primitives dans l'image dépend aussi bien de la pose que de
la vitesse, il s'agit de choisir C et C′ de façon à ce que les deux fonctions de tâches ne
dépendent respectivement que de la pose et que de la vitesse. Ces conditions peuvent être
formalisées mathématiquement de la manière suivante :
∂e
∂ τ˙
= 0 (4.27)
∂e′
∂τ
= 0 (4.28)
8. Les primitives (en nombre susant) acquises de façon séquentielle contiennent autant d'informations
que de variables dans le modèle de projection. Ainsi, pour un modèle de projection à accélération constante
par exemple, une image reconstruite à partir de ce type de primitives contiendrait les informations de
position, de vitesse et d'accélération. Cependant, pour une acquisition haute fréquence, l'accélération
estimée serait sans doute bien plus bruitée que la pose et la vitesse.
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An de trouver les matrices de combinaisons qui permettent de satisfaire ces deux
conditions,exprimons tout d'abord les dérivées des fonctions de tâche à partir des vitesses
et des accélérations. On obtient ainsi :
e˙ = C(m˙− m˙∗) = CLτ (τ − τ ∗) +CLτ˙ (τ˙ − τ˙ ∗) (4.29)
e˙′ = C′(m˙− m˙∗) = C′Lτ (τ − τ ∗) +C′Lτ˙ (τ˙ − τ˙ ∗) (4.30)
où τ ∗ et τ˙ ∗ représentent respectivement le torseur cinématique et l'accélération cor-
respondant à la trajectoire de consigne.
Les équations (4.29) et (4.30) montrent que pour satisfaire les conditions (4.27) et
(4.28), il sut que :
CLτ˙ = 0 (4.31)
C′Lτ = 0 (4.32)
Par ailleurs, on peut améliorer encore le comportement du système en découplant
les éléments du torseur cinématique et de l'accélération en imposant les conditions sec-
ondaires :
CLτ = I (4.33)
C′Lτ˙ = I (4.34)
Les matrices C et C′ peuvent être obtenues en exploitant les propriétés de la pseudo-
inverse. Pour cela, décomposons la pseudo-inverse de la matrice d'interaction en deux sous
matrices :
L+
m
=
[
L+sup
L+inf
]
(4.35)
où L+sup et L
+
inf sont respectivement les sous matrices supérieure et inférieure de di-
mension 6× 2n de la pseudo-inverse de la matrice d'interaction.
Ainsi, pour Lm = [Lτ ,Lτ˙ ] nous avons :
L+sup Lτ = I (4.36)
L+inf Lτ = 0 (4.37)
L+sup Lτ˙ = 0 (4.38)
L+inf Lτ˙ = I (4.39)
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En dénissant C comme une estimation de la partie supérieure de la pseudo-inverse
de la matrice d'interaction :
C = L̂+sup (4.40)
l'équation (4.29) s'écrit :
e˙ = L̂+infLτ (τ − τ ∗) + L̂+infLτ˙ (τ˙ − τ˙ ∗) (4.41)
À partir des propriétés (4.36) et (4.38), et sous l'hypothèse que L̂+
m
Lm ≈ I l'équation
(4.41) devient :
e˙ = (τ − τ ∗) (4.42)
Ainsi, la dérivée de la fonction de tâche ne dépend que du torseur cinématique. Par
conséquent, la fonction de tâche est indépendante de l'accélération. De plus, la condition
secondaire (4.33) qui revient à découpler les éléments du torseur cinématique est bien
vériée.
La même démarche peut être appliquée à la seconde fonction de tâche. Ainsi, en posant
C′ = L̂+inf dans l'équation (4.30) la dérivée de la fonction de tâche e
′ s'écrit :
e˙′ = L̂+sup(m−m∗) = L̂+supLτ (τ − τ ∗) + L̂+supLτ˙ (τ˙ − τ˙ ∗) (4.43)
A partir des propriétés (4.37) et (4.39) la dérivée de la fonction de tâche e′ est donnée
par :
e˙′ = (τ˙ − τ˙ ∗) (4.44)
On peut ainsi déduire des équations (4.42) et (4.44) que la fonction de tâche estimée
e˙′ n'est autre que la dérivée de la fonction de tâche e est estimée par :
e˙ = e′ (4.45)
La dérivée seconde de la fonction de tâche e peut ainsi s'écrire en fonction de la dérivée
de e′ :
e¨ = e˙′ = L̂+inf (m˙− m˙∗) = τ˙ − L̂+infm˙∗ (4.46)
En substituant les équations (4.24), (4.25), (4.45) et (4.46) dans (4.26) on obtient la
loi de commande suivante :
τ˙ = L̂+infm˙
∗ + λvL̂
+
inf (m
∗ −m) + λpL̂+sup(m∗ −m) (4.47)
En regroupant les deux sous matrices L̂+inf et L̂
+
sup et en dénissant λ comme étant la
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Figure 4.7  Asservissement visuel 2D en couple calculé
concaténation horizontale des matrices de gains λ = [λp, λv], on obtient une expression
plus compacte de l'accélération de commande de l'asservissement visuel dynamique :
τ˙ = −λL̂+
m
(m−m∗) + L̂+infm˙∗ (4.48)
ce qui nous conduit au schéma de commande illustré par la gure 4.7.
Il faut noter que le choix de la matrice de gain conditionne l'évolution de la fonction
de tâche. Par ailleurs, comme on impose une décroissance du second ordre à la fonction
de tâche e et que e′ est sa dérivée, alors :
e→ 0⇒ e′ → 0 (4.49)
Comme le calcul de la matrice d'interaction dépend de la pose et de la vitesse de la
plate-forme du robot par rapport à la caméra, alors les algorithmes d'estimation de pose
et de vitesse présentés précédemment peuvent être utilisés pour le calcul de la matrice
d'interaction. Il faut aussi noter que les erreurs de mesure de la pose et de la vitesse n'ont
qu'un eet minime sur la précision et la stabilité du système étant donné qu'elles n'af-
fectent que la matrice d'interaction dont la précision n'est pas aussi critique que celle des
mesures sur lesquelles est basée la régulation du système (primitives visuelles pour cette
commande). Le schéma d'asservissement visuel en couple calculé incluant l'estimation de
pose et de vitesse est représenté sur la gure 4.8.
Rappelons que les deux schémas de commande proposés dans cette section reposent
sur l'hypothèse que l'estimation de la matrice d'interaction est susamment précise pour
considérer que L̂+
m
Lm ≈ I. En réalité cette hypothèse est tout à fait réaliste pour deux
raisons principales. La première est que les erreurs de pose et de vitesse sont normalement
faibles pour des tâches de suivi de trajectoire. Ainsi, l'actualisation à chaque itération
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Figure 4.8  Asservissement visuel 2D en couple calculé avec estimation de pose et de
vitesse
des matrices de combinaisons devrait assurer une bonne linéarisation de la commande
d'autant plus que la fréquence de commande est élevée. La seconde est que l'algorithme
d'estimation permet l'obtention d'une mesure précise de la pose et de la vitesse, et donc,
une bonne estimation de la matrice d'interaction.
4.6 Comparaison entre la commande dynamique 3D
et l'asservissement visuel dynamique 2D
L'un des avantages les plus intéressants de l'asservissement visuel dynamique 2D est
que le schéma de régulation n'est constitué que d'une seule boucle. En eet, la boucle
d'estimation de ce schéma de commande n'intervenant que dans l'estimation des matrices
d'interaction et du calcul de la dynamique contrairement à la commande dynamique 3D
où la régulation est assurée à partir de la valeur estimée. Cette propriété permet ainsi
d'éliminer les déphasages qui pourraient être introduits par le processus d'estimation
améliorant ainsi la stabilité du système. En contre partie, il n'existe pas d'eet ltrant
dans le calcul du vecteur de commande comme dans la commande 3D où le bruit est
pondéré par les facteurs d'amortissement et intégré dans la valeur estimée (l'intégrale
jouant le rôle de ltre). Par conséquent, le bruit de mesure risque d'être amplié par
les gains du correcteur et envoyé au robot. Néanmoins, comme la régulation se fait dans
l'image, on peut s'attendre à ce que le bruit aectant le signal de régulation soit plus
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Asservissement visuel 3D dy-
namique
Asservissement visuel 2D dy-
namique
Schéma de commande dynamique
classique (mesure cartésienne).
Schéma de commande inédit.
Génération simple de la trajec-
toire cartésienne désirée.
Génération plus dicile de la tra-
jectoire dans l'image.
Sensible erreurs de paramètres. Généralement robuste face aux
erreurs de paramètres.
Filtre le bruit. Ne ltre pas le bruit.
Introduit déphasage. N'introduit pas de déphasage.
Peut nécessiter plusieurs itéra-
tions (coût et vitesse calcul).
Commande calculée en une seule
itération.
Table 4.1  Comparaison entre l'asservissement visuel 3D dynamique et l'asservissement
visuel 2D dynamique.
faible.
4.7 Conclusion
Diérentes commandes en couple calculé basées vision ont été proposées dans ce
chapitre. Ces schémas de commande peuvent être classés en deux catégories principales en
fonction de leur espace de régulation : la commande dynamique par vision et l'asservisse-
ment visuel 2D dynamique. Les variantes de la commande 3D dépendent du choix de l'es-
timateur de pose et de vitesse de la plate-forme et du type de régulation. Nous avons ainsi
pu voir que les performances de cette commande dépendent principalement du déphasage
introduit par la boucle d'estimation de la pose et de la vitesse. En outre, nous avons con-
staté, grâce à l'étude de stabilité, que la commande est bien plus sensible au retard sur la
vitesse qu'au retard sur la pose. Ainsi, deux solutions ont été proposées an d'améliorer
la stabilité du système. La première consiste à réduire le déphasage introduit par le pro-
cessus d'estimation en jouant sur les gains où le nombre d'itérations. La seconde, quant à
elle, propose d'utiliser l'accélération de commande comme anticipation sur le mouvement
qui devient un mouvement à accélération constante plus réaliste pour une commande
dynamique. Dans ce cas, la qualité de l'anticipation dépend de la précision du modèle dy-
namique du robot. Contrairement à la commande 3D, la commande 2D n'introduit pas de
déphasage ce qui laisse présager de bonnes performances dynamiques et de larges marges
de gains. De plus, comme toutes les commandes référencées image, cette commande de-
vrait être plus robuste par rapport aux erreurs de modèle (caméra et modèle 3D de l'objet
observé).
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Chapitre 5
Résultats expérimentaux
Ce chapitre présente les résultats expérimentaux obtenus en estimation de pose et de
vitesse de mouvements rapides, en asservissement visuel virtuel ainsi qu'en commande
dynamique 2D et 3D d'un robot rapide.
5.1 Dispositif expérimental
Les lois de commande présentées dans ce chapitre ont été implémentées en C++ en
utilisant la librairie de calcul numérique NT2 [FS05] sur un PC Intel P4. L'acquisition
est assurée par la caméra Photon Focus MV-D1024-TrackCam qui permet d'eectuer
une acquisition séquentielle de fenêtres d'intérêt présentée en 2.2.1 sur laquelle est monté
un objectif d'une focale de 12mm. Les primitives observées sont des pastilles blanches
rééchissantes sur fond noir. Ce choix de primitives permet d'extraire les positions des
primitives par simple calcul de moment au premier ordre sur l'imagette seuillée, ce qui a
pour eet de réduire le temps d'extraction de la primitive tout en gardant une précision
correcte sur la détection.
Les estimations de la pose et de la vitesse par optimisation non linéaire ou par as-
servissement visuel virtuel sont basées sur la position de l'ensemble des points dans l'im-
age. Par conséquent, il n'est pas intéressant d'eectuer le calcul après l'acquisition de
chaque primitive car le coût calculatoire serait alors bien trop lourd par rapport à la
quantité d'information acquise. Pour que la fréquence d'acquisition des fenêtres d'intérêt
(qui peut être très élevée) ne soit pas bridée par l'estimation (qui requiert un certain
temps de calcul) et an que la quantité d'information acquise (nombre de points acquis)
soit susamment importante pour relancer le traitement, les processus d'acquisition et
de traitement ont été implémentés sur deux tâches diérentes (Fig. 2.7).
La tâche principale qui réalise l'acquisition des FI est synchronisée avec la carte de
commande du robot par une horloge qui délivre un signal d'une fréquence de 4kHz corre-
spondant à la fréquence d'acquisition des fenêtres d'intérêt (c.-à-d. la fréquence d'acqui-
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sition des points). L'ordre d'acquisition des points dans la mire est déterminé de façon
aléatoire. A chaque acquisition d'une fenêtre d'intérêt, de dimension 24×24 pixels, la po-
sition de la primitive dans l'image est stockée dans une mémoire tampon partagée entre
les deux tâches. Après un nombre d'acquisitions déterminé par l'utilisateur (10 dans notre
cas), la tâche de traitement est lancée (Fig. 5.2). Comme nous allons le voir, toutes les
expérimentations présentées requièrent une estimation de la pose et de la vitesse. Les po-
sitions des points à acquérir peuvent alors être prédites à partir de la pose et de la vitesse
estimées en utilisant le modèle de projection (2.5). Les fenêtres d'intérêt sont ensuite
centrées sur les positions prédites des primitives dans l'image.
Par ailleurs, après l'acquisition de chaque ensemble de primitives, la tâche d'acquisi-
tion vérie que l'estimation est bien terminée an de garantir la synchronisation entre les
deux tâches. Si la tâche d'estimation n'est pas terminée avant la n de l'acquisition des
points, l'expérimentation est interrompue. Comme l'acquisition est synchronisée sur une
horloge externe délivrée par un système temps-réel (carte dSpace DS1103), le fait que l'-
expérimentation se termine normalement conrme que la contrainte temps-réel est vériée
même si le traitement est implémenté sur un système qui n'est pas temps-réel (système
Windows XP). Ainsi, pour un traitement lancé toutes les 10 acquisitions, la fréquence de
répétition de la tâche de traitement est de 400 Hz (fréquence d'échantillonnage de la carte
de commande du robot).
Avant de procéder aux expérimentations la caméra et la mire ont été étalonner simul-
tanément par ajustement de faisceaux [LVD98]. Les paramètres intrinsèques de la caméra
(focale et centre optique) ainsi que les paramètres de distorsion inverses qui permettent
de corriger la position des points dans l'image ont été estimés. Il faut aussi souligner que
les paramètres de distorsion directs qui permettent d'appliquer les distorsions ont aussi
été identiés an d'assurer un suivi précis des primitives à partir des prédictions obtenues
par les positions et vitesses cartésiennes mesurées par la méthode d'estimation proposée.
Le manipulateur utilisé dans ces expérimentations est l'Orthoglide de l'IRCCyN 1
[CW03]. C'est est un robot parallèle possédant de bonnes performances dynamiques. En
eet, ce robot permet d'atteindre des accélérations allant jusqu'à 10m/s2, ce qui permet
de tester les performances de notre approche. En vue des fortes accélérations du robot, la
conguration adoptée est la conguration déportée an de ne pas endommager la caméra.
Par ailleurs, même si ce robot ne possède que 3 degrés de liberté en translation, les traite-
ments implémentés (estimation et commande) considèrent les 6 degrés de liberté. Pour
l'estimation cela permet de mesurer les éventuelles rotations qui ne sont pas supposées
exister. En ce qui concerne la commande, seuls les éléments du vecteur de commande
correspondant aux degrés de liberté actifs sont considérés, alors que les autres sont tout
simplement ignorés. En outre, considérer tous les degrés de liberté de l'espace permet
1. Nous tenons à remercier l'équipe de recherche de robotique de l'IRRCyN d'avoir mis à notre dis-
position le robot Orthoglide sans lequel il n'aurait pas été possible d'obtenir ces résultats.
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Figure 5.1  Dispositif Experimental montrant le robot parallèle Orthoglide sur lequel
est monté une mire 3D dont les primitives sont capturées par une caméra rapide permet-
tant l'acquisition séquentielle de fenêtres d'intérêt.
Axe x y z
Écart type position (10−5m) 2.67 4.05 3.45
Écart type vitesse (10−3m/s) 2.04 3.2 5.75
Table 5.1  Écarts types du bruit d'estimation de la position et de la vitesse en statique.
de garder une certaine généricité de la couche de commande par rapport aux types de
robots considérés du moment que la matrice cinématique inverse de ce dernier et son
modèle dynamique inverse sont dénis en fonction de la position et de la vitesse de la
plate-forme.
5.2 Caractérisation du système de vision et de la rigid-
ité du robot
An d'avoir une interprétation pertinente des résultats, il est nécessaire de caractériser
les mesures obtenues par le système de vision et par le robot parallèle en termes de abilité
et de précision. En eet, même si de nombreux travaux nous rendent conants sur ce
points, il est tout de même important en terme de rigueur de vérier la abilité et la
précision des diérents moyens de mesure.
Tout d'abord, diérentes poses statiques ont été estimées pendant plusieurs secondes
à la fréquence de 400Hz an de caractériser les bruits de mesure et d'estimation. Les
écarts-types correspondant aux bruits d'estimation sur la pose et sur la vitesse obtenus
sont présentés en Table 5.1.
130 Résultats expérimentaux
Figure 5.2  Chronogramme des tâches d'acquisition et de traitement (PC) synchronisées
avec le processus de commande (carte de commande du robot).
Notons que ces valeurs sont très faibles ce qui signie que l'estimation de la pose ainsi
que l'extraction des points sont stables. Cependant, il peut exister un biais entre les poses
réelles et estimées. Néanmoins, la norme moyenne des erreurs de reprojection (0.13 pixel
/ point) indique que cet éventuel biais est également faible.
En ce qui concerne le robot parallèle, certains jeux et exibilités dans les articulations
ont été remarqués. Pour mesurer l'ampleur des mouvements résultant de ces défauts sur la
plate-forme, la position de cette dernière a été mesurée par vision au moment où des eorts
manuels y ont été appliqués alors que les actionneurs étaient bloqués (freins engagés). Les
déplacements des primitives dans l'image et les déplacements cartésiens estimés par vision
sont représentés respectivement sur les gures 5.3 et 5.4. Nous pouvons constater que les
primitives dans l'image se déplacent pratiquement de la même manière ce qui signie que
la variation des positions des primitives est, en eet, due à un déplacement de la plate-
forme. Ceci est conrmé par la variation des positions cartésiennes qui sont cohérentes
avec les mouvements des primitives dans l'image.
Les déplacements maximaux mesurés de la plate-forme dans l'espace cartésien sont
de :
δr = [10.0mm, 8.1mm, 7.1mm, 2.38o, 2.65o, 2.93o]T
et le déplacement moyen des points dans l'image est de [δu, δv] = [±13, ±10.1] ce qui
est beaucoup plus important que les erreurs de reprojection.
Ces résultats montrent que la pose estimée par vision est bien plus précise que la
pose calculée par le modèle géométrique direct. On peut aussi souligner que c'est l'un des
avantages les plus intéressants dans l'utilisation des capteurs extéroceptifs.
Après la caractérisation de la abilité et de la précision du robot et du système de
vision, la transformation base-caméra a été obtenue à partir de trajectoires lisses et à
faibles vitesses pour éviter l'excitation des jeux et des exibilités du robot.
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Figure 5.3  Déplacements des primitives dans l'image du fait des eorts manuels ap-
pliqués sur la plate-forme lorsque le robots est à l'arrêt (freins engagés).
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Figure 5.4  Estimation par vision des déplacements de la plate-forme dans l'espace en
raison des eorts manuels appliqués sur l'eecteur lorsque le robots est à l'arrêt (freins
engagés).
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Figure 5.5  Trajectoires de la plate-forme obtenues par vision et par le modèle
géométrique direct du robot. (a) Trajectoires projetées sur le plan YZ. (b) Trajectoires
projetées sur le plan XZ.
5.3 Estimation de pose et de vitesse
Pour la validation de l'approche proposée, une expérimentation d'estimation de pose
et de vitesse de la plate-forme du robot parallèle a été réalisée. Pour évaluer la précision
d'estimation de la pose et de la vitesse ainsi que les capacités de suivi de la méthode
proposée, le robot a été commandé à 100% de ses performances. La trajectoire de la
plate-forme du robot, obtenue par interpolation de degré 5, est composée de déplacements
linéaires et circulaires (Fig. 5.5). Dans la première phase du mouvement, le robot se déplace
de la position initiale vers le point de départ de la trajectoire circulaire en suivant une
ligne droite d'environ 8cm. Dans la deuxième phase, le robot exécute deux trajectoires
circulaires identiques d'un rayon de 6cm. Enn, le robot retourne à sa position initiale
en suivant une trajectoire linéaire. La vitesse maximale atteinte sur la partie circulaire
de la trajectoire est d'environ 1m/s ce qui correspond à une accélération tangentielle de
16.4m/s2 et une accélération normale de 16.67m/s2.
5.3.1 Choix de la matrice d'interaction
Avant d'entamer les expérimentations, il reste à faire un choix entre les deux matrices
d'interaction présentées en 3.3. D'une part, nous avons la forme exacte de la matrice
d'interaction liée au modèle de projection et, d'autre part, nous avons une matrice d'in-
teraction approchée (moins précise) mais qui peut être estimée plus rapidement. L'implé-
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Erreurs de reprojection Erreurs de suivi
Lm Lm̂ Lm Lm̂
Moyenne 9.73e-2 9.87e-2 1.34e-1 1.35e-1
Variance 6.04e-4 6.37e-4 1.21e-3 1.23e-3
Écart type 2.46e-2 2.52e-2 3.48e-2 3.51e-2
Table 5.2  Erreurs de reprojection et erreurs de suivi dans l'image exprimées en pixels
en utilisant la forme exacte de la matrince d'interaction et la forme approximée.
mentation des deux matrices dans l'unité de traitement montre que le temps de calcul de
la matrice d'interaction avec la forme exacte est environ 50% plus élevé qu'avec la forme
simpliée (TLm ≈ 0.6ms, TLm̂ ≈ 0.4ms). Ceci fait que la matrice approchée est mieux
appropriée pour les applications à haute vitesse. Cependant, l'utilisation de la matrice
approchée peut altérer la vitesse de convergence du processus. Pour dénir la matrice
la plus adaptée, la trajectoire décrite dans le paragraphe précédent a été exécutée et les
positions des primitives dans l'image ont été enregistrées. Pour tester les deux matrices
dans les mêmes conditions, l'estimation de la pose et de la vitesse ainsi que le suivi dans
l'image ont été eectués hors-ligne avec les mêmes données acquises en utilisant les deux
matrices en émulant une acquisition réelle. Les résultats ont été rapportés dans le tableau
5.2 où les erreurs résiduelles représentent les erreurs de reprojection (mi −m∗i ). L'erreur
de suivi est, elle, obtenue en comparant les positions prédites des points dans l'image aux
positions mesurées.
Il ressort de ce tableau que les erreurs résiduelles obtenues en utilisant la matrice ap-
prochée sont plus importantes que les erreurs obtenues en utilisant la matrice exacte, ce
qui était prévisible. Néanmoins, l'erreur obtenue par la matrice approchée ne représente
pas plus de 0.015% de l'erreur résiduelle et 0.0075% de l'erreur par rapport à l'utilisation
de la forme exacte ce qui n'est pas très signicatif. En outre, l'utilisation de la matrice
d'interaction approchée permet au processus d'estimation d'atteindre la fréquence de com-
mande du robot qui est de 400 Hz. Étant donné le gain en temps de calcul par rapport
à la très faible perte en précision, il semble qu'il est plus intéressant, dans l'état actuel
de la puissance de calcul (puissance d'un PC standard) et de la fréquence d'acquisition,
d'utiliser la matrice approchée. Ainsi, c'est cette dernière qui a été implémentée dans les
expérimentations qui suivent.
5.3.2 Suivi d'un objet rapide avec estimation de la pose et de la
vitesse
Cette expérimentation met en ÷uvre l'estimation de pose et de vitesse de mouvement
rapide par la méthode d'asservissement visuel virtuel présentée en 3.2.3.2. La trajectoire
décrite ci-dessus a été exécutée par le robot (commande basée modèle) et le mouvement
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de la plate-forme a été estimé en temps-réel par le système de vision à la même fréquence
que la commande du robot comme décrit en 5.1.
La gure 5.5 montre la trajectoire 3D reconstruite à partir des mesures articulaires
en utilisant le MGD idéal (c.-à-d. sans estimer les jeux et exibilités mises en évidence
plus haut) et celle obtenue par vision, projetée sur le plan YZ (Fig. 5.5(a)) et XZ (Fig.
5.5(b)) du repère lié au robot. À première vue, les deux trajectoires semblent se confondre.
Toutefois, on peut noter que l'estimation de la trajectoire basée vision n'est pas un cercle
parfait à cause du dépassement en haut à gauche et en bas à droite par rapport à la
trajectoire de référence. L'erreur entre les deux trajectoires peut être attribuée soit à
l'estimation basée modèle en raison des exibilités et des jeux mis en évidence ci-dessus,
soit à l'estimation basée vision. Cette erreur peut s'expliquer par le fait que la trajectoire
circulaire génère une force centripète qui a tendance à déplacer la plate-forme du robot vers
l'extérieur de la trajectoire du fait des défauts dans les articulations. Ces déplacements
sont mesurés par vision alors qu'ils n'apparaissent pas dans la trajectoire reconstruite à
partir des mesures articulaires. Il est néanmoins important de souligner que l'erreur entre
ces deux trajectoires (basée modèle et basée vision) est inférieure à l'amplitude des jeux
et exibilités mesurés. Notons également que dans la trajectoire estimée par vision, les
deux cercles sont bien superposés ce qui valide la répétabilité de l'estimation par vision.
La gure 5.6(a) montre la trajectoire cartésienne obtenue par le MGD et la gure
5.6(b) la trajectoire obtenue par le système de vision représentée dans le repère de base
du robot. Les deux trajectoires sont lisses et semblent similaires. On peut noter que la
composante Xc de la position mesurée par vision semble la plus bruitée. En fait, la position
obtenue à partir de la vision est exprimée dans le repère du robot où l'axe X du robot est
confondu avec l'axe Z du repère de la caméra (l'axe correspondant à la profondeur qui
est la direction la plus bruitée en vision).
L'erreur entre les deux trajectoires est illustrée sur la gure 5.6(c). Le bruit haute
fréquence en statique peut avoir plusieurs sources. La première est issue des erreurs, plus
ou moins importantes, sur le modèle 3D de la cible ainsi que sur les paramètres intrinsèques
de la caméra. Ces erreurs résiduelles d'étalonnage aectent le modèle de projection et se
répercutent sur l'estimation de la pose et de la vitesse. La seconde source a pour origine
le bruit de détection des primitives visuelles qui est principalement causé par la variation
de la lumière et le bruit dans les images acquises du fait des éventuelles perturbations
électromagnétiques, ainsi que par le bruit d'échantillonnage et de quantication dans le
processus d'acquisition. L'écart-type du bruit de détection en statique est de 3.174010−3
pixel pour un temps d'exposition de 80µs.
Le bruit de détection est dicile à obtenir en dynamique. Toutefois, étant donné que
le temps d'exposition est très court, le mouvement ne devrait pas aecter la précision de
détection outre mesure. Par exemple, le déplacement d'une primitive, placée à environ
1 m de la caméra et se déplaçant parallèlement au plan de projection à une vitesse de
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Figure 5.6  Position cartésienne de la plateforme (a) obtenue à partir des mesures
articulaires et (b) à partir de l'estimation par vision et (c) l'erreur de position entre les
deux estimations.
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Figure 5.7  Vitesse cartésienne de la plateforme (a) obtenue à partir des mesures artic-
ulaires et (b) à partir de l'estimation par vision et (c) l'erreur de position entre les deux
estimations.
1m/s durant le temps d'exposition sélectionné (≤ 80µm), correspond à un déplacement
dans l'image d'environ 0.096 pixel (avec la caméra utilisée). Ce déplacement qui peut
perturber l'estimation est en réalité plus faible que l'erreur moyenne de reprojection en
statique. Par conséquent, les erreurs relatives aux imperfections des modèles de la caméra
et de la mire sont plus signicatives que les erreurs de détection causées par la variation
de la luminosité et du temps d'exposition en dynamique.
La gure 5.7 montre la vitesse de la plate-forme obtenue par dérivation numérique de
la trajectoire cartésienne obtenue par le MGD (Fig. 5.7(a)) et la vitesse obtenue par vision
(Fig. 5.7b). Tout comme la position, la vitesse Vx qui correspond à l'axe de profondeur de la
caméra est la plus bruitée. Notons également qu'il y'a un retard d'environ 4 échantillons 2
sur la vitesse estimée. La cause de ce retard est que le processus d'estimation n'eectue
qu'une seule itération ce qui n'est pas susant pour converger vers la solution désirée.
Ce problème n'apparait pas dans l'estimation de position grâce au terme d'anticipation
sur le suivi. Pour réduire ce retard, on peut augmenter le facteur d'amortissement λ en
vue d'accélérer la vitesse de convergence. Toutefois, une valeur de gain trop élevée rend
2. Le retard a été calculé par inter-corrélation entre les deux signaux.
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Figure 5.8  Comparaison entre les erreurs de reprojection dans l'estimation de la pose
et de la vitesse par asservissement visuel virtuel avec et sans terme d'anticipation.
le système plus sensible aux bruits. Pour avoir une réponse optimale, un compromis doit
être fait.
An de montrer l'eet de l'anticipation sur le processus de suivi, la même expérience
est reproduite sans ce terme. Les résidus normalisés de reprojection dans l'image sont
représentés dans la gure 5.8.
En statique, l'erreur de suivi est un peu plus faible sans l'utilisation du terme antic-
ipatif. Cela signie que l'utilisation de ce terme en statique a un petit eet nocif sur la
précision de l'estimation. Ceci s'explique tout simplement par le fait que l'estimation de la
vitesse en statique n'est pas parfaitement nulle à cause du bruit (voir gure 5.7). Puisque la
vitesse réelle est nulle, l'anticipation représente dans ce cas un bruit supplémentaire dans
le processus d'estimation. Il est ainsi préférable du point de vue de la précision de négliger
le terme d'anticipation en statique. Toutefois, en dynamique (échantillon ∈ [700, 1500]),
nous pouvons clairement voir que le terme d'anticipation améliore considérablement la
qualité du suivi. Ceci est conrmé par le tableau 5.3 qui présente une comparaison entre
l'erreur de suivi dans les deux cas (anticipation utilisée ou non). Dans ce qui suis, nous
utiliserons le terme d'anticipation en statique et en dynamique.
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Statique Dynamique
Sans Avec Sans Avec
Moyenne 0.0738 0.1287 0.8191 0.1424
Variance 2.04e-4 5.8e-4 1.1695 0.0017
Écart type 0.0143 0.0241 0.4117 0.0411
Max 0.14 0.18 1.44 0.31
Table 5.3  Erreurs normalisées de suivi dans l'image (en pixels) avec et sans terme
d'anticipation.
5.3.3 Estimation par ltrage de Kalman étendu
An d'eectuer une comparaison entre l'estimation par asservissement visuel virtuel
et par ltrage de Kalman étendu dans les mêmes conditions (FKE), cette dernière à été
testée en utilisant les données acquises précédemment (projections des primitives dans
l'image). Cependant, rappelons que cette méthode nécessite une connaissance à priori des
statistiques (matrices de covariance) sur les bruits de modèle. La matrice de covariance
du bruit de mesure a été calculée à partir des erreurs de reprojection dans l'image obtenue
dans l'expérimentation précédente. Aussi, en l'absence d'une mesure de l'accélération, le
modèle de mouvement considéré est à vitesse constante. Par conséquent, l'erreur sur le
modèle d'évolution n'est autre que l'accélération. La matrice de covariance sur l'erreur de
modèle peut dans ce cas être choisie à partir des performances du robot (typiquement :
accélération max/
√
2).
La gure 5.9 représente la trajectoire obtenue en utilisant le MGD du robot et à partir
des mesures articulaires, les positions estimées par le ltre de Kalman étendu et l'erreur
entre les deux mesures. Nous remarquons tout d'abord que les résultats obtenues par
cette méthodes d'estimation sont assez proches des résultats obtenues par l'asservisse-
ment visuel virtuel (AVV). Cependant, les erreurs semblent être légèrement supérieurs
par rapport à cette dernière. Par ailleurs, les pics d'erreurs observés dans la gure 5.6
vers t = 0.4s et t = 3.5s n'apparaissent pas dans la gure 5.9. Ceci peut être dû soit à
l'estimation par AVV soit au ltre de Kalman qui a pour eet de ltrer les mouvements
brusques (qui pourraient être causés par les jeux dans les articulations du robot).
Contrairement à l'estimation de la position, la vitesse obtenue par le ltre de Kalman
étendu (Fig. 5.10) est plus faible et moins bruitée que celle obtenue par l'asservissement
visuel virtuel. En eet, on peut voir sur la gure 5.10(c) qu'il n'existe pratiquement pas de
biais sur l'estimation de la vitesse et les pics d'erreurs sont moins importants que dans la
méthode précédente. Cependant, le retard sur la vitesse estimée, qui est de 5 échantillons,
est supérieur à celui de la méthode précédente.
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Figure 5.9  Position de la plate-forme obtenue par (a) le modèle géométrique direct du
robot et par (b) le ltre de Kalman étendu ainsi que (c) l'erreur entre les deux mesures.
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Figure 5.10  Vitesse de la plate-forme obtenue par (a) le modèle géométrique direct du
robot et par (b) le ltre de Kalman étendu ainsi que (c) l'erreur entre les deux mesures.
5.4 Asservissement visuel 3D dynamique
L'implémentation de la commande dynamique cartésienne par vision consiste tout
d'abord à exprimer le modèle dynamique du robot en fonction de la position et de la
vitesse de la plate-forme [PLA+08, Pac09]. L'estimation de l'état de la plate-forme pour la
compensation de la dynamique et la régulation de la commande sont ensuite obtenues par
vision. Les résultats d'estimation précédents montrent que les deux méthodes proposées
sont pratiquement équivalentes en terme de précision. Cependant, hormis la précision, il
est important en commande d'obtenir une mesure stable, robuste et avec le moins de retard
possible. De ce point de vue, l'asservissement visuel virtuel semble être la plus appropriée
car il est plus stable que le ltre de Kalman étendu (moins de risque de divergence). De
plus, la mesure obtenue par l'AVV et moins sensible aux erreurs de modèle et comporte
moins de retard. Par conséquent, c'est cette méthode d'estimation qui a été choisie pour
la commande.
En réalité, l'utilisation directe de l'estimation de la pose et de la vitesse par la méthode
d'asservissement visuel virtuel ne permet pas d'obtenir une commande stable. La cause
principale d'instabilité est due au retard sur l'estimation de la vitesse à cause du nombre
insusant d'itérations (voir 4.3.1.3). La solution qui a été adoptée pour remédier à ce
problème consiste à utiliser le vecteur de commande dans l'estimation (voir Fig. 4.6).
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Figure 5.11  Schéma synoptique de l'architecture du système.
Cependant, la mise en ÷uvre de cette commande nécessite de modier légèrement l'archi-
tecture du système car la communication entre l'unité de traitement du système de vision
et la carte de commande du robot (carte dSpace) doit pouvoir s'eectuer dans les deux
sens. Ainsi, le vecteur de commande doit pouvoir être envoyé de la carte de commande du
robot vers le processus d'estimation implémenté sur le PC qui eectue l'estimation de la
pose et de la vitesse de la plate-forme. Cette estimation est ensuite renvoyée vers la carte
de commande du robot qui utilise la mesure par vision dans la commande cartésienne
aussi bien pour le calcul de la dynamique que pour la régulation du système. Pour ce
faire, la communication s'eectue à travers la liaison RS-422 congurée à 333333 Bauds
dans les deux sens. Les données envoyées de la carte de commande vers le PC sont trois
nombres à virgule ottante (3×4 octets) qui représentent les accélérations de commande.
Dans l'autre sens, les données envoyées du PC vers la carte de commande sont 6 nombres
à virgule ottante qui représentent la position et la vitesse de la plate-forme. Le schéma
synoptique du système de commande est représenté sur la gure 5.11.
Les résultats obtenus montrent que l'utilisation de cette approche permet non seule-
ment de stabiliser la commande mais aussi de commander le robot au maximum de ses
capacités. Cependant, les défauts mécaniques entre la plate-forme et les actionneurs, que
la commande tente de compenser, induisent des oscillations plus ou moins fortes. An de
réduire l'eet de ce phénomène, les gains de la commande ont été réduits de façon à ce
que la fréquence propre de la commande en boucle fermée ne corresponde pas à la plage
de fréquence qui excite les modes propres de la structure mécanique.
La gure 5.12 montre la trajectoire de référence, la trajectoire obtenue par la com-
mande dynamique basée vision et la trajectoire correspondant à la commande articulaire.
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Figure 5.12  Comparaison entre les trajectoires obtenues par la commande référencée
vision et par la commande référencée modèle projetées sur les plan (a) YZ et (b) XY.
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Figure 5.13  (a) Trajectoire de consigne et les erreurs correspondant à (b) la commande
référencée modèle et à (c) la commande référencée vision en fonction du temps.
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référencée modèle et (c) à la commande référencée vision.
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Figure 5.15  Erreurs de suivi dans l'image en fonction du temps.
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Ces deux dernières trajectoires ont été mesurées par vision an de pouvoir comparer les
trajectoires à partir de la même mesure qui semble la plus précise. Tout d'abord, nous
pouvons remarquer que le cercle obtenu par la commande référencée modèle est plus large
que la trajectoire de référence ce qui n'est pas le cas de la trajectoire obtenue par la com-
mande basée vision. En eet, les rayons moyens de la commande basée modèle et de la
commande par vision sont respectivement de 61.34mm et 60.20mm contre 60.0mm pour
la consigne. De plus, la distance algébrique moyenne entre les trajectoires obtenues et la
trajectoire de référence (distance normale) est plus faible dans la commande basée vision
(2.74mm) que pour la trajectoire basée modèle (3.25mm). Ceci peut s'expliquer par le fait
que la commande basée modèle ne détecte pas et, donc, ne peut pas compenser les erreurs
causées par les imperfections mécaniques, contrairement à la commande par vision qui est
asservie sur la pose de l'eecteur et, donc, permet de compenser plus ou moins ces erreurs.
Cependant, les défauts mécaniques n'ont pas été prises en compte dans la synthèse de la
loi de commande, chose qui devrait l'être si l'on veut exploiter au mieux la commande par
vision. Toutefois, ce travail (prise en compte des exibilités et des jeux dans la commande
par vision) sort du contexte des travaux présentés dans le présent document.
La gure 5.13 représente respectivement la position désirée et les positions obtenues
par la commande basée modèle et la commande par vision. On peut remarquer en premier
lieu que les erreurs correspondant à la trajectoire obtenue par vision ne dépassent pas les
erreurs de jeux dans les articulations. De plus, la comparaison entre les erreurs obtenues
par les deux commandes montre que la commande par vision est la plus précise aussi bien
en statique qu'en dynamique (voir tableau 5.4).
Commande réf. modèle Commande fér. vision
x y z x y z
Moyenne (mm) 0.19 0.1 0.28 0.11 -0.08 -0.06
Écart type (mm) 2.42 1.47 1.76 2.21 1.6 1.64
Table 5.4  Moyenne et écart type des erreurs sur les trajectoires obtenues par la com-
mande référencée modèle et par l'asservissement visuel dynamique 3D.
La gure 5.15 montre les erreurs de suivi dans l'image. Notons que même à cette
vitesse, l'erreur de suivi reste inférieure au pixel. Il apparait aussi que l'erreur dans l'image
augmente avec l'accélération. Ceci peut être causé par des erreurs sur le modèle dynamique
qui induisent des erreurs proportionnelles à l'accélération et qui se répercutent sur le
modèle de projection. Néanmoins, les erreurs de reprojection dans l'image restent bien
plus faibles que les déplacements des primitives dans l'image en raison des jeux et des
exibilités (Fig. 5.3).
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5.5 Asservissement visuel 2D dynamique
Cette expérimentation consiste à implémenter le schéma d'asservissement visuel dy-
namique avec estimation de pose (Fig. 4.8) sur l'Orthoglide. L'architecture du système est
la même que pour la commande 3D sauf que l'accélération de commande est calculée par le
PC à partir des trajectoires de références dans l'image et des mesures acquises par vision.
De plus, l'état du robot est reconstruit an de compenser la dynamique du robot. Cette
dernière est calculée dans la carte de commande du robot. Il faut aussi noter que pour
cette commande, les données envoyées du PC vers la commande sont le vecteur de com-
mande ainsi que les estimations de la pose et de la vitesse nécessaires à la compensation
de la dynamique.
L'une des dicultés dans l'implémentation de l'asservissement visuel 2D en couples
calculés est la génération de la trajectoire de référence dans l'image. En réalité il existe
des techniques de synthèse robuste de trajectoires dans l'image ([MC02c]). Cependant,
pour une première validation de la commande, la technique d'apprentissage a été préférée
an d'éliminer les éventuelles erreurs ou imprécisions sur la trajectoire synthétisée qui
pourraient nous induire en erreur dans l'analyse des performances de la commande. Ainsi,
la trajectoire désirée dans l'image a été obtenue par apprentissage. Les positions des prim-
itives visuelles ont donc été enregistrées lors de l'exécution de la trajectoire cartésienne
obtenue par la commande 3D dynamique. Il faut cependant noter que, comme la tra-
jectoire de la plate-forme peut diérer de la trajectoire de consigne (comme cela a été
observé dans les expérimentations précédentes), c'est évidemment la trajectoire réalisée
qui représentera la trajectoire de consigne pour les expérimentations suivantes. L'objec-
tif de l'expérimentation étant de pouvoir exécuter la trajectoire apprise exclusivement à
partir des données images en utilisant l'asservissement visuel 2D dynamique.
Pour des considérations techniques 3 la trajectoire de référence choisie n'est constituée
que d'une phase correspondant à la trajectoire circulaire présentée dans les expérimenta-
tions précédentes. An d'améliorer les performances de la commande, un ltre moyenneur
a été employé pour ltrer le bruit sur l'erreur de vitesse. Par ailleurs, les gains de la com-
mande ont été choisis an d'assurer une réponse critique du 3e ordre avec un pôle triple.
Ainsi, pour une pulsation propre de 25rad/s on obtient les trajectoires représentées sur
la gure 5.17 montrant la trajectoire de référence et la trajectoire mesurée dans l'image.
On peut ainsi constater que la trajectoire obtenue est lisse et correctement superposée à
la trajectoire de référence. L'erreur dans l'image est illustrée dans la même gure où l'on
peut voir que l'erreur maximale commise sur la trajectoire est inférieure à l'erreur dans
l'image due aux jeux et exibilités sur les articulations. En théorie, ces erreurs peuvent
3. Le passage d'une phase de la trajectoire à une autre se fait manuellement à partir de l'interface
de commande du robot. Ceci pose le problème de la répétabilité par rapport à la trajectoire apprise en
raison du délai introduit par l'opérateur lors du passage entre deux phases.
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Figure 5.16  Positions des 16 primitives dans l'image dans la trajectoire acquises (points
blancs) et leurs positions initiale (points rouges).
être causées soit par une erreur de positionnement du robot soit par des erreurs de suivi
des primitives dans l'image. Cependant, l'erreur de reprojection dans l'estimation de la
pose et de la vitesse ne dépasse pas 0.5517 pixel, ce qui signie que le suivi des primitives
dans l'image est bien assuré. De plus, nous pouvons constater que l'erreur dans l'image
des diérents points de la cible varie de façon homogène, ce qui laisse à penser que les
points détectés gardent plus ou moins la même distance dans l'image. Tout ceci montre
que cette erreur est due à une erreur de positionnement dans l'espace et non par une erreur
de suivi dans l'image. Le tableau 5.5 montre la moyenne et l'écart type sur les erreurs
dans l'image entre la trajectoire de consigne et la trajectoire obtenue par l'asservissement
visuel 2D dynamique 4.
u v
Moyenne -0.7345 -0.5096
Eccart type 1.6378 1.7070
Table 5.5  Erreurs sur le suivi de trajectoire dans l'image.
La gure 5.18 montre les trajectoires cartésiennes désirée et estimées par vision. On
peut voir dans cette gure que la trajectoire cartésienne obtenue est lisse sur les trois
axes. A partir de cette gure nous pouvons remarquer que l'angle de vue à partir duquel
4. Notons que cette erreur dans l'image, qui représente l'écart entre la trajectoire réelle et désirée du
robot, ne doit pas être confondue avec les erreurs de reprojection dans les processus d'estimation de la
pose et de la vitesse qui est indépendante de la commande.
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Figure 5.17  Positions des primitives dans l'image pour pulsation propre de 25 rad/s
selon (a) l'axe u et (b) l'axe v ainsi que les erreurs entre les positions réelle et désirée sur
(c) u et (d) v.
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la trajectoire parait être la plus proche de la trajectoire désirée est celui de la gure
5.18(a). Ceci s'explique très bien puisqu'il s'agit de la trajectoire vue par la caméra. On
peut aussi constater sur cette même gure que le rayon de la trajectoire exécutée n'est pas
plus large que la trajectoire désirée contrairement à ce qu'on a pu voir dans la commande
référencée modèle.
L'évolution de la position de la plate-forme mesurée par vision ainsi que l'erreur de
positionnement dans l'espace sont représentés sur la gure 5.19. Ce que l'on peut noter à
partir de la courbe d'erreur (Fig. 5.19) est que l'erreur de positionnement est plus faible
que pour la commande précédente. Le même constat peut être fait par rapport aux erreurs
de vitesse (Fig. 5.20). Les statistiques sur les erreurs de position et de vitesse gurant sur
le tableau 5.6, notamment les écarts types sur les trois axes, conrment ce constat. Ceci
s'explique tout simplement par la robustesse de la commande 2D. En eet, contrairement
à l'estimation où à l'asservissement visuel 3D dynamique, l'erreur dans l'image est calculée
à partir de mesures acquises par la caméra et non estimée par un modèle de projection, ce
qui rend la commande plus robuste face aux erreurs de modèle de la mire et de la caméra.
Par ailleurs, cette commande n'ai pas aectée par le retard sur le signal de régulation
comme c'est le cas pour la commande précédente.
x y z
Moyenne -0.4742 -0.7917 0.1786
Eccart type 1.4031 1.5946 1.5842
Table 5.6  Erreur sur les positions cartésiennes.
An d'identier ce qui limite les performances de la commande en termes de stabilité et
de précision, les gains de la commande ont été augmentés jusqu'à l'apparition d'oscillations
(gains initiaux multipliés par deux ce qui correspond à une pulsation propre de 50rad/s).
En eet, la gure 5.21(a) montre les trajectoires cartésiennes obtenues par vision et par
le MGD avec la même commande dynamique 2D. On peut voir dans l'agrandissement de
cette trajectoire (Fig. 5.21(b)) que la trajectoire obtenue par vision révèle des oscillations
qui apparaissent aussi dans l'image (Fig. 5.22) où les oscillations sont du même ordre de
grandeur que les erreurs de suivi. Cependant, ces oscillations sont beaucoup plus faibles
dans la trajectoire obtenue par le MGD. Ceci signie que les faibles oscillations au niveau
des articulations se traduisent par des déplacements plus importants au niveau de la
plate-forme. L'explication la plus plausible est que les faibles oscillations au niveau des
articulations sont ampliées par les exibilités et les jeux qui existent entre les actionneurs
et la plate-forme.
Par ailleurs, les imperfections dans la mécanique introduisent des déphasages dans le
mouvement entre les actionneurs et la plate-forme qui sont d'autant plus importants que
la fréquence propre de la commande (proportionnelle aux gains) est élevée, ce qui peut
faire basculer la commande dans un mode oscillatoire. Par conséquent, il est fort probable
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Figure 5.18  Trajectoire cartésienne de consigne et celle obtenue par l'asservissement
visuel 2D dynamique (a) vues par la caméra et (b) représentée dans l'espace.
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Figure 5.19  (a) Positions cartésiennes de consigne et celles obtenue par l'asservissement
visuel dynamique 2D et (b) l'erreur entre les deux.
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Figure 5.20  (a) Positions cartésiennes de consigne et celles obtenue par l'asservissement
visuel dynamique 2D et (b) l'erreur entre les deux.
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Figure 5.21  Comparaison entre les positions cartésiennes. (a) vue normale et (b) vue
agrandie.
que la limitation des gains de la commande, qui se répercute directement sur la précision
de cette dernière, soit causée par les imperfections de la mécanique du robot et non pas
par la commande référencée vision.
5.6 Conclusion
Nous avons présenté dans ce chapitre les diérents résultats expérimentaux obtenus
en estimation de pose et de vitesse (par asservissement visuel virtuel) ainsi qu'en as-
servissement visuel dynamique dans l'espace et dans l'image à partir d'une acquisition
séquentielle rapide de fenêtres d'intérêt contenant les primitives visuelles. Concernant
l'estimation, nous avons vu que le suivi des points dans l'image est précis ( < 1 pixel)
même au maximum des performances du robot. La précision de l'estimation de l'état de la
plateforme n'a pas pu être déterminée de façon exacte en raison de l'absence d'un moyen
de mesure alternatif able. Néanmoins, les faibles erreurs de reprojections des points dans
l'image calculées à partir des estimations de pose et de vitesse indiquent que ces erreurs
sont tout aussi faibles. Ceci nous a permis d'utiliser la mesure par vision comme mesure
de référence.
L'utilisation de la mesure par vision de la plate-forme du robot dans la commande
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Figure 5.22  Positions des primitives dans l'image pour pulsation propre de 50 rad/s
selon (a) l'axe u et (b) l'axe v ainsi que les erreurs entre les positions réelle et désirée sur
(c) u et (d) v.
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dynamique a posé le problème des jeux et exibilités existants dans la structure du robot
ainsi que le retard dans l'estimation de la vitesse du fait du nombre insusant d'itérations.
Ainsi, la combinaison de ces deux eets perturbaient considérablement la commande au
point de la rendre instable. Notons tout de même que le retard lié au nombre d'itérations
insusant ne représente pas un problème réel si les algorithmes d'estimation peuvent
être implémentés sur une unité de traitement plus puissante (ordinateur plus puissant,
DSP, etc.). Ne pouvant pas augmenter le nombre d'itérations (par rapport au matériel
disponible) ni réduire les jeux dans la structure mécanique du robot, la solution à ce
problème a été de réduire le retard sur l'estimation de la vitesse en utilisant l'accélération
de commande comme suggéré en 4.4. Ainsi, cette approche a permis de stabiliser la com-
mande et d'obtenir un meilleur suivi de trajectoire par rapport à la commande référencée
modèle.
Le problème du retard dans l'estimation ne se pose pas en commande dynamique
référencée image puisque le signal de régulation (points dans l'image) est obtenue par
une caméra rapide (non estimé). Cette commande a permis d'améliorer la précision de la
commande. Cependant, même si les performances de la commande restent limitées, des
expérimentations montrent que les erreurs sont plus liées aux défauts de rigidité du robot
qu'à la commande elle-même. On peut donc s'attendre à obtenir de meilleurs résultats
sur des robots plus rigides.
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Conclusion générale et perspectives
Améliorer les performances de la commande par vision est l'un des enjeux majeurs
pour que cette solution technologique s'impose sur le plan industriel [KV09]. A cette n,
diérentes contributions ont été présentées. Tout d'abord, nous nous sommes intéressés à
la vitesse d'acquisition des systèmes de vision. En eet, la fréquence d'acquisition des sys-
tèmes classiques est trop faible pour espérer obtenir de bonnes performances dynamiques
des systèmes commandés. Pour remédier à ce problème, nous avons proposé d'utiliser
un mode d'acquisition par fenêtres d'intérêt. Ce mode d'acquisition particulier utilise la
bande passante de l'interface de communication de manière plus ecace. Ceci permet
d'augmenter la fréquence d'acquisition du système de vision et de satisfaire ainsi les exi-
gences des commandes hautes performances. En outre, ce mode d'acquisition, qui consiste
à ne récupérer que les régions d'intérêt dans la scène, n'altère pas la qualité du signal im-
age puisque la résolution des fenêtres acquises n'est nullement aectée. De plus, le champ
de vue global n'est pas réduit car les fenêtres peuvent être positionnées dans toute l'im-
age. En réalité, il est même possible d'améliorer la qualité du signal acquis en utilisant
des capteurs avec une résolution bien plus importante sans que cela n'ait de conséquence
signicative sur la fréquence d'acquisition. Par ailleurs, il est important de souligner que
les méthodes d'estimation et de commande proposées ne sont pas limitées à l'acquisition
séquentielle de fenêtres d'intérêt mais à tout mode d'acquisition qui permet d'acquérir
des primitives à des instants diérés. Il peut même s'agir d'une acquisition classique où
les primitives seraient dénies sur deux images diérentes (des images successives par
exemple).
Cependant, les primitives visuelles n'étant pas acquises au même instant, l'utilisa-
tion des méthodes de reconstruction euclidienne et d'asservissements visuels classiques ne
peuvent pas être directement utilisées. En revanche, ces primitives spatio-temporelle ont
l'avantage de contenir des informations sur l'état dynamique, mais aussi sur l'évolution
de la scène observée. L'exploitation de cette propriété nous a permis de développer des
méthodes d'estimation de pose et de vitesse indispensables à la synthèse d'une commande
performante intégrant une compensation de la dynamique du système commandé. Ces
méthodes ne font pas intervenir de dérivation numérique, ce qui permet d'améliorer la
précision de l'estimation de vitesse par rapport à une estimation obtenue par dérivation
numérique de la pose. Aussi, des schémas d'asservissement visuel cinématique basés sur
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ces primitives ont été proposés pour la commande haute vitesse des robots légers. Par
ailleurs, nous avons vu que les méthodes d'asservissement pouvaient être utilisées pour
l'estimation de la pose et de la vitesse en utilisant le concept d'asservissement visuel
virtuel. En adoptant une architecture logicielle multi-tâches, l'implémentation des méth-
odes d'acquisition et d'estimation sur un PC standard a permis d'atteindre une fréquence
d'acquisition de 4 kHz et une fréquence d'estimation de 400 Hz. Les résultats obtenus
montrent que l'estimation est précise même pour des mouvements à fortes accélérations.
La mesure de pose et de vitesse par vision a été exploitée pour l'estimation de la jaco-
bienne ou de la matrice d'interaction nécessaires à l'implémentation de l'algorithme d'es-
timation lui même. De plus, nous avons vu que cette mesure 3D pouvait aussi être utilisée
pour le calcul de la dynamique et même comme signal de régulation dans une commande
en couple (asservissement visuel 3D dynamique). L'implémentation de la méthode d'es-
timation dans une application de commande nécessite cependant l'utilisation du vecteur
de commande an d'éliminer le retard dans le suivi de la vitesse. Les résultats obtenus
sur l'Orthoglide ont montré que la commande par vision peut être plus précise que la
commande articulaire.
L'asservissement visuel 2D dynamique utilise aussi l'aspect spatio-temporelle des prim-
itives pour la régulation dans l'image de la pose et de la vitesse du robot. Comme la
régulation est directement calculée à partir de la mesure dans l'image, le bruit et le re-
tard susceptibles d'aecter, l'estimation de la pose et de la vitesse ont une incidence plus
faible sur la commande. En eet, ces perturbations aectent la matrice d'interaction et la
compensation de la dynamique mais pas le signal de régulation. La commande est donc
plus robuste vis-à-vis d'erreurs sur les modèles de la caméra et de l'objet observé ainsi
que par rapport au retard sur l'estimation.
Les résultats obtenus par la commande dynamique basée image sur une trajectoire
apprise sont plus précis que ceux obtenus par l'asservissement visuel 3D dynamique qui
sont à leur plus précis que les résultats de la commande basée modèle. Par ailleurs, les
gains ont pu être augmentés pour la commande basée image, ce qui signie que cette
commande est plus stable et robuste que la commande dynamique 3D. Enn, les diérents
résultats suggèrent que les erreurs sur les trajectoires exécutées en utilisant la commande
basée vision sont principalement dues à la structure mécanique du robot qui comporte
des imperfections au niveau de la structure mécanique (jeux et exibilités).
Les perspectives de ces travaux se situent à plusieurs niveaux : la mesure, l'estimation,
la commande et l'expérimentation. Concernant ce dernier point, d'autres expérimentations
sont à prévoir an d'illustrer de façon plus exhaustive les performances et les limites des
méthodes proposées. Les expérimentations à eectuer en priorité sont l'implémentation
des méthodes d'estimation et de commande proposées sur des robots à six degrés de liberté
an de pouvoir caractériser les performances aussi bien en translation qu'en rotation.
Aussi, il serait intéressant d'établir une comparaison plus étendue entre les diérentes
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méthodes d'estimation (Asservissement visuel virtuel - optimisation non linéaire - Filtre
de Kalman) ainsi qu'entre les commandes proposées (asservissements visuels 3D et 2D et
commande articulaire) en termes de performances mais aussi en terme de stabilité et de
robustesse vis-à-vis des diérentes perturbations pouvant aecter le système. En outre,
les conditions expérimentales pourraient également être améliorées au regard du système
commandé (meilleure rigidité et plus de degrés de liberté) et du système de commande
(caméra compatible temps-réel, unité de traitement plus puissante, capteur avec meilleure
résolution, optimisation de l'architecture logicielle et matérielle, etc.).
Concernant la mesure, nous avons vu qu'un choix pertinent des diérents paramètres
liés au mode d'acquisition par fenêtres d'intérêt est primordial. En vision classique, la dis-
persion des primitives dans l'espace et dans l'image a une grande importance sur la qualité
des résultats obtenus. Dans notre cas, la dispersion est spatiale mais aussi temporelle. Cela
pose alors aussi le problème de l'ordre d'acquisition des primitives. Rappelons que dans les
expérimentations présentées, l'ordre d'acquisition des points dans la mire avait été généré
de façon aléatoire. En outre, d'autres paramètres tels que la dimension des fenêtres et le
nombre de points contenues dans les fenêtres d'intérêt ont été dénis de façon empirique.
Le choix de ces paramètres peut être optimisé de façon à améliorer la précision et la
robustesse de l'estimation et de la commande par vision.
Dans un contexte de commande de robots parallèles, nous avons vu que la mesure
de la plate-forme était plus pertinente que la mesure articulaire. Il existe cependant des
structures cinématiques pour lesquelles la pose de la plate-forme ne dénit pas de façon
unique la conguration du robot comme c'est le cas pour robot 3-RRR. Par ailleurs, il a
été établi que la conguration des jambes est encore plus pertinente pour la commande
des robots parallèles puisque, à notre connaissance, elle décrit de façon unique l'état du
robot [DAM07, OAM10]. Il serait donc intéressant d'étendre les commandes développées
à partir de la mesure de la plate-forme à la mesure des jambes [OBAMed].
Coté capteur, d'autres modes d'acquisition peuvent être utilisés an d'obtenir des
primitives encore plus intéressantes pour la commande haute performance. En eet, il
existe des caméras dotées de capteurs permettant d'acquérir des images de façon instan-
tanée (sans temps d'intégration) et qui sont associés à une électronique permettant un
accès aléatoire au signal image au niveau du capteur [Neu]. Ainsi, les méthodes d'esti-
mation et de commande développées pour l'acquisition séquentielle de fenêtres d'intérêt
pourraient être étendues à l'acquisition progressive des primitives. De plus, ce type d'ac-
quisition semble être plus approprié à l'acquisition des primitives qui occupent un espace
important dans l'image comme pour l'observation des jambes.
Sur le plan théorique, il serait intéressant d'étudier les singularités de la matrice d'in-
teraction par rapport au nombre de points, à la conguration dans l'espace, mais aussi
par rapport au temps d'acquisition et à la vitesse. Cette étude permettrait, comme dans le
cas classique, de déterminer le nombre minimal de points qui permet de contraindre su-
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isamment le système ainsi que les congurations dégénérées en statiques et en dynamique
qui peuvent altérer la convergence des algorithmes. Un autre point intéressant à dévelop-
per est l'étude de la robustesse des approches d'estimation et de commande proposées
vis-à-vis des erreurs potentielles sur les paramètres intrinsèques de la caméra, le modèle
de la mire et sur le modèle de mouvement.
Par ailleurs, le principe d'incertitude d'Heisenberg stipule que la position et de vitesse
d'un objet ne peuvent être connues simultanément qu'à une précision limitée. Même la
précision annoncée est très faible, ce principe se reète tout de même sur l'estimation
et la commande par vision rapide. En eet, une acquisition séquentielle sur une fenêtre
temporelle très courte ne permet pas d'observer des distorsions, ce qui se traduit par une
perte de précision sur la vitesse. En revanche, comme le temps d'évolution est faible, les
erreurs sur le modèle d'évolution ont une répercussion moindre sur le modèle de projec-
tion, ce qui permet d'obtenir une meilleure précision sur la pose. À l'inverse, un temps
d'acquisition long joue plus en faveur de la vitesse au détriment de la pose qui devient plus
sensible aux erreurs sur le modèle de mouvement. Il serait ainsi intéressant d'établir des
critères quantitatifs par rapport à la fenêtre temporelle d'acquisition et de développer des
méthodes permettant d'obtenir le meilleurs compromis en terme de temps d'acquisition.
Par ailleurs, même si les méthodes développées autour des primitives spatio-temporelles
visent plutôt des applications de suivi de trajectoire, cela n'empêche pas d'élaborer des
commandes point-à-point. Pour ces applications l'étude de la stabilité, du domaine de
convergence et du découplage du système deviennent critiques car l'erreur entre la cong-
uration courante et désirée peut s'avérer importante. Dans ce contexte, il serait opportun
de déterminer les primitives qui améliorent les propriétés globales du système. En eet,
l'acquisition par fenêtres d'intérêt n'est pas limitée à l'observation de points. En eet, il
est possible d'acquérir d'autres primitives en déplaçant les régions d'intérêt de façon à
les parcourir de façon séquentielle. Cependant, le mode d'acquisition qui semble être le
plus adapté dans ce cas est, encore une fois, l'accès aléatoire au niveau du capteur car il
permet d'acquérir la primitive visuelle de façon quasi-continue.
En ce qui concerne plus particulièrement la commande dynamique, nous avons vu que
le système en boucle fermée était perturbé par plusieurs phénomènes relatifs à la vision,
au robot et à la commande elle-même. Coté vision, l'implémentation de l'estimation de la
pose et de la vitesse dans la commande dynamique 3D a nécessité l'utilisation du vecteur
de commande comme entrée du système an de palier au problème du retard sur la vitesse
estimée. Cependant, la précision de l'estimation dépend dans ce cas de la précision du
modèle dynamique du robot. Il serait ainsi plus intéressant, du point de vue de la précision,
de rendre la mesure moins indépendante des aux modèles (dynamique en l'occurrence)
soit en calculant le terme d'anticipation directement à partir de la mesure par vision (si
la mesure n'est pas trop bruitée) ou en augmentant le nombre d'itérations de l'algorithme
d'estimation an de converger vers la solution désirée. Ces deux solutions sont possibles
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en assurant l'implémentation des algorithmes sur une unité de traitement plus puissante
ou dédié.
Nous avons vu lors des expérimentations que la principale perturbation sur la com-
mande est causée par des jeux et des exibilités mécaniques. La loi de commande implé-
mentée n'ayant pas été pensée pour ce type de perturbations, l'apparition d'oscillations
limitant les gains de régulation. Une perspective intéressante pour la commande est donc
la synthèse de commandes tenant compte de cet aspect, chose qui serait dicilement
envisageable par un moyen de mesure proprioceptif.
Enn, on peut déduire à partir de l'état de l'art actuel et des contributions des travaux
présentés dans ce document que même si la lumière est la forme d'énergie la plus utilisée
dans les domaines les plus exigeants en précision et en vitesse tel que la gravure des
circuits intégrés (échelle nanométrique), l'interférométrie laser (mesure micrométrique)
ainsi que bien d'autres applications, elle reste encore sous-exploitée en commandes hautes
performances référencées vision. Le dé à relever est de développer les moyens de mesures
et les méthodes les plus à mêmes de tirer prot de tout le potentiel de la vision articielle
pour la perception et la commande.
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Annexe A
Notations
Notations générales
Les symboles suivants dénotent :
In : la matrice d'identité de dimensions n× n.
•˙ : la dérivée temporelle de •.
•¨ : la dérivée seconde de •.
•˜ : la représentation homogène du vecteur •.
•ˆ : une estimation de •.
[•]× : la matrice antisymétrique associée au vecteur •.
⌈•⌉ : les crochets de Lie.
Robotique
aTb : matrice de transformation homogène de b vers a.
aRb : matrice de rotation de b vers a.
atb : position du repère b dans a.
θu : vecteur d'orientation de direction u (vecteur unitaire) et d'amplitude θ.
q : variable articulaire.
r : vecteur colonne à 6 éléments correspondant au paramètres de pose.
av : vitesse cartésienne exprimée dans le repère a.
aω : vitesse de rotation exprimé dans le repère a.
a
τ : torseur cinématique exprimé dans le repère a.
x : vecteur d'état.
av˙ : accélération cartésienne exprimée dans le repère a.
aω˙ : accélération de rotation exprimé dans le repère a.
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a
τ˙ : torseur dynamique exprimé dans le repère a.
aδR : déplacement en rotation du repère a.
aδt : déplacement en translation du repère a.
aδT : matrice de transformation homogène décrivant le déplacement du repère a.
Vision et asservissement visuel
K : matrice des paramètres intrinsèques de la caméra.
aP : coordonnées du point 3D dans le repère a.
m : point dans l'image en coordonnées normalisées.
p : coordonnées du point dans l'image exprimé en pixels.
s : signal obtenue par vision.
s∗ : signal de référence (désiré).
e : fonction de tâche.
C : matrice de combinaison.
J : jacobienne du modèle de projection par rapport aux paramètres de pose r.
L : matrice d'interaction liée au modèle de projection.
Lτ : matrice d'interaction qui exprime la variation de la position des points dans l'image
au torseur cinématique.
Lτ˙ : matrice d'interaction qui exprime la variation de la position des points dans l'image
au torseur dynamique.
Lω : jacobienne qui lie la dérivée temporelle du vecteur de rotation (
dθu
dt
) à la vitesse de
rotation ω.
Dynamique
M : matrice d'inertie du robot.
D : jacobienne du robot.
C : forces de Coriolis et forces centrifuges.
Hj : modèle dynamique de la jambe j.
G : forces de gravité.
J : jacobienne entre la dernière liaison de la jambe j et le repère de la plateforme.
w : accélération de commande.
Γ : couple de commande.
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A : matrice de transition.
B : matrice de commande.
C : matrice d'observation.
u : vecteur d'entrée.
y : vecteur de sortie.
νk : bruit de mesure.
w : bruit sur le modèle d'évolution.
R : matrice de covariance du bruit de mesure.
Q : matrice de covariance des erreurs de modèle.
F : matrice de covariance des erreurs sur l'état estimée.
S : matrice de covariance de l'innovation.
K : gain de Kalman.
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Annexe B
Filtrage de Kalman
B.1 Le Filtre de Kalman linéaire
Le ltre de Kalman est un ltre récursif modélisé par une chaine de Markov perturbée
par un bruit Gaussien. En d'autres termes, c'est une méthode de ltrage stochastique qui
permet d'estimer l'état le plus probable d'un système à partir de mesures bruitées et
d'un modèle d'évolution plus ou moins précis.
An d'illustrer ce principe, considérons un système linéaire échantillonné régi par son
modèle d'évolution représenté dans l'espace d'état (Fig. B.1) :
xk = A xk−1 +B uk−1 + wk−1 (B.1)
où A est la matrice n × n qui relie l'état précédent à l'état actuel. Elle traduit entre
autres la dynamique du système. La matrice B, de dimensions n × m, appelée matrice
de commande, représente le lien entre un éventuel vecteur d'entrée uk−1 du système à
l'instant k− 1 et l'état suivant 1. Le vecteur wk−1 ∈ ℜn est un bruit Gaussien de moyenne
1. Noter que le vecteur d'entrée u est en italic pour le diérencier du vecteur décrivant l'orientation
u.
Figure B.1  Représentation d'un système dans l'espace d'état.
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nulle représentant la perturbation du système. Ce bruit est caractérisé par sa matrice
de covariance Q. Cette matrice nous informe entre autres sur le degré de précision du
modèle. Le système peut être observé par un signal yk ∈ ℜm généralement délivré par
un capteur. La mesure n'étant pas forcément faite dans l'espace d'état, la relation entre
l'état du système et la mesure y est donnée par l'équation d'observation :
yk = C xk + νk (B.2)
où C est une matrice m × n appelée matrice d'observation et νk le bruit de mesure
modélisé par un bruit Gaussien de moyenne nulle et de covariance R. Nous considérons
que le système est stationnaire, ce qui implique que les matrices A, B et C ainsi que
les matrices de covariance Q et R sont constantes au cours du temps. À partir de (B.1),
une estimation de l'état courant peut être calculée à partir d'une estimation de l'état
précédent et de l'entrée du système :
xˆk|k−1 = Axˆk−1|k−1 +Buk−1 (B.3)
où xˆk|k−1 est une estimation de l'état courant k à partir des connaissances à priori k − 1.
Les sources d'erreurs de l'état estimé xˆk|k−1 sont les erreurs dans le modèle d'évolution
Q et les erreurs présentes dans l'estimation de l'état précédent. Ainsi, l'estimation prédite
de la matrice de covariance des erreurs sur l'état prédit peut être calculée par :
Fk|k−1 = A Fk−1|k−1 A
T +Q (B.4)
Cette matrice permet entre autres d'estimer le degré de précision de l'état prédit (xˆk|k−1).
Les équations (B.3) et (B.4) représentent l'étape de prédiction dans le ltre de Kalman.
La mise à jour de l'état est calculée à partir de la mesure (Éq. B.2). On dénit ainsi
l'innovation comme étant l'erreur entre la mesure réelle et la mesure prédite :
y˜k = yk −Ck xˆk|k−1 (B.5)
Noter que la diérence entre la prédiction et la mesure est projetée dans l'espace de
mesure, ce qui permet d'intégrer des mesures incomplètes.
La matrice de covariance de l'innovation n'est rien d'autre que la somme de la matrice
de covariance de l'erreur de mesure et celle de l'état prédit projeté dans l'espace de mesure :
Sk = Ck Fk|k−1 C
T
k +R (B.6)
Étant donné que la prédiction aussi bien que la mesure sont entachées d'erreurs, il s'agit
de déterminer un gain matriciel qui permet de pondérer la contribution de la prédiction et
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de la mesure dans l'estimation de l'état courant. En eet, dans le cas où le bruit de sur le
modèle est plus important que le bruit mesure alors c'est la contribution de cette dernière
qui sera privilégiée et vice-versa. On peut démontrer que le gain optimal K appelé gain
de Kalman qui permet de minimiser l'erreur d'estimation de l'état au sens des moindres
carrés est donné par :
K = Ck Fk|k−1 C
T
k S
−1
k (B.7)
Enn, les mises à jour de l'état et de la matrice de covariance de l'erreur d'estimation
à postériori sont calculés comme suit :
xˆk|k = xˆk|k−1 +Kky˜k (B.8)
Fk|k = (I−Kk Ck) Fk|k−1 (B.9)
Nous pouvons remarquer que dans le cas idéal où la mesure ne comporte aucune erreur
(R = 0) le gain de Kalman devient K = C−1. Dans ce cas, la mise à jour de l'état n'est
basée que sur la mesure :
xˆk|k = C
−1
k y˜k
À l'inverse, si le modèle dévolution est parfait F = 0, alors le gain de Kalman s'annule ce
qui signie qu'on n'a pas besoin de mesure :
xˆk|k = xˆk|k−1
B.2 Le ltre de Kalman étendu
Le ltre de Kalman étant destiné aux systèmes linéaires, son utilisation pour les sys-
tèmes non linéaires requiert la linéarisation de ces derniers.
Soit un système dynamique caractérisé par son modèle d'évolution discret :
xk = f(xk−1,uk−1) + wk−1 (B.10)
N'ayant pas la possibilité de connaitre la valeur du bruit sur le modèle à l'instant (k− 1),
la prédiction de l'état courant du système à partir de l'état précédent est donnée par :
xˆk|k−1 = f(xˆk−1|k−1,uk−1) (B.11)
Comme dans le cas linéaire, cette prédiction comporte des erreurs dues aux hypothèses de
modélisation wk−1 et à la propagation de l'erreur d'estimation de l'état précédent (xk −
xˆk−1|k−1) sur l'état courant. Si f(xk−1, uk−1) est diérentiable, la propagation de l'erreur
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peut être approchée par un développement en série de Taylor du modèle d'évolution :
xk − xˆk|k−1 ≈ Ak(xk − xˆk−1|k−1) + wk−1 (B.12)
où Ak est la matrice Jacobienne de la fonction d'évolution f par rapport à l'état x calculé
à l'instant k :
Ak =
∂f
∂x
∣∣∣∣
xˆk−1|k−1,uk−1
(B.13)
Ainsi la matrice de covariance de l'erreur de prédiction est donnée par :
Pk|k−1 = Ak Pk−1|k−1 A
T
k +Q (B.14)
où Pk−1|k−1 est la matrice de covariance de l'erreur sur la prédiction à l'instant précédent.
En outre, la mesure étant modélisée par :
yk = h(xk) + νk (B.15)
Une estimation du vecteur de mesure à partir de l'état prédit peut être obtenue par :
yˆk = h(xˆk|k−1) (B.16)
Ainsi, l'erreur entre la mesure prédite et la mesure eectuée peut être estimée en eectuant
une linéarisation au 1er ordre de l'équation (B.15) :
yk − yˆk ≈ Ck (xk − xˆk|k−1) + νk (B.17)
où Ck est la matrice Jacobienne dénie par :
Ck =
∂h
∂x

xˆk|k−1
(B.18)
Ainsi, l'innovation représente la diérence entre la mesure eectuée et la mesure prédite :
y˜k = yk − yˆk (B.19)
L'innovation étant entachée des bruits de mesures νk et des erreurs de l'état prédit
propagées dans la prédiction de l'observation yˆk, la matrice de covariance de l'innova-
tion est estimée par :
S = C Fk|k−1 C
T +R (B.20)
Enn, le gain de Kalman ainsi que la mise à jour de l'état sont calculés de la même
manière que dans le cas linéaire (équations (B.7), (B.8) et (B.9)).
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Résumé
La vision articielle est un moyen de perception très apprécié en robotique. Les appli-
cations les plus courantes de la vision en robotique manipulatrice sont l'estimation de pose
et la commande. D'un point de vue conceptuel, l'utilisation de la vision articielle permet
d'améliorer les performances de la commande des robots en termes de précision et de
robustesse (vis-à-vis des erreurs sur les paramètres géométriques du robot). De plus, cette
mesure est d'autant plus pertinente pour les robots parallèles puisque l'état de ces derniers
est généralement mieux déni par la pose de l'eecteur que par les mesures articulaires,
traditionnellement utilisées en commande. Cependant, les systèmes de vision classiques
ne permettent pas de satisfaire les exigences des commandes hautes performances à cause
de leur période d'acquisition et de leur temps de latence trop grands. Pour pallier ce prob-
lème, l'approche proposée dans cette thèse est de procéder à une acquisition séquentielle
de fenêtres d'intérêt. En eet, le fait de ne transmettre que les régions de l'image contenant
les primitives visuelles utiles a pour eet de diminuer la quantité de données à transmettre
ce qui permet réduire la période d'acquisition et le temps de latence. De plus, l'acquisition
non simultanée des primitives ore la possibilité d'estimer la pose et la vitesse du robot
de façon conjointe. Diérentes méthodes d'estimation et plusieurs schémas de commandes
cinématiques et dynamiques utilisant ce mode d'acquisition ont ainsi été proposés dans
ce document. Les résultats expérimentaux obtenus en commande dynamique par vision
d'un robot parallèle montrent, pour la première fois, que la commande référencée vision
peut être plus performante que la commande articulaire.
Abstract
Visual sensing is very appreciated in manipulation robotics since it provides measures
for pose estimation and robot control. Conceptually, vision allows improving the perfor-
mance of manipulator robots control from accuracy and robustness (against kinematic
parameters errors) points of view. In addition, vision-based control is particularly rele-
vant for parallel robot manipulators. In fact, the state of these robots is usually better
described by the pose of their mobile platform than by their articular joints. Thus, the
use of vision simplies the control of parallel robots. However, the typical vision systems
do not full the dynamic control constraints on the acquisition frequency and the latency.
The approach proposed in this thesis is to perform a sequential acquisition of regions of
interest which contain the useful visual features to cut down the data amount to transmit.
Thus allows for reducing the acquisition period and latency. In addition, the sequential
acquisition allows for estimating both the pose and the velocity of the robot platform.
Thanks to this acquisition method, several control laws are proposed. The experimental
results show that the performance of the proposed vision based dynamic control laws are,
for the rst time, better than classical dynamic control.
