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ABSTRACT
This dissertation seeks to tackle the aircraft loss-of-control problem by adaptive backup flight
control law design and flight envelope protection for aircraft with physical damage.
In the first part of the study, a backup lateral-directional flight control law for mid-sized
transport aircraft with vertical-tail damage is proposed. In particular, the damage case scenarios
considered in this work are characterized by a total loss of directional control via rudder, in addition
to potential changes in the mass and aerodynamic properties of the aircraft. To compensate for the
loss of rudder control, the proposed flight control law employs antisymmetric thrust and asymmetric
spoiler deflection as directional control effectors. The design of the backup control law relies
on a frequency-shaped approach that accounts for the slow dynamics of the aero-engines, and
prevents excessive lift reduction resulting from continued large deflection of the aircraft’s spoilers.
In addition, the flight control law incorporates an L1 adaptive augmentation loop that is designed to
restore prescribed flying qualities for a family of uncertain aircraft models with similar vertical-tail
damage. Simulation results with NASA’s Transport Class Model demonstrate that the developed
backup flight control law is able to recover directional control authority and provide satisfactory
flying and handling qualities of the impaired aircraft.
In the second part of the study, command limiting control laws for flight envelope protection
based on potential functions are presented. In particular, two flight envelope protection methods
which are based on quadratic and exponential potential functions respectively are presented and
analyzed. During the design process, first the flight envelope protection law is presented based
on an n-th order linear model with stability analysis using Lyapunov stability theory. Then the
methods are implemented to attitude protection of aircraft models augmented with rate control
augmentation systems. Tuning parameters are introduced for better performance of the design
with necessary theoretical analysis. Applications on bank-angle protection for NASA’s Transport
Class Model and pitch-angle protection for a high fidelity nonlinear unmanned aerial vehicle model
are presented to verify the design. Simulation results indicate that the proposed methods can
provide envelope protection effectively. Considering the existence of uncertainties, disturbances,
and possible damages to the system, L1 adaptive augmentations for the flight envelope protection
control laws are also proposed, which guarantees desired performance when uncertainties are present
in the system dynamics. Finally, flight envelope protection method for two parameters is proposed
based on quadratic potential functions. Protection law is designed for each parameter and then the
minimum command of the two protection laws is passed to the system. Stability analysis of the
closed-loop system with the envelope protection is analyzed using the circle criterion. Protection
of both parameters in the steady-state is proved. Simulation examples of the proposed methods
for the protection of the angle-of-attack and the pitch angle of a nonlinear unmanned aerial vehicle
model are presented to justify the design.
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CHAPTER. 1
Introduction
1.1. Aircraft Loss-of-Control and the iReCoVeR Architecture
Loss-of-Control (LoC) remains a major cause of fatal accidents across all aircraft classes and
operational categories [1–4]. Aircraft loss-of-control can result from a wide range of causal and
contributing factors that occur individually or in combination sequentially in time. These factors
include, but are not limited to, component failures, structural damage, upset conditions due to
abrupt maneuvers caused by pilot misapplication of controls, environmental disturbances such as
wind shear, turbulence, or wake vortices, and icing conditions altering the aerodynamic properties of
the aircraft. All of these adverse circumstances can force the aircraft out of the normal operational
envelope and hinder the pilot in effectively controlling the aircraft in the new situation.
Due to the convoluted character of the contributing factors leading to an LoC event, the work
in [5] proposes an integrated system concept for preventing aircraft LoC incidents and accidents:
the AIRSAFE System concept. The emphasis of AIRSAFE is to arrest the development of an
LoC sequence through its core subsystems and the onboard modeling capability, by breaking the
string of events leading to loss of control at different stages. To this end, the AIRSAFE concept
integrates subsystems that collectively achieve LoC prevention by detecting vehicle impairment and
external hazard conditions, mitigating their effects, and recovering from actual vehicle upsets.
Based on the AIRSAFE concept, researchers at the University of Illinois at Urbana-Champaign
are developing the Integrated Reconfigurable Controller for Vehicle Resilience (iReCoVeR), an
architecture that integrates technologies for fault-tolerant flight control [6, 7], fault detection and
isolation (FDI) [8], flight envelope protection (FEP) [9], LoC onset prediction [10], and interfaces
for enhanced crew situation awareness [11]. The iReCoVeR control architecture along with the
situation awareness interfaces are shown schematically in Figure 1.1. In particular, central to this
architecture is its ability to reconfigure the flight control law based on information provided by the
FDI module. This feature is critical to regain and maintain control of the aircraft under severe
structural damage or system failures, where the loss of primary control effectors or large changes in
aircraft dynamics may jeopardize safe operation of the aircraft and increase crew workload beyond
tolerable levels. In these adverse scenarios, the iReCoVeR architecture is conceived to (re)allocate
control effectors and transfer to backup flight control laws that resort to unconventional control
strategies. Each of these backup control laws is designed to provide consistent, acceptable handling
qualities across a family of impaired aircraft configurations, all of them characterized by similar
control and dynamic deficiencies. In addition, when physical damage occurs to an aircraft, the safe
operational envelope might shrink due to the change in aerodynamic properties of the aircraft and
the limited control authority that is available. In such situations, flight envelope protection plays
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Figure 1.1: The iReCoVeR flight control architecture for loss-of-control prevention.
a critical role to guarantee the safe operation of the vehicle.
It is in this context that this dissertation presents a backup flight control law for damaged
transport aircraft and explores some practical methods of flight envelope protection design. In
particular, the work reported here focuses on damage scenarios that affect the vertical stabilizer
and the rudder. Representative examples include the incident of the Air Transat flight 961 [12] and
the accident of the American Airlines flight 587 [13].
For conventional aircraft, directional control is performed via rudder and static directional
stability is provided by the vertical stabilizer. Physical damage to the vertical tail and/or rudder
may lead to reduced stability or even instability under severe conditions and loss of directional
control power. This class of damage scenarios requires the use of unconventional strategies to
recover directional control. Due to the limited control authority, flight envelope protection for
bank angle is also desirable to avoid excessively large attitude and the associated increase in stall
speed.
1.2. Related Work
1.2.1. Flight Control Law Design for Aircraft with Vertical-Tail Damage
A challenge for the recovery of a damaged aircraft is that the remaining control authority
might be significantly reduced or might not even be sufficient to stabilize the aircraft. In these
scenarios, unconventional control configurations become necessary or highly desirable. A common
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approach to compensate for the loss of rudder control is the use of antisymmetric thrust. This
strategy has been extensively investigated by researchers [14–19], and successfully used by pilots in
some emergency situations [20,21].
However, one major constraint with only using thrust is that aero-engines usually have big time
delay and slow response. It cannot provide effective high-frequency control power required under
certain circumstances to guarantee stability. The low bandwidth of aero-engines also severely limits
the achievable level of directional flying and handling qualities, which might result in adverse pilot-
aircraft interactions, such as pilot induced oscillations. To alleviate this limitation, in addition to
antisymmetric thrust, the backup flight control law proposed in this dissertation uses asymmetric
spoiler deflection as an additional directional control effector. Spoilers are usually used during
low-speed flight phases to improve roll efficiency and as speed brakes. Asymmetric deflection of
spoilers will increase drag on the wing with spoiler deflection, and as such generate a yaw moment,
while the induced roll moment can be compensated for by ailerons. The use of spoilers allows for
an increase in the bandwidth of the directional response, and also improves the control authority
in yaw. Hence, spoilers can be an effective supplement to differential thrust for directional control,
leading to a practical choice for an impaired aircraft with a damaged vertical tail. In the adopted
solution, effective control allocation is achieved through a frequency-shaped approach that accounts
for the slow dynamics of the engines, and prevents excessive lift reduction resulting from continued
large spoiler deflection. Moreover, as envisioned in the iReCoVeR control architecture, the proposed
flight control system incorporates an L1 adaptive augmentation loop that is designed to improve the
robustness of the backup control law. In this setup, the L1 augmentation loop is thus responsible
for restoring prescribed flying qualities for all members of a family of uncertain aircraft models with
vertical-tail damage. The main objective of this part of study is to explore the feasibility and show
preliminary results of this backup control law for transport aircraft in the presence of damage to
the vertical tail. The assumption is made here that the FDI module has successfully detected and
isolated the anomalies with the vertical tail and the backup control law can be activated within
enough time.
1.2.2. Flight Envelope Protection
In [22], a quantitative set of metrics for defining LoC was proposed, which took the form of five
envelopes relating to airplane flight dynamics, aerodynamics, structural integrity, and flight control
use. The study suggests that the excursion of three or more envelopes is a reliable indication of LoC.
Flight envelope protection is an effective measure to prevent LoC and has been adopted by modern
aircraft designers [23, 24]. Due to its great potential in enhancing safety, methods for FEP have
attracted wide attention in the past decades. Earlier research on FEP was mainly focused on that of
helicopters, to ensure that the full envelope can be used without exceeding certain limit during flight
and hence a carefree handling can be achieved [25,26]. The study of FEP was mainly focused on two
tasks: limit violation prediction and limit violation prevention. The former task uses methods such
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as neural networks and dynamic trim to predict potential limit excursions [27–30], while the latter
takes different measures such as visual, audial, or haptic cueing, or direct intervention to prevent
possible envelope excursions from occurring [31–33]. In [34], envelope protection was achieved by
modifying system commands to follow a prescribed response profile near the envelope boundary.
Reference [35] evaluated the integration of an envelope protection system with inner loop/outer loop
type controller for rotorcraft, using the energy management algorithm and a neural network based
prediction algorithm to calculate the constraints. Study in [36] proposed an envelope protection
strategy with several controllers running in parallel and switching for different situations based
on logic conditions. It used a neural network and a linear model based algorithm to predict the
approaching of limits and then estimate the constraints on control positions. Online learning neural
networks were used in [37,38] to approximate aircraft dynamics, and command margins were then
obtained by inversion. Reference [39] proposed an improved dynamic trim algorithm for flight
envelope protection to increase the accuracy of the conventional dynamic trim method. Study
in [40] compared several flight envelope protection systems for small aircraft, and concluded that
compared with control limiting, command limiting shows more advantages. Study in [41] reported
a predictive flight guidance and envelope protection method by combining discrete model predictive
control and dynamic trim method into a constrained optimal guidance problem. An extended L1
adaptive controller was applied to flight envelope limiting in [42], which can compute the time-
varying boundaries of the control signal and ensure that the constrained output remains within the
limit. In [43], a command limiting approach based on dynamic inversion control laws was proposed
for NASA TCM aircraft. Whenever one of the critical flight parameters is about to be violated,
the proposed framework switches to a model following control law to provide effective envelope
protection. A dynamic inversion control system architecture was also proposed in [44], coupled
with an artificial neural network based damage model, to provide in-flight damage alleviation
system for rotorcraft. In [24], an adaptive flight envelope protection algorithm has been designed
that calculates in real time the actual envelope bounds, which are then provided to the pilot via
visual and haptic cues, and used as hard protections in the flight control laws. For adverse weather
conditions, [45] and [46] proposed Smart Icing Systems with Iced Aircraft Envelope Protection
system to deal with icing encounters. Reference [47] presented an angle-of-attack protection method
for icing aircraft based on steady-state estimation. Study in [48] developed a model-driven envelope
protection system for in-flight icing. In [49] a flight envelope protection scheme was presented for a
microburst encounter by limiting the maximum allowable inertial deceleration. For general aviation
aircraft, study in [50] proposed a force gradient control approach and reference [51] investigated the
feasibility of envelope protection for this class of aircraft. Several envelope protection algorithms
and strategies were developed and flight tested in [52,53].
In previous studies, the majority of the methods rely on predicting future envelope limit
violations, for example, dynamic trim and neural networks have been used to predict future
violations. The dynamic trim method assumes that the fast states such as the angular rates are in
the steady-state and constant and then predicts future attitude limit violations. Hence it does not
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apply to the situation where the fast states are not in steady-state. In this study, command limiting
control laws for FEP are developed from a different perspective. Two envelope protection methods
based on potential functions are proposed which do not require any prediction. Potential functions
have been widely used in obstacle/collision avoidance in robot path planning and aerial vehicles’
trajectory generation problems [54–56]. Here a potential field is constructed such that when the
protected state approaches the boundary from inside of the envelope, the potential increases. A
gradient descent method is then applied to generate a control law that drives the protected state
to a design value inside the envelope limit. The position of this design value can be selected by the
designer. With this method, the prediction of envelope violations is not required. In the second
part of this dissertation, the envelope protection method will be discussed for the protection of
bank angle, pitch angle, and angle-of-attack. For the lateral motion, bank angle is an important
parameter that should be protected from becoming too large [43,52,57]. Excessive bank angle will
lead to loss of lift and hence increased stall speed. It might also lead to increase of induced sideslip
angle, and even loss of control, see [58]. Pitch angle will be limited for better passenger experience
and safety. Angle-of-attack is critical for desired aerodynamic properties as well as flight safety and
also needs protection. All these three angles are key parameters among the five envelopes proposed
in [22].
1.3. NASA’s Transport Class Model
In order to assess the capabilities of the propsed backup flight control law and the flight
envelope protection method, they have been implemented and tested on the NASA’s Transport
Class Model (TCM), a full-scale non-proprietary transport simulation model [59]. It has been
developed under the NASA’s VSST project “for the purpose of performing controls research at
potentially extreme attitudes to address transport aircraft safety issues such as loss of control due to
inadvertent stalls, environmental disturbances, or aircraft system failures” [59]. The TCM simulation
is based on NASA’s 5.5% dynamically-scaled Generic Transport Model (GTM) simulation, which
is a non-proprietary nonlinear simulation that was developed as part of the AirSTAR facility under
NASA’s IRAC project, and is publicly available under a software release of NASA LaRC. Details
about the GTM simulation and the AirSTAR flight facility can be found in [60].
The TCM simulation includes a series of damage case scenarios that simulate partial or total
loss of fixed and movable aerodynamic surfaces and, as a result, affect both the aerodynamic
characteristics and controllability of the TCM in one or multiple axes. Two of these damage cases
consider damage to the vertical tail in various degrees, and are therefore relevant to the present
work: (i) damage case #1, which simulates the loss of the rudder; and (ii) damage case #2, which
simulates the loss of the entire vertical tail. Table 1.1 provides descriptions of these two damage
cases, as reported in the TCM simulation documentation [61].
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Table 1.1: Description of TCM damage cases affecting the vertical tail [61].
Damage Case Description Primary Effects
Damage Case #1 Loss of rudder
Reduction in directional stability
Complete loss in rudder control power
Weight reduction
Shift of the CG location (forward and down)
Reduction in primary axis inertias
Damage Case #2 Entire loss of vertical tail
Loss in directional stability to unstable levels
Complete loss in rudder control power
Weight reduction
Shift of the CG location (forward and down)
Reduction in primary axis inertias
It is important to emphasize that there are limitations in using the TCM simulation; for
example, because the subscale aerodynamic database was determined from low-speed wind-tunnel
tests that did not measure compressibility effects, the TCM aerodynamic data is not representative
of a full-scale transport aircraft for Mach numbers greater than 0.6. Also, flaps-down and stall/post-
stall dynamics are of limited fidelity. Further details about the TCM simulation and its limitations
are described in [59]. The reader is also referred to [9] and [62] for an analysis of the nominal TCM
flight envelope and its open-loop dynamics.
1.4. Contributions of Dissertation
The main contributions of this dissertation are as follows. First, for the aircraft loss-of-
control problem involving vertical-tail damage, this dissertation proposes the strategy of combining
antisymmetric thrust and asymmetric spoiler deflection as the directional control effector, while
previous study mainly focuses on the implementation of solely differential thrust, which in general
has slow response and might not be adequate to stabilize the aircraft under some situations. The
introduction of spoilers increases the bandwidth and hence the response speed of the actuation
greatly and some severe damage case can be compensated for. Second, for flight envelope protection
design, this dissertation introduces the design method based on potential functions. This method
doesn’t require prediction of envelope limit violations, which was usually necessary in previous
studies. In addition, in the proposed envelope protection control law, the information of the
reference command is still preserved, which shows some advantage over previous designs. In
this study, two potential functions have been explored and the systems with these two designs
have been analyzed with Lyapunov stability theory to guarantee the stability of the closed-loop
system, which was also lacking in most of previous studies. To ensure the performance of envelope
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protection, adaptive augmentations have also been proposed, which guarantees that the protected
state converges to a neighborhood of the design value in the presence of uncertainties and damage,
and the size of the neighborhood is bounded and can be made arbitrarily small by increasing the
adaptation gain.
1.5. Dissertation Outline
The following chapters of this dissertation are organized as follows. In Chapter 2, the adaptive
backup flight control law for an aircraft with vertical-tail damage will be discussed in detail with
design procedures and simulation results. In Chapters 3 and 4, flight envelope protection designs
based on potential functions will be presented. Specifically, in Chapter 3, the flight envelope
protection method based on quadratic potential functions will be discussed. The design will be
first developed on an n-th order linear model, and then implemented on a roll subsidence dynamic
model of an aircraft for bank-angle protection. Stability analysis based on Lyapunov stability
theory will be presented, and simulation examples on the nonlinear TCM model will be discussed.
In Chapter 4, the flight envelope protection method based on exponential potential functions will
be discussed, following similar steps as in Chapter 3. In Chapter 5, the command limiting methods
for flight envelope protection will be augmented with the L1 adaptive control law to compensate for
uncertainties and damage to the system. We show that with the adaptive augmentations, the flight
envelope protection is still effective. In Chapter 6, the protection of two parameters is explored
based on the method proposed in Chapter 3. Finally, in Chapter 7, we conclude this research work
and propose some directions for future study.
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CHAPTER. 2
Backup Flight Control Law for Aircraft with Vertical-Tail Damage
2.1. Overview
The backup flight control law for the TCM aircraft with vertical-tail damage implements a
lateral-directional control law that, due to the absence of rudder, resorts to an unconventional
strategy to maintain aircraft directional control. In particular, this backup lateral-directional
control law uses both asymmetric spoiler deflection and antisymmetric EPR demand as effectors for
directional control, while lateral control is still achieved through antisymmetric aileron deflection.
Here, spoiler deflection is used to increase control bandwidth in the directional channel so as to
improve handling qualities of the impaired aircraft. However, because spoiler deflection significantly
reduces wing lift, the adopted solution penalizes continued large deflection of the aircraft’s spoilers,
and low-frequency directional demands are mainly allocated to the antisymmetric EPR demand.
Note that the spoiler and EPR commands generated by the flight control law are added respectively
to the speedbrake and throttle settings the pilot has manually selected. Finally, to prevent
adverse pilot-aircraft interactions upon engagement of the backup flight control law, the lateral
and directional control variables for this backup lateral-directional control law are the same as
those of the primary flight control law, that is, stability-axis roll rate pS and angle-of-sideslip β, as
discussed in [9].
From an architectural perspective, the backup lateral-directional control law consists of a
baseline control law and an L1 augmentation loop implemented around it, and is intended to
provide satisfactory handling qualities for a family of uncertain aircraft models with vertical-tail
failures. The design of the baseline control law is based on a specific model from this family,
which we refer to as the design aircraft configuration. In particular, in the work presented in this
chapter, damage case #2 of the TCM simulation is selected as this design configuration. Finally,
to be able to maintain consistent flying and handling qualities across all members of the family of
impaired aircraft models, the baseline control law is augmented with an L1 augmentation loop. In
fact, a number of flight tests and mid- to high-fidelity simulation evaluations have demonstrated
that L1 flight control laws are able to significantly restore the dynamic characteristics of a desired
reference aircraft model, and provide consistent and safe handling qualities across a variety of
off-nominal aircraft configurations; see, for example, the results reported in [7, 63–67]. Figure 2.1
shows a functional block diagram of the developed L1-augmented control and stability augmentation
system (CSAS).
In what follows, we present a detailed description of the various elements that comprise the
backup lateral-directional flight control law. We note that, for the sake of conciseness, in this part
of study we only present results of the design of the backup flight control law at the design condition
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of Mach 0.48 at an altitude of 10, 000 ft.
2.2. Backup Lateral-Directional Baseline Flight Control Law
The control architecture of the baseline pS/β-CSAS is shown in Figure 2.2. The flight control
law has a similar structure to that of the primary lateral-directional flight control law, with a “full-
state” lateral-directional stability augmentation system as well as integral pS- and β-controllers [9].
The feedback and direct-path gain matrices, Ksas and KI respectively, provide increased Dutch-roll
damping and desired decoupling of the lateral and directional channels, while the integral action of
the β-controller supports the pilot in coordinated turns at zero sideslip. The roll-rate feedforward
compensation, present in the primary control law for improved handling qualities, is set to zero to
prevent sideslip excursions induced by fast roll maneuvers that might stress the backup directional
control effectors. Additional proportional bank-angle feedback to the roll-rate command is added
to provide a small restoring force in roll so that the pilot has to hold a slight wheel deflection into
the turn to maintain a constant bank angle. The commands generated by the flight control law are
shaped in frequency to, first, attenuate EPR commands at high frequencies and, second, penalize
the use of spoilers at low frequencies. This frequency-shaping approach allows us to account for
the slow dynamics of the engines, and prevents excessive lift reduction resulting from significant
continued spoiler deflection.
The design of the backup lateral-directional flight control law is based on a combination of
constrained, frequency-shaped optimal control techniques, standard practices, and engineering
judgement. The design accounts for a set of specifications that include lateral-directional handling
qualities criteria, control bandwidth, response decoupling, closed-loop robustness with respect to
actuation uncertainties, sensing uncertainties, and low-frequency/parametric uncertainties, lateral-
gust and turbulence attenuation, and control effector usage. The full set of design criteria is listed
in Table 2.1. The feedback, direct-path, and frequency-shaping gain matrices have been obtained
using LQR design techniques. To this end, a low-order synthesis model has been generated that
includes the linearized lateral-directional aircraft dynamics, actuator dynamics, two integral error
states in the lateral and directional axes, and the input frequency-shaping filters. Sensor noise
models have been excluded from this synthesis model. Additionally, a small amount of bank angle
has been added to the stability-axis roll-rate feedback in order to stabilize the spiral mode:
p′S := pS + kΦΦ , 0 < kΦ  1 .
Similar to [68], for the LQR design, lateral and directional criteria outputs are defined as
ys,1 :=
(s2 + 2ζpωps+ ω
2
p)
s
(pS + kΦΦ) ,
ys,2 :=
(s+ aβ)(s
2 + 2ζβωβs+ ω
2
β)
s
β ,
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Figure 2.1: Functional block diagram of the backup pS/β control and stability augmentation
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Figure 2.2: Baseline pS/β control and stability augmentation system.
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Table 2.1: Design criteria for the baseline pS/β control and stability augmentation system
Category Criterion Spec Name
Stability margins
Broken-loop Nichols charts
Nich-δa, Nich-δsp , Nich-δ∆t,
Nich-β, Nich-p, Nich-r, Nich-Φ
Broken-loop SISO gain/phase margins
RobMarg-δa, RobMarg-δsp ,
RobMarg-δ∆t
Robustness
Min. singular value of RDM (plant input) σ(RDM )
Min. singular value of SRM (plant input) σ(SRM )
Lower bound on gain crossover frequencies
XFreq
Actuator usage
Upper bound on gain crossover frequencies
Actuator RMS in light Dryden turbulence Turb-RMS
Damping
Lower bound on damping ratio ζ
ζlow , ζhigh(all closed-loop eigenvalues)
Dutch-roll damping ζdr
Disturbance rejection
β-disturbance rejection DRejβ-pk, DRejβ-bw
p-disturbance rejection DRejp-pk, DRejp-bw
Discrete β-gust βgust -att, βgust -ay
Lat-response decoupling Dutch-roll pole/zero cancellation in lateral channel Lat-Decoupling
where the target zeros, characterized by ωp, ζp, aβ, ωβ, and ζβ, are included to attract the closed-
loop eigenvalues and provide desired roll subsidence and Dutch-roll dynamics. Finally, the following
criteria inputs are also defined in order to shape the control commands
us,1 :=
s
s2 + 2ζ∆tω∆ts+ ω2∆t
δ∆t ,
us,2 :=
ωsp
s+ ωsp
δsp ,
where the parameters ω∆t, ζ∆t, and ωsp are adjusted to provide desired frequency content of the
control commands. Similar to [9], this design step takes advantage of an approach, proposed
in [69], to locally convexify the Lagrangian function around a point where the feedback structural
constraint is satisfied, which allows for the use of standard numerical optimization routines to find
a local minimum. The baseline control signal is generated by
ubl = −Ksasx−KFxf −KIxi,
with x = [β, p, r, φ]>, xf = [xfh, xfl]>, and xi = [xi1, xi2]>, where, xfl and xfh are the output
of the low- and high-pass filters; xi1 and xi2 are the integral error states.
The final design of the backup pS/β-CSAS has been verified with a set of linear models
of the aircraft that include actuator dynamics and first-order sensor noise filters in all feedback
loops. This verification step includes single-channel closed-loop robustness requirements expressed
as exclusion zones in Nichols plots of broken-loop transfer functions, multi-channel closed-loop
robustness requirements (such as lower bounds on the singular values of the return difference
11
matrix, RDM, and the stability robustness matrix, SRM), minimum requirements on the damping
ratio of all closed-loop eigenvalues, upper and lower bounds on the gain crossover frequencies of
broken-loop transfer functions, angle-of-sideslip and roll-rate disturbance-rejection specifications,
decoupling requirements between lateral and directional responses, and actuator usage in light
turbulence. Results of this verification step can be found in Appendix A, along with details about
the various performance and robustness requirements. Here, we just present the time responses of
the augmented aircraft to pS- and β-step commands; see Figure 2.3. The two plots on the left show
the time responses of roll rate pS and angle-of-sideslip β to a roll-rate step command pS,cmd, while
the two plots on the right present the time responses to an angle-of-sideslip step command βcmd.
The control law provides a response with adequate transient specifications and decoupling between
the lateral and directional channels, especially given the control deficiencies of the impaired aircraft.
Step responses for the nominal TCM with its primary flight control law have been included
in Figure 2.3 for comparison. While there is an apparent degradation in performance, mainly
characterized by a larger rise time in the roll-rate step response, the backup flight control allows
the pilot to maintain control of all flight parameters in the absence of vertical tail. Finally, it is also
important to mention that the use of spoilers and engines for directional control, as compared to
the use of a rudder, results in a rather limited directional control authority, which severely restricts
the range of angle-of-sideslip that can be reached in steady flight.
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Figure 2.3: Time responses of the augmented aircraft to pS and β step commands. (Linear
simulation; design point: Mach 0.48 and 10, 000 ft)
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2.3. L1 Adaptive Augmentation
The lateral-directional L1 adaptive augmentation loop is a 2-axis adaptive control law that
is implemented around the baseline lateral-directional flight control law described in the previous
section, and actively modifies the aileron, spoiler, and EPR commands generated by this baseline
flight control law.
The L1 augmentation loop, which is based on the theory developed in [70], is designed to
maintain the flying qualities of the design aircraft configuration (TCM under damage case #2)
augmented with the backup baseline flight control law. To this end, the reference model of the
lateral-directional L1 augmentation loop implements a 4-state reference model of the impaired
aircraft with the baseline flight control law. The output of this reference model is used to drive
the estimation loop of the L1 control law, which is based on piecewise constant adaptation laws
that update both matched and unmatched uncertainty estimates at 200 Hz (adaptation sampling
time of 5 ms). Note that the adaptation laws do not directly identify estimates of the stability
and control derivatives, but rather estimates of lumped uncertainties in the various channels. The
uncertainty estimates are used by the L1 control law to generate augmentation commands for
aileron, spoiler, and EPR, which are then added to the corresponding baseline commands. First-
order low-pass filters with unity DC gain are implemented in all control channels. To prevent
excessive high-frequency content in the generated EPR demands, the bandwidth of the L1 filter in
the EPR channel is set to be significantly lower than those of the aileron and spoiler channels.
To illustrate the ability of the L1 adaptive augmentation loop to maintain the flying qualities of
the design configuration, Figures 2.4 and 2.5 present step responses under damage cases #1 and #2
respectively, with and without the L1 augmentation engaged. In particular, similar to Figure 2.3, in
these figures the two plots on the left show the time responses of roll rate pS and angle-of-sideslip β
to a roll-rate step command pS,cmd, while the two plots on the right present the time responses to an
angle-of-sideslip step command βcmd. Because damage case #2 corresponds to the design aircraft
configuration, the L1 contribution is minimal, and step responses for this configuration are identical
with and without the L1 augmentation. Instead, under damage case #1, the L1 augmentation loop
is able to significantly restore the dynamic characteristics of the design configuration, reducing the
5%-95% rise time of the angle-of-sideslip step response from a 143% increase to a 31% increase
with respect to the design value. Finally, to complement these results, Table 2.2 presents gain and
time-delay margins of the baseline flight control law with and without the L1 augmentation loop
for the design aircraft configuration.
2.4. Simulation Results
In this section, we present simulation results that illustrate the performance of the backup
flight control law for the TCM aircraft with vertical-tail damage. This preliminary verification is
conducted through both pilot-out-of-the-loop (batch) and piloted simulations, using the nonlinear
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Figure 2.4: Time responses of the augmented aircraft to pS and β step commands under damage
case #1. (Linear simulation; design point: Mach 0.48 and 10, 000 ft)
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Figure 2.5: Time responses of the augmented aircraft to pS and β step commands under damage
case #2. (Linear simulation; design point: Mach 0.48 and 10, 000 ft)
TCM simulation. Batch simulations analyze in detail the behavior of the flight control law in terms
of command tracking and sideslip gust rejection capabilities, and response under light turbulence,
for the two damage cases described earlier in Table 1.1. To complement these results, piloted
simulations investigate whether the backup flight control law is able to assist the pilot in the
execution of standard maneuvers in normal flight operation and where there are potential adverse
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Table 2.2: Gain and time-delay margins of the baseline lateral-directional flight control law with
and without the L1 adaptive augmentation loop. (Design point: Mach 0.48 and 10, 000 ft)
Channel
Without L1 Augmentation With L1 Augmentation∗
TDM [msec] GM+ [dB] TDM [msec] GM+ [dB]
Aileron 363 25.88 326 19.16
Spoiler 521 26.53 434 20.11
Antisymmetric Thrust Inf 30.58 Inf 19.03
∗ Predicted values with the L1 augmentation have been obtained through numerical
simulations; predicted values for the baseline flight control law were determined
analytically.
interactions between pilots and the control law. These simulations have been performed by a
transport category certificated pilot and conducted at the Illinois Simulator Laboratory (ISL),
which is a Beckman Institute facility at the University of Illinois at Urbana-Champaign. An
overview of the ISL facility and the simulation environment is reported in [71].
2.4.1. Batch Simulations
Doublet Tracking. This set of batch simulations presents the response of the TCM augmented
with the backup flight control law to pS and β doublet commands under the damage configurations.
First, Figure 2.6 illustrates the results for damage case #2, which corresponds to the design aircraft
configuration. As expected, despite the loss of the vertical tail, the augmented aircraft is able to
track the doublet commands by effectively combining aileron, spoiler, and EPR demands. The figure
shows that the frequency-shaped flight control law allocates high-frequency directional demands to
the asymmetric spoiler deflection, while the low-frequency component is sent to the engines. In
addition, the figure also shows that, after the initial sideslip transient response, the control law
reduces spoiler deflection in order to prevent excessive lift reduction.
The results for damage case #1 are depicted in Figure 2.7. In terms of tracking performance,
the results indicate a reduction in rise time in the directional channel, which is consistent with
the linear simulations discussed in the previous section. In this case, as a result of the increased
directional and roll stiffness due to the presence of the vertical tail, a significantly larger control
effort is required to track the doublet commands. In addition, we note that the L1 augmentation
loop reverses the EPR demand of the baseline control law to be able to track the desired angle-of-
sideslip. We also note that the larger directional control activity leads to noticeable oscillations in
the altitude and, to a smaller extent, airspeed responses of the aircraft.
Gust Rejection. Next, we present batch simulation results illustrating the response of the TCM
augmented with the backup flight control law to a (1 − cos) side gust, under different damage
configurations. Because of the limited directional control authority of the damaged configurations,
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a moderate side gust with a peak speed of 15 ft/s is considered in this set of simulations. Figures 2.8
and 2.9 show the response of the augmented aircraft under damage cases #2 and #1, respectively.
It can be seen that the backup flight control law is able to, first, stabilize the aircraft response and,
second, successfully damp the lateral-acceleration response for both aircraft configurations. In fact,
the amplitude of the second peak of the lateral-acceleration response is in both cases smaller than
the amplitude of the first peak. Also, similar to the doublet responses, larger control efforts are
required for the TCM under damage case #1, due to the increased directional and roll stiffness of
the aircraft configuration. Finally, note that, as a result of the larger spoiler deflection in these two
configurations, the aircraft experiences larger drops in altitude.
Response to Turbulence. The last set of batch simulations analyzes the response of the different
aircraft configurations to light Dryden turbulence. Figures 2.10 and 2.11 show the response of the
augmented aircraft under damage cases #2 and #1 respectively. These figures clearly illustrate
the ability of the frequency-shaped flight control law to allocate different frequency content to the
spoiler and engine input commands. Also, similar to the doublet and gust responses shown earlier,
a larger control activity is apparent in the responses for the TCM under damage case #1. To
support this claim, Table 2.3 summarizes RMS values of aileron deflection, spoiler deflection, and
EPR percentage. Finally, as a result of the larger spoiler deflection under damage case #1, the
aircraft experiences again larger excursions in altitude.
Table 2.3: Aircraft response to light turbulence; RMS values of aileron deflection, spoiler
deflection, and EPR percentage for the different damage configurations.
Channel Damage Case #2 Damage Case #1
Aileron 1.59 deg 3.54 deg
Spoiler 2.55 deg 4.57 deg
Antisymmetric Throttle 4.06 % 8.85 %
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Figure 2.6: Time responses of the augmented aircraft to pS and β doublet commands under
damage case #2. (Nonlinear simulation)
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Figure 2.7: Time responses of the augmented aircraft to pS and β doublet commands under
damage case #1. (Nonlinear simulation)
18
0 20 40 60
p S
 
[de
g/s
]
-1
0
1 Cmd
L1 On
0 20 40 60
r 
[de
g/s
]
-1
0
1
0 20 40 60
β
 
[de
g]
-1
0
1
0 20 40 60
a
y 
[g]
-0.05
0
0.05 Peak 1: ay = -0.0230gPeak 2: ay =  0.0182g
0 20 40 60
Ai
le
ro
n 
(R
igh
t) [
de
g]
-20
-10
0
10
20
0 20 40 60
Sp
oi
le
r [d
eg
]
0
10
20
30 RightLeft
time [s]
0 20 40 60
h 
[kf
t]
9.9
10
10.1
CA
S 
[kt
s]
265
270
275
Altitude
KCAS
time [s]
0 20 40 60
Th
ro
ttl
e 
[%
]
0
20
40
60
80
100 Right
Left
Figure 2.8: Time responses of the augmented aircraft to a (1 − cos) sideslip gust under damage
case #2. (Nonlinear simulation)
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Figure 2.9: Time responses of the augmented aircraft to a (1 − cos) sideslip gust under damage
case #1. (Nonlinear simulation)
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Figure 2.10: Time responses of the augmented aircraft to light turbulence under damage case #2.
(Nonlinear simulation)
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Figure 2.11: Time responses of the augmented aircraft to light turbulence under damage case #1.
(Nonlinear simulation)
22
2.4.2. Piloted Simulations
To demonstrate the efficacy of the backup flight control law in assisting the pilot in safely
performing standard maneuvers, we asked a transport category certificated pilot to fly a flight test
pattern with the developed control law. The pattern, which was originally developed in [10], consists
of a series of segments of straight and level flight, 25-deg bank turns, 1, 000-ft/min climbing turns
and descents, and airspeed increases and decreases. The pattern is shown in Figure 2.12. Although
this test pattern does not include all maneuvers that a transport aircraft might routinely perform, it
does represent a subset of simple maneuvers that can be easily analyzed. All maneuvers in the test
pattern are flown in the range of 9, 000- to 12, 000-ft altitude, 0- to 25-deg bank angle, and 250- to
280-kts airspeed with light atmospheric turbulence. The piloted tests were conducted with the TCM
under damage cases #1 and #2, using both the primary control law and the backup control law.
Additionally, piloted tests with the undamaged TCM augmented with the backup control law were
also performed to demonstrate that the pilot can also maintain control of the aircraft in the event
of false positive detections of the FDI algorithm. All of the tests were conducted under light
turbulence. For brevity, only the results from the TCM under damage cases #1 and #2 with the
adaptive backup flight control law will be shown here. The reader is refered to [72] for details on
the test results for other cases. Figures 2.13 to 2.14 illustrate the results of these piloted tests.
Figure 2.12: Flight test pattern for piloted simulations; from [10].
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The results of the execution of the skill pattern with the backup flight control law are shown
in Figures 2.13 and 2.14. The pilot was able to successfully fly the pattern with the backup control
law under damage cases #1 and #2. The pilot indicated that lateral control was adequate for
both damage scenarios and that, compared to the undamaged TCM augmented with the primary
flight control law, the backup control law did not require significant additional effort to fly the skill
pattern. The pilot did indicate minor difficulties in controlling vertical speed, as antisymmetric EPR
induced unexpected pitch changes. In addition, the pilot also complained about minor deficiencies
in airspeed control; more precisely, he indicated that, when compared to the undamaged TCM with
the primary control law, it was more difficult to correctly adjust power setting in order to capture
and maintain the intended airspeed target. This unpleasant feature is possibly the result of the
nonlinear thrust dynamics of the aero-engines, by which asymmetric EPR demands lead to changes
in the overall thrust of the aircraft. Nevertheless, despite these deficiencies, the pilot mentioned
that he was able to maintain airspeed within ±10 kt of the target value and altitude within ±200 ft.
24
0 200 400 600 800 1000
α
 
[de
g]
0
5
10
0 200 400 600 800 1000
EA
S 
[kt
s]
200
250
300
0 200 400 600 800 1000
q 
[de
g/s
]
-10
-5
0
5
10
0 200 400 600 800 1000
Θ
 
[de
g]
-5
0
5
10
15
0 200 400 600 800 1000
C*
U 
[g]
-4
-2
0
2
4
Command Response
0 200 400 600 800 1000
qb
ar
 [p
sf]
150
200
250
300
time [s]
0 200 400 600 800 1000
n
z,
G
 
[g]
0
0.5
1
1.5
2
time [s]
0 200 400 600 800 1000
h 
[kf
t]
9
10
11
12
(a) Longitudinal flight parameters
Figure 2.13: Skill pattern; TCM augmented with the backup control law under damage case #1.
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Figure 2.13: Skill pattern; TCM augmented with the backup control law under damage case #1.
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Figure 2.14: Skill pattern; TCM augmented with the backup control law under damage case #2.
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Figure 2.14: Skill pattern; TCM augmented with the backup control law under damage case #2.
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CHAPTER. 3
Flight Envelope Protection Design based on Quadratic Potential Functions
In this chapter, a command limiting control law for flight envelop protection will be developed
based on quadratic potential functions. Potential functions have been used in path planning and
collision avoidance [54–56]. The potential function consists of two components: the attractive
potential and the repulsive potential [54]. The attractive potential forces the system to approach
the goal position, while the repulsive potential prevents the system from colliding with obstacles.
To apply potential functions to flight envelope protection, the limit of the envelope is treated as an
obstacle and the pilot command is equivalent to the attractive potential function [57]. One has to
design the repulsive potential function such that it increases as the state approaches the limit from
inside the envelope. The change of this repulsive potential function is then employed to modify the
pilot command for envelope protection.
In this chapter, the command limiting method will first be developed for an n-th order linear
model and then implemented on the bank-angle protection design for the roll subsidence dynamics
of aircraft models augmented with a proportional-integral (PI) control augmentation system (CAS).
The design will then be improved by introducing a switching design to reduce the interference with
pilot operation. Theoretical analysis based on Lyapunov stability theory will be presented and
simulations on the nonlinear TCM model for bank-angle protection will then be provided to verify
the design.
3.1. Command Limiting Control Law Design for an n-th Order Model
3.1.1. Problem Formulation
An n-th order linear system is considered where the first state x1 needs soft protection such
that it cannot overshoot excessively over a limit Xm > 0. This state can represent the attitude of
an aerial vehicle. The remaining (n− 1) states represent the remaining states of the plant plus the
rate control augmentation system. The system is represented by the following equations of motion
x˙1(t) = x2(t), x1(0) = x10,
x˙2(t) = x3(t), x2(0) = x20,
...
x˙n(t) = −an−1x2(t)− · · · − a1xn(t) + an−1x2c(t), xn(0) = xn0,
(3.1)
where ai > 0, i = 1, 2, 3, ..., n − 1, and x2c(t) is the rate command. The control design objective
is that given a bounded positive reference command r(t) from either the pilot or the autopilot
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satisfying rm > r(t) > r0 > 0, develop a command limiting signal x2c(t) such that the state x1(t)
converges to a design value Xd ≤ Xm. Before we proceed to the control law design, the following
assumption is made for the system in (3.1).
Assumption 3.1 Define a symmetric matrix Pn = [pi,j ]
n
i,j=1 where pi,j = pj,i, p1,n = 1, and pi+1,n =
ζi, for i = 1, 2, 3, · · · , n− 1. Further let
pi,j = pi,nan−j + pj+1,nan+1−i − pi−1,j+1, i ≤ j < n. (3.2)
Assume that for the system in (3.1), there exist ζi ∈ R, i = 1, 2, 3, ..., n − 1, which satisfy the
following inequalities
pi,i+1 − ζian−i < 0, i = 1, 2, 3, · · · , n− 1, (3.3)
such that the following command signal leads to an exponentially stable closed-loop system
x2c = −r0(x1 + ζ1x2 + · · ·+ ζn−1xn). (3.4)
This assumption implies that for the system in Equation (3.1), there exist full-state feedback
control laws such that the origin is exponentially stable for the closed-loop system. In this study,
the command limiting control law consists of two components, the original reference command r(t)
and the protection command rp(t), such that
x2c(t) = r(t) + rp(t).
In the next section, the protection command design based on quadratic potential functions will be
discussed.
3.1.2. Command Limiting Control Law based on Quadratic Potential Functions
Let x(t) = [x1(t), x2(t), · · · , xn(t)]> and h = [1, ζ1, ζ2, · · · , ζn−1]>. Consider the following
quadratic repulsive potential function
U qrep(x) =
 0, if x1 ≤ Xt,1
2
(
h>x−Xt
)2
, if x1 > Xt,
where Xt represents the triggering point of the command limiting control law. The protection
command can be obtained as
rp(t) = β(t)∇x1U qrep(x) =
 0, if x1 ≤ Xt,β(t)(h>x−Xt) , if x1 > Xt,
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with β(t) defined as
β(t) = − r(t)
Xd −Xt .
The total command limiting signal x2c(t) is then generated by
x2c(t) = r(t) + rp(t) =

r(t), if x1 ≤ Xt,
r(t)
Xd −Xt
(
Xd − h>x(t)
)
, if x1 > Xt.
(3.5)
Next, we study the stability of the closed-loop system.
3.1.3. Stability Analysis
In this part, the stability of the closed-loop system when x1 > Xt will be analyzed. Let
d = Xd −Xt. The closed-loop system can be written as
x˙1(t) = x2(t), x1(0) = x10,
x˙2(t) = x3(t), x2(0) = x20,
...
x˙n(t) = −an−1x2(t)− · · · − a1xn(t) + an−1r(t)
d
(
Xd − h>x(t)
)
, xn(0) = xn0.
The closed-loop system has a unique equilibrium at [Xd, 0, · · · , 0]>. A change of coordinates is
performed to shift the equilibrium to the origin and the following new system is obtained (note
that the original notation x1 is retained to represent the new state)
x˙1(t) = x2(t), x1(0) = x10 −Xd,
x˙2(t) = x3(t), x2(0) = x20,
...
x˙n(t) = −an−1x2(t)− · · · − a1xn(t)− an−1r(t)
d
h>x(t), xn(0) = xn0.
(3.6)
For this system, the following theorem holds.
Theorem 3.1 The system (3.6) is globally uniformly exponentially stable for 0 < r0 < r(t) < rm.
Proof. Consider the following symmetric matrix defined in Assumption 3.1
Pn =

p1,1 p1,2 · · · p1,n
p1,2 p2,2 · · · p2,n
...
...
...
p1,n p2,n · · · pn,n
 .
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First we show that the symmetric matrix Pn above is positive definite by studying the closed-loop
system consisting of the system in Equation (3.1) and the command signal defined in Equation
(3.4). The closed-loop system is written below
x˙1(t) = x2(t), x1(0) = x10,
x˙2(t) = x3(t), x2(0) = x20,
...
x˙n(t) = −an−1x2(t)− · · · − a1xn(t) + an−1r0h>x(t), xn(0) = xn0.
Consider the following Lyapunov function candidate
V (x) =
1
2
x>Pnx =
1
2
(
p1,1x
2
1 + 2p1,2x1x2 + · · ·+ pn,nx2n
)
=
1
2
 n∑
i=1
pi,ix
2
i + 2
n∑
i,j=1
i<j
pi,jxixj
 . (3.7)
The time derivative of the Lyapunov function candidate is then
V˙ (x) =
n∑
i=1
pi,ixix˙i +
n∑
i,j=1
i<j
pi,j(x˙ixj + xix˙j)
=
n−1∑
i=1
pi,ixixi+1 +
n∑
i,j=1
i<j
pi,jxi+1xj +
n−1∑
i,j=1
i<j
pi,jxixj+1 +
n∑
i=1
pi,nxix˙n
=
n∑
i=2
x2i (pi−1,i − pi,nan−i+1) +
n∑
i,j=1
i<j
xixj (pi−1,j + pi,j−1 − pi,nan−j+1 − pj,nan−i+1)
− an−1r0 (x1 + ζ1x2 + · · ·+ ζn−1xn)2 .
Equation (3.2) guarantees that the coefficients of the cross terms xixj , i < j, are zero. Hence
V˙ (x) =
n∑
i=2
x2i (pi−1,i − pi,nan−i+1)− an−1r0 (x1 + ζ1x2 + · · ·+ ζn−1xn)2 .
The conditions in (3.3) on ζi’s assure that the coefficients of the square terms x
2
i , i = 2, 3, · · · , n, are
negative and this implies that the time derivative of the Lyapunov function candidate is negative
definite. In fact, the time derivative of the Lyapunov function can be further written as
V˙ (x) = −x>Qr0n x,
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where Qr0n is positive definite with its elements defined by
Qr0nii =
{
an−1r0, i = 1,
pi,nan−i+1 − pi−1,i + an−1ζ2i−1r0, i > 1,
Qr0nij =
{
an−1ζj−1r0, i = 1, j > i,
an−1ζi−1ζj−1r0, i > 1, j > i.
(3.8)
Since the closed-loop system is exponentially stable, the symmetric matrix Pn is positive definite.
Next, we show that the system in Equation (3.1) with the command limiting control law defined
in Equation (3.5) is globally uniformly exponentially stable. Consider the same Lyapunov function
candidate in Equation (3.7). Then for the system in (3.6), the time derivative of the Lyapunov
function candidate is
V˙ (x) =
n∑
i=2
x2i (pi−1,i − pi,nan−i+1)−
an−1
d
r(t)
(
h>x
)2
<
n∑
i=2
x2i (pi−1,i − pi,nan−i+1)−
an−1
d
r0
(
h>x
)2
= −x>Qdnx,
where Qdn is positive definite with its elements written below
Qdnii =
{
an−1r0/d, i = 1,
pi,nan−i+1 − pi−1,i + an−1ζ2i−1r0/d, i > 1,
Qdnij =
{
an−1ζj−1r0/d, i = 1, j > i,
an−1ζi−1ζj−1r0/d, i > 1, j > i.
Hence
V˙ (x) ≤ −λmin(Qdn)‖x‖2,
where λmin(·) represents the smallest eigenvalue of a matrix. Since Pn is positive definite, we have
λmin(Pn)‖x‖2 ≤ V (x) ≤ λmax(Pn)‖x‖2,
where λmax(·) is the largest eigenvalue of a matrix. Then we conclude that the system in Equation
(3.6) is globally uniformly exponentially stable. This completes the proof.
3.2. Bank-Angle Protection Design based on Roll Subsidence Dynamics
In this section, a design example is presented where a roll-rate command limiting control law
is designed for bank-angle protection of aerial vehicles. The design is based on the roll subsidence
dynamics of an aerial vehicle.
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3.2.1. System Model
Consider the following roll subsidence dynamics of an aircraft model with a PI roll-rate control
augmentation system
φ˙(t) = p(t), φ(0) = φ0,
p˙(t) = −ap(t) + bu(t), p(0) = p0,
u(t) = kP (pc(t)− p(t)) + kI
∫ t
0
(pc(τ)− p(τ)) dτ,
(3.9)
where a, b ∈ R+ are the system pole and the input gain, u(t) is the control signal of the PI roll-rate
control augmentation system, kP , kI ∈ R+ are the proportional and integral control gains. Let
x(t) = [x1(t), x2(t), x3(t)]
>, where x1(t) = φ(t), x2(t) = p(t), and x3(t) =
∫ t
0 (pc(τ)− p(τ)) dτ .
Further let a1 = bkI , a2 = a+ bkP , and b1 = bkP . Then the system in (3.9) can be written as
x˙1(t) = x2(t), x1(0) = φ0,
x˙2(t) = −a2x2(t) + a1x3(t) + b1pc(t), x2(0) = p0,
x˙3(t) = −x2(t) + pc(t), x3(0) = 0,
(3.10)
which yields the following state-space form
x˙(t) = Ax(t) +Bu(t), x(0) = x0,
y(t) = Cx(t),
where x0 = [φ0, p0, 0]
>, C = I, and the matrices A and B are given by
A =
0 1 00 −a2 a1
0 −1 0
 , B =
 0b1
1
 .
The controllability matrix of this system is
C =
 0 b1 a1 − a2b1b1 a1 − a2b1 (a22 − a1)b1 − a1a2
1 −b1 a2b1 − a1,
 ,
which has full rank if akP 6= kI . In following analysis, it is assumed that this condition holds. Then
there exists a similarity transformation z(t) = Tx(t) such that Az = TAT
−1, Bz = TB, and Az
and Bz are in the following form
Az =
0 1 00 0 1
0 −az2 −az1
 , Bz =
00
1
 ,
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where az1 and az2 are positive. Let z(t) = [z1(t), z2(t), z3(t)]
>. With this transformation, the
system in (3.10) can be represented as
z˙1(t) = z2(t)
z˙2(t) = z3(t)
z˙3(t) = −az2z2(t)− az1z3(t) + pc(t),
(3.11)
and the initial condition is z(0) = Tx0. With the model in (3.11), we proceed with the command
limiting control law design based on the quadratic potential function.
3.2.2. Command Limiting Control Law based on Quadratic Potential Functions
The command limiting control law can be implemented exactly as stated in (3.5) or as follows
pc(t) = min
{
pr(t),
pr(t)
d
(
Zd − h>z(t)
)}
. (3.12)
Implementation as in (3.5) might introduce discontinuity when x1 crosses Xt. The implementation
in (3.12) can avoid this. In next chapter, a new repulsive potential function will be discussed which
can blend the reference command r(t) and the protection command rp(t) and no comparison is
necessary. Consider the command limiting control law in Equation (3.12) using state z(t) of the
transformed system. With the protection control law in effect, the closed-loop system has the
following equilibrium ze = [Zd, 0, 0]
>, with Zd = T (1, 1)Xd. Then in the original system, the
equilibrium is at xe = [Xd, 0, 0]
>. In the design, only the first two states x1(t) and x2(t) will be
used to yield a protection law pc =
r(t)
d (Xd−x1− ζx2). Toward that, let hx = [1, ζ, 0]> and hence
we have
h>x x = h
>
x T
−1z = η(z1 + ζ1z2 + ζ2z3), (3.13)
where η = 1/T (1, 1). Pick ζ for the original system such that the conditions for ζ1 and ζ2 in above
Equation (3.13) satisfy the conditions in (3.3), which are, for this specific system, as follows
az1 < az2ζ1 and ζ1 < ζ2az1. (3.14)
Then the closed-loop system can be shown to be exponentially stable with the Lyapunov function
candidate V (x) = 12x
>P3x, where the positive definite matrix P3 is defined by
P3 =
az2 az1 1az1 ζ2az2 + ζ1az1 − 1 ζ1
1 ζ1 ζ2
 .
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The control law using the original state x(t) is then
pc(t) = min
{
r(t),
r(t)
d
(
Xd − h>x x(t)
)}
.
Note that when the protection command is in effect, the total command is
pc(t) =
r(t)
d
(Xd − x1 − ζx2) ,
and this total command is a proportional-derivative (PD) control law with a time-varying gain
proportional to the reference command r(t).
In the following, we present the simulation results. The model parameters, taken from reference
[57], are a = 1.030, b = 1.655, kI = 1, and kP = 0.732. After the similarity transformation, we have
az1 = 2.2415 and az2 = 1.6550. Choose ζ = 1.2 in (3.13) for hx, and then the conditions in (3.14)
for ζ1 and ζ2 are satisfied. Simulation results with d = 1 for a constant and a sinusoidal reference
roll-rate commands are shown in Figure. 3.1. The reference command pr(t) is not modified until
the protected state approaches the limit and the protected state converges to the design value
Xd = 45 degrees. Simulation results indicate that the FEP method is effective for both constant
and time-varying reference commands.
(a) Responses to constant reference commands (b) Responses to sinusoidal reference commands
Figure 3.1: Roll-rate command limiting for bank-angle protection
3.3. Improvement of the FEP Design
In this section, we present an improvement to the design by introducing a switching control
law. The new design has smaller interference with pilot operation in the sense that the triggering
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point of the envelope protection law is closer to the envelope limit, resulting in a larger area where
the pilot has full control authority. The FEP control law for negative reference command will also
be introduced in the latter part. The new FEP control law is then tested on the nonlinear TCM
model for bank-angle protection.
3.3.1. Switching FEP Control Law
A desirable improvement to the FEP control law is to reduce the interference with pilot
command such that the FEP command takes effect closer to the envelope limit. In this section, the
performance will be improved by introducing a switching control law. When the pilot command is
small, the FEP algorithm will have a fixed gain, instead of the time-varying gain proportional to
the reference command r(t).
We notice that in [73] the following FEP law was used for bank angle
pc(t) = min
{
pr(t), k
(
Φd − φ(t)− ζφ˙(t)
)}
.
Combine this design with the design in the previous section, and the following switched FEP control
law based on the quadratic potential function is proposed
pc(t) =

min {pr(t), Xd − x1(t)− ζx2(t)} , if pr(t) < d,
min
{
pr(t),
pr(t)
d
(Xd − x1(t)− ζx2(t))
}
, if pr(t) ≥ d.
(3.15)
The FEP law in (3.15) has a unity gain when the reference command r(t) < d, where d can be used
as a tuning parameter. Next, we briefly show that compared with the FEP command
min {pr(t), Xd − x1(t)− ζx2(t)}
and
min
{
pr(t),
pr(t)
d
(Xd − x1(t)− ζx2(t))
}
,
the command in (3.15) has larger x1(t) for a constant reference command when the FEP command
is triggered.
At the moment the FEP command is triggered, we have
pr(t1) = Xd − x1(t1)− ζx2(t1),
and
pr(t2) =
pr(t2)
d
(Xd − x1(t2)− ζx2(t2)) .
We assume that when the FEP is triggered, the state x2(t) tracks the command pr(t) without error,
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that is x2(t) = pr(t). Then we have
xt11 = Xd − (1 + ζ)pr,
and
xt21 = Xd − (ζpr + d).
Then, when pr < d, we have
xt11 = Xd − (1 + ζ)pr > Xd − (ζpr + d) = xt21 ,
and, when pr > d, we have
xt11 = Xd − (1 + ζ)pr < Xd − (ζpr + d) = xt21 .
Hence using the switching control law given in (3.15), the triggering point is always closer to the
limit than using the FEP command defined by each comment of (3.15), hence yielding a reduced
interference with pilot operation. Next, we will analyze the stability of the three-state system in
(3.11) with the switched FEP command in (3.15), and the analysis can be readily extended to the
n-th order system in (3.1).
3.3.2. Stability Analysis
With h>z = z1 + ζz2, consider the following system with the switching command limiting
control law given in (3.15)
z˙1(t) = z2(t), z1(0) = z10,
z˙2(t) = z3(t), z2(0) = z20,
z˙3(t) = −az2z2(t)− az1z3(t) + pσc (t), z3(0) = z30,
pσc (t) =

pr(t), if σ = 1,
Zd − h>z(t), if σ = 2,
pr(t)
d
(
Zd − h>z(t)
)
, if σ = 3.
(3.16)
When σ = 1, the pilot has complete control of the aircraft. When σ = 2 and σ = 3, the command
limiting control law is providing protection. For this system with the switching control inputs, we
study the stability when the command limiting control laws are in effect, i.e., when σ = 2, σ = 3,
and when the system switches between σ = 2 and σ = 3. The system in Equation (3.16) has the
equilibrium at z3 = [Zd, 0, 0]
>, when σ = 2 and σ = 3. Hence, a change of coordinates is carried
out to shift the equilibrium to the origin. After the change of coordinates, we have the following
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system
z˙1(t) = z2(t), z1(0) = z10 − Zd,
z˙2(t) = z3(t), z2(0) = z20,
z˙3(t) = −az2z2(t)− az1z3(t) + pσc (t), z3(0) = z30,
pσc (t) =
 −(z1(t) + ζ1z2(t) + ζ2z3(t)), if σ = 2,−pr(t)
d
(z1(t) + ζ1z2(t) + ζ2z3(t)) , if σ = 3.
(3.17)
For this system, we have the following theorem:
Theorem 3.2 The system in (3.17) is uniformly exponentially stable when σ = 2, σ = 3, and when
σ switches arbitrarily between these two values.
Proof. Consider the following Lyapunov function candidate V (z) = 12z
>P3z, where the matrix P3
is defined by
P3 =
az2 az1 1az1 ζ2az2 + ζ1az1 − 1 ζ1
1 ζ1 ζ2
 .
Since ζ1 and ζ2 satisfy
az1 < az2ζ1 and ζ1 < az1ζ2,
we have
az1 < az2ζ1 < az1az2ζ2 ⇒ 1 < az2ζ2.
The leading principal minors of P3 are
∆1 = az2 > 0,
∆2 = az2(ζ2az2 + ζ1az1 − 1)− a2z1 = (ζ2az2 − 1)az2 + (ζ1az2 − az1)az1 > 0,
∆3 = az2ζ2(ζ2az2 + ζ1az1 − 1) + 2az1ζ1 − (ζ2az2 + ζ1az1 − 1)− a2z1ζ2 − az2ζ21
= (az2ζ2 − 1)2 + (az1ζ2 − ζ1)(az2ζ1 − a1) > 0,
which implies that P3 is positive definite. Next we consider each case.
Case 1. σ = 2 : The Lyapunov function candidate can be expanded as
V (z) =
1
2
az2z
2
1 + az1z1z2 + z1z3 +
1
2
(ζ2az2 + ζ1az1 − 1)z22 + ζ1z2z3 +
1
2
ζ2z
2
3 .
Then the time derivative of the Lyapunov function candidate is
V˙ (z) = az2z1z˙1 + az1 (z˙1z2 + z1z˙2) + z˙1z3 + z1z˙3 + (ζ2az2 + ζ1az1 − 1) z2z˙2 + ζ1 (z˙2z3 + z2z˙3)
+ ζ2z3z˙3
= (az1 − az2ζ1) z22 + (ζ1 − az1ζ2) z23 − (z1 + ζ1z2 + ζ2z3)2 = −z>Q3z,
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where the matrix Q3 is positive definite and given below
Q3 =
 1 ζ1 ζ2ζ1 ζ21 + az2ζ1 − az1 ζ1ζ2
ζ2 ζ1ζ2 ζ
2
2 + az1ζ2 − ζ1
 .
Since P3 is positive definite, the system with σ = 2 is exponentially stable.
Case 2. σ = 3 : Consider the same Lyapunov function candidate V (z) = 12z
>P3z. Then the time
derivative of the Lyapunov function candidate is
V˙ (z) = (az1 − az2ζ1) z22 + (ζ1 − az1ζ2) z23 −
pr(t)
d
(z1 + ζ1z2 + ζ2z3)
2
≤ (az1 − az2ζ1) z22 + (ζ1 − az1ζ2) z23 −
r0
d
(z1 + ζ1z2 + ζ2z3)
2 = −z>Qd3z,
where the matrix Qd3 is positive definite and written below
Qd3 =

r0
d
r0
d ζ1
r0
d ζ2
r0
d ζ1
r0
d ζ
2
1 + az2ζ1 − az1 r0d ζ1ζ2
r0
d ζ2
r0
d ζ1ζ2
r0
d ζ
2
2 + az1ζ2 − ζ1
 .
Hence the system with σ = 3 is uniformly exponentially stable.
Case 3. σ switches between 2 and 3:
From above analysis of σ = 2 and σ = 3, one can observe that V (z) = 12z
>P3z serves as a
common Lyapunov function. For σ = 2 and σ = 3 we have{
V˙ (z) ≤ −z>Q3z ≤ −λmin(Q3)‖z‖2, if σ = 2,
V˙ (z) ≤ −z>Qd3z ≤ −λmin(Qd3)‖z‖2, if σ = 3.
Hence for the switching system, the following holds
V˙ (z) ≤ −λ¯‖z‖2,
where λ¯ = min{λmin(Q3), λmin(Qd3)}. Hence the system is uniformly exponentially stable when σ
switches between σ = 2 and σ = 3. This completes the proof.
Remark: The switching between σ = 2 and σ = 3 depends on the magnitude of the reference
command r(t). Since the reference command cannot oscillate infinitely fast, there will not be Zeno
behavior in the closed-loop system.
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3.3.3. Negative Command Limiting
Based on the results in the previous section, for a negative command r(t) < 0, we propose the
following switching FEP control law based on the quadratic potential function
p−c (t) =

max
{
pr(t), X
−
d − x1(t)− ζx2(t)
}
, if − d < pr(t) < 0,
max
{
pr(t), −pr(t)
d
(
X−d − x1(t)− ζx2(t)
)}
, if pr(t) ≤ −d.
To discuss briefly the stability of the system with above negative command limiting design, we can
again write the following switching system
z˙1(t) = z2(t), z1(0) = z10,
z˙2(t) = z3(t), z2(0) = z20,
z˙3(t) = −az2z2(t)− az1z3(t) + pσc (t), z3(0) = z30,
pσc (t) =

pr(t), if σ = 1,
Z−d − h>z(t), if σ = 2,
−pr(t)
d
(
Z−d − h>z(t)
)
, if σ = 3.
(3.18)
If one compares this system with the system in (3.16), then it is easy to find that these two systems
are the same. Hence the result of stability analysis of (3.16) applies to the system in (3.18) and
therefore detailed stability analysis is omitted. The protected state x1(t) will converge to X
−
d for
a negative command −rm < pr(t) < −r0 < 0.
3.3.4. Simulation Example
In this part, the proposed flight envelope protection method is tested on the nonlinear TCM
model for bank-angle protection. A flight condition with EAS 265kts at an altitude of 10, 000ft is
chosen for the simulation. A pS-CSAS based on the design proposed in [73] for the TCM is used
in the simulation. The envelope limits are set to Xd = 45 and X
−
d = 45 degrees.
Simulation results for constant pilot command with different magnitudes are depicted in Figure
3.2. When the bank angle is small, the FEP control law does not modify the reference command. As
φ(t) increases, the control law starts to modify the pilot command so that the bank angle converges
to the value Φd. Simulation results for sinusoidal reference command inputs are shown in Figure 3.5.
Three different sinusoidal pilot input signals were selected for the simulations. From these plots,
similar conclusions can be drawn. The proposed command limiting control law works effectively
for all three sinusoidal command inputs. The system remains stable under switching. For the
simulated reference commands, the system finally switches to σ = 2 or keeps alternating between
σ = 2 and σ = 3. Simulation results for a doublet command and a doublet command superposed
with a sinusoidal command are depicted in Figures 3.4 and 3.5, which verify the effectiveness of
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the method for both positive and negative commands.
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Figure 3.2: Response of the nonlinear TCM with proposed FEP design, constant reference
commands
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Figure 3.4: Response of the nonlinear TCM with proposed FEP design, doublet reference
commands
Figure 3.5: Response of the nonlinear TCM with proposed FEP design, sinusoidal reference
commands
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CHAPTER. 4
Flight Envelope Protection Design based on Exponential Potential Functions
In this chapter, the command limiting control law for flight envelope protection based on
exponential potential functions will be developed following similar steps in the precious chapter.
With exponential potential functions, the protection command can be blended with the reference
command due to the properties of exponential functions. In the following sections, first the
command limiting design based on an exponential potential function is proposed for an n-th order
linear system. Some properties of this type of potential functions will be discussed and Lyapunov
stability analysis will then be presented. We show that with the command limiting design based
on exponential potential functions, the closed-loop system is globally exponentially stable. Then
the design will be implemented on the bank-angle protection of the roll subsidence dynamics of an
aerial vehicle with roll-rate CAS. In the last part, some improvement to the design will be proposed
where an additional tuning parameter will be introduced for more design flexibility. Modification
of the FEP control law for excessively large reference command will also be introduced, followed
by simulation examples of pitch-angle protection design on a high fidelity unmanned aerial vehicle
(UAV) model to verify the proposed method.
4.1. Command Limiting Control Law Design for an n-th Order Model
4.1.1. Command Limiting Control Law based on Exponential Potential Functions
Consider the same problem formulated in 3.1.1 with the following system model
x˙1(t) = x2(t), x1(0) = x10,
x˙2(t) = x3(t), x2(0) = x20,
...
x˙n(t) = −an−1x2(t)− · · · − a1xn(t) + an−1x2c(t), xn(0) = xn0.
(4.1)
For this system, consider the following exponential repulsive potential function
U erep(x) = e
(h>x),
where h = [1, ζ1, · · · , ζn−1]> and the parameters ζi, i = 1, 2, · · · , n − 1, satisfy the conditions
in Assumption 3.1. The protection control law is then generated by the following gradient descent
law
rp(t) = β(t)∇x1U erep(x) = β(t)e(h
>x),
44
where
β(t) = −r(t)
eXd
,
yielding the following total command limiting control input
x2c(t) = r(t) + rp(t) = r(t)
(
1− e(h>x−Xd)
)
. (4.2)
If this command limiting control law is implemented, the closed-loop system has an equilibrium at
xe = [Xd, 0, · · · , 0]>. We will show in the stability analysis that the state x1 will converge to the
value Xd, given a positive reference command 0 < r0 < r(t) < rm.
In the following part, some fundamental properties of the exponential function will be discussed
for a better understanding of the control law. Consider the command limiting control law given
in (4.2) for the system in (4.1). Properties of the exponential function indicate that when h>x is
small and far away from Xd, the exponential term is close to zero and the following holds
1− e(h>x−Xd) ≈ 1, h>x Xd.
This corresponds to the situation when the protected state x1 is far away from the design value Xd
and other states are also small. In this case, the closed-loop system is equivalent to the following
system
x˙1 = x2, x1(0) = x10,
x˙2 = x3, x2(0) = x20,
...
x˙n = −an−1x2 − · · · − a1xn + an−1r(t), xn(0) = xn0,
and the state x2 will track the command signal r(t) with a satisfactory performance from the CAS
design. The effect of the protection command on the reference command is negligible.
As (h>x − Xd) approaches zero, that is, when x1 approaches Xd, the magnitude of the
exponential term increases. The closed-loop system can be written as
x˙1 = x2, x1(0) = x10,
x˙2 = x3, x2(0) = x20,
...
x˙n = −
n∑
i=2
an+1−ixi − an−1r(t)
(
h>x−Xd
) ∞∑
n=1
(
h>x−Xd
)n−1
n!
, xn(0) = xn0.
Since it can be verified that ∞∑
n=1
xn−1
n!
> 0, ∀ x ∈ R,
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this control law is equivalent to a gain-scheduled PD control law such that the feedback gain
increases as the value of (h>x − Xd) increases. Hence, when the protected state approaches Xd,
the gain will increase, resulting in a faster convergence of x1 to Xd. In the next part, stability of
the closed-loop system defined by (4.1) and (4.2) will be analyzed with Lyapunov stability theory.
4.1.2. Stability Analysis
With the command limiting control law defined in Equation (4.2), the following closed-loop
system can be obtained
x˙1 = x2, x1(0) = x10,
x˙2 = x3, x2(0) = x20,
...
x˙n = −an−1x2 − · · · − a1xn + an−1r(t)
(
1− e(h>x−Xd)
)
, xn(0) = xn0,
which has an equilibrium at xe = [Xd, 0, · · · , 0]>. For stability analysis, again a change of
coordinates is conducted to move the equilibrium to the origin and the following system is obtained
(note that the original notations are retained to represent the new states after the change of
coordinates)
x˙1 = x2, x1(0) = x10 −Xd,
x˙2 = x3, x2(0) = x20,
...
x˙n = −an−1x2 − · · · − a1xn + an−1r(t)
(
1− eh>x
)
, xn(0) = xn0.
(4.3)
For the system in Equation (4.3), we have the following theorem about its stability.
Theorem 4.1 The system in Equation (4.3) is globally uniformly exponentially stable.
Proof. Consider the following symmetric matrix Pn defined in Assumption 3.1
Pn =

p1,1 p1,2 · · · p1,n
p1,2 p2,2 · · · p2,n
...
...
...
p1,n p2,n · · · pn,n
 .
We showed in the previous chapter that the symmetric matrix Pn defined above is positive definite.
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Consider the following Lyapunov function candidate
V (x) =
1
2
x>Pnx =
1
2
 n∑
i=1
pi,ix
2
i + 2
n∑
i,j=1
i<j
pi,jxixj
 . (4.4)
The time derivative of the Lyapunov function candidate is
V˙ (x) =
n∑
i=1
pi,ixix˙i +
n∑
i,j=1
i<j
pi,j(x˙ixj + xix˙j)
=
n−1∑
i=1
pi,ixixi+1 +
n∑
i,j=1
i<j
pi,jxi+1xj +
n−1∑
i,j=1
i<j
pi,jxixj+1 +
n∑
i=1
pi,nxix˙n
=
n∑
i=2
x2i (pi−1,i − pi,nan−i+1) +
n∑
i,j=1
i<j
xixj (pi−1,j + pi,j−1 − pi,nan−j+1 − pj,nan−i+1)
− an−1r(t)
(
h>x
)(
1− eh>x
)
.
Equation (3.2) guarantees that the coefficients of the cross terms xixj , i < j, are zero. Hence
V˙ (x) =
n∑
i=2
x2i (pi−1,i − pi,nan−i+1) + an−1r(t)
(
h>x
)(
1− eh>x
)
.
The conditions in (3.3) on ζi’s assure that the coefficients of the square terms x
2
i , i = 2, 3, · · · , n, are
negative. Next we verify that given r(t) > r0 > 0, ∀t ≥ 0, the second term in the time derivative
of the Lyapunov function candidate is negative semi-definite, which is equivalent to(
h>x
)(
1− eh>x
)
≤ 0, ∀x ∈ Rn.
Consider the following function of y
f(y) = (1− ey) y, y ∈ R. (4.5)
The first and second derivative of this function with respect to y are then
f ′(y) = 1− ey(y + 1),
f ′′(y) = −ey(y + 2),
which implies that f ′(y) = 0 ⇔ y = 0 and f ′′(0) = −2. This indicates that f(y) attains its global
maximum at y = 0 and f(0) = 0. Hence we conclude that
f(y) = (1− ey) y ≤ 0, ∀y ∈ R.
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Based on this result, we have the following inequality(
h>x
)(
1− eh>x
)
≤ 0, ∀x ∈ Rn.
Then, if the conditions in Equation (3.3) hold, we have the following result
V˙ (x) ≤
n∑
i=2
x2i (pi−1,i − pi,nan−i+1) ≤ 0.
Hence, the system in Equation (4.3) is uniformly stable [74]. This also suggests that for any  > 0
there exists δ = δ() such that
‖x(0)‖ < δ ⇒ ‖x(t)‖ < , ∀ t ≥ 0.
Consider the function f(y) defined in (4.5) again. In the following, we show that within a
neighborhood of the origin, the function f(y) is bounded from above by some negative quadratic
function. That is, for any y > 0, there exists c = c(y) > 0 such that
|y| < y ⇒ f(y) ≤ −cy2.
The following figure illustrates the intersection of f(y) and −cy2 for different c values, which
indicates that such c exists.
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Figure 4.1: Plots of f(y) and −cy2 with c = 0.1, 0.2, and 0.4
Consider the following function h(y)
h(y) := f(y) + cy2 = (1− ey) y + cy2 = y (1− ey + cy) , y ∈ R.
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In the following study, let c ∈ (0, 1). For a given y, we need to find a c such that h(y) ≤ 0. Again,
we take the first and second derivative of h(y) and obtain
h′(y) = f ′(y) + 2cy = 1− ey(y + 1) + 2cy,
h′′(y) = f ′′(y) + 2c = −ey(y + 2) + 2c.
One of the solutions to h′(y) = 0 is y = 0. Since h′′(y) < 0, ∀y ≥ 0 and h′(0) = 0 then we know
that h′(y) < 0, ∀ y > 0, and hence f(y) ≤ −cy2, ∀ y ≥ 0. One solution to h(y) = 0 is y = 0 and
the other solution satisfies
1− ey + cy = 0. (4.6)
Hence, given y = −y < 0, by the mean value theorem there exists c = ey0 with y < y0 < 0 such
that the following equation holds
1− e−y + cy = 0,
since Equation (4.6) can be written as
c · (0− y) = e0 − ey .
Then for any y ∈ [−y, 0], we have the following inequality hold
1− ey + cy ≥ 0.
Hence, for any y ∈ [−y, 0], the following is true
h(y) = y (1− ey + cy) ≤ 0.
Further, we have h(y) ≤ 0,∀ y > 0, and hence for y ∈ [−y, y], there exists a c such that
f(y) ≤ −cy2.
The larger the y, the smaller the c(y).
Since we know from the previous steps of the stability analysis that the state vector satisfies
‖x(t)‖ < , ∀ t ≥ 0,
then the following inequality holds for some positive value 1∣∣∣h>x∣∣∣ < 1.
Hence, there exists c = c(1) such that(
h>x
)(
1− eh>x
)
≤ −c(h>x)2, ∀x ∈ Rn and
∣∣∣h>x∣∣∣ < 1.
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It follows that the time derivative of the Lyapunov function satisfies
V˙ (x) ≤
n∑
i=2
x2i (pi−1,i − pi,nan−i+1)− an−1cr(t)(h>x)2.
Since r(t) > r0 > 0, the time derivative of the Lyapunov function further satisfies
V˙ (x) <
n∑
i=2
x2i (pi−1,i − pi,nan−i+1)− an−1cr0(x1 + ζ1x2 + · · ·+ ζn−1xn)2 = −x>Qcr0n x,
where the positive definite matrix Qcr0n is defined by
Qcr0nii =
{
an−1cr0, i = 1,
pi,nan−i+1 − pi−1,i + an−1ζ2i−1cr0, i > 1,
Qcr0nij =
{
an−1ζj−1cr0, i = 1, j > i,
an−1ζi−1ζj−1cr0, i > 1, j > i.
Hence
V˙ (x) ≤ −λmin(Qcr0n )‖x‖2.
Since Pn is positive definite, we have
λmin(Pn)‖x‖2 ≤ V (x) ≤ λmax(Pn)‖x‖2.
Then we conclude that the system is globally uniformly exponentially stable. This completes the
proof.
4.2. Bank-Angle Protection Design based on Roll Subsidence Dynamics
In this section, a design example is presented where a roll-rate command limiting control
law is designed for bank-angle protection of aerial vehicles. The design is based on the same roll
subsidence dynamics of the aerial vehicle used in Chapter 3.
4.2.1. System Model
Consider again the following roll subsidence dynamics of a UAV model with a roll-rate control
augmentation system
φ˙(t) = p(t), φ(0) = φ0,
p˙(t) = −ap(t) + bu(t), p(0) = p0,
u(t) = kP (pc(t)− p(t)) + kI
∫ t
0
(pc(τ)− p(τ)) dτ,
(4.7)
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where a, b ∈ R+ are the system pole and the input gain, u(t) is the control signal of a PI roll-rate
control augmentation system, kP , kI ∈ R+ are the proportional and integral control gains. Let
x(t) = [x1(t), x2(t), x3(t)]
>, where x1(t) = φ(t), x2(t) = p(t), and x3(t) =
∫ t
0 (pc(τ)− p(τ)) dτ .
Further, let a1 = bkI , a2 = a+ bkP , and b1 = bkP . Then the system in (4.7) can be written as
x˙1(t) = x2(t), x1(0) = φ0,
x˙2(t) = −a2x2(t) + a1x3(t) + b1pc(t), x2(0) = p0,
x˙3(t) = −x2(t) + pc(t), x3(0) = 0,
which, with a similarity transformation, can be represented as
z˙1(t) = z2(t)
z˙2(t) = z3(t)
z˙3(t) = −az2z2(t)− az1z3(t) + pc(t),
with the initial condition z(0) = Tx0.
4.2.2. Command Limiting Control Law based on Exponential Potential Functions
Consider the following command limiting control law based on exponential potential functions
pc(t) = r(t)
(
1− e(h>x x(t)−Xd)
)
,
where hx = [1, ζ, 0]
>. Then we have
h>x x = h
>
x T
−1z = η(z1 + ζ1z2 + ζ2z3). (4.8)
Pick a ζ as we did previously such that ζ1 and ζ2 in Equation (4.8) satisfy the conditions in (3.14),
which are
az1 < az2ζ1 and ζ1 < ζ2az1. (4.9)
Then the closed-loop system can be shown to be exponentially stable. With the protection control
law in effect, the closed-loop system has the following equilibrium ze = [Zd, 0, 0]
> and for the
original system, the equilibrium is at xe = [Xd, 0, 0]
>. Xd and Zd are related by Zd = T (1, 1)Xd.
In the following, we present the simulation results. The model parameters are a = 1.030,
b = 1.655, kI = 1, and kP = 0.732. After the similarity transformation, we have az1 = 2.2415 and
az2 = 1.6550. Again choose ζ = 1.2 for hx; then the conditions in (4.9) for ζ1 and ζ2 are satisfied.
Simulation results for a constant and a sinusoidal reference commands are shown in Figure 4.2.
Simulation results suggest that the proposed design can provide effective envelope protection for
both constant and sinusoidal reference command signals. When the protected state is far away from
the limit, the reference command is barely modified. When the protected state approaches the limit,
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the command limiting control law takes significant effect and modifies the reference command such
that the protected state converges to Xd inside the envelope limit.
(a) Responses to constant reference commands (b) Responses to sinusoidal reference commands
Figure 4.2: Roll-rate command limiting for bank-angle protection
4.3. Improvement of the FEP Design
In this section, modifications to the original design will be presented for better performance.
First, an additional tuning parameter is introduced, which affects the position where the FEP
command starts to take significant effect. Second, a modified command limiting control law for
excessively large reference signals is proposed. Finally, the FEP control law for negative reference
command is presented, followed by a pitch-angle protection design for a nonlinear UAV model.
4.3.1. Introducing a Tuning Parameter
In this section, we discuss a modification to the potential function presented in the previous
section. A coefficient will be introduced into the potential function to add tuning flexibility to the
command limiting method for FEP. The purpose of this tuning parameter is to improve the FEP
performance via modifying the rate of the command limiting control law. First we present the new
potential function, and then we briefly discuss the influence of this parameter. Stability analysis of
the new system is conducted briefly, since it is similar to the previous analysis.
The new potential function is given by
Uηrep(x(t)) = e
η(h>x(t)),
where η > 0 is a positive number that the designer can tune to adjust the FEP performance. It
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affects the value of x1(t), from which the FEP law starts to make significant modifications to pilot
command. It also affects the rate of convergence of x1(t). When η = 1, we have the same potential
function as before. When η takes other positive values, the repulsive potential function will take
significant effect at a different point. The idea is illustrated in Figure 4.3. The left figure shows
plots of y = eηx with η = 0.5, 1, and 2. The figure shows that with a larger η, the value of y is
closer to zero for x < 0, and the slope of the plot is larger for x close to the origin and x ≥ 0. The
right figure shows the plot of the function y = 1− eηx for the same set of η’s. From these plots, one
can also notice the role this tuning parameter plays. Using this potential function, with a larger η,
the protection command will start to generate significant control command at a larger x1(t) value
given the same x2(t), and the total command will be steeper close to the envelope limit. With a
smaller η, the control command will be less aggressive. It is at the designer’s discretion to select
an appropriate value for η. The role of this coefficient will be further shown in simulations.
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Figure 4.3: Effects of the tuning parameter η
For this modified exponential potential function, the coefficient function is defined by
βη(t) = − r(t)
ηe(ηXd)
,
and the FEP command and the total command are defined by the following equations
rηp(t) = −r(t)eη(h
>x(t)−Xd),
xη2c(t) = r(t) + r
η
p(t) = r(t)
(
1− eη(h>x(t)−Xd)
)
.
(4.10)
Next, we briefly present the stability analysis. Consider the following system with the new FEP
command xη2c(t) given in (4.10)
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x˙1(t) = x2(t), x1(0) = x10,
x˙2(t) = x3(t), x2(0) = x20,
...
x˙n(t) = −an−1x2(t)− · · · − a1xn(t) + an−1xη2c(t), xn(0) = xn0.
The equilibrium of this system is at xe = [Xd, 0, · · · , 0]>. Shift the equilibrium to the origin and
the following new system is obtained
x˙1(t) = x2(t), x1(0) = x10 −Xd,
x˙2(t) = x3(t), x2(0) = x20,
...
x˙n(t) = −an−1x2(t)− · · · − a1xn(t) + an−1r(t)
(
1− eη(h>x(t))
)
, xn(0) = xn0.
(4.11)
Consider the Lyapunov function candidate in (4.4), which is rewritten below
V (x) =
1
2
x>Pnx =
1
2
 n∑
i=1
pi,ix
2
i + 2
n∑
i,j=1
i<j
pi,jxixj
 .
The time derivative of the Lyapunov function candidate is
V˙ (x) =
n∑
i=2
x2i (pi−1,i − pi,nan−i+1) +
n∑
i,j=1
i<j
xixj (pi−1,j + pi,j−1 − pi,nan−j+1 − pj,nan−i+1)
− an−1r(t)
(
h>x
)(
1− eηh>x
)
.
Equation (3.2) guarantees that the coefficients of the cross terms xixj , i < j, are zero. Hence
V˙ (x) =
n∑
i=2
x2i (pi−1,i − pi,nan−i+1) + an−1r(t)
(
h>x
)(
1− eηh>x
)
=
n∑
i=2
x2i (pi−1,i − pi,nan−i+1) +
an−1r(t)
η
(
ηh>x
)(
1− eηh>x
)
.
The conditions in (3.3) on ζi’s assure that the coefficients of the square terms x
2
i , i = 2, 3, · · · , n,
are negative. Since we verified that given r(t) > r0, ∀t ≥ 0, the following inequality holds(
h>x
)(
1− eh>x
)
≤ 0, ∀x ∈ Rn,
then we have (
ηh>x
)(
1− eηh>x
)
≤ 0, ∀x ∈ Rn.
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Hence
V˙ (x) ≤ 0.
Then the system in Equation (4.11) is uniformly stable [74]. This also suggests that for any  > 0
there exists δ = δ() such that
‖x(0)‖ < δ ⇒ ‖x(t)‖ < , ∀ t ≥ 0.
Then the following inequality holds for some positive value 1∣∣∣ηh>x∣∣∣ < 1.
Hence, there exists c = c(1) such that(
ηh>x
)(
1− eηh>x
)
≤ −c(ηh>x)2, ∀ x ∈ Rn and
∣∣∣ηh>x∣∣∣ < 1.
It follows that the time derivative of the Lyapunov function satisfies
V˙ (x) ≤
n∑
i=2
x2i (pi−1,i − pi,nan−i+1)− ηan−1cr(t)(h>x)2.
Since r(t) > r0 > 0, the time derivative of the Lyapunov function further satisfies
V˙ (x) <
n∑
i=2
x2i (pi−1,i − pi,nan−i+1)− ηan−1cr0(x1 + ζ1x2 + · · ·+ ζn−1xn)2 = −x>Qηnx,
where the positive definite matrix Qηn is defined by
Qηnii =
{
ηan−1cr0, i = 1,
pi,nan−i+1 − pi−1,i + ηan−1ζ2i−1cr0, i > 1,
Qηnij =
{
ηan−1ζj−1cr0, i = 1, j > i,
ηan−1ζi−1ζj−1cr0, i > 1, j > i.
Hence
V˙ (x) ≤ −λmin(Qηn)‖x‖2.
Since Pn is positive definite, we have
λmin(Pn)‖x‖2 ≤ V (x) ≤ λmax(Pn)‖x‖2,
which leads to the conclusion that the system is globally uniformly exponentially stable.
In implementation, the value of η is system specific and can be tuned for a satisfactory
performance. Note that a larger η does not necessarily lead to better performance and the value
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of η should be tuned according to the performance of the rate CAS.
4.3.2. Modification for Large Reference Command
To understand the role the reference command r(t) plays, consider the system in (4.11). This
system has the following linearized system at the equilibrium
x˙1(t) = x2(t), x1(0) = x10 −Xd,
x˙2(t) = x3(t), x2(0) = x20,
...
x˙n(t) = −an−1x2(t)− · · · − a1xn(t)− ηan−1r(t)
(
h>x(t)
)
, xn(0) = xn0.
One can notice that the term r(t) is equivalent to a gain for the control signal
−ηan−1
(
h>x(t)
)
.
If r(t) > 0 is too large, a high gain control law will be obtained. In the following part, a modification
will be made to the original command limiting control design to avoid this problem for large
reference input r(t). Consider the following new command limiting control law
xη2c(t) = r(t)
(
1− eη(h>x(t)−Xd)/r(t)
)
, (4.12)
where the exponent term is divided by the reference command r(t). With this modification, the
linearized system at the origin is
x˙1(t) = x2(t), x1(0) = x10 −Xd,
x˙2(t) = x3(t), x2(0) = x20,
...
x˙n(t) = −an−1x2(t)− · · · − a1xn(t)− ηan−1
(
h>x(t)
)
, xn(0) = xn0.
In this new system, the reference command does not affect the gain when states are around the
equilibrium point. Next, we present a brief stability analysis. Consider the closed-loop system with
the modified command limiting control law presented in (4.12), and the equilibrium shifted to the
origin
x˙1(t) = x2(t), x1(0) = x10 −Xd,
x˙2(t) = x3(t), x2(0) = x20,
...
x˙n(t) = −an−1x2(t)− · · · − a1xn(t) + an−1r(t)
(
1− eη(h>x(t))/r(t)
)
, xn(0) = xn0.
(4.13)
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Consider the same Lyapunov function candidate presented in (4.4), which is rewritten below
V (x) =
1
2
x>Pnx =
1
2
 n∑
i=1
pi,ix
2
i + 2
n∑
i,j=1
i<j
pi,jxixj
 .
The time derivative of the Lyapunov function candidate is then
V˙ (x) =
n∑
i=2
x2i (pi−1,i − pi,nan−i+1) + an−1r(t)
(
h>x
)(
1− eηh>x/r(t)
)
=
n∑
i=2
x2i (pi−1,i − pi,nan−i+1) +
an−1r2(t)
η
(
ηh>x/r(t)
)(
1− eηh>x/r(t)
)
.
The conditions in (3.3) on ζi’s assure that the coefficients of the square terms x
2
i , i = 2, 3, · · · , n,
are negative. Since we verified that given r(t) > r0, ∀t ≥ 0, the following inequality holds(
h>x
)(
1− eh>x
)
≤ 0, ∀x ∈ Rn,
then we have (
ηh>x/r(t)
)(
1− eηh>x/r(t)
)
≤ 0, ∀x ∈ Rn.
Hence
V˙ (x) ≤ 0.
Then the system in Equation (4.13) is uniformly stable. This also suggests that for any  > 0 there
exists δ = δ() such that
‖x(0)‖ < δ ⇒ ‖x(t)‖ < , ∀ t ≥ 0.
Then the following inequality holds for some positive value 1∣∣∣ηh>x(t)/r(t)∣∣∣ < 1, ∀ t ≥ 0.
Hence, there exists c = c(1) such that(
ηh>x/r(t)
)(
1− eηh>x/r(t)
)
< −c(ηh>x/r(t))2, ∀ x ∈ Rn and
∣∣∣ηh>x(t)/r(t)∣∣∣ < 1, ∀ t ≥ 0.
It follows that the time derivative of the Lyapunov function satisfies
V˙ (x) <
n∑
i=2
x2i (pi−1,i − pi,nan−i+1)− ηan−1c(h>x)2
=
n∑
i=2
x2i (pi−1,i − pi,nan−i+1)− ηan−1c(x1 + ζ1x2 + · · ·+ ζn−1xn)2 = −x>Qηcn x,
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where the positive definite matrix Qηcn is defined by
Qηcnii =
{
ηan−1c, i = 1,
pi,nan−i+1 − pi−1,i + ηan−1ζ2i−1c, i > 1,
Qηcnij =
{
ηan−1ζj−1c, i = 1, j > i,
ηan−1ζi−1ζj−1c, i > 1, j > i.
Since
V˙ (x) ≤ −λmin(Qηcn )‖x‖2,
and
λmin(Pn)‖x‖2 ≤ V (x) ≤ λmax(Pn)‖x‖2,
we conclude that the closed-loop system is globally uniformly exponentially stable.
4.3.3. Negative Command Limiting
In previous sections, the proposed design is for positive reference command r(t) > r0 > 0. In
this section, the negative command limiting design will be presented based on the same idea and
then integrated with the positive command limiting control law. Consider the following negative
command limiting design, when r(t) < 0
x−p2c (t) = −r(t)e−η(h
>x(t)−X−d ),
x−2c(t) = r(t) + x
−p
2c (t) = r(t)
(
1− e−η(h>x(t)−X−d )
)
,
where X−d is the design value for the negative reference command and satisfies X
−
m ≤ X−d < 0, with
X−m being the negative envelope boundary. For the system with above FEP control law, since the
same conclusions on stability can be drawn, the stability analysis is omitted. The overall command
limiting control law for a reference command r−m ≤ r(t) ≤ r+m is given by
xp2c(t) =
 − r(t)e
η(h>x(t)−Xd), if r(t) ≥ 0,
− r(t)e−η(h>x(t)−X−d ), if r(t) < 0,
which yields the following total command
x2c(t) =
 r(t)
(
1− eη(h>x(t)−Xd)
)
, if r(t) ≥ 0,
r(t)
(
1− e−η(h>x(t)−X−d )
)
, if r(t) < 0.
One can notice that if the reference command r(t) is positive, then the protection for Xd is effective.
If the reference command is negative, then the protection for X−d is effective. When the state is
far away from either limit, the correction to the pilot command is negligible due to the property of
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the exponential function.
4.3.4. Simulation Example: Pitch-Angle Protection for a UAV Model
In this part, the effectiveness of the proposed envelope protection method will be verified
via simulation study. The protection of pitch angle θ(t) for an unmanned aerial vehicle will be
considered. The UAV model used in this simulation was developed by the Uninhabited Aerial
Vehicle Laboratories at the University of Minnesota [75]. This high fidelity simulation can model
bare airframe nonlinear dynamics and is an appropriate simulation environment to test the proposed
command limiting design. More information on this UAV model can be found in [76]. For this UAV
model, a pitch-rate control augmentation system is designed first, and then the command limiting
design is implemented.
The pitch-rate CAS accepts pitch-rate commands qc(t), and the pitch angle θ(t) is the state to
be protected. To perform control design, the nonlinear model is linearized at several trimmed flight
conditions. The design of the pitch-rate CAS is based on the short-period mode of this model. The
pitch-rate CAS control law is given by ucas(t) = Kww(t) +Kqq(t) +KIxI(t), where q(t) and w(t)
are the pitch rate and vertical speed of the UAV, and xI(t) =
∫ t
0 qc(τ) − q(τ)dτ is the integrator
state. With this CAS, the equations of motion of the system are written below
θ˙(t)
q˙(t)
w˙(t)
x˙I(t)
 =

0 1 0 0
0 −30.973 2.9668 61.864
−0.8066 19.854 −5.7458 8.176
0 −1 0 0


θ(t)
q(t)
w(t)
xI(t)
+

0
0
0
1
 qc(t). (4.14)
Similar to the roll-rate command limiting design, there exists a similarity transformation z(t) =
Tx(t) which transforms the system in (4.14) into the following system
z˙1(t)
z˙2(t)
z˙3(t)
z˙4(t)
 =

0 1 0 0
0 0 1 0
0 0 0 1
0 −az3 −az2 −az1


z1(t)
z2(t)
z3(t)
z4(t)
+

0
0
0
1
 qc(t),
where az3 = 382.1077, az2 = 180.9258, and az1 = 36.7188. The conditions for ζ1, ζ2, and ζ3 from
(3.3) are
az3ζ1 > az2, az2ζ2 > az1ζ1 + az3ζ3 − 1, and az1ζ3 > ζ2. (4.15)
Consider the following command limiting control law
qc(t) = qr(t)
(
1− eη(h>z Tx(t)−Xd)
)
,
where hz = [1, ζ1, ζ2, ζ3]
>. Choose ζ1 = 1.2, ζ2 = 0.6, and ζ3 = 0.1. Then the conditions in (4.15)
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are satisfied. The following Lyapunov function
V (x) =
1
2
z>P4z,
where
P4 =

az3 az2 az1 1
az2 ζ1az2 + ζ2az3 − az1 ζ1az1 + ζ3az3 − 1 ζ1
az1 ζ1az1 + ζ3az3 − 1 ζ2az1 + ζ3az2 − ζ1 ζ2
1 ζ1 ζ2 ζ3
 ,
can be used to show that the closed-loop system is exponentially stable.
Simulation results on the linearized model in (4.14) with the command limiting control law
based on exponential potential functions are shown in Figure. 4.4. Simulation results indicate that
the proposed method can provide effective command limiting performance for both constant and
time-varying reference commands. For large positive reference commands, the following modified
command limiting control law can be implemented
qc(t) = qr(t)
(
1− eη(h>z Tx(t)−Xd)/qr(t)
)
.
Simulation results for large command signals are shown in Figure. 4.5. For all three reference
commands, the envelope protection is effective.
(a) Responses to constant reference commands (b) Responses to sinusoidal reference commands
Figure 4.4: Pitch-rate command limiting for pitch-angle protection
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(a) Responses to constant reference commands (b) Responses to sinusoidal reference commands
Figure 4.5: Pitch-rate command limiting for pitch-angle protection: large reference commands
Next, nonlinear simulation results are presented. The limit of the pitch angle is set to Xd = 20
and X−d = −15 degrees in this simulation.
Figure 4.6 and Figure 4.7 present time responses of the UAV model to doublet commands
of different magnitude with the command limiting control law. Figure 4.6 shows that when the
reference command is small and the protected state is far away from the limit, the total command
qc(t) is almost identical to the reference command qr(t), and the effect of the command limiting
component is negligible. Figure 4.7 shows the response to a larger reference command. Since
the protected state θ(t) approaches the limit, the command limiting component takes effect and
modifies the reference command pr(t) such that the protected state θ(t) converges to the design
values Xd and X
−
d , and hence the envelope protection is achieved. Figure 4.8 shows the response
to a triangle wave reference command. The command limiting controller works as expected and
provides effective envelope protection.
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Figure 4.6: Responses to a doublet command of magnitude 1 deg/sec
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Figure 4.7: Responses to a doublet command of magnitude 10 deg/sec
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Figure 4.8: Responses to a triangle wave command
To further show the role that the tuning parameter η plays in the performance of the command
limiting control law, Figure 4.9 presents the response of the UAV model augmented with command
limiting control laws using different η’s. As discussed earlier, the value of η influences the point,
where the command limiting control law takes significant effect, as well as the rate of convergence of
the protected state. Figure 4.9 further verifies these conclusions. With a smaller η, the correction
to the reference command starts at a farther point to the envelope limit than with a larger η, and
the modification to the reference command is less aggressive and the rate of convergence of the
protected state is smaller. With a larger η, the protection is initiated closer to the limit and a
faster correction to the reference command is made. The plots also suggest that when η gets larger
than 1, the difference between responses becomes smaller, for example, the difference between η = 1
and η = 2 is very small. Hence the positive η can be tuned in the interval of (0, 1].
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Figure 4.9: Responses to a doublet command with command limiting design using different η’s
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CHAPTER. 5
Adaptive Augmentations for Command Limiting Control Laws
In this chapter, L1 adaptive augmentation for the command limiting control law will be
presented and analyzed. Adaptive augmentation is able to compensate for modeling uncertainties
and damage to the system and hence help maintain the performance of the command limiting
control law and increase safety of the vehicle when certain damage occurs. In the first two sections,
L1 adaptive augmentation will be developed for the two FEP control laws presented in the previous
two chapters. We will show that with L1 adaptive augmentation, both command limiting control
laws for FEP remain effective in the presence of uncertainties and system damage. The protected
state will converge to a neighborhood of the design value, the size of which is bounded and can be
made arbitrarily small by increasing the adaptation gain. In the last section, simulation examples
of bank-angle protection on the nonlinear TCM model with the adaptive backup flight control
law developed in Chapter 2 will be presented. Both methods will be simulated to show their
effectiveness in providing envelope protection.
5.1. Adaptive Augmentation for Command Limiting Control Law based on
Quadratic Potential Functions
5.1.1. Problem Formulation
Consider the following uncertain system with the command limiting control law based on
quadratic potential functions presented in Chapter 3
x˙(t) = Ax(t) + b
(
x2c(t) + uad(t) + θ
>(t)x(t) + σ(t)
)
, x(0) = x0, (5.1)
where x(t) = [x1(t), x2(t), · · · , xn(t)]>,
A =

0 1 0 · · · 0
0 0 1 · · · 0
...
...
...
...
...
0 −an−1 −an−2 · · · −a1
 , b =

0
0
...
1
 ,
θ(t) ∈ Rn is the unknown system parameter vector, σ(t) ∈ R is the disturbance, and uad(t) is
the adaptive augmentation to be designed. With the command limiting control law x2c(t) =
r(t)
d
(
Xd − h>x(t)
)
proposed in Chapter 3 and a change of coordinate with xN1 = x1 − Xd, the
system in (5.1) can be further written as
x˙(t) = Ax(t)− r(t)
d
bh>x(t) +
(
uad(t) + θ
>(t)x(t) + σ(t)
)
, x(0) = x′0, (5.2)
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where x(t) = [xN1 (t), x2(t), · · · , xn(t)]> and x′0 = x0− [Xd, 0, 0, · · · , 0]>. Suppose that the system
in (5.2) verifies the following assumptions.
Assumption 5.1 Let
θ(t) ∈ Θ, |σ(t)| ≤ ∆, ∀ t ≥ 0,
where Θ is a known convex compact set and ∆ ∈ R+ is a known bound of σ(t).
Assumption 5.2 It is assumed that θ(t) and σ(t) are continuously differentiable and their derivatives
are uniformly bounded:
‖θ˙(t)‖ ≤ dθ <∞, |σ˙(t)| ≤ dσ <∞, ∀ t ≥ 0.
Following similar steps in [77], next we present the L1 adaptive augmentation, which guarantees
that the protected state x1(t) will converge to a neighborhood of Xd for 0 < r0 < r(t) < rm,
and the size of this neighborhood is bounded and can be made arbitrarily small by increasing the
adaptation gain.
5.1.2. L1 Adaptive Augmentation
Let H1 be the input-to-state map of the system
x˙(t) = Am(t)x(t) + bu(t), x(0) = 0,
where Am(t) = A− r(t)d bh>. Then the system in (5.2) can be written as
x = H1(uad + θ>x+ σ) + xin,
where xin is the solution of
x˙in(t) = Am(t)xin(t), xin(0) = x
′
0.
In Chapter 3, it was shown that above system is exponentially stable, and hence ‖xin‖L∞ is bounded.
The design of the L1 adaptive controller proceeds by considering a positive feedback gain k > 0
and a strictly proper stable transfer function D(s) which lead to a strictly proper stable
C(s) =
kD(s)
1 + kD(s)
with DC gain C(0) = 1. Let C denote the input-output map for the transfer function C(s). For
the proofs of stability and performance bounds, the choice of k and D(s) needs to ensure that the
following L1-norm condition holds
‖G1‖L1L < 1, G1 , H1(1− C), (5.3)
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where
L , max
θ∈Θ
‖θ‖1. (5.4)
The elements of the L1 adaptive augmentation are introduced next.
State Predictor
Consider the following state predictor
˙ˆx(t) = Axˆ(t)− r(t)
d
bh>x(t) + b
(
uad(t) + θˆ
>(t)x(t) + σˆ(t)
)
−Kspx˜(t), xˆ(0) = x′0, (5.5)
where xˆ(t) ∈ Rn is the state vector of the predictor, x˜(t) , xˆ(t)−x(t) is the prediction error, while
σˆ(t) ∈ R and θˆ>(t) ∈ Rn are the adaptive estimates. Ksp is to assign faster poles for the prediction
error dynamics and is defined by
Ksp =
[
0(n−1)×n
r0h
>
]
. (5.6)
Adaptation Laws
The adaptation laws are given by
˙ˆ
θ(t) = ΓProj
(
θˆ(t),−x˜>(t)Pnbx(t)
)
, θˆ(0) = θˆ0,
˙ˆσ(t) = ΓProj
(
σˆ(t),−x˜>(t)Pnb
)
, σˆ(0) = σˆ0,
(5.7)
where x˜(t) , xˆ(t)− x(t), Γ ∈ R+ is the adaptation gain, Proj(·, ·) denotes the projection operator,
and the symmetric positive definite matrix Pn was defined in Assumption 3.1. The projection
operator guarantees that θˆ(t) ∈ Θ and |σˆ(t)| ≤ ∆.
Control Law
The control law is generated as the output of the feedback system
uad(s) = −kD(s)ηˆ(s), (5.8)
where ηˆ(s) is the Laplace transform of ηˆ(t) = uad(t)+θˆ
>(t)x(t)+σˆ(t). The L1 adaptive augmentation
controller is defined via (5.5), (5.7), and (5.8), subject to the L1-norm condition in (5.3).
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5.1.3. Analysis of the L1 Adaptive Controller
Closed-Loop Reference System
Consider the following closed-loop reference system
x˙ref (t) = Am(t)xref (t) + b
(
uref (t) + θ
>(t)xref (t) + σ(t)
)
, xref (t) = x
′
0,
uref (s) = −C(s)ηref (s),
(5.9)
where xref (t) ∈ Rn is the reference system state vector, and ηref (s) is the Laplace transform of
ηref (t) , θ>(t)xref (t) + σ(t). For this closed-loop reference system, the following lemma holds
about its stability.
Lemma 5.1 If the choice of k and D(s) verifies the L1-norm condition in (5.3), then the closed-loop
reference system in (5.9) is BIBS stable with respect to x′0.
Proof. The closed-loop reference system in (5.9) can be rewritten as
xref = G1ηref + xin.
Then the following holds
‖xrefτ‖L∞ ≤ ‖G1‖L1‖ηrefτ‖L∞ + ‖xin‖L∞ , (5.10)
where ‖xrefτ‖L∞ and ‖ηrefτ‖L∞ represent the truncated L∞-norm of xref and ηref . For ηref , the
following inequality can be obtained
‖ηrefτ‖L∞ ≤ L‖xrefτ‖L∞ + ‖στ‖L∞ ,
where L was defined in (5.4). Substituting it into (5.10) and solving with respect to ‖xrefτ‖L∞
leads to
‖xrefτ‖L∞ ≤
‖G1‖L1∆ + ‖xin‖L∞
1− ‖G1‖L1L
.
Since k and D(s) verify the L1-norm condition in (5.3), ‖xref‖L∞ is uniformly bounded and hence
the closed-loop system in (5.9) is BIBS stable.
Transient and Steady-State Performance
The error dynamics between the state predictor and the plant are given by
˙˜x(t) = Asx˜(t) + b
(
θ˜>(t)x(t) + σ˜(t)
)
, x˜(0) = 0, (5.11)
where θ˜(t) , θˆ(t)−θ(t), σ˜(t) , σˆ(t)−σ(t), and As = A−Ksp is Hurwitz. Let η˜(t) , θ˜>(t)x(t)+σ˜(t),
and let η˜(s) be the Laplace transform of η˜(t). Then the error dynamics in (5.24) can be written in
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frequency domain as
x˜(s) = H(s)η˜(s),
where H(s) , (sI−As)−1b. The prediction error verifies the following Lemma.
Lemma 5.2 The prediction error x˜(t) in (5.11) is bounded
‖x˜‖L∞ ≤
√
θm
λmin(Pn)Γ
,
where
θm , 4 max
θ∈Θ
‖θ‖2 + 4∆2 + 4 λmax(Pn)
λmin(Q
r0
n )
(
max
θ∈Θ
‖θ‖dθ + ∆dσ
)
with λmax(·) and λmin(·) representing the maximum and minimum eigenvalues of a matrix, and the
positive definite matrix Qr0n was defined in (3.8).
Proof. Consider the following Lyapunov function candidate
V (x˜(t), θ˜(t), σ˜(t)) = x˜(t)>Pnx˜(t) +
1
Γ
(
θ˜>(t)θ˜(t) + σ˜2(t)
)
.
Then the time derivative of the Lyapunov function candidate satisfies
V˙ (t) = x˜>(t)(AsPn + PnAs)x˜(t) + 2x˜>(t)Pnbθ˜>(t)x(t) + 2x˜>(t)Pnbσ˜(t)
+
2
Γ
(
θ˜>(t) ˙ˆθ(t) + σ˜(t) ˙ˆσ(t)
)
− 2
Γ
(
θ˜>(t)θ˙(t) + σ˜(t)σ˙(t)
)
= x˜>(t)(AsPn + PnAs)x˜(t)− 2
Γ
(
θ˜>(t)θ˙(t) + σ˜(t)σ˙(t)
)
+ 2θ˜>(t)
(
x˜>(t)Pnbx(t) + Proj
(
θˆ(t),−x˜>(t)Pnbx(t)
))
+ 2σ˜(t)
(
x˜>(t)Pnb+ Proj
(
σˆ(t),−x˜>(t)Pnb
))
≤ −x˜>(t)Qr0n x˜(t) +
2
Γ
|θ˜>(t)θ˙(t) + σ˜(t)σ˙(t)|.
Projection ensures that θˆ(t) ∈ Θ and |σˆ(t)| ≤ ∆ for all t ≥ 0 and therefore
max
t≥0
1
Γ
(
θ˜>(t)θ˜(t) + σ˜2(t)
)
≤ 1
Γ
(
4∆2 + 4 max
θ∈Θ
‖θ‖2
)
, ∀ t ≥ 0.
If at some t1 > 0, V (t1) > θm/Γ, then
λmax(Pn)‖x˜(t)‖2 ≥ x˜(t)>Pnx˜(t) > 4 λmax(Pn)
λmin(Q
r0
n )Γ
(
max
θ∈Θ
‖θ‖dθ + ∆dσ
)
.
Hence
x˜(t)>Qr0n x˜(t) ≥ λmin(Qr0n )‖x˜(t)‖2 >
4
Γ
(
max
θ∈Θ
‖θ‖dθ + ∆dσ
)
.
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Since
2
Γ
|θ˜>(t)θ˙(t) + σ˜(t)σ˙(t)| ≤ 4
Γ
(
max
θ∈Θ
‖θ‖dθ + ∆dσ
)
,
then we have
V˙ (t1) < 0.
Since xˆ(0) = x(0), it follows that x˜(0) = 0 and
V (0) ≤ 1
Γ
(
4∆2 + 4 max
θ∈Θ
‖θ‖2
)
<
θm
Γ
.
Therefore, we obtain
V (t) ≤ θm
Γ
, ∀ t ≥ 0.
Since λmin(Pn)‖x˜(t)‖2 ≤ x˜>(t)Pnx˜(t) ≤ V (t), it follows that
‖x˜(t)‖ ≤
√
θm
λmin(Pn)Γ
, ∀ t ≥ 0.
Hence we have
‖x˜‖L∞ ≤
√
θm
λmin(Pn)Γ
.
Theorem 5.1 Given the system in (5.2) and the L1 adaptive controller defined via (5.5), (5.7),
and (5.8), subject to the L1-norm condition in (5.3), we have
‖xref − x‖L∞ ≤ γ1,
‖uref − uad‖L∞ ≤ γ2,
(5.12)
where
γ1 ,
‖H1‖L1‖G(s)‖L1
1− ‖G1‖L1L
√
θm
λmin(Pn)Γ
,
γ2 , ‖C(s)‖L1 Lγ1 + ‖G(s)‖L1
√
θm
λmin(Pn)Γ
,
G(s) , C(s)
c>0 H(s)
c>0 ,
and c0 ∈ Rn, and c>0 H(s) is a minimum phase transfer function with the relative degree one.
Proof. Let
η(t) , θ>(t)x(t) + σ(t).
Then
uad(s) = −kD(s)(uad(s) + η(s) + η˜(s)),
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which can be further rewritten as
uad(s) = −C(s)(η(s) + η˜(s)). (5.13)
Then the system in (5.2) can be written as
x = G1η −H1Cη˜ + xin.
Then we have
xref − x = G1ηe +H1Cη˜, ηe(t) , θ>(t)(xref (t)− x(t)),
which yields the following upper bound
‖xref − x‖L∞ ≤ ‖G1‖L1‖ηeτ‖L∞ + ‖H1‖L1‖(Cη˜)τ‖L∞ .
Since
‖θ>(xref − x)τ‖L∞ ≤ L‖(xref − x)τ‖L∞ ,
and hence
‖ηeτ‖L∞ ≤ L‖(xref − x)τ‖L∞ .
Substituting this back into (5.11), and solving for ‖(xref − x)τ‖L∞ , one gets
‖(xref − x)τ‖L∞ ≤
‖H1‖L1
1− ‖G1‖L1L
‖(Cη˜)τ‖L∞ .
By Lemma A.12.1 in [77], the following bound can be obtained for ‖(Cη˜)τ‖L∞
‖(Cη˜)τ‖L∞ ≤ ‖G(s)‖L1‖x˜τ‖L∞ .
With the bound on ‖x˜τ‖L∞ , one has
‖(xref − x)τ‖L∞ ≤
‖H1‖L1‖G(s)‖L1
1− ‖G1‖L1L
√
θm
λmin(Pn)Γ
,
which holds uniformly for all t ≥ 0, leading to the bound on ‖xref − x‖L∞ in (5.12).
To prove the bound on ‖uref − uad‖L∞ , from (5.9) and (5.13) one has
uref (s)− uad(s) = −C(s) (ηe(s)− η˜(s)) .
It follows that
‖(uref − uad)τ‖L∞ ≤ ‖C(s)‖L1 L‖(xref − x)τ‖L∞ + ‖(Cη˜)τ‖L∞ .
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With the bounds on ‖(xref − x)τ‖L∞ and ‖(Cη˜)τ‖L∞ , we have
‖(uref − uad)τ‖L∞ ≤ ‖C(s)‖L1 Lγ1 + ‖G(s)‖L1
√
θm
λmin(Pn)Γ
,
which leads to the bound on ‖uref − uad‖L∞ in (5.12).
Since
‖xref − x‖L∞ ≤
‖H1‖L1‖G(s)‖L1
1− ‖G1‖L1L
√
θm
λmin(Pn)Γ
,
the protected state x1(t) will track the state x1ref (t) with a uniformly bounded error, which can
be made arbitrarily small by increasing the adaptation gain Γ. The state x1ref (t) will converge to
zero, and hence to Xd before the change of coordinates. Thus, the state x1(t) will converge to a
neighborhood of Xd for the system in (5.1). The size of this neighborhood can be made arbitrarily
small by increasing the adaptation gain Γ.
5.1.4. Simulation Example
Consider the following system
x˙(t) = Ax(t) + b
(
x2c(t) + uad(t) + θ
>x(t) + σ(t)
)
, x(0) = 0, (5.14)
where the matrices A and B are defined as
A =
0 1 00 0 1
0 −4 −3
 , b =
00
4
 ,
and let the unknown parameter be θ(t) = [0, 2, 3]> and the disturbance be σ(t) = sin(0.5t). Let
the command limiting control law based on quadratic potential functions be
x2c(t) = r(t)
(
Xd − h>x(t)
)
,
where Xd = 45 and h = [1, ζ1, ζ2]
> with ζ1 = 0.76 and ζ2 = 0.26. When the unknown parameter
θ(t) and the disturbance σ(t) are both zero, the time responses to a constant and a sinusoidal
reference command inputs are shown in Figure 5.1. In both simulation scenarios, the command
limiting control law works effectively, when there’s no uncertainty or disturbance in the system.
When θ(t) and σ(t) are nonzero, the simulation results are shown in Figures 5.2 and 5.3 for the
command limiting control law without and with adaptive augmentations respectively. When there
is no adaptive augmentation, the performance of the command limiting control law degrades,
especially for the simulation case with sinusoidal command input. With adaptive augmentation,
the original performance has been restored, and the command limiting design is effective.
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(a) Constant reference command (b) Sinusoidal reference command
Figure 5.1: Command limiting with quadratic potential function, without uncertainty, L1 off
(a) Constant reference command (b) Sinusoidal reference command
Figure 5.2: Command limiting with quadratic potential function, with uncertainty, L1 off
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(a) Constant reference command (b) Sinusoidal reference command
Figure 5.3: Command limiting with quadratic potential function, with uncertainty, L1 on
5.2. Adaptive Augmentation for Command Limiting Control Law based on
Exponential Potential Functions
5.2.1. Problem Formulation
Consider the following uncertain system with the command limiting control law based on
exponential potential functions
x˙(t) = Ax(t) + b
(
x2c(t) + uad(t) + θ
>(t)x(t) + σ(t)
)
, x(0) = x0, (5.15)
where x(t) = [x1(t), x2(t), · · · , xn(t)]>,
A =

0 1 0 · · · 0
0 0 1 · · · 0
...
...
...
...
0 −an−1 −an−2 · · · −a1
 , b =

0
0
...
1
 ,
θ(t) ∈ Rn is the unknown system parameter vector, σ(t) ∈ R is the disturbance, and uad(t) ∈ R
is the adaptive augmentation to be designed. With the command limiting control law x2c(t) =
r(t)
(
1− e(h>x(t)−Xd)
)
proposed in Chapter 4, and a change of coordinate with xN1 = x1−Xd, the
system in (5.15) can be further written as
x˙(t) = Ax(t) + br(t)
(
1− eh>x(t)
)
+ b
(
uad(t) + θ
>(t)x(t) + σ(t)
)
, x(0) = x′0, (5.16)
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where x(t) =
[
xN1 (t), x2(t), · · · , xn(t)
]>
and x′0 = x0 − [Xd, 0, 0, · · · , 0]>. Suppose the system
in (5.16) verifies the following assumptions.
Assumption 5.3 Let
θ(t) ∈ Θ, |σ(t)| ≤ ∆, ∀ t ≥ 0,
where Θ is a known a compact set and ∆ ∈ R+ is a known bound of σ(t).
Assumption 5.4 Assume that θ(t) and σ(t) are continuously differentiable, and their derivatives
are uniformly bounded:
‖θ˙(t)‖ ≤ dθ <∞, |σ˙(t)| ≤ dσ <∞, ∀ t ≥ 0.
In the following, we present the L1 adaptive augmentation for the command limiting control law
based on exponential potential functions, which guarantees that the protected state x1(t) will
converge to a neighborhood of Xd with 0 < r0 < r(t) < rm, and the size of the neighborhood can
be made arbitrarily small by increasing the adaptation gain.
5.2.2. L1 Adaptive Augmentation
Let H2 be the input-to-state map of the system
x˙(t) = Ax(t) + br(t)
(
1− eh>x(t)
)
+ bu(t), x(0) = 0.
Then the system in (5.16) can be written as
x = H2(uad + θ>x+ σ) + xin,
where xin is the solution of
x˙in(t) = Axin(t) + br(t)
(
1− eh>xin(t)
)
, xin(0) = x
′
0.
In the analysis of Chapter 4, it was shown that above system is exponentially stable, and hence
‖xin‖L∞ is bounded.
The design of the L1 adaptive controller proceeds by considering a positive feedback gain k > 0
and a strictly proper stable transfer function D(s), which lead to a strictly proper stable
C(s) =
kD(s)
1 + kD(s)
with DC gain C(0) = 1. Let C denote the input-output map for the transfer function C(s). For
the proofs of stability and performance bounds, the choice of k and D(s) needs to ensure that the
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following L1-norm condition holds
‖G2‖L1L < 1, G2 , H2(1− C), (5.17)
where
L , max
θ∈Θ
‖θ‖1. (5.18)
The elements of the L1 adaptive augmentation are introduced next.
State Predictor
Consider the following state predictor
˙ˆx(t) = Axˆ(t) + br(t)
(
1− eh>x(t)
)
+ b
(
uad(t) + θˆ
>(t)x(t) + σˆ(t)
)
−Kspx˜(t), xˆ(0) = x′0, (5.19)
where xˆ(t) ∈ Rn is the state vector of the predictor, x˜(t) , xˆ(t)−x(t) is the prediction error, while
θˆ(t) ∈ Rn and σˆ(t) ∈ R are the adaptive estimates, and Ksp is used to assign faster poles for the
prediction error dynamics and was defined in (5.6).
Adaptation Laws
The adaptation laws are defined by
˙ˆ
θ(t) = ΓProj
(
θˆ(t),−x˜>(t)Pnbx(t)
)
, θˆ(0) = θˆ0,
˙ˆσ(t) = ΓProj
(
σˆ(t),−x˜>(t)Pnb
)
, σˆ(0) = σˆ0,
(5.20)
where Γ ∈ R+ is the adaptation gain, Proj(·, ·) denotes the projection operator, and the symmetric
positive definite matrix Pn was defined in Assumption 3.1. The projection operator guarantees
that θˆ(t) ∈ Θ and |σˆ(t)| ≤ ∆.
Control Law
The control law is generated as the output of the feedback system
uad(s) = −kD(s)ηˆ(s), (5.21)
where ηˆ(s) is the Laplace transform of ηˆ(t) = uad(t)+θˆ
>(t)x(t)+σˆ(t). The L1 adaptive augmentation
is defined via (5.19), (5.20), and (5.21), subject to the L1-norm condition in (5.17).
76
5.2.3. Analysis of the L1 Adaptive Controller
Closed-Loop Reference System
Consider the following closed-loop reference system
x˙ref (t) = Axref (t) + br(t)
(
1− eh>xref (t)
)
+ b
(
uref (t) + θ
>(t)xref (t) + σ(t)
)
, xref (t) = x
′
0,
uref (s) = −C(s)ηref (s),
(5.22)
where xref (t) ∈ Rn is the reference system state vector, and ηref (s) is the Laplace transform of
ηref (t) , θ>(t)xref (t) + σ(t). For this closed-loop reference system, the following lemma holds.
Lemma 5.3 If the choice of k and D(s) verifies the L1-norm condition in (5.17), then the closed-
loop reference system in (5.22) is BIBS stable with respect to x′0.
Proof. The closed-loop reference system in (5.22) can be rewritten as
xref = G2ηref + xin.
Then the following inequality holds
‖xrefτ‖L∞ ≤ ‖G2‖L1‖ηrefτ‖L∞ + ‖xin‖L∞ , (5.23)
where ‖xrefτ‖L∞ and ‖ηrefτ‖L∞ represent the truncated L∞-norm of xref and ηref . For ηref , the
following inequality can be obtained
‖ηrefτ‖L∞ ≤ L‖xrefτ‖L∞ + ‖στ‖L∞ ,
where L was defined in (5.18). Substituting it into (5.23) and solving with respect to ‖xrefτ‖L∞
leads to
‖xrefτ‖L∞ ≤
‖G2‖L1∆ + ‖xin‖L∞
1− ‖G2‖L1L
.
Since k and D(s) verify the L1-norm condition in (5.17), ‖xref‖L∞ is uniformly bounded and hence
the closed-loop system in (5.22) is BIBS stable.
Transient and Steady-State Performance
The error dynamics between the state predictor and the plant are given by
˙˜x(t) = Asx˜(t) + b
(
θ˜>(t)x(t) + σ˜(t)
)
, x˜(0) = 0, (5.24)
where As = A−Ksp with Ksp defined previously in (5.6), θ˜(t) , θˆ(t)− θ(t), and σ˜(t) , σˆ(t)−σ(t).
Let η˜(t) , θ˜>(t)x(t)+ σ˜(t), and let η˜(s) be the Laplace transform of η˜(t). Then the error dynamics
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in (5.24) can be written in frequency domain as
x˜(s) = H(s)η˜(s),
where H(s) = (sI−As)−1b. The prediction error x˜(t) verifies the following Lemma.
Lemma 5.4 The prediction error x˜(t) in (5.24) is bounded
‖x˜‖L∞ ≤
√
θm
λmin(Pn)Γ
,
where
θm , 4 max
θ∈Θ
‖θ‖2 + 4∆2 + 4 λmax(Pn)
λmin(Q
r0
n )
(
max
θ∈Θ
‖θ‖dθ + ∆dσ
)
with λmax(·) and λmin(·) representing the maximum and minimum eigenvalues of a matrix, and Qr0n
was defined in (3.8).
Proof. Consider the following Lyapunov function candidate
V (x˜(t), θ˜(t), σ˜(t)) = x˜(t)>Pnx˜(t) +
1
Γ
(
θ˜>(t)θ˜(t) + σ˜2(t)
)
.
Then the time derivative of the Lyapunov function candidate satisfies
V˙ (t) = x˜>(t)(AsPn + PnAs)x˜(t) + 2θ˜>x˜>(t)Pnbx(t) + 2σ˜(t)x˜>(t)Pnb
+
2
Γ
(
θ˜>(t) ˙ˆθ(t) + σ˜(t) ˙ˆσ(t)
)
− 2
Γ
(
θ˜>(t)θ˙(t) + σ˜(t)σ˙(t)
)
= −x˜>(t)Qr0n x˜(t)−
2
Γ
(
θ˜>(t)θ˙(t) + σ˜(t)σ˙(t)
)
+ 2θ˜>(t)
(
x˜>(t)Pnbx(t) + Proj
(
θˆ(t),−x˜>(t)Pnbx(t)
))
+ 2σ˜(t)
(
x˜>(t)Pnb+ Proj
(
σˆ(t),−x˜>(t)Pnb
))
≤ −x˜>(t)Qr0n x˜(t) +
2
Γ
|θ˜>(t)θ˙(t) + σ˜(t)σ˙(t)|.
Projection ensures that θˆ(t) ∈ Θ and |σˆ(t)| ≤ ∆, for all t ≥ 0, and therefore
max
t≥0
1
Γ
(
θ˜>(t)θ˜(t) + σ˜2(t)
)
≤ 1
Γ
(
4 max
θ∈Θ
‖θ‖2 + 4∆2
)
, ∀ t ≥ 0.
If at some t1 > 0, V (t1) > θm/Γ, then
λmax(Pn)‖x˜(t)‖2 ≥ x˜(t)>Pnx˜(t) > 4 λmax(Pn)
λmin(Q
r0
n )Γ
(
max
θ∈Θ
‖θ‖dθ + ∆dσ
)
.
Hence
x˜(t)>Qr0n x˜(t) ≥ λmin(Qr0n )‖x˜(t)‖2 >
4
Γ
(
max
θ∈Θ
‖θ‖dθ + ∆dσ
)
.
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Since
2
Γ
|θ˜>(t)θ˙(t) + σ˜(t)σ˙(t)| ≤ 4
Γ
(
max
θ∈Θ
‖θ‖dθ + ∆dσ
)
,
then we have
V˙ (t1) < 0.
Since xˆ(0) = x(0), it follows that x˜(0) = 0 and
V (0) ≤ 1
Γ
(
4 max
θ∈Θ
‖θ‖2 + 4∆2
)
<
θm
Γ
.
Therefore we obtain
V (t) ≤ θm
Γ
, ∀ t ≥ 0.
Since λmin(Pn)‖x˜(t)‖2 ≤ x˜>(t)Pnx˜(t) ≤ V (t), it follows that
‖x˜(t)‖ ≤
√
θm
λmin(Pn)Γ
, ∀ t ≥ 0.
Hence we have
‖x˜‖L∞ ≤
√
θm
λmin(Pn)Γ
.
Theorem 5.2 Given the system in (5.16) and the L1 adaptive controller defined via (5.19), (5.20),
and (5.21), subject to the L1-norm condition in (5.17), we have
‖xref − x‖L∞ ≤ γ1,
‖uref − uad‖L∞ ≤ γ2,
(5.25)
where
γ1 ,
‖H2‖L1‖G(s)‖L1
1− ‖G2‖L1L
√
θm
λmin(Pn)Γ
,
γ2 , ‖C(s)‖L1 Lγ1 + ‖G(s)‖L1
√
θm
λmin(Pn)Γ
,
G(s) , C(s)
c>0 H(s)
c>0 ,
and c0 ∈ Rn, while c>0 H(s) is a minimum phase transfer function with the relative degree one.
Proof. Let η(t) , θ>(t)x(t) + σ(t). Then
uad(s) = −kD(s)(uad(s) + η(s) + η˜(s)),
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which can be further rewritten as
uad(s) = −C(s)(η(s) + η˜(s)). (5.26)
Then the system in (5.16) can be written as
x = G2η −H2Cη˜ + xin.
Then we have
xref − x = G2ηe +H2Cη˜, ηe(t) , θ>(t)(xref (t)− x(t)),
which yields the following upper bound
‖xref − x‖L∞ ≤ ‖G2‖L1‖ηeτ‖L∞ + ‖H2‖L1‖(Cη˜)τ‖L∞ .
Since
‖θ>(xref − x)τ‖L∞ ≤ L‖(xref − x)τ‖L∞ ,
and hence
‖ηeτ‖L∞ ≤ L‖(xref − x)τ‖L∞ .
Substituting this back into (5.24), and solving for ‖(xref − x)τ‖L∞ , one gets
‖(xref − x)τ‖L∞ ≤
‖H2‖L1
1− ‖G2‖L1L
‖(Cη˜)τ‖L∞ .
By Lemma A.12.1 in [77], the following bound can be obtained for ‖(Cη˜)τ‖L∞
‖(Cη˜)τ‖L∞ ≤ ‖G(s)‖L1‖x˜τ‖L∞ .
With the bound on ‖x˜τ‖L∞ , one has
‖(xref − x)τ‖L∞ ≤
‖H2‖L1‖G(s)‖L1
1− ‖G2‖L1L
√
θm
λmin(Pn)Γ
,
which holds uniformly for all t ≥ 0, leading to the bound on ‖xref − x‖L∞ in (5.25).
To prove the bound on ‖uref − uad‖L∞ , from (5.22) and (5.26) one has
uref (s)− uad(s) = −C(s)(ηe(s)− η˜(s)).
It follows that
‖(uref − uad)τ‖L∞ ≤ ‖C(s)‖L1 L‖(xref − x)τ‖L∞ + ‖(Cη˜)τ‖L∞ .
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With the bounds on ‖(xref − x)τ‖L∞ and ‖(Cη˜)τ‖L∞ , we have
‖(uref − uad)τ‖L∞ ≤ ‖C(s)‖L1 Lγ1 + ‖G(s)‖L1
√
θm
λmin(Pn)Γ
,
which leads to the bound on ‖uref − uad‖L∞ in (5.25).
Since
‖xref − x‖L∞ ≤
‖H2‖L1‖G(s)‖L1
1− ‖G2‖L1L
√
θm
λmin(Pn)Γ
,
the protected state x1(t) will track the state x1ref (t) with a uniformly bounded error, which can
be made arbitrarily small by increasing the adaptation gain Γ. Since x1ref (t) will converge to zero,
which is equivalent to Xd before the change of coordinate, x1(t) will converge to a neighborhood
of Xd for the system in (5.15). The size of the neighborhood can be made arbitrarily small by
increasing the adaptation gain Γ. Hence, when there are uncertainties in the system, the adaptive
augmentation guarantees the performance of envelope protection. In the next section, simulation
results will be presented to verify the performance of the adaptive augmentation.
5.2.4. Simulation Example
Consider the same system in (5.14) used in the previous simulation study. When the unknown
parameter θ(t) and the disturbance σ(t) are both zero, the time responses to a constant and a
sinusoidal reference command inputs are shown in Figure 5.4. The command limiting performance
is as desired. When the unknown parameter θ = [0, 2, 3]> and the disturbance σ(t) = sin(0.5t) are
considered, the simulation results are shown in Figures 5.5 and 5.6 for the scenario without and with
adaptive augmentations respectively. When there are uncertainties and disturbances in the system,
the performance of the command limiting design degrades again, though better than the results
with the design based on the quadratic potential functions. With the adaptive augmentation, the
desired performance has been recovered.
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(a) Constant reference command (b) Sinusoidal reference command
Figure 5.4: Command limiting with exponential potential function, without uncertainty, L1 off
(a) Constant reference command (b) Sinusoidal reference command
Figure 5.5: Command limiting with exponential potential function, with uncertainty, L1 off
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(a) Constant reference command (b) Sinusoidal reference command
Figure 5.6: Command limiting with exponential potential function, with uncertainty, L1 on
5.3. Bank-Angle Protection for TCM with Adaptive Backup Flight Control Law
In this section, the flight envelope protection laws proposed in Chapter 3 and 4 are implemented
on the nonlinear TCM model with the adaptive backup flight control law developed in Chapter 2.
We will show through simulation study that the proposed envelope protection designs can provide
effective protection to the system with the adaptive backup flight control law.
5.3.1. FEP based on Quadratic Potential Functions
Consider the following command limiting control law based on quadratic potential functions
pc(t) =

min
{
pr(t),
pr(t)
d
(Φd − φ(t)− ζp(t))
}
, if pr(t) ≥ d,
min {pr(t), Φd − φ(t)− ζp(t)} , if 0 ≤ pr(t) < d,
max
{
pr(t), Φ
−
d − φ(t)− ζp(t)
}
, if − d < pr(t) < 0,
max
{
pr(t), −pr(t)
d
(
Φ−d − φ(t)− ζp(t)
)}
, if pr(t) ≤ −d.
Since the damaged aircraft has limited directional control power, the bank-angle limit Φd is
set to 30 degrees. Simulation results for the TCM Damage Case #1 and #2 with the adaptive
backup flight control law are shown in Figures 5.7–5.10. Simulation results indicate that the design
is effective on these two models for both doublet and sinusoidal reference command inputs.
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Figure 5.7: Responses to doublet commands, TCM Damage Case #1 with adaptive backup flight
control law and FEP based on quadratic potential functions
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Figure 5.8: Responses to sinusoidal commands, TCM Damage Case #1 with adaptive backup
flight control law and FEP based on quadratic potential functions
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Figure 5.9: Responses to doublet commands, TCM Damage Case #2 with adaptive backup flight
control law and FEP based on quadratic potential functions
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Figure 5.10: Responses to sinusoidal commands, TCM Damage Case #2 with adaptive backup
flight control law and FEP based on quadratic potential functions
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5.3.2. FEP based on Exponential Potential Functions
Consider the original command limiting control law using the exponential potential functions
pc(t) =
 pr(t)
(
1− eη(φ(t)+ζp(t)−Φd)
)
, if pr(t) ≥ 0,
pr(t)
(
1− e−η(φ(t)+ζp(t)−Φ−d )
)
, if pr(t) < 0.
For the TCM model, the above FEP control law is modified based on the control law proposed in
(4.12) and implemented as follows
pc(t) =

pr(t)
(
1− eη(φ(t)+ζp(t)−Φd)/pr(t)
)
, if pr(t) ≥ 1,
pr(t)
(
1− eη(φ(t)+ζp(t)−Φd)
)
, if 0 ≤ pr(t) < 1,
pr(t)
(
1− e−η(φ(t)+ζp(t)−Φ−d )
)
, if 1 < pr(t) < 0,
pr(t)
(
1− eη(φ(t)+ζp(t)−Φ−d )/pr(t)
)
, if pr(t) ≤ −1.
Simulation results on the TCM Damage Case #1 and #2 with the adaptive backup flight control
law are shown in Figures 5.11–5.14. Simulation results imply again that the FEP design is effective
on these two models for both constant and sinusoidal reference command inputs.
Figure 5.11: Responses to constant commands, TCM Damage Case #1 with adaptive backup
flight control law and FEP based on exponential potential functions
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Figure 5.12: Responses to sinusoidal commands, TCM Damage Case #1 with adaptive backup
flight control law and FEP based on exponential potential functions
Figure 5.13: Responses to constant commands, TCM Damage Case #2 with adaptive backup
flight control law and FEP based on exponential potential functions
87
0 5 10 15 20 25 30 35 40
-15
-10
-5
0
5
10
15
p s
 
[de
g/s
ec
]
0 5 10 15 20 25 30 35 40
time [sec]
-30
-20
-10
0
10
20
30
 
[de
g]
Figure 5.14: Responses to sinusoidal commands, TCM Damage Case #2 with adaptive backup
flight control law and FEP based on exponential potential functions
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CHAPTER. 6
Flight Envelope Protection of Two Parameters
In previous chapters, flight envelope protection methods have been proposed for a single
parameter, e.g, the bank-angle protection for an aircraft model with a roll-rate control augmentation
system. Sometimes, it is also desirable to provide protection to more parameters at the same time.
In this chapter, flight envelope protection method for two parameters will be developed based on
the design proposed in previous chapters. We start with the longitudinal motion of an unmanned
aerial vehicle model and discuss command limiting control law for envelope protection of the pitch
angle θ(t) and the angle-of-attack α(t). The method based on quadratic potential functions will be
employed. Theoretical analysis will be provided, and simulation examples will be shown to justify
the efficacy of the proposed method.
6.1. Problem Formulation
Consider the following linearized four-state longitudinal model of a UAV
x˙(t) = Ax(t) + bue(t), x(0) = x0,
y(t) = Cx(t),
(6.1)
where x(t) = [u(t), α(t), q(t), θ(t)]> ∈ R4 is the state vector, A ∈ R4×4 and b ∈ R4 are the system
and input matrices, C ∈ R4×4 is the output matrix and ue(t) ∈ R is the control input of elevators.
Assume that this vehicle is integrated with a pitch-rate command augmentation system and the
pilot/autopilot can control pitch rate q(t) directly. Then the control input ue(t) can be written as
ue(t) = −Kyy(t)−KIxI(t) = −KyCx(t)−KIxI(t),
where Ky = [0, Kα, Kq, 0] and KI are control gains and xI(t) denotes the integrator state defined
by
xI(t) =
∫ t
0
qc(τ)− q(τ)dτ.
The states that need protection are the pitch angle θ(t) and the angle-of-attack α(t).
Since a command limiting method is adopted, the command signal qc(t) contains two components:
the (auto)pilot reference command signal qr(t), and the envelope protection signal qp(t), i.e.,
qc(t) = qr(t) + qp(t).
For the reference command qr(t), the following assumption is made.
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Assumption 6.1 Assume that qr(t) is positive, continuous and bounded, and can be written as
qr(t) = r0 + k(t),
with r0 > 0 and 0 ≤ k(t) ≤ K¯, ∀t ≥ 0, for some positive K¯.
Note that practical command signals usually satisfy this assumption. Here we only examine a
positive command. For negative commands, the design works the same way.
Given such a bounded positive command signal qr(t), without envelope protection, the pitch
angle will keep increasing and violate its limit. The angle-of-attack might also violate its limit.
Hence for two given envelope boundaries Θm and αm and a command signal qr(t) satisfying above
Assumption 6.1, the control design objective is to find an envelope protection strategy qc(t) such
that the state converges to a set with the protected elements inside the envelope:
x(t)→ S = {(u, α, q, θ) ∈ R4 : θ ≤ Θm, α ≤ αm} .
Aircraft Model. In this chapter, the UAV model introduced in [75] will be used as a design
example. The following linearized longitudinal model at an altitude of 100m with a speed of
22m/sec will be used in the design, analysis, and simulation study
x˙(t) = Ax(t) + bue(t), x(0) = x0,
y(t) = Cx(t),
(6.2)
where
A =

−0.2680 18.9949 −1.9397 −9.7922
−0.0394 −6.2157 1 0
0.1835 −35.7753 −7.5079 0
0 0 1 0
 , b =

0.0138
−0.0075
−1.2298
0
 ,
C =

1 0 0 0
0 180/pi 0 0
0 0 180/pi 0
0 0 0 180/pi
 .
The control gains in the q-CAS are
Kα = −.25,
Kq = .93,
KI = 1.
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6.2. FEP Design Based on Quadratic Potential Functions
In this section, we present the development of the envelope protection strategy using quadratic
potential functions based on the method proposed in Chapter 3. First, the FEP control law for
pitch angle θ(t) will be presented, followed by the stability analysis of the closed-loop system.
Then an FEP design based on a PD control law for the angle-of-attack α(t) will be discussed, after
which, the FEP method for the protection of these two parameters will be introduced, followed by
simulation results on the UAV model.
6.2.1. FEP Design for the Pitch Angle θ(t)
For θ(t) protection, a command limiting control law similar to the bank-angle protection law
presented in (3.15) is proposed as follows
qc(t) =

min {qr(t), Θd − θ(t)− ζθq(t)} , if qr(t) < d,
min
{
qr(t),
qr(t)
d
(Θd − θ(t)− ζθq(t))
}
, if qr(t) ≥ d.
In the following part, stability analysis of the closed-loop system will be performed to show
that this envelope protection strategy will guarantee the convergence of the state θ(t) to the desired
value Θd. Given a continuous and bounded positive time-varying command qr(t), with an initial
condition θ(0) < Θd, the pitch angle will increase and at certain point the envelope protection
control law will be activated and start to provide protection. Without loss of generality, the
following analysis will be carried out on the system dynamics with the FEP control law active,
that is when qc(t) = Θd− θ(t)− ζθq(t) or qc(t) = qr(t)d (Θd − θ(t)− ζθq(t)) . With these two control
signals, the closed-loop system (6.1) can be written as
x˙(t) = Aθ(t)x(t) + bθq
′
r(t), x(0) = x0, (6.3)
where x(t) = [u(t), α(t), q(t), θ(t), xI(t)]
> has an additional state xI(t) for the integrator, and
q′r(t) is defined as
q′r(t) =
{
d, if qr(t) < d,
qr(t), if qr(t) ≥ d.
(6.4)
The time-varying system matrix Aθ(t) and the constant input matrix bθ are defined as
Aθ(t) =

A− bKyC −bKI
0 0
(
−1− ζθ q
′
r(t)
d
)
− q′r(t)d 0

, bθ =

0
0
0
0
Θd
d
 .
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Some calculation reveals that the system in (6.3) has an equilibrium at xθe =
[
uθe, α
θ
e, 0,Θd, x
θ
Ie
]>
.
This indicates that if this equilibrium is attractive, then the pitch angle will converge to Θd. Next,
a change of coordinate is performed via xN (t) = x(t) − xθe, and a system with the equilibrium at
the origin is obtained as
x˙(t) = Aθ(t)x(t), x(0) = x
′
0, (6.5)
where x′0 = x0 − xθe. Please note that the original notation for the state vector is retained instead
of xN (t). In the sequel, the stability of the origin of the system in (6.5) will be analyzed. From
(6.4) we know that q′r(t) ≥ d, ∀ r0 < qr(t) ≤ r0 + K¯. Hence, let q′r(t) = d + k0 + k′(t), where
0 ≤ k′(t) ≤ r0 + K¯ − d− k0. Then the system equations in (6.5) can be rewritten as
x˙(t) = Ak0θ x(t) + b
k0
θ δ(t), x(0) = x
′
0,
y(t) = c>θ x(t),
δ(t) = −ψ(t, y(t)),
(6.6)
where the constant matrices Ak0θ , b
k0
θ , and cθ are defined by
Ak0θ =

A− bKyC −bKI
0 0
[
−1−
(
1 + k0d
)
ζθ
] [
−1− k0d
]
0

, bk0θ =

0
0
0
0
1
d
 , cθ =

0
0
ζθ
1
0
 ,
and the nonlinear function ψ(t, y(t)) is defined by
ψ(t, y(t)) = k′(t)y(t).
If k′(t) ≤ k¯, then ψ(t, y(t)) satisfies the following inequality
0y2(t) ≤ y(t)ψ(t, y(t)) ≤ k¯y2(t),
and hence ψ(t, y(t)) belongs to the sector [0, k¯], denoted by ψ(t, y(t)) ∈ [0, k¯].
In the following, the circle criterion will be employed on the system to show that it is stable.
To proceed, let G(s) denote the transfer function of the SISO system in (6.6) and
G(s) = c>θ (sI−Ak0θ )−1bk0θ . (6.7)
Then according to [74], the system is absolutely stable for k′(t) ≤ k¯ if G(s) is Hurwitz, and the
Nyquist plot of G(jω) lies to the right of the vertical line defined by Re[s] = −1/k¯.
Consider the aircraft model in (6.2). It can be verified that G(s) given in (6.7) is Hurwitz.
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The remaining work is to check that the Nyquist plot of G(jω) lies to the right of the vertical line
defined by Re[s] = −1/k¯. In the following analysis, we will check a few values of k0 in an increasing
order and show that the corresponding k¯k0 increases and ensures that the system is stable for a
practical range of qr(t) ≤ 60 deg/sec. For each k0, the value of k¯k0 and the range of qr(t) that
is stable for each k0 value are shown in Table 6.1. The Nyquist plots and the eigenvalues of the
system in (6.7) for each k0 are shown in Figure 6.1. In this example, we used ζθ = .4 and d = 10
deg/sec. Those plots indicate that the system is stable for qr(t) ≤ 85.1 deg/sec.
Table 6.1: Stability Analysis of G(s) in (6.7)
k0 k¯k0 Range of qr(t)
0 6.25 [10, 16.25]
6.2 11.1 [16.2, 27.3]
17.2 20 [27.2, 47.2]
37.1 38 [47.1, 85.1]
6.2.2. FEP Design for the Angle-of-Attack α(t)
For the angle-of-attack, the following protection law based on a fixed gain proportional-
derivative control law is proposed
qc(t) = min
{
qr(t), K
F
α (αd − α(t)− ζαq(t))
}
. (6.8)
From the above equation, it can be readily seen that the command sent to the aircraft will never
exceed the command required to steer the state α(t) to a desired value αd ≤ αm inside the envelope.
With the FEP law given by (6.8) triggered, the closed-loop system can be written as
x˙(t) = Aαx(t) + bα, x(0) = x0,
where the constant system matrix Aα and the constant input matrix bα are defined as
Aα =
 A− bKyC −bKI
0 −KFα
(−1−KFα ζα) 0 0
 , bα =

0
0
0
0
KFα αd
 .
The equilibrium of this system is at xαe = [u
α
e , αd, 0, θ
α
e , x
α
Ie]
>. This equilibrium is usually
exponentially stable with properly chosen KFα and ζα. The eigenvalues of the matrix Aα with
KFα = 2 and ζα = .5 is shown in Figure 6.2. All eigenvalues are on the open left half plane.
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Figure 6.1: Nyquist diagrams and eigenvalues of G(s) in (6.7) with different k0
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Figure 6.2: Eigenvalues of Aα
6.2.3. Combination of the FEP Control Laws for both θ(t) and α(t)
Consider the following command limiting control law for FEP
qc(t) =

min
{
qr(t), K
F
α (αd − α(t)− ζαq(t)) , (Θd − θ(t)− ζq(t))
}
, if qr(t) < d,
min
{
qr(t), K
F
α (αd − α(t)− ζαq(t)) ,
qr(t)
d
(Θd − θ(t)− ζq(t))
}
, if qr(t) ≥ d.
(6.9)
With this FEP command, when both states θ(t) and α(t) are far from their limits, the reference
command won’t be modified, and qc(t) = qr(t). When either θ(t) or α(t) is close enough to the
corresponding limit, the FEP control law for that state will provide protection, and the state of
the closed-loop system will converge to either xθe or x
α
e .
Next, we show that when the state converges to either equilibrium, the other protected state
will also converge to a value that is inside the envelope limit of that state.
Theorem 6.1 For the system with the FEP law given by (6.9), the following statements are true
i) if x(t)→ xθe, then αθe ≤ αd;
ii) if x(t)→ xαe , then θαe ≤ Θd.
Proof.
Step 1. We show that the statements are true when qr(t) ≥ d.
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Case i): Assume that x(t)→ xθe , then α(t)→ αθe. Next we show that αθe ≤ αd. If x(t)→ xθe,
then ∃T > 0 such that
qc(t) =
qr(t)
d
(Θd − θ(t)− ζθq(t)) , ∀t > T,
which implies by (6.9) that
qr(t)
d
(Θd − θ(t)− ζθq(t)) ≤ KFα (αd − α(t)− ζαq(t)) , ∀t > T.
Since qr(t) > 0, d > 0, and K
F
α > 0, above inequality can be written as
αd ≥ L(t) (Θd − θ(t)) + q(t) (ζα − L(t)ζθ) + α(t), ∀t > T, (6.10)
where L(t) = qr(t)
KFα d
> 0. Since x(t)→ xθe, given any  > 0, ∃T1 > T such that
‖x(t)− xθe‖ < , ∀t > T1.
Hence, for t > T1, the following inequalities hold
|Θd − θ(t)| < ,
|q(t)| < ,
|αθe − α(t)| < .
Together with (6.10), we have the following hold for any positive 
αd > α
θ
e −  (1 + L(t) + |ζα − ζθL(t)|) ,
which implies that
αθe ≤ αd.
Case ii): Assume that x(t)→ xαe , then θ(t)→ θαe . Next we show that θαe ≤ Θd. If x(t)→ xαe ,
then ∃T > 0 such that
qc(t) = K
F
α (αd − α(t)− ζαq(t)) , ∀t > T,
which, by (6.9), implies that
qr(t)
d
(Θd − θ(t)− ζθq(t)) ≥ KFα (αd − α(t)− ζαq(t)) , ∀t > T.
Since qr(t) > 0, d > 0, and K
F
α > 0, the above inequality can be written as
Θd ≥ 1
L(t)
(αd − α(t)) + q(t)
(
ζθ − ζα
L(t)
)
+ θ(t), ∀t > T. (6.11)
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Since x(t)→ xαe , given any  > 0, ∃T2 > T such that
‖x(t)− xαe ‖ < , ∀t > T2.
Hence for t > T2, the following inequalities hold
|αd − α(t)| < ,
|q(t)| < ,
|θαe − θ(t)| < .
Together with (6.11), we have the following hold for any positive 
Θd > θ
α
e − 
(
1 +
1
L(t)
+ |ζθ − ζα
L(t)
|
)
,
which implies that
θαe ≤ Θd.
Step 2. We show that the statements are true, when qr(t) < d.
When qr(t) < d, the command components are equivalent to the case when qr(t) = d. The
proof follows the same procedures as in Step 1 by letting L(t) = 1
KFα
> 0, which does not affect the
result. Hence we conclude that the statements hold when qr(t) < d. This completes the proof of
Theorem 6.1.
6.3. Simulation Example
In this part, simulation results are presented. The aircraft model was trimmed at a flight
condition with a speed of 22 m/sec, an angle-of-attack of 0.0881 rad, and a pitch angle of 0.0881
rad.
To show the effectiveness of θ(t) protection, the pitch-angle limit is set to Θd = 25 deg, and
the angle-of-attack limit is set to be αd = 10 deg. The results for qr(t) = 1 and qr(t) = 10 deg/sec
are shown in Figure 6.3–6.4. From these results, it can be seen that the proposed method provides
effective envelope protection to the pitch angle θ(t). When the protected state is far from the limit
and the reference command is small, the reference command qr(t) is passed to the system without
any modification, as shown by the case qr(t) = 1 deg/sec. For the command qr(t) = 10 deg/sec,
the command signal from α(t) protection is in effect in the first few seconds, and then the FEP
command from θ(t) protection takes over. In the next simulation example, the limit of angle-of-
attack is lowered to αd = 8 degrees to show the effectiveness of the method for α(t) protection.
The limit for pitch angle is still 25 degrees. Simulation results are shown in Figure 6.5–6.6. The
results indicate that the protection is effective.
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Figure 6.3: Response to a constant command of magnitude 1 deg/sec, Θd = 25, αd = 10.
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CHAPTER. 7
Conclusion and Future Work
7.1. Conclusion
In the first part of this dissertation, a backup lateral-directional flight control law for mid-
sized transport aircraft with severe vertical-tail damage was presented. The damage case scenarios
considered in this work are all characterized by a total loss of rudder control, in addition to changes
in the mass properties and aerodynamic derivatives of the aircraft. The proposed backup control law
uses both antisymmetric thrust command and asymmetric spoiler deflection as directional control
effectors. A frequency-shaped approach allows for the effective use of spoiler deflection as a means to
increase directional control bandwidth, while preventing excessive lift reduction and accounting for
the slow dynamics of the aero-engines. Through the implementation of an L1 adaptive augmentation
loop, the backup flight control law is able to cope with damage scenarios that significantly differ
from the design aircraft configuration. Preliminary batch and piloted simulation results were also
presented that demonstrate the ability of the backup control law to recover directional control
and provide satisfactory flying and handling qualities of the damaged aircraft. In particular, the
simulation study analyzed the response of the augmented aircraft to roll-rate and angle-of-sideslip
doublet commands, to a discrete sideslip gust, and to light turbulence. In addition, a transport
category certificated pilot was able to successfully fly a skill pattern with the developed flight control
law. The pilot indicated that, despite some minor deficiencies, he did not perceive a significant
increase in the amount of compensation required to fly the pattern, when compared to the ideal
scenario of undamaged aircraft augmented with the primary flight control law.
In the second part of this dissertation, command limiting control laws for flight envelope
protection based on potential functions were proposed. In particular, two types of potential
functions, the quadratic and the exponential potential functions, have been explored in the flight
envelope protection design. In the design using the potential function method, the reference
command was treated as an attractive potential function, and repulsive potential functions were
designed such that as the protected state approaches the envelope limit, the value of the repulsive
potential function increases, which generates a protection signal to reduce the reference command
and provide envelope protection. The command limiting control law based on quadratic potential
functions yields a control signal similar to a proportional-derivative control law with a control
gain proportional to the reference command, which steers the protected state to a design value Xd
close to yet still inside the envelope limit. Protection performance can be tuned by modifying the
control gain. A switching design was introduced to reduce the interference with pilot operation
from the FEP control law. For the FEP control law based on exponential potential functions, the
protection command can be merged with the reference command, and no switching is required due
to the property of exponential functions. The contribution of the protection command remains
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negligible when the protected state is far from the limit, while increases as the state approaches
the limit. A tuning parameter was introduced to adjust the position where the command limiting
control law starts to make significant correction to the reference command. It also affects the
rate of convergence of the protected state to the design value Xd. Lyapunov stability theory
was employed to analyze the closed-loop systems with both designs, and simulation examples on
nonlinear simulation environment were presented to verify the effectiveness. To compensate for
uncertainties and potential damage to the system, L1 adaptive augmentation was proposed for
the envelope protection control laws. The adaptive augmentation guarantees that when there are
uncertainties in the system, the envelope protection remains effective. It has been proved that with
the adaptive augmentation, the protected state converges to a neighborhood of the design value
Xd, and the size of the neighborhood can be made arbitrarily small by increasing the adaptation
gain. Finally, based on the command limiting control law proposed in the second part, FEP control
law for the protection of two parameters was proposed. For each protected state, the FEP control
law was designed using the method based on the quadratic potential functions. Then the command
signals from both protection laws were compared, and the smaller signal was passed to the system
as the real command. Circle criterion was used in stability analysis, and simulation examples were
presented to verify the effectiveness of the proposed command limiting control design.
7.2. Future Work
Future work will focus on the following directions. First, the integration of the proposed
backup flight control law with fault detection and isolation methods will be considered as a next
step towards the realization of the iReCoVeR control architecture. A switching mechanism is
desirable when the flight control law switches from the primary flight control law to the backup
flight control after the fault detection and isolation module isolates the fault. In addition, the
switching from the original adaptive augmentation to the new adaptive augmentation has to be
carefully designed for smooth transitions. Second, the flight envelope protection, though effective
in loss of control prevention, intervenes the pilot operation and it is interesting to explore the effect
of the FEP control law on handling qualities of the aircraft. It is also necessary to study possible
adverse influence of envelope protection on flight safety. In this study, only the quadratic and the
exponential potential functions have been explored in the FEP control law design. Other types
of potential functions might provide better performance, and this is another interesting direction
to follow in future work. Readers might also notice that current FEP control laws use full state
feedback in the design. Future work on FEP design with output feedback is also worthwhile.
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APPENDIX A
Verification of the Lateral-Directional Baseline Flight Control Law
This appendix presents the results of the verification of the lateral-directional baseline flight
control law for the TCM with vertical-tail damage. Similar to the work in [9], the design of the
flight control law has been verified against a set of requirements on the criteria listed in Table 2.1.
The results of this verification step are shown in Figure A.1. The design specifications for each
criterion are as follows:
• Nichols charts (Nich-δa, Nich-δitsp, Nich-δ∆t, Nich-β, Nich-p, Nich-r, Nich-Φ): These charts
present the gain-magnitude curves of the loops broken at aileron actuator, spoiler actuator,
antisymmetric throttle, angle-of-sideslip sensor, roll-rate sensor, yaw-rate sensor, and bank-
angle feedback path. The shape of the exclusion zone is taken from [78] and ensures a
minimum gain margin of 6 dB and a minimum phase margin of 45 deg.
• Broken-loop SISO gain and phase margins (RobMarg-δa, RobMarg-δsp, RobMarg-δ∆t): The
minimum requirements for the loop transfer functions broken at the aileron actuator, spoiler
actuator, and (antisymmetric) engine are a minimum gain margin of 6 dB and a minimum
phase margin of 45 deg, which is consistent with the exclusion zones in the corresponding
Nichols charts.
• Minimum singular values of the return difference matrix (RDM) and the stability robustness
matrix (SRM): To complement the SISO stability margins above, we also compute the
minimum singular values of the RDM and the SRM, which should not drop below −3 dB
and −6 dB respectively. The definitions of RDM and SRM can be found, for example, in [79].
• Bounds on the gain crossover frequencies (XFreq): The gain crossover frequency of the loop
transfer functions broken at the aileron actuator and spoiler actuator are required to be
(i) higher than 1 rad/s, to ensure robustness against low-frequency/parametric uncertainty;
and (ii) lower than 5 rad/s, to avoid high-frequency actuator usage.
• Actuator RMS-activity in light Dryden turbulence (Turb-RMS): To avoid excessive actuator
usage, the RMS-values of aileron deflection, spoiler deflection, and antisymmetric throttle
demand in light turbulence have been limited to 5 deg, 5 deg, and 10 %, respectively, as a
design constraint. To evaluate this metric, the lateral velocity output of a Dryden-turbulence
model has been applied to the linearized lateral-directional dynamics of the TCM augmented
with the pS/β-CSAS.
• Lower bound on damping ratio (ζlow , ζhigh): Depending on the frequency range, different
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specifications are required on the minimum damping ratio of all closed-loop eigenvalues:
ζmin =
{
0.4 if ωn ≤ 10 rad/s
0.3 if ωn > 10 rad/s
,
where ωn is the natural frequency of the corresponding eigenvalue.
• MIL-specs on Dutch-roll eigenvalues (ζdr ): In addition to the damping requirements above,
design specifications on the maximum (negative) real part of the closed-loop eigenvalues
corresponding to the Dutch-roll mode have also been considered; see [80].
• Angle-of-sideslip and roll-rate disturbance rejection (DRejβ-pk, DRejβ-bw, DRejp-pk, DRejp-
bw): Similar to the work in [81], we compute the frequency response of the closed-loop
transfer function from a angle-of-sideslip (roll-rate) output-disturbance βdist (pdist) to the β-
plant output (pS-plant output), and extract information about its bandwidth and resonance
peak. In particular, the peak-magnitudes (Disturbance Rejection Peak, DRP) are required
to stay below 4.5 dB, while the frequencies where the −3-dB line is crossed (Disturbance
Rejection Bandwidth, DRB) must be larger than 0.2 rad/s for the β-channel and 0.5 rad/s
for the p-channel.
• β-gust attenuation (βgust -att, βgust -ay): Another disturbance-rejection criterion that has been
checked is the lateral-acceleration response following a discrete, (1− cos)-shaped gust:
βgust =
5
2 (1− cos(ωdr t)) , 0 ≤ t ≤ 2piωdr ,
where ωdr is the natural frequency of the closed-loop Dutch-roll mode. The criterion specifies
that the amplitude of the second peak of the lateral-acceleration response must be smaller
than the amplitude of the first peak. Both the gust profile and the design criterion have been
taken from [68].
• Lateral-directional decoupling for roll-rate commands (Lat-Decoupling): The last criterion
concerns the decoupling of the roll-rate response from the Dutch-roll mode. The modes are
considered to be decoupled if the pair of complex-conjugate zeros in the closed-loop transfer
function from stability-axis roll-rate command to actual roll rate approximately cancels the
Dutch-roll eigenvalues. More precisely, we compute the Euclidean distance on the complex
plane between these zeros and the Dutch-roll eigenvalues, and enforce the constraint that this
distance has to be smaller than 0.05. A similar criterion was considered in [68].
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Figure A.1: Design specifications for the backup pS/β baseline flight control law.
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Figure A.1: Design specifications for the backup pS/β baseline flight control law. (Cnt’d)
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