Високоефективнi класи алгоритмiв та високопродуктивних систем, що реалiзують синхроннi iнтерактивнi мережi систолiчними матрицями опрацювання даних by Грицик, В.В. et al.
оповiдi
НАЦIОНАЛЬНОЇ
АКАДЕМIЇ НАУК
УКРАЇНИ
12  2015
IНФОРМАТИКА ТА КIБЕРНЕТИКА
УДК 004.032.26
Член-кореспондент НАН України В.В. Грицик, В.В. Грицик,
А.М. Зозуля
Високоефективнi класи алгоритмiв
та високопродуктивних систем, що реалiзують
синхроннi iнтерактивнi мережi систолiчними
матрицями опрацювання даних
Визначено високопродуктивнi обчислювальнi системи, що реалiзують синхроннi iнтер-
активнi мережi систолiчними матрицями опрацювання даних. Запропоновано принцип
реалiзацiї реальною часу на НВIС, орiєнтованих на розв’язання задач комп’ютерного
зору в рiзних галузях.
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У роботi [1] дослiджено теорiю автоматичної обробки даних, а в роботах [2, 3] проведенi
розробки однорiдних систем, структур i середовищ.
У зв’язку з необхiднiстю розв’язання широкого класу задач у напрямку реалiзацiї ком-
п’ютерного зору в iнформацiйно-аналiтичних системах реального часу в останнi роки зросла
потреба створення принципово нових проблемно-орiєнтованих i спецiалiзованих структур
високої продуктивностi та ефективностi. Особливо це стосується дослiджень задач вели-
кої розмiрностi, розпiзнавання та класифiкацiї зображень (задач комп’ютерного зору) [4].
Одним iз важливих напрямкiв органiзацiї обробки даних є опрацювання iнформацiї на осно-
вi однорiдних обчислювальних середовищ систолiчного типу, налаштованих для реалiзацiї
програмно-логiчних iнтегральних схем (ПЛIС) [2–8].
Нижче запропоновано схему мультиконвеєрних обчислювальних систем (МКОС) з одно-
рiдною структурою для задач систем комп’ютерного зору, елементи якої наведенi на рис. 1–
3 [3, 4, 8].
Ця розробка складається з двох основних частин: матрицi обчислювальних комiрок
(МОК) i матрицi запам’ятовуючих комiрок (МЗК), якi розмiщенi згiдно з периметром ма-
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Рис. 1. Схема обчислювальної системи з однорiдною структурою для задач комп’ютерного зору
триць. Пiдключення передавачiв i приймачiв iнформацiї здiйснюється буферними запам’я-
товуючими пристроями (ЗП).
Iнформацiя проходить упродовж мережi комiрок (спецiалiзованих процесорiв) систолi-
чного опрацювання даних. За один такт пакет переходить на одну комiрку середовища,
переходячи вiд початкової комiрки в одну або декiлька сусiднiх, синхронно з такими iм-
пульсами.
У МКОС немає пристрою управлiння, оперативних запам’ятовуючого пристрою та магi-
стралi даних. Основною особливiстю органiзацiї обчислювального процесу в МКОС є вiдпо-
вiднiсть кожної програми, що записана на програмування структури [3], спецiалiзованому
процесору для мiкропрограмного модуля. Мiкропрограмним модулем є група мiкрокоманд,
тобто команд налаштування кожної ОК [3].
МКОС апаратно має спецiалiзований процесор, в якому структурно реалiзована одна
операцiя. У МКОС передавання iнформацiї мiж спецпроцесорами проходить (згiдно з ре-
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Рис. 2. Мультиконвеєрна однорiдна обчислювальна структура
єструванням) комутацiйним каналом, якi налаштовуються в однорiдному середовищi спе-
цiального програмного транслятора.
Таким чином, операцiї роздiленi у часi: спочатку формується потiк команд для нала-
штування ООС, проводиться завантаження в регiстр команд (РК) кожної обчислювальної
i запам’ятовуючої комiрки, а потiм подається потiк даних. Пам’ять у виглядi ОЗС реалiзу-
ється таким чином, щоб виключити процес адресацiї. Програма завантажена з програмо-
ваних запам’ятовуючих пристроїв (ПЗП), враховує всi варiанти розгалуження обчислень.
Збереження програми в процесi розв’язання виконується в регiстрах команд ОК i ЗК. На
початку розв’язання задач програма вводиться у РК iз ЗП. Ввiд програми здiйснюється
згiдно з ланцюжками ОП з керуючого сигналу керування вводом програми (КВП).
Робота елементiв ООС i ОЗС синхронiзується вiд одного зовнiшнього генератора такто-
вих iмпульсiв. Iнформацiя обробляється конвеєрним способом, причому потiк iнформацiї,
що подається iз пристрою приймача на вхiд матриць ОК i ЗК, обробляється у вiдповiдно-
стi з програмою i проходить синхронно з тактовими iмпульсами. Отже, у БКОС програма
налаштування структури здiйснюється апаратна реалiзацiя алгоритму. У МКОС немає при-
строю управлiння, оперативного запам’ятовуючого пристрою, магiстралi даних. Основною
особливiстю органiзацiї обчислювального процесу в МКОС є вiдповiднiсть кожної програми,
що записана на мовi програмування структури спецiалiзованого процесора, мiкропрограм-
ному модулю.
Пам’ять у виглядi однорiдного запам’ятовуючого середовища (ОЗС) реалiзується таким
чином, щоб виключити процес адресацiї.
Програма запам’ятовується iз ПЗП i з урахуванням всiх випадкiв розгалуження обчи-
слення. Збереження програми в процесi розв’язання проводиться у регiстрах команд запа-
м’ятовуючої комiрки.
Перед початком розв’язання задач програма розглядається у РК iз ЗП. Ввiд програми
(ВП) здiйснюється згiдно з ланцюгом ОП за допомогою керуючого сигналу вводу програми
(КСВП).
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Рис. 3. Система для обробки зображення комп’ютерного зору, що базується на однорiдному обчислюваль-
ному середовищi
Робота елементiв ООС i ОЗС синхронiзується вiд одного зовнiшнього генератора такто-
вих iмпульсiв. Iнформацiя обробляється конвеєрним способом, при якому потiк iнформацiї,
що подається iз пристрою приймання на входах матриць ОК i ЗК, обробляється у вiдпо-
вiдностi з програмою, просувається синхронно з тактовими iмпульсами. На рис. 1 наведено
схему високопродуктивної системи реалiзацiї синхронної iнтерактивної мережi систолiчно-
го опрацювання даних, на рис. 2 — мультиконвеєрну однорiдну обчислювальну структуру.
Рис. 3 демонструє високопродуктивну систему для обробки зображень комп’ютерного зору,
що базується на однорiдному обчислювальному середовищi [4, 8].
Таким чином, у роботi запропоновано структуру схеми високопродуктивної мультикон-
веєрної обчислювальної системи високопродуктивного опрацювання даних i можливостi ре-
алiзацiї синхронної iнтерактивної мережi систолiчним матричним опрацюванням даних.
Роботу виконано в рамках реалiзацiї системи комп’ютерного зору.
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