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Abstract—The bloom in mobile applications not just bring in
enjoyment to daily life, but also imposes more complicated traffic
situation on wireless network. A complete understanding of the
impact from traffic profile is thus essential for network operators
to respond adequately to the surge in data traffic. In this paper,
based on stochastic geometry and queuing theory, we develop
a mathematical framework that captures the interplay between
the spatial location of base stations (BSs), which determines the
magnitude of mutual interference, and their temporal traffic dy-
namic. We derive a tractable expression for the SIR distribution,
and verify its accuracy via simulations. Based on our analysis, we
find that i) under the same configuration, when traffic condition
changes from light to heavy, the corresponding SIR requirement
can differ by more than 10 dB for the network to maintain
coverage, ii) the SIR coverage probability varies largely with
traffic fluctuation in the sub-medium load regime, whereas in
scenario with very light traffic load, the SIR outage probability
increases linearly with the packet arrival rate, iii) the mean delay,
as well as coverage probability of cell edge user equipments (UEs)
are vulnerable to the traffic fluctuation, thus confirms its appeal
for traffic-aware communication technology.
Index Terms—Poisson point process, cellular networks, ran-
dom packet arrival, interacting queues, stochastic geometry,
mean delay.
I. INTRODUCTION
The rapid evolution of mobile applications imposes more
complicated traffic condition on wireless networks, where
not only the data demand grows exponentially [1], but more
importantly, the the content is largely changing from mobile
voice to multimedia [2]. To give an adequate response to the
surge in mobile data traffic, network operators need a complete
understanding on the impact of temporal traffic. In this article,
we aim to evaluate how the traffic statistic affects the wireless
networks, and to find those aspects that are most vulnerable.
A. Background and Related Work
Due to the broadcast nature of wireless channel, transmitters
in space sharing a common spectrum will interact with each
other through the interference they cause. To characterize
the performance of such networks, stochastic geometry has
been recently introduced as a way to assess performance of
wireless links in large-scale networks [3]–[8]. The intrinsic
elegance in modeling and analysis has popularized its ap-
plication in evaluating performance among various wireless
systems, including ad-hoc networks [3], cellular networks [9],
or more advanced heterogeneous networks [10], even with
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device-to-device (D2D) communication [11] and multiple-
input multiple-output (MIMO) technology [12], [13]. How-
ever, the main drawback of these models is that they heavily
rely on the full buffer assumption, i.e., every link always
has a packet to transmit, and do not allow one to represent
random traffic. While the additional dimension of randomness
in temporal domain increases the complexity in analysis, it is
nevertheless a crucial factor in understanding network perfor-
mance, especially for the next generation wireless system that
faces more voliated traffic conditions [14], [15].
The main difficulty with queuing in wireless network comes
from the interdependency among the evolution of different
queues, which is usually referred to as interacting queues [16].
Because of interference, the queue status of one transmitter can
affect, and also be affected by, the queue status of its neigh-
bors, hence making the analysis very difficult. Conventionally,
the queuing interaction through wireless medium is studied us-
ing simple collision models [16]–[19]. In such models, discrete
time ALOHA protocol is usually employed, where each of the
N terminals initiates a transmission attempt at every slot: If
more than two terminals transmit simultaneously, a collision
occurs and all the terminals retransmit their packets in next slot
with the same probability [17]. Analytical results about system
stability can be obtained via exact form in scenarios with few
(two or three) transmitters [16], or through approximations
in asymptotic regime with infinitely many transmitters [20].
However, these models over simplify the wireless channel
and lack the ability to tract the interference, which differs
according to distance as well as channel gains, thus do not
capture the information-theoretic interactions precisely. Recent
attempts to address this issue are made in [21]–[25], where
queuing theory is combined with stochastic geometry to model
the dynamic from both temporal and spatial domains. The
results provide the necessary and sufficient conditions for
network to be stable [24], and different performance metrics,
including success transmission probability [22], delay [21],
and packet throughput [23] have been subsequently derived.
While giving more refined analysis, these results either provide
only bounds that are not necessary tight [21], [24], or are
only appliable to networks with light traffic [23]. The most
related work is from [22], where the authors applied Geo/PH/1
queuing model to account for the interference-based queues
among UEs and analyzed the SIR performance under three
different transmission schemes. However, the requirement for
full channel inversion limits its generalization, and the re-
stricted stable region constrains its application to relatively low
traffic condition with small SIR detection threshold, and thus
prevents one to take a complete treatment on traffic statistic. To
2this end, a mathematical framework that captures the spatial–
temporal dynamic of the network, and adapts to scenarios with
different traffic conditions is of necessity to be explored.
B. Approach and Summary of Contributions
In this paper, we model the BS deployment and UE loca-
tions as independent Poisson point processes (PPPs), where
each BS maintains an infinite capacity buffer to store the
incoming packets. The queuing dynamic is modelled via
a descrete time system, where we consider the arrival of
packets at each BS to be independent Bernoulli process.
By combining stochastic geometry with queuing theory, we
obtain a tractable expression for the SIR coverage probability.
With the developed framework, we can explicitly characterize
the SIR variation due to change of traffic condition, and its
consequential impact on system stability, as well as delay
distribution. Our main contributions are summarized below.
• We develope a mathematical framework that captures
the interplay between the spatial geometry of wireless
links and their temporal traffic dynamic. Our analysis
is tractable, and takes into account all the key features
of a cellular network, including traffic profile, small-
scale fading and path loss, random network topology, and
queuing interaction.
• Unlike [22], our result not only provides the standard
SIR coverage probability, but also gives a more precise
description about the fraction of UEs achieving SIR at
different levels. For instance, the SIR coverage probabil-
ity of cell-edge UEs can be easily derived via our result.
• We discuss the sufficient and necessary conditions for the
network to be stable, and provide an approximation for
the stable region. We also derive the mean delay distri-
bution, by accounting for both queuing and transmission
delay.
• Using the developed analysis, we find that under the
same network configuration, there is more than 10 dB
SIR difference between light and heavy traffic conditions.
Moreover, in the very light traffic regime, the network
SIR outage probability is shown to increase linearly with
packet arrival rate. The result also reveals that the mean
delay, as well as cell-edge UE rate, are vulnerable to
the variation of traffic condition, hence urging advanced
solution to adapt with traffic profile.
The remainder of the paper is organized as follows. We
introduce the system model in Section II. In Section III, we
detail the analysis of SIR distribution in cellular networks with
temporal traffic. We show the simulation and numerical results
in Section IV, that confirm the accuracy of our analysis, and
provide insights about the impact of traffic profile on network
performance. We conclude the paper in Section V.
II. SYSTEM MODEL
In this section, we provide a general introduction to the
network topology, the traffic profile, as well as the propagation
and failure retransmission model. The main notations used
throughout the paper are summarized in Table I.
TABLE I
NOTATION SUMMARY
Notation Definition
Φb; λb PPP modeling the location of base stations
(BSs); BS deployment density
Φu; λu PPP modeling the location of UEs; UE deploy-
ment density
Pmt; α BS transmit power; path loss exponent
Sε ε-stable region of wireless network, under which
the fraction of unstable queues is less than ε
ξ; ξc,ε Packet arrival rate; critical arrival rate for ε-
stability
γx0,t; θ Received SIR of typical UE at time slot t; SIR
decoding threshold
µΦx0,t Conditional SIR coverage probability at time
slot t
A. Network Topology and Traffic Model
We consider the downlink of a cellular network, as depicted
in Fig. 1, that consists of randomly deployed BSs whose spatial
locations follow independent Poisson point process (PPP) Φb
with spatial densities λb.
1 The location of UEs is modelled as
another independent PPP Φu with spatial density λu, where
each UE associates with its closest BS for transmission. We
assume the UE density is high enough that every BS has at
least one UE associates with it.2 In this network, all BSs and
UEs are assumed to be equipped with single antenna, and each
BS transmits with constant power Pmt. In light of its spectral
efficiency, we employ universal frequency reuse throughout
the network, i.e., every BS transmits in the same spectrum.
We use a discrete time queuing system to model the random
traffic profile. In particular, the time axis is segmented into a
sequence of equal time intervals, referred to as time slots.
We further assume all queuing activities, i.e., arrivals and
departures, take place around the slot boundaries. Specifically,
at the mth time slot, a potential packet departure may occur
in the interval (m−,m), and a potential packet arrival can
happen in the interval (m,m+). In other words, departures
occur at the moment immediately before the slot boundaries
while arrivals occur at the moment immediately after the slot
boundaries. For a generic UE located in the cell of xi ∈ Φb,
we model its packet arrival as a Bernoulli process with rate
ξ ∈ [0, 1], which represents the probability of a new arrival
occurs in a slot. We further assume that each BS accumulates
all the incoming packets in an infinite-size buffer for further
transmission purpose.
In order to investigate the evolution of queuing dynamic,
we limit the mobility of transceivers by considering a static
network, i.e., the locations of the BSs and UEs are generated
once at (0−, 0), and remained unchanged in all the following
1PPPs serve as a good model for the planned deployment of macro cell
BSs, as verified by both empirical evidence [8], [26] and theoretical analysis
[27].
2The one UE per cell set up is mainly for the sake of notational simplicity.
By adopting a similar approach as [23], the analysis in this paper can be easily
extended to consider more realistic scenario where multiple UEs in each cell
share the same wireless channel.
3Fig. 1. A snapshot of the Poisson cellular network with temperal traffic. The
coverage area of different BSs form the Voronoi cells, whereas each BS may
be active or inactive, depending on its buffer status.
time slots.3
B. Propagation Channel and Failure Retransmission
In this network, we adopt a block-fading propagation model,
where the channels between any pair of antennas are assumed
independent and identically distributed (i.i.d.) and quasi-static,
i.e., the channel is constant during one transmission slot,
and varies independently from slot to slot. We consider all
propagation channels are narrowband and affected by two
attenuation components, namely small-scale Rayleigh fading
with unit mean power, and large-scale path loss that follows
power law.4
Affected by the random channel fading and aggregated
interference, the process of packet departure does not possess
a constant rate and can lead to failure packet deliverty.
Retransmission is thus necessary to guarantee the packet
can be correctly received. By enabling retransmission, the
transmission model at each BS becomes: During each time
slot, every node with a non-empty buffer sends out a packet
from the head of its queue. If the received SIR exceeds
a predefined threshold, the transmission is successful and
the packet can be removed from the queue; otherwise, the
transmission fails and the packet remains in the buffer. We
assume the feedback of each transmission, either success or
fail, can be instantaneously awared by the BSs such that they
are able to schedule transmission at next time slot. Moreover,
for the BSs with empty buffer, they mute the transmissions to
reduce power consumption and inter-cell interference.
C. Signal-to-interference ratio (SIR)
By applying Slivnyak’s theorem [5] to the stationary PPP
of BS, it is sufficient to focus on the SIR of a typical UE at
3Note that most of the pratical networks can be approximately regarded as
static, since the locations of any end device cannot change drastically in a
relatively short period [24].
4The analysis in this paper is not necessary constrained to simple propaga-
tion model, it can be further extended to incorporate more realistic setups that
include multi-slope path loss [28], [29] and complicated fading environment
[30], [31].
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Fig. 2. Example of interacting queues with two BSs sharing the wireless
channel. Due to impact from mutual interference, the service rates of BS 1
and BS 2 are different, and dynamically change with their queuing status.
the origin, with its tagged BS located at x0. Given the UE is
receiving data at time slot t, the received SIR can be written
as
γx0,t =
Pmthx0‖x0‖−α∑
x∈Φb\x0
Pmtζx,thx‖x‖−α , (1)
where hx ∼ exp(1) denotes the small scale Rayleigh fading
from BS x to the origin, ‖·‖ is the Euclidean distance, α stands
for the path loss exponent, and ζx,t ∈ {0, 1} is an indicator
showing whether a node located at x ∈ Φb is transmitting at
time slot t (ζx,t = 1) or not (ζx,t = 0).
It is important to note that since the spectrum is shared
among BSs, the queuing status of each BS is coupled with
other transmitters and hence results in interacting queue. As
such, the BS active state, ζx,t, is both spatial and temperal
dependent, since the location affects the pathloss and further
the aggregated interference, and the time changes the queue
length at each node. To better illustrate this concept, Fig. 2
gives a simple example of queuing interaction between two
BSs. Note that compared to UE 1, UE 2 has an advantage lo-
cation and hence enjoys better path loss and fewer interference.
Consequently, BS 2 can quickly empty its queue, and the dis-
parity between their communication conditions results in BS 2
activates less frequently than BS 1. Moreover, depending on
whether packets appear at both BSs or not, the corresponding
active durations are also different: If both transmitters have
packets to send, the mutual interference will reduce the service
rate and prolong the active duration of each BS individually.
On the other hand, when one transmitter becomes silent, the
other one can benefit from the reduced cross-talk and speed
up its queue flushing process, hence also decreases the active
period. Extending this concept to a large-scale network, we
find that as the realization of PPP is irregular, there are always
some BSs experience poor transmission environment, e.g.,
their UEs are located at the cell edge, and some others having
good communication condition, e.g., their UEs are around the
cell centers. In this regard, even the packet arrival rate is the
same for all transmitters, the queuing status and active state
4FΦ(u) =
1
2
− 1
pi
∫ ∞
0
1
ω
Im

u−jω
[
1 + δ
∞∑
k=1
(
jω
k
)(
FΦ(ξ) +
∫ 1
ξ
ξk
tk
FΦ(dt)
)
Z(k, δ, θ)
]−1
 dω (4)
can varies largely from BS to BS, and the characterization of
SIR in such network is very challenging.
III. ANALYSIS
We now present the main technical results of the paper.
In particular, we first detail the definition of conditional SIR
coverage probability, and the analysis on its distribution. Then
we discuss the conditions for the queuing network to be stable.
After that, we give moments as well as a computationally
efficient approximation for the conditional SIR coverage prob-
ability. Finally, we derive the distribution of mean delay, which
involves both queuing and transmission delay.
A. Conditional SIR Coverage Probability
Since both the received signal strength and the interfer-
ence at a given UE are governed by a number of stochas-
tic processes, e.g., random spatial distribution of transmit-
ting/receiving nodes, random packet arrivals, and queuing
dynamics, the SIR in (1) is a random variable and can only be
characterized via distribution. In this regard, conditioning on
the realization of the point process Φ , Φb ∪ Φu, we define
the conditional SIR coverage probability as follows [24], [32].
Definition 1: Given the typical UE is receiving data at
time slot t,, its conditional SIR coverage probability is defined
as
µΦx0,t = P (γx0,t ≥ θ|Φ)
= E

exp

−θ‖x0‖α∑
x∈Φb\x0
ζx,t
hx
‖x‖α

∣∣∣Φ

 . (2)
Note that the conditional SIR coverage probability µΦx0,t is
still a random variable (as we condition on the realization
of Φ), which contains all the information about the UE SIR
(and therefore achievable rate) distribution across the network.
Moreover, the interaction of queues is also captured by (2) via
the accumulated interference.
In order to analyze the distribution of µΦx0,t, we need to
address two issues: i) due to random packet arrival and re-
transmission of failed deliveries, the active state, i.e., ζx,t = 1,
at each transmitter varies over time, and ii) there may exist
common interferencing BSs seen by the same UE from one
time slot to another, which introduces temporal correlation
for the SIR coverage probability [33]–[35]. The dynamically
changing active state of BSs, together with the temperal corre-
lation, involve memory to the queues and highly complicates
the analysis. Fortunately, when the number of transmitters
asymptotically approaches infinity, a mean field property starts
to emerge in the evolution of queues, i.e., the interaction
between queues become “weak” and “global”, and the impact
from aforementioned temperal and spatial correlation tends to
be negligible on the employed system model [19].5 Motivated
by this fact, we make the following assumption.
Assumption 1: The temporal interference correlation has a
negligible effect on the transmission SIR coverage probability.
Hence, we assume the typical UE sees almost independent
interference at each time slot.
It is now safe to assume that all UEs experience i.i.d. steady
state queue distributions, and each BS activates independently,
whereas the active probability depends on the specific service
rate, or equivalently, the SIR coverage probability. To faciliate
analysis in the following, we introduce a simple result from
queuing theory as a preliminary, which describes the active
probability of a transmitter under fixed arrival and departure
rates.
Lemma 1: Given the arrival rate being ξ, the service rate
µ, the active probability at a generic BS is
ηa =
{
1, if µ ≤ ξ,
ξ/µ, if µ > ξ.
(3)
Proof: The result is a standard conclusion from
Geo/Geo/1 queue, which can be found in [36].
After all the above preparason, we are now ready to derive
our main result of this paper, i.e., distribution of the conditional
SIR coverage probability.
Theorem 1: The cumulative distribution function of the
conditional SIR coverage probability is given by the fixed-
point equation (4) on top of this page, which can be iterative
solved as follows
FΦ(u) = lim
n→∞
FΦn (u) (5)
where FΦn (u) is given by
FΦn (x)=
1
2
− 1
pi
∫ ∞
0
1
ω
Im
{
x−jω
[
1 + δ
∞∑
k=1
(
jω
k
)
η
(k)
n−1
× Z(k, δ, θ)
]−1}
dω (6)
whereas δ = 2/α, Im{·} denotes the imaginary part of a
complex number, and Z(k, δ, θ) has the form as
Z(k, δ, θ) = (−1)
k+1θk
k − δ 2F1(k, k − δ; k − δ + 1,−θ), (7)
with 2F1(a, b; c, d) being the hypergeometry function [37], and
η
(k)
n−1 is given as
η
(k)
n−1 = F
Φ
n−1(ξ) +
∫ 1
ξ
ξk
tk
FΦn−1(dt). (8)
In particular, when n = 1, we have η
(k)
0 = ξ
k, ∀k ∈ N.
5The mean field effect appears because of the cellular infrastruture, where
interference is bounded away from the tagged transmitter. In Poisson bipolar
networks, where the interaction is “strong” and “local”, such approximation
may not hold.
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Fig. 3. Average active probability versus packet arrival rate, under different
SIR detection thresholds.
Proof: See Appendix A.
The expression in (4) not only quantifies how all the key
features of a cellular network, i.e., deployment strategy, inter-
ference, and traffic profile, affect the distribution of SIR, but
also illustrates how the interacting queues are affecting the SIR
coverage via a fixed-point functional equation. The function
FΦ(u) can be interpreted from two aspects: If we regard a
typical cell as a queuing system, equation (4) describes the
distribution of the random service rate; if we look at (4) in the
view of network performance, then the CCDF, i.e., 1−FΦ(u),
gives the level of certainty that at least u fraction of UEs
in the network can attain SIR threshold θ. Several numerical
results based on (4) will be shown in Section IV to provide
more practical insights. In the following, we discuss the stable
region, moments of the conditional SIR coverage probability,
and approximation for the CDF.
Remark 1: We introduce an auxiliary function as
η(ξ) = FΦ(ξ) +
∫ 1
ξ
ξ
t
FΦ(dt) (9)
which can be regarded as “average” active probability. Note
that as ξ grows from 0 to 1, while the value of η(ξ) also
variates accordingly, the trend is very different. As depicted
in Fig. 3, we can see that, with failed packet retransmissions,
the average active probability goes up on a fast-and-then-slow
basis with respect to the packet arrival rate ξ, and this effect
is especially significant in networks with high SIR detection
threshold.
B. Stable Region
The primal consideration in queuing systems is about sta-
bility, i.e., the critical conditions under which all the queues
can remain finite length and do not explode. For an isolated
system, even with random arrival and departure process, the
stable region can be explicitly determined to be when average
service rate is larger than the average arrival rate (Loynes
theorem [38]). However, such condition cannot be directly
generalized to large-scale queuing networks, as the strict sta-
bility, i.e., all queues are finite-length, is not achievable (except
for the trivial case of ξ = 0). Recall our discussion in Section
II, the random locations of both BS and UE always result in
some UEs located at poor coverage area, e.g., the cell edge,
and having unbounded queue length. In this regard, instead
of requiring all the queues to be stable, a more meaningful
alternative will be to maintain the fraction of unstable queues
to be below certain level. To this end, we introduce the ε-
stable region [24], which gives the conditions for a network
to be operated with less than ε portion of saturated queues.
Following [24], a formal definition is in the sequel.
Definition 2: For any ε ∈ [0, 1], the ε - stable region Sε
and the critical arrival rate ξc are defined respectively as
Sε =
{
ξ∈R+ : P
{
lim
T→∞
1
T
T∑
t=1
µΦxo ≤ ξ
}
≤ ε
}
(10)
and
ξc = supSε. (11)
The network is ε-stable if and only if ξ ≤ ξc.
The critical arrival rate gives an explicit stable boundary,
beyond which there are more queues transfering from finite
size to infinite length and the requirement of less than ε
portion of unstable queues cannot be guaranteed. While an
exact expression for the critical arrival rate is not available,
we can nevertheless obtain explicit conditions for the network
to be ε-stable.
Theorem 2: The sufficient condition for the network to be
ε-stable is
ξ ≤ ξScε =sup
{
ξ∈R+ : 1
2
− 1
pi
∫ ∞
0
1
ω
Im
{
x−jω
[
1+δ
∞∑
k=1
(
jω
k
)
× Z(k, δ, θ)
]−1}
dω ≤ ε
}
, (12)
and the necessary condition for the network to be ε-stable is
ξ ≤ ξNcε =sup
{
ξ∈R+ : 1
2
− 1
pi
∫ ∞
0
1
ω
Im
{
x−jω
[
1+δ
∞∑
k=1
(
jω
k
)
× ξkZ(k, δ, θ)
]−1}
dω ≤ ε
}
. (13)
Proof: For the sufficient condition, we consider a domi-
nant system, where all the nodes keep transmitting irrespect of
their buffer status (for a node with empty buffer, it transmits
“dummy” packets). As such, the interference in dominant
system is larger than the actual ones, and the result can be
attained via having ξ = 1 in (4).
For the necessary condition, we consider a favorable system,
where each node transmits without retransmission, i.e., even
there is transmission failure, the transmitter simplily ignores
the failure and withdraw the failed packets. In this scenario,
the interference is smaller than that of the actual one, whereas
we can obtain the result as making ηk = ξ
k.
From the above results, we note that the actual value of
the critical arrival rate falls in the interval of [ξSc, ξNc]. Using
the ergodic property of PPP, an approximation for the ε-stable
region is given in the sequel.
6Corollary 1: The ε-stable region of the network is approx-
imated as follows
ξ ≤ ξAc,ε = sup
{
ξ ∈ R+ : FΦ(ξ) ≤ ε} . (14)
Proof: Note that due to stationary and ergodicity, the
ensemble average obtained by averaging over the point process
equals the spatial averages obtained by averaging an arbitrary
realization of PPP over a large region, i.e.,
P
x0
(
lim
T→∞
1
T
T∑
t=1
µΦx0,t ≤ ξ
)
= FΦ(ξ), (15)
and the result follows according to the definition.
Remark 2: With the notion of stability, the function η(ξ)
defined in (9) can be interpreted as: On average, there are
FΦ(ξ) portion of UEs in the network with infinity queue size
and keep transmitting, while the rest 1 − FΦ(ξ) portion of
UEs maintain stable queues, and active independently with
probability
∫ 1
ξ
ξ/tFΦ(dt).
C. Moments
Based on the CDF of the conditional SIR coverage proba-
bility, in this part we give the corresponding moments, which
can faciliate the assessment of network performance.
Theorem 3: The m-th moment of the conditional SIR
coverage probability is given by
Mm =
1
1 + δ
∑m
k=1
(
m
k
)
η(k)Z(k, δ, θ) , (16)
where η(k) is given as
η(k) = FΦ(ξ) +
∫ 1
ξ
(
ξ
t
)k
FΦ(dt) (17)
with FΦ(u) giving in (4). In particular, when m = 1, we have
the standard SIR coverage probability given as
P (γx0 > θ) =
1
1 + δηZ(1, δ, θ) . (18)
Proof: See Appendix B.
Because of its important role in network performance as-
sessment, we further provide bounds as well as an approxima-
tion for the SIR coverage probability to attain better insights.
Corollary 2: The SIR coverage probability can be respec-
tively bounded by the following
1
1 + δZ(1, δ, θ) < P(γx0 > θ) <
1
1 + δξZ(1, δ, θ) (19)
and when ξ ≪ 1, the SIR coverage probability can be
approximated as follows
P(γx0 > θ) ≈ 1− ξδZ(1, δ, θ)
(α=4)
= 1− ξδ
√
θ arctan(
√
θ). (20)
Proof: The upper and lower bounds can be obtained
via similar approach as in the proof of Theorem 2, i.e., by
considering a favorable system without retransmission and a
dominant system that keeps transmitting, respectively.
For the approximation, we notice that FΦ(ξ)→ 0 as ξ → 0.
Hence, we assume all the queues are stable in the regime with
very light traffic load, and approximate the active probability
using the mean, i.e., ξ/P(γx0 > θ) [23]. The result then
follows from solving the following equation
P(γx0 > θ) =
1
1 + δξ
P(γx0>θ)
Z(1, δ, θ) . (21)
Remark 3: Note that the gap between the upper and
lower bounds decreases with the increment of the packet
arrival rate ξ, which is consistent with the conclusion in [21].
Furthermore, in the light traffic regime, the outage probability,
1− P(γx0 > θ), increases linearly with respect to the packet
arrival rate ξ, which demonstrates the significant impact of
traffic profile on the system performance.
D. Approximation
Motivated by the fact that FΦ(u) is supported on the interval
[0, 1], we content ourselves in this part by approximating
the function FΦ(u) via a Beta distribution to reduce the
computational complexity [32]. A formal operation is stated
in the sequel.
Corollary 3: The probability distribution function (pdf) of
FΦn (x) in Theorem 1 can be tightly approximated via the
following
fXn(x) =
x
µn(βn+1)−1
1−µn (1− x)βn−1
B(µnβn/(1− µn), βn) (22)
where B(a, b) denotes the Beta function, µn and βn are
respectively given as
µn = M
(n)
1 , (23)
βn =
(µn −M (n)2 )(1 − µn)
M
(n)
2 − µ2n
(24)
where M
(n)
m can be written as
M (n)m =
1
1 + δ
∑m
k=1
(
m
k
)
ηˆ
(k)
n−1Z(k, δ, θ)
, (25)
with ηˆ
(k)
n−1 being
ηˆ
(k)
n−1 =
∫ ξ
0
fXn−1(t)dt+
∫ 1
ξ
ξk
tk
fXn−1(t)dt. (26)
When n = 1, we have ηˆ
(k)
0 = ξ
k, ∀k ∈ N.
Proof: At each step of the iteration in Theorem 1, the
function FΦn (u) is supported on [0, 1]. As such, by respec-
tively matching the mean and variance to a Beta distribution
B(an, bn), it yields
an
an + bn
= M
(n)
1 , (27)
anbn
(an + bn)2(an + bn + 1)
= M
(n)
2 −
[
M
(n)
1
]2
(28)
and the result follows by solving the above system equations.
The accuracy of Corollary 3 will be verified in Fig. 6.
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Fig. 4. Illustration of delay in queuing system. The number of required slots to
deliver each packet varies due to different queuing and retransmission results.
E. Mean Delay and Analysis
In the context of wireless networks, delay is an important
factor that determines the Quality of Service (QoS) [14],
[21]. As shown in Fig. 4, the random arrival of packets and
interference-limited channel will inevitably incur waiting and
retransmission in the packet delivery process, thus induce
multiple slots for one successful delivery. Besides, since the
number of required time slots differs among each packet,
we can only quantify the delay in average manner. In its
accordance, the following definition formalizes the notion of
mean day.
Definition 3: Let Ax(T ) be the number of packets arrived
at a typical transmitter x within period [0, T ], and Di,x be
the number of time slots between the arrival of the i-th packet
and its successful delivery. The mean delay is defined as
D
Φ
x , lim
T→∞
∑Ax(T )
i=1 Di,x
Ax(T )
. (29)
Note that Di,x in (29) represents the number of time slots
required to successfully deliver the i-th packet, and its value is
affected by: (i) queueing delay, caused by other accumulated
unsent packets, and (ii) transmission, or equivalently local,
delay, due to link failure and retransmission [39]–[41]. By
averaging over all time slots, (29) provides information on
the average number of slots to successfully deliver a packet.
Furthermore, using results from queuing theory and stochastic
geometry, we can characterize its distribution with the follow-
ing expression.
Theorem 4: The CDF of mean delay at a typical UE is
given as
P
(
D
Φ
x0 ≤ T
)
= 1− FΦ
(
1− ξ
T
+ ξ
)
≈ lim
n→∞
∫ 1
ξ+ 1−ξ
T
x
µn(βn+1)−1
1−µn (1 − x)βn−1
B(µnβn/(1− µn), βn) dx
(30)
where FΦ(u) is given by (4), and µn and βn are respectively
given in (23) and (24).
Proof: Without loss of generality, we focus on the typ-
ical UE. Given the service rate, i.e., the conditional success
probability, µΦx0 , we have the conditional mean delay being
[21]
D
Φ
x0 =


1−ξ
µΦx0−ξ
, if µΦx0 > ξ,
+∞, if µΦx0 ≤ ξ.
(31)
The distribution of mean delay can then be computed as
P
(
D
Φ
x0 ≤ T
) (a)
= P
(
D
Φ
x0 ≤ T |µΦx > ξ
)
P
(
µΦx > ξ
)
+ P
(
D
Φ
x0 ≤ T |µΦx ≤ ξ
)
P
(
µΦx ≤ ξ
)
(b)
= P
(
D
Φ
x0 ≤ T, µΦx > ξ
)
= P
(
1− ξ
T
+ ξ ≤ µΦx
)
(32)
where (a) is by the law of total probability, and (b) follows by
noticing P(DΦx0 ≤ T |µΦx ≤ ξ) = 0. We then obtain the result
by using (4) and Corollary 3 to the above.
The accuracy of Theorem 4 will be verified in Fig. 10.
Moreover, two observations immediately follows from (30).
Observation 1: When T = 1, we have P
(
D
Φ
x0 ≤ T
)
= 0,
which states that the UEs who are able to success without
retransmission form a probabilistic null set in large queuing
networks.
Observation 2: As T ≫ 1, the CCDF of mean delay
can be approximated as, P(DΦx0 > T ) ≈ FΦ(ξ) + 1/T ,
which implies the distribution is heavy tail. In addition, when
T → ∞, we have the delay outage, i.e., 1 − P(DΦx0 ≤ T )
converges to FΦ(ξ), which represents the fraction of UEs that
are experiencing unstable queues, and it is in line with our
discussion in Section-III-B.
IV. NUMERICAL RESULTS AND SIMULATIONS
In this section, we validate the accuracy of our analysis
through simulations, and explore the impact of traffic con-
dition on network performance from several aspects. During
each simulation run, the BSs and UEs are realized over a
100 km2 area via independent PPPs. Packets arrive at each
node according to independent Bernoulli process. We average
over 10,000 realizations and collect the statistic from each
cell to finally calculate the SIR coverage probability. Unless
differently specified, we use the following parameters for path
loss exponent, BS density, and packet arrival rate, respectively:
α = 3.8, λb = 10
−4 BS/km2, and ξ = 0.3 packet/slot.
In Fig. 5, we compare the simulated CDF of conditional SIR
coverage probability to the analysis proposed in Theorem 1,
for various values of SIR detection threshold θ and packet
arrival rate ξ. First, the results show a close match for all values
of θ and ξ, which validate the our mathematical framework.
Next, note that from Fig. 5(a) we can quantify the level of
confidence about how much fraction of UEs are able to achieve
the targeted SIR at different thresholds, it is also coined as the
reliability of the network [32]. For instance, when ξ = 0.3,
the probability that 80% of UEs in the network can attain
-5 dB SIR is 0.85, showing that with high possibility the
majority of UEs can have their packets correctly decoded
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Fig. 5. Simulation versus analysis: CDF of conditional success probability. In Fig. (a), we fix the packet arrival rate to be ξ = 0.3, and varies the SIR
threshold as θ = −10,−5, 0, 5, 10, 15 dB. In Fig. (b), we fix the SIR threshold to be θ = 0 dB, and varies the arrival rate as ξ = 0.05, 0.1, 0.3, 0.5, 0.8.
without retransmission. Such probability can drop to 0.08
if the SIR detection threshold increases to 5 dB, indicating
that in large-scale queuing networks, it is very unlikely to
maintain the majority of UEs at high SIR. On the other hand,
from Fig. 5(b) we observe that the conditional SIR coverage
probability monotonically decreases with the growth of packet
arrival rate, due to the fact that more and more BSs are
activated because of their non-empty buffers and thus impose
additional inter-cell interference. It is also worthwhile to note
that the increment of traffic load defects the network SIR
coverage in a non-linear manner, whereas the degradation of
SIR coverage is more severe as traffic load goes from light
(ξ = 0.05) to medium (ξ = 0.3), and the decreasing trend
slows down as the network load further increases to heavy
traffic regime (ξ = 0.8). The reason comes from the composite
effect of temporal traffic. In light traffic condition, as packet
arrival rate goes up, the increased traffic load not only wakes
up more BSs, but also brings in more accumulated packets at
the buffer. Together with the reduced service rate, the active
duration of transmitters is extended, which in turns defect
the SIR across the network. In the heavy traffic regime, as
most of the queues are already saturated, the additional active
cells cannot largely change the interference, and thus the SIR
coverage probability descent is leveled off. Such explanation
also goes to the observation in Remark 1.
Taking a closer look between Fig. 5(a) and Fig. 5(b),
we notice that under the same cellular configuration, the
conditional SIR coverage probability with θ = 0 dB is larger
than that with θ = 5 dB, even their respective packet arrival
rates are ξ = 0.8 and ξ = 0.3. This observation indicates that
packets with smaller detection threshold, i.e., short packets,
are more preferable to the network. The reason comes from
the fact that higher SIR threshold not merely increases the
possibility of failure in decoding process, but triggers more
retransmissions thus prolong the active period of interferers,
which further reduces the coverage probability.
Fig. 6 compares the CDF of conditional SIR coverage
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Fig. 6. CDF of conditional SIR coverage probability (Theorem 1) and the
approximation (Corollary 3). Parameters are set as: SIR detection threshold
θ = 0 dB, and packet arrival rate ξ = 0.3.
probability to its approximation in Corollary 3. We can see
that the approximation matches well with the analysis under
different path loss exponents, thus confirms its accuracy. We
further observe that smaller path loss exponent reduces the
SIR coverage, which is due to the fact that while smaller α
enhances the received signal power, it nevertheless also results
in higher inter-cell interference, and the latter subpass the
power gain and hence defacts the SIR.
Fig. 7 plots the maximum arrival rates per sufficient and
necessary conditions as functions of ε. The figure shows a
large difference between the necessary and sufficient con-
ditions, while the approximation locates in between, hence
confirms the necessity for better SIR characterization in traffic
network. It also reveals that a slight change of arrival rate can
largely impact the stable region, i.e., the network stability is
vulnerable to traffic condition.
Fig. 8 depicts the standard SIR coverage probability as a
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function of SIR detection threshold θ, under different packet
arrival rates. We first note the close match between the analysis
and the simulation, which validates the accuracy of Theo-
rem 3. More importantly, the figure confirms that the traffic
profile plays a crucial role in the SIR coverage probability.
For instance, to maintain a 90% coverage probability, the
required SIR detection threshold can differ more than 10
dB in light traffic (ξ = 0.05) and heavy traffic (ξ = 0.5)
regimes, and this gap will be larger as the packet arrival
rate keeps increasing. Fig. 8 also reveals that the upper and
lower bounds are not tight, whereas even in heavy traffic
regime the difference between the two bounds is around 5 dB,
and this gap increases dramatically in light traffic condition.
Moreover, the bounds fail to capture the trend of coverage
probability variates according to the detection threshold θ. As
what we have discussed in Remark 1, both ξ and θ significantly
affect the active probability, hence, simply approximating the
transmitting BSs to a thinned point process cannot provide
desire results and hence validate the importance of the traffic-
aware analysis.
In Fig. 9 we plot the cell-edge coverage probability, i.e.,
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Fig. 9. 95%-likely rate versus packet arrival rate ξ, for various SIR thresholds
θ = −10,−5, 0, 5, 10 dB.
1 − FΦ(0.95), as a function of packet arrival rate ξ. This
quantity represents the performance of the “5% UEs”, i.e., the
UEs in the bottom 5th percentile in terms of performance, and
is particularly interested to operators [15], [32]. We can see
that the cell-edge coverage probability is vulnerable to traffic
fluctuation. Even in the case with very small SIR detection
threshold, e.g., θ = −10 dB, the cell-edge coverage probability
can drop by half as the packet arrival rate changes from low
to high, and this defection is more severe in scenarios with
high SIR thresholds. As such, it is critical to employ more
advanced technology to boost up the SIR performance at the
cell edge [13].
Fig. 10 compares the CDF of mean delay given in The-
orem 4 to the values obtained from simulations. The figure
shows that simulation results agree well with the analytical
values. Moreover, Fig. 10 confirms the observation in Section
III by showing a heavy tail behavior in the distribution of
mean delay. Fig. 10 also reveals that the mean delay is very
sensitive to the variation of traffic load, e.g., the delay outage
is round 0.01 when ξ = 0.2, but this value climbs to around
0.25 when the packet arrival rate doubles, i.e., ξ = 0.4. It
is becuase higher the traffic load, on one hand incurs more
retransmissions via increased interference, on the other, also
prolongs waiting time of each packet since the additional
incomings quickly occupy all available buffers. This composite
effect significantly affects the mean delay.
V. CONCLUSION
In this paper, we introduced an analytical toolset to evaluate
the impact of temporal traffic on the performance of cellular
networks. We used a general model that accounts for key
features from both spatial and temporal domain, including the
channel fading, path loss, network topology, traffic profile,
and queuing evolution. By exploiting queuing theory and
stochastic geometry, we obtain the SIR distribution through a
fixed-point functional equation, and validated its accuracy by
simulation. Our results confirmed that temporal traffic profile
can largely affect the network SIR performance. In particular,
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Fig. 10. Simulation versus analysis: Mean delay distribution.
it showed that under the same configuration, when traffic
condition changes from light to heavy, the corresponding
SIR requirement can differ by more than 10 dB for the
network to maintain coverage. Moreover, the SIR coverage
probability varies largely with traffic fluctuation in the sub-
medium load regime, whereas in scenario with very light
traffic load, the SIR outage probability increases linearly with
the packet arrival rate. In addition, the mean delay, as well
as coverage probability of cell-edge UEs are vulnerable to the
traffic fluctuation, thus confirms its appeal for traffic-aware
communication technologies.
The derivation of SIR distribution as a tractable form of
system parameters opens various areas to gain further design
insights. On one hand, the framework can be extended to adopt
more sophisticated point process, e.g., the Poisson cluster point
process [42], or determinantal point processes [43]. On the
other hand, the analysis can be applied to investigate the
design of different wireless technologies. For example, the
traffic scheduling problem in large-scale wireless networks
[21], or the resource allocation problem in Dynamic TDD
system [44]. Analyzing impact of temporal traffic on the
performance of Massive-MIMO system is also a concrete
direction to investigate in the future.
APPENDIX
A. Proof of Theorem 1
To faciliate the presentation, we denote Fn as the σ-algebra
that contains all the information about queuing status of every
node x ∈ Φb up to time t = n. We further introduce Y Φx,n and
qx,n to denote Y
Φ
x,n = lnP(γ
Φ
x,n > θ|Φ) and qx,n = P(ζx,n =
1), respectively.
As such, the σ-algebra {Fn}∞n=0 forms a filtration, where
Fn−1 ⊂ Fn. At slot t = 0, every transmitter has one packet
arrival with probability ξ, and actives with probability ξ, i.e.,
qx,0 = ξ, ∀x ∈ Φb. We can thus compute the moment
generation function of Y Φx,0 at a generic BS x ∈ Φb, via the
following
MY Φx,0(s) = E
[
exp
(
sY Φx,0
)]
= E

 ∏
z∈Φ\x
(
ξ
1 + θ‖x‖α/‖z‖α + 1− ξ
)s
(a)
= exp
(
−λb
∫ ∞
Bc(0,‖x‖)
[
1−
(
ξ
1+θ‖x0‖α/‖x‖α+1−ξ
)s]
dx
)
(b)
=
∫ ∞
0
2piλbr exp
(−λbpir2)
× exp
(
−2piλbr2
∞∑
k=1
(
s
k
)
(−1)k+1
∫ ∞
1
(
ξ
1+vα/2/θ
)k
vdv
)
dr
(c)
=
[
1 + δ
∞∑
k=1
(
jω
k
)
ξkZ(k, δ, θ)
]−1
(33)
where (a) follows from the probability generating functional of
PPP, (b) comes from polar coordinate transform and decondi-
tioning ‖x‖ with its pdf, which follows a Rayleigh distribution
as fR(r) = 2piλbre
−λbpir
2
, and (c) is by algebraic operation.
By the Gil-Pelaez theorem [45], we have the CDF of µΦx,0
given as
FΦ0 (u) = P (P (γx,0 > θ|Φ) < u) = P
(
Y Φx,0 < lnu
)
=
1
2
− 1
pi
∫ ∞
0
1
ω
Im
{
u−jωMY Φx,0(jω)
}
dω. (34)
Next, consider all the queues have evolved to time t = n,
and we have obtained the CDF of µΦx,n−1 as P(µ
Φ
x,n−1 <
u) = FΦn−1(u), the moment generating function of Y
Φ
x,n can
be calculated as
MY Φx,n(s) = E [P (γx,n > θ|Φ)
s
]
= E
[
E
[
P (γx,n > θ|Φ)s
∣∣Fn−1]]
= E

E

 ∏
z∈Φ\x
(
qz,n
1+θ‖x‖α/‖z‖α+1−qz,n
)s ∣∣∣∣∣Fn−1




=
∫ ∞
0
2piλbr exp
(−λbpir2) exp
(
−2piλbr2
∞∑
k=1
(
s
k
)
(−1)k+1
× E
[∫ ∞
1
(
qx,n
1+vα/2/θ
)k
vdv
∣∣∣∣∣Fn−1
])
dr
=
[
1 + δ
∞∑
k=1
(
s
k
)
E
[
qkx,n|Fn−1
]Z(k, δ, θ) ]−1. (35)
Leveraging Lemma 1, we have
E
[
qkx,n|Fn−1
]
= E
[
χ{µΦx,n≤ξ} +
(
ξ
µΦx,n
)k
χ{µΦx,n>ξ}|Fn−1
]
= FΦn−1(ξ) +
∫ 1
ξ
ξk
tk
FΦn−1(dt) (36)
where χ{·} is the indicator function. By substituting (36) back
into (35), and using the the Gil-Pelaez theorem for another
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time, we have the CDF of µΦx,n given as
FΦx,n(u) = P (P (γx,n > θ|Φ) < u) = P
(
Y Φx,n < lnu
)
=
1
2
− 1
pi
∫ ∞
0
1
ω
Im
{
u−jωMY Φx,n(jω)
}
dω. (37)
Noet that FΦn (u) appears on the left hand side of (37),
and FΦn−1(u) appears on the right hand side. As F
Φ
n (u) ≤
FΦ0 (u), ∀u ∈ [0, 1], n ∈ N, by the Dominant Convergence
Theorem [46], we have FΦn (u)→ FΦ(u), as n→∞, and the
result follows.
B. Proof of Theorem 3
We denote F = ∪nFn to be the σ-algebra of all the queuing
status at the steady state, and qx the corresponding active
probability at a generic node x. As such, the m-moment of
the conditional success probability can be computed as
E
[
lim
n→∞
P (γx,n > θ|Φ)m
]
= E

 lim
n→∞
∏
z∈Φ\x
(
E[qz |Fn]
1+θ‖x‖α/‖z‖α+1−E[qz|Fn]
)m
=
[
1 + δ
m∑
k=1
(
m
k
)
E
[
qkx|F
]Z(k, δ, θ) ]−1, (38)
and the result follows by using Lemma 1 and (4) to the above
equation.
REFERENCES
[1] D. Lo´pez-Pe´rez, M. Ding, H. Claussen, and A. H. Jafari, “Towards
1 Gbps/UE in cellular systems: Understanding ultra-dense small cell
deployments,” IEEE Commun. Surveys & Tuts., vol. 17, no. 4, pp. 2078–
2101, 4th Quart., 2015.
[2] Z. Niu, “TANGO: Traffic-aware network planning and green operation,”
”IEEE Wireless Commun.”, vol. 18, no. 5, Oct. 2011.
[3] M. Haenggi, J. G. Andrews, F. Baccelli, O. Dousse, and
M. Franceschetti, “Stochastic geometry and random graphs for
the analysis and design of wireless networks,” IEEE J. Sel. Areas
Commun., vol. 27, no. 7, pp. 1029–1046, Sep. 2009.
[4] M. Haenggi, Stochastic geometry for wireless networks. Cambridge
University Press, 2012.
[5] F. Baccelli and B. Blaszczyszyn, Stochastic Geometry and Wireless
Networks. Volumn I: Theory. Now Publishers, 2009.
[6] H. ElSawy, E. Hossain, and M. Haenggi, “Stochastic geometry for
modeling, analysis, and design of multi-tier and cognitive cellular
wireless networks: A survey,” IEEE Commun. Surveys & Tuts., vol. 15,
no. 3, pp. 996–1019, Jun. 2013.
[7] H. ElSawy, A. Sultan-Salem, M.-S. Alouini, and M. Z. Win, “Modeling
and analysis of cellular networks using stochastic geometry: A tutorial,”
IEEE Commun. Surveys & Tuts., vol. 19, no. 1, pp. 167–203, 1st Quart.,
2017.
[8] M. Di Renzo, W. Lu, and P. Guan, “The intensity matching approach:
A tractable stochastic geometry approximation to system-level analysis
of cellular networks,” IEEE Trans. Wireless Commun., vol. 15, no. 9,
pp. 5963–5983, Sep. 2016.
[9] J. G. Andrews, F. Baccelli, and R. K. Ganti, “A tractable approach to
coverage and rate in cellular networks,” IEEE Trans. Commun., vol. 59,
no. 11, pp. 3122–3134, Nov. 2011.
[10] H. S. Dhillon, R. K. Ganti, F. Baccelli, and J. G. Andrews, “Modeling
and analysis of k-tier downlink heterogeneous cellular networks,” IEEE
J. Sel. Areas Commun., vol. 30, no. 3, pp. 550–560, Apr. 2012.
[11] H. H. Yang, J. Lee, and T. Q. S. Quek, “Heterogeneous cellular net-
work with energy harvesting-based D2D communication,” IEEE Trans.
Wireless Commun., vol. 15, no. 2, pp. 1406–1419, Feb. 2016.
[12] H. H. Yang, G. Geraci, and T. Q. S. Quek, “Energy-efficient design of
MIMO heterogeneous networks with wireless backhaul,” IEEE Trans.
Wireless Commun., vol. 5, no. 7, pp. 4914–4927, July 2016.
[13] H. H. Yang, G. Geraci, T. Q. S. Quek, and J. G. Andrews, “Cell-edge-
aware precoding for downlink massive MIMO cellular networks,” IEEE
Trans. Signal Process., vol. 65, no. 13, pp. 3344–3358, Jul. 2017.
[14] Y. Zhong, M. Haenggi, F.-C. Zheng, W. Zhang, T. Q. S. Quek, and
W. Nie, “Towards a tractable delay analysis in large wireless networks,”
arXiv preprint arXiv:1612.01276, 2016.
[15] J. G. Andrews, S. Buzzi, W. Choi, S. V. Hanly, A. Lozano, A. C. K.
Soong, and J. C. Zhang, “What will 5G be?” IEEE J. Sel. Areas
Commun., vol. 32, no. 6, pp. 1065–1082, Jun. 2014.
[16] R. R. Rao and A. Ephremides, “On the stability of interacting queues
in a multiple-access system,” IEEE Trans. Inf. Theory, vol. 34, no. 5,
pp. 918–930, Sep. 1988.
[17] D. P. Bertsekas, R. G. Gallager, and P. Humblet, Data networks.
Prentice-Hall International New Jersey, 1992, vol. 2.
[18] W. Luo and A. Ephremides, “Stability of N interacting queues in
random-access systems,” IEEE Trans. Inf. Theory, vol. 45, no. 5, pp.
1579–1587, Jul. 1999.
[19] C. Bordenave, D. McDonald, and A. Proutiere, “Asymptotic stability
region of slotted aloha,” IEEE Trans. Inf. Theory, vol. 58, no. 9, pp.
5841–5855, Sep. 2012.
[20] ——, “Asymptotic stability region of slotted aloha,” IEEE Trans. Inf.
Theory, vol. 58, no. 9, pp. 5841–5855, Sep. 2012.
[21] Y. Zhong, T. Q. S. Quek, and X. Ge, “Heterogeneous cellular networks
with spatio-temporal traffic: Delay analysis and scheduling,” IEEE J.
Sel. Areas Commun., vol. 35, no. 6, pp. 1373–1386, Jun. 2017.
[22] M. Gharbieh, H. ElSawy, A. Bader, and M.-S. Alouini, “Spatiotemporal
stochastic modeling of IoT enabled cellular networks: Scalability and
stability analysis,” IEEE Trans. Commun., vol. 65, no. 9, pp. 3585–3600,
Aug. 2017.
[23] H. H. Yang, G. Geraci, Y. Zhong, and T. Q. S. Quek, “Packet throughput
analysis of static and dynamic TDD in small cell networks,” IEEE
Wireless Commun. Lett., vol. 6, no. 6, pp. 742–745, Dec. 2017.
[24] Y. Zhong, M. Haenggi, T. Q. Quek, and W. Zhang, “On the stability of
static poisson networks under random access,” IEEE Trans. Commun.,
vol. 64, no. 7, pp. 2985–2998, Jul. 2016.
[25] A. George, T. Spyropoulos, and F. Kaltenberger, “An analytical model
for flow-level performance in heterogeneous wireless networks,” IEEE
Trans. Wireless Commun., 2017.
[26] D. B. Taylor, H. S. Dhillon, T. D. Novlan, and J. G. Andrews, “Pairwise
interaction processes for modeling cellular network topology,” in Proc.
IEEE Global Telecomm. Conf., Anaheim, CA, Dec. 2012, pp. 4524–
4529.
[27] B. Blaszczyszyn, M. K. Karray, and H. P. Keeler, “Using Poisson
processes to model lattice cellular networks,” in Proc. IEEE Conf. on
Computer Commun. IEEE, Apr. 2013, pp. 773–781.
[28] M. Ding, P. Wang, D. Lo´pez-Pe´rez, G. Mao, and Z. Lin, “Performance
impact of LoS and NLoS transmissions in dense cellular networks,”
IEEE Trans. Wireless Commun., vol. 15, no. 3, pp. 2365–2380, Mar.
2016.
[29] J. G. Andrews, X. Zhang, G. D. Durgin, and A. K. Gupta, “Are we
approaching the fundamental limits of wireless network densification?”
IEEE Commun. Mag., vol. 54, no. 10, pp. 184–190, Oct. 2016.
[30] Y. J. Chun, S. L. Cotton, H. S. Dhillon, F. J. Lopez-Martinez, J. F. Paris,
and S. K. Yoo, “A comprehensive analysis of 5G heterogeneous cellular
systems operating over κ–µ shadowed fading channels,” IEEE Trans.
Wireless Commun., vol. 16, no. 11, pp. 6995–7010, Nov. 2017.
[31] I. Trigui, S. Affes, and B. Liang, “Unified stochastic geometry modeling
and analysis of cellular networks in LOS/NLOS and shadowed fading,”
IEEE Transactions on Communications, vol. 65, no. 12, pp. 5470–5486,
Dec. 2017.
[32] M. Haenggi, “The meta distribution of the SIR in poisson bipolar and
cellular networks,” IEEE Trans. Wireless Commun., vol. 15, no. 4, pp.
2577–2589, Apr. 2016.
[33] U. Schilcher, C. Bettstetter, and G. Brandner, “Temporal correlation
of interference in wireless networks with rayleigh block fading,” IEEE
Trans. Mobile Comput., vol. 11, no. 12, pp. 2109–2120, Dec. 2012.
[34] Y. Zhong, W. Zhang, and M. Haenggi, “Managing interference correla-
tion through random medium access,” IEEE Trans. Wireless Commun.,
vol. 13, no. 2, pp. 928–941, Feb. 2014.
[35] R. K. Ganti and M. Haenggi, “Spatial and temporal correlation of the
interference in aloha ad hoc networks,” IEEE Wireless Commun. Lett.,
vol. 13, no. 9, Sep. 2009.
[36] I. Atencia and P. Moreno, “A discrete-time Geo/G/1 retrial queue with
general retrial times,” Queueing Systems, vol. 48, no. 1-2, pp. 5–21,
2004.
[37] G. E. Andrews, R. Askey, and R. Roy, Special functions. Cambridge
University Press, Cambridge, 2000.
12
[38] R. M. Loynes, “The stability of a queue with non-independent inter-
arrival and service times,” in Math. Proc. Cambridge Philos. Soc.,
vol. 58, no. 3. Cambridge University Press, 1962, pp. 497–520.
[39] M. Haenggi, “The local delay in poisson networks,” IEEE Trans. Inf.
Theory, vol. 59, no. 3, pp. 1788–1802, Mar. 2013.
[40] G. Zhang, T. Q. S. Quek, A. Huang, and H. Shan, “Delay and reliability
tradeoffs in heterogeneous cellular networks,” IEEE Trans. Wireless
Commun., vol. 15, no. 2, pp. 1101–1113, Feb. 2016.
[41] G. Zhang, T. Q. S. Quek, M. Kountouris, A. Huang, and H. Shan, “Fun-
damentals of heterogeneous backhaul designanalysis and optimization,”
IEEE Trans. Commun., vol. 64, no. 2, pp. 876–889, Feb. 2016.
[42] R. K. Ganti and M. Haenggi, “Interference and outage in clustered
wireless ad hoc networks,” IEEE Trans. Inf. Theory, vol. 55, no. 9,
pp. 4067–4086, Sep. 2009.
[43] Y. Li, F. Baccelli, H. S. Dhillon, and J. G. Andrews, “Statistical modeling
and probabilistic analysis of cellular networks with determinantal point
processes,” IEEE Trans. Commun., vol. 63, no. 9, pp. 3405–3422, Sep.
2015.
[44] Z. Shen, A. Khoryaev, E. Eriksson, and X. Pan, “Dynamic uplink-
downlink configuration and interference management in TD-LTE,” IEEE
Commun. Mag., vol. 50, no. 11, pp. 51–59, Nov. 2012.
[45] J. Gil-Pelaez, “Note on the inversion theorem,” Biometrika, vol. 38, no.
3-4, pp. 481–482, Dec. 1951.
[46] P. Billingsley, Probability and measure. John Wiley & Sons, 2008.
