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ИСПОЛЬЗОВАНИЕ ТЕХНОЛОГИИ ВЛОЖЕНИЯ ПРИ СИНТЕЗЕ  
ДИСКРЕТНЫХ ЛИНЕЙНЫХ СИСТЕМ С ЭЛЕМЕНТАМИ ЗАПАЗДЫВАНИЯ  
Работа посвящена матричным методам синтеза устройства управления непрерывными объ-
ектами. Рассматривается необходимая последовательность математических преобразований для 
формирования совокупности желаемых законов управления. 
Теория вложения разработана в качестве математического аппарата для систем уравнений, в 
которых отсутствуют отклоняющиеся аргументы по каналам управления. Для объектов управ-
ления, описываемых линейными динамическими моделями с отклоняющимися аргументами по 
каналам управления, предлагается вначале использовать передаточные матрицы, содержащие 
звенья запаздывания. Затем каждый из элементов дискретной передаточной матрицы преобразу-
ется в дробно-рациональную дискретную передаточную функцию, что дает возможность исклю-
чить в явной форме звенья запаздывания. 
Применительно к преобразованной математической модели объекта управления использует-
ся технология вложения, которая позволяет согласовать матричные уравнения с различной фор-
мой и размерностью матриц. Далее формируются желаемые дискретные передаточные матрицы. 
Поскольку дискретные передаточные функции формируются относительно переменных со-
стояния, а их размерность увеличена за счет преобразования моделей звеньев запаздывания, то 
возникает дополнительная проблема в получении информации о части переменных состояния. 
Для решения этой задачи предложено использовать алгоритм наблюдателя Люенбергера. 
Ключевые слова: запаздывание, объект управления, модель, матрица, наблюдатель.  
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USING THE EMBEDDING TECHNOLOGY IN THE SYNTHESIS  
OF LINEAR DISCRETE SYSTEMS WITH DELAY ELEMENTS 
The work is devoted to the matrix methods of synthesis of control systems. The sequence of math-
ematical transformations necessary to generate the desired set of control laws was considered. 
The embedding theory is designed as a mathematical instrument for systems of equations, in which 
there are no divergent arguments control channels. To control the objects described by linear dynamic 
models with deviating arguments for control channels is proposed first to use the transfer matrix contain-
ing the delay units. Then convert the original transfer matrix. Each of the discrete elements of the transfer 
matrix is converted to a fractional rational discrete transfer function, which eliminates explicit delay units. 
With respect to the transformed mathematical model of the control object the attachment technolo-
gy that allows you to align the matrix with different shape and dimension of the matrix is used. The 
next step is the formation of the desired discrete transfer matrices. 
Since the discrete transfer functions are formed with respect to the state variables and their dimen-
sion is increased due to the conversion of units of delay models, there is the additional problem of ob-
taining information about the state of the variables. To solve this problem it is proposed to use 
Luenberger’s observer algorithm. 
Key words: delay, control object, model, matrix, observer. 
Введение. Непрерывные технологические объ-
екты содержат значительное количество распреде-
ленных в пространстве управляющих устройств. 
При описании таких объектов сосредото-
ченной линейной моделью имеем запаздывания 
по каналам управления, что можно представить 
в виде передаточной матрицы: 
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где m, s – размерности вектора выхода и векто-
ра управляющих воздействий соответственно; 
τi,j – величины запаздывания соответствующих пар управляющих и выходных переменных. 
При использовании такого подхода возни-
кает ряд трудностей в нахождении законов 
управления из-за наличия звеньев запаздывания 
в составе объекта управления. Рассмотрим ал-
горитм решения подобных задач для дискрет-
ных систем управления. 
Основная часть. При переходе к дискрет-
ному аналогу этой модели имеем: 
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Расширим модели дискретных передаточ-
ных функций передаточной матрицы W0(z) пу-тем включения в их модели элементов запазды-
вания: 
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Например, передаточную функцию  
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В пространстве переменных состояния мо-
дель объекта управления примет следующий вид: 
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где x – вектор состояния; v – входной вектор; 
y – выходной вектор. 
Пусть линейный регулятор имеет вид 
, ,lv G u K y U R= ⋅ − ⋅ ∈  (5)
где G – матрица связей предкомпенсатора; u – 
вектор управления на входе систем; K – матри-
ца связей регулятора. 
При условии физической наблюдаемости 
переменных состояния x можем записать век-
тор состояния: 
( ) ( ) ( ).uxx z W z u z= ⋅  (6)
Требуется выбрать матрицы обратных связей 
регулятора K(z) и предкомпенсатора G(z), чтобы 
одна или некоторая совокупность передаточных 
функций приняла желаемое значение ,ж ( ).uxW z  Традиционными методами [1, 2] решение огра-
ничено большим числом разных условий. 
На основе технологии вложения систем [1] 
имеем:  
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Основные соотношения технологии вложения: 
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где Σ, Ξ – обратимые (полные) матрицы; α, β – 
матрицы вложения; π, δ – дополнительные мат-
рицы собственных размеров. 
Для нашей модели: 
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В результате подстановки и преобразований 
получаем: 
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Задавая некоторую дробно-рациональную 
матрицу πx, можно найти K(z) и G(z). Если учесть, что часть переменных недос-
тупна измерению, то можно дополнить модель 
системы наблюдателем состояния Люенбергера: 
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где x  – оценка состояния объекта; L – матрица 
обратных связей наблюдателя; 0x  – начальное значение .x  
Модель регулятора перепишем в виде 
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Исходная система уравнений движения сис-
темы выглядит так: 
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Проматрица данной системы имеет вид 
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Матрицы вложения записываются следую-
щим образом: 
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В результате преобразования получаем: 
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Задавая дополнительную матрицу (π π ),x x+   можно найти K(z) и G(z). 
Если задать передаточную матрицу относи-
тельно начальных условий x0 к состоянию x 
системы, то образ системы будет 0ж, ( )хW z  и матрицы вложения будут иметь вид 
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Используя 0ж , ( ),хW z  запишем уравнение для определения матрицы K(z):  
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Объединив (17) и (19), получим систему 
уравнений для нахождения матриц K(z) и G(z): 
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Вид решения определяется способом фак-
торизации проматрицы. Можно осуществить 
факторизацию проматрицы в виде 
.n m s lI + + +Ω = Ω ⋅  (21)
В этом случае роль матрицы Σ играет сама 
проматрица, а матрица Ξ представляет собой 
единичную матрицу. С учетом предложенной 
факторизации получаем новую систему урав-
нений: 
0 *
ж,
0
ж,
0 *
ж,
*
ж,
( ) ( ) ( )
( ) ,
( ) ( ) ( )
( ) ( ) 0.
n х
х n
n х
u
х
z I A W z B K z
C W z I
z I A W z B G z
B K z C W z
⋅ − ⋅ + ⋅ ×
× ⋅ =
⋅ − ⋅ − ⋅ +
+ ⋅ ⋅ ⋅ =
 (22)
Результаты исследований [3] показывают, 
что матрицы K(z) = K*(z) и G(z) = G*(z). 
Можно преобразовать уравнения (22), до-
множив слева на 0 1ж,( ( )) ,хW z −  что приводит к более удобному виду: 
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Во многих случаях желаемые матричные 
передаточные функции можно отразить через 
матрицы Aж и Bж: 
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Подставляя их в систему уравнений (23), 
получаем: 
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Для существования их решения необходимо 
выполнение тождества [1]: 
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где ,LB  RC  – левый и правый делитель нуля 
матриц B и С соответственно. Наличие RC  
свидетельствует о наличии недоступных для 
измерения переменных состояния, что ограни-
чивает желаемую матрицу Aж. При решении задач с наблюдателем система 
уравнений (26) не содержит матрицы наблюда-
теля L(z). Если использовать желаемую переда-
точную матрицу 0ж , ( ),xW z  то имеем систему уравнений, включающих матрицу L: 
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Объединив уравнения (27) и (26), получим: 
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где πx  – вспомогательная неизвестная матрица размера n × n. 
Пример. Имеем два конвейера с одним 
управляющим устройством. Транспортные за-
паздывания на каждом конвейере совпадают с 
периодом квантования. Соответствующая мо-
дель в пространстве состояний имеет вид (4), 
где 0 1
0 0
A  =    , 
0
1
B  =    . 
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Матрица В обладает левым делителем нуля 
[ ]η 0LB = , где η – произвольный полином. 
Пусть компоненты вектора состояния дос-
тупны измерению, т. е. 
1 0
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C
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 (29)
и потребуем, чтобы динамика системы опреде-
лялась желаемыми матрицами Aж и Bж вида: 
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Желаемая матричная передаточная функция 
замкнутой системы по входному воздействию (24) 
имеет вид 
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Решая вышеприведенные уравнения (28), 
определяем матрицу K и G: 
[ ]1 5K = , 
1.G =  
(32)
Пусть доступна измерению первая коорди-
ната C = [1 0], первый делитель нуля 0μ
RC  =    , 
а μ – произвольный полином. 
Подставляя исходные данные в уравнения (22), 
находим K = 1, G = 1. 
Условия (6) не выполняются, и подставляем 
полученные значения K и G в уравнение 
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которое не соответствует ранее найденной же-
лаемой функции 
2
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5 1 zz z
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Следовательно, поставленную задачу можно 
решить введением в состав системы наблюдателя. 
Заключение. Рассмотрена необходимая по-
следовательность математических преобразо-
ваний для формирования совокупности желае-
мых законов управления. 
Для объектов управления, описываемых ли-
нейными динамическими моделями с отклоняю-
щимися аргументами по каналам управления, 
необходимо вначале использовать передаточ-
ные матрицы, содержащие звенья запаздыва-
ния. После чего каждый из элементов дискрет-
ной передаточной матрицы преобразуется в 
дробно-рациональную дискретную передаточ-
ную функцию, что позволяет исключить в яв-
ной форме звенья запаздывания. 
Применительно к преобразованной математи-
ческой модели объекта управления используется 
технология вложения, которая позволяет согласо-
вать матричные уравнения с различной формой и 
размерностью матриц. Далее формируются же-
лаемые дискретные передаточные матрицы. 
Поскольку дискретные передаточные функ-
ции формируются относительно переменных 
состояния, а их размерность увеличена за счет 
преобразования моделей звеньев запаздывания, 
то возникает потребность в получении инфор-
мации о части переменных состояния. Для ре-
шения этой задачи необходимо использовать 
алгоритм наблюдателя Люенбергера. 
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