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Abstract. In this work we study a non-linear generalization based on
affine transformations of probabilistic and quantum automata proposed
recently by Dı´az-Caro and Yakaryılmaz [6] referred as affine automata.
First, we present efficient simulations of probabilistic and quantum au-
tomata by means of affine automata which allows us to characterize the
class of exclusive stochastic languages. Then, we initiate a study on the
succintness of affine automata. In particular, we show that an infinite
family of unary regular languages can be recognized by 2-state affine au-
tomata but the state numbers of quantum and probabilistic automata
cannot be bounded. Finally, we present the characterization of all (reg-
ular) unary languages recognized by two-state affine automata.
Keywords: probabilistic automata, quantum automata, affine automata,
state complexity, stochastic language, bounded-error, one-sided error
1 Introduction
1.1 Background
Probabilistic and quantum computing are popular computation models with a
very rich literature. Quantum computation, in particular, apparently violates the
so-called strong Church-Turing thesis, which states that all reasonable models of
computation can be efficiently simulated by a probabilistic universal Turing ma-
chine. Evidence comes from the efficient solution to certain problems believed to
be computationally hard, like factoring large composite numbers. Much research
is devoted to pinpoint the exact source of this computational power of quantum
computers.
⋆ A preliminary and shorter version will appear in the proceedings of the 15th In-
ternational Conference on Unconventional Computation and Natural Computation
(UCNC 2016) [22].
⋆⋆ Yakaryılmaz was partially supported by CAPES with grant 88881.030338/2013-01
and some parts of this work was done while he was visiting Universidad Nacional de
Asuncio´n in September 2015.
In this paper, we continue the work initiated in [6] on a quantum-like classi-
cal computational model based on affine transformations. In particular, we make
emphasis in finite-state automata, which is arguably the most simple computa-
tion model. Affine automata are finite-state machines whose transition operators
are affine operators, hence the name.
There are several sources that apparently gives power to quantum computers,
like quantum parallelism and entanglement. Several researchers may agree that
quantum interference (using negative amplitudes), however, seems to be the key
component. Therefore, the reason to study affine automata is to simplify the
study of quantum interference in the context of a simple classical computation
model.
Probabilistic automata are computation models whose transitions are gov-
erned by stochastic operators preserving the ℓ1-norm of a normalized vector
with entries in the continuous set of real numbers [0, 1]. Similarly, the transi-
tions in a quantum automaton are governed by unitary operators preserving the
ℓ2-norm of a normalized vector with entries over the complex numbers C. The
only restriction that affine transformations impose over finite-state machines is
the preservation of barycenters of vectors with entries over the real numbers R,
or equivalently, preservation of the sum of all entries in a state vector. It is clear
that any affine operator defined on non-negative real numbers is a stochastic
operator.
Since affine transformations are linear, the evolution of an affine automaton
is linear. Nonlinearity comes from a measurement-like operator (which we call
weighting operator) that is applied at the end of every computation to determine
the probability of observing an inner-state of the machine. We refer the reader
to [6] for the detailed explanations and discussions. A continuation of this paper
appeared in [5].
1.2 Contributions
In this work we present the following results on affine automata language classes.
First, in Section 4 we show how to simulate a probabilistic automaton using an
affine automaton (Theorem 1). Then we use that simulation to show that any
rational exclusive stochastic language can be recognized by positive one-sided
bounded-error affine automata (Theorem 2). This fact immediately implies a
characterization of the language recognition power of nondeterministic quantum
automata by one-sided bounded-error affine automata. In Section 5 we show how
to simulate an n-state quantum automaton exactly by an (n2+1)-state affine au-
tomaton (Theorem 4). In Section 6 we study the state complexity (succintness)
of affine automata. First, we show that the so-called unary counting problem can
be computed by some bounded-error affine automata with constant state com-
plexity (Theorem 5), whereas any bounded-error quantum automaton requires at
least a logarithmic number of states. Second, we show the existence of a promise
language that is solved exactly by an affine automaton with constant state com-
plexity (Theorem 7), whereas any probabilistic automaton requires exponential
state complexity. Finally, in Section 7 we give a complete characterization of all
(regular) unary languages recognized by two-state affine automata (Theorem 8).
Affine transformations are arguably simpler to understand compared to uni-
tary operators. Therefore, the characterizations given in terms of affine automata
of quantum language classes present a simpler setting where to study and re-
search the power of interference.
2 Preliminaries
We assume the reader is familiar with the common notation used in automata
theory. For details on the models of probabilistic and quantum automata, we
recommend references [15], [19], and [4].
Let Σ be a finite alphabet, not containing ¢ and $ called the left and right
end-markers, respectively. The set of all the strings of finite length over Σ is
denoted Σ∗. We define Σ˜ = Σ ∪ {¢, $} and w˜ = ¢w$ for any string w ∈ Σ∗. For
any given string w ∈ Σ∗, |w| denotes its length, |w|σ is the number of occurrences
of the symbol σ, and wj is the j-th symbol of w.
A probabilistic finite automaton (or PFA) [16] is a 5-tuple P = (E,Σ, {Aσ |
σ ∈ Σ˜}, es, Ea), where E = {e1, . . . , en} is a finite set of inner states for some
n ∈ Z+, es ∈ E is the starting inner state, Ea ⊆ E is a set of accept inner states,
and Aσ is the stochastic transition matrix for the symbol σ ∈ Σ˜. Any input
w ∈ Σ∗ is always given in the form w˜ = ¢w$ and it is scanned by P from left
to right, symbol by symbol.3 After scanning the j-th symbol, the configuration
state of P is vj = Aw˜jvj−1 = Aw˜jAw˜j−1 · · ·Aw˜1v0, where 1 ≤ j ≤ |w˜| and v0 is
the s-th element of the standard basis in Rn, referring to the initial state. The
final configuration state is denoted vf = v|w˜|. The acceptance probability of P
on w is given by fP (w) =
∑
ek∈Ea
vf [k], where vf [k] is the k-th entry of the
vector vf .
A quantum finite automaton (or QFA) [4] is a 5-tuple M = (Q,Σ, {Eσ |
σ ∈ Σ˜}, qs, Qa), where Q = {q1, . . . , qn} is a finite set of inner states for some
n ∈ Z+, Eσ is a transition superoperator4 for a symbol σ ∈ Σ, the inner state
qs is the initial state, and Qa ⊆ Q is a set of accept states. For any given
input w ∈ Σ∗, the computation of M on w is given by ρj = Ew˜j (ρj−1), where
ρ0 = |qs〉〈qs| and 1 ≤ j ≤ |w˜|. The final state is denoted ρf = ρ|w˜|. The accept
probability of M on w is given by fM (w) =
∑
qj∈Qa
ρf [j, j], where ρf [j, j] is the
j-th diagonal entry of ρ. The most restricted model of QFA currently known is
the so-called Moore-Crutchfield QFA (or MCQFA) [14]. An MCQFA is a 5-tuple
M = (Q,Σ, {Uσ | σ ∈ Σ˜}, qs, Qa), where all components are defined exactly in
the same way as for QFAs except that Uσ is a unitary transition operator for
a symbol σ ∈ Σ acting on span{|q〉 | q ∈ Q}. Physically, M corresponds to a
3 This way of scanning an input tape is sometimes referred to as “strict realtime.”
4 A superoperator or quantum operator is a positive-semidefinite operation that maps
density matrices to density matrices [4,19].
closed-system based on pure states.5 For any given input w ∈ Σ∗, the machine
M is initialized in the quantum state |v0〉 = |qs〉. Each step of a computation is
given by |vj〉 = Uw˜j |vj−1〉, where 1 ≤ j ≤ |w˜|. The final quantum state is denoted
|vf 〉 = |v|w˜|〉. The accept probability of M on w is fM (w) =
∑
qj∈Qa
|〈qj |vf 〉|
2.
Note that the inner product 〈qj |vf 〉 gives the amplitude of qj in |vf 〉.
If we restrict the entries in the transitions matrices of a PFA to zeros and
ones we obtain a deterministic finite automaton (or DFA). A DFA is always in
a single inner state during the computation and the input is accepted if only if
the computation ends in an accept state. A language is said to be recognized by
a DFA if and only if any member of the language is accepted by the DFA. Any
language recognized by a DFA is called a regular language [17] and the class of
regular languages is denoted REG.
Let λ ∈ [0, 1) be a real number. A language L is said to be recognized by a
PFA P with cutpoint λ if and only if L = {w ∈ Σ∗ | fP (w) > λ}. Any language
recognized by a PFA with a cutpoint is called a stochastic language [16] and the
class of stochastic languages is denoted SL, which is a superset of REG. As a
special case, if λ = 0, the PFA is also called a nondeterministic finite automaton
(or NFA). Any language recognized by an NFA is also a regular language.
A language L is said to be recognized by P with isolated cutpoint λ if and only
if there exists a positive real number δ such that fP (w) ≥ λ + δ for any w ∈ L
and fP (w) ≤ λ− δ for any w /∈ L. When the cutpoint is required to be isolated,
PFAs are not more powerful than DFAs; that is, any language recognized by a
PFA with isolated cutpoint is regular [16].
Language recognition with isolated cutpoint can also be formulated as recog-
nition with bounded error. Let ǫ ∈ [0, 1
2
). A language L is said to be recognized
by a PFA P with error bound ǫ if and only if fP (w) ≥ 1− ǫ for any w ∈ L and
fP (w) ≤ ǫ for any w /∈ L.
As a further restriction, if fP (w) = 1 for any w ∈ L, then we say that
P recognizes L with negative one-sided bounded error ; if fP (w) = 0 for any
w /∈ L, then we say that P recognizes L with positive one-sided bounded error.
If the error bound is not specified, then we say that L is recognized by P with
[negative/positive one-sided] bounded error.
A language L is an exclusive stochastic language [15] if and only if there exists
a PFA P and a cutpoint λ ∈ [0, 1] such that L = {w ∈ Σ∗ | fP (w) 6= λ}. The
class of exclusive stochastic languages is denoted by SL 6=. Its complement class
is denoted by SL= (that is L ∈ SL 6= iff L ∈ SL=). Note that for any language
in SL 6= we can choose as cutpoint any value between 0 and 1, but not 0 or 1,
because in that case we can only recognize regular languages. Also notice that
both SL 6= and SL= are supersets of REG (it is still open whether REG is a proper
subset of SL 6= ∩ SL=).
In the case of QFAs, they recognize all and only regular languages with
bounded-error [12] and stochastic languages with cutpoint [24, 26]. The class of
languages recognized by nondeterministic QFAs, however, is identical to SL 6=.
5 Pures states are vectors in a complex Hilbert space normalized with respect to the
ℓ2-norm.
For any language class C, we use CX to denote the subclass of C when all
transitions of the corresponding model are restricted to X.
3 Affine Finite Automaton
In this section we define our model of finite-state machine based on affine trans-
formations. We refer [6] for the basics of affine systems. An affine finite-state
automaton, or simply AfA, is a 5-tuple
M = (E,Σ, {Aσ | σ ∈ Σ˜}, es, Ea),
where all the components are the same as in the definition of a PFA excepting
that Aσ is an affine transformation matrix (each column sum is 1). Note that each
configuration state of M is a column vector on R satisfying that the summation
of entries is always 1. On input w ∈ Σ∗, let vf be the final configuration state
after scanning the right end-marker $. Define the accept probability of M as
fM (w) =
∑
ek∈Ea
|vf [k]|
|vf |
∈ [0, 1], (1)
where each value contributes with its absolute value. More specifically, when M
is in the final state vf , this vector is normalized with respect to the ℓ1-norm
obtaining a new vector v′f ; thus, in order to obtain the accept probability we
project the vector v′f on the subspace spanned by the accept inner states Ea of
M and then taking the ℓ1-norm again, that is, the summation of the absolute
value of each entry.
Language recognition for M is defined in the same way. Any language rec-
ognized by an AfA with cutpoint is called an affine language. The class of affine
languages is denoted AfL. Any language recognized by an AfA with cutpoint
0 (called nondeterministic AfA or NAfA for short) is called a nondeterministic
affine language. The corresponding class is denoted NAfL. A language is called
an exclusive affine language if and only if there exists an AfA M and a cutpoint
λ ∈ [0, 1] such that L = {w ∈ Σ∗ | fM (w) 6= λ}. The class of exclusive affine
languages is denoted by AfL 6= and its complement class is denoted by AfL=.
Any language recognized by an AfA with bounded error is called an bounded
affine language. The corresponding class is denoted BAfL. If the error is positive
one-sided (all non-members are accepted with value 0), then the correspond-
ing language class is denoted BAfL0, whereas for negative one-sided error (all
members are accepted with value 1) the corresponding language class is denoted
BAfL1. Note that if L ∈ BAfL0, then L ∈ BAfL1, and vice versa. Any language
recognized by an AfA with zero-error is called exact affine language and its
corresponding language class is EAfL.
4 Simulation of Rational PFAs
In this section we present a simulation of PFAs by AfAs. Since 1-state PFAs are
trivial, we focus on PFAs with two more states.
Theorem 1. Any language L recognized by an n-state rational PFA with cut-
point 1
2
can be recognized by an (n+ 1)-state integer AfA with cutpoint 1
2
.
Proof. Let P = (E,Σ, {Aσ | σ ∈ Σ˜}, es, Es) be an n-state PFA defined with
only rational numbers with n > 1. With the help of end-markers, we can assume
with no loss of generality that the initial state es = e1 and Ea = {e1}. Moreover,
for any given w ∈ Σ∗, we can assume with no loss of generality that the final
state vector of M is always 
fP (w)
1− fP (w)
0
...
0
 .
Using P as defined above, we construct an AfA MP = (E ∪{en+1}, Σ, {Bσ |
σ ∈ Σ˜}, e1, {e1}), where n = |E|. Let d be the smallest positive integer such
that for each σ ∈ Σ the entries of the matrix dAσ are integers. If v0 is the initial
state of P , for any string w, we have that
(
dAw˜|w˜|
) (
dAw˜|w˜|−1
)
· · · (dAw˜1) v0 = d
|w˜|

fP (w)
1− fP (w)
0
...
0
 ∈ Zn.
Define a new matrix A′σ for each σ ∈ Σ˜ as
A′σ =
(
dAσ 0
1 1
)
,
where 1 is a row vector that makes the summation of each column under dAσ
equal to 1. Then, for a given string w, we have that
v′f = A
′
w˜|w˜|
A′w˜|w˜|−1 · · ·A
′
w˜1
(
v0
0
)
=

d|w˜|fP (w)
d|w˜| (1− fP (w))
0
...
0
1− d|w˜|

∈ Zn+1.
Using the vector v′f , we can subtract the second entry from the first one and
then sum everything else on the second entry by using an extra affine operator
A′′w˜|w˜| obtaining
v′′f = A
′′
w˜|w˜|
v′f =

d|w˜| (2fP (w)− 1)
1− d|w˜| (2fP (w) − 1)
0
...
0
 ∈ Zn+1.
Here the entries of A′′w˜|w˜| are as follows:
A′′w˜|w˜| =
 1 −1 0 · · · 00 2 1 · · · 1
0
 ,
where 0 is a (n− 1, n+1)-dimensional zero matrix. The vector v′′f is our desired
final state for machine MP . Thus, for each σ ∈ Σ ∪ {¢}, we set Bσ = A
′
σ, and,
for the last operator we set B$ = A
′′
$
A′
$
. The initial vector ofMP is u0 =
(
v0
0
)
.
Then, ∀w ∈ Σ∗, fP (w) >
1
2
↔ fMP (w) >
1
2
. ⊓⊔
The simulation in Theorem 1 is helpful for recognizing rational exclusive stochas-
tic languages with bounded-error.
Theorem 2. SL
6=
Q ⊆ BAfL
0
Z.
Proof. Let L ∈ SL 6=Q and let P be a PFA with rational transitions such that if
w ∈ L then fP (w) 6=
1
2
, and if w /∈ L then fP (w) =
1
2
.
Based on the simulation of Theorem 1, we can construct an AfA MP that
simulates P . For non-members of L, the first entry of the final vector is always
zero and so they are accepted with value 0 by MP ; for members of L, the first
entry of the final vector can be a non-zero integer. Then, the final vector of MP
can be one of the followings
· · · ,

2
−1
0
...
0
 ,

1
0
0
...
0
 ,

−1
2
0
...
0
 ,

−2
3
0
...
0
 , · · · .
Hence, the accepting value is at least 1
3
for members of L. By executing a few
copies of MP in parallel, we can increase the accept value arbitrary close to
1. Considering that all non-members of L are accepted with zero value, the
recognition mode is positive one-sided bounded-error. ⊓⊔
The following corollary is obtained immediately from Theorem 2.
Corollary 1. SL=Q ⊆ BAfL
1
Z.
It was shown in [6] that SL 6= = NAfL = NQAL, and therefore, our new result
is stronger (bounded-error) but for a restricted case (using only rational num-
bers). One may immediately ask whether BAfL0Q ⊆ SL
6=
Q . This follows from the
simulation of a NAfA by a NQFA given in [6], and the a simulation of a NQFA by
PFA with exclusive cutpoint (see [25]). Note that all the intermediate machines
can use only rational transitions. Moreover, we can give a direct simulation of a
NAfA by a PFA by using Turakainen’s techniques [21].
Corollary 2. BAfL
0
Z = BAfL
0
Q = SL
6=
Q and BAfL
1
Z = BAfL
1
Q = SL
=
Q .
The class SL 6=Q is important because, as pointed in [23], it contains many well-
known nonregular languages like UPAL = {anbn | n > 0}, PAL = {w ∈ Σ∗ | w =
wr}, SQUARE = {anbn
2
| n > 0}, POWER = {anb2
n
| n > 0}, etc. Interestingly, any
language in SL 6=Q (SL
=
Q ) can also be recognized by two-way QFAs with positive
(one-sided) bounded-error. Therefore, it is reasonable to compare AfAs with
two-way QFAs.
We can provide logarithmic-space bounds for one-sided bounded-error affine
languages. We know that SL 6=Q ∪ SL
=
Q is in the deterministic logarithmic space
class L [13] and PAL cannot be recognized by a probabilistic Turing machine in
sublogarithmic space [7]. Hence, we can immediately obtain the following result.
Corollary 3. BAfL0Q ∪ BAfL
1
Q ⊆ L and BAfL
0
Q ∪ BAfL
1
Q * BSpace(o(log n)).
The language EQNEQ = {aw1 ∪ bw2 ∈ {a, b}
∗ | w1 ∈ EQ and w2 ∈ NEQ} is not
in SL 6=∪SL=, where EQ = {w ∈ {a, b}∗ | |w|a = |w|b} and NEQ is the complement
of EQ [25]. We know that EQ can be recognized by an AfA with bounded-error,
and hence, it is not hard to design an AfA recognizing EQNEQ with bounded-error;
the error, however, must be two-sided since it is not in SL 6= ∪ SL=.
Theorem 3. BAfL0Q ∪ BAfL
1
Q ( BAfLQ.
5 Exact Simulation of QFAs
In this section, we present an exact simulation of QFAs by AfAs. We start with
the exact simulation of MCQFAs due to its simplicity.
Lemma 1. For a given MCQFA M with n inner states defined over Rn, there
exists an AfA MM with (n2 + 1) inner states that exactly simulates M .
Proof. Let M = (Q,Σ, {Uσ | σ ∈ Σ˜}, qs, Qa) be an n-state MCQFA and |v0〉 =
|qs〉 be the initial quantum state. All transitions of M use only real numbers.
For any given input w ∈ Σ∗, the final quantum state is |vf 〉 is
|vf 〉 = Uw˜|w˜|Uw˜|w˜|−1 · · ·Uw˜1 |v0〉.
In order to turn amplitudes into probabilities of observing the basis states from
the final vector, we can tensor |vf 〉 with itself [14]. Thus,
|vf 〉 ⊗ |vf 〉 = (Uw˜|w˜| ⊗ Uw˜|w˜|)(Uw˜|w˜|−1 ⊗ Uw˜|w˜|−1) · · · (Uw˜1 ⊗ Uw˜1)(|v0〉 ⊗ |v0〉).
We construct an AfA MM that simulates the computation of M . The set of
inner states is Q×Q ∪ {qn2+1} and the initial state is (qs, qs). We assume with
no loss of generality that there is only one accept state (q1, q1). For any symbol
σ ∈ Σ ∪ {¢}, the transition affine matrix Aσ is defined as
Aσ =
(
Uσ ⊗ Uσ 0
1 1
)
,
where 1 is a row vector that makes the summation of each column under Uσ⊗Uσ
equal to 1. The affine transformation A$ is composed by two affine operators
A$ = A
′
$
(
Uσ ⊗ Uσ 0
1 1
)
,
where A′
$
is an affine operator to be specified later. Then, on input w, the final
affine state is
uf = A
′
$
(
vf ⊗ vf
1
)
,
where 1 is equal to 1 minus the summation of the rest of the entries in uf . The
accept value ofM on w can now be calculated from the values of vf ⊗vf , that is,
the summation of entries corresponding to (qj , qj) for all qj ∈ Qa. Similar to the
simulation in the previous section, we define A′
$
as an operation that computes
the summation over all entries corresponding to each accepting state of the form
(qj , qj) and copies the result to the first entry of uf ; all remaining values are
added and copied to the second entry of uf . (The first and second rows of A
′
$
are 0-1 vectors and all the other rows are by zero vectors.) Thus, our final state
is uf = (fM (w), 1 − fM (w), 0, . . . , 0)
T . Finally, we have that fMM (w) equals
fM (w) and the number of inner states of MM is n
2 + 1. ⊓⊔
It is known that the computation of any n-state QFA M (defined with com-
plex numbers) can be simulated by an n2-state general finite-state automaton
G such that fM (w) = fG(w) for any w ∈ Σ
∗ [26]. Then, by adding one more
state, we can design an AfA MM such that fM (w) = fMM (w) for any w ∈ Σ
∗.
Hence, the following result immediately follows.
Theorem 4. For a given QFA M with n inner states, there exists an AfA MM
with (n2 + 1) inner states that exactly simulates M .
By using this theorem, we inherit the superiority results of QFAs over PFAs
[4] as the superiority results of AfAs over PFAs. The only issue we should be
careful about is the quadratic increase in the number of states, which could be
significant depending on the context.
The simulation techniques given here can be applied to different cases. For ex-
ample, an affine circuit can be defined similarly to a quantum circuit, using affine
operators instead of unitary operators. Then, using the above simulation(s), it
follows that any quantum circuit of width d(n) and length s(n) can be simulated
exactly by an affine circuit of width d2(n) + 1 and length s(n), where n is the
parameter of the input length. Therefore, we can say that the class BQP is a
subset of bounded-error affine polynomial-time defined with circuits. Moreover,
PSPACE is a trivial upper bound for these polynomial-time circuits.
6 Succinctness of Affine Computation.
6.1 Bounded-error
For any prime number p, the language MODp = {a
jp | j ≥ 0}, over the unary
alphabet {a}, can be recognized by a bounded-error MCQFA with O(log(p))
inner states; any bounded-error PFA, however, requires at least p states [2]. The
MCQFA algorithm for MODp is indeed composed by O(log(p)) copies of 2-state
MCQFAs. Since we can simulate these 2-state MCQFAs exactly by 5-state AfAs,
it follows that MODp can be recognized by bounded-error AfAs with O(log(p))
inner states.
The language COUNTn = {a
n} for any n > 0, also known as the (unary)
counting problem, can be solved by bounded-error AfAs with a constant number
of states; moreover, any DFA requires n states [11], which implies that any
bounded-error QFAs must have at least Ω(
√
log(n)) states [4].
Theorem 5. The language COUNTn can be recognized by a 2-state AfA with neg-
ative one-sided bounded-error.
Proof. We use two states {e1, e2} where e1 is the initial and only accept inner
state. Over an alphabet Σ = {a}, we define the initial configuration state v0 and
A¢ as
v0 =
(
1
0
)
and A¢ =
(
2n 0
1− 2n 1
)
,
respectively. After scanning the left end-marker, the configuration state is
v1 =
(
2n
1− 2n
)
.
For each symbol a, we apply the operation
Aa =
(
1
2
0
1
2
1
)
.
Then, after reading j symbols, we have that
vj+1 =
(
2n−j
1− 2n−j
)
.
Finally, we define A$ as the identity operation. For the single member of MODp,
namely the string an, the final configuration state is
vf =
(
1
0
)
,
and hence, it is accepted exactly. For any non-member string of MODp, the final
configuration state can be one of the followings
· · · ,
(
4
−3
)
,
(
2
−1
)
,
(
1
2
1
2
)
,
(
1
4
3
4
)
, · · ·
and, in consequence, the accept value can be at most 2
3
. ⊓⊔
Using a few copies of the AfA of Theorem 5, the error can be made arbitrarily
close to 0 with a number of inner states that depends only on the error bound.
6.2 Zero-error
For any k > 0, MOD2k = (0MOD2k, 1MOD2k) is a promise problem,6 where 0MOD2k =
{aj2
k
| j ≡ 0 mod 2} and 1MOD2k = {aj2
k
| j ≡ 1 mod 2}.
It is known that MOD2k can be solved exactly by a 2-state MCQFA [3]. Any
bounded-error PFA, however, requires at least 2k+1 states [18]. Due to Lemma
1, we can obtain the following result.
Theorem 6. The promise problem MOD2k can be solved by a 5-state AfA exactly.
In consequence, zero-error AfAs are also interesting like MCQFAs. Now consider
the promise problem MOD4k = (0MOD4k, 1MOD4k) where 0MOD4k = {aj.2
k
| j ≡ 0
mod 4} and 1MOD4k = {aj.2
k
| j ≡ 1 mod 4}.
Theorem 7. The promise problem MOD4k can be solved exactly by a 3-state AfA.
Proof. We use the algorithm given in [3], but there is no need to tensor it with
itself to solve MOD4k. Let Mk be a MCQFA with two inner states defined with
real numbers; moreover, Mk does not need to use end-markers. The initial con-
figuration state of Mk is
v0 =
(
1
0
)
.
After reading blocks of size |a2
k
|, the configuration states ofMk change as follows:
v0 =
(
1
0
)
a2
k
−−→
(
0
1
)
a2
k
−−→
(
−1
0
)
a2
k
−−→
(
0
−1
)
a2
k
−−→
(
1
0
)
a2
k
−−→
(
0
1
)
a2
k
−−→ · · ·
We can simulate this computation using a 3-state AfA; hence, an affine config-
uration state becomes 10
0
 and
01
0

after reading the 4j-th and (4j + 1)-th blocks for j ≥ 0. This suffices to exactly
solve MOD4k. ⊓⊔
Using the techniques given in [3, 18], we can show that any bounded-error PFA
(and some other classical automata models [9]) requires at least 2k+1 states to
solve MOD4k.
In summary, we can say that MOD2k (and so MOD4k) is a classically expensive
promise problem, but inexpensive for quantum and affine automata. As further
6 A promise problem L = (Lyes, Lno) is solved by a machine M , or M solves L, if for all
w ∈ Lyes, M accepts w, and for all w ∈ Lno, M rejects w.
examples, in the same line of research, a classically expensive generalized ver-
sion of MOD2k was defined in [10], in which was shown that the same expensive
language can be solved by 3-state MCQFAs exactly; furthermore, a classically
expensive function version of MOD2k was defined in [1], which was shown to be
solved by width-2 quantum OBDDs exactly. Trivially, all quantum results for
these families of promise problems are inherited for affine models.
7 Unary Languages Recognized by Affine Automata with
Two Inner States
All of our results of the previous sections, excepting the succintness results of
Section 6, were obtained for languages defined over generic alphabets. Hence,
using the superiority result of QFAs over PFAs given in [8], it immediately
follows that AfAs computing unary languages are more powerful than unary
PFAs with bounded-error on promise problems.
In this section, we give a complete characterization of the unary languages
recognized by 2-state AfAs with cutpoint. It is known that 2-state unary PFAs
can recognize only a few regular languages, whereas 2-state unary QFAs (with
transitions defined over R) can recognize uncountable many languages [15, 20].
Here we obtain an analogous result to PFAs with the difference that AfAs can
recognize more regular languages.
Consider the following unary regular languages over Σ = {a}; the empty
language ∅, E = {a}∗, LESSn = {ai | i ≤ n} for n ≥ 0, and EVEN = (aa)∗.
The complete list of languages recognized by 2-state unary PFAs with cut-
point are E, LESSn, LESSn ∩ EVEN, LESSn ∩ EVEN, LESSn ∩ EVEN, LESSn ∩ EVEN,
and the complement of each of these languages, with n ≥ 0 [20].
The main result of this section is the following. Let INTERVALk,l = {a
i | k ≤
i ≤ l} for 1 ≤ k < l.
Theorem 8. The only unary regular languages recognized by AfAs with 2 inner
states are the languages recognized by 2-state unary PFAs with cutpoint and
additionally INTERVALk,l ∩ EVEN, INTERVALk,l ∩ EVEN, INTERVALk,l ∩ EVEN, and
INTERVALk,l ∩ EVEN.
The remaining of this section is devoted to the proof of Theorem 8. To that
end, first we will consider the computation of a 2-state unary AfA M , which is
inspired by a 2-state unary PFA of [20]. Let {e1, e2} be the only inner states
of M . With no loss of generality, we assume that the initial and only accepting
state is e1. The affine transformations for symbols a and $ are
Aa =
(
1− q p
q 1− p
)
and (2)
A$ =
(
f1 f2
1− f1 1− f2
)
, (3)
respectively, for some real numbers p, q, f1 and f2.
Let vf =
(
x
1− x
)
be the final configuration vector of string aj (j ≥ 0). The
accept probability of M on aj is fM (a
j) =
−x
1− 2x
=
1
2
+
1
4x− 2
when x < 0
and x > 1, and fM (a
j) = x when 0 ≤ x ≤ 1.
Lemma 2. If p = q = 0 in Eq.(2), then E and ∅ can be recognized by AfAs with
2 states.
Proof. It is clear that if p = q = 0, then Aa is the identity, and hence fM is a
constant function on Σ∗. Thus, M can recognize E and ∅. ⊓⊔
For the remaining of this section, we assume that at least one of p or q is
non-zero.
Lemma 3. There exists p ∈ R satisfying p + q = 0 in Eq.(2) such that M
recognizes LESSn.
Proof. Suppose that p+ q = 0 in Aa. Then, we have
Aa =
(
1 + p p
−p 1− p
)
.
If the initial state is
(
m
1−m
)
, then we can obtain:
(
m+ p
1−m− p
)
=
(
1 + p p
−p 1− p
)(
m
1−m
)
and then (
m+ jp
1−m− jp
)
=
(
1 + p p
−p 1− p
)j (
m
1−m
)
for j > 1. The accept probability of M can be seen in Figure 1.
If we start at point m in Figure 1, we shift either left or right with amount
of |p| > 0 for each reading symbol. In this way, it is easy to see that M can
recognize LESSn for any n ≥ 0. ⊓⊔
Corollary 4. There exists p ∈ R satisfying p + q = 0 in Eq.(2) such that M
recognizes LESSn.
Lemma 4. There exists p ∈ R satisfying p + q = 0 such that M recognizes
INTERVALk,l with cutpoint 3/4.
Proof. Let l − k = d > 0 and the cutpoint be 3
4
. We pick m as 3
2
+ 3
4d+8
(k − 1)
and starts in state
(
m
1−m
)
after reading the left end-marker. We apply Aa for
each symbol where p = − 3
4d+8
. That means, on the number line in Figure 1, we
start at m and then shift to the left with value 3
4d+8
for each scanned symbol.
Fig. 1. Accept probability of M .
We pick A$ as identity. After reading (k − 1) symbols, the first entry of vf will
be
3
2
+
3
4d+ 8
(k − 1)− (k − 1)
3
4d+ 8
=
3
2
.
Then, fM (a
k−1) =
| 3
2
|
| 3
2
|+|− 1
2
|
3
4
, and so fM (a
j) ≤ 3
4
for any j < k. After reading
one more symbol, the accepting probability (fM (a
k)) becomes more than 3
4
. As
can be easily seen from the graph, by continuing to read input symbols, the
accepting probability may stay over 3
4
for a while, and then it always stays
below 3
4
. More specifically, if we read (d+2) more symbols (after reading (k−1)
symbols), the first entry of vf will be
3
2
− (d+ 2)
3
4d+ 8
=
3
2
−
3
4
=
3
4
.
So, the accepting probability hits 3
4
again for the string ak−1+d+2 = ak+l−k+1 =
al+1. Therefore, the accepting probabilities of all strings
ak, ak+1, . . . , al
are more than 3
4
, and the accepting probabilities of all other strings are at most
3
4
. ⊓⊔
Corollary 5. The language INTERVALk,l can be recognized by a 2-state AfA with
cutpoint 3
4
.
From Lemma 4 and Corollary 5 we conclude that AfAs with two inner states
can recognize more languages than PFAs with two inner states. Moreover, for
the case of p+ q = 0, there are no more regular unary languages recognized by
AfAs with two states (see Appendix A).
Lemma 5. There exists p, q ∈ R satisfying p + q 6= 0 such that M recognizes
all languages recognized by 2-state unary PFAs with cutpoint and the languages
INTERVALk,l ∩ EVEN, INTERVALk,l ∩ EVEN, INTERVALk,l ∩ EVEN, and INTERVALk,l ∩
EVEN.
Proof. First, we identify a fix point of Aa: pp+q
q
p+q
 =
1− q p
q 1− p
 pp+q
q
p+q
 .
Then, we can assume that after reading the left end-marker, we are in state pp+q + c
q
p+q
− c

for some real c. After applying Aa, we obtain pp+q + c(1− p− q)
q
p+q
− c(1− p− q)
 =
1− q p
q 1− p
 pp+q + c
q
p+q
− c
 ,
and after applying Aja pp+q + c(1− p− q)j
q
p+q
− c(1− p− q)j
 =
1− q p
q 1− p
j pp+q + c
q
p+q
− c

for j > 0. Let p
p+q
= r and (1 − p − q) = t 6= 1 (remember that we assume
p+ q 6= 0). Then (
r + ctj
1− r − ctj
)
= Aja
(
r
1− r
)
.
After reading the right end-marker, the final state will be
vf =
f1r − f2r + f2 + (f1 − f2)ctj
1
 =
 f1 f2
1− f1 1− f2
 r + ctj
1− r − ctj
 ,
where 1 = 1− vf [1]. Let F = f1r − f2r + f2 and C = (f1 − f2)c. Then, the first
entry of vf becomes
E = F + Ctj ,
which determines the accepting probability. For the empty string we have E =
F + C. Another trivial case is C = 0 where we have a fixed accept probability
for all strings. Assume that C 6= 0 in the following.
– If 0 < t < 1, then, E converges to F from either left or right, depending on
the sign of C.
– Remark that t 6= 1.
– If t > 1, then, E diverges as F + C,F + tC, F + t2C, . . ..
– If −1 < t < 0, then E converges from both side.
– If t = −1, then E = F + C for the strings with even length and E = F − C
for the strings with odd length.
– If t < −1, then E diverges as F +C,F − tC, F + t2C,F − t3C,F + t4C, . . ..
A careful analysis of the graph of Figure 1 show that M recognizes all languages
recognized by 2-state unary PFAs with cutpoint and the followings: INTERVALk,l∩
EVEN, INTERVALk,l ∩ EVEN, INTERVALk,l ∩ EVEN, and INTERVALk,l ∩ EVEN. ⊓⊔
With Lemma 5 we conclude the proof of Theorem 8.
8 Concluding Remarks
Affine computation and affine finite automata were introduced in [6] with a
few initial results. For example, it was proved that AfAs can recognize more
languages than PFAs and QFAs in the bounded and unbounded error modes,
the exclusive affine languages form a superset of the exclusive quantum and
stochastic languages, and nondeterministic AfAs and QFAs are both equivalent
to the class of exclusive stochastic languages.
In this paper, we continued to investigate AfAs and obtained some new and
complementary results. We presented efficient simulations of PFAs and QFAs by
AfAs. In addition, we characterized the class of languages recognized by posi-
tive and negative one-sided bounded-error AfAs using rational transitions, which
turn out to be equal to the union of rational exclusive and co-exclusive stochastic
languages; this latter result improved the proof of equivalence between nondeter-
ministic AfAs and QFAs. We also initiated the study of the state complexity of
AfAs and showed that they can be more succint than PFAs and QFAs. Finally,
we presented a complete characterization of 2-state unary AfAs, showing at the
same time that AfAs can recognize more languages than 2-state unary PFAs but
still only regular languages.
In a recent and related work on AfAs [5], some further results on state com-
plexity are presented. In [5], it was proved that AfAs can separate any pair of
strings with zero-error using only two states, and can separate efficiently any
pair of disjoint finite sets of words with one-sided bounded-error.
We close this paper with a few open problems that we consider challenging.
1. It is conjectured in [6] that affine and quantum computation can be incom-
parable. The simulation results in this paper give the feeling that quantum
models can be simulated by their affine counterparts but it might require a
quadratic increase in memory. It is interesting to study the relations, partic-
ularly in the bounded-error setting, between quantum and affine language
classes.
2. Currently we are not aware of any non-trivial upper bound for BAfLQ. Us-
ing the techniques of [13] it might be possible to prove an upper bound of
logarithmic space.
3. Considering that AfAs completely capture the power of NQFAs, it is interest-
ing to investigate lower bound techniques that can exploit the simpler struc-
ture of affine transformations (compared to unitary and positive-semidefinite
operators).
Acknowledgement
We thank to the anonymous referees for their helpful comments.
References
1. Ablayev, F.M., Gainutdinova, A., Khadiev, K., Yakaryılmaz, A.: Very narrow quan-
tum OBDDs and width hierarchies for classical OBDDs. In: Descriptional Com-
plexity of Formal Systems. LNCS, vol. 8614, pp. 53–64. Springer (2014)
2. Ambainis, A., Freivalds, R.: 1-way quantum finite automata: strengths, weaknesses
and generalizations. In: FOCS’98. pp. 332–341 (1998), arXiv:9802062
3. Ambainis, A., Yakaryılmaz, A.: Superiority of exact quantum automata for promise
problems. Information Processing Letters 112(7), 289–291 (2012)
4. Ambainis, A., Yakaryılmaz, A.: Automata and quantum computing. Tech. Rep.
1507.01988, arXiv (2015)
5. Belovs, A., Montoya, J.A., Yakaryılmaz, A.: Can one quantum bit separate any
pair of words with zero-error? Tech. Rep. 1602.07967, arXiv (2016)
6. Dı´az-Caro, A., Yakaryılmaz, A.: Affine computation and affine automaton. In:
Computer Science - Theory and Applications. LNCS, vol. 9691, pp. 1–15. Springer
(2016), arXiv:1602.04732
7. Freivalds, R., Karpinski, M.: Lower space bounds for randomized computation. In:
ICALP’94. pp. 580–592 (1994)
8. Gainutdinova, A., Yakaryılmaz, A.: Unary probabilistic and quantum automata on
promise problems. In: Developments in Language Theory. LNCC, vol. 9168, pp.
252–263. Springer (2015)
9. Geffert, V., Yakaryılmaz, A.: Classical automata on promise problems. Discrete
Mathematics & Theoretical Computer Science 17(2), 157–180 (2015)
10. Gruska, J., Qiu, D., Zheng, S.: Potential of quantum finite automata with exact
acceptance. International Journal of Foundations of Computer Science 26(3), 381–
398 (2015)
11. Kupferman, O., Ta-Shma, A., Vardi, M.Y.: Counting with automata (1999), short
paper presented at the 15th Annual IEEE Symposium on Logic in Computer Sci-
ence (LICS 2000)
12. Li, L., Qiu, D., Zou, X., Li, L., Wu, L., Mateus, P.: Characterizations of one-way
general quantum finite automata. Theoretical Computer Science 419, 73–91 (2012)
13. Macarie, I.I.: Space-efficient deterministic simulation of probabilistic automata.
SIAM J. Comput. 27(2), 448–465 (1998)
14. Moore, C., Crutchfield, J.P.: Quantum automata and quantum grammars. Theo-
retical Computer Science 237(1-2), 275–306 (2000)
15. Paz, A.: Introduction to Probabilistic Automata. Academic Press, New York (1971)
16. Rabin, M.O.: Probabilistic automata. Information and Control 6, 230–243 (1963)
17. Rabin, M., Scott, D.: Finite automata and their decision problems. IBM Journal
of Research and Development 3, 114–125 (1959)
18. Rashid, J., Yakaryılmaz, A.: Implications of quantum automata for contextuality.
In: Implementation and Application of Automata. LNCS, vol. 8587, pp. 318–331.
Springer (2014), arXiv:1404.2761
19. Say, A.C.C., Yakaryılmaz, A.: Quantum finite automata: A modern introduction.
In: Computing with New Resources. LNCS, vol. 8808, pp. 208–222. Springer (2014)
20. Shur, A.M., Yakaryılmaz, A.: More on quantum, stochastic, and pseudo stochastic
languages with few states. Natural Computing 15(1), 129–141 (2016)
21. Turakainenn, P.: Word-functions of stochastic and pseudo stochastic automata.
Annales Academiae Scientiarum Fennicae, Series A. I, Mathematica 1, 27–37 (1975)
22. Villagra, M., Yakaryılmaz, A.: Language recognition power and succintness of affine
automata. In: Unconventional Computation and Natural Computation. LNCS,
Springer (2016)
23. Yakaryılmaz, A., Say, A.C.C.: Succinctness of two-way probabilistic and quantum
finite automata. Discrete Mathematics and Theoretical Computer Science 12(2),
19–40 (2010)
24. Yakaryılmaz, A., Say, A.C.C.: Languages recognized with unbounded error by
quantum finite automata. In: Computer Science – Theory and Applications. LNCS,
vol. 5675, pp. 356–367. Springer (2009)
25. Yakaryılmaz, A., Say, A.C.C.: Languages recognized by nondeterministic quan-
tum finite automata. Quantum Information and Computation 10(9&10), 747–770
(2010)
26. Yakaryılmaz, A., Say, A.C.C.: Unbounded-error quantum computation with small
space bounds. Information and Computation 279(6), 873–892 (2011)
A All Regular Unary Languages Recognized by
Two-state AfAs in the Case p+ q = 0
On input aj , the final configuration state is
vf =
(
f1 f2
1− f1 1− f2
)(
m+ j · p
1−m− j · p
)
=
(
mf1 + jpf1 + f2 −mf2 − jpf2
1¯
)
where 1¯ = 1 − (mf1 + jpf1 + f2 −mf2 − jpf2). If we let F = m(f1 − f2) + f2
and C = pf1 − pf2, then we can write
vf =
(
m(f1 − f2) + f2 + j(pf1 − pf2)
1¯
)
=
(
F + jC
1¯
)
For convenience, we let E = F + jC.
If C = 0, then fM is a constant function and M recognizes either E or ∅.
From now on we assume that C 6= 0.
Let the cutpoint λ < 1/2.
– If E < λ
2λ−1 and C is negative, then fM (x) > λ for all x, and hence, M
recognizes E; if C is positive, then M recognizes INTERVALk,l for some k > 0
and l ≥ 0.
– If E = λ
2λ−1 and C is negative, then M accepts all strings except the empty
string; if C is positive, then M accepts all strings except the first j strings,
for some j ≥ 0, and thus, M recognizes LESSn.
– If λ
2λ−1 < E < λ, then M recognizes LESSn independent of C.
– If E = λ and C is negative, then M recognizes LESSn; if C is positive, then
M accepts all strings except the empty string.
– If E > λ and C is negative, then the first k strings are not in the language
and also all strings after the j-th string, hence, M recognizes INTERVALk,l;
if C is positive, then M recognizes E.
Now let the cutpoint λ = 1/2.
– If E ≤ λ and C is negative, then M recognizes ∅; if C is positive, then M
recognizes all strings except the empty string.
– If E > λ and C is negative, then M recognizes LESSn; if C is positive, then
M recognizes E.
For the last case, we assume that λ > 1/2.
– If E ≤ λ and C is negative, then M recognizes ∅; if C is positive, M
recognizes INTERVALk,l.
– If λ < E < λ
2λ−2 , then M recognizes LESSj independent of C. If E =
λ
2λ−2
and C is negative, then M skips the empty string, accepts the first j strings
and omits the rest; if C is positive, then M recognizes ∅.
– If E > λ
2λ−2 and C is negative, then M recognizes INTERVALk,l; if C is
positive, then M recognizes ∅.
