We completely describe the nucleous and the image of the application defined in [8] , when all tensor products are over a field. Moreover, we study a relationship with the results obtained in [5] .
Introduction
Weak bialgebras and weak Hopf algebras are generalizations of ordinary bialgebras and Hopf algebras in the following sense: the axioms are the same, but the multiplicativity of the counit and comultiplicativity of the unit are replaced by weaker axioms. Perhaps the well-known easiest example of a weak Hopf algebra is a groupoid algebra; other examples are face algebras [6] , quantum groupoids [7] and generalized Kac algebras [9] . A purely algebraic approach can be found in [2] and [3] .
The smash products considered in [8] and [10] are unital algebras since the tensor products are over suitable algebras. In this case, the application defined in [8] is an isomorphism, however, when we consider the same smash products of [8] and [10] over a field, they are not necessarily unital algebras. Thus, our purpose is to present a generalization of Blattner-Montgomery duality obtained in ( [8] , Theorem 3.3) in the case of groupoid algebras and the tensor products over a field. Moreover, we obtain a relationship between our results and the results obtained in ( [5] , Section 5).
Preliminaries
In this section, we present some preliminaries that will be necessary during this paper.
We begin this section with the following definition, see [1] and [4] for more details. Definition 1.1. Let K be a field. A weak K-bialgebra H is a K-module with a Kalgebra structure (µ, η) and a K-coalgebra structure (∆, ǫ) such that the following conditions are satisfied:
Moreover, a weak K-bialgebra H is a weak Hopf algebra if there exists a k-linear map S : A → A, called the antipode, satisfying the following additional conditions:
We used the Sweedler-Heyneman notation for the comultiplication, namely
The following definition appears in [1] . Definition 1.2. Let G be a non-empty set with a binary operation partially defined, i.e, for g, h ∈ G we write ∃gh when the binary operation gh is defined. An element e ∈ G is called identity if ∃eg and ∃ge, then eg = g = ge and the set of identities of G will be denoted by G 0 . The set G is called groupoid if the following conditions are satisfied:
(G2) For all g, h, l ∈ G, ∃g(hl) if and only if ∃gh and ∃hl;
(G3) For each g ∈ G there exists unique elements s(g), t(g) ∈ G such that ∃gt(g), ∃s(g)g and gt(g) = g = s(g)g;
In this case, s(g) is called source of g and t(g) is called the target of g.
The following lemma appears in [1] . Lemma 1.3. Let G be a groupoid. Then the following statements hold.
(1) For any g, h ∈ G, ∃gh if and only if t(g) = s(h) and in this case s(gh) = s(g) and t(gh) = t(h).
(2) For any g, h ∈ G, ∃(gh) −1 if and only if ∃h −1 g −1 and in this case (gh)
We set
e., the set of pair of elements of G where the product exists.
Let G be a groupoid and K a field. Then the groupoid algebra KG is the K-vector space whose basis is {u g |g ∈ G} with usual sum and multiplication rule
, where u g , g ∈ G is a symbol to represent g ∈ G.
From [4] , KG is a weak Hopf algebra with operations ∆ : KG → KG ⊗ KG,
Moreover, if G is a groupoid such that G 0 is a finite set, then KG is an unital weak Hopf algebra whose identity is e∈G 0 u e , see [4] for more details.
Let G be a groupoid with a finite number of elements, K a field and KG * the dual algebra. As in [4] , we have ∆ :
ǫ( r g ρ g ) = e∈G 0 r e and S(a g ρ g ) = a g ρ g −1 . We easily have that KG * is a weak Hopf algebra, see [4] for more details.
We finish this section with the definition of weak Hopf module algebra, weak smash product and related subjects, see [2] , [3] and [8] for more details. 
Suppose that KG is a weak Hopf algebra of finite dimension and B a left weak
Hopf KG-module algebra. Similarly with [8] the weak smash product B♯KG is the tensor product B ⊗ K KG with usual sum and multiplication rule is
Note that, in this case, 1 B ♯1 KG is not necessarily an identity of B♯KG. Since KG is a finite dimensional weak Hopf algebra, we have that KG * the dual weak Hopf algebra and we have the double smash product B♯KG♯KG * as the tensor product
, where the action of KG * on B♯KG is defined by
and for each f, g ∈ KG * , f * g is the convolution product defined by
A study of Blattner-Montgomery's duality
In this section, we present the main results of this paper. From now on K will always denote a field, all the tensor products will be over K, H = KG, where G is a finite groupoid and the smash products B♯KG and B♯KG♯KG * as the tensor product B ⊗ K KG and
respectively, with usual sum and multiplication rule defined as in the last section.
Note that 1 B ♯1 KG and 1 B ♯1 KG ♯1 KG * are not necessarily the identities of B♯KG and B♯KG♯KG * , respectively.
The following result was proved in [4] and it is used from now on without further mention. 
We consider the subsets 
Then kerϕ = A 3 + A 4 + A 5 + A 6 and A i ∩ kerϕ = (0), for i ∈ {1, 2, 7, 8, 9, 10}. In
Proof. Let a♯u g ♯ρ h ∈ A 3 . Then
By the fact that
a♯u g ♯ρ h ∈ kerϕ and it follows that A 4 ⊆ kerϕ. By similar arguments we show that
. Suppose that m = h. Hence, we have that ϕ(a♯u g ♯ρ h )(b♯u m ) = (a♯u g )(b♯u h ) = a(g.b)♯u gh and it follows that
because if t(l) = t(g), then we would have a ∈ B g , which contradicts the fact that a / ∈ B g . Consequently, A 6 ⊆ kerϕ.
We show that A i ∩ kerϕ = (0), for i ∈ {1, 2, 7, 8, 9, 10}. In fact, let g.a♯u g ♯ρ h ∈ A 1 and s = e∈G 0 e.1 B ♯u h ∈ B♯KG♯KG * . Then,
and we have that A 1 kerϕ. Thus, A 1 ∩ ker ϕ = (0). Let a♯u g ♯ρ h ∈ A 8 and
)♯u gh = a(l.1 B )♯u gh = a♯u gh and we obtain that A 8 kerϕ and A 8 ∩ kerϕ = (0). Let a♯u g ♯ρ h ∈ A 10 and t(l).1 B ♯u h ∈ B♯KG.
Then, ϕ(a♯u g ♯ρ h )(t(l)1 B ♯u h ) = a♯u gh . Hence, A 10 kerϕ and we obtain that A 10 ∩ kerϕ = (0). The same arguments used to prove that A 1 ∩ kerϕ = 0, A 8 ∩ kerϕ = 0 and A 10 ∩ kerϕ = 0 can be used to prove that A 2 ∩ kerϕ = 0, A 7 ∩ kerϕ = 0 and A 9 ∩ kerϕ = 0, respectively. 
By the fact that s(g) = t(g), we have that s(gg ′ ) = t(gg ′ ) and it follows that (g, gg ′ ) ∈ G 2 and (gg ′ , g) ∈ G 2 . Consequently,
Using similar methods we show that
Proposition 2.4. The element y = l∈G l.1 B ♯u t(l) ♯ t(l)=s(g) ρ g is the identity of
Proof. It is not difficult to see that y ∈ A 1 + A 7 + A 10 . Let a♯u g ♯ρ h ∈ A 7 . Then
Note that there exists l ∈ G such that t(l) = s(h) and in this case we may assume that l = t(g). Thus, we obtain that k = t(l)h = h and we have that there exists n ∈ G with t(n) = s(g) such that n = h. Hence, ( * ) = (a♯u g )(t(g).
We also consider the following equality
Note that we can take n = gh and k = h. Thus, the last equality becomes
. Since we can take l = s(g), then
. By the fact that a♯u g ♯ρ h ∈ A 7 , we have that a ∈ B m , for some m ∈ G such that (m, g) ∈ G 2 and it follows that t(m) = s(g).
Hence, (s(g).a♯u g ♯ρ h ) = a♯u g ♯ρ h .
By similar arguments we show that
Finally, let g.a♯u g ♯ρ h ∈ A 1 . Then
Note that there exists l ∈ G such that t(l) = s(g). In this case, we have that
By similar arguments as before we have that
One may ask if the element y = l∈G l. Proof. Let g.a♯u g ♯ρ h ∈ A 2 . Then
By the fact that (g, h) / ∈ G 2 , then (1) = 0. Next, let a♯u g ♯ρ h . Then
Following the same arguments presented in Theorem 2.2 we have that (2) = s(g).a♯u g ♯ρ h .
Since a ∈ B l , for some l ∈ G and s(g) = t(g), then s(g).a♯u g ♯ρ h = 0. By similar arguments we show that A 9 y = 0. 
Next, we present an example where we apply our results. 
By Theorem 2.2 we have that
, where for each g ∈ G, E g = E gg −1 is an ideal of T and β g : E g −1 → E g is an isomorphism of rings satisfying the following conditions:
(i) β e is the identity map I Ee of E e , for all e ∈ G 0 ,
(ii) β g β h (r) = β gh (r), for all (g, h) ∈ G 2 and r ∈ E h −1 = E (gh) −1 .
Let β = ({E g } g∈G , {β g } g∈G ) be an action of G on a K-algebra T . Accordingly ([5] , Section 2), the skew groupoid ring T * β G corresponding to β is defined as ⊕ g∈G E g δ g , in which the δ g 's are symbols, with the usual sum and multiplication rule We claim that Ψ(B 0 ) = A 1 , where B 0 = ⊕ (g,h)∈G 2 ,s(g)=t(g) E g δ g ♯ρ h . In fact, for each element g.a♯u g ♯ρ h ∈ A 1 we have that Ψ(g.aδ g ♯ρ h ) = g.a♯u g ♯ρ h which implies that A 1 ⊆ Ψ(B 0 ). The other inclusion is trivial. Hence, Ψ(B 0 ) = A 1 is an algebra with identity.
Using Theorem 2.9 and ( [5] , Theorem 3.7) we have the following result. .
