We propose a numerical scheme based on the Chebyshev pseudo-spectral collocation method for solving the integral and integro-differential equations of the density-functional theory and its dynamic extension. We demonstrate the exponential convergence of our scheme, which typically requires much fewer discretization points to achieve the same accuracy compared to conventional methods. This discretization scheme can also incorporate the asymptotic behavior of the density, which can be of interest in the investigation of open systems. Our scheme is complemented with a numerical continuation algorithm and an appropriate time stepping algorithm, thus constituting a complete tool for an efficient and accurate calculation of phase diagrams and dynamic phenomena. To illustrate the numerical methodology, we consider an argon-like fluid adsorbed on a Lennard-Jones planar wall. First, we obtain a set of phase diagrams corresponding to the equilibrium adsorption and compare our results obtained from different approximations to the hard sphere part of the free energy functional. Using principles from the theory of sub-critical dynamic phase field models, we formulate the time-dependent equations which describe the evolution of the adsorbed film. Through dynamic considerations we interpret the phase diagrams in terms of their stability. Simulations of various wetting and drying scenarios allow us to rationalize the dynamic behavior of the system and its relation to the equilibrium properties of wetting and drying.
I. INTRODUCTION
One of the most widely used methods for the study of the microscopic structure of fluids is density-functional theory (DFT). It is based on first principles and offers an increasingly popular compromise between computationally costly molecular dynamics simulations and phenomenological approaches. We consider here the wetting of a flat, attractiverepulsive substrate with a fluid as a prototype model for DFT. The bulk density of the fluid is below that of the saturated vapor at the given temperature and its intermolecular potential has an attractive part. Typically, a thin liquid-like film is adsorbed on the substrate. Depending on the temperature, T, and the pressure in the bulk of the fluid, P, the coverage of the wall with the liquid-like film can vary from a few molecular diameters up to macroscopic length-scales, as the bulk pressure approaches that of the saturated vapor. The understanding of wetting by liquid film has important implications to other more complex problems of wetting in different geometries, [1] [2] [3] [4] [5] [6] [7] [8] as well as droplet formation. 9, 10 As was first pointed out by Cahn 11 using heuristic arguments and later calculated for the first time by Ebner and Saam, 12 there can exist several possible scenarios regarding the wetting of flat substrates by a fluid. These works stirred much discussion in the literature in the 1980s and the early 1990s and greatly stimulated the development of DFT. Since then, many theoretical and experimental works have subsequently appeared in the literature that looked at wetting through the DFT formalism (see, for example, Refs. 7 and 13-17 for comprehensive reviews of the area).
There exist extensive DFT calculations of equilibrium adsorption for Lennard-Jones (LJ) fluids on various substrates. The development of ab initio potentials which accurately model real substrates, 18, 19 has allowed DFT simulations of wetting phenomena which compare well with experimental data. 20, 21 More recently, a further improvement in the quantitative agreement of DFT calculations with molecular dynamics simulations was achieved, 22, 23 by employing techniques that allow the inclusion of information about the correlation structure of the fluid into the attractive part of the free energy functional. [24] [25] [26] [27] In general, the governing equations of DFT are highly nonlinear and not easily amenable to analytical work, which is partly due to the presence of non-local integral terms. As a result, numerical approaches are usually more appropriate to investigate DFT problems. Typically, the non-local terms are computed using the trapezoidal rule, as, for example, in the study of Dhawan et al., 28 who compared various DFT approximations in relation to the associated wetting transitions, by utilizing a uniform grid with 20 or more discretization points per molecular diameter, which naturally becomes increasingly inefficient as the film thickness grows. An alternative method has been proposed by Roth, 29 in which he exploited the convolution-like form of the integral terms and utilized the Fourier Transform to compute them. However, this scheme, like the trapezoidal rule, has an algebraic convergence and is, in principle, equivalent to a higher-orderconvergence, requiring also special care in preparing the input for each successive iteration. 29 Regarding the computation of the wetting isotherms and phase diagrams, in general, simple parameter continuation techniques together with some specialized tricks for the initial guess were employed in early works (e.g., Ref. 28) , until the pseudo-arclength continuation algorithm together with Newton's iterations was introduced in DFT calculations by Frink and Salinger in their investigation of porous media. 31 The vast majority of the work on DFT has been devoted to equilibrium configurations. However, the study of dynamic phenomena through the dynamic extension of DFT (DDFT), apart from studying dynamic interfacial phenomena occurring at the nanoscale, can also impact the areas of front propagation (e.g., Refs. 9, 32, and 33) and the development of phase field models (e.g., Refs. 34 and 35) . For phase field models in particular, the free energy functionals of DFT directly follow from the statistical mechanical considerations of molecular-level interactions, which can be viewed as a firstprinciples generalization of the otherwise phenomenological phase field models based on the Ginzburg-Landau functionals. The square gradient approximation, in particular, allows to retrieve the Ginzburg-Landau-type functional within DFT. 36 While most of work on DDFT focus on colloidal systems, [37] [38] [39] [40] the underlying assumptions of DDFT allow for a generalization to molecular fluids, as was initially suggested by Evans 14 and further developed by Chan and Finken 41 and Archer. 42 Thiele et al. 43 applied these DDFT concepts to open systems by investigating the de-wetting of colloidal suspensions, whereby the conservation equations of DDFT for colloid particles were coupled with the dissipative equation for the solvent.
The purpose of the current work is to propose a modelinvariant numerical methodology for solving the typical equilibrium and dynamic DFT equations and for illustration purposes it is applied to the equilibrium and dynamic behavior of a molecular fluid undergoing a wetting transition. The methodology is distinctly different from the above-mentioned studies. It is based on a spectral collocation method on a generally non-uniform grid, which allows the concentration of discretization points in regions where the density exhibits rapid variations. Such regions can be approximately located for most problems a priori, from physical considerations. On the other hand, in regions where the density profile does not change significantly, a moderate number of discretization points would save computation time. An additional advantage of our scheme is that it allows us to obtain a global rational interpolant, 44, 45 which can give the density at arbitrary locations within our computational domain.
The convolution-type integrals characteristic of DFT equations are approximated by the highly accurate ClenshawCurtis quadrature, which is known to exhibit an exponential convergence rate for sufficiently smooth integrands. 46, 47 Our scheme is made even more efficient by reducing the convolution-type integral evaluations to matrix-vector products through appropriately forming an integration matrix for that purpose, which is constant for a given computational grid.
We also directly incorporate into our numerical method the results of an asymptotic analysis of the density profiles, which further improves the accuracy of the non-local term associated with the attractive interactions.
The details of our approximation for the free energy functional are given in Sec. II. Our model system consists of a single-component LJ fluid adsorbed on a flat horizontal substrate. The value of chemical potential is below that of liquidvapor coexistence at any given temperature. We use a perturbative approach with the purely repulsive hard sphere fluid being the reference system and the attractive LJ interactions imposed perturbatively within the mean field approximation. Our model for the substrate potential follows the original calculations of Ebner and Saam, 12 using the LJ potential integrated over the infinite volume of the substrate. Section III contains a discussion on the dynamic extension of DFT for open systems. The DDFT equation we employ for the timedependent density contains a dissipative term to allow for an open system. A similar approach has been used by Thiele et al. 43 In fact, this DDFT approach follows closely the ideas originally developed for phase-field models of moving contact lines. 34 In Sec. IV we provide the model equations for the planar, one-dimensional (1D) system to be used as means to illustrate the scheme we develop. In Sec. V we analyze the asymptotic behavior of the density for small and large distances from the wall. This allows us to approximate the infinite convolution-like integral accounting for the attractive interactions for finite-domain calculations.
The details of our numerical method to solve the equilibrium and dynamic equations are outlined in Sec. VI. The method allows for a straightforward application to different DFT formalisms, as well as to problems with different geometries and of higher dimensions. When supplemented with a numerical continuation algorithm, which we also briefly discuss, it constitutes a complete tool for systematically investigating any equilibrium configuration in DFT. To illustrate the method in Sec. VII we show how it can be applied to the calculation of equilibrium wetting isotherms and the complete pre-wetting lines, along with their spinodals, for various values of the strength parameter of the wall-fluid potential, as well as for different DFTs.
In Sec. VIII we consider the relaxation dynamics of the density profiles. We show that the wetting isotherms have an appealing interpretation in terms of stability which confirms the expectations based on the analysis of the grand canonical potential. The different types of wetting equilibria correspond to distinct scenarios of the dynamic behavior of the liquid film. As a matter of fact, the observation of this dynamic system reveals the presence of an equilibrium first-order wetting transition. We close with conclusions and perspectives in Sec. IX.
II. FREE-ENERGY FUNCTIONAL
In the grand canonical DFT treatment, the equilibrium density, ρ(r), of a single-component fluid in an external potential, V ext (r), minimizes the grand free-energy 
This formalism requires as input the free-energy functional of the fluid, F[ρ(r)]. 36 Here we employ an approach in which the purely repulsive, hard sphere fluid is assumed to be the reference system, with the attractive interactions imposed perturbatively, which has proven to be rather successful in the range of gas-and liquid-like bulk densities. 36 With this approach, the free energy functional commonly has four distinct parts: (a) the ideal gas part, (b) the reference hard sphere part, which accounts for the short-range repulsive effects induced by molecular packing, (c) the part due to the external potential, and (d) the perturbative part, which accounts for the attractive interactions:
where g(r, r ) is the pair correlation function of the nonuniform fluid, ϕ attr (r) is the attractive pair potential, f id (ρ) = k B Tρ (ln (λρ) − 1) is given exactly by the local functional of the density, with k B being the Boltzmann constant and λ being the thermal wavelength. The correlation structure of the liquid-like fluid is known to be mainly determined by the short-range repulsions due to molecular packing. 48 This allows us to account for attractive interactions in a mean-field fashion, incorporating all nonlocal correlations into the repulsive part of the functional and setting
where σ is the molecular diameter and (x) is the Heaviside step function. Such prescription for the pair correlation function allows one naturally to use ϕ attr (r) from the Barker and Henderson split of the 6−12 LJ pair potential, which was originally proposed for uniform systems:
where
where ε is a measure of the strength of the potential. There exist more sophisticated approximations for the attractive part of the free-energy functional which go beyond the meanfield treatment, either by the (ad hoc) parameter-fitting in the prescriptions or through a truncated functional Taylor expansion of the free energy around that of a uniform fluid. 23 The hard sphere free-energy functional F hs [ρ (r)] is not known exactly and must be approximated. In the theories for single-component molecular fluids (e.g., Refs. 52 and 53) the starting point is to choose the configurational part of the free energy, obtained from the thermodynamic equation of state, which is defined as
where f hs and f id are the thermodynamic free energies per particle of the hard sphere fluid and ideal gas, respectively. In this work, we use the Carnahan and Starling 54 equation of state for the hard sphere fluid, with
where η is the packing fraction for the hard spheres of diameter σ . An extensive review of various equations of state along with the analysis of the corresponding phase diagrams can be found in Ref. 48 . In the simplest approximation for the free-energy functional for hard spheres, the so-called local density approximation (LDA), the functional is obtained by allowing for the r-dependence of the number density in Eq. (8) and using the expression, F
LDA hs
[ρ] = drρ (r) ψ (ρ (r)). Such an approach does not account properly for the repulsive interactions, which play a defining role in forming the fluid-wall interface as well as the shape of the density profile near the wall. There exist extensive studies in the literature analyzing the limits of applicability of LDA (see, e.g., Refs. 15, 36, and 55) and it is widely accepted that LDA can adequately describe the free liquid-vapor interface under certain conditions. 56 For example, in adsorption problems, we find that, in principle, LDA can be used to describe the liquid-vapor interface if the wall effects are negligible, as is the case for systems with large values of the wall coverage, or, equivalently, when the bulk density approaches that of the coexisting gas. 55 However, since LDA cannot properly account for structuring in the fluid, it fails to describe the near-wall oscillatory behavior of the density profiles, given that it can affect appreciably the liquid-vapor interface for small values of coverage and/or temperatures. 55, 57 Thus the applicability of LDA to adsorption problems is rather limited.
To account for the wall effects on the liquid-vapor interface, we use the weighted density approximation (WDA), 58 which can be viewed as a method of coarse-graining the fluid density. This is achieved by introducing an "averaged" density,ρ (r), in the expression for the configurational part of the free energy, Eq. (8), which is defined as
where W(r) is some weight function, the choice of which depends on the specific version of WDA. The hard sphere functional, F hs , in Eq. (3) is given by
Here we use the prescription for the weight function due to Tarazona and Evans:
The weight is selected so that the direct correlation function of the hard sphere fluid obtained from Eq. (10) via the functional differentiation route correctly reproduces one of the main features of its uniform counterpart, namely a step at the distance of σ . 57 The hard sphere free energy functional given by Eqs. (8)- (11) takes into account the non-local, short-ranged correlations in the fluid. The same free-energy functional has been used in some recent works of other authors, e.g., Refs. 59 and 60.
There exist, in fact, numerous prescriptions for the freeenergy functional of the hard sphere fluids, but a universally applicable one is presently elusive. Different models are usually constructed by requiring the functional to reproduce well-known results in some established limiting cases. 28, 29 Hence, the choice of the equation of state and the appropriate coarse-graining procedure is dictated by the problem under consideration (see, e.g., Refs. 29 and 48 for comprehensive reviews).
Rather sophisticated prescriptions for the free-energy functional of hard spheres are known under the general name of the Fundamental Measure Theory (FMT) class. 29, 48 The FMT prescriptions for F hs [ρ (r)] can be constructed by requiring that the hard sphere functional satisfies simultaneously a low density, or a low dimensional, limit together with an appropriate bulk thermodynamic condition, which can be given in the form of an equation of state. 29, 61, 62 The original FMT was constructed by Rosenfeld in Ref. 61 using the exact zero density limit of the hard sphere free energy functional and the scaled particle theory equation in the bulk, which is equivalent to the Percus- 62 for both a single-component fluid and an additive mixture of hard sphere fluids. The latter FMT approximation is referred to as the White Bear FMT. As it follows the same equation of state in the bulk limit as the version of WDA which we employ in the present work, it is possible to compare the results predicted by both directly and gain an estimate as to which extent the excluded volume correlations incorporated into WDA can represent the near-wall behavior of the fluid as obtained from a more sophisticated approximation known to provide simulation quality results for a purely repulsive hard sphere fluid. 29 With the White Bear FMT (Ref. 62 ) the expression for the hard sphere free energy functional is given in the form
where ({n α (r)}) is a function of the variables n α (r):
The so-called fundamental measures, n α (r), are obtained from the density, ρ(r), by integrating with a corresponding weight:
The weight functions are given by
where δ(r) is the Dirac's delta-function. The details on how an FMT functional can be implemented in various geometries can be found in the review paper by Roth. 29 We shall provide an FMT-based calculation of the equilibrium density profiles for illustration purposes and to demonstrate that the WDA prescription for F hs , which we will use for our dynamic calculations, is capable of capturing the physics of the investigated phenomena. The comparison between the results obtained using the WDA prescription for F hs [ρ (r)] given by Eqs. (8)- (11) and the results obtained using the White Bear FMT prescription given by Eqs. (12)- (15) is done in Sec. VII. It is shown that in the problems of liquid adsorption, the WDAbased hard sphere functional F hs [ρ (r)] provides a good prototypical model and leads to density profiles with a similar near-wall behavior as those predicted by a more sophisticated approximation for F hs [ρ (r)], such as the one given by the White Bear version of FMT.
Finally, to account for planar wall effects, we introduce an external potential in the form
where z is the distance in the lateral direction. The energy parameter of the wall is given by E w = 4πε w ρ w σ 3 w with ρ w being the uniform solid density and ε w and σ w being the parameters of the LJ wall potential. Throughout this study we fixed σ w = 1.25σ . By integrating Eq. (16), we finally obtain a 3−9 LJ potential:
It important to emphasize that there exist highly accurate models for the substrate potentials of some alkaline metals, 18, 19 but the potential given by Eq. (17) suffices for the purpose of illustrating our method.
III. DYNAMICS OF ADSORBED FILM
Non-equilibrium systems, i.e., systems whose density does not satisfy Eq. (2), are much less understood compared to equilibrium ones, since a rigorous statistical theory for non-equilibrium processes, which is able to account for dynamic molecular-level interactions, has not been developed yet. This modeling difficulty is typically remedied in largescale systems by employing semi-phenomenological phase field models. 34, 35 Nevertheless, it is generally agreed that if the dynamical system is not far from equilibrium, the expressions for the grand free-energy functional, Eq. (1), and the corresponding Helmholtz free energy functional, Eq. (3), are expected to hold with reasonable accuracy, if the timedependent ρ(r, t) is substituted in place of the equilibrium ρ(r). A detailed account of the DDFT formalism based on this assumption of proximity to equilibrium can be found in Refs. 14, 41, 42, 65, and 66.
In this study we investigate a liquid film adsorbed on a wall, which forms an open dynamical system in contact with an infinite thermostat. The first process assumed to contribute to the evolution of such a system is a dissipative one, which can be described by the equation: 34, 35 ∂ρ (r, t) ∂t
where ζ determines the rate of relaxation to equilibrium. Alternatively, one can consider a second mechanism contributing to the dynamics, namely the conservation of mass and an associated diffusive flow. For a system at equilibrium, δF/δρ(r) is equal to a constant, the chemical potential, μ. Out of equilibrium μ is both spatially and time dependent and its gradient can be viewed as a force acting on the fluid particles, which drives the system to equilibrium. The flux due to this force is then given by j (r, t) = −γρ (r, t) ∇μ (r, t), where we have introduced the positive mobility constant γ , 14, 67 which is related to the diffusion coefficient, D, through γ = k B T D. The evolution of the fluid density is described by the continuity equation, namely ∂ρ (r, t) /∂t = −∇j (r, t), which becomes ∂ρ (r, t) ∂t
upon substitution of μ(r, t) by the expression in Eq. (2). Equation (19) was first introduced by Evans 14 and later justified by more rigorous arguments by Dietrich et al., 67 Marconi and Tarazona 68 and Chan and Frinken. 41 In the present study we assume that both the dissipative and conservative mechanisms contribute to the evolution of the fluid density, so that the dynamic equation takes the from
where, again, F is given by Eq. (3) and μ is the chemical potential attained by the system in the long time limit. A similar dynamic equation has been employed in the study of colloidal dewetting by Thiele et al. 43 Naturally, the stationary solutions of Eq. (20) correspond to the solutions predicted by the equilibrium DFT, Eq. (2). As we shall see later, even though the final equilibrium is set by Eq. (2), the way this state is attained depends on the relative importance of dissipation to diffusion, measured by the ratio γ /ζ . Noteworthy is also that the two distinct processes discussed above are otherwise referred to as model A, for the dissipative, and model B, for the conservative equation, in the general dynamic universality class. 34, 35 
IV. GOVERNING EQUATIONS
In what follows we consider the non-dimensional form of the governing equations, by scaling the quantities of interest as shown in Table I . It is evident from Eq. (17) that the density of the fluid adsorbed on the planar wall varies only in the lateral direction. Hence, the equilibrium and dynamic equations can be reduced to their 1D form by integrating over the transverse coordinates.
The attractive potential is obtained by integrating
The variation of the hard sphere free energy, Eq. (10), with respect to ρ(z) is
where ψ ρ is the derivative of the right-hand side of Eq. (8) with respect to ρ, and the 1D coarse-grained densityρ 
By combining Eqs. (21)- (24), we express the intrinsic chemical potential δF/δρ as
where E [ρ; z] is the interaction energy,
The equilibrium states of the system are given by Eq. (2). With respect to Eq. (25) it takes the form (27) whereas the equation for the evolution of the 1D density profile, Eq. (20), takes the form
where κ = σ 5 ζ /γ measures the relative importance of the dissipative and conservative terms.
V. ASYMPTOTIC ANALYSIS
We will first analyze the asymptotic behavior of the fluid density for small and large distances from the wall, as this information will be incorporated in the numerics, and, more specifically, in the non-local term, in order to produce more accurate results. As previously noted, throughout this paper the bulk fluid density is assumed to be below that of the coexisting gas for the temperatures we consider. Near the wall, the fluid density must vanish, unless one considers wall potentials with a cutoff (e.g., Ref. 28) . Far from the wall, the fluid no longer "feels" its effects and approaches a uniform value, ρ B ; the rate of decay towards ρ B , however, is dependent on the interplay between the wall potential and the attractive fluid pair-potential. The analysis that follows is expected to be valid both for equilibrium and dynamics, due to our assumption of relatively small deviations from equilibrium. As we shall later see, the bulk properties of the fluid determine the properties of equilibrium adsorption, as well as the dynamic behavior of the adsorbed film.
Consider Eq. (27) as z → 0. Since we require ρ(z) → 0 as z → 0, we must balance two competing singular terms, namely ln ρ(z) and an O(− 1/z 9 ) term due to V ext (z), Eq. (17), which results to a super-exponential decay of the density, i.e., ρ ∝ exp (− 1/z 9 ) as z → 0. The difficulties in the discretization of a density with such behavior are remedied by regularizing the near-wall behavior with the change of variable, ρ (z) = f (z) exp (−V ext (z) /T ). This can be viewed as an explicit separation of the ideal and the excess-over-ideal contributions to the fluid density.
Consider now Eq. (27) as z → ∞. For the equilibrium problem, the density ρ(z) should asymptotically approach the constant value ρ B in the bulk of the fluid, due to the decaying wall effects with z. In order to determine the asymptotic behavior of ρ(z) in the bulk of the fluid, first consider the non-local attractive term in Eq. (27) , whose asymptotic behavior is
where c is some constant. Since for large z the leading term of the wall potential, Eq. (17), is also O(1/z 3 ), it follows from Eq. (27) that the density must behave like
as z → ∞, where α is a constant to be determined. Further details on the asymptotic behavior of density profiles with liquid-vapor interfaces and the associated phenomena may be found in Ref. 69 . By substituting Eq. (30) into Eq. (27), expanding asymptotically and matching orders of z, we obtain algebraic equations for the parameters in Eq. (30) . More specifically, from the O(z 0 ) terms we obtain a nonlinear equation for the density in the bulk, ρ B :
Note, that at coexistence Eq. (31) for ρ B corresponds to the thermodynamic condition of chemical equilibrium satisfied by the liquid and gas densities. For the present study of wetting by gas, for given T and μ we select ρ B to be the solution to Eq. (31), which is below the coexistence value for the density, determined from the conditions of mechanical and chemical equilibrium (e.g., Ref. 28) . By matching the O(z −3 ) terms of Eq. (27), we obtain an expression for the constant α, namely
where dμ/dρ B corresponds to the derivative of the right-hand side of of Eq. (31) with respect to ρ B . The asymptotics of ρ(z), Eq. (30), may be utilized when formulating the problem numerically on a finite but sufficiently large domain, [0, L] with L 1, whereby the nonlocal term, Eq. (26), is split into two integrals, from 0 to L and from L to infinity, estimating the second using Eq. (30),
In the end, both integrals are to be evaluated numerically, but through this splitting we avoid the unnecessary discretization of the density for very large distances from the wall, since ρ(z) rapidly decays to ρ B . At the same time, we also obtain highly accurate results since we also incorporate into this evaluation the second-order term of the asymptotics of ρ(z).
VI. NUMERICAL SCHEME
We solve Eqs. (27) and (28) with δF/δρ given by Eqs. (25) and (26) numerically on [0, L] using the rational pseudo spectral collocation method for the spatial discretization. While its implementation, especially for the non-local terms, is not as straightforward as, say, implementing Simpson's rule, the typically exponential convergence of the scheme as the number of discretization points increases allows for a highly accurate calculation, while maintaining a low computational cost, when compared to conventional methods. The methodology which underlies our scheme has originally been developed mostly for partial differential equations, but its main ideas allow for an application to a class of integral and integro-differential equations typical of DFT and DDFT problems.
In this section, we outline the scheme we developed, explaining how such methods can be applied in the spatial discretization of Eqs. (27) and (28) . Our scheme is general in the sense that it can be configured to any type of DFT approximation, both on bounded or unbounded domains. To illustrate the main concepts, we only consider one-dimensional problems, but our scheme can be extended to higher-dimensional problems through a careful generalization of the ideas we present, with the intention to tackle rather efficiently some of the computationally stringent problems of DFT. Leaving aside all the theoretical details of spectral methods (for a more detailed account see, e.g., Refs. 44, 70, and 71), we focus on providing an overview of the key ingredients needed to practically implement our scheme.
For an N-point discretization scheme, the density is to be determined at a prescribed set of collocation points, z k , with k = 1, . . . , N, so thatρ k = ρ (z k ) satisfy the governing equations. An important aspect of our method is that by choosing appropriately the {z k }, one can prescribe a ratio of polynomials, R N (z), to represent the density over the whole computational domain, which also satisfiesρ k = R N (z k ). Thus, all mathematical operations like differentiation and integration are performed on R N (z) via matrix-vector products with the discrete data,ρ k . The foundations of this method, which is known to exhibit exponential convergence, were laid by Baltensperger et al. 70 and further expanded by Berrut and Trefethen. 71 The global interpolating function is conveniently expressed in the so-called barycentric form,
where the primes indicate that the first and last terms in the sums are to be multiplied by 1/2. The global interpolant, R N (z) is typically reduced to a ratio of polynomials, unless the {z k } correspond to the Chebyshev collocation points, {x k }, defined as
in which case Eq. (34) becomes an (N − 1)-degree polynomial. However, if the {z k } result from a transformation of the corresponding set of {x k } it has been shown 70, 71 that provided that the map from {x k } to {z k } is conformal and that the approximated function is sufficiently smooth, R N (z) exponentially converges to ρ(z) as N increases, i.e., ρ(z) − R N (z) = O(A −N ), for some A > 1. While there is some freedom to choose the map from the {x k } to the {z k }, it is typically chosen such that more collocation points are clustered in the vicinity of steep gradients in ρ(z), so that these are well resolved. For the configurations studied in this work with Eqs. (27) and (28), we anticipate sharp variations near the wall due to the competition between the repulsive and the attractive fluid-substrate interactions. Thus, the steepest gradient is expected in the vicinity of the minimum of V ext (z), at z 0 = (2/5) 1/6 σ w ≈ 0.94σ w , where the density profile attains its global maximum. The density maximum is accompanied by a sequence of oscillations which capture the fine structure of the fluid near the wall and decay exponentially towards the bulk. The oscillations become more pronounced for strongly attractive substrates and/or lower temperatures, inducing eventually a layering or a freezing transition, in which the fluid exhibits a solid-like, long-ranged ordering. This effect is manifested in the density profile as a sequence of isolated peaks separated by distances of approximately one molecular diameter. 72 Therefore, in order to adequately capture the oscillations of the profile, the mesh should be dense in the near-wall region of the physical domain. We obtain the collocation points on the physical domain, z ∈ [0, L] by mapping N Chebyshev points, x ∈ [−1, 1], using the map
where p is an empirically chosen parameter, so that 1 < p L. With this transformation, about half of the Chebyshev points are mapped to the interval [0, p]; the other half are mapped to [p, L] . This allows us to avoid the wasteful concentration of the collocation points in the bulk of the fluid, where the density varies slowly. The parameter p is typically calibrated by a few trial calculations so that the near-wall oscillations of the density profile fall within [0, p] . However, the results of our calculations are not sensitive to p, which only affects slightly the convergence rate. It is important to emphasize that at the liquid-vapor interface ρ(z) does not vary as steeply as near the wall and the way the collocation points are distributed is sufficient to resolve its transition to the bulk gas value of the density. Noteworthy is also that other types of maps could have been employed (e.g., Ref. 73 ), but the one given by Eq. (36) is sufficient for our purposes.
One can also take the limit L → ∞, essentially considering the whole physical domain [0, ∞), as done, for example, in other problems where spectral methods are employed. 44 In that case, the asymptotic behavior of ρ(z) is no longer required, but one has to modify the discretized equations accordingly, by discarding the respective zero contributions at infinity, which would be now treated as a true boundary condition. However, it may be desirable (e.g., for the study of layering transitions 74 ) to perform the computations on a finite domain, in order to resolve accurately the oscillatory behavior of the density profile near the wall, avoiding the unnecessary placement of collocation points in a region where the fluid density is nearly constant.
In the methodology developed here, the mth derivative of ρ(z) is approximated by that of the global interpolant R N (z), which can be computed by multiplying the discretized data, ρ k with the differentiation matrix
Given the set of collocation points {z k }, the entries D
The integrals associated with DFT calculations may be computed efficiently with the Clenshaw-Curtis quadrature, which is also related to pseudospectral methods and exhibits exponential convergence. 46 This method for evaluating integrals has been originally developed for computing integrals of functions discretized on the Chebyshev grid. For example, for a function f(x) defined on [− 1, 1], this integral can be computed on the N-point Chebyshev grid, Eq. (35), as
wheref k is the discrete data of f(x) at x = x k and w k are the constant Clenshaw-Curtis weights, chosen so that the integral of the interpolating polynomial associated with the {x k } is evaluated exactly. The computation of the {w k } is done efficiently via the fast Fourier Transform, as pointed out in Ref. 46 , whereby the necessary MATLAB code is also given. In our computations, the integrals we consider are to be evaluated on domains that are different from [−1, 1], but this can be easily remedied by appropriate changes in the integration variable. Just like differentiation operations are carried out by matrix-vector products with the discrete data,ρ k , it is desirable to form matrix operators for the convolution-like integrals of DFT. Naturally, these matrices are dependent on the grid employed, but need to be determined only once for the entire calculation. As we shall demonstrate, these considerations are model-invariant and are applicable to other types of DFT approximations, be it LDA, WDA, or the more modern alternative based on FMT (e.g., Ref. 29) .
Generally, in DFT computations one is interested in evaluating convolution-like integrals, on a subinterval of the phys-
where the integral kernel, Q(z), is a known function. Given the global approximant to ρ(z) represented explicitly by the datâ ρ k at the collocation points z k , we are interested in finding the discrete approximation to I(z) at the same set of points,
Computing the discrete {Î k } is equivalent to performing N integrations, one for each of the discretization points, and it is possible to compute these components via a linear operator, 
where a k = a(z k ) and b k = b(z k ). Obviously, the number of points used to compute these integrals, M, does not affect the final size of the matrix operator, J. However, we have found that the convergence of the scheme improves for any M > N. Given also that the computation ofÎ k is done once, we generally used a large number of points, typically M = 2N.
To compute the integral at each interval [a k , b k ], we defined the intermediate collocation points y kq = d k (x q ), with q = 1, . . . , M. A crucial step in our scheme is the evaluation of the density appearing in the integrand at the y kq , which is done by utilizing the rational interpolant of ρ(z), Eq. (34). Then, by rearranging the indices we eventually obtain an expression for the entries of the integrating operator, which depends only on the collocation grid, {z k }. The entries of the integrating operator, J ij , are given by
with
where {w q } are the Clenshaw-Curtis weights corresponding to {x q }.
As an example, we show how the integrating operator given in Eq. (41) may be used to calculate the non-local term E [ρ; z] due to attractive interactions, Eq. (26) . From the asymptotic analysis, it follows that we need to compute the first term of Eq. (33) via suitable matrix-vector products. More specifically, by accounting for the three branches of ϕ(z), Eq. (21), the first term of Eq. (33) may be written as
where φ in and φ out (z) denote the constant "inner" (|z| ≤ 1) and the smoothly decaying "outer" (|z| ≥ 1) branches of ϕ(z) in Eq. (21), respectively. Thus, the integrating operator for the discrete version of Eq. (43) is essentially the sum of the three integration matrices constructed for each of its three constitutive terms, by using Eq. (41) . With these considerations, we complete the presentation of our discretization scheme, since in a similar manner, any 1D convolution-type integral may be conveniently cast as a matrix operating on the discrete values of ρ(z).
VII. WETTING AT EQUILIBRIUM
After discretizing the equilibrium equation, Eq. (27), we obtain a set of N nonlinear equations, which are solved by the standard Newton's iteration algorithm. The implementation of non-local terms by matrix operators facilitates the calculation of the Jacobian whose entries are evaluated analytically, which is known to accelerate the convergence of the Newton's algorithm compared to a Jacobian obtained by finite differences. 75 In our computations, we typically use N = 300 grid points for both equilibrium and dynamic configurations. For a domain of length L = 80, this corresponds to an average of less than 4 collocation points per molecular diameter, which is to be contrasted with 20 mesh points per molecular diameter for conventional methods. 28 The Newton's scheme usually converges in less than 4 iterations for the chosen tolerance of 10 −10 for the target function. Before embarking on a detailed discussion of the equilibrium configurations, we present a few representative density profiles demonstrating the exponential convergence of our scheme. Figure 1(a) shows the two coexisting density profiles, which correspond to a prewetting transition, as well as a density profile of a thicker film, whose bulk density is close to that of the coexisting gas. The latter was added for illustration purposes. The near-wall oscillations are captured due to the non-local repulsive part of the WDA free-energy functional. The inset in Fig. 1(a) demonstrates the exponential rate of convergence with the number N of discretization points. Considering the profile calculated using N = 1000 collocation points as a reference one, we define the error, E(N), for the profile calculation with N < 1000 as
where R N (x) is defined by Eq. (34) and is evaluated at χ k = L(k − 1)/999. Figure 1(b) shows a profile for an extreme case of a fluid at low temperature whose chemical potential is close to coexistence, together with the error, E(N), plotted in the inset. The density profile is highly structured, and at the same time, highly oscillatory near the wall, but our calculation method still converges exponentially fast and is capable to achieve an accuracy of 10 −5 with N = 300 grid points. Note, however, that due to the highly oscillatory structure of the profile near the wall, the WDA might not be an appropriate approximation, and one should use a hard sphere part of the free energy functional, which is more sensitive to the correlation structure of the fluid, such as the FMT approximation.
When computing the interaction energy with Eq. (33), we need to verify that the length of the computational domain L is sufficient for the density to converge towards its asymptotic tail given by Eq. (30). This is mostly because the pseudospectral collocation methods are notoriously sensitive to discontinuities in the underlying solution, 45 and one needs to check a posteriori that the value initially chosen for L suffices for this convergence, so that the discontinuity introduced due to the finiteness of the computational domain is negligible. The typical value of L which we use for the calculation of the wetting isotherms was chosen to be approximately 2 times larger than the position of the liquid-vapor interface of the thickest profile we considered for a given isotherm. Figure 2 shows the asymptotic behavior of the two coexisting density profiles from Fig. 1(a) , which are the typical profiles examined in the present study. It is evident from the figure that a domain of length L = 80 is sufficiently large for the density profile ρ(z) to reach the characteristic cubic decay towards the bulk density, ρ B . At the end of our computational domain, z = L, the difference between the calculated profile and its asymptotic tail given in Eq. (30) is found to be O(10 −7 ). In adsorption problems, a characteristic measurable property to be considered is the coverage of the wall with a liquid film of thickness h, commonly considered as a function of the disjoining chemical potential, μ = μ − μ sat , where μ is the chemical potential of the fluid in contact with the wall, and μ sat is the saturation chemical potential, i.e., the chemical potential corresponding to the coexistence of bulk liquid and bulk gas phases. The thickness of the film is given by h = /ρ liq , where ρ liq is the density of the coexisting liquid and is the adsorption. For the given potential of the substrate wall V ext (r) and the surface excess grand potential ex (μ, T ; V ext (r)) per unit area, the adsorption is uniquely defined through the Gibbs relation, = − (∂ ex /∂μ) T . Thus, for a planar wall with a zdependent potential V ext (r) ≡ V ext (z), is related to the density profile ρ(z) by
where, like before, ρ B is the density of the gas in the bulk of the fluid, far from the wall. Typically, for temperatures below the fluid's critical point and bulk densities below coexistence, several distinct types of surface phase transitions can be identified, 13, 16, 17, 36 each corresponding to a particular topology of the wetting isotherm, the μ vs curve at a constant temperature. For a hysteresistype wetting isotherm, which possess turning points, or spinodals, it is possible to find multiple solutions to the equilibrium Eq. (27) . For those cases the number of Newton's iterations required to converge to a solution is strongly de- pendent on the initial guess used to start the iteration algorithm and its proximity to one of the solutions; a "bad" initial guess may result in many Newton's iterations or in no convergence at all, which may happen in the vicinity of the spinodal point. Therefore, to trace all possible states as μ is varied, we employ a numerical technique known as pseudo-arclength continuation. 76 The technical details of this method, which are similar to the one presented by Frink and Salinger in Ref. 31 , are given in the Appendix. The main idea is to treat the (independent) parameter μ as an unknown, closing the system of nonlinear algebraic equations with an additional geometric constraint. This allows to determine consistently all possible states, without relying on one's physical insight to come up with a good initial guess, as was done, for example, in some of the earlier studies (e.g., Refs. 28, 72, and 77). Figure 3 shows the possible wetting scenarios of a fluid whose bulk density is below the liquid-vapor coexistence. The representative adsorption isotherms are plotted as functions of the disjoining chemical potential, μ. The inset shows the bulk coexistence curve with the critical temperatures for the occurrence of the prewetting transition. For temperatures below the wetting temperature T w , the observed equilibrium coverage h does not exceed several molecular diameters, even for bulk pressures approaching that of the saturated vapor. Such a scenario is referred to in the literature as partial wetting. 17 At the critical temperature T = T w the Maxwell equal area construction 36 becomes possible at μ = 0, which means that a microscopic film can coexist with an infinitely thick film (see the dashed curve in Fig. 3) .
For temperatures T w < T < T pw c , a thin and thick microscopic films can coexist (see full curve in Fig. 3 ). It is manifested by the phenomenon of prewetting, whereby the coverage changes discontinuously when the disjoining chemical potential crosses the value μ 0 obtainable from the Maxwell construction. In Sec. VIII, we show how the density profiles corresponding to the different branches of such hysteresistype isotherms have different stability characteristics as stationary solutions of the dynamic Eq. (28) . As T → T pw c from below, the area given by the Maxwell construction at μ 0 (T) vanishes (see the dashed-dotted curve in Fig. 3 ). For temperatures above T pw c , the observed coverage by film grows smoothly and continuously with μ as the fluid completely wets the substrate (the dotted curve in Fig. 3) .
For strongly attractive substrates, the density profiles have pronounced oscillations in the near-wall region, and, with an increase in bulk pressure, such oscillations grow in amplitude, contributing to the value of adsorption. For even more strongly attractive substrates, the fluid can form a highly structured solid-like, rather than liquid-like, film in the immediate vicinity of the wall and the wetting isotherms become stair-like. In that case, as μ → 0 the fluid undergoes a succession of first-order wetting transitions similar to the prewetting transition described above. Each first-order wetting transition has its own range of temperatures where a jump in coverage occurs. Such wetting scenario is referred to as layering transition. 36, 72, 74 Finally, we contrast the WDA prescription for the reference hard sphere functional with LDA and FMT. As noted in Sec. II, LDA can be classified as the simplest model for the hard sphere fluid which can account for the spatial dependence of the number density. Within LDA, the configurational part of the free energy in Eq. (10) is evaluated directly at the density ρ(r). In the early literature, models based on LDA were quite popular. 55, 78, 79 The analysis of the structure factor suggests that only the liquid-vapor interface can be described adequately by LDA, provided that the wall effects can be neglected. 55, 79 Despite this limitation, LDA is still employed to date in qualitative descriptions of adsorption, mainly due to its computational simplicity, e.g., Refs. 59 and 80.
The version of WDA used for the free energy entering Eq. (28) can in turn be classified as the simplest model which can account not only for the spatial dependence of the fluid number density but also for the excluded volume correlations within the hard sphere fluid. 52, 79 In fact, WDA can be viewed as a generalization of LDA, since the latter can be retrieved with the weight function W LDA (r) ≡ δ (r) in Eqs. (9) and (10) . As noted in Sec. II, WDA approximations are constructed by selecting a prescription for the weighting function in Eq. (9) in such a way that the resulting hard sphere functional reproduces the known correlation structure of the bulk fluid via the functional differentiation route. 25, 53 A systematic comparative study of various WDA prescriptions for the hard sphere functional in problems of liquid adsorption can be found in Refs. 6 and 28.
More sophisticated approximations for the hard sphere part of the fluid's free energy belong to the FMT family. As also noted in Sec. II, the FMT methodology is based on constructing a functional which would reduce to exactly known results in the limiting cases of zero density and constant bulk density. 61, 62 An alternative route is known as dimensional reduction, where the hard sphere functional is constructed to reproduce exactly the zero-dimensional limit. 81 The distinct feature of the FMT family of approximations is that the hard sphere functional is constructed as a local function of the fundamental measures, Eqs. (12)- (15), which are themselves non-local weighted averages of the density. Such choice of variables is dictated by the geometric qualities of non-penetrable hard bodies and is invariant with respect to the dimensionality of the fluid and even the shape of its constituent molecules. There exist FMT approximations for fluids and fluid mixtures consisting of non-spherical hard molecules. 48 With an FMT approximation the correlation structure of the hard sphere fluid can be obtained as output from the theory and usually compares very well with simulation results. A detailed analysis of various FMT prescriptions can be found in Refs. 29, 48, and 82.
Unfortunately, the technical difficulties involved in the practical implementation of FMT functionals, where it is necessary to compute several fundamental measures (see Eqs. (15)), force some authors to use simpler approximations like WDA or even LDA, especially when dealing with higherdimensional problems, see, e.g., Ref. 59 . We expect, however, that the use of the numerical methodology developed here would facilitate the calculation process. As an illustration, we have calculated the prewetting lines for various values of the substrate parameter E w using the White Bear FMT (Ref. 62) in the hard sphere part of the free energy functional. The calculation of a prewetting line is equivalent to the calculation of a set of prewetting isotherms for varying values of T, which is straightforward using the continuation algorithm (see the Appendix). Moreover, the algorithm can, in principle, be nested to allow for consecutive continuation of solutions to Eq. (27) over several parameters (μ and T in that case). Therefore, such a scheme constitutes a systematic tool for calculating prewetting lines, as well as other kinds of phase diagrams. Figure 4 shows a sequence of prewetting lines together with their spinodals plotted in the T -μ plane, each corresponding to a different value of the substrate parameter, E w , see Eqs. (16) and (17) . Given E w , each prewetting line is defined for T w < T < T pw c and, together with its spinodals, it divides the T -μ half-plane ( μ < 0) into regions corresponding to the thermodynamic stability of films of various shrinks. For values of E w larger than those shown in Fig. 4 , the isotherms tend to become stair-like, which is typical of the layering transition (for more details consider, e.g., Refs. 13, 16, 36, 72, and 74) .
For a given strength of the substrate potential, DFTs using different approximations for the hard sphere part of the free energy functional normally predict markedly different wetting behavior, as can be seen in Fig. 5 , which shows the prewetting lines calculated using LDA, WDA and FMT. A direct comparison between the density profiles obtained from WDA and FMT makes sense for temperatures exceeding the T pw c obtained from the two DFTs. A comparison between WDA and the White Bear FMT approximation is given in Fig. 6 for the case where both predict complete wetting. As can be seen, WDA possesses a qualitative agreement with a more sophisticated FMT approximation for both the liquidvapor interface and the near-wall structure of the profile, for values of μ relatively close (e.g., Fig. 6(a) ) and relatively far (e.g., Fig. 6(c) ) from coexistence. The reason for the agreement in the case of complete wetting is, of course, the fact that for high values of temperature the profiles are not very structured near the wall, and WDA turns out to be a sufficiently good approximation. The density profiles calculated in a region of the disjoining chemical potential where the wetting isotherm bends, typically reveal a disagreement between the calculations using WDA and FMT (e.g., Fig. 6 (b) ). As the value of T is increased further, the agreement between WDA and FMT would persist for larger intervals of μ, and the respective isotherms corresponding to either approximation would be "closer" to each other on the μ -h plane. On the other hand, for lower temperatures the effects of packing become more important, and the density profiles obtained using FMT and WDA differ significantly.
As previously mentioned, the liquid-vapor interfaces of the profiles obtained from different DFTs, even from LDA, can match as μ → 0, irrespective of the temperature. Figure 7 shows a calculation based on the WDA and the LDA prescriptions for the hard sphere functional, for the cases of partial wetting scenarios, i.e., the value of T is below the T w value predicted by both approximations. The liquid-vapor interfaces match for rather thick profiles as μ → 0 (see Fig. 7(a) ). The liquid-vapor interface of such profiles is essentially free from the effects of the wall. For larger μ, see Fig. 7(b) , the effects of the near-wall layering alter the liquid-vapor interface of the profiles calculated using WDA as compared to that obtained from LDA. This result confirms the analysis made by other authors (e.g., Ref. 55) , and illustrates the limited applicability of local DFTs.
VIII. DYNAMICS OF ADSORBED FILM
In this section we consider the relaxation dynamics of an adsorbed fluid as given by Eq. (28) . A dynamic process can be triggered, for example, by switching off an initially present external field. The dissipative second term in Eq. (28) ensures that the bulk value of the chemical potential remains equal to μ at all times, which, in turn, allows to visualize the evolution of the film thickness h conveniently in the μ -h plane.
Formulating the equation for the dynamics of the density distribution ρ(z, t) allows for a stability analysis of the associated equilibrium profiles with respect to perturbations and an interpretation of the adsorption isotherms in terms of the dynamic stability of h. For example, in hysteresis-type isotherms, like those of prewetting or partial wetting scenarios, we can identify metastable, stable, and unstable branches in relation to Eq. (28) . We also consider the relative effects of dissipative and conservative processes on the evolution of the system, which may exhibit either dynamic drying (decreasing film thickness h(t)) or wetting (increasing h(t)). Figure 8 shows the dynamic stability of the three types of wetting isotherms described in Sec. VII. Every point on the isotherm corresponds to a density profile providing a stationary solution to Eq. (28) . The characteristic of a stable branch is that when the associated density profiles are perturbed and allowed to relax, they will always return back to the respective unperturbed, stable stationary states. A density profile associated with a point on a metastable branch possesses a basin of attraction in the phase space of Eq. (28), where the value of μ is fixed, and only initial conditions ρ(z, t = 0) within it eventually relax to the respective metastable state. In comparison, the basin of attraction of a stable density profile covers the whole phase space. An unstable state cannot be reached through a dynamic process, and hence cannot be observed. Any infinitesimal perturbation imposed on an unstable den- sity profile will force it to evolve to a metastable equilibrium state. For a given value of the chemical potential the dynamic Eq. (28) can have a single stable stationary solution or up to two metastable ones, always accompanied by an unstable stationary solution.
The process of complete wetting (curve (i) in Fig. 8 ) gives rise to an entirely stable isotherm. Any hysteresistype isotherm (curves (ii) and (iii)) possesses two metastable branches, with the lower metastable branch of a partial wetting isotherm extending above the coexistence value of chemical potential (curve (iii)).
In our numerical experiments we solved Eq. (28) imposing a vanishing flux at the wall and in the bulk of the fluid, enforced by requiring that
at all times. The far-field flux condition is more naturally applied when L → ∞ in Eq. (36), which also eliminates the need for asymptotics to calculate the non-local terms in Eq. (25) . For marching in time, we use the ode15s function in MATLAB TM , which is based on an implicit scheme with backward differentiation formulas and adaptive time stepping. 83 For our calculations, we typically used 200-300 mesh points with a relative tolerance of 10 −8 for each time step, which typically required less than 10 min on a standard 64-bit desktop computer.
To study the dynamics near the unstable branch of the isotherm, we constructed initial density profiles, ρ(z, t = 0), by solving the equilibrium Eq. (27) with an additional small external field δ(z): whereδ (z) is an arbitrary, localized function with |δ(z)| 1 andδ (z) → 0 as z → ∞. Equation (47) allows us to obtain density profiles that are arbitrarily close to an equilibrium profile associated with a point on the unstable branch. When the system relaxes to equilibrium, the evolution is dependent on the sign of the disturbance in Eq. (47) (see Fig. 9 ). The initial profiles withδ (z) > 0 evolve to thicker profiles, whereas those withδ (z) < 0 evolve to the thinner profiles. In the phase space of stationary solutions of dynamic Eq. (28), such conditions forδ (z) correspond to a small perturbation of the unstable profile in the direction of either of the metastable equilibrium states. We also observe that the drying process requires less time than the wetting one, which here may be attributed to the initial proximity of the unstable profile to the lower metastable branch of the isotherm (see, for example, the inset of Fig. 9 ). Figure 10 depicts a few selected snapshots of the relaxing density profiles.
Next, consider the relaxation of the liquid film from a large, possibly macroscopic, thickness to a much lower, microscopic one. Such a dynamic process of drying can be triggered by instantly changing the temperature or pressure of a fluid near coexistence to favor a much thinner adsorbed film. For these configurations, the initial density profile can be formed by choosing an equilibrium profile at a different μ from that of the dynamic problem but making sure that the profile asymptotically approaches the bulk density of the dynamic problem. Several representative examples of temporal evolution of the liquid film are presented in Fig. 11 ). The dashed line corresponds to the initial density profile, whereas the solid lines show the density profiles (from right to left) at intermediate times t = 2.5, 12, 23, 35.5, and 52, which is continued on the inset zooming into the near-wall region, at times t = 52, 67, 81, 89.5, and 92.5. The evolution of the fluid-wall interface begins much later, after the liquid-vapor interface starts to recede, at t > 52.
with a selection of snapshots of the density profiles at different times, as shown in Fig. 12 .
When we choose μ to be closer to the spinodal point of the isotherm, the film thickness takes more time to equilibrate (see curves (i)-(iv) in Fig. 11(a) ), exhibiting in the extreme case a nearly steady behavior when the height of the film reaches that of the spinodal point, h 0 (see, e.g., curve (iv) in Fig. 11(a) ). This behavior is a dynamic manifestation of the presence of hysteresis in the equilibrium isotherm. In principle, it is possible to choose a chemical potential so that the film thickness would stay in the vicinity of h 0 for any given finite period of time, but as t → ∞, the film would eventually relax to the stationary value on the isotherm (see Fig. 12 for an example of evolving density profiles).
The attraction to stable (or metastable) solutions becomes rather extreme during dynamic wetting, when the system is near total saturation and μ → 0 − . Similarly to the previously considered case of drying, we can trigger a relaxation process by, e.g., instantaneously changing the temperature and the bulk pressure of an equilibrium fluid which partially wets the substrate. In the resulting dynamic process of wetting the system appears to be attracted not just to a single stable solution, like in the above case of drying near a spinodal point, but to the whole set of stable equilibrium solutions with similar values of μ. Depending on the proximity of the chemical potential to coexistence, the evolution to the final state can take arbitrarily long times, as shown in Fig. 13 . On the other hand, for intermediate values of μ, that are sufficiently far from both the spinodal and saturation points, relaxation occurs over the shortest period of time (see, e.g., curves corresponding to the evolution towards h 2 in Fig. 13) .
Finally, we consider the relative effect of conservative and dissipative processes of Eq. (28) due to the parameter κ. Since the system equilibrates, in theory, in an infinite amount of time, to analyze the effect of κ, we have to introduce an "equilibration time" t eq , which we define as the time required for the adsorbed film to achieve 90% of its equilibrium thickness. Our computations reveal that for all processes considered t eq is inversely proportional to κ, with the coefficient of proportionality depending on the initial condition (see, for example, Fig. 14 for a representative computation). (28), on the equilibration time, t eq , for processes following the evolution of curve (iii) in Fig. 11(b) . The plot shows the computed (open circles) t eq as a function of κ, together with the least squares fit, t eq = 403/κ (solid line).
IX. CONCLUSION
We have developed a novel numerical scheme for solving the typical integral equations of DFT and integro-differential equations of DDFT. One of the main features of this type of equations is the presence of one or more non-local integral terms resulting from the attractive intermolecular interactions and/or from the coarse-graining of density associated with repulsive interactions. Our numerical methodology is based on the Chebyshev rational pseudo spectral collocation scheme and uses a global interpolating function to represent the solution on the entire computational domain. Mathematical operations like differentiation and integration are implicitly performed on the global interpolant by acting linearly on the discrete data. The discretization points can be concentrated in regions where the solution exhibits rapid variations, while moderate number of grid points may be kept in the areas where the solution varies slowly. The method converges exponentially as the number of discretization points increases and also allows us to incorporate the asymptotic behavior of the solution. Coupling of our discretization scheme with a continuation algorithm allows to compute accurately and efficiently complete phase diagrams.
For the equilibrium problem we have used three different approximations for the hard sphere part of the free energy functional, namely LDA, WDA and FMT. We have provided a detailed comparison between the results obtained from these theories and indicated the range of parameters like temperature and chemical potential where they give similar results. Any alternative formalisms can be readily implemented by applying the same concepts and ideas we developed for the prototypical models considered in the present study.
We have adapted the well-known equations for the subcritical dynamic behavior of DFT models to the problem of wetting/drying and have shown that the wetting isotherms can be interpreted in terms of stability of the corresponding equilibria. In the case of complete wetting all the equilibrium solutions are dynamically stable, and a perturbed profile would always return to the equilibrium state corresponding to the same bulk density. In the cases where the wetting isotherm has a hysteresis-type behavior, one can distinguish branches of different stability. Depending on the initial proximity of the density distribution to either of the metastable solutions in the phase space of the dynamic equation, the evolution can develop through either dynamic wetting or drying towards thicker or thinner films, respectively. The evolution of the substrate coverage maintains a nearly stationary behavior in the vicinity of the isotherm's spinodal points for long but finite times. Such dynamic behavior of the liquid film is a manifestation of hysteresis in the equilibrium wetting isotherm.
When the chemical potential of a system with microscopically small coverage is shifted to a value slightly below that of the coexisting liquid and vapor, the resulting dynamic coverage becomes increasingly slow as the chemical potential approaches coexistence making the time-dependent density profile appear to be attracted to the equilibrium profiles with similar values of μ. In reality, however, since μ is fixed in the dynamic equation, these nearby equilibria do not exist.
While the present study focused specifically to the problem of a liquid film adsorbed at a planar wall, our methodology is general and can be applied to virtually any DFT problem in 1D. More importantly, the characteristic accuracy and efficiency of our scheme clearly demonstrated its superiority over the conventional schemes, thus making its extension to 2D configurations rather appealing (e.g. topographical substrates which are known to affect the wetting properties substantially [84] [85] [86] ). This extension and related problems will be examined in a future study.
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APPENDIX: NUMERICAL CONTINUATION
Here we describe the numerical technique used for obtaining a set of solutions to continuation problems with a free parameter. The mathematical details of the methodology can be found in Refs. 76 and 87, while its practical aspects are described in Ref. 88 within the context of dynamical systems. The technique is general, in the sense that it is applicable to any set of discretized equations. It is important to note that the notation hereby used is independent of the notation of the other quantities used throughout the paper.
A problem with one free parameter which is discretized with an N-point scheme can be written in the form, F(x) = 0. Here F : R N+1 → R N represents the discretized equation and the elements of x ∈ R N+1 , x = [y, μ], contain the discretized solution y ∈ R N as well as the corresponding value of the bifurcation parameter, μ. Given a starting point x 0 in this (N + 1)-dimensional space, so that F(x 0 ) = 0, we would like to numerically continue that solution along the values of the parameter, μ, by essentially treating it as an unknown, thus obtaining the bifurcation branches of the solution as a function of μ. Hence, the N-dimensional vector-function F(x) ≡ [F 1 (x), . . . , F N (x)] must be supplemented with an additional component F N + 1 (x), so that [F 1 (x), . . . , F N + 1 (x)] = 0 forms a set of N + 1 equations for the same number of unknowns.
To show how the additional constraint can be obtained, the problem is considered in geometric terms. In R N+1 , the locus of the N intersecting hypersurfaces given by the components of F (x) = 0 is a (N + 1)-dimensional space curve. Thus, given a starting point x 0 ≡ [y 0 , μ 0 ], we seek to parametrize that curve in the form x(l), or, equivalently, to find a systematic way to obtain its points in R N+1 . (Note that when the parameter μ is fixed at its initial value μ 0 , the equation F(y, μ 0 ) = 0 can be viewed as the intersection of N hypersurfaces in R N , its locus being a single point-the solution y ∈ R N .) The vector τ 0 tangent to the curve x(l) at point x 0 spans the null-space of the Jacobian matrix of dimensions N × (N + 1) evaluated at point x 0 , F x (x 0 ) = ∂F/∂x| x 0 . To obtain the next point on the curve x(l) we use a predictor-corrector scheme, where we first displace the starting point by distance Yatsyshin, Savva, and Kalliadasis J. Chem. Phys. 136, 124113 (2012) ds along the tangent for a predictor step:
For the corrector step, we apply Newton's method to the following set of N + 1 equations to solve for x:
F(x) = 0, (A2a)
where the dot denotes the inner product and star denotes transpose. The number of ith Newton's iteration, which produces the vector X i is in the superscript. The above equations correspond to the geometric problem in R N+1 of finding the intersection of the curve defined by N intersecting hypersurfaces: F(x) = 0, and the hyperplane defined by its normal vector τ and the point X 0 . The choice τ = τ 0 in Eq. (A2b), followed by Newton's iterations to find x corresponds to Keller's continuation method. 76 After the next point x = x 1 on the curve is found, the new tangent vector τ 1 is the vector spanning the null space of F x (x 1 ). Keller's continuation scheme was employed e.g. in the recent study by Nold et al. 80 on wetting of a curved substrate.
In this study we employ a slightly different method, developed originally for systems of differential equations, the so-called Moore-Penrose algorithm, 88 where we define τ in Eq. (A2b) as the tangent vector to the curve x(l) at point x. Geometrically this choice of τ corresponds to the requirement that x is the point on the curve x(l) which is closest to X 0 . Unlike Keller's scheme, we have to solve simultaneously for τ as well as x, but this extra work is comparable to the work required to find the null space of Jacobian in Keller's method. The advantage, however, is that the estimate we obtain for τ is expected to be slightly more accurate. The convergence of both methods is schematically illustrated in Fig. 15 , which shows the point x i + 1 being obtained from the point x i .
We conclude the Appendix, by providing the Newton's
