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Abstract
Let p be a positive integer and G = (V,E) be a simple graph. A subsetD ⊆ V
is a p-dominating set if each vertex not in D has at least p neighbors in D. The
p-domination number γp(G) is the minimum cardinality among all p-dominating
sets ofG. The p-bondage number bp(G) is the cardinality of a smallest set of edges
whose removal from G results in a graph with a p-domination number greater
than the p-domination number of G. In this note we determine the 2-domination
number γ2 and 2-bondage number b2 for the grid graphs Gm,n = Pm × Pn for
2 ≤ m ≤ 4.
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1
1 Induction
Let G = (V (G), E(G)) be an undirected simple graph with vertex set V (G) and edge
set E(G). The open neighborhood and the degree of a vertex v ∈ V (G) are denoted by
NG(v) = {u | uv ∈ E(G)} and degG(v) = |NG(v)|, respectively. For a subset S ⊂ V (G),
the subgraph induced by V (G) \ S is denoted by G − S. For any B ⊆ E(G), we use
G − B to denote the subgraph with vertex set V (G) and edge set E(G) \ B. For
convenience, for x ∈ V (G) and uv ∈ E(G), we denote G − {x} and G − {uv} by
G− x and G− uv, respectively. In this paper, we follow [22, 23] for graph-theoretical
terminology and notation not defined here.
Let p be a positive integer. In [12, 13], Fink and Jacobson introduced the concept
of p-domination. A subset D of V (G) is a p-dominating set of G if for every vertex
v ∈ V (G), |D ∩ NG(v)| ≥ p. The p-domination number γp(G) is the minimum cardi-
nality among the p-dominating sets of G. Any p-dominating set of G with cardinality
γp(G) will be called a γp(G)-set. For any S, T ⊆ V (G), S p-dominates T in G if for
every vertex v ∈ T , |S ∩ NG(v)| ≥ p. Notice that the 1-dominating set is a classical
dominating set, and so γ1(G) = γ(G). The p-domination number has received much
research attention (see, for example, [1, 2, 5, 8, 10, 11]).
In particular, when p = 2, Fink and Jacobson [12] established γ2(T ) ≥ (n +
1)/2 for a tree T of order n and Blidia et al [3] showed γ2(G) ≤ (n + γ)/2 for a
graph of order n, minimum degree δ ≥ 2, and domination number γ. Since then,
the study on 2-domination number has received much attention (see, for example,
[3, 8, 9, 17–19, 28, 30, 32]).
As a measurement of the stability of p-domination in a graph under edge removal,
Lu and Xu [29] introduced the p-bondage number bp(G). The p-bondage number of G
is the minimum cardinality among all edge subsets B ⊆ E(G) such that γp(G− B) >
γp(G). The case p = 1 leads to the usual bondage number b(G), which is introduced
by Fink et al. [14] and further study for example in [4, 15, 20, 21, 25, 27, 31].
The notation [i] denotes the set {1, 2, · · · , i}. The Cartesian product Gm,n =
Pm × Pn of two paths is the grid graph with vertex set V (Gm,n) = [m] × [n], where
two vertices (i, j) and (i′, j′) are adjacent if and only if |i − i′| + |j − j′| = 1. Notice
that there are many research articles on the γp(Gm,n) for p = 1. In 1983, Jacobson and
Kinch [26] established the exact values of γ(Gm,n) for 2 ≤ m ≤ 4 which are the first
results on the domination number of grids. In 1993, Chang and Clark [6] found those
of γ(Gm,n) for m = 5 and 6. Fischer found those of γ(Gm,n) for m ≤ 21 (see Gonc¸alves
et al. [16]). Recently, Gonc¸alves et al. [16] finished the computation of γ(Gm,n) when
24 ≤ m ≤ n. In [24], the authors determined b1(Gm,n) for 2 ≤ m ≤ 4. Until now,
however, no research has been done on calculating the values of γp(Gm,n) and bp(Gm,n)
for p ≥ 2. In this paper, we will determine the values of γ2(Gm,n) and b2(Gm,n) for
2 ≤ m ≤ 4.
The rest of this paper is organized as follows. In Section 2, we give some lemmas
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and determine the 2-domination and 2-bondage numbers of G2,n. We determine the
2-domination and 2-bondage numbers of G3,n and G4,n in Section 3 and Section 4,
respectively.
2 Preliminaries
Lemma 1 Every 2-dominating set of a graph contains all vertices of degree one.
Throughout this paper, we will use the following notations. LetD be a 2-dominating
set D of Gm,n. For any j ∈ [n], let
Cj = {(i, j) | i ∈ [m]}, Cj(D) = D ∩ Cj and cj(D) = |Cj(D)|.
The sequences (C1(D),C2(D), · · · ,Cn(D)) and (c1(D), c2(D), · · · , cn(D)) will be called
2-dominating set and 2-domination number sequences of Gn,m, respectively. Since
0 ≤ cj(D) ≤ m for each j ∈ [n], let
Ni(D) = |{cj(D) | cj(D) = i, j ∈ [n]}|, where i = 0, 1, · · · , m.
Note that every vertex in C2(D) dominates exactly one vertex of C1, and so the
column C1 is 1-dominated by C1(D). With the symmetry of C1 and Cn, we have
Lemma 2 For any m,n ≥ 1, c1(D) ≥ ⌈
m
3
⌉ and cn(D) ≥ ⌈
m
3
⌉.
Lemma 3 Let m,n ≥ 3 and 2 ≤ j ≤ n − 1. If Cj(D) = {(i, j)} with i ∈ {1, 2, m −
1, m}, then cj−1(D) + cj+1(D) ≥ 2m− 3.
Proof. By the symmetry of Gm,n, we only need to prove the cases i = 1 and 2. Note
that Cj is 2-dominated by Cj−1(D) ∪ Cj(D) ∪ Cj+1(D) in Gm,n. So Cj−1 \ {(1, j −
1), (2, j − 1), (3, j − 1)} ⊆ D and Cj+1 \ {(1, j + 1), (2, j + 1), (3, j + 1)} ⊆ D.
If i = 1, then {(3, j−1), (3, j+1)} ⊆ D and |D∩{(2, j−1), (2, j+1)}| ≥ 1. Hence
cj−1(D) + cj+1(D) ≥ (m− 3) + (m− 3) + 2 + 1 = 2m− 3.
If i = 2, to 2-dominate (3, j), |D ∩ {(3, j − 1), (3, j + 1)}| ≥ 1. Since (1, j) /∈ D,
to 2-dominate (1, j − 1) and (1, j + 1), we have |D ∩ {(1, j − 1), (2, j − 1)}| ≥ 1 and
|D ∩ {(1, j + 1), (2, j + 1)}| ≥ 1. Thus
cj−1(D) + cj+1(D) ≥ (m− 3) + (m− 3) + 1 + 1 + 1 = 2m− 3.
The lemma follows.
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For any 2-dominating set D of Gm,n, if there is some j ∈ [n] with cj(D) = 0, then
cj−1(D) = cj+1(D) = m. This forces
N0(D) ≤
{
0 if Nm(D) = 0;
Nm(D)− 1 if Nm(D) ≥ 1.
(2.1)
Lemma 4 If Gm,n contains a γ2(Gm,n)-set S with N0(S) 6= 0, then there must be
another γ2(Gm,n)-set D such that N0(D) = 0 and Nm(D) 6= 0.
Proof. From (2.1) and N0(S) 6= 0, we know that Nm(S) − N0(S) ≥ 1. Denote
min{j | cj(S) = 0, j ∈ [n]} by t. To 2-dominate Ct, ct−1 = m and ct+1 = m, and so
t ≥ 2. By the choice of t, we must have Ct−2 6= ∅ (if t ≥ 3), and let (i, t − 2) ∈ Ct−2.
Clearly, subset S1 = (S\{(i, t−1)})∪{(i, t)} is a γ2(Gm,n)-set with N0(S1) = N0(S)−1
and Nm(S1) = Nm(S)−1. By using recursively the above operation N0(S)−1 times, we
can obtain a γ2(Gm,n)-set D from S1, and D satisfies that N0(D) = N0(S)−N0(S) = 0
and Nm(D) = Nm(S)−N0(S) ≥ 1. The result holds.
Applying the above lemmas, the values of γ2(G2,n) and b2(G2,n) can be easily
obtained.
Theorem 5 For any positive integer n ≥ 2, γ2(G2,n) = n and b2(G2,n) = 1.
Proof. We first prove γ2(G2,n) = n. Note that vertex subset
S =
{
∪ki=1{(2i− 1, 1), (2i, 2)} if n = 2k
∪ki=1{(2i− 1, 1), (2i, 2)} ∪ {(n, 1)} if n = 2k + 1
is a 2-dominating set of G2,n. So γ2(G2,n) ≤ |S| = n.
Let D be a γ2(G2,n)-set, then N1(D)+2N2(D) = |D| = γ2(G2,n) ≤ n and N0(D)+
N1(D)+N2(D) = n. This forces N2(D) ≤ N0(D). By (2.1), N0(D) = N2(D) = 0, and
so the 2-domination number sequence
(c1(D), c2(D), · · · , cn(D)) = (1, 1, · · · , 1).
Hence γ2(G2,n) = N1(D) = n. By the arbitrariness of D, all domination number
sequences of G2,n is (1, 1, · · · , 1).
Next we prove b2(G) = 1. Let H = G2,n − (1, 1)(2, 1) and D
′ be a γ2(H)-set. By
Lemma 1, (1, 1) ∈ D′ and (2, 1) ∈ D′ since (1, 1) and (2, 1) are two vertices with degree
one in H . Since D′ is a 2-dominating set of G2,n with c1(D
′) = 2, we know that D′
isn’t a γ2(G2,n)-set, and so γ2(H) = |D
′| > γ2(G2,n), which implies b2(G2,n) = 1.
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3 The grid graphs G3,n
In this section, we will propose the values of γ2(G3,n) and b2(G3,n). We will construct
2-dominating set of G3,n by concatenating the blocks A1, A2 and A3 of Figure 1, where
the concept of concatenation was introduced by Chang et al. in [6, 7].
t
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t
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t
t
t
A2
Figure 1: Blocks A1, A2 and A3 for constructing 2-dominating sets of G3,n
We explain the meaning of concatenation by an example: if we concatenate the
3×3 block A3 and the 3×2 block A2 then we obtained the 3×5 block A3A2 of Figure
2. For t ≥ 0, we use (A3A2)
t = (A3A2)(A3A2) · · · (A3A2) to denote the concatenation
of A3A2 with itself t times.
t
t
t
t t
t
t
A3A2
Figure 2: Block A3A2 by concatenating A3 and A2
Clearly, the r+1 black vertices in Ar constitute a 2-dominating set of G3,r for each
r ∈ {1, 2, 3}. So the set of black vertices in A3A2 is a 2-dominating set of G3,5 we wish
to construct.
Theorem 6 For any positive integer n ≥ 1, γ2(G3,n) = ⌈
4n
3
⌉.
Proof. If n = 1, 2 or 3, then it is trivial by the definition of γ2(G)-set. In the following,
assume that n ≥ 4.
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Let n = 3k + r, where 1 ≤ r ≤ 3. Clearly, the set of black vertices in (A3)
kAr is a
2-dominating set of G3,n, and so γ2(G3,n) ≤ 4k + (r + 1) = ⌈
4n
3
⌉.
Let D be a γ2(G3,n)-set. We consider two cases.
Case 1 N0(D) = 0. Then we have
N1(D) +N2(D) +N3(D) = n (3.2)
and
N1(D) + 2N2(D) + 3N3(D) = |D| = γ2(G3,n) ≤ ⌈
4n
3
⌉, (3.3)
and so N1(D) ≥ 1. Let j ∈ [n] be an integer with cj(D) = 1. If j = 1, to 2-dominate
C1, we have c2(D) ≥ 2; If j = n, then cn−1(D) ≥ 2 by the symmetry of C1 and Cn;
If 2 ≤ j ≤ n − 1, by Lemma 3, at least one of cj−1(D) ≥ 2 and cj+1(D) ≥ 2 is true,
that is, there are at most two 1’s between two adjacent a’s and b’s in the 2-domination
number sequence (c1(D), c2(D), · · · , cn(D)), where a ∈ {2, 3} and b ∈ {2, 3}. Hence
N1(D) ≤ 1 + 2[(N2(D) +N3(D))− 1] + 1 = 2(N2(D) +N3(D)). (3.4)
Combined with (3.2), (3.3) and (3.4), we must have
⌈4n
3
⌉ ≥ γ2(G3,n) = N1(D) + 2N2(D) + 3N3(D)
= n+ 1
3
[2(N2(D) +N3(D)) +N2(D) +N3(D)] +N3(D)
≥ n + 1
3
(N1(D) +N2(D) +N3(D)) +N3(D)
= 4n
3
+N3(D),
which implies γ2(G3,n) = ⌈
4n
3
⌉ and N3(D) = 0.
Case 2 N0(D) 6= 0. By Lemma 4, G3,n contains a γ2(G3,n)-set S with N0(S) = 0 and
N3(S) 6= 0. By N0(S) = 0 and Case 1, we must have N3(S) = 0, which contradicts
with N3(S) 6= 0. This completes the proof.
From the proof of Theorem 6, we can know that for any γ2(G3,n)-set D, N0(D) =
N3(D) = 0, that is, cj(D) = 1 or 2 for each j ∈ [n].
Theorem 7 For any positive integer n ≥ 2,
b2(G3,n) =
{
2 if n ≡ 1 (mod 3)
1 otherwise.
Proof. It is trivial for n = 2 or 3. In the following, assume that n ≥ 4, and let
n = 3k + r, 1 ≤ r ≤ 3. We consider two cases.
Case 1 r = 3 or 2.
Let G = G3,n − e and S be a γ2(G)-set, where e = (1, 1)(1, 2). Clearly, S is a 2-
domination of G3,n. In the following we will show S isn’t a γ2(G3,n)-set, which implies
b2(G3,n) = 1.
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Supposed that S is a γ2(G3,n)-set, then we must have
N2(S) = ⌈
n
3
⌉ = k + 1
and
N1(S) = |S| − 2N2(S) = ⌈
4n
3
⌉ − 2(k + 1) = (4k + r + 1)− 2k − 2 = 2k + r − 1.
By Lemma 1, we have (1, 1) ∈ S and |{(2, 1), (3, 1)} ∩ S| ≥ 1 since degG((1, 1)) = 1
and degG((3, 1)) = 2, and so c1(S) = |C1 ∩ S| ≥ 2. By Lemma 3 and N2(S) = k + 1,
N1(S) is at most 2(N2(S) − 1) + 1 (= 2k + 1) in the domination number sequence
(c1(S), c2(S), · · · , cn(S)).
When r = 3, N1(S) = 2k + 2 > 2(N2(S) − 1) + 1 contradicts with N1(S) ≤
2(N2(S)− 1) + 1.
When r = 2, N1(S) = 2(N2(S) − 1) + 1 = 2k + 1, and so (c1(S), c2(S), c3(S)) =
(2, 1, 1). Since degG((1, 2)) = 2, we have either (1, 2) ∈ S or {(2, 2), (1, 3)} ⊆ S. If
(1, 2) ∈ S, then C2 = {(1, 2)}. To 2-dominate (3, 2), (3, 1) ∈ S and (3, 3) ∈ S. Thus
C1 = {(1, 1), (3, 1)}, C2 = {(1, 2)} and C3 = {(3, 3)}. Clearly, S cannot 2-dominate
vertex (2, 2) in G3,n, a contradiction. If {(2, 2), (1, 3)} ⊆ S, then C2 = {(2, 2)} and
C3 = {(1, 3)}. It is obvious that vertex (3, 3) cannot be 2-dominated by S in G3,n, a
contradiction.
Case 2 r = 1.
We first show that b2(G3,n) ≥ 2, that is γ2(G3,n − e) = γ2(G3,n) for any e =
(i, j)(i′, j′) ∈ E(G3,n). By the symmetry of G3,n, assume 1 ≤ i ≤ 2 and 1 ≤ j ≤ ⌊
n
2
⌋.
Let t = ⌊ j
3
⌋. Note that the set of black vertices, denoted by D′, in block (A3)
tA1(A3)
k−t
is a γ2(G3,n)-set satisfying one end of edge e is in D
′ and another end is dominated by
at least three vertices of D′. That is to say, D′ is also 2-dominating set of G3,n − e.
So we can obtain γ2(G3,n− e) = γ2(G3,n) from that G3,n− e is a spanning subgraph of
G3,n.
To the end, we merely prove b2(G3,n) ≤ 2. Let e1 = (1, 1)(2, 1), e2 = (2, 1)(3, 1)
and H = G3,n − {e1, e2}. Let S be a γ2(H)-set, then S is a 2-dominating set of G3,n.
By Lemma 1 and degH((1, 1)) = degH((2, 1)) = degH((3, 1)) = 1, S contains vertices
(1, 1), (2, 1) and (3, 1). Thus c1(S) = 3, and so S isn’t a γ2(G3,n)-set. This forces
γ2(H) = |S| > γ2(G3,n), which implies b2(G3,n) ≤ 2. The proof is completed.
4 The grid graphs G4,n
In this section, we will present the values of the 2-domination and 2-bondage numbers
of G4,n. Throughout this section n ≥ 3.
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Figure 3: Blocks B1, B2, B3 and B4 for constructing 2-dominating set of G4,n
To construct the 2-dominating set of G4,n, we need the following four blocks of
Figure 3.
For each i ∈ [4], it is obvious that the squared vertices cannot be 2-dominated but
can be 1-dominated by the black vertices in Bi of Figure 3. Thus it is easy to see that
the set of black vertices, denoted by Dn, in the block Tn is a 2-dominating set of G4,n,
where the block
Tn =


B1(B3B4)
k
2B2B1 if n = 4k + 3 and k is even
B1(B3B4)
k
2B2B1B2 if n = 4k + 4 and k is even
B1(B3B4)
k
2B2B1B2B1 if n = 4k + 5 and k is even
B1(B3B4)
k
2B2B1B2B1B2 if n = 4k + 6 and k is even
B1(B3B4)
k−1
2 B3B2B1 if n = 4k + 3 and k is odd
B1(B3B4)
k−1
2 B3B2B1B2 if n = 4k + 4 and k is odd
B1(B3B4)
k−1
2 B3B2B1B2B1 if n = 4k + 5 and k is odd
B1(B3B4)
k−1
2 B3B2B1B2B1B2 if n = 4k + 6 and k is odd
and
|Dn| =


2 + 14 · k/2 + 2 · 2 if n = 4k + 3 and k is even
2 + 14 · k/2 + 3 · 2 if n = 4k + 4 and k is even
2 + 14 · k/2 + 4 · 2 if n = 4k + 5 and k is even
2 + 14 · k/2 + 5 · 2 if n = 4k + 6 and k is even
2 + 14 · (k − 1)/2 + 7 + 2 · 2 if n = 4k + 3 and k is odd
2 + 14 · (k − 1)/2 + 7 + 3 · 2 if n = 4k + 4 and k is odd
2 + 14 · (k − 1)/2 + 7 + 4 · 2 if n = 4k + 5 and k is odd
2 + 14 · (k − 1)/2 + 7 + 5 · 2 if n = 4k + 6 and k is odd
= ⌈
7n + 3
4
⌉.
Hence we have γ2(G4,n) ≤ |Dn| = ⌈
7n+3
4
⌉.
Theorem 8 For any positive integer n ≥ 3, γ2(G4,n) = ⌈
7n+3
4
⌉.
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Proof. For n ∈ {3, 4, 5, 6}, we can check straight that the result is true. In the
following, assume that n ≥ 7. We merely prove that γ2(G4,n) ≥ ⌈
7n+3
4
⌉.
By Lemma 4, G4,n must contain at least one γ2(G4,n)-set with N1 = 0. So we can
choose a γ2(G4,n)-set D from V (G4,n) such that N0(D) = 0 and N2(D) is as large as
possible. Then we have
N1(D) +N2(D) +N3(D) +N4(D) = n (4.5)
and
N1(D) + 2N2(D) + 3N3(D) + 4N4(D) = |D| = γ2(G4,n) ≤ ⌈
7n+ 3
4
⌉. (4.6)
Claim 1 c1(D) = c2(D) = cn−1(D) = cn(D) = 2.
Proof of Claim 1. By the symmetry of G4,n, we merely prove c1(D) = c2(D) = 2.
Supposed that c1(D) 6= 2 or c2(D) 6= 2, then we have either c1(D) = 3 and c2(D) = 1
or c1(D) + c2(D) ≥ 5 by Lemma 2 and the definition of D.
If c1(D) = 3 and c2(D) = 1, then we can replace one vertex of C1(D) by one of
C2 \ C2(D) and get a new γ2(G4,n)-set, denoted by S1, which satisfies N0(S1) = 0 and
N2(S1) ≥ N2(D) + 2. This is a contradiction with the choice of D.
If c1(D) + c2(D) ≥ 5 and c3(D) = 1, then there exists a γ2(G4,n)-set S2 such that
c1(S2) = c2(S2) = c3(S2) = 2, C3(S2) ⊇ C3(D) and Cj(S2) = Cj(D) (4 ≤ j ≤ n). Since
N0(S2) = 0 and N2(S2) > N2(D), we get a contradiction with the choice of D.
If c1(D) + c2(D) ≥ 5 and c3(D) ≥ 2, then we can obtain a new 2-dominating
set S3 of G4,n from D by replacing C1(D) and C2(D) by two vertices in C1 and C2,
respectively. Obviously, that |S3| < |D| = γ2(G4,n) is a contradiction. This completes
the proof of the claim.
Delete all 2’s from the sequence (c1(D), c2(D), · · · , cn(D)), we can obtain some
subsequences, denoted by S1, · · · ,Sh, each of which consists of 1, 3 or 4. Notice that
there exists at least one 2’s between two adjacent subsequences. By Claim 1, we have
N2(D) ≥ 2 + (h− 1) + 2 = h + 3. (4.7)
For any i ∈ [h], we use ℓ1i , ℓ
2
i and ℓ
3
i to denote the numbers of 1’s, 3’s and 4’s in Si,
respectively. By Lemma 3, we must have ℓ3i + ℓ
4
i ≥ 1 and ℓ
1
i ≤ ℓ
3
i + ℓ
4
i + 1, and so
N1(D) = Σ
h
i=1ℓ
1
i ≤ Σ
h
i=1(ℓ
3
i + ℓ
4
i + 1) = N3(D) +N4(D) + h (4.8)
and
N3(D) +N4(D) = Σ
h
i=1(ℓ
3
i + ℓ
4
i ) ≥ h. (4.9)
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From (4.5)-(4.9), we know that
⌈7n+3
4
⌉ ≥ N1(D) + 2N2(D) + 3N3(D) + 4N4(D)
= n +N2(D) + 2(N3(D) +N4(D)) +N4(D)
≥ n+ (h + 3) + 2h +N4(D)
= 3h+ n + 3 +N4(D),
which implies h ≤ 1
3
⌈3n+3
4
⌉ − 1− 1
3
N4(D), and so
⌈7n+3
4
⌉ ≥ γ2(G4,n) = N1(D) + 2N2(D) + 3N3(D) + 4N4(D)
= 2n+ (N3(D) +N4(D)−N1(D)) +N4(D)
≥ 2n− h+N4(D)
≥ 2n− 1
3
⌈3n+3
4
⌉+ 1 + 4
3
N4(D)
= ⌈7n+3
4
⌉+ 4
3
N4(D)−


1/3 if n ≡ 0 (mod 4)
2/3 if n ≡ 1 (mod 4)
1 if n ≡ 2 (mod 4)
0 if n ≡ 3 (mod 4)
.
This forces N4(D) = 0 and ⌈
7n+3
4
⌉ − 1 ≤ γ2(G4,n) ≤ ⌈
7n+3
4
⌉. Supposed that γ2(G4,n) =
⌈7n+3
4
⌉ − 1, then n ≡ 2 (mod 4), N3(D) − N1(D) = −h and h =
1
3
⌈3n+3
4
⌉ − 1 (which
forces N2(D) = h+ 3 and N3(D) = h), Hence
n = N1(D) +N2(D) +N3(D) = 2h+ (h+ 3) + h = 4h+ 3,
which is a contradiction with n ≡ 2 (mod 4). Thus γ2(G4,n) = ⌈
7n+3
4
⌉.
Theorem 9 For any positive integer n ≥ 7,
b2(G4,n) =
{
1 if n ≡ 3 (mod 4)
2 otherwise.
Proof. Since n ≥ 7, there are two integers k ≥ 1 and r ∈ {3, 4, 5, 6} such that
n = 4k + r. We consider the following two cases.
Case 1. n = 4k + 3.
Let e = (2, 3)(3, 3) and G = G4,n − e. We will prove γ2(G) > γ2(G4,n), and so
b2(G4,n) = 1.
Let D be a γ2(G)-set such that N0(D) = 0 and N2(D) is as large as possible. An
argument similar to that described in Claim 1 of Theorem 8 shows c1(D) = c2(D) = 2.
Denote G− C1 by G
′, then G′ ∼= G4,4k+2 − (2, 2)(3, 2).
Subcase 1.1 D ∩ V (G′) is a 2-dominating set of G′. By Theorem 8, we must have
γ2(G) = c1(D) + |D ∩ V (G
′)|
≥ 2 + γ2(G
′)
≥ 2 + γ2(G4,4k+2) = 2 + ⌈
7(4k+2)+3
4
⌉ = 7k + 7
> 7k + 6 = γ2(G4,4k+3)
= γ2(G4,n).
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Subcase 1.2 D ∩ V (G′) isn’t a 2-dominating set of G′.
If |D ∩ {(1, 3), (2, 3)}| ≥ 1 and |D ∩ {(3, 3), (4, 3)}| ≥ 1, then there exist C ′1 ⊆ C1
and C ′2 ⊆ C2 with |C
′
1| = |C
′
1| = 2 such that
D′ = C ′1 ∪ C
′
2 ∪ C3(D) ∪ · · · ∪ Cn(D)
is a new γ2(G)-set and D
′ ∩ V (G′) is a 2-dominating set of G′. By Subcase 1.1,
γ2(G) = |D
′| > γ2(G4,n).
If |D∩{(1, 3), (2, 3)}| = 0 or |D∩{(3, 3), (4, 3)}| = 0, without loss of generality, say
|D ∩ {(3, 3), (4, 3)}| = 0, then, to 2-dominate C1, C2 and C3, C1(D) ∪ C2(D) ∪ C3(D)
must be the set of black vertices in Figure 4.
t
t t
t
t
t
(1, 1)
(4, 1)
Figure 4: C1(D) ∪ C1(D) ∪ C1(D) is the set of black vertices
An argument similar to that described in the proof of Theorem 8 shows that Ni(D)
(1 ≤ i ≤ 4) meets (4.5), (4.8), (4.9) and N2(D) ≥ 3 + (h− 1) + 2 = h+ 4 (h is defined
in the proof of Theorem 8). Hence
γ2(G) = Σ
4
i=1iNi(D) = n+N2(D) + 2(N3(D) +N4(D)) +N4(D)
≥ n+ (h+ 4) + 2h+N4(D)
= 3h+ n+ 4 +N4(D),
and so
γ2(G) = Σ
4
i=1iNi(D) = 2n+ (N3(D) +N4(D)−N1(D)) +N4(D)
≥ 2n− h+N4(D)
≥ 2n− 1
3
(γ2(G)− n− 4−N4(D)) +N4(D)
= 7n+4
3
+ 4
3
N4(D)−
1
3
γ2(G).
This forces
γ2(G) ≥ ⌈
7n+4
4
+N4(D)⌉ = 7k + 7 +N4(D) > 7k + 6 = γ2(G4,n).
Case 2. n = 4k + r, r ∈ {4, 5, 6}.
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We first show that b2(G4,n) > 1, that is, we will prove γ2(G4,n − e) = γ2(G4,n) for
any edge e ∈ E(G4,n). Let e = (i, j)(i
′, j′) and H = G4,n−e. By the symmetry of G4,n,
we assume that i = 1, 2 and 1 ≤ j ≤ ⌊n
2
⌋.
Recalled the definitions of T4k+3 and D4k+3, we know that the set D4k+3 of black
vertices in block
T4k+3 =
{
B1(B3B4)
k
2B2B1 if k is even
B1(B3B4)
k−1
2 B3B2B1 if k is odd
is a γ2(G4,4k+3)-set by Theorem 8, and we can construct an edge subset E4k+3 of G4,4k+3
as follows:
E4k+3 = {xy ∈ E(G4,4k+3) | x ∈ D4k+3, y /∈ D4k+3 and |NG4,4k+3(y) ∩D4k+3| = 2}.
Illustrations of the block T4k+3, the γ2(G4k+3)-set D4k+3 and the constructed edge
subset E4k+3 are shown in Figure 5.
· · ·
(1, 1)
(4, 1)
(1, 4k + 3)
(4, 4k + 3)
t
t
t
t
t
t
t
t
t
t
t
t
t
t
t
t
t
t
t
t
t
t
t
t
t
t
t
t
t
t
t
t
t
t
❜
❜
❜
❜
(a) When k is even
· · ·
(1, 1)
(4, 1)
(1, 4k + 3)
(4, 4k + 3)
t
t
t
t
t
t
t
t
t
t
t
t
t
t
t
t
t
t
t
t
t
t
t
t
t
t
t
t
t
t
t
t
t
t
t
t
t
t
t
t
t
❜
❜
❜
❜
(b) When k is odd
Figure 5: Illustrations of the block T4k+3, the subset D4k+3 composed of all black vertices and the
edge subset E4k+3 consisting of all black edges
Obviously, for any e /∈ E4k+3, D4k+3 is still a 2-dominating set of G4,4k+3− e. Note
that G4,4k+3 is an induced subgraph of G4,n. So E4k+3 ⊆ E(G4,n). By the definitions
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of D4k+3 and Dn, D4k+3 ⊆ Dn, and so Dn is also a 2-dominating set of H = G4,n − e.
This implies γ2(H) = γ2(G4,n). In the following, let e ∈ E4k+3. As assuming that
e = (i, j)(i′, j′) satisfies i = 1, 2 and 1 ≤ j ≤ ⌊n
2
⌋, we merely consider four cases.
If e = (1, 1)(2, 1), then it is easy to see that
D′n = (Dn \ {(2, 1), (1, 2)}) ∪ {(1, 1), (2, 2)}
is a 2-dominating set of H and γ2(H) ≤ |D
′
n| = |Dn| = γ2(G4,n), which implies
γ2(H) = γ2(G4,n).
If e = (1, 1)(1, 2), then it is obvious that
D′n = (Dn \ {(2, 1)}) ∪ {(1, 1)}
is a 2-dominate of H with |D′n| = |Dn| = γ2(G4,n). So γ2(H) = γ2(G4,n).
If e = (i, j)(i+ 1, j) and j ≥ 2, then obviously edge (i, j − 1)(i+ 1, j − 1) /∈ E4k+3
by Figure 5. Hence for n = 4k + r (4 ≤ r ≤ 6), the set of black vertices in the block
T ′n =


B2T4k+3 if r = 4
B2T4k+3B2 if r = 5
B2T4k+3B2B1 if r = 6
is a 2-dominating set of H with cardinality
γ2(G4,4k+3) +


2 if r = 4
4 if r = 5
6 if r = 6
= ⌈
7n + 3
4
⌉ = γ2(G4,n).
If e = (i, j)(i, j+1) and j ≥ 2, then we can find edge (5− i, j)(5− i, j+1) /∈ E4k+3
by observing Figure 5. For n = 4k + r and r ∈ {4, 5, 6}, since the black vertex set Dn
in the block Tn is a γ2(G4,n)-set by Theorem 8, set
D′n = {(i, j) | (5− i, j) ∈ Dn}
2-dominate H , and so γ2(H) = |D
′
n| = |Dn| = γ2(G4,n).
To the end, we only need to prove that b2(G4,n) ≤ 2. Let
e1 = (1, 5)(1, 6), e2 = (4, 5)(4, 6) and L = G4,n − {e1, e2}.
We will show γ2(L) > γ2(G4,n), and so b2(G4,n) ≤ 2. Denote the subgraph L−∪
5
j=1Cj
by L1.
Let S be a γ2(L)-set such that N0(S) = 0 and N2(S) is as large as possible. An
argument similar to that described in Claim 1 of Theorem 8 shows c1(S) = c2(S) = 2.
Since degL((1, 5)) = degL((4, 5)) = 2, to 2-dominate (1, 5) and (4, 5), we have
|S ∩ {(1, 5), (2, 5)}| ≥ 1 and |S ∩ {(3, 5), (4, 5)}| ≥ 1,
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which implies c5(S) ≥ 2. By Lemma 3, if c3(S) = 1 (resp. c4(S) = 1) then c2(S) +
c3(S) + c4(S) ≥ 6 (resp. c3(S) + c4(S) + c5(S) ≥ 6). Hence we have
c1(S) + c2(S) + c3(S) + c4(S) + c5(S) ≥ 10.
If S ∩ V (L1) is a 2-dominating set of L1, then by L1 ∼= G4,n−5, we have
γ2(L) = |S| =
∑5
j=1 cj(S) + |S ∩ V (L1)|
≥ 10 + ⌈7(n−5)+3
4
⌉
> ⌈7n+3
4
⌉
= γ2(G4,n).
If S ∩ V (L1) isn’t a 2-dominating set of L1, then at least one of (2, 6) and (3, 6)
can’t be 2-dominated by S ∩ V (L1). Since
|S ∩ {(1, 6), (2, 6)}| ≥ 1 and |S ∩ {(3, 6), (4, 6)}| ≥ 1
by degL((1, 6)) = degL((4, 6)) = 2, we must have
S ∩ {(1, 6), (2, 6)} = {(1, 6)} and S ∩ {(3, 6), (4, 6)} = {(4, 6)}.
Thus set
{(2, 1), (3, 1)} ∪ {(1, 2), (4, 2)} ∪ {(2, 3), (3, 3)} ∪ {(1, 4), (4, 4)}
∪{(2, 5), (3, 5)} ∪ (S ∩ V (L1))
is also a 2-dominating set of L and set
{(2, 5), (3, 5)} ∪ (S ∩ V (L1))
is a 2-dominating set of subgraph G4,n−∪
4
j=1Cj. Note that G4,n−∪
4
j=1Cj is isomorphic
to G4,n−4. Hence by Theorem 8, we must have
γ2(L) = |S| =
∑5
j=1 cj(S) + |S ∩ V (L1)|
≥ 10 + |S ∩ V (L1)|
= 8 + |{(2, 5), (3, 5)} ∪ (S ∩ V (L1))|
≥ 8 + ⌈7(n−4)+3
4
⌉
= ⌈7n+3
4
⌉ + 1
> γ2(G4,n).
The proof of the theorem is completed.
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