We compute, for each genus g ≥ 0, the generating function Lg ≡ Lg(t; p1, p2, . . . ) of (labelled) bipartite maps on the orientable surface of genus g, with control on all face degrees. We exhibit an explicit change of variables such that for each g, Lg is a rational function in the new variables, computable by an explicit recursion on the genus. The same holds for the generating function Fg of rooted bipartite maps. The form of the result is strikingly similar to the Goulden/Jackson/Vakil and Goulden/Guay-Paquet/Novak formulas for the generating functions of classical and monotone Hurwitz numbers respectively, which suggests stronger links between these models. Our result complements recent results of Kazarian and Zograf, who studied the case where the number of faces is bounded, in the equivalent formalism of dessins d'enfants. Our proofs borrow some ideas from Eynard's "topological recursion" that he applied in particular to even-faced maps (unconventionally called "bipartite maps" in his work). However, the present paper requires no previous knowledge of this topic and comes with elementary (complex-analysisfree) proofs written in the perspective of formal power series.
Introduction
A map of genus g ≥ 0 is a graph embedded into the g-torus (the sphere with g handles attached), in such a way that the connected components the complement of the graph are simply connected. See Section 2.1 for complete definitions. The enumeration of maps is a classical topic in combinatorics, motivated both from the beautiful enumerative questions it unveils, and by its many connections with other areas of mathematics, see e.g. [LZ04] . The enumeration of planar maps (when the underlying surface is the sphere) was initiated by Tutte who showed [Tut63] that the generating function Q 0 (t) of rooted planar maps by the number of edges is an algebraic function given by: Q 0 (t) = s(4 − s)/3 where s = 1 + 3ts 2 .
The enumeration of planar maps has since grown into an enormous field of research on its own, out of the scope of this introduction, and we refer to [Sch] for an introduction and references. The enumeration of maps on surfaces different from the sphere was pioneered by Bender and Canfield, who showed [BC91] that for each g ≥ 1, the generating function Q g (t) of rooted maps embedded on the g-torus (see again Section 2.1 for definitions) is a rational function of the parameter s defined in (1). For example, for the torus, one has Q 1 (t) = 2 . This deep and important result was the first of a series of rationality results established for generating functions of maps or related combinatorial objects on higher genus surfaces. Gao [Gao93] proved several rationality results for the generating functions of maps with prescribed degrees using a variant of the kernel method (see Remark 3.1 for a comment about this). Later, Goulden, Jackson and Vakil [GJV01] proved a rationality statement for the generating functions of Hurwitz numbers (an algebraic model having many connections with map enumeration) relying on deep algebraic results [ELSV01] . More recently, Goulden, Guay-Paquet, and Novak [GGPN13] introduced a variant called monotone Hurwitz numbers, for which they proved a rationality statement very similar to the one of [GJV01] . We invite the reader to compare our main result (Theorem 2.1) with [GJV01, Thm. 3 .2] and [GGPN13, Thm. 1.4] (see also [GGPN13, Sec. 1.5]). The analogy between those results is striking and worth further investigation.
In parallel to this story, mathematical physicists have developed considerable tools to attack problems of map enumeration, motivated by their many connections with high energy physics, and notably matrix integrals (see e.g. [LZ04, Chapter 5] ). Among them, the topological recursion is a general framework developed by Eynard and his school [Eyn, EO09] , that gives, in a universal way, the solution to many models related to map enumeration and algebraic geometry, see [EO09] . In his book [Eyn, Chap. 3 ], Eynard applies this technique to the enumeration of maps on surfaces, and obtains in particular a rationality theorem for generating functions of even maps, i.e., maps with faces of even degrees (that he, unconventionally, calls "bipartite" maps, although the two models are different). The proofs in these references use a complexanalytic viewpoint, and are often not easy to read for the pure combinatorialist, especially given the fact that they are published in the mathematical physics literature.
The main purpose of the present paper is to establish a rationality theorem for bipartite maps, which is a very natural and widely considered model of maps from both the topological and combinatorial viewpoint, see Section 2.1. Our proof recycles two ideas of the topological recursion, however previous knowledge of the latter is not required, and our proofs rely only on a concrete viewpoint on Tutte equations and on formal power series. We hope to make some of the key ideas of the topological recursion more accessible to pure combinatorialists, using a language that enables an easier comparison with the traditional combinatorial approaches. To be precise, the two crucial steps that are directly inspired from the topological recursion, and that differ from traditional kernel-like methods often used by combinatorialists are Proposition 3.6 and Theorem 3.9. Once these two results are proved (with a formal series viewpoint), an important part of the work deals then with making explicit the auxiliary variables that underlie the rationality statements (the "Greek" variables in Theorem 2.1 below). This is done in Sections 4 and 5. Finally, the proof of the "integration step" needed to prove our statement in the labelled case (Theorem 2.1) from the rooted case (Theorem 2.3) is an ad hoc proof, partly relying on a bijective insight from [Cha09] , see Section 6. This approach has the advantage of giving a partial combinatorial interpretation to the absence of logarithm in generating functions of unrooted maps in genus higher than 1 (Theorem 2.1).
Bipartite maps have been considered before in the literature. The first author studied them by bijective methods [Cha09] , and obtained rationality statements that are weaker than the ones we obtain with generating functions here. More recently, Kazarian and Zograf [KZ14] , using a variant of the topological recursion, proved a polynomiality statement for the generating functions of bipartite maps with finitely many faces (these authors deal with dessins d'enfants rather than bipartite maps, but the two models are equivalent, see [LZ04, Chap. 1]). On the contrary our main result covers the case of arbitrarily many faces, which is more general. Indeed, not only does it prove that each fixed-face generating functions is a polynomial in our chosen set of parameters (by a simple derivation), but it also gives a very strong information on the mutual dependency of these different generating functions. Note however that [KZ14] keeps track of one more variable (keeping control on the number of vertices of each color in their expressions). It is probably possible to unify the two results together.
To finish this introduction, and to prevent a misunderstanding, we mention that the generating functions of bipartite maps of all genera can be collected into a grand generating function that is known to be a Tau-function of the KP (and even 2-Toda) hierarchy, see e.g. [GJ08] . This fact does not play any role in the present paper, and we do not know how to use it to study the kind of questions we are interested in here. However, if this was possible, this could lead to recurrence formulas to compute the generating functions that would be more efficient than the ones we obtain here, as was done so far only in the two very special cases of triangulations [GJ08] and bipartite quadrangulations [CC15] . This paper is organized as follows. In Section 2, we give necessary definitions and notation, and we state the main results (Theorems 2.1 and 2.3). In Section 3 we write the Tutte/loop equation, and we admit a list of propositions and lemmas, without proof, that enable us to prove Theorem 2.3. The proofs of these admitted propositions and lemmas are fully given in Section 4 and Section 5. Finally, Section 6 gives the proof of Theorem 2.1, and Section 7 collects some final comments. Acknowledgements: Both authors thank Mireille Bousquet-Mélou for interesting discussions and comments.
2 Surfaces, maps, and the main results 2.1 Surfaces, maps.
In this paper, a surface is a connected, compact, oriented 2-manifold without boundary, considered up to oriented homeomorphism. For each integer g ≥ 0, we let S g be g-torus, that is obtained from the 2-sphere S 0 by adding g handles. Hence S 1 is the torus, S 2 is the double torus, etc. By the theorem of classification, each surface is homeomorphic to one of the surfaces S g for some g ≥ 0 called its genus.
A map is a graph G (with loops and multiple edges allowed) properly embedded into a surface S, in such a way that the connected components of S \ G, called faces, are topological disks. The genus of a map is the genus of the underlying surface. A map is bipartite if vertices of its underlying graph are coloured in black and white such that there is no monochromatic edge. Note that a bipartite map may have multiple edges but no loops. A map is rooted if an edge (called the root edge) is distinguished and oriented. The origin of the root edge is the root vertex, and the face incident to the right of the (oriented) root edge is the root face. By convention the root vertex of a bipartite map is always coloured white. We consider rooted maps up to oriented homeomorphisms preserving the root edge and its orientation. The degree of a vertex in a bipartite map is its degree in the underlying multigraph, i.e. the number of edges incident to it, with multiplicity. The degree of a face in a bipartite map is the number of edges bounding this face, counted with multiplicity. Because colors alternate along an edge, the degree of faces in a bipartite map are all even numbers 1 . If a bipartite map has n edges, the sum of all face-degrees is equal to 2n, and the sum of all vertex-degrees of each given color is equal to n.
From the algebraic viewpoint (and for the comparison with Hurwitz numbers as defined in [GJV01, GGPN13] ), it is sometimes convenient to consider a variant of rooted maps called labelled maps. A labelled bipartite map of size n is a bipartite map with n edges equipped with a labelling of its edges from 1 to n such that its root edge receives label 1. There is a 1-to-(n − 1)! correspondence between rooted bipartite maps and labelled bipartite maps of size n. Given a labelled bipartite map, one can define two permutations σ • and σ • in S n whose cycles record the counter-clockwise ordering of edges around white and black vertices, respectively. See Figure 1 . This is a bijection between labelled bipartite maps of size n and pairs (σ • , σ • ) of permutations in S n such that the subgroup σ • , σ • ⊂ S n acts transitively on [1 . . . n]. In this correspondence, cycles of σ • , σ • , and σ • σ • are in natural correspondence with white vertices, black vertices, and faces, and the lengths of these cycles correspond to degrees (for vertices) and half-degrees (for faces). The genus g of the underlying surface is related to the number of cycles of the three permutations σ • , σ • and σ • σ • by Euler's formula:
Notation for series and changes of variables
In this paper, t, x, and p 1 , p 2 , . . . are indeterminates. Indices of the variables (p i ) i≥1 will be extended multiplicatively from integers to integer partitions, for example p 3,3,1 = p 1 (p 3 ) 2 , and the same convention will be used for other indexed sequences of variables in the paper, such as (η i ) i≥1 or (ζ i ) i≥1 . ) the ring (or field) of polynomials, rational functions, formal power series (f.p.s.), formal Laurent series, and Puiseux series in s with coefficients in B, respectively. If B is a field, B is its algebraic closure. We will often omit the dependency of generating functions on the variables in the notation, for example we will write L g for L g (t; p 1 , p 2 , . . . ) and F g for F g (t; x; p 1 , p 2 , . . . ). In this paper all fields have characteristic 0.
Finally, an important role will be played by the "change of variables" (t, x) ↔ (z, u) given by the equations:
These equations define two unique f.p.s.
Moreover, this change of variables is reversible, via
] is a f.p.s. in t with polynomial coefficients in x over some ring B containing all
. In this paper we are going to abuse notation and we will switch without warning between a series H ∈ B We are going to use the single letter H for both objects, relying on the context that should prevent any misunderstanding.
Generating functions and the main result
For n ≥ 1 and µ a partition of n (denoted as µ n), let l g (µ) be the number of labelled bipartite maps of size n and genus g ≥ 0 whose half-face degrees are given by the parts of µ. Equivalently:
.
We now form the exponential generating function of these numbers, where t marks the number of edges and for i ≥ 1, the variable p i marks the number of faces of degree 2i:
where the indicator function accounts for the unique map of genus 0 with 1 vertex and 0 edge, that we allow by convention. Similarly, for n, k ≥ 1 and µ n − k, we let b g (k; µ) be the number of rooted bipartite maps of genus g with n edges, such that the root face has half-degree k, and the half-degrees of non-root faces are given by the parts of µ. We let F g ≡ F g (t; x; p 1 , p 2 , . . . ) be the corresponding ordinary generating function:
Our first main result is the following theorem:
Theorem 2.1 (Main result -unrooted case (g ≥ 2)). Let z ≡ z(t) be the unique formal power series defined by (2). Moreover, define the "variables" η and ζ as the following formal power series:
and the variables (η i ) i≥1 and (ζ i ) i≥1 by
Then for g ≥ 2, the exponential generating function L g of labelled bipartite maps of genus g is given by a finite sum:
for rational numbers c α,β a,b , where the (finite) sum is taken over integer partitions α, β and nonnegative integers a, b, such that |α| + |β| ≤ 3(g − 1) and a + b = (α) + (β) + 2g − 2.
Example 2.1 (unrooted generating function for genus 2).
The case of genus 1 is stated separately since it involves logarithms: Theorem 2.2 (Unrooted case for genus 1). The exponential generating function L 1 ≡ L 1 (t; p 1 , p 2 , . . . ) of bipartite maps on the torus is given by the following expression, with the notation of Theorem 2.3:
In order to establish Theorem 2.1 we will first prove its (slightly weaker) rooted counterpart:
Theorem 2.3 (Main result -rooted case). Let z ≡ z(t) and u = u(x, t) be defined by (2)-(3), and let the variables η, ζ and (η i ) i≥1 and (ζ i ) i≥1 be defined as in Theorem 2.3. Then for all g ≥ 1, the generating function F g ≡ F g (t; x; p 1 , p 2 , . . . ) of rooted bipartite maps of genus g is equal to + |α| + |β| and a + b = (α) + (β) + 2g − 1 for the two signs, and the sum above is finite.
Some comments on the theorems.
• Note that the "Greek" variables η, ζ, η i , ζ i are all infinite linear combinations of the p k z k with explicit coefficients. Moreover, for fixed g the sums (5), (4) depend only of finitely many Greek variables, see e.g. Example 2.1. Note also that if only finitely many p i 's are non-zero, then all the Greek letters are polynomials in the unique variable z. For example, if p i = 1 i=2 , i.e. if we enumerate bipartite quadrangulations, all Greek variables are polynomials in the variable s (= z + 1) defined in Equation (1). In particular, and since bipartite quadrangulations are in bijection with general rooted maps (see e.g. [Sch] ), the rationality results of [BC91] are a (very) special case of our results.
• Readers familiar with the bijective techniques of map enumeration will notice that the change of variables (t, x) ↔ (z, u) is very natural in view of the link between bipartite maps and mobiles [Cha09] . However, those bijections are still far from giving combinatorial proofs of Theorems 2.3 and 2.1.
• The case of genus 0 is not covered by the theorems above but is well known, and we will use it thoroughly.
See Proposition 3.2 below. We conclude this section with a last notation that will be useful throughout the paper. In addition to the "Greek" variables η, ζ, (η i ) i≥1 , (ζ i ) i≥1 already defined, we introduce the variable γ as the following formal power series:
Note that the change of variables (2) relating z to t is given by z = t(1 + γ).
3 The Tutte equation, and the proof strategy of Theorem 2.3
The Tutte equation
In this section, we state the main Tutte/loop equation that is the starting point of our proofs. We first define some useful operators. The rooting operator Γ is defined by
Combinatorially, the effect of Γ is to mark a face of degree 2k, distinguish one of its k white corners, and record the size of this face using the variable x. In other words, Γ is the operator that selects a root face in a map. From the discussion of Section 2.1, it is easy to see that
is a f.p.s whose coefficients are polynomials in x (over some ring), we let ∆F (x) =
] is the operator that selects monomials with with positive powers in x. We define the operator:
Proposition 3.1 (Tutte equation -folklore). The sequence (F g ) g≥0 of formal power series in
is uniquely determined by the equations, for g ≥ 0:
where F
g−1 := ΓF g−1 is the g.f. of bipartite maps of genus g with two root faces. Proof. This is equation is classical, let us briefly recall the proof. Start with a rooted map m of genus g with n edges, and assume that m has at least one edge (the case when m has no edge happens only in genus 0 and is taken into account by the indicator function). Now remove the root edge e of m. Three things can happen (Figure 2) . A. Removing e does not disconnect m, and m is bordered by two different faces in m. In this case, removing m gives rise to a new map m with one less face, one less edge, and the same vertex set, hence, by Euler's formula, genus g. Conversely, given any map m of genus g with a root face of degree k, we can split the root face of m in k different ways to obtain a map m as above. The operator taking this operation into account on generating functions is given by:
see Figure 2 . Summing over all maps m of genus g, the contribution for this case is therefore xtΩF g . B. Removing e does not disconnect m, and m is bordered twice by the same face in m. In this case, removing m gives rise to a new map m with one more face, one less edge, and the same vertex set, hence, by Euler's formula, genus g − 1. Conversely, given any map m of genus g − 1 with two root faces, merging them via a new edge reconstructs a map m as above. To construct a map m of genus g − 1 with two root faces, we start by a rooted map of genus g − 1, counted by F g−1 , and we select a face and a corner inside it. Therefore the contribution for this second case is given by xtΓF g−1 . C. Removing e disconnects m. We are thus left with two maps m 1 and m 2 . Each of them is naturally rooted, and by Euler's formula the genera of these maps add up to g. Therefore this case gives rise to a contribution of xt g 1 +g 2 =g
In genus 0, the Tutte equation (8) was solved by Bender and Canfield [BC94] who gave the following remarkable expression in terms of the variables z ≡ z(t), u ≡ u(t; x) defined by (2)-(3): Proposition 3.2 (Bender and Canfield [BC94] ). The generating function of rooted bipartite maps of genus 0 is given by:
The strategy we will use to prove Theorem 2.3 is to solve (8) recursively on the genus g. Note that, for g ≥ 1, and assuming that all the series F h , F (2) h are known for h < g, the Tutte equation (8) is linear in the unknown series F g (x). More precisely it is a linear "catalytic" equation for the unknown series F g involving one catalytic variable (the variable x), see e.g. [BM06] . Therefore it is tempting to solve it via the kernel method or one of its variant.
In what follows, in order to make the induction step feasible, we will need to fix an arbitrary integer K ≥ 2, and to make the substitution p i = 0 for i > K in (8). The integer K will be sent to infinity at the end of the induction step. To prevent a possible misunderstanding, we warn the reader that the substitution of p i to zero does not commute with Γ, and in particular:
In concrete terms, even after we set the variables p i to zero for all i > K, the series F (2) g still counts maps in which the two root faces may have arbitrarily large degrees. We now proceed with the inductive part of the proof, that will occupy the rest of this section. The base case g = 1 of the induction will be proved here as well (with empty induction hypothesis). To formulate our induction hypothesis, we need the following notion: if A(u) is a rational function over some field containing z, we say that A is uz-symmetric if A(
Induction Hypothesis: In the rest of Section 3, we fix g ≥ 1. We assume that for all genera g ∈ [1..g − 1], T heorem 2.3 holds for genus g . In particular F g is a rational function of u. We assume that it is uz-antisymmetric.
We now start examining the induction step. From now on, we assume that p i = 0 for i > K. In other words, each series mentioned below is considered under the substitution {p i = 0, i > K}, even if the notation does not make it apparent. Our first observation is the following: 
where
Proof. Consider the Tutte equation (8). Keeping in mind the fact that we have done the substitution p i = 0 for i > K, we observe that
] that keeps only the nonnegative powers of x. Now let S be the negative part of F g θ, i.e:
Since θ is in K[x −1 ] and of degree K, and since F g has no constant terms in x, S is also in K[x −1 ] and has degree at most K − 1. Since θF g = ΩF g + S, we can now rewrite the equation as follows.
We now move all terms involving F g to the left and factor out F g , to obtain (10).
Rational structure of F g and the topological recursion
In this section we describe in detail the structure of the kernel Y and of the generating function F g , in order to establish our main recurrence equation (Theorem 3.9). We leave the proofs of the most technical statements to Section 5 and Section 4.
In order to analyse Proposition 3.3 it is natural to study the properties of the "kernel" Y . In what follows, we will consider polynomials in
Note that any such polynomial, viewed as a polynomial in u, is split over P := A((z * )). An element u 0 ∈ P is large if it starts with a negative power in z, and is small otherwise. The following result is a consequence of (9) and some computations that we delay to Section 5. As explained in Section 2.2, it is implicit in the following that generating functions are considered under the change of variables (t, x) ↔ (z, u):
Proof. See Section 5. (1) Y is uz-antisymmetric. Before solving (10), we still need to examine more closely the structure of F g . In what follows each rational function R(u) ∈ B(u) for some field B is implicitely considered as an element of B(u). In particular its denominator is split, and the notion of pole is well defined (poles are elements of B). Moreover, R(u) has a partial fraction expansion, with coefficients in B, and the residue of R(u) at a pole u * ∈ B is a well defined element of B, namely the coefficient of (u − u * ) −1 in this expansion. The following result is perhaps the most crucial conceptual step of the topological recursion and of the proof of Theorem 2.3: Proposition 3.6 (Structure and poles of F g ).
The proof of Proposition 3.6 uses the next two lemmas:
) be a rational function in u whose coefficients are formal power series in z over some field B, and that as a Laurent series in z has coefficients that are polynomials in u. Then A(u), seen as a rational function in u, has no small pole.
Proof. By the Newton-Puiseux theorem, we can write A(u) =
where the u i , v j are small Puiseux series over an algebraic closure B of B and v j without constant term. Since P (u)/Q 2 (u) = cA(u)Q 1 (u), and since B[u]((z * )) is a ring, we see that
, which concludes the proof.
We can now give the proof of Proposition 3.6:
Proof of Proposition 3.6. We first claim that the R.H.S. of (10) is uz-symmetric. In the case g ≥ 2 this follows by induction, since each term F g1 F g2 is uz-symmetric as a product of two uz-antisymmetric factors, the term F (2) g−1 is uz-symmetric using Lemma 3.7, and S, as any rational fraction in x, is symmetric since x(u) = u (1+zu) 2 is symmetric. In the case g = 1, the R.H.S. of (10) is equal to xtF
is uz-symmetric. Now, the series F (2) 0 is given by the explicit expression:
This expression can be found in [Eyn] (recall what [Eyn] calls bipartite maps do not coincide with bipartite maps in general, but they coincide in genus 0, so we can use this result here). It can also be obtained from direct computations from the explicit expression of F 0 given by Proposition 3.2, and it is also easily derived from [CF14, Thm. 1] (in the case p = r = 2, with the notation of this reference). Since (11) is clearly uz-symmetric, the claim is proved in all cases. Hence by Proposition 3.5, F g is uz-antisymmetric, being the quotient of the uz-symmetric right-hand side of (10) by Y . Now, by the induction hypothesis and Lemma 3.7 (or by a direct check on (11) in the case g = 1), the R.H.S. of (10) Now, viewed as a series in z, F g is an element of
] for clear combinatorial reasons, and as explained in Section 2.2 the change of variables t, x ↔ z, u preserves the polynomiality of coefficients. Therefore by Lemma 3.8, F g has no small poles. This excludes 0 and all small zeros of N (u). Since F g is uz-antisymmetric and since by Proposition 3.5, the transformation z ↔ 1 z 2 u exchanges small and large zeros of N (u), this also implies that F g has no pole at the large zeros of N (u).
The last thing to do is to examine the degree of F g in u. We know that S is a polynomial in x −1 of degree at most K − 1, thus has degree at most K − 1 in u. Therefore by induction and Lemma 3.7 (or by a direct check on (11) in the case g = 1) the degree in u of the R.H.S. of (10) is at most K − 2. Since the degree of Y is K − 1, the degree of F g in u is at most −1.
Remark 3.1. Analogues of the previous proposition, stated in similar contexts [Eyn, Chap. 3 ] play a crucial role in Eynard's "topological recursion" framework. To understand the importance of Proposition 3.6, let us make a historical comparison. The "traditional" way of solving (10) with the kernel method would be to substitute in (10) all the small roots of N (u), and use the (K − 1) equations thus obtained to eliminate the "unknown" polynomial S. Not surprisingly, this approach was historically the first one to be considered, see e.g. [Gao93] . It leads to much weaker rationality statements than the kind of methods we use here, since the cancellations that appear between those (K − 1) equations are formidable and very hard to track. As we will see, Proposition 3.6 circumvents this problem by showing that we just need to study (10) at the two points u = ± 1 z rather than at the (K − 1) small roots of N . With Proposition 3.6, we can now apply one of the main idea of the topological recursion, namely that the whole object F g can be recovered from the expansion of (10) at the critical points u = ± 1 z . In what follows, all generating functions considered are rational functions of the variable u over A [[z] ]. In particular, the notation F g (u) is a shorthand notation for the series F g (t; x; p 1 , . . . , p K ) considered as an element of
(the letter P is for "prefactor"). By Proposition 3.6 the rational function P (u)F g (u) has only poles at u = ± 1 z and has negative degree in u. Therefore, if u 0 is some new indeterminate, we can write P (u 0 )F (u 0 ) as the sum of two residues:
Note that this equality only relies on the (algebraic) fact that the sum of the residues of a rational function at all poles (including ∞) is equal to zero, no complex analysis is required. Now, multiplying (10) by P (u), we find:
. Now observe that the second term in the right-hand side has no pole at u = ± 1 z : indeed the factor (1 − uz) in Y (u) simplifies thanks to the prefactor P (u), and xS(x) is a polynomial in
Returning to (12) we have proved:
Theorem 3.9 (Topological recursion for bipartite maps). The series F g (u 0 ) can be computed as:
Note that the R.H.S. of (13) involves only series F h for h < g and the series F
g−1 , which are covered by the induction hypothesis. This contrasts with (10), where the term S(x) involves small coefficients of F g .
Proof of Theorem 2.3.
In order to compute F g (u 0 ) from Theorem 3.9, it is sufficient to be able to compute the expansion of the rational fraction
The expansion of the product terms F g1 (u)F g2 (u) is well covered by the induction hypothesis, so the main point will be to study the structure of the term F (2) g−1 (u), and the derivatives of Y (u) at u = ± 1 z . The first point will require to study closely the action of the operator Γ on Greek variables, and the second one requires a specific algebraic work. Note also that, in order to close the induction step, we will need to take the projective limit K → ∞. Therefore, we need to prove not only that the derivatives of
z are rational functions in the Greek variables, but also that these functions do not depend on K.
In the rest of this section, we apply this program and prove Theorem 2.3, admitting two intermediate results (Proposition 3.10 and 3.11 below), whose proofs are reported to Section 5 and 4.
The derivatives of Y (u) at the critical points can be studied by explicit computations, which require some algebraic work. This is the place where we see the Greek variables appear. In Section 5.2 we will prove:
where c α,a , c α,a are computable rational numbers independent of K.
Note that the theorem above is just a formal way of collecting all the derivatives of
z , we are not interested in convergence at all here.
The next result we admit now, to be proved in Section 4.2, details the action of the operator Γ on Greek variables:
], i.e. it satisfies Γ(AB) = AΓB + BΓA. Moreover, its action on Greek variables is given by the following expressions.
where s = 1−uz 1+uz . Before proceeding to the full proof of Theorem 2.3, we first introduce two notions of degrees that will be very helpful in our proof: the Greek degree and the pole degree. First, we let G be the subring of
1+uz . The Greek degree and the pole degrees are defined for elements of G. The degree of a polynomial is defined as the highest degree of a monomial with nonzero coefficient, while the degree of a monomial is defined as the product of the degrees of its factors as follows. The Greek degree, denoted by deg γ , depends only on Greek variables, i.e. deg γ (s) = 0, and is defined as follows:
The pole degrees are defined for each of the two poles u = ±1/z, and are denoted by deg + and deg − . They depend on both Greek variables and (1 ± uz) as follows.
We have the following proposition.
Proposition 3.12. For T ∈ G which is a monomial in (1 + ζ)
Proof. Since Γ is derivative, we have the following expression for ΓT .
With Proposition 3.11, we verify that ΓT ∈ G. For the rest of the proposition, it suffices to analyse each term for each type of degree.
We will start by the Greek degree. According to Proposition 4.4, deg γ (Γuz) = −1 and ∂ ∂(uz) does not change the Greek degree. The net effect is a −1 on the Greek degree. For any ν that is a Greek variable, according to Proposition 3.11, we have Γν to be a sum of terms all of Greek degree 0, while ∂/∂ν decreases the Greek degree by 1, thus the net effect is −1 on the Greek degree. Therefore, deg γ (ΓT ) = deg γ (T ) − 1.
The pole degree is more complicated. We now discuss deg + and deg − seperately, starting by deg + . To simplify the degree counting using expressions in Proposition 3.11, we recall that s = (1 − uz)/(1 + uz), thus deg + (s) = −1 and deg − (s) = 1.
We first observe that deg + (Γuz) = 4 and ∂/∂(uz) will increase the pole degree deg + by 1, thus the net effect of this term is 5. For terms involving Greek variables, we observe that deg + (Γζ) = 3, and deg + (Γη)
We now deal with deg − . We observe that deg − (Γuz) = −2 and ∂/∂(uz) increases the pole degree deg − by 1, and the net effect of this term is −1. For terms involving Greek variables, we observe that deg − (Γζ) = 1, and deg − (Γη) = −1, while their corresponding differentiation has no effect on deg − , and the net effect is at most an increase by 1. For η i and ζ i , their differentiation decreases deg − by 2i by removing a factor η i or ζ i , but deg − (Γη i ) = deg − (Γζ i ) = 2i + 1, thus the net effect is also an increase by 1. Therefore,
We can now prove our first main result (up to the proofs that have been omitted in what precedes, and that will be adressed in the next sections).
Proof of Theorem 2.3. We prove the theorem by induction on the genus g ≥ 1.
We consider (13) in Theorem 3.9. Proposition 3.10 implies that all terms in the expansion of xtP (u)/Y (u) at u = ±z −1 , are rational fractions in the Greek variables, with denominator of the form (1 − η) a (1 + ζ) b for a, b, ≥ 0. Moreover these terms do not depend on K (when written in the Greek variables). When g ≥ 2, from the induction hypothesis and Proposition 3.11, the quantity H g is a rational fraction in u, z and the Greek variables, with denominator of the form (1 − η)
This rational function does not depend on K (when written in the Greek variables). The same is true for g = 1 using the explicit expression of F (2) 0 given by (11). Therefore, the evaluation of each residue in (13) is a rational function of Greek variables, independent of K, and with denominator of the form (1 − η)
In order to prove Theorem 2.3, we now need to prove that F g is the sum of terms whose Greek degree deg γ is at most 1 − 2g, and that the pole degrees of F g verify deg + (F g ) ≤ 6g − 1 and deg − (F g ) ≤ 2g − 1. Note that from the induction hypothesis, for all g such that 1 ≤ g < g, the series F g verifies the degree conditions above.
We first look at H g , in the case g ≥ 2. It has two parts: the sum part, which is g−1 g =1 F g F g−g , and the operator part, which is ΓF g−1 . We analyse the degree for both parts. For the sum part, it is easy to see that any term T in the sum is homogeneously of Greek degree deg γ (T ) = 2 − 2g, and the pole degrees verify deg + (T ) ≤ 6g − 2 and deg − (T ) ≤ 2g − 2. For the operator part, it results from Proposition 3.12 that ΓF g−1 is a sum of terms T homogeneously with Greek degree 2 − 2g, and deg + (ΓF g−1 ) ≤ 6g − 2, deg − (ΓF g−1 ) ≤ 2g − 2. Therefore, the result from the sum part and the operator part agrees, thus H g verifies the same conditions as its two parts. For g = 1, the same bound holds, as one can check from the explicit expression of H 1 = xtF (2) 0 following from (11). We now observe from Proposition 3.10 that all terms appearing in the expansion of xtP/Y at u ± We thus have proved that, under the specialization p i = 0 for i > K, the series F g has the form stated in Theorem 2.3. But, since the numbers d α,β a,b,c,± do not depend on K, we can let K → ∞ in (5) and conclude that this equality holds without considering this specialization. This concludes the proof of Theorem 2.3.
Overview of omitted proofs.
We have just proved Theorem 2.3, but we have admitted several intermediate statements in order (we hope) to make the global structure of the proof appear more clearly. All these statements will be proved in Section 4 and 5. In order to help the reader check that we do not forget any proof(!), we list here the statements admitted so far, and indicate where their proofs belong:
• Proposition 3.11 and Lemma 3.7, that deal with the action of the operator Γ, are proved at the end of Section 4. The rest of Section 4 contains other propositions and lemmas that prepare these proofs.
• Proposition 3.4 is proved in Section 5.1, where we also prove of Proposition 3.5.
• Proposition 3.10 is proved in Section 5.2. This proof is rather long, especially because we choose to evaluate the generating functions with a combinatorial viewpoint, but essentially amounts to explicit computations using the explicit expression of the series F 0 .
Therefore at the end of Section 4 and 5, the proof of Theorem 2.3 will be complete (without omissions). The two remaining statements (Theorem 2.3 and 2.2) will be deduced from Theorem 2.3 in Section 6.
Structure of the Greek variables and action of the operator Γ.
In this section we establish several properties of the Greek variables defined in Section 2. In particular we will prove Proposition 3.11 and Lemma 3.7. We also fix some notation that will be used in the rest of the paper.
Properties of the Greek variables and their Θ-images
We start by fixing some notations and defining some spaces and operators that will be used throughout the rest of the paper. First we let G := {γ, η, ζ, (η i ) i≥1 , (ζ i ) i≥1 } be the set of all Greek variables defined in Theorem 2.1. Elements of G are infinite linear combinations of p k z k . Acting on such objects, we first define the linear operators:
Recall that the variable z ≡ z(t; p 1 , p 2 , . . . ) defined by (2) 
Our first statement deals with the action of Θ on elements of G. Here and later it will be convenient to work with the variable s defined by:
Proposition 4.1. The action of the operator Θ on elements of G is given by:
In particular, the images Θ(η + γ),
Proof. The proof is elementary but let us sketch the computations that are not totally obvious if not performed in a good way. We observe, and will use several times, that by the Lagrange inversion formula, one has [x ]s = − 2 2 −2 −1 z for any ≥ 1.
• By definition we have Θγ = k≥1 2k−1 k x k z k , so to prove the first equality we need to show that for k ≥ 1
For this, we first observe by a direct computation that s 2 = 1 − 4xz, which implies that 2x
which is equal to
2k−1 k z k from the observation above. The value of Θζ is easily checked similarly, namely [
To check the value of Θζ i , we observe again that To compute Θη and Θη i , we first notice that ΘD = x ∂ ∂x Θ, and we observe that
We can then compute the action of Θ on these variables.
• We now prove the last statement of the proposition. We have Θ(ζ − γ) = (s − s −1 )/4 and Θζ i = (s −1 − s)(s 2 − 1) i of degree 2i + 1 in s, and they form a triangular basis of (s
, and also that they form a triangular basis for (
. This proves that altogether these variables span the whole desired space.
The next proposition collects some partial derivatives of our main variables that will be useful afterwards.
Proposition 4.2. We have the following expressions of partial derivatives of the variable sets t, x and z, u:
Proof. The proof is a simple check from the definitions, via implicit differentiation.
Action of Γ and proofs of Proposition 3.11 and Lemma 3.7
We are now ready to study more explicitly the action of Γ. The next statement is obvious:
Proposition 4.3. The operator Γ is a derivation, i.e. Γ(AB) = AΓB + BΓA.
Proof. Clear from the definition Γ = k≥1 kx
The action of Γ on variables u, z, s can be examined by direct computation:
Proposition 4.4. We have
Proof. We proceed by direct computation by recalling the differentials computed in Proposition 4.2.
By solving this linear equation, we obtain Γz. To obtain Γu, we notice that Γ is a derivation and apply it to x = u(1 + uz) 2 to obtain 0 = (Γu)(1 + uz)
Finally, using the fact that Γ is derivation and the expressions of Γz and Γu, we easily verify the expression of Γs.
Proposition 4.5. For G a linear combination of elements of G, we have
Proof. Since G is a linear combination of Greek variables, it is an infinite linear combination of p k z k . Recalling the definition (16) of the operator ∂ p k , we have:
where the last equality uses the value of Γz given by the previous proposition.
We are now prepared to prove Proposition 3.11 and Lemma 3.7.
Proof of Proposition 3.11. The fact that Γ is a derivation was proved in Proposition 4.3. To obtain explicit formulas giving the action of Γ, we use Proposition 4.5. For G ∈ G, the value of DG is given by the following list, which is straightforward from the definitions:
Since all the quantities appearing in the right-hand-side of these equalities are linear combinations of elements of G, their images by Θ can be computed thanks to Proposition 4.1. Therefore using Proposition 4.5, we can compute explicitly the value of ΓG for G ∈ G, and doing the algebra leads to the values given in Proposition 3.11.
Proof of Lemma 3.7. For A ∈ Q(u, z, G), since the operator Γ is derivative, we have the following equality.
By Proposition 4.4 and Proposition 3.11, with the fact that s = 1−uz 1+uz , we easily verify that ΓA is also an element of Q(u, z, G). Moreover, if the poles of A in u are among ± 1 z , then so are the poles of ΓA. Note also that since s has degree 0 in u, the quantity ΓG for G ∈ {z} ∪ G has degree 0. Since Γu has degree 1, and since differentiations decrease the degree by 1, we conclude that the degree of ΓA is at most the degree of A.
We now assume that A is uz-symmetric. For G ∈ {z}∪G, the operator ∂ ∂G preserves the uz-antisymmetry, and according to Proposition 4.4 and Proposition 3.11, ΓG is uz-antisymmetric. Therefore (ΓG) ∂ ∂G A is uzsymmetric, being the product of two uz-antisymmetric factors. For u, according to Proposition 4.4, u −1 Γu is uz-symmetric. We now inspect u∂ ∂u A. By uz-antisymmetry, A(u) = −A(u −1 z −2 ), then we have
Therefore, all terms in the expression of ΓA above are uz-symmetric, and ΓA is uz-symmetric.
5 Structure of Y (u) and expansion at the critical points u = ± 1 z .
In this section we study the the kernel Y (u) at the points u = ± 1 z via explicit computations. This is the place where we will see the Greek variables appear. The purpose of this section is to give the proofs of the propositions concerning Y , namely Proposition 3.4, Proposition 3.5 and Proposition 3.10. This will conclude the proof of all auxiliary results admitted in proof of Theorem 2.3.
Structure of Y (u) and proof of Proposition 3.4
We can now proceed to a proof of Proposition 3.4 concerning the form of Y .
Proof of Proposition 3.4. We can rewrite θ in the following form.
We recall the following expression of F 0 in Proposition 3.2.
We can now compute 2F 0 + θ directly.
We observe that u K (2F 0 + θ) = (1 + uz)Q(u) with Q(u) polynomial in u of degree 2K − 1. The polynomial Q(u) has the additional property that [u k ]Q(u) is a polynomial in z, and for
. We now evaluate 2F 0 + θ at the point u = 1/z.
We now write
When evaluated at u = 1/z, the right-hand side vanishes. This proves that the left-hand side, which is a polynomial in u of degree 2K − 1, has (1 − uz) as factor. We can thus write:
with N (u) polynomial in u of degree 2(K − 1).
Proof of Proposition 3.5. We first observe that Y 2 is uz-symmetric. Indeed (using an idea already used in [BC94] and sometimes called the quadratic method, see e.g. [BM06] ), we can rewrite the Tutte equation (8) for g = 0 as follows:
The right-hand is a Laurent polynomial in x, therefore it is symmetric. Since Y = 1 − xt(2F 0 + θ), we conclude that Y 2 is symmetric. Now, since Y is a Laurent polynomial in zu, it follows that Y is either symmetric or antisymmetric (indeed
, so one of the two factors must be null, as a Laurent polynomial). To determine whether Y is symmetric or antisymmetric, we examine its poles at zu = 0 and zu = ∞. From the expression Y = 1 − xt(2F 0 + θ), from the definition of θ, and from the explicit expression of F 0 given by Proposition 3.2, it is straightforward to check that:
We conclude that Y is antisymmetric. Now we study the zeros of N (u). We will do this by studing the Newton polygon of N (u), defined as the convex hull of the points (i, j) ∈ R 2 such that the monomial u i z j has non zero coefficient in N (u). We will rely on the computations done in the previous proof. We first observe that [u
) is a polynomial in z with a constant term 1, therefore the same holds for [u K−1 ]N (u), which implies that the point B = (K − 1, 0) is present in the Newton polygon of N (u). Moreover, we observe
is a polynomial in z, the point (k, 0) is never in the Newton polygon of N (u). Therefore, the segment AB is a side of the Newton polygon of N (u), and accounts for the (K − 1) small roots of N (u).
We then observe that [u
The point corresponding to this term is (k, 2(k − K) + 2), and it always above the segment BC. We conclude that BC is a side of the Newton polygon of N (u), which accounts for the (K − 1) large roots of N (u).
It remains to prove that the transformation u → 1 uz 2 exchanges large and small zeros of N (u). Let u 0 be a small zero of N (u), it is also a zero of
is also a zero of Y (u), and it is clearly not 1/z. The only possibility is that u −1 0 z −2 is a zero of N (u), and it is a large zero. Since the transformation u ↔ u −1 z −2 is involutive, we conclude that it exchanges small and large zeros of N (u).
Expansion of Y (u) and proof of Proposition 3.10
We now study the expansion of Y (u) at critical points. This is where (finally!) Greek variables appear, and what explains their presence in Theorem 2.3.
We will start by the Taylor expansion of 2F 0 + θ. Since we are computing the Taylor expansion by successive differentiation by u, for simplicity, we will use the shorthand ∂ u for ∂ ∂u . For integers and a, we define the falling factorial ( ) (a) to be ( ) (a) = ( − 1) . . . ( − a + 1) .
Proposition 5.1. At u = 1/z, we have the following Taylor expansion of 2F 0 + θ. Proof. We proceed by computing successive derivatives evaluated at u = 1/z. In the proof of Proposition 3.4, we already showed that (2F 0 + θ)(u = 1/z) = 4 + 4γ, which accounts for the first term. For other terms, we recall the expression of 2F 0 + θ we used in the proof of Proposition 3.4.
by grouping the powers of (uz) together. Now we compute the first term.
For any a ≥ 2, the a-th differentiation of 2F 0 + θ evaluated at u = 1/z is
We first compute the quantity
given a ≥ 2 fixed for any k. It is natural to consider the following generating series:
We choose to compute D a via a combinatorial interpretation in terms of lattice paths. Note that the number [y k ]D a /a! counts paths of length 2k with +1 and −1 steps, ending at height 2 (k + steps up and k − steps down), with a distinct even and positive heights (including 0) below 2 marked. By decomposing the whole path at the last passage for each height, we have the following equality.
Here, E(y) is the series of paths ending at 0, and C(y) is the series of paths of even length ending in a strictly positive height. All these series are classically expressed in terms of the series of Dyck paths as follows. Let B(y) be the series of Dyck paths, i.e. paths ending at 0 and remaning always nonnegative. We have by classical decompositions E(y) = 2 , so we finally obtain the wanted expression of D a :
We now want to compute the quantity
given a ≥ 2 fixed for any k. We consider the following generating sequence.
The combinatorial interpretation is essentially the same as D a (y), but in this case the c heights are not necessarily distinct, therefore we have the following equality.
We observe that, whenever a is even or odd, when viewed as a polynomial in
always a linear combination of terms of the form 4y
(1−4y) 3/2 (1−4y) t , and we also observe that [
(1−4xz) 3/2 (1 − 4xz) t . We thus have the following expression of ∂
2 , and since Θη i+1 = (s − s −1 )∂ s Θη i , by induction on i we know that Θη i , as a Laurent polynomial in s, has a factor (s − s −1 ) 2 for i ≥ 1. Therefore, from Proposition 4.1 we know that, for any polynomial
is a linear combination of (η + γ) and η i for i ≥ 0, and
for some rational number c + i,a which concludes the proof. We now perform a very similar computation for the other pole u = −1/z. Proposition 5.2. At u = −1/z, we have the following Taylor expansion of 2F 0 + θ.
Here c − i,a are rational numbers depending only on i, a.
Proof. For the constant term, we first recall the following expression in the proof of Proposition 3.4.
For other terms, we will recycle the following expression of 2F 0 + θ in the proof of Proposition 5.1.
The first-order differentiation becomes
For any a ≥ 2, the a-th differentiation of 2F 0 + θ evaluated at u = −1/z is
We will now much borrow the combinatorial interpretation presented in the proof of Proposition 5.1. We now consider the following generating functions.
aD a (y)). Furthermore, these two series have combinatorial interpretation similar with D a (y) and T a (y) in the proof of Proposition 5.1, with the only difference that the parity of the height at the end also contributes as a sign. We defineC(y) = −yB(y) 2 1+yB(y) 2 . We have the following equalities, with C(y) and E(y) borrowed from the proof of Proposition 5.1.
Therefore, we havẽ
We observe that for any value of a ≥ 2,T a (y) − (−1) aD a (y) is a linear combination of terms of the form
(1 − 4y) t , and we also observe that [
(1 − 4xz) t . We thus have the following expression of ∂
We observe that Θ(ζ − γ) = (s − s −1 )/4, and Θζ i = (s −1 − s)(s 2 − 1) i , therefore, for any polynomial
) is a linear combination of ζ − γ and ζ i , and
for some rational numbers c Proof of Proposition 3.10. We will first rewrite xtP/Y as follows.
And now we will substitute the Taylor expansion of 2F 0 + θ at u = ±1/z into the formula above to obtain the Taylor expansion of xtP/Y at corresponding points. We will first treat the point u = 1/z.
The treatment for u = −1/z is similar.
At this point, we have finished the proof Theorem 2.3 (including all the statements that had been admitted in Section 2). It remains to prove Theorem 2.1 and Theorem 2.2, which will be the purpose of the next section.
6 Unrooting step and proof of Theorems 2.1 and 2.2
In this section, we deduce Theorem 2.1 from Theorem 2.3, and we also check the exceptional case of genus 1 given by Theorem 2.2. Since the series L g and F g are related by the formula F g = ΓL g , studying L g from L g essentially amounts to inverting the differential operator Γ, i.e., heuristically, to perform some kind of integration. Since in our case the generating functions of rooted maps given by Theorem 2.3 are rational in our given set of parameters, it is no surprise that an important part of the work will be to show that this integration gives rise to no logarithm. This section is divided in two steps: we first construct (Section 6.1) two operators that enable us to "partially" invert the operator Γ (Proposition 6.1), and we reduce the inversion of the operator Γ to the computation of a univariate integral. Then (Section 6.3) we conclude the proof of Theorem 2.1 by proving that this integral contains no logarithms, using the combination of two combinatorial arguments: a disymmetry-type theorem, and a algebraicity statement proved with bijective tools in [Cha09] .
The operators ♦ and .
The first idea of the proof is inspired from [GGPN13] , and consists in inverting the operator Γ in two steps. We define the ring L formed by elements f of Q[p 1 , p 2 , . . . ] [[z] ] such that for all k ≥ 0, the coefficient of z k in f is a homogeneous polynomial in the p i of degree k (where the degree of p i is defined to be i). Equivalently,
Note that any formal power series in the Greek variables, considered as an
, is an element of L. Note also that L g is an element of L. Indeed, if we view L g as a series in t, the coefficient of t k for k ≥ 0 is a homogenous polynomial of degree k in the p i , since the sum of half-face degrees in a bipartite map is equal to the number of edges. Given the form of the change of variable t ↔ z given by (2), namely t = z(1
We now introduce the linear operators and
where ∂ p k is the differential operator defined by (16) in Section 4.1. We have:
Proposition 6.1. For any A ∈ L, we have
In particular,
s 2 γ, from Proposition 4.1 and a direct computation. This concludes the proof that ♦R = ΓR for R ∈ L.
Finally, since
Proposition 6.2. ♦L g is a rational function of the Greek variables, i.e.: ♦L g = R with R ∈ Q[G], whose denominator is of the form (1 − η)
Proof. We are going to use Theorem 2.3 and the fact that ♦L g = F g . By Theorem 2.3, and since F g is uz-antisymmetric, we now that F g is an element of (s
, where as before s = 1−uz 1+uz . Therefore we can write:
where I ⊂ Z a finite set of integers and R i ∈ Q(G) is a rational function in the Greek variables for each i ∈ I. Since ♦L g = F g we thus have:
Now, by Proposition 4.1, the vector space (s
is spanned by the basis B = {Θζ i , i ≥ 1 ; Θ(ζ − γ) ; Θ(η + γ) ; Θη i , i ≥ 1}. Moreover, the action of Θ on the basis B is given by the formulas:
where X i is a linear combination of ζ, ζ 1 , ζ 2 . . . , ζ i with rational coefficients. These formulas follow from the fact that Θ :
and from the definitions of Greek variables given in the statement of Theorem 2.1. Returning to (18), this proves that ♦L g is a rational function of the Greek variables,
Finally, the form of the denominator is clear from the proof and from the form of F g given by Theorem 2.3.
Inverting ♦
Let S ∈ Q(G) be a rational function in the Greek variables, depending on a finite number of Greek variables. Since each Greek variable is a linear function of the p k , it is clear that ♦ leaves each Greek variable invariant. Since moreover, ♦ is a derivation, this implies that ♦S is given by a simple univariate derivation:
This implies:
Proposition 6.3. The series L g is given by:
where R is the rational function such that
Proof. We simply integrate (23). The only thing to check is the initial condition, namely that R = 0 when all Greek variables are equal to zero. This is clear, since this specialisation is equivalent to substitute z = 0, and since for g ≥ 1 there is no map with 0 edge.
We thus obtain:
Corollary 6.4. The series L g has the following form:
where R 1 , R 2 , R 3 are rational functions in (η, γ, ζ, (η i ) i≥1 , (ζ i ) i≥1 ) depending on finitely many Greek variables. Furthermore, denominator of R 1 is of the form (1 − η)
Proof. This follows from the last two propositions.
Algebraicity and proof of Theorem 2.1
In order to prove Theorem 2.1 from Corollary 6.4, it suffices to show that R 2 = R 3 = 0, i.e. that no logarithms appear during the integration procedure. In order to do that, it is enough to show that the series L g is algebraic. We will do this in this section, using a detour via more combinatorial arguments, and using an algebraicity statement proved with bijective methods in [Cha09] .
The following lemma is a variant for maps of genus g of the "disymmetry theorem" classical in the enumeration of labelled trees (and much popularized in the book [BLL98] ; see also [CFKS08] for a use in the context of planar maps). be the exponential generating function of labelled bipartite maps of genus g with a marked vertex, a marked face, and marked edge, respectively, by the number of edges (variable t) and the number of faces of half-degree i (variable p i , for i ≥ 1). Then one has:
Proof. This is a straightforward consequence of Euler's formula. 
is such that F = ΘG where G is a (finite) linear combination of elements of the basis B = {η + γ; ζ − γ; η i , i ≥ 1; ζ i , i ≥ 1}. Now it is clear from the definitions that we have
We have to check each of these two operators sends an element of B to a linear combination of Greek variables. For the first one, this is obvious. For the second one, we first observe that from the definition of Greek variables we have from a simple check that ΞΘ(η + γ) = γ, ΞΘ(ζ − γ) = 2ζ − γ, and ΞΘ(η i ) = η i−1 for i ≥ 1 (with η 0 = η). Finally, for i ≥ 2, one similarly checks that there exist rational numbers α i , β i such that ΞΘζ i = α i ζ i + β i ΞΘζ i−1 which is enough to conclude by induction, together with the base case ΞΘζ 1 = 1/3(2ζ 1 − 2γ + 4ζ).
We now need the following result. 
Proof. Since this statement is not written in this form in [Cha09] , let us clarify where it comes from. Let O g ≡ O g (t; p 1 , p 2 , . . . ) be the ordinary generating function of rooted bipartite maps with one pointed vertex, by the number of edges (variable t) and the faces (variable p i for faces of half-degree i, including the root face). Then it is easy to see that we have:
2)] (and more precisely in the case m = 2 of that reference), it is proved that there exists an algebraic series
We can now prove Theorem 2.1.
Proof of Theorem 2.1. For g ≥ 2, we can conclude from Lemma 6.5, Lemma 6.6 and Proposition 6.7 that for any finite set D of integers with maximum at least 2 the series L g (p D ) is algebraic, where as before p D denotes the substitution of variables p i = 1 i∈D for i ≥ 1. This implies that the two rational functions R 2 and R 3 defined in Corollary 6.4, are vanishing under that specialization:
Therefore to conclude the proof that R 2 = R 3 = 0 (hence the proof of Theorem 2.1) it is enough to show that if Q is a polynomial in the Greek variables, Q ∈ Q[G], such that Q(p D ) = 0 for all finite D of minimum at least 2, then Q = 0. Take D = {L} for L ≥ 2. Then under p D , Greek variables are given by:
for some constants c i . Therefore if Q ∈ Q[G] is a polynomial in Greek variables, we can write
Now for fixed L, the fact that Q(p {L} ) = 0 and that γ = ct + O(t 2 ) (with a constant c = 0 depending on L) implies that for each 0 ≤ i ≤ D one has
But since this is true for each L ≥ 2, and since {X−1, , 1 ≤ i ≤ d} are algebraically independent as rational functions in X, this implies that each Q i is null as a polynomial, so that finally Q = 0. We thus have proved the rationality of L g for g ≥ 2, and by Corollary 6.4, the denominator of L g is of the form (1 − η) a (1 + ζ) b for a, b ≥ 1. We now prove the bound conditions. Using the three notions of degree in Section 3.3, we only need to check that L g is a homogenous sum of Greek degree deg γ (L g ) = 2 − 2g and deg + (L g ) = deg − (L g ) ≤ 6(g − 1). We recall the following expression of F g .
For the Greek degree, we observe that, by Proposition 3.12 and the fact that L g has no constant term, if L g is not homogenous in Greek degree, then F g = ΓL g cannot be homogenous. Therefore, L g must be homogenous, with degree deg γ (L g ) = deg γ (F g ) + 1 = 2 − 2g.
For the pole degree deg + , let T = cη α ζ β (1 − η) −a (1 + ζ) −b for c ∈ Q, a, b ≥ 0 and α, β two partitions be the largest term in L g such that deg + (T ) = deg + (L g ) when ordered first alphabetically by α then also alphabetically by β. We will now discuss by cases.
If α and β are both empty, then deg + (T ) = 0 and we are done. We now suppose that α is empty but not β. We observe that, for a term S in the form cζ β (1 − η) −a (1 + ζ)
−b , if we order the terms in ΓS first by the power of (1 + uz) in the denominator then alphabetically by ν in their factor of the form ζ ν , then the largest term S comes from (Γζ β 1 )∂S/∂ζ β 1 , with pole degree deg − (S ) = 2|β | + 1 and no possibility of cancellation. Therefore, in F g there is a term T coming from (Γζ β1 )∂T /∂ζ β1 that can have no cancellation by the maximality of β and by our previous observation, and deg − (T ) = 2|β| + 1. But since deg − (F g ) ≤ 2g − 1, we have deg − (L g ) = 2|β| ≤ 2g − 2, which concludes this case.
The final case is that α is non-empty. We observe that, for a term S in the form cη α ζ β (1−η) −a (1+ζ) −b , if we order the terms in ΓS first by the power of (1 − uz) in the denominator then alphabetically by ν in their factor of the form η ν , then the largest term S comes from (Γη α 1 )∂S/∂η α 1 , with pole degree deg + (S ) = 2|α | + 2|β | + 5 and no possibility of cancellation. Therefore, similarly to the previous case, by the fact that deg + (F g ) ≤ 6g − 1, we conclude that deg + (L g ) = 2|α| + 2|β| ≤ 6(g − 1). We thus cover all cases and conclude the proof.
The only thing that remains now is to address the case of genus 1:
Proof of Theorem 2.2. We first compute the series F 1 , using Theorem 3.9 for g = 1. Recall that the value of F (2) 0 is explicitly given by (11), and moreover we observe on this expression that F (2) 0 has a pole of order 4 at u = 1/z and no pole at u = −1/z. Therefore, in order to compute the residues in (13) in the case g = 1, we need to make explicit, in the expansion of Proposition 3.10,the first 4 terms at u = 1/z and the first 2 terms at u = −1/z. Now, since the proofs of Proposition 5.1 and Proposition 5.2 are computationally effective, we can follow these proofs to compute these quantities explicitly (it is easier, and more reliable, to use a computer algebra system for that). We find: Observe that another approach to prove the last equality is to use the structure given by Theorem 2.3, and compute sufficiently many terms of the expression of F 1 (for example by iterating the Tutte equation (8)) to identify all undetermined coefficients appearing in the finite sum (5).
We now note that all the steps performed to go from Theorem 2.3 to Corollary 6.4 are valid when g = 1, and are computationally effective. Therefore, using the explicit expression of F 1 given above, these steps can be followed, and the expression of L 1 obtained explicitly. These computations are automatic (and better performed with a computer algebra system) so we do not print them here.
Final comments
We conclude this paper with several comments.
First, as explained in the introduction, we have only used two basic ideas from the topological recursion of [EO09] . It may be the case that other features of the latter can be applied to bipartite maps. This may not give stronger structural results than the ones we prove here, but it may provide a different way of performing the "unrooting" step performed in Section 6, similar to [Eyn, Sec. III-4.2]. However the proof we gave has the nice advantage of providing a partly combinatorial explanation on the absence of logarithms in genus g > 1. More generally, it seems that understanding the link between the disymmetry argument we used here and statements such as [Eyn, Thm III 4.2] is an interesting question from the viewpoint of the topological recursion itself.
Our next comment is about computational efficiency. While it is tempting to use Theorem 3.9 to compute the explicit expression of F g (and then L g ), it is much easier to simply compute the first few terms of F g (and L g ) using recursively the Tutte equation (8), and then determine the unknown coefficients in (4) or (5) by solving a linear system (recall that (4) and (5) are finite sums, so there are indeed finitely many coefficients to determine).
Third, structure results similar to Theorem 2.3 for the generating functions F zu i ) 2 ), the series F (m) g (x 1 , x 2 , . . . , x m ) are easily computable rational functions in the Greek variables and the (1 ± u i z). We observe as well that, by substituting all the p i to zero in the series F (m) g (x 1 , x 2 , . . . , x m ), one obtains the generating function of bipartite maps having exactly m faces, where the x i control the face degrees. Therefore these functions have a nice structure as well, being polynomials in the 1/(1 ± u i z) with rational coefficients. This special case also follows from the results of [KZ14] Finally, it is natural to investigate further links between our results and those in [GJV01, GGPN13] . One such link is provided by the topological recursion, which is related to all of them, but it seems that even stronger analogies hold between these models. For example, it is tempting to look for a general model encapsulating all these results. This is the subject of a work in progress.
