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Coastal wave refraction imaged by the Seasat Synthetic Aperture
Radar is compared to simulations produced by the Virginian Sea Wave
Climate Model. Seasat SAR passes 974 at Cape Hatteras, and 974 and 1404
at Long Island, were examined using OFT and ZTS methods. Results
generally confirm the validity of linear wave theory in modeling of
shallow-water wave refraction --roughly half the deviations between
VSWCM and SAR data for direction and wavelength are within 2 degrees and
10 meters. Convergence of wave orthogonals is found in predicted
caustic regions. Available bathymetric data were adequate for the
analysis. Some details in the pattern of deviations near Cape Hatteras
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INTRODUCTION 
The Seasat Synthetic Aperture Radar (SAR), despite a short life, 
has provided the first comprehensive imagery of ocean swell for  
oceanographic analysis. It produced imagery of ocean swell for the area 
adjacent to Cape Hatteras, North Carolina, extending from deep water 
across the continental shelf to the shoreline. In the work described 
here, measurements of the imaged wave field are compared to wave ray 
diagrams generated by a computerized wave refraction program originally 
written by Dobson (1967) and later adapted to the Mid-Atlantic Bight by 
Goldsmith et al. (1974). The later version is called the Virginian Sea 
Wave Climat;-Model (VSWCM). 
Shuchman ll tl, (1979) compared measurements of wavelength and 
direction obtained from optically correlated SAR imagery (pass 974, Cape 
Hatt�ras) to predicted values from a wave ray diagram constructed by 
graphical techniques. Bathymetry was taken from a National Ocean Survey 
nautical chart, which shows minimum values for depths, being primarily a 
navigational aid. Measured values of wavelength and direction from OFT 
techniques were in general agreement with predictions, correlation being 
better for wavelengt h (r =0.7 6 )  than for  direc t i o n  ( r = 0. 55) .  
Recommendations by Shuchman ll tl, for further analyses included use of 
more accurate bathymetric data, and accounting for refract ion due to 
ocean currents. A subsequent report from the same ERIM group (Kasischke 
et tl•, 1981) addressed these issues and obtained estimates of the Gulf 
Stream velocity profile using pass 974 SAR data. 
For the VSWCM bathymetric grid used in the present study, depths 
were interpolated at 0.5 nautical mile intervals from National Ocean 
Survey Hydrographic Sounding sheets (number 8808, 1963, and number 9104, 
1970). Also, in the present study, effects of currents have been 
considered within limits of available data. There were no current 
measurements available as surface information, nor was there a suitably 
close Seasat altimeter pass which would have permitted current 
calculations from orbital data. The altimeter was not operating during 
the period August 28 to September 6, 197 8. Finally, a comprehensive 
wave ray field is developed from the Seasat data for the area involved. 
This field is compared to an extensive set of ray diagrams generated 
using the VSWCM, a set which encompasses all combinations of wavelength 
and direction values allowed as input from the SAR data, taking into 
account possible ranges of error in such values. 
In performing a comparison of a s imu lated wave field to the SAR 
imaged field, a k�y assumption has been made, That is, the wave field 
present on the SAR image is au accurate image of nature, and the optical 
Fo urier transforms (OFTs) made from SAR imagery are equivalent to 
spatial energy spectra: 
'l' (�) J K (!�, n) dn 
1 
(1)
where '¥ (k) .. spatial spectrum, X (�, n) = spectral energy density, k = 
spatial wave number, and n = temporal angular frequency of �he �ave 
component; see Beal (1981) and Phillips (1981) for further d7script�ons
of spatial energy spectra. This assumption is presently being examined 
in the literature, and involves the following considerations: 
1) There is an incomplete understanding of the effects of both
surface winds and orientation of flight line with direction of swell 
propagation, on the ability of the Seasat SAR to resolve ocean swell 
(Shuchman et al., 1979; Beal, 1981; Phillips, 1981; Vesecky and Stewart, 
1982). SAR is sensitive only to ocean features comparable in size to 
the wavelength of the emitted beam; that is, for Seasat on the order of 
23 cm. Wavelets of this length are classified as small gravity waves. 
Swell is resolved by the Seasat SAR because these wavelets are modulated 
in amplitude by underlying swell. However, a variety of other phenomena 
can influence 23 cm wavelets, such as surface winds and shearing 
currents. 
2) The image transfer function of the SAR is unknown due to the
lack of a controlled instrument calibration study. Optical Fourier 
transforms of SAR imagery have generally been treated as wave energy 
spectra (Gonzales, 1979; Shuchman � al., 1979; Beal, 1981; Vesecky and 
Stewart, 1982), based on the assumption that optical density of striping 
on the imagery corresponding to ocean swell is proportional to wave 
height. Phillips (1981) has suggested that OFTs are wave slope spectra 
rather than energy density spectra. If this is true, waves of 100 to 
200 meters may be artificially enhanced when OFTs are viewed as energy 
spectra (B al, 1981). 
3) There is uncertainty in the ability of SAR to produce focused
images of waves traveling in the azimuth djrection, again due to the 
lack of a controlled calibration study. The SAR was initially designed 
to image stationary objects in the azimuth dimension by a Doppler shift 
mechanism. Motion of ocean swell during the one-second peri od of 
aperture synthesis has a defocusing effect on the imaging mechanism (see 
Raney, 1980). The magnitude of this defocusing is as yet unknown. 
4) There is uncertainty in the range of wavelengths for which the
Seasat SAR can image ocean swell. This is related to factors discussed 
in (1) above. Beal (1981) found that an 80 metre con,ponent, appearing 
in spectra from an airborne laser profilometer, n"Jed to appear in 
digital F u1 • r transforms of the sam area. 
Nevertheless, there is evidence that the Seasat SAR has produced 
accurate image of swell. Tn a preliminary analysis of data from the 
GOAS X xperim nt (Gonzales et tl•, 1981) , OFTs  from opt i cally 
correlated imagery had spectral peaks that were corroborated by: (1) 
ne-<liwensional spectra from an accelerometer aboard an NDBO buoy, 
accurate to - 15 per cent in wavelength; (2) two-dimensional spectra 
from a pitch roll buo , accurate to+- 10 degrees in direction and+- 20 
per cent in wavel ength; and (3) two-dimensionaJ q> ctra from an 
aircraft AR, ccurate to +- 10 degrees for direction and +- 10 metres 
in waveleng h .. Likewise, in the �UCK-X experiment (Beal, 1981), OFTanalysis of optically correlated imagery produced wavelength and 
2 
direction measurements comparable to those from one-dimensional spectra 
generated by instrumentation at the CERC pier and an aircraft laser 
profilometer. The CERC pier instruments included two Baylor gauges, two 
wave rider buoys, and a capacitance wave staff. 
In the sections which foll ow, e m phasis will be placed on 
comparison of the SAR imaged wave field from Cape Hatteras (pass 974) to 
the predicted field from VSWCM wave ray diagrams. Also discussed are 
efforts to perform a similar comparison for Long Island, passes 974 and 
1404. 
The methods used during these comparisons have been developed from 
the viewpoint that satellites and wave climate models may eventually be 
combined in a system to predict shoreline wave climate. Verification of 
predicted wave refraction in this and other studies could lead to 
deployment of a network of satellites carrying microwave sensors. Data 
f r o m  s u c h  s a t e llites w ould often  be collected from offshore 
environments, and could thereupon be used to initiate wave climate 
models for prediction of the wave climate as the wave field progressed 
toward shallow water environments. As the satellites and models would 
be used over extensive areas, our approach here has been to utilize 
mapping methods appropriate to extension over large areas. In so doing, 
we have put more than the usua 1 effort into methods, comparisons and 
error analyses encompassing the full range of wave data derived from the 
SAR. 
In broad terms, the output of the VSWCM has been closely verified 
by the Seasat SAR data. In the Cape Hatteras area, some anomalies are 
found, which may be due to bathymetric irregularities or complex current 
fields. In the Long Island area, where SAR detection of the wave field 
was less uniform, VSWCM output is still verified to a reasonable degree. 
With respect to the possibility of a satellite/model system for 
predicting wave climate, careful consideration will have to be given to 
the data reduction component in order to minimize prediction errors due 
to multiple wave trains and uncertainty in the measured wave spectrum 
and its dominant features. 
3 
I. Introduction
METHODS AND MATERIALS 
To measure length and direction of waves on SAR pass 974, Cape
Hatteras, a method was devised whereby a subimage was enlarged and 
rotated until it matched a standard Ronchi ruling. This method was 
eventually chosen for principal use in data extraction, and most data 
shown in map form in this report were obtained using this method. 
However, two other methods were tested for data extraction, namely 
crest-counting and optical Fourier Transforms (OFTs). In the first, 
wavelength was measured by counting crests along an orthogonal on an 
enlarged subimage. In the second, wavelength and direction were 
measured on film copies of optical Fourier transforms produced with a 
laser apparatus. A comparison has been performed between the crest­
counting, OFT, and Ronchi ruling methods. 
In measuring length and direction of waves from SAR imagery, there 
are several problems. First, the ocean itself has complex spectral 
qualities, frustrating the c h o ice of a d ominant wavelength and 
direction. Regardless of method used, qualitative observation of OFTs 
shows that even for highly peaked spectra, the wavenumber spectrum is 
sufficiently broad and irre gular t o  produce uncertainty in the 
neighborhood of +- 5-10 per cent in wavelength and +- 2 degrees in 
propagation direction (Figure 1). Often, OFT spectra are less peaked, 
and uncertainties are correspondingly greater. Second, SAR imagery 
examined here was uncorrected for both slant range scale distortion and 
range walk. Investigation showed that slant range distortion did not 
Mig�ificantly affect our results, and therefore no corrections were 
c1pplied. T hird, the SAR ima gery used  for zoom transfer scope 
measurements was a secoud geDeration image copied from the "master 
pos jt he" produced by the Jet Propulsion Laboratory ( JPL, Pasadena, 
California), and of lesser quality. Fourth, the optically correlated 
imagery examined here varied noticeably in contrast over the range 
dimension from the ne ar to the far ed ge of the film. Finally, 
establishing boundaries of good wave visibility was difficult. Being 
able to identify and set aside areas whose waves are marginally visible 
or unmeasurable is an asset, as it saves time on fruitless attempts of 
data extract ion. 
In the sections which follow, SAR imagery and its inherent 
geometrical distortions are discussed. Then measurement techniques and 
their precision are treated. Finally, an investigation of ideal spatial 
sampling density and field uniformity is presented. 
II. The Virginian Sea Wave Climate Model
A. Wave Refraction Model
The wave refraction mode 1 used in the VSWCM is es sent ia l ly the 
same as the program described by Dobson (1967), and is fully described 
by Goldsmith � tl- (1974) . Wave rays are refracted according to 
5 
Figure 1. Typical Optical Fourier Transforms from pass 974, Cape 
Hatteras. Note breadth of spectral peaks. Enlarged from 
35 mm film OFTs from SAR imagery of scale 1:500,000. 











11 mm square 




. ,, - • . 
• ' . 










. -�. - '
• • 
5 nun square 
11 nun circle 
Snell's Law in which the propagation velocity is a function of ocean 
depth. Snell's Law is 
Sin al/Sin a2 = vl/v2 , (2) 
where al and a2 are the angles of incidence of  the incident and 
refracted rays, respectively, with respect to the local isobath, and vl 
and v2 are the incident and refracted phase velocities. 
Linear wave theory, a first order approximation to an exact 
theoretical formulation for wave propagation dynamics, is employed in 
calculating phase velocities. Several assumptions are made when 
applying Snell's Law with linear wave theory (CERC, 1977): 
1) There is no energy transfer from ray to ray.
2) The direction of propagation is perpendicular to wave crests,
i•!t•, there is no diffraction.
3) The celerity for a wave of a given period is a function of
depth only.
4) The bathymetry is smooth; there are no abrupt changes in
depth.
5) The waves are ideal monochromatic waves of low amplitude.
6) No account is taken of local winds, current-induced
refraction, or reflection,
The first condition is met in this application �>cept at and 
beyond ray crossings (caustics). At caustics, linear wave theory fails 
to approximate the field. Conditions 2, 3, and 4 are satisfied for the 
present purposes. As for condition 5, the waves are of sufficiently ]ow 
amplitude, according to the one-dimensional spectra measured at the 
nearby CERC pier (Figure 2). The CERC measurements show that although 
the waves are not monochromatic, the spec ra are peaked in the manner of 
typical ocean swell. Finally, condition 6 is violated by the presence 
of the Gulf Stream in the eastern part of the area of interest (Figure 
3). Kasischke et al. (1981) have attributed angular changes in the wave 
ray field to shearing currents of the Gulf Stream, and to Hurricane Ella 
as a point source for wave generation. Ella was located at N 32 degrees 
30 minutes and W 72 degrees 30 minutes 011 September 3, 1978, the date of 
pass 974. 
B. The VSWCM Grid
The found ation of the VS�CM mapping domain is a transverse 
Mercato1 projection with a central meridian of 75 degrees W and a 
c ntral parallel of 37 degrees N. Using the intersection of these two 
lines as the origin, a grid of two-inch squares was drawn. Next• lines 
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Figure 2. Wave spectrum at CERC pier concurrent with pass 974 (Lichy, pers. comm.). 
Figure 3. Thermal IR image from HCCM satellite for 24 August 1978. 
The Gulf Stream is shown skirting the continental shelf 
off Cape Hatteras. This image, and another for 9 September, 
bracketed the Seasat SAR pass 974 on 3 September. 
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scale for the origin of 1: 4 82, 000. The x, y coor dinates o f  the 
latitude/ longitude i11tersect ions were calculated by a computer program 
(Goldsmith et al., 1974). 
The Dobson program requires that bathymetry be entered as a two­
dimensional array with elements corresponding to depths from a square 
grid pattern. Fo r this study, the array of bathymetric depths 
previously assembled for the Virginian Sea (Goldsmith et al., 1974), was 
extended f rom just north of Cape Hatteras to 40 km south of Cape 
Hatteras. The additional data were assembled by interpolating depths 
from National Ocean Survey sounding sheets 8808 and 9104 (with dates of 
19 63 and 1970, respectively) onto a 0.5 nautical mile square grid 
extending from approximately 34 degrees 50 minutes N to 36 degrees 10 
minutes N, and 75 degrees SO minutes W to 74 degrees SO minutes W. 
Figures 4 and 5 s how bathymetric contour maps which include the 
add it iona l data. 
The shoreline was plotted on the grid by optical superposition of 
meridians and parallels from a transverse Mercator projection of Cape 
Hatteras (Manteo, 1:250 ,000). A subsequent check of the orientation of 
landforms, with respect to lines of longitude, shows agreement within 
one degree, according to comparison with a nautical chart (Mercator 
projection, 1:416, 944 at 37 degrees N, Cape May to Cape Hatteras) via a 
Bausch and Lomb Zoom Transfer Scope. 
C. Deviation of Great Circle Lines from Spherical Geometry
Lines of latitude and longitude at 10-minute intervals were mapped 
onto this square grid from a transverse Mercator projection tangent at 
the 75 degrees W meridian (Goldsmith il tl•, 1974). The deviation 
between a great circle and its image on the projection (a curved line) 
is maximum in the North-South oriental ·on, increasing with distance from 
the central meridian. Maximum angular deviation is less than one degree 
for the portion of the map between Cape Henlopen and Cape Hatteras. At 
the Cape Hatteras area examined in this study, wave crests are oriented 
approximately w st-northwest, with virtually all data extraction points 
falling within 3 0  minutes of the 75 degree W meridian. Therefore, wave 
ray maps produced for the Cape Hatteras area should have angular 
deviations well withjn one dee1 Ni <  ,·t•nt>�ponding diagrams produced 
using a spherical coordinate system. 
D. Wave Ray Plotting
The VSWCM was originally developed in 1972-74 on the CDC computing 
system at NASA Langley Research Center. Subsequently, it was modified 
to run on the IBM model 370 compute1· at the College of William and Mary. 
During this project, it has been modified a second time to run on the 
Prime 750 computer at the Virginia Instjtute of Marine Science. A 
Tektronix plotter terminal model 40 15-1 and a Houston Instruments 
Complot drum plotter (2 2-inch) are used for preliminary and final 










Figure 4. Bathymetry near Cape Hatteras. Contours in feet drawn manually with 
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III. SAR Image Data Extraction
A. Processing
SAR imagery used for this project is shown in Figure 6. It was 
correlated optically by the Jet Propulsion Laboratory (Pas adena, 
California). Processing was done for each pass by subdividing the 
s atellite swath i nt o  four parallel subswaths of equal widt h ,  
approximately 30 km. When the overlapping subswaths are combined into a 
mosaic, they depict an area 100 km wide. Along the edges of  each 
subswath, JPL placed tic marks for each second of satellite travel, 
spaced about 6.6 km apart. JPL provided approximate l ocat ion 
coordinates at 30-second intervals along-track, but since a landform was 
present in the imagery, the landform was used as a geographical 
reference. 
Each subswath was processed separately, with a uniform scale in 
the azimuth dimension, and a scale of 1:500,000 in the center of the 
subswath. At this scale, a 120-metre wave which is typical of waves in 
this project is 0.24 mm from crest to crest. The scale in the range 
dimension varied+- 4 per cent from far to near range, respectively. 
Variation in range scale is discussed in detail below. 
B. Geometric Characteristics
During each orbit, all polar orbiting satellites describe an 
S-shaped curve on a Mercator projection of the earth. Durin g  t he
descending pass of September 3, 1978, Seasat described a sljghtly curved
swath extending from south of Cape Hatteras northward to Nova Scotia.
For the 200 km portlon of the pass centered on Cape Hatteras examined in
thib study, the s�tellite bearing changed from 205.65 degrees to 205.11
degrees. During the image-formation process, the arc-shaped ground
swath was mapped onto a straight 1ine image, and ultimately data were
transferred to the Mercator projection of the VSWCM. A rough estimate
of the maxinrum location error in this process is 2 km (Figure 7) (see
Carpenter, jn C-oldsmith f:!.. tl•, 1974), or 1 km for landform-matching at 
the midpoint of the 200 km. Neglecting both the curvature errors and 
slant range scale distortion, the SAR image can be thought of as an 
oblique cylindrical projection tang nt at the orbital plane. Because of 
the su•all area imaged in a 100 km s,,:ath width, this projection is nearly 
conformal, i•�•, angular relationships and true shapes are preserved. 
C. Sampling Locations and Ar as
When making measurements, appropriate sampling areas (subimages) 
must be chosen. Choice of an optimum size for each subimage is a trade­
off between a large area ith ore •aves available to be averaged, and a 
sw�ll area displaying �ore uniformity in a refracting field. From these 
considerations, 5 mm diameter circles and 5 mm length squares were 
c h o s e n  a s  a n  o p t imum s i z e  f o r  r o u t i n e  meas urements. Some 
intercalibration measurements were done with 11 mm cjrc)es to match 
subimage area$ used els where. The routin use of a single size for 
subimages is convenient in data extraction, but sizes adjusted according 
to the wave patterns on the imagery would likely prove helpful. Faint 
16 
Figure 6. Seasat SAR imagery of Cape Hatteras. Enlargement. 
17 
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Figure 7. Estimate of location error from mapping the SAR ground swath 
onto the Mercator projection. Symbols: s--curved track on 
Mercator projection. x--track according to image. d-­
displacement. Phi--change in clock angle perpendicular along
200 km. Phi= 0.6 degree, d = 200*sin(phi) = 2 km.
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patterns offshore could be enhanced by  the  use o f  larger sizes. 
Nearshore patterns where the wavelength has become shortened also would 
be enhanced by larger sizes, but the details of refraction would then be 
lost. At a scale of 1:500,000, 5 mm on the image corresponds to 2.5 km 
on the ocean surface, or about twenty 120 metre wave crests. 
To designate subimages, an array of tangent circles was plotted 
on transparent acetate. In deep water, where the wave field was most 
nearly uniform, measurements were taken at 12 km spacing, while on the 
continental shelf, where the depth was intermediate or shallow with 
respect to the wavelength, sampling was at every 7 km (see sampling 
grid, Figure 8). A constant density of sampling was deemed necessary to 
produce data permitting interpolation of wave rays, for comparison with 
VSWCM output. Also, economy of effort in data reduction would require a 
protocol using arrays in the event that construction of ray diagrams 
becomes operational in a satellite SAR program. The use of an array 
here was intended to uncover possible proble�s aPd ronsiderations 
relevant to planning for such a system in the future. 
D. Slant Range Scale Distortion
1. Introduction
The imagery produced by JPL using an optical correlator is 
uncorrected for range walk and slant range distortion. Range walk is 
due to earth rotation during the satellite overpass, �ausing the ground 
swath to curve slightly. St1cli distortion is small compared to slant 
range distortion, and will not be discussed further. 
Slant range distortion exists in all uncorrected radar imagery, 
and is manifested by a systematic increase in scale rangeward from the 
near edge of the ground swath. Range scale inhomogeneity affects 
measurements of 1) ground range; 2) wave propagation direction; and 
3) wavelength in varying amounts, depending on distance from nadir. JPL
partially corrected for slant range distortion during optical
correlation by dividing the ground swath  into four overlapping
subswaths, with scale adjusted to 1:500,000 at the center of each
subswath. This partial correction is sufficient for present purposes,
as shown by analysis which follows below. Measurements at all subimage
locations were therefore made as if the scale were uniformly 1:500,000.
The error in ground range under this presumption will be discussed
first. Next, effects on wave length and direct fon 11 easurement s wi 11 be
examined. Lastly, image distortion is examined quantitatively, both
within a single sampling subimage and over the entire subswath.
2, Error in Range 
Variation of range scale over the width of a subswath is shown in 
Figure 9. Here, inverse scale is plotted at each centimetre across the 
subswath. Subswath 1, closest to the satellite, has the most extreme 
variation in scale; conversely, subswath 4 has the least. The errors in 
range location, which result from an assumption of uniform scale, were 
determined in a straightforward fashion (for detail, see Appendix 1). 
First, ground range from the nadir was calculated using equation (7) of 
19 
Figure 8. Sampling grid of data extraction points for pass 974, 
Cape Hatteras. 
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Figure 9. Variation of inverse range scale factor for SAR subswaths 
(optically correlated imagery). 
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W u  et al. (1981). Then g round range from the subswath edge was 
subtracted to yield ground range from the edge of the subswath. This 
r esult was  comp ared with range calculated via a uniform scale of 
1:500,000. Difference between the two is the magnitude of error (Table 
1). Maximum location error, on subswath 1, was 0.25 km on the ground, 
and 0.5 mm on the image. 
3. Error in Wavelength and Direction
To calculate error in angle and wave]ength measurements, a small 
wavelength vector was constructed. Range (y) and azimuth (x) components 
were then calculated for the end points of the chosen vector. A y 
component was then calculated according to the exact scale, rather than 
1/500,000. New values of wavelength and direction were then determined 
by parallelogram composition. Algorithms for these calculations are 
presented in Appendices 1 and 2. Data were taken from JPL's Auxiliary 
Data Listing Program, version 15, Rev. 974, date (of listing) June 19, 
1979. Equations allowing determination of exact scale are from Wu ll 
il• (1981). 
The computed errors resulting from the assumption of uniform range 
scale are presented in Tables 2 and 3. Table 2 contains worst case data 
for waves at Cape Hatteras, pass 974, with a direction of 335 degrees, 
which is 50 degrees with respect to the subswath edge. Table 3 contains 
data for a more typical direction of 325 degrees, 60 degrees with 
respect to the subswath edge. The worst case data represent the largest 
deviations from the range direction for this particular wave field. For 
these conditions, the maximum error in angle is 1.21 degrees, and in 
�avelength, 1.8 per cent. The direction error is comparable to the
s t andard error of the mean for zoom transfer scope direction
measurements, while the wavelength error is small in comparison (1.8 per
cent versus 6 per cent).
4. Errors From Curvature of Rays Within a Sampling Subimage
When ca lcu lat ing the range component of the wavelength "vector", 
the exact scale at the central point of the subiroage was used. However, 
the sca]e changes slightly within this area. The maximum scale change 
within any subimage on subswath 4 is 1:521,000 to 1:517 ,000, a change of 
about 1 per cent. A wave entering a subimage at 45 degrees, the worst 
case, would exit at 44.42 degrees. At the center of the subimage, the 
bearing is less than 0.5 degree from its true value. This error is we11 
below the average value for standard deviation of the mean for zoom 
transfer scope roeasur ments in this study, 1.4 degrees. 
E. Techniques for Measuring Wavelength and Direction
Wavelength and direction can, in principle, be measured from 
clearly imaged, monochromatic waves with instruments as simple as a 
ruler and protractor. Ocean swell, however, despite its apparent 
uniformity, is sufficiently irregular and short crested to make this 
�irect method awkward and representative mere]y of the transect at the 
ruler's edge. To better describe the two-dimensional wave field, 
n1eai;urement over a unit area is preferable. A well-known method which 
24 
TABLE 1 
Location Errors due to Slant Range Distortion. 
Apparent ground range values were calculated with the 
assumption of uniform scale 1/500 k. 
Apparent 
Image Ground Ground Range 
Sub swath Range*(cm) Range*(km) Error*(km) 
1 0 0 o.oo
1 5 0.17 
2 10 0.25 
3 15 0.24 
4 20 0.15 
5 25 -0.02
4 0 0 o.oo
1 5 0.12 
2 10 0.18 
3 15 0.17 
4 20 0 .11 
5 25 -0.02
*With respect to film edge nearest satellite subtrack.
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TABLE 2 
Worst Case Errors in Wavelength and Direction AttributabJe 





with respect to azimuth). 
Error 
Ground Direct ion Wavelength 
Subswath Range*(km) (degrees) (percent) 
1 0 -1.21 1.8 
1 -0.69 1.1 
2 -0.19 0.3 
3 0.29 o.s
4 0.76 1.2 
5 1.20 1.8 
4 0 -0.87 1.3 
1 -0.50 0.8 
2 -0.14 0.2 
3 0.21 0.3 
4 0.55 0.8 
5 0 .87 1.3 
*With respect to film edge.
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TABLE 3 
Typical Errors in Wavelength and Direction Attributable 





with respect to azinruth). 
Error 
Ground Direct ion Wavelength 
Subswath Range*(km) (degrees) (percent) 
1 0 -1.07 1.1 
1 -0.62 0.7 
2 -0.17 0.2 
3 0.26 0.3 
4 0.68 0.7 
s 1.06 1.1 
4 0 -0.76 0.8 
1 -0.44 0.5 
2 -0 .12 0 .1 
3 0.19 0.2 
4 0.49 0.5 
s 0 .77 0.8 
*With respect to film edge.
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mploys a unit area is the optical Fourier transform, which produces a 
two-dimensional wavenumber spectrum. A third method has been developed 
during this project, and is based on comparison of wave imagery to 
Ronchi rulings using variable magnification optics. All three methods 
are described below. 
1. Crest Counting Along An Orthogonal
For a small set of subimages, wavelength was measured by counting 
crests along orthogonal lines drawn onto a projection enlargement of the 
SAR image. Using a Recordak microfiche reader, the image was magnified 
by a factor of 18. Where a prominent wave train appeared, a straight 
line orthogonal to the crests was drawn onto the screen with a felt 
tipped pen. Crests were marked along the line, the number of crests 
recorded, and the line measured. From one to three lines were drawn and 
measured for each subimage by different observers. Difficulties were 
encountered in identifying crests, particularly in marginal areas where 
crests gradually became unresolvable. In wany instances, there were 
fine striations which appeared to be crests, but which were ignored, 
because the number of crests was small and no regular pattern of 
striations could be discerned over a large enough area.  A brief 
quantitative co�parison was made between crest-counting and the other 
wavelength-measurement methods, and it showed that crest-counting 
produces relatively irregular results. Because of these drawbacks and a 
preference for an areal measu1ement, crest-counting was discarded 1n 
favor of the OFT method and the zoom transfer scope method. 
2. Optical Fourier Transform (OFT) Method
An interesting attribute of two-dimensional wave imagery is that a 
directional wavenunbe1 spectrum can be produced using rather simple 
optical apparatus (Egbert�!. !J.., 1974). For this study, the beam from 
a 0.5 milliwatt He-Ne laser was diverged by a lOX microscope ocular, 
projected through the object transparency (SAR subimage), then converged 
onto photographic film (Figure 10). The diffraction pattern formed is a 
spatial, two-dimensional Fourie1 transform, termed an optical Fourier 
Transforn, (OFT). It is widely accepted as a spectral analysis method 
for images Clf ocean waves (Barber, 1949, Stilwell, 1969, Kasevitch rt 
al., 1971, Shuchman et !ll., 1979, Gonzales et !l_l., 1979, Beal, 1980, and 
Kasischke et tl•, 1981). Separation of fitst order waxima is inversely 
proportional to wavelength; azimuthal orientation defines the wave 
propagation direction (except for a 180 degree ambiguity). A square 
t1a sform aperture may be used in order to produce a diffraction pattern 
with a cross-shaped artifact in the c nter; the cross provides a 
convenient fran,e of reference from which to measure diiection, Figure 1. 
Some 200 OFTs were imaged at VIMS during this project. In some
cases, to minimize error during identification of spectral peaks, the
peaks were located u ing an International Imaging Systems (I2S) 5-bit
density analyzer with color-coded t levision display, and read for
azimuth and peak spacing under enlargement using the Zoom Transfer Scope
(ZTS). Direction of propagation was measured on the ZTS by projection
o f  an e n l a r g e d  image onto an azimuthal grid. Separation of
diametrica11y-oppos cl �pectra peaks was measured on the optical
28 
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Figure 10. Optical diagram for OFT production. Film: Kodak Tri-X 
panchromatic. Typical exposure: 1/16 sec. 
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enlargement with a millimetre rule. To convert separation into 
wavenumber, transforms were made from glass Ronchi rulings (Edmund 
Scientific) of spacing 50, 80, 100, and 133 lines per inch, used as 
calibration standards. 
The OFT method reveals spectral features, bringing some order to 
the confusion of a complex wave image. The method is advantageous in 
that it reveals the range in wavelength and direction present in a SAR 
sub image. 
One disadvantage of the OFT method is that it involves the use of 
still another photographic step (the OFT image) for the measurements 
(this would not be the case if an image tube were used for read-out of 
spectral details, or if digital Fcu1jer transforms were computed from 
tape data; see Egbert !!J: !lJ_., 1974 and Sbuchman �al., 1979). Errors 
during imaging must be minimized by means of several precautions. Film 
must be carefully placed into the filmholder so that the desired area is 
framed by the aperture, with top and bottom edges of the aperture 
precisely aligned (to better than one degree) with the edges of the 70 
n® film. The two lenses, the film holder, and the camera must all be 
orthogonal to the laser beam. Finally, the lenses must be free of 
significant optical aberration. 
The OFT necessarily samples the selected area with uniform, 
perhaps Gaussian, weighting. When the refracting field shows relatively 
large curvature, smaller subimage areas are needed, and measurements on 
OFTs from the nominal-size subimage will smooth the spatial detail. 
A source of error in the OFT method is that a point corresponding 
to t�e spectral peak m ust be identified for data e xtractio n .  
Identificat5on is simple for highly peaked spectra, but not for those 
which are diffuse and/or have peaks offset from the energy-averaged 
center of gravity. There were many cases where the tallest of multiple 
peaks in a localized pattern on the OFT could not be distinguished, or 
convers ly, where the summit was sufficiently flat that a central point 
had to be arbitrarily chosen. The resulting uncertainty in location 
varied with the spectrum, but for flat elongated patterns was on the 
order of +- 10 percent of measured radius. Because patterns were 
e longated primarily in the radial direction, there was much less 
uncertainty introduced in the azimuth (wave direction)  r e adings. 
Consequently, there were differences in uncertainty for wavelength and 
direction measurements, <'IS reflected in the intercalibration results 
discuss d below, where wavelength measurements are less precise and less 
accurate than direction measurements. 
We note that others such as Beal (1980, 1981) have apparently 
encountered such problems in OFT data, becau�e <'C•nRiden1bJe snoothing 
has been �ployed before comparing Fourier transform data from different 
locations. 
3. Zoom Transfer Scope (ZTS) Method
A simple method of niessur ing the wavenumber vector was devised 















































Figure 11. SAR film overlay with matrix of tangent circles.
Rows of rulings on near and far edges of film were
used to determine angle of wave propagation.
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The transparent tangent-circle grid of Figure 11 was superimposed on the 
SAR imagery and placed on the horizontal stage (upper level) of the ZTS. 
An image of a Ronchi ruling was then fixed to the center of a shee t  of 
polar coordinate graph paper displaying a one-degree azimuthal grid 
(Figure 12), and the combination was then placed on the map table (lower 
level) of the ZTS. The Ronchi ruling was oriented such that lines were 
parallel to the zero-degree axis. A masked subimage of the SAR film was 
then centered in the optics, and optically rotated and enlarged to 
achieve the best match between SAR imaged waves and the Ronchi ruling. 
Fine adjustments in phase were made in both horizontal dimensions by 
shifting the image of the rulings slightly using ZTS adjustment screws. 
Ma tching waves with rulings is a critical step in the measurement 
process. Because of the complexity of ocean wave patterns, obtaining 
corr espondence is somewh a t  subjective. At this step, the zoom 
magnification setting was recorded, and subsequently converted to 
wavelength, as it is inversely proportional to wavelength. Next, after 
suitable zoom adjustments, an angle was read on the polar coordinate 
graph paper manifesting best agreement with the pattern of parallel 
lines affixed to the edges of the SAR film overlay. After best 
alignment, the angle was read to within one degree. This angle was 
later converted to ray direction by adding the appropria te offset for 
the satellite heading. 
For the 140 ZTS image points measured according to the grid 
overlay of Figure 8, and roughly another 150 made for intercalibration 
data and the Long Island grid, each ZTS measurement was made four times, 
twice by each of two observers. Additioral weaRurements at other 
locations were made as single observations. Repetitive observations 
were averaged after editing of occasional values having wide deviations. 
Deviations were due to subjective measurement variations, and to crossed 
wa�e trains. When crossed wave trains were noticed, multiple sets of 
measurements were taken as appropriate. To convert ZTS magnification 
data into wavelength, Ronchi rul ings of various sizes were used as 
wavelength measurement standards. 
For this study, the main advantage of the ZTS method is that it is 
a direct measurement frotu the origins 1 image. Direction measurement is 
particularly cv�y and rapid using the ZTS, and small regions of the 
imagery a fe, 1ni11imetres in sire c .. rn be examined readily for wave 
directjon. Repeatability of results for a single observer is very good 
even for data xtraction from srrall regions. Direction can easily be 
determined by the ZTS method. However, wavelength is more difficult, as 
it requires care to distinguish the amount of matching between waves and 
rulings when making fine adjustment in magnification. 
4. Accuracy and Precision of OFT and ZTS Mtasurements
The accuracy of the ZTS method was tested by comparison with 
measurements of the same sampl" g subimages with OFTs. Because of the 
reasons discussed above, it is usually easier and more accurate to 
determine wavelength from OFTs than from the ZTS. However, direction 
measurement is simple, and equally accurate using the ZTS. 
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Figure 12. Azimuthal grid with Ranchi ruling pattern aligned with 360 degrees.
This grid was placed on the ZTS map table for direction measurement. 
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In the subsections which follow, the methods are evaluated by 
comparison of VIMS mea surements with measurements made in other 
laboratories. First, data sets used for jntercalibration and method 
intercomparison are identified. Next, there is a discussion of the 
improvement in agreement between laboratories when stratifying subimages 
according to the quality of wave data they contain. Finally, VIMS OFT 
and ZTS results are compared with each other, and with OFT results from 
other laboratories. 
a. Data Sets For OFT Intercalibration and Method
Intercomparison
Three independent sets of OFT wave measurements have been 
published in the literature for pass 974, Cape Hatteras, with mutually 
exclusive sampling locations. T o  sets were done by S hucbman and 
colleagues at the Environmental Institute of Michigan (Shuchman et !.l_., 
1979; Kasischke et al., 1981). The first ERIM set is referred to as 
ERIM. The second ERIM set became available too late for inclusion in 
this study. The third set was done by the Naval Research Laboratory 
upon request of Lichy and colleagues at the Army Corps of Engineers 
Coastal Engineering Research Center. This set is referred to as  CERC, 
and is published in Shuchman fil.. tl• (1979). For the subimages of both 
the CERC and ERIM data sets, measurements were made by VIMS using both 
ZTS and OFT methods. In addition, a subset of sampling locations from 
the VIMS grid was selected for use in the intercomparison of methods. 
Together, three sets of mutually exclusive subimages were selected for 
int rcomparisons (see Table 4): 
1) CERC locations, 11 mm circles, with 3 sets of measurements:
CERC OFT, VIMS OFT, and VIMS ZTS,
2) ERIM locations, 5 nnn squares, with 3 sets of measurements:
ERIM OFT, VIMS OFT, and VIMS ZTS.
3) VIMS locations, 5 mm circles, with 2 sets of measurements:
VIMS ZTS and VIMS OFT.
For comparison of VIMS OFT and ZTS results, the ERIM location and 
VIMS location sets were combined, as subimage siz was nearly identica l 
(5 mm s quares and 5 mm diameter circles). The combined data et 
contained results for 48 locations. 
b. Classification and Comparison of Data Sets
Before co pn1ing n asur ment sets, it was desirable to remove 
subimages for which wave patterns w re nearly unresolv�ble. Therefore, 
an stt 1pt was made to devise an � rior_j classification scheme to 




h dseparDle poor , air , an goo image ata, to fac1l1tate m t o 
comparison and int rcali bration . Two independent methods were 
investigated for this c]a.�ification, both based on a subjective measure 
of expected wave resolution. One method was to classify each subimage 
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TABLE 4 
Data Sets Used for Method Comparisons. 
Sampling Locations 


















5 mm dia. 
circle and 
5 nan square 
VIMS OFT 
VIMS ZTS 
Note: In comparisons of OFT with ZTS data, measurements from 
ERIM an d VIMS locat i on sets were lumped into <>l•t' catego1 y 
because subimage areas were nearly the same. 
35 
d · t d d deviation of the mean ( Sd) 
of the four replicate
accor 1ng to s an ar . 
ZTS direction measurements. This method was based on
 the presump_t ion
that Sd should increase as clarity decreases •. �
not�er meth0d was �isual
inspection of OFTs and their subjective classification as good
, fai�, or 
poor in terms of narrowness and contrast of spe�tral pea�
s: For ei�her
classification scheme to be useful, the correlation coefficient o�tained
when comparing data obtained by the different methods shoul
d improve
with wave clarity. 
Stratification by Sd for ZTS replicate measurements showed little
correlation between clarity class and correlatjon coefficient for
comparing results of OFT and ZTS methods, as can be seen.in Tabl� 5,
The r values for direction data are very low due to four deviant points
which fall outside the normal ranges of values (as determined from
histograms), These points were from " poor" spectra (as evaluated
visually), and their removal c aused the r values to increase 
substantially. The results suggest that noise in the 2TS measureme nts. f " " was not strongly dependent on wave clarity, except or poor spectra, 
The Sd classification scheme was not pursued further. 
In the test of classification by OFT quality, the largest set of 
observations, 48 VIMS+ ERIM locations, showed a positive correlation 
between r value and clarity class, as shown in Table 6 comparing OFT and 
ZTS methods. A similar trend was observed for t h e  ERIM set. A 
different trend was observed, however, for the CERC set (not shown), 
where the class "fair" had the highest correlatjon coefficients. It 
should be noted that both the CERC and ERIM sets were small in 
comparison to the VIMS+ ERIM set, and each had only 2 to 6 observations 
in the "poor" class. 
Since the 3-tier OFT classification scheme produced nonuniform 
trends, the top 2 tiers were combined and the co1T1parisons repeated. In 
this arrangement, both the ERIM and VIMS+ ERIM location sets had higher 
correlation of r value and iroage clarity class (Table 7). The CERC 
location set produced less distinct trends. However, bec�use nearly all 
the data were stratified successfully, this 2-t ier strat :i.ficaticn scheme 
was implemented for intercomparisons that follow in that data fr om
" " OFT · 
' 
poor s p e c t r a w er e  s e t  a s id e  a n d  not included in the 
intercomparisons. 
The finding that spectral quality impacts methods comparisons is
to be exp�cted and h�s significance beyond this study. With respe ct toa �otent1al satelllte/trodel syste1T1 for prediction of shoreline wave
c�1ma��• the da�a reduction algorithm will have to be designed tod1scr1�1nate aga1n�t poor _spectra. This can be accomplished by means oft�e.s1gnal to noise ratio over the t w o  dimens ions of the OFT ordJg1tally calculated spectrum. 
c. Intercalibration of OFT Measurements
Al�hough there were two sets of OFT measurements (ERIM and CERC)from outside laboratodes available for intercal 'b t · there was nos t h · b. 
1 ra ion, e a� ing su images measured by both CERC and ERIM. Consequently,there is no way to determine the amount of agreement between the
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TABLE 5 
Correlation between OFT and ZTS Results for Partitioned Data Sets. 
Partition method: standard deviation of the mean for four replicate 
ZTS measurements of direction. 
a. VIMS + ERIM Subimage Locations. 48 Samples.
Variable Quality 
Direction 





























*Removal of four points with visually poor OFTs
yields r = 0.90.
























































































































Correlation Between OFT and ZTS Results for Partitioned Data Sets. 
Partition Method: Qualitative Evaluation of OFT Signal Clarity. 
a. VIMS+ ERIM Subimage Locations. 48 Samples.
Variable Quality 
Direction 










































































VIMS OFT vs. VIMS ZTS 
good 0.79 11 
fair 0.75 15 
poor 0.53 5 
CERC OFT Y.!.• VIMS ZTS 
good 0.46 11 
fair 0.64 15 
poor 0.62 5 






























































Correlation Coefficients for Combinations of ZTS and OFT Data Sets. 
Measurement 
Sources 






















With and Without Poor OFT data. 
Omit 
Sub image Combined Data Set Poor OFT Data 
Locations Variable # Samples r I Samples r 
CERC Direction 31 0 .82 26 0.85 
Wavelength 0.67 0.67 
ERIM Direct ion 16 0.67 13 o. 72
Wavelength 0.71 0.74 
CERC Direction 32 0 .90 26 0.88 
Wavelength 0. 56 0.54 
ERIM Direct ion 18 0.74 14 0.89 
Wavelength 17 0.55 13 0.64 
VIMS+ Direct ion 48 0.03 34 0 .80 
ERIM 
Wave length 0. 71 0.79 
CERC Direction 31 0.88 26 0.95 
Wavelength 0.74 0. 78 
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measurements made in the outside laboratories. The intercomparison 
presented here, then, is for VIMS OFT vs. ERIM OFT, and VIMS OFT vs. 
CERC OFT. 
Several scatterplots for comparisons in both wavelength and 
direction, using data for the CERC stations as examples, are presented 
in Figures 13-18. Correlation coefficients for all the data are in 
Table 7. From Figure 13, and other data not shown, it is evident that 
wavelength values measured by VIMS OFTs are slightly higher than those 
measured by both external laboratories, despite the use of Ronchi 
rulings as calibration standards. The bias is usually about 6%, with 
occasional wide deviations. Careful re-examination of all VIMS OFTs 
from the CERC stations showed that many contained multimodal spectra. 
The published CERC data contained only single wavelength and direction 
pairs for each station. It is believed that some of the deviations are 
the result of selection for measurement of different wavetrains in 
crossed seas. 
For direction, virtually all direction values agree to within +- 5 
degrees (see for example Figure 14). The comparison of VIMS OFT vs. 
CERC OFT produced slightly higher correlation values than the VIMS OFT 
vs. ERIM OFT comparison. A plausible reason for this result is that the 
CERC set involved the larger OFT aperture (11 mm vs. 5 mm for the ERIM 
OFTs). 
The data in Table 7 show that OFT direction measurements from 
different laboratories have higher corr lations (r = 0.85 and 0.72) than 
OFT wavelength measurements (r = 0.67 and 0.72). 
d. Comparison of ZTS with OFT Measurements
The comparison of ZTS with OFT measurements provides a measure of 
the ZTS method against the widely-used OFT. Data for the CERC stations 
are again used for illustration, but all the correlation results are 
presented in Table 7 (see the right-hand column). For "-'ave length, ZTS 
and CERC OFT data are compared in Figure 15. Somewhat greater scalt�r 
is found here, with the ZTS, t av in Figure 13 with the VIMS OFT. 
Between ZTS and externa 1 laboratory data, the r values for wavelength 
for ERIM and CERC stations disagree by 0,10. There is neglig ible 
di f ferenc , ho\.1ever, between the direction orre J st ion coefficients. 
These on average are much highe1 than for wavelength (0 .88 vs. 0 .59). 
Some of the same data are illustraleo differently in Figure 16, which 
compar lht• tlhecticu i!jff rences between methods taken in pairs. 
Agreem nt is largely within +- 5 degrees. 
The internal comparison of VIMS ZTS vs. VIMS OFT wavelength data, 
in Figure 17, shows again a scatter of wavelength deviations whose mean 
is roughly 6%. There is ro ep1arent bias here; thus, VIMS wavelength 
values are internally self-consistent. The r values for the ERIM and 
CERC stations are nearly identical (0.79 and 0.78). 
For the directio measuren;ents, however, there is a significant 
difference bet�een correlation roeffjcients. For the set of 11 rum 
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Figure 13. OFT intercalibration results. VIMS OFT vs. CERC OFT. 
Wavelength. For Figures 13-18, the labels on the axes 
indicate the laboratory and method of data extraction, 
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Figure 14. OFT intercalibration results. VIMS OFT vs. CERC OFT. 
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Figure 15. ZTS-OFT intercalibration results. VIMS ZTS vs. 
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Figure 16. Comparison of deviations in direction values from 
different methods, VIMS and CERC data. See legend 
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Figure 17. Internal VIMS comparison for wavelength data, ·zTS vs. 
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Figure 18. Internal VIMS comparison for direction data, ZTS vs. 
OFT. CERC stations. See legend for Figure 13. 
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(VIMS+ ERIM locations), r=0.80. Again, this is evidence that a larger 
OFT aperture size improves the measurement of direction. 
The internal comparison of direction measurements is jJlustrated 
in Figure 18. The figure shows that virtually all individual direction 
measurements at VIMS agree to within 2 degrees. This very high 
agreement is in part a consequence of careful selection of wave trains 
in crossed seas. 
e. Precision of ZTS measurements
The frequency distributions of Sd for wavelength and direction for 
140 ZTS measurements on pass 974, Cape Hatteras, are plotted in Figure 
19. Median values of Sd were 1.2 degrees for direction, and 8.8 metres
for wavelength. The percentage deviation for wavelength was+- 6
percent (8.8 m/150 m).
f. Sununary
Of two stratification methods examined, subjective classification 
of OF T spectra into classes of wave claiity proved most useful. 
Although it was not poss i b le to impro v e  method correlations by 
cli.scriminating between "good" and "fajr" sub images, improvement was 
achieved by visually discriminating and removing "poor" sub images.
Consequently, visual discrimination was employed to remove "poor"
subimages from the intercomparison sets.
Since there is no set of subimages with OFTs measured by both CERC 
and ERIM, there is no evidence bearing on the relative accuracy of CERC 
versus ERIM data. 
There are several trends in the results presented above: 
1) General Results for Direction and Wavelength-- All intermethod
comparisons produced higher correlation coefficients for
direction measurements than for w�velength measurements.
Virtually all d irection measure ments agree to within
+- 5 degrees, and intralab results agree to within+- 2 
degrees. This result is obtained for individual absolute 
deviations, not composite statistical measures. Wavelength 
deviations are usually within 6%, but there are occasional 
wide deviations. 
2) Subimage Size-- Regardless of method, direction measurements
from 11 mro circular subimages produced higher correlation
coefficients than measurements made from 5 mm squares or
circles. Therefore, larger subimages improve measurement
precision.
3) ZTS Precision for Direction and Wavelength-- Precision of ZTS
measurements was high. For four replicate measurements taken
from 140 subimages at Cape Hatteras, the median Sd for
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Figure 19. Histogram of standard deviation of the mean for ZTS




4) ZTS Accuracy for D i rection-- There are no independent
direction data available to test absolute a c c u r a c y.
Intercomparisons indicate that the absolute accuracy of
direction measurements is between 1 and 2 degrees. On the
bas is of the better-than 2-degree accuracy in direction
measurements using the ZTS, and the obvious curvature in the
C ape Hatteras wave field of 20 to 30 degrees, the ZTS method
is sufficiently accurate for testing the VSWCM.
S) ZTS Accuracy for Wavelength-- Again, there are no independent 
data to test absolute accuracy. ZTS wavelength values have
acceptable precis ion, and are consistent with VIMS OFT
measurements, but the correlation �ith measurements from
external lab OFTs was smaller than would be satisfying. The
ZTS/OFT correlations were lower than the OFT/OFT correlations,
but the internal VIMS ZTS/OFT correlations were the highest.
Due to this inconsistency, the absolute accuracy of wavelength
measured by the ZTS is uncertain. The results suggest that
the mean absolute accuracy is around 6%.
6) OFT Accuracy for Wavelength-- V alues from VIMS OFTs were
biased high (perhaps 6%) compared to other OFT data. However,
ZTS and VIMS OFT wavelength values were generally consistent.
Again, no independent data from the field nrc available to
test absolute accuracy.
It will be seen in the results which follow that the maps obtained 
from the SAR data suggest the absence of noise in ZTS direction 
measurements. The smooth patterns which are revealed on the wave ray 
vector maps and ray diagrams (before and after interpolation) indicate 
entirely satisfactory representation of wave fields. Also, ZTS data 
have been confirmed by checking against OFT data for all important 
features of the analyses. 
Finally, the levels of agreement for sets _of wavelength and 
di1ection measurements are most reasonable, considering the inherent 
ranges in the two parameters as seen on hundreds of OFTs from VIMS, 
CERC, and ERIM. 
F. Plotting SAR Data on the VSWCM Grid
To convert points from the SAR grid to corresponding points on the 
VSWCM grid, an algorithm had to be developed. A linear transformation 
is appropriate, as both grids are linear. A simple multiple regression 
was used, based on an affine transformation (Kirby and Steiner, 1977): 
x =Ax' + By' +  C 
y = Dx' + Ey' + F (3) 
To calcuJctc tl1e constants, a series of common x',y points (on 
the SAR grid) and x,y points (on the VSWCM grid) was generated by 
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optical superposition of land forms from SAR imagery onto land forms 
previously traced on the VSlvCM grid. SAR points were transferred onto 
the VSWCM grid, and x' ,y ' readings were made with a Numonics electronic 
planimeter. A multiple linear regression was used to calculate the 
constants above. The resulting transformation scales, rotates, and 
translates points from one grid to the other. Because only a small area 
could be used as a training area (approximately an 80 x 25 km area), 
location errors probably increase with distance as the transformation is 
extrapolated away from the training area. 
G. Generation of Rays by Interpolation
A computer program was written to interpolate wave rays using the 
grid measurements from the Seasat imagery. Figure 20 shows a flow chart 
for the program, henceforth referred to as the SAR ray interpolation 
program. Initial points for computing interpolated rays were the series 
of subimages forming the eastern boundary of the array. Each ray was 
constructed by successive interpolation of the direction field, using an 
increment length of one-quarter of the grid spacing. The program 
interpolated wavelength and direction using the four nearest grid 










where X = interpolated di1ection r avelength, x 1 = direction or  
wavelength measured at  station i, r1 = distance in km from point i to
the ray point, and F = weighting coefficient. The option of setting the 
value of F to the appropriate level allows the programmer to vary the 
relative weighting of the nearby points. F controls the "pinching" of 
the Ga ussian weighting expression in Equation (4). The impa�t of 
different F values was examined for the hypothetical situation shown in 
Figure 21a. An arr3y W3S cc�ctrccted w�tt � l3ttice cpacing of 10 
arbitrary units, a�d with a region of more dense spacing produced via 
interstitial points in the upper center. Directions of vectors were 
established as sho�n; the 01thogonality of vectors in tbe pattern  
established an  extreme condition. The use of different. F values in 
Equation 4 produced the results show in Figure 21 b,c,d. The ratios of 
F to  n omin�J grid spacing for thes results are 0.5, 1.0, and 2 .0 
respectively. From the above testing, an F value of S km was chosen for 
the SAR gric which had a spacing of 7 km. This representR a rat ·o of 
0. 71.
H. Analysis of Sampling density
1. Introduction
When measuring a two dimensional field with point mccecrements, 
sampling density should be in 1er ely proportiorri t l' f:ie1<1 uniformity. 
Wher the field is uniform, sa�pling density can be low, but where it 
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Enter 
Read all wavelength, 
direction, and x, y data 
for each grid area. 
Read starting point 
coordinate for each ray ✓-----------
Calculate x, y coordinates 
for ray after traveling one 
increment length (2.5 km) 
Calculate distance to 









Figure 20. Flow chart for interpolating rays of the direction 
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Impact of the interpolation factor F on ray diagrams. 









































a. Test grid with orthogonal vector pattern.
b. Artificial wave ray for ratio of F to grid spacing of 0.5.
c. Artificial wave ray for ratio of F to grid spacing of 1.0.
d. Artificial wave ray for ratio of F to grid spacing of 2.0.
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exhibits significant fluctuations, sampling density must be sufficient 
to record the irregularities. Also, the level of detail obtained at 
each field point depends on the resolution of each measurement. Even 
with a sufficiently high sampling density, fluctuations in the field may 
be below the noise level of the measurement, and therefore be 
undetectable by the measurement. The goal of the following analysis is 
to determine the optimum sampling density for pass 974, Cape Hatteras. 
2. Field uniformity test
A test of field uniformity was devised, based on the expectatiot• 
that values interpolated from grids at successively increasing samplir,g 
density would tend asymptotically to the real values at the points. 
Figure 22 shows the hypotheticaJ outcome. At the optimum sampling 
density, actual field variation should be just within the range of the 
error inherent in measurements, so that on a plot of deviation vs. 
sampling density, deviation should converge to the noise level of 
measurements. 
A subset of 30 points at some distance from Diamond Shoals was 
chosen from the set of ZTS measurements of Figure 8. The chosen subset 
is shown enclosed on Figure 23. Then, grids were c on s t ructed at 
densities of 1/16, 1/32, 1/64, and 1/128 as shown. Grid density is 
defined here as the fraction of measured to total subimages on the 
original grid of S nini diatlleter circles in Figure 11. Thus, the grid 
density on Figure 23 is 1/8. For each grid square taken in turn, values 
of wavelength and direction were interpolated for' the square's center 
point from values at the square's vertices. The interpolated values 
were then compared with measured vaJues for the center point. As many 
center points of the 30 were examined as allowed by the given grid 
densities. The interpolation scheme of Equation 4 was used with factors 
F as shown in Table 8 for the different grid densities. 
At a grid density of 1/16, th�re are two grids that can be 
assembled, and for each of the 30 test points there is a single set of 
four closest points. For the coarser grid densities, however, there are 
multiple combinations of mutually exclusive points at a given grid 
density, and hence multiple grids are possible. Further, the number of 
possjbJe grids increases as grid density decreases. In sum, there are 
several cc�binatione of results possible for an investigation of this 
sort. To limit the amount of data reduction, and to  limit the 
combinations of possible results, only two grids were constructed at 
each grid density. 
At each grid density there is a dcviaticn between interpolated and 
measured values at each point. A composite plot of deviation vs. 
sampling density for ten representative (out of 30) points is presented 
in Figures 2l1 and 25 for direction �r.d \;'�vclcngth, 1cfpectively. The 
corresponding average deviation vs. sawpling dens�ty is plotted in 
Figure 26. For the 30 points used in Figures 24 to 26, the Sd for the 
original measurements of wavelength and direction averaged 9.64 m and 
I.OS degrees, respectively. Figure 2E sho,vs tl,at fer wavelength, the 
field is sufficiently uniform that the deviation of interpolated values 










Figure 22. Hypothetical convergence of interpolated values 
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(solid line figure). The orientation 
at the bottom. Representative grid 
TABLE 8 
Distance Weighting Factor F for Various �rid Densities. 
Weighted by exp(-(r./F) ). 
1. 
Minimum 
Inter st it ia 1 
Grid Distance F Value 
Density (km) (km) 
1/ 8 7.07 5.00
1/ 16 10.00 7.07
1/ 32 14.14 10.00
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Figure 24. Deviations of interpolated direction vs. inverse grid
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Figure 25. Deviations of interpolated wavelength vs. inverse grid 
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Figure 26. Average deviations of interpolated wavelength and
direction vs. inverse grid density. n = 30. 
62 
approximately equal to  Sd. F or direction, however, the average 
deviation of interpolated values from measurement (roughly 2 degrees), 
is almost twice as large as Sd, and the optimum grid density has not 
been reached. 
3. Test of the 1/16 Grid
Since the individual deviation values were widely dispersed, as 
can be seen in Figures 24 and 25, a more specific test of conformity was 
applied to the second densest grjd, 1/16. F or each of the 30  test 
points, four replicate ZTS measurements had been taken. The 60 per cent 
confidence interval for the mean was calculated, and the number of 
points having an interpolated value within this range was 9 for 
direction, 12 for wavelength. To determine whether these values were 
probable giv en the null hypothes i s  of equality of measured and 
interpolated value, the chi square test of goodness of fit was applied. 
The null hypothesis is easily rejected for direction, but for 
wavelength, it is marginally acceptable. Therefore, there is again 
evidence that a grid denser than 1 /16 is  needed for direction 
measurement 
4. Cluster analysis
Finally, maps were prepared showing which interpolated values from 
the 1/16 grid fell outside the 60% confidence interval of measurement 
(Figures 27a and b). Clusters of points suggest areas of local field 
non-uniformity. The southern half of the map has 7 points where neither 
interpolated value fell within the 60% confidence interval. The 
northern h alf has 4. Similarly, the �estern half has 7 and the eastern 
half 4. 
5. Sununary
It is evident from the above results that a sampling grid density 
which ic 1/16 is marginally acceptable for wavelength measurement, but 
not for direction. Because there were no measurements made at a grid 
density of 1/4, jt \JllS impossible to test the 1/8 grid used for most 
measurements (this is the density which was used i� !!.!.!. �-:.:t deep "t-:ater 
areas). Therefore this analysis docs not show whether the 1/8 grid ie 
sufficiently dense for direction measurement. 
Since the 1/16 grid was r.�rgin�lly acceptable for wavelength, 1/8 
1s likely to be an acceptable sampling density for wavelength. In 
addition, mapping reveals areas of field non-uniformity for both 
wavelength and direct ion. Since thes c areas cannot be dist ingu isl,ed 
prior to sampling, the use of a regular sampling gr id is appropd t1 t e. 
IV. Geometric Errors from Super impos j 11g SAR Imagery onto VSWCM Ray
Diagrar.is
It wae predicted earlier that angle and location errors from map 
generation might reach one degree and one kilometre. Ey superimposing 
landforms present on both SAR and VSWCM images, the magnitude of actual 
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Figure 27. Distribution of absolute deviations (interpolated versus




The landforms cannot be superimposed perfectly. If the best fit is made 
in either the southern or northern portion, there is a 3 mm (1.5 km) 
offset in the North-South direct ion (Figure 28), t h e  VSWCM shore] ine 
being slig htly longer than that of the SAR. There is also a 2 degree 
an gular difference between the norther ly  and souther ly bes t-fit 
orientations. An intermediate orientation was used for measurements 
hom the imagery, producing 1 degree and 0.75 km deviations at the 
extremes of the area studied. 
According to the auxiliary data listing from JPL, the clock angle 
perpendicular for the satellite interpolated in the center of this 
region was 295.8 degrees. The satellite bearing is offset 90 degrees to 
the South, and is therefore 205.8 degrees. This differs slightly from 
the range orientation derived from superimposing landforms, w hich was 
203.8 degrees. The discrepancy may be due in part to the method of 
entering the shoreline onto the VSWCM diagrams, namely, the use of the 
zoom transfer scope to trace the shoreline onto the VSWCM bathymetric 
grid (with a scale of 1:180,000) from a 1:2 50,000 topographic sheet 
(Manteo) with latitude and longitude tic marks serving as a reference 
frame. However, the VSl«!M grid is established on a dimensionally-stable 
mylar sheet, which has been checked and examined repeatedly since its 
production, and the location of landforms appears to be accurate. With 
respect to other possible causes of geometric error, slant range 
distortion would produce only a maximum displacement of 0.5 mm in the 
range dimension. The suspected cause of geometric error is irregularity 
in the SAR film scale. Scale changes have been measured to be 2-10% in 
the azimuth dimension, and up to 17% in the range dimension (Gonzales� 
tl•, 1979). 
Thus there are several sources of error encountered when 
superimposing VSWCM ray diagrams onto a plot of wave direction vectors 
measured from SA R imagery. The magnitudes of angular errors and 
location displacements derived from major sources are presented in Table 
9. Total error is calculated by:
E 
total 
where E = error from source i. 
i 
E. 2] ½ ( 5) 
For extreme conditions, the maximum total angular error is 1.69 
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Figure 28. Best fit of SAR and VSWCM maps of landforms. 
a. Best fit in northern region.
b. Best fit in southern region.
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TABLE 9 
Error Factors and Resultant Maximum Errors. 
Source Area Affected Maximum Error 
Angular Errors in Degrees: 
slant range within 2.5 cm 0.2
° 
scale circular 
distortion sub image 




range walk along 200 km 0.60
° 
on image 
map along 200 km 1.00
° 
projection on image 
E max = 1.69 
Location Errors in Kilometres: 
slant range within a 0.25 km 
scale subswath 
distortion 
range walk along 200 km 1.00 km 
on image 
map along 200 km 0,05 km 
projection on image 
E max = 1.03 km 
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I. Cape Hatteras
RESULTS AND DISCUSSION 
A. ZTS Measurements and Interpolated Wave Rays
Using the ZTS technique, measurements were made of both wavelength 
and direction at the 140 grid locations shown in Figure 8. These 
measurements are plotted in Figure 29 as vectors proportional in length 
to measured wavelength, and oriented perpendicular to crests. The wave 
ray diagram i n  Figure 30 was con s t r ucted f rom these data b y  
interpolating the direction field according to the exponential weighting 
algorithm of Equation (4), using a weighting factor of F = 7 .07. For 
reference, wavelength vector data from CERC and ERIM are shown plotted 
at the same scale in Figures 31, 32, and 33. 
There were four subimages on the data extraction grid at which 
conspicuous crossed seas were observed (discussed below). In the ray 
in terpolation p rogram, whenever on e of these fcu r points  was  
encountered, the direction closest to the most recent direction was 
chosen. It should be noted that the SAR ray diagram of Figure 30 ic 
subject to interpolation errors, and the subi��gc mecsurements in Figure 
29 should b e  consulted when it is necessary to avoid interpolation 
error. 
B. Wave Field Simulated by the VSWCM
1. VSWCM Runs Initialized with SAR Deep Water Measurements
The wave field at Cape Hatteras on 3 September 1978 was simulated 
by running the VSWCM with initial wavelength and direction interpolated 
from SAR mc.'.!surct:',cnts in deep water. Each wave ray in the simulation 
had to be initiated with a particular measured vector (or an  
interpolated vector when the VSWCM initiation point s fel l between SAR 
measure ment points en the previously described grid), due to the 
curvature in the deep water wave field. The result, a VSWCM predict ion 
based on SAR-observed offshore conditions, is shown in Figure 34. 
From the statistics of measurement er101s, the most probable 
(+ and - one sigmc) and inclusive(+ and - three sigma) ranges of SAR
measurements cf direction and wavelength were chosen and used to
c3Jculatc bracketing values fer initiating VSWCM runs. The chosen
H!r.gN in direction and wavelength were +- 2 degrees and 5 metres for
1 sigma, and +- 5 degrees and 20 metres for 3 sig��. A representative 
series of eight of the result :ing diagrams is shol-m in Appendix 3 •
The resulting simulations depict the wave fields attributable to 
different components of a polychromatic incident wave field with the 
gi ven spectral range. H owever, an ap prop riate study of non­
monochromatic·Hy would require sup erpositions of  sets of suc h 
s imu lat ions. 
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Figure 29. SAR wavelength "vectors" measured with ZTS for Cape 
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SAR wave ray diagram interpolated from measurements 
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Figure 31. Wavelength vectors measured by CERC with OFTs.
11 mm diameter circles. 
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Figure 32. Wavelength vectors measured by CERC with OFTs. 
38 mm diameter circles. 
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Figure 33. Wavelength vectors measured by ERIM with OFTs. 




















































































































C. Comparison of SAR Observed Field with VSWCM Simulated Field 
1. Superposed SAR Vectors and VSWCM Rays
The first comparison to be discussed is made between unsmoothed 
SAR (point) data and VSWCM rays. The SAR data are wavelength vectors 
from Figure 29, and the VSWCM rays, s hown in Figure 34, are those 
produced using initial conditions interpol ated from deep water SAR 
stations. This particular VSWCM run, because of its large number of 
rays, provides a detailed view of the predicted field. For the SAR 
data, the wavelength vector plot includes no interpolation error and is 
therefore preferred over the SAR jnterpolated ray diagram for the 
comparison. The vector plot is least likely to y ield misleading 
jnterpretations, and the SAR ray diagram can subsequently be used as a 
suppJementary map showing probable SAR wave ray tracks over the entire 
fie Id. 
To facilitate comparison, the area has been divided into six 
zones, as shown in Figure 35, numbered from south to north. Also, in 
Figure 36, the SAR vectors of Figure 29 are super imposed on the VSWCM 
ray field of Figure 34. 
Zone I is located in northern Raleigh Bay, a gently sloping and 
relatively uniform topographic area of the continental shelf. Measured 
wave directions correspond to VSWCM predictions easily within a few 
degrees, and r�ys are nearly straight. There are small discrepancies in 
which VSWCM rays refract southward more than SAR vectors. 
Zone _:I:_I 
Zone II, located at the Cape, and including Diamond Shoals, gently 
slopes downward in the seaward direction out to a distance of 20 km (at 
the 60 foot isobath) where it drops off sharply. In deep water portions 
of this zone, bey ond the 108 f oot isobath, agreement between 
measurements and the model is very high, and directional spectra are 
unimodal at generally 320 degrees. 
In contrast, over the shallower regions inside the 108 foot 
isobath, there are three ZTS grid stations with bimodal SAR wave 
spectra. The bimodal spectra can be seen in the original SAR image and 
associated OFTs. One component in these three spectra is at roughly 320 
degrees, and is matched by the VSWCM predicted field. The other 
con:ponent is at roughly 295 degrees, but is not matched by the VSWCM at 
these statjons. The validity of the 295 degree component is confirmed 
by limited CERC and ERIM data from nearby locations, and by VIMS OFTs 
from some of the same nearby locations. 
Five additional VIMS ZTS grid stations further inshore in Zone II 
have unimodal directions at the same 295 degrees. Wave rays of 295 
degrees are predicted by the VSWCM at four of these f ive jnshore 
stations. In fact, the agreement is strjkjng directly over Diamo�d
Shoals, and one station is at 10 foot depth. The vectors from the grid 
83 
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stations and extra stations where the 295 degrees component is present 
are shown in Figure 37. 
Despite the agreement between the VSWCM and the SAR data at 
inshore !?cations, a 295 degree component is present offshore which is 
not predicted by the VSWCM. The question arises as to the source of 
this component. There are no rays of a similar orientation further 
off shore• The SAR image and OFTs for stat ions further offshore were 
visually inspected carefully; they show only unimodal spectra. If there 
are bimod al spectra  at the offshore stations which have escaped 
detection visual_ly and using 5-mm aperture OFTs from VIMS, then theyshould appear in the occasional 31-mm aperture OFTs from CERC but 
(according to tabulated data) they do not. 
' 
The region is along the boundary between separate subswaths 
produced by JPL, and there are image photo-density variations across 
each subswath and from one to the next. These density variations 
introduce artificial variations in wave visibility. However, it is not 
believed that such variations have obscured any bimodal spectra in the 
region under consideration. 
Therefore, the 295 degree waves must be produced by refraction 
from a loc8l source. However, there is no feature of the charted 
bathymetry which would generate them. If an uncharted bathymetric rise 
is responsible, it would have to be possibly 10 km in diamet'er, to have 
produced parallel rays at 3 stations in a line 15 km long. 
Refraction of the approprjate magnitude could be produced by 
current shear. In HCMM thermal infrared images of this area (Figure 3) 
on August 24 and again on  September 9 (the Seas at pass was on 
September 3), the northwest boundary of the Gulf Stream appears to skirt 
the edge of the shelf. Other H CMM images closer to September 3 were 
cloud-covered or poor in quality. Figure 38 shows the position of the 
thern�l boundaries with respect to the Cape. The locations are in 
general agreement with the Gulf Stream boundary at the 100 metre isobath 
on Ocean Frontal Analysis maps (U.S. Naval Oceanographic Office) based 
on NOAA-5 VHRR-IR imagery of August 25, 27, 31, and September 5. A 
composite of these maps is shown in Figure 39. According to equations 
derived by Johnson (1947), a s hearing Gulf Stream current of l m/sec 
acting on waves of 175 metr�s, if jncident at 63 degrees (much more 
shallow angles are indicated by Figures 20 and 25), would produce a 
southerly deflection of 20 degrees as the waves left the Gulf Stream. 
The current sp eed of 1 m/sec is an assumed value, typical of the 
observed current speeds of the Gulf Stream (sf'e Stammel, 1965) • The 
calculated deflection o f  20 de g rees could also be produced by 
combinations of higher current speeds and shallower incidence angles. 
Despite the suggestive fit between the calculated deflec�ion and 
the observed SAR-VSWC�: clisr.1epancy, it h. difficult to 1econc1le the 
overall pattern of observations yja Gulf Stream current shear. The 
first problem is that directions of all offshore SAR vectors (where the 
VSWCM runs were initiated) vary fairly smoothly from south to north as 
shown in Figure 40 . Some of these stations (�n Zones I and II) are 
eastward, while others (Zones III and following) are westward of the 
89 
Figure 37. Orthogonals from grid stations and extra stations 
where the 295 degree component is present. 
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Figure 39. Ocean Frontal Analysis map for 5 September 1978. From 
U.S. Naval Oceanographic Office, based on NOAA-5 VHRR 
infrared imagery of 31 August and 5 September 1978. The 
boundaries of the Gulf Stream are shown as dashed lines. 
The SAR pass was on 3 September 1978. Temperatures 























34.0 34.5 35.0 35.5 36.0 
LATITUDE (0N) 
Figure 40. Variation of SAR vector directions for offshore stations (eastern boundary of Figure 8). 
The dotted line separates data from different rows of subimages on the seaward boundary 
of data extraction (see Figure 8). Error bars represent standard deviation of mean of 
raw data. The curve is hand-drawn. 
HCMH thermal boundary. The Gulf Stream boundary, if located according 
to the HCMM thermal data, and stationary from September 3 to 9, should 
have ca�sed refraction of vectors in the boundary region, particularly 
those 1n Zones I and II where the boundary crosses the ZTS measurement 
grid. This effect could be patchy depending on the velocity profile 
across the Stream. The Stream current usually consists of shearing 
layers (Stommel, 1965), while the thermal gradient is often quite sharp 
(Pickett, 1969). The only suggestion of current shear in Figure 40 is 
in the noisier direction data found north of latitude 35 degrees; this 
is contrary to the expectation that noisier data should be found as well 
toward the south in the boundary region. 
Although direction vectors do not suggest current shear by the 
Gulf Stream, there is evidence of a possible effect of the Stream on the 
wavelengths. Figure 41 shows the variation in wavelength at the same 
offshore stations as shown in Figure 40. The lqnger wavelengths are 
toward the south, as one would expect based on lengthening due to a 
following current. 
The second problem is that vectors shoreward of the presumed Gulf 
Stream boundary, in both northern and southern regions of the study 
area, appear as smooth extensions of the offshore vectors, showing no 
spatial gradient of refraction where passing through the western portion 
of the Stream. 
Third, the three inshore stations with bimodal spectra indicate 
that a spectral component has been added at mid-depth (50-85 ft), 
because stations further offshore have unimodal spectra. 
In sum, a Gulf Stream explanation for the bimodal spectra is hard 
to reconcile with all f eatures observed, but a more persuasive 
explanation is not extant. One can imagine convolutions of the Gulf 
Stream boundary which would generate the observed 295 degree component 
(see Mapp, 1982), but evidence for such convolutions is not availeb1� 
for the date in question. 
Just north of the Cape, wave energy is predicted by the VSWCM to 
be low, due to southetly 1efraction and a caustic along the northern 
boundary of Diamond Shoals. However, waves were easily detected on the 
SAR image in this region. 
Zone III is characterized by a hilly shelf edge, causing several 
SAR rays to be11d abruptly in pasdng nearby. The VSWCM ray diagram 
contajn� several caustics, where grazing rays cross at small angles of 
about 5 degrees. At one station, a crossed sea was detected on _the SARin1age near a caustic predicted by the model. At the other sites of 
predicted caustics, ho\o•ever, there were no corresponding crossed seas on 
the SAR image. Indeed, at several places the details present in VSWCM 
diagrams cannot be discerned in the available SAR image or measurements. 
These details include subtle curves in rays (gentle convergence and 
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Figure 41. Variation of SAR vector wavelengths for offshore stations. 
See the legend of Figure 40. 
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Zone IV inclu�es Wimble Shoals and areas seaward. Here the
Cont1nental_Shelf begins to broaden and lose the hilly character of the
shelf edge_ in Zone III. Near the shelf edge, there is a slight S degreeangular bias northward of several VSWCM rays. The c ause of this 
deviation m�y be inaccurate input data--a correction of +S degrees for 
one SAR station would remove the deviation • 
. !or the remaining 24 SAR vectors in Zone IV, 7 show a northerly
deviation and .1 a_ southerly deviation from VSWCM predicted rays. Manyof these deviations are the consequen ce of southerly deflections of 
predicted rays when they first encounter depths Jess than 100 feet. 
Slightly greater depths, or smaller wavelengths, near the shelf break 
would have improved the SAR-VSWCM match. 
In Zone V, there is again a slight discrepancy of about S degrees 
between model rays and SAR data near the shelf edge, but the polarity of 
the discrepancy is not consistent. The topography of this area is a 
mildly sloping outer shelf grading into the beginning of the ridge and 
swale pattern typical of the mid-Atlantic Bight. Further inshore is the 
region of Platt Shoals, and here the model predicts a major caustic 
region. Ten rays in the simulation of Figure 21 converge and cross a 
few kilometres seaward. The strength of convergence and divergence 
predicted by the model is not corroborated by the SAR vectors, which 
show only weak convergence. In fact, if the VSWCM rays did not converge 
here, the resu]dng pattern would agree well with the SAR data. It 
appears from the SAR g,r:id neasuremen ts that the VSWCM simulation is 
inadequate here (but see section 2 below). 
Zone VI 
Zone VI is an area of intermediate depths and deep water, with a 
gently sloping outer shelf area gradually changing into ridge and swale
topography. Both the modeled fielc1 aPd SAR "vectors" show slightly 
curved r�ys in this area, and with one exception the agreement between 
predicted rays and SAR "vectors" is within S degrees, slightly more than 
2 si�tr3 cf errc, 1 -:1• <1 1 1 cct �c•t' r·c-af.urements. However, 14 SAR vectors 
have a northerly deviation from predicted rays. Again, slightly greater 
depths or smaller wavelengths would have improved the match. 
�._l_l __ Zones 
Finally, the pattern of deviations between the_SA� vec�ors_and �heVSWCM predictions was examined in its ePtirety. Dev1atio�s in dir�ction 
were calculated for all of the 140 ZTS stations, and dJsplayed_1n.thehistogram of Fiaurc 42. A machine-drawn contour map of these deviations 
is shown in Fi�ure 43. The one large deviation derives from the 295 




Figure 42. Histogram of direction deviations (SAR vs. VSWCM) for 
the area of study. 
100 
0 
IIEASAT DEL.DJ,- DATA 
01,11,12 DATI: *�LOT NO. 1 
u, 













0 0 0 0 0 
of direction Contour ma
� 
Figure 43. 































































contours, except for one, are located around the shoremost stations 
where measurements are difficult, bathymetry is the least stable, and 
refraction is maximal. The offshore station toward the north showing a 
deviation larger than 10 degrees was obtained from a portion of imagery 
showing much less contrast than elsewhere. The deviation may be a 
consequence of poor wave visibility. 
Nearly half (46%) of the deviations are within+- 2 degrees. 
From the above results and d:iscussion, it may be concluded that 
the VSWCM predictions are generally within 5 degrees of SAR vectors, and 
very often within the precision of measurement of a bout 1 degree. The 
VSWCM deviations :in direction are generally southward, and would be 
reduced by slightly greater water depths or smaller wavelengths. 
2. Caustics 
The model predicts two major and several minor caustic region s  in 
the area studied--very near shore at Cape Hatteras ( Zone II), and 
extended regions in Zones III, V, and V I. Three of these reg ions are 
:ind:icated as A, B, and C on Figure 44. Analysis of caustics based on 
t he r. 1 j d 11, ea sure men t s ma d e a c c o r d i n  g t o F i g u r e 8 w a s 1 e s s t ha n 
f.at:isfacto1y, because the ZTS and OFT gr:id measurements were not of 
f-uffjdent dens:ity. Therefore, the predicted caustics were examined 
more cl ose ly, a11c1 add:it:ic:1:r: 1 l"Cnsurements of wave direction were 
obtained with the ZTS (one measurer.·ent rc1 poh·t). The density of 
Fuhinages for these nieasurements was four times as great as for the 
f'/'11 l:in grid measurements. Also, secondary wave trains inside ecbimage 
areas were specifically souglit; consequently, error st3tistics developed 
earlier do not apply. The exam:inat:ion of smaller areas was necessitated 
b:, th; rc1r.tivc1 :; �r.:r.U :::cgicn occupied by caust:ics on the imagery. 
Cbscrvcd orthogonals from the major caustic regions so studied are shown 
in Figure 44--only the prominent wave orthogonals are shown. A finer 
resolutfon copy of pass 974 imagery (the master pos:itive), provided 
through the courtesy of D. Lichy of CERC, was used for this part of the 
investigation. 
The caustic at Cape Hatteras (point A, Figure 44) was in an area 
1n which wave visibility was poo1 to non-existent. This area, according 
to Figure 34, is reached by waves propagat:ing beyond the caustic region 
after multiple crossings. In contrast, the area northward, outside the 
caustic, reveals easily visible waves. Direction data agreed with the 
results obtained earlier fo1 this northward area. Thus, results in this 
insta nce suggest that multiple crossings in caustic regions reduce wave 
v:i s ibil i ty. 
For the caustic in Zone V (shoreward of point c, Figure 44), the 
converg erct· ,on£> seaward of the 11·oi:.t intense reg:ioP of the caustic 
(located according to Figure 34) shows some convergence of orthogonals,
b�t not as sharp a cone of convergence as predi cted on Figure 34. A
�ist�gram of the orthogonal d:irect:ions in this seaward region is shown
1n Figure 45; most waves are from 135 degrees wi t h  evidence for
�econdary '7aH. t1a:in& at 95 degrees and 45 degr�es. Shoreward of the
1ntense region, Figure 34 indicatefi tl1At there shou)cl be crossing wave
102 
trains from three directions, including one ray aligned parallel to 
shore. Figure 44 indicates that fragments from two of t he three 
di:ections w�re found. In particular, well-defined convergence is
evident. A histogram of the orthogonals in this region is presented in 
Figure 46, and it shows some indication of seas which are more confused 
than further offshore. At 135 degrees, there is a peak which is broader 
than that seen offshore in  Figure 45, the p robable result of 
convergence. 
The shore-parallel ray was not found in the dense ZTS measurements 
shown in Figures 44 and 46. However, these 111easurements were made 
according to a grid pattern which neglected a significant percentage of 
the area. A direct visual search disclosed a few instances of shore­
parallel waves; this is only meagre evidence that the ray predicted by 
the model was actually present. 
The main convergence indicated in the above results is confirmed 
in the SAR grid vectors on Figure 2 1  (from larger subimage areas). 
These show crossed seas at one station in the area, and an indication of 
converging wave trains at several others. Some of the waves beyond the 
convergence zone are oriented in agreement with model predictions. This 
finding is modest support for Chao (1971), who mathematically analyzed 
wave propagation near smooth caustics and cone luded that rays entering 
caustics should propagate beyond them without a change in direction. In 
the caustic region itself, convergence appears to be weaker than VSWCM
predict ions 
These results, based on small subimages, suggest that examination 
of digitally-processed imagery would be useful in caustic regions. In a 
separate study, digitally-processed Seasat SAR imagery of warm core 
rings were examined by Mapp (1982), who found crossed seas at relative 
locations predicted by a model of warm core ring wave refraction. More 
satellite SAR data are needed for studies of crossed seas, caustics, and 
possible sites of rogue waves. Satellite SARs of moderately-improved 
spatial resolution couJd be expected to yield significantly better 
information about such regions. 
3. Superposition of SAR Interpolated Ray Diagram and
VSWCM Ray Diagram
Another method of comparing the wave fields is to overlay the SAR 
interpolated ray diagram over VSWCM plots, as shown in Figure 47. Here, 
the initial conditions for the VSWCM plot were identical to those of the 
SAR diagram. The VSWCM diagram shows a greater amount of detail for two 
reasons. First, the number of rays is increased in the mode) by a 
simple change of an input parameter, while the detail in the SAR 
diagrams is limited by the density of measurements. Second, some SAR 
data were excluded during the interpolations yielding SAR ray diagrams, 
in cases where the original ZTS measurements indicated multiple wave 
trains in crossed seas. The data processing algorithm for producing a 
SAR diagraw of interpolated rays eliminated secondary rays in the 
following manner. To ptevent inclus ion of data f1on, separate wave 
trains in the calculation of t he mean vector from a set of four 
(soI11etimes more) replicate ZTS meaurementr., tl,t minimum number of 
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Figure 44. Orthogonals from additional ZTS measurements in the region 
of caustics predicted by the VSWCM. Secondary orthogonals 
from each subimage not plotted. 
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Figure 46. Histogram of orthogonals 
shoreward of the predicted 
caustic C in Figure 44. 
Figure 47. Overlay of VSWCM predicted rays onto SAR interpolated rays. 
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measurements considered acceptable was set at two, and no outlier with a 
direction deviant by greater than eight degrees was included. This 
feature of the algorithm preserved accuracy by preventing averaging of 
data from separate wave trains, but eliminated the possibility of 
mapping separate rays, when directions differed by less than eight 
degrees. Thus, the mapping of some crossed seas is prohibited by the 
interpolation algorithm. 
In the VSWCM plots, most refraction is observed, naturally, in the 
shallower areas with depths less than 30 metres. The model predicts 
complex crossed seas at Diamond and Platt Shoals. Using 5-nnn circles 
and the 7 km grjd pattern developed for SAR measurements, it was 
impossible to extract a great amount of detail near the shoreline and in 
these shoal regions. In general, the wave visibility declined markedly 
over both shoals, making difficult the resolution of wave trains. In 
other nearshore areas, there were often crossed seas observed in visual 
inspection of the imagery, which failed to be extracted by the ZTS 
technique in which the area surrounding the small-size circular  
subimages was masked. This masking prevented viewer bias involving 
surrounding wave patterns, but also el iminated helpful clues i n  
discerning marginally visible wave trains in the sampling region. 
Another reason for potential discrepancies nearshore is smearing 
due to computatjopa] interpolation--the field nearshore is experiencing 
the greatest refraction and is not regular enough for interpolation to 
produce accurate results. A third level of density in the sampling grid 
nearshore might prove beneficial. 
Thus, in genera 1, the leve 1 of deta :i l visible on model ray 
diagrams exceeds that in SAR ray diagrams. The areas offshore are more 
amenable to analysis than inshore areas, but offshore there is less 
refraction. 
Despite these drawbacks, the inspection of SAR ray diagrams has 
revealed the following: generally, the deviations of VSWCM output from 
the SAR diagram are southerly, as expected from interpretations of the 
SAR vector plot discussed earlier. Slightly better agreement would 
result from increases ir, depth or decreases in wavelength in the model 
to reduce the overall amount of refraction. Note that the changes 
required are sma 11 • 
Second, observed patterns of gentle convergence and divergence 
generally agree w:ith predicted locations of crossed seas and caustic
rer;ions. 
Third, it is evident there are several areas near the shelf edge 
where there are slight (5 degree) cl:iscrepandes be�ween th: mod_el_ �nd
SAR data. To see if tnese m·ay have been due to inappropriate initial 
conditions, a search was made for the best-fitting VSWCM rays from all 
the VSWCM runs for bracketing conditions. Figure 48 (see also Table 10) 
reveals a regular pattern of rays with better fits to the SAR data whose 
initial conditj 0pf; t,�ve sn•tdl EII'eular offsets from the SAR measured 
initial conditions. The angular offsets (disregarding wave�en�th 
changes) as a funct:ior, of iPitial position sho,, e �rrcoth vanat1on. 
111 
Figure 48. Collation of best-fit rays from all VSWCM runs. 
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TABLE 10 
Comparison of Best-fit VSWCM Runs for Ray Collinearity 


































#Changes needed in degrees and metres of direction and 
wavelength in nominal VSWCM run in order to produce best-fit 
run. 
*Number of rays in parentheses given in order south to north.
Zone VI omitted due to lack of overlap with shore segments.
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This finding suggests that the SAR-measured initial conditions may have
been distorted by shearing currents. The pattern of variations is too
complex to be cYplained by s 1 inear G ulf Stream boundary (see Mapp,
1982, and section C.l above). However, Welch �t tl• 0981, see Appendix
E) have suggested that the pattern of alternating positive and negative
deviations in direction could be the result of tidal oscillations acting
on the Gulf Stream.
Although the agreement between the model and SAR data increases 
with the use of rays from bracketing runs of the model, there are still 
areas of discrepancy riot eliminated by selected changes in the initial 
ray directions, notably over Diamond Shoals and Platt Shoals, and in the 
hilly areas of Zone III. 
4. Wavelength Versus Ray Distance Plots
Another measure of the goodness of fit between VSWCM predictions 
and SAR data is agreement between wavelength values. In the course of 
calculations for the SAR ray diagram, wavelength was interpolated at 
each incremental step using the same type of algorithm and weighting 
factor as for direction. Thirteen rays were then chosen from that VSWCM 
run which was based on initial conditions identical to those of the SAR 
rays. The rays selected were those 111ost nearly collinear with SAR 
interpolated rays (within 5 km). Plots of predicted (VSWCM) wavelength, 
and interpolated values of SAR wavelength, "'ere then constructed as a 
function of distance along rays. The resultjng diagrams for the 13 rays 
are found in Appendix 4. On the SAR wavelength plots, error brackets of 
+ and - 1 Sd bar (based on the original ZTS measurements at each point)
\<lere added to the plots at all locations where the interpolated rays
passed within 2.5 km (5 unn on the SAR image) of a ZTS measurement point
(tl,e interval 2.5 km is necessary because the interpolated rays rarely
cfossed the actual points of ZTS measurements). Agreement between
r1ecljcted and obr.c,1ved wavelengths along collinear rays was generally
within one standard deviation of the mean of measurement.
In the couparison of these wavelength plots, for nearly al] rays 
the agreeri:e11 1,,1t, \ hhin 15 metres untj 1 the VSWCM approached the 
shore} ine, where the predicted value dropped sharply. Figure 49 s hows 
the• tli.egr.:1m cf the waYelength values for one of the rays, ray :ff 18. For 
rays# 18 arc 17 there was signifjcant disagreement over Diamond Shoals. 
For rays I 46 and 45, there was an area near the shelf edge where the 
djsc1epancy was nearly 20 metres, but this w8s an area of poorer wave 
vjsibility on the SAR image (indicated t-,�, t1'e wide error bars on ray 
:fl 45). Oveni1 J, th. l'[;reemert ;b generally wjth:ira tJ-e ] j111hs set by the 
error bars, indicating satisfactory wavelength simulation by the VSWCM 
o er the area studjed.
5. Shoreline Ray Density
NC>as�_r_e�ent of _  Sh_o_re_] in_e _ _  W_av_e _ _?n_ergy 
Another me asu1e of agreemen t  between SAR data an d VSWCM 
p1edjctions is corrperison of wa.,,e energy at the shoreline. From either 
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Figure 49. VSWCM and SAR wavelength values along
 ray #18. Standard
deviation error bars are shown 
for SAR data.
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frequency f, wave energy can be es timated from the square of the 
significant wave height Hs. The inshore value of Hs can be calculated 
from the zero order moment of the inshore energy spectrum (Cartwright 
and Longuet-Higgins, 1956) according to 
H = 4 M (6) 
0 
where 00 
M = I S(f)df0 (7) 
0 
(see Carr� al., 1981).
For this study, because of weak resolution in the SAR data of the 
complex field near the shore, both visually and by either the ZTS or OFT 
methods, a simpler monochro�atjc approach is taken. A measure of wave 
energy at the shoreline js the spatial density of rays incident upon it 
(Goldsmith � tl•, 1974; Allen, in press). From linear wave thevry, the 
total energy in a wave per unit cres t width is 
2 
E = p gH L/8 ( 8) 
(CERC, 1977), and, neglecting bottom friction and energy lo ss due to 
wave breaking, 
H = H K K , (9) 
o s r 
where K is the s hoali n g  coe f f icient, and K is the refraction 
coeffici/nt. K is given by r
K 
2 
= b / b , ( 10) 
r o 
where b is the deep water ray separation (distance normal) and b is ray 
0 . . separatJon at any polnt of interes t after wave propagation. 
For constant H , constant K (l'lt constant inshore depth ), and 
constant b0 , all of which conditsions are met in single runs of the 
VSWCM, 
E a 1/b (11) 
l•ihere the factor 1/b is easily obtained from maps of refracted wave rays 
as constructiofls of lfl)' clensity, defined as the number of rays (N) per 
unit shoreline (ti s ), as a functior1 of location along the shoreline. 
Because the 1ay separation at the shoreline is 
b = l'ls/N, (12) 
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ray density m a ps are plots of 1/b, which by  Equation (11) is 
proportional to E. 
Although the VSWCM can compute R directly with consideration for 
bott�m friction, the friction calculations are n�t adequately verified 
by field data. Therefore, ray density maps per se were instead taken as 
the best estimate of the shoreline wave energy distribution. 
Because of the poor resolution of SAR data near the shoreline an 
artificial shoreline was set offshore roughly paralleling the shoreiine 
at 3 km (Figure 50). A sliding window average of ray density along the 
con s tructed shoreline was computed for ray diagrams from both SAR 
interpolations and VSWCM runs. The sliding window was made just wide 
enough to include, for any pattern of ray s which involved an offshore 
caustic, all the rays emanating from the caustic. This procedure 
ensured that any lingering uncertainty in the model's validity in the 
vicinity of caustic regions would not affect the outcome of ray density 
calculations. The width of the window was 15 km, and calculations were 
made at 5 km intervals. 
It is important to note that densities along the shoreline will 
vary with the orientation of the shoreline relative to the ray pattern. 
Thi s problem is acute for the Cape Hatteras s horelive ��ich bends 
sharply at the Cape. Although a procedure might be devised to normalize 
the densities according to the angle of orientation, the purpose here to 
compare SAR and VSWCM results did not require such normalization and so 
it was neglected. The high peaks in the ray density maps for the 
shoreline region south of Cape Hatteras are directly due to the lack of 
such normalization. 
A s eries of such ray density maps, over 30 in all, was prepared 
from SAR data, and from VSWCM data for bracketing-run input condition s. 
A plot of some of the results is shown in Figure 51, which includes 
results for the bracketing runs of (degrees, metres) 0, 0 and +-5, +-20. 
�g_ment I 
For the southern Segment I along northern Raleigh Bay on Figure 
5 0 , which  includes Zone I and most of Zone II on Figure 35, the 
agreement of SAR and VSWCM data is best for +5 degrees and -20 metres. 
The SAR peak is shifted to the right (southward along the shore) from 
all the VSWCM peaks, because of the appearance in the SAR data of the 
wave train a t  295 degrees not p redicted by the model, and the 
convergence near the Cape of the 320 degree ray predicted by the model 
(see Figure 34). 
��gment II 







roughly in the middle but visual inspection of the SARcurve is pea e ' . • d · . Th d. ho s that the area has relatively uniform ray ensit
y. eray iagram s w . k" sli htl to the VSWCM ray dens ity curves are not as uniform, pea ing 
g Y . 
s outh of the middle of the segment. The VSWCM app�ars 
t� have slightly 
overestimated the southerly refraction of ray s 
in thi s segment (as
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Figure 50. Artificial shoreline constructed for ray density analysis. 
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SHORELINE POSITION 
Figure 51. A composite of ray density at the artificial 
shoreline for various SAR and VSWCM ray diagrams. 
The SAR results are shown as .... The VSWCM
results are shown as a) nominal case , 
b) +5 degrees, +20 m , c) +5, -20 .... , 
d) -5, +20 _._, e)--5-,--20
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mentioned previously). Best agreement with SAR data is given by the
VSWCM curve for -5 degrees, and -20 metres. 
S_eg,!llent III 
Finally, in the northern Segment III (Zones V and VI), which 
includes Platt Shoals, the SAR curve peaks only on the southern portion, 
while the VSWCM curves peak to the north. Visual inspection of the ray 
diagrams shows SAR ray density to be relatively uniform in this segment. 
The VSWCM maps, however, show a marked increase in the number of rays 
intersecting the northern portion, due mainly to convergence in the 
"shadow" of the caustic at Platt Shoals. As mentioned before, the VS\tM 
ray diag ram s s h o w  rays conv e r ging s o u t heast of the Shoals, and 
subsequently diverging as they pass over the S hoals, a feature n ot 
revealed in the SAR ray diagram because of the interpolation algorithm, 
Removing the rays involved in this convergence pattern causes the VSWCM 
graph to peak toward the center of the segment, with more agreement with 
SAR data. Best agreement is obtained with the VSWCM curve for O degree 
and O metre. 
C_o!!U)_a�_isons _ _  o_f_ ?,.ay_ _D_e_n§.i_ty and_Cp)..l_inear Rays 
It is of interest to compare the best fits in shoreline ray 
density fron c1ifferent VSWCM runs, with the best-fits in collinear rays 
from different runs. Note that the criterion for ray selection in 
Figure 48 was collinearity with SAR rays (along the entire length of 
each ray), whereas here it is ray density only at the shoreline, The 
results are presented in Table 10.
For the area near Cape Hatteras (Segment I and the adjacent part 
of Segment II), the runs selected are in rough agreement: from south to 
north, the pattern is positive and then negative direction deviati ons 
(see Table 10). In the northern half of the study area, the results are 
mixed. 
In general, the agreement between SAR and VSWCM ray density maps 
is fair. In shoreline Segment I, SAR ray density is higher toward the 
southerly portion, due to the absence of the bimodal component in VSWCM 
output at the Cape. In Segment II, the VSWCM overestitrated southerly 
refractjon. In Segment III, the VSWCM overestimated convergence in the 
caustic regjon. 
These r�sults emphasize the situation in shallow water, therefore, 
some amount of the disaereement probably originates in factors mentioned 
earl�er for nearshore measurements, namely, insufficient s�m pling 
density, weak SAR wave discrimination, and small measurement areas, 
Also, in �hallow w�ter, where refract ion is at a maximum, any err ors  
accumulating from 11tproper siIJltllation over the shelf will be magnified, 
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D. General Summary for the Cape Hatteras Region
The Virgi�ian Sea Wave Climate Model for the Cape Hatteras region is generally validated by the Sea sat Synthetic Aperture Radar data.Overall, agreement betwee� s�_data and VSWCM predictions is very closefor the great bulk of the ind ividua 1 rays over the cont inenta 1 shelf.Nearly half of the SAR direction data are within 2 degrees of VSWCM
output. The model produces slightly greater southerly refraction than 
indicated by the SAR data. Prediction of wavelength along rays is
generally within the error of measurement. Model prediction of ray
density at the shoreline is in fair agreement with SAR data. The model
and SAR observations differed significantly in a small region south of 
Diamond Shoals. The model showed convergence at the point of Cape 
Hatteras, while the SAR observations showed convergence south of the 
point. This discrepancy, striking as it appears, involves poor wave
clarity over Diamond Shoals itself. Qualitative observation of the SAR 
imagery bears out the actual convergence of waves at the point. 
An observed spectral component of 295 degrees at the Cape was not 
pred icted by the model. Also, from br a cket ing r uns (based on 
measurement errors), there is a regular pattern of angular offsets from 
offshore SAR values of direction which produce better VSWCM simulations 
over the shelf. These two f indings m ight be explained by a current 
s hear and tidal current effects along the Gulf Stream boundary, if the 
Stream at the boundary were to have appropriate curvature, speed, and 
orientation. There is insufficient information about the Gulf Stream 
boundary on 3 September 1978 to allow a more definitive conclusion. 
Observed c a u st ic regions were l ess "i ntense" than model 
predictions. Wave propagation beyond caustics was in general modeled 
successfully. 
II, Long Island 
A. Pass Selection
Imagery held by the National Environmental Satellite Servi_ce_ and 
by D, Lichy (U.S. Army Corps of Engineers) �as inspected for additiona!
passes which would be useful in wave refraction analyses. Two segment 
of imagery covering portions of Long Island, New York w�re deeme� to be · · t over areas included in the marginally suita ble. The two segmen s c · · 1 · pro J. ec t supported by the bathymetric grid assembled for an ea r ier . d Bureau of Land Management. No imagery for regions outside areas c�ver
b
e
l · · d found to be any more suits e by availa ble bathymetric grid ata wa s 
Th two segments u1e for passes than the selected Long Island segments. e 




974 · · lly because the data rom a that for Cape Hatteras, pass , principa 
f fraction study
· 
. f er quality or wave re relevant perspectives are o poor hy off Long · ·b 
· · · tchy the bot tom topogra p v1s1 11lty of wave patterns is pa . , 
hl _ raded one-dimensiona l Island in the area of SAR coverage_ is 8 _ srnoot 
v!r
g 
the area are nearly slope, and the wave orthogonal directions
d 
� 
t ion changes due to normal to s hore, y i eldi n g  only sm a ll 1.rec 
refract ion. 
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B. Pass 1404, Long Island
The eastern tjp of Long Island is covered in pass 1404. Stations
in the region of available bathymetric data were sampled using the ZTS 
technique as described earlier. The wavelength vector results are shown 
in Figure 52. The raw data from the ZTS o b s ervations display 
dispersions in standard deviation of the mean which are similar to those 
in the case of Cape Hatteras--for direction the most probable value is 
less than one degree, and for wavelength the most probable value is in 
the range 5-10 metres (Figures 53a and b). It was somewhat surprising 
to find these low values, because by inspection the wave visibility as 
noted above was poorer than at Cape Hatteras, and noisier observational 
data were therefore expected. 
The SAR-measured orthogonal wave vectors, shown in Figure 52, are 
not as regular over the area covered as in the case of Cape Hatteras, 
The evidence suggests that m ore than one wave train js present, 
Preliminary VSWCM runs produced ray patterns s howing very small 
refraction; yet, a wide range of directions was found at mid-depth 
stations. At offshore stations where refraction was negligible, a 
hist ograt11 of directions s ho w s  a 2 0-degree range of directions, 
substantially larger than the one-degree precision of measurement 
(Figure 54). At many stations both observers noted multiple wave trains 
with similar directions, as indicated in Figure 52. The wave visibility 
at most stations was too poor within the 5-l]lllJ subimages for OFT analysis 
to be of help in further discrimination of the wave field. 
Due to the irregular pattern of offshore directions, the VSWCM was 
run by initiating rays only at the locations of SAR s tation s; no 
interpolation was performed to generate additional input data as before. 
As a result, the number of VSWCM rays is sma 11, and the base on which to 
compare VSWCM output and SAR data is considerably smaller than for Cape 
Hatteras. 
The VSWCM ray diagram for a tidal height of 1.8 feet above mean 
low water is shown in Figure 55. The tidal heigbt at Shinnecock Inlet 
was 0.44 foot (predicted), at the time of the overpass, 2357 hours on 
2 October 1978 (local time and date). Actual weather at the time was 
mild (Montauk: winds N 7 kt, vis. 10 mi., T 69° F., p 29,9 in, At 
Sandy Hook: winds_ NNW 10 kt, vis. 6 mi., T 68
° F., P 30.03 in.). VSWCM
results for a height of O .0 feet were indistinguishable on graphical 
output, and negligibly different in the line printer listings of 
position, wavelength, and direction along each stepped ray. 
A visual comparison between the VSWCM ray plot and SAR vector data 
emphasizes the direction aspects only. There is agreement in the 
genera] pattern, but the dispersion in the SAR-measured directions over 
the fi�ld (see Figure 54), together with the very small amount of 
refraction, precludes a deta i led comparjson along the length o f  each 
ray, as was done for Cape Hatteras. A histogram of the deviations 
between SAR-measured directions and VSWCM ray directions for all cases 
where the norma 1 distance between a SAR station and a �earby VSWCM ray 
was less than 4 mm (2 km, less than the diameter of each SAR subimage), 
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Figure 52. SAR wavelength vectors measured with the ZTS for Long Island, pass
1404. The vector length is proportional to SAR-measured wavelength.
127 
a 
�J J ]77� 
s/q�oRR□ QE'zy rnT rn�· 
0
oF t-1Eq�· 
00 10• 00 
b 
Figure 53. Histogram of standard deviation of .the mean for ZTS measurements, 
Long Island, pass 1404. Six measurements per point. 
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Figure 54, Histogram of SAR vector directions for offshore stations, Long 
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VSWCM run with initial conditions obtained from 
offshore SAR measurements. Long Island, pass 1404. 
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e_ 1str1 utio� ha� no _doubt been widened by comparisons1nvo ving wave rains progressing in different directions· the extent of
this effect can not be determin:d, because the different �ave trains arenot separable over the area of interest. 
A similar histogram of wavelength deviations is greatly biased 
with most VSWCM w�velengths exceeding SAR-measured values by an averag; 
of 30 metres (Figure 57). The bias is not at all affected by changing 
the tide level in the model. The accuracy of these results has been 
degraded by the poor wave visibility, but there are sufficiently clear 
wave patterns at some locations in the imagery to yield reliable 
wavelengths. The results from such locations are generally in agreement 
with wavelengths measured in areas of poorer visibility. 
Not prod u c i n g  a V SWCM run with a high density of rays has 
precluded any investigation of possible caustics in the area of study. 
The smooth bathymetry suggests that none would be generated, and the 
image data do not indicate any strong convergences. 
In summary, the pass 1404 permits at best only a marginal test of 
the VSWCM. With respect to direction of wave orthogonals, there is only 
fair agreement between the SAR data and the VSWCM output. With respect 
to wavelength, VSWCM predictions are an average of 30 metres high. The 
results are less than satisfactory. This outcome is due to the fact 
that the SAR-measured vector field is irregular and probably involved 
averaging of multiple wave trains of similar directions. 
C. Pass 974, Long Island
The mid-section of Long Island is covered in pass 974. Wavelength
vectors extracted using the ZTS technique are shown in Figure 58 • The 
dispersions in standard deviation of the mean of the raw data are shown 
in Figures 59a and b· for direction the niost probable value is in the 
range 1-2 degrees, a�d for wavelength, the most probable value is in the 
range 5-10 metres. 
The SAR-measured orthog onal wave vectors, shown in Figure 58, are 
obviously irregular over the study area, and t�ere are �umerous crossed 
seas. OFTs obtained for a sample of the stations confirmed the results 
of the ZTS measurements. The pattern of r e sults indicates that
interfering waves are p resent; fortunately, for the moSt p�rt the
different wave trains have �idely different directions, whic
h has
hdlitated the exclusion of all but one wave train f
rom the vector
results in the con•parisons which follow. 




. . 1 h do inant wave train in t ethe 330-degree wave train, obvious Y t e_ � This run for a field. The results of the run are shown in Figure 60 • . , t. 
'1 to a 
'd 1 t r wa"- r,c.n 1 v 1.oen 1ca ti e level of 1.8 feet above mean ow wa. e ' · � { \. de level duringrun for a tide level of 0,0 feet; the Shi�necock In e
t
as� 2148 hours onthe overpass was 1.0 foot (predicted) during the
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Figure 56. Histogram of direction
deviations (SAR vs. VSWCM)
for Long Island, pass 1404.
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Figure 57. Histogram of wavelength
deviations (SAR vs. VSWCM)
for Long Island, pass 1404.
mild (Montauk: winds SSW 7 kt, vis. 5 mi., T 70
° 
F., P 30.19 
Sandy Hook: winds SW 9 kt, vis. 6 mi., P 30.12). 
in• At 
A histogram of the deviations between SAR-measured directions and 
VSWCM ray directions, for all cases where the normal distance between 
stations and rays was less than 4 mm, and excluding cases with obviously 
different wave t rains, is shown in Figure 61. More than 45% of the 
deviations lie within +- 2 degrees, and more than 70% lie within +- 3 
degrees. The small range in deviations is partly the result of the 
small amount of refraction for this pass, which averaged only 8.57 
degrees for 21 VSWCM rays. 
A histogram of the deviations between measured and predicted 
wavelength s  i s  shown in Figure 62. The most probable value js 
- 4 metres, indicating that VSWCM wavelengths tend to exceed SAR­
measured wavelengths. More than 43% of the deviations lie within the
range - 12 to + 4 metres, and 63% lie within - 16 to + 8 metres. The
better agreement here compared to pass 1404 is believed to result from
the exclusion of other wave trains before analysis, made possible by
their widely different directions.
In summary, the pass 974 Long Island results provide at best a 
fair agreement between model and measurement. As in the other passes, 
the wavelength data contain more noise and yield less agreement than the 
direction data. Lack of better agreemenl is altributed to the low 
quality of the data in the wave field on the imagery supplied. 
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Figure 58. SAR wavelength vectors measured with the ZTS at Long
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Figure 59. Histogram of standard deviation of the mean for ZTS measurements,
Long Island, pass 974. 
a. direction. b. wavelength.
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Figure 60. VSWCM run with initial conditions obtained from offshore 
SAR measurements, Long Island, pass 974. 
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The results of Seasat SAR testing of the Virginian Sea Wave 
Climate Model at Cape Hatteras, pass 974, and Long Island, passes 1404 
and 9?4, have generally confirmed the validity of linear wave theory in 
modeling of shallow-water wave refraction. Directions along predicted 
ray� a_gree _well with SAR-measured wave orthogonals--roughly half thedeviations 1n the three test cases are within 2 degrees. Wavelengths 
along predicted rays are in fair agreement with SAR-measured wavelength: 
roughly half the deviations are within 10 metres. There is very good 
agreement between the patterqs in the SAR data and the VSWCM rays 
overall. 
Detailed analyses of the patterns of deviations have been made for 
Cape Hatteras, pass 974. These involved examination of tl,e deviations 
of both wavelength and direction from measured values along stepped 
rays, analysis of caustic regions, and comparisons of ray density at the 
s horeline. The inferior quality of data for the Long Island passes has 
precluded similar detail in the Long Island analyses. Some details in 
the pattern of deviations at Cape Hatteras suggested current shear and 
tidal effects assodated with the Gulf Stream. There \o.c)h jnsufficient 
information available for the Gulf Stream on the date of the overpass to 
allow thorough explanation of these details. The deviations correspond 
in size to noise in the SAR data. 
In caustic regions, the SAR data did not indicate greater wave 
visibility, although greater visibility would be expected from the 
higher wave amplitudes w here ray orthogonals converge. Convergence 
itself, however, was found where predicted. Wave propagation b yond 
caustics appeared to agree with model predictions, but noisy data 
precluded more definite conclusions. 
The methods of data extraction included the use of a Zoom Transfer 
Scope technique and the Optical Fourier Transform, applied to first and 
second generation SAR 70 mm imagery from JPL. The ZTS technique was 
found entirely adequate for wave field direction measurements; because 
of accuracy and speed, the ZTS technique was used extensively and proved 
suitable even in areas of marginal wave visibility. With respect to 
wavelength, the ZTS technique is less accurate than the OFT when the 
wave field is visible throughout most of each subimage area used for 
measurement. Where the wave field is patchy, and not visible throughout 
the sub image, Of'I r11 •asurements are difficult and ZTS n,pasurements are 
n1ore successfu 1. 
The combinatjon of satellite synthetic aperture radar and wave 
climate models should prove, based on results of �hj jn estigat_ion,
useful in predicting wave direction and wavelength in nearshore reg1o�s. 
Experience gained during this investigation indicates that the following 
considerations need to be addressed for success in such a venture: 
l. Cowplete automation of the data extractio� pha�e _will bdifficult. The exclusive use of OFTs obtained dJg1.tally or
automatically via optical methods will nee ssitate the use of
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algorithms to find spectral peaks in the transform plane. 
Smoothing techniques and signal/noise ratios will be required, 
and for wave p atterns o n  the margin o f  detectability, 
extremely noisy results will be probabl e .  OFT spectra 
typically show quite large variations in wavelength (much 
larger proportionally than for direction). The percentage 
error possible for cases of marginal visibility will be very 
high. Moreover, multi ple wave tra ins are common, not 
exceptional. Wave trains with similar directions will easily 
be confused during an automated process, unless the data 
rejection threshold is high. For these various reasons, 
significant improvement in data acceptance and/or accuracy can 
be expected with the incorporation of visual methods. These 
would include bot h  visual quality control, and visual 
techniques of data extraction. 
2. Bathymetric data comparable to that used in this investigation
will be adequate for wave climate modeling. The Cape Hatteras
analysis did not indicate that any significant gain would
de1· ive from improved bathymetric data.
3. Timing mark data for offshore synthetic aperture radar imagery
(optically-co1related) must have high accuracy. Care in
cartograp hic technique is required for passes covering
significant arcs of the earth's surface.
COMMENrS ON FURTHER ANALYSIS
1. The Cape Hatteras pass could be analyzed with higher precision
using digital imagery and digital Fouri er Transforms
exclusively. Data could be corrected for slant range
distortion. The error analyses of the present investigation
indicate that deviations between SAR data and VSWCM runs are
close in size to probable errors of measurement. The more
precise data expected from exclusive use of digital methods
�ould sharpen the analysis, particularly in caustic regions.
It is uncertain, however, that digital methods would alter the
conclusions significantly.
2. Under the assumption that Fourier Transforms provide a measure
of wav en rgy spectra , digital Fourier Transforms could be
used to test the VSWCM for its wave height predictions. For
energy calibration of the Transforms, however, the data are
meager, consi&ting of a one-dimensional wave spectrum
ava ilable fo1 pass 974 ta ken at the U.S. Army Corps of
Engineers CERC pier at Duck, North Carolina.
3. The VSWCM could be modified to provide a better simulation of
wave behavior in the region of caustics, and new comparisons
made of the results with SAR data.
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4. The present analysis has suggested that the general behavior
of polychromatic wave trains of small bandwidth would be
insignificantly different from the behavior of monochromatic
wave trains. This finding has resulted from the use of
bracketing ranges of wavelength and direction in the
siwulations. However, a true polychromatic analysis with
mathematical superposition of results and non-linear
interactions has not been performed. Some minor details not
uncovered in the present analysis might appear in a truly
polychromatic analysis. Also, the slight bias of the SAR
toward enhancement of the longer wavelengths could be
corrected in  additional analysis, but the impact would
probably be negligible. 
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APPENDICES 
A, Calculating ground range at any point on image, 
B, Calculating errors for measured values of wavelength and direction. 
c, VSWCM ray diagrams simulating conditions at Cape Hatteras, 
3 September 1978. 
D, Wavelength versus ray distance plots. 
E. Abstracts of previous reports under this project.
149 
APPENDIX A 
CALCULATING GROUND RANGE AT ANY POINT ON IMAGE 
Calculate ground range to near edge of subswath 
Read: 
slant range of swath e dge, re (km) 
altitude, R (km) 
radius of ear th ,  Re (km) 
Calculate: 
radar look angle for swath edge, Ae (radians) 
ground range of swath edge, Xe (km) 
Calculate ground range to any point on image 
Read: 
image range from near e dge of subswath, x (cm) 
ratio: change in slant range/change in image range 
This quantity, dr/ dx (km/cm), is equal to "slant range scale 
factor" divided by 10 degrees 
Note: The value for "slant range scale factor" taken from the 
auxiliary data l isting is approximately 200 and unitless. 
Calculate: 
new slant range to point on image , r (km) 
Note: r = x*dr/dx+re. 
ne w incidence'angle to point on image, A (radians) 
ground range to point on image , X 
ground range to near edge of swath , X-Xe
Note : The val ue of X-Xe can be compared to that 
calculated using a uniform scale of 1/500,000. 
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APPENDIX B 
CALCULATING ERRORS FOR MEASURED VALUES OF WA VE LENGTH AND DIRECTION 
Calculate components of wavelength "vector": 
Read measured values of wavelength and direction, L (m) and D
(degrees) 
Convert direction, D into radians, A with respect to azimuth
Calculate azimuth and range components of wavelength, Lx and Ly,
using scale of 1/500,000 
Recalculate range component of wavelength: 
Enter image range from near edge of subswath, x, for area of 
interest 
Calculate ground range f1om near edge of subswath, X (X-Xe in 
Appendix A) 
Calculate exact range scale for sampling location, dr/dX 
Calculate range scale dx/dX = (dr/dX)*(dx/dr) 
Note: dr/dx is defined in Appendix A. 
Calculate corr e c t e d  a zimuth c o m p o n ent of wavele ngth, 
Ly� (dX/dx)*(l/500,000) 
Calculate corrected wavelength and direction, L and A 
Note: L = (Lx**2+Ly**2)**1/2. 
Also, A =  arc tan(Ly/Lx) 
Convert A to D 
New values can now be compared to uncorrected values 
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APPENDIX C 
VSWCM Ray Diagrams Simulating Conditions 
at Cape Hatteras, 3 September 1978 
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APPENDIX E 





COMPARISON OF SEASAT-SAR IMAGED WAVES WITH THE
VIRGINIAN SEA WAVE CLIMATE MODEL (VSWCM)
(Virginia Institute of Marine Science
Gloucester Point, Virginia 23062)
Surface waves on a SEASAT-SAR image (revolution
3 September 1978) are clearly visible to the naked eye.
show changes in direction as they approach the shoreline,






Measurements of the length and direction of these waves have been
made by comparing sub-images on a regular grid of points with lines on a
Ronchi Ruling using a Zoom-Transfer Scope. The grid encompassed both
deep water and the continental shelf. Intercomparison measurements have
also been made on a subset of the points using Optical Fourier Transform
methods. Rays have been constructed by interpolating the direction
field between grid point measurements.
For comparison with these rays, model simulations with the VSWCM
have been constructed using SAR deep water data for ray initialization.
Sensitivity runs have been made by bracketing the starting data with
estimated uncertainties. Comparisons between SAR data and model
simulations show areas of agreement as well as areas of significant
disagreement. Disagreements include veering of SAR rays in deep water,
crossed rays in model runs, and differences in nearshore ray densities.
Hypotheses examined for these discrepencies include kinemetic ray
veering associated with source motion, inappropriate simulation of
depth data, and wave number spectrum modification from non-linear
interactions.
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WAVE REFRACTION BY WARM C ORE RINGS 
G. R. Mapp (School of Marine Science, College of William and Mary 
Gloucester Point, Virginia 23062 
J. C. Munday
C. S. Welch
On September 21 and October 3, 1978 (revolutions 1232 and ]404 
respectively), the SEASAT SAR imaged ocean swell propagating through the 
l e e  side  of  a warm core ring. Using Optical Fourier transforms, 
wavelength and direction have been measured for a network of grid areas 
on the imagery. On this grid, rays were constructed incrementally by 
successive interpolations of wave direction. Rays from these maps are 
compared with those predicted by a model for current induced refraction 
of deep water waves. This model is initialized with 1) incident wave 
data measured on the SAR imagery adjacent to the ring; and 2) current 
field estimated from several sources. These are a) plan views of the 
ring on SAR and IR imagery, b) typical values of current velocities 
from other warm ring studies, and c) traces of ring topography from 
SEASAT altimeter. Comparisons of SAR rays with model rays are based on 
qualitative observations of regions of convergence and divergence and 
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Mr. Pat DeLeonibus 
NOAA/NESDIS/CESL 
Oceanic Sciences Branch 
Code E/RA13 
Suitland Professional Center 
Washington, D.C. 20233 
Dear Pat: 
May 9, 1984 
Phone (1104) 642-2111 
At long last our Seasat SAR report has been published. Under separate 
mailing, I am sending you, as requested, 120 copies of our report, "Seasat 
SAR Test of the Virginian Sea Wave Climate Model" by John C. Munday, Jr., 
George M. Mapp, and Christopher S. Welch. This submission completes our 
work on and constitutes our Final Report on Contract No. NA79-SAC-00775 
with NOAA/NESDIS/CESL. 
In accord with permission you granted us, we have dated the report as 
1982. A substantial draft of the report was completed as of mid-1982, and 
numerous circumstances have produced the delay until now of final publication. 
In terms of the scientific literature, the date 1982 is an appropriate one. 
Were we to have put 1984 as the date, we would have been obligated to consider 
in our analyses certain publications which became available between 1982 and 
1984; however, contract funds were exhausted, which prevented any further 
analyses to be performed before final publication. 
The circumstances causing the delays included my heart attack and 
surgery in 1982, the loss from the Institute of every person on the team 
of workers for the project between 1981 and 1983, and financial repercus­
sions of these delays due to inflation. You will also remember that the 
original team of workers included Dr. Victor Goldsmith, who departed the 
Institute just before the project was to begin. 
Despite these cataclysms, the finished report pleases me and Dr. 
Christopher Welch very much. (Mr. George Mapp, who is now in Mississippi, 
has not seen the absolutely final copy as yet, but I am certain he will 
also be very pleased.) Our analyses have produced substantial evidence 
that wave climate modeling and orbital SAR data yield maps of coastal wave 
refraction which are in close agreement. Each method is thus strengthened 
Mr. Pat DeLeonibus 
NOAA/NESDIS/CESL 
Oceanic Sciences Branch 
Code E/RA13 
Suitland Professional Center 
Washington, D.C. 20233 
May 9, 1984 
Page 2 j 
in its validity for future applications to coastal wave research and to coastal 
wave climate forecasting. Although a system incorporating orbital SARs and 
computerized wave climate models, integrated to produce coastal wave climate 
forecasts on a near-real-time basis, is still some time period into the future, 
this research has demonstrated its distinct feasibility for producing accurate 
information. In this endeavor, we are happy to have been part of the very 
productive Seasat program, and thank you for your support and encouragement. 
Sincerely, 
;�J,-,
John C. Munday, Jr. 
JCM/cdg 
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