A quadrature rule as simple as the classical Gauss formula, with a lower computational cost and having the same convergence order of best weighted polynomial approximation in L 1 is constructed to approximate integrals on unbounded intervals. An analogous problem is discussed in the case of Lagrange interpolation in weighted L 2 norm. The order of convergence in our results is the best in the literature for the considered classes of functions. r
Introduction
Gaussian rules on ½À1; 1 play a crucial role in quadrature and in several contexts, however they are not ''optimal'' on unbounded intervals, in the sense that differently from the bounded interval case, here the convergence order of the error of Gaussian rules is different from the order of the error of the best approximation in the weighted L 1 norm (see Proposition 1) . This is essentially due to the bad distribution of the largest zeros (see Proposition 1). Here we construct a quadrature rule as simple as the classical Gauss formula, with a lower computational cost and having the same convergence order of best weighted polynomial approximation in L 1 : An analogous problem is discussed in the case of Lagrange interpolation in weighted L 2 norm. The order of convergence of our results is the best in the literature for the considered classes of functions.
Gaussian formulas
In the following, A; C denote two positive constants which may have different values in different formulas. We write A ¼ AðaÞðAaAðaÞÞ; if the positive constant A is depending (not depending) of the parameter a: Moreover, if A; B40 are quantities depending on some parameters, we write ABB; iff there exist two positive constants M 1 ; M 2 ; independent of the parameters of A and B; such that M 1 pðA=BÞ 71 pM 2 :
First we recall that if v a;b ðxÞ ¼ ð1 À xÞ a ð1 þ xÞ b ; a; b4 À 1; is a Jacobi weight, the corresponding Gauss quadrature formula can be written as
where 
where C is a positive constant independent of m and f : We remark that the error of the best polynomial approximation in the weighted L 1 norm on ½À1; 1
is bounded by the quantity at the right-hand side in (2) 
on the contrary for the error of Gauss-Hermite quadrature formula
with l m;k ðwÞ ¼ l k ðwÞ the corresponding Cotes numbers, the following proposition holds true 
Proof. First we prove (3). Let
f ðx m Þ; xXx m :
Then e m ð f ; wÞ ¼ e m ðG; wÞ þ e m ð f À G; wÞ ¼ e m ðG; wÞ þ [5] je m ðG; wÞjp
with l m ðw; tÞ the mth Christoffel function. Since [4] l m ðw; tÞB e
it follows
The first integral in (5) can be estimated similarly, therefore Z
and, by (9) and (5), (3) easily follows.
To prove (4), we introduce the function f m defined by
xXx m :
Obviously f m AACðRÞ and Jf
Since ffiffiffiffi m p e 
We denote by x 1 ox 2 o?ox ½ m 2 the positive zeros of p m ðw l Þ and we put x Ài ¼ Àx i ; ðx 0 ¼ 0Þ: The corresponding Gauss quadrature formula is
We define L 
By (11) if we choose d ¼ y; it follows that
and we deduce (10) . The case p ¼ N is easier and we omit the details. &
To the aim of constructing the truncated Gauss quadrature rule we write
and we approximate the last integral by the classical Gauss formula, i.e.
We remark that the number of terms omitted in the second sum at the r.h.s. in (12) is OðmÞ: Then we can state the following. 
By (14) 
where we used that (see [10] )
