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ON THE EVOLUTION OF RANDOM GRAPHS ON SPACES OF
NEGATIVE CURVATURE
NIKOLAOS FOUNTOULAKIS
Abstract. In this work, we study a family of random geometric graphs on hyperbolic
spaces. In this setting, N points are chosen randomly on a hyperbolic space and any two
of them are joined by an edge with probability that depends on their hyperbolic distance,
independently of every other pair. In particular, when the positions of the points have been
fixed, the distribution over the set of graphs on these points is the Boltzmann distribution,
where the Hamiltonian is given by the sum of weighted indicator functions for each pair of
points, with the weight being proportional to a real parameter β > 0 (interpreted as the
inverse temperature) as well as to the hyperbolic distance between the corresponding points.
This class of random graphs was introduced by Krioukov et al. [15]. We provide a rigorous
analysis of aspects of this model and its dependence on the parameter β. We show that
a phase transition occurs around β = 1. More specifically, we show that when β > 1 the
degree of a typical vertex is bounded in probability (in fact it follows a distribution which
for large values exhibits a power-law tail whose exponent depends only on the curvature of
the space), whereas for β < 1 the degree is a random variable whose expected value grows
polynomially in N . When β = 1, we establish logarithmic growth.
For the case β > 1, we establish a connection with a class of inhomogeneous random
graphs known as the Chung-Lu model. Assume that we use the Poincare´ disc representation
of a hyperbolic space. If we condition on the distance of each one of the points from the
origin, then the probability that two given points are adjacent is expressed through the kernel
of this inhomogeneous random graph.
1. Introduction
The theory of geometric random graphs was initiated by Gilbert [11] already in 1961 in
the context of what is called continuum percolation. There, a random infinite graph is formed
whose vertex set is the set of points of a stationary Poisson point process in the 2-dimensional
Euclidean space and two vertices/points are joined when their distance is smaller than some
certain threshold. The parameter explored there is the probability that a given vertex is
contained in an infinite component. About a decade later, in 1972, Hafner [13] focused on the
typical properties of large but finite random geometric graphs. Here N points are sampled
within a certain region of Rd following a certain distribution (most usually this is the uniform
distribution or the distribution of the point-set of a Poisson point process) and any two
of them are joined when their Euclidean distance is smaller than some threshold which, in
general, is a function of N . In the last two decades, this kind of random graphs was studied
extensively by several research groups – see the monograph of Penrose [19] and the references
therein. Numerous typical properties of such random graphs have been investigated, such as
the chromatic number [16], Hamiltonicity [3] etc.
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2 NIKOLAOS FOUNTOULAKIS
From the point of view of applications, random geometric graphs on Euclidean spaces have
been considered as models for wireless communication networks. Though the above model
might seem slightly simplistic, more complicated random models have been developed which
incorporate various parameters of actual wireless networks; see for example [11] or [2] for a
more sophisticated model.
However, what structural characteristics emerge when one considers these points dis-
tributed on a curved space where distances are measured through some (non-Euclidean)
metric? Such a model was introduced by Krioukov et al. [15] and some typical properties of
these random graphs were studied with the use of non-rigorous methods.
1.1. Random geometric graphs on a hyperbolic space. The most common repre-
sentations of the hyperbolic space is the upper-half plane representation {z : =z > 0}
as well as the Poincare´ unit disc which is simply the open disc of radius one, that is,
{(u, v) ∈ R2 : 1 − u2 − v2 > 0}. Both spaces are equipped with the hyperbolic metric;
in the former case this is 1
(ζy)2
dy2 whereas in the latter this is 4
ζ2
du2+dv2
(1−u2−v2)2 , where ζ is some
positive real number. It can be shown that the (Gaussian) curvature in both cases is equal
to −ζ2 and the two spaces are isometric, that is, there exists a bijection between the two
spaces which preserves (hyperbolic) distances. In fact, there are more representations of the
2-dimensional hyperbolic space of curvature −ζ2 which are isometrically equivalent to the
above two. We will denote by H2ζ the class of these spaces.
In this paper, following the definitions in [15], we shall be using the native representation
of H2ζ . Under this representation, the ground space of H2ζ is R2 and every point x ∈ R2 whose
polar coordinates are (r, θ) has hyperbolic distance from the origin equal to r. Also, a circle
of radius r around the origin has length equal to 2pi sinh ζr and area equal to 2pi(cosh ζr− 1).
We are now ready to give the definitions of the two basic models introduced in [15]. Consider
the native representation of the hyperbolic space of curvature K = −ζ2, for some 0 < ζ < 2.
Let N = eζR/2 – thus R is a function of N and in particular ζR = 2 logN . We create a
random graph by selecting randomly N points from the disc of radius R centred at the origin
O, which we denote by DR. The distribution of these points is as follows. Assume that
a random point u has polar coordinates (r, θ). Then θ is uniformly distributed in (0, 2pi],
whereas the probability density function of r, which we denote by ρ(r), is determined by a
parameter α > 0 and is equal to
(1.1) ρ(r) = α
sinhαr
coshαR− 1 .
When α = ζ, then this is the uniform distribution. This set of points will be the vertex set
of the random graph and we will be denoting this random vertex set by VN . We will be also
treating the vertices as points in the hyperbolic space indistinguishably.
1. The disc model This model is the most commonly studied in the theory of random
geometric graphs on Euclidean spaces. We join two vertices if they are within (hyper-
bolic) distance R from each other.
2. The binomial model We join any two distinct vertices u, v with probability
pu,v =
1
exp
(
β ζ2(d(u, v)−R)
)
+ 1
,
independently of every other pair, where β > 0 is fixed and d(u, v) is the hyperbolic
distance between u and v. We denote the resulting random graph by G(N ; ζ, α, β).
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The parameter β > 0 is interpreted as the inverse of the temperature of a fermionic system
where particles correspond to edges. The distance between two points determines the field
that is incurred by the pair. In particular, the field that is incurred by the pair {u, v} is
ωu,v = β
ζ
2 (d(u, v)−R).
An edge between two points corresponds to a particle that “occupies” the pair. In turn,
the Hamiltonian of a graph G on the N points, assuming that their positions on DR have
been realized, is H(G) =
∑
u,v ωu,veu,v, where eu,v is the indicator that is equal to 1 if and
only if the edge between u and v is present. (Here the sum is over all distinct unordered
pairs of points.) Each graph G has probability weight that is equal to e−H(G)/Z, where
Z =
∏
u,v (1 + e
−ωu,v) is the normalizing factor also known as the partition function. It can
be shown (cf. [18] for example) that in this distribution the probability that u is adjacent to
v is equal to 1/(eωu,v + 1). See also [15] for a more detailed description.
In this paper, we focus on this model. As we shall see, the central structural features of the
resulting random graph heavily depend on the value of β. In particular, we shall distinguish
between three regimes:
1. β > 1 (cold regime) the random graph G(N ; ζ, α, β) has constant average degree
depending on β and ζ.
2. β = 1 (critical regime) the average degree grows logarithmically in N .
3. β < 1 (hot regime) the average degree of G(N ; ζ, α, β) grows polynomially in N .
We shall make these findings precise immediately.
1.2. Results. The main results of this paper describe the degree of a typical vertex of
G(N ; ζ, α, β). For a vertex u ∈ VN we let Du denote the degree of u in G(N ; ζ, α, β). Our
first theorem regards the cold regime.
Theorem 1.1. If β > 1 and 0 < ζ/α < 2, then
Du
d→ MP(F ),
where MP(F ) denotes a random variable that follows the mixed Poisson distribution with
mixing distribution F such that
F (t) = 1−
(
K
t
)2α/ζ
,
for any t ≥ K, where K = 4α2α−ζ 1β sin−1
(
pi
β
)
and F (t) = 0 otherwise.
In particular, as k and N grow
Pr
[
Du = k
]
=
2α
ζ
K2α/ζ k−(2α/ζ+1) + o(1),
that is, the degree of vertex u follows a power law with exponent 2α/ζ + 1.
We also show a law of large numbers for the fraction of vertices of any given degree in
G(N ; ζ, α, β).
Theorem 1.2. For any k let Nk denote the number of vertices of degree k in G(N ; ζ, α, β).
Let β > 1 and 0 < ζ/α < 2. For any fixed integer k ≥ 0, we have
Nk
N
p→ Pr
[
MP(F ) = k
]
,
as N →∞.
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The distribution of the degree of a given vertex changes abruptly when β ≤ 1. For a
vertex v ∈ VN , if rv is the distance v from the origin, then we set tv = R − rv – we call
this quantity the type of vertex v. We will show that a.a.s. all vertices have their types
less than ζR/(2α) (cf. Corollary 2.2). When β = 1, the degree of any vertex conditional
on its type is binomially distributed with expected value proportional to R. Let Bin(n, p)
denote the binomial distribution with parameters n, p. For a random variable X we write
X
∆
= (1 ± ε)Bin(n, p) to denote the fact that the distribution of X is stochastically between
two random variables distributed as Bin(n, (1− ε)p) and Bin(n, (1 + ε)p), respectively.
Theorem 1.3. Let β = 1 and 0 < ζ/α < 2. For any vertex u ∈ VN , if tu ≤ ζR/(2α), then
for any ε > 0
Du
∆
= (1± ε)Bin
(
N − 1, (R− tu) Ke
ζtu/2
N
)
,
where K = 1pi
2αζ
2α−ζ .
When 0 < β < 1, the expected degree grows polynomially in N . More precisely, the
following holds.
Theorem 1.4. Let 0 < β < 1 and 0 < ζ/α < 2. For any vertex u ∈ VN , if tu ≤ ζR/(2α),
then for any ε > 0
Du
∆
= (1± ε)Bin
N − 1,K (eζtu/2
N
)β ,
where K = 1√
pi
2α
2α−βζ
Γ( 1−β2 )
Γ(1−β2 )
.
1.3. The disc model vs the binomial model. The disc model can be viewed as a limiting
case of the binomial model as β →∞. Assume that the positions of the vertices in DR have
been realized. If u, v ∈ VN are such that d(u, v) < R, then when β →∞ the probability that
u and v are adjacent tends to 1; however, if d(u, v) > R, the this probability converges to 0
as β grows. In other words, the disc model is the “frozen” version (T = 0) of the binomial
model. Rigorous results for the disc model were obtained by Gugelmann et al. [12], regarding
their degree sequence as well as the clustering coefficient.
1.4. Hyperbolic random graphs as a model for social networks. We will now discuss
the potential of using random graphs on spaces of negative curvature as a model for real-world
networks. The typical features of real-world networks can be summarised as follows:
1. they are large, that is, they contain thousands or millions of nodes;
2. they are sparse, that is, the number of their edges is proportional to the number of
nodes;
3. they exhibit the small world phenomenon; most pairs of vertices are within a short
distance from each other;
4. a significant amount of clustering is present. The latter means that two nodes of the
network that have a common neighbour are somewhat more likely to be connected
with each other;
5. their degree sequence follows a power-law distribution.
ON THE EVOLUTION OF RANDOM GRAPHS ON SPACES OF NEGATIVE CURVATURE 5
See the book of Chung and Lu [10] for a more detailed exposition of these properties.
Over the last decade a number of models have been developed whose aim was to capture
these features. Among the first such models is the preferential attachment model. This is
a class of models of randomly growing graphs whose aim is to capture a basic feature of
real-world networks: nodes which are already popular tend to become more popular as the
network grows. These models were first defined by Albert and Baraba´si [1] and subsequently
defined and studied rigorously by Bolloba´s and Riordan (see for example [6], [5]).
Another extensively studied model was defined by Chung and Lu [8], [9]. Here every vertex
has a weight which effectively corresponds to its expected degree and every two vertices are
joined independently of every other pair with probability that is proportional to the product
of their weights. When the weights are set suitably, then the resulting random graph has
power-law degree distribution.
All these models are nonetheless insufficient in the sense that none of them succeeds in
incorporating all the above features. For example the Chung and Lu model although it
exhibits a power law degree distribution and average distance of order O(log logN), when
the exponent of the power law is between 2 and 3 (see [8]) (with N being the number of
nodes of the random network) it is locally tree-like around a typical vertex. Thus, for the
majority of the vertices their neighbourhoods form an independent set. This is also the
situation regarding the Baraba´si-Albert model. Thus, it seems that there is a “missing link”
in the definitions of these models which is a key ingredient to the process of creating a social
network. It seems plausible that the factor which is missing in these models is the hierarchical
structure of a social network. To be more precise, the hierarchies are not among nodes, but
more importantly on the level of groups of nodes.
Real-world networks consist of heterogeneous nodes, which can be classified into groups.
In turn, these groups can be classified into larger groups which consist of smaller subgroups
and so on. For example, if we consider the network of citations, whose set of nodes is the set
of research papers and there is a link from one paper to another if one cites the other, there
is a natural classification of the nodes according to the scientific fields each paper belongs to
(see for example [7]). In the case of the network of web pages, a similar classification can be
considered in terms of the similarity between two web pages. That is, the more similar two
web pages are, the more likely it is that there exists a hyperlink between them (see [17]).
This classification can be approximated by tree-like structures representing the hidden
hierarchy of the network. The tree-likeness suggests that in fact the geometry of this hierarchy
is hyperbolic. As we have already seen in the above definitions, the volume growth in the
hyperbolic space is exponential which is also the case, for example, when one considers a k-
ary tree, that is, a rooted tree where every vertex has k children. Let us consider the Poincare´
disc model. If we place the root of an infinite k-ary tree at the centre of the disc, then the
hyperbolic metric provides the necessary room to embed the tree into the disc so that every
edge has unit length in the embedding. See also [15] for a related discussion.
In this contribution, however, we have only explored the degree sequence of random graphs
on a hyperbolic space showing that in the sparse regime, they exhibit a power-law degree
distribution with exponent that depends on the curvature of the underlying space. It remains
to show that they also exhibit the small world phenomenon, proving that the typical distance
between two randomly chosen vertices is small, for example O(log logN). Regarding the
presence of clustering, Krioukov et al. [15] have shown with the use of non-rigorous arguments
that these random graphs do exhibit clustering which can be adjusted through the parameter
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β. This dependence also remains to be quantified rigorously. For the disc model, this existence
of clustering has been verified by Gugelmann et al. [12].
1.5. Outline. We begin our analysis with some preliminary results which will be used through-
out our proofs. In Section 3, we prove Theorem 1.1 and we continue in Section 4 with the
analysis of the asymptotic correlation of the degrees of finite collections of vertices and the
proof of Theorem 4.1. Its proof immediately yields Theorem 1.2 with the use of Chebyschev’s
inequality.
2. Preliminaries
The next lemma shows that the type of a vertex is essentially exponentially distributed.
Lemma 2.1. For any v ∈ VN we have
Pr
[
tv ≤ x
]
= 1− e−αx +O
(
N−2α/ζ
)
,
uniformly for all 0 ≤ x ≤ R.
Proof. We use the definition of ρ(r) and write
Pr
[
tv ≤ x
]
= α
∫ R
R−x
sinh(αr)
cosh(αR)− 1dr =
1
cosh(αR)− 1 [cosh(αR)− cosh(α(R− x))] .
Now, note that cosh(αR) = 12 e
αR(1 + o(1)) = 12 N
2α/ζ(1 + o(1)) and therefore
cosh(αR)
cosh(αR)− 1 = 1 +O(N
−2α/ζ).
Also,
cosh(α(R− x))
cosh(αR)− 1 =
cosh(α(R− x))
cosh(αR)
(
1 +O(N−2α/ζ)
)
=
eα(R−x)
eαR
1 + e−2α(R−x)
1 + e−2αR
(
1 +O(N−2α/ζ)
)
= e−αx
(
1 + e−2α(R−x)
) (
1− e−2αR +O(e−4αR)) (1 +O(N−2α/ζ)) .
But e−x−2(R−x) = e−2R+x and x ≤ R. Thus e−αx−2α(R−x) ≤ e−αR = N−2α/ζ , which implies
the statement of the lemma. 
Now, let us set x0 = ζR/(2α)+ω(N), where ω(N)→∞ as N →∞ is an arbitrarily slowly
growing function. The above lemma immediately yields the following corollary.
Corollary 2.2. If 0 < ζ/α < 2, then a.a.s all vertices v ∈ VN have tv ≤ x0.
Proof. Note that x0 =
1
α logN + ω(N). For a vertex v ∈ VN applying Lemma 2.1, we have
Pr
[
tv > x0
]
= e−x0 +O
(
N−2α/ζ
)
= o
(
1
N
)
,
since ζ/α < 2. The corollary follows from Markov’s inequality. 
We will also need an estimate on the distance between two points in the case their relative
angle is not too small (this is the typical case).
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Lemma 2.3. Assume that 0 < ζ/α < 2. Let u, v be two distinct points in DR such that tu, tv ≤
x0 and let θu,v denote their relative radius. Let also θˆu,v :=
(
e−2ζ(R−tu) + e−2ζ(R−tv)
)1/2
. If
θˆu,v  θu,v ≤ pi,
then
d(u, v) = 2R− (tu + tv) + 2
ζ
log sin
(
θu,v
2
)
+O
( θˆu,v
θu,v
)2 ,
uniformly for all u, v with tu, tv ≤ x0.
Proof. We begin with the hyperbolic law of cosines:
cosh(ζd(u, v)) = cosh(ζ(R− tu)) cosh(ζ(R− tv))− sinh(ζ(R− tu)) sinh(ζ(R− tv)) cos(θu,v).
Since tu, tv ≤ x0, it follows that both R − tu, R − tv → ∞ as N → ∞. Thus the right-hand
side of (2) becomes:
cosh(ζ(R− tu)) cosh(ζ(R− tv))− sinh(ζ(R− tu)) sinh(ζ(R− tv)) cos(θu,v) =
eζ(2R−(tu+tv))
4
((
1 + e−2ζ(R−tu)
)(
1 + e−2ζ(R−tv)
)
−
(
1− e−2ζ(R−tu)
)(
1− e−2ζ(R−tv)
)
cos(θu,v)
)
=
eζ(2R−(tu+tv))
4
(
1− cos(θu,v) + (1 + cos(θu,v))
(
e−2ζ(R−tu) + e−2ζ(R−tv)
)
+O
(
e−2ζ(2R−(tu+tv))
))
.
By the convexity of the function e−2ζx, we have
(2.1) e−ζ(2R−(tu+tv)) = e−2ζ
2R−(tu+tv)
2 ≤ 1
2
(
e−2ζ(R−tu) + e−2ζ(R−tv)
)
≤ θˆ2u,v.
Thus, the previous estimate can be written as
cosh(ζd(u, v)) =
eζ(2R−(tu+tv))
4
(
1− cos(θu,v) + (1 + cos(θu,v)) θˆ2u,v +O
(
θˆ4u,v
))
.
If θu,v is bounded away from 0, then clearly 1−cos(θu,v) dominates the expression in brackets.
Now assume that θu,v = o(1). It is a basic trigonometric identity that 1 − cos(θu,v) =
2 sin2
(
θu,v
2
)
. Then 1− cos(θu,v) = θ
2
u,v
2 (1− o(1)). But the assumption that θu,v  θˆu,v again
implies that also in this case 1− cos(θu,v) dominates expression in brackets. Thus
cosh(ζd(u, v)) =
eζ(2R−(tu+tv))
4
(1− cos(θu,v))
1 +O
( θˆu,v
θu,v
)2
=
eζ(2R−(tu+tv))
2
sin2
(
θu,v
2
) 1 +O
( θˆu,v
θu,v
)2 .
(2.2)
Now, we take logarithms in (2.2) and divide both sides by ζ thus obtaining:
(2.3) d(u, v) +
1
ζ
log
(
1− e−2ζd(u,v)
)
= 2R− tu − tv + 2
ζ
log sin
(
θu,v
2
)
+O
( θˆu,v
θu,v
)2 .
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We now need to give an asymptotic estimate on e−2ζd(u,v). We derive this from (2.2) as well.
For N large enough, we have
eζd(u,v) ≥ e
ζ(2R−(tu+tv))
4
sin2
(
θu,v
2
)
≥ 1
32
eζ(2R−(tu+tv)) θ2u,v
(2.1)
≥ 1
32
(
θu,v
θˆu,v
)2
,
from which it follows that ∣∣∣log (1− e−2ζd(u,v))∣∣∣ = O
( θˆu,v
θu,v
)4 .
Substituting this into (2.3) completes the proof of the lemma. 
Let pˆu,v =
1
pi
∫ pi
0 pu,vdθ - this is the probability that two points u and v are connected by
an edge, conditional on their types. For an arbitrary slowly growing function ω : N → N we
define
D(2)R,ω = {u, v ∈ DR : tv, tu ≤ x0, R− tu − tv ≥ ω(N)}.
Also, for two points u, v ∈ DR we set A(tu, tv) = exp
(
ζ
2 (R− (tu + tv))
)
. The following
lemma gives an asymptotic estimate on pˆu,v, for all values of β, in terms of Atu,tv .
Lemma 2.4. Let β > 0. There exists a constant Cβ > 0 such that uniformly for all u, v ∈
D(2)R,ω we have
pˆuv =

(1 + o(1))
Cβ
Au,v
, if β > 1
(1 + o(1))
Cβ lnAu,v
Au,v
, if β = 1
(1 + o(1))
Cβ
Aβu,v
, if β < 1
.
In particular,
Cβ =

2
β sin
−1
(
pi
β
)
, if β > 1
2
pi , if β = 1
1√
pi
Γ( 1−β2 )
Γ(1−β2 )
, if β < 1
.
Proof. Throughout this proof we write Au,v for A(tu, tv). Recall that
pu,v =
1
exp
(
β ζ2(d(u, v)−R)
)
+ 1
.
We will estimate the integral of pu,v over θu,v. When θu,v is within the range given in
Lemma 2.3 we will use the estimate given there. In particular, we shall define θ˜u,v  θˆu,v
and split the integral into two parts, namely when 0 ≤ θu,v < θ˜u,v and when θ˜u,v ≤ θu,v ≤ pi.
The parameter θ˜u,v is close to A
−1
u,v. Note that the following holds.
Claim 2.5. If R− tu − tv →∞ as N →∞, then
A−1u,v  θˆu,v.
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We postpone the proof of this claim until later.
Let ω(N) be slowly enough growing so that in the following definition of θ˜u,v, we have
θ˜u,v  θˆu,v, when β ≥ 1, and θ˜u,v = o(A−βu,v), when β < 1. We set
θ˜u,v =
{
A−1u,v
ω(N) , if β ≥ 1
ω(N)A−1u,v, if β < 1
.
Thus when θ˜u,v ≤ θu,v ≤ pi, we use Lemma 2.3 and write
exp
(
β
ζ
2
(d(u, v)−R)
)
= C eβ
ζ
2
(R−(tu+tv))+β log sin(θu,v/2),(2.4)
where C = 1+O
((
θˆu,v
θ˜u,v
)2)
. By Claim 2.5 and the choice of the function ω(N), we have that
C = 1 + o(1).
We decompose the integral that gives pˆu,v into two parts which we bound separately.
(2.5) pˆu,v =
1
pi
∫ pi
0
pu,vdθ =
1
pi
∫ θ˜u,v
0
pu,vdθ +
1
pi
∫ pi
θ˜u,v
pu,vdθ.
The first integral can bounded trivially as follows:
(2.6)
∫ θ˜u,v
0
pu,vdθ ≤ θ˜u,v =
{
o
(
A−1u,v
)
, if β ≥ 1
o
(
A−βu,v
)
, if β < 1
.
We now focus on the second integral in (2.5). We will treat the cases β < 1 and β ≥ 1
separately, starting with the former one.
β < 1
Recall that θ˜u,v is such that θ˜u,v  A−1u,v. Thus, we write∫ pi
θ˜u,v
pu,vdθ =
∫ pi
θ˜u,v
1
CAβu,v sin
β
(
θ
2
)
+ 1
dθ =
1 + o(1)
Aβu,v
∫ pi
θ˜u,v
1
sinβ
(
θ
2
)
+ Θ
(
A−βu,v
)dθ
=
1 + o(1)
Aβu,v
∫ pi
θ˜u,v
1
sinβ
(
θ
2
)dθ = 1 + o(1)
Aβu,v
∫ pi
0
1
sinβ
(
θ
2
)dθ.(2.7)
Substituting the estimates of (2.6) and (2.7) into (2.5) we obtain
(2.8) pˆu,v = (1 + o(1))
1
pi
(∫ pi
0
1
sinβ
(
θ
2
)dθ) 1
Aβu,v
,
uniformly for all u, v ∈ D(2)R,ω. Finally, note that∫ pi
0
1
sinβ
(
θ
2
)dθ = 2∫ pi/2
0
1
sinβ (θ)
dθ =
√
pi
Γ
(
1−β
2
)
Γ
(
1− β2
) .
β ≥ 1
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We use the inequality sin θ ≤ θ, which holds for all θ ∈ [0, pi], and obtain an upper bound on
the right-hand side of (2.4).
exp
(
β
ζ
2
(d(u, v)−R)
)
≤ C eβ ζ2 (R−(tu+tv))
(
θu,v
2
)β
= C Aβu,v
(
θu,v
2
)β
.
Using this bound we can bound the second integral in (2.5) from below as follows.∫ pi
θ˜u,v
pu,vdθ ≥
∫ pi
θ˜u,v
1
C Aβu,v
(
θ
2
)β
+ 1
dθ.(2.9)
We perform a change of variable setting z = C1/β Au,v
θ
2 . Thus with C
′ = C1/β/2 the integral
on the right-hand side of (2.9) becomes∫ pi
θ˜u,v
1
C Aβu,v
(
θ
2
)β
+ 1
dθ =
1
C ′
1
Au,v
∫ C′piAu,v
C′Au,v θ˜u,v
1
zβ + 1
dz.(2.10)
We now provide an estimate for the integral on the right-hand side of (2.10) for any β ≥ 1 -
its proof is elementary and we omit it.
Claim 2.6. Let g1(N) and g2(N) be non-negative real-valued functions on the set of natural
numbers, such that g1(N)→ 0 and g2(N)→∞ as N →∞. We have∫ g2(N)
g1(N)
1
zβ + 1
dz =

(1 + o(1))
∫∞
0
1
zβ+1
dz, if β > 1
(1 + o(1)) ln g2(N), if β = 1
.
We take g1(N) = C
′Au,v θ˜u,v = C ′/ω(N) → 0 and g2(N) = C ′piAu,v → ∞, since u, v ∈
D(2)R,ω, and we obtain through (2.9):
(2.11)
∫ pi
θ˜u,v
pu,vdθ ≥

(1 + o(1)) 2
C1/β
1
Au,v
∫∞
0
1
zβ+1
dz, if β > 1
(1 + o(1)) 2
C1/β
lnAu,v
Au,v
, if β = 1
.
To deduce the upper bound we will split the integral into two parts. For an ε ∈ (0, pi), we
write
(2.12)
∫ pi
θ˜u,v
pu,vdθ =
∫ ε
θ˜u,v
pu,vdθ +
∫ pi
ε
pu,vdθ.
We will bound each one of the integrals on the right-hand side separately.
For the first integral we will use (2.4) together with the bound sin θ ≥ θ − θ3, which
holds for any θ ≤ ε, provided that the latter is sufficiently small. More specifically, we let
ε = ε(N) ∈ (0, pi) be a slowly decaying function so that Au,vε(N)→∞ as N →∞. We shall
also use (1− θ2)β ≥ 1− βθ2. Thus (after a change of variable where we replace θ/2 by θ) for
sufficiently large N , we have∫ ε
θ˜u,v
pu,vdθ ≤ 2
∫ ε/2
θ˜u,v/2
1
CAβu,v(θ − θ3)β + 1
dθ ≤ 2
∫ ε/2
θ˜u,v/2
1
CAβu,vθβ(1− βθ2) + 1
dθ
≤ 2
∫ ε/2
θ˜u,v/2
1
CAβu,vθβ(1− βε2/4) + 1
dθ.
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We change the variable in the last integral setting z =
[
C(1− βε2/4)]1/β Au,vθ. Thus, we
obtain: ∫ θˆ′u,v
θ˜u,v
pu,vdθ ≤ 2
[C(1− βε2/4)]1/β Au,v
∫ B2
B1
1
zβ + 1
dz,
where B1 =
[
C(1− βε2/4)]1/β Au,v θ˜u,v/2 and B2 = [C(1− βε2/4)]1/β Au,vε/2. We have
B1 = o(1) whereas, B2 =
[
C(1− βε2/4)]1/β Au,vε/2→∞. So, Claim 2.6 yields:
(2.13)
∫ ε
θ˜u,v
pu,vdθ ≤

(1 + o(1)) 2Au,v
∫∞
0
1
zβ+1
dz, if β > 1
(1 + o(1))
2 lnAu,v
Au,v
, if β = 1
.
The second integral in (2.12) can be bounded easily.∫ pi
ε
pu,vdθ =
∫ pi
ε
1
CAβu,v sin
β(θ/2) + 1
dθ = O
(
1
(Au,vε)
β
)
= o(A−1u,v),
if ε is decaying slowly enough. Hence, uniformly for all u, v ∈ D(2)R,ω we have
(2.14)
∫ pi
θ˜u,v
pu,vdθ ≤

(1 + o(1)) 2Au,v
∫∞
0
1
zβ+1
dz, if β > 1
(1 + o(1))
2 lnAu,v
Au,v
, if β = 1
.
Thereby, (2.5) together with (2.6) and (2.11),(2.14) yield the lemma for β ≥ 1. Finally, note
that when β > 1 we have
∫∞
0
1
zβ+1
dz = piβ sin
−1
(
pi
β
)
.
We now conclude the proof of the lemma with the proof of Claim 2.5.
Proof of Claim 2.5. We will show that A−1u,v  θˆu,v. Equivalently, it is sufficient to show that
(2.15)
ζ
2
(R− (tu + tv)) + 1
2
log
(
e−2ζ(R−tu) + e−2ζ(R−tv)
)
→ −∞,
as N →∞. Adding and subtracting R inside the brackets in the first summand, we obtain:
ζ
2
(R− (tu + tv)) + 1
2
log
(
e−2ζ(R−tu) + e−2ζ(R−tv)
)
= −ζR
2
+
1
2
(ζ(R− tu) + ζ(R− tv)) + 1
2
log
(
e−2ζ(R−tu) + e−2ζ(R−tv)
)
.
For notational convenience, we write a = ζ(R − tu) and b = ζ(R − tv). Without loss of
generality, assume that a ≤ b. Thus, the above expression is now written as
− ζR
2
+
1
2
(a+ b) +
1
2
log
(
e−2a + e−2b
)
= −ζR
2
+
1
2
[
a+ b+ log e−2a + log(1 + e−2(b−a))
]
= −ζR
2
+
1
2
[
b− a+ log(1 + e−2(b−a))
]
≤ −ζR
2
+
1
2
[
b− a+ e−2(b−a)
]
.
Note that b− a ≤ R (ζ − 1 + ζ/(2α)) + ω(N). Therefore,
−ζR
2
+
1
2
(a+ b) +
1
2
log
(
e−2a + e−2b
)
≤ −R
(
1− ζ
2α
)
+
ω(N) + 1
2
→ −∞,
if ω(N) grows slowly enough. 
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
2.1. Interlude: hyperbolic random graphs as inhomogeneous random graphs. The
notion of inhomogeneous random graphs, was introduced So¨derberg [20] and was studied in
great detail by Bolloba´s, Janson and Riordan in [4]. In its most general setting, there is
an underlying compact metric space S equipped with a measure µ on its Borel σ-algebra.
This is the space of types of the vertices. A kernel κ is a bounded real-valued, non-negative
function on S × S, which is symmetric. It is assumed that the vertices of the random graph
are points in S. If x, y ∈ S, then the corresponding vertices are joined with probability that
is equal to κ(x,y)N ∧ 1, where N is the total number of vertices, independently of every other
pair. The points that are the vertices of the graph are approximately distributed according
to µ. More specifically, the empirical distribution function on the N points converges weakly
to µ as N →∞.
When β > 1, the above lemma gives an expression for the probability that two vertices u
and v having types tu and tv, respectively, are adjacent. This expression is proportional to
A−1u,v =
eζtu/2eζtv/2
N . Thus a hyperbolic random graph at the cold regime may be viewed as
an inhomogeneous random graph on N vertices with kernel function which is equal (up to a
multiplicative constant) to (1/x)ζ/2(1/y)ζ/2, where x, y ∈ (0, 1]. (Here, we have applied the
transformation etu = 1/Tu, where Tu ∈ (0, 1].) In fact, this kernel corresponds to the Chung-
Lu model of random graphs with given expected degrees - see [8], [9] as well as (6.1.20) on page
124 in [14]. When β < 1, the corresponding kernel is that of a not-too-sparse inhomogeneous
random graph.
However, this analogy is not precise, as if we condition on the types of the vertices the
edges do not appear independently. As we shall see later in our analysis (cf. Section 4), if we
condition on the event that v1 and v2 are both adjacent to a vertex u, then this increases the
probability that v1 is adjacent to v2.
3. The distribution of the degree of a vertex
In this section, we prove Theorem 1.1. Let us fix some u ∈ VN . We will condition on the
position of u in DR; in particular, we will condition on tu and the angle θu. In this section as
well as later, we will be writing ρ(t) for α sinh(α(R− t))/(cosh(αR)− 1).
Let us fix first tu and θu such that tu ≤ x0 and θu ∈ (0, 2pi]. (Recall that by Corollary 2.2
we have that a.a.s. tu ≤ x0 = ζR/(2α) + ω(N) for all u ∈ VN .) Denoting by V uN the set
VN \ {u}, we write Du =
∑
v∈V uN Iuv, where Iuv is the indicator random variable that is equal
to 1 if and only if the edge {u, v} is present in G(N ; ζ, β). Note that conditional on tu and θu
the family {Iuv}v∈V uN is a family of independent and identically distributed random variables.
We begin with the estimation of the expectation of Iuv for an arbitrary v ∈ V uN conditional
on tu and θu.
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Lemma 3.1. Let β > 0 and 0 < ζ/α < 2. There exists a constant K = K(ζ, β, α) > 0 such
that uniformly for all tu ≤ x0 and θu ∈ (0, 2pi], we have
Pr
[
Iuv = 1 | tu, θu
]
=

(1 + o(1)) K e
ζtu/2
N , if β > 1
(1 + o(1)) K (R− tu) eζtu/2N , if β = 1
(1 + o(1)) K
(
eζtu/2
N
)β
, if β < 1
.
In particular, we have
K =

4α
2α−ζ
1
β sin
−1
(
pi
β
)
, if β > 1
1
pi
2αζ
2α−ζ , if β = 1
1√
pi
2α
2α−βζ
Γ( 1−β2 )
Γ(1−β2 )
, if β < 1
.
Proof. We write pˆ(tu, tv) for pˆu,v as the latter depends only on tu and tv. Hence, we have
Pr
[
Iuv = 1 | tu, θu
]
=
∫ R
0
pˆ(tu, tv)ρ(tv)dtv
=
∫ R−tu−ω(N)
0
pˆ(tu, tv)ρ(tv)dtv +
∫ R
R−tu−ω(N)
pˆ(tu, tv)ρ(tv)dtv.
(3.1)
The second integral can be bounded as follows.
∫ R
R−tu−ω(N)
pˆ(tu, tv)ρ(tv)dtv ≤
∫ R
R−tu−ω(N)
ρ(tv)dtv =
1
cosh(αR)− 1 [cosh(α(tu + ω(N)))− cosh(0)]
=
eα(tu+ω(N))
cosh(αR)− 1(1− o(1)) =
eα(tu+ω(N))
N2α/ζ
(1− o(1)) = eαω(N)
(
eζtu/2
N
)2α/ζ
(1− o(1)).
(3.2)
For the first integral we use the estimates obtained in Lemma 2.4. We set K1 := (1+o(1))Cβ.
We treat each one of the three cases separately.
β > 1
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In this case, we have:
∫ R−tu−ω(N)
0
pˆ(tu, tv)ρ(tv)dtv = K1
∫ R−tu−ω(N)
0
1
A(tu, tv)
ρ(tv)dtv
= K1e
ζtu/2
∫ R−tu−ω(N)
0
e−
ζ
2
(R−tv) ρ(tv)dtv
= αK1e
ζtu/2
∫ R−tu−ω(N)
0
e−
ζ
2
(R−tv) sinh(α(R− tv))
cosh(αR)− 1 dtv
= αK1
eζtu/2
cosh(αR)− 1
∫ R
tu+ω(N)
e−
ζtv
2 sinh(αtv)dtv
= (1 + o(1))
αK1
2
eζtu/2
cosh(αR)− 1
∫ R
tu+ω(N)
etv(α−
ζ
2)dtv
= (1 + o(1))
αK1
2α− ζ
eζtu/2
cosh(αR)− 1
[
eR(α−
ζ
2) − e(α− ζ2)(tu+ω(N))
]
= (1 + o(1))
2αK1
2α− ζ
eζtu/2
eζR/2
eαR
2(cosh(αR)− 1) = (1 + o(1)) K
eζtu/2
N
.
(3.3)
β = 1
Here we perform a similar but somewhat more involved calculation.
∫ R−tu−ω(N)
0
pˆ(tu, tv)ρ(tv)dtv = K1
∫ R−tu−ω(N)
0
lnA(tu, tv)
A(tu, tv)
ρ(tv)dtv
= K1e
ζtu/2
∫ R−tu−ω(N)
0
(
ζ
2
(R− tu − tv)
)
e−
ζ
2
(R−tv) ρ(tv)dtv =
= K1
ζeζtu/2
2
×[∫ R−tu−ω(N)
0
(R− tv) e−
ζ
2
(R−tv) ρ(tv)dtv − tu
∫ R−tu−ω(N)
0
e−
ζ
2
(R−tv) ρ(tv)dtv
]
.
(3.4)
The second integral is as in (3.3)
∫ R−tu−ω(N)
0
e−
ζ
2
(R−tv) ρ(tv)dtv = (1 + o(1))
2α
2α− ζ
1
N
.
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For the first one, we use the identity
∫ b
a xe
tx = 1t
(
(b− 1/t)etb − (a− 1/t)eta). We have
∫ R−tu−ω(N)
0
(R− tv) e−
ζ
2
(R−tv) ρ(tv)dtv =
α
cosh(αR)− 1
∫ R−tu−ω(N)
0
(R− tv) e−
ζ
2
(R−tv) sinh(α(R− tv))dtv
= (1− o(1)) α
2(cosh(αR)− 1)
∫ R−tu−ω(N)
0
(R− tv) e(α−
ζ
2)(R−tv)dtv
= (1− o(1)) α
2(cosh(αR)− 1)
∫ R
tu+ω(N)
tve
(α− ζ2)tvdtv
=
1− o(1)
2α− ζ
α
cosh(αR)− 1×((
R− 1
α− ζ/2
)
e(α−
ζ
2)R −
(
tu + ω(N)− 1
α− ζ/2
)
e(α−
ζ
2)(tu+ω(N))
)
.
Since tu ≤ x0, we have
(tu + ω(N)− 1)e(α−
ζ
2)(tu+ω(N))
cosh(αR)− 1 = O
(
N1−ζ/(2α) log2N
N2α/ζ
)
.
As ζ2α +
2α
ζ > 2, the latter is o (R/N). Also,
Re(α−
ζ
2)R
cosh(αR)− 1 = (1 + o(1))
2R
N
.
Hence,
∫ R−tu−ω(N)
0
(R− tv) e−
ζ
2
(R−tv) ρ(tv)dtv = (1 + o(1))
2α
2α− ζ
R
N
.
Substituting this bound into (3.4), we finally obtain
∫ R−tu−ω(N)
0
pˆ(tu, tv)ρ(tv)dtv = (1 + o(1))K1
αζ
2α− ζ (R− tu)
eζtu/2
N
.(3.5)
β < 1
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This case is similar to (3.3)∫ R−tu−ω(N)
0
pˆ(tu, tv)ρ(tv)dtv = K1
∫ R−tu−ω(N)
0
1
A(tu, tv)β
ρ(tv)dtv
= K1e
βζtu/2
∫ R−tu−ω(N)
0
e−β
ζ
2
(R−tv) ρ(tv)dtv
= αK1e
βζtu/2
∫ R−tu−ω(N)
0
e−
βζ
2
(R−tv) sinh(α(R− tv))
cosh(αR)− 1 dtv
= αK1
eβζtu/2
cosh(αR)− 1
∫ R
tu+ω(N)
e−
βζtv
2 sinh(αtv)dtv
= (1 + o(1))
αK1
2
eβζtu/2
cosh(αR)− 1
∫ R
tu+ω(N)
etv(α−β
ζ
2)dtv
= (1 + o(1))
αK1
2α− βζ
eβζtu/2
cosh(αR)− 1
[
eR(α−β
ζ
2) − e(α−β ζ2)(tu+ω(N))
]
= (1 + o(1))
2αK1
2α− βζ
eβζtu/2
eβζR/2
eαR
2(cosh(αR)− 1) = (1 + o(1)) K
(
eζtu/2
N
)β
.
(3.6)
Thus combining (3.2) together (3.3), (3.5) and (3.6) the lemma follows. 
It is clear that the proof of the above lemma yields also the following corollary.
Corollary 3.2. Let 0 < ζ/α < 2. There exists a constant K = K(ζ, α, β) > 0 such that
uniformly for all tu ≤ x0, we have
Pr
[
Iuv = 1 | tu
]
=

(1 + o(1)) K e
ζtu/2
N , if β > 1
(1 + o(1)) K (R− tu) eζtu/2N , if β = 1
(1 + o(1)) K
(
eζtu/2
N
)β
, if β < 1
.
Now, Theorems 1.3 and 1.4 follow immediately from Corollary 3.2. For the cold regime we
have to work slightly more.
3.1. The cold regime β > 1. Let Dˆu be a Poisson random variable with parameter equal
to Tu :=
∑
v∈V uN Pr
[
Iuv = 1 | tu
]
= (1 + o(1))Keζtu/2. With dTV (·, ·) denoting the total
variation distance between two random variables, we deduce the following lemma.
Lemma 3.3. Conditional on the value of tu, we have
dTV
(
Du, Dˆu
)
= o(1),
uniformly for all tu ≤ R/2− ω(N).
Proof. Recall that Du =
∑
v∈V uN Iuv and conditional on tu and θu this is a sum of independent
and identically distributed indicator random variables. Keeping tu fixed this is also the case
when we average over θu ∈ (0, 2pi]. Thus conditioning only on tu the family {Iuv}v∈V uN is still
a family of i.i.d. indicator random variables, whose expected values are given by Lemma 3.1.
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By Theorem 2.9 in [14] and Corollary 3.2 we have for N sufficiently large
dTV (Du, Dˆu) ≤
∑
v∈V uN
Pr
[
Iuv = 1 | tu
]2 ≤ 2N (eζR/4−ζω(N)/2
N
)2
= 2Ne−ζω(N)
1
N
= o(1).

For any integer k ≥ 0 we have
Pr
[
Du = k
]
=
1
2pi
∫ R
0
∫ 2pi
0
Pr
[
Du = k | tu, θu
]
ρ(tu)dtudθu
=
1
2pi
∫
tu≤R/2−ω(N)
∫ 2pi
0
Pr
[
Du = k | tu, θu
]
ρ(tu)dtudθu
+
1
2pi
∫
tu>R/2−ω(N)
∫ 2pi
0
Pr
[
Du = k | tu, θu
]
ρ(tu)dtudθu.
(3.7)
We bound the second integral as follows.∫
R/2−ω(N)<tu
Pr
[
Du = k | tu
]
ρ(tu)dtu ≤
∫
R/2−ω(N)<tu
ρ(tu)dtu = o(1).(3.8)
We will use Lemma 3.3 to approximate the first integral.∫
tu≤R/2−ω(N)
Pr
[
Du = k | tu
]
ρ(tu)dtu =
∫
tu≤R/2−ω(N)
Pr
[
Dˆu = k
]
ρ(tu)dtu + o(1)
=
∫
tu≤R
Pr
[
Dˆu = k
]
ρ(tu)dtu + o(1).
(3.9)
But recall that Pr
[
Dˆu = k
]
= Pr
[
Po (Tu) = k
]
. Let KN = (1 + o(1))K denote the factor of
eζtu/2 in the expression of Tu. If t < K, then Pr
[
Tu ≤ t
]
→ 0 as N →∞. However, for any
t ≥ K we have
Pr
[
Tu ≤ t
]
= Pr
[
tu ≤ 2
ζ
ln
t
KN
]
= α
∫ 2
ζ
ln t
KN
0
sinh(α(R− x))
cosh(αR)− 1 dx
= α
∫ R
R− 2
ζ
ln t
KN
sinh(αx)
cosh(αR)− 1dx
=
1
cosh(αR)− 1
[
cosh(αR)− cosh
(
αR− 2α
ζ
ln
t
KN
)]
= 1−
(
K
t
) 2α
ζ
+ o(1).
In other words,
Pr
[
Tu ≤ t
]
→ F (t), as N →∞.
Thus, ∫
tu≤R/2−ω(N)
Pr
[
Du = k | tu
]
ρ(tu)dtu → Pr
[
MP(F ) = k
]
, as N →∞.
The above together with (3.8) and (3.7) complete the proof of Theorem 1.1.
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3.1.1. Power laws. We close this section with a simple calculation proving that Pr
[
MP(F ) =
k
]
has power-law behaviour with exponent 2α/ζ + 1 as k grows.
Lemma 3.4. We have
Pr
[
MP(F ) = k
]
→ 2α
ζ
K2α/ζ k−2α/ζ−1 as k,N →∞.
Proof. The pdf of F (t) for t > K is equal to 2αζ K
2α/ζ/t−2α/ζ−1 and equal to 0 otherwise.
Thus we have
Pr
[
MP(F ) = k
]
=
2α
ζ
K2α/ζ
∫ ∞
K
e−t
tk
k!
t−2α/ζ−1dt =
2α
ζ
K2α/ζ
1
k!
∫ ∞
K
e−t tk−2α/ζ−1dt
=
2α
ζ
K2α/ζ
1
k!
(
Γ(k − 2α/ζ)−
∫ K
0
e−t tk−2α/ζ−1dt
)
.
(3.10)
Note now that the last integral is O(Kk) and therefore, as k →∞, we have∫K
0 e
−t tk+2α/ζ+1dt
k!
= O
(
Kk
k!
)
.
Now using the standard asymptotics for the Gamma function we have
Γ(k − 2α/ζ) = (1 + o(1))
√
2pi(k − 2α/ζ − 1) e−k+2α/ζ+1 (k − 2α/ζ − 1)k−2α/ζ−1 ,
and also k! = (1 + o(1))
√
2pike−kkk. Thus,
Γ(k − 2α/ζ)
k!
= (1 + o(1))e2α/ζ+1
(
1− 2α/ζ + 1
k
)k−2α/ζ−1
k−(2α/ζ+1)
= (1 + o(1)) k−(2α/ζ+1).
Thus, (3.10) now yields
Pr
[
MP(F ) = k
]
=
2α
ζ
K2α/ζ k−(2α/ζ+1)(1 + o(1)).

4. Asymptotic correlations of degrees
In this section, we deal with the correlations of the degrees in the cold regime. We show
that the degrees of any finite collection of vertices are asymptotically independent.
Theorem 4.1. Let β > 1 and 0 < ζ/α < 2. For any integer m ≥ 2 and for any collection of
m vertices v1, . . . , vm their degrees Dv1 , . . . , Dvm are asymptotically independent.
The proof of the above result together with Chebyschev’s inequality yield the concentration
of the number of vertices of any fixed degree and complete the proof of Theorem 1.2.
We proceed with the proof of Theorem 4.1. Let us fix m ≥ 2 distinct vertices v1, . . . , vm.
Let k1, . . . , km be non-negative integers. We will show that
(4.1) Pr
[
Dv1 = k1, . . . , Dvm = km
]
→ Pr
[
Dv1 = k1
]
· · ·Pr
[
Dvm = km
]
, as N →∞,
ON THE EVOLUTION OF RANDOM GRAPHS ON SPACES OF NEGATIVE CURVATURE 19
where the convergence is uniform over all choices of the m vertices. The proof of Lemma 2.4
suggests that there exists a specific region around each vertex such that if another vertex is
located outside it, then the probability that the two vertices are joined becomes much less
than the estimate given in Lemma 2.4. In other words, this region is where a vertex is most
likely to have its neighbours in – see Figure 1.
Definition 4.2. For a vertex u ∈ VN such that tu ≤ x0, we let Au be the set of points
{w ∈ DR : tw ≤ x0, θuw ≤ min{pi, θˆ′u,w}}, where θˆ′u,w = ω(N)A−1u,w. We call this the vital
area of vertex u.
v1
v2
v3
O
x0
R
vital area
Figure 1. The vital area of vertices in DR
We begin our analysis proving that the vital areas Aui , for i = 1, . . . ,m, are mutually
disjoint with high probability. We let E1 be this event. Though m is meant to be fixed, the
following claim is also valid for m growing as a function of N .
Claim 4.3. If m ≤
√
N1−ζ/(2α)
ω(N)eζω(N)/2
, then Pr
[
E1
]
= 1− o(1).
Proof. Let i ∈ {1, . . . ,m} and assume that tvi < R(1 − ζ/(2α)) − 2ω(N). Considering all
vertices w ∈ Avi the parameter θˆ′vi,w is maximised when tw = x0. So let θˆ′vi be this maximum,
that is,
θˆ′vi =
ω(N)
N
exp
(
ζ
2α
(tvi + x0)
)
=
ω(N)
N
eζtvi/2N ζ/(2α)eζω(N)/2 =
ω(N)
N1−ζ/(2α)
eζω(N)/2 eζtvi/2.
Observe that our assumption on tvi implies that
eζtvi/2 < e
ζR
2 (1− ζ2α)−ζω(N) = N1−ζ/(2α)e−ζω(N),
whereby θˆ′vi = o(1). Thus for i 6= j, with tvi , tvj < R(1−ζ/(2α))−2ω(N) we have Avi∩Avj 6= ∅
if
θvivj ≤ θˆ′vi + θˆ′vj =
ω(N)
N1−ζ/(2α)
eζω(N)/2
(
eζtvi/2 + eζtvj /2
)
.
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The probability that this occurs for two given distinct indices i, j is crudely bounded for
N large enough as follows:
1
pi
ω(N)
N1−ζ/(2α)
eζω(N)/2
∫ x0
0
∫ x0
0
(
eζtvi/2 + eζtvj /2
)
ρ(tvi)ρ(tvj )dtvidtvj
≤ 2α
2
pi
ω(N)
N1−ζ/(2α)
eζω(N)/2
∫ x0
0
∫ x0
0
(
eζtvi/2 + eζtvj /2
)
e−αtvie−αtvj dtvidtvj
≤ 4α
2
pi
ω(N)
N1−ζ/(2α)
eζω(N)/2
∫ x0
0
e−(α−
ζ
2)xdx ≤ 4α
2
pi
2
2α− ζ
ω(N)
N1−ζ/2
eζω(N)/2.
Also, by Lemma 2.1 for a vertex v we have
Pr
[
tv ≥ R
(
1− ζ
2α
)
− 2ω(N)
]
= e−αR(1−
ζ
2α)+2αω(N) +O
(
N−2α/ζ
)
= N
− 2α
ζ (1− ζ2α)e2αω(N) +O
(
N−2α/ζ
)
= N
1− 2α
ζ e2αω(N) +O
(
N−2α/ζ
)
.
Assume now that m ≤
√
N1−ζ/(2α)
ω(N)eζω(N)/2
. Thus the probability that there exists a pair of distinct
vertices vi, vj with i, j = 1, . . . ,m such that Avi ∩Avj 6= ∅ is bounded by
m2O
(
ω(N)
N1−ζ/(2α)
eζω(N)/2
)
+mO
(
N
1− 2α
ζ e2αω(N)
)
= o(1).

We assume that m ≥ 2 is fixed and we condition on the event that tvi ≤ x0 for all
i = 1, . . . ,m (which we denote by T1) as well as on the event E1. By Corollary 2.2 and
Claim 4.3 both events occur with probability 1− o(1).
For a vertex w 6∈ {v1, . . . , vm} we denote by Awvi the event that w is located within Avi and
it is adjacent to vi. In what follows, we drop the superscript w as the probability of Awvi is
the same for all w.
Now, let us consider the event that ki vertices satisfy the event Avi , for i = 1, . . . ,m,
whereas all other vertices do not. We denote this event by A(k1, . . . , km). Also, for every
i = 1, . . . ,m let A˜wvi be the event that a certain vertex w is located outside Avi and is adjacent
to vi. We let B1 be the event ∪w∈V v1,...,vmN ∪
m
i=1 A˜wvi , that is, the event that there exists a vertex
w ∈ [N ] \ {v1, . . . , vm} which is adjacent to vi, for some i = 1, . . . ,m, but it is located outside
Avi . Thus conditional on E1 ∩ T1, if the event B1 is not realized, then the event that vertex
vi has degree ki, for all i = 1, . . . ,m is realized if and only if A(k1, . . . , km) is realized. Using
the union bound, we will show that
(4.2) Pr
[
B1
]
= o(1).
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(We will show this without any conditioning.) Thereby, we can deduce the following:
Pr
[
Dv1 = k1, . . . , Dvm = km
]
= Pr
[
Dv1 = k1, . . . , Dvm = km | E1 ∩ T1
]
+ o(1)
(4.2)
= Pr
[
Dv1 = k1, . . . , Dvm = km | E1, T1,B1
]
+ o(1)
= Pr
[
A(k1, . . . , km) | E1, T1,B1
]
+ o(1)
= Pr
[
A(k1, . . . , km),B1 | E1, T1
]
/Pr
[
B1 | E1, T1
]
+ o(1)
= Pr
[
A(k1, . . . , km),B1 | E1, T1
]
+ o(1)
= Pr
[
A(k1, . . . , km) | E1, T1
]
− Pr
[
A(k1, . . . , km),B1 | E1, T1
]
+ o(1)
= Pr
[
A(k1, . . . , km) | E1, T1
]
+ o(1).
(4.3)
We will show further that Pr
[
A(k1, . . . , km) | E1 ∩T1
]
is asymptotically equal to the product
of the probabilities that Dvi = ki, over i = 1, . . . ,m.
Lemma 4.4. Let β > 1 and 0 < ζ/α < 2. Assume that m ≥ 2 and k1, . . . , km ≥ 0 are
integers. Then we have
Pr
[
A(k1, . . . , km) | E1 ∩ T1
]
= (1 + o(1))
m∏
i=1
Pr
[
Dvi = ki
]
.
Proof. Note that if the positions of v1, . . . , vm have been fixed, then {∪mi=1Awvi}w∈V v1,...,vmN is an
independent family. Thus, assuming that the positions (tv1 , θv1), . . . , (tvm , θvm) of v1, . . . , vm
in DR have been exposed so that E1 ∩ T1 is realized, we can write
Pr
[
A(k1, . . . , km) | (tv1 , θv1), . . . , (tvm , θvm)
]
=(
N −m
k1k2 · · ·N −
∑m
i=1 ki
)[ m∏
i=1
Pr
[
Avi
]ki](
1−
m∑
i=1
Pr
[
Avi
])N−∑mi=1 ki
.
(4.4)
We now proceed by giving an estimate for Pr
[
Avi
]
. That is, we will calculate the probability
that a vertex w 6∈ {v1, . . . , vm} is located within Avi and it is adjacent to vi. Setting x′0 =
min{x0, R− tvi − ω(N)}, we have
Pr
[
Avi
]
=
1
pi
∫ x0
0
∫ θˆ′vi,w
0
pvi,wρ(tw)dθdtw
=
1
pi
∫ x′0
0
∫ θˆ′vi,w
0
pvi,wρ(tw)dθdtw +
1
pi
∫ x0
x′0
∫ θˆ′vi,w
0
pvi,wρ(tw)dθdtw.
(4.5)
The second integral is bounded as in (3.2). In particular, it is bounded from above by
1
pi
∫ R
R−tvi−ω(N)
∫ θˆ′vi,w
0
pvi,wρ(tw)dθdtw = O
eαω(N)(eζtvi/2
N
)2α/ζ .
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Regarding the first integral, we argue as in (2.6), (2.13) and (2.10). Recall that for β > 1, we
defined θ˜vi,w =
1
ω(N) A
−1
vi,w.∫ θˆ′vi,w
0
pvi,wdθ =
∫ θ˜vi,w
0
pvi,wdθ +
∫ θˆ′vi,w
θ˜vi,w
pvi,wdθ =
∫ θˆ′vi,w
θ˜vi,w
pvi,wdθ + o
(
A−1vi,w
)
.
For the first integral, we imitate the calculation in (2.10), expressing pvi,w using Lemma 2.3
and applying the transformation z = C1/β Avi,w
θ
2 . We obtain∫ θˆ′vi,w
θ˜vi,w
pvi,wdθ = (1 + o(1))
Cβ
Avi,w
,
where Cβ is as in Lemma 2.4 for β > 1.
Thereby, as in the previous section, the first integral in (4.5) becomes
1
pi
∫ x′0
0
∫ θˆ′vi,w
0
pvi,wρ(tw)dθdtw = (1 + o(1))Cβ
∫ x′0
0
A−1vi,wρ(tw)dtw
(1 + o(1))
2αCβ
2α− ζ
eζtvi/2
N
.
With K = 2αCβ/(2α − ζ), as it was set in Lemma 3.1 for β > 1 and substituting the above
estimates into (4.5) we obtain
Pr
[
Avi
]
= (1 + o(1)) K
eζtvi/2
N
.(4.6)
Under the assumption that tvi ≤ R/2 − ω(N), we have eζtvi/2/N = o
(
1
N1/2
)
. Thus, if
tvi ≤ R/2− ω(N), for all i = 1, . . . ,m(
1−
m∑
i=1
Pr
[
Avi
])N−∑mi=1 ki
= exp
(
−(1 + o(1)) K
m∑
i=1
eζtvi/2
)
.
Substituting this estimate as well as that in (4.6) into (4.4) we obtain that uniformly for all
(tv1 , . . . , tvm) ∈ [0,min{R/2 − ω(N), x0}]m and all θv1 , . . . , θvm ∈ (0, 2pi] such that E1 ∩ T1 is
realized:
Pr
[
A(k1, . . . , km) | (tv1 , θv1), . . . , (tvm , θvm)
]
=
(1 + o(1))
m∏
i=1
(
Keζtvi/2
)ki
ki!
exp
(
−(1 + o(1))Keζtvi/2
)
= (1 + o(1))
m∏
i=1
Pr
[
Dvi = ki
]
,
(4.7)
by Lemma 3.3. By (3.8), the probability that there exists an index i with 1 ≤ i ≤ m such
that tvi > R/2 − ω(N) is o(1). Hence, averaging over all (tvi , θvi), for i = 1, . . . ,m, on the
measure conditional on E1 ∩ T1, the lemma follows. 
We conclude the proof of (4.1) with the proof of (4.2).
Lemma 4.5. For any β > 1 and any 0 < ζ/α < 2 we have
Pr
[
B1
]
= o(1).
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Proof. For a given w ∈ V v1,...,vmN and i ∈ [m], the probability of the event A˜wvi , conditional on
tvi , can be written as follows:
Pr
[
A˜wvi
]
=
1
pi
∫ R
0
∫ pi
θˆ′vi,w
pvi,wρ(tw)dθdtw
=
1
pi
∫ R−tvi−ω(N)
0
∫ pi
θˆ′vi,w
pvi,wρ(tw)dθdtw +
1
pi
∫ R
R−tvi−ω(N)
∫ pi
θˆ′vi,w
pvi,wρ(tw)dθdtw.
(4.8)
The second integral can be bounded as in (3.2) - we have
(4.9)
1
pi
∫ R
R−tvi−ω(N)
∫ pi
θˆ′vi,w
pvi,wρ(tw)dθdtw = O
eαω(N) (eζtvi/2
N
)2α/ζ .
Regarding the first integral, we use the estimate obtained in Lemma 2.3 to bound the inner
integral. With C as in the proof of Lemma 2.4, we have∫ pi
θˆ′vi,w
pvi,wdθ =
∫ pi
θˆ′vi,w
1
CAβvi,w sin
β
(
θ
2
)
+ 1
dθ ≤ 1
CAβvi,w
∫ pi
θˆ′vi,w
1
sinβ
(
θ
2
)dθ
sin( θ2)≥ θpi≤ pi
β
CAβvi,w
∫ pi
θˆ′vi,w
θ−βdθ =
piβ
C(β − 1)Aβvi,w
(
θˆ′−β+1vi,w − pi−β+1
)
= O
(
A−1vi,w
ω(N)β−1
)
.
Thus, the first integral in (4.8) becomes
1
pi
∫ R−tvi−ω(N)
0
∫ pi
θˆ′vi,w
pvi,wρ(tw)dθdtw = O
(
1
ω(N)β−1
eζtvi/2
N
) ∫ R−tvi−ω(N)
0
eζtw/2ρ(tw)dtw
(3.3)
= O
(
1
ω(N)β−1
eζtvi/2
N
)
.
(4.10)
Now, we take the average of each one of the bounds obtained in (4.10) and (4.9), respectively,
over tvi . To this end, we need the following integral, whose simple calculation we omit. We
have ∫ R
0
eatρ(t)dt =
{
Θ(R) if a = α
Θ(1) if a = ζ/2.
Thus, the bound in (4.9) is O
(
eω(N) R
N2/ζ
)
and that in (4.10) is O
(
1
ω(N)β−1N
)
. Since ζ/α < 2,
both terms are o(N−1). Therefore, the union bound implies that
(4.11) Pr
[
∪w∈V v1,...,vmN ∪
m
i=1 A˜wvi
]
= o(1).

Thus, the estimates obtained in Lemmas 4.4 and 4.5 substituted in (4.3) imply (4.1).
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5. Conclusions - Open Questions
This paper initiates a rigorous study of random geometric graphs on spaces of negative
curvature. We considered the binomial model where the vertices are points that are randomly
placed on a hyperbolic space and each pair is included as an edge of the random graph with
probability that depends on their hyperbolic distance, independently of every other pair.
This probability also depends on a parameter β > 0, which turns out to determine the
typical “behaviour” of the resulting random graph. We establish β = 1 as the critical value
around which a transition occurs. Namely, when β > 1, the random graph is sparse and
exhibits power-law degree sequence, whereas for β < 1, the degree of a typical vertex grows
polynomially with N , which is the total number of vertices of the graph. For β = 1, the
degree of a typical vertex grows logarithmically in N .
This study raises a number of questions regarding the typical structure of these random
graphs for various values of β as well as the transition itself when β “crosses” the critical
value β = 1. For example, what is the diameter of the random graph and the typical distance
between two vertices that belong to the same component? Is there a giant component and,
if yes, what is the distribution of the smaller components. What is the clustering coefficient
of such a random graph and how does it depend on β? When β ≤ 1, is the random graph
connected, and if yes, is it Hamiltonian? Can one describe the evolution of the random graph
as β approaches 1 from above?
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