Modeling of crashworthy composite structures is limited by the inability of current generations of finite element crash codes to effectively model certain critical failure modes, such as delamination. Previous efforts to model delamination and debonding failure modes using crash codes have typically relied on ad hoc failure criteria and quasistatic fracture data. Improvements to these modeling procedures can be made by using an approach based on fracture mechanics. Finite element predictions of delamination growth using the virtual crack closure technique are implemented using the finite element crash code MSC/DYTRAN and compared with other methods of modeling delamination in finite element crash analyses. Computational results for composite double cantilever beam specimens are compared with experimental results from the literature. This investigation demonstrates the potential for improving the crash modeling of composites through improved delamination modeling. Further developments to this approach may result in improved analytical tools that can be used to model delamination using current generation crash codes.
INTRODUCTION S
UBSTANTIAL PROGRESS HAS been made in improving the crash safety and crashworthiness of aerospace vehicles. The development of the Aircraft Crash Survival Design Guide and MIL-STD 1290A resulted in aircraft designs that have been demonstrated to effectively protect occupants under crash conditions [1] . The increased use of composite materials in aerospace structures, however, requires improved understanding of these materials under crash conditions. Various efforts [2, 3] have demonstrated the potential for composites to be effectively used in efficient crashworthy designs. These efforts have been experimentally oriented, utilizing a range of methods from characterizing the crushing response of laminates to full-scale crash testing of composite airframes. As analytical techniques for modeling crash behavior mature, the possibility of supplementing these experimental techniques with analytical tools becomes attractive. For example, if an analytical model of an aircraft can be developed, parametric studies of the response of the aircraft under a broad range of crash conditions may be conducted that would be cost prohibitive to perform experimentally. To take full advantage of the possibilities offered by analytical crash modeling techniques, however, improved models of composite structures must be developed and incorporated into these tools.
The need for improved modeling of composite materials in crash analysis has long been recognized. At the Workshop on Computational Methods for Crashworthiness held at the NASA Langley Research Center in 1992 [4] , modeling composite crushing behavior was identified as a critical need. Still, commercial finite element crash codes do not include procedures for detailed crash modeling of composite structures. Critical features such as out-of-plane failure models for composites are not included in the commercial codes, although several researchers have implemented models of delamination behavior using crash codes [5] [6] [7] . These models, however, are based upon either ad hoc failure criteria, or have relied upon quasistatic data.
While there exists a body of research on characterizing the dynamic delamination and debonding of composites and adhesively-bonded structures [8] [9] [10] , as yet, such data have not been successfully integrated into a useful tool for modeling the crash behavior of composite structures exhibiting delamination behavior. The present research investigates the possibility of using fracture mechanics techniques to accurately predict delamination growth in composite structures as part of a crash analysis. Procedures for implementing the virtual crack closure technique into a finite element crash code, MSC/DYTRAN, are developed and studied. Results are compared with experimental data from the literature. Alternate methods of modeling delamination growth in crash analysis are compared with results obtained using fracture mechanics methods.
Literature Review
Previous efforts to model crushing or crash behavior of composite structures have been pursued in two areas: modeling detailed behavior of simple test specimens such as tubes, to help understand the fundamental behavior of composites under crushing loads; and modeling of full-scale composite structures under crash conditions. In each of these areas, the complexity of the behavior of the composite structures presents challenges to the modeler, and delamination can be a significant factor in the overall response.
Efforts to study the fundamental behavior of composites under crushing loads have been largely experimentally based [11, 12] , but finite element analyses are often used to illustrate the influence of specific factors on the crushing behavior in simple composite specimens such as tubes or plates (see, for example, References [13] [14] [15] [16] ). Because experimental studies [11, 12] show that delamination is often a critical component of crushing behavior, delamination must be addressed. Delamination growth is predicted in various ways in these models, including a virtual crack extension technique [13] , stress intensity factor calculations [14] , stresses in a resin layer [15] , and, by the author with Vizzini [16] , the virtual crack closure technique. Whereas these studies were conducted using general finite element codes not tailored for crach analysis, more recently finite element crash codes have also been employed to model detailed crushing behavior of small composite components [7] . However, choices for modeling delamination using finite element crash codes are more limited.
For crash analysis of large-scale composite structures in engineering applications, detailed analysis of the crushing behavior of composite components is not currently attempted. However, delamination may still be important for accurate crash modeling. Good correlations are obtained in many cases using models that do not fully capture all aspects of crushing damage observed experimentally, provided sufficient attention is given to the aspects of crushing that most directly control the response. Models of composite structures using in-plane damaging failure models [17] to represent crushing behavior have been used [7, [17] [18] [19] [20] . These models appear to be effective for structures whose failure modes are governed by large-scale laminate failure and local instability. However, crushing behavior in which wholesale destruction of the laminate contributes significantly to the overall energy absorbency cannot be accurately modeled by this approach. Further, if delamination or debonding forms a significant part of the behavior, specialized procedures must be introduced into the model to address this failure mechanism.
The following sections describe the various methods that have been proposed to model delamination in finite element codes as well as the fracture mechanics-based virtual crack closure technique, which is the focus of the present research.
TIED CONNECTIONS WITH FORCE-BASED FAILURE
By this method, as described by previous researchers in References [5] and [7] , nodes on opposite sides of an interface where delamination is expected are tied together using any of a variety of methods including spring elements or rigid rods. If the forces produced by these elements exceed some criterion, the constraint is released. Crash codes include 1-D element types such as spotweld elements, breakable joints or other constraint types that may be adapted for this purpose. The pri-mary disadvantage of this method is that there is no strong physical basis for determining the failure forces.
COHESIVE FRACTURE MODEL
This method, put forth by Reedy et al. [6] , is similar to the previous method. However, instead of relying on simple spring properties the force-displacement response of the interfacial elements is based on classical cohesive failure behavior, as shown in Figure 1 . Properties defining this failure law are obtained from the conventional critical energy release rates, and from harder-to-obtain cohesive zone length or maximum force. Reedy et al. [6] implemented this model in PRONTO3D using a special hex element.
VIRTUAL CRACK CLOSURE TECHNIQUE
This technique (after Rybicki and Kanninen [21] ) is often used by researchers in the area of fracture mechanics. Energy release rates are calculated from nodal forces and displacements in the vicinity of a crack front. Although the method is sensitive to mesh refinement, it is less so than other fracture modeling techniques, such as those requiring accurate calculation of stresses in the singular region near a crack front. Further, the use of conventional force and displacement variables obviates the need for special element types that are not available in crash codes.
Investigations by the author into the use of the virtual crack closure method for predicting delamination growth in crash modeling are presented here. Results are compared with experimental results from the literature, and are compared with the alternate modeling techniques (tied connections, and the cohesive fracture model) described above.
PROCEDURE
Because the focus of the research is on modeling delamination growth for crash analysis, it was necessary to locate experimental data to provide correlation with the numerical results. al. [8] were used. In particular, results of experimental tests of dynamically loaded double cantilever beam (DCB) specimens comprised of unidirectional graphite/epoxy laminates bonded with an epoxy film adhesive from Reference [8] were modeled. These cases were chosen because of the completeness of the available data and because of the simplicity of the DCB behavior.
A procedure, described below, for predicting delamination using the VCCT within a finite element crash code was developed. Models of the adhesively bonded composite DCB specimen were made using this procedure. In addition, models of the same specimens were made using spotweld elements [5, 7] and the cohesive model [6] to predict delamination, as described by previous researchers.
All analysis was conducted using the transient dynamic finite element code MSC/DYTRAN [22] . Pre-and post-processing was performed using MSC/PATRAN and by direct manipulation of the input and output files. To model the adhesively bonded DCB specimens, each of the two main sublaminates was modeled with a uniform mesh of solid elements. Based on test cases, which showed small sensitivity of the computational results to width effects, the full width of the DCB specimens was not modeled. Instead, a single element was used in the width direction and symmetry boundary conditions were applied to the sides of the model. This provided a substantial improvement in computational time. To model the interface between the composite layers, spring or rod elements were used, with failure properties of the srpings or rods customized to predict delamination according to one of the methods used. This "stacked sublaminate" approach to modeling delamination has been used successfully by previous researchers in both static and specialized dynamic models [6, 13, 16] . The purpose here is to implement similar procedures using a commercial finite element crash code. Material properties for the laminates were obtained from Reference [8] and from typical values from the literature for data not included in Reference [8] . Because laminate failure was not observed in the tests, linear elastic material properties were used for the laminates.
Implementation of Virtual Crack Closure Technique
To employ the VCCT using MSC/DYTRAN, DCB specimens were modeled as two sublaminates held together by spring elements. The spring elements effectively model an interlaminar region and failure of spring elements in the model represents crack growth. Calculation of energy release rates and failure of the interface was carried out using user-defined spring properties and as such required no special access to the program source code. Interfacial springs were added to the PATRAN-generated DYTRAN input deck by a user-written FORTRAN program.
The modeling approach requires prior identification of interply or bondline regions where delamination is expected to be critical to the response. The bondline itself is modeled by springs connecting nodes on opposite sides of the bond. The stiffness of the springs, k, was selected based on a simple elastic foundation model based on assumed elastic properties of the interface material: k = EA/h; where E is the modulus of the adhesive, A is the interfacial area represented by the spring, and h is the interface thickness. Crack growth versus time curves using spring stiffnesses between ± one order of magnitude from the elastic foundation value were run for a typical mesh. Results showed little sensitivity to this parameter.
For simplicity of computation, it was assumed that nodes located on opposite sides of the bond fall upon the same normal vector. No offset in the plane of the bond is permitted between the endpoints of the springs. To permit general loading, three springs are co-located at each nodal location on the bond surface, acting in mutually perpendicular directions corresponding to the three fracture modes.
MSC/DYTRAN accommodates user-defined inputs for certain element properties, including those of 1-D springs. Prediction of fracture of the bond is controlled by a user-defined subroutine, EXELAS, defining the behavior of the springs. The subroutine performs the following steps for each spring upon each iteration:
1. Determine whether the given spring is located at a crack front in the structure. If not, no further action is taken 2. If the location is located at a crack front, the mesh direction of the advancing crack is determined. 3. The strain energy release rate is computed based on simple nodal variables, as described below. 4. When all strain energy release rate components at a given location are computed, a mixed-mode fracture criterion is checked. 5. If the criterion predicts debonding, the spring forces of all springs at the site are set to zero. Springs that have "failed" in this way are neglected in later time steps.
The strain energy release rate components are computed using the virtual crack closure technique. For mode I, the strain energy release rate is computed as follows:
where F I is the force in the spring aligned with the mode I direction, and u + and u -are the nodal displacements in the mode I direction at the nodes immediately ahead of the crack front. These displacements are computed relative to a rotating coordinate frame defined relative to the bond surface. ∆A is the increment in interfacial area associated with failure of the spring elements. Mode II and Mode III energy release rates are computed in a similar fashion. This method for computing strain energy release rates imposes limitations on the model. The accuracy of the strain energy release rate computation is dependent 1782 DAVID C. FLEMING
upon the size of the elements in the vicinity of the crack front. Therefore, the regions near where delamination or debonding is expected require mesh refinement. This increases the number of elements required in a model. Further, in a code with explicit integration, the maximum time step is usually limited by the minimum element dimension. Therefore, mesh refinement in a delamination-critical region may reduce the maximum acceptable time step, thereby increasing the run time of the model.
Under crushing loads, mixed mode fracture is expected in general. The procedure was written to predict crack growth according to a linear fracture law:
The procedures are written generally, however, so that alternate mixed-mode fracture criteria may be easily substituted. For the present DCB models, results are dominated by Mode I, and the choice of fracture low is not significant. Critical values for strain energy release rates are obtained from the literature for use in the following examples. The procedures as used in this study do not permit different values of the critical strain energy release rates to be used for initiation and propagation, though in principle such effects may be readily added.
Implementation of Spotweld and Cohesive Models
Models predicting delamination growth using spotweld elements are similar to those described for the VCCT technique, with the interfacial spring elements replaced by rod elements (CROD) referencing DYTRAN's spotweld (PWELD) failure property. This property calculates the forces generated in the rod element as it ties two nodes together, and predicts failure if the magnitude of the total force or its components exceeds specified strength values. For the case of the pure Mode I DCB problem under study, however, the shear forces are expected to be zero and mixed-mode failure criteria reduce to a simple maximum force criterion. To model delamination, an appropriate tensile failure load F Nc must be determined. This load was estimated from typical properties of epoxy according to F Nc ≈ σ ult A e , where σ ult is the strength of the adhesive and A e is the interface area modeled by a spring element. Because strength properties for the epoxy used in Reference [11] were not available, a typical value of σ ult of 80 MPa was used. This yielded a value of 0.08 kN for F Nc . Several runs of this DCB model were conducted using values of this parameter spanning approximately an order of magnitude around this value.
To implement the cohesive failure model proposed by Reedy et al. [6] into MSC/DYTRAN a user-defined spring property EXELAS was written to provide stress-separation response in interfacial spring elements according to are used to model the interface. Due to the simple geometry and loading of the DCB specimen, only springs in the Mode I orientation were included. As can be seen from Figure 1 , the cohesive failure model requires two parameters to define the curve. Reedy et al. [6] define the area under the curve for u c ≤ δ ≤ u max as the critical energy release rate. The second parameter must be either u c , u max , or some relationship between these two quantities. Needleman [23] suggests u max = 16φ sep /9σ max , where ϕ sep is the work of separation which results in u max on the order of u c for the properties used in the present model. Reedy et al. used values of u max typically two orders of magnitude greater than u c . 3 show results from the present DYTRAN model for double cantilever beam (DCB) specimens fabricated from graphite/epoxy laminates bonded with epoxy film adhesive. Specimens are loaded dynamically under displacement-controlled conditions. Finite element results are compared with experimental results reported by Blackman et al. [8] for opening displacement rates for 2.1 m/s and 23 m/s in Figures 2 and 3 , respectively. No strong loading rate dependence on the critical strain energy release rates was observed in the experiments modeled, although the strain energy release rate upon crack arrest was somewhat different from the initiation value. Constant values of the critical strain energy release rate, obtained from the initiation values given in Reference [8] , were used in the fi- nite element model. The results in Figures 2 and 3 correspond to Figures 15(c) and 15(e) from Reference [8] .
RESULTS

Figures 2 and
For the opening displacement rate of 2.1 m/s, both the computation shown in Figure 2 and the experimental results from Reference [8] show a decrease in average crack velocity near a time of 5 ms and a crack length of 60 mm, though the delamination initiation is more abrupt in the finite element model than in the experiment. Such changes in crack velocity are characterized in Reference [23] as a "stick-slip" behavior resulting from alternate periods of crack growth and crack arrest and occurs several times in the experiment at this opening rate. This behavior is also evident in the finite element results shown in Figure 2 . At higher loading rates, the prominence of this stick-slip behavior diminished in the experimental behavior, resulting in a single plateau in the crack length versus time curve, begin-1786 DAVID C. FLEMING . Delamination growth versus time for DCB modeled using cohesive fracture model after Reference [8] for two opening displacement rates.
ning at about 1.5 ms. A similar, though shorter, plateau occurs in the finite element results shown in Figure 3 . For each of these cases, the time to final failure of the DCB specimens computed by the finite element model is within about 10% of the experimentally measured values. These results demonstrate the ability of the current approach to accurately capture significant aspects of dynamic fracture behavior. An important issue is the convergent behavior of the solution with respect to element size, because the mesh size ultimately controls the CPU time required by the finite element model. Delamination growth results from three mesh sizes are given in Figure 4 . The results of the 1/2 mm mesh are incomplete due to a numerical instability that occurred during computation. Not shown in the figure are results for more coarse geometries. For such cases the computed crack growth continues to observe the trend of progressing more rapidly for coarser meshes. Although the total time required for the delamination event varies considerably as a function of mesh refinement, the time to delimitation initiation is consistent for a range of mesh refinements. Table 1 shows times to delamination initiation for DCB models at two opening displacement rates for various mesh geometries. Figure 5 shows delamination length versus time curves for DCB specimens modeled using the spotweld method to predict delamination growth. An opening displacement rate of 23 m/s was used. A variety of failure forces is compared in the finite element results, along with experimental data for Reference [8] . Figure 6 shows results from the MSC/DYTRAN model of dynamic DCB behavior based on the cohesive failure model for two loading rates. For these cases, G c was taken from experimental results in Reference [8] . u max /u c was taken to be 10.
DISCUSSION
Results of this study demonstrate the potential for modeling Mode I delamination and debonding of composites using a commercial finite element crash code. Further development is necessary, however, to improve the procedures. There were instances in the experimental program described in Reference [8] where the loading rate produced significant effects on critical fracture parameters that were not included in this study. Furthermore, issues relating to the computational efficiency of the procedures have not been fully addressed. For example, the models used in this study employed solid elements. More efficient models may be obtained if shell elements are used in place of the solid elements. Validation of models of mixed-mode fracture specimens are needed before practical problems in crash modeling may be addressed. Models of the crushing of composite laminates (which will be directly useful for laminate characterization studies) and models of the crash performance of structural components are needed to verify the utility of the method.
The mesh refinement required for accurate delamination modeling using VCCT is extreme by the standards of engineering crash models. While the number of degrees of freedom could be reduced if adaptive meshing schemes are introduced into the crash codes, the problem of the time step will remain. Even a single small element contained within a finite element model based on explicit integration may degrade the performance by limiting the size of the time step. Thus, if a high fidelity model of a delamination event is required by a crash model, it may be necessary to implement creative global/local analysis strategies to facilitate reasonable computation times if detailed prediction of delamination propagation is necessary for successful modeling of a crash event. The results obtained in this study are based on the delamination process in fracture specimens under dynamic loading rates. For structures under crash loads it might be the case that details of delamination propagation may not be as significant to the overall response of the structure as the initiation of delamination, particularly for cases in which the time between initiation and complete disbonding of a structural component is small compared to the overall time scale of the problem. As was shown above, initiation behavior can be well captured using relatively coarse meshes compared to those required for accurate modeling of a propagation event.
A second major difficulty for using delamination models in crash analysis relates to the required material properties. For most of the example cases studied above, critical energy release rates appropriate to the loading rates in question were available. However, in a general engineering model such data are less likely to be available and may be difficult to acquire through physical testing. Critical energy release rates vary as a function of loading rate; may have different initiation, propagation and arrest values; and have different values for different loading conditions (modes). It is not clear that dynamic critical energy release rates can properly be considered a material property. In addition to these problems, for many materials the mixed mode fracture response is not well characterized and there is no general agreement in the research community about how to model mixed mode fracture of composites regardless of whether sufficient data exist for the pure mode loading conditions. Although the computational results for the force-based failure criterion show sensitivity to the selection of the failure load, F Nc , they are in reasonable agreement with the experiment for values of F Nc around the approximate value chosen based on the strength of the adhesive. For F Nc equal to 0.08 kN, the initiation time is within 22% of the experimental results, and the time to complete separation of the laminate is within 5% of the experiment. Some of the physical behavior of the experiment is not captured by this model, including the period of crack arrest starting at about 1.8 ms. Overall, this method does not have a strong physical basis. The force at a crack tip is not accepted as being a good indicator of the stress state around a crack front. Further, the abrupt release of nodal forces at an effectively rigid constraint does not remove energy from the system, as would be required for an accurate model of delamination propagation. Some of these problems are overcome by the cohesive fracture model.
Results for the cohesive failure model are mixed. At the slower opening displacement rate in Figure 3 , the crack growth is well-predicted in an average sense although the stick-slip behavior evident in the experiment is not captured by the finite element analysis. Reedy [6] reports that results are mesh size-independent provided the element length is sufficient to cover the size of the cohesive zone. These results were verified using the present model. Because values of u max , u c , or u max /u c are not easily established from experimental data, the sensitivity of the results to the choice of u max /u c were investigated. Using a constant value of G c , u max /u c was varied from 5 to 1000. As the ratio increases, the results converge to a consistent result with little difference observed between values of this ratio of 100 and 1000 for a fixed mesh size of 1 mm × 1 mm. For lower ratios, the size of the cohesive zone approached the element size, influencing the results.
While the VCCT method yielded the most accurate DCB solutions, it did so at a great cost in CPU time. To obtain good results the mesh must be refined sufficiently to yield accurate energy release rate computation, and accurate G c data appropriate to the loading rate in question must be available. In practice, such data are not readily available, particularly when the loading rate is not known a priori. The relative independence of the initiation behavior with mesh size seen in Table 1 and the sensitivity of the propagation behavior with mesh size seen in Figure 4 are consistent with results previously reported in the literature for this method.
CONCLUSIONS
Delamination modeling was applied to a transient dynamic finite element crash code, MSC/DYTRAN. The approach followed the methods of fracture mechanics, and used the virtual crack closure technique to calculate strain energy release rates in the model and predict delamination growth. Comparison with results from the literature for the dynamic double cantilever beam specimens showed good correlation. However, significant issues relating to the implementation and computational efficiency of the method must be resolved and additional validation using mixed mode fracture cases must be obtained before the method may be applied to the crash modeling of aircraft structures.
In addition to the VCCT technique, alternate methods of modeling delamination in crash models were investigated. While the accuracy of the alternate methods may be less than the more rigorous VCCT technique, they present less demands on CPU time. Also, accurate results using the VCCT method require accurate dynamic property data that may be unavailable for a general crash analysis. Until these modeling and material characterization issues are overcome, the simple "spotweld" method of modeling an interface may present the best choice for use in a crash model. However, a substantial amount of experimental correla-tion may be required to provide confidence in its use for any specific material/geometry combination, and this method is unlikely to results in a true predictive tool for finite element crash modeling.
