A higher dimensional frame formalism is developed in order to study the implications of the Bianchi identities for the Weyl tensor in vacuum spacetimes of the algebraic types III and N in arbitrary dimensions. It follows that for these spacetimes the multiple principal null direction of the Weyl tensor is geodesic and shearfree and that frame components of the Weyl tensor as well as the expansion and twist matrices have very specific forms.
Introduction
For dimensions D < 4 the Weyl tensor vanishes identically and for D = 4 it has very special properties. It is of interest to determine which of the properties of fourdimensional (4D) spacetimes can be straightforwardly generalized to higher dimensions and which need to be modified or do not hold at all.
Recently a classification of algebraic tensor types in Lorentzian manifolds of arbitrary dimension was developed [1] . For the Weyl tensor in 4D this classification reproduces the Petrov classification and for the Ricci tensor in 4D the Segre classification.
In 4D it follows from the Bianchi identities ‡ R ab{cd;e} = 0 (1) that in algebraically special vacuum spacetimes the multiple principal null direction is geodesic and shearfree. In this paper a higher dimensional frame formalism is developed in order to study implications of the Bianchi identities for vacuum spacetimes of algebraic types N and III in higher dimensions. Although in most applications it is necessary to perform calculations in a given spacetime dimension D, in this paper we present results without specifying the dimension and hence these results are valid in any dimension. In 4D, for algebraically special vacuum spacetimes some of the tetrad components of the Bianchi identities in the Newman-Penrose formalism [2] lead to simple algebraical equations (i.e. equations with no derivatives). In higher dimensions these algebraical equations are much more complex and the number of independent equations, as well as number of unknowns, depend on the dimension of the spacetime. ‡ Note that in this paper we use two different operations denoted by {}. In the first case {} act on three indices and stands for R ab{cd;e} = R abcd;e + R abde;c + R abec;d . In the other case {} act on four indices and is given by (5) .
We show that in vacuum type III and N spacetimes of arbitrary dimension the multiple principal null direction (PND) is geodesic. For type N spacetimes it turns out that the multiple PND is shearfree. In spacetimes with non-vanishing expansion or twist the (D − 2) × (D − 2) matrix of the corresponding components of the Weyl tensor has only two nonvanishing eigenvalues p and −p which are both non-degenerate. Expansion and twist matrices have just one doubly degenerate eigenvalue. For type III we establish similar results in the generic case and in the non-twisting case. A complete proof is presented in the 5D case. We conclude with discussion of potential applications.
Preliminaries
The Newman-Penrose formalism [2] in 4D is based on using a null tetrad l, n, m and m, where l and n are real null vectors and m andm are complex null vectors instead of an orthonormal basis, taking thus advantage of the null cone structure of spacetimes. For D-dimensional calculations it seems to be more practical to choose a pair of null vectors l, n and an orthonormal set of real spacelike vectors m (i) . We thus need two types of indices: indices a, b, . . . with values 0 . . . D − 1 and indices i, j . . . going from 2 to D − 1. We will observe Einstein's summation convention for both of these types of indices, however, for indices i, j . . . there is no difference between covariant and contravariant components an thus we will not distinguish between subscripts and superscripts.
The frame
thus satisfies l a l a = n a n a = 0, l a n a = 1, m (i)a m (j) a = δ ij , and the metric has the form g ab = 2l (a n b) + δ ij m (i) a m (j)
b . If one would like to completely generalize the Newman-Penrose formalism for higher dimensions it would be necessary to denote Ricci rotation-coefficients and all independent components of Riemann, Weyl and Ricci tensors and then rewrite all frame components of Bianchi identities (1) and Ricci identities V a;bc = V a;cb + R s abc V s , where V is an arbitrary vector, as well as expressions for commutators of covariant derivatives in directions of the frame vectors
However, in this paper we are only interested in studying consequences of the Bianchi identities, which are in full given in Appendix B, and thus we do not introduce the Ricci identities (corresponding calculations are tedious but straightforward).
Decomposition of the Riemann and Weyl tensors
In order to construct a basis in the space of 4-rank tensors with symmetries
we introduce the operation { }
When decomposing the Riemann tensor in terms of the frame vectors we also have to take into account that
Now let us decompose Riemann tensor in its frame components and sort them by their boost weight (see [1] ):
The Riemann frame components in this relation are subject to constraints following from (4) and (6)
R 1i(jk) = R 1{ijk} = 0,
Let us check that we have appropriate number of independent frame components: It is well known that a D-dimensional Riemann tensor has D 2 (D 2 − 1) 12 (8) independent components. Counting independent frame components of various boost weight, we obtain
where m = D − 2. This is in agreement with (8) .
Similarly it is possible to decompose the Weyl tensor but due to its tracelessness we have the additional conditions
It is well known that an n-dimensional Weyl tensor has (D + 2)(D + 1)D(D − 3) 12 (10) independent components. By counting the independent scalars of various boost weight, we obtain
which is in agreement with (10). The primary algebraic classification of the Weyl tensor in higher dimensions [1] is based on whether all Weyl frame components of a boost weight higher then a specified number can be transformed away by an appropriate choice of the null direction l. If it is indeed possible, we call the corresponding direction a Weyl aligned null direction (WAND) of an appropriate order (0,1,2,3). If the set of WANDs of a given order is discrete, we call corresponding directions principal null directions (PND).
Type III and N spacetimes admitting WAND of order 2 and 3 respectively were introduced in [7]. We will use notation based on that given in [7] which is suitable for these algebraical classes but becomes rather cumbersome in more general cases. Let us in accordance with [7] state that a spacetime is of algebraic type III if there exists a frame (2) in which the Weyl tensor has a form
with Ψ ijk = 0. The case with Ψ ijk = 0 (and consequently also Ψ i = 0) is of the algebraic type N. Note however that in this paper the operation {} differs by a factor 1 8 from that given in [7] . The components of the Weyl tensor Ψ i , Ψ ijk and Ψ ij are given by
Note that Ψ ij is symmetric and traceless. Ψ ijk is antisymmetric in first two indices and from (7) and (9) it also follows that
Decomposition of covariant derivatives of the frame vectors
Let us denote components of covariant derivatives of the frame vectors l, n, m (i) by L ab , N ab and i M ab respectively
.
Since the norm of all frame vector is constant, it follows that
Also from the fact that all scalar products of frame vectors are constant, we get
We thus arrive at
n a;b = −L 11 n a l b −L 10 n a n b −L 1i n a m
Null geodesic congruences
Later we will show that the multiple PND in type III and N spacetimes is geodesic. Let us thus express the shear, expansion and twist in terms of L ij .
The congruence corresponding to l is geodesic if
It is always possible to rescale l (and consequently also n) in such a way that l a;b l b = 0 and thus also L 10 = 0. From now on we will use this parametrization. Then the covariant derivative of the vector l is
Let us decompose L into its symmetric and antisymmetric parts S and A
For expansion θ, twist ω and shear σ we get
Let us call S the expansion matrix, and A the twist matrix.
Type N vacuum spacetimes
For type N spacetimes the Weyl tensor (11) has the form
where Ψ is symmetric and traceless. Bianchi equations given in Appendix B now reduce to
(27) Let us at first show that it follows from the Eq. (25) that the multiple PND l in type N vacuum spacetimes is geodesic. For simplicity we will denote L i0 as L i .
The contraction of i with k in (25) leads to Ψ ij L i = 0. Now the contraction of (25) with Ψ ik gives Ψ ik Ψ ik L j = 0. Note that in type N spacetimes Ψ ik Ψ ik > 0 and thus the previous equation implies L i = 0 and l is indeed geodesic.
By substituting L = A + S into (26) and using (27), we obtain
(28) Let us now study in detail consequences of the equations (24), (27) and (28). It is possible to find a general solution of these equations by taking into account their various contractions (hereafter we assume S = 0 and A = 0, the non-twisting case can be obtained as a special case with A = 0).
Contracting i with j in (27) gives
(32) Let us denote a trace [Ψ · Ψ] as p. Now we are in position to formulate the following lemma. Lemma 1 In vacuum type N spacetimes with L = 0 following relations are satisfied a) Ψ · S = θΨ ,
Proof. a) This equation is a direct consequence of (30) and (32).
b) By multiplying (28) by S ip and using Lemma 1.a we get
An appropriate linear combination of this equation with (28) leads to
Note that the matrix X is symmetric. Now contracting k with j gives
Multiplying (39) with X mr and using (40) leads to X mp X mr = 0, which, contracting p with r, gives X mp X mp = 0 and consequently X mp = 0. c) Multiplying (27) with S kp and using Lemma 1.a leads to
Now contracting i with m and using (29) gives
Multiplying (29) by A mr and again applying (29) leads to
Multiplying (27) by A mr leads to
which after contracting k with r gives
Multiplying (45) with B kr and using (44), (46), and (29) leads to B kr B kr = 2ω 4 and similarly multiplying (45) by S kr results in B kr S kr = −2θω 2 . Let us now define a symmetric matrix Q by
Using previous formulas it turns out that Q ij Q ij = 0 and thus Q ij = 0. e) This follows from multiplying (28) by Ψ kj .
f ) This follows directly from Lemma 1.b, 1.c, 1.d. 2
Note that it follows directly from Lemma 1.b that type N vacuum spacetimes are shearfree. Let us now use the lemma 1 to prove following lemmas for vacuum type N spacetimes with L = 0:
The matrix S has at most two eigenvalues λ = 0 and λ = θ.
Proof. Let us denote the eigenvector of S by ξ. We thus have S ij ξ j = λξ i . By multiplying Lemma 1b by ξ we obtain
and thus λ = 0 or λ = θ. 2
Lemma 3
The following statements are equivalent: a) Vector ξ is an eigenvector of S for the eigenvalue λ = 0. b) Vector ξ is an eigenvector of A for the eigenvalue λ = 0. c) Vector ξ is an eigenvector of Ψ for the eigenvalue λ = 0.
Proof. a) ⇒ b): Suppose that S ij ξ j = 0. Then by multiplying Lemma 1c in the form
Then by multiplying Lemma 1d in the form
Then by multiplying Lemma 1a in the form
Lemma 4 Every eigenvector of Ψ is also an eigenvector of S.
Proof. The case λ = 0 is solved in Lemma 3. Let us now suppose that Ψ ij ξ j = λξ i , λ = 0. Then by multiplying Lemma 1a in the form Ψ ij S jk = θΨ ik by ξ i we obtain
The only possible eigenvalues of Ψ are λ = 0 and λ = ± p/2.
Proof. Let us now suppose that Ψ ij ξ j = λξ i , λ = 0. Than thanks to Lemma 4 S ij ξ j = θξ i . By multiplying Lemma 1e in the form 2θΨ ij Ψ jk = pS ik by ξ k we obtain
For every symmetric matrix W there exists an orthonormal basis of its eigenvectors ξ a i in which
Let us denote eigenvectors of Ψ corresponding to λ = 0, λ = p/2 and λ = − p/2 by u α , v A and wÃ respectively. Here indices α, β . . ., A, B, . . . andÃ,B . . . distinguish between vectors u 1 . . . u αmax , v 1 . . . v Amax and w 1 . . . wÃ max . Now we have
Note that for indices α, β . . ., A, B, . . . andÃ,B . . . we also observe Einstein's summation convention. Thanks to Lemmas 3 and 4
Let us now multiply (28) by v A k v B j . This leads to
gives v A l v B i = 0 and thus just one value of A is possible and consequently A max = 1. Let us thus denote v 1 by v. Similarly we can find that A max = 1 and that there is thus just one vector w = w 1 . Eqs. (47) and (48) now take form
Let us now introduce a new vector V by
Thanks to Lemma 1c and 1d we have
Note that Ψ, S, and A given by (49) and (50) satisfy the equations (27), (28) and thus represent the general solution of these equations for L = 0.
Type III vacuum spacetimes
For type III vacuum spacetimes the Weyl tensor is given by (11), where Ψ ijk satisfies (12) and (13). The algebraic equations
where we denote L i0 as L i , follow from the Bianchi equations given in Appendix B. Let us show that from (51) and (52) it follows that the multiple PND l in vacuum type III spacetimes is geodesic. By contracting l with j in (52) and using (51), (12), and (13) we obtain
One can see that for the class with Ψ k = 0 it implies (as we can see by contracting this formula with L i ) that L i = 0. Similarly for the case Ψ k = 0 these equations also imply that L i = 0 (contract (52) with L i and employ (51) and (55)). Thus the multiple PND l in vacuum type III spacetimes is geodesic. Now the task is to solve (53) and (54). It turns out to be quite complicated. We will be able to find general solution in arbitrary dimension in the non-twisting case with A ij = 0. In the twisting case we can find a solution, but we can prove that it is a general solution only if we assume "general" form of Ψ ijk . In Appendix C we show that this solution is indeed general in all special cases in 5D.
Let us start with extracting some information from (53) and (54) by various contractions. By contracting (54) and using (53) we get
where L = 2θ is the trace of L. After adding (53) (where we replace indices i, j, k by k, i, j respectively) to (56) we obtain
which does not contain A -the antisymmetric part of L, and similarly
Contraction of i with j in (53) leads to
and contraction of k with j in (57) (using (12) and (13)) to
and (59), using (13), with (60) imply
By substituting L = S + A into (59) and (61) we get
and their linear combinations give
By multiplying (53) by L ij we arrive to
where = L ij L ij . Inspired by the type N case, we again choose an orthonormal basis of eigenvectors of S. We will denote vectors corresponding to non-zero eigenvalues of S as v 1 , v 2 , . . . v Amax and vectors corresponding to the eigenvalue 0 as u 1 , u 2 , . . . u αmax . We thus have
Unfortunately, there are three indices A in this formula and we thus will not use Einstein's summation convention for indices A, B . . . (though we will still use it for indices α, β . . .).
Let us now decompose other quantities appearing in (53) and (54)
where A, C, M, N , R, and S are antisymmetric in first two indices. Now we need to rewrite some of the equations from this section in terms of those new quantities (the more complicated equations are given in Appendix A). From (12) and (65) it follows that
and
respectively. Eq. (57) implies 78) and (13) leads to
Let us first concentrate on the non-twisting spacetimes.
Non-twisting case
In this case A=0 and thus L = S is symmetric (we assume S = 0 since in the nontwisting and non-expanding case both sides of equations (53) and (54) vanish). From (59) we obtain
Note that providing Ψ i = 0 from (83) and from (66) we obtain L 2 = 2 and thus the case L = 0 leads to S = 0. The Eq. (58) leads to
which using the decomposition (68) implies
First study the case with L = 0. From equations (85) we get M ABC = 0, O AβC = 0, R αβC = 0 and thus from (75) and (80) P Aβγ = 0, N ABγ = 0 and further from (A.5) S αβγ = 0 which imply Ψ ijk = 0, i.e. type N or O spacetime and thus there are no nontrivial solutions of (53) and (54) of type III with L = 0. Now we may proceed to the case L = 0. Then (85) and (79) imply N ABγ = 0, P AβC = 0, S αβγ = 0, R αβC = 0.
From (83) we get
which leads to
(i) If all a A = 0 then all λ A = L/2 and thus A max = 2, λ 1 = λ 2 = L/2. The corresponding solution is given by (102).
(ii) If at least one a A = 0 then corresponding λ A = L/2 and from (78) with B = C = A and (A.18) with A = C = B and after interchanging A with B we get
Comparing the right hand sides we obtain 2L − 4λ B + 4λ A = 4λ A and thus λ B = L/2 for all B = A. However, the remaining λ A = L/2 and in this case again A max = 2, λ 1 = λ 2 = L/2. 
These two equations leads to
and so either
i.e. To summarize, the general solution of (53) and (54) in the non-twisting case may be written, substituting (86), (87), (90), (94), (95) into (68), in the form
Twisting case
In the twisting case the equations (53) and (54), without specifying dimension, are quite complex and there are too many distinct cases to be solved. We thus present the solution providing L = 0 and that for every pair A, C (A = C) there exists β for which O AβC = 0. It turns out that the only eigenvalues of S which are compatible with (53) and (54) correspond to A max = 2, λ 1 = L/2, λ 2 = L/2. We checked also other cases (but not all of them) and they also lead to the same conclusion. For completeness, we treat all other possible cases in 5 dimensions in Appendix C. A linear combination of (77) and (80) [(77) -L (80)] gives
For A = B [(76)-2λ A (80)] leads to
If O AγB = 0, we obtain from (105)
If for each pair A, B there exists γ such that O AγB = 0 then (106) is valid for all A, B, A = B. In the case A max = 2 we have L = λ 1 + λ 2 and the equation (105) leads to (λ 1 − λ 2 ) 2 = 0 and consequently λ 1 = λ 2 = L 2 . In the case A max > 2, by subtracting
and thus
However, in the second case one can show that simply by summing this equation with interchanged indices
which cannot happen as λ A = 0 by definition and thus (108) is satisfied and by substituting λ A = λ B = λ in (106) we obtain λ = ± L 2 . Note however that A λ A = L and thus the case λ A = −L/2 is excluded and A max = 2. Thus we can conclude with Lemma 6 For vacuum type III spacetimes with L = 0, providing that for every pair A, C (A = C) there exists β for which O AβC = 0, the expansion matrix S has just one nonvanishing eigenvalue L 2 which has multiplicity 2. Let us now study the case with two nonvanishing eigenvalues of S, λ 1 = λ 2 = L/2, in general, i.e. without any assumptions about O AβC . 
The case
which is orthogonal to Ψ i , is also an eigenvector of S. We thus have two orthogonal eigenvectors of S, Ψ i and Φ i . Let us denote Ψ i Ψ i by ψ and Φ i Φ i by φ. Now we choose an orthogonal basis with these two vectors which corresponds to
In this basis we will denote components corresponding to Ψ i and Φ i by indices P and F . S now takes the form
From this equation it follows that
which implies that shear vanishes. Now using = 2(ω 2 + θ 2 ) it follows from previous equations and (66) that
A ij as antisymmetric matrix takes the general form
Thanks to (109) -(112) we can rewrite Ψ ijk in the form
By substituting (114) into (A.9) we obtain A P F P P γδ = 0, A P F P F γδ = 0 and since A P F = 0 we also get P P γδ = 0 = P F γδ . Then (A.8) or (A.7) gives C αβ M CDE = 0 which, since M CDE does not vanish, implies C αβ = 0. In this case we thus have
We do not need to examine the rest of equations in Appendix A since S ij , A ij , and Ψ ijk given by (113), (115), and (116), respectively, already satisfy both equations (53) and (54) and thus represent their solution.
Discussion
In this paper we have presented a higher dimensional frame formalism. The complete set of frame components of the Bianchi identities, which are in this context usually called the Bianchi equations, is given in Appendix B. For algebraically general spacetimes these equations are quite complicated. However, for algebraically special cases they are much simpler (e.g. see Section 3 for the type N case). In 4D it is possible to use the Bianchi and Ricci equations to construct many algebraically special solutions of Einstein's field equations. The hope is that it is possible to do a similar thing in higher dimensions, at least for the simplest algebraically special spacetimes. The vast majority of today's known higher-dimensional exact solutions are simple generalizations of 4D solutions. This approach may lead to new, genuinely higher dimensional exact solutions. Type N and D (see [1] for the definition of type D in higher dimensions) solutions may be of particular physical interest.
In particular, we have studied the consequences of the algebraic Bianchi equations for type N and III spacetimes. It turns out that the principal null direction l in these spacetimes is geodesic. For vacuum type N spacetimes we also prove that l is shearfree and for spacetimes with non-vanishing expansion or twist the corresponding components of the Weyl tensor and expansion and twist matrices, by appropriately choosing the frame, can be expressed as
Note that we do not obtain any constraints for Ψ ij in non-twisting and non-expanding type N spacetimes, which belong to the higher dimensional generalized Kundt class. We also establish similar results for vacuum type III spacetimes. The Weyl tensor is said to be reducible if we can decompose it into two parts [3] . In this sense the Weyl tensor in vacuum type N spacetimes with non-vanishing expansion or twist is reducible, with a nontrivial 4-dimensional part and a vanishing D − 4 dimensional part.
In 4D the well known Goldberg-Sachs theorem [4] states that "a vacuum metric is algebraically special if and only if it contains a shearfree geodesic congruence". This theorem (and also its non-vacuum generalizations -see [5] ) is very useful for constructing algebraically special exact solutions. At present it is unclear to what extent this theorem may be generalized for higher dimensions (note that type I in higher dimensions is algebraically special [1] ).
Recently all 4D spacetimes with vanishing curvature invariants, (i.e., vanishing invariants constructed from the Riemann tensor and its covariant derivatives of arbitrary order -VSI spacetimes), were determined in [6] . In [7] , the generalization to higher dimensions was discussed. All these spacetimes are of type III, N or O. The results presented in this paper will enable us to explicitly express the curvature invariants involving derivatives of the Riemann tensor in higher dimensions and consequently to prove that higher dimensional VSI spacetimes are expansion and twist free, thereby proving the assertion made in [7] (see [8] ).
The equation (54) leads to
The equation (53) gives (76) and (70),
follows λ 1 = λ 2 = L/2. Next we have to analyze possible cases with O AβC = 0 ∀ A, β, C.
Let us now assume that all O's are zero and at least one M is nonvanishing. From (78) for B = C and B = A and from (71) we get
If a 1 = 0 (and thus also M 122 = 0) then the ratio of equations (C.2) gives (3λ 1 + λ 2 )(λ 1 − λ 2 ) = 0 which has solutions
Similarly, if a 2 = 0, M 211 = 0 then the ratio of equations (C.3) gives (3λ 2 + λ 1 )(λ 2 − λ 1 ) = 0 with solutions λ 2 = λ 1 or λ 1 = −3λ 2 . Thus for a 1 = 0 and a 2 = 0, the only solution is λ 2 = λ 1 = L/2. A) If all a A = 0 then the only solution is λ 1 = λ 2 = L/2 and λ 3 = 0, which corresponds to A max = 2 discussed above. B) Let us now study the case with one a A vanishing (we can without loss of generality assume a 3 = 0). Then from (C.8) either M 311 + M 322 = 0 and λ 1 = λ 2 = L/2 + λ 3 , which implies A max = 2, λ 3 = 0, λ 1 = λ 2 = L/2, or M 311 = M 322 = 0 and then from (C.6) and (C.7) we get 3λ 2 1 − λ 2 2 − λ 2 3 + 2(−λ 1 λ 2 − λ 1 λ 3 + λ 2 λ 3 ) = 0, (C.9) −λ 2 1 + 3λ 2 2 − λ 2 3 + 2(−λ 1 λ 2 + λ 1 λ 3 − λ 2 λ 3 ) = 0. (C.10) Their difference gives 4(λ 1 − λ 2 )(λ 1 + λ 2 − λ 3 ) = 0 (C.11) and thus either λ 1 = λ 2 and from (C.9) λ 3 = 0 or λ 3 = λ 1 + λ 2 and from (C.9) λ 1 λ 2 = 0. This case thus again leads to A max = 2. C) If only one a A is nonvanishing (we again without loss of generality choose a 1 = 0 and a 2 = a 3 = 0) then (C.7), (C.8) imply either λ 1 = L/2 + λ 3 = λ 2 and λ 1 = L/2 + λ 2 = λ 3 which is not possible, or λ 1 = L/2 + λ 3 = λ 2 , which gives λ 1 = λ 2 = L/2 and λ 3 = 0, or λ 1 = L/2 + λ 2 = λ 3 , which gives λ 1 = λ 3 = L/2 and λ 2 = 0, or M 211 = M 233 = M 311 = M 322 = 0. All these cases, except the last one are inconsistent with our assumption A max = 3. We thus need to check the last case M 211 = M 233 = M 311 = M 322 = 0, which has two possible branches corresponding to M 123 = 0 and M 123 = 0. a) M 123 = 0: From (78) (in the form (96) 
