In this paper, we introduce a new projection in a Banach space and show an example of the projections. Then, we study the Mosco convergence of a sequence of nonempty sets concerning the projections in a Banach space.
Introduction
Let C be a nonempty closed convex subset of a Hilbert space H. For an arbitrary point x of H, consider the set {z ∈ C : x − z = min y∈C x − y }. It is known that this set is always a singleton. Let P C be a mapping of H onto C satisfying
Such a mapping P C is called the metric projection. The metric projection has the following important property; for x ∈ H and x 0 ∈ C, x 0 = P C x if and only if
x − x 0 , x 0 − y 0, ∀y ∈ C.
Using this property, we can show that P C is a nonexpansive mapping, that is,
The concept of the metric projection in a Hilbert space is extended in a Banach space. Let C be a nonempty closed convex subset of a reflexive and strictly convex Banach space E. For an arbitrary point x of E, consider the set {z ∈ C : x − z = min y∈C x − y }. It is known that this set is always a singleton. Let P C be a mapping of E onto C satisfying
Such a mapping P C is also called the metric projection.
On the other hand, we know two mappings in a Banach space which generalize the metric projection in a Hilbert space. One of them is the projection in [1] : Let E be a smooth, reflexive, and strictly convex Banach space and let J be the normalized duality mapping of E. We define the function V by V (x, y) = x 2 − 2 x, J (y) + y 2 , ∀x, y ∈ E.
Let C be a nonempty closed convex subset of E. For an arbitrary point x of E, consider the set {z ∈ C : V (z, x) = min y∈C V (y, x)}. It is known that this set is always a singleton(see [1] ). Let C be a mapping of E onto C satisfying
V ( C x, x) = min y∈C V (y, x).
Such a mapping C is called the generalized projection. The other is the sunny nonexpansive retraction: let C be a nonempty closed subset of a Banach space E. Then a mapping Q : E → C is said to be sunny if Q(Qx + t (x − Qx)) = Qx, ∀x ∈ E, ∀t 0.
A mapping Q : E → C is said to be a retraction or a projection if Qx = x, ∀x ∈ C. If E is smooth then the sunny nonexpansive retraction of E onto C is uniquely decided (see [20] ). Then, if E is a smooth Banach space, the sunny nonexpansive retraction of E onto C is denoted by Q C . Let C be a nonempty closed subset of a Banach space E. Then a subset C is said to be a nonexpansive retract (resp. sunny nonexpansive retract) if there exists a nonexpansive retraction (resp. sunny nonexpansive retraction) of E onto C (see [6, 7] ).
We also know the characterizations of the metric projection and the generalized projection. For the sake of simplicity, let C be a nonempty closed convex subset of a smooth, reflexive, and strictly convex Banach space E and denote P C and C the metric projection and the generalized projection, respectively. Then, for x ∈ E and x 0 ∈ C,
where J is the normalized duality mapping of E. On the other hand, let C be a nonempty closed subset of a smooth Banach space E and let Q C be a retraction of E onto C. Then, we know that Q C is sunny and nonexpansive if and only if for any x ∈ E,
Motivated by sunny nonexpansive retractions, we can discuss the existence of a retraction R C of E onto C such that for any x ∈ E,
where E is a smooth Banach space and C is a nonempty closed subset of E; see also Alber et al. [3] , and Alber and Guerre-Delabriere [2] .
In 2004, Takahashi [20] posed the problem of such a retraction. In addition, we know convergence theorems for sequences of sets concerning metric projections, generalized projections and sunny nonexpansive retractions (see [11, 14, 22] ).
In this paper, we first introduce the projection R C called the sunny generalized nonexpansive retraction and show an example of the retractions. Further, we study the Mosco convergence of a sequence of the sets concerning the retractions in a Banach space.
Preliminaries
Let E be a real Banach space with its dual E * . We write x n x 0 to indicate that the sequence {x n } converges weakly to x 0 . Similarly, x n → x 0 will symbolize strong convergence. A Banach space E is said to be strictly convex if
Also, E is said to be uniformly convex if for each ε ∈ (0, 2], there exists > 0 such that
The normalized duality mapping J from E into E * is defined by
is not properly contained in the graph of any other monotone operator. If T is maximal monotone, then the solution set T −1 0 is closed and convex. If E is reflexive and strictly convex, then a monotone operator T is maximal if and only if R(J + T ) = E * for each > 0 (see [18, 19] for more details). A Banach space E is said to be smooth if
exists for each x, y ∈ {z ∈ E : z = 1}(=: S(E)). In this case, the norm of E is said to be Gâteaux differentiable. The space E is said to have a uniformly Gâteaux differentiable norm if for each y ∈ S(E), the limit (2.1) is attained uniformly for x ∈ S(E). The norm of E is said to be Fréchet differentiable if for each x ∈ S(E), the limit (2.1) is attained uniformly for y ∈ S(E). The norm of E is said to be uniformly Fréchet differentiable (and E is said to be uniformly smooth) if the limit (2.1) is attained uniformly for x, y ∈ S(E). A Banach space E is said to have the Kadec-Klee property if a sequence {x n } of E satisfying x n x 0 and x n → x 0 converges strongly to x 0 .
We also know the following properties (see [18, 19] for details):
(2) J is a monotone operator.
If E is strictly convex, then J is one to one, that is, Let E be a smooth Banach space and consider the following function studied in Alber [1] and Kamimura and Takahashi [12] (see also [9] ):
for each x, y ∈ E. It is obvious from the definition of V that
for each x, y ∈ E. We also know that
for each x, y, z ∈ E (see [12] ). The following two lemmas are well known. [12] ). Let E be a smooth and uniformly convex Banach space and let {x n } and {y n } be sequences in E such that either {x n } or {y n } is bounded. If
Lemma 2.1 (Kamimura and Takahashi
lim n→∞ V (x n , y n ) = 0, then lim n→∞ x n − y n = 0.
Lemma 2.2 (Alber [1], Kamimura and Takahashi [12]). Let E be a smooth Banach space. Let C be a nonempty closed convex subset of E, and let x ∈ E and x
0 ∈ C. Then, V (x 0 , x) = min y∈C V (y,
x) if and only if
Let be a mean on N, that is, a continuous linear functional on ∞ satisfying = 1 = (1). We know that is a mean on N if and only if
Occasionally, we use n (a n ) instead of (f ). A Banach limit is a mean on N satisfying n (a n ) = n (a n+1 ). Let f = (a 1 , a 2 , . . .) ∈ ∞ with a n → a and let be a Banach limit on N. Then, (f ) = n (a n ) = a (see [18] for more details).
Convergence theorems for three projections
Let E be a Banach space and let {C n } be a sequence of nonempty closed convex subsets of E. We denote by s-Li n C n the set of limit points of {C n }, that is, x ∈ s-Li n C n if and only if there exists {x n } ⊂ E such that x n ∈ C n for each n ∈ N and {x n } converges strongly to x. Similarly, we denote by w-Ls n C n the set of cluster points of {C n }; y ∈ w-Ls n C n if and only if there exists {y n i } ⊂ E such that y n i ∈ C n i for each i ∈ N and {y n i } converges weakly to y. Using these definitions, we define the Mosco convergence [15] 
we say that {C n } is a Mosco convergent sequence to C 0 and denote by
Notice that the inclusion s-Li n C n ⊂ w-Ls n C n is always true. So, to show C 0 = M-lim n C n we may show w-Ls n C n ⊂ s-Li n C n .
In 1984, Tsukada [22] proved the following theorem for the metric projections in a Banach space.
Theorem 3.1 (Tsukada [22] ). Let E be a reflexive and strictly convex Banach space and let {C n } be a sequence of nonempty closed convex subsets of E. If C 0 = M-lim n C n exists and nonempty, then for each x ∈ E, P C n x converges weakly to P C 0 x. Moreover, if E has the Kadec-Klee property, the convergence is in the strong topology.
In 1999, Kimura and Takahashi [14] proved the following two theorems for the sunny nonexpansive retracts. [14] ). Let E be a reflexive Banach space and let {C n } be a sequence of nonexpansive retracts of E. If C 0 = M-lim n C n exists and nonempty, then C 0 is a nonexpansive retract. [14] ). Let E be a reflexive Banach space with a uniformly Gâteaux differentiable norm. Suppose that every weak compact convex subset of E has the fixedpoint property for nonexpansive mappings. Let {C n } be a sequence of sunny nonexpansive retracts of E. If C 0 = M-lim n C n exists and nonempty, then C 0 is a sunny nonexpansive retract. In addition, if the duality mapping J is weakly sequentially continuous, then, for each x ∈ E, Q C n x converge strongly to Q C 0 x.
Theorem 3.2 (Kimura and Takahashi

Theorem 3.3 (Kimura and Takahashi
In 2003, Ibaraki et al. [11] proved the following two theorems for the generalized projections. [11] ). Let E be a smooth, reflexive, and strictly convex Banach space and let C 1 , C 2 , C 3 , . . . be nonempty closed convex subsets of E. If C 0 = M-lim n C n exists and nonempty, then C 0 is a closed convex subset of E and, for each x ∈ E, C n x converges weakly to C 0 x. Theorem 3.5 (Ibaraki et al. [11] ). Let E be a smooth Banach space and let E * have a Fréchet differential norm. Let C 1 , C 2 , C 3 , . . . be nonempty closed convex subsets of E. If C 0 = M-lim n C n exists and nonempty, then for each x ∈ E, C n x converges strongly to C 0 x.
Convergence theorems for the new projections
Let E be a smooth Banach space and let D be a nonempty closed convex subset of E. A mapping
where F (R) is the set of fixed points of R. We can also discuss the case of D = E. Let E be a reflexive and smooth Banach space and let B ⊂ E * × E be a maximal monotone operator. For each > 0 and x ∈ E, consider the set
, then we have from the monotonicity of B that
and hence
So, we obtain
This implies z 1 = z 2 . Then J x consists of one point. We also denote the domain and the range of J by D(J ) = R(I + BJ ) and R(J ) = D(BJ ), respectively, where I is the identity. Such a J is called the generalized resolvent of B and is denoted by
We get some properties of J and (BJ ) −1 0. Proof. (1) We know that the normalized duality mapping of E * is J −1 . From the maximality of B, we have
Hence, for each x ∈ E, there exists x * ∈ E * such that x ∈ J −1 x * + Bx * . Since E is reflexive and strictly convex, then J is bijective. Therefore, there exists z ∈ E such that x * = J (z). Therefore, we have
This implies E ⊂ D(J ). D(J )
Since x−J x ∈ BJ (J x) and 0 ∈ BJ (y), we have
Therefore we get
V (x, y) V (x, J x) + V (J x, y) V (J x, y).
That is, J is generalized nonexpansive.
Next, we get the following result for the generalized nonexpansive mappings.
Proposition 4.2. Let C be a nonempty closed subset of a smooth and strictly convex Banach space E. Let R C be a retraction of E onto C. Then R C is sunny and generalized nonexpansive if and only if x − R C x, J (R C x) − J (y) 0
for each x ∈ E and y ∈ C.
Proof. (⇒): Let x ∈ E and let y ∈ C = F (R C ). Putting x t := R C x + t (x − R C x) for each t ∈ [0, 1], we get
V (R C x, y) = V (R C x t , y) V (x t , y).
Since, for each y ∈ C, V (·, y) is continuous, we have
V (R C x, y) = min z∈[x,R C x] V (z, y).
Using Lemma 2.2, we have x t − R C x, J (R C x) − J (y) 0 for each t ∈ [0, 1]. Putting t = 1, we have x − R C x, J (R C x) − J (y) 0 for each x ∈ E and y ∈ C. (⇐): For each x ∈ E and y ∈ C = F (R C ), from (2.2), we have
From the assumption, we have V (x, y) V (x, R C x) + V (R C x, y) V (R C x, y). This implies that R C is generalized nonexpansive. For each x ∈ E and t > 0, let x t := R C x + t (x − R C x)(∈ E)
. From the assumption, we have
, we have
Since E is strictly convex, we have R C x = R C x t , that is, R C is sunny.
Let E be a smooth and strictly convex Banach space and let C be a nonempty closed subset of E. Then, a sunny generalized nonexpansive retraction of E onto C is unique. In fact, let R, S be two sunny generalized nonexpansive retractions of E onto C. Then, by Proposition 4.2, for each x ∈ E, we have
From Rx, Sx ∈ C, we get
From these inequalities, we have
Since E is strictly convex, we get Sx = Rx. Let C is a nonempty closed subset of E. Then, C is said to be a sunny generalized nonexpansive retract (resp. generalized nonexpansive retract) if there exists a sunny generalized nonexpansive retraction (resp. generalized nonexpansive retraction) of E onto C (see also [10] ).
Before showing an example of the sunny generalized nonexpansive retractions, we recall the following theorem; see [13, 17, 21] for other resolvents. [4] , Browder [5] , Reich [16] Proof.
Theorem 4.3 (Brezis and Sibony
(1) Defining a mapping Q from E * to E * by
we have, for x ∈ E and > 0, J x = J −1 Q J (x). In fact, define
Then, we have
This implies
From Theorem 4.3, we get
If E is uniformly convex, then E * has a Fréchet differentiable norm. So, then J −1 is norm to norm continuous. Since B −1 0 is closed, we have
(2) Defining a mapping R from E to E by
Letting → ∞, we get
From Proposition 4.2, R is sunny and generalized nonexpansive. This implies that R is a sunny generalized nonexpansive retraction of E onto (BJ ) −1 0.
Convergence theorems for generalized nonexpansive mappings
We first study the Mosco convergence of generalized nonexpansive retracts in a Banach space. Proof. For each n ∈ N, let R C n be a generalized nonexpansive retraction of E onto C n . Let x ∈ E. Since C 0 is nonempty, {R C n x} is bounded. In fact, suppose that {R C n x} is unbounded. Then there exists a subsequence, again denoted by {R C n x}, such that R C n x → ∞. Since C 0 is nonempty, for each y ∈ C 0 = M-lim n C n , there exists a sequence {y n } ⊂ E such that y n → y and y n ∈ C n for each n ∈ N. Since {y n } is bounded, we get
Putting M = sup m y m (< +∞), we have
Hence, we obtain
From R C n x → ∞, we get a contradiction. Hence {R C n x} is bounded. So, for each x * ∈ E * , { R C n x, x * } is an element of ∞ . Let be a Banach limit and define a real valued function g on E * by
Then it follows that g is linear and continuous. Since E is reflexive, there exists a unique element
Putting R C 0 x = x 0 for each x ∈ E, we shall show that R C 0 is a generalized nonexpansive retraction of E onto C 0 . Let z ∈ C 0 . Since C 0 = M-lim n C n , there exists a sequence {z n } ⊂ E such that z n → z and z n ∈ C n for each n ∈ N. So, from (2.2), we have
where K := sup n R C n z − z n < +∞, and thus V (R C n z, z) → 0. From Lemma 2.1, we have R C n z → z. Then we obtain
This means R C 0 z = z and C 0 ⊂ R(R C 0 ). On the other hand, for y ∈ R(R C 0 ), there exists an element x of E such that y = R C 0 x. Then y is an element of the set ∩ n co{R C m x : m n}. In fact, suppose y / ∈ ∩ n co{R C m x : m n}. There exists an n 0 ∈ N such that y / ∈ D = co{R C m x : m n 0 }. From the separation theorem, there exists an x * 0 ∈ E * such that y, x * 0 > sup z∈D z, x * 0 . Since is a Banach limit, we get
0 . This is a contradiction. So, we have y ∈ ∩ n co{R C m x : m n}. We know from Bruck [8] that the set ∩ n co{R C m x : m n} is equal to the closure of the convex hull of weak cluster points of {R C n x}. Since C 0 is convex and closed, we obtain
Next, we show that R C 0 is generalized nonexpansive. For each x ∈ E and y ∈ C 0 , we have
and hence R C 0 x n R C n x . Putting = n R C n x , we have 0
For y ∈ C 0 = s-Li n C n , there exists a sequence {y n } ⊂ E such that y n → y and y n ∈ C n for each n ∈ N. Hence we get
. This implies that R C 0 is generalized nonexpansive.
Before proving the second main result, we prove the following lemma. Proof. Let x ∈ E. Since C 0 is nonempty, as in the proof of Theorem 5.1, {R C n x} is bounded. Since E is reflexive, there exists a subsequence {R C n i x} of {R C n x} such that R C n i x u. By the definition, u is in w-Li n C n . For y ∈ C 0 , there exists a sequence {y n } ⊂ E such that y n → y and y n ∈ C n for each n ∈ N. So, we have
Then, we obtain
Therefore, letting i → ∞, we get
Therefore, we obtain
By the uniqueness of such a point u, we have R C n x u. So, the first part of theorem is proved. Now, for each x ∈ E, we know R C n x u. Since u ∈ s-Li n C n = C 0 = w-Ls n C n , there exists a sequence {u n } ⊂ E such that u n → u and u n ∈ C n for each n ∈ N. From Proposition 4.2, we get
Therefore, we have
Letting n → ∞, we get
By the weakly lower semicontinuity of the norm, we have
and thus R C n x → u . Since E has the Kadec-Klee property, we have R C n x → u.
Finally, we prove a pointwise strong convergence theorem for sunny generalized nonexpansive retractions. Proof. We show that C 0 is a sunny generalized nonexpansive retract. For each x ∈ E, from Lemma 5.2, there exists a unique element u ∈ C 0 such that R C n x → u and x − u, J (u) − J (y) 0, ∀y ∈ C 0 . From Theorem 5.1, C 0 is a generalized nonexpansive retract of E. Let R C 0 be a generalized nonexpansive retraction of E onto C 0 . If is a Banach limit, then, for each x * ∈ E * , we have R C 0 x, x * = n R C n x, x * = u, x * . Therefore we have R C 0 x = u. From Proposition 4.2, R C 0 is sunny. This implies that C 0 is a sunny generalized nonexpansive retract. Since R C 0 is a sunny generalized nonexpansive retraction of E onto C 0 , we have that R C n x → R C 0 x. Remark. In this paper, we introduce a sunny generalized nonexpansive retraction in a Banach space. This mapping is a generalization of the metric projection in a Hilbert space. On the other hand, we have already known three generalizations of the metric projection in a Hilbert space, that is, the metric projection, the generalized projection, and the sunny nonexpansive retraction in a Banach space. Now, let us compare these mappings. For the sake of simplicity, let C be a nonempty closed convex subset of a smooth, reflexive, and strictly convex Banach space E. Assume that P C , C , Q C , and R C to be the metric projection, the generalized projection, the sunny nonexpansive retraction, and the sunny generalized nonexpansive retraction of E onto C. Then, for x ∈ E, x 0 ∈ C, we have where J is the normalized duality mapping of E. Therefore, we have that R C is a new generalization of the metric projection in a Hilbert space. Since the normalized duality mapping J of a Hilbert space is the identity mapping, four properties are same conditions in a Hilbert space. This implies P C = C = Q C = R C in a Hilbert space.
