We consider the sorted top-k problem whose goal is to recover the top-k items with the correct order out of n items using pairwise comparisons. In many applications, multiple rounds of interaction can be costly. We restrict our attention to algorithms with a constant number of rounds r and try to minimize the sample complexity, i.e. the number of comparisons.
Introduction
Rank aggregation is a fundamental problem which finds numerous applications in recommendation systems, web search, social choice, peer grading and crowdsourcing. The most studied problem in rank aggregation is sorting. It aims to find the total ordering of all items. People also consider the top-k problem when it is only necessary to recover the set of top-k items. However, for some applications, the rank aggregation task required is neither sorting nor top-k. For example, when a recommendation system shows the user a list of items, it might want to display these items in the order of recommendation. As another example, in a tournament, people usually care about the exact rankings of top players but not others.
These examples motivate us to study the sorted top-k problem which lies between sorting and top-k. In this problem, we have n items with an underlying order and the goal is to recover the top-k items with the correct order using pairwise comparisons.
In many applications, multiple rounds of interaction are costly. For example, if we collect comparison data via crowdsourcing, the comparisons can be done in parallel by different crowd workers and the total amount of time spent is mainly decided by the number of rounds. Therefore we consider the sorted top-k problem in the parallel comparison model introduced by Valiant (1975) . In this model, an algorithm performs a set of comparisons in each round and the actual set can depend on comparison results of previous rounds. The goal is to solve the task in bounded number of rounds while minimizing the sample complexity, i.e. the total number of comparisons.
Parallel comparison algorithms have been intensively studied around 30 years ago. Much of the attention has been put into two problems: sorting Häggkvist and Hell (1981) ; Ajtai et al. (1983) ; Bollobás and Thomason (1983) ; Kruskal (1983) ; Leighton (1984) ; Bollobás and Hell (1985) ; Alon (1985) ; Alon et al. (1986) ; Azar and Vishkin (1987) ; Pippenger (1987) ; Alon and Azar (1988b,a) ; Akl (1990) and top-k Valiant (1975) ; Reischuk (1981) ; Ajtai et al. (1986); Pippenger (1987) ; Alon and Azar (1988b,a) ; Azar and Pippenger (1990) ; Bollobás and Brightwell (1990) . While being very related to sorting and top-k, sorted top-k has not been studied in the parallel comparison model.
Without the constraint on the number of rounds, sorted top-k can be easily solved by combining sorting and top-k algorithms: we can first use a top-k algorithm to find the set of top-k items and then use a sorting algorithm to sort these k items. If we are using sorting and top-k algorithms with optimal sample complexities, one can easily show that the combination gives a sorted top-k algorithm with optimal sample complexity (up to a constant factor).
However, if we only have bounded number of rounds, such combining algorithm might not give the optimal sample complexity. The adaptiveness of such combining procedure splits the rounds into rounds used by the top-k algorithm and the rounds used by the sorting algorithm. As we will see later, this is not the optimal way to solve sorted top-k in bounded number of rounds.
In this paper, we show optimal sample complexity bounds (up to poly logarithmic factors) of sorted top-k in r rounds for any constant r, as shown in Table 1 . Our bounds are tight up to constant factors when r = 1 or 2.
Number of Rounds
Upper Bound Lower Bound 1-round O(n 2 ) Ω(n 2 ) 2-round O(n √ k + n 4/3 ) Ω(n √ k + n 4/3 ) (r ≥ 3)-round O((n 2/r k (r−1)/r + n)polylog (n) ) Ω(n 2/r k (r−1)/r + n) We further extend our results to sorted top-k in the noisy case where each comparison is correct with probability 2/3. This is a very simple and basic noise model. As shown in Table 1 , we get tight bounds (up to a constant factor) when r = 1 or 2. Compared with the sample complexity in the noiseless case, the sample complexity in the noisy case just has an extra log(k) factor when r = 1 or 2.
Upper Bound Lower Bound 1-round O(n 2 log(k)) Ω(n 2 log(k)) 2-round O((n √ k + n 4/3 ) log(k)) Ω((n √ k + n 4/3 ) log(k)) (r ≥ 3)-round O((n 2/r k (r−1)/r + n)polylog (n) ) Ω(n 2/r k (r−1)/r + n) Our techniques also give new results for top-k and sorting in the noisy case. Our sorted top-k algorithms are based on our top-k algorithms. For top-k in the noisy case, we show the tight sample complexity bounds are Θ(n 2 ) for r = 1 and Θ(n 4/3 ) for r = 2. On the other hand, sorting is a sub-case of sorted top-k by picking k = n. Our sorted top-k results imply tight bounds for sorting in the noisy case: Θ(n 2 log(n)) for r = 1 and Θ(n 3/2 log(n)) for r = 2.
Related Work
Sorted top-k is first discussed in Chambers (1971) and is referred as "partial sorting". The parallel comparison model is introduced by Valiant (1975) . Two problems which are related to sorted top-k have been widely studied in this model: sorting Häggkvist and Hell (1981) ; Ajtai et al. (1983) ; Bollobás and Thomason (1983) ; Kruskal (1983) ; Leighton (1984) ; Bollobás and Hell (1985) ; Alon (1985) ; Alon et al. (1986) ; Azar and Vishkin (1987); Pippenger (1987) ; Alon and Azar (1988b,a) ; Akl (1990) and selection Valiant (1975) ; Reischuk (1981) ; Ajtai et al. (1986); Pippenger (1987) ; Alon and Azar (1988b,a) ; Azar and Pippenger (1990) ; Bollobás and Brightwell (1990) . Selection (i.e. finding the item of rank exactly k) has been shown to be very similar to top-k in Braverman et al. (2016) .
The noisy comparison model was introduced by Feige et al. (1994) . Recently, there are several work studying top-k with noisy comparisons in bounded number of rounds Braverman et al. (2016) ; Agarwal et al. (2017) ; Cohen-Addad et al. (2018) . Braverman et al. (2016) shows that the sample complexity of top-k in the noisy case isΘ(n) when r = 3 and Θ(n log(n)) when r ≥ 4 and max(k, n−k) = Ω (n) . Cohen-Addad et al. (2018) gives tight sample complexity bound for general k and r > 4. The sample complexity of top-k in the noisy case for r = 1 and 2 is not addressed in previous work.
Rank aggregation with noisy comparisons is also widely studied without the round constraint and with various noise models: Kenyon-Mathieu and Schudy (2007) ; Ailon et al. (2008) ; Braverman and Mossel (2008, 2009) 
Model and Preliminaries
We consider the sorted top-k problem together with two related problems: sorting and top-k. In these problems, there is a set of n items N with an underlying order and the goals are different:
• Sorted top-k: output the sorted list of k items with highest ranks.
• Sorting: output the ranks of all items.
• Top-k: output the set of k items with highest ranks.
Algorithms are allowed to make pairwise comparisons. And we want the algorithm to minimize the sample complexity, i.e. the total number of comparisons. We have two cases, with respect to comparisons: the noiseless case and the noisy case. In the noiseless case, comparisons results are always consistent with the underlying order. In the noisy case, each pairwise comparison is correct (consistent with the underlying order) with some constant probability > 1/2 independently. Without loss of generality, we assume each comparison is correct with probability 2/3 independently.
We consider algorithms with bounded number of rounds. In each round, an algorithm needs to perform all comparisons simultaneously. We use r to denote the number of rounds and we only consider cases when r is a fixed constant.
We allow algorithms to use randomness. In the noiseless case, the algorithm needs to be always correct and the sample complexity is the expected total number of comparisons. In the noisy case, because of the noise, no algorithms can always be correct. The algorithm needs to be correct with probability ≥ 2/3 and the sample complexity is the worst-case total number of comparisons. Notice that the requirement in the noiseless case is stronger as the always correct algorithm with expected number of comparisons s can be easily made into an algorithm which succeeds with probability 2/3 and worst-case number of comparisons O(s) by halting the algorithm when making too many comparisons.
Main Results and Proof Overviews
In this section, we show our main results and give overviews of our proof techniques.
Sorted Top-k in the Noiseless Case
In this sub-section, we show our results for sorted top-k in the noiseless case. All the detailed discussions and proofs can be found in Section A.
When we only have 1 round (i.e. r = 1), it is not hard to show that comparing all pairs of items using Θ(n 2 ) comparisons gives optimal sample complexity (up to a constant factor). We formally discuss this in the beginning of Section A. For r ≥ 2, we have the following two main theorems for upper and lower bounds.
Theorem 1 For r ≥ 3, there exists an r-round algorithm that solves sorted top-k withÕ(n 2/r k (r−1)/r + n)) comparisons in expectation. There exists a 2-round algorithm that solves sorted top-k with
The main idea of the algorithm in Theorem 1 is to use "pivot items". These pivot items are compared to all items. From these comparisons, we learn not only their ranks but also which items rank between two pivot items. After that, items are partitioned into chunks and we just need to solve sub problems inside chunks. See Figure 1 for a graphical view of pivot items. Suppose we plan to use Θ(αn) comparisons. The most naive way of using pivot items is to pick α pivot items at random in the first round and compare them to all items in the same round. After this round, we will be left with chunks of items partitioned by pivot items. Since now we know the ranks of pivot items, we know which chunks have top-k items and we only need to care about these chunks. We use the remaining r − 1 round to run the (r − 1)-round sorting algorithm of Alon et al. (1986) in each such chunk in parallel. This approach with proper setting of α matches the optimal sample complexity bound (up to a constant factor) if r = 2 or k is larger than the expected chunk size (i.e. k = Ω(n/α)). It is formally described in Algorithm 2 in Section A. See also Figure 2 for a graphical view of the algorithm.
top-k items rank order
Chunks to sort in parallel in the remaining r − 1 rounds However, when r > 3 and k is small enough so that the first chunk is likely to have size much larger than k (see Figure 3) , the above approach becomes sub-optimal. At a high level, the reason is that the random pivot items chosen in the first round are not good enough to partition the topk items into small chunks. Therefore, instead of running the sorting algorithm on the first chunk in the remaining r − 1 rounds, we spend one more round (round 2) to compare items to more "accurate" pivot items, partition them into smaller chunks and sort each chunk in the remaining r − 2 rounds. These new pivot items are better than the random pivot items for two reasons: (i) We can spend some comparisons in the first round to choose these pivot items. So they have better structural guarantees than the random pivot items. In particular, we extend the algorithmic technique of Braverman et al. (2016) to pick pivot items which are roughly Θ n α apart. (ii) Since these pivot items are compared to other items in the second round, we can use comparison results of the random pivot items. Knowing the fact that all top-k items are in the first chunk partitioned by the random pivot items, we just need to compare new pivot items to items in that chunk. This is important for getting good sample complexity. The whole process of this paragraph is formally described in Algorithm 3 in Section A. See also Figure 3 for a graphical view of the algorithm.
top-k rank order
First chunk zoom in : more "accurate" pivot items
Chunks to sort in parallel in the remaining r − 2 rounds In Section A, we combine the above two approaches to prove Theorem 1. Both approaches use pivot items and then bounded-round sorting. Although the sample complexity keeps decreasing when we increase the number of rounds, we have at most 2 rounds that are different from sorting no matter how large the total number of rounds is. One may wonder why we don't use more rounds before we apply bounded-round sorting. At a high level, the reason is that what we do before sorting is more similar to a top-k algorithm and more than 3 rounds of interaction do not help much with the sample complexity for top-k, e.g. Braverman et al. (2016) shows a 3-round noiseless top-k algorithm with nearly optimal sample complexity O(n · polylog(n)).
Theorem 2 For r ≥ 3, r-round algorithm needs Ω(n 2/r k (r−1)/r + n) comparisons in expectation to solve sorted top-k. Any 2-round algorithm needs Ω(n √ k + n 4/3 ) comparisons in expectation to solve sorted top-k.
Theorem 2 gives matching (up to constant or polylog factors) lower bounds compared to upper bounds in Theorem 1. The start point of the proof is to reduce from top-k or sorting to sorted top-k. Indeed, sorted top-k is no easier than sorting k items or finding top-k items over n items. However, this reduction is not good enough to give us tight lower bounds.
Let us we go back to our sorted top-k algorithm in Theorem 1 and compare how it is different from an algorithm which is given the set of top-k items and just sorts these k items. The main difference is that our sorted top-k algorithm spends a big fraction of comparisons in the first one or two rounds on items which are not top-k items. These comparisons are not useful for sorting the top-k items. Moreover, we can show that, without knowing the set of top-k items, not only our algorithm but also any other algorithms will make a good amount of comparisons outside top-k in the first one or two rounds. For example, it is not hard show that in expectation at most O(k 2 /n 2 ) fraction of first-round comparisons are between two items in top-k. The argument for the second round is more complicated. This is the critical point of our proof. Now we know that sorted top-k is no easier than sorting k items with unbalanced number of comparisons in rounds (fewer comparisons in the first one or two rounds). In the rest of proof, we adapt the lower bound of bounded-round sorting (Theorem 2.1 of Alon and Azar (1988b) ) to our unbalanced setting. For details, see Section A.2.
Warm-up: Top-1 in the Noisy Case
Now we proceed to the noisy case. First of all, one could easily adapt a noiseless algorithm into the noisy case by repeating each comparison Θ(log(n)) times and use union bound in the analysis. So the interesting question here is whether the sample complexity gets an extra Θ(log(n)) factor or not or something in-between, when we transition from the noiseless case to the noisy case.
In this sub-section, we show an 1-round algorithm for finding top-1 in the noisy case with O(n 2 ) comparisons. The sample complexity does not get a Θ(log(n)) blow-up in the noisy case. This algorithm is simpler than and different from our 1-round algorithms for top-k and sorted top-k in the noisy case. We offer it here as a warm-up for the noisy case.
Without loss of generality, we assume n is a power of 2. If n is not a power of 2, we could add fewer than n dummy items to make the total number of items a power of 2. This only increase the number of comparisons by a constant factor.
In Algorithm 1, we show our main recursive procedure of finding the top-1 item in some set S of size s. We will show by induction in Lemma 3 that it uses O(s 2 log(1/δ)) comparisons and succeeds with probability at least 1 − δ. If we run F indM ax(N, n, 1/9), we will get an algorithm for finding top-1 within n items with probability at least 8/9 in the noisy case using O(n 2 ) comparisons. Notice that although the procedure is defined recursively, no pair of items in an comparison depends on other comparisons' results. So all the comparisons can be done in 1-round.
This recursive procedure basically partitions set S into two set S 1 and S 2 of equal sizes and then find the max in each set recursively: item i * and item j * . After that it compares i * and j * some times to find the max of this two. In order to make all comparisons in 1 round, we actually compare all pairs of items (i, j) for i ∈ S 1 and j ∈ S 2 .
In order to make this recursive procedure to succeed with probability 1 − δ, we want that the following three steps all succeed with probability 1 − δ/3 and we take a union bound: (1) finding the max of S 1 : item i * (2) finding the max of S 2 : item j * (3) finding the max of i * and j * . As you will see in the proof, the critical point of the argument is to show that the growth in the success probability (from 1 − δ to 1 − δ/3) has much less effect on the sample complexity compared with the decrease of the set size (from |S| to |S 1 | = |S 2 | = |S|/2).
Lemma 3 Let δ ≤ 1/9. FindMax(S, s, δ) and its descendants use at most 100n 2 log(1/δ)) comparisons. FindMax(S, s, δ) succeeds to output the top-1 in S with probability at least 1 − δ.
Proof We know that |S| = s is always a power of 2, i.e. s = 2 t . We prove the lemma by induction on t. The base case t = 0 is trivial.
Let's assume the lemma is true for t − 1, let's consider the case for t. By induction hypothesis, we know the number of comparisons in FindMax(S 1 , s/2, δ/3) and its descendants is at most 100(s/2) 2 log(3/δ). Same for FindMax(S 2 , s/2, δ/3). Therefore, the total number of comparisons
Return the single item in S. 3: else
4:
Partition S arbitrarily into set S 1 and S 2 of equal sizes, i.e. |S 1 | = |S 2 | = s/2, S 1 ∩ S 2 = ∅ and S 1 ∪ S 2 = S.
5:
For each item i ∈ S 1 and j ∈ S 2 , compare them 100 log(1/δ) times.
6:
i * ← FindMax(S 1 , s/2, δ/3).
7:
j * ← FindMax(S 2 , s/2, δ/3).
8:
Return i * if item i * wins the majority of comparisons between item i * and item j * . Return j * otherwise. 9: end if used by FindMax(S, s, δ) and its descendants is
In the case that i * is the top-1 of S 1 , j * is the top-1 of S 2 and the majority of comparisons between i * and j * is consistent with their true ordering, FindMax(S, s, δ) succeeds to output the top-1 in S. By induction hypothesis, each of the first two events happens with probability at least 1 − δ/3. By Chernoff bound, the third event happens with probability at least 1 − exp (1/4) 2 · (1/2) · (2/3) · 100 log(1/δ) ≥ 1 − δ/3. Therefore, by union bound, FindMax(S, s, δ) succeeds to output the top-1 in S with probability at least 1 − δ.
Top-k in the Noisy Case
In this sub-section, we discuss top-k in the noisy case. All the detailed discussions and proofs about this sub-section can be found in Section B.
As discussed in the related work, top-k in the noisy case has been studied in prior work when r ≥ 3. Nothing is known when r = 1 or 2. On the other hand, if we go back to the noiseless case, it has been shown in prior work that the sample complexity of top-k is Θ(n 2 ) for r = 1 and Θ(n 4/3 ) for r = 2.
We show top-k algorithms in the noisy case in Theorem 4 for r = 1 or 2. These upper bounds are tight up to a constant factor as they even match the lower bounds in the noiseless case. In other words, for top-k in 1 round or 2 rounds, the sample complexity does not get an extra Θ(log(n)) factor when we go from the noiseless case to the noisy case.
Theorem 4 For top-k in the noisy case, there is an 1-round algorithm with sample complexity O(n 2 ) and a 2-round algorithm with sample complexity O(n 4/3 ).
Our 1-round algorithm starts by the simple idea of comparing two items Θ(log(n)) times. The majority of these comparison is consistent with the true ordering with probability 1 − 1/poly (n) .
By taking a union bound later in the analysis, Θ(log(n)) noisy comparisons between the same pair of two items can be considered as one noiseless comparison between them.
Since we plan to repeat each comparison Θ(log(n)) times and we have only O(n 2 ) comparisons, we cannot compare all pairs of items. So we use pivot items again. We pick Θ(n/ log(n)) pivot items at random and compare them to all items Θ(log(n)) times. We can partition items into chunks. For items rank before or after the chunk which contains the k-th item, we can easily classify them as in the top-k or outside top-k. For items inside this chunk, we don't know which ones are in top-k. Since each chunk has Θ(log(n)) items in expectation, the number of such items is Θ(log(n)) in expectation.
How do we deal with these Θ(log(n)) items? We use more random pivot items. We pick Θ(n/ log log(n)) random pivot items and further partition items into chunks of size Θ(log log(n)) in expectation. We call these new pivot items as second-level pivot items and previous pivot items as first-level pivot items (see Figure 4) . Here comes to the critical point of the argument: since secondlevel pivot items are only used to partition Θ(log(n)) items and in the analysis we are taking union bound over polylog(n) events, we don't need to repeat the comparison between each pair Θ(log(n)) times. Instead, we just need to repeat each comparison Θ(log log(n)) times. And our total number comparisons will still be O(n 2 ).
Finally we generalize this idea to have log * (n) levels of pivot items and we can classify all items into top-k or bottom-(n − k). Moreover, although these pivot items are divided into different levels, they are all chosen at random and compared to all items. So all the comparisons can be placed in a single round. The whole algorithm is formally described in Algorithm 4 in Section B. See also Figure 4 for a graphical view of the algorithm. Now we proceed to describing our 2-round top-k algorithm in the noisy case. It is the most sophisticated algorithm in this paper. We are going use O(n 4/3 ) comparisons.
It would be good to first understand the 2-round top-k algorithm in the noiseless case with O(n 4/3 ) comparisons. The idea is quite simple: we pick n 1/3 random pivot items in the first round and partition items into chunks of size Θ(n 2/3 ) in expectation. And in the second round, we just need to focus on the chunk containing the k-th item. It has size Θ(n 2/3 ) in expectation and we can just compare all pairs of items in this chunk. Now in the noisy case, how do we still use only O(n 4/3 ) comparisons to find top-k in 2 rounds? Repeating each comparison Θ(log(n)) times does not seem to work since it reduces the number of random pivot items to Θ(n 1/3 / log(n)) and we will leave a chunk of too many items (i.e. Θ(n 2/3 log(n)) items) to the second round.
In our 2-round algorithm, we still use Θ(n 1/3 ) random pivot items in the first round. We can only compare them to all items constant times as we only have O(n 4/3 ) comparisons in total. We partition items into chunks as following (see also Figure 5 for a graphical view). We first put pivot items in the order of their ranks. We get this order correctly with probability 1 − 1/poly(n) after the first round by having Θ(log(n)) comparison between each pair of pivot items in parallel with other comparisons. For each item i, we keep a counter and compare it to pivot items one by one. The counter is increased by one if the pivot item wins the majority of comparisons with item i and decreased by one otherwise. In the end, we put the item into the chunk next to the pivot item where its counter reaches its maximum. The analysis of this process is similar to a biased random walk. Notice that item i's counter has higher chance of increasing before it reaches its actual chunk and it has higher chance of decreasing after it reaches its actual chunk. We can show that although we may fail to put item i into its actual chunk, the probability it is placed l chunks away from its actual chunk can be bounded by exp(−Ω(l)). After the first round, we partition items into chunks of size Θ(n 2/3 ) in expectation. As discussed above, this partition is not perfectly correct but items won't be placed too far away from their actual chunks. If the partition is perfectly correct, then we can directly use our previous 1-round topk algorithm described above as a blackbox to deal with the chunk containing the k-th item. But since the partition is not perfectly correct, we have to modify the 1-round algorithm to use in the second round of our 2-round algorithm. The whole algorithm is formally described in Algorithm 5 in Section B.
Sorted Top-k in the Noisy Case
In this sub-section, we show our results for sorted top-k in the noisy case. All the detailed discussions and proofs can be found in Section C. In the noisy case for round number r ≥ 3, as described in the previous sub-section, we can adapt our noiseless algorithm into a noisy algorithm with sample complexity O((n 2/r k (r−1)/r + n)polylog(n)). For r = 1, 2, we show tight (up to a constant factor) sample complexity bounds in Theorem 5.
Theorem 5 The sample complexity of sorted top-k in the noisy case is Θ(n 2 log(k)) for r = 1 and
Both of our sorted top-k algorithms in Theorem 5 are based on our top-k algorithms. Our 1-round sorted top-k algorithm is relatively simple given our 1-round top-k algorithm. We just compare all pairs Θ(log(k)) times and also runs the 1-round algorithm for top-k of Theorem 4 in the same round. After we make the comparisons, we learn the set of top-k items. The majority of Θ(log(k)) comparisons between each pair is consistent to the actual rankings with probability 1 − 1/poly(k). Since we only focus on k items, we can take the union bound to show our algorithm is correct with probability at least 2/3. For details, see Algorithm 8.
Interestingly, although sorted top-k is no easier than top-k, getting tight bounds of sorted topk could be easier. Our 2-round sorted top-k algorithm is much simpler than our 2-round top-k algorithm, and it only depends on our 1-round top-k algorithm. When k is not tiny (≥ n 1/10 ), since log(k) = Θ(log(n)), we just use the sorted top-k algorithm in the noiseless case (Theorem 1) and repeat each comparison Θ(log(n)) times. When k is tiny (< n 1/10 ), we partition all items into random groups; find the top-1 of each group in the first round (using the 1-round top-k algorithm of Theorem 4) and then find the sorted top-k of all these top-1's in the second round. For details, see Algorithm 9.
Now we start to describe how we prove the matching lower bounds. We start with the 1-round lower bound. The main idea of the lower bound is to show that if an algorithm does not make enough comparisons in one round, there must exist Ω(k) pairs of items who have consecutive ranks and are in top-k, such that they are compared fewer than log(k)/2 times. For any one such pair of items, if we just swap their ranks, the order of items in top-k changes and we can show that the chance of seeing the same comparison result would at most decrease by a factor of 2 log(k)/2 . As long as the number of such pairs is much larger than this factor, we can show that an 1-round algorithm with not enough comparisons outputs incorrectly with large probability. For details, see Lemma 25.
For the 2-round lower bound, we still want to show that if an algorithm does not make enough comparisons in two rounds, there must exist enough pairs of items who have consecutive ranks and are in top-k, such that they are compared fewer than c · log(k) times for some small constant c. The proof is more complicated as the a 2-round algorithms have adaptiveness, i.e. which items are compared in the second round depend on the comparison results of the first round. The main idea of the proof is to show that bounded amount of first round comparisons won't be helpful to figure out which items are consecutively ranked. We explain proof steps in the case when k > n 2/3 here. We divide top-k items into chunks of size
. We show that after the first round, in a typical chunk, constant fraction of items are compared to any items in the same chunk fewer than 0.1 log(k) times. We can then show that, given the first round comparison results, there are Ω(n √ k) pairs of items who could be a consecutively ranked pair with not small chance. As the algorithm has O(n √ k log(k)) (with a small enough constant factor) comparisons, we can conclude the algorithm could miss to compare many consecutively ranked pairs c · log(k) times. The rest of the argument is similar to the 1-round lower bound. For details, see Lemma 27.
Conclusion and Open Problems
In this paper, we characterize the optimal trade-off between the sample complexity and the round complexity of sorted top-k in both the noiseless case and the noisy case. For a fixed number of rounds, our sample complexity bound is tight up to a polylogarithmic factor.
When r = 1 or 2, we can make our sample complexity bound of sorted top-k tight up to a constant factor. We extend these results to top-k and sorting. These bounds also allow us to study the blow up in the sample complexity when we transition from the noiseless case to the noisy case. Interestingly, for r = 1 or 2, this blow up is different in different rank aggregation problems: Θ(1) in top-k, Θ(log(k)) in sorted top-k and Θ(log(n)) in sorting.
There are mainly two obstacles to getting tighter bounds for top-k, sorting and sorted top-k when we have more than 2 rounds. We list them as open problems here. The first one is that we don't have tight (up to a constant factor) sample complexity bounds even in the noiseless case.
Open Problem 6 Get tight (up to a constant factor) sample complexity bounds for the noiseless case when r > 2.
In particular, the first step is to consider 3-round top-k in the noiseless case. Braverman et al. (2016) shows its sample complexity is O(n · polylog(n)). Bollobás and Brightwell (1990) shows that no 3-round algorithm with Θ(n) comparisons can find top-k correctly with probability 1 − o(1). If we only want to succeed with constant probability (for example 2/3), the best lower bound is the trivial one: Ω(n).
Once we have a good understanding of the noiseless case, we can start to think about the noisy case for r > 2.
Open Problem 7 Extend our techniques for r = 1 or 2 in the noisy case to the case when we have more than 2 rounds.
In the noisy case, our 2-round bounds are very different and more complicated compared to 1-round bounds. Even if we have tight bounds in the noiseless case, getting tight bounds for more than 2 rounds could be more difficult and might require new techniques. Appendix A. Sorted Top-k in the Noiseless Case
In this section, we show upper and lower bounds on the sample complexity for solving sorted top-k in the noiseless case. First of all, it's easy to observe that the sample complexity for solving sorted top-k in 1 round is Θ(n 2 ). For the upper bound, we just need to compare all pairs (there are n 2 of them). For the lower bound, first observe that we can wlog assume the algorithm is deterministic. Then if the algorithm uses fewer than n 2 comparisons, it misses the comparison between the best item and the second best item with positive probability and therefore the algorithm cannot even guarantee to solve top-1.
For more than 1 round, we show algorithms in Section A.1 and lower bounds in Section A.2.
A.1. Algorithms
Our algorithmic results are stated in Corollary 8 (for 2 rounds) and Corollary 9 (for ≥ 3 rounds).
They are based on two sub-routines: Algorithm 2 and Algorithm 3. Both of them use the sorting algorithm in Alon et al. (1986) as a blackbox (Theorem 10). Algorithm 2 is used when k is large (k > n (2r−2)/(2r−1) ). In the first round, we pick a random set of size α = k (r−1)/r n (2−r)/r (call them "pivot items") and partition the entire set into α + 1 chunks by comparing all items to the pivot items. In the remaining r − 1 rounds, we use the sorting algorithm in Alon et al. (1986) for each chunk that has top-k items. We prove Algorithm 2 works in Lemma 11.
Algorithm 3 is used when k is small. Compared with Algorithm 2, we pick the pivot items more carefully in Algorithm 3. In the first round, we extend the result of Braverman et al. (2016) (stated in Theorem 12 and Corollary 13) to find pivot items. In the second round, we partition the entire set into chunks by comparing all items to the pivot items. In the remaining r − 2 rounds, we use the sorting algorithm in Alon et al. (1986) for each chunk that has top-k items. We prove Algorithm 3 works in Lemma 14.
We first provide the final statements of our algorithmic results for sorted top-k in the noiseless case:
Corollary 8 There exists a 2-round algorithm solves sorted top-k with O(n √ k + n 4/3 ) comparisons in expectation.
Proof There are two cases:
• When k > n 2/3 , run Algorithm 2 to find the sorted top-k. This takes
• When k ≤ n 2/3 , run Algorithm 2 to find the sorted top-n 2/3 and then output sorted top-k.
This takes O(n 4/3 ) = O(n √ k + n 4/3 ) comparisons in expectation.
Corollary 9 For r ≥ 3, there exists an r-round algorithm solves sorted top-k withÕ(n 2/r k (r−1)/r + n)) comparisons in expectation.
Proof There are three cases:
• When k > n (2r−2)/(2r−1) , run Algorithm 2 to find the sorted top-k. This takes O(n 2/r k (r−1)/r ) = O(n 2/r k (r−1)/r + n)) comparisons in expectation.
• When 10n (r−2)/(r−1) ≤ k ≤ n (2r−2)/(2r−1) : run Algorithm 3 to find the sorted top-k. This takesÕ(n 2/r k (r−1)/r ) =Õ(n 2/r k (r−1)/r + n)) comparisons in expectation.
• When k < 10n (r−2)/(r−1) , run Algorithm 3 to find the sorted top-10n (r−2)/(r−1) and then output sorted top-k. This takesÕ(n) =Õ(n 2/r k (r−1)/r + n)) comparisons in expectation.
Now we start to show two sub-routines: Algorithm 2 and Algorithm 3.
Theorem 10 (Alon et al. (1986)) For any fixed r > 0, there exists an r-round algorithm which sorts n items with O(n 1+1/r ) comparisons in expectation.
Algorithm 2 r-round noiseless algorithm for sorted top-k when k > n (2r−2)/(2r−1) and r ≥ 2 1: Let α = k (r−1)/r n (2−r)/r . 2: Round 1: Pick a set S of α random items (with repetition). Compare each item in N to each items in S. 3: Round 2 to Round r: Let items in S have ranks s 1 ≤ s 2 ≤ · · · ≤ s α . For notation convenience, define s α+1 = n + 1 and s 0 = 0. Let l be the smallest number such that s l ≥ k. Define N i to be set of items that are worse than s i−1 and better than s i for i = 1, ..., l. Use the algorithm in Theorem 10 to sort each set N i in r − 1 rounds in parallel. Now we have the sorted top-s l , just output the sorted top-k.
Lemma 11 For k > n (2r−2)/(2r−1) and r ≥ 2, Algorithm 2 is always correct and uses O(n 2/r k (r−1)/r ) comparisons in expectation.
Proof The correctness of the algorithm is easy to check. To prove the lemma, it suffices to bound the expected number of comparisons used by the algorithm. In the first round, the algorithm uses αn = n 2/r k (r−1)/r comparisons. From round 2 to round r, by Theorem 10, the algorithm uses
. Notice that l and N i 's are random variables depending on the randomness of the algorithm.
For each i ≤ k, we will upper bound E[|N g(i) | β ] for 0 < β ≤ 2. We start by considering N g(i) ∩ {j|j ≤ i} (the set of items that have ranks no worse than item i and are put into the same partitioned set as item i). The size of this set is exactly i − s g(i)−1 + 1.
When β = 1, we have
When β = 2, we have
When 1 < β < 2, by concavity of x β−1 for x > 0, we have
For β < 1, by the concavity of x β we have
By symmetry, we can also get the same upper bound on E[|N g(i) ∩ {j|j ≥ i}| β ]. Therefore, for 0 < β ≤ 2:
Algorithm 3 r-round noiseless algorithm for sorted top-k when n (2r−2)/(2r−1) ≥ k ≥ 10n (r−2)/(r−1) and r > 2 1: Let α = k (r−1)/r n (2−r)/r . 2: Round 1: Pick a set S of α ln(n) random items (with repetition). Compare each item in N to each item in S. 3: Round 1(run in parallel with the previous step): Run the algorithm of Corollary 13 to get items p 1 , ..., p α 2 +1 such that with probability at least 1 .., p α 2 partition items worse than p α 2 +1 into sets N 1 , ..., N α 2 . Use the algorithm in Theorem 10 to sort each set N i in r − 2 rounds in parallel. Now we have the sorted top-p α 2 +1 , output the sorted top-k.
Algorithm 5 in Appendix C.1.1 of Braverman et al. (2016) can be easily extended to show the following theorem. In that algorithm, for their purpose, only p i for i = n/2 is explicitly computed after one round (denoted as x in their pseudocode). However, it is not hard to see that p i 's for all i ∈ [n] can be computed in the same way using the same set of comparisons. The only change is that the failure probability is multiplied by a factor of n because of union bound.
Theorem 12 (Braverman et al. (2016))
There exists an 1-round algorithm with O(n) comparisons which outputs a list of item p i 's for all i ∈ [n] such that with probability at least 1 − 1/n, ∀i ∈ n, p i 's rank is at most C(n) · √ n away from i for some C(n) = polylog(n).
Using Theorem 12, we can get the following corollary.
Corollary 13 For any α > 1, there exists an 1-round algorithm withÕ(αn) comparisons which outputs a list of p i 's for all i ∈ [n] such that with probability at least 1 − 1/n, ∀i ∈ n, p i 's rank is at most Proof Set β to be some value larger than 9α · (C(βn)) 2 (C(n) is the one in the statement of Theorem 12). It suffices to pick some β = polylog(n). For each item, create β copies. Run the 1-round algorithm of Theorem 12 on these copies (βn items). If the algorithm compares the copies of different items, we make an actual comparison between these two items. If the algorithm compares the copies of the same item, we just decide the comparison result based on some arbitrarily fixed order between the copies of the same item. Suppose the 1-round algorithm outputs q 1 , ..., q βn . We output p i = q β·i . It's easy to check that with probability at least 1 − 1/n, ∀i ∈ n, the difference between p i 's rank and i is at most
Lemma 14 For n (r−2)/(r−1) < k ≤ n (2r−2)/(2r−1) and r ≥ 3, Algorithm 3 is always correct and usesÕ(n 2/r k (r−1)/r ) comparisons in expectation.
Proof We first prove the correctness of Algorithm 3. If the algorithm declares FAIL in round 2, then all the pairs of items get compared. The algorithm definitely outputs the sorted top-k correctly. Now we consider the case when the algorithm does not declare FAIL. First the set N ′ will have all the items in top-s for some s ∈ [2n/α, 3n/α]. Since n/α ≥ k, N ′ contains all the items in top-k. We also have
Since r ≥ 3, we have
Therefore we know that all these p i 's are in N ′ . We also have
This means the top-k is inside the top-p α 2 +1 . Since the algorithm gets sorted top-p α 2 +1 , it can output sorted top-k correctly. Now we want to bound the expected number of comparisons of the algorithm. In the first round, both steps useÕ(αn) =Õ(n 2/r k (r−1)/r ) comparisons. In the second round, the algorithm uses at most (α 2 + 1) · 3n α = O(αn) = O(n 2/r k (r−1)/r ) comparisons. In the third round, if the algorithm does not declare FAIL, each N i will have size at most 2k α 2 . By Theorem 10, the algorithm will use at most 2k
comparisons in expectation. If the algorithm declares FAIL, the algorithm will use O(n 2 ) comparisons. We know the probability of FAIL is at most 1/n + (1 − 1 α ) α ln(n) < 2/n. Therefore in expectation, FAIL will cause at most O(n) = O(n 2/r k (r−1)/r ) comparisons.
A.2. Lower Bounds
We prove lower bounds in Lemma 16 (for ≥ 3 rounds) and Lemma 17 (for 2 rounds). The main idea is to show that there are not many comparisons between top-k items in the first 1 or 2 rounds and then reduce from sorting k items for the remaining r−1 or r−2 rounds. Similarly as our algorithms, we use the lower bound for sorting (Theorem 2.1 of Alon and Azar (1988b)) as a blackbox. We state their theorem (Theorem 15) in the format which is enough for our proof.
Theorem 15 (Alon and Azar (1988b)) Suppose there are 2 disjoint sets of item, denoted Z and Y . |Y | = y. The rank of each item in Z is known. The set of y ranks in Y is known but all the y! orders of the items of the set are equally likely. Suppose in the first round the algorithm already makes e comparisons between 2 items in Y and e ′ comparisons between an item in Y and an item in Z. Let f = e + e ′ /2. The expected number of comparisons to sort all the items in r more rounds is at least r · y 1+1/r c · g r (y, f ) − y .
for some constant c. Here g r (y, f ) is defined as
Lemma 16 For r ≥ 3, r-round algorithm needs Ω(n 2/r k (r−1)/r + n) comparisons in expectation to solve sorted top-k.
Proof Wlog we assume the algorithm gives each item a label in [n] . As the algorithm has no information about the ordering, the list of these labels (the label of the rank-1 item, the label of the rank-2 item,...) is a uniformly random permutation of [n] . After that, notice that an r-round randomized algorithm is just a distribution over r-round deterministic algorithms. To prove a lower bound on the expected number of comparisons, it suffices to only consider deterministic algorithms. And now the randomness only comes from how items are labeled. There are three cases to consider depending on the values of n and k: Case 1: k ≥ n (2r−2)/(2r−1) . If in the first round, the algorithm is using at least n 2/r k (r−1)/r comparisons, then we already have the lower bound. Now assume that in the first round, the algorithm is using fewer than n 2/r k (r−1)/r comparisons. In expectation, only O( k 2 n 2 ) fraction of comparisons in the first round are between two items in top-k (we call them useful comparisons). Therefore in expectation, the algorithm has fewer than O(n 2/r k (r−1)/r · ( k n ) 2 ) useful comparisons. By giving some extra useful comparisons to the algorithm's first round, we can make sure that the algorithm always have at least k/4 useful comparisons in the first round and the expected number of useful comparisons in the first round is O(n 2/r k (r−1)/r · (
Now consider the case that we tell the algorithm the set of top-k items after the first round and the algorithm just need to sort the set of k items in the remaining r − 1 rounds. By Theorem 15 and the convexity of f (x) = 1/x for x > 0, the number of comparisons we need to use in the last r − 1 rounds is at least
Case 2: n (r−2)/(r−1) ≤ k < n (2r−2)/(2r−1) . Set w = n (2r−2)/r k (r−1)/r . If in the first round, the algorithm is using at least 1 8 · n 2/r k (r−1)/r comparisons, then we already have the lower bound. Now assume that in the first round, the algorithm is using less than 1 8 · n 2/r k (r−1)/r comparisons.
In this case the expected number of comparisons between 2 items in top-w is at most
Define W to be the set of items in top-w that have no comparisons with any other items in top-w in the first round. Define K to be the set of items in top-k that have no comparisons with any other items in top-w in the first round. We have
Then by Markov inequality, we have that with probability 1− 1/3− 1/3 = 1/3, both |W | ≥ w/2 and |K| ≥ k/2.
Fix the comparison results of the first round. Now we will focus on the situation when |W | ≥ w/2 and |K| ≥ k/2. It suffices to show that in this case, the algorithm needs Ω(n 2/r k (r−1)/r ) comparisons in expectation to solve sorted top-k in r − 1 rounds. We remove some items from K and W such that K ⊆ W , |K| = k/2 and |W | = w/2. We also tell the algorithm the rank of each item in [n] \W . Now consider the next round of the algorithm (the second round). If the algorithm uses at least n 2/r k (r−1)/r comparisons in expectation, then we are done. Now assume the algorithm uses fewer than n 2/r k (r−1)/r comparisons in expectation in the second round. Call comparisons involving at least one item in K as useful comparisons. Since the algorithm has no information about which items in W are in K, the algorithm has at most n 2/r k (r−1)/r · 2k w = 2k (3r−2)/r n (2r−4)/r useful comparisons in expectation. By giving some extra useful comparisons to the algorithm's second round, we can make sure that the algorithm always have at least k/2 useful comparisons in the second round and the expected number of useful comparisons in the second round is O(
By Theorem 15 and the convexity of f (x) = 1/x for x > 0, the number of comparisons we need to use in the last r − 2 rounds is at least
Case 3: k < n (r−2)/(r−1) . In this case, we have n 2/r k (r−1)/r < n. We know that just to find the set of top-k without round constraint we need at least Ω(n) comparisons. This simply gives the lower bound.
Lemma 17 Any 2-round algorithm needs Ω(n √ k + n 4/3 ) comparisons in expectation to solve sorted top-k.
Proof Similarly as Lemma 16, it suffices to prove the lower bound only for deterministic algorithms. There are two cases:
Case 1: k ≥ n 2/3 . Notice that this case is the same as Case 1 in the proof of Lemma 16 and that proof also works when r = 2. So from that we get a lower bound Ω(n √ k) = Ω(n √ k + n 4/3 ). Case 2: k < n 2/3 . In this case we have n 4/3 > n √ k. Notice that if an algorithm solves sorted top-k, it also finds top-1. Alon and Azar (1988b) claims in the concluding remark that a 2-round algorithm which finds top-1 needs Ω(n 4/3 ) = Ω(n √ k + n 4/3 ) comparisons in expectation. This directly implies the lemma in this case.
Appendix B. Top-k in the Noisy Case
In this section, we show algorithms for top-k in the noisy case. In particular, we show an 1-round top-k algorithm with sample complexity O(n 2 ) in Section B.1 and a 2-round top-k algorithm with sample complexity O(n 4/3 ) in Section B.2.
B.1. 1-Round Top-k Algorithm in the Noisy Case
In this sub-section, we show an 1-round top-k algorithm with sample complexity O(n 2 ) (Lemma 18).
Algorithm 4 1-round algorithm for top-k with noisy comparisons 1: Set c = 18 · 48, l 0 = n and l i = max
2: For i = 1, ..., log * (n), pick a set S i of n/l 2 i random items. 3: Round 1:
4:
For each item in N and each item in S i , compare them c · l i times.
6:
end for 7: Output procedure:
Set N 1 = [n] , T 0 = ∅ and k 1 = k.
9:
for i = 1 to log * (n) do 10:
For each item j ∈ S i and item j ′ ∈ N i , if j wins the majority of comparisons among c · l i comparisons between j and j ′ in the i-th iteration, say j beats j ′ in the i-th iteration. Otherwise say j ′ beats j in the i-th iteration.
11:
For each item j ∈ S i ∩ N i , define r i (j) as the number of items in N i which are not beaten by item j in the i-th iteration.
12:
Let a i = argmin j∈S i ∩N i ,r i (j)≤k i |r i (j) − k i | and A i be the set of items in N i which are not beaten by item a i in the i-th iteration. If a i does not exist, set A i = ∅.
13:
Let b i = argmin j∈S i ∩N i ,r i (j)>k i |r i (j) − k i | and B i be the set of items in N i which don't beat item b i in the i-th iteration. If b i does not exist, set B i = ∅.
14:
15:
16:
17:
end for
18:
Output T log * (n) as the top-k set.
Lemma 18 Algorithm 4 uses O(n 2 ) comparisons and outputs top-k correctly with probability at least 2/3.
Proof The number of comparisons used is at most
Now we are going to show Algorithm 4 is correct with probability at least 2/3. Consider event W as the intersection of the following events:
• W 1 : For each i = 1, ..., log * (n) − 1, either k − 4l 3 i < 1 or there exists an item j ∈ S i such that item j ranks between k − 4l 3 i and k.
• W 2 : For each i = 1, ..., log * (n) − 1, either k + 4l 3 i > n or there exists an item j ∈ S i such that item j ranks between k + 1 and k + 4l 3 i .
• W 3 : For each i = 1, ..., log * (n) and each pair of items j and j ′ such that j ∈ S i and both j and j ′ rank between min 1, k − 4l 3 i−1 and max n, k + 4l 3 i−1 , whether j beats j ′ in the i-th iteration is consistent with the true ordering.
Assuming W happens, it is easy to check by induction that the following is true, for i = 1, ..., log * (n):
• N i is a subset of items rank between min 1, k − 4l 3 i−1 and max n, k + 4l 3 i−1 . Items in N i have consecutive ranks. The k i -th item in N i is the k-th item of the entire set.
• r i (j) is the true rank of item j in N i .
• Items in A i are all in top-k and items in B i are all in bottom-(n − k).
Finally notice that in the last iteration S log * (n) = [n] and N log * (n)+1 = ∅. Therefore all items are placed in some
A i , the algorithm outputs correctly. To sum up, so far we have that, W implies the algorithm outputs correctly.
Now it suffices to show that W happens with probability at least 2/3. We are going to analyze W 1 , W 2 , W 3 and then take a union bound.
• The probability that W 1 does not hold (i.e. 1 − Pr[W 1 ]) is at most
• Similarly as the previous bullet, Pr[W 2 ] ≥ 1 − 2e −4 .
• In the i-th iteration, for each pair of items j and j ′ such that j ∈ S i and both j and j ′ rank between min 1, k − 4l 3 i−1 and max n, k + 4l 3 i−1 , there are c · l i comparisons between j and j ′ . By Chernoff bound, the majority of these comparisons differs from the true ordering with probability at most
By union bound,
To sum up, by union bound,
B.2. 2-Round Top-k Algorithm in the Noisy Case
In this sub-section, we show a 2-round top-k algorithm with sample complexity O(n 4/3 ) (Corollary 19). For convenience we will assume min(k, n−k) ≥ 40·log(n)·n 2/3 . When min(k, n−k) is small, we can add Θ(log(n) · n 2/3 ) dummy items as the top and bottom ones and then the problem reduces to the case when min(k, n − k) is large. This procedure only blows up the sample complexity by a constant factor.
Algorithm 5 2-round algorithm for top-k with noisy comparisons 1: Halt the algorithm whenever it uses more than c 0 · n 4/3 comparisons. c 0 is a constant specified in the proof. (a) Pick a set S of n 1/3 random items. For each item in N and each item in S, compare them c 1 = 72 · 32 times.
3:
(b) For each pair of items in S, compare them 100 log(n) times. 4: Sort items in S according to comparisons in (b): label items in S as s 1 , ..., s n 1/3 such that for each i < j, s i wins the majority of comparisons between s i and s j in (b). If such labeling does not exist, label them arbitrarily. 5: For each i ∈ N and s j ∈ S, set X i,j = 1 if j wins the majority of the comparisons in step (a).
Otherwise set
Algorithm 7 Second round of Algorithm 5
2: Comparisons:
For each item in m+l i j=m−l i P j and each item in S i , compare them c 2 · l i times.
5:
For each item j ∈ S i and item j ′ ∈ N i , if j wins the majority of comparisons among c 2 · l i comparisons between j and j ′ in the i-th iteration, say j beats j ′ in the i-th iteration. Otherwise say j ′ beats j in the i-th iteration.
9:
For each item j ∈ S i ∩ N i , define r i (j) = number of items in N i which are not beaten by item j in the i-th iteration.
10:
Let a i = argmin j∈S i ∩N i ,r i (j)≤k i |r i (j) − k i | and A i be the set of items in N i which are not beaten by item a i . If a i does not exist, set A i = ∅.
11:
12:
13:
We prove the following corollary for Algorithm 5. It's based on Lemma 22 (for the first round of the algorithm) and Lemma 23 (for the second round of the algorithm).
Corollary 19 Algorithm 5 uses O(n 4/3 ) comparisons and outputs top-k correctly with probability at least 2/3.
Proof First of all, since the algorithm halts whenever it uses more than c 0 · n 4/3 comparisons, the total number of comparisons used is always at most O(n 4/3 ).
By Lemma 22 and Lemma 23, we have
When both W 1 and W 2 hold, W 1,6 , W 2,3 and W 2,4 imply that the algorithm outputs correctly.
B.2.1. FIRST ROUND OF THE 2-ROUND ALGORITHM
We first analyze the first round of the algorithm. Consider W 1 as the intersection of the following events (W 1 happens when all of them happen):
• W 1,1 : Items in S are correctly sorted.
• W 1,2 : s m 's rank is between k − n 2/3 /20 and k − 6n 2/3 .
• W 1,3 : s m+1 's rank is between k + n 2/3 /20 and k + 6n 2/3 .
• W 1,4 : ∀i = 1, ..., log
• W 1,6 : j<m−l 1 P j ⊆ {1, ..., k} and j>m+l 1 P j ⊆ {k + 1, ..., n}
We use W 1 to indicate the success of the first round. We show in Lemma 22 that W 1 happens with probability at least 1 − 1/6. Proof When t = 0, the inequality. By symmetry, it suffices to prove the case when t > 0. If J + t > n 1/3 , Pr[p(i) − J = t] = 0. Now let's focus on the case when j + t ≤ n 1/3 . We have
For each j ∈ {J + 1, ..., J + t}, by Chernoff bound, we know Pr[
By Chernoff bound again, we have
Finally we have
Lemma 21 Suppose S are correctly sorted. For each J, let
Proof By symmetry, it suffices to prove that
We will first give an upper bound on E[δ J ]. By Lemma 20 and Chu-Vandermonde identity, we have
Since random variable δ J ≥ 0, by Markov inequality, we have
Lemma 22 W 1 happens with probability at least 1 − 1/6.
Proof The randomness in the first round of the algorithm comes from three independent components:
(i) Randomness used to pick the random set S.
(ii) Randomness in the noise of comparisons in comparisons (b). These comparisons are used to sort items in S.
(iii) Randomness in the noise of comparisons in comparisons (a). These comparisons are used to compute p(i).
They together decide whether W 1 happens. We are going to analyze (i) and (ii) separately and then analyze (iii) when fixing the randomness of (i) and (ii).
For (ii), the related event in W 1 is W 1,1 . For each pair s i , s j ∈ S, by Chernoff bound, the majority of comparisons between s i and s j in comparisons (b) is consistent with the true ordering with probability at least 1 − 1/n 2 . By union bound,
For (i), consider W ′ 1 as the intersection of following events. They are all about the random set S. Later we will use W ′ 1 to analyze W 1 .
• W ′ 1,1 : S ∩ {k − n 2/3 /40 + 1, ..., k + n 2/3 /40} = ∅.
• W ′ 1,2 : S ∩ {k − 6n 2/3 , ..., k − n 2/3 /40} = ∅.
• W ′ 1,3 : S ∩ {k + n 2/3 /40 + 1, ..., k + 6n 2/3 } = ∅.
• W ′ 1,4 : ∀i = 1, ..., log * (n), |S ∩ {k − 40 · l i · n 2/3 + 1, ..., k}| ≥ l i and |S ∩ {k + 1, ..., k + 40
Now we analyze the probability W ′ 1 holds (i.e. Pr[W ′ 1 ]). We have
We also have
For W ′ 1,4 , define X i to be the indicator variable of whether i ∈ S (i.e. X i = 1 if i ∈ S and X i = 0 otherwise). We have that for any subset 
.
By Fact D.1, we have
By union bound
By union bound again,
For (iii), we are going to fix the randomness of (i) and (ii) and condition on W 1,1 ∩ W ′ 1 . By W ′ 1,2 , S ∩ {k − 6n 2/3 , ..., k − n 2/3 /40 − 1} is not empty and set J such that s J has the lowest rank in S ∩ {k − 6n 2/3 , ..., k − n 2/3 /40 − 1}. By W ′ 1,1 and W ′ 1,3 , we know that s J+1 ∈ {k + n 2/3 /40 + 1, ..., k + 6n 2/3 }. Consider event W ′′ 1 as the intersection of following events:
• W ′′ 1,1 : |s J − C J | ≤ n 2/3 /40 and |s J+1 − C J+1 | ≤ n 2/3 /40.
• W ′′ 1,2 : ∀i = 1, ..., log 
For W ′′ 1,2 , by Lemma 21 again, we have
For W ′′ 1,3 , by Lemma 20, we have
For W ′′ 1,4 , by Lemma 20 again, we have
By union bound, we have
Then we have
Finally we show that conditioned on W 1,1 ∩ W ′ 1 , W ′′ 1 implies W 1 .
• W 1,2 and W 1,3 : By W ′′ 1,1 , we know that j<J |P j | = C J < k and j<J+1 |P j | = C J+1 ≥ k. Therefore m = J and then W 1,2 and W 1,3 hold.
• W 1,4 : By W ′′ 1,2 and W ′ 1,4 , we know that
• W 1,5 : By W ′′ 1,3 , we know that, ∀i = 1, ..., log * (n) − 1, a ∈ {k − 6l 5 i + 1, ..., k + 6l 5 i }, |p(a) − m| ≤ l i+1 and therefore a ∈ m+l i+1 j=m−l i+1 P j .
• W 1,6 : By W ′′ 1,4 , we know that ∀i ≤ k, p(i) ≤ k + l 1 and therefore i ∈ j>m+l 1 P j . This means j>m+l 1 P j ⊆ {k + 1, ..., n}. The same argument will also give j<m−l 1 P j ⊆ {1, ..., k}.
B.2.2. SECOND ROUND OF THE 2-ROUND ALGORITHM
Now we are going to assume W 1 holds and analyze the second round of the algorithm. Consider event W 2 to be:
• W 2,2 : ∀i = 2, ..., log
• W 2,3 : ∀i = 1, ..., log * (n), A i ⊆ {1, ..., k} and B i ⊆ {k + 1, ..., n}.
• W 2,4 : N log * (n)+1 = ∅.
We use W 2 to indicate the success of the second round. We show in Lemma 23 that conditioned on W 1 , W 2 happens with probability at least 1 − 1/6.
Proof Assume W 1 holds. We first show that the algorithm does not halt. The first round of the algorithm uses c 1 n 4/3 + 10n 2/3 log(n) comparisons. In the second round, by W 1,4 , the number of comparisons used by the algorithm is
Therefore picking c 0 to be a large enough constant will make sure that the algorithm does not halt conditioned on W 1 . Consider event W ′ 2 to be the intersection of the following two events:
.., k}| > 0 and |S i ∩{k+1, ..., k+6l 5 i }| > 0.
• W ′ 2,2 : ∀i = 1, ..., log * (n) and each pair of item j, j ′ ranks in {k − 6l 5 i−1 + 1, ..., k + 6l 5 i−1 } ∩ m+l i j=m−l i P j and j ∈ S i , if j and j ′ are compared in the i-th iteration, then whether j beats j ′ in the i-th iteration of the second round is consistent with the true ordering. 
In the i-th iteration, for each pair of item j, j ′ ranks in {k−6l 5 i−1 +1, ..., k+6l 5 i−1 }∩ m+l i j=m−l i P j and j ∈ S i , if j and j ′ are compared in the i-th iteration, then there are c 2 · l i comparisons between j and j ′ . By Chernoff bound, the majority of these comparisons differs from the true ordering with probability at most
Now we are going to show that W 1 and W ′ 2 imply W 2 . Define W i 2,1 to be the event that N i ⊆ m+l i j=m−l i P j , W i 2,2 to be the event that N i ⊆ {k − 6l 5 i + 1, ..., k + 6l 5 i } and W i 2,3 to be the event that A i ⊆ {1, ..., k} and B i ⊆ {k + 1, ..., n}. Now assume W 1 and W ′ 2 hold.
, we know that all the items in N i are compared to all the items in N i ∩ S i in the i-th iteration. Then by W ′ 2,2 we know that, ∀j ∈ S i ∩ N i , r i (j) is j's correct rank in N i . By W 2,1 , we know that either a i ∈ {k − 6l 5 i + 1, ..., k} or we have a i does not exist and N i ∩ {1, ..., k − 6l 5 i } = ∅. In both cases, we have A i ⊆ {1, ..., k} and N i+1 ∩ {1, ..., k − 6l 5 i } = ∅. Similarly, we get B i ⊆ {k + 1, ..., n} and N i+1 ∩ {k + 6l 5 i + 1, ..., n} = ∅. So we get W i+1 2,2 and W i 2,3 .
• W i 2,2 ⇒ W i 2,1 : By W 1,5 , we know that {k − 6l
simply implies W i 2,1 .
Since W 1 2,1 holds, by induction we know that W 2,1 , W 2,2 and W 2,3 hold. Also notice that l log * (n) = 1 and thus N log
implies r log * (n) (j) is j's correct rank in N log * (n) for ∀j ∈ N log * (n) , we know that a log * (n) and b log * (n) will rank at k log * (n) and k log * (n) + 1 in N log * (n) . And therefore we have N log * (n)+1 = ∅ (event W 2,4 ). To sum up, we have
Appendix C. Sorted Top-k in the Noisy Case
In this section, we consider sorted top-k in the noisy case. In particular, we show that the sample complexity of 1-round algorithms is Θ(n 2 log(k)) (in Section C.1) and the sample complexity of 2-round algorithms is Θ(n 4/3 log(k)) (in Section C.2). When k = 1, sorted top-k is equivalent to top-k. In this section, we only consider cases when k > 1.
C.1. 1-Round Sorted Top-k in the Noisy Case
In this sub-section, we show an 1-round algorithm in Lemma 24 and a matching lower bound in Lemma 25.
Algorithm 8 1-round algorithm for sorted top-k with noisy comparisons 1: Run 3 copies of Algorithm 4 (1-round top-k algorithm) in parallel. 2: In the same round, compare each pair 100(log(k) + 1) time.
3: Let S be the majority answer of the 3 copies of Algorithm 4. 4: For each item i, j ∈ S, say i beats j if i wins the majority of comparisons between i and j in step 2. Rank items in S in the decreasing order of how many items they beat (break tie arbitrarily). Output this sorted list of S.
Lemma 24
We have an 1-round algorithm (Algorithm 8) which solves sorted top-k in the noisy case with O(n 2 log(k)) comparisons.
Proof First of all, by the definition of Algorithm 8 and Lemma 18 (which bounds the number of comparisons of Algorithm 4), we know Algorithm 8 uses O(n 2 log(k)) comparisons. By Lemma 18, we know that the probability that Algorithm 4 outputs top-k correctly with probability at least 2/3. Therefore S is the set of top-k items with probability at least 1 − 7/27.
For each pair of items (i, j), the probability that whether i beats j is consistent with their underlying order is at least 1 − 1 27k 2 . For a fixed S, by union bound, Pr[∀i, j ∈ S, i beats j is consistent with their underlying order] ≥ 1 − 1/27. By union bound again, Algorithm 8 is correct with probability at least 1 − 7/27 − 1/27 > 2/3.
Lemma 25 Any 1-round algorithm needs Ω(n 2 log(k)) comparisons to output sorted top-k correctly with probability at least 2/3 in the noisy case.
Proof For k ≤ 36, the lemma is directly implied by 1-round lower bound of top-k in the noisy case. In the rest of the proof, we assume k > 36.
Consider any algorithm A with fewer than w = 1 100 · n 2 log(k) comparisons. We are going to show A outputs sorted top-k incorrectly with probability > 1/3.
Let's assume A labels items as 1, ..., n. Let Π(i) be the random variable of the actual rank of item with label i, ∀i ∈ [n] . Before the algorithm makes any comparisons, Π distributed as a uniform distribution over all permutations of [n] . Wlog we can assume A is deterministic. We use H to denote the random variable of the comparison results and h to denote the realized value of the comparison results. We use A(h) to denote the sorted top-k outputted by algorithm A given comparison results h.
For any ranking π, define π i,j as the following:
• π i,j (i) = π(j).
• π i,j (j) = π(i).
For l = 1, ..., k−1 and π to be any permutation of [n] , define s(l, π) to be the number of comparisons between items with label π −1 (l) and π −1 (l + 1).
Markov's inequality, we know that with probability at least 1/2,
When |π(i) − π(j)| = 1 and there are s comparisons between items with labels i and j in algorithm A, we have
To sum up, we have
Therefore Pr[A outputs incorrectly] > 1/3.
C.2. 2-Round Sorted Top-k in the Noisy Case
In this sub-section, we show a 2-round algorithm in Lemma 26 and a matching lower bound in Lemma 27.
• Case 1:
n . Define S i to be the set of items ranked in
.., m. S i 's are random variables depending on Π. Let Q be the collection of S 1 , ..., S m and Π −1 (1), Π −1 (3), ..., Π −1 (k − 1) (these are labels of top-k items with odd rankings).
For i ∈ [m], define G i to be the set of items in S i which satisfy the following:
-Have even rankings.
-Are compared to at most 0.1 log(k) items in S i in the first round of A.
Notice that once Q is fixed, all G i 's are fixed.
For i ∈ [m], define U i to be the set of pairs of items u, v such that -(u, v) are compared more than 0.1 log(k) times in the second round of A.
-u has an even ranking and v has an odd ranking.
Notice that once Q and H 1 are fixed, U i 's are fixed.
Finally for i ∈ [m], define X i be the number of pairs (u, v) such that
-u, v are compared at most 0.2 log(k) times in the two rounds of A.
-There exists l such that Π(u) = 2l − 1 and Π(v) = 2l.
Clearly, (∃i,
So it suffices to prove that Pr[∃i, X i ≥ k 1/4 ] ≥ 2/3. Also notice that, once Q is fixed, X i 's are independent.
Define W G to be the event in which there are at least 2m/3 i's with |G i | ≥ 3n 8 √ k
. Notice that once Q is fixed, W G is also fixed. We want to show that Pr[W G ] ≥ 5/6. First of all, each comparison in the first round is a comparison between two items in the same S i with probability at most
. So with probability at least 5/6, the number of such comparisons is at most 6c · k log k, as there are at most c · n √ klog(k) comparisons in the first round. In this case, consider the top-k items with even rankings. Since 6c · 2 ≤ 1 240 , we know that at most k/24 of them are compared to items in the same S i more than 0.1 log(k) times. Therefore, at most m/3 G i 's can have
Now consider U i 's. We know that there are at most c · n √ k log(k) comparisons in the second round, therefore we have
, at most m/3 U i 's can have |U i | ≥ n 2 32k . Now we fix Q and H 1 such that W G happens. We know that there are at least m/3 i's satisfying both |G i | ≥ . Consider any such i. Define B i to be the set of items such that for each u ∈ B i , -u ∈ G i .
-There are at most
By averaging argument, we have
. Now we throw away arbitrary items in B i to make it has size exactly n 8 √ k .
For each item u ∈ B i , define Y u to be 1 if (u, Π −1 (Π(u) − 1)) ∈ U i , otherwise Y u is 0. Here Π −1 (Π(u) − 1)) is just the item ranks right above u in Π. We have X i ≥ u∈B i Y u . Since we have already fix Q, so the items with odd rankings in S i have fixed rankings. Therefore Y u only depends on Π(u).
Now consider any subset S ⊆ B i and any u ∈ S. Define S ′ = S\{u}. We fix Π(v) for all v in S ′ . Now consider the probability such that Y u = 1. For any π such that Y u = 0, consider u ′ such that u ′ ∈ B i , u ′ ∈ S ′ and (u, π −1 (π(u) − 1)) ∈ U i . We have at least
many such u ′ . Define a different ranking π (u,u ′ ) such that it is the same as π except the rankings of u and u ′ are swapped. Notice that with the same H 1 , switching from Π = π to Π = π u,u ′ does not change Q and Π(v) for all v in S ′ , but changes Y u from 0 to 1. We know that each of u and u ′ is compared to items in S i at most 0.1 log(k) times in the first round of A, we have We know that each π corresponds to at least n 8 √ k such π u,u ′ and each π u,u ′ corresponds to at most n 2 √ k such π. Therefore,
So we have • Case 2: k < n 2/3 . We are going to use a similar proof strategy as Case 1 (with slight changes).
And this implies
Define Q to be the set of top-n 2/3 items and define G to be the set of items in Q such that for each u ∈ G, u is compared to at most 0.1 log(k) items in Q in the first round of A. Notice that once Q is fixed, G is also fixed.
Define U to be the set of pair (u, v) such that -(u, v) are compared more than 0.1 log(k) times in the second round of A.
-u, v ∈ Q.
U is fixed once Q and H 1 are fixed. Finally for l = 1, ..., k/2, define Y l to be 1 if the following is true (otherwise Y l = 0):
-Let u = Π −1 (2l − 1) and v = Π −1 (2l).
-u, v ∈ G.
-(u, v) ∈ U .
Clearly, Define W G to be the event that |G| ≥ 3 4 n 2/3 . First of all, each comparison in the first round is a comparison between two items in Q with probability at most 1 n 2/3 . So with probability at most 5/6. the number of such comparisons is at most 6c · n 2/3 log(k) as there are at most cn 4/3 log(k) comparisons in the first round of A. In this case, consider items in Q. Since 6c · 2 ≤ 1 40 , at most 1 4 n 2/3 are compared to items in Q more than 0.1 log(k) times. Therefore |G| ≥ 3 4 n 2/3 . To sum up, we have Pr[W G ] ≥ 5/6. Now consider U . We know that there are at most cn 4/3 log(k) comparisons in the second round of A. We have |U | ≤ cn 4/3 log(k) 0.1 log(k) = 10cn 4/3 ≤ 1 32 n 4/3 . Now we fix Q and H 1 such that W G happens. Consider any sets S ⊆ {1, ..., k/4}. Let l be the largest item in S and let S ′ = S\{l}. We also fix Π −1 (2r − 1), Π −1 (2r) for all r ∈ S ′ . Now consider the probability such that Y l = 1. For any π such that Y l = 0, consider u and v such that the followings are satisfied
-π(u) > 2l, π(v) > 2l.
We have at least We know that each π corresponds to at least Now we have Pr[W ] ≥ 2/3. Define A(H) to be the output of the algorithm given history H. For a ranking π and two labels (u, v), define π u,v as the ranking which is the same as π except the positions of u and v are swapped. We know that if π(u) ≤ k and π(v) ≤ k, the sorted top-k of π is different from the sorted top-k of π u,v . For some π and h, if W happens, define P (π, h) as the set of √ k pairs of items (u, v) such that |π(u) − π(v)| = 1, π(u) ≤ k , π(v) < k and (u, v) are compared fewer than 0.2 log(k) times in h. 
