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ABSTRACT
Given a fully dynamic graph, represented as a stream of edge inser-
tions and deletions, how can we obtain and incrementally update a
lossless summary of its current snapshot?
As large-scale graphs are prevalent, concisely representing them
is inevitable for efficient storage and analysis. Lossless graph sum-
marization is an effective graph-compression technique with many
desirable properties. It aims to compactly represent the input graph
as (a) a summary graph consisting of supernodes (i.e., sets of nodes)
and superedges (i.e., edges between supernodes), which provide a
rough description, and (b) edge corrections which fix errors induced
by the rough description. While a number of batch algorithms,
suited for static graphs, have been developed for rapid and compact
graph summarization, they are highly inefficient in terms of time
and space for dynamic graphs, which are common in practice.
In this work, we proposeMoSSo, the first incremental algorithm
for lossless summarization of fully dynamic graphs. In response to
each change in the input graph,MoSSo updates the output repre-
sentation by repeatedly moving nodes among supernodes. MoSSo
decides nodes to be moved and their destinations carefully but
rapidly based on several novel ideas. Through extensive experi-
ments on 10 real graphs, we show MoSSo is (a) Fast and ‘any
time’: processing each change in near-constant time (less than 0.1
millisecond), up to 7 orders of magnitude faster than running
state-of-the-art batch methods, (b) Scalable: summarizing graphs
with hundreds of millions of edges, requiring sub-linear memory
during the process, and (c) Effective: achieving comparable com-
pression ratios even to state-of-the-art batch methods.
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1 INTRODUCTION
How can we extract a lossless summary from a dynamic graph and
update the summary, reflecting changes in forms of edge additions
and deletions? Can we perform each update in near-constant time
while maintaining a concise summary?
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Table 1: Comparison of lossless graph summarizationmeth-
ods.MoSSo is fast, space-efficient, and online.
[21] [13] [27] MoSSo (Proposed)
Takes near-linear time ✗ ✓ ✓ ✓
Requires sub-linear space ✗ ✗ ✗ ✓
Handles inserted edges (or nodes) ✗ ✗ ✗ ✓
Handles deleted edges (or nodes) ✗ ✗ ✗ ✓
Datasets representing relationships between objects are univer-
sal in both academia and industry, and graphs are widely used as
a simple but powerful representation of such data. For example,
graphs naturally represent social networks, WWW, internet topolo-
gies, citation networks, and even protein-protein interactions.
With the emergence of big data, real-world graphs have increased
dramatically in size, and many of them are still evolving over time.
For example, the number of active users in Facebook (i.e., the num-
ber of active nodes in the Facebook graph) has increased dramati-
cally from 240 millions to 2.4 billions in the last decade. Such large
dynamic graphs are naturally represented as a fully dynamic graph
stream, i.e., a stream of edge insertions and deletions over time.
To manage large-scale graphs efficiently, compactly representing
graphs has become important. Moreover, compact representations
allow a larger portion to be stored in main memory or cache and
thus can speed up computation on graphs [6, 28]. Thus, many graph-
compression techniques have been proposed: relabeling nodes [4,
7, 8], pattern mining [6], lossless graph summarization [13, 21, 27],
lossy graph summarization [2, 16, 24], to name a few.
Lossless graph summarization is one of the most effective graph
compression techniques. Note that we use the term “lossless graph
summarization” to indicate this specific compression technique
throughout this paper. Applying lossless graph summarization to a
graph G = (V ,E) yields (a) a summary graph G∗ = (S, P), where S
is a partition ofV (i.e., each element of S is a subset ofV , and every
node in V belongs to exactly one element of S) and P is a set of
pairs of two elements in S , and (b) edge corrections C = (C+,C−).
Let Gˆ be the graph where all pairs of nodes in each pair of subsets
in P are connected and the others are not. Then,C+ andC− are the
sets of edges to be added to and removed from Gˆ, respectively, for
recovering the original graphG . In addition to yielding compact rep-
resentations, lossless graph summarization stands out among many
compression techniques due to the following desirable properties:
• Queryable: neighborhood queries (i.e., retrieving the neighbor-
hood of a query node) can be answered rapidly from a summary
graph and edge corrections (Lemma 1 in Sect. 3.6). Neighborhood
queries are the key building blocks repeatedly called in numerous
graph algorithms (DFS, Dijkstra’s algorithm, PageRank, etc).
• Combinable: summary graphs and edges corrections, which are
in the form of graphs, can be further compressed by any graph-
compression methods. Combined with [4, 6–8], lossless graph
summarization achieves up to 3.4× additional compression [27].
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Figure 1: MoSSo is fast, effective, and scalable. (a) Fast: pro-
cesses a change up to 7 orders of magnitude faster than the
fastest batch method. (b) Effective: gives comparable com-
pression rates to the best batchmethod. (c) Scalable: handles
each change in near-constant time, i.e., its total runtime is
near-linear in the number of changes. See Sect. 4 for details.
The lossless graph summarization problem [21], whose goal is
to find the most concise representation in the form of a summary
graph and edge corrections, has been formulated only for static
graphs. Thus, as shown in Table 1, all existing solutions [13, 21, 27]
are prohibitively inefficient for dynamic graphs, represented as fully
dynamic graph streams. Specifically, since these batch algorithms
are not designed to allow for incremental changes in the input
graph, they should be rerun from scratch to reflect such changes.
In this work, we formulate a new problem, the goal of which
is lossless summarization of a fully dynamic graph. Then, we pro-
pose the first incremental algorithmMoSSo (Move if Saved, Stay
otherwise) for the problem. In response to each change in the input
graph, MoSSo updates the summary graph and edge corrections
by moving nodes among supernodes. (a) Corrective Escape: in-
jects randomness in order to escape a local optimum and to cope
with changing optima, (b) Fast Random: performs neighborhood
sampling, which is repeatedly executed inMoSSo, in near-constant
time on the output representation without having to retrieve all
neighbors,1 and (c) Careful Selection: when selecting a new su-
pernode into which a node moves, selects it effectively using coarse
clustering. Note that the coarse clustering is distinct from graph
summarization, which we refer to as fine clustering.
We evaluate MoSSo with respect to speed and compression rate
on 10 real-world graphs with up to 0.3 billion edges. Specifically, we
compare MoSSo with state-of-the-art batch algorithms for lossless
graph summarization aswell as streaming baselines based on greedy
and Markov chain Monte Carlo methods. Through theoretical and
empirical analyses, we show the following merits of MoSSo:
• Fast and ‘any time’: It takes near-constant time to process each
change (0.1 millisecond per change), and is up to 10 million times
faster than state-of-the-art batch algorithms (Fig.s 1(a), 1(c)).
• Scalable: It requires sub-linear memory (Thm. 4) while summa-
rizing graph streams with up to hundreds of millions of edges.
• Effective: It does not pale in comparison with state-of-the-art
batch algorithms in terms of compression rates (Fig. 1(b)).
Reproducibility: The code and datasets used in the paper are
available at http://dmlab.kaist.ac.kr/mosso/.
In Sect. 2, we introduce some notations and concept, and we
formally formulate a new problem whose goal is to incrementally
summarize graph streams. In Sect. 3, we presentMoSSo and analyze
it theoretically. In Sect. 4, we provide experimental results. After
reviewing previous work in Sect. 5, we offer conclusions in Sect. 6.
1Naively, we retrieve all neighbors of a query node from the output representation,
which takes time proportional to its degree, and then uniformly sample some.
Table 2: Table of Symbols.
Symbol Meaning
Symbols for the problem definition (Sect. 2.1)
G=(V , E) a simple undirected graph with nodes V and edges E
N (u) neighborhood of node u
deg(u) degree of node u
{et }∞t=0 a fully dynamic graph stream
et ={u, v }+ edge insertion at time t
et ={u, v }− edge deletion at time t
Gt G at time t
G∗=(S, P ) a summary graph with supernodes S and superedges P
C+ set of edges to be inserted
C− set of edges to be deleted
φ objective function that we aim to minimize
Symbols for the algorithm descriptions (Sect. 3.1)
y a testing node
T P (u) testing pool related to node u
T N (u) testing nodes related to node u
z a candidate
CP (y) candidate pool for testing node y
EAB edges between supernodes A and B
TAB all possible edges between supernodes A and B
Sv supernode in G∗ that contains node v
N (Sv ) neighborhood of supernode Sv in a summary graph G∗
C+(u) edges in C+ incident to node u
C−(u) edges in C− incident to node u
𝑓𝑓
𝐴𝐴 = {𝑎𝑎}
𝐵𝐵 = {𝑏𝑏, 𝑐𝑐, 𝑑𝑑, 𝑒𝑒}
𝐶𝐶 = {𝑓𝑓,𝑔𝑔, ℎ, 𝑖𝑖}
𝑎𝑎
𝑏𝑏𝑐𝑐
𝑑𝑑
𝑒𝑒
𝑔𝑔
𝐶𝐶+ = 𝑎𝑎, 𝑓𝑓 , 𝐶𝐶− = { 𝑓𝑓, 𝑖𝑖 }
Summarization
Recoveryℎ
𝑖𝑖
Figure 2: Example of lossless graph summarization. The in-
put graph has 10 edges, while a summary graph and edge cor-
rections have only 4 (super) edges, i.e., |P |+ |C+ |+ |C− | = 4. The
optimal encoding in Sect. 3.1 creates the superedge {A,B}
since |EAB | > |TAB |+12 but not {A,C} since |EAC | ≤ |TAC |+12 .
2 NOTATIONS AND PROBLEM SETUP
We first introduce some important notations and concepts, which
are listed and illustrated in Table 2 and Fig. 2. Then, we formulate
a new problem, namely incremental lossless graph summarization.
2.1 Notations and Concepts
Graph: A graph G = (V ,E) consists of a set V of nodes and a set E
of edges. We especially consider a simple undirected graph; each
edge {u,v} ∈ E is an unordered pair of distinct nodes u,v ∈ V . We
denote the neighborhood of a node u (i.e., the set of nodes adjacent
to u) as N (u) ⊂ V , and we define the degree of u as |N (u)|.
Summary Graph: A graph G∗ = (S, P) is a summary graph of
a graph G = (V ,E) if its node set S is a partition of V , i.e., if
V =
⋃
α Sα with Sα ∩ Sβ = ∅ for any distinct Sα , Sβ ∈ S . To
avoid confusion, we call nodes and edges in G simply nodes and
edges, while we call them in its summary graph G∗ supernodes and
superedges. We denote the supernode containing a node u as Su and
the superedge between two supernodes Su , Sv ∈ S as {Su , Sv } ∈ P .
Edge Corrections & Recovery: Given a summary graph G∗ =
(S, P) of a graph G = (V ,E), we obtain a graph Gˆ = (V , Eˆ) by con-
necting every pair of nodes between two neighboring supernodes,
i.e., {u,v} ∈ Eˆ if and only if u , v and {Su , Sv } ∈ P . We can say
G∗ roughly describes G if Gˆ is similar to G. Moreover, with edge
corrections C = (C+,C−) where C+ := E − Eˆ and C− := Eˆ − E, the
original graph G = (V ,E) is exactly recovered from G∗ as follows:
V ←
⋃
Sα ∈S Sα , E ← (Eˆ ∪C
+) \C−.
Step 0 Step 1 Step 2 Step 3 Step 4
a change arrives choose a testing node 𝑦𝑦 from the testing nodes 𝑇𝑇𝑁𝑁(𝑢𝑢) choose a candidate 𝑧𝑧 from the candidate pool 𝐶𝐶𝐶𝐶(𝑦𝑦) move 𝑦𝑦 to 𝑆𝑆𝑧𝑧(i.e., 𝑧𝑧’s supernode) decide whether to accept or reject the change
𝑢𝑢
𝑣𝑣
Changed
edge 𝑒𝑒 = {𝑢𝑢,𝑣𝑣} Candidate pool C𝐶𝐶(𝑦𝑦)
A testing 
node
𝑢𝑢
𝑣𝑣
𝑦𝑦
z
A candidate
node
A testing 
node
𝑢𝑢
𝑣𝑣
𝑦𝑦
z
A candidate
node 𝑢𝑢 𝑣𝑣
𝑦𝑦
z 𝑢𝑢
𝑣𝑣
𝑦𝑦
z
OR
A trial related to a node 𝑢𝑢
Testing pool 
𝑇𝑇𝐶𝐶(𝑢𝑢)
A testing 
node
𝑢𝑢
𝑣𝑣
𝑦𝑦
Testing 
nodes 
𝑇𝑇𝑁𝑁(𝑢𝑢)
Trials are repeated for every testing node in 𝑇𝑇𝑁𝑁(𝑢𝑢) and then for every testing node in 𝑇𝑇𝑁𝑁(𝑣𝑣)
Figure 3: Example trial to update the summary graph in response to a change {u,v}+ or {u,v}−. The color of nodes indicates
their membership to supernodes. For an input node u (and then for v), the algorithms presented in Sect. 3 set a testing pool
TP(u) and obtain testing nodesTN (u) ⊆ TP(u). Then, they repeat trials (i.e., the above steps 1-4) for every testing node inTN (u).
Note that the algorithms set TP(u), TN (u), and CP(y) in different ways.
That is, G∗ and C losslessly summarize G. Given G, the lossless
summarization problem [21] is to find the most concise G∗ and C .
Fully Dynamic Graph Stream:We define a fully dynamic graph
stream by a sequence {et }∞t=0 of changes. Each change et is either
an edge addition et = {u,v}+ or an edge deletion et = {u,v}−
between distinct nodes u,v ∈ V . For each edge addition et =
{u,v}+, u and/or v may be new nodes unseen until the current
time t . Since node additions and deletions are expressed as a series
of the additions and deletions of their adjacent edges, respectively,
a sequence of edge additions and deletions is expressive enough to
represent a dynamic graph with new and deleted nodes.
An empty graphG0 = ∅ evolves according to {et }∞t=0. We define
the graph at time t byGt = (Vt ,Et ), whereVt and Et are obtained in
the inductive way: (1) addition: if et−1 = {u,v}+, then Et = Et−1∪
{{u,v}} andVt = Vt−1∪{u,v}, (2) deletion: if et−1 = {u,v}−, then
Et = Et−1 \ {{u,v}} and Vt = Vt−1. We assume {u,v} < Et−1 for
every edge addition and {u,v} ∈ Et−1 for every edge deletion. That
is, we assume that the graph stream is sound.
2.2 Problem Formulation
Given a fully dynamic graph Gt evolving under {et }∞t=0, the most
concise summary graph G∗t and edge corrections Ct change in
response to each change et . Since recomputing concise G∗t and Ct
for each Gt from scratch is prohibitive for large-scale graphs, an
incremental update on G∗t and Ct to obtain concise G∗t+1 and Ct+1
is highly desirable. Thus, we formulate a new problem, namely
incremental lossless graph summarization, in Problem 1.
Problem 1. (Incremental Lossless Graph Summarization).
(1) Given: a fully dynamic graph stream {et }∞t=0
(2) Retain: a summary graphG∗t = (St , Pt ) and edge corrections
C = (C+t ,C−t ) of graph Gt at current time t
(3) To Minimize: the size of output representation, i.e.,
φ(t) := |Pt | + |C+t | + |C−t | (1)
The objective φ(t) measures the size of the summary graph G∗t
and the edge corrections Ct . In φ(t), the number of supernodes,
which is marginal compared to that of (super) edges appearing in
output representations, is disregarded for simplicity. This objective
was first proposed by [21] under the Minimum Description Length
principle [25], which originates from information theory. Then, a
number of algorithms for lossless summarization of static graphs
have been developed based on the objective [13, 21, 27].
In Problem 1, there are almost infinitely many possible sum-
mary graphs [3] and moreover, the optimal solution is subject to
change at any time. Thus, we focus on streaming algorithms for
finding approximate solutions. Note that, even for static graphs,
only heuristics without guarantees have been studied.
3 PROPOSED METHOD
In this section, we proposeMoSSo, a fast and space-efficient stream-
ing algorithm for lossless graph summarization. We also present
baseline streaming algorithms and a preliminary version of MoSSo,
while overcoming their drawbacks addressed in full-fledgedMoSSo.
We first introduce terms and subroutines used in the algorithms.
Then, we present the baseline algorithms. After that, we present a
preliminary version of MoSSo and then full-fledgedMoSSo, with
a focus on ideas that leads to improved scalability and compression
rates. Lastly, we analyze the time and space complexities of MoSSo.
3.1 Common Terms and Subroutines (Fig. 3)
We define some terms and subroutines commonly used in the algo-
rithms presented in the following subsections.
Common Terms: Assume that {u,v} is inserted or deleted at cur-
rent time t (i.e., et = {u,v}+ or {u,v}−). We call nodes u and v
input nodes. A trial related to u on a node x is the attempt to change
the supernode membership Sx of the node x , which is somehow
related to u. A testing pool TP(u) is the set of nodes on which a trial
related to u can be proceeded. A testing node is a node on which a
trial is actually proceeded at current time t . We let y be each testing
node and TN (u) ⊆ TP(u) be the set of all testing nodes at current
time t . A candidate z is a node in the supernode into which the
testing node y tries moving. Note that this move can be rejected
and reverted. A candidate pool CP(y) ⊆ V is a set of all possible
candidates given to the testing node y.
Trial: A subroutine called trial related to u is described as follows:
A trial related to u (the terms defined above are used):
(1) Select a testing node y from TN (u).
(2) Select a candidate z from CP(y).
(3) Propose moving y into Sz .
(4) Determine whether to accept or reject the move, based on
the change in the objective φ (when assuming the optimal
encoding described in the next paragraph).
This reflects why we name the final algorithm MoSSo (Move if
Saved, Stay otherwise). This trial is repeated for every testing node
inTN (u). The algorithms presented in the following subsections are
distinguished by how they (1) set a testing pool TP(u), (2) extract
testing nodes TN (u) from TP(u), (3) set a candidate pool CP(y), (4)
propose a candidate from CP(y), and (5) accept the proposal.
Optimal Encoding:While finding the optimal set S of supernodes,
which minimizes the objective φ, is challenging, finding optimal
P and C for current S is straightforward. For each supernode pair
{A,B}, let EAB := {{u,v} ∈ E |u ∈ A,v ∈ B,u , v} and TAB :=
{{u,v} ⊆ V |u ∈ A,v ∈ B,u , v} be the sets of existing and
potential edges between A and B, respectively. Then, the edges
between A and B (i.e., EAB ) are optimally encoded as follows:
Optimal encoding for the edges in EAB :
(1) If |EAB | ≤ |TAB |+12 , then add all edges in EAB to C+.
(2) If |EAB | > |TAB |+12 , then add the superedge {A,B} to P and
TAB \ EAB to C−.
Note that adding all edges in EAB toC+ increases φ by |EAB |, while
adding the superedge {A,B} to P and TAB \ EAB to C− increases
φ by 1 + |TAB | − |EAB |. The above rules always choose an option
resulting in a smaller increase in φ.
3.2 MoSSo-Greedy: First Baseline
We present MoSSo-Greedy, a baseline streaming algorithm for
Problem 1, and then we point out its limitations.
Procedure: When an edge {u,v} is inserted or deleted, MoSSo-
Greedy greedily moves u and then v , while fixing the other nodes,
so that the objective φ is minimized. That is, in terms of the intro-
duced notions, MoSSo-Greedy sets TP(u) = TN (u) = {u}, and a
candidate is chosen from CP(y) = V so that φ is minimized.
Limitation: While |TN (u)| is just 1, unlike the other algorithms
described below, this approach is computationally expensive as it
takes all supernodes into account to find a locally best candidate. It
is also likely to get stuck in a local optimum, as described below.
• Limitation 1 (Obstructive Obsession):MoSSo-Greedy lacks
exploration for reorganizing supernodes, and thus nodes tend to
stay in supernodes that they move into in an early stage. This
stagnation also prevents new nodes from moving into existing
supernodes. These lead to poor compression rates in the long run.
3.3 MoSSo-MCMC: Second Baseline
We presentMoSSo-MCMC, another streaming baseline algorithm
based on randomized search. It significantly reduces the compu-
tational cost of each trial, compared to MoSSo-Greedy, since it
does not have to find the best candidate, and thus makes more
trials affordable. Moreover, its randomness helps escaping from
local optima and smoothly coping with changing optima. However,
this approach also suffers from two drawbacks, as described later.
Motivation: Randomized searches based on Markov Chain Monte
Carlo (MCMC) [10] have proved effective for the inference of sto-
chastic block models (SBM) [11, 23]. We focus on an interesting
relation between communities in SBM and supernodes in graph
summarization. Since nodes belonging to the same community are
likely to have similar connectivity, grouping them into a supernode
may achieve significant reduction in φ. Hence, inspired by [11], we
proposeMoSSo-MCMC for Problem 1.
Procedure: In response to each change {u,v}+ or {u,v}− in the
input graph, MoSSo-MCMC performs the following steps for u
(and then the exactly same steps for v):
Trials related to u byMoSSo-MCMC:
(1) Set TN (u) = TP(u) = N (u).
(2) For each y in TN (u), select a candidate z from CP(y) = V
through sampling according to a predefined proposal proba-
bility distribution [23].
(3) For each y, accept the proposal (i.e., move y into Sz ) with an
acceptance probability, which depends on the change in φ.
In Step (1), the neighbors of u are used as testing nodes since they
are affected most by the input change. The deg(u) trials can be
afforded since a trial in MoSSo-MCMC is computationally cheaper
than that inMoSSo-Greedy. The proposal probability distribution
and the acceptance probability used in Steps (2) and (3) are described
in detail, with a pseudo code of MoSSo-MCMC, in Appendix C.
Limitations:MoSSo-MCMC suffers from two limitations, which
are the bottlenecks of its speed and compression rates.
• Limitation 2 (Costly Neighborhood Retrievals): To process
each change {u,v}+ or {u,v}− in the input stream,MoSSo-MCMC
retrieves the neighborhood of many nodes from current G∗ and C
(see the proof of Lemma 1 for a detailed procedure of the retrieval).
Specifically, it retrieves the neighborhood of u in Step (1), and for
each testing node y, it retrieves the neighborhood of at least one
node to select a candidate in Step (2). That is, at least 2 + |TN (u)| +
|TN (v)| = 2+ deg(u)+ deg(v) neighborhood retrievals occur. Thus,
the time complexity of MoSSo-MCMC is deadly affected by growth
of graphs, which may lead to the appearance of high-degree nodes
and the increase of average degree [17].
• Limitation 3 (Redundant Tests): For proposals to be accepted,
promising candidates leading to reduction in φ need to be sampled
from the proposal probability distribution. However, the probability
distribution [23], which proved successful for SBM, results inmostly
rejected proposals and thus a waste of computational time.
3.4 MoSSo-Simple: Simple Proposed Method
We presentMoSSo-Simple, a preliminary version of MoSSo, with
three novel ideas for addressing the limitations that the baseline
streaming algorithms suffer from. Then, in order to look for further
improvement, we identify some limitations of MoSSo-Simple.
Procedure: MoSSo-Simple is described in Alg. 1. In response to
each change {u,v}+ or {u,v}− in the input graph, MoSSo-Simple,
equipped with the novel ideas described below, conducts the fol-
lowing steps for u (and then exactly the same steps for v):
Trials related to u byMoSSo-Simple:
(1) Sample a fixed number (denoted by c) of nodes from N (u)
and use them as TP(u).
(2) Add eachw ∈ TP(u) to TN (u) with probability 1deg(w ) .
(3) For each y ∈ TN (u), with probability e of escape, propose
creating a singleton supernode {y}.
(4) Otherwise, randomly select a candidate z from CP(y) where
CP(y) = N (u) for every y ∈ TN (u).
(5) For each y, accept the proposal (i.e., move y to Sz ) if and only
if it reduces φ.
Key Ideas: Contrary toMoSSo-MCMC, for each change {u,v}+ or
{u,v}−, MoSSo-Simple (1) extracts TN (u) from TP(u) probabilisti-
cally depending the degrees of nodes, (2) limits CP(y) to N (u) for
every testing node y ∈ TP(u), and (3) occasionally separates y from
Sy and create a singleton supernode {y}. As shown in Sect. 4, these
ideas enable MoSSo-Simple to significantly outperform MoSSo-
MCMC, as well as MoSSo-Greedy, in terms of speed and compres-
sion rates. Below, we describe each idea in detail.
• Careful Selection (1): When forming TN (u), MoSSo-
Simple first samples with replacement a fixed number of nodes
from N (u) and construct TP(u) using them. Then, it adds each
sampled node w ∈ TP(u) to TN (u) with probability 1/deg(w). In
practice, high-degree nodes tend to have unique connectivity, and
thus they tend to form singleton supernodes. Therefore, moving
them rarely leads to the reduction ofφ. However, high-degree nodes
are frequently contained in TP(u) since edge changes adjacent to
any neighbor u put the high-degree nodes into TP(u). Moreover,
once they are chosen as testing nodes, computing the change in φ
and updating the optimal encoding are computationally expensive
since they have many neighbors. By probabilistically filtering out
high-degree nodes when forming TN (u), MoSSo-Simple signifi-
cantly reduces redundant and computationally expensive trials and
thus partially addresses Limitation 3 (i.e., Redundant Tests).
• Corrective Escape: Instead of always finding a candidate
from CP(y), it separates y from Sy and creates a singleton supern-
ode {y} with probability e ∈ [0, 1). By injecting flexibility to the
formation of a summary graph, this idea, which we call Corrective
Escape, helps supernodes to be reorganized in different and poten-
tially better ways in the long run. Therefore, this idea addresses
Limitation 1 and yields significant improvement in compression.
• Fast Random (1): By limiting CP(y) to N (u) for every test-
ing node y ∈ TN (u), MoSSo-Simple reduces the number of re-
quired neighborhood retrievals and thus partially addresses Lim-
itation 2 (i.e., Costly Neighborhood Retrievals). For each in-
put change, whileMoSSo-MCMC repeats neighborhood retrievals
2 + deg(u) + deg(v) times,MoSSo-Simple only retrieves N (u) and
N (v). Moreover, since N (u) still contains promising candidates,
limiting CP(y) to N (u) does not impair the compression rates as
shown empirically in Sect. 4.
Limitations: Although the above ideas successfully mitigate the
limitations, there remain issues to be resolved.
• Limitation 2 (Costly Neighborhood Retrievals): While
MoSSo-Simple reduces the number of neighborhood retrievals to
two per each input change, the retrievals still remain as a scalability
bottleneck. As analyzed in Lemma 1, retrieving the neighborhood of
a node from currentG∗ andC takesO(deд) time on average2, where
deд = 2 |E ||V | is the average degree in the input graph. However, it is
well known that lots of real-world graphs are densified over time
[17]. Specifically, the number of edges increases super-linearly in
the number of nodes, leading to the growth of deд over time. Hence,
full neighborhood retrievals pose a huge threat to scalability.
• Limitation 3 (Redundant Tests): While MoSSo-Simple uses
the degree of nodes to reduce redundant trials, which lead to re-
jected proposals, it does not fully make use of structural information
around input nodes but simply draws a random candidate from
N (u). Careful selection of candidates based on the structural infor-
mation can be desirable to further reduce the number of redundant
trials and thus to achieve concise summarization rapidly.
2To retrieve the neighborhood N (y) of y , we need to collect all its neighbors in C+
(i.e., {v ∈ V | {v, y } ∈ C+ }) and all nodes in the neighboring supernodes of Sy (i.e.
{v ∈ V |v ∈ Su , Su ∈ N (Sy )} where N (Sy ) := {Su ∈ S | {Su , Sy } ∈ P }). Then,
we need to filter out all its neighbors in {v ∈ V | {u, y } ∈ C− } (see Sect. 2.1).
Algorithm 1: MoSSo and MoSSo-Simple: proposed algo-
rithms for Problem 1.
▷ The red and blue lines are executed only inMoSSo and
MoSSo-Simple, respectively.
▷ The black lines are executed in both algorithms.
Input: summary graph: G∗t , edge corrections: Ct ,
input change: {src, dst }+ or {src, dst }−
escape probability: e , sample number: c , coarse clusters: R
Output: summary graph: G∗t+1, edge corrections: Ct+1
1 update R in response to the input change
2 foreach u in {src, dst } do
3 T P (u) ← getRandomNeighbor(c) ▷ see Alg. 2
T P (u) ← randomly chosen c neighbors from N (u)
4 foreach w in T P (u) do
5 put w into T N (u) with probability 1/deg(w )
6 foreach y in T N (u) do
7 sample X ∼ unif orm(0, 1)
8 if X ≤ e then
9 temporarily create a new supernode Sy = {y }
10 else
11 R(y) ← the coarse cluster containing y
12 CP (y) ← T P (u) ∩ R(y) or CP (y) ← N (u)
13 randomly choose a node z from CP (y)
14 temporarily move y into Sz
15 compute ∆φ (i.e., change in φ ) for the proposal
16 if ∆φ ≤ 0 then
17 accept the proposal and update G∗t , Ct
▷ see Sect. 3.1 for optimal encoding
18 G∗t+1, Ct+1 ← G∗t , Ct
19 return G∗t+1, Ct+1
3.5 MoSSo: Full-Fledged Proposed Method
We presentMoSSo, the full-fledged version of our algorithms. To
overcome the aforementioned drawbacks of MoSSo-Simple,MoSSo
employs (1) coarse clustering for careful candidate selection and
(2) getRandomNeighbor, a novel sampling method instead of
full neighborhood retrievals. Equipped with these ideas, MoSSo
achieves near-constant processing time per change and compres-
sion rates even comparable to state-of-the-art batch algorithms.
Procedure: A pseudo code of MoSSo is provided in Alg. 1. In
response to each change {u,v}+ or {u,v}−,MoSSo conducts the
following steps for u (and then exactly the same steps for v):
Trials related to u byMoSSo:
(1) Update coarse clusters in response to the change.
(2) Sample a fixed number (denoted by c) of nodes from N (u),
without retrieving all N (u), and use them as TP(u).
(3) Add eachw ∈ TP(u) to TN (u) with probability 1deg(w ) .
(4) For each y ∈ TN (u), with probability e of escape, propose
creating a singleton supernode {y}.
(5) Otherwise, randomly select a candidate z from CP(y) where
CP(y) = TP(u) ∩R(y) and R(y) is the coarse cluster contain-
ing y, for every y ∈ TN (u).
(6) For each y, accept the proposal (i.e., move y to Sz ) if and only
if it reduces φ.
Key Ideas: The gist of MoSSo consists of two parts: (1) rapidly and
uniformly sampling neighbors from N (u) without retrieving the
entire N (u) fromG∗ andC and (2) using an online coarse clustering
to narrow down CP(y). Below, we describe each idea in detail.
• Fast Random (2): As explained in Limitation 2 (Sect. 3.4),
for scalability, it is inevitable to devise a neighborhood sampling
method less affected by the average degree, which tends to increase
over time. Thus, we come up with getRandomNeighbor, described
in Alg. 2. It is an MCMC method for rapidly sampling nodes from
N (u) in an unbiased manner without retrieving the entire N (u).
After obtaining a sufficient number of neighbors by getRandom-
Neighbor,MoSSo limits TP(u) to the sampled neighbors.
Assume that the neighborhood in C+, C− and P of each node
is stored in a hash table, and let N (Su ) := {Sv ∈ S |{Su , Sv } ∈ P}
be the set of neighboring supernodes of a supernode Su . Then,
v ∈ N (u) can be checked rapidly as follows:
Checking v ∈ N (u) on G∗ and C:
(1) If v ∈ C−(u), then v < N (u).
(2) Else if v ∈ C+(u) or Sv ∈ N (Su ), then v ∈ N (u).
(3) Else v < N (u).
The neighbors of u are divided into two disjoint sets: (1) those in
C+(u) and (2) those in any supernode in N (Su ). Then, we can uni-
formly sample a neighbor of u by uniformly sampling a node either
from the first set (with probability |C
+(u) |
deg(u) ) or from the second set
(with probability 1 − |C+(u) |deg(u) ). Since the first set is already material-
ized (by our assumption), uniform sampling from it is straightfor-
ward. The remaining challenge is to uniformly sample a node from
the second set without materializing the second set. This challenge
is formulated in Problem 2, where we denote N (Su ) by {S1, ..., Sk }.
Problem 2 (Subproblem 1 for Fast Random (2)). We have k dis-
joint supernodes S1, · · · , Sk with Ni := N (u)∩Si for each i . For large
k , it is computationally expensive to obtain
⋃k
i=1 Ni . However, we
can rapidly check whether a given node is contained in
⋃k
i=1 Ni . How
can we rapidly and uniformly draw nodes from
⋃k
i=1 Ni ?
Our solution: Instead of uniform sampling from
⋃k
i=1 Ni , getRan-
domNeighbor, described in Alg. 2, samples a node from
⋃k
i=1 Si
and retries sampling if the node is not in
⋃k
i=1 Ni . To this end, it
randomly selects a supernode Si with probability
π (Si is selected) := |Si |/(|S1 | + · · · + |Sk |), (2)
and then draws a random node from the selected supernode. If
the node is not in
⋃k
i=1 Ni , then this procedure is repeated again
from beginning. It is guaranteed that this sampling scheme draws
each node in
⋃k
i=1 Ni uniformly with probability 1/N , where N :=∑k
i=1 |Ni |, as shown in Thm. 1 in Sect. 3.6.
In the above solution, when sampling supernodes according to
Eq. (2), it is desirable to avoid computing |Si | for every i ∈ {1, ...,k},
since k can be large, as formulated in Problem 3.
Problem 3 (Subproblem 2 for Fast Random (2)). How to sample
supernodes according to Eq. (2) without computing |Si | for each i?
Our solution: getRandomNeighbor employs MCMC, which ba-
sically constructs a Markov chain asymptotically equal to Eq (2).
Specifically, a supernode Sp is proposed uniformly at random among
k supernodes, and then it replaces a previously sampled supernode,
which is denoted by Sn, with the following acceptance probability:
min
(
1,
π (Sp is selected)
π (Sn is selected)
)
= min
(
1,
|Sp |
|Sn |
)
.
The soundness is shown in Thm. 2 in Sect. 3.6.
Algorithm 2: getRandomNeighbor forMoSSo.
Input: summary graph: G∗t , edge corrections: Ct ,
input node: u , sample number: c
Output: list of c random neighbors from N (u)
1 Vr ← [ ], P ← N (Su ), Cp ← C+t (u), Cm ← C−t (u)
2 Sn ← random supernode in P
3 while |Vr | < c do
4 sample X1 ∼ unif orm(0, 1)
5 if X1 ≤ |Cp |/deg(u) then
6 put a random node from Cp into Vr
7 else
8 while do
9 Sp ← a random supernode in P
10 sample X2 ∼ unif orm(0, 1)
11 if X2 ≤ min(1, |Sp |/ |Sn |) then
12 Sn ← Sp
13 w ← a random node in Sn
14 if w < Cm then
15 add w to Vr
16 break
17 return Vr
Both solutions are combined in Alg. 2, which describes the en-
tire process for sampling c neighbors from N (u). We analyze its
soundness and time complexity in Sect. 3.6.
• Careful Selection (2): To choose candidates leading to
a significant reduction in φ, MoSSo uses coarse clusters, each of
which consists of nodes with similar connectivity. Specifically, in
MoSSo, the candidate pool CP(y) of each testing node y consists
only of nodes belonging to the same cluster ofy. The coarse clusters
are distinct from supernodes, which can be thought as fine clusters.
Any incremental graph clustering methods [22, 29, 33, 34] can
be used for coarse clustering. We especially use min-hashing [5] as
it is fast with desirable theoretical properties: the probability that
two nodes belong to the same cluster is proportional to the jaccard
similarity of their neighborhoods. Moreover, clusters grouped by
min-hashing can be updated rapidly in response to changes.
By employing the above ideas, MoSSo processes each change in
near-constant time and shows outstanding compression, as shown
theoretically in the next subsection and empirically in Sect. 4.
3.6 Theoretical Analysis
We present a theoretical analysis of MoSSo (Alg. 1). We first prove
the soundness and time complexity of getRandomNeighbor (Alg. 2),
which the performance of MoSSo relies on. Then, we analyze the
overall time complexity of MoSSo. Lastly, we show that MoSSo
requires sub-linear memory during the incremental summarization
process. All proofs are provided in Appendix B.
3.6.1 Soundness of getRandomNeighbor (Alg. 2). We show that
getRandomNeighbor performs uniform sampling by proving Thms. 1
and 2 that our solutions in Sect. 3.5 solve Problems 2 and 3.
Theorem 1 (Unbiasedness of our solution for Problem 2).
Our solution for Problem 2 draws a uniformly random node from⋃k
i=1 Ni . That is, each node is sampled with probability 1/
∑k
i=1 |Ni |.
Theorem 2 (Soundness of our solution for Problem 3). Our
solution for Problem 3, which is an MCMC method equipped with
(a) the proposal distribution P(Sj |Si ) = 1/k for any i, j and (b) the
acceptance probability A(Sj , Si ) = min(1, |Sj |/|Si |) for any move
from Si to Sj , asymptotically simulates π in Eq. (2).
3.6.2 Time Complexity of getRandomNeighbor (Alg. 2). Before
proving the time complexity of getRandomNeighbor, which is a
core building block of MoSSo, we first prove the time complexity
of retrieving the neighborhood of an input node from the outputs
(i.e., G∗ and C) in Lemma 1. We let C+(u) := {v ∈ V |{u,v} ∈ C+}
and C−(u) := {v ∈ V |{u,v} ∈ C−} be the sets of neighbors of u in
C+ and C−, respectively, and we let N (A) := {B ∈ S |{A,B} ∈ P} be
the set of neighboring supernodes of the supernode A.
Lemma 1 (Average time complexity of retrieving neighbor-
hood). The average-case time complexity of retrieving the neighbor-
hood of a node is O(deд), where deд is the average degree.
As discussed in Limitation 2 in Sect. 3.4, Lemma 1 motivates us to
design getRandomNeighbor, which is much faster than retrieving
the entire neighborhood, as formulated in Thm. 3.
Theorem 3 (Average time complexity of getRandomNeigh-
bor). Assume the neighborhood in C+, C− and P of each node is
stored in a hash table. The average-time complexity of Alg. 2 for each
node u is O(c · (1 + |C−(u)|/deд(u))).
The average time complexity of getRandomNeighbor called by
MoSSo becomes constant, under a realistic assumption [1] that an
initial graph evolves under {et }∞t=0 where et takes place on a node
with probability proportional to the degree of the node. That is,
higher-degree nodes are more likely to go through changes in their
neighbors. This result is shown in Corollary 1 based on Lemma 2.
Lemma 2. Let X be a discrete random variable whose domain is
{ aubu }u ∈V , where au = |C
−(u)| and bu = deд(u) for each node u and
the probability mass is proportional to deд(u). Then, E[X ] ≤ 1.
Collorary 1 (Average time complexity of getRandomNeigh-
bor under preferential attachment [1]). The average-case time
complexity of getRandomNeighbor called by Alg. 1 is O(c) under
the assumption that each edge change et takes place on nodes with
probability proportional to the degree of the nodes.
3.6.3 Overall Time Complexity ofMoSSo (Alg. 1). In our analysis
below, we let SN (A) := {B ∈ S : ∃(u,v) ∈ A× B, s.t. {u,v} ∈ E} be
the set of supernodes connected to A by at least one edge. We also
let EAB := {{u,v} ∈ E |u ∈ A,v ∈ B,u , v} andTAB := {{u,v}|u ∈
A,v ∈ B,u , v} be the sets of existing and potential edges between
supernodes A and B, respectively.
Computing Savings in the Objective φ (Eq. (1)): Suppose that
we move a nodey from a supernode Sy to a supernode Sz . Then, the
previous optimal encoding (see Sect. 3.1) between Sy and each of
SN (Sy ) and between Sz and each of SN (Sz ) can be affected, while
that between the other supernodes should remain the same. Hence,
only SN (Sy ) and SN (Sz ) are of concern when computing the saving
in the objective φ (i.e., Eq (1)) induced by the move of y. Thus, the
time complexity of this task is O(|SN (Sy )| + |SN (Sz )|).
Updating Optimal Encoding: The computation of the saving de-
termines whether a move is accepted or not. Once the move is
accepted, the previous optimal encoding should be updated in re-
sponse to the move. As explained in Sect. 3.1, the edges between
two supernodes A and B are optimally encoded either as (1) |EAB |
Table 3: Real-world graph streams used in our experiments.
Name #Nodes #Insertions #Deletions Summary
Insertion-only (IO) graph streams
Protein (PR) 6, 229 146, 160 - Protein Interaction
Email-Enron (EN) 86, 977 297, 456 - Email
Facebook (FB) 61, 095 614, 797 - Friendship
Web-EU-05 (EU) 862, 664 16, 138, 468 - Hyperlinks
Hollywood (HW) 1, 985, 306 114, 492, 816 - Collaboration
Web-UK-02 (UK) 18, 483, 186 261, 787, 258 - Hyperlinks
Fully-dynamic (FD) graph streams
DBLP (DB) 317, 080 1, 049, 866 116, 042 Coauthorship
YouTube (YT) 1, 134, 890 2, 987, 624 331, 305 Friendship
Skitter (SK) 1, 696, 415 11, 095, 298 1, 233, 226 Internet
LiveJournal (LJ) 3, 997, 962 34, 681, 189 3, 854, 423 Friendship
edges inC+ or as (2) the superedge {A,B} with |TAB | − |EAB | edges
in C−. In the latter case, |TAB | − |EAB | + 1 ≤ |EAB | holds in the
optimal encoding. Hence, in both cases, the number of references
needed to update the optimal encoding between each supernode
pair {A,B} isO(|EAB |). Due to the reason discussed in the previous
paragraph, the total worst-case time complexity is
O
( ∑
U ∈SN (Sy )
|ESyU |+
∑
U ∈SN (Sz )
|ESrU |
)
= O
( ∑
u ∈Sy
deд(u)+
∑
u ∈Sz
deд(u)
)
.
Scalability in Practice: In practice, the above two subtasks do not
harm the scalability of MoSSo, which proceeds to trials only with
probability 1deд and updates the optimal encoding only if a move
is accepted. We show in Appendix. A.1 that the runtime of MoSSo
in practice increases proportionally to the number of samples (i.e.,
c) per input change, as expected from Corollary 1. For a fixed c ,
MoSSo processes each change in near-constant time, regardless
of the growth of the input graph, as we show empirically in Sect. 4.4.
3.6.4 Space Complexity of MoSSo (Alg. 1). The sub-linear space
complexity of MoSSo proved in Thm. 4 implies that the entire input
graph of sizeO(|V |+ |E |) does not have to be maintained in memory
during the incremental summarization process.
Theorem 4 (Space complexity ofMoSSo). The space complexity
of Algorithm 1 is O(|V | + |P | + |C+ | + |C− |).
4 EXPERIMENTS
We review our experiments for answering the following questions:
Q1. Speed: How fast isMoSSo, compared to the baseline streaming
algorithms and the best batch algorithms?
Q2. Compression Ratio: How compact are the outputs of MoSSo,
compared to those obtained by the best competitors?
Q3. Scalability:How does the runtime of MoSSo grow as the input
graph grows?
Q4. Performance Analysis (Appendix A): How do graph prop-
erties and parameter values affect the performance of MoSSo?
4.1 Experimental Settings
Machine: We performed our experiments on a desktop with a
3.7GHz Intel i5-9600k CPU and 64GB memory.
Dataset:We used ten real-world graphs listed in Table 3. In every
graph, we ignored the direction of all edges and removed both
self-loops and multiple edges. From the graphs, we generate both
insertion-only and fully dynamic graph streams with deletions. We
generated an insertion-only graph stream by listing the insertions
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Figure 4: MoSSo is fast. It processed each change in the input graph up to 7 orders and 2 orders of magnitude faster than the
fastest batch algorithmand the streaming baselines (MoSSo-Greedy andMoSSo-MCMC), respectively. The baseline streaming
algorithms and Randomized ran out of time (> 24 hours) on some large graphs and do not appear in the corresponding plots.
of all edges in a graph. We either sorted the insertions by their
timestamps (if they exist) or randomly ordered them (otherwise).
For a fully-dynamic graph stream, we listed the insertions of all
edges in a graph after randomly ordering them. Then, for each edge,
we created the deletion of it with probability 0.1 and located the
deletion in a random position after the insertion of the edge.
Implementation:We implemented the following lossless graph-
summarization algorithms in OpenJDK 12: (a)MoSSo (proposed)
with e=0.3, c=120; (b)MoSSo-Simple (proposed) with e=0.3, c=120;
(c)MoSSo-Greedy (streaming baseline), (d)MoSSo-MCMC (stream-
ing baseline) with β = 10; (e) SWeG [27] (batch baseline) with
#Threads=1, T=20, ϵ=0; (f) SAGS [13] (batch baseline) with h=30,
b=10, p=0.3; and (g) Randomized [21] (batch baseline).
Evaluation Metric: Given a summary graphG∗ = (S, P) and edge
corrections C = (C+,C−) of a graph G = (V ,E), we used
(|P | + |C+ | + |C− |)/|E | (3)
as the compression ratio. In Eq. (3), the numerator is the objective φ,
and the denominator is a constant, given an input graph G. Eq. (3)
and runtime were averaged over 3 trials unless otherwise stated.
4.2 Q1. Speed (Fig. 4)
To evaluate the speed of MoSSo, we measured the runtime of all
considered algorithms. Specifically, for batch algorithms, we mea-
sured the time taken for summarizing each dataset. For streaming
algorithms, we measured time taken for processing all the changes
in each dataset, and then we divided it by the number of changes
to compute the time taken for processing each change.
MoSSo was significantly faster than its competitors. As
seen in Fig. 4, it processed each change up to 7 orders of magnitude
faster than running the fastest batch algorithm. The gap between
MoSSo and the batch algorithms was wide in large datasets. More-
over, MoSSo was up to 2 orders of magnitude faster than the base-
line streaming algorithms, and the gap increased in larger datasets,
where the baseline method ran out of time. The two versions of
MoSSo showed comparable speed in small datasets, whileMoSSo
was faster thanMoSSo-Simple in large datasets.
4.3 Q2. Compression Ratio (Fig. 5)
To test the effectiveness of MoSSo, we measured the compactness
of outputs obtained by all considered algorithms using the compres-
sion ratio, defined in Eq (3). For streaming algorithms, we tracked
the changes in the compression ratio while each input graph stream
evolved over time. For batch algorithms, we ran them when 20%,
40%, 60%, 80% and 100% of the changes in each dataset arrived.
MoSSo achieved the best compression ratios among the
streaming algorithms, as seen in Fig. 5. Moreover, the compres-
sion ratio of MoSSowas even comparable to those of the best batch
algorithms. Between the two versions of MoSSo, MoSSo consis-
tently showed better compression ratios thanMoSSo-Simple.
4.4 Q3. Scalability (Fig. 1(c))
To evaluate the scalability of MoSSo, wemeasured its runtime in the
Web-EU-05 dataset. As seen in Fig. 1(c), the accumulated runtime
of MoSSo was near-linear in the number of processed changes,
implying thatMoSSo processed each change in near-constant
time. Note that we ignored time taken to wait for input changes to
arrive. More extensive results can be found at Appendix A.3.
5 RELATEDWORKS
Graph summarization has been studied in a number of settings,
and an extensive survey can be found in [18]. We focus on studies
directly related to our work: (1) lossless summarization of static
graphs, and (2) lossy and lossless summarization of dynamic graphs.
Lossless summarization of static graphs: Lossless summariza-
tion algorithms on static graphs output a summary graph with edge
corrections. Greedy [21] examines all pairs of supernodes that are
2-hops away, and among the pairs, it repeatedly merges the pair
leading to the largest saving in the objective φ. Randomized [21]
speeds up the process by randomly picking one supernode and
searching only for the second supernode that leads to the largest
saving in φ, when being merged with the first one. To further re-
duce the time complexity, SAGS [13] selects two supernodes to be
merged based on locality sensitive hashing. While these algorithms
fail to strike a balance between compression and time complex-
ity, a parallel algorithm SWeG [27] succeeds in improving both
parts. Note that these batch algorithms are not designed to address
changes in the input graph and should be rerun from scratch to
reflect such changes. Lossy variants of the graph summarization
problem were also explored in [15, 16, 21, 24, 27].
Summarization of dynamic graphs: Since the dynamic nature
of graphs makes lossless summarization more challenging, previous
studies of dynamic graph summarization have focused largely on
lossy summarization for query efficiency [9, 30], social influence
analysis [19, 20], temporal pattern [31], etc. They aim to summarize:
either the current snapshot of the input graph [9, 12, 30, 32] or
temporal patterns in the entire history of the growth of the input
graph [31]. For the former, existing incremental algorithms [9, 12,
30, 32] produce lossy summary for query efficiency in a form of
graph sketch (i.e., an adjacency matrix smaller than the original
one). Especially, TCM [30] and its variant GSS [9] compress the
original graph G = (V ,E) into a graph sketch Gs by using a hash
function h(·) through mapping a node v ∈ V into a node h(v) in
Gv and mapping an edge {u,v} ∈ E into {h(u),h(v)} inGv . For the
latter, kC & kµ [31] lossily compress the entire history of a dynamic
graph to find temporal patterns. While TimeCrunch [26] is lossless,
it is a batch algorithm for summarizing the entire growth history
of a dynamic graph. To the best of our knowledge, MoSSo is the
first incremental algorithm for summarizing the current snapshot
of a fully dynamic graph in a lossless manner.
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Figure 5: MoSSo is ‘any time’ with compact representations. MoSSo achieved the best compression ratios among streaming
algorithms, which always maintain the summarized representation of the input graph. Moreover, MoSSo achieved compres-
sion ratios comparable to that of the best batch algorithms, which were rerun repeatedly. The baseline streaming algorithms
and Randomized ran out of time (> 24 hours) on some large graphs and so, do not appear in the corresponding plots.
6 CONCLUSIONS
We proposeMoSSo, a simple but fast and effective incremental algo-
rithm for lossless summarization of fully-dynamic graphs.MoSSo
is based on several novel ideas, including Corrective Escape, Fast
Random, and Careful Selection, and they lead to significant im-
provement in speed and compression rates. We empirically and
theoretically show thatMoSSo has the following strengths:
• Fast and ‘any time’: In response to each change,MoSSo updates
its lossless summary up to 7 orders of magnitude faster than
the fastest batch algorithm (Fig. 4). The update time remains
constant while the input graph grows (Fig. 1(c)).
• Scalable:MoSSo successfully summarizes a fully dynamic graph
with up to 0.3 billion edges, without having to maintain the
original graph in memory (Thm. 4).
• Effective: MoSSo shows compression rates comparable to state-
of-the-art batch algorithms (Fig. 5).
Reproducibility: The code and datasets used in the paper are
available at http://dmlab.kaist.ac.kr/mosso/.
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Figure 6: Effects of the parameters of MoSSo. (a) MoSSo gave the most compact output when the escape probability e was
around 0.1. As e increased,MoSSo tended to yield larger outputs without much change in its execution time. (b) As the number
of samples c increased,MoSSo tended to take more time with more compact outputs.
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(b) Scalability of MoSSo andMoSSo-Simple (WEB-EU-05)
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(c) Scalability of MoSSo andMoSSo-Simple (Skitter)
Figure 7: (a) Effects of input graph properties. More nodes with similar connectivity (i.e., higher copying probability β) led to
better compression. (b,c) MoSSo is more scalable thanMoSSo-Simple. MoSSo took near-constant time per change (i.e., accu-
mulated runtime ∝ |E |), whileMoSSo-Simple took more over time (i.e., accumulated runtime ∝ |E |1.42).
A APPENDIX: ADDITIONAL EXPERIMENTS
A.1 Effects of Parameters (Fig. 6)
We analyzed the effects of the parameters of MoSSo on its speed and
compression ratio. To this end, we measured how its accumulated
runtime and compression ratio changed depending on the number
c of samples and the escape probability e in the Skitter dataset.
As seen in Fig. 6, the compression ratiowasminimizedwhen
the escape probability e was around 0.1, and the compression
ratio tended to increase as e increased. While the runtime decreased
as e increased, the amount of change was small. As the number
of samples c increased, the compression ratio decreased gradually,
while the runtime increased proportionally to c .
A.2 Effects of Graph Properties (Fig. 7(a))
To analyze the effect of graph properties on the compression rates
of MoSSo, we used the copying model [14] with varying copying
probabilities. Specifically, we created synthetic graph with |V | =
|E | = 10, 000, 000 based on the model3 and measured compression
rates for each copying probability β . As seen in Fig. 7(a), more nodes
with similar connectivity (i.e., higher copying probability β) led to
better compression.
A.3 Additional Scalability Tests (Figs. 7(b)-7(c))
We measured accumulated runtime of MoSSo andMoSSo-Simple
in the Web-EU-05 and Skitter datasets. As seen in Figs. 7(b)-7(c), the
accumulated runtime of MoSSo was near-linear in both datasets.
However, the accumulated runtime of MoSSo-Simple was super-
linear (proportional to |E |1.42).
B APPENDIX: PROOFS
Proof of Thm. 1. In our solution, we sample twice in a row: we
first draw a supernode according to Eq. (2) and then draw a node
in the supernode. For any given node u in
⋃k
i=1 Si , the probability
of drawing u is
3We symmetrized output graphs and removed all self-loops.
P(u is selected)
= P(Su is selected) · P(u is selected|Su is selected)
=
|Su |
|S1 | + · · · + |Sk |
· 1|Su | =
1
|S1 | + · · · + |Sk |
=
1
S
,
where S := |⋃ki=1 Si | = ∑ki=1 |Si |. Hence, each node in ⋃ki=1 Si is
equally likely to be drawn under this scheme. Thus, a node not
in
⋃k
i=1 Ni is drawn with probability
S−N
S . In such a case, we fail
and repeat the process from beginning. Then, the probability of
sampling each nodew ∈ ⋃ki=1 Ni is
P(w is selected) =
∑∞
i=1 P(w is drawn at the i-th trial)
=
∑∞
i=1 P(w is drawn at the i-th trial) · P(fail (i − 1) times)
=
∑∞
i=1
1
S
·
(
S − N
S
)i−1
=
1
S
· 1
1 − S−NS
=
1
N
.
□
Proof of Thm. 2. To ensure that a sampling scheme converges to
a target distribution, the sampling process is set to be ergodic (i.e.
any supernode can be proposed regardless of the currently sam-
pled supernode) and to satisfy detailed balance (i.e. πiPi j = πjPji ).
Hence, for ergodicity, we set the proposal probability distribution
in the MCMC method to Pi j = P(Sj |Si ) = 1k for any i, j. That is,
the probability that Sj is selected as the next supernode when the
current supernode is Si is Pi j . Even though π and P do not fulfill de-
tailed balance, from the results in [10], introducing the acceptance
probability A(Sj , Si ) = min(1, πjπi
Pji
Pi j ) = min(1,
|Sj |
|Si | ) with which
one accepts each proposed sample guarantees that the sampling
scheme asymptotically converges to π . □
Proof of Lem. 1. In order to retrieving the neighborhood N (u) of
a node u, we need to look up all nodes in any supernode in N (Su )
and those in C+(u) and C−(u). Thus, it takes O(∑Sv ∈N (Su ) |Sv | +
Algorithm 3:MoSSo-MCMC: a baseline algorithm
Input: summary graph: G∗t , edge corrections: Ct ,
input change: {src, dst }+ or {src, dst }−
Output: summary graph: G∗t+1, edge corrections: Ct+1
1 foreach u in {src, dst} do
2 T P (u) ← N (u), T N (u) ← N (u)
3 foreach y in T N (u) do
4 CP (y) ← Vt
5 darw a uniformly random node x from N (y)
6 draw a candidate z ∈ CP (y) using Eq. (4)
7 temporarily move y into Sz
8 compute ∆φ (i.e., change in φ ) for the proposal
9 compute the acceptance probability p using Eq. (5)
10 sample X ∼ unif orm(0, 1)
11 if X ≤ p then
12 accept the proposal and update G∗t , Ct
▷ see Sect. 3.1 for optimal encoding
13 G∗t+1, Ct+1 ← G∗t , Ct
14 return G∗t+1, Ct+1
|C−(u)| + |C+(u)|). Since ∑Sv ∈N (Su ) |Sv | + |C+(u)| = deд(u) +|C−(u)|, the time complexity becomes O(deд(u) + 2|C−(u)|). Let
au = |C−(u)| and bu = deд(u). Then, the average-case time com-
plexity of retrieving the neighborhood of a node is:∑
u ∈V (2au + bu )
|V | =
2
∑
u ∈V au +
∑
u ∈V bu
|V | =
4|C− | + 2|E |
|V | ,
where the second equality comes from
∑
u ∈V |C−(u)| = 2|C− | and∑
u ∈V deд(u) = 2|E |. By the optimal encoding (Sect. 3.1), |P |+ |C+ |+
|C− | ≤ |E | holds and thus, |C− | ≤ |E |. Using this inequality, the
average-case time complexity is bounded by 3 · deд. □
Proof of Thm. 3. A node is drawn from C+(u) with probability
|C+(u) |
deд(u) and from
⋃k
i=1 Si with probability
deд(u)−|C+(u) |
deд(u) . The for-
mer takes O(1), but the latter requires repeated sampling until a
node in
⋃k
i=1 Si is drawn. As in the proof of Thm. 1, a neighbor of
u in
⋃k
i=1 Ni is drawn with probability
N
S in each trial. Thus, the
expected number of trials is simply SN , and the average-case time
complexity of getRandomNeighbor for sampling a node is
|C+(u)|
deд(u) +
deд(u) − |C+(u)|
deд(u) ·
S
N
=
|C+(u)|
deд(u) +
deд(u) − |C+(u)|
deд(u) ·
deд(u) − |C+(u)| + |C−(u)|
deд(u) − |C+(u)|
=
|C+(u)|
deд(u) +
deд(u) − |C+(u)| + |C−(u)|
deд(u) = 1 +
|C−(u)|
deд(u) .
Hence, the average-case time complexity of getRandomNeighbor
for c samples is O(c · (1 + |C−(u) |deд(u) )). □
Proof of Lem. 2.
E[X ] =
∑
u ∈V
(au
bu
bu∑
v ∈V bv
) =
∑
u ∈V
au∑
v ∈V bv
=
∑
u ∈V au∑
u ∈V bu
.
As in the proof of Lemma 1, we can show
∑
u∈V au∑
u∈V bu
=
2 |C− |
2 |E | ≤ 1
and thus E[X ] ≤ 1. □
Proof of Cor. 1. Due to the assumption, a node u is used as the
input of getRandomNeighbor with probability proportional to
deд(u). By Lemma 2, |C−(u) |deд(u) ≤ 1 in average case. Therefore, com-
bined with Thm. 3, the average-case time complexity of getRan-
domNeighbor for c samples in Alg. 1 becomes O(c). □
Proof of Thm. 4. Alg. 1 maintains G∗ and C for the current snap-
shot, and their size is O(|V | + |P | + |C+ | + |C− |) in total. More-
over, additional O(|V |) space is required for storing coarse cluster
memberships of nodes. Additionally, to rapidly estimate the saving
in φ, our implementation maintains the counts of edges between
pairs of supernodes, and the number of nonzero counts is upper
bounded by O(|P | + |C+ |). Hence, the total space complexity is
O(|V | + |P | + |C+ | + |C− |). □
C APPENDIX: DETAILS OFMOSSO-MCMC
In MoSSo-MCMC, described in Alg. 3, we adapt the proposal prob-
ability distribution and the acceptance probability for Stochastic
Block Modeling [23]. Both are described in detail below.
For each testing node y and its uniformly random neighbor x ,
the probability that one among the nodes in each supernode Sz ∈ S
is proposed is defined as
p(Sy → Sz |Sx ) :=
|ESz,Sx | + ϵ
|ESx | + ϵ |S |
, (4)
where ESx is the set of edges adjacent to a node in Sx , and ϵ is a
parameter that makes every supernode is selected with non-zero
probability (i.e. making the process ergodic). As illustrated in Fig. 8,
Eq. (4) places importance on supernodes densely connected by
many edges to Sx .
The move of y into a sampled supernode Sz is accepted with the
probability defined in the Metropolis-Hastings fashion [10] as
min
(
1, e−β∆φ
∑
Sx ∈S p
y
Sx
· p(Sz → Sy |Sx )∑
Sx ∈S p
y
Sx
· p(Sy → Sz |Sx )
)
, (5)
where pySx := |N (y) ∩ Sx |/|N (y)|, and β is a parameter used to
control howmuch randomness is injected in accepting the proposed
change. The higher β is, the more likely the algorithm is to accept
the change even if the change increases φ. Note that p(Sz → Sy |Sx )
in Eq. (5) should be computed after y is moved from Sy to Sz .
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Figure 8: Proposal probability distribution in MoSSo-
MCMC. (Left) An input graph with the color of nodes in-
dicating their membership to supernodes. (Right) Its sum-
mary graphwhere the thickness of each superedge indicates
the number of edges between the supernodes. According to
Eq. (4), if y is a testing node, it is most likely that one among
the nodes in Sa is selected as a candidate.
