Abstract. Although originating in hydrology, the classical Horton analysis is based on a geometric progression that is widely used in the empirical analysis of branching patterns found in biology, atmospheric science, plant pathology, etc., and more recently in tree register allocation in computer science. The main results of this paper are a large deviation rate and a central limit theorem for Horton bifurcation ratios in a standard network model. The methods are largely self-contained. In particular, derivations of some previously known results of the theory are indicated along the way.
is then taken to be the stream order). Thus the order-one streams are precisely the (order-one) external links. The maximal order taken over streams in the network is called the network order.
Fluctuations in network statistics are represented by assuming all networks of the same magnitude n to be equiprobable, called the random model. Because of an inherent imprecision in the small scale details of large river networks, we typically would like robust (large source number) asymptotics for the network variables. Precise asymptotics on the expected (i.e., phase average) network order (maximum stream order) have been obtained by Meir, Moon, and Pounder [22] , who show that for fixed n, the expected order is 1 / 2 log 2 n + O(1). Shreve has conjectured on the basis of computer simulation that the location of the mode should also roughly coincide with this value, the details of which are clarified by the results of Meir, Moon, and
Pounder [22] . Note that for a given value of n, the largest network order possible is 1 + log 2 n. Our focus here is on the asymptotics for sample averages of the lower-order streams and links. Specifically, let Li,n and Si,n denote the sample numbers of links and streams, respectively, of order in a network of magnitude n. These represent the sample values we compute from a network map. The ratios L2,n/LI,n L2,n/n and S2,n/SI,n S2,n/n are called Horton link and stream number bifurcation ratios, respectively. Empirical forms of Horton's laws refer to the asymptotic stability of these ratios for basins of large magnitude.
Noting a simple mean and variance computation by Werner [27] , Gupta and Waymire [15] provide the theoretical counterpart in the form of a law of large numbers for the stream number bifurcation ratios and Mesa [23] for the link numbers; see also Gupta and Waymire [14] for a related overview. The purpose of the present paper is to provide a description of the fluctuations in the form of central limit theorems and large deviation rates where possible. We consider two statistics, the stream number bifurcation ratio and the link number bifurcation ratio. We first obtain a large deviation rate for the former ratio, from which a central limit theorem will also follow. Although we have not obtained the corresponding descriptions of the fluctuations for the link number bifurcation ratio, the computations given in 4 suggest that similar results should hold for this ratio.
Some very interesting results have already appeared in the literature, which provide Gaussian asymptotic approximations to combinatorial enumerations, e.g., see
Carlitz et al. [5] , Harper [16] , Flajolet and Odlyzko [Ii] , and Bender [2] . In particular, Bender [2] 
The random model is defined by the probability measure P, which assigns probability ]n -to each T n. The random variables L,n,S,n, denoting link numbers and stream numbers of order i, respectively, are defined on u as in the Introduction. The random variables u(n) L2,n/n and (n) S2,n/n are referred to as link and stream
number bifurcation ratios, respectively. It is now well known that the value of each of the bifurcation ratios S2,n/n and L2,n/n stabilizes according to the following law of large numbers. THEOREM 2.1. (Law of large numbers). For the random model, (i)S2,n/n Z in probability as n ; (ii) n2,n/n in probability as n .
In fact, this may be obtained by the methods of the present paper according to which one has the following properties.
The exact expressions in (ii) are new, but the exact forms in (i) have been obtained previously by other methods. It is important to note from the exact calculations that the asymptotic formulae for the first two factorial moments do not provide the asymptotic variance; i.e., there is an c-c contribution. For example, Var'2,n E2,n(2,n 1) + E2,n (E2,n) 2 
Remark. This lemma is used in the moment computations given in 4. Its verification is quite amenable to "proof" by symbolic algebra software; e.g., Macsyma or
Maple. This was, in fact, our first approach (after calculator tests) to checking the assertion. However, the result can also be obtained as a case of Gauss's theorem for 2F1 hypergeometric functions or by induction, as indicated below. For us, the identity (2.4) was uncovered by the process of "matching asymptotics," i.e., in trying to identify the slowly varying part of the asymptotic Tauberian expansion (4.11) below.
Proof of Lemma 2. Likewise, the equivalent variant (2.5) may be obained as a specialization of the (Hagan/aothe) identity (3.146) given in Gould [13] ; take y 2n + 1,p n + 1, x 1, q -1, and z 2, there.
Thus, it suffices to show that
By induction, suppose for k _ n (2.9) is true; then for k n + 1, we have n!(n + 2) f12 (cosO)2ndO
To accompany the law of large numbers it is important to have some measure of the fluctuations from the average. The idea behind the large deviation rate is that the probability of a deviation from the mean by some prescribed amount goes to zero at an exponentially fast rate, which we may try to calculate. The following results describe probabilities of fluctuations from this point of view. -(4y-1)) ).
The rate function I(y) is called an entropy function in the theory of large deviations; see Ellis [9] . The graph of the entropy function (2.12) is a U-shape on the interval (0, 1/2) with a minimum at (1/4, 0). Solving for these generating functions, we find singularities other than poles. This does not seem to be covered by general theory; cf. Bender [2] .
3. Some preliminaries. We continue to let li(n, k), si(n, k) denote the number of trees in 'n having k links of order and k streams of order i, respectively. Then for the random model (3.1)
, n_>l,k>_O.
In view of the recursive structure of the trees as described precisely in Meir, Moon, and Pounder [22] , we obtain convolution identities among the s2(n, k)'s and 12(n, k)'s of the following forms. 
The proof of these recursions are fairly straightforward and will be left to the reader. It is to be noted that, in either case, special provision must be made for the order-three networks (i.e., n 4, k 2 for stream count, n 4, k n-2 for link count). (i) e(1, X) 1,2 (2, x) x,e(3, x) 2X,(4, x) x + 4x, (3.7b) and (3.8a) (ii) n-1 2(n, x) E 2(m, x)2(n m, x), n _> 3, For ease in reference, we close this section with the statements of the theorem to be used in the proofs in 5. Theorem 3.3 seems to have a somewhat fragmented history and has been useful in diverse contexts; see Cox and Griffeath [7] and references therein. A systematic treatment of the elements of large deviation theory can be found in Ellis [9] and Deuschel and Stroock [8] . Following is how we obtain (4.10) from Lemma 2.1 and the above. The case of (4.9) is similar. When the Tauberian theorem is applied, we need only consider the terms having highest power of (1-4t) follow. We now apply Theorem 3.3 to get both the large deviation probabilities and the central limit theorem.
