Abstract-We present an exploration of the encoder-decoder structured Long Short-Term Memory Network (LSTM) as a detector of the anomalous missing observations in streaming medical data by using the difference between the LSTMreconstructed and observed values as the anomaly detector. We experiment with time-series data from bedside monitoring devices from the available Medical Information Mart for Intensive Care Database (MIMIC). Our results show that not only encoderdecoder LSTM approach works well for detecting the difference between anomalous and normal missing observations in streaming medical data, but also has an imputation potential for the missing data.
I. INTRODUCTION
Missing data, especially in streaming sequences of observations, is not necessarily problematic in and of itself. The problem with missing data is that there is intrinsically no context. Thus, determining if the missing data is anomalous is not trivial. For example, determining the difference between a monitoring device being routinely restarted versus the same device malfunctioning is difficult to detect. When observing the data this device produces, determining the difference may not be trivial. Furthermore, a variable may not be recorded for every time step for other reasons, especially in time series data such as the observational data streaming from bedside monitoring devices. Some of these reasons can and often do create sparse observational medical data.
If a system is expected to have every variable at every time-step recorded by a non-null observation, then detecting missing data becomes trivial. We can simply flag any variable at any time-step that has a null value. However, many realistic datasets [1] are sparse and not always for anomalous reasons. Thus, determining which observations are anomalously missing versus expectedly missing observations is important, especially in the medical domain.
Long Short Term Memory Networks (LSTM) [2] , a form of Recurrent Neural Networks (RNN) [3] , have been proven successful in predicting variables in time-series. Furthermore, an encoder-decoder LSTM, one of the main architectures for an LSTM, has been shown successful at detecting anomalous in unpredictable sequences of data [4] . Since missing data is inherently unpredictable due to lack of context, we aim to show that encoder-decoders are well suited to solve this problem. An encoder-decoder LSTM learns the behavior of a 'normal' sequence and learns to reconstruct this sequence. Any error in this process is deemed an anomaly because it has not 'seen' this sequence before.
The research presented in this paper is an iteration of the ongoing research [5] , the other main architecture for an LSTM, mainly tested in the previous paper showed promising results in not only modeling the data but also detecting anomalies. However, the prediction based LSTM was not robust against missing and unpredictable data sequences. Any missing data had to be imputed. This defeats the purpose of trying to detect anomalous missing data, or data that is unexpectedly missing.
Our aim in this paper is to test how well encoder-decoder LSTMs detect anomalously missing observational streaming medical data.
A. Errors and Anomalies
Incorrectly labeling anomalous data as normal and viceversa can be highly problematic in the medical domain. Thus, we handle suspicious data as if they are anomalies until shown to be normal. The taxonomy of these anomalies is detailed in previous works such as [5] , [6] , and [7] . Reiterating their taxonomy is not included in this paper. However, its worth mentioning that most anomaly detection techniques only detect point anomalies. Our goal is to detect all three categories of anomalies; point, contextual, and collective.
II. BACKGROUND
From previous research, we found prediction based LSTMs were not robust to the challenge of missing data [5] . Missing data needed to be imputed with various techniques. However based on further research of reconstruction-based LSTMs, or an encoder-decoder architecture, we observed that these architectures could be much more robust to missing data. Furthermore, this type of architecture is also more robust to unpredictable sequences which are discussed later. Long Short Term Memory networks, or LSTM, are popular neural networks for processing and predicting sequential data. They are a form of recurrent neural networks, or RNN, that are specially designed for processing long sequences of data, and we used them for analysis of the time series data. We are exploring how LSTMs can be applied to the medical domain, especially for anomaly detection. In a previous work, we laid out the topography of anomalies and how they relate to medical data. During this research, they applied prediction based LSTMs to the challenge of detecting temporally anomalous data in medical datasets. In this research we explore how reconstruction based LSTMS, or an encoder-decoder architecture, can exhibit greater robustness in respect to the missing data.
A. Anomaly Detection with Encoder-Decoder LSTM
The Encoder-Decoder LSTM, or a reconstruction based architecture, learns how to encode a sequence into a smaller representation of the data and decode, or reconstruct, the exact sequence successfully [8] .
The main idea with using LSTMs as anomaly detector is about LSTM's ability to effectively reconstruct sequences from the inputs, where the encoding-decoding is based on the structure of previously observed sequences. If LSTM does poorly at reconstructing a sequence, then this must be a sequence it has not been trained on. If the model has not trained on a similar sequence, then the sequence can be potentially seen as an error or an anomaly.
Our aim was to testing how well an LSTM can detect anomalies, including potential data quality errors, in a typical medical data.
III. APPROACH
Our approach is to train an LSTM-based encoder-decoder to reconstruct non-anomalous data sequences, so that it will perform poorly only upon sequences of previously unseen sequences, which could be sequences of erroneously missing or inserted data.
Formally, consider a time-series X = {x 1 , x 2 , . . . , x l } of length l, where each element x i ∈ R m is an m dimensional vector, and observed at time t i . During the training stage, the encoder learns to map X into a fixed length vector, and the decoder learns to remap the encoded vector into X.
. . ,x l } be the reconstructed sequence of X. If we further assume S N to be the training dataset that includes k non-anomalous sequences of length l and X j is the j th sequence, then the LSTM encoder-decoder is trained to minimize the error between X andX. As detailed in a later section, since we use one hot encoded input and outputs, the training is designed to minimize categorical cross entropy.
Once trained, the LSTM encoder-decoder detects anomalous missing data based on the error between the original vector x i and the reconstructed vectorx i , where the error is defined as:
Since the model is trained on a non-anomalous dataset, errors will be low for a non-anomalous sequence and high for an anomalous sequence [9] .
To quantify the error score for an anomalous element in an unseen sequence, we generated error vectors by feeding sequences in the validation set S V into the LSTM, and modeling a statistical distribution . Then for a test sequence X ∈ S T and its error vector (e 1 , e 2 , . . . , e l ), where S T is a test dataset, the corresponding p-value vector (p 1 , p 2 , . . . , p l ) are generated from . For each x i ∈ X, if p i < τ, predefined threshold, then we consider x i is anomalous and replace it with reconstructed valuex i . Identification of an optimum window size is crucial for an LSTM encoder-decoder to utilize information sufficient for reconstruction and to capture a valid representation of nonanomalous state. For this, we test four different window sizes to see which produces the most accurate results. Specifically, we tried window sizes of three, five, ten, and twenty. For the sake of consistency, the size of reconstructed sequences matches its respective window size.
IV. EXPERIMENTAL SETUP

A. Data
Our current approach to the evaluation of the encoderdecoder LSTM involves the use of a realistic, properly curated, "clean" medical dataset. We use this dataset to create testing dataset with removed values to test the LSTM approach.
1) Medical Information Mart for Intensive Care Database (MIMIC):
We have identified a source of sparse, missing data in the bedside monitoring devices. For this project, we analyze time series signals such as heart rate, systolic blood pressure, diastolic blood pressure, and respiration rate. Using these signals, we aim to detect the anomalously missing observations present in them. We start with a curated dataset to train as the normal sequences, and randomly altered data to create erroneous dataset for testing. Similarly to our previous research, the training dataset will simply be the lab results of over 40,000 real patients from the Medical Information Mart for Intensive Care (MIMIC-III) database [10] . These are CSV files that include all the bedside monitoring devices recorded for a patient during an Intensive Care Unit (ICU) stay.
2) Missing Values: Since the MIMIC-III dataset consists of real ICU events of real patients, the data is very sparse. As expected, not all devices are recorded at each time step, and most patients have a varying length of stay. As previously noted, some observations such as the glucose level, are measured for less than 50 percent of the time steps. On the other hand, heart rate is observed during most of the stay. In our previous research, to overcome the sparseness in the data we used imputation strategies to provide a reasonable estimate for the missing data. We had to do this because the predictionbased LSTM was not robust to missing data. For our tests, we still impute the missing data so that it is able to be processed. However, we will replace the missing observation with '-1' in order to represent a missing observation. To test our reconstruction based LSTM strategy, we randomly "remove"" observations by inserting the erroneous '-1s' into the data.
# s e q u e n c e l e n g t h l e n g t h = 20 # u n d e r l y i n g m i s s i n g d a t a d i s t r i b u t i o n d i s t = np . z e r o s ( l e n g t h ) # r e p r e s e n t s o r i g i n a l d a t a d a t a = np . ones ( l e n g t h ) 3) Observation Removal: For our purposes, we assume the MIMIC III data that is used in training the neural network model is devoid of anomalies and is considered to be normal data. This data will still consist of missing values. These missing values will be considered normal and expected. Our aim is to detect the difference between expected missing data and anomalous missing data.
4) Normal Observation Removal:
In order to remove values from the training data that will be considered normal, we used the following formula: The code sequence (Figure 1) creates the error distribution of a missing data in the training sequence. This distribution is presented in Figure 2 . 
5) Anomalous Observation Removal:
To represent the anomalous behavior of the streaming observational data, we remove observations from the otherwise normal data. We apply following strategies for anomalous data removal: 1) Stochastic: We randomly remove 10 percent of the observations. 2) Systematic: We systematically remove every fifth observation.
3) Clustering: We systematically remove a cluster of three observations from every 10th observation.
B. Training and Testing
We held 90% of the data for training and 10% of the data for testing. We used twenty time-steps as input and twenty time-steps as output. More concretely, each element of the sequence is considered a time-step. The actual time difference between each observation in the MIMIC data varied. For our purposes, we normalized the time difference between each observation, or element, so that the time difference between each element in the sequence is the same. This allows us to focus on the task of improving data quality with missing data detection and imputation. However, testing with different time-steps would be another extension of research in the future. For our approach, we one-hot-encoded [11] the input sequences and similarly one-hot-decoded the output sequences. This way we framed the problem as a classification problem instead of a regression problem. This made the masking and prediction of missing data much easier since the value was an integer instead of a rational number. Since the problem is framed as a classification problem, the loss function we optimized for was the categorical cross-entropy function. The optimizer we used was ADAM [12] . We then trained for 500 epochs. Combining the use of one-hot-encoded data with the use of '-1s' for missing data, presented a challenge during the training process that is worth mentioning. First, many standard functions that convert vectors to categorical, one-hot-encoded vectors do not work with negative numbers.
This was the case with the standard Keras to-categorical function. Second, when decoding the vector, we simply used argmax() on each categorical vector in order to decode the vector into the integer. These standard functions typically do not work with negative numbers. Lastly, we did not want to use zeros for missing data because we wanted the model to be robust to using any zeros in the sequence as legitimate data. To overcome this as shown in Fig. 3 , we added 1 to all of the values in the sequence, and then we one-hot-encoded them. After this, we inserted zeros into the sequence where we wanted to "remove" data. Lastly, we subtracted one from the decoded values so that the original values and the "-1s", or missing data, would still be intact by the end of training. We were able to use this method during training and testing in order to train on expected and anomalous missing data 1) Detection of Anomalously Missing Data: In order to test the detection of anomalously missing data, we created sequences that had expected missing data and then randomly removed other elements of the sequence. For the expected missing data, we trained on sequences that had the fourth element of every sequence removed. After training and before testing, we randomly remove at least two other time-steps in the sequence. This gave us a sequence that we could test. Our hypothesis was that the model would be able 
2) Imputing Missing Data:
The next test was to see if the predicted elements for the randomly missing data would be close enough to the original sequence that we could actually impute the missing elements with the predicted elements. Our hypothesis was that the model could accurately predict the elements that were missing. This would allow sequences with missing data to be imputed with the output of the decoder LSTM.
V. ENCODER-DECODER LSTM ARCHITECTURE
The encoder-decoder LSTM architecture is a method of organizing LSTMs for sequence-to-sequence prediction problems. This allows us to generate output sequences based on an input sequence. These sequences can be of varying lengths which provides this architecture flexibility and success with tasks such as language translation. We are able to use this architecture to detect data quality impurities such as anomalously missing data. This section will serve to provide more detail on how this architecture functions. The encoder-decoder architecture consists of two layers of RNNs, in our case LSTMs. One LSTM is used as the encoder. The other LSTM is used as the decoder.
A. Encoder LSTM
The encoder receives an input sequence, processes the input sequence, but returns only the cell states -discarding the outputs. The cell states will be used for the context in the decoder [8] .
B. Decoder LSTM
The decoder LSTM receives the final hidden and cell states provided by the encoder and generates a prediction of the next element in a sequence based on the previous element. More concretely, the decoder carries out a process called "teacher forcing" [13] . This is a process by which the decoder is trained to convert the target sequence into the exact same sequence but offset by one time-step in the future. For our implemented training model in Fig 5, we actually pass the sequence of hidden states from the decoder to the dense layer for output [8] . The process described above is only for training. The process is slightly different during inference, as shown in Figure 6 . This is when the model wants to decode an unknown input sequence. Similar to training, the inference encoder model, Fig 5, encodes the input sequences into state vectors. However, the inference decoder requires three inputs: the encoded sequence output, the hidden and cell states feed from the encoder, and the output from this inference decoder. Thus, the inference decoder is called recursively. This produces predictions for the a single, future element. The next element is sampled back into the inference decoder using this predictions and appended to the next element of the target sequence, or encoded sequence output from the encoder. This process is repeated until the sequence length limit is reached [8] . After 274 epochs, we reached detection accuracy of around 98%. The 302nd epoch was the first one where 100% accuracy was reached. However, we trained for 500 epochs ending with 100% consistent accuracy.
A. Detecting the difference between expected and anomalous missing data
The model was able to learn the difference between expected missing data, and anomalously missing data. The output from the decoder included the expected missing data, "-1s", as well as element predictions for the time-steps that were anomalously missing. This effect is illustrated in Figures 8 and 9 . Fig. 8 shows the distribution of errors over 500 testing samples, where error is measure of reconstructed sequence length, and observed sequence length. The high frequency of zero-length errors shows that the model is successfully and accurately reconstructing sequences that match very large number of observed sequences. The reason for a small growth in errors around value 80 is two-fold. One, the training data is normally distributed around value 80. Second, the generated sequence may incorrectly predict an expected missing value; thus, creating the error difference.
In Fig 9, we show a different, validation set that includes stochastically removed values -anomalously missing values. The effect is even more exaggerated here, and because of the normal distribution of the error values. We see the difference between predicted/reconstructed and observed sequences clustered around the value 80 which is around the mean sequence length where there was a greatest concentration of errors.
B. Imputing missing data through Encoder-Decoder LSTMs
We observe that this effect not only shows the potential of using LSTMs for detection of anomalous values, but for improving data quality by detecting and imputing anomalous missing values. Detection and imputation happen at the same time. Detection is an indicator derived from the LSTM reconstruction. We also get the imputation for free because the LSTM is offering a suggested, reconstructed sequence in place of the observed one. We could potentially use the output from the decoder LSTM to impute the original sequences. Thus, if the encoder-decoder is trained on enough correct data, then the decoder could be used to impute the missing data, and improve the quality of data sequences automatically. 
VII. INITIAL APPLICATIONS
There is potential to use this approach as a foundation for a data quality tool that will in addition to error detection, offers an imputation capability. We will look to apply this capability to our ongoing work with the medical datasets.
VIII. FUTURE WORK
The next step in this research is creation of a custom accuracy or loss function for the testing data such that a p-value threshold can be determined from the distribution of errors. The error distributions have continuously shown to reflect a Poisson distribution, rather than a Gaussian distribution. Regardless, finding an optimal p-value over this distribution would allow an algorithm to individually test each element for abnormality. If the value is shown to be abnormal and the original input sequence is shown to have a missing value for that element, then the algorithm could impute that element in the original sequence with the reconstructed, or predicted, value. This leads into the next area for future work, and that is an automatic data cleaning or quality improvement tool. If the model was trained on clean data, then use of the model in combination with an algorithm could provide a tool for automatically cleaning data, or at lease automatically imputing anomalously missing values. Of course, it appears that this may, in the short term, only work on sequential data streams. However, there are probably other modalities of data that could be framed in a similar sequence-to-sequence pattern.
IX. CONCLUSION
After experimenting with time-series data from bedside monitoring devices from the available Medical Information Mart for Intensive Care Database (MIMIC), we have shown that encoder-decoder LSTMs are effective for detecting the difference between anomalous and normal missing observations in streaming medical data. Furthermore, after detecting an anomalous missing value, the predictions, or reconstructions, from the decoder provide beneficial suggestions such that we can impute the original value with these suggestions. Combining the LSTM model with an algorithm to test an error threshold, these techniques can lead to an automatic data quality improvement tool, at least for missing data if not any anomalous value.
