Abstract-Volumetric flow rate estimation is an important ultrasound medical imaging modality that is used for diagnosing cardiovascular diseases. Flow rates are obtained by integrating velocity estimates over a cross-sectional plane. Speckle tracking is a promising approach that overcomes the angle dependency of traditional Doppler methods, but suffers from poor lateral resolution. Recent work improves lateral velocity estimation accuracy by reconstructing a synthetic lateral phase (SLP) signal. However, the estimation accuracy of such approaches is compromised by the presence of clutter. Eigen-based clutter filtering has been shown to be effective in removing the clutter signal; but it is computationally expensive, precluding its use at high volume rates. In this paper, we propose low-complexity schemes for both velocity estimation and clutter filtering. We use a two-tiered motion estimation scheme to combine the low complexity sum-of-absolute-difference and SLP methods to achieve subpixel lateral accuracy. We reduce the complexity of eigenbased clutter filtering by processing in subgroups and replacing singular value decomposition with less compute-intensive power iteration and subspace iteration methods. Finally, to improve flow rate estimation accuracy, we use kernel power weighting when integrating the velocity estimates. We evaluate our method for fast-and slow-moving clutter for beam-to-flow angles of 90°a nd 60°using Field II simulations, demonstrating high estimation accuracy across scenarios. For instance, for a beam-to-flow angle of 90°and fast-moving clutter, our estimation method provides a bias of −8.8% and standard deviation of 3.1% relative to the actual flow rate.
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I. INTRODUCTION

B
LOOD flow estimation using ultrasound imaging can provide both blood velocity vectors and flow rate information. When used in conjunction with visualization tools, such as color flow imaging, it is an effective technique for diagnosing cardiovascular diseases, such as arterial stenosis. Combined with B-mode imaging, it helps identify both the extent and location of the vascular malformation [1] .
Flow estimation has recently become a subject of active research [2] , [3] . Three-dimensional (3-D) blood velocity vectors are desirable in clinical practice, potentially providing a full velocity vector field and making it possible to calculate volumetric flow rate across an arbitrary plane. However, 3-D flow estimation is quite challenging, as its computational complexity is drastically higher than its 2-D counterpart [3] .
Traditionally, blood velocity estimation methods have been based on autocorrelation methods, such as Kasai estimator and the 2-D autocorrelation estimator [4] . These methods estimate only axial velocity (along the ultrasonic beam direction). The estimation accuracy of the primary flow becomes poor when the beam-to-flow angle approaches 90°. Various methods have been proposed to overcome this angle dependency and enable estimation of 2-D or 3-D velocity vectors. For example, the 2-D cross-beam vector Doppler method uses multiple subapertures and combines multiple Doppler measurements to obtain both lateral and axial velocities [5] . Recently, a 3-D crossbeam multiple receiver scheme has been used for estimation of low velocity flows [6] . Alternatively, complex receive schemes can introduce transverse oscillation (TO) [7] , [8] so that 2-D or even 3-D [9] velocity vectors can be estimated using the basic Doppler principle. Recently, the TO method has been combined with plane-wave imaging to provide high frame rate 2-D flow imaging [10] . SARUS is a synthetic aperture 3-D ultrasound system [11] that supports flow estimation based on the TO method.
Other velocity estimation methods use time-delay estimators (TDEs), such as cross correlation, to estimate motion. The directional beamforming method generates beamforming lines in the flow direction and estimates velocity using cross correlation [12] . However, this method requires a priori knowledge of beam-to-flow angle. Speckle tracking was among the earliest motion estimation methods used in ultrasound, and does not require prior knowledge of the flow angle [13] . Since the blood speckle is correlated with blood movement, kernel matching techniques can be used to track blood velocity. For example, a 2-D blood velocity estimation based on speckle tracking with plane-wave imaging has been shown to achieve high frame rates [14] . Estimation robustness can be improved via compounding speckle tracking based on dual angle plane-wave imaging [15] . Speckle tracking methods have also been used for estimation of complex flows generated through computational fluid dynamics simulations [16] , [17] .
Speckle tracking can be naturally extended to handle 3-D motion estimation. In fact, 3-D fast imaging [18] in recent years. Recent work [19] presents a customized 3-D ultrasound imaging system, with a 32x32 matrix probe, that supports flow imaging with high frame rates. Despite challenges due to large computational complexity, these developments have made speckle tracking a promising technique for real time flow estimation [3] . There are other flow estimation techniques that utilize microbubble contrast agents to enhance the contrast-tonoise ratio between the flow containing microbubbles and surrounding static tissue responses [20] . Because many of these techniques are also based on use of autocorrelation or cross correlation or otherwise rely on pulse to pulse signal coherence, the instability of the ultrasonic response of microbubbles puts a constraint on the ensemble length, resulting in lower accuracy [21] , [22] . A Fourier-based velocimetry that uses estimates over a range of frequencies for higher estimation accuracy is proposed in [23] with some demonstrated improvement when using microbubble as contrast agents.
In 3-D speckle tracking with plane-wave imaging, lateral image resolution remains poor and subpixel estimation is usually needed. In [24] , we proposed a two-level scheme to combine the low-complexity sum-of-absolute-difference (SAD) estimator and a 3-D version of the synthetic lateral phase (SLP) method [25] to provide accurate blood velocity estimation with subpixel accuracy for the clutter-free case. Here, we extend that work and propose a technique to improve the accuracy of 3-D velocity estimation through phase correction resulting in better subpixel accuracy.
Our prior velocity estimation method [24] was designed for a clutter-free blood signal. However, the clutter signal that originates from the vessel wall and surrounding tissue cannot be ignored in clinical imaging and a good clutter filter is required to attenuate it. High-pass filters are typically used to remove clutter, as the blood signal usually has higher frequency than the clutter signal. However, a traditional filter with fixed characteristics is not suitable for handling varying blood velocities and clutter characteristics [26] . Eigen-based clutter filters are more robust and better suited to handle varying characteristics [27] , [28] , but the computational expense of such approaches for 3-D blood flow estimation is high.
Recently, we proposed a low-cost eigen-based clutter filter method [29] , with only about 14% computational overhead over our clutter-free blood velocity estimation system [24] . This method was designed for slow-moving clutter and relied on the use of the power iteration method to remove the most significant subspace. However, clutter can be fast moving, as shown in [27] , [30] , in which case removing only one subspace is insufficient. In this paper, we present techniques that can remove one or more subspaces and thus can handle both slow-moving clutter (where the clutter velocity is 0.5% of the peak blood velocity) and fast-moving clutter (where the clutter velocity is 10% of the peak blood velocity). We validate our techniques through Field-II [31] simulations for both slow-and fast-moving clutter, and for 60°and 90°beam-to-flow angles. Our simulation results show that the proposed clutter filters attenuate the clutter significantly, and thus provide good blood velocity estimation results. Furthermore, for accurate flow rate estimation, we use a weighting of kernel power that assigns fractional weights to kernels that are not fully inside the vessel, thereby improving overall flow rate estimates.
In this paper, we make the following contributions. 1) We improve blood velocity estimation performance by better approximation of the phase information compared with [29] . 2) We propose clutter filter techniques based on subspace iteration and power iteration to deal with both slowand fast-moving clutter. Both techniques have significantly lower complexity than direct implementation of a singular value decomposition (SVD)-based clutter filter with only a small difference in estimation performance. 3) Field-II simulation results show that our blood velocity estimation scheme is quite accurate, with less than 8% average bias for both slow-and fast-moving clutter. The average standard deviation of the estimation is smaller for 90°scenario (< 12%) than that of the 60°scenario (< 16%). 4) Volumetric flow rate estimation is also quite accurate.
For a beam-to-flow angle of 90°, the bias is −8.2%, and the standard deviation is 5.6% for slow-moving clutter; the bias is −8.8% and the standard deviation is 3.1% for fast-moving clutter. This paper is organized as follows. In Section II, we describe our methods for 3-D speckle tracking, clutter filtering and flow rate calculation. The simulation results are presented in Section III. The computational complexities of our methods are compared in Section IV. Discussion of results and comparisons with related work are presented in Section V. This paper is concluded in Section VI.
II. METHOD
Blood flow estimation requires high acquisition rate to reduce the effect of decorrelation, and thus imaging systems that require multiple firings to form a single volume are not suitable for this task. A plane-wave imaging system is able to obtain an entire 3-D volume in each firing and can achieve sufficiently high acquisition rates. So, in this paper, we design our flow estimation methods using a plane-wave imaging system with separable beamforming [32] , [33] , which can potentially achieve frame rates as high as 6000 volumes/s. A system-level block diagram is shown in Fig. 1 , with this paper focusing on the clutter filter, motion estimation, and flow rate estimation blocks.
A. Motion Estimation
1) 3-D Speckle
Tracking: Speckle tracking estimates motion across frames by searching for the best match of a kernel in the reference frame with candidate kernels in the search region (usually centered around each kernel location) in a previous frame. Candidate kernel locations are evaluated with a goodness-of-match cost function; typically, this cost function is a TDE, such as SAD, sum of squared difference (SSD), or normalized cross correlation (NCC) [34] . Among these, SAD has the lowest computational complexity and NCC is the most computationally demanding. Their pixel-level performances are comparable in most cases [34] , but NCC can preserve phase information, which allows more accurate subpixel estimation [25] .
Three-dimensional speckle tracking has advantages over its 2-D counterpart because it does not suffer from speckle decorrelation caused by out-of-plane motion [35] . Assume x 0 (i, j, k) is a pixel in the kernel region X 0 , and x 1 (i + α, j + β, k +γ ) is a pixel in the candidate region X 1 that is displaced by (α, β, γ ) compared with X 0 . SAD, SSD and NCC estimates are computed using (1)-(3), respectively, shown at the bottom of the next page. HereX 0 andX 1 are the average pixel values, and σ (X 0 ) and σ (X 1 ) are the standard deviation of pixels in kernel regions X 0 and X 1 . The estimated motion vector (α,β,γ ), corresponding to the best match candidate across two frames, is averaged across the frames in a packet to give the motion estimation of the kernel of interest.
When using speckle tracking for flow estimation in a single transmit plane-wave system, the TDE estimators provide limited accuracy in lateral dimensions as the space between scanlines is quite large (λ) and the lateral resolution is poor due to lack of transmit focusing. To improve lateral accuracy, methods based on linear interpolation [36] and polynomial fitting [37] have been studied for 2-D systems. However, the improvement in subpixel accuracy is limited. The SLP technique [25] estimates the subpixel movement by locating the fractional position where the phase of the correlation function is zero. This position is determined by finding the location where the magnitude of the cross-correlation function is maximized. In lateral dimensions, the spectrum is centered at DC, and no phase information is present. Artificial phases must be created by splitting the spectrum into halves so that the spectrums are no longer centered at DC. Next, we describe a 3-D extension of this method, named SLP-3D, for estimating the phases of the cross-correlation functions and using these to derive a motion vector with subpixel granularity.
2) Synthetic Lateral Phase in 3-D:
In [24] , we extended the SLP algorithm [25] designed for 2-D speckle tracking to the 3-D case (SLP-3D). In SLP-3D, the pixel-level estimates of 3-D motion vectors are calculated using the crosscorrelation functions, while the subpixel-level estimates are obtained by locating the zero phase positions. To estimate the subpixel motion using the phase-based zero crossing method, we need phase information, which is present only in the analytical signal. In the axial dimension, the analytical signal is obtained by taking only the positive half of the 3-D fast Fourier transform (FFT) along that dimension (four out of eight quadrants) and the phase-based zero crossing is used to determine the subpixel motion. As in the 2-D case, there is no carrier frequency and hence no phase in the lateral dimensions, and the phase signal must be generated artificially.
The SLP-3D procedure is shown in Algorithm 1. Note that Step 1 is done for each volumetric frame, while Steps 2 and 3 are done for each frame pair.
Step 1 computes the 3-D FFT 
Algorithm 1 Procedure of SLP-3D Algorithm
Step 1 Preprocessing 1) Obtain the spectra of the frame by computing 3-D FFT 2) Split each analytical spectrum into halves in both lateral dimensions, resulting in four spectra 3) Compute the Inverse FFT of the spectra to obtain four volume pairs:
where V x+,y+ corresponds to the spectrum with positive frequencies in both x and y dimensions, V x+,y− corresponds to the spectrum with positive frequencies in x dimension and negative frequencies in y dimension, and so on.
Step 2 Pixel-level estimation 1) Compute cross correlations of four volume pairs, (4) 3) Search for the peak using one of the three cross-correlation functions Step 3 Subpixel-level estimation 1) Correct phases of cross-correlation functions based on autocorrelations 2) Locate the zero-phase position in each dimension of the beamformed RF data. Then, the spectrum is split in both dimensions, creating four spectrum quadrants as shown in Fig. 2 .
The four sets of frame pairs are used to compute complex cross-correlation functions (ρ x+,y+ , ρ x+,y− , ρ x−,y+ , ρ x−,y− ) based on (3). Each of these functions can be represented by e −iω , where is the magnitude and ω is the net frequency. The axial, lateral-x, and lateral-y cross-correlation functions, ρ axial , ρ lat-x , ρ lat-y , are computed by multiplying the four crosscorrelation functions (or their conjugates) as shown in (4). Here, * represents complex conjugate
Utilizing the relation between the frequencies in ρ x+,y+ , ρ x+,y− , ρ x−,y+ , and ρ x−,y− in a way that is very similar to the 2-D method in [25] , we ensure that ρ axial , ρ lat-x , and ρ lat-y only have nonzero phase in one dimension. For instance, ρ axial only has nonzero phase in the axial dimension and zero phases in both the lateral dimensions. For pixel-level estimation, it is sufficient to search for the peak of the crosscorrelation function using only one of ρ axial , ρ lat-x , and ρ lat-y , as they have the same magnitude. The subpixel-level motion vector is then estimated using the synthetic phase information. The phase variation is approximated using a linear function model [25] and the zero-phase location along each dimension is the zero crossing point of the fitted line.
3) Two-Tiered Approach:
We proposed a two-tiered approach [24] that uses SAD for coarse-grained motion estimation and SLP-3D for fine tuning the estimate, combining the advantages of low complexity SAD with the subpixel accuracy of SLP-3D. In this approach, SAD is used to locate the pixellevel movement, so that the search region for cross correlation is narrowed. Only the nearest-neighbor candidates around the SAD best match are used in the subpixel estimation. A block diagram of the proposed method is shown in Fig. 3 .
4) Phase Correction:
While the SLP-3D method results in fairly accurate velocity estimates for plug flow [24] , for parabolic flow, the bias can be as large as 12.77% as shown in Section III-B. We found that the bias is due to the phase errors introduced by speckle tracking. Speckle tracking is a kernel-based method, thus, for parabolic flow or any other flow conditions in which the velocities of each pixel within a kernel are not the same, decorrelation between the kernels results in phase error [13] .
Phase error also exists in autocorrelation, namely, correlation between the kernel and its neighboring kernels in the same frame. In the spatial domain, in theory, the phase of autocorrelation of lag 0 should be zero, while the phases of autocorrelation of lag ±1 should be symmetric (the same value, different sign). However, in practice, the phases of autocorrelation of lag ±1 are not always symmetric, especially in lateral dimensions. Assume the phases of autocorrelation of lag ±1 are α and β, then compensation of = ||α|−|β||/2 is needed to make the phases symmetric. This compensation, , can then be applied to the phases of the corresponding crosscorrelation functions to reduce the errors. Note that in the axial dimension, the phases are accurate, and so we propose to correct only the phases of the cross-correlation functions (between frame i and frame i + 1) in the lateral dimensions as follows.
1) Compute autocorrelation for frame i , at lags of ±1.
2) Compute the phase compensation ( ) needed to make the phases symmetric at lags of ±1 for autocorrelations. 3) For the pair of frames (i ,i + 1), if the peak of the crosscorrelation functions corresponds to lag 0, then apply to the cross-correlation functions at lags of ±1.
B. Clutter Filter
Clutter filtering is a critical step before estimating the blood velocity. Clutter signals originate from the vessel wall and the surrounding tissue. They usually have high amplitude and low frequency [4] . Traditionally, the clutter signal has been suppressed using high-pass finite-impulse response (FIR) or IIR filters with a fixed stopband. However, clutter characteristics vary for different scenarios, and arterial blood flow is pulsatile. Therefore, filters with fixed stopband result in poor performance, which introduces error into blood velocity estimates [26] , [27] .
To improve clutter filter performance, some studies have proposed adaptive filters, such as eigen-based methods. In [27] , two different approaches, namely, the single-ensemble formulation and the multiensemble formulation, are presented. The single-ensemble formulation operates on the slow time signal of a single sample volume at a time, while the multiensemble formulation considers several neighboring sample volumes at the same time. The single-ensemble formulation
where has better performance when the clutter characteristics vary locally in a spatial domain. An important step in eigenbased clutter filters is to determine whether a certain subspace belongs to the clutter. In [30] , only the Doppler frequency is used to distinguish whether a certain subspace belongs to clutter or blood, whereas in [28] , both the Doppler frequency and relative eigenvalue amplitude are used to make this decision.
In this paper, we consider both slow-(0.5% of peak blood velocity) and fast-moving (10% of peak blood velocity) clutter based on the clutter model in [30] . For slow-moving clutter, only the most significant subspace is due to clutter, while for fast-moving clutter, usually the first two subspaces are due to clutter. In [30] , the Hankel-SVD approach is shown to have good performance for various scenarios. However, since this approach involves SVD, the computational complexity is demanding. In this section, we consider several approaches to reduce the computational complexity.
The core of the Hankel-SVD-based clutter filter method can be summarized as follows.
Step 1) Form the data matrix A of size m × n for a given voxel in a Hankel structure [30] ; the packet size is m + n − 1. Step 4) Transform the subspace matrix to signal vectors based on the Hankel structure by taking the average of the elements on the inverse diagonal of the matrix. This process is shown in Fig. 4 . Finally, subtract this signal vector that corresponds to clutter from the original signal packet to reconstruct the blood signal. In our flow estimation system, the packet size is 32, and so the size of matrix A (m × n) is 16 × 17. The total number of floating-point operations (flops) per SVD calculation [38] is 429 892, which translates to 2.25×10 11 flops for processing a volume that has 512×32×32 voxels. This is clearly excessive and so we derive methods that exploit blood-clutter characteristics to reduce complexity. In clutter filtering, usually only a small number of subspaces represent clutter, so the computational complexity can be reduced if we only find the singular values that are large. Power iteration and subspace iteration methods [38] are effective ways to find large singular values. Although these methods are iterative, since clutter subspaces usually have much higher power than the blood subspaces, the convergence of these algorithms is fast.
In the Hankel-SVD method, we must first find the SVD for matrix A. To use power iteration or subspace iteration, we first convert the SVD into eigenvalue decomposition (EVD). If the SVD of A gives A = U SV , then the EVD of A * A gives A * A = U S 0 U , where S 0 = S * S . Therefore, a matrix multiplication is needed before using power iteration or subspace iteration to replace SVD. Note that this step can be computationally costly if the matrix is large.
Whereas we used power iteration to find only the most significant subspace in [29] , the method can also be used to find the second most significant subspace by removing the most significant subspace from the correlation matrix A * A and applying power iteration again. The power of the residual signal is calculated and compared with a threshold to determine whether it is necessary to calculate and remove the second subspace. The threshold is dynamic and dependent on the total signal power and clutter-to-blood ratio (CBR) expectation (usually 40-60 dB, varies with application). The extended versions of both power iteration and subspace iteration methods can be used to find more than the two largest singular values. The algorithms for power iteration and subspace iteration are described in Algorithms 2 and 3, respectively, in the Appendix.
In our scheme, the packet size is 32, resulting in a Hankel matrix A of size 16×17. In both the full SVD and its alternatives, the computational complexity is O(n 3 ), where the matrix is of size n × (n + 1). Therefore, reducing the matrix size for SVD is another effective way to reduce computational complexity. To this end, we propose methods that split a packet of 32 samples into four subgroups with eight samples per subgroup. The estimation performance and complexity of the proposed methods are discussed in Sections III and IV, respectively.
C. Flow Rate Calculation
To obtain accurate flow rate estimates, accurate velocity estimates are needed. Velocity estimates at the edge of the vessel are less accurate than those in the center due to worse clutter filtering performance, since the blood velocity is usually low at the edge, making it harder to distinguish its spectrum from that of clutter. Furthermore, a sample volume at the vessel edge may intersect the vessel wall, leading to estimation error. Therefore, we must treat velocity estimation at the edge of the vessel carefully.
Flow rate estimation is usually calculated by integrating the velocity vectors over a certain cross section of the vessel. Considering the use of plane-wave imaging and the fact that the beam-to-flow angle is more likely to range from 45°to 90°, it is reasonable to use the cross sections in which the scanlines lie (yz plane). However, since sample volumes abutting the vessel walls include components both inside and outside the blood vessel, it is not accurate to directly integrate the velocity estimates corresponding to them.
Instead, we propose to use power weighting in the flow rate calculation. In [39] , the Doppler power histogram was used to find the threshold P T for partial weighting: the pixels that have Doppler power larger than the threshold were given a weight of 1, while pixels with Doppler power below the threshold were assigned weights ranging from 0 to 1, depending on the ratio between their Doppler power and the threshold. Instead of Doppler power, here we calculate the kernel power, defined as the sum of the signal power of voxels within the kernel. The threshold for partial weighting is given as P T = 0.9 × P M , where P M is the peak of the kernel power histogram. Note that since the signal power is calculated after clutter filtering, kernels that are fully associated with blood signal have larger power than kernels that have partial association. Thus, the peak P M should not be located in the region where the kernel power is small. We illustrate this method in Fig. 5 , where we treat kernels with power larger than the threshold as containing blood signal only and assign them a weight of 1. The power weighting method corrects the overestimation of the flow rate due to the overlap of kernel area and the blood vessel wall. The results obtained by both direct integration and power weighting are discussed in Section III.
III. SIMULATION RESULTS
To construct a comprehensive demonstration of the functionality of our methods, we consider both slow-moving clutter and fast-moving clutter for beam-to-flow angles of 60°and 90°. The slow-moving clutter case represents clutter movement caused by respiratory motion, while the fast-moving clutter case represents clutter movement caused by pulsatile motion. The fast-moving clutter case has lower blood velocity, lower pulse repetition frequency, and higher clutter velocity and vibration frequency, resulting in a more difficult scenario for the clutter filter. We consider only the primary flow in our simulations.
A single angle plane wave with 128×128 aperture and a pitch of 0.5λ is used in transmit to ensure sufficient transmit power. A 32×32 aperture with a pitch of λ is used in receive. This is implemented by turning every other transducer element off. As a result, the area of the transmit aperture is 4× larger than the receive aperture. Separable delay-and-sum is used for beamforming [32] . The beamformed RF data are used in the flow estimation. The corresponding simulation settings are listed in Table I .
We use Field II to generate the blood signal [31] . The clutter signal, based on the clutter model in [27] , [30] , is added to the blood signal to form the clutter+blood signal. The clutter+blood signal is then processed by the clutter filters, followed by motion and flow rate estimation. We simulate a cylindrical phantom with a length of 10 mm and a radius of 3.5 mm containing blood scatterers. The density of the scatterers is 10 per mm 3 , to ensure Gaussian distributed speckle signal amplitudes.
We consider several clutter filters that are described in Section II-B. We evaluate the performance of our system based on three metrics. First, we evaluate clutter filter performance using post-filter CBR in Section III-A. Next, we present blood velocity estimation results, and compare the effect of different clutter filters on the estimation accuracy in Section III-B. Finally, we consider the flow rate estimation on a cross section of the vessel in Section III-C.
A. Clutter-to-Blood Ratio
To analyze the performance of each clutter filter technique, we measure the CBR after filtering [30] . CBR is calculated as the ratio of the postfilter power of the clutter-only signal and the power of the slow-time clutter+blood signal. If the filter works properly, this ratio should be negative on a decibel scale. If the same level of white noise is added to both the clutteronly and normal slow-time signals, the CBR can be expected to be the negation of the blood signal-to-noise ratio (BSNR).
We evaluate the performance of five methods, which have varying degrees of complexity. Methods 1-4 are based on the Hankel-SVD clutter filter and Method 5 is an FIR filter (baseline). The FIR filter is a minimum phase filter, which has a frequency response that is similar to the poly regression filter in [40] . 
B. Blood Velocity Estimation 1) Clutter-Free Case:
To demonstrate the improvement due to the use of phase correction in the blood velocity estimation, as mentioned in Section Section II-A4, we present the motion estimation results with and without phase correction (as in [24] ). In this comparison, the beam-to-flow angle is 90°and clutter is not considered. The results are shown in Fig. 6 and Table IV . Phase correction reduces the bias by nearly half in lateral-x dimension, and is thus used in the rest of the simulations.
2) System-Level Clutter Filter Performance:
To evaluate system-level clutter filter performance, we compare the corresponding velocity estimation results. In Fig. 7 , we present the 3-D velocity estimates and the simulated velocity vectors (ground truth) on a cross-sectional plane. For both beam-toflow angles (60°and 90°), the estimated velocity vectors are close to the simulated velocity vectors in the 2-D parabolic profile with small differences in velocity direction and amplitude. The estimation results with beam-to-flow angle of 60°a nd 90°are shown in Tables V and VI, respectively. Varying clutter filters are applied to both the slow and fast-moving clutter cases, and the performance is compared. Results for FIR filter-based method are poor and so are omitted.
C. Flow Rate Estimation
We compare flow rate estimation results, including those obtained by direct integration and our power weighting technique. The estimation results for beam-to-flow angles of 60°a nd 90°are shown in Tables VII and VIII. TABLE V   ESTIMATION PERFORMANCE WHEN THE BEAM-TO-FLOW ANGLE IS 60°. THE PEAK VELOCITY IS 1 
IV. COMPLEXITY ANALYSIS
In this section, we analyze the computational complexity of the proposed methods. To provide a simple complexity measure, we use a normalized computation metric as in [24] . Here multiplication is used as the reference operation and has a weight of one, addition has a weight of 1/8, and division and square root operations each have weight of six.
A. Motion Estimation
The two-tiered SAD+SLP-3D achieved significant complexity reduction (about 9×) compared with naive SLP-3D [24] , through reduced number of cross correlations and other techniques that avoid unnecessary computations. For instance, when we compute the IFFTs after splitting the spectra, for each spectrum, only one-eighth of the data are nonzero, as shown in Fig. 2 . This characteristic is used to reduce the number of computations. For the 3-D FFT of size 512×32×32, since the spectrum corresponding to negative frequencies in the axial dimension is set to zero after spectrum separation, we compute 1-D FFTs along the axial dimension and only then compute the 2-D FFT of 256 x y planes rather than 512 x y planes. Similarly, for 3-D IFFTs, we first compute 1-D IFFTs along the axial dimension for only one-fourth of the 512×32×32 volume (corresponding to the blue parts in Fig. 2) , and then compute the 1-D IFFT along the lateral-x dimension for only half of the volume.
For correlation functions, we first reduce the kernel size from 77×5×5 to 25×3×3 to achieve about 8× savings in the number of computations at the cost of increasing the standard deviation by 2%-3%. Furthermore, we omit computing σ (X 0 ) in 3, since it is a common factor for all the candidates, and compute the normalized factors for correlation functions only once since they are the same. Finally, we avoid the square root operations required to compute the normalization factor by replacing them with the maximum of the square of the correlation function. Phase correction is done for each pair of frames to ensure accuracy. For each kernel, four autocorrelations are needed in addition to the 27 cross-correlation functions. Since the complexity of autocorrelation is the same as cross correlation, this results in a 15% increase in complexity. The computation breakup is as follows. SAD requires 866M (million) normalized computations (15%), FFT and IFFTs need 4220M normalized computations (74%), and cross correlation and autocorrelation need 640M normalized computations (11%).
B. Clutter Filter
Table IX compares the complexities of the five methods in terms of number of flops. Method 5 has only 2048 flops, but its performance is much worse than Methods 1-4. Note that Method 1 operates on a matrix of size 16×17 and Methods 2-4 divide the packet into four subgroups and work on matrices of size 4×5. As a result, Methods 2-4 are much less computationally complex than Method 1.
Methods 3 and 4 require significantly fewer flops than Method 2 as power iteration and subspace iteration are used, respectively. Following the normalized computation metric, Method 3 requires 2065 (or 5326) normalized computations to remove the one (or two) largest subspace and Method 4 requires 4597 normalized computations. We can see that when two subspaces need to be removed, Method 4 is less computationally complex than Method 3. However, Method 3 needs about 48% fewer normalized computations if only one subspace is removed. Therefore, Method 3 and 4 can be used for different scenarios-when the region of interest contains mainly fast-moving clutter, Method 4 is more efficient; when it contains mainly slow-moving clutter, Method 3 is more efficient.
C. Overall Complexity
In our scheme, the image volume has 512×32×32 voxels, and the packet size is 32. To derive the complexity of the whole system, we see that separable beamforming for a plane-wave system [33] has to be done 32 times, while the motion estimation (SAD+SLP3-D) has to be done 31 times for the 31 volume pairs, and clutter filtering has to be done only once. As a result, separable beamforming, clutter filter (Method 3), and motion estimation constitute 6194M (45%), 2792M (18%), and 5647M (37%) of the total complexity, as shown in Fig. 9 . If Method 4 is used for clutter filtering, the change in the overall complexity is minor. Separable beamforming, clutter filter, and motion estimation now contribute 6194M (46%), 2410M (16%), and 5647M (38%) to the total complexity, respectively. The complexity of our flow rate estimation system is increased by only 2.22 times if Method 3 is used and 2.17 times if Method 4 is used, compared with the baseline plane-wave beamforming system.
V. DISCUSSION
In this paper, we have proposed the use of a speckle tracking-based motion estimator, an eigen-based clutter filter, and a power-weighted flow rate integrator for 3-D flow estimation. We considered two types of clutters, slow-moving clutter and fast-moving clutter, and two beam-to-flow angles, 60°and 90°.
For blood velocity estimation, we used average bias and standard deviation to evaluate performance. We first consider a clutter-free case. When the flow is orthogonal to the ultrasound beam (i.e., beam-to-flow angle θ is 90°), the proposed motion estimator with phase correction reduced the bias from 12% [24] to below 7% in the primary flow direction. When θ is 60°, the biases are smaller compared with the case when θ is 90°, though the improvement due to phase correction is less significant. In general, the estimation performance is better with considerably smaller standard deviation when θ is 90°than when θ is 60°. We also see that when beam-toflow angle is 90°, the standard deviation of the y dimension is higher than in the x dimension. To verify that this is not an artificial systematic bias between the two lateral dimensions, we changed the primary flow direction to be lateral-y instead of lateral-x, and found that the standard deviation of x dimension is now higher than in the y dimension. We conclude that the motion estimation in the lateral dimensions tends to have higher standard deviation in the dimension where the actual flow is smaller (or even zero).
For clutter filtering, we first contrasted alternatives based on their postfilter CBR. The proposed methods based on power iteration and subspace iteration have similar performance with the full eigen-based method. Our simulation results agree with the conclusion in [30] that the eigen-based clutter filter outperforms traditional high-pass FIR or IIR filters.
To examine whether the blood signal gets attenuated by a clutter filter, we consider a case where the blood-only signal is filtered followed by velocity estimation. We conduct an experiment similar to that in [40] , with a beam-to-flow angle of 60°. The results in Fig. 8 show that the clutter filter detects no clutter in the blood-only signal and that the blood signal is not attenuated. In fact, the estimation result is almost as good as the case where the clutter-free blood signal is directly sent to the velocity estimation unit. Thus, the proposed eigen-based clutter filter introduces no attenuation to the blood signal when clutter does not exist.
Next, we evaluate the performance of clutter filters by analyzing the velocity and flow rate estimation results (after clutter filtering). The estimation results of Methods 1-4 are shown in Tables V and VI. We see that the eigen-based clutter filters clearly outperform the FIR filter. Among the eigenbased clutter filters, the filter based on full SVD (Method 1) has the best performance. In fact, it has performance that is closest to the clutter-free case, which indicates best possible reconstruction of the blood signal. Methods 2-4 have similar performance, with comparable standard deviations to Method 1. In terms of average bias, Method 1 is closer to that of the clutter-free case compared to Methods 2-4. The latter methods lose some accuracy in estimation of the subspaces due to the reduced number of samples. However, in some cases (slow-moving clutter when θ = 60°and fastmoving clutter when θ = 90°), their biases turn out to be smaller than Method 1. For all eigen-based clutter filters, as we expect, the standard deviation of the fast-moving clutter case is higher than the slow-moving clutter case. When the peak blood velocity and clutter velocity differ less, they are harder to distinguish.
Similar to related work [9] , [10] , our approach tends to slightly underestimate the velocity in the primary flow direction. In [10] , 2-D velocity vectors are estimated using a phase-based block matching approach with plane-wave TOs. The simulation results showed that, as the beam-to-flow angle decreases from 90°to 60°, the estimation performance degrades, but the bias and standard deviation stay within 15%. In [14] , a 2-D speckle tracking method was used for velocity estimation. In general, our estimation results in lateral-x and axial dimensions are comparable with the results presented in [14] , despite differences in system settings. Compared with the TO method in [9] , for beam-to-flow angle of 90°, our method has smaller average deviation, but larger average bias. However, for beam-to-flow angle of 60°, the two methods have comparable bias and our method has lower standard deviation. Note that the prior works [9] , [10] considered only stationary clutter and removed it with simple FIR filters. In contrast, we considered both slow-and fast-moving clutter and still achieved velocity estimation performance that is comparable with the existing flow estimation methods.
The flow rate estimation accuracy of our method was improved using the power weighting method. The estimation is within 10% for both bias and standard deviation. The velocity estimation near the vessel wall is less accurate as the kernels lie partially outside the vessel. Furthermore, we would expect clutter filter performance to slightly degrade near the vessel wall. By assigning only a fractional weight to the kernels near the vessel wall, we were able to reduce the influence of such inaccuracies. We also evaluate clutter filter performance through flow rate estimation. When the beam-to-flow angle is 60°, the eigenbased clutter filters (Methods 1-4) have much better estimation accuracy than the FIR filter. For both slow-and fast-moving clutter, after power weighting, Method 1 overestimates the flow rate, while Methods 2-4 underestimate the flow rate, with bias less than ±7% and standard deviation less than 6%. Similar conclusions can be made when the beam-to-flow angle is 90°, as shown in Table VIII . While Method 1 has larger bias for slow-moving clutter, Methods 2-4 have comparable performance for both slow-and fast-moving clutter, as expected. Methods 2-4 have about −8% bias and 6% standard deviation for the slow-moving clutter, and about −9% bias and 3% standard deviation for the fast-moving clutter. These results are consistent with the velocity estimation results in Tables V and VI . Overall, eigen-based clutter filters have good performance for both velocity estimation and flow rate estimation with Methods 3 and 4 having significantly reduced computational complexity.
Considering both the performance and the computational complexity, we recommend using Method 3 for slow-moving clutter and Method 4 for fast-moving clutter. Compared with Method 4, Method 3 requires about 20% more normalized computations for fast-moving clutter and about 55% less normalized computations for slow-moving clutter. If the clutter characteristic is unknown, Method 3 is recommended since it can remove one or two subspaces as needed. If more subspaces have to be removed, Method 3 can be employed with minor changes.
Through our simulations, we have shown that our estimation results are accurate for the fast-moving clutter case (defined as clutter velocity is 10% of the peak blood velocity). However, when the clutter velocity is larger, the results are not as accurate and algorithmic modifications are necessary. Similarly, while our estimates are accurate for 20-dB bloodto-noise ratio, when the noise level increases, the estimates are not as accurate. Finally, in velocity estimation, there is phase distortion due to decorrelation between kernels. While the proposed phase correction scheme helps improve the estimation accuracy, a more thorough investigation of the causes of distortion would help in deriving more robust correction methods.
Finally, to build a low-cost system that is feasible for portable applications, we used various techniques to reduce the computational complexity for both velocity estimation and clutter filtering. We demonstrated that, with our optimizations, our velocity estimation system is only 2.22 times (Method 3) or 2.17 times (Method 4) more complex than the baseline plane-wave imaging system [33] . Therefore, the proposed system can potentially support about 80 velocity vectors/flow rate estimates per second within the power budget of a portable device. Our future work includes validation of our method with experimental/clinical data.
VI. CONCLUSION
We propose a low-complexity flow rate estimation system based on accurate 3-D velocity estimation. Our system builds on plane-wave imaging, which provides a fast volume acquisition rate. It uses a low-complexity power iteration (or subspace iteration) clutter filter, a low-cost two-tiered velocity estimation scheme with SAD for coarse-grained search, and SLP for fine tuning the estimation results, and kernel power weighting for accurate flow estimation. The complexity of our flow rate estimation system is only about 2.2 times higher than the baseline plane-wave beamforming system. Our evaluation with Field II shows that our flow estimation system is robust across varying beam-to-flow angles for both slow-and fastmoving clutter. For a beam-to-flow angle of 90°, the bias is −8.2% and the standard deviation is 5.6% for slow-moving clutter, and the bias is −8.8% and the standard deviation is 3.1% for fast-moving clutter.
APPENDIX
The algorithms of power iteration and subspace iteration are included in this section. 
