Abstract. We compute the Frobenius complexity for the determinantal ring obtained by modding out the 2 × 2 minors of an m × n matrix of indeterminates, where m > n 2.
1. Introduction 1.1. Notations. Throughout this paper R is a commutative Noetherian ring, often local, of positive characteristic p, where p is prime. Let q = p e , where e ∈ N = {0, 1, . . .}. Consider the eth Frobenius homomorphism F e : R → R defined F (r) = r q , for all r ∈ R. For an R-module M, an eth Frobenius action (or Frobenius operator) on M is an additive map φ : M → M such that φ(rm) = r p e φ(m), for all r ∈ R, m ∈ M. For any e 0, we let R (e) be the R-algebra defined as follows: as a ring R (e) equals R while the R-algebra structure is defined by r · s = r q s, for all r ∈ R, s ∈ R (e) . Also, R (e) as an R (e) -algebra is simply R as an R-algebra. Similarly, for an R-module M, we can define a new R-module structure on M by letting r * m = r p e m, for all r ∈ R, m ∈ M. We denote this R-module by M (e) . Consider now an eth Frobenius action on M, φ : M → M. This map can naturally be identified with an R-module homomorphism φ : M → M (e) . It can be seen that such an action naturally defines an R-module homomorphism f φ : R (e) ⊗ R M → M, where f φ (r ⊗ m) = rφ(m), for all r ∈ R, m ∈ M. Here, R (e) has the usual structure as an R-module given by R (e) = R on the left, while on the right we have the twisted Frobenius action. Let F e (M) be the collection of all eth Frobenius operators on M. The R-module structure on F e (M) is given by viewing M (e) as an R-module with the usual structure, that is, (rφ)(x) = rφ(x) for every r ∈ R, φ ∈ F e (M) and x ∈ M. Definition 1.1. We define the algebra of Frobenius operators on M by
The ring operation on F (M) is given by composition of functions, namely if φ ∈ F e (M), ψ ∈ F e ′ (M) then φψ := φ • ψ ∈ F e+e ′ (M). Note that in general φψ = ψφ. Note that F 0 (M) = End R (M). The ring operation on F (M) defines a module structure F e (M) over F 0 (M). Since R maps canonically to F 0 (M), this makes F e (M) an R-module by restriction of scalars. Note that (φ • r)(m) = φ(rm) = (r q φ)(m), for all r ∈ R, m ∈ M. Therefore, φr = r q φ, for all r ∈ R, φ ∈ F e (M), q = p e .
The Frobenius Complexity.
The main concept studied in this paper is the Frobenius complexity of a local ring R. We will remind the reader the definition of this concept, introduced in [EY] . The results in this subsection are taken from that paper. We first need to review the definition of the complexity of a graded ring.
Definition 1.2. Let A = ⊕ e 0 A e be a N-graded ring, not necessarily commutative.
(1) Let G e (A) = G e be the subring of A generated by the elements of degree less or equal to e. (So k 0 = 0.) We agree that G −1 = A 0 . (2) We use k e = k e (A) to denote the minimal number of homogeneous generators of G e as a subring of A over A 0 . We say that A is degree-wise finitely generated if k e < ∞ for all e. We agree that k −1 = 0. (3) For a degree-wise finitely generated ring A, we say that a set X of homogeneous elements of A minimally generates A if for all e, X e = {a ∈ X : deg(a) e} is a minimal set of generators for G e with k e = |X e | for every e 0. Also, let X e = {a ∈ X : deg(a) = e}. as an A 0 -bimodule is k e − k e−1 for all e 0. (2) If X is generates A as a ring over A 0 then |X e | k e − k e−1 for all e 0. Definition 1.5. Let A be a degree-wise finitely generated ring. The sequence {k e } e is called the growth sequence for A. The complexity sequence is given by {c e (A) = k e − k e−1 } e 0 . The complexity of A is inf{n ∈ R >0 : c e (A) = k e − k e−1 = O(n e )} and it is denoted by cx(A). If there is no n > 0 such that c e (A) = O(n e ), then we say that cx(A) = ∞. Definition 1.6. Let A and B be N-graded rings and h : A → B be a graded ring homomorphism. We say that h is nearly onto if B = B 0 [h(A)] (that is, B as a ring is generated by h(A) over B 0 ). Theorem 1.7. Let A and B be N-graded rings that are degree-wise finitely generated. If there exists a graded ring homomorphism h : A → B that is nearly onto, then c e (A) c e (B) for all e 0. Definition 1.8. Let A be a N-graded ring such that there exists a ring homomorphism R → A 0 , where R is a commutative ring. We say that A is a (left) R-skew algebra if aR ⊆ Ra for all homogeneous elements a ∈ A. A right R-skew algebra can be defined analogously. In this paper, our R-skew algebras will be left R-skew algebras and therefore we will drop the adjective 'left' when referring it to them. Corollary 1.9. Let A be a degree-wise finitely generated R-skew algebra such that R = A 0 . Then c e (A) equals the minimal number of generators of
as a left R-module for all e.
We are now in position to state the definition of the Frobenius complexity of a local ring of positive characteristic. Definition 1.10. Let (R, m, k) be a local ring. We define the Frobenius complexity of the ring R by cx F (R) = log p (cx(F (E))).
Also, denote k e (R) := k e (F (E)), for all e, and call these numbers the Frobenius growth sequence of R. Then c e = c e (R) := k e (R)−k e−1 (R) defines the Frobenius complexity sequence of R. If the Frobenius growth sequence of the ring R is eventually constant, then the Frobenius complexity of R is said to be −∞. If cx(F (E)) = ∞, the Frobenius complexity if R is said to be ∞.
Katzman, Schwede, Singh and Zhang have introduced an important N-graded ring in their paper [KSSZ] , which is an example of an R-skew algebra. We will study the complexity of this skew-algebra in this section, and apply these results to the complexity of the ring R in subsequent sections. Definition 1.11. Let R be an N-graded commutative ring of prime characteristic p with R 0 = R. Define T (R) := ⊕ e 0 R p e −1 , which is an N-graded ring by
A number of results have been proved about the Frobenius complexity of a local ring and they are summarized below. Theorem 1.12 ( [EY] , Corollary 2.12, Theorems 4.7, 4.9). Let (R, m, k) be a local ring.
( 
As in [EY] , we will also use the following notations in the sequel: For an integer a ∈ N, if a = c n p n + · · · + c 1 p + c 0 with 0 c i p − 1 for all 0 i n, then we use a = c n · · · c 0 to denote the base p expression of a. Also, we write a| e to denote the remainder of a when dividing to p e . Thus, if a = c n · · · c 0 then a| e = c e−1 · · · c 0 , which we refer to as the eth truncation of a. Put differently, a| e = a − a p e p e , in which
is the floor function of a p e . When adding up integers a i ∈ N with 1 i m, all written in base p expressions, we can talk about the carry over to digit corresponding to p e , which is simply
. These notations depend on the choice of p, which should be clear from the context. 
1.3. Determinantal rings. In this paper we consider the determinantal ring K[X]/I where X is an m × n matrix of indeterminates and I is the ideal of all the 2 × 2 minors of X and K a field. This ring is isomorphic to the Segre product of
Recall that, for N-graded commutative rings A = ⊕ i∈N A i and B = ⊕ i∈N B i such that
which is a ring under the natural operations. Definition 1.14. Let S m,n denote the completion of K[x 1 , . . . , x m ] ♯ K[y 1 , . . . , y n ] with respect to the ideal generated by all homogeneous elements of positive degree, in which K is a field and m > n 2. It is easy to see that
Let R m,n be the anticanonical cover of S m,n .
The anticanonical cover of such a ring was described by Kei-ichi Watanabe. 
in which the grading is governed by i. Here, for α = (a 1 , . . . , a m ) and
in which the grading is governed by i. Proof. In light of Definition 1.14 and Theorem 1.15, we simply assume
It is routine to verify that both φ and ψ are graded ring homomorphisms. As φ • ψ is the identity map, we see that φ is onto and hence nearly onto. Finally, note that for every i ∈ N,
So ψ is nearly onto. This completes the proof. Theorem 1.19. Let K, S m,n and R m,n be as in Definition 1.14 with m > n 2.
(1) Then R m,n and V m−n (K[x 1 , . . . , x m ]) have the same complexity sequence.
in which E m,n stands for the injective hull of the residue field of S m,n . Consequently,
Proof. This follows from Corollary 1.17, Proposition 1.18 and [KSSZ, Theorem 3.3] .
In other words, to compute the Frobenius complexity of S m,n with m > n 2, it suffices to study T (V r (K[x 1 , . . . , x m ])) with r = m − n (hence 0 < r m − 2). The next section is devoted to the study of T (V r (K[x 1 , . . . , x m ] )) more generally, with 1 r, m ∈ N.
Investigating
Let R be a commutative ring of prime characteristic p and r, m positive integers. In this section, we study T (V r (R[x 1 , . . . , x m ]) ). In particular, we are interested in when it is finitely generated over R, as well as how to compute its complexity.
To simplify notation, denote the following (with R, p, m and r understood):
• G e := G e (T ).
•
. As there are several gradings going on, when we say the degree of a monomial, we agree that it refers to its (total) degree in R = R[x 1 , . . . , x m ]. Thus a monomial in T e is a monomial of (total) degree r(p e − 1). Note that T e = R r(p e −1 ) is an R-free (left) module with a basis consisting of monomials of (total) degree r(p e −1). In particular, T 0 = R. Fix any e ∈ N. We see that G e−1 = G e−1 (T ) is an R-free (left) module with a basis consisting of monomials that can be expressed as products (under * , the multiplication of T ) of monomials of degree r(p i − 1) where i e − 1. So all such monomials of total degree r(p e − 1) form an R-basis of (G e−1 ) e .
In conclusion,
is free as a left R-module with a basis given by monomials of degree r(p e − 1) that cannot be written as products (under * ) of monomials of degree r(p i − 1), with i e − 1. We will refer to this basis as the monomial basis of Te (G e−1 )e . By Corollary 1.9, we see c e (T ) = rank R ( Te (G e−1 )e ). As c 0 (T ) = 0 and c 1 (T ) = rank R (T 1 ) = rank R (R r(p−1) ), we may assume e 2 in the following discussion.
Let α = (a 1 , . . . , a m ) ∈ N m such that |α| := a 1 + · · · + a m = r(p e − 1), so that
m is a monomial in T e (i.e., of degree r(p e − 1)). This monomial x α belongs to (G e−1 ) e if and only if it can be decomposed as
for some x α ′ ∈ T e ′ , x α ′′ ∈ T e ′′ with 1 e ′ , e ′′ e − 1 and e ′ + e ′′ = e. In other words, x α ∈ (G e−1 ) e if and only if there is an equation i | e ′ for all i ∈ {1, . . . , m}, which can be seen to be equivalent to the existence of an integer 1 e ′ e − 1 such that
which is equivalent to the existence of an integer 1 e ′ e − 1 such that
Note that the backward implications of the last two equivalences rely on the fact that a 1 | e ′ + · · · + a m | e ′ and r(p e ′ − 1) are in the same congruence class modulo p e ′ ; the backward implications of the next to last equivalence also relies on the fact a i | e ′ ≡ a i mod p •
• The carry-over to the digit associated with p i is greater than for all 1 i e − 1 when a 1 + · · · + a m is calculated in base p.
Using the criteria given in Proposition 2.1, we are able to determine precisely when T (V r (R[x 1 , . . . , x m ])) is finitely generated over T 0 = R. (1) If r m − 1, then T is generated by T 1 over T 0 (that is, c e (T ) = 0 for all e 2). Proof. Evidently, we only need to prove (1) and (2).
(1) Suppose, on the contrary, that for some e 2 there exists a monomial x a 1 1 · · · x am m ∈ T e that does not belong to G e−1 (T ). Then by Proposition 2.1
for all 1 i e − 1. However, the assumption r m − 1 implies
We get a contradiction.
(2) As c 1 (T ) > 0 is clear, we assume e 2. Consider
r+2 ∈ R r(p e −1) = T e . Now it is routine to see that the carry-over to the digit associated with p i is
for all 1 i e − 1 when a 1 = p e − 1, . . . , a r−1 = p e − 1, a r = p e − p e−1 − 1, a r+1 = p e−1 − 1, a r+2 = 1 and a i = 0 (for r + 2 < i m) are added up in base p. This verifies
∈ G e−1 (T ) and hence c e (T ) > 0.
Computing c e (T (V
Let R, m, r, R, V and T be as in last section and keep the notations. In particular, .) Fix an integer e 2. The goal is to count the number of monomials that produce the monomial basis of Te (G e−1 )e . First, we set up some notations. Let α = (a 1 , . . . , a m ) ∈ N m with |α| := a 1 + · · · + a m = r(p e − 1). For each n ∈ [1, m] := {1, . . . , m}, write a n = · · · a n,i · · · a n,0 in base p expression. Then, for each i ∈ [0, e − 2] := {0, . . . , e − 2}, denote
which can be referred to as the vector of the digits corresponding to p i . Also denote
Moreover, for each i ∈ {0, . . . , e−1}, let f i (α) denote the carry-over to the digit corresponding to p i when computing m i=1 a i in base p. In other words,
Note that f 0 (α) = 0. Then denote f (α) := (f e−1 (α), . . . , f 0 (α)) ∈ N e . Finally, denote
Note that † = follows from how we compute the carry overs to digit corresponding p i+1 , while ‡ = follows from the fact that 
Note that * =⇒ holds because the assumption (i.e., antecedent) of this implication already implies d(α) = δ, while * ⇐= follows from an easy induction on i (in light of the established equation − 1) ). Furthermore, the assumption |α| = r(p e − 1) (together with d(α) = δ) translates to the following
which is obtained by examining summations a 1 + · · · + a m and r terms
(p e − 1) + · · · + (p e − 1) in base p. Therefore
In summary, with α ∈ N m and δ ∈ Z e with d 0 = 0 as above, we conclude that |α| = r(p e −1) and d(α) = δ if and only if
Now we are ready to formulate c e = c e (T ) for T = T (V r (R[x 1 , . . . , x m ]) ). This result generalizes [EY, Proposition 3.7] . Since c e = 0 for all e 2 when m r + 1, the formula in the following proposition is most meaningful when m − r − 1 > 0.
, we have the following formula:
for all e 2, where
Proof. Fix any e 2 and adopt the notations set up above. Consider
To determine c e , we need to find the number of monomials with the above property, as stated in Proposition 2.2. This is equivalent to counting the number of α ∈ N m such that |α| = r(p e − 1) and
. We intend to find the number of α ∈ N m such that |α| = r(p e − 1) and d(α) = δ, which can be written as {α ∈ N m : |α| = r(p e − 1) and d(α) = δ} , in which X stands for the cardinality of any set X. For each i ∈ [1, e − 2], the number of ways to realize |α i | = r(p − 1) + d i+1 p − d i is given as follows:
The number of ways to realize |α e−1 | = r(p − 1) − d e−1 is given as follows:
Therefore, the number of α ∈ N m such that |α| = r(p e − 1) and d(α) = δ is governed by the following formula:
Observe that if m − r − 1 0, then In other words, X e+1 can be computed recursively:
where U := u ij (m−r−1)×(m−r−1) with u ij := M p,m (r(p − 1) + ip − j).
Therefore, X e = U e · X 0 for all e 0.
With m, r and p given, both X 0 and U = (u ij ) (m−r−1)×(m−r−1) can be determined explicitly. Accordingly, we can compute X e = U e · X 0 explicitly for all e 0. Finally, for all e 2, we can determine c e = c e (T (V r (R))) explicitly, as follows: Consequently, cx(T (V r (R))) can be computed. 
