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Contribution à l’Optimisation de la Commande
d’une Machine Asynchrone à Double Alimenta-
tion utilisée en mode Moteur
Résumé
La Machine Asynchrone à Double Alimentation (MADA) n’est pas exclusive-
ment utilisée dans la conversion d’énergie éolienne. Elle présente de nombreux avan-
tages quand elle est utilisée en mode moteur et alimentée dans une configuration
particulière telle que deux onduleurs de tensions sont connectés aux enroulements
statoriques et rotoriques.
Tout d’abord, l’étude présentée dans ce manuscrit justifie les avantages apportés
par cette structure. D’une part, la tolérance en cas de panne onduleur ainsi que
la diminution des pertes dans les onduleurs (en comparaison avec une machine
asynchrone à cage alimentée par un seul onduleur) rendent cette structure attrac-
tive. D’autre part, la possibilité de doubler la puissance du moteur (le couple est
maintenu à sa valeur nominale sur une plage de vitesse égale à deux fois la vitesse
nominale) et de répartir la puissance entre le stator et le rotor sont deux avantages
significatifs.
De plus, les degrés de liberté présents dans ce système sont étudiés, et un réglage
optimisant le dimensionnement des onduleurs est déterminé.
Ensuite, la modélisation de cette MADA utilise les flux statoriques et rotoriques
comme variables d’état. Par conséquence, le modèle ainsi défini est compact, s’in-
terprète et s’exploite facilement.
Enfin, un contrôle basé sur l’association de deux stratégies de commandes directes
de couple à fréquence de découpage variable ou fixe est développé. Les résultats
expérimentaux utilisant une machine de 4 kW sont comparés aux résultats de simu-
lation. Ainsi, la modélisation, les stratégies de commandes et la simulation peuvent
être validées.
Mots clés
Machine Asynchrone à Double Alimentation - Fonctionnement moteur -
Commande Directe de Couple - Modulation vectorielle - Répartition des puis-
sances - Degrés de liberté - Optimisation - Modélisation flux

Control optimization of a Doubly Fed Induction
Machine used in motor working
Abstract
Doubly Fed Induction Machine (DFIM) is not only used in wind power energy
conversion. Indeed, this study is focused on a DFIM operated in motor mode with
stator and rotor windings supplied by two Voltage Source Inverters (VSI). This
configuration provides some interesting degrees of freedom and its optimal values
are determined in order to minimize the size of VSI. Moreover, this system is fault
tolerant in case of VSI failure, and total VSI losses are lower than the same squirrel
cage induction machine supplied by only one VSI. Furthermore, control strategies
allow power dispatching between stator and rotor, and DFIM mechanical power
can be doubled. A flux model of the machine is used, and direct torque control
strategies (DTC and DTC-SVM) can be applied. Experimental and simulation
results of 4kW DFIM are compared and consequently the speed drive behaviour is
validated.
Keywords
Doubly Fed Induction Machine - Motor working - Direct Torque Control -
Space Vector Modulation - Power distribution - Degrees of freedom - Optimi-
zation - Flux model
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Notations, Symboles,
Abréviations et Acronymes
Étant donné que de nombreuses notations font référence aux grandeurs sta-
toriques et rotoriques, nous choisissons de ne lister que les variables relatives au
stator. Généralement les variables relatives au rotor sont précédées d’un indice
« R » ou « r » au lieu des indices « S » ou « s ». De plus, les variables relatives
aux axes Sα et Sa sont définies ci-dessous et les indices relatifs aux axes Sβ, Sb et
Sc ne sont pas inclus dans la liste suivante car ils peuvent en être aisément déduits.
Variables associées aux flux
−→ΦS Vecteur flux statorique
ΦS Module du flux statorique
−−−→ΦSref Vecteur flux statorique de référence
ΦSref Module du flux statorique de référence
ΦSα Composante du flux statorique sur l’axe Sα
ΦSa Composante du flux statorique sur l’axe Sa
ΦSαref Référence du flux statorique sur l’axe Sα
ΦSaref Référence du flux statorique sur l’axe Sa
εΦa Projection de l’erreur du flux statorique sur l’axe Sa
εΦα Projection de l’erreur du flux statorique sur l’axe Sα
ε, εS Seuil de déclenchement des comparateurs à hystérésis
Variables associées aux courants
−→
IS Vecteur courant statorique
IS Module du courant statorique
ISα Composante du courant statorique sur l’axe Sα
ISa Composante du courant statorique sur l’axe Sa
Variables associées aux tensions
−→
VS Vecteur tension statorique
VS Module de la tension statorique
VSα Composante de la tension statorique sur l’axe Sα
VSa Composante de la tension statorique sur l’axe Sa
V0 Composante homopolaire de la tension
Variables associées aux onduleurs
xxi
Ta Ordre de commutation de la cellule a
Ta Ordre de commutation complémenté de la cellule a
Tat Ordre de l’interrupteur du haut de la cellule de commutation a
Tab Ordre de l’interrupteur du bas de la cellule de commutation a−→
Vi ou Vi Vecteur tension correspondant à une certaine combinaison des
ordre de commutations (voir Tableau 4.1)
ES Tension du bus continu de l’onduleur statorique
Td Temps mort
Te Période de découpage dans le cas d’une commande DTC-SVM
Fe Fréquence de découpage dans le cas d’une commande DTC-SVM
αa Rapport cyclique de la cellule de commutation a
Variables associées à la machine
Np Nombre de paires de pôles
Ls Inductance propre d’une phase statorique
Ms Coefficient de mutuelle inductance entre deux phases du stator
Msr Maximum de l’inductance mutuelle entre une phase stator et
rotor
Los Inductance homopolaire statorique
Ls Inductance cyclique statorique
M Inductance mutuelle cyclique entre stator et rotor
Rs Résistance d’une phase statorique
σ Coefficient de dispersion
Variables associées au banc moteur
J Inertie totale des pièces en mouvement ramenée sur l’arbre de la
machine
Cr Couple résistant sur l’arbre de la machine
Cem Couple électromagnétique développé par la machine
Cemref Couple électromagnétique de référence développé par la machine
f Coefficient de frottement visqueux à vide
Variables relatives aux vitesses de rotations, pulsations, fréquences, angles
Ω Vitesse de rotation angulaire
Ωref Vitesse de rotation angulaire de référence
ω Vitesse de rotation électrique
ωs Pulsation des courants statoriques
fs Fréquence des courants statoriques
ρs Phase du flux statorique
ρsref Phase de référence du flux statorique
θ Position angulaire électrique du rotor de la MADA
Variables relatives au correcteur de vitesse
Cmax Couple maximal sur l’arbre de la MADA
Ti Constante d’intégration de l’action intégrale
Kp Gain de l’action proportionnelle
εΩ Erreur de vitesse de rotation
m Coefficient d’amortissement
ω0 Pulsation propre
Variables relatives au facteur de puissance
fpg Facteur de puissance global
fps Facteur de puissance statorique
PS Puissance active moyenne statorique
QS Puissance réactive moyenne statorique
pS Puissance active instantanée statorique
qS Puissance réactive instantanée statorique
Pmec Puissance active moyenne développée par la machine
Variables relatives à l’étude d’optimisation
k Coefficient de répartition des puissances actives
KΦ Coefficient de magnétisation
γ Écart angulaire entre les flux statorique et rotorique
KΦop Valeur optimale du coefficient de magnétisation
γ Valeur optimale de l’écart angulaire entre les flux statorique et
rotorique
Abréviations et acronymes
MADA Machine Asynchrone à Double Alimentation
MCC Machine à Courant Continu
IGBT Insulated Gate Bipolar Transistor - Transistor bipolaire à grille
isolée
DTC - CDC Direct Torque Control - Commande Directe de Couple
SVM Space Vector Modulation - Modulation Vectorielle
DSP Digital Signal Processor - Processeur spécialisé dans le traite-
ment des signaux
FPGA Field-Programmable Gate Array - Réseau de portes program-
mables in-situ
clk Signal d’horloge
DAC - CNA Digital to Analog Converter - Convertisseur Numérique-
Analogique
ADC - CAN Analog to Digital Converter - Convertisseur Analogique-
Numérique
AC Alternatif Current - Courant Alternatif
DC Direct Current - Courant Continu
PI Correcteur Proportionnel Intégral
IP Correcteur Proportionnel Intégral sans zéro

Introduction Générale
La Machine Asynchrone à Double Alimentation (MADA) est une machine
asynchrone à rotor bobiné dont les enroulements statoriques et rotoriques sont
connectés à des sources électriques.
Les premières applications utilisant une machine asynchrone à rotor bobiné utili-
saient des résistances variables connectées au rotor de la machine pour permettre
de régler la vitesse de rotation de la machine et de limiter le courant lors du
démarrage. En effet, la puissance développée par la machine est proportionnelle
aux pertes Joule dans le rotor. En faisant varier les pertes Joule rotorique en
ajustant la valeur des résistances, il est alors possible de faire varier la puissance
de la machine, donc la vitesse de rotation. Ces montages présentent l’inconvénient
majeur de dissiper l’énergie de glissement dans les résistances ce qui représente
une quantité non négligeable de puissance absorbée par la machine. Quand la
vitesse de rotation de la machine est éloignée de la vitesse de synchronisme, le
rendement de ces applications n’est plus acceptable de nos jours.
Ce montage a donc été remplacé par des montages permettant de récupérer
l’énergie de glissement. Un exemple de montage porte le nom de cascade hyposyn-
chrone. Ici, l’énergie de glissement est ré-injectée sur le réseau par l’intermédiaire
d’un convertisseur statique (généralement constitué de thyristors). Les progrès
récents dans le domaine de l’électronique de puissance permettent maintenant de
disposer de composants beaucoup plus performants. Les cascades hypo-synchrones
sont très rarement utilisées de nos jour et ont été progressivement remplacées par
des machines asynchrones à cages alimentées par les onduleurs utilisant des com-
posants IGBT (Insulated Gate Bipolar Transistor) et commandées en Modulation
de Largeur des Impulsions (MLI). C’est ainsi que la machine asynchrone à rotor
bobiné n’est pratiquement plus utilisée en fonctionnement moteur actuellement.
Néanmoins, de nombreuses études s’intéressent aux applications éoliennes utilisant
une MADA. En effet, un seul convertisseur (placé au rotor et dimensionné pour
ne convertir qu’une partie de la puissance totale) permet de contrôler la vitesse de
rotation de la machine en vue d’extraire le maximum de puissance de l’éolienne.
Ces applications sont un exemple d’utilisation de la MADA utilisée en générateur.
L’idée de départ est d’étudier un système utilisant une MADA fonctionnant
en moteur. L’étude présentée dans le premier chapitre de ce manuscrit présente
les avantages d’une configuration où la MADA est alimentée par deux onduleurs.
Les enroulements statoriques et rotoriques de la MADA sont alors connectés à des
onduleurs à IGBT.
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Ensuite, le deuxième chapitre présente une modélisation de la MADA.
L’objectif est alors de déterminer un modèle de connaissance ainsi qu’un modèle
d’action qui permettra par la suite de réaliser la synthèse de la commande. La
problématique issue de cette modélisation est de déterminer quelles sont les
variables de commandes et surtout de savoir s’il existe un réglage optimal des
degrés de liberté apportés par cette structure.
Le troisième chapitre se focalise sur la détermination d’un réglage optimal
des degrés de liberté. Ils sont tout d’abord identifiés et ensuite un critère
d’optimisation est choisi. Ce critère représente le facteur de puissance global de
l’installation et permet, in fine, d’optimiser le dimensionnement des convertisseurs
statiques. Le résultat principal, déduit de cette étude d’optimisation, concerne les
expressions analytiques des valeurs optimales des degrés de liberté. Ces expressions
dépendent uniquement des paramètres internes de la machine. Cette étude est
donc transposable à n’importe quelle application utilisant la même configuration
électrique (MADA associée à deux onduleurs).
Les résultats issus de l’étude précédente permettent de réaliser la synthèse de
la commande. Dans un premier temps, deux types de stratégies de commandes
des flux sont considérées. La première, de type non linéaire, utilise le principe de
la Commande Directe de Couple (CDC) associée à deux tables de commutations
différentes. L’inconvénient principal de cette commande est que la fréquence de
commutation des onduleurs n’est pas constante, ce qui implique des problèmes de
dimensionnement des condensateurs des bus DC (Direct Current) et des taux de
distorsions harmoniques des courants dans la machine qui ne sont pas maîtrisés.
Pour remédier à ce problème, une seconde commande, toujours basée sur une
CDC, utilise une modulation vectorielle. Dans un second temps, la synthèse de
l’asservissement de vitesse est réalisé. Ce contrôle utilise des notions relativement
habituelles dans le domaine de l’asservissement.
Enfin, le dernier chapitre présente le dispositif expérimental, des résultats
pratiques et des résultats issus d’une simulation. Tout d’abord, les outils à notre
disposition sont détaillés. Un banc moteur de 4 kW constitué d’une MADA
accouplée à une machine à courant continu permettant d’imposer un couple de
charge est décrit. Ensuite, les caractéristiques des convertisseurs statiques, de
l’armoire de distribution, du matériel de mesure et de commande sont explicitées.
Une modélisation de ce système est réalisée et permet de simuler ce système à
l’aide du logiciel SABER-SKETCH. Ceci permet alors de comparer les résultats
de simulation et expérimentaux concernant le contrôle des flux statorique et
rotorique, puis ceux concernant l’asservissement de vitesse. Enfin, la vérification
expérimentale du réglage optimum des degrés de liberté permet de valider l’étude
théorique précédente.
D’un point de vue plus personnel, l’objectif de ce manuscrit est de présenter
certains concepts le plus simplement possible, en utilisant un maximum d’hypo-
Introduction Générale 3
thèses simplificatrices.
De plus, cette machine est parfois qualifiée de machine généralisée, et ce à juste
titre. En effet, dans la configuration présentée par la suite, elle peut être utilisée en
machine asynchrone à rotor en court-circuit, en machine synchrone à rotor bobiné
et aussi en machine à courant continu à collecteur électronique. Cette machine pré-
sente un intérêt pédagogique important, car une fois son fonctionnement assimilé,
les fonctionnements de la machine synchrone et de la machine à courant continu
(à collecteur électronique) ne sont que des cas particuliers de la commande.
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6 1. État de l’art
1.1 Introduction
Pour dresser un état de l’art le plus organisé possible, il est d’abord néces-
saire de détailler les différentes appellations d’une Machine Asynchrone à Double
Alimentation et de présenter sa constitution. Ensuite, ce chapitre présente des ap-
plications utilisant cette machine et les alimentations électriques utilisées. Elles
sont rassemblées en catégories d’utilisation en fonction des contraintes et des par-
ticularités associées. Enfin, certaines références bibliographiques sont détaillées et
leurs principales conclusions présentées.
1.1.1 Appellations et Constitution de la MADA
Appelée DFIG (Doubly Fed Induction Generator) lorsqu’elle est utilisée en
génératrice dans la production d’énergie éolienne, ou DFIM (Doubly Fed Induction
Motor) pour des applications d’entraînement à vitesse variable, elle peut être
qualifiée en français de Machine Asynchrone à Double Alimentation (MADA). Le
schéma de la figure 1.1 représente le symbole d’une MADA.
MADA
enroulements
statoriques
enroulements
rotoriques
FIG. 1.1 – Symbole d’une Machine Asynchrone à Double Alimentation (MADA).
Elle fait partie de la famille des machines à courant alternatif à double
alimentation.
L’article [2] propose une classification et une comparaison des différents types
de machines à courant alternatif à double alimentation. Cette étude présente,
entre autres, la machine à double alimentation sans balai ainsi que la machine à
réluctance variable à double alimentation. Dans cet article, la MADA est appelée
Single Doubly Fed (wound rotor) Machine (SDFM).
Dans notre étude, la MADA est considérée comme étant une machine asyn-
chrone à rotor bobiné dont les enroulements statoriques et rotoriques sont reliés à
des sources électriques. Cette machine se compose généralement d’un stator réalisé
d’un empilage de tôles ferromagnétiques présentant des encoches dans lesquelles
est logé un bobinage triphasé présentant un nombre de paires de pôles Np. Comme
le montre la figure 1.2(a), le stator de cette machine est identique à celui d’une ma-
chine asynchrone à cage. Par contre, le rotor de cette machine est de type bobiné. Il
est lui aussi composé d’un empilage de tôles et il présente un bobinage triphasé de
Np paires de pôles. Comme le montre la figure 1.2(b) extraite de [1], des contacts
électriques glissants sont nécessaires pour alimenter les enroulements rotoriques.
On utilise alors des bagues (généralement en bronze ou en cuivre) solidaires à l’axe
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du rotor par une entretoise isolante. Elles sont connectées aux extrémités du bo-
binage rotorique. Le contact glissant est réalisé grâce à trois balais en carbone qui
viennent frotter sur les bagues, comme explicité par la photographie de la figure
1.3. A cause de ce système de contact glissant, la MADA présente l’inconvénient
de nécessiter une maintenance plus régulière que pour une machine asynchrone
à cage. En effet, les balais doivent frotter sur les bagues pour réaliser le contact
électrique entre ces deux pièces. Mais le frottement entre deux pièces provoque
de l’échauffement mais surtout de l’usure. Généralement, les balais sont consti-
tués d’une matière (graphite) moins dure que les bagues, ce sont donc eux qu’il
faut remplacer quand leur usure devient importante. C’est donc un inconvénient
important pour ce type de MADA, mais l’utilisation des machines asynchrones
à double alimentation sans balai (Brushless Doubly-Fed Induction Machine) [3]
permet d’avoir une maintenance moins fréquente.
(a) Stator
↘↘ ↘
bagues
(b) Rotor bobiné
FIG. 1.2 – Schéma d’une machine asynchrone à rotor bobiné extrait de [1].
Cette machine est aussi qualifiée de machine généralisée. En effet, en fonc-
tion de son alimentation électrique, son fonctionnement peut s’apparenter à un
fonctionnement d’autres machines usuelles.
Machine asynchrone à cage
Si les enroulements rotoriques de la MADA sont court-circuités, son fonc-
tionnement s’apparente alors à celui d’une Machine asynchrone à cage.
Machine synchrone
Si le rotor de la MADA est le siège d’un flux constant 1, alors son fonction-
nement est du même type que celui d’une machine synchrone à inducteur
bobiné (à pôles lisses).
Machine à courant continu
C’est le cas dual du cas précédent. Si on considère que le stator de la MADA
est le siège d’un flux constant, alors son fonctionnement peut s’apparenter au
1. Le courant est supposé constant (régulation)
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(a) Bagues en cuivre (b) Balais et porte balais
FIG. 1.3 – Contact glissant bagues-balais d’une MADA de 4kW − 1435 tr.min−1.
fonctionnement d’une machine à courant continu dont le collecteur mécanique
serait remplacé par un collecteur électronique (onduleur).
On remarque alors qu’en fonction de son alimentation et de sa configuration
électrique, le fonctionnement d’une machine asynchrone à rotor bobiné peut s’ap-
parenter au fonctionnement de bien d’autres machines. C’est pour cela que l’on
qualifie cette machine de machine généralisée.
1.1.2 Domaines d’application de la MADA
La MADA est présente dans de plus en plus de domaines. La description sui-
vante a pour but de dresser une classification non exhaustive des domaines où la
MADA est utilisée.
Génération d’énergie
Les énergies fossiles finiront par se tarir à plus ou moins longue échéance et
leurs impacts sur l’environnement commencent à être pris en considération.
C’est pour cela que des systèmes consistant à transformer une énergie re-
nouvelable en énergie électrique sont en plein développement. La MADA est
alors utilisée dans la conversion d’énergie éolienne en énergie électrique, et
son utilisation pour transformer de l’énergie hydraulique en énergie électrique
de façon réversible commence à être envisagée.
Applications embarquées
Pour l’alimentation du réseau de bord dans des applications embarquées,
comme par exemple les avions, l’utilisation de la MADA permet un gain de
masse et d’encombrement. On qualifie alors cette application de génératrice
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à fréquence fixe et à vitesse variable. De plus, d’après [4], la MADA permet
dans ce type d’application de compenser les harmoniques de courant absorbé
par les charges connectées sur ce réseau.
Entraînements à vitesse variable
La MADA est aussi utilisée pour des applications d’entraînement à vitesse
variable de forte puissance comme par exemple la métallurgie (laminoirs) ou
le pompage.
1.2 Génération d’énergie
On s’intéresse dans cette partie aux systèmes de génération d’énergie utilisant
une MADA dans la chaîne de conversion.
1.2.1 Énergie éolienne
La thèse de [5] présente une étude sur l’analyse, la modélisation et le contrôle
d’une MADA utilisée en générateur pour les éoliennes.
Tout d’abord, la courbe donnant la répartition des densités de probabilité de
la vitesse du vent (distribution de Rayleigh) est présentée. De plus, la courbe
en cloche qui présente le rendement de la conversion (énergie éolienne–énergie
mécanique) paramétrée en fonction du rapport entre la vitesse du vent et la vitesse
de rotation permet de justifier l’intérêt de fonctionner à vitesse de rotation variable.
Ensuite, de nombreuses configurations électriques permettant un fonction-
nement de type vitesse fixe ou vitesse variable sont décrites. L’auteur calcule
ensuite le rendement global de l’éolienne en fonction du type de machine et de
sa configuration électrique. La principale conclusion de cette première partie de
l’étude est que la configuration de la figure 1.4 présente le meilleur rendement
comparé aux autres structures.
Enfin, cette étude montre que le dimensionnement du convertisseur placé au
rotor est fonction de la largeur de la plage de vitesse de rotation. Ce mémoire
présente aussi des modèles de la MADA valables en régime permanent et transitoire
ainsi que des stratégies de contrôle. L’auteur s’intéresse dans la dernière partie aux
oscillations du flux, du courant rotorique ainsi que des tensions induites au rotor
en cas de creux de tension réseau.
1.2.2 Énergie hydraulique
1.2.2.1 Application de pompage
Dans l’édition 2005 de [6], un exemple d’application de la MADA entraînant
une pompe à vitesse variable est présenté. Le stator est connecté au réseau tandis
que le rotor est alimenté par l’intermédiaire d’un convertisseur de fréquence.
L’auteur compare cette solution à une solution utilisant des résistances placées
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réducteur AC ACMADA
Réseau
FIG. 1.4 – Configuration électrique de la MADA pour une éolienne fonctionnant
sur une plage de vitesse réduite.
au rotor pour assurer le démarrage ainsi que le réglage de la vitesse. Toute
l’énergie qui serait dissipée dans les résistances est alors renvoyée au réseau dans
la configuration utilisant un convertisseur statique. Cette application permet
l’approvisionnement en eau potable de la ville de Stuttgart, en Allemagne. La
pompe est actionnée par un moteur de 3300 kW–5 kV–50 Hz et la plage de vitesse
est comprise entre 425 tr ·min−1 et 595 tr ·min−1. La vitesse variable du moteur
permet de régler le débit d’eau selon les besoins de la ville.
1.2.2.2 Application réversible de pompage-turbinage
On s’intéresse maintenant à des centrales hydroélectriques. On peut citer, par
exemple, la centrale de Montezic [7] (4 turbines Francis de 230 MW) qui réalise
un transfert d’énergie par pompage entre deux retenues. Par ce moyen, l’énergie
de base excédentaire, disponible en heures creuses sur le parc de production
thermique et nucléaire, est transformée en énergie potentielle hydraulique redistri-
buée pendant les heures de forte consommation. Ainsi, l’aménagement possède la
souplesse de fonctionnement indispensable pour fournir rapidement la puissance
modulable demandée et, d’autre part, du fait de sa puissance installée, cet
aménagement représente la possibilité de palier occasionnellement l’indisponibilité
d’une tranche de centrale nucléaire de 900 MVA. Cette centrale est actuellement
équipée de quatre alternateurs (machines synchrones) de 250 MVA.
C’est en considérant ce type de centrale que [8] étudie une MADA utilisée
en fonctionnement réversible pour une application de pompage-turbinage à vitesse
variable. La figure 1.5 présente le schéma d’un tel système. Dans ce cas, les intérêts
d’utiliser une vitesse de rotation variable sont :
En mode « pompage »
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La puissance absorbée par la pompe dépend de la vitesse de rotation du
groupe. Il est donc possible de réguler la puissance absorbée en ajustant la
vitesse de rotation. Ceci se traduit par une amélioration de la stabilité du
réseau.
En mode « turbinage »
Toutes les turbines présentent un rendement dépendant de la hauteur de
chute, du débit et de la vitesse de rotation. Ces courbes sont appelées collines
de rendement 2.
Pour fonctionner à vitesse variable, cette étude s’intéresse à une configuration
utilisant un convertisseur statique de type Neutral Point Clamped (NPC) 3
niveaux qui alimente le rotor de la machine. On retrouve alors une MADA utilisée
dans [5] qui permet une variation de vitesse sur une plage limitée.
conduite force´e
turbine Francis
retenue
amont 2
retenue
aval
retenue
amont 1
vanne de fond
h1
h2
MADA
AC
AC
3
3
3 re´seau
transport
FIG. 1.5 – Exemple de configuration électrique de la MADA pour l’application
hydroélectrique à vitesse variable.
La même problématique fait l’objet de l’article [9] qui utilise les données
présentes dans [10] pour tracer une colline de rendement d’une turbine Francis
de vitesse spécifique 3 Ns = 240. Cette colline de rendement est présentée sur
les figures 1.6 en trois dimensions et 1.7 en vue de dessus. Le lieu des points de
fonctionnement à rendement maximal est représenté par la ligne rouge.
2. Il existe un lien étroit entre ces collines de rendement et les caractéristiques d’une éolienne
présenté dans [5]
3. D’après [11], le nombre de tours spécifiques d’une turbine en un point de fonctionnement
est égal à la vitesse de rotation exprimée en tr ·min−1 d’une turbine de même type fonctionnant
en similitude sous une hauteur de 1 m (avec de l’eau de masse volumique 1000 kg ·m−3) en
fournissant une puissance à l’arbre de 1 ch.
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FIG. 1.6 – Colline de rendement d’une turbine Francis Ns = 240, vue 3D.
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FIG. 1.7 – Colline de rendement d’une turbine Francis Ns = 240, vue 2D.
En raison des contraintes d’exploitation, le débit turbiné est amené à varier.
On remarque alors que pour fonctionner à rendement optimal, la
vitesse de rotation du groupe sera amenée à varier en cas de variation
du débit. De même, si la hauteur de chute varie (utilisation de la retenue 1
de hauteur de chute h1 ou de la retenue 2 de hauteur h2 voir figure 1.5), alors
pour obtenir un rendement maximal, il faut que la vitesse de rotation soit aussi
1.2. Génération d’énergie 13
variable dans ce cas là. C’est pour cette raison qu’un convertisseur statique
composé d’un redresseur actif quatre niveaux de type « point de neutre clampé »
ou Neutral Point Clamped (NPC) associé à un onduleur NPC est utilisé et
étudié. Il permet de contrôler les courants rotoriques et, de ce fait, de contrôler le
couple électromagnétique et donc la vitesse de rotation. De plus, la puissance réac-
tive injectée sur le réseau peut être contrôlée par action sur les courants rotoriques.
Dans cet article, le démarrage 4 de la turbine en mode pompage ou turbinage,
s’effectue avec le stator mis en court circuit et le rotor alimenté par l’onduleur.
On retrouve alors un fonctionnement identique à celui d’une machine asynchrone
à cage mais avec les rôles du stator et du rotor inversés. Une fois la vitesse de
rotation nominale atteinte, le stator est ensuite connecté au réseau, la fréquence
des courants rotoriques passant alors d’environ 50 Hz à une valeur très faible. Cette
technique permet un sous dimensionnement 5 de l’onduleur placé au rotor de
la MADA. En effet, une fois le groupe démarré, la vitesse de la machine varie
autour de la vitesse nominale. Dans ce cas, les courants rotoriques présentent une
amplitude importante et une fréquence relativement faible (fort courant, faible
tension).
1.2.3 Génération d’énergie pour application embarquée
La MADA peut aussi être utilisée pour la génération d’énergie électrique pour
une application embarquée. Dans [4], l’exemple d’un réseau de bord d’avion est
présenté. Le rotor de la MADA est accouplé à une turbine d’entraînement dont
la vitesse de rotation est amenée à varier. Le fonctionnement considéré est donc
à fréquence fixe et vitesse variable étant donné que le réseau de l’avion est à
fréquence constante (ici la fréquence est égale à 400 Hz). Un synoptique de cette
application est représenté par la figure 1.8.
Une machine synchrone à aimant permanent est elle aussi accouplée à la tur-
bine. Elle permet de fournir de l’énergie au rotor de la MADA via le convertisseur
statique quand la vitesse de rotation de l’ensemble est inférieure à la vitesse de
synchronisme de la MADA (fonctionnement hyposynchrone) et de renvoyer de
l’énergie dans le cas d’un fonctionnement hypersynchrone. La structure nécessite
l’utilisation d’un filtre passif (condensateurs) afin d’obtenir une qualité du réseau
acceptable quand des charges non linéaires sont connectées au réseau. Or, dans le
cadre d’une application embarquée, l’ajout d’un filtre passif peut s’avérer problé-
matique pour des raisons de poids et d’encombrement. C’est pour cette raison que
le convertisseur placé au rotor est contrôlé pour :
– avoir une fréquence fixe au niveau des tensions statoriques.
– compenser les harmoniques de courant absorbé par une charge non-linéaire,
donc d’avoir des tensions statoriques présentant un taux de distorsion le plus
faible possible.
– compenser la puissance réactive absorbée par la charge.
4. Le démarrage s’effectue à vide, c’est à dire que la vanne en amont de la turbine est fermée.
5. Par rapport à la puissance de la machine asynchrone.
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FIG. 1.8 – Synoptique d’une application de génération d’énergie à vitesse variable
et fréquence fixe sur un réseau autonome pour application embarquée.
1.3 Entraînements à vitesse variable
1.3.1 Insertion de résistance au rotor
Bien que l’on ne puisse pas considérer les applications utilisant des résis-
tances variables connectées au rotor d’une machine asynchrone à rotor bobiné
comme étant des applications utilisant une MADA 6, cette partie détaille quand
même un exemple d’application, car ce type de montage est ou a été souvent utilisé.
Dans le livre [6], une application ancienne de traction électrique est présentée.
Il s’agit d’une automotrice faisant la navette entre Zermatt (1604 m) et Gomergrat
(3089 m), en Suisse. La traction est assurée par 4 moteurs triphasés à rotor bobiné
de 78 kW– 1470 tr ·min−1– 700 V–50 Hz. Comme le montre la figure 1.9, deux
phases sont alimentées par des conducteurs aériens (caténaires), et la troisième est
reliée aux rails. La vitesse peut être ajustée de zéro à 14, 4 km · h−1 grâce à des
résistances insérées dans le circuit du rotor. Actuellement, le rendement de cette
chaîne de conversion n’est pas acceptable car une part non négligeable de l’énergie
électrique est dissipée dans les résistances. Cette solution est donc abandonnée de
nos jours. On retrouve quand même cette solution pour limiter le courant d’appel
lors du démarrage de moteurs asynchrones à rotor bobiné, comme présenté dans
[12].
6. On rappelle que la MADA est une machine asynchrone dont les enroulements statoriques et
rotoriques sont reliés à des sources électriques. Dans le cas où des résistances sont insérées dans
le circuit rotorique, on ne peut plus considérer cela comme des sources électriques mais plutôt
comme des charges.
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FIG. 1.9 – Schéma d’alimentation de l’automotrice assurant la liaison entre Zermatt
et Gomergrat en Suisse.
1.3.2 Récupération de l’énergie rotorique de glissement
Contrairement à la partie précédente où l’énergie de glissement est dissipée
dans des résistances, cette partie présente des montages permettant de récupérer
cette énergie de glissement.
Dans [13], la partie qui traite de la récupération de l’énergie de glissement d’un
moteur asynchrone à rotor bobiné, présente le fonctionnement des montages dits
montage de « Krämer » et montage de « Scherbius ». La figure 1.10 présente le
principe de ces montages.
L’énergie de glissement est récupérée au niveau des enroulements rotoriques de la
MADA. Les courants rotoriques sont alors redressés par l’intermédiaire du redres-
seur à diodes. Ensuite, deux configurations sont possibles.
montage de « Krämer » :
L’idée de ce montage est de commander l’induit d’un moteur à courant
continu accouplé sur le même arbre de la MADA par l’intermédiaire d’un
hacheur. Le réglage de la vitesse de rotation de l’ensemble est donc possible
grâce au contrôle du courant d’induit.
montage de « Scherbius » :
Dans ce montage, l’énergie de glissement est conservée sous forme électrique
dans le but d’être renvoyée sur le réseau. Le schéma de la figure 1.11 illustre
ce montage. Comme dans [14], ce montage est plus communément appelé
cascade hyposynchrone.
On définit une cascade hyposynchrone comme étant un dispositif faisant appel
à l’électronique de puissance et permettant de réduire de manière significative la
vitesse d’une machine asynchrone à rotor bobiné tout en conservant une valeur
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FIG. 1.10 – Principe des montages de Krämer et de Scherbius.
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FIG. 1.11 – Montage de Scherbius.
acceptable du rendement. Le but du montage est en fait de contrôler la quantité
de puissance rotorique injectée sur le réseau par l’intermédiaire de l’onduleur non
autonome. En effet, la tension de cet onduleur étant imposée par le secondaire du
transformateur, le réglage de la puissance s’effectue grâce au réglage du courant
dans l’inductance du bus continu.
Ce type de variation de vitesse a été totalement supplanté par l’utilisation d’on-
duleurs autonomes.
1.3.3 Alimentation par deux convertisseurs
L’électronique de puissance a connu un tel essor qu’aujourd’hui près de 15% de
l’énergie électrique produite est convertie sous une forme ou une autre. Au cours
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de ces années, la taille, le poids et le coût des convertisseurs n’ont fait que dimi-
nuer, en grande partie grâce aux progrès faits dans le domaine des interrupteurs
électroniques. Il est donc possible d’envisager l’utilisation de deux convertisseurs
(à la place d’un seul) pour des applications nécessitant un fonctionnement à vitesse
variable. L’étude bibliographique suivante présente les avantages de cette configu-
ration. On considère alors qu’un onduleur alimente les enroulements statoriques
(stator) et l’autre alimente le rotor. Le schéma de la figure 1.12 présente cette
configuration.
Réseau AC
AC
AC
AC MADA
FIG. 1.12 – MADA associée à deux convertisseurs.
Les parties suivantes présentent des études utilisant la MADA avec deux conver-
tisseurs statiques. Déterminer une classification des études utilisant cette configu-
ration s’avère relativement difficile, c’est pour cela qu’un critère chronologique est
utilisé.
1.3.3.1 Milieu de années 1990
Les articles [15] et [16] présentent des résultats de simulation et expérimentaux
d’un système utilisant une MADA alimentée par deux onduleurs de tensions à
IGBT (Insulated Gate Bipolar Transistor) commandés en Modulation de Largeur
des Impulsions (MLI). Les deux onduleurs sont connectés au même bus continu.
L’auteur utilise une commande linéaire nécessitant les références de flux, de couple,
de glissement et de facteur de puissance. En conclusion, l’auteur souligne la flexi-
bilité et les bonnes performances dynamiques d’une telle configuration.
1.3.3.2 Fin des années 1990
Dans [17], une configuration utilisant des convertisseurs de 10 MVA, 6 kV, 6 kA
avec des composants thyristors de type « Gate Turn Off » (GTO) et une MADA de
20 MVA est étudiée. Des résultats expérimentaux utilisant une MADA de 750 W
connectée à deux onduleurs à IGBT ainsi qu’une commande linéaire sont présentés.
De plus, la fréquence minimale des courants dans la machine est maîtrisée. Ceci a
pour conséquences :
– de diminuer les contraintes thermiques des composants semiconducteurs
(étude détaillée au §1.4.3 de la page 31 dans le cadre de l’utilisation de
modules IGBT)
– d’augmenter la flexibilité quant au choix du dimensionnement des convertis-
seurs statiques.
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1.3.3.3 Début des années 2000
Tout d’abord, R. GHOSN [18], [19] considère le cas d’une MADA fonctionnant
en mode moteur 7. Les deux onduleurs sont reliés à un bus continu commun qui
est connecté à un redresseur à diode. Dans son mémoire de thèse, il se fixe deux
objectifs :
1. assurer une répartition des puissances entre le stator et le rotor
2. mettre en oeuvre une stratégie de contrôle à orientation de flux statorique.
Afin de parvenir à son deuxième objectif, il introduit un courant magnétisant
correspondant à l’addition d’un courant rotorique et d’un courant statorique.
Compte tenu du fait que cette fois ci les deux cotés de la machine sont alimentés
par deux alimentations indépendantes, les équations de transfert résultantes
pour les courants sont du type « deuxième ordre ». Les termes de couplage,
indispensables à compenser, sont simples et définis à partir du fonctionnement en
régime permanent. Afin de pouvoir valider l’ensemble de sa stratégie, il applique
le principe de répartition des puissances aux modèles de contrôle proposés par
MOREL, [20], et par LECOCQ, [21], et compare ainsi les résultats de simulation
obtenus. La deuxième partie de son mémoire propose une nouvelle stratégie
d’observation de la vitesse basée sur la méthode MRAS (Model Reference
Adaptive System). Il présente enfin en dernière partie une étude expérimentale
de son travail réalisé sur une maquette de 1, 5 kW de la société ALSTOM Power
Conversion de Belfort.
Ensuite, les articles [22], [23] présentent des résultats expérimentaux utilisant
une machine de 37 kW. L’auteur propose un fonctionnement de la MADA à couple
nominal avec une vitesse de rotation égale au double de la vitesse de rotation
nominale, sans rajouter de contraintes (surcharge) supplémentaires au niveau des
enroulements de la machine. Ceci a pour conséquence de doubler la puissance
de la machine.Dans [22], les auteurs utilisent une commande de type Contrôle
Direct de Couple (CDC) ou « Direct Torque Control » (DTC) pour contrôler les
courants du stator et une simple loi de commande de type V/f au rotor. Des lois
de variations des pulsations permettant, d’une part, d’assurer une répartition des
puissances, et d’autre part, de garantir une fréquence minimale des courants sont
étudiées, comme dans [17].
De plus, dans [22], les mêmes auteurs étudient un contrôle à flux orienté associé à
un estimateur de position capable de fonctionner même à de très faibles vitesses
grâce aux valeurs minimales des pulsations des courants (12 Hz).
Enfin, le manuscrit de thèse de Paul-Etienne VIDAL [24] ainsi que l’article
[25], présentent une commande non-linéaire d’une MADA. L’auteur modélise
la MADA en utilisant un modèle courant ainsi qu’un modèle flux, et il précise
clairement les avantages d’utiliser un modèle flux, notamment concernant la
simplicité 8. De plus, une modélisation utilisant une Représentation Énergétique
7. La MADA est alimentée selon la même configuration que celle présentée à la figure 1.13(b).
8. Pour la modélisation courant, l’auteur identifie des termes de couplage relativement com-
plexes qui représentent l’interaction entre les enroulements statoriques et rotoriques. Au contraire,
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Macroscopique (REM) est réalisée. Elle présente l’avantage d’être graphique et
permet une inversion rapide du modèle dans le but de faciliter la conception d’une
commande.
Ensuite, une stratégie de commande linéaire est étudiée et finement simulée
grâce au logiciel SABER-SKETCH. La répartition de la puissance statorique
et rotorique est détaillée et des lois de répartition des pulsations des courants
statoriques et rotoriques en sont déduites. Ces résultats sont ensuite comparés
aux résultats issus d’un contrôle non-linéaire de type régime glissant utilisant une
Modulation de Largeur des Impulsions (MLI). Enfin, l’auteur s’intéresse à un
dispositif utilisant une MADA de 4 kW permettant la validation expérimentale
des lois de commandes. Quelques résultats expérimentaux sont présentés.
1.3.3.4 Milieu et fin des années 2000
Tout d’abord, on trouve dans [26] et dans [27], une stratégie de commande
basée sur un contrôle vectoriel avec une orientation du flux rotorique associée à
une loi de répartition des puissances entre le stator et le rotor. Cette loi donne
lieu à une relation entre la pulsation des grandeurs statoriques et la pulsation
des grandeurs rotoriques permettant d’optimiser le dimensionnement de chaque
convertisseur.
Une commande sans capteur de vitesse ou de position est ensuite développée. La
compensation du couple de charge permet d’assurer de bonnes performances avec
une robustesse vis-à-vis des variations paramétriques de la machine.
L’étude de la reconfiguration du mode de fonctionnement de la MADA face à des
défauts au niveau des onduleurs de tension, permet de dégager un avantage majeur
de cette machine. En effet, la double alimentation permet d’éliminer l’onduleur
défaillant et de fonctionner avec un seul onduleur. Les résultats de simulation
présentés témoignent des bonnes performances de cette machine en présence de
tels défauts.
Ensuite, [28] présente une contribution sur les méthodes d’analyse et de syn-
thèse de la commande robuste des Machines Asynchrones à Double Alimentation
(MADA) alimentées par deux onduleurs de tension avec deux bus continus dis-
tincts.
Dans le premier chapitre, la commande vectorielle classique de la MADA avec des
capteurs mécaniques est présentée. Ce chapitre se distingue par une nouvelle ap-
proche pour assurer le découplage des courants de la MADA dans un repère (d-q)
conduisant à des fonctions de transfert simples, et par conséquent, un calcul sim-
plifié des correcteurs. Ce chapitre se termine par une étude prouvant la robustesse
du découplage et de la commande vis-à-vis des variations paramétriques de la ma-
chine.
La commande robuste de la MADA, par l’approche H∞, est ensuite abordée en
faisant une comparaison entre quatre stratégies de contrôle : la sensibilité mixte,
une variante de la sensibilité mixte, le loop-shaping et la µ-synthèse. Une étude par
la modélisation de type flux présente des termes de couplage beaucoup plus simples à estimer.
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µ-analyse de la robustesse en stabilité et en performance offre un critère de choix
du correcteur. La réalisation du correcteur sera à son tour un critère déterminant
du choix de la méthode de correction.
Dans une dernière partie, l’auteur centre son intérêt sur la commande robuste de
la MADA sans capteur mécanique en travaillant sur des méthodes d’estimation de
la vitesse et de l’angle mécanique. Il limite cette étude à l’introduction de deux
méthodes d’estimation :
– la MRAS (Model Reference Adaptive System), éventuellement associée à un
filtre de Kalman
– l’injection d’une composante haute fréquence associée à un traitement numé-
rique pour en déduire la vitesse
La première approche est simple à implanter mais elle est très sensible aux varia-
tions paramétriques, surtout la résistance statorique, tandis que la deuxième est
complètement insensible à ces variations mais très lourde en calcul. Dans cette
partie, il s’intéresse aussi à la commande numérique de la MADA.
1.4 Synthèse et Positionnement de l’étude
La partie précédente présente les domaines d’application de la MADA et
détaille certaines applications utilisant une MADA associée à un convertisseur
statique placé au niveau du rotor. Le principal intérêt de cette configuration est
que le dimensionnement de ce convertisseur dépend de la largeur de la plage de
vitesse de rotation de la machine. Dans ce cas, cela se traduit par la capacité de
fonctionner à vitesse variable en utilisant un convertisseur sous-dimensionné (par
rapport à la puissance de la machine).
Malgré cela, l’inconvénient de cette configuration provient justement du fait que
si l’on doit fonctionner sur une large plage de vitesse (de l’arrêt jusqu’à la vitesse
maximale de la machine), le convertisseur doit être maintenant dimensionné pour
convertir la totalité de la puissance. Les applications de traction électrique, de
propulsion navale, de pompage, ou de laminage entre autres, présentent ce type de
contrainte. Il est alors légitime de se poser la question du choix de la configuration
de la machine. En effet, dans le cas de l’utilisation d’une MADA, les configurations
suivantes sont envisageables :
1. stator connecté au réseau et rotor alimenté par un convertisseur dimensionné
pour convertir la totalité de la puissance de la MADA
2. rotor connecté au réseau et stator alimenté par un convertisseur dimensionné
pour convertir la totalité de la puissance de la MADA
3. stator connecté à un convertisseur dimensionné pour convertir la totalité de
la puissance de la MADA et rotor en court-circuit (équivalent à une machine
asynchrone à cage)
4. stator connecté à un convertisseur et rotor lui aussi alimenté par un conver-
tisseur (dimensionnement des deux onduleurs déterminé par la suite)
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Dans les trois premiers cas, un convertisseur dimensionné pour convertir la
totalité de la puissance est nécessaire. C’est pour cela que nous limiterons notre
comparaison entre une configuration qui fait référence dans le domaine de la
variation de vitesse : la Machine Asynchrone à cage (MAS) pilotée par un onduleur
de tension à IGBT commandé en MLI, et une MADA pilotée par deux onduleurs
de tensions (un placé au stator et l’autre au rotor). Nous allons donc comparer
plusieurs critères permettant d’évaluer les avantages et les inconvénients de ces
deux configurations représentées par la figure 1.13.
Redreseur 
à diode
Bus DC
avec module
de freinage
Réseau
3ph/50Hz
Onduleur
à IGBT
MAS
(a) Machine asynchrone associée à un onduleur
MADA
Redreseur 
à diode
Onduleur
à IGBT
Bus DC
avec module
de freinage
Réseau
3ph/50Hz
(b) MADA associée à deux onduleurs
FIG. 1.13 – Comparaison entre l’utilisation d’une MAS et l’utilisation d’une
MADA.
La configuration présentée sur la figure 1.13(a) permet à la MAS de fonctionner
en moteur, et dans le cas de décélérations importantes, l’énergie cinétique de
l’ensemble des pièces en mouvements peut être alors dissipée dans le « module de
freinage » prévu et dimensionné à cet effet. Cette énergie ne peut être renvoyée au
réseau à cause de la non réversibilité en puissance de l’étage redresseur à diodes.
Concernant la configuration de la MADA de la figure 1.13(b), on se place dans le
cas où les onduleurs à IGBT disposent d’un bus continu commun. Cela signifie
que la MADA présente un rapport de transformation proche de l’unité, donc que
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la valeur de la tension nominale du stator est proche de la tension nominale du
rotor. Comme dans la configuration précédente, un « module de freinage » est
présent pour dissiper l’énergie en phase de freinage. Les deux configurations que
l’on va étudier sont maintenant présentées, elles vont être comparées selon le
schéma suivant.
Tout d’abord, le rendement des onduleurs sera estimé après avoir brièvement
présenté le principe de répartition de puissance.
Ensuite, l’influence du fonctionnement à vitesse de rotation lente et du
fonctionnement à rotor bloqué sur les contraintes thermiques des semiconducteurs
sera étudié. De plus, dans la configuration utilisant deux onduleurs, la MADA
présente l’avantage de développer le couple nominal sur une plage de vitesse deux
fois plus importante que la MAS.
Enfin, même si l’utilisation de deux onduleurs de tension représente statistique-
ment un risque de panne deux fois plus important qu’une MAS associée à un seul
onduleur, la probabilité que les deux onduleurs soient en panne simultanément est
très faible. Cette solution présente l’avantage d’utiliser des dispositifs redondants
et en cas de panne, il est possible de reconfigurer le système pour pouvoir assurer
la mission en mode dégradé dans le cas d’une application embarquée.
1.4.1 Répartition des puissances
Cette partie, faisant appel à des prérequis concernant la modélisation, est vo-
lontairement présentée de façon qualitative et imagée. De plus, on considère la
machine parfaite (rendement unitaire). L’étude complète et rigoureuse de la mo-
délisation se trouve au paragraphe 2.3.1.3.
Grâce au même phénomène qui provoque l’alignement de l’aiguille aimantée d’une
boussole sur le champ magnétique terrestre (voir figure 1.14(a)), il est possible de
développer un couple sur le rotor d’une machine tournante. Le principe est décrit
par la figure 1.14(b). On peut alors faire l’analogie suivante :
– Le couple électromagnétique exercé sur l’aiguille est nul si l’aiguille n’est pas
aimantée. On peut donc penser que le couple électromagnétique dépend du
flux rotorique (en module).
– De plus, il est évident qu’il faut un flux magnétique terrestre (soit un champ
magnétique terrestre qui traverse la surface de l’aiguille) pour que la boussole
fonctionne. Ceci revient à dire que le couple électromagnétique dépend aussi
du flux statorique (en module).
– Le couple électromagnétique sur l’aiguille s’annule quand l’aiguille est alignée
dans la direction nord. De plus, on conçoit que le couple sur l’aiguille est
maximal quand l’aiguille est perpendiculaire à la direction du nord. Le couple
dépend donc de l’angle γ. Il en va de même pour le cas d’un moteur, et on
peut montrer que le couple est proportionnel à sin γ.
Ceci reviens à dire que le couple électromagnétique noté Cem est proportion-
nel au produit vectoriel du flux rotorique et du flux statorique. Dans un moteur
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FIG. 1.14 – Illustration de la relation entre couple électromagnétique et flux.
électrique les flux statorique et rotorique au niveau de l’entrefer sont générale-
ment dans le plan radial de la machine. En notant alors ΦS et ΦR les modules
des flux statorique et rotorique, le module du couple électromagnétique peut alors
s’exprimer par l’équation 1.1.
Cem = KcΦRΦS sin γ (1.1)
L’angle γ représente l’écart angulaire entre le flux rotorique et le flux statorique.
Le coefficient Kc dépend uniquement des paramètres de la machine.
Si on note Ω la vitesse de rotation du rotor, Np le nombre de paires de pôles de la
machine, et ω la vitesse électrique du rotor (ω = NpΩ), on peut alors exprimer la
puissance mécanique disponible sur l’arbre de la machine par l’équation 1.2.
Pmec = CemΩ = KcΦRΦS
ω
Np
sin γ (1.2)
En supposant que le module des flux est constant, et en utilisant la constante
K = KcΦRΦS/Np, on définit l’équation 1.3.
Pmec = Kω sin γ (1.3)
En notant ωs et ωr les pulsations des courants (donc des flux) statorique et roto-
rique, et en considérant que pour avoir un couple présentant une valeur moyenne
non nulle il faut que les flux tournent à la même vitesse 9, on peut alors définir
l’équation d’autopilotage 1.4.
ωs = ω + ωr (1.4)
On définit le coefficient de répartition de puissance k par l’équation 1.5 et en
utilisant l’équation 1.4, on obtient l’équation 1.6.
k = ωs
ω
avec 0 ≤ k ≤ 1 (1.5)
ωr = (k − 1)ω donc ωr ≤ 0 quand ω ≥ 0 (1.6)
9. les vitesses doivent être exprimées par rapport à un même repère (ici on considère le repère
lié au stator).
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L’équation 1.3 devient alors :
Pmec = K(ωs − ωr) sin γ (1.7)
On identifie alors les termes correspondant à la puissance fournie au stator (Eq.1.8),
à la puissance fournie au rotor (Eq.1.9) et on retrouve bien le principe de conser-
vation de puissance (Eq.1.10).
Ps = Kωs sin γ = kPmec (1.8)
Pr = −Kωr sin γ = (1− k)Pmec (1.9)
Pmec = Ps + Pr (1.10)
La principe de répartition des puissances dans la MADA peut être schématisée
par la figure 1.15.
MADA
Ps=k.Pmec
Pr=(1-k).Pmec
Pmec
(a) k → 1
MADA
Ps=k.Pmec
Pr=(1-k).Pmec
Pmec
(b) k → 0
FIG. 1.15 – Influence du coefficient de répartition de puissance.
La figure 1.15 illustre le fait que la puissance mécanique sur l’arbre d’une MADA
est la somme algébrique 10 de la puissance apportée au stator et de la puissance
apportée au rotor. Une interprétation complète cette figure est détaillée pour la
figure 3.1.
Cette étude permet de justifier le fait que la puissance de la machine peut être
répartie entre le convertisseur statorique et rotorique. La fréquence des courants
dans ces convertisseurs est fonction du coefficient de répartition des puissances. On
peut ensuite comparer le fonctionnement des deux applications suivantes :
Application n◦1 : Machine asynchrone à cage alimentée par un onduleur de ten-
sion (figure 1.16(a)).
Application n◦2 : MADA de alimentée par deux onduleurs de tension (figure
1.16(b)).
10. Dans notre cas, la puissance est comptée positivement quand elle est transférée de la source
électrique vers la machine.
1.4. Synthèse et Positionnement de l’étude 25
Redreseur
Réseau
Onduleur
à IGBT
MASE
P
f,U,I
(a) Application n◦1 : MAS + 1 onduleur
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(b) Application n◦2 : MADA + 2 onduleurs
FIG. 1.16 – Comparaison MAS-MADA à puissance identique.
Si, pour cet exemple, on choisit de donner au coefficient k la valeur de 0, 5,
alors pour avoir la vitesse nominale des deux moteurs, les pulsations nominales
sont d’environ 50 Hz pour l’application n◦1 et de +25 Hz au niveau des courants
statoriques (système direct) et de −25 Hz au niveau des courants rotoriques (sys-
tème inverse) pour l’application n◦2. Nous allons voir par la suite les propriétés
de cette comparaison (justification des grandeurs électriques dans les enroulements
des machines de la figure 1.16) et les avantages en terme de pertes dans le (ou les)
convertisseur(s) dans le cas où les pulsations des courants sont réduites de 50%.
1.4.2 Pertes dans l’onduleur
1.4.2.1 Contexte de la comparaison
Tout d’abord, précisons que la fréquence maximale des courants (donc des flux)
a un effet non négligeable sur le niveau de tension du bus DC (à amplitude de
courant ou de flux constante). En négligeant la résistance des enroulements de la
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machine, on peut appliquer la loi de Faraday sous sa forme intégrale (Eq. 1.11) à
la tension composée U en sortie de l’onduleur et au flux Φ dans une armature de
la machine.
U(t) = dΦ(t)dt (1.11)
Considérons un flux sinusoïdal de la forme :
Φ(t) = Φ sin(ωt) (1.12)
L’amplitude de la tension est donc proportionnelle à ω.
U(t) = Φω cos(ωt) (1.13)
Si on considère l’exemple décrit par la figure 1.16, nous devons comparer les pertes
dans le cas où l’on travaille à f = 50 Hz et dans le cas où la fréquence est de f =
25 Hz. L’équation 1.13 montre que dans le second cas, l’onduleur est dimensionné
pour avoir une tension de sortie deux fois plus faible que pour le premier cas. Étant
donné que la tension du bus continu (E) d’un onduleur est proportionnelle à la
valeur maximale de la tension de sortie, nous devons alors comparer les pertes
dans les semiconducteurs de deux onduleurs dont les bus continus présentent un
rapport deux sur les niveaux de tensions. Pour que les puissances développées par
les deux machines (P ) soient identiques lors de notre comparaison, il faut qu’elles
développent le même couple. On considère alors qu’elles absorbent leurs courants
nominaux (I).
1.4.2.2 Pertes dans l’IGBT
Deux phénomènes physiques sont responsables des pertes dans les IGBT. On
distingue alors les pertes par conduction (quand l’IGBT est passant) des pertes par
commutations (énergie dissipée lors des commutations). La documentation tech-
nique présente dans [29] permet d’extraire les informations présentes dans l’annexe
A. De plus, cette documentation technique propose une étude simplifiée permettant
d’estimer les pertes dans les semiconducteurs.
1.4.2.2.1 Pertes par conduction
Dans [29], on trouve l’expression approchée des pertes par conduction pour un
IGBT donnée par l’équation 1.14. Cette équation est valable dans le cas d’une
modulation sinusoïdale.
Pcond,IGBT =
1
2(VCE0
iˆ
pi
+RD
iˆ2
4 ) +m cosϕ(VCE0
iˆ
8 +
1
3piRD iˆ
2) (1.14)
Les variables contenues dans l’équation sont définies par :
– VCE0 : Tension de seuil entre le collecteur et l’émetteur défini par la figure
A.1(a) et pour les conditions nominales.
– iˆ : Valeur maximale du courant dans une phase de la machine (i(t) =
iˆ sin(ωt− ϕ) = I√2 sin(ωt− ϕ))
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– RD : Résistance dynamique de la jonction collecteur-émetteur définie par la
figure A.1(a) et pour les conditions nominales.
– m :Profondeur de modulation
– ϕ : Déphasage entre le courant et la tension (ϕ > 0 pour un circuit inductif)
1.4.2.2.2 Pertes par commutation
L’expression approchée des pertes par commutation est donnée par l’équation
1.15.
Psw,IGBT =
1
pi
fsw (EON(ICnom , VCE) + EOFF (ICnom , VCE))
iˆ
ICnom
E
VCE
(1.15)
On précise les variables contenues dans l’équation par :
– fsw : Fréquence de découpage.
– EON : Énergie perdue lors du passage de l’état bloqué à l’état passant pour
des conditions nominales de fonctionnement.
– EOFF : Énergie perdue lors du passage de l’état passant à l’état bloqué pour
des conditions nominales de fonctionnement.
– VCE : Tension nominale entre le collecteur et l’émetteur.
– E : Tension du bus continu.
La figure 1.17 représente l’évolution de l’énergie dissipée lors des commutations en
fonction du calibre en tension des composants IGBT. On utilise une interpolation
polynômiale du second degré pour modéliser l’évolution de cette énergie.
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FIG. 1.17 – Énergie dissipée lors des commutations en fonction du calibre en tenue
en tension des IGBT.
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1.4.2.3 Pertes dans la diode
Dans [29], les pertes dans la diode sont définies par les équations 1.16 et 1.17.
1.4.2.3.1 Pertes par conduction
Pcond,Diode =
1
2(VT0
iˆ
pi
+RT
iˆ2
4 )−m cosϕ(VT0
iˆ
8 +
1
3piRT iˆ
2) (1.16)
Les variables contenues dans l’équation 1.16 sont définies par :
– VT0 : Tension de seuil entre l’anode et la cathode définie par la figure A.1(b)
et pour les conditions nominales.
– RT : Résistance dynamique de la diode définie par la figure A.1(b) et pour
les conditions nominales.
1.4.2.3.2 Pertes par commutation
L’expression approchée des pertes par commutation est donnée par l’équation
1.17.
Psw,Diode =
1
pi
fswEREC(ICnom)(0, 45
iˆ
ICnom
+ 0, 55) E
VCE
(1.17)
On précise les variables contenues dans l’équation par :
– EREC : Énergie de recouvrement de la diode (énergie perdue lors du passage
de l’état passant à l’état bloqué) pour des conditions nominales de fonction-
nement.
1.4.2.4 Pertes totales
Nous disposons maintenant des équations permettant d’estimer les pertes pour
un composant. De plus, nous avons un jeu de paramètres pour des composants
IGBT de tension maximale comprise entre 600 V et 6500 V et de courant nominal
400 A. La figure 1.18 présente l’évolution des différentes pertes en fonction du
calibre en tension.
Concernant la répartition des pertes, on voit tout d’abord que les pertes par
commutation de l’IGBT représentent une grande part dans les pertes totales
pour des calibres en tension importants. Étant donné que ces pertes sont pro-
portionnelles à EON + EOFF , et que l’on peut modéliser leurs évolutions par une
interpolation du second degré (voir 1.17), il est donc judicieux d’utiliser aussi une
interpolation du second degré pour modéliser les pertes totales.
Reprenons maintenant l’exemple des deux applications représentées par la
figure 1.13. Nous avons vu que pour une même puissance sur l’arbre de la machine,
l’application n◦2 (MADA) utilise deux onduleurs dont chacun a une tension de
bus deux fois plus faible que pour l’application n◦1 (MAS). Ceci signifie que les
composants IGBT pour l’application n◦1 auront une tenue en tension (VCEs) deux
fois plus importante 11. Par exemple, on choisit alors des composants de tension
11. ou le premier calibre en dessus de la valeur considérée.
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FIG. 1.18 – Pertes dans un IGBT et dans sa diode anti-parallèle.
VCEs = 1200 V pour l’onduleur alimentant la MAS de l’application n◦1 (figure
1.16(a)) et des composants VCEs = 600 V pour l’application n◦2 (figure 1.16(b)).
D’après la répartition des calibres en tension des IGBT de l’annexe A, on va
pouvoir faire les trois comparaisons présentées dans le tableau 1.1. On considère
que la fréquence de découpage de l’onduleur est identique dans tous les cas et égale
à fsw = 2 kHz. De même, on considère un courant de iˆ = 400 A, une profondeur de
modulation de m = 1 et un facteur de puissance de cosϕ = 0, 8. Dans le tableau
1.1, le nombre de modules nécessaire correspond au nombre d’éléments modulaires
à utiliser pour la réalisation d’un (ou deux) onduleur(s).
De plus, la surface utile de refroidissement représente le produit des surfaces
de refroidissement d’un module multiplié par le nombre de modules nécessaires.
La principale conclusion de cette étude est que la somme des pertes dans les
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application considérée
1 2 1 2 1 2(voir Fig. 1.16)
composants utilisés FZ400 FF400 FZ400 FZ400 FZ400 FZ400
(voir annexe A) R12KS4 R06KE3 R33KL2C-B5 R17KE3 R65KF1 R33KL2C-B5
VCEs (V) 1200 600 3300 1700 6500 3300
Pcond,IGBT 365 149 340 306 500 340(W)
Psw,IGBT 32,5 11,6 1, 14 · 103 194 4, 01 · 103 1, 14 · 103(W)
Pcond,Diode 38,8 32,4 53,8 44,8 83,2 53,8(W)
Psw,Diode 20,4 4,71 318 70,0 668 318(W)
nombre de
6 6 6 12 3 12modules nécessaires
surface utile totale
390 390 390 780 546 1224de refroidissement cm2
pertes dans le ou
2,74 2,37 11,1 5,84 31,6 22,3les onduleur(s) (kW)
gain entre les ap-
14% 48% 29%plications n◦1 et n◦2
densité de
7 6 28,5 7,5 57 18puissance (W/cm2)
TAB. 1.1 – Comparaison des pertes dans l’onduleur entre les applications n◦1 et
n◦2.
deux onduleurs alimentant une MADA est plus faible qu’une application de même
puissance utilisant une MAS avec un seul onduleur. Le gain en terme de pertes
relatif à l’application n◦1 est compris entre 14% et 48%. La conséquence est que
le dimensionnement du dispositif de refroidissement des IGBT présente un encom-
brement et une masse moindre pour l’application n◦2 que pour l’application n◦1.
De plus, étant donné que les densités de puissance 12 à évacuer sont plus im-
portantes dans le cas n◦1 par rapport au cas n◦2, les radiateurs utilisés dans le cas
n◦1 seront beaucoup plus sollicités que dans le cas n◦2.
Enfin, de manière plus générale, l’utilisation de l’application n◦2 apporte des
avantages en terme de standardisation, de fiabilité ainsi que de modularité par
rapport à l’application n◦1.
1.4.3 Fonctionnement à vitesse lente ou à rotor bloqué
Les nouvelles technologies des composants semiconducteurs de puissance
permettent des commutations encore plus rapides et une réduction de l’encombre-
12. On défini la densité de puissance comme étant le ratio entre les pertes totales du/des
convertisseur(s) et la somme des surfaces des semelles des modules semi-conducteurs.
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ment des modules. En conséquence, les densités de courant dans les composants
deviennent encore plus élevées ce qui pose des problèmes thermique à cause de
densités de puissances de plus en plus importantes.
Dans [17], l’auteur présente une application de forte puissance utilisant une
MADA alimentée par des onduleurs trois niveaux utilisant des thyristors GTO
(Gate Turn Off). Une des conclusions de l’étude est que l’utilisation de cette
configuration permet d’imposer une fréquence minimale (2piωmin) des courants
dans la machine (ici 5 Hz) même pour une vitesse de rotation très faible. En effet,
en considérant l’équation d’autopilotage 1.4, il est possible d’avoir ωs ' ωr avec
ωs ' ωmin (donc ωr ' ωmin) pour ω → 0. Le fait d’imposer une valeur minimale
des fréquences des courants statoriques et rotoriques a pour effet de limiter les
contraintes thermiques des semiconducteurs.
De plus, précisons que pour dimensionner le dispositif de refroidissement ther-
mique des semi-conducteurs, il est impératif de prendre en compte l’amplitude
de l’ondulation de la température de la jonction. Pour illustrer notre propos
nous pouvons prendre comme exemple les problèmes thermiques rencontrés lors de
l’utilisation d’un module d’IGBT, en s’inspirant de l’étude présentée par [30] et [31].
Tout d’abord, l’exemple d’un module 1200 A, 3300 V composé de trois IGBT
permet d’étudier l’évolution de la température de la jonction d’un IGBT. La docu-
mentation technique du constructeur est donnée sur l’annexe B. Considérons que
ce module équipe un onduleur monophasé en pont complet représenté par la figure
1.19.
E
v
T1
i(t)
T1
T1 T1
Module IGBT 1200A-3.3kV
FIG. 1.19 – Exemple d’un onduleur monophasé en pont complet.
Pour cet exemple, on utilise une tension de bus E = 1800 V, un courant de
charge de la forme i(t) = iˆ sin(2pift − ϕ) avec iˆ = 1200 A, ϕ = acos (0, 8) et on
va déterminer l’allure de la température de la jonction pour f = 0, 5, 5 et 50 Hz.
L’onduleur est commandé en MLI avec une fréquence de découpage fsw = 1 kHz
et une profondeur de modulation m = 1. Ce convertisseur est modélisé grâce au
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logiciel de simulation PSIM. Ensuite, un calcul des pertes instantanées 13 est aussi
modélisé sous PSIM. Le principe de ce calcul de pertes est donné dans l’annexe C.
La simulation précédente permet de déterminer le profil de pertes p(t) que
doit dissiper le module IGBT et son radiateur. Il faut maintenant modéliser le
transfert thermique entre la jonction de l’IGBT et le radiateur. Le constructeur
donne une fonction analytique permettant de modéliser l’impédance thermique
(Zth(j−c)) entre la jonction (qui est le siège des pertes) et le boîtier pour un IGBT.
La réponse indicielle de la température du boîtier quand la jonction est soumise à
un échelon de perte permet au constructeur de modéliser l’impédance thermique
par l’équation 1.18.
Zth(j−c) =
4∑
i=1
Ri
(
1− e−t/τi
)
(1.18)
De plus, le constructeur donne les coefficients du tableau 1.2.
i 1 2 3 4
Ri(K/kW) 5,85 1,38 0,641 0,632
τi(ms) 204 30,1 7,55 1,57
TAB. 1.2 – Résistance et constante de temps thermique caractérisant le transfert
thermique entre la jonction et le boîtier d’un IGBT.
Nous pouvons utiliser une analogie entre le domaine de la thermique et
le domaine électrique qui permet de représenter le phénomène de conduction
thermique modélisé par les équations de la chaleur en étudiant le circuit électrique
représenté par le schéma de la figure 1.20.
Tambiant
p(t)
R1
TradiateurTjonction
C1
R2
C2
R3
C3
R4
C4
FIG. 1.20 – Modèle thermique simplifié d’un IGBT et de son radiateur.
La jonction est le siège de pertes qui peuvent être modélisées par une source
de courant. Les condensateurs Ci = τi/Ri ainsi que les résistances Ri représentent
l’impédance thermique équivalente. De plus, le radiateur est supposé isotherme,
c’est à dire que sa température reste constante quel que soit la quantité de
13. la valeur de ces pertes est discrétisée à l’échelle de la période de découpage
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puissance qu’il doit dissiper. Cette hypothèse est très simplificatrice mais comme
le radiateur présente une capacité thermique beaucoup plus importante que la
capacité thermique du boîtier, on peut alors considérer la température (donc la
tension) constante au niveau du radiateur. C’est pour cela que l’on modélise le
radiateur par une source de tension. De plus, on fixe la température du radiateur
à 35 ◦C et la température ambiante à 25 ◦C.
En associant le modèle de pertes dans l’IGBT (dont le principe est donné
en annexe C) au modèle thermique équivalent, on peut simuler l’évolution de
la température de la jonction. On étudie alors trois cas de fonctionnement de
l’onduleur correspondant aux trois valeurs de fréquences des courants en sortie :
f = 0, 5, 5 et 50 Hz. La figure 1.21 présente l’évolution des pertes instantanées et
de la température de jonction en fonction de la phase instantané (θ = 2pift).
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FIG. 1.21 – Évolution de la température de jonction d’un IGBT utilisé dans un
onduleur en fonction de la fréquence du courant de sortie.
L’analyse des résultats montrés sur la figure 1.21 montre que l’ondulation de la
température dépend de la fréquence du courant en sortie de l’onduleur. En effet,
le transfert thermique entre la jonction et le radiateur présente un comportement
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du type passe bas : l’oscillation de la température de la jonction est d’autant plus
importante que la fréquence du courant en sortie de l’onduleur est faible.
L’oscillation de la température de la jonction provoque des contraintes
mécaniques sur les matériaux constitutifs du module (silicium, cuivre, aluminium,
céramique . . .) et surtout au niveau de leurs interfaces de contact. Il s’agit de la
notion de cyclage thermique. Dans notre exemple, l’oscillation de la température
de jonction n’est pas très importante (∆Tjoncion < 40◦C), donc le phénomène de
cyclage thermique n’aura pas trop d’influence sur la durée moyenne de bon fonc-
tionnement du module. Par contre, cette ondulation de température de jonction
doit être prise en compte pour dimensionner le dispositif de refroidissement et
pour le choix des composants IGBT. En effet, il ne faut pas se contenter d’une
étude en valeur moyenne qui dimensionne le système de façon à ne pas dépasser la
température critique de jonction à 125◦C. En effet, les résultats de la figure 1.21
montrent que la valeur maximale de la température de la jonction est d’environ
78◦C alors que sa valeur moyenne n’est qu’à 50◦C. La marge de sécurité doit
donc être largement augmentée si, pour le fonctionnement envisagé, les
courants en sortie de l’onduleur sont de fréquence relativement faible.
C’est pour ces raisons que les entraînements à vitesse variable fonctionnant
avec des courant de fréquence relativement faible (fonctionnement à vitesse lente et
rotor bloqué) doivent être dimensionné avec une marge de sécurité importante. Au
contraire, l’utilisation de la machine asynchrone à double alimentation alimentée
par deux convertisseurs permet de garantir une fréquence minimale des courants
en sortie de l’onduleur, et donc de limiter cette marge de sécurité.
Plus concrètement, dans le cas où l’on souhaite magnétiser la machine avec
une champ tournant à ω, et imposer une fréquence minimale à ωmin, on peut
utiliser par exemple ωs = ωmin + 2ω et ωr = ωmin + ω de telle sorte que l’équation
d’autopilotage 1.4 soit respectée. Le choix d’un couple de valeurs (ωs, ωr) doit
alors satisfaire l’équation d’autopilotage et garantir des pulsations minimales.
La principale conclusion de cette partie est que l’utilisation de la MADA permet
de limiter les ondulations de température des jonctions des semiconducteurs, en
garantissant des pulsations minimales des courants statoriques et rotoriques. Ceci
à donc pour conséquence de limiter la marge de sécurité à prendre en compte lors
du dimensionnement des composants semiconducteurs.
1.4.4 Fonctionnement en survitesse
La figure 1.13 présente le cadre de la comparaison entre une application
utilisant une MAS alimentée par un onduleur et une MADA alimentée par deux
onduleurs.
Le raisonnement mené dans la partie 1.4.2 représenté par la figure 1.16 peut
être qualifié de raisonnement « iso-puissance ». En effet, on considère que les deux
1.4. Synthèse et Positionnement de l’étude 35
applications développent la même puissance, et on compare les pertes dans les
onduleurs.
Contrairement au raisonnement précédent, nous allons maintenant nous inté-
resser au cas où la MAS et la MADA sont alimentées par un (ou des) onduleur(s)
identique(s). La tension de bus continu de ces onduleurs est notée E. On suppose
que les tensions nominales du stator et du rotor de la MADA sont identiques (rap-
port de transformation unitaire). La figure 1.22 rappelle les structures comparées
et précise les hypothèses.
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Onduleur
à IGBT
MASE
P
f,U,I
(a) Application n◦1 : MAS + 1 onduleur
MADA
Redreseur
Réseau E
?
f,U,I
Onduleur
à IGBT
f,U,I
(b) Application n◦2 : MADA + 2 onduleurs
FIG. 1.22 – Comparaison MAS-MADA à tension de bus DC identique.
Le but de cette étude est de comparer la puissance développée par la MAS
(notée P ) à la puissance de la MADA dans cette configuration.
1.4.4.1 Fonctionnement de la MAS en survitesse
La figure 1.23 présente la caractéristique mécanique (dans le plan couple–
vitesse) d’une MAS alimentée par un onduleur de tension. L’article [32] distingue
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trois zones de fonctionnement sur cette caractéristique. Les évolutions du flux
statorique, du courant et de la tension statorique sont aussi représentées.
P = Pn =Cste
Cem
zone 1 zone 2 zone 3
ΩNpωn
IS, IR
Us
0
FIG. 1.23 – Zones de fonctionnement d’une MAS alimentée par un onduleur de
tension.
Les trois zones de fonctionnement se distinguent par les caractéristiques sui-
vantes :
Zone 1 En dessous de la vitesse de rotation nominale (ωn), l’association onduleur–
machine est généralement dimensionnée pour que la machine développe son
couple nominal. Dans cette zone, la machine fonctionne à flux constant (gé-
néralement égal à son flux nominal). La tension évolue alors quasiment pro-
portionnellement à la vitesse de rotation de la machine.
Zone 2 Dans cette zone, la tension en sortie de l’onduleur a atteint sa valeur
nominale (valeur nominale de la tension de la machine). Le rapport Us/fs 14
ne peut plus être maintenu constant étant donné que fs doit augmenter et
que Us a atteint sa valeur nominale. Le flux statorique décroît donc de façon
hyperbolique dans toute cette zone. Le couple décroît alors rapidement, on
fonctionne alors à puissance constante (égale à la puissance nominale).
Zone 3 La force contre électromotrice étant proportionnelle à la vitesse de ro-
tation, la tension en sortie de l’onduleur n’est plus suffisante pour garder le
contrôle du courant pour des vitesses importantes. En conséquence, le courant
décroît, ce qui provoque une décroissance du couple encore plus importante
que dans la zone 2.
1.4.4.2 Fonctionnement de la MADA en survitesse
On rappelle que les onduleurs alimentant la MADA ont des tensions de bus
DC dimensionnées pour une tension nominale au niveau du stator et du rotor de
la machine. Ensuite, on considère que la machine a un rapport de transformation
unitaire. En reprenant l’équation 1.13, on constate que chaque onduleur est capable
14. On note Us la tension entre phase de la machine et fs la fréquence des courants statoriques
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d’imposer la valeur nominale du flux à sa fréquence nominale pour l’armature
considérée. D’après l’équation 1.1, la MADA peut alors développer son couple
nominal. De plus, étant donné que les onduleurs peuvent imposer les flux nominaux
pour leurs pulsations nominales ωsn , ωrn (généralement égales à 2pi · 50 Hz), la
loi de composition des vitesses (ou l’équation d’autopilotage 1.4) permet d’avoir
une vitesse de rotation égale au double de la vitesse de rotation nominale.
En effet, en considérant l’équation d’autopilotage :
ωs = ω + ωr (1.19)
Et si on impose ωs = ωsn et ωr = −ωrn alors l’équation précédente devient :
ω = ωsn + ωrn (1.20)
Prenons un exemple. Si on considère une MADA à deux paires de pôles, la vitesse
nominale est proche de 1500 tr ·min−1 et la fréquence nominale des courants sta-
toriques et rotoriques est de 50 Hz, il est alors possible de fonctionner à vitesse de
rotation égale au double de la vitesse nominale. Comme pour ce point de fonction-
nement la machine est capable de développer son couple nominal, la puissance de la
machine est donc doublée. On peut alors représenter les points de fonctionnements
dans le plan couple–vitesse de la figure 1.24.
Cem
zone 1 zone 2 zone 3
ΩNpωn
Is,Ir
Ur,Us
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P = 2.Pn=Cste
0
FIG. 1.24 – Zones de fonctionnement d’une MADA alimentée par deux onduleurs
de tension.
Les trois zones sont définies comme précédemment mise à part la différence
dans la zone 2 où la machine fonctionne au double de la puissance nominale.
La principale conclusion de cette comparaison (que l’on peut qualifier de com-
paraison « iso-tension de bus ») est que la MADA peut développer une puissance
égale à deux fois sa puissance nominale en fonctionnement en survitesse, contraire-
ment à une MAS pour laquelle on est obligé de diminuer le flux (donc de diminuer
le couple) pour un fonctionnement en survitesse.
Il faut quand même préciser qu’en général les MADA ne sont pas dimension-
nées pour fonctionner en régime permanent à ce point de fonctionnement (Couple
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nominal–Vitesse égale au double de la vitesse nominale).
Tout d’abord, il est possible que le rotor ne supporte pas les contraintes mécaniques
dus à la force centrifuge (proportionnelles au carré de la vitesse de rotation).
Ensuite, la machine n’est généralement pas dimensionnée pour évacuer les pertes
pour ce type de fonctionnement. Pour envisager ce type de fonctionnement, il faut
donc prendre en compte toutes ces contraintes et utiliser une machine dédiée.
1.4.5 Redondance et reconfiguration
Cette partie présente brièvement des possibilités de reconfigurations (extraites
de [26]) d’une application utilisant une MADA alimentée par deux onduleurs en
cas de défaut d’un convertisseur statique ou d’un capteur de courant.
Précisons que l’alimentation d’une MADA par deux onduleurs présente natu-
rellement une redondance de part le fait que deux onduleurs sont utilisés dans le
cas d’un fonctionnement sain (sans défaut). Généralement, on ne retrouve pas ce
type de redondance pour un entraînement utilisant une MAS à cage.
On considère que les défauts onduleurs (provenant d’origines diverses) ont pour
conséquence de rendre l’onduleur défectueux hors service. De même, en cas de dé-
faut d’un capteur de courant, on considère que l’onduleur associé ne peut plus être
utilisé. Il est alors possible de reconfigurer la MADA dans le but d’assurer une
continuité de service. La figure 1.25 présente les différentes possibilités de reconfi-
guration.
Enfin, même si l’utilisation de deux onduleurs de tension représente statistique-
ment un risque de panne deux fois plus important qu’une MAS associée à un seul
onduleur, la probabilité que les deux onduleurs soient en panne simultanément est
très faible. Ceci présente un avantage non négligeable pour des systèmes embar-
qués car cette configuration est apte à fonctionner en mode dégradé (dans ce cas,
le mode dégradé correspond au fonctionnement d’une MAS à cage alimentée par
un seul onduleur placé au stator ou au rotor).
1.5 Conclusion
La Machine Asynchrone à Double Alimentation (MADA) est utilisée pour de
nombreuses applications. Elles peuvent être séparées en deux catégories.
Génération d’énergie à vitesse variable Pour les applications éoliennes et
pour les réseaux d’avions, on l’utilise en tant que générateur à fréquence
fixe et à vitesse variable. La caractéristique de ces applications est que la
plage de variation de vitesse est relativement étroite et se situe autour de la
vitesse de synchronisme. Le rotor est alimenté par un convertisseur statique
généralement sous dimensionné par rapport à la puissance de la machine. On
retrouve aussi ce principe dans les montages de type cascade hyposynchrone.
On trouve dans la littérature de très nombreuses études dédiées à ce type
d’application.
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(a) Fonctionnement sain
MADA
commande
(b) Reconfiguration suite à un défaut de l’onduleur roto-
rique ou d’un capteur courant rotor
MADA
commande
(c) Reconfiguration suite à un défaut de l’onduleur stato-
rique ou d’un capteur courant stator
FIG. 1.25 – Reconfiguration de la MADA en cas de défaut.
Entraînements à vitesse variable Dans ce cas, les applications fonctionnent
généralement sur une plage de vitesse de rotation beaucoup plus impor-
tante que dans le cas précédent. Depuis le début des années 1990, on trouve
quelques études pour des applications plus spécifiques utilisant une MADA
alimentée par deux convertisseurs.
Néanmoins, depuis le début des années 2000, des études plus générales sur la com-
mande des MADA alimentées par deux onduleurs de tensions ont été réalisées. La
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comparaison de cette configuration avec une configuration utilisant une Machine
ASynchrone (MAS) présente des avantages significatifs. On peut citer les avantages
suivants :
– le rendement des convertisseurs statiques est meilleur (à puissance mécanique
identique).
– il est possible de maîtriser la répartition entre la puissance statorique et ro-
torique en utilisant des lois de répartition des pulsations. Ceci présente aussi
l’intérêt de limiter les contraintes thermiques des composants semiconduc-
teurs en imposant des pulsations minimales des courants.
– la puissance de la MADA peut être doublée dans cette configuration. En
effet, elle peut développer son couple nominal sur une plage de vitesse égale
au double de sa vitesse nominale (la démagnétisation n’intervient qu’à 2 ·ωn).
En conclusion, grâce aux nombreux degrés de liberté qu’offre cette configuration,
l’utilisation de la MADA avec cette configuration utilisant deux onduleurs apporte
de nombreux avantages comparé à l’utilisation d’une MAS.
Nous choisissons alors d’étudier cette configuration, et de s’intéresser notamment
aux degrés de liberté qu’elle procure.
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2.1 Introduction
Dans un premier temps, l’objectif est d’établir un modèle le plus précis possible.
Ce modèle doit représenter au mieux le fonctionnement physique de la machine.
On retrouve dans de nombreux ouvrages des modélisations de machines asyn-
chrones. Généralement, après avoir exprimé les équations liant les tensions aux flux
et les courants aux flux, certaines modélisations attribuent des valeurs nulles aux
tensions rotoriques dans le but de modéliser les machines asynchrones à cage.
Nous allons donc reprendre la première partie de cette modélisation en se
gardant bien de donner des valeurs particulières aux tensions rotoriques. En
effet, étant donné que l’on considère ici une machine asynchrone à rotor bobiné,
les tensions des enroulements statoriques et rotoriques sont imposées par des
onduleurs de tensions.
Ensuite, des hypothèses sont utilisées pour simplifier ce modèle. L’objectif est
alors de rendre ce modèle le plus explicite possible de manière à pouvoir s’orienter
vers une stratégie de commande adéquate.
2.2 Hypothèses
Comme extrait de [33], on considère que la machine asynchrone triphasée com-
porte un stator fixe et un rotor mobile autour de l’axe de symétrie de la machine.
Dans des encoches régulièrement réparties sur la face interne du stator sont logés
trois enroulements identiques, à Np paires de pôles ; leurs axes sont distants entre
eux d’un angle électrique égal à 2pi/3. L’étude de cette machine traduit les lois de
l’électromagnétisme dans le contexte habituel d’hypothèses simplificatrices :
– entrefer constant,
– effet des encoches négligé,
– distribution spatiale sinusoïdale des forces magnétomotrices d’entrefer,
– circuit magnétique non saturé et à perméabilité constante,
– pertes magnétiques négligeables,
– l’influence de l’effet de peau et de l’échauffement sur les caractéristiques n’est
pas pris en compte.
Parmi les conséquences importantes de ces hypothèses, on peut citer :
– additivité des flux,
– la constance des inductances propres,
– la loi de variation sinusoïdale des inductances mutuelles entre les enroule-
ments statoriques et rotoriques en fonction de l’angle électrique de leurs axes
magnétiques.
2.3 Modélisation
Généralement, la modélisation d’une machine électrique peut se scinder en
deux parties relativement distinctes. En effet, certaines grandeurs peuvent être
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étudiées en fonction de leur dynamique.
Tout d’abord, les variables de type courants, tensions, flux et couple présentent
une dynamique rapide, elles forment alors le mode électrique et elles sont qualifiées
de « variables rapides ».
Ensuite, l’inertie mécanique des pièces en mouvement implique généralement
que la dynamique de la vitesse de rotation est beaucoup plus lente que la
dynamique des variables présentées ci-dessus. Par conséquent, on peut dire que la
vitesse de rotation est une « variable lente ».
Enfin, il existe une troisième dynamique qui représente l’évolution de la tem-
pérature de la machine. Cette dynamique présente une évolution encore plus lente
que la vitesse de rotation. Notons que cette variable n’est pas abordée ici.
2.3.1 Modélisation du mode rapide
L’objectif de cette partie est d’établir une modélisation du mode rapide. En
reprenant les arguments de Vidal présentés dans [34], notre choix s’oriente vers
une modélisation utilisant les flux comme variable d’état et non pas les courants,
pour minimiser la complexité des termes de couplage entre le stator et le rotor.
2.3.1.1 Équations exprimées dans un référentiel triphasé
Dans un premier temps, il est possible d’exprimer les relations liant les flux aux
courants ainsi que les relations liant les tensions aux flux dans le repère triphasé.
2.3.1.1.1 Repère triphasé
Afin de représenter la machine indépendamment de Np (nombre de paires de
pôles), on utilise la variable θ qui représente l’angle électrique. On obtient alors
une modélisation représentée par la figure 2.1.
On note iSa , iSb et iSc les courants dans les enroulements statoriques Sa, Sb et
Sc. De même, iRa , iRb , iRc représentent les courants triphasés dans les enroulements
rotoriques Ra, Rb et Rc. De plus, on note les tensions statoriques vSa , vSb et vSc , et
les tensions rotoriques vRa , vRb et vRc . Ensuite, on précise par un point (•) le sens
des enroulements : un courant positif entrant par le point crée un flux positif dans
l’enroulement. Enfin, ω est la vitesse de rotation du repère rotorique par rapport
au repère statorique.
2.3.1.1.2 Équations des flux
Dans le repère triphasé, on peut exprimer les flux en fonction des courants grâce
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iRa
vRa
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q
w
vSa
vRc
vSc
vRb
vSb
iSa
iRc
iSc
iRb
iSb
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Rc
Sc
Rb
Sb
FIG. 2.1 – Repère de référence triphasé.
à la relation matricielle suivante :

ΦSa
ΦSb
ΦSc
ΦRa
ΦRb
ΦRc

=

Ls Ms Ms M1 M3 M2
Ms Ls Ms M2 M1 M3
Ms Ms Ls M3 M2 M1
M1 M2 M3 Lr Mr Mr
M3 M1 M2 Mr Lr Mr
M2 M3 M1 Mr Mr Lr


iSa
iSb
iSc
iRa
iRb
iRc

(2.1)
avec :
M1 = Msr cos θ
M2 = Msr cos (θ − 2pi/3)
M3 = Msr cos (θ + 2pi/3)
On utilise les notations décrites ci-dessous :
Ls : inductance propre d’une phase statorique,
Lr : inductance propre d’une phase rotorique,
Ms : coefficient de mutuelle inductance entre deux phases du stator,
Mr : coefficient de mutuelle inductance entre deux phases du rotor,
Msr : maximum de l’inductance mutuelle entre une phase stator et rotor,
ΦSa : flux total traversant l’enroulement Sa (la logique est respectée pour les no-
tations des autres flux).
On peut regrouper les sous-matrices de la matrice des inductances de l’équation
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(2.1), et obtenir l’équation suivante :[
ΦSabc
]
=
[
Ls
] [
iSabc
]
+
[
Msr
] [
iRabc
]
(2.2)
[
ΦRabc
]
=
[
Lr
] [
iRabc
]
+
[
Mrs
] [
iSabc
]
(2.3)
avec : [
Ls
]
=
Ls Ms MsMs Ls Ms
Ms Ms Ls
 (2.4)
[
Lr
]
=
Lr Mr MrMr Lr Mr
Mr Mr Lr
 (2.5)
[
Msr
]
=
[
Mrs
]ᵀ
=
M1 M3 M2M2 M1 M3
M3 M2 M1
 (2.6)
2.3.1.1.3 Équations des tensions
En appliquant la loi de Faraday aux enroulements de la MADA, on obtient :
– pour le stator : vSavSb
vSc
 =
Rs 0 00 Rs 0
0 0 Rs

︸ ︷︷ ︸[
Rs
]
iSaiSb
iSc
+ ddt
ΦSaΦSb
ΦSc
 (2.7)
– pour le rotor : vRavRb
vRc
 =
Rr 0 00 Rr 0
0 0 Rr

︸ ︷︷ ︸[
Rr
]
iRaiRb
iRc
+ ddt
ΦRaΦRb
ΦRc
 (2.8)
On note :
Rs : résistance d’une phase statorique,
Rr : résistance d’une phase rotorique.
On peut simplifier l’écriture de ces équations et obtenir :
– au stator : [
vSabc
]
=
[
Rs
] [
iSabc
]
+ d
dt
[
ΦSabc
]
(2.9)
– au rotor : [
vRabc
]
=
[
Rr
] [
iRabc
]
+ d
dt
[
ΦRabc
]
(2.10)
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2.3.1.2 Équations exprimées dans des référentiels diphasés
Dans un second temps, il est possible d’exprimer les relations liant les flux aux
courants ainsi que les relations liant les tensions aux flux dans le repère diphasé en
utilisant une transformation permettant de réduire le nombre de variables.
2.3.1.2.1 Repère diphasé
Ici, on utilise une transformation triphasée-diphasée de typeConcordia inverse
(définie dans l’annexe D), qui présente la propriété de conserver les puissances. On
utilise un repère diphasé équivalent dans lequel la modélisation est représentée par
la figure 2.2. Cette transformation permet également d’utiliser moins de variables
pour modéliser la machine.
iRa
vRa
Ra
q
w
vSa
vRb
vSb
iSa
iRb
iSb
Sa
Rb
Sb
FIG. 2.2 – Repère de référence diphasé.
Nous allons donc travailler avec une représentation de machine diphasée équi-
valente dont :
– les enroulements statoriques sont référencés dans un repère (Sα, Sβ) fixe par
rapport au stator,
– les enroulements rotoriques sont référencés dans un repère (Rα, Rβ) tournant
à la pulsation ω par rapport au repère lié au stator (Sα, Sβ),
– les courants iSα , iSβ représentent les courants statoriques dans les enroule-
ments (Sα, Sβ),
– de même, on note iRα , iRβ les courants dans les enroulements (Rα, Rβ),
– les tensions vSα , vSβ représentent les tensions statoriques aux bornes des
enroulements fixes du stator (Sα, Sβ),
– de même, on note vRα , vRβ les tensions rotoriques aux bornes des enroule-
ments du rotor (Rα, Rβ).
On note Φsα et Φsβ les composantes du flux statorique dans le repère diphasé lié
au stator (Sα, Sβ) fixe. De même, les composantes du flux rotorique sont notées Φrα
et Φrβ et sont exprimées dans le repère (Rα, Rβ) lié au rotor (mobile par rapport
au stator). L’objectif est de définir les relations entre les flux et les courants ainsi
que les équations des tensions avec ces nouvelles variables.
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2.3.1.2.2 Équations des flux
On applique la transformation de Concordia aux équations 2.2 et 2.3.[
T3
]−1 [
ΦSabc
]
=
[
T3
]−1 [
Ls
] [
iSabc
]
+
[
T3
]−1 [
Msr
] [
iRabc
]
[
T3
]−1 [
ΦRabc
]
=
[
T3
]−1 [
Lr
] [
iRabc
]
+
[
T3
]−1 [
Mrs
] [
iSabc
]
En définissant
[
I3
]
comme étant la matrice d’identité d’ordre 3, on a :
[
T3
]
·
[
T3
]−1
=
[
I3
]
En notant [
xαβ
]
=
x0xα
xβ

On peut alors écrire la relation suivante :[
ΦSαβ
]
=
[
T3
]−1 [
Ls
] [
T3
]
︸ ︷︷ ︸[
Ls
]
[
T3
]−1 [
iSabc
]
+
[
T3
]−1 [
Msr
] [
T3
]
︸ ︷︷ ︸[
Msr
]
[
T3
]−1 [
iRabc
]
[
ΦRαβ
]
=
[
T3
]−1 [
Lr
] [
T3
]
︸ ︷︷ ︸[
Lr
]
[
T3
]−1 [
iRabc
]
+
[
T3
]−1 [
Mrs
] [
T3
]
︸ ︷︷ ︸[
Mrs
]
[
T3
]−1 [
iSabc
]
On définit alors les matrices suivantes :
[
Ls
]
=
Los 0 00 Ls 0
0 0 Ls
 et [Lr] =
Lor 0 00 Lr 0
0 0 Lr

[
Msr
]
=
[
Mrs
]ᵀ
=
0 0 00 M cos θ −M sin θ
0 M sin θ M cos θ

On utilise la notion d’inductance homopolaire et cyclique définie comme il suit :
Los = Ls + 2Ms inductance homopolaire statorique
Lor = Lr + 2Mr inductance homopolaire rotorique
Ls = Ls −Ms inductance cyclique statorique
Lr = Lr −Mr inductance cyclique rotorique
M = 32Msr inductance mutuelle cyclique entre stator et rotor
En conclusion, on rappelle l’expression du flux statorique et du flux rotorique
dans les repères diphasés (Sα, Sβ) et (Rα, Rβ). Précisons que pour simplifier les
notations, on ne prend plus en compte les composantes homopolaires. En effet, le
mode habituel d’alimentation du stator et du rotor (neutre non connecté) ainsi
que les structures des enroulements confèrent la nullité de la somme des courants
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statoriques et rotoriques. L’équation 2.11 présente ces relations et définie la matrice[
L
]
. 
ΦSα
ΦSβ
ΦRα
ΦRβ
 =

Ls 0 M cos θ −M sin θ
0 Ls M sin θ M cos θ
M cos θ M sin θ Lr 0
−M sin θ M cos θ 0 Lr

︸ ︷︷ ︸[
L
]

iSα
iSβ
iRα
iRβ
 (2.11)
2.3.1.2.3 Équations des tensions
De la même manière que dans la partie précédente, on applique la transforma-
tion de Concordia à l’équation 2.9 :
[
T3
]−1 [
vSabc
]
=
[
T3
]−1 [
Rs
] [
T3
]
︸ ︷︷ ︸[
Rs
]
[
T3
]−1 [
iSabc
]
+ d
dt
[
T3
]−1 [
ΦSabc
]
(2.12)
Notons que la matrice
[
T3
]−1
possède des coefficients constants. Il est donc possible
d’intervertir l’opérateur dérivé d
dt
avec cette matrice. En utilisant des variables
statoriques et rotoriques exprimées dans un repère diphasé, on obtient :
vSα
vSβ
vRα
vRβ
 =

Rs 0 0 0
0 Rs 0 0
0 0 Rr 0
0 0 0 Rr

︸ ︷︷ ︸[
R
]

iSα
iSβ
iRα
iRβ
+ ddt

ΦSα
ΦSβ
ΦRα
ΦRβ
 (2.13)
2.3.1.2.4 Adaptation des équations - Détermination du modèle flux
Dans cette partie, on souhaite trouver l’expression liant les tensions aux flux.
On doit alors éliminer les variables « courant » dans l’équation 2.13 en utilisant
l’équation 2.11. On note s la variable de Laplace.[
vSαβ
vRαβ
]
=
[
R
] [
L
]−1 [ΦSαβ
ΦRαβ
]
+ s
[
ΦSαβ
ΦRαβ
]
(2.14)
La matrice
[
L
]−1
est égale à :
[
L
]−1
= 1
M 2 −LsLr

−Lr 0 M cos θ −M sin θ
0 −Lr M sin θ M cos θ
M cos θ M sin θ −Ls 0
−M sin θ M cos θ 0 −Ls
 (2.15)
On définit le coefficient de dispersion par l’équation 2.16.
σ = 1− M
2
LsLr
avec 0 < σ < 1 (2.16)
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De plus, on introduit les constantes de temps statorique (τs) et rotorique (τr).
τs =
Ls
Rs
et τr =
Lr
Rr
(2.17)
En utilisant les variables définies par les équations 2.16 et 2.17, on obtient :
vSαβ
vRαβ
 =

1 + στss
στs
0 −M cos θ
στsLr
M sin θ
στsLr
0 1 + στss
στs
−M sin θ
στsLr
−M cos θ
στsLr
−M cos θ
στrLs
−M sin θ
στrLs
1 + στrs
στr
0
M sin θ
στrLs
−M cos θ
στrLs
0 1 + στrs
στr

ΦSαβ
ΦRαβ
 (2.18)
2.3.1.3 Expression du couple électromagnétique
La puissance électrique instantanée p(t) fournie aux enroulements statoriques et
rotoriques s’exprime en fonction des grandeurs d’axes diphasées (α, β) par l’équa-
tion suivante :
p(t) = vSαiSα + vSβ iSβ + vRαiRα + vRβ iRβ (2.19)
On définit la position des flux dans les repères diphasés par le schéma de la figure
2.3
SβRβ
Rα
Sα
ρs
ρr
θ
ωs
ω−→Φr
−→Φs
γ
FIG. 2.3 – Position des flux
On en déduit la relation angulaire suivante :
γ = ρs − ρr − θ (2.20)
Cette équation peut être qualifiée de relation d’autopilotage angulaire. En
effet, en régime permanent de vitesse, l’angle γ devient constant, donc en dérivant,
on obtient la relation d’autopilotage décrite par l’équation 2.21. Les pulsations
utilisées dans cette équation sont définies par l’équation 2.23.
ωs = ωr + ω (2.21)
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On pose alors :
ΦSα = ΦS cos ρs
}
dans le repère (Sα,Sβ)ΦSβ = ΦS sin ρs
ΦRα = ΦR cos ρr
}
dans le repère (Rα,Rβ)ΦRβ = ΦR sin ρr
(2.22)
De plus, on exprime les dérivées des positions angulaires des flux par l’équation
2.23. Ces dérivées sont calculées dans des repères différents. C’est pour cela qu’ils
sont spécifiée en indice des dérivées.(
dρs
dt
)
(Sα,Sβ)
= ωs(
dρr
dt
)
(Rα,Rβ)
= ωr(
dθ
dt
)
(Sα,Sβ)
= ω
(2.23)
En utilisant l’équation 2.13 on peut calculer la puissance électrique instantanée
en accord avec l’équation 2.19 :
p(t) = Rsi2Sα +Rsi
2
Sβ︸ ︷︷ ︸
pJs
+Rri2Rα +Rri
2
Rβ︸ ︷︷ ︸
pJr
+iSα
dΦSα
dt + iSβ
dΦSβ
dt + iRα
dΦRα
dt + iRβ
dΦRβ
dt
On note pJs , pJr et pJ les pertes Joule du stator, du rotor et les pertes Joule totales.
L’expression de la puissance instantanée devient donc :
p(t) = pJ + iSα
(
dΦS
dt cos ρs − ΦSωs sin ρs
)
+ iSβ
(
dΦS
dt sin ρs + ΦSωs cos ρs
)
+ iRα
(
dΦR
dt cos ρr − ΦRωr sin ρr
)
+ iRβ
(
dΦR
dt sin ρr + ΦRωr cos ρr
)
On peut identifier les termes présents dans l’équation 2.22 et obtenir :
p(t) = pJ
+ iSα
dΦS
dt cos ρs + iSβ
dΦS
dt sin ρs + iRα
dΦR
dt cos ρr + iRβ
dΦR
dt sin ρr︸ ︷︷ ︸
pmag
+ ωs
(
ΦSαiSβ − ΦSβ iSα
)
+ ωr
(
ΦRαiRβ − ΦRβ iRα
)
︸ ︷︷ ︸
pmec
(2.24)
Le terme pmag représente les échanges d’énergies électromagnétiques entre les
sources d’alimentation et les enroulements de la machine. On remarque que ce
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terme est nul quand les modules des flux sont constants. Le terme pmec regroupe
l’ensemble des termes liés aux pulsations des flux (donc des courants).
On pose alors :
p(t) =pJ + pmag + ps + pr
avec ps = ωs
(
ΦSαiSβ − ΦSβ iSα
)
et pr = ωr
(
ΦRαiRβ − ΦRβ iRα
)
Il est possible d’exprimer le terme pr en fonction des variables statoriques en uti-
lisant l’équation 2.11. On utilise les expressions suivantes :
iRα =
1
Lr
(
ΦRα −M cos θiSα −M sin θiSβ
)
iRβ =
1
Lr
(
ΦRβ +M sin θiSα −M cos θiSβ
)
On obtient alors :
pr =
Mωr
Lr
[
iSα
(
ΦRα sin θ + ΦRβ cos θ
)
− iSβ
(
ΦRα cos θ − ΦRβ sin θ
)]
En utilisant l’inverse de la matrice
[
L
]
, il est possible d’obtenir les relations sui-
vantes :
iSα =
1
M 2 −LsLr
(
−LrΦSα +M cos θΦRα −M sin θΦRβ
)
iSβ =
1
M 2 −LsLr
(
−LrΦSβ +M sin θΦRα +M cos θΦRβ
) (2.25)
En injectant ces relations dans l’expression la plus récente de pr, on obtient, après
simplification :
pr = −ωr
(
ΦSαiSβ − ΦSβ iSα
)
(2.26)
On en déduit alors, grâce à l’équation 2.21, l’expression de la puissance mécanique
en fonction des grandeurs statoriques :
pmec = ω
(
ΦSαiSβ − ΦSβ iSα
)
(2.27)
On note Ω la vitesse de rotation mécanique du rotor, tandis que la vitesse de
rotation électrique est notée ω = NpΩ. La puissance mécanique est donc égale à
CemΩ ou à Cem ωNp , donc l’expression du couple électromagnétique est :
Cem = Np
(
ΦSαiSβ − ΦSβ iSα
)
(2.28)
En notant −→ΦS et −→IS les vecteurs flux statorique et courant statorique exprimés dans
un repère diphasé, le vecteur couple électromagnétique s’exprime par :
−−→
Cem = Np
(−→ΦS ∧ −→IS)
52 2. Modélisation et problématique
En utilisant l’équation 2.11 et en calculant l’inverse de la matrice
[
L
]
, on définit
les équations 2.29a à 2.29f. On note −→ΦR et −→IR les vecteur flux rotorique et courant
rotorique exprimés dans un repère diphasé. Dans ce groupe d’équation, on rappelle
l’expression précédente de −−→Cem et on décline les expressions du vecteur couple
électromagnétique.
−−→
Cem = Np
(−→ΦS ∧ −→IS) (2.29a)
−−→
Cem = Np
(−→
IR ∧ −→ΦR
)
(2.29b)
−−→
Cem = NpM
(−→
IR ∧ −→IS
)
(2.29c)
−−→
Cem =
NpM
Ls
(−→
IR ∧ −→ΦS
)
(2.29d)
−−→
Cem =
NpM
Lr
(−→ΦR ∧ −→IS) (2.29e)
−−→
Cem =
Np(1− σ)
σM
(−→ΦR ∧ −→ΦS) (2.29f)
2.3.2 Modélisation du mode mécanique
L’équation fondamentale de la dynamique appliquée au rotor de la machine
donne :
J
dΩ
dt = Cem − Cr − C0 − fΩ (2.30)
On note :
J Inertie totale des pièces en mouvement ramenée sur l’arbre de la machine
Cr Couple résistant sur l’arbre de la machine
C0 Couple de frottement sec à vide
f Coefficient de frottement visqueux à vide
Ω Vitesse mécanique de la machine
2.4 Modèle de connaissance
Maintenant que les modélisations des modes rapides et du mode lent sont éta-
blies, on peut rassembler les deux dans le but de déterminer un modèle complet.
Ce modèle permettra par la suite de représenter le plus finement possible le com-
portement physique de la machine. Il sera implanté en langage MAST du logiciel
SABER-SKETCH. Le schéma de la figure 2.4 présente ce modèle.
On rappelle que Np est le nombre de paires de pôles de la machine, tandis que
1
s représente l’opération intégrale dans le domaine de Laplace.
2.5 Modèle d’action ou modèle de commande
On définit le modèle d’action comme étant le modèle permettant la synthèse
de la commande. Ce modèle peut comporter un certain nombre d’hypothèses
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FIG. 2.4 – Modèle complet de la machine.
simplificatrices permettant de définir plus aisément une stratégie de commande.
A partir du modèle défini dans la partie précédente, nous allons construire un
modèle d’action simplifié.
Le modèle en question peut être construit très rapidement en négligeant l’in-
fluence des termes résistifs par rapport aux termes représentant l’induction dans
l’équation 2.13. Le domaine de validité de cette hypothèse se restreint générale-
ment aux machines dont la puissance est importante. Ceci se traduit alors par la
relation suivante : 
vSα
vSβ
vRα
vRβ
 ≈ s

ΦSα
ΦSβ
ΦRα
ΦRβ
 car [R] ·

iSα
iSβ
iRα
iRβ
 s

ΦSα
ΦSβ
ΦRα
ΦRβ
 (2.31)
Cela revient à dire que l’on assimile le flux à l’intégrale de la tension.
Par conséquent, dans le calcul de l’expression de la puissance 2.19, les termes
représentant les pertes Joule dans la machine n’apparaissent plus. L’expression
du couple électromagnétique est donc inchangée car les calculs de la partie 2.3.1.3
restent valables.
Considérons maintenant que le couple électromagnétique développé par la ma-
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chine est donné par l’expression 2.29f. L’angle γ défini par la figure 2.3 représente
l’écart angulaire entre les flux. Il est donc possible de calculer le couple électroma-
gnétique Cem grâce à l’équation 2.32.
Cem = KcΦSΦR sin γ avec Kc =
Np(1− σ)
σM
(2.32)
On en déduit alors le schéma de la figure 2.5 représentant le modèle d’action.
abc
α,β
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FIG. 2.5 – Modèle d’action permettant la synthèse de la commande.
Plusieurs commentaires permettent d’expliciter ce modèle.
Tout d’abord, le fait de négliger les pertes Joule dans la machine, apporte
des simplifications significatives. En effet, contrairement au modèle présenté sur
la figure 2.4, le modèle d’action (figure 2.5) ne présente plus les termes de cou-
plage entre armatures (stator sur rotor et vice-versa). En reprenant l’expression
de la matrice 2.15, on s’aperçoit qu’elle comporte des coefficients responsables des
couplages entre les courants statoriques et rotoriques (et vice-versa). Le fait de
négliger les résistances dans notre modèle d’action permet de supprimer l’influence
des courants, donc de supprimer les couplages entre le stator et le rotor.
La suppression des termes de couplage présente un avantage en terme de sim-
plicité du modèle. Cet avantage provient du fait que l’on néglige les pertes Joule
et que l’on a choisi une modélisation utilisant les flux comme variables d’état (et
non pas les courants).
Ensuite, en supposant que le flux évolue comme l’intégrale de la tension appli-
quée, une commande de ce mode rapide du type non linéaire peut être rapidement
implantée et demande très peu de ressources.
On peut aussi représenter ce modèle avec une forme plus compacte (figure
2.6). On utilise la notation || || pour symboliser la fonction donnant le module
d’un vecteur.
Enfin, le principal avantage de ce modèle provient du fait que l’on peut facile-
ment l’interpréter. En effet, l’analogie entre l’interaction des flux et le principe de
fonctionnement d’une boussole (voir 1.14) peut être faite.
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Ω
FIG. 2.6 – Modèle d’action – forme compacte.
2.6 Problématique : Choix des variables de com-
mande
Cette partie a pour but d’établir la problématique de ce modèle et de la com-
mande qui lui est associée. En reprenant l’équation liant le couple électromagné-
tique aux flux (Eq : 2.33), on constate qu’il existe deux degrés de liberté permettant
de contrôler la valeur du couple. En effet, les variables γ, ainsi que le flux statorique
ΦS et le flux rotorique ΦR influencent Cem.
||−−→Cem|| = Kc||−→ΦR ∧ −→ΦS|| = KcΦSΦR sin γ (2.33)
Deux stratégies de commande peuvent alors se distinguer.
– la première consiste à réguler l’angle γ à une certaine valeur et ajuster les
modules des flux ΦS et ΦR afin de contrôler Cem.
– la seconde, au contraire, permet une magnétisation de la machine (régulation
de ΦS et ΦR à une certaine valeur) et Cem est uniquement contrôlé par action
sur l’angle γ.
Tout d’abord, une première remarque peut être faite concernant les pertes fer
dans la machine. Dans le livre [12], l’auteur expose les phénomènes physiques
responsables des pertes fer (pertes par courant de Foucault et pertes par hystérésis)
dans les matériaux magnétiques. La formule 2.34 donne les pertes massiques en
fonction de certaines variables.
q = khfB2M︸ ︷︷ ︸
qh
+ kFf 2B2M︸ ︷︷ ︸
qF
(2.34)
On note :
Dans le but de minimiser les pertes fer dans la machine, l’idée est de minimiser
la valeur maximale de l’induction donc de minimiser le flux. Il est donc judicieux
de privilégier la stratégie de commande qui ajuste les flux et maintient γ constant
pour contrôler le couple. De cette façon, la machine sera magnétisée à la valeur
minimale permettant de developer le couple électromagnétique de référence.
Néanmoins, une question importante se pose : quelle est la valeur à donner à
l’angle γ, si on considère une stratégie de commande qui ajuste la magnétisation
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Variable Définition Unité
qh Pertes massiques dûes aux pertes par hystérésis W/kg
qF Pertes massiques dûes aux pertes par courant de Foucault W/kg
q Qualité du matériau magnétique (pertes massiques) W/kg
kh Constante dépendant du matériau (100 à 500) –
f Fréquence Hz
BM Valeur maximale du champ d’induction T
kF Constante dépendant du matériau –
TAB. 2.1 – Définition des pertes fer dans un matériau magnétique
en fonction du couple à fournir sur l’arbre de la machine ? De plus, quel critère
utiliser pour déterminer cette valeur ?
Le chapitre suivant présente une étude d’optimisation du facteur de puissance
global permettant d’identifier et de déterminer les valeurs des degrés de liberté
présents avec cette configuration (MADA alimentée par deux onduleurs) et no-
tamment de définir une valeur optimale à donner à l’angle γ.
2.7 Conclusion
Ce chapitre présente une modélisation de la machine pour répondre à deux
objectifs :
1. Établir un modèle précis de la machine
Ce modèle permet de représenter le plus fidèlement possible le fonctionnement
de la machine.
2. Définir un modèle d’action
Au contraire, ce modèle utilisant certaines hypothèses permet la conception
de la commande.
L’organisation de ce chapitre est la suivante :
Tout d’abord, pour limiter le nombre de variables, une transformation de
Concordia est utilisée pour convertir les relations entre grandeurs triphasées en
relations utilisant des grandeurs diphasées (la composante homopolaire est alors
négligée). Ceci permet de définir le modèle de connaissance qui sera utilisé dans
une simulation dont l’objectif est de valider le principe de la commande.
Ensuite, pour permettre de synthétiser cette commande, un modèle d’action
est établi. Ce modèle est basé sur une hypothèse consistant à négliger les pertes
Joule dans la machine, et il présente l’avantage d’être relativement simple.
Enfin, une problématique est définie. On s’interroge sur le choix de la stratégie
de commande et des degrés de liberté à fixer en considérant des critères de rende-
ment, notamment les pertes fer dans les matériaux magnétiques de la machine. Le
chapitre suivant a pour but de répondre à cette problématique.
Chapitre 3
Optimisation du facteur de
puissance du système
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3.1 Introduction
L’utilisation de deux onduleurs de tension pour alimenter une seule machine
présente, entre autres, l’avantage d’apporter des degrés de liberté supplémentaires
pour la commande. En effet, plusieurs variables peuvent être utilisées pour contrôler
le couple électromagnétique, comme présenté dans le chapitre précédent.
L’objectif de ce chapitre est tout d’abord de définir ces degrés de liberté ainsi
que leur influence sur le fonctionnement de notre système. Ensuite, dans le but de
déterminer un réglage optimal des degrés de liberté, une étude d’optimisation est
réalisée. Le critère d’optimisation utilisé correspond au facteur de puissance global.
Une étude analytique associée à une étude numérique permettent de mener à bien
l’optimisation du facteur de puissance du système.
3.2 Définition des degrés de liberté
L’objectif de cette partie est d’identifier les degrés de liberté présents dans
une configuration utilisant une MADA alimentée par deux onduleurs. L’influence
des valeurs de ces degrés de liberté sur le fonctionnement du système est aussi
examinée.
3.2.1 Coefficient de répartition de puissance active k
On définit le coefficient k comme étant le ratio entre la pulsation des courants
statoriques ωs et la vitesse de rotation électrique du rotor ω.
k = ωs
ω
(3.1)
De plus, on se fixe les valeurs extrêmes de ce ratio :
0 ≤ k ≤ 1 (3.2)
On en déduit alors la relation 3.3 grâce à l’équation d’autopilotage fréquentielle
(Eq. 2.21).
ωr = (k − 1)ω (donc ωr ≤ 0 quand ω ≥ 0 ) (3.3)
L’équation 2.24 permet d’identifier les termes correspondant à la puissance
statorique et rotorique. De plus, en supposant que la machine a un rendement
unitaire (pas de pertes Joule, ni de pertes fer, ni de pertes mécaniques), on a
pmec = ps + pr (pmec représente la puissance mécanique, ps et pr les puissances
électriques statorique et rotorique). ps = ωs
(
ΦSαiSβ − ΦSβ iSα
)
pr = ωr
(
ΦRαiRβ − ΦRβ iRα
) (3.4)
De plus, l’équation 2.26 permet d’exprimer la puissance rotorique grâce aux va-
riables statoriques :
pr = −ωr
(
ΦSαiSβ − ΦSβ iSα
)
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Ensuite, on rappelle ci-dessous l’équation 2.27 exprimant la puissance instan-
tanée.
pmec = ω
(
ΦSαiSβ − ΦSβ iSα
)
En utilisant l’équation d’autopilotage 2.21, on peut écrire :
pmec = (ωs − ωr)
(
ΦSαiSβ − ΦSβ iSα
)
On a donc :
pmec = ps + pr avec
{
ps = k · pmec
pr = (1− k) · pmec (3.5)
L’équation 3.5 montre qu’il est possible de contrôler la part de puissance absor-
bée par la machine entre l’armature statorique et rotorique en jouant sur la valeur
de k. Autrement dit, il est possible de répartir la puissance instantanée
absorbée par la machine entre le stator et le rotor.
Il est possible de représenter ce principe de répartition de puissance par le
schéma de la figure 3.1 (ce schéma est déjà représenté à la page 24 mais en consi-
dérant la valeur moyenne des puissances).
MADA
ps = k · pmec
pr = (1− k) · pmec
pmec
(a) k → 1
MADA
ps = k · pmec
pr = (1− k) · pmec
pmec
(b) k → 0
FIG. 3.1 – Influence du coefficient de répartition de puissance.
De plus, en fonction de la valeur de k, le mode de fonctionnement de la MADA
peut s’apparenter à un mode de fonctionnement de machines « usuelles ». Le ta-
bleau Tab. 3.1 présente cette analyse. Nous utilisons les notations suivantes :
– Ps : Puissance électrique moyenne absorbée par les enroulements statoriques
– Pr : Puissance électrique moyenne absorbée par les enroulements rotoriques
– Pmec : Puissance mécanique moyenne dans le cas d’un rendement unitaire de
la machine
– MCC : Machine à Courant Continu munie d’un collecteur électronique
– MS : Machine Synchrone
Dans un premier temps, on peut considérer ce coefficient comme étant un degré
de liberté. Néanmoins, la valeur de ce coefficient de répartition des puissances doit
être fixée pour dimensionner les onduleurs de tension. Il n’est donc pas envisa-
geable de modifier la valeur de ce coefficient a posteriori. En effet, les onduleurs de
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k ωs ωr Ps Pr Type de fonctionnement
0 0 −ω 0 Pmec MCC
0 < k < 1 k ·ω (k − 1) ·ω k ·Pmec (1− k)Pmec MADA
1 ω 0 Pmec 0 MS
TAB. 3.1 – Modes de fonctionnement de la MADA en fonction de la valeur du
coefficient de répartition de puissance
tensions étant dimensionnés pour convertir une certaine puissance, la modification
de la valeur de ce coefficient en fonctionnement nominal, pourrait entraîner des
surcharges au niveau des onduleurs (butés en tension ou sur-intensités).
3.2.2 Coefficient de magnétisation KΦ
Nous définissons le coefficient KΦ comme étant le ratio entre le module du flux
rotorique et le module du flux statorique.
KΦ =
ΦR
ΦS
(3.6)
Tout d’abord, on conçoit que ce coefficient va influencer la puissance réac-
tive absorbée par notre machine, à la manière d’un compensateur synchrone.
C’est une machine synchrone tournant à vide dont la seule fonction est de
consommer ou de fournir de la puissance réactive au réseau. C’est en ajustant
le courant d’excitation (ou le flux d’excitation) qu’il est possible de fournir de
l’énergie réactive (la machine est alors surexcitée) ou de consommer de l’énergie
réactive (la machine est alors sous-excitée). De telles machines sont utilisées
notamment pour fournir de l’énergie réactive lorsque le réseau est chargé, et pour
absorber l’énergie réactive générée par les lignes lorsque la consommation est faible.
Ensuite, il est possible de faire une analogie entre notre machine et un trans-
formateur. On considère alors que les enroulements statoriques (respectivement
rotoriques) correspondent au primaire (resp. secondaire) de notre transformateur.
Pour un transformateur, on définit le rapport de transformation m tel que :
m = V2
V1
= Φ2Φ1
= n2
n1
(3.7)
avec :
V2 : tension simple aux bornes d’un enroulement secondaire
V1 : tension simple aux bornes d’un enroulement primaire
Φ2 : flux secondaire
Φ1 : flux primaire
n2 : nombre de spires d’un enroulement secondaire
n1 : nombre de spires d’un enroulement primaire
Si on considère que toutes les lignes de champ de notre machine traversent
l’entrefer, alors il n’y a pas de flux de fuite (σ → 0). On peut alors assimiler
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le fonctionnement de la MADA à celui d’un transformateur. En notant ϕ le flux
magnétique traversant l’entrefer, on peut écrire :
ΦS = ns ·ϕ
ΦR = nr ·ϕ
on a donc KΦ =
ΦR
ΦS
= nr
ns
ce qui est analogue à m
On peut donc assimiler ce coefficient KΦ caractérisant la magnétisation de
la MADA au rapport de transformation m d’un transformateur. En effet, par
construction, notre machine s’assimile à un transformateur qui possède un degré
de liberté en rotation, c’est-à-dire un transformateur tournant. Néanmoins, la
valeur de ce coefficient peut être contrôlée par la commande, sa valeur n’est pas
fixée comme dans le cas d’un transformateur.
3.2.3 Écart angulaire entre les flux : l’angle γ
On définit cet écart angulaire noté γ par la figure 3.2.
SβRβ
Rα
Sα
ρs
ρr
θ
ωs
ω−→Φr
−→Φs
γ
FIG. 3.2 – Définition de l’angle γ
De plus, on rappelle l’expression 2.32 exprimant le couple électromagnétique
en fonction de la variable γ dans l’équation 3.8.
Cem = KcΦSΦR sin γ avec Kc =
Np(1− σ)
σM
(3.8)
Il est possible d’introduire la variable KΦ précédemment définie. On obtient alors
l’équation 3.9.
Cem = KcKΦΦS2 sin γ (3.9)
On considère dans cette étude que l’angle γ est compris dans l’intervalle :
0 < γ ≤ pi/2
En effet, cet angle doit être non nul pour avoir une valeur non nulle du couple, et,
de plus, il doit être inférieur à pi/2 sous peine de décrochage de la machine à la
manière d’un machine synchrone.
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En conclusion, la relation 3.9 montre bien la présence de degrés de liberté. En
effet, il est possible d’imposer une certaine valeur du couple électromagnétique par
action sur ΦS. Néanmoins, les variables KΦ et γ ont une influence sur la valeur
du couple électromagnétique, c’est pour cela qu’elles sont considérées comme étant
des degrés de liberté.
3.2.4 Problématique : Détermination d’un réglage optimal
Nous venons de mettre en evidence la présence de trois degrés de liberté :
k : coefficient de répartition de puissance
KΦ : coefficient de magnétisation
γ : écart angulaire entre les flux
Il se pose maintenant la question de savoir s’il existe des valeurs optimales de
ces degrés de liberté. Pour cela, il faut déterminer un critère quantitatif permettant
d’apprécier l’influence du réglage des valeurs de ces degrés de liberté.
3.3 Critère d’optimisation
3.3.1 Définition
Nous sommes en présence d’un système utilisant deux onduleurs. Nous avons
vu précédemment que chaque onduleur est dimensionné a priori pour convertir une
certaine quantité de puissance.
Généralement, on utilise le facteur de puissance pour quantifier l’efficacité d’une
machine. En effet, c’est un paramètre qui rend compte de l’efficacité qu’a un dipôle
à consommer de la puissance lorsqu’il est traversé par un courant.
Dans notre cas, on ne peut pas utiliser ce critère tel quel. En effet, on ne peut
privilégier le facteur de puissance d’une armature aux dépens de l’autre.
Il est tout de même possible de considérer la somme des facteurs de puissance
de chaque armature en les pondérant par la quantité de puissance absorbée par
l’armature considérée. On peut alors qualifier ce critère de facteur de puissance
global. On note :
fps : le facteur de puissance statorique
fpr : le facteur de puissance rotorique
Le critère précédemment défini est formulé par l’équation 3.10.
fpg = k · fps + (1− k) · fpr (3.10)
3.3.2 Interprétation
Nous allons considérer deux cas particuliers pour interpréter cette notion de
facteur de puissance global.
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Premièrement, prenons par exemple k = 0, 8. Cela revient à dire que 80% de la
puissance de la machine est apportée par le stator et 20% par le rotor. L’expression
3.10 devient alors :
fpg = 0, 8 · fps + 0, 2 · fpr
On s’aperçoit alors que l’influence de fps sur fpg est prédominante devant l’in-
fluence de fpr. En effet, il est judicieux que le facteur de puissance de l’armature
qui absorbe le plus de puissance soit prépondérant par rapport au facteur de
puissance de l’armature qui en absorbe le moins.
Deuxièmement, considérons que k = 0, 2. Cela revient à dire que 20% de la
puissance de la machine est apportée par le stator et 80% par le rotor. L’expression
3.10 devient alors :
fpg = 0, 2 · fps + 0, 8 · fpr
On constate que l’influence de fpr sur fpg est prédominante par rapport à l’in-
fluence de fps. Nous pouvons alors tirer les mêmes conclusions que pour l’exemple
précédent.
Finalement, fpg correspond à notre critère d’optimisation. Le but de l’optimisa-
tion est donc de déterminer les valeurs de chaque degré de liberté qui maximisent
ce facteur de puissance global.
3.4 Étude d’optimisation du facteur de puissance
global
3.4.1 Expression du critère
Dans un premier temps, il faut déterminer l’expression du critère d’optimisation
en fonction des trois degrés de liberté. Or, pour calculer fpg, nous avons besoin des
expressions de fps et de fpr. L’équation 3.11 donne les expressions des facteurs de
puissance en fonction des valeurs moyennes des puissances actives et réactives du
stator (PS, QS) et du rotor (PR, QR).
fps =
PS√
PS
2 +QS2
fpr =
PR√
PR
2 +QR2
(3.11)
3.4.1.1 Expressions des puissances actives
En utilisant les relations décrites par l’équation 2.25, les notations décrites
par l’équation 2.22 ainsi que les expressions des puissances actives 3.4, on peut
déterminer l’équation 3.12. ps = ωs
(
ΦSαiSβ − ΦSβ iSα
)
pr = ωr
(
ΦRαiRβ − ΦRβ iRα
)
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
iSα =
1
M 2 −LsLr (−LrΦSα +MΦRα cos θ −MΦRβ sin θ)
iSβ =
1
M 2 −LsLr (−LrΦSβ +MΦRα sin θ +MΦRβ cos θ)
iRα =
1
M 2 −LsLr (−LsΦRα +MΦSα cos θ +MΦSβ sin θ)
iRβ =
1
M 2 −LsLr (−LsΦRβ −MΦSα sin θ +MΦSβ cos θ)
ps =
MΦSΦRωs
M 2 −LsLr
(
cos ρs sin(θ + ρr)− sin ρs cos(θ + ρr)
)
pr =
MΦSΦRωr
M 2 −LsLr
(
cos ρr sin(ρs − θ)− sin ρr cos(ρs − θ)
) (3.12)
En utilisant la relation d’autopilotage angulaire décrite par l’équation 2.20 et
en introduisant le coefficient de dispersion défini par l’équation 2.16, on obtient
l’équation 3.13. 
ps =
MΦSΦRωs
σLsLr
sin γ
pr =
−MΦSΦRωr
σLsLr
sin γ
(3.13)
Étant donné que tous les termes des relations 3.13 sont constants, on peut alors
exprimer les valeurs moyennes des puissances actives statorique (PS) et rotorique
(PR) en introduisant les degrés de liberté précédemment définis.
Ps =
kωMKΦΦS2
σLsLr
sin γ
Pr =
(1− k)ωMKΦΦS2
σLsLr
sin γ
(3.14)
3.4.1.2 Expressions des puissances réactives
L’annexe E détermine l’expression de la puissance réactive pour un système
direct diphasé :
Q = vβ · iα − vα · iβ (3.15)
Pour un système inverse diphasé, on a :
Q = vα · iβ − vβ · iα (3.16)
Dans notre cas, (ωs ≥ 0) et (ωr ≤ 0) on a donc :{
Qs = vSβ · iSα − vSα · iSβ
Qr = vRα · iRβ − vRβ · iRα
En associant l’équation 2.15 à l’équation 2.13, et en négligeant les pertes Joule,
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on a :
Qs =
ωsΦS cos ρs
M 2 −LsLr
(
−LrΦS cos ρs +MΦR(cos θ cos ρr − sin θ sin ρr︸ ︷︷ ︸
cos(θ+ρr)
)
)
+ ωsΦS sin ρs
M 2 −LsLr
(
−LrΦS sin ρs +MΦR(sin θ cos ρr + cos θ sin ρr︸ ︷︷ ︸
sin(θ+ρr)
)
)
Qr =
−ωrΦR sin ρr
M 2 −LsLr
(
−LsΦR sin ρr +MΦS(cos θ sin ρs − sin θ cos ρs︸ ︷︷ ︸
sin(ρs−θ)
)
)
− ωrΦR cos ρr
M 2 −LsLr
(
−LsΦR cos ρr +MΦS(cos θ cos ρs + sin θ sin ρs︸ ︷︷ ︸
cos(ρs−θ)
)
)
Soit, en factorisant :
Qs =
ωsΦS
M 2 −LsLr
(
−LrΦS +MΦR
(
cos ρs cos(θ + ρr) + sin ρs sin(θ + ρr)︸ ︷︷ ︸
cos(ρs−θ−ρr)
))
Qr =
−ωrΦR
M 2 −LsLr
(
−LsΦR +MΦS
(
sin ρr sin(ρs − θ) + cos ρr cos(ρs − θ)︸ ︷︷ ︸
cos(ρr−ρs+θ)
))
Finalement, en introduisant les degrés de liberté précédemment définis, on obtient
l’équation 3.17. 
Qs =
kωΦS2
σLsLr
(Lr −MKΦ cos γ)
Qr =
(1− k)ωKΦΦS2
σLsLr
(LsKΦ −M cos γ)
(3.17)
3.4.1.3 Expression du critère en fonction des degrés de liberté
En utilisant la définition de notre critère d’optimisation (Eq. 3.10) ainsi que les
expressions des facteurs de puissance (Eq. 3.12), on détermine les relations 3.18,
3.19 et 3.20 qui lient le critère d’optimisation aux degrés de liberté.
fpg = k · fps + (1− k) · fpr (3.18)
avec :
fps =
sin γ√
1 + Lr
2
KΦ
2M 2
− 2Lr cos γ
KΦM
(3.19)
et :
fpr =
sin γ√
1 + Ls
2K2Φ
M 2
− 2LsKΦ cos γ
M
(3.20)
66 3. Optimisation du facteur de puissance du système
3.4.2 Détermination de la valeur optimale de KΦ
On définit KΦop comme étant la valeur du coefficient KΦ qui maximise le critère
d’optimisation fpg. Dans cette partie, l’expression analytique de KΦop en fonction
de γ et de k est déterminée. Pour trouverKΦop(k, γ), on étudie trois cas particuliers.
Dans un premier temps, on suppose que k → 1. En reprenant la définition de
fpg (Eq. 3.18), on en déduit alors l’équation 3.21.
lim
k→1
fpg(k,KΦ, γ) = k.fps =
k→1
fps (3.21)
De plus, d’après l’expression de fps définie par l’équation 3.19, cette fonction est
maximale pour une valeur particulière de KΦ (notée KΦop) définie par l’équation
3.22.
KΦop(k → 1, γ) =
Lr
M cos(γ) (3.22)
Dans un second temps, on suppose que k → 0. On en déduit alors l’équation
3.23.
lim
k→0
fpg(k,KΦ, γ) = (1− k).fpr =
k→1
fpr (3.23)
Cette fonction est maximale pour la valeur définie dans l’équation 3.24.
KΦop(k → 0, γ) =
M cos(γ)
Ls
(3.24)
Enfin, si on prend k = 0, 5, on en déduit alors l’équation 3.25.
lim
k→0,5
fpg(k,KΦ, γ) =
fps + fpr
2 (3.25)
Dans ce cas là, le critère fpg est maximal pour :
KΦop(k = 0, 5 , γ) =
√
Lr
Ls
(3.26)
Le tableau 3.2 dresse un bilan de l’étude précédente.
Grâce à ce tableau, nous supposons que la fonction K∗Φop(k, γ) est solution :
K∗Φop(k, γ) =
(
Lr
M cos(γ)
)k
·
(
M cos(γ)
Ls
)1−k
(3.27)
En effet, cette fonction satisfait les critères présents dans le tableau 3.2. Sur la
figure 3.3, nous proposons une comparaison entre les résultats issus d’une étude
numérique 1 et la fonction K∗Φop(k, γ), en utilisant les paramètres de l’annexe F. On
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k k → 1 k → 0, 5 k → 0
fpg(k,KΦ, γ) fps fps+fpr2 fpr
KΦop(k, γ) LrM cos(γ)
√
Lr
Ls
M cos(γ)
Ls
KΦop(k, γ → pi2 ) ∞
√
Lr
Ls
0
KΦop(k, γ → 0) LrM
√
Lr
Ls
M
Ls
TAB. 3.2 – Valeurs particulières de KΦop(k, γ)
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FIG. 3.3 – Comparaison de KΦop et de K∗Φop(k, γ)
décale volontairement la fonction K∗Φop(k, γ) de 0, 3 pour une meilleure interpréta-
tion de la comparaison.
En comparant les courbes de la figure 3.3, on peut conclure que K∗Φop(k, γ) et
les résultats de l’étude numérique sont sensiblement identiques. Pour la suite de
1. Le principe de l’étude numérique consiste à déterminer (de façon numérique) la valeur de
KΦ qui maximise fpg pour k et γ variables.
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l’étude, on utilise alors le postulat suivant :
K∗Φop(k, γ) = KΦop(k, γ) (3.28)
De plus, on ne distingue plus K∗Φop(k, γ) et KΦop(k, γ).
En conclusion, cette première partie de l’étude permet de supprimer un degré
de liberté en rajoutant une contrainte sur la valeur de KΦ (définie par l’équation
3.27). Il nous reste encore deux degrés de liberté à étudier : il s’agit de γ et de k.
3.4.3 Détermination de la valeur optimale de γ
Dans un premier temps, on propose de réaliser une étude numérique de
fpg(k,KΦop , γ) de façon à mettre en évidence des points particuliers. La figure
3.4 représente l’évolution du facteur de puissance global en considérant k et γ
variables tandis que KΦ est égal à sa valeur optimale déterminée dans la partie
précédente.
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γop
FIG. 3.4 – Évolution de fpg(k,KΦop , γ)
De plus, sur la figure 3.4, les valeurs maximales de fpg(k,KΦop , γ) calculées pour
0 < k < 1 sont représentées par la ligne noire en trait fort. On distingue clairement
que ces valeurs maximales sont atteintes pour une seule et unique valeur de γ car
cette ligne est parallèle à l’axe des k.
On met donc en evidence qu’il existe une valeur optimale de γ notée γop qui
optimise le critère d’optimisation (qui maximise le facteur de puissance global).
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De plus, cette valeur est constante et ne dépend pas de k. En conséquence, il est
possible de considérer uniquement une valeur particulière de k pour déterminer
l’expression littérale de γop. Les cas particuliers k = 1 et k = 0 n’ont pas un grand
intérêt car on voit que fpg est constant et tend vers 1 pour ces deux valeurs. Au
contraire, si on prend k = 0, 5, l’expression de fpg devient relativement simple
et il est possible d’étudier cette fonction et d’en déterminer son maximum. Cette
démarche est détaillée par les équations 3.29 à 3.31.
Pour k = 0, 5, KΦop =
√
Lr/Ls et l’expression du facteur de puissance est :
fpg =
fps + fpr
2 =
sin γ√
1 + LsLr
M 2
− 2
√
LsLr cos γ
M
(3.29)
Le numérateur de la dérivée de fpg par rapport à γ est définit par l’équation 3.30.
num
(
dfpg
dγ
)
= −M
√
LsLr cos γ + (M 2 +LsLr) cos γ −M
√
LsLr (3.30)
En utilisant la changement de variable qui consiste à poser X = cos γ, on obtient
une équation du second degré. Tout calcul fait, les deux solutions qui annulent
l’équation 3.30 sont :
γop1 = acos
 M√
LsLr

γop2 = acos
√LsLr
M

(3.31)
Il faut rejeter la solution γop2 car d’après la définition du coefficient de dispersion
(Eq. 2.16), 0 < σ < 1 donc on a
√
LsLr/M > 1. Il n’est donc pas possible de
calculer γop2 .
En conclusion, on ne retient uniquement la première solution et on pose γop =
γop1 . Par conséquent, on supprime le degré de liberté γ en rajoutant une nouvelle
contrainte dans notre système. On définit alors l’équation 3.32.
γop = acos
 M√
LsLr
 (3.32)
Néanmoins, il reste encore le degré de liberté k. On a déjà précisé que k permet
de dimensionner les onduleurs statorique et rotorique. Sa valeur ne peut donc pas
changer pour un système donné au cours de son fonctionnement. Pour conclure
cette étude d’optimisation, il nous reste encore à étudier fpg(k,KΦop , γop).
3.4.4 Influence du coefficient k
On représente l’évolution de fpg(k,KΦop , γop) sur la figure 3.5. L’analyse de la
figure 3.5 permet de conclure que le facteur de puissance global varie entre 0, 94
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FIG. 3.5 – Évolution de fpg(k,KΦop , γop)
et 1. Même si le facteur de puissance global n’est pas unitaire sur toute la plage
de variation de k, sa valeur minimale est tout à fait satisfaisante. On peut aussi
interpréter le fait que le facteur de puissance est unitaire pour k = 1. En effet,
en reprenant l’analogie entre le compensateur synchrone (voir la partie 3.2.2) et
le fonctionnement d’une MADA pour k = 1, il est possible de régler le coefficient
de magnétisation KΦ à une valeur permettant d’annuler le transfert de puissance
réactive entre les enroulements statoriques et l’alimentation. En inversant les rôles
du stator et du rotor, il est possible d’interpréter le cas où k = 0 en utilisant
la même analogie. Nous pouvons calculer la valeur du minimum du facteur de
puissance noté fpgmin . Cette valeur est atteinte pour KΦ = KΦop , γ = γop et
k = 0, 5.
En reprenant l’équation 3.29 définie pour k = 0, 5 ainsi que pour KΦ = KΦop et en
considérant que γ est égal à sa valeur optimale γop, on obtient l’équation 3.33.
fpg(k = 0.5, KΦop , γop) =
sin
acos( M√
LsLr
)
√
LsLr
M
− 1
(3.33)
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D’où :
fpg(k = 0.5, KΦop , γop) =
√
1− M
LsLr√
LsLr
M
− 1
(3.34)
En utilisant l’expression du coefficient de dispersion σ définie par l’équation 2.16,
on obtient :
fpg(k = 0.5, KΦop , γop) =
√
σ√
1
1− σ − 1
(3.35)
Finalement, en simplifiant, l’expression du facteur de puissance minimal pour un
réglage optimal des degrés de libertés (KΦ = KΦop , γ = γop) est détaillé dans
l’équation 3.36.
fpg(k = 0.5, KΦop , γop) = fpgmin(k,KΦop , γop) =
√
1− σ (3.36)
L’interprétation de l’équation 3.36 permet de dire que pour un réglage opti-
mal des degrés de liberté, la valeur minimale du facteur de puissance global ne
dépend que d’un paramètre interne de la machine : le coefficient de dispersion. Ce
minima ne dépend pas du point de fonctionnement de la machine. En fonction des
paramètres de la machine (cf Annexe F) testé expérimentalement, on calcule une
valeur de coefficient de dispersion σ = 0, 116 et une valeur minimale de facteur de
puissance égale à fpmin = 0, 94. Cette valeur est bien conforme à la valeur mesurée
sur la figure 3.5.
Ceci représente une conclusion très intéressante car pour des machines qualifiés de
« classiques » (Machine asynchrone à cage par exemple), le facteur de puissance
dépend fortement du point de fonctionnement. De plus, il se dégrade fortement
quand cette machine travaille loin de son point de fonctionnement nominal. Dans
notre cas, le fait d’utiliser une MADA alimentée par deux convertisseur nous pro-
cure la possibilité de régler certains paramètres (degrés de liberté) afin d’optimiser
le fonctionnement de telle sorte que le facteur de puissance global de l’installation
présente d’une valeur tout à fait acceptable quelque soit le pont de fonctionnement.
3.5 Conclusion
Cette étude d’optimisation permet :
d’identifier les degrés de liberté présents dans la configuration retenue,
de déterminer l’influence des degrés de liberté sur le système,
de définir les expressions littérales des degrés de liberté permettant d’optimiser
le facteur de puissance global.
Finalement, cette étude va permettre de réaliser la synthèse de la commande, car
le réglage optimal des degrés de liberté est déterminé. L’étude des stratégies de
commande ainsi que leurs synthèses font l’objet de chapitre suivant.

Chapitre 4
Synthèse de la commande
Sommaire
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.2 Contrôle des flux . . . . . . . . . . . . . . . . . . . . . . . 74
4.2.1 Stratégie CDC . . . . . . . . . . . . . . . . . . . . . . . 75
4.2.2 Stratégie CDC-SVM . . . . . . . . . . . . . . . . . . . . 83
4.3 Synthèse de l’asservissement de vitesse . . . . . . . . . 90
4.3.1 Correcteur PI . . . . . . . . . . . . . . . . . . . . . . . . 90
4.3.2 Correcteur IP . . . . . . . . . . . . . . . . . . . . . . . . 92
4.3.3 Correcteur IP avec système anti-windup . . . . . . . . . 92
4.3.4 Schéma général de la stratégie de contrôle . . . . . . . . 93
4.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . 95
73
74 4. Synthèse de la commande
4.1 Introduction
Tout d’abord, l’objectif de ce chapitre est d’appliquer et d’étudier des stratégies
de commandes permettant de contrôler le fonctionnement de la machine. Deux
types de variables sont à réguler :
Les variables rapides : Le chapitre 2 présente une modélisation de la machine
utilisant les flux statorique et rotorique comme variables d’état. Ces variables
présentent une dynamique rapide (constante de temps faible). Ce sont ces
variables que nous allons réguler dans le but de contrôler le couple électro-
magnétique développé par la machine.
La variable lente Il s’agit de la vitesse de rotation de la machine. On utilise un
asservissement relativement simple constitué, à la base, d’un correcteur de
type Proportionnel Intégral. De nombreuses améliorations sont apportées à
ce correcteur dans le but de limiter les dépassements, de ne pas dépasser le
couple maximum de la machine et d’améliorer le temps de réponse.
Ensuite, dans cette étude, on applique des stratégies de commandes du mode
rapide relativement simples et très largement discutées dans la littérature. Le but
de ce chapitre n’est pas d’étudier ni de comparer l’influence de plusieurs types
de commandes sur les variables rapides mais plutôt de construire une loi de
commande permettant d’utiliser les résultats de l’étude d’optimisation.
Une attention particulière est portée sur ce point par le schéma de régulation 4.22
explicitant ce chapitre.
Enfin, en anticipant sur le chapitre suivant traitant notamment des résultats
expérimentaux, on préfère utiliser des stratégies de commandes les plus simples
possibles car elles sont généralement beaucoup plus simples à implémenter et moins
gourmandes en temps de calcul, étant donné qu’elles seront évidemment exécutées
en temps réel.
4.2 Contrôle des flux
Dans cette partie, le contrôle du mode rapide (le mode flux) est notre centre
d’intérêt. Notre choix des stratégies de commandes est guidé par les arguments
énoncés par Vidal dans son manuscrit de thèse [34]. En effet, il étudie des stratégies
de contrôles linéaires et non-linéaires. Le principal avantage des lois de contrôles
non linéaires, est qu’elles sont robustes vis-à-vis des variations paramétriques. Deux
types de commandes sont alors étudiés. La première stratégie de contrôle non li-
néaire présentée dans cette partie utilise des tables de commutation à la manière
d’une Commande Directe de Couple (CDC). Deux variantes sont étudiées, en fonc-
tion des tables de commutations utilisées. La seconde stratégie, basée sur une
CDC, utilise une modulation vectorielle dont l’intérêt principal est de travailler à
fréquence de découpage fixe (contrairement à la première).
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4.2.1 Stratégie Commande Directe de Couple
Avant de déterminer une stratégie de contrôle des flux en s’inspirant d’une stra-
tégie de Commande Directe de Couple (CDC) utilisant des tables de commutations,
un modèle de l’onduleur doit être établi.
4.2.1.1 Modélisation de l’onduleur
On considère que le stator et le rotor de la machine à double alimentation
sont reliés à des onduleurs à deux niveaux de tension. Le schéma électrique de la
figure 4.1 présente une structure d’onduleur à IGBT deux niveaux et les notations
utilisées.
E
TbTa
Ta Tb
Tc
Tc
a
b
c
N
N’
ia
ib
ic
enroulements
FIG. 4.1 – Représentation schématique d’un onduleur deux niveaux à IGBT.
On note Ta,b,c les ordres de commande des interrupteurs du haut des cellules
a,b et c. Par définition, la propriété des ordres de commutation est la suivante :
Ti = 1 ⇒ l’interrupteur est fermé (passant)
Ti = 0 ⇒ l’interrupteur est ouvert (bloqué)
avec i = a, b, ou c.
Dans un premier temps, on néglige l’influence des temps morts. On considère
alors que les ordres de commande des interrupteurs d’une même cellule sont par-
faitement complémentaires. On a alors les tensions suivantes :
VaN ′ = Ta ·E
VbN ′ = Tb ·E
VcN ′ = Tc ·E
(4.1)
On note :
VaN = Va
VbN = Vb
VcN = Vc
De plus, la loi des mailles donne :
VaN ′ − VbN ′ = Va − Vb
VbN ′ − VcN ′ = Vb − Vc
VcN ′ − VaN ′ = Vc − Va
(4.2)
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Ensuite, étant donné que le neutre des enroulements n’est pas relié, on a :
ia + ic + ic = 0
De plus, si la charge électrique en sortie est équilibrée, on a en valeur moyenne :
Va + Vb + Vc = 0 (4.3)
La résolution des équations 4.2 et 4.3 permet d’écrire :VaVb
Vc
 = 13
 2 −1 −1−1 2 −1
−1 −1 2

VaN ′VbN ′
VcN ′

En utilisant les notations de l’équation 4.1, on obtient :VaVb
Vc
 = E3
 2 −1 −1−1 2 −1
−1 −1 2

TaTb
Tc
 (4.4)
En fonction de l’état des variables binaires Ta, Tb et Tc, on peut calculer les dif-
férents niveaux des tensions simples (Va,Vb,Vc), ainsi que les niveaux des tensions
diphasés (V ?α ,V ?β ) en utilisant la transformation de Concordia inverse conservant
les amplitudes définies en annexe D. Le tableau 4.1 présente ces résultats.
Vi Ta Tb Tc Va Vb Vc V
?
α V
?
β
V0 0 0 0 0 0 0 0 0
V1 1 0 0 2E/3 −E/3 −E/3 2E/3 0
V2 1 1 0 E/3 E/3 −2E/3 E/3 E/
√
3
V3 0 1 0 −E/3 2E/3 −E/3 −E/3 E/
√
3
V4 0 1 1 −2E/3 E/3 E/3 −2E/3 0
V5 0 0 1 −E/3 −E/3 2E/3 −E/3 −E/
√
3
V6 1 0 1 E/3 −2E/3 E/3 E/3 −E
√
3
V7 1 1 1 0 0 0 0 0
TAB. 4.1 – Niveaux de tensions simples en sortie d’un onduleur deux niveaux.
On peut alors en déduire la représentation vectorielle de l’onduleur dans le plan
(α?,β?) représenté par la figure 4.2. Sur cette figure, à droite de chaque vecteur
tension en sortie de l’onduleur est annoté entre parenthèses les valeurs de (Ta Tb Tc).
4.2.1.2 Utilisation de tables de commutations
Les tables de commutations sont principalement utilisées dans des stratégies de
Commande Directe de Couple (CDC). Le CDC permet le contrôle du couple et du
flux statorique dans les machines asynchrones à cage. C’est grâce à Takahashi ([35])
et Depenbrock ([36]) que le principe de fonctionnement de la commande directe de
couple a été développé au milieu des années 1980. Ce contrôle est basé sur le fait
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−→
V1(100)
−→
V2(110)
−→
V3(010)
−→
V4(011)
−→
V5(001)
−→
V6(101)
−→
V7(111)
−→
V0(000) V ⋆α
V ⋆β
2E/3
FIG. 4.2 – Représentation vectorielle d’un onduleur deux niveaux dans le plan
(α?,β?).
que la bande passante du flux rotorique est très faible devant la bande passante
du flux statorique. En effet, les enroulements rotoriques étant court-circuités, la
constante de temps rotorique est beaucoup plus grande que la constante de temps
statorique. On peut alors considérer qu’a l’échelle de la période de découpage, le
flux rotorique est quasiment constant.
Ce contrôle se divise en deux parties :
– La première boucle non linéaire permet de réguler l’état magnétique de la
machine en ajustant le flux statorique à sa valeur nominale.
– La seconde partie de la boucle, elle aussi non linéaire, contrôle le couple
électromagnétique développé par la machine en ajustant l’écart angulaire
entre le flux statorique (présentant une dynamique importante) et le flux
rotorique (quasiment statique).
Dans notre cas, on utilise un principe similaire dans le but de contrôler les
flux statorique et rotorique. En effet, ces deux variables sont directement contrô-
lables grâce aux onduleurs de tension, et elles présentent quasiment les mêmes
dynamiques.
Par la suite, on suppose que les stratégies de contrôle du flux statorique et du
flux rotorique sont identiques, et on ne fait plus de distinction entre les variables
statorique et rotorique.
En reprenant l’équation 2.31 extraite du modèle d’action, on s’aperçoit que le
flux peut être considéré comme étant égal à l’intégrale de la tension (Eq. 4.5).
−→
V = d
−→Φ
dt (4.5)
On considère une commande échantillonnée et on note Te la période d’échan-
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tillonnage. En utilisant l’approximation d’Euler, on a :
−→
V (nTe) =
−→Φ ((n+1)Te) −
−→Φ (nTe)
Te
(4.6)
L’équation 4.6 peut être interprétée par la figure 4.3.
−→
Φ ((n+1)Te)
−→
Φ (nTe)
Te.
−→
V (nTe)
FIG. 4.3 – Évolution du vecteur flux soumis à un vecteur tension.
A l’instant nTe,
−→Φ (nTe) est estimé grâce aux mesures des courants statoriques
et rotoriques, de la position mécanique du rotor, et en utilisant l’équation 2.11. De
plus, on suppose que le flux de référence −−→Φref (nTe) est lui aussi connu.
En fonction des vecteurs tensions disponibles en sortie de l’onduleur, il est alors
possible de choisir le vecteur tension le plus approprié (qui permet de minimiser la
différence entre la référence de flux et sa mesure). On en déduit alors le principe
de fonctionnement du CDC représenté par la figure 4.4.
Sur la figure 4.4, la commande détermine le vecteur tension le plus approprié
pour que le flux suive sa référence. Pour cet exemple, le vecteur appliqué est le
vecteur−→V4. On représente de plus, le vecteur flux à l’instant (n+1)Te qui correspond
à la somme vectorielle du vecteur flux à l’instant nTe et du vecteur
−→
V4 ·Te. On
s’aperçoit alors que le flux a dépassé sa référence, mais par principe, le module de
l’erreur de flux sera toujours inférieur à TeE
√
2/3. On reconnaît ici le principe de
fonctionnement d’une commande non linéaire car la mesure oscille toujours autour
de la référence, sans qu’elles ne soient jamais strictement identiques.
A partir de ce principe de fonctionnement, plusieurs stratégies de choix de
vecteurs tensions peuvent être définies sous la forme de tables de commutations.
Cette logique de sélection des vecteurs tension peut être utilisée dans un envi-
ronnement de contrôle représenté par la figure 4.5.
On note pour la phase i (avec i = a, b ou c) :
– Φiref : la composante i du flux de référence
– Φi : la composante i de la mesure du flux
– εΦi : la composante i de l’erreur de flux
– Oi : l’ordre de la phase i donné en entrée de la table de commutation.
Les comparateurs à hystérésis permettent, en fonction du signe et/ou de la
valeur de l’erreur, de définir un ordre en entrée de la table de commutation. Un
premier exemple de comparateur à hystérésis est représenté par la figure 4.6, il est
utilisé dans la table de commutation n◦1.
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−→
V1 · Te
−→
V2 · Te−→V3 · Te
−→
V4 · Te
−→
V5 · Te −→V6 · Te
−→
V7 · Te
−→
V0 · Te
−→
Φ ((n+1)Te)
−→
Φ (nTe)
−−→
Φref (nTe)
FIG. 4.4 – Principe de la Commande Directe de Couple.
Φaref
Φbref
Φcref
Φa
Φb
Φc
εΦa
εΦb
εΦc
Hyste´re´sis
Hyste´re´sis
Hyste´re´sis
Table
De
Commutation
Estimateur
Mesures
Oa
Ob
Oc
Ta
Tb
Tc
Onduleur −→V
FIG. 4.5 – Principe du contrôle du flux utilisant une table de commutation.
4.2.1.2.1 Table de commutation n◦1
En utilisant ces comparateurs, on peut ensuite définir la table de commutation
n◦1 présente dans le tableau 4.2 grâce à l’interprétation du schéma de la figure 4.7.
Sur la figure 4.7, on représente l’erreur de flux par le vecteur −→εΦ. De plus,
on utilise les projections de ce vecteur dans le repère triphasé : εΦa , εΦb et εΦc .
En fonction du signe des composantes de ce vecteur, on peut définir 6 secteurs
en accord avec le tableau 4.2. En comparant la répartition de ces secteurs à la
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1
0
εΦi
Oi = 1 si εΦi ≥ 0
Oi = 0 sinon
Oi
FIG. 4.6 – Comparateur à Hystérésis à seuil nul.
Oa Ob Oc Secteur −→V
1 0 0 ¬ −→V1
1 1 0 ­ −→V2
0 1 0 ® −→V3
0 1 1 ¯ −→V4
0 0 1 ° −→V5
1 0 1 ± −→V6
TAB. 4.2 – Table de commutation n◦1 (associée à des comparateurs à hystérésis à
seuil nul).
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1
23
−→
V1
−→
V2
−→
V3
−→
V4
−→
V5
−→
V6
−→εΦ
εΦa
εΦb
εΦc
a
b
c
FIG. 4.7 – Principe de fonctionnement de la table de commutation n◦1.
position des vecteurs flux disponibles en sortie de l’onduleur, on s’aperçoit que pour
chaque secteur considéré, il existe un vecteur tension situé au milieu du secteur.
Il suffit donc de connaître le secteur dans lequel l’erreur de flux est incluse, pour
déterminer quel est le vecteur tension le plus approprié. Ce type de commande
présente l’avantage d’être très simple et très rapide à implanter. En effet, il s’agit
seulement de capter deux courants statoriques ainsi que deux courants rotoriques
(le troisième est déduit des mesures précédentes), de reconstruire les flux statorique
et rotorique, de les comparer avec leurs références et d’en déduire les ordres de
commutations des onduleurs. Néanmoins, on se rend compte que l’on n’exploite
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pas tous les vecteurs de l’onduleur. En effet, les vecteurs −→V0 et −→V7 ne sont jamais
utilisés, car la table de commutation n◦1 n’est pas prévue à cet effet. On définit
alors la table de commutation n◦2 qui exploite toutes les capacités de l’onduleur.
4.2.1.2.2 Table de commutation n◦2
Tout d’abord, pour pouvoir choisir un vecteur parmi les 8 disponibles en sor-
tie de l’onduleur, il faut rajouter des entrées dans cette table de commutation.
Ceci peut être réalisé en utilisant des comparateurs à hystérésis avec des seuils de
déclenchements non nuls dont le schéma est donné par la figure 4.8.
1
0
εΦi
Oi = 1 si εΦi ≥ ε
−ε ε
Oi = 0 si εΦi ≤ −ε
Oi
FIG. 4.8 – Comparateur à Hystérésis.
L’utilisation de ces comparateurs permet de définir la table de commutation
n◦2 détaillée dans le tableau 4.3 grâce à l’interprétation du schéma de la figure 4.9.
Oa Ob Oc Secteur −→V
0 0 0 0 −→V0
1 0 0 ¬ −→V1
1 1 0 ­ −→V2
0 1 0 ® −→V3
0 1 1 ¯ −→V4
0 0 1 ° −→V5
1 0 1 ± −→V6
1 1 1 ² −→V7
TAB. 4.3 – Table de commutation n◦2.
Pour la définition de la table de commutation n◦2, on utilise un raisonnement
similaire pour les secteurs ¬ à ± comme pour la table n◦1. Concernant les secteurs
0 et ², on estime que l’erreur de flux est suffisamment faible dans cette zone car on
donne à ε une valeur relativement faible. On peut donc se permettre de ne pas agir
sur le système en alternant l’utilisation des vecteurs nuls : −→V0 et −→V7. On place donc
le système dans une phase de « roue libre » pendant laquelle le flux n’évolue pas
car l’onduleur impose un vecteur tension nul. Contrairement à la mesure de flux,
l’erreur de flux évolue car au bout d’une période d’échantillonnage, la référence
aura certainement évolué. L’erreur de flux ne sera sans doute plus à l’intérieur des
secteurs 0 ou ², ce qui provoquera l’application d’un vecteur tension « actif » et
mettra fin à la phase de roue libre.
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V2
−→
V3
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2ε 2ε
−→εΦ
εΦa
εΦb
εΦc
a
b
c
FIG. 4.9 – Principe de fonctionnement de la table de commutation n◦2.
4.2.1.3 Conclusion
Pour conclure cette étude sur les stratégies de commande utilisant des tables
de commutations à la manière d’une Commande Directe de Couple, on peut
utiliser les résultats issus des études [37] et [38].
Tout d’abord, cette commande n’utilise pas de transformation de coordonnées
ni de modulateur pour la commande de l’onduleur, ce qui simplifie son implémen-
tation. De plus, ce type de contrôle présente une excellente dynamique de couple.
Néanmoins, il n’y a pas de boucle de régulation de courants ce qui implique que
le courant n’est pas directement contrôlé. Ensuite, l’utilisation d’une CDC appli-
quée à la MADA nécessite des estimateurs du flux statorique et rotorique. Enfin,
les seuils des comparateurs à hystérésis déterminent la fréquence de commutation
de l’onduleur, qui peut varier en fonction de la vitesse de rotation et de l’état de
charge de la machine, comme présenté dans [38] pour le cas d’une CDC appliquée
à une machine asynchrone à cage.
Ce dernier point présente des inconvénients importants :
– Le taux de distorsion harmonique des courants de la machine varie dans de
grandes proportions
– Contrairement à une commande réalisée de façon analogique, l’erreur de flux
n’est pas forcement comprise entre les seuils de déclenchement des compa-
rateurs à hystérésis dans le cas d’une commande échantillonnée (voir figure
4.10).
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1
0
εΦi
εΦi
−ε
−ε
ε
ε
t3t2t1
Oi
(a) Comparateur à hystérésis
analogique
1
0
εΦi
εΦi
−ε
−ε
ε
ε
TeTeTe
Te
1− e−pTe
p
E´chantilloneur Bloqueur
Oi
(b) Comparateur à hystérésis échantillonné
FIG. 4.10 – Comparaison entre les comparateurs à hystérésis analogique et échan-
tillonné.
4.2.2 Stratégie CDC associée à une Modulation Vectorielle
Dans le but d’avoir un fonctionnement de l’onduleur à fréquence de commuta-
tion fixe, on propose d’associer la CDC à une modulation vectorielle.
Tout d’abord, les équations permettant de contrôler le flux sont définies en temps
discret. Ensuite, le principe de cette Modulation de Largeur des Impulsions (MLI)
vectorielle (aussi appelée SVM pour Space Vector Modulation) est présenté.
4.2.2.1 Contrôle des flux
Étant donné que le principe de contrôle des flux statorique et rotorique est
identique, on ne différencie pas les variables statoriques et rotoriques.
On rappelle qu’en temps discret, la loi de Faraday est définie par l’équation 4.7,
en négligeant la chute de tension dans les résistances des enroulements.
−→
V (nTe) =
−→Φ ((n+1)Te) −
−→Φ (nTe)
Te
(4.7)
Cette équation peut être interprétée de la façon suivante. A l’instant nTe, on
connait la référence du flux −−→Φref (nTe) ainsi que la mesure
−→Φ (nTe). On en déduit
alors le vecteur tension à appliquer pendant Te pour qu’à l’instant (n + 1)Te, la
mesure soit égale à la référence précédente. On aura alors un contrôle qui présen-
tera en permanence un retard de Te.
Pour palier à ce problème, il est possible de prédire la référence. L’objectif est alors
de déterminer la valeur de −−→Φref ((n+1)Te) en connaissant cette référence aux instant
précédents. En considérant que la dynamique des références est relativement faible
devant la période d’échantillonnage Te, on considère qu’une prédiction du « pre-
mier ordre » est suffisante. On utilise alors l’équation 4.8 pour prédire la valeur
de la référence à l’instant (n + 1)Te. La figure 4.11 explicite cette estimation. On
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suppose que l’évolution de −−→Φref sera identique entre les instants (n + 1)Te et nTe
que celle que l’on détermine entre les instants nTe et (n− 1)Te.
−−→Φref ((n+1)Te) =
−−→Φref ((n)Te) +
(−−→Φref ((n)Te) −−−→Φref ((n−1)Te)) = 2−−→Φref ((n)Te)−−−→Φref ((n−1)Te)
(4.8)
β
α
(n− 1)Te
nTe
(n+ 1)Te
t
−−→
Φref ((n−1)Te)
−−→
Φref (nTe)
−−→
Φref ((n+1)Te)
FIG. 4.11 – Prédiction du premier ordre.
4.2.2.2 Principe de la MLI vectorielle
4.2.2.2.1 Étude du secteur ¬
Grâce aux équations 4.7 et 4.8, on détermine le vecteur tension à appliquer
pour assurer le contrôle des flux. La figure 4.12 présente le principe de la SVM
appliqué au secteur ¬. De plus, comme dans [39], on calcule les coordonnées du
vecteur tension dans la base formée par les vecteurs adjacents (vecteurs délimitant
le secteur) grâce à l’équation 4.9.
−→
V (nTe) =
t1
Te
−→
V 1 +
t2
Te
−→
V 2 (4.9)
Pour appliquer le vecteur de référence −→V (nTe) pendant un temps Te, il est alors
possible d’appliquer le vecteur −→V 1 pendant un temps t1 puis le vecteur −→V 2 pen-
dant un temps t2. Pour généraliser cette étude à tous les secteurs, la notation t1
représente le temps d’application du vecteur limitrophe avec le secteur précédent
(ou le secteur ± si on considère le secteur ¬). Il en est de même pour t2 et du
vecteur limitrophe avec le secteur suivant.
Les expressions de t1 et de t2 définies par l’équation 4.10, peuvent être déduites
de la figure 4.13.
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1
2
3 −→
V1(100)
−→
V2(110)
−→
V3(010)
−→
V4(011)
−→
V5(001)
−→
V6(101)
α⋆
β⋆
2E/3
E/
√
3
t1
Te
−→
V1
t2
Te
−→
V2
−→
V (nTe)
a
b
c
FIG. 4.12 – Principe de la MLI vectorielle dans le secteur ¬.
−→
V1(100)
−→
V2(110)
α⋆
β⋆
V ⋆α
V ⋆β
ϕ
π/3
π/6
t1
Te
−→
V1
t2
Te
−→
V2 −→
V (nTe)
FIG. 4.13 – Composantes du vecteur de référence dans le secteur ¬.
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t1 =
3Te
2E
(
V ?α −
V ?β
tan(pi/3)
)
t2 =
3TeV ?β
2E cos (pi/6)
(4.10)
En utilisant la transformation de Concordia définie en annexe D, on obtient :
t1 =
Te
E
(Va − Vb)
t2 =
Te
E
(Vb − Vc)
(4.11)
Contrairement à la stratégie CDC, on souhaite travailler avec une fréquence
de commutation de l’onduleur constante. Il faut donc que pendant la période Te,
chaque interrupteur de l’onduleur s’amorce et se bloque une et une seule fois. On
définit alors le motif de la figure 4.14 permettant de satisfaire cette condition. Par
la même occasion, on introduit la variable t3 représentant la durée de conduction
minimum d’un bras de l’onduleur. Ceci permet aussi de fixer la durée de conduction
maximum d’un bras de l’onduleur valant Te − t3.
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Te
−→
V0
−→
V0
−→
V1
−→
V1
−→
V2
−→
V2
−→
V7
FIG. 4.14 – Évolution des ordres de commutations de l’onduleur pour le cas du
secteur ¬.
On en déduit les expressions des rapports cycliques pour ce secteur présentées
dans l’équation 4.12.
αa =
t1 + t2 + Te
2Te
αb =
t2 − t1 + Te
2Te
αc =
Te − t1 − t2
2Te
(4.12)
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4.2.2.2.2 Généralisation à tous les secteurs
Pour l’étude du secteur ¬, on a considéré le repère triphasé composé des axes
(a, b, c). Par une rotation de +pi/3, on passe du secteur ¬ au secteur ­. Par cette
rotation, le repère (a, b, c) devient le repère (−c,−a,−b). Il suffit donc d’intervertir
convenablement les variables pour déterminer les temps t1 et t2 pour le secteur ­.
De même, on peut répéter cette opération de rotation plusieurs fois et déterminer
les expressions des temps t1 et t2 pour tous les secteurs. Tous ces résultats sont
regroupés dans le tableau 4.4.
Secteur tj pour j = 1, 2 αi pour i=a,b,c
¬
t1 = Te(Va − Vb)/E
t2 = Te(Vb − Vc)/E
αa = (t1 + t2 + Te)/(2Te)
αb = (t2 − t1 + Te)/(2Te)
αc = (Te − t1 − t2)/(2Te)
­
t1 = Te(Va − Vc)/E
t2 = Te(Vb − Va)/E
αa = (t1 − t2 + Te)/(2Te)
αb = (t1 + t2 + Te)/(2Te)
αc = (Te − t1 − t2)/(2Te)
®
t1 = Te(Vb − Vc)/E
t2 = Te(Vc − Va)/E
αa = (Te − t1 − t2)/(2Te)
αb = (t1 + t2 + Te)/(2Te)
αc = (t2 − t1 + Te)/(2Te)
¯
t1 = Te(Vb − Va)/E
t2 = Te(Vc − Vb)/E
αa = (Te − t1 − t2)/(2Te)
αb = (t1 − t2 + Te)/(2Te)
αc = (t1 + t2 + Te)/(2Te)
°
t1 = Te(Vc − Va)/E
t2 = Te(Va − Vb)/E
αa = (t2 − t1 + Te)/(2Te)
αb = (Te − t1 − t2)/(2Te)
αc = (t1 + t2 + Te)/(2Te)
±
t1 = Te(Vc − Vb)/E
t2 = Te(Va − Vc)/E
αa = (t1 + t2 + Te)/(2Te)
αb = (Te − t1 − t2)/(2Te)
αc = (t1 − t2 + Te)/(2Te)
TAB. 4.4 – Rapports cycliques en fonction du secteur pour une modulation SVM.
4.2.2.2.3 Détermination du secteur
Pour déterminer le secteur, une solution relativement simple à implémenter
numériquement et donnant un temps de calcul relativement faible est représentée
par le tableau 4.5. On utilise les tensions composées définies par l’équation 4.13.
Uab = Va − Vb
Ubc = Vb − Vc
Uca = Vc − Va
(4.13)
4.2.2.2.4 Formes d’ondes caractéristiques de la SVM
En considérant une valeur du bus continu de l’onduleur E, des références de
tension sinusoïdales équilibrées et une profondeur de modulation m = 0, 92 1, on
1. On définit la profondeur de modulation m tel que Va(t) = mE2 sin(ωt), Vb(t) = m
E
2 sin(ωt−
2pi/3), Vc(t) = mE2 sin(ωt− 4pi/3)
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Secteur Uab Ubc Uca
¬ Uab > 0 Ubc ≤ 0 Uca > 0
­ Uab > 0 Ubc ≤ 0 Uca > 0
® Uab ≤ 0 Ubc ≤ 0 Uca > 0
¯ Uab ≤ 0 Ubc > 0 Uca ≤ 0
° Uab ≤ 0 Ubc > 0 Uca ≤ 0
± Uab > 0 Ubc > 0 Uca ≤ 0
TAB. 4.5 – Détermination du secteur : utilisation du signe des tensions composées.
obtient les rapports cycliques représentés sur la figure 4.15(b).
L’article [39] présente, entre autre, l’avantage de cette technique de modulation.
Il provient du fait que la plage de variation linéaire 2 de la tension de sortie est
plus importante que pour une modulation sinusoïdale (gain de 15%).
De plus, dans [40], un moyen de calcul plus simple des rapports cycliques est
présenté. Il consiste à calculer une composante homopolaire de référence à partir des
tensions de références. Cette composante homopolaire notée V0 peut être donnée
par l’équation 4.14.
V0(nTe) = −Vm(nTe)/2
avec Vm(nTe) = max(|Va(nTe)|, |Vb(nTe)|, |Vc(nTe)|)
+min(|Va(nTe)|, |Vb(nTe)|, |Vc(nTe)|)
(4.14)
En rajoutant cette composante homopolaire aux tensions de références, on obtient
alors les mêmes rapports cycliques que ceux présentés par la figure 4.15. De plus,
la figure 4.16 présente cette composante homopolaire.
4.2.2.2.5 Prise en compte des temps morts
En prenant en compte le fait que les composants semi-conducteurs de l’ondu-
leur ne commutent pas instantanément, on assure la sécurité des composants en
introduisant un temps mort. Le principe est d’imposer un délai temporel entre
l’ordre d’ouverture d’un composant et l’ordre de fermeture du composant d’une
même cellule de commutation. Le schéma de la figure 4.17 présente ce principe.
On note Td la valeur de ce temps mort.
Pour garantir les temps morts et pour respecter le principe d’avoir une et une
seule commutation par période, il faut garantir un temps de conduction minimal
(noté tmin) pour chaque composant. En examinant le figure 4.17, on se rend compte
que tmin doit être obligatoirement supérieur à 3td.
On propose alors d’insérer des butées (saturations) sur les rapports cycliques de
telle sorte que l’équation 4.15 soit satisfaite.
tmin
Te
≤ αi ≤ Te − tmin
Te
avec i = a, b, c (4.15)
2. sans rentrer dans une zone de sur-modulation
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FIG. 4.15 – Formes d’ondes dans le cas d’une SVM.
L’équation 4.15 permet de définir les rapports cycliques maximum (noté αmin) et
minimum (noté αmax) dans l’équation 4.16.
αmin ≤ αi ≤ αmax avec i = a, b, c (4.16)
4.2.2.3 Conclusion
L’utilisation de la modulation vectorielle (SVM) permet d’étendre la plage de
linéarité de l’onduleur par rapport à une modulation sinusoïdale. De plus, la stra-
tégie de contrôle de flux associée à cette modulation évite les oscillations des flux
autour de leurs références contrairement à la Commande Directe de Couple.
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FIG. 4.16 – Composante homopolaire rajoutée dans le cas d’une SVM.
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FIG. 4.17 – Définition du temps mort pour une cellule de commutation.
4.3 Synthèse de l’asservissement de vitesse
4.3.1 Correcteur Proportionnel Intégral
La fonction de transfert entre le couple électromagnétique et la vitesse de la
machine est donnée par l’équation 4.17. Cette relation est déduite de l’équation
2.30 en supposant que le couple résistant intervient comme une perturbation.
TΩ(s) =
Ω(s)
Cem(s)
= 1/f
1 + J
f
s
(4.17)
On utilise la boucle de régulation représentée par la figure 4.18.
Un correcteur de type Proportionnel Intégral (PI) dont la fonction de transfert
C(s) définie par l’équation 4.18 est utilisé.
C(s) = Kp
1 + Tis
Tis
(4.18)
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FIG. 4.18 – Boucle de régulation de vitesse avec correcteur PI.
Pour réaliser la synthèse du correcteur de vitesse, on calcule la fonction de
transfert en boucle ouverte notée TBO(s) et définie par l’équation 4.19.
TBO(s) =
Kp
Tif
1 + Tis
s + J
f
s2
(4.19)
L’expression de la fonction de transfert en boucle fermée est alors :
TBF (s) =
1 + Tis
1 + Ti
(
1 + f
Kp
)
s + TiJ
Kp
s2
(4.20)
En identifiant le dénominateur de TBF (s) à une forme canonique 1+
2m
ω0
s+ s
2
ω20
,
on obtient les relations 4.21.
ω0 =
√
Kp
JTi
m = 12
[√
Ti
JKp
(Kp + f)
] (4.21)
Les abaques des systèmes du second ordre de l’annexe G donnent une valeur du
temps de réponse réduit tr(5%)ω0 ' 3 pour un amortissement m = 0, 7.
Le temps de réponse du système en boucle ouverte sans correction est d’environ
3J/f . Pour déterminer les valeurs des paramètres du correcteur, on se fixe un
rapport KBO/BF entre la valeur du temps de réponse du système en boucle ouverte
sans correction et le temps de réponse du système corrigé en boucle fermé. On a
alors :
tr(5%)ω0 ' 3 avec tr(5%) =
3J
fKBO/BF
(4.22)
On en déduit alors les relations permettant de calculer les paramètres du correc-
teur : 
Kp = 2mfKBO/BF − f
Ti =
JKp
(fKBO/BF )2
(4.23)
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4.3.2 Correcteur Proportionnel Intégral sans zéro
Pour pouvoir assimiler pleinement la fonction de transfert TBF (s) à un système
du second ordre, il faut rajouter un filtre passe bas sur la vitesse de rotation de
référence de sorte à supprimer le zéro introduit par le numérateur de TBF (s). Nous
obtenons alors le schéma bloc représenté par la figure 4.19. Cette structure de cor-
rection porte le nom de correcteur PI sans zéro, mais on utilise aussi l’abréviation
IP pour désigner cette structure.
Ω⋆ref
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Cem
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Cr1
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Ωref 1
1 + Tis
FIG. 4.19 – Boucle de régulation de vitesse avec correcteur IP.
Le zéro au numérateur est alors compensé et la fonction de transfert en boucle
fermée devient du type passe bas du second ordre :
TBF (s) =
1
1 + Ti
(
1 + f
Kp
)
s + TiJ
Kp
s2
(4.24)
4.3.3 Correcteur IP avec saturation dans la chaîne directe
et anti-windup
Ensuite, d’après les paramètres de la machine présentés dans l’Annexe F, le
constructeur spécifie que le couple maximum sur l’arbre de la machine ne doit pas
dépasser 2, 8 ·Cn. Il faut alors insérer une limitation de couple dans la boucle de
régulation permettant de contrôler la valeur maximale de Cem. On rajoute alors
cette contrainte dans schéma de la figure 4.20.
-C
max
C
max
Ω⋆ref
Ω
εΩ
Kp
Cem
TΩ(s)
Ω
Cr
1
Tis
Ωref 1
1 + Tis
FIG. 4.20 – Boucle de régulation de vitesse avec correcteur IP et saturation du
couple.
Le fait de rajouter une saturation dans la chaîne directe peut provoquer une
augmentation du temps de réponse. En effet, lorsque la saturation est active, l’ac-
tion intégrale du correcteur augmente le couple électromagnétique de référence.
Étant donné que ce dernier a déjà atteint sa valeur maximale, il est inutile d’aug-
menter encore cette référence. Lorsque la saturation de couple est active, il faut
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donc limiter l’action intégrale comme présenté dans le schéma de la figure 4.21.
On utilise le terme anglophone d’« anti-windup » pour qualifier ce principe de
limitation.
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FIG. 4.21 – Boucle de régulation de vitesse avec correcteur IP et saturation du
couple et anti-windup.
4.3.4 Schéma général de la stratégie de contrôle
Maintenant que l’asservissement de vitesse et le contrôle des flux sont définis,
on peut élaborer la commande du système global.
Le schéma de contrôle du système global est représenté sur la figure 4.22.
Plusieurs points sont explicités ci-dessous :
Relation Couple/Flux
L’équation 2.32 définit cette relation. Dans notre cas, comme on souhaite
avoir γ = γop, c’est bien la variable γop qui doit être prise en compte. Elle est
supposée ici comme étant une constante car on suppose qu’elle est correcte-
ment régulée par l’asservissement.
Relation d’autopilotage angulaire
C’est grâce à l’équation 2.20 que l’on peut déterminer ρrref à partir de ρsref
et de θ.
Estimateur de flux
L’équation 2.2 définit la relation entre les flux, les courants et l’angle θ. Cet
estimateur permet donc de reconstruire les flux, informations nécessaires pour
la stratégie de contrôle des flux (CDC ou CDC-SVM).
Coefficient de répartition de puissance active k
Ce coefficient défini par l’équation 3.1 permet de calculer la pulsation de réfé-
rence des courants statoriques en fonction de la valeur de la vitesse électrique
du rotor.
Coefficient de magnétisation KΦ
Ce coefficient est défini par l’équation 3.6. A partir du module du flux stato-
rique de référence, on peut alors déterminer le module du flux rotorique de
référence.
Écart angulaire entre les flux : l’angle γ
On impose ici à cette variable la valeur γop défini par l’étude d’optimisation
et notamment par l’équation 3.32.
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FIG. 4.22 – Schéma général de la stratégie de contrôle.
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4.4 Conclusion
Tout d’abord, ce chapitre permet d’envisager deux stratégies de commande des
flux et définit une boucle de régulation de la vitesse de la machine. On rappelle
que l’objectif de ce chapitre est d’établir une commande utilisant les réglages
optimaux des degrés de liberté issus du chapitre précédent.
Ensuite, cette stratégie de commande présente l’avantage d’utiliser des
principes simples et largement utilisés dans de nombreux asservissements. Ceci a
pour conséquence de faciliter l’implémentation, de minimiser le temps de calcul et
permet de faciliter l’interprétation des réponses du système.
Enfin, la stratégie de commande étant à présent définie, le chapitre suivant
propose de simuler et d’implémenter ce contrôle dans le but de valider ces prin-
cipes, et de comparer les résultats de simulation aux résultats issus d’un dispositif
expérimental.
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5.1 Introduction
Dans le but d’illustrer et de valider les principes présentés précédemment, ce
chapitre rassemble les résultats de simulations et expérimentaux.
Tout d’abord, le dispositif expérimental est explicité et son fonctionnement
décrit. Ainsi, la modélisation de ce système peut être implémentée sous SABER
dans le but de réaliser des simulations.
Ensuite, les deux stratégies de contrôle des flux sont testées en simulation et
sont implantées dans le dispositif expérimental. Ces résultats sont alors comparés
et certaines conclusions peuvent en être déduites. De plus, l’asservissement de
vitesse est testé et le contrôle de la répartition des puissances entre le stator et le
rotor est mis en évidence.
Enfin, les résultats théoriques concernant le réglage optimum des degrés de
liberté qui maximise le facteur de puissance global sont comparés aux résultats
pratiques.
5.2 Outils
5.2.1 Le dispositif expérimental
Pour valider les lois de commandes définies précédemment, un dispositif ex-
périmental est utilisé. Pour des raisons évidentes d’encombrement et de coût, la
puissance de ce dispositif est choisie égale à 4 kW. Cette valeur de puissance est
significative et permet aussi d’utiliser des équipements existants au laboratoire. Ce
dispositif, dimensionné par Paul-Etienne Vidal, est présenté dans son manuscrit
de thèse ([34]). Néanmoins, nous proposons de détailler les principales caractéris-
tiques de cette maquette. Les différents composants constituant ce dispositif sont
présentés dans l’ordre logique de la conception. La figure 5.1 représente de façon
schématique la conception et le dimensionnement de ce dispositif.
Dans cette figure, l’abréviation CVS est utilisée pour désigner les convertisseurs
statiques. Un astérisque est placé après le terme CVS rotor car une particularité
de la MADA impose l’utilisation d’un composant supplémentaire dans la chaîne
d’alimentation rotorique (voir §5.2.1.1 et §5.2.1.7). Tout d’abord, une machine
asynchrone à rotor bobiné est choisie sachant que l’on se fixe une puissance de
4 kW. Ensuite, pour fournir un couple résistant représentant une charge mécanique,
une machine de charge est adoptée et accouplée à la MADA. Pour piloter le couple
de cette machine de charge, un variateur lui est associée. De plus, pour mesurer la
vitesse mécanique et la position angulaire de ce banc moteur, un codeur est utilisé.
De même, pour mesurer les courants dans les enroulements de la MADA, nous
choisissons des capteurs de courants. De plus, deux convertisseurs sont retenus
pour contrôler la MADA. Les caractéristiques et les particularités d’alimentation
et de sécurité de ces convertisseurs sont détaillées dans la suite de cette partie.
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FIG. 5.1 – Représentation schématique de la réalisation et du dimensionnement
du dispositif expérimental.
Enfin, un ensemble de cartes de commandes numériques, ainsi que leurs interfaces
permettent de contrôler et de tester le fonctionnement des lois de commandes.
5.2.1.1 Le banc moteur
Notre choix se porte sur une machine fabriquée par le constructeur allemand
VEM. En effet, ce fabriquant propose des moteurs basse tension à rotor bobiné,
des moteurs à cage avec ou sans variateur, mais aussi des machines haute tensions
pour les éoliennes, les moteurs de traction ferroviaire et les moteurs auxiliaires pour
applications embarquées.
De plus, la société française Électronavale distribue, entre autres, des moteurs
électriques VEM avec des montages spécifiques. Ceci permet de disposer d’un banc
moteur sur lequel la MADA et son codeur ainsi que la machine de charge peuvent
être montés.
100 5. Dispositif expérimental et Résultats
5.2.1.1.1 La Machine asynchrone à double alimentation
Le distributeur donne les caractéristiques de la MADA présentes dans le tableau
5.1.
Désignation DIN EN 60034-1
Type SPEP 132M 4 IGR KV HW
Classe F
Indice de Protection IP55
Température de fonctionnement 40 ◦C
Puissance 4 kW
Vitesse de rotation 1435 tr ·min−1
Facteur de puissance cosϕ = 0, 83
Fréquence 50 Hz
Tension statorique 230/400 V
Courant statorique 14, 5/8, 5 A
Tension rotorique 130 VY
Courant rotorique 19 A
Type de service S1
Masse 85 kg
Vitesse maximale 1800 tr ·min−1
Cmax 2, 8 ·Cn
TAB. 5.1 – Caractéristiques de la MADA.
L’analyse des données du tableau 5.1 montre que les niveaux de tensions des
enroulements rotoriques et statoriques sont différents. Ceci implique qu’il n’est
plus envisageable d’utiliser deux onduleurs connectés à un bus continu commun.
On propose alors d’insérer un transformateur abaisseur entre le réseau électrique
et le convertisseur rotorique. Le rapport de transformation de ce transformateur
est choisi égal au rapport entre les tensions statoriques et rotoriques (soit égal à
' 3).
La deuxième conclusion que l’on peut tirer de l’analyse des données constructeur
concerne la vitesse maximale. Cette vitesse (égale à 1800 tr ·min−1) est largement
inférieure au double de la vitesse nominale. On rappelle que la partie théorique de
notre étude envisageait un fonctionnement de cette machine pour une vitesse égale
au double de sa vitesse nominale en développant son couple nominal. On envisage
de réaliser des essais pour des vitesses de rotation proches de 1800 tr ·min−1.
5.2.1.1.2 La Machine à courant continu
Pour des raisons de disponibilité et de facilité, nous choisissons d’utiliser une
Machine à Courant Continu (MCC) pour imposer un couple de charge à la MADA.
De plus, le variateur qui lui est associé est disponible « sur l’étagère ». Cette ma-
chine est alors montée sur le banc et son arbre est relié à l’arbre de la MADA par
l’intermédiaire d’un accouplement élastique. Les informations de la plaque signa-
létique de cette MCC sont regroupées dans le tableau 5.2.
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Constructeur Leroy-Somer
Type LSC1 321 M33
Excitation Séparée
Vitesse de rotation 1500 tr ·min−1
Puissance 4, 5 kW
Indice de Protection IP23
Type de service S1
Tension inducteur 230/400 V
Courant inducteur 1, 45 A
Classe F
Tension induit 220 V
Courant induit 20, 5 A
TAB. 5.2 – Caractéristiques de la MCC.
5.2.1.1.3 Le codeur incrémental
Le banc moteur est équipé d’un codeur incrémental monté directement sur
l’arbre de la MADA. Le constructeur donne les informations regroupées dans le
tableau 5.3.
Constructeur Baumer Thalheim
Type ITD40A4 Y22 1024 TNI
Vitesse de rotation maximale 8000 tr ·min−1
Indice de Protection IP65
Nombre d’impulsions 1024 impulsions/tour
Version électronique TTL 5VDC
Fréquence maximale 120 kHz
Signaux de sortie A, A, B, B, TOPzéro, TOPzéro
TAB. 5.3 – Caractéristiques du codeur incrémental.
5.2.1.1.4 Photo du banc
La figure 5.2 présente une photographie du banc d’essai présenté auparavant.
5.2.1.1.5 Paramètres du banc
Comme présenté dans l’article [41], une méthode du ralentissement libre sous
l’effet des pertes mécaniques permet de déterminer les paramètres mécaniques du
banc d’essai constitué des deux machines, de l’accouplement élastique et du codeur.
Cette méthode est intéressante car elle permet notamment d’évaluer le moment
d’inertie dans des conditions précises de vitesse. On enregistre le chronogramme
de ralentissement libre, après avoir amené la machine à une vitesse de rotation
initiale, puis coupé son alimentation. L’équation fondamentale de la dynamique
permet ensuite d’identifier les paramètres présentés dans le tableau 5.4.
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FIG. 5.2 – Photo du banc d’essai.
Inertie totale 0, 066 kg ·m2
Couple de frottements secs 0, 247 N ·m
Coefficient de frottements fluides 0, 0073 N ·m · rad−1s
TAB. 5.4 – Paramètre du banc moteur.
5.2.1.2 Les convertisseurs alimentant la MADA
Comme pour la MCC et son convertisseur, nous utilisons deux variateurs Al-
tivar 18 fabriqués par Télémécanique (groupe Schneider), car ils sont disponibles
« sur l’étagère ». Le tableau 5.5 présente les principales caractéristiques de ce va-
riateur destiné à alimenter des machines asynchrones à cages.
Constructeur Télémécanique (Groupe Schneider)
Type Altivar 18
Référence ATV-18D12N4
Tension d’alimentation 380 . . . 460 V
Fréquence d’alimentation 50/60 Hz± 5%
Courant de ligne 31, 8 . . . 28, 7 A
Puissance du moteur 11 kW
Courant de sortie en régime permanent 22 A
Courant de sortie en régime transitoire 33 A
Fréquence des courants en sortie 0, 5 . . . 320 Hz
Fréquence de découpage 2, 2 . . . 12 kHz
Masse 12 kg
Indice de protection IP31
TAB. 5.5 – Caractéristiques du variateur ATV-18D12N4.
Dans un contexte industriel, ce variateur est très souvent utilisé. Néanmoins,
pour notre étude, les possibilités de commande de ce convertisseur ne sont pas
suffisantes. Pour les besoins de notre dispositif expérimental, la carte électronique
de commande est supprimée. On ne conserve que le chassis et toute la partie
puissance. Une carte spécialement conçue permet l’isolement galvanique des ordres
de commutation et réalise une alimentation isolée du module IGBT. Cette carte
de commande du module IGBT est présentée dans le paragraphe 5.2.1.2.4.
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5.2.1.2.1 Schéma électrique de la partie puissance du variateur
Le schéma de la partie puissance de ce convertisseur est représenté sur la figure
5.3.
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FIG. 5.3 – Schéma électrique de la partie puissance du variateur ATV18.
L’alimentation du convertisseur dont le départ est relié aux enroulements sta-
toriques de la MADA provient directement du réseau 400 V-50 Hz. Par contre,
étant donné que les enroulements rotoriques ne supportent pas les mêmes niveaux
de tension que les enroulements statoriques, on insère un transformateur abaisseur
entre l’alimentation 400 V-50 Hz et le pont redresseur à diodes du convertisseur
rotorique.
5.2.1.2.2 Les composants utilisés
Les principales caractéristiques des composants de la partie puissance du va-
riateur industriel ATV18 sont présentées dans les tableaux 5.6 à 5.8. De plus, nous
précisons que le filtrage de la tension des bus continus est réalisé par l’association
en série de deux condensateurs dont les principales caractéristiques sont données
dans le tableau 5.7.
Redresseur à diodes
Constructeur Fuji Electric
Référence 6RI75G-160B
Tension inverse répétitive maximale 1200 V
Courant moyen 75 A
Tension de seuil d’une diode 1, 3 V
TAB. 5.6 – Caractéristiques du redresseur à diodes.
Le constructeur de ce variateur utilise un module IGBT « intelligent ». Ce
module, fabriqué auparavant par TOSHIBA est maintenant produit par MIT-
SUBISHI sous une référence PM75RSE120. Une photographie de ce module est
visible sur la figure 5.4.
Ce module présente un certain nombre de fonctions directement intégrées dans
son boîtier :
– La fonction onduleur deux niveaux à IGBT
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Condensateur de filtrage
Constructeur Hitachi AIC Inc.
Référence HCGF5A
Capacité 3300 µF
Tension 400 VDC
TAB. 5.7 – Caractéristiques des condensateurs de filtrage.
FIG. 5.4 – Photographie d’un module IGBT 1200V 75A.
– Une cellule de commutation unidirectionnelle en courant (un hacheur série)
permettant de réaliser un module de freinage (voir §5.2.1.2.3)
– Tous les circuits « drivers » permettant la commande rapprochée des IGBT
– Un dispositif de protection en cas de sur-intensité et de température excessive.
Les principales caractéristiques de ce module sont présentées dans le tableau 5.8.
Module IGBT
Constructeur Toshiba
Référence MIG75Q202H
Technologie IGBT en Silicium Canal N
Particularité « Intelligent » Power Module
Tension nominale 900 V
Tension maximale 1200 V
Calibre en courant 75 A
Puissance maximale dissipée 400 W
Température maximale de la jonction 125 ◦C
Tension de seuil collecteur-émetteur pour 2, 6 Vune température de jonction à 125 ◦C
TAB. 5.8 – Caractéristiques du module IGBT.
5.2.1.2.3 Les modules de freinages
Étant donné que les cartes de contrôle des variateurs ont été supprimées, il
faut assurer la régulation de la tension des bus en cas de retour d’énergie de la
machine vers le réseau. Comme les redresseurs à diodes ne sont pas réversibles
en puissance, il faut dissiper l’énergie cinétique emmagasinée dans le banc moteur
dans des résistances. Pour ce faire, une cellule de commutation (IGBT+diode)
supplémentaire est présente dans chaque module. Elle permet alors la régulation
de la tension des bus. Le schéma de principe de cette régulation est présenté sur
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la figure 5.5.
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FIG. 5.5 – Principe de fonctionnement d’un module de freinage.
On utilise un capteur de tension de marque LEM pour mesurer la tension de
bus. Ensuite, cette information analogique est convertie en numérique par une
carte ad hoc. C’est ensuite le Digital Signal Processor (DSP) qui s’occupe (entre
autre) de cette régulation. On se fixe une tension nominale du bus, et quand la
tension dépasse de 10% la tension nominale,(c’est à dire que le condensateur se
charge suite à un retour d’énergie), alors le DSP donne un ordre d’amorçage à
l’IGBT.
De plus, pour atteindre le point de fonctionnement théorique consistant, dans
un premier temps, à atteindre la vitesse nominale de la MADA avec son couple
de charge nominal et avec des niveaux de tension de bus réduits, on choisit des
valeurs nominales de 300 V pour le bus DC du stator et 100 V pour le bus DC du
rotor.
5.2.1.2.4 Carte de commande du module IGBT
Le but de cette carte est de transmettre les ordres de commutations et d’alimen-
ter les drivers intégrés dans le module d’IGBT. De plus, étant donné que certains
potentiels du module sont variables, il faut que les ordres de commutations ainsi
que l’alimentation soit parfaitement isolés entre eux et entre le reste du circuit. On
utilise alors des opto-coupleurs pour transmettre les ordres de commutations au
niveau des IGBT et des transformateurs d’isolement dont le primaire est alimenté
par un onduleur en demi pont et la tension secondaire est ensuite redressée, filtrée
et régulée. De plus, lors de l’apparition d’un défaut sur le module, une protection
(interne à cette carte de commande) inhibe les ordres de commandes.
5.2.1.3 Le convertisseur alimentant la MCC
Pour piloter la MCC de 4, 5 kW, nous utilisons un variateur industriel de type
WNTC4025 fabriqué par CEGELEC. Le courant continu nominal de ce variateur
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est de 25 A. Il est constitué essentiellement de deux ponts tout thyristors triphasés
montés têtes bêches, de leurs circuits de commande et de protections. Pour les
besoins de notre étude (imposer un couple de charge à la MADA), ce variateur est
paramétré pour réguler un courant dans l’induit. La référence de courant (donc
la référence de couple) provient d’une sortie analogique de la carte de conversion
Numérique/Analogique commandée par le DSP.
5.2.1.4 Les capteurs
Le paragraphe 5.2.1.2.3 présente les modules de freinage. Il faut donc installer
deux capteurs de tension pour la régulation de la tension des bus en cas de retour
d’énergie de la MADA vers l’onduleur. De plus, pour pouvoir mesurer la puissance
transitant par les onduleurs, on installe des capteurs de courants à effet hall sur
les bus continus. Enfin, pour contrôler la machine, on utilise aussi deux capteurs
de courants à effet hall sur le départ des enroulements statoriques et deux autres
coté rotorique. Au total, on utilise pour ce dispositif expérimental 6 capteurs de
courant et 2 capteurs de tension.
5.2.1.5 L’architecture de commande
L’architecture de commande repose sur l’association d’un PC, d’un micropro-
cesseur (Digital Signal Processor) et d’un composant logique programmable de
type FPGA (Field-Programmable-Gate-Array). La figure 5.6 présente un synop-
tique simplifié de cette architecture.
Le PC (et son utilisateur) représentent le superviseur délivrant les consignes
haut niveau telles que les consignes de marche/arrêt et de réinitialisation. L’inter-
face logicielle est un programme Excel qui communique avec la carte de commande
via une liaison parallèle.
Concernant l’interface matérielle, l’échange de données entre les deux entités lo-
giques est réalisé grâce à un ensemble de 16 registres. La partie numérique pour-
vue par le DSP assure l’intégralité des opérations complexes nécessitant une unité
logique arithmétique. La communication avec un ordinateur hôte permet la com-
mande de haut niveau du système, ainsi que le diagnostic et la surveillance du
processus. Le FPGA, quant à lui, s’acquitte des opérations de bas niveaux sollici-
tant à la fois un délai de transit et un temps de calcul faibles. Ce FPGA est associé
à une carte de conversion analogique/numérique et numérique/analogique. L’en-
semble ainsi constitué porte le nom de carte MPAB. L’architecture de l’ensemble
« carte DSP + carte MPAB » est donnée par la figure 5.7. Sur cette figure, on dis-
tingue la carte MPAB_NUM qui traite uniquement des données numériques grâce
au FPGA de la carte MPAB_ANA qui assure la conversion analogique/numérique
et numérique/analogique.
5.2.1.5.1 La carte de développement DSK C 6711
La carte C6711 DSK (DSP Starter Kit) utilisée est une plateforme de dévelop-
pement commercialisée par TEXAS INSTRUMENTS, peu coûteuse et conçue pour
faciliter et accélérer la mise en place d’applications précises. Elle contient un DSP
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gestion des interruptions mate´rielles
FIG. 5.6 – Synoptique de l’architecture de commande.
TMS320C6711 à virgules flottantes, avec une fréquence d’horloge de 150 MHz. Il
possède 2 timers qui permettent de mesurer la durée d’un événement, de compter,
de générer des impulsions, de synchroniser les échanges lors des accès directs à la
mémoire. Elle pourvoit également :
– un circuit d’interface audio de résolution 16 bits,
– 8 Mbits de SDRAM et 512 Ko de ROM,
– un port d’entrées/sorties
– une interface JTAG incorporée
Cette carte se connecte aisément à la station de travail par un câble parallèle
et se programme en langage C à l’aide du logiciel Code Composer Studio. Le DSP
assure la commande en temps réel du système.
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FIG. 5.7 – Synoptique de l’ensemble « carte DSP + carte MPAB ».
5.2.1.5.2 La carte MPAB
Une carte fille a été développée au sein du laboratoire afin de connecter le DSP
au procédé. Elle inclut :
– 8 entrées analogiques de résolution 10 bits,
– 4 sorties analogiques de résolution 8 bits [+5V,-5V],
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– 24 canaux bidirectionnels numériques « bufférisés »
– 32 canaux unidirectionnels numériques bufférisés
– 1 FPGA ACEX 1K100 d’Altera : 100000 portes, 4992 éléments logiques, 208
pins utilisateur, pour la réalisation de traitements numériques rapides. Ce
dernier s’occupe de diverses tâches, à savoir :
– la gestion des temps morts
– la modulation (dans le cas de la commande DTC-SVM)
– la mesure de la vitesse et de la position du rotor
– la gestion des interruptions hardwares pour la commande du DSP
Deux convertisseurs analogiques numériques THS10064 (Texas Instruments),
composés chacun de 4 entrées, réalisent l’échantillonnage simultané de huit entrées
non différentielles sur 10 bits, ainsi que le stockage d’échantillons dans un buf-
fer circulaire addressable par le DSP. Deux convertisseurs numériques analogiques
TLC7628CDW (Texas Instruments) facilitent la visualisation avec un oscilloscope
de variables numériques internes du DSP ou du FPGA codées sur 8 bits. Le lien
série (JTAG) permet la programmation d’une mémoire flash, située au plus proche
du FPGA, qui assure l’auto-configuration de ce dernier lors de la mise sous tension.
5.2.1.6 Synchronisation des cartes de commandes
5.2.1.6.1 Cas de la stratégie DTC
Afin d’illustrer le principe de synchronisation des cartes de commandes pour la
stratégie DTC, nous utilisons le chronogramme représenté sur la figure 5.8.
Tout d’abord, un compteur interne au FPGA génère un signal d’interruption
toutes les Te = 100 µs. Ce signal est connecté à l’entrée d’interruption extérieure
du DSP. Au début d’une interruption, le DSP commence par détecter si il y a eu un
changement sur les paramètres provenant du superviseur. Si c’est le cas une remise
à jour est effectuée. Ensuite, la seconde étape est de déclencher et de récupérer
les résultats des conversions numériques des signaux analogiques provenant des
capteurs de courants et de tension. La troisième étape est d’interroger les registres
d’échange entre le DSP et le FPGA dans le but de rafraîchir les informations
vitesse et position calculées par le FPGA. Maintenant que toutes les variables sont
acquises, le DSP peut traiter le calcul de la stratégie de commande pour ensuite
déterminer les ordres de commutations. Ces informations sont alors écrites sur le
registre d’échange pour que le FPGA puisse les prendre en compte. Ce dernier
détermine alors les signaux de commande des interrupteurs en prenant en compte
la valeur du temps mort fixé par le superviseur.
5.2.1.6.2 Cas de la stratégie DTC-SVM
Comme pour le paragraphe précédent, nous allons présenter le principe de syn-
chronisation des cartes de commandes pour l’implémentation de la stratégie DTC-
SVM.
Le principe est exactement le même que pour la stratégie DTC, à une différence
près due à la présence d’un modulateur. Une fois le calcul effectué, le DSP envoie
les rapports cycliques au FPGA. Le FPGA ne les prends en compte qu’en début
de chaque période d’échantillonnage. Il y a donc un retard entre la fin du calcul
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FIG. 5.8 – Principe de synchronisation entre le DSP et le FPGA pour la stratégie
DTC.
des rapports cycliques et l’application de ces derniers. Le schéma de la figure 5.9
explicite cette particularité.
5.2.1.7 Représentation schématique du dispositif expérimental
Le schéma de la figure 5.10 présente un synoptique général du dispositif expé-
rimental.
5.2.2 Simulation sous SABER
5.2.2.1 Le logiciel SABER
Le logiciel SABER permet de simuler les effets physiques dans différents do-
maines (hydraulique, électronique, mécanique, thermique, etc. . .) mais aussi la
transmission de l’information et la commande numérique. SABER est utilisé dans
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FIG. 5.9 – Principe de synchronisation entre le DSP et le FPGA pour la stratégie
DTC-SVM.
l’industrie automobile et l’aéronautique pour simuler et analyser les systèmes, les
sous-systèmes, les câblages et les faisceaux électriques, les circuits intégrés et les
composants pour différents types de fonctionnements et sous différentes conditions
environnementales. Cela permet d’améliorer de façon significative la fiabilité tout
en limitant les besoins de prototypes physiques.
5.2.2.2 Simulation du système
5.2.2.2.1 Simulation du système avec une commande DTC
Le schéma SABER représentant la simulation du système avec une commande
DTC est représenté sur la figure 5.11.
On modélise les IGBT des onduleurs par des interrupteurs idéaux. Néanmoins,
en associant ces onduleurs avec les blocs intitulés « temps mort », on modélise
relativement bien notre système. De plus, pour modéliser le plus finement possible
notre système, le DSP est lui aussi modélisé. En effet, la stratégie de commande
peut être codée en langage C dans le bloc DSP. Ce bloc est activé dès qu’un évé-
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FIG. 5.10 – Représentation schématique du dispositif expérimental.
nement (remise à jour des données) apparaît sur l’une de ces entrées. On utilise
alors une horloge commune permettant de commander une conversion des variables
« continues » en variables « discrètes ». A chaque conversion, un événement appa-
raît alors sur ces variables, déclenchant ainsi le bloc DSP. Enfin, les bus continus
des onduleurs sont supposés parfaits et ils sont modélisés par les sources de ten-
sion continues. On utilise la légende suivante permettant de différencier le type de
variables :
Lignes noires Variables électriques
Lignes rouges Variables de commande continues
Lignes bleues Variables de commande discrètes
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FIG. 5.11 – Schéma de simulation SABER de la commande DTC.
Lignes violettes Variables de synchronisation (horloges)
5.2.2.2.2 Simulation du système avec une commande DTC-SVM
Le principe de simulation est représenté sur la figure 5.12.
Contrairement aux schémas de la simulation de la commande DTC, celui-ci
fait intervenir un bloc supplémentaire : le bloc FPGA. En effet, il est possible
de reproduire le fonctionnement schématisé par le chronogramme de la figure 5.9.
On utilise alors une horloge haute fréquence permettant de générer les ordres de
commutation d’une part, et le signal d’interruption destiné au DSP d’autre part.
Le reste du schéma est inchangé par rapport à la stratégie de commande DTC. La
légende utilisée est la même que pour la partie précédente.
5.3 Contrôle des flux
Deux principaux types de résultats sont présentés dans cette partie.
Les premiers concernent les réponses des flux au profil de référence donné par
la figure 5.13.
Ce profil de test particulier permet de solliciter l’asservissement de façon à
combiner :
– une réponse indicielle (pour 10 ms < t < 35 ms) avec un module de référence
du flux statorique égal à 0, 8 Wb (relativement proche de sa valeur nominale).
– une réponse à une excitation sinusoïdale (pour 35 ms < t < 78 ms) à une
fréquence de 15 Hz.
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FIG. 5.12 – Schéma de simulation SABER de la commande DTC-SVM.
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FIG. 5.13 – Référence de test.
– une réponse indicielle de l’angle γ passant d’une valeur nulle (pas de couple)
à sa valeur optimale (couple nominal), avec γop ' 0, 36.
Le tracé dans le plan (α, β) permet l’étude du contrôle du module des flux stato-
rique et rotorique.
A l’issue de ce profil de test, si le contrôle fonctionne correctement, la machine se
met à tourner. En effet, en imposant une valeur de γ non nulle, et des modules des
flux égaux à leurs valeurs nominales, un couple électromagnétique est alors déve-
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loppé par la machine. Elle se met alors à tourner, et la référence de phase du flux
rotorique est alors calculée de telle sorte que la relation d’autopilotage angulaire
(rappelée par l’équation 5.1) soit vérifiée.
ρrref = ρsref − γref − θ (5.1)
Ensuite, les réponses en vitesse au profil de référence donné par la figure
5.14(a) avec un couple de charge donné par la figure 5.14(b) sont présentées.
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FIG. 5.14 – Profil de couple de charge et de vitesse.
Ce profil permet tout d’abord de tester une réponse indicielle de vitesse à
t = 1 s. Ensuite, un impact de couple de charge nominal permet de tester la
régulation de vitesse en cas de perturbation. Pour 3, 5 s < t < 4, 5 s, le profil de test
de vitesse présente une pente permettant de mettre en évidence les performances en
terme de poursuite. De plus, on travaille dans le quadrant (Ω < 0 et Cem < 0) pour
4, 5 s < t < 5, 5 s. Enfin, on teste le fonctionnement avec une vitesse de référence
nulle et un couple de charge nominal.
5.3.1 Stratégie de commande DTC
Dans cette partie, le FPGA génère des interruptions matérielles toutes les Te =
100 µs. La fréquence d’échantillonnage est donc de Fe = 10 kHz. De plus, les
bus continus des convertisseurs sont réglés à 300 V coté statorique et 100 V coté
rotorique.
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5.3.1.1 Utilisation des tables de commutations
5.3.1.1.1 Tables de commutations n◦1
On utilise la table de commutation n◦1 définie au §4.2.1.2.1 de la page 79. On
obtient les résultats présentés sur la figure 5.15.
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FIG. 5.15 – Comparaison des résultats expérimentaux et de simulation.
Tout d’abord, on constate que le temps de réponse des flux statorique et ro-
torique sont quasiment égaux entre eux et aussi égaux avec le temps de réponse
mesuré en simulation.
En effet, étant donné qu’il n’y a qu’une seule commutation des onduleurs pendant
la phase transitoire où les flux évoluent avec une pente constante, alors on peut
dire que les tensions des bus continus sont correctement dimensionnées car les flux
rotorique et statorique présentent les mêmes dynamiques.
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Ensuite, l’erreur de traînage durant la phase où les références sont sinusoïdales est
très faible. Il faut quand même préciser que la fréquence des références n’est que
de 15 Hz, contrairement à la fréquence des références dans le cas où la machine
atteint sa vitesse nominale (±25 Hz pour 1500 tr ·min−1).
Enfin, en comparant les résultats des figures 5.15(b) et 5.15(d), on constate que le
module des flux est moins bien régulé en expérimentation qu’en simulation. Néan-
moins, l’erreur de flux statorique est comprise dans une fourchette de ±0, 16 Wb
et la fourchette est de ±0, 05 Wb pour l’erreur de flux rotorique. Ces valeurs sont
relativement faibles devant les flux nominaux statorique (±0, 8 Wb) et rotorique
(±0, 25 Wb) mais elles représentent quand même une ondulation relative maxi-
male de l’ordre de 20%, ce qui n’est pas forcement acceptable pour certaines ap-
plications.
5.3.1.1.2 Tables de commutations n◦2
On utilise maintenant la table de commutation n◦2 définie au §4.2.1.2.2 de
la page 81 réglée avec des seuils de déclenchement : εS = ±0, 03 Wb et εR =
±0, 01 Wb. On obtient les résultats présentés sur la figure 5.16.
L’analyse de la figure 5.16 permet de tirer les mêmes conclusions que pour la
commande DTC utilisant les tables de commutations n◦1.
Néanmoins, on se rend compte qu’en simulation, l’erreur de flux est pratiquement
comprise entre les seuils de déclenchement (mis à part le problème de dépassement
défini par la figure 4.10 de la page 83). De plus, les résultats expérimentaux ne
sont pas conformes à nos attentes et ressemblent à s’y méprendre aux résultats
expérimentaux obtenus dans le cas de l’utilisation de la table n◦1 (figure 5.15). En
effet, les seuils de déclenchement ne sont pas du tout respectés.
Ce problème peut provenir d’un bruit de mesure apporté par les capteurs de cou-
rant. Cette erreur de mesure se traduit alors par une erreur d’estimation des flux
ce qui implique le non respect des seuils de déclenchement.
On propose de prendre en compte ce bruit en introduisant un bruit de mesure
dans la simulation. Ce bruit est modélisé par un bruit additif de type blanc gaus-
sien dont l’écart type est d’environ 83 mA au niveau des informations en sortie
des capteurs de courant statorique et de 260 mA pour ceux mesurant les courants
rotoriques. Les niveaux de ces bruits sont identifiés de façon à ce que les résultats
expérimentaux et ceux donnés par la simulation faisant intervenir ces bruits pré-
sentent des ondulations comparables.
Le schéma de la figure 5.17 présente de façon schématique la modélisation de ces
bruits. On précise que les échantillonneurs bloqueurs utilisés dans la simulation
n’apportent pratiquement pas de bruit de quantification. De plus, en expérimen-
tation, les capteurs de courants sont calibrés pour mesurer un courant égal à trois
fois le courant nominal. Le tableau 5.9 présente quelques données concernant les
chaînes de mesure des courants. On constate que le rapport signal sur bruit es-
timé pour les deux chaînes de conversion est tout à fait acceptable. Ce bruit peut
provenir des phénomènes suivants :
– bruit de quantification provenant de la conversion analogique/numérique
– bruit thermique provenant de la résistance de charge du capteur de courant
– bruit de grenaille provenant de toutes les jonctions PN utilisées dans la chaîne
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FIG. 5.16 – Comparaison des résultats expérimentaux et de simulation utilisant la
table de commutation n◦2 avec des seuils de déclenchement : εS = ±0.03 Wb et
εR = ±0.01 Wb.
de conversion
– perturbations électromagnétiques conduites ou rayonnés dues aux commuta-
tions dans les onduleurs
– etc . . .
Après introduction de ces bruits, on obtient les résultats de la figure 5.18.
La comparaison des résultats de la figure 5.18 permet de conclure que les
résultats de la simulation modélisant un bruit de mesure représentent très bien
les résultats expérimentaux. On s’aperçoit qu’en expérimentation, ce bruit est
nul (ou est très faible) quand les références de flux sont nulles. En effet, pendant
cette phase, il n’y a pas de commutations des onduleurs car les erreurs de flux
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FIG. 5.17 – Modélisation des bruits de mesure.
Chaîne d’acquisition du courant statorique
Courant maximal mesurable 24 A RMS
Écart type caractérisant la source de bruit 83 mA
Rapport signal sur bruit pour le courant maximum 49 dB
Rapport signal sur bruit pour le courant nominal 39 dB
Chaîne d’acquisition du courant rotorique
Courant maximal mesurable 57 A RMS
Écart type caractérisant la source de bruit 260 mA
Rapport signal sur bruit pour le courant maximum 46 dB
Rapport signal sur bruit pour le courant nominal 37 dB
TAB. 5.9 – Caractéristiques des chaînes d’acquisition des courants.
sont nulles. Ceci signifie que l’amplitude du bruit doit être très faible durant cette
phase. Il est donc très probable que l’origine du bruit de mesure provienne, entre
autre, de perturbations électromagnétiques générées par les onduleurs.
Ce bruit (quantifié auparavant) présente tout de même un niveau relativement
faible devant le signal utile. Néanmoins, sa présence perturbe la stratégie de com-
mande utilisée malgré le soin apporté au câblage de la chaîne de conversion des
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FIG. 5.18 – Comparaison des résultats du contrôle DTC (table de commutation
n◦2) en introduisant un bruit de mesure dans la simulation.
courants. En effet, on utilise des capteurs de courants disposant d’une sortie en
courant. Cette information est transmise sous forme d’un courant dans un cable
blindé au plus près de la carte utilisant les convertisseur analogique/numérique
(CAN). A ce niveau, l’information est convertie sous la forme d’une tension par le
biais d’une résistance. Ensuite, cette tension comprise entre −5 V et 5 V est codée
sur 10 bits par l’intermédiaire d’un CAN.
5.3.2 Stratégie de commande DTC-SVM
Malgré la présence d’un bruit de mesure quantifié dans la partie précédente, on
propose d’étudier la stratégie de contrôle DTC-SVM dont les principaux résultats
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sont présentés sur la figure 5.19. Concernant les résultats de simulation, on utilise
toujours la modélisation du bruit de mesure en insérant des sources de bruit blanc
gaussien au niveau des capteurs de courant. D’un point de vue expérimental, on
fixe des valeurs de rapports cycliques minimums et maximums à
– αmin = 0, 05
– αmax = 0, 9.
En effet, même si l’échelle n’est pas forcement respectée, on voit sur la figure
5.9 qu’il faut faire attention à ne pas faire d’acquisition de courant lors de
commutations des onduleurs. En effet, le courant présente un régime tran-
sitoire important lors des commutations. On limite alors la valeur du rapport
cyclique maximum αmax = 0, 9 de telle sorte que ce problème ne soit pas rencontré.
La figure 5.19 présente trois types de résultats :
– Sur les figures 5.19(a) et 5.19(b), les résultats de simulation sans aucun
bruit sont présentés.
– Sur les figures 5.19(c) et 5.19(d), les résultats de simulation avec le
niveau de bruit précédemment quantifié sont présentés.
– Enfin, les figures 5.19(e) et 5.19(f) concernent les résultats expérimentaux.
Le premier commentaire concerne l’influence du bruit. En effet, pour cette
commande DTC-SVM, on impose une et une seule commutation des IGBT
des onduleurs par période. Ce principe permet de maintenir une fréquence de
commutation fixe grâce à l’utilisation des butées maximales et minimales des
rapports cycliques. Ici, on se fixe αmin = 0, 05 ce qui implique que pendant la
phase de régulation des flux où les références sont nulles (pour 0 s < t < 10 ms)
il y a toujours des commutations des onduleurs. Par conséquent, on distingue
clairement la présence de bruit pendant cette phase. Ceci confirme que le
bruit provient essentiellement des commutations des onduleurs. On retrouve bien
la même conclusion que celle énoncée lors de l’interprétation des figures 5.18 et 5.16.
De plus, on s’aperçoit que les oscillations des flux sont plus importantes pour
cette commande DTC-SVM que pour la commande DTC. En effet, le niveau
du bruit identifié grâce aux simulations de la stratégie de commande DTC est
sous estimé pour cette commande, car on a beaucoup plus de commutations des
onduleurs (fréquence de découpage fixe) que pour la commande DTC.
5.3.3 Comparaison des deux types de commandes
Tout d’abord, on constate que quel que soit le type de commande utilisée
pour contrôler les flux, le bruit de mesure (essentiellement dû aux commutations
des onduleurs) perturbe grandement les commandes. En effet, en comparant les
résultats expérimentaux et ceux de simulation (sans modélisation du bruit de
mesure), on s’aperçoit que les erreurs de flux expérimentales sont plus importantes
que les erreurs déterminées en simulation. D’un point de vue expérimental, ceci
implique qu’il n’y a pas beaucoup de différences entre l’utilisation des tables de
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FIG. 5.19 – Comparaison des résultats du contrôle DTC-SVM en introduisant un
bruit de mesure dans la simulation.
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commutations n◦1 et 2.
Par contre l’utilisation de la commande DTC-SVM permet aux onduleurs de
travailler à fréquence de découpage fixe mais provoque aussi l’apparition d’un
niveau de bruit de mesure supérieur (il y a plus de commutations des onduleurs
pour cette commande).
De plus, le temps de réponse des flux pour une commande DTC-SVM est
moins bon que pour une commande DTC car la présence de butées sur les rapports
cycliques des onduleurs implique que la plage fonctionnement de ces onduleurs est
réduite.
En conclusion, pour la suite de notre étude, on utilisera de préférence la com-
mande de type DTC associée aux tables de commutations n◦1 pour la commande
expérimentale, pour les raisons suivantes :
– la dynamique des flux est la plus importante avec ce type de commande,
– le niveau de bruit de mesure est plus faible (moins de commutations que pour
la DTC-SVM)
– l’implémentation est aisée et le temps de calcul du DSP est faible.
De plus, comme nous l’avons quantifié auparavant, le bruit introduit dans les
mesures des quatre courants (deux statoriques et deux rotoriques) est d’un niveau
largement acceptable, mais il provoque une instabilité relativement importante de
nos commandes. Ceci peut s’expliquer par la présence d’estimateurs de flux. En
effet, chaque flux estimé dépend de trois variables courants (qui sont bruitées)
et d’une mesure de position (qui présente aussi un léger bruit de quantification
introduit par le codeur). On peut alors conclure que le niveau de bruit relatif
présent sur les variables flux provenant des estimateurs est plus important que le
niveau de bruit relatif des informations courant. Avec un peu de recul quand au
choix de notre type commande, il est légitime de se poser la question de savoir si
une commande linéaire ne serait pas plus robuste vis-à-vis des bruits de mesures ?
Cette question ne sera pas traitée dans cette étude mais pourrait être approfondie
par la suite.
5.4 Contrôle de la vitesse
5.4.1 Répartition égale de la puissance statorique et roto-
rique
Pour réaliser cette expérimentation, on utilise le profil de charge et de vitesse
défini par la figure 5.14 de la page 115. Pour imposer un couple de charge sur l’arbre
de la MADA, on réalise une commande en couple du variateur associé à la MCC.
C’est alors une sortie d’un Convertisseur Numérique Analogique qui commande
ce variateur en couple. De plus, on choisit une valeur k = 0, 5 (k représente le
coefficient de répartition de puissance active). On doit alors avoir la puissance
convertie par l’onduleur statorique égale à celle convertie par l’onduleur rotorique.
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D’un point de vue de la simulation, on utilise un contrôle des flux du type
DTC-SVM dont les tensions de références sont directement appliquées à la
machine. De ce fait, l’onduleur et son découpage sont considérés comme parfaits.
On utilise quand même des butées au niveau des tensions onduleurs de façon
à prendre en compte la zone de fonctionnement réelle des onduleurs. Tout ceci
présente l’avantage de réduire de façon significative le temps de simulation.
Les résultats expérimentaux et ceux donnés par la simulation sont regroupés
sur la figure 5.20. Les résultats expérimentaux sont disposés sur la colonne de
gauche, et la colonne de droite rassemble les résultats de simulation.
Plusieurs commentaires peuvent être déduits de l’analyse des résultats présen-
tés sur la figure 5.20.
Le premier concerne la valeur des tensions des bus continus. En effet, on
voit sur la figure 5.20(g), que ces tensions présentent des oscillations. Pendant
le transitoire de vitesse, Cem est très important (égal à sa valeur maximale),
donc les modules des flux atteignent aussi leurs valeurs maximales. Le courant
absorbé par la machine est alors important ce qui provoque une chute de la
tension des bus car l’impédance du réseau et la chute de tension introduite par
le transformateur alimentant le redresseur du convertisseur rotorique doivent être
prises en considération. De ce fait, on ajuste la valeur des tensions des bus DC pour
que leurs valeurs minimales correspondent à la valeur définie théoriquement :
Es = 300 V et Er = 100 V.
Le second commentaire concerne l’allure de la réponse de la vitesse de rotation.
Mise à part une légère différence du temps de réponse, certainement dûe à une
identification de l’inertie imprécise, l’allure générale correspond aux résultats de
simulation. De plus, les dépassements sont du même ordre de grandeur et les
oscillations de vitesse dues aux impacts de couple résistant présentent des valeurs
très proches.
Ensuite, nous pouvons interpréter les réponses des couples des figures 5.20(c)
et 5.20(d). Tout d’abord, on a bien une saturation de Cem lors du transitoire
de la vitesse pour les courbes expérimentales et de simulation. Ensuite, on
précise que le couple résistant n’est pas directement mesurable sur le dispositif
expérimental. C’est pour cela que le courant dans l’induit de la MCC (mesuré par
un oscilloscope) est représenté. La valeur de 10 A est déterminée de façon à ce
que la MADA alimentée en configuration MAS à cage sous sa tension nominale
absorbe son courant nominal quand l’induit de la MCC est traversé par ce courant
de 10 A. On en conclut alors qu’un courant de 10 A dans la MCC impose le
couple résistant nominal sur l’arbre de la MADA. En effet, en régime permanent
de vitesse, on estime la valeur du couple électromagnétique (à ce moment là égal
au couple résistant) à 25 Nm.
L’analyse des figures 5.20(e) et 5.20(f), présentant l’évolution des puissances
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FIG. 5.20 – Comparaison des résultats expérimentaux et de simulation pour une
réponse en vitesse
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statoriques et rotoriques, permet de tirer des conclusions très intéressantes. En
effet, en ajustant le paramètre k = 0, 5, on retrouve bien une répartition identique
de la puissance convertie par l’onduleur statorique et rotorique. On précise que
cette mesure de puissance est réalisée grâce à la mesure de la tension de bus
(nécessaire pour la chaîne de régulation de la tension de bus en cas de retour
d’énergie) et à la mesure du courant transitant entre le pont redresseur et le
condensateur de filtrage 1. On peut alors mesurer la puissance électrique transitant
par le bus DC des onduleurs en faisant le produit tension de bus par courant de
bus. On utilise quand même un filtre de type passe bas sur les informations issues
des capteurs pour ne pas prendre en compte les oscillations hautes fréquences de
ces informations. Étant donné que l’emplacement du capteur de courant se situe
en amont du condensateur de filtrage et du module de freinage, le courant dissipé
dans les résistances de freinage n’est pas mesuré. On remarque ce phénomène lors
de la décélération de la machine pour 3, 5 s < t < 4 s. On mesure une puissance
négative en simulation tandis qu’en expérimentation, cette puissance est dissipée
dans le module de freinage et n’est pas mesurable par nos capteurs. Malgré cette
absence momentanée de mesure, on peut quand même conclure que le coefficient
de répartition active k est très bien représentatif du comportement physique de
notre système.
Enfin, on rappelle que la commande utilisée ici régule séparément les modules
et les phases des flux. Concernant les modules, par définition, ils sont toujours
positifs. Pour que Cem change de signe, il est alors possible de changer la valeur
de γref . Ce phénomène est bien visible sur la figure 5.20(i) et 5.20(j). Dès que Cem
devient négatif alors on a γref = −γop.
On propose maintenant de considérer deux répartitions de puissances différentes
correspondant à :
– k = 0, 7 soit 70% de la puissance totale est convertie par l’onduleur statorique
et 30% par l’onduleur rotorique
– k = 0, 3 soit 30% de la puissance totale est convertie par l’onduleur statorique
et 70% par l’onduleur rotorique
Comme nous venons de le voir, les résultats de simulation sont relativement proches
des résultats expérimentaux pour les variables considérées. Pour ne pas trop sur-
charger les figures, nous proposons de ne pas faire figurer les résultats de simulation
pour ces deux expériences, car leur intérêt est moindre que les résultats expérimen-
taux.
1. Ce capteur est placé à cet endroit car il était très difficile de le placer entre le condensateur de
filtrage et le module IGBT sans rajouter une inductance parasite dans cette boucle. En effet, toute
inductance parasite présente dans cette boucle provoque des surtensions lors des commutations
de l’onduleur.
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5.4.2 Répartition inégale de la puissance statorique et ro-
torique : k = 0, 7
On s’intéresse maintenant à un réglage de k = 0, 7, c’est à dire que 70% de la
puissance absorbée par la machine sont transférés par le stator et les 30% restant
sont absorbés par les enroulements rotoriques (voir la Figure 5.21).
En accord avec la définition du coefficient k, ceci implique que pour une vitesse
de rotation nominale de la machine (1500 tr ·min−1) la fréquence des courants
statoriques est égale à 0, 7 × 50 Hz = 35 Hz. Pour réaliser cette expérience, on
augmente la valeur des bus DC de façon à rester dans la zone de fonctionnement
l’onduleur statorique (celui qui converti 70% de la puissance). En effet, la valeur
de 300 V a été déterminée pour que l’onduleur statorique puisse contrôler un flux
de 1, 18 Wb tournant à une fréquence électrique de 25 Hz et non pas de 35 Hz.
C’est pour cela que l’on ajuste la tension du bus DC de l’onduleur statorique à
Es = 450 V. Par conséquent, on a Er = 150 V. On obtient ensuite les résultats
présentés sur la figure 5.21.
La principale interprétation que l’on peut tirer de la figure 5.21, c’est que le
coefficient de répartition de puissance contrôle bien cette répartition des puissances.
En effet, pour 2, 5 s < t < 3 s, on mesure une puissance transitant par le bus DC
statorique égale à Ps = 2, 6 kW et de Pr = 1, 5 kW pour le bus DC rotorique. On
peut alors estimer la valeur de k par le calcul suivant :
k ' Ps
Ps + Pr
= 2, 62, 6 + 1, 5 = 0, 63
On trouve une valeur relativement proche de 0,7. En réalisant le même raison-
nement au niveau du rotor, on trouve(1−k) = 0, 37. Malgré des écarts de 10 à 20%
dûs aux imprécisions de mesures, on peut tout de même conclure que la valeur de
k influence fortement la répartition des puissances.
5.4.3 Répartition inégale de la puissance statorique et ro-
torique : k = 0, 3
On s’intéresse maintenant à un réglage de k = 0, 3, c’est-à-dire que 30% de la
puissance absorbée par la machine sont transférés par le stator et les 70% restant
sont absorbés par les enroulements rotoriques. On ajuste la tension du bus DC de
l’onduleur statorique à Es = 500 V. Par conséquent on a Er = 162 V. On obtient
les puissance statoriques et rotoriques présentées sur la figure 5.22.
On estime la valeur de k par le calcul suivant :
k ' Ps
Ps + Pr
= 1, 41, 4 + 2, 7 = 0, 34
On trouve une valeur relativement proche de 0,3. En réalisant le même rai-
sonnement au niveau du rotor, on trouve(1 − k) = 0, 66. On peut tirer la même
conclusion que pour la partie précédente en disant qu’il est possible de répartir la
quantité de puissance convertie par le stator et le rotor de la machine en ajustant
la valeur du coefficient k.
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FIG. 5.21 – Répartition des puissances pour k = 0, 7
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FIG. 5.22 – Répartition des puissances pour k = 0, 3
5.4.4 Conclusions sur l’asservissement de vitesse
La comparaison des résultats expérimentaux et de simulation montre que le
comportement de l’asservissement est tout à fait acceptable. De plus, en ajustant
la valeur du coefficient de répartition des puissances, il est possible de régler la
quantité de puissance convertie par les onduleurs statorique et rotorique. Cette
caractéristique est illustrée dans les résultats expérimentaux de notre système, et
son rôle est uniquement démonstratif. En effet, d’un point de vue industriel, il n’y
a pas d’intérêt particulier à faire varier ce coefficient au fil du temps. Il doit être
fixé à une certaine valeur lors du dimensionnement du système, et il ne doit pas
être changé par la suite car si les onduleurs sont dimensionnés pour convertir une
certaine puissance, il ne faut pas augmenter la puissance qu’ils convertissent sous
peine d’échauffement excessif. Néanmoins, si on considère des systèmes d’entraî-
nement critiques, il est possible de surdimensionner les deux onduleurs pour qu’en
cas d’échauffement excessif d’un onduleur, la puissance soit répartie différemment
de façon à diminuer la puissance convertie par cet onduleur. Ainsi, les pertes dans
cet onduleur vont diminuer et normalement, l’échauffement aussi.
5.5 Influence des degrés de liberté-Vérification
de l’optimum
Le chapitre 3 présente les degrés de liberté présents dans notre système et
s’intéresse au réglage optimum de ces derniers dans le but de maximiser le facteur
de puissance global défini par l’équation 3.10 de la page 62.
Il est possible de valider cette étude théorique grâce à des mesures sur le
dispositif expérimental. L’idée est alors de faire varier les degrés de liberté γ et
KΦ, et de mesurer le facteur de puissance global. Ceci est présenté sur la figure 5.23.
Tout d’abord, la variation théorique du facteur de puissance global fpg en
fonction de γ et de KΦ est représentée sur la figure 5.23(a) pour k = 0, 5. On
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FIG. 5.23 – Variation du facteur de puissance global théorique et pratique en
fonction des degrés de liberté.
distingue clairement que fpg présente un maximum pour γ = γop = 0, 36 rad et
KΦ = KΦop(k = 0, 5) = 0, 36.
Ensuite, d’un point de vue expérimental, on régule la vitesse de rotation à
N = 750 tr ·min−1, on fixe une tension de bus telle que Es = 350 V et Er = 116 V
et on impose un couple résistant égal au couple nominal. Avec un coefficient de
répartition des puissances égal à 0,5, et compte tenu de la vitesse de rotation, on
aura une fréquence des courants statoriques et rotoriques de 12, 5 Hz. De plus,
on utilise une fenêtre de mesure définie par la figure 5.23(b). On vérifie que les
points de fonctionnement inclus dans cette fenêtre sont stables et que la stratégie
de contrôle fonctionne correctement.
Plusieurs solutions peuvent être utilisées pour mesurer le facteur de puissance
global pour les points de fonctionnement choisis. Quelque soit la méthode, il faut
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mesurer le facteur de puissance au niveau du stator et du rotor, comme l’indique
l’équation 5.2 pour k = 0, 5.
fpg = (fps + fpr)/2 (5.2)
La première méthode consiste à mesurer la puissance au niveau de l’onduleur
(produit de la tension de bus par le courant circulant entre le redresseur et le
condensateur de bus) et de mesurer les valeurs efficaces des courants dans la
machine, ainsi que les valeurs efficaces des tensions. On dispose alors des valeurs
des puissances actives et apparentes au niveau du stator et du rotor. Ceci signifie
alors que l’on néglige les puissances dissipées dans les onduleurs. De plus, la
plupart des appareils de mesures de type ferromagnétiques ont une bande passante
ne permettant pas d’avoir des résultats précis pour des fréquences de 12, 5 Hz.
En conclusion, cette technique de mesure n’est pas retenue compte tenu de son
manque de précision.
La seconde technique de mesure est basée sur l’hypothèse que les formes d’ondes
de tension et de courant sont parfaitement sinusoïdales. Avec cette hypothèse,
le facteur de puissance et le cosϕ (déphasage entre le courant et la tension de
la machine) sont identiques. Cette hypothèse est recevable concernant la forme
d’onde des courants car la machine se comporte comme un filtre et les harmoniques
de ce signal sont de très faible amplitude. Par contre, concernant la tension aux
bornes de la machine, c’est une tension découpée, qui présente des harmoniques
de valeur relativement importante. Néanmoins, étant donné que le ratio entre la
fréquence de découpage et la fréquence du fondamental est relativement important,
le courant est pratiquement sinusoïdal, donc on peut négliger le niveau de ses
harmoniques devant son fondamental. On peut alors faire l’hypothèse consistant
à négliger la puissance déformante devant la puissance active et réactive.
On détermine alors les facteurs de puissance statorique et rotorique en
mesurant à l’oscilloscope le déphasage entre un courant et une tension composée.
Cette mesure est possible en utilisant des filtres passe-bas sur toutes les mesures 2.
On en déduit alors le facteur de puissance global : fpg = 0, 5 · fps + 0, 5 · fpr. On
calcule ensuite les polynômes d’interpolations passant par l’ensemble des points de
mesures à γ fixé et ensuite à KΦ fixé. Les points de mesures ainsi que la variation
pratique (obtenue par l’interpolation) sont représentés sur la figure 5.23(c).
Enfin, on peut superposer les points de meures à la variation théorique sur
la figure 5.23(d). Plusieurs interprétations peuvent être tirées de l’analyse de
cette figure. Tout d’abord, on constate que le maximum pratique et théorique
coïncident. Ceci signifie que les paramètres de la machine sont correctement
identifiés et que l’étude théorique (malgré ses hypothèses simplificatrices) reflète
2. Ces filtres passe-bas sont dimensionnés de telle sorte à ce que le découpage de l’onduleur
soit fortement atténué. Ainsi, on obtient une forme d’onde de tension pratiquement sinusoïdale,
correspondant à la valeur moyenne de la tension découpée calculée sur une période de découpage.
De plus, on précise que l’effet du déphasage introduit par ses filtres ne fausse pas les mesures car
les courants et les tensions sont déphasés de la même valeur. On peut alors considérer que notre
mesure est précise.
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bien le comportement physique du système. Ensuite, on constate que la variation
mesurée présente un maximum plus franc que la variation théorique. En effet, dès
que l’on s’éloigne du maximum, les points de mesure sont en dessous des point
théoriques. Ceci provient du fait que l’étude théorique est basée sur des hypothèses
relativement fortes consistant à négliger toutes les pertes dans la machine. Même
si elles ne sont pas quantifiées dans notre étude, ces pertes peuvent devenir
importantes quand le facteur de puissance devient faible. En effet, un courant
important dans la machine provoque une augmentation des pertes Joule tandis
qu’une tension importante se traduit par une augmentation des pertes fer.
En conclusion, on constate que la tendance générale des courbes théoriques
et pratiques sont similaires quelque soient les points appartenant au domaine de
mesure. De plus, l’existence du réglage optimal est clairement mise en évidence
dans cette comparaison.
5.6 Conclusion
Ce chapitre est composé de quatre parties distinctes.
La première présente les outils à notre disposition permettant de valider les
principes théoriques des stratégies de contrôles. Un dispositif expérimental est
dimensionné pour respecter les contraintes en terme de puissances installées
et d’encombrement liés au contexte présent dans un laboratoire. Ce dispositif
est instrumenté de façon à mettre en évidence la répartition des puissances, de
mesurer les courants dans la machine, et de connaître la vitesse et la position
angulaire de l’arbre de la MADA. De plus, une simulation est réalisée sous
SABER-SKETCH de telle sorte à tester rapidement certaines lois de commandes.
La seconde partie présente et compare les résultats de simulation et expérimentaux
du contrôle des flux statorique et rotorique. Malgré une modélisation du système
relativement fine, les résultats de simulation sont beaucoup plus proches de
nos attentes que les résultats expérimentaux qui présentent un niveau de bruit
important. On introduit ensuite un bruit de mesure en simulation modélisée
par un bruit blanc gaussien ajouté au niveau des informations en sortie des
capteurs de courant. Le niveau de bruit est ajusté de telle sorte que les résultats
expérimentaux et de simulation soient le plus proche possible. Ceci permet alors
de quantifier le niveau de bruit de mesure. On peut alors en conclure que malgré
un rapport signal sur bruit d’une valeur tout à fait acceptable, les stratégies de
commandes se révèlent être très perturbées par le bruit de mesure. Néanmoins,
les réponses expérimentales des flux suffisent à contrôler le module et la phase des
flux en valeur moyenne. L’étude peut ainsi être poursuivie et on s’intéresse par la
suite de la stratégie de contrôle de la vitesse.
La troisième partie consiste à comparer les résultats théoriques et expérimentaux
de la réponse en vitesse. De plus, trois valeurs particulières du coefficient de
répartition des puissances sont testées et les puissances mesurées au niveau des
bus DC des deux onduleurs se répartissent en accord avec la valeur du coefficient
théorique de répartition des puissances. Enfin, la réponse en vitesse est tout à fait
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correcte et conforme à nos attentes.
La dernière partie de ce chapitre met en évidence de façon théorique et pratique
l’existence d’un réglage optimal des degrés de liberté présents dans le système. On
cherche ici à maximiser le facteur de puissance global de l’installation. Ce critère
représente l’efficacité qu’a notre système à consommer de la puissance lorsqu’il
absorbe des courants sur le réseau.

Conclusion générale et
perspectives
Ce manuscrit présente une étude intitulée : «Contribution à l’Optimisation
de la Commande d’une Machine Asynchrone à Double Alimentation
utilisée en mode moteur ». Les différentes étapes de ce travail sont présentées
sous la forme de chapitres.
Le premier chapitre dresse un état de l’art de l’utilisation des Machines Asyn-
chrones à Double Alimentation (MADA). Cette machine fut utilisée auparavant en
fonctionnement moteur dans une configuration ou les enroulements statoriques
étaient reliés au stator tandis que des résistances placées au rotor permettaient
de régler la vitesse de rotation et de limiter le courant de démarrage. Ce sys-
tème est abandonné aujourd’hui au profit, entre autres, de Machines Asynchrones
(MAS) alimentées par un convertisseur statique. Récemment, la MADA est uti-
lisée en fonctionnement générateur dans les éoliennes dans une configuration ou
son stator est connecté au réseau tandis que le rotor est alimenté par un conver-
tisseur statique. Dans cette étude, nous nous intéressons à la MADA associée
à deux onduleurs connectés aux enroulements statoriques et rotoriques.
Une comparaison des performances et des contraintes entre ce système et une MAS
alimentée par un seul onduleur est réalisée. Malgré l’inconvénient que présente
les contacts glissants composés de bagues et de balais en terme de maintenance,
les avantages suivants sont mis en avant :
– le rendement des convertisseurs statiques est meilleur (à puissance
mécanique développée sur l’arbre des moteurs identique),
– pour des puissances électriques absorbées importantes, la répartition des
puissances entre le stator et le rotor est contrôlable,
– pour un fonctionnement à basse vitesse (même à rotor bloqué), il est possible
d’imposer une fréquence minimale des fondamentaux des courants,
limitant de ce fait les contraintes thermiques des composants semi conduc-
teurs,
– la puissance mécanique de la MADA peut être doublée en travaillant
au point de fonctionnement tel que le couple développé par la machine soit
égal à son couple nominal et sa vitesse de rotation est égale au double de sa
vitesse nominale (la démagnétisation n’intervient que pour ω > 2ωn).
Maintenant que les avantages de cette structure sont présentés, le second
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chapitre présente une mise en équation et permet de dégager une problématique.
Deux modèles de la MADA sont réalisés. Le premier appelé modèle de connais-
sance permet de représenter le plus fidèlement possible le fonctionnement de la
machine. Ce modèle nous est très utile pour simuler le comportement physique
de la machine. Le modèle d’action, quant à lui, est construit grâce à des
hypothèses simplificatrices. Ce modèle est alors beaucoup plus simple que le
modèle de connaissance et permet de faciliter la synthèse de la commande de ce
système.
Ensuite, le troisième chapitre ne présente pas la synthèse de la commande,
comme pourrait laisser présager le chapitre précédent. En effet, la modélisation
de ce système fait apparaître des degrés de liberté. L’objectif de cette partie
de l’étude est alors dans un premier temps, d’identifier et de mieux appré-
hender l’influence de ces degrés de liberté. Dans un second temps, une étude
d’optimisation permet de déterminer le réglage optimal de ces degrés de liberté
permettant de maximiser le facteur de puissance global du système. Ce
critère d’optimisation dépend du facteur de puissance au niveau du stator et du
rotor, et dépend aussi de la quantité de puissance active apportée par le stator
et par le rotor. Il est alors représentatif de la capacité qu’a cette machine à
convertir de la puissance quand elle absorbe des courants. Les résultats principaux
de cette étude sont les expressions littérales des valeurs optimales des
degrés de liberté qui dépendent uniquement des paramètres relatifs à la machine.
Le quatrième chapitre présente la synthèse de la commande. Tout d’abord,
deux stratégies de contrôle des flux sont présentées. La première utilise une
stratégie de type Commande Directe de Couple (CDC) associée à des tables
de commutations permettant un contrôle vectoriel des flux statorique et rotorique.
Ce type de contrôle ne permet pas de travailler à fréquence de découpage fixe
des onduleurs. En conséquence, un modulateur vectoriel est ensuite associé à
la CDC permettant d’imposer des temps de conduction minimum et maximum
des cellules de commutations, ce qui permet, in fine, d’imposer la fréquence
de découpage. Ensuite la synthèse de l’asservissement de vitesse est réalisé
en utilisant un correcteur Proportionnel Intégral sans zéro associé à un système
d’anti-windup pour pallier la présence d’une saturation de couple. La principale
conclusion issue de ce chapitre concerne le fait qu’une commande relativement
simple et facile à implémentée est synthétisée.
Enfin, le dernier chapitre présente les outils à notre disposition ainsi que les
résultats expérimentaux. Pour valider les principes théoriques présentés dans
les quatre premiers chapitres, nous disposons d’un dispositif expérimental ainsi
que du logiciel de simulation SABER-SKETCH. Tout d’abord, nous réali-
sons une simulation pour faire un premier test des lois de commandes. Ceci permet
alors de valider ces lois et surtout d’établir une commande en langage C qui
sera directement transposable dans le dispositif expérimental. En effet, ce dernier
est équipé d’un DSP (Digital Signal Processor) programmable en langage C grâce
au logiciel (CCS) Code Compose Studio. Il est alors possible de comparer les ré-
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sultats expérimentaux et ceux issus de la simulation. Il apparaît alors un niveau
d’oscillations des mesures des flux autour des références beaucoup plus impor-
tant en expérimentation qu’en simulation. Pour se rapprocher le plus possible des
conditions expérimentales, on modélise le bruit de mesure des capteurs de
courant en simulation. Le niveau de ce bruit est ajusté pour que l’oscillation
des mesures de flux en expérimentation et en simulation soient proches. Ceci per-
met alors de quantifier de façon théorique le Rapport Signal sur Bruit
(RSB) du dispositif expérimental. Ce RSB est d’une valeur tout à fait acceptable,
et on peut alors conclure qu’un niveau de bruit de mesure relativement faible pro-
voque une instabilité importante de la commande. Par contre, concernant
les réponses de l’asservissement de vitesse, les résultats expérimentaux et de
simulation sont très proches, malgré le fait que les onduleurs ne soient pas
modélisés en simulation. Le principe de répartition des puissance est testé
d’un point de vue expérimental et le contrôle de la quantité de puissance conver-
tie par le stator et par le rotor est démontré. Enfin, les résultats théoriques du
troisième chapitre sont retrouvés d’un point de vue expérimental. Les points de
mesures expérimentaux sont très proches de la courbe théorique. Ceci signifie que
l’on a déterminé le réglage optimal des degrés de liberté et que la machine
est capable de fonctionner à facteur de puissance global supérieur à 0, 94.
D’autres études pourraient être réalisées par la suite pour mettre en evidence
certains aspects théoriques.
Un premier exemple serait la comparaison entre les performances de cette machine
alimentée par un seul onduleur (rotor en court circuit) et en configuration double
alimentation. Il serait très intéressant de réaliser ces expérimentations.
De plus, le fonctionnement sans codeur de position devrait être testé car ce sys-
tème présenterait alors un avantage supplémentaire. D’un point de vue théorique,
il semble que le nombre important de degrés de liberté permet ce fonctionnement
sans capteur de position (ni de vitesse). En effet, on sait par exemple, qu’il faut
généralement des résolveurs ou des codeurs pour contrôler les machines synchrones
brushless. Dans notre cas, l’actionneur et le résolveur sont réunis dans une même
machine : la MADA. C’est pour cette raison qu’un fonctionnement sans capteur
peut être envisagé avec une certaine confiance.
Ensuite, la présence de deux convertisseurs dans ce système apporte une redon-
dance. Cette redondance peut s’avérer être très intéressante pour des applications
nécessitant un niveau important de fiabilité. En effet, en cas de défaillance d’un
onduleur, ce système peut continuer à fonctionner en mode dégradé (performances
moindres) en court-circuitant les enroulements connectés à l’onduleur défaillant.
Ce principe de reconfiguration du système est un avantage important et ceci pour-
rait être expérimenté.
Enfin, même si la mesure des pertes dans les composants semi-conducteurs s’avère
être relativement difficile, il serait intéressant de comparer ces pertes entre une
MAS à cage alimentée par un onduleur et une MADA connectée à deux onduleurs.
Ainsi, les résultats présentés au §1.4.2.4 de la page 28 pourraient être validés de
façon expérimentale.
De plus, les résultats expérimentaux montrent que les commandes non linéaires
utilisant une stratégie de Commande Directe de Couple (CDC ou DTC) appliquée
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à ce système sont très sensibles aux bruits de mesures. En utilisant le même dispo-
sitif expérimental, il faudrait tester d’autres stratégies de commandes et quantifier
leurs immunités aux bruits.
Pour finir, le banc moteur n’est pas dimensionné d’un point de vue mécanique pour
supporter des vitesses égales au double de la vitesse nominale de la machine, en
conséquence, il n’est pas possible de tester le fonctionnement en survitesse, comme
le propose le §1.4.4.2 de la page 37. Il serait alors très intéressant d’utiliser un banc
moteur dimensionné pour supporter ces contraintes pour expérimenter ce point de
fonctionnement.
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Annexe A
Caractéristiques d’IGBT
Dans la documentation [29], on trouve les informations présentes dans le tableau
suivant.
Référence FF400R06KE3 FZ400R12KS4 FZ400R17KE3 FZ400R33KL2C FZ400R65KF1
NIGBT 2 1 1 1 2
NDiode 2 1 1 1 2
VCEs(V ) 600 1200 1700 3300 6500
ICnom(A) 400 400 400 400 400
VCE(V ) 300 600 900 1800 3600
EON(mJ) 3.2 22 135 1200 4000
EOFF (mJ) 15 29 125 600 2300
VCEsat(V ) 1.6 3.85 2.4 3.7 5.3
RD(mΩ) 1.9 4.3 3.6 4.7 6.25
VCE0(V ) 0.82 2.13 0.95 1.75 2.8
EREC(mJ) 7.4 32 96 500 1050
VT0(V ) 1.1 1.2 1.25 1.65 2.5
RT (mΩ) 1 1.625 1.69 2.3 3.75
Dimension (mm) 61.4× 106.4 61.4× 106.4 61.4× 106.4 73× 140 130× 140
TAB. A.1 – Caractéristiques des modules IGBT considérés.
On note :
NIGBT Nombre de composants IGBT présents dans le module.
NDiode Nombre de diodes présentes dans le module.
VCEs Cette tension correspond à la tension maximale entre le collecteur et l’émet-
teur défini pour une température de jonction égale à 25 ◦C.
ICnom Courant continu nominal défini pour une température du boîtier de 80 ◦C
et une jonction à 150 ◦C.
VCE Tension nominale entre le collecteur et l’émetteur.
EON Énergie perdue lors du passage de l’état bloqué à l’état passant pour des
conditions nominales de fonctionnement.
VII
VIII Caractéristiques d’IGBT
EOFF Énergie perdue lors du passage de l’état passant à l’état bloqué pour des
conditions nominales de fonctionnement.
VCEsat Tension de saturation nominale entre le collecteur et l’émetteur défini pour
les conditions nominales
RD Résistance dynamique de la jonction collecteur-émetteur défini par la figure
A.1(a) et pour les conditions nominales.
VCE0 Tension de seuil entre le collecteur et l’émetteur défini par la figure A.1(a)
et pour les conditions nominales.
EREC Énergie de recouvrement de la diode anti-parallèle (défini lors du blocage
de la diode) pour les conditions nominales.
VT0 Tension de seuil entre l’anode et la cathode de la diode anti-parallèle défini
par la figure A.1(b) et pour les conditions nominales.
Rt Résistance dynamique de la jonction collecteur-émetteur de la diode anti-
parallèle défini pour les conditions nominales (voir figure A.1(b)).
Dimension Ces dimensions représentent la largeur et la longueur du boîtier. Elles
permettent de définir la surface utile permettant le refroidissement.
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(a) Caractéristique Ic = f(VCE) de l’IGBT
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(b) Caractéristique IF = f(VF ) de la diode
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FIG. A.1 – Caractéristique du composant FF400R06KE3 : IGBT et diode anti-
parallèle.
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· Low-loss, rugged SPT chip-set
· Smooth switching SPT chip-set for
good EMC
· High insulation package
· High power density
· AlSiC base-plate for high power
cycling capability
· AlN substrate for low thermal
resistance
Maximum rated values 1)
Parameter Symbol Conditions min max Unit
Collector-emitter voltage VCES VGE = 0 V 3300 V
DC collector current IC Tc = 80 °C 1200 A
Peak collector current ICM tp = 1 ms, Tc = 80 °C 2400 A
Gate-emitter voltage VGES -20 20 V
Total power dissipation Ptot Tc = 25 °C, per switch (IGBT) 11750 W
DC forward current IF 1200 A
Peak forward current IFRM 2400 A
Surge current IFSM
VR = 0 V, Tvj = 125 °C,
tp = 10 ms, half-sinewave
14000 A
IGBT short circuit SOA tpsc
VCC = 2500 V, VCEM CHIP ≤ 3300 V
VGE ≤ 15 V, Tvj ≤ 125 °C 
10 µs
Isolation voltage Visol 1 min, f = 50 Hz 10200 V
Junction temperature Tvj 125 °C
Junction operating temperature Tvj(op) -40 125 °C
Case temperature Tc -40 125 °C
Storage temperature Tstg -40 125 °C
Ms Base-heatsink,  M6 screws 4 6
Mt1 Main terminals, M8 screws 8 10Mounting torques
2)
Mt2 Auxiliary terminals,  M4 screws 2 3
Nm
1)
Maximum rated values indicate limits beyond which damage to the device may occur per IEC 60747
2)
For detailed mounting instructions refer to ABB Document No. 5SYA2039
ABB HiPak
TM
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IGBT characteristic values 3)
Parameter Symbol Conditions min typ max Unit
Collector (-emitter)
breakdown voltage
V(BR)CES VGE = 0 V, IC = 10 mA, Tvj = 25 °C 3300 V
Tvj =   25 °C 3.1 VCollector-emitter 4)
saturation voltage
VCE sat IC = 1200 A, VGE = 15 V
Tvj = 125 °C 3.5 3.85 4.3 V
Tvj =   25 °C 12 mA
Collector cut-off current ICES VCE = 3300 V, VGE = 0 V
Tvj = 125 °C 120 mA
Gate leakage current IGES VCE = 0 V, VGE = ±20 V, Tvj = 125 °C -500 500 nA
Gate-emitter threshold voltage VGE(TO) IC = 240 mA, VCE = VGE, Tvj = 25 °C 5.5 7.5 V
Gate charge Qge
IC = 1200 A, VCE = 1800 V,
VGE = -15 V .. 15 V
10.9 µC
Input capacitance Cies 187
Output capacitance Coes 11.6
Reverse transfer capacitance Cres
VCE = 25 V, VGE = 0 V, f = 1 MHz,
Tvj = 25 °C
2.22
nF
Tvj =   25 °C 530
Turn-on delay time td(on)
Tvj = 125 °C 500
ns
Tvj =   25 °C 230
Rise time tr
VCC = 1800 V,
IC = 1200 A,
RG = 1.5 Ω,
VGE = ±15 V,
Lσ = 125 nH, inductive load Tvj = 125 °C 230
ns
Tvj =   25 °C 1200
Turn-off delay time td(off)
Tvj = 125 °C 1330
ns
Tvj =   25 °C 350
Fall time tf
VCC = 1800 V,
IC = 1200 A,
RG = 1.5 Ω,
VGE = ±15 V,
Lσ = 125 nH, inductive load Tvj = 125 °C 440
ns
Tvj =   25 °C 1260
Turn-on switching energy Eon
VCC = 1800 V, IC = 1200 A,
VGE = ±15 V, RG = 1.5 Ω,
Lσ = 125 nH, inductive load Tvj = 125 °C 1730
mJ
Tvj =   25 °C 1340
Turn-off switching energy Eoff
VCC = 1800 V, IC = 1200 A,
VGE = ±15 V, RG = 1.5 Ω,
Lσ = 125 nH, inductive load Tvj = 125 °C 1900
mJ
Short circuit current ISC
tpsc ≤ 10 µs, VGE = 15 V, Tvj = 125 °C,
VCC = 2500 V, VCEM CHIP ≤ 3300 V
5100 A
Module stray inductance Lσ CE 18 nH
TC =   25 °C 0.07
Resistance, terminal-chip RCC’+EE’
TC = 125 °C 0.1
mΩ
3)
Characteristic values according to IEC 60747 – 9
4)
Collector-emitter saturation voltage is given at chip level
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Diode characteristic values 5)
Parameter Symbol Conditions min typ max Unit
Tvj =   25 °C 2.3
Forward voltage 6) VF IF = 1200 A
Tvj = 125 °C 2.0 2.35 2.7
V
Tvj =   25 °C 1090
Reverse recovery current Irr
Tvj = 125 °C 1420
A
Tvj =   25 °C 710
Recovered charge Qrr
Tvj = 125 °C 1300
µC
Tvj =   25 °C 560
Reverse recovery time trr
Tvj = 125 °C 1280
ns
Tvj =   25 °C 880
Reverse recovery energy Erec
VCC = 1800 V,
IF = 1200 A,
VGE = ±15 V,
RG = 1.5 Ω
Lσ = 125 nH
inductive load
Tvj = 125 °C 1670
mJ
5)
Characteristic values according to IEC 60747 – 2
6)
Forward voltage is given at chip level
Package properties 7)
Parameter Symbol Conditions min typ max Unit
IGBT thermal resistance
junction to case
Rth(j-c)IGBT 0.0085 K/W
Diode thermal resistance
junction to case
Rth(j-c)DIODE 0.017 K/W
IGBT thermal resistance 2)
case to heatsink
Rth(c-s)IGBT IGBT per switch, λ grease = 1W/m x K 0.009 K/W
Diode thermal resistance 7)
case to heatsink
Rth(c-s)DIODE Diode per switch, λ grease = 1W/m x K 0.018 K/W
Partial discharge extinction
voltage
Ve f = 50 Hz, QPD ≤ 10pC (acc. to IEC 61287) 5100 V
Comparative tracking index CTI ≥ 600 
2)
For detailed mounting instructions refer to ABB Document No. 5SYA2039
Mechanical properties 7)
Parameter Symbol Conditions min typ max Unit
Dimensions L x W x H Typical , see outline drawing 190 x 140 x 48 mm
Term. to base: 40
Clearance distance in air da
according to IEC 60664-1
and EN 50124-1 Term. to term: 26
mm
Term. to base: 64
Surface creepage distance ds
according to IEC 60664-1
and EN 50124-1 Term. to term: 56
mm
Mass m 1760 g
7)
Package and mechanical properties according to IEC 60747 – 15
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Electrical configuration
Outline drawing 2)
    Note: all dimensions are shown in mm
2)
For detailed mounting instructions refer to ABB Document No. 5SYA2039
This is an electrostatic sensitive device, please observe the international standard IEC 60747-1, chap. IX.
This product has been designed and qualified for Industrial Level.
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Fig. 6 Typical switching energies per pulse
vs gate resistor
0.01
0.1
1
10
0 500 1000 1500 2000 2500
IC [A]
t d
(o
n
),
t r
,
t d
(o
ff
),
t f
[µ
s
]
VCC = 1800 V
RG = 1.5 ohm
VGE = ±15 V
Tvj = 125 °C
Lσ = 125 nH
td(off)
tf
td(on)
tr
0.1
1
10
0 5 10 15
RG [ohm]
t d
(o
n
),
t r
,
t d
(o
ff
),
t f
[µ
s
]
VCC = 1800 V
IC = 1200 A
VGE = ±15 V
Tvj = 125 °C
Lσ = 125 nH
td(off)
tf
td(on)
tr
Fig. 7 Typical switching times
vs collector current
Fig. 8 Typical switching times
vs  gate resistor
XVI Module IGBT 1200 A–3300 V
5SNA 1200G330100
ABB Switzerland Ltd, Semiconductors reserves the right to change specifications without notice.
Doc. No. 5SYA1563-00 Apr.06 page 7 of 9
1
10
100
1000
0 5 10 15 20 25 30 35
VCE  [V]
C
[n
F
]
Cies
Coes
Cres
VGE = 0V
fOSC = 1 MHz
VOSC = 50 mV
0
5
10
15
20
0 1 2 3 4 5 6 7 8 9
Qg [µC]
V
G
E
[V
]
VCC = 2500 V
IC = 1200 A
Tvj = 25 °C
VCC = 1800 V
Fig. 9 Typical capacitances
vs collector-emitter voltage
Fig. 10 Typical gate charge characteristics
0
0.5
1
1.5
2
2.5
0 500 1000 1500 2000 2500 3000 3500
VCE [V]
I C
p
u
ls
e
/
I C
Chip
Module
VCC ≤ 2500 V, Tvj = 125 °C
VGE = ±15 V, RG = 1.5 ohm
Fig. 11 Turn-off safe operating area (RBSOA)
Module IGBT 1200 A–3300 V XVII
5SNA 1200G330100
ABB Switzerland Ltd, Semiconductors reserves the right to change specifications without notice.
Doc. No. 5SYA1563-00 Apr.06 page 8 of 9
0
200
400
600
800
1000
1200
1400
1600
1800
2000
2200
0 500 1000 1500 2000 2500
IF [A]
E
re
c
[m
J
],
Q
rr
[µ
C
],
I rr
[A
]
VCC = 1800 V
RG = 1.5 ohm
Tvj = 125 °C
Lσ = 125 nH
Erec
Qrr
Irr
Erec [mJ] = -3.0 x 10
-4
x IF
2
 + 1.38 x IF + 397
0
200
400
600
800
1000
1200
1400
1600
1800
0 1 2 3 4 5 6 7
di/dt [kA/µs]
E
re
c
[m
J
],
Q
rr
[µ
C
],
Ir
r
[A
]
VCC = 1800 V
IF = 1200 A
Tvj = 125 °C
Lσ = 125 nH
Erec
Qrr
Irr
R
G
=
1
5
o
h
m
R
G
=
6
.8
o
h
m R
G
=
3
.3
o
h
m
R
G
=
2
.2
o
h
m
R
G
=
1
.5
o
h
m
R
G
=
1
o
h
m
Fig. 12 Typical reverse recovery characteristics
vs forward current
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Fig. 15 Safe operating area diode (SOA)
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Analytical function for transient thermal
impedance:
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Fig. 16 Thermal impedance vs time
For detailed information refer to: 
• 5SYA 2042-02 Failure rates of HiPak modules due to cosmic rays
• 5SYA 2043-01 Load – cycle capability of HiPaks
• 5SZK 9120-00 Specification of environmental class for HiPak
Annexe C
Calcul des pertes dans un IGBT
Le principe du calcul des pertes instantanées 1 est donné par le schéma de la
figure C.1.
VCE0
RMS
IM mean
a(t) ieff(t)
imoy(t)
RD
Pcond(t)
détection
des fronts
fm
fd
EON
EOFF
%
%
ic(t)
Bloqueur
d'ordre 0
EON(t)
EOFF(t)
Bloqueur
d'ordre 0
Fsw
Pcommut(t)
P(t)
fm
fd
FIG. C.1 – Principe de mesure des pertes instantanées dans un IGBT.
Les pertes instantanées dans l’IGBT se divisent en deux parties :
Pertes par conduction Grâce à la modulante notée α(t) et à la valeur du cou-
rant maximum IM , il est possible de déterminer la valeur moyenne instan-
tanée imoy(t) et la valeur efficace instantanée ieff (t) du courant traversant
l’IGBT. La connaissance des paramètres de la caractéristique Ic = f(VCE)
de l’IGBT (voir l’annexe B, page XIV) permet alors de déterminer une ap-
proximation les pertes par conduction instantanées.
Pertes par commutation On suppose ici que l’énergie dissipée lors d’un amor-
çage ou d’un blocage de l’IGBT est proportionnelle à la valeur du courant
Ic (voir l’annexe B, page XV). En mesurant le courant de charge, il est pos-
sible de déterminer l’énergie dissipée lors des commutations du courant dans
1. Le calcul des pertes instantanée est réalisé à chaque période de découpage. On ne connaît
alors que la valeur moyenne des pertes instantanées sur la période de découpage.
XIX
XX Calcul des pertes dans un IGBT
l’IGBT. On utilise ensuite un bloc nommé « détection des fronts » qui permet
d’obtenir fm et fd. fm est un signal binaire qui prends la valeur « 1 » lors d’un
front montant du courant ic(t) et la valeur « 0 » pendant le reste du temps.
Il est de même pour fd concernant les front descendants. Ceci nous permet
ensuite d’avoir un signal discret donnant l’énergie dissipée pour chaque com-
mutations. En multipliant cette grandeur par la fréquence de découpage et en
utilisant un échantilloneur bloqueur d’ordre 0, synchronisé avec les signaux
fm ou fd on peut alors estimer les pertes par commutation.
Annexe D
Transformation de Concordia
Cette annexe présente les outils matriciels (extrait de [42] et de [43]) permet-
tant de transformer un système de variables triphasés en un système de variables
diphasés associé à une composante homopolaire 1.
D.1 Matrice de Clarke
On définit tout d’abord la sous matrice de Clarke notée C32 par l’équation D.1.
C32 =
 1 0−1/2 √3/2
−1/2 −√3/2
 (D.1)
La propriété principale de cette matrice est qu’elle permet la factorisation d’un
système sinusoïdal triphasé équilibré direct à l’aide d’un système diphasé. Cette
factorisation est présentée par l’équation D.2.
[
x3
]
=
xaxb
xc
 = Xm
 cos(ξ)cos(ξ − 2pi3 )
cos(ξ − 4pi3 )
 = Xm
 1 0−1/2 √3/2
−1/2 −√3/2
 [cos(ξ)sin(ξ)
]
(D.2)
On note [x3] une variable exprimée dans le système triphasé, Xm représente l’am-
plitude maximale, et ξ est la phase angulaire.
On utilise une forme matricielle plus compacte :[
x3
]
= C32
[
x2
]
(D.3)
avec [
x2
]
= Xm
[
cos(ξ)
sin(ξ)
]
(D.4)
Pour permettre un changement de repère inversible, il faut compléter la matrice
C32 par une matrice colonne C31 de façon à construire une matrice de Clarke C3
1. Cette composante homopolaire ne participe pas à la conversion d’énergie au sein d’une
machine.
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qui soit carrée et facilement inversible. Il est classique de choisir la colonne la plus
simple qui a l’avantage d’être orthogonale aux colonnes de C32, soit :
C31 =
11
1
 (D.5)
On peut alors définir la matrice de Clarke C3 que l’on rend carrée en associant les
deux sous-matrices C31 et C32 :
C3 = (C31, C32) =
1 1 01 −1/2 √3/2
1 −1/2 −√3/2
 (D.6)
D.2 Matrice de Concordia
On préfère souvent utiliser la matrice de Clarke après normalisation : on obtient
la matrice de Concordia T3, définie par l’association de sous-matrices :
T3 = (T31, T32)
avec
T31 =
1√
3
C31, T32 =
√
2
3C32 (D.7)
L’équation D.8 définit l’inverse de la matrice de Concordia :
T−13 =
[
T31
ᵀ
T32
ᵀ
]
(D.8)
D.3 Transformation triphasé ↔ diphasé à puis-
sance constante
On note (xa, xb, xc) les composantes d’une variable exprimées dans un repère
triphasé. Un exemple d’un repère triphasé est donné sur la figure D.1(a).
De plus, on définit (x0, xα, xβ) comme étant les composantes d’une variable ex-
primées dans le repère diphasé. x0 est appelée la composante homopolaire. Un
exemple d’un repère diphasé est donné sur la figure D.1(b).
D.3.1 Transformation diphasé → triphasé
On définit la matrice T3 par l’équation D.10 qui permet un changement d’un
repère diphasé vers un repère triphasé. Cette transformation ne conserve pas
l’amplitude mais la puissance. xaxb
xc
 = T3
x0xα
xβ
 (D.9)
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FIG. D.1 – Différents repères utilisés
avec
T3 =
1√
3

1
√
2 0
1 −1/√2
√
3/2
1 −1/√2 −
√
3/2
 (D.10)
D.3.2 Transformation triphasé → diphasé
De même, on définit la matrice T−13 par l’équation D.12 qui permet un change-
ment d’un repère triphasé vers un repère diphasé. Cette transformation ne
conserve pas l’amplitude mais la puissance.x0xα
xβ
 = T−13
xaxb
xc
 (D.11)
avec
T−13 =
1√
3

1 1 1√
2 −1/√2 −1/√2
0
√
3/2 −
√
3/2
 (D.12)
D.3.3 Conservation de la puissance
Comme énoncé dans la partie précédente, cette transformation ne conserve pas
les amplitudes mais les puissances. On propose de démontrer ceci par un exemple
simple.
On considère un réseau sinusoïdal triphasé équilibré composé de trois sources de
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tensions va, vb et vc. On note Veff la valeur efficace de ces tensions simples et on
définit ξ comme étant la phase angulaire de ce réseau :vavb
vc
 =
 Veff
√
2 sin(ξ)
Veff
√
2 sin(ξ − 2pi/3)
Veff
√
2 sin(ξ − 4pi/3)

On donne l’expression des courants sinusoïdals triphasés équilibrés ia, ib et ic tra-
versant ces sources de tension :iaib
ic
 =
 Ieff
√
2 sin(ξ − ϕ)
Ieff
√
2 sin(ξ − 2pi/3− ϕ)
Ieff
√
2 sin(ξ − 4pi/3− ϕ)

On note Ieff la valeur efficace de ces courants, et ϕ l’argument de la charge.
Calculons maintenant les transformations de Concordia des tensions et des
courants.v0vα
vβ
 = T−13
vavb
vc
 = 1√
3

1 1 1√
2 −1/√2 −1/√2
0
√
3/2 −
√
3/2

 Veff
√
2 sin(ξ)
Veff
√
2 sin(ξ − 2pi/3)
Veff
√
2 sin(ξ − 4pi/3)

Tout calcul fait, on obtient : v0vα
vβ
 = Veff√3
 0sin(ξ)
cos(ξ)

De même, l’expression des composantes du courant après la transformation est :i0iα
iβ
 = Ieff√3
 0sin(ξ − ϕ)
cos(ξ − ϕ)

L’expression de la puissance fournie par ce système est donné par le produit des
matrices [v0 vα vβ]ᵀ.[i0 iα iβ]. On obtient alors une puissance P égale à :
P = 3VeffIeff cos(ϕ)
On retrouve bien la même expression de la puissance en triphasé.
D.4 Transformation triphasé ↔ diphasé à valeur
efficace constante
On reprend l’étude précédente, mais en considérant maintenant une transfor-
mation qui conserve l’amplitude (donc la valeur efficace) et on ne prend pas en
considération la composante homopolaire.
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D.4.1 Transformation diphasé → triphasé
On définit la matrice T ?32 par l’équation D.14 qui permet un changement d’un
repère diphasé vers un repère triphasé. Cette transformation conserve l’am-
plitude mais pas la puissance. x
?
a
x?b
x?c
 = T ?32
[
x?α
x?β
]
(D.13)
avec
T ?32 =
1√
3
 1 0−1/2 √3/2
−1/2 −√3/2
 (D.14)
D.4.2 Transformation triphasé → diphasé
De même, on définit la matrice T ?32−1 par l’équation D.16 qui permet un chan-
gement d’un repère triphasé vers un repère diphasé. On rappelle que cette
transformation conserve l’amplitude mais pas la puissance.
[
x?α
x?β
]
= T ?32
−1
x
?
a
x?b
x?c
 (D.15)
avec
T ?32
−1 = 23
[
1 −1/2 −1/2
0
√
3/2 −√3/2
]
(D.16)

Annexe E
Expression des puissances en
régime sinusoïdal
Cette annexe donne les définitions des puissances actives et réactives dans le
cas général d’une représentation vectorielle. Ensuite, les expressions des puissances
sont calculées pour le cas particulier d’une représentation diphasé suite à une trans-
formation de Concordia. Enfin, le cas d’un système de tension inverse est étudié.
E.1 Définition
D’après [44], à partir de la représentation vectorielle de la figure E.1, on défini
la puissance active comme étant le produit scalaire des vecteurs −→V et −→I , soit :
p = −→V · −→I (E.1)
−→
V
−→
I
ϕ
Ir = I sinϕ
Ia = I cosϕ
FIG. E.1 – Composantes active et réactive du vecteur courant ~I
Le vecteur −→I peut être considéré comme la somme de deux vecteurs :
– la composante active, appelée aussi composante wattée, en phase avec −→V et
d’amplitude Ia = I cosϕ ;
XXVII
XXVIII Expression des puissances en régime sinusoïdal
– la composante réactive, déphasée de −pi2 par rapport à
−→
V et d’amplitude
Ir = I sinϕ.
Ensuite, la composante réactive Ir, dire parfois composante déwattée, résulte
de la présence dans la charge d’un élément inductif ou capacitif. Le produit Q =
V Ir = V I sinϕ est appelé puissance réactive.
Dans le cas d’un système direct : c’est le produit scalaire du vecteur −→I avec
le vecteur −j−→V noté −→V ∠−pi/2 · −→I , soit :
Q = −→V ∠−pi/2 · −→I (E.2)
Dans le cas d’un système inverse : c’est le produit scalaire du vecteur −→I
avec le vecteur j−→V noté −→V ∠pi/2 · −→I , soit :
Q = −→V ∠pi/2 · −→I (E.3)
E.2 Expression des puissances dans un repère di-
phasé
E.2.1 Cas d’un système direct
On considère les vecteurs tensions et courants représentant un système triphasé
direct 1 référencés dans un repère diphasé tel que :
−→
V =
[
Vα
Vβ
] −→
I =
[
Iα
Iβ
]
La figure E.2 explicite les notations utilisés.
D’après la définition de la puissance (Eq : E.1), on peut écrire :
P = −→V · −→I =
[
Vα Vβ
] [
Iα
Iβ
]
= Vα · Iα + Vβ · Iβ (E.4)
Pour utiliser la définition de la puissance réactive, nous devons, dans un premier
temps, déterminer les composantes du vecteur −→V ∠−pi/2. On pose :
−→
V =
[
Vα
Vβ
]
=
[
VM cos θv
VM sin θv
]
Donc, on peut exprimer −→V ∠−pi/2 :
−→
V ∠−pi/2 =
[
VM cos(θv − pi/2)
VM sin(θv − pi/2)
]
=
[
VM sin(θv)
−VM cos(θv)
]
=
[
Vβ
−Vα
]
On peut donc maintenant déterminer l’expression de la puissance réactive :
Q = −→V ∠−pi/2 · −→I =
[
Vβ − Vα
] [
Iα
Iβ
]
= Vβ · Iα − Vα · Iβ (E.5)
1. Un système triphasé direct tourne dans le sens indiqué par la flèche correspondante sur la
figure E.2 (sens anti-horaire)
E.2. Expression des puissances dans un repère diphasé XXIX
−→
V
−→
I
α
β
ϕ
θv
Vα
Vβ
Iα
Iβ
−→
V ∠−pi/2
FIG. E.2 – Composantes de ~V et de ~I dans un repère diphasé-Système direct
E.2.2 Cas d’un système inverse
On considère maintenant les vecteurs tensions et courants représentant un sys-
tème triphasé inverse 2 référencés dans un repère diphasé tel que :
−→
V =
[
Vα
Vβ
] −→
I =
[
Iα
Iβ
]
La figure E.3 explicite les notations utilisés.
−→
V
−→
I
α
β
ϕ
θv
Vα
Vβ
Iα
Iβ
−→
V ∠−pi/2
FIG. E.3 – Composantes de ~V et de ~I dans un repère diphasé-Système inverse
2. Un système triphasé inverse tourne dans le sens indiqué par la flèche correspondante sur la
figure E.3 (sens horaire)
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D’après la définition de la puissance (Eq : E.1), on peut écrire :
P = −→V · −→I =
[
Vα Vβ
] [
Iα
Iβ
]
= Vα · Iα + Vβ · Iβ (E.6)
Pour utiliser la définition de la puissance réactive, nous devons, dans un premier
temps, déterminer les composantes du vecteur −→V ∠pi/2. On pose :
−→
V =
[
Vα
Vβ
]
=
[
VM cos θv
VM sin θv
]
Donc, on peut exprimer −→V ∠pi/2 :
−→
V ∠pi/2 =
[
VM cos(θv + pi/2)
VM sin(θv + pi/2)
]
=
[ −VM sin(θv)
VM cos(θv)
]
=
[ −Vβ
Vα
]
On peut donc maintenant déterminer l’expression de la puissance réactive :
Q = −→V ∠−pi/2 · −→I =
[
− Vβ Vα
] [
Iα
Iβ
]
= Vα · Iβ − Vβ · Iα (E.7)
E.3 Conclusion
En guise de conclusion, le tableau E.1 présente les principales expressions des
puissances actives et réactives dans le cas de systèmes direct et inverse.
Système Direct Inverse
P Vα · Iα + Vβ · Iβ Vα · Iα + Vβ · Iβ
Q Vβ · Iα − Vα · Iβ Vα · Iβ − Vβ · Iα
TAB. E.1 – Relations liant les puissances actives et réactives en fonction des com-
posantes diphasés pour les cas de systèmes direct et inverse
Annexe F
Paramètres de la Machine
Asynchrone à Double
Alimentation
Nombre de paires de pôles Np 2
Inductance cyclique statorique Ls 0, 163 H
Inductance cyclique rotorique Lr 0, 021 H
Maximum de la mutuelle inductance Msr 0, 055 H
Coefficient de dispersion σ 0, 116
Résistance statorique Rs 1, 417 Ω
Résistance rotorique Rr 0, 163 Ω
Couple de frottements secs C0 0, 247 N ·m
Coefficient de frottements fluides ft 0, 0073 N ·m · rad−1s
Inertie totale Jt 0, 066 kg ·m2
Tension nominale enroulement statorique Vsn 230 V
Tension nominale enroulement rotorique Vrn 130 V
Courant nominal enroulement statorique Isn 8, 4 A
Courant nominal enroulement rotorique Irn 19 A
Vitesse de rotation maximale de la MADA Ωmax 188 rad/s
Couple nominal Cn 25, 5 N ·m
Puissance Pm 4 kW
Couple maximal Cmax/Cn 2, 8
TAB. F.1 – Paramètres de la MADA et du banc d’essai
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Annexe G
Abaques d’un système du second
ordre
H(p) = 1
1 + 2mp
ω0
+ p
2
ω0
avec :
{
m : amortissement
ω0 : pulsation propre
10−2 10−1 100 101
100
101
102
m
t rω
0
FIG. G.1 – Temps de réponse réduit tr(5%)ω0 en fonction de l’amortissement.
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FIG. G.2 – Dépassements successifs Di en fonction de l’amortissement.
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spectrale.
Informatiques
Systèmes d’exploitation : Linux (Mandriva), Unix, Windows.
Programmation : VHDL, C/C++, Matlab, Html, language MAST (Saber-Sketch).
Analyse mathématique : Matlab, Maple.
Outils d’électricité : Saber-Sketch/Scope, PSIM, ANSYS.
PAO : LATEX, Office.
Loisirs & Divers
Permis A et B.
FPS Formation aux Premiers Secours (obtenu le 3 mars 2006).
Rugby 4 ans en loisir : équipe des Saladous1 an au Toulouse Electrogaz Club
Course à pied Pratique hebdomadaire (10Km). Semi Marathon d’Albi en 2008.
Bébé nageur Pratique hebdomadaire avec mon fils né en 09/2007 : Découverte du milieu aquatique.
Vélo Trajets quotidiens domicile ↔ travail (10km/jour).
Association Membre de la crèche associative et parentale « Premiers pas sur la terrasse ».
Bricolage
Réalisation de meubles et objets en bois (travaux sur machine à bois : toupie, dégauchisseuse,
raboteuse, mortaiseuse, scie). Mécanique automobile (entretien moteur et chassis). Rénovation
d’une petite bâtisse en Aveyron.


