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ON THE FIELDS GENERATED BY THE LENGTHS OF CLOSED
GEODESICS IN LOCALLY SYMMETRIC SPACES
GOPAL PRASAD AND ANDREI S. RAPINCHUK
1. Introduction
This paper is a sequel to our paper [13] where we introduced the notion of weak
commensurability of Zariski-dense subgroups of semi-simple algebraic groups and used
our analysis of this relationship to answer some differential-geometric questions about
length-commensurable and isospectral locally symmetric spaces that have received con-
siderable amount of attention in recent years (cf. [3], [15]; a detailed survey is given in
[12]). More precisely, given a Riemannian manifold M, the (weak) length spectrum
L(M) is the set of lengths of all closed geodesics in M, and two Riemannian manifolds
M1 and M2 are said to be iso-length if L(M1) = L(M2), and length-commensurable if
Q · L(M1) = Q · L(M2). It was shown in [13] that length-commensurability has strong
consequences, one of which is that length-commensurable arithmetically defined locally
symmetric spaces of certain types are necessarily commensurable, i.e. they have a
common finite-sheeted cover. In the current paper, we will study the following two
interrelated questions: Suppose that (locally symmetric spaces) M1 and M2 are not
length-commensurable. Then
(1) How different are the sets L(M1) and L(M2) (or the sets Q ·L(M1) and
Q · L(M2))?
(2) Can L(M1) and L(M2) be related in any reasonable way?
One can ask a variety of specific questions that fit the general framework provided by (1)
and (2): for example, can L(M1) and L(M2) differ only in a finite number of elements,
in other words, can the symmetric difference L(M1) △ L(M2) be finite? Regarding (2),
the relationship between L(M1) and L(M2) that makes most sense geometrically is that
of similarity, requiring that there be a real number α > 0 such that
L(M2) = α · L(M1) (or Q · L(M2) = α ·Q · L(M1) ),
which geometrically means that M1 and M2 can be made iso-length (resp., length-
commensurable) by scaling the metric on one of them. At the same time, one can con-
sider more general relationships with less apparent geometric context like polynomial
equivalence which means that there exist polynomials p(x1, . . . , xs) and q(y1, . . . , yt)
with real coefficients such that for any λ ∈ L(M1) one can find µ1, . . . , µs ∈ L(M2)
so that λ = p(µ1, . . . , µs), and conversely, for any µ ∈ L(M2) there exist λ1, . . . , λt ∈
L(M1) such that µ = q(λ1, . . . , λt). Our results show, in particular, that for most
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arithmetically defined locally symmetric spaces the fact that they are not length-
commensurable implies that the sets L(M1) and L(M2) differ very significantly and
in fact cannot be related by any generalized form of polynomial equivalence (cf. §7).
To formalize the idea of “polynomial relations” between the weak length spectra of
Riemannian manifolds, we need to introduce some additional notations and definitions.
For a Riemannian manifold M, we let F (M) denote the subfield of R generated by
the set L(M). Given two Riemannian manifolds M1 and M2, for i ∈ {1, 2}, we set
Fi = F (Mi) and consider the following condition
(Ti) the compositum F1F2 has infinite transcendence degree over the field F3−i.
In simple terms, the fact that condition (Ti) holds means that L(Mi) contains “many”
elements which are algebraically independent of all the elements of L(M3−i). The goal
of this paper is to prove that (Ti) indeed holds for at least one i ∈ {1, 2} in various
situations whereM1 andM2 are pairwise non-length-commensurable locally symmetric
spaces. These results can be used to prove a number of results on the nonexistence of
nontrivial dependence between the weak length spectra along the lines indicated above
- cf. §7. Here we only mention that (Ti) implies the following condition
(Ni) L(Mi) 6⊂ A ·Q · L(M3−i) for any finite set A of real numbers,
which informally means that the weak length spectrum of Mi is “very far”from being
similar to the length spectrum of M3−i.
To give the precise statements of our main results, we need to fix some notations most
of which will be used throughout the paper. Let G1 and G2 be connected absolutely
almost simple real algebraic groups such that Gi := Gi(R) is noncompact for both
i = 1 and 2. (In §§2-5 we will assume that both G1 and G2 are of adjoint type.) We
fix a maximal compact subgroup Ki of Gi, and let Xi = Ki\Gi denote the associated
symmetric space. Furthermore, let Γi ⊂ Gi be a discrete torsion-free Zariski-dense
subgroup, and let XΓi := Xi/Γi be the corresponding locally symmetric space. Set
Mi = XΓi and Fi = F (Mi). We also let KΓi denote the subfield of R generated by the
traces Tr Ad γ for γ ∈ Γi. Let wi be the order of the (absolute) Weyl group of Gi.
Before formulating our results, we need to emphasize that the proofs assume the
validity of Schanuel’s conjecture in transcendental number theory (cf. §7), making the
results conditional.
Theorem 1. Assume that the subgroups Γ1 and Γ2 are finitely generated (which is
automatically the case if these subgroups are actually lattices).
(1) If w1 > w2 then (T1) holds;
(2) If w1 = w2 but KΓ1 6⊂ KΓ2 then again (T1) holds.
Thus, unless w1 = w2 and KΓ1 = KΓ2 , condition (Ti) holds for at least one i ∈ {1, 2}.
(We recall that w1 = w2 implies that either G1 and G2 are of the same Killing-Cartan
type, or one of them is of type Bn and the other of type Cn for some n > 3.)
Much more precise results are available when the groups Γ1 and Γ2 are arithmetic
(cf. [13], §1, and §5 below regarding the notion of arithmeticity). As follows from
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Theorem 1, we only need to consider the case where w1 = w2 which we will assume.
Then it is convenient to divide our results into three theorems, two of which treat the
case where G1 and G2 are of the same Killing-Cartan type, and the third one the case
where one of the groups is of type Bn and the other of type Cn for some n > 3 (we note
that the combination of these three cases covers all possible situations where w1 = w2).
When G1 and G2 are of the same type, we consider separately the cases where the
common type is not one of the following: An, D2n+1 (n > 1) and E6 and where it is
one of these types.
Theorem 2. Notations as above, assume that G1 and G2 are of the same Killing-
Cartan type which is different from An, D2n+1 (n > 1) and E6 and that the subgroups
Γ1 and Γ2 are arithmetic. Then either M1 = XΓ1 and M2 = XΓ2 are commensurable,
hence Q · L(M1) = Q · L(M2) and F1 = F2, or conditions (Ti) and (Ni) hold for at
least one i ∈ {1, 2}.
(We note that (Ti) and (Ni) may not hold for both i = 1 and 2; in fact it is possible
that L(M1) ⊂ L(M2), cf. Example 7.4.)
Theorem 3. Again, keep the above notations and assume that the common Killing-
Cartan type of G1 and G2 is one of the following: An, D2n+1(n > 1) or E6 and that
the subgroups Γ1 and Γ2 are arithmetic. Assume in addition that KΓi 6= Q for at least
one i ∈ {1, 2}. Then either Q · L(M1) = Q · L(M2), hence F1 = F2 (although M1
and M2 may not be commensurable), or conditions (Ti) and (Ni) hold for at least one
i ∈ {1, 2}.
These results can be used in various geometric situations. To illustrate the scope of
possible applications, we will now give explicit statements for real hyperbolic manifolds
(similar results are available for complex and quaternionic hyperbolic manifolds).
Corollary 1. Let Mi (i = 1, 2) be the quotient of the real hyperbolic space Hdi with di 6=
3 by a torsion-free Zariski-dense discrete subgroup Γi of Gi(R) where Gi = PSO(di, 1).
(i) If d1 > d2 then conditions (T1) and (N1) hold.
(ii) If d1 = d2 but KΓ1 6⊂ KΓ2 then again conditions (T1) and (N1) hold.
Thus, unless d1 = d2 and KΓ1 = KΓ2 , conditions (Ti) and (Ni) hold for at least one
i ∈ {1, 2}.
Assume now that d1 = d2 =: d and the subgroups Γ1 and Γ2 are arithmetic.
(iii) If d is either even or is congruent to 3(mod 4), then either M1 and M2 are
commensurable, hence length-commensurable and F1 = F2, or (Ti) and (Ni)
hold for at least one i ∈ {1, 2}.
(iv) If d ≡ 1(mod4) and in addition KΓi 6= Q for at least one i ∈ {1, 2} then either
M1 and M2 are length-commensurable (although not necessarily commensu-
rable), or conditions (Ti) and (Ni) hold for at least one i ∈ {1, 2}.
The results of [5] enable us to consider the situation where one of the groups is of
type Bn and the other is of type Cn.
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Theorem 4. Notations as above, assume that G1 is of type Bn and G2 is of type Cn
for some n > 3 and the subgroups Γ1 and Γ2 are arithmetic. Then either (Ti) and (Ni)
hold for at least one i ∈ {1, 2}, or
Q · L(M2) = λ ·Q · L(M1) where λ =
√
2n+ 2
2n− 1
.
The following interesting result holds for all types.
Theorem 5. For i = 1, 2, let Mi = XΓi be an arithmetically defined locally symmetric
space, and assume that w1 = w2. If M2 is compact and M1 is not, then conditions (T1)
and (N1) hold.
Finally, we have the following statement which shows that the notion of “similarity”
(or more precisely, “length-similarity”) for arithmetically defined locally symmetric
spaces is redundant.
Corollary 2. Let Mi = XΓi for i = 1, 2 be arithmetically defined locally symmetric
spaces. Assume that there exists λ ∈ R>0 such that
Q · L(M1) = λ ·Q · L(M2).
Then
(i) if G1 and G2 are of the same type which is different from An, D2n+1(n > 1)
and E6, then M1 and M2 are commensurable, hence length-commensurable;
(ii) if G1 and G2 are of the same type which is one of the following: An, D2n+1(n >
1) or E6 then, provided that KΓi 6= Q for at least one i ∈ {1, 2}, the spaces M1
and M2 are length-commensurable (although not necessarily commensurable).
(See Corollary 7.11 for a more detailed statement.)
While the geometric results in [13] were derived from an analysis of the relationship
between Zariski-dense subgroups of semi-simple algebraic groups called weak commen-
surability, the results described above require a more general and technical version of
this notion which we call weak containment. We recall that given two semi-simple
groups G1 and G2 over a field F and Zariski-dense subgroups Γi ⊂ Gi(F ) for i = 1, 2,
two semi-simple elements γi ∈ Γi are weakly commensurable if there exist maximal
F -tori Ti of Gi such that γi ∈ Ti(F ), and for some characters χi of Ti (defined over an
algebraic closure F of F ), we have
χ1(γ1) = χ2(γ2) 6= 1.
Furthermore, Γ1 and Γ2 are weakly commensurable if every semi-simple element γ1 ∈ Γ1
of infinite order is weakly commensurable to some semi-simple element γ2 ∈ Γ2 of
infinite order, and vice versa. The following definition provides a generalization of the
notion of weak commensurability which is adequate for our purposes.
Definition 1. Notations as above, semi-simple elements γ
(1)
1 , . . . , γ
(1)
m1 ∈ Γ1 are weakly
contained in Γ2 if there are semi-simple elements γ
(2)
1 , . . . , γ
(2)
m2 ∈ Γ2 such that
χ
(1)
1 (γ
(1)
1 ) · · ·χ
(1)
m1(γ
(1)
m1) = χ
(2)
1 (γ
(2)
1 ) · · ·χ
(2)
m2(γ
(2)
m2) 6= 1.
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for some maximal F -tori T
(j)
k of Gj containing γ
(j)
k and some characters χ
(j)
k of T
(j)
k for
j ∈ {1, 2} and k 6 mj .
(It is easy to see that this property is independent of the choice of the maximal tori
containing the elements in question.)
We also need the following.
Definition 2. (a) Let T1, . . . , Tm be a finite collection of algebraic tori defined over
a field K, and for each i 6 m, let γi ∈ Ti(K). The elements γ1, . . . , γm are called
multiplicatively independent if a relation of the form
χ1(γ1) · · ·χm(γm) = 1,
where χj ∈ X(Tj), implies that
χ1(γ1) = · · · = χm(γm) = 1.
(b) Let G be a semi-simple algebraic F -group. Semi-simple elements γ1, . . . , γm ∈
G(F ) are called multiplicatively independent if for some (equivalently, any) choice of
maximal F -tori Ti of G such that γi ∈ Ti(F ) for i 6 m, these elements are multiplica-
tively independent in the sense of part (a).
We are now in a position to give a definition that plays the central role in the paper.
Definition 3. We say that Γ1 and Γ2 as above satisfy property (Ci), where i = 1 or 2,
if for any m > 1 there exist semi-simple elements γ1, . . . , γm ∈ Γi of infinite order that
are multiplicatively independent and are not weakly contained in Γ3−i.
Our main effort is focused on developing a series of conditions that guarantee the
fact that Γ1 and Γ2 satisfies (Ci) for at least one i ∈ {1, 2} (in fact, typically we are
able to pin down the i). Before formulating a sample result, we would like to note that
the notion of the trace subfield (field of definition) KΓi ⊂ F makes sense for any field
F and not only for F = R.
Theorem 4.2. Assume that Γ1 and Γ2 are finitely generated.
(i) If w1 > w2 then condition (C1) holds;
(ii) If w1 = w2 but KΓ1 6⊂ KΓ2 then again (C1) holds.
Thus, unless w1 = w2 and KΓ1 = KΓ2 , condition (Ci) holds for at least one i ∈ {1, 2}.
We prove much more precise results in the case where the Γi are arithmetic. The
statements however are somewhat technical, and we refer the reader to §5 for their
precise formulations.
The reader may have already noticed similarities in the statements of Theorem 1 and
Theorem 4.2. The same similarities exist also between the “geometric” Theorems 2-4
and the corresponding “algebraic” results in §5. The precise connection between “alge-
bra” and “geometry” is given by Proposition 7.1 which has the following consequence
(Corollary 7.3):
If XΓ1 and XΓ2 are locally symmetric spaces as above with finitely generated fundamental
groups Γ1 and Γ2, then the fact that these groups satisfy property (Ci) for some i ∈ {1, 2}
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implies that the locally symmetric spaces satisfy conditions (Ti) and (Ni) for the same
i.
It should be noted that the proof of Proposition 7.1 assumes the truth of Schanuel’s
conjecture, and in fact it is the only place in the paper where the latter is used. In
conjunction with the results of §5, this facts provides a series of rather restrictive
conditions on the arithmetic groups Γ1 and Γ2 in case (Ti) fails for both i = 1 and 2.
Eventually, these condition enable us to prove that if G1 and G2 are of the same type
which is different from An, D2n+1(n > 1) or E6 then G1 ≃ G2 over K := KΓ1 = KΓ2
and hence the subgroups Γ1 and Γ2 are commensurable in the appropriate sense (viz.,
up to an isomorphism between G1 and G2), yielding the commensurability of the locally
symmetric spaces XΓ1 and XΓ2 (cf. Theorem 2). If G1 and G2 are of the same type
which is one of the following An, D2n+1(n > 1) or E6, then G1 and G2 may not
be K-isomorphic, but using the results from [13], §9, and [14], we show that (under
some minor restrictions) these groups necessarily have equivalent systems of maximal
K-tori (see §6 for the precise definition) making the corresponding locally symmetric
spaces XΓ1 and XΓ2 length-commensurable, and thereby proving Theorem 3. To prove
Theorem 4, we use the results of [5] that describe when two absolutely almost simple
K-groups, one of type Bn and the other of type Cn (n > 3), have the same isomorphism
classes of maximal K-tori.
Notations. For a field K, Ksep will denote a separable closure. Given a (finitely
generated) field K of characteristic zero, we let V K denote the set of (equivalence
classes) of nontrivial valuations v of K with locally compact completion Kv. If v ∈ V
K
is nonarchimedean, then Kv is a finite extension of the p-adic field Qp for some p; in
the sequel this prime p will be denoted by pv. Given a subset V of V
K consisting of
nonarchimedean valuations, we set ΠV = {pv | v ∈ V }.
Acknowledgements. We thank Skip Garibaldi for proving in [4] Theorem 5.4 which,
in particular, enabled us to include type D4 in Theorem 5.3. We also thank Sai-Kee
Yeung for a discussion of his paper [20]. Both authors were partially supported by the
NSF (grants DMS-1001748 and DMS-0965758) and the Humboldt Foundation. During
the preparation of this paper, the second-named author was visiting the Mathematics
Department of the University of Michigan as a Gehring Professor; the hospitality and
generous support of this institution are thankfully acknowledged.
2. Weak containment
The goal of this section is to derive several consequences of the relation of weak
containment (see Definition 1 of the Introduction) that will be needed later. We begin
with some definitions and results for algebraic tori. Given a torus T defined over a field
K, we let KT denote its (minimal) splitting field over K (contained in a fixed algebraic
closure K of K). The following definition goes back to [9].
Definition 4. A K-torus T is called K-irreducible (or, irreducible over K) if it does
not contain any proper K-subtori.
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Recall that T is K-irreducible if and only if X(T )⊗ZQ is an irreducible Gal(KT /K)-
module, cf. [9], Proposition 1. Now, let G be an absolutely almost simple algebraic
K-group. For a maximal torus T of G, we let Φ = Φ(G,T ) denote the corresponding
root system, and let Aut(Φ) be the automorphism group of Φ. As usual, the Weyl
group W (Φ) ⊂ Aut(Φ) will be identified with the Weyl group W (G,T ) of G relative to
T. If T is defined over a field extension L of K, and LT is the splitting field of T over
L in an algebraic closure of the latter, then there is a natural injective homomorphism
θT : Gal(LT /L)→ Aut(Φ).
Since W (Φ) acts absolutely irreducibly on X(T ) ⊗Z Q, we conclude that a maximal
L-torus T of G such that θT (Gal(LT /L)) ⊃ W (G,T ) is automatically L-irreducible.
(We also recall for the convenience of further reference that if G is of inner type over
L then θT (Gal(LT /L)) ⊂W (G,T ), cf. [13], Lemma 4.1.)
Definition 5. Let T1, . . . , Tm be K-tori. We say that these tori are independent (over
K) if their splitting fields KT1 , . . . ,KTm are linearly disjoint over K, i.e. the natural
map
KT1 ⊗K · · · ⊗K KTm −→ KT1 · · ·KTm
is an isomorphism.
Lemma 2.1. Let T1, . . . , Tm be K-tori, and for i 6 m, let γi ∈ Ti(K) be an element of
infinite order. Assume that T1, . . . , Tm are independent, irreducible and nonsplit over
some extension L of K. Then the elements γ1, . . . , γm are multiplicatively independent
(see Definition 2 in §1).
Proof. Suppose there exist characters χi ∈ X(Ti) such that
χ1(γ1) · · ·χm(γm) = 1.
Since χi(γi) ∈ L
×
Ti
and the tori T1, . . . , Tm are independent over L, it follows that
actually χi(γi) ∈ L
× for all i 6 m. Then for any σ ∈ Gal(LTi/L) we have
(1) (σχi − χi)(γi) = 1.
Being a L-rational element of infinite order in an L-irreducible torus Ti, the element γi
generates a Zariski-dense subgroup of the latter, so (1) implies that σχi = χi. ButX(Ti)
does not have nonzero Gal(LTi/L)-fixed elements. Thus, χi = 0 and χi(γi) = 1. 
The following lemma is crucial for unscrambling relations of weak containment.
Lemma 2.2. Let T
(1)
1 , . . . , T
(1)
m1 and T
(2)
1 , . . . , T
(2)
m2 be two finite families of algebraic
K-tori, and suppose we are given a relation of the form
(2) χ
(1)
1 (γ
(1)
1 ) · · ·χ
(1)
m1(γ
(1)
m1) = χ
(2)
1 (γ
(2)
1 ) · · ·χ
(2)
m2(γ
(2)
m2),
where γ
(s)
i ∈ T
(s)
i (K) and χ
(s)
i ∈ X(T
(s)
i ). Assume that T
(1)
1 , . . . , T
(1)
m1 are independent,
irreducible and nonsplit over K. Then for every i 6 m1 such that the corresponding
character χ
(1)
i in (2) is nontrivial, there exists an integer di > 0 with the following
property:
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For any δ
(1)
i ∈ diX(T
(1)
i ) there are characters δ
(2)
j ∈ X(T
(2)
j ) for j 6 m2
for which
(3) δ
(1)
i (γ
(1)
i ) = δ
(2)
1 (γ
(2)
1 ) · · · δ
(2)
m2(γ
(2)
m2).
In addition, if γ
(1)
i has infinite order and δ
(1)
i 6= 0 then the common value in (3) is 6= 1.
Proof. As the tori T
(1)
1 , . . . , T
(1)
m1 are independent over K, we have the natural isomor-
phism
(4) Gal(K
T
(1)
1
· · ·K
T
(1)
m1
/K) ≃ Gal(K
T
(1)
1
/K)× · · · ×Gal(K
T
(1)
m1
/K).
Since T
(1)
i is K-irreducible and nonsplit, X(T
(1)
i ) does not contain any nontrivial
Gal(K
T
(1)
i
/K)-fixed elements. So, it follows from (4) that there exists σ ∈ Gal(K/K)
such that σχ
(1)
i 6= χ
(1)
i but σχ
(1)
j = χ
(1)
j for j 6= i. Applying σ − 1 to (2), we obtain
(5) µ
(1)
i (γ
(1)
i ) = µ
(2)
1 (γ
(2)
1 ) · · · µ
(2)
m2(γ
(2)
m2),
where µ
(s)
j = σχ
(s)
j − χ
(s)
j , noting that µ
(1)
i 6= 0. Again, since T
(1)
i is K-irreducible and
nonsplit, the Gal(K/K)-submodule of X(T
(1)
i ) generated by µ
(1)
i has finite index, hence
it contains diX(T
(1)
i ) for some integer di > 0. Then any δ
(1)
i ∈ diX(T
(1)
i ) can be written
as
δ
(1)
i =
∑
nσσ(µ
(1)
i ) for some σ ∈ Gal(K/K) and nσ ∈ Z.
So, using (5) we obtain that
δ
(1)
i (γ
(1)
i ) = δ
(2)
1 (γ
(2)
1 ) · · · δ
(2)
m2(γ
(2)
m2)
with δ
(2)
j =
∑
nσσ(µ
(2)
j ) for j 6 m2. Finally, if γ
(1)
i is of infinite order then it generates
a Zariski-dense subgroup of the K-irreducible torus T
(1)
i , and therefore δ
(1)
i (γ
(1)
i ) 6= 1
for any nonzero δ
(1)
i ∈ X(T
(1)
i ). 
The following theorem is an adaptation of a part of the Isogeny Theorem (Theorem
4.2) of [13] suitable for our purposes.
Theorem 2.3. Let T
(1)
1 , . . . , T
(1)
m1 and T
(2)
1 , . . . , T
(2)
m2 be two finite families of algebraic
K-tori, and suppose we are given a relation of the form
(6) χ
(1)
1 (γ
(1)
1 ) · · ·χ
(1)
m1(γ
(1)
m1) = χ
(2)
1 (γ
(2)
1 ) · · ·χ
(2)
m2(γ
(2)
m2),
where γ
(s)
i ∈ T
(s)
i (K) and χ
(s)
i ∈ X(T
(s)
i ). Assume that the tori T
(1)
1 , . . . , T
(1)
m1 are inde-
pendent, irreducible and nonsplit over K, and that the elements γ
(1)
1 , . . . , γ
(1)
m1 all have
infinite order. Then for each i 6 m1 such that the corresponding character χ
(1)
i in (6)
is nontrivial, there exists a surjective K-homomorphism T
(2)
j → T
(1)
i for some j 6 m2,
hence, in particular, K
T
(1)
i
⊂ K
T
(2)
j
. Moreover, if all the tori are of the same dimension,
the above homomorphism is an isogeny and K
T
(1)
i
= K
T
(2)
j
.
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Proof. Fix i 6 m1 such that χ
(1)
i 6= 0. Applying Lemma 2.2, we see that there is a
relation of the form
δ
(1)
i (γ
(1)
i ) = δ
(2)
1 (γ
(2)
1 ) · · · δ
(2)
m2(γ
(2)
m2)
with δ
(1)
i ∈ X(T
(1)
i ), δ
(1)
i 6= 0, and δ
(2)
j ∈ X(T
(2)
j ) for j 6 m2. To simplify our notation,
we set
T (1) = T
(1)
i , γ
(1) = γ
(1)
i , δ
(1) = δ
(1)
i
and
T (2) = T
(2)
1 × · · · × T
(2)
m2 , γ
(2) = (γ
(2)
1 , . . . , γ
(2)
m2), δ
(2) = (δ
(2)
1 , . . . , δ
(2)
m2).
Then
δ(1)(γ(1)) = δ(2)(γ(2)) =: λ.
First, we will show that the Galois conjugates σ(λ) for σ ∈ Gal(KT (1)/K) generate
KT (1) over K. Indeed, suppose τ ∈ Gal(KT (1)/K) fixes all the σ(λ)’s. Then for any
σ ∈ Gal(KT (1)/K) we have
(τσ(δ(1)))(γ(1)) = τ(σ(λ)) = σ(λ) = (σ(δ(1)))(γ(1)).
Since T (1) isK-irreducible, the element γ(1) ∈ T (1)(K), being of infinite order, generates
a Zariski-dense subgroup of T (1). Hence, we conclude that τ(σ(δ(1))) = σ(δ(1)) for all
σ ∈ Gal(KT (1)/K). But the elements σ(δ
(1)) span X(T (1)) ⊗Z Q as Q-vector space, so
τ = id, and our claim follows.
Now, since all the elements σ(λ) for σ ∈ Gal(KT (1)/K) belong to KT (2) , we obtain
the inclusion KT (1) ⊂ KT (2) . So the restriction map
G := Gal(KT (2)/K) −→ Gal(KT (1)/K)
is a surjective homomorphism. In the rest of the proof, we will view X(T (1)) as a
G -module via this homomorphism. Define νi : Q[G ]→ X(T (i))⊗Z Q by∑
σ∈G
nσσ 7→
∑
σ∈G
nσσ(δ
(i)).
We observe that δ(1)(γ(1)) = δ(2)(γ(2)) implies that for any a =
∑
nσσ ∈ Z[G ], we have
(7) ν2(a)(γ
(2)) =
∏
σ(δ(2)(γ(2)))nσ =
∏
σ(δ(1)(γ(1)))nσ = ν1(a)(γ
(1)).
It is now easy to show that
(8) Ker ν2 ⊂ Ker ν1.
Indeed, let a ∈ Z[G ] be such that ν2(a) = 0. Then it follows from (7) that
ν2(a)(γ
(2)) = 1 = ν1(a)(γ
(1)).
As γ(1) generates a Zariski-dense subgroup of T (1), we conclude that ν1(a) = 0, and (8)
follows.
Combining (8) with the fact that δ(1) generates X(T (1))⊗Z Q as a Q[G ]-module, we
get a surjective homomorphism
α : Im ν2 −→ Im ν1 = X(T
(1))⊗Z Q.
10 PRASAD AND RAPINCHUK
of Q[G ]-modules. Because of semi-simplicity of Q[G ], there exists an injective Z[G ]-
module homomorphism X(T (1)) → X(T (2)), hence a surjective K-homomorphism
θ : T (2) → T (1). Pick j 6 m2 so that the restriction θ|T (2)j
is nontrivial. As T (1) is
K-irreducible, we conclude that the resulting homomorphism T
(2)
j → T
(1) = T
(1)
i is
surjective, hence the inclusion K
T
(1)
i
⊂ K
T
(2)
j
. If dimT
(2)
j = dimT
(1)
i , then the above
homomorphism is an isogeny implying that in fact K
T
(1)
i
= K
T
(2)
j
. 
3. Existence of independent irreducible tori
In order to apply Theorem 2.3 in our analysis of the weak containment relation, we
need to provide an adequate supply of regular semi-simple elements in a given finitely
generated Zariski-dense subgroup whose centralizers yield arbitrarily large families of
independent irreducible tori. Such elements are constructed in this section using a
suitable generalization, along the lines indicated in [11], of the result established in
[10] (see also [13], §3) guaranteeing the existence, in any Zariski-dense subgroup, of
elements whose centralizers are irreducible tori.
Let G be a connected semi-simple algebraic group defined over a field K, and let T
be a maximal torus of G defined over a field extension L of K. We will systematically
use the notations introduced after Definition 4 in §2, particularly the natural homo-
morphism θT : Gal(LT /L) → Aut(Φ(G,T )). For the convenience of reference, we now
quote Theorem 3.1 of [13].
Theorem 3.1. Let G be a connected absolutely almost simple algebraic group defined
over a finitely generated field K of characteristic zero, and L be a finitely generated
field containing K. Let r be the number of nontrivial conjugacy classes in the (absolute)
Weyl group of G, and suppose we are given r inequivalent nontrivial discrete valuations
v1, . . . , vr of K such that the completion Kvi is locally compact and contains L, and G
splits over Kvi , for each i 6 r. Then there exist maximal Kvi-tori T (vi) of G, one for
each i 6 r, with the property that for any maximal K-torus T of G which is conjugate
to T (vi) by an element of G(Kvi) for all i 6 r, we have
(9) θT (Gal(LT /L)) ⊃W (G,T ).
The following corollary (see Corollary 3.2 in [13]) is derived from Theorem 3.1 using
weak approximation property of the variety of maximal tori of G.
Corollary 3.2. Let G, K and L be as in Theorem 3.1, and let V be a finite set of
inequivalent nontrivial rank 1 valuations of K. Suppose that for each v ∈ V we are
given a maximal Kv-torus T (v) of G. Then there exists a maximal K-torus T of G for
which (9) holds and which is conjugate to T (v) by an element of G(Kv), for all v ∈ V.
(In Corollary 3.2 of [13] it was assumed that for each v ∈ V , the completion Kv is
locally compact. But as the Implicit Function Theorem holds over Kv for any rank 1
valuation v of K, the proof of Corollary 3.2 in [13] can be modified to prove the above
more general result.)
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We will now strengthen the above corollary to obtain arbitrarily large families of
irreducible independent tori.
Theorem 3.3. Let G be a connected absolutely almost simple algebraic group defined
over a finitely generated field K of characteristic zero, and L be any finitely generated
field extension of K over which G is of inner type. Furthermore, let V be a finite set of
inequivalent nontrivial rank 1 valuations of K such that any v ∈ V is either discrete or
the corresponding completion Kv is locally compact. Fix m > 1, and suppose that for
each v ∈ V we are given m maximal Kv-tori T1(v), . . . , Tm(v) of G. Then there exist
maximal K-tori T1, . . . , Tm of G such that
(i) for each j 6 m, the torus Tj satisfies
(10) θTj(Gal(LTj/L)) ⊃W (G,Tj),
in particular, Tj is L-irreducible;
(ii) Tj is conjugate to Tj(v) by an element of G(Kv) for all v ∈ V ;
(iii) the tori T1, . . . , Tm are independent over L.
Proof. We will induct on m. If m = 1, then the existence of a maximal K-torus T = T1
satisfying (i) and (ii) is established in Corollary 3.2, while condition (iii) is vacuous in
this case. Now, let m > 1 and assume that the maximal tori T1, . . . , Tm−1 satisfying
conditions (i), (ii), and independent over L, have already been found. Let L′ denote
the compositum of the fields LT1 , . . . , LTm−1 . Applying Corollary 3.2 with L
′ in place of
L, we find a maximal K-torus Tm which is conjugate to Tm(v) by an element of G(Kv)
for all v ∈ V and satisfies
(11) θTm(Gal(L
′
Tm/L
′)) ⊃W (G,Tm).
Then Tm obviously satisfies conditions (i) and (ii). To see that T1, . . . , Tm satisfy con-
dition (iii), we observe that as the group G is of inner type over L, according to [13],
Lemma 4.1, we have
θTj(Gal(LTj/L)) =W (G,Tj) for all j 6 m.
Since L′ = LT1 · · ·LTm−1 , it follows from (11) that
[LT1 · · ·LTm : LT1 · · ·LTm−1 ] = |W (G,Tm)|.
By induction hypothesis, T1, . . . , Tm−1 are independent over L, hence
[LT1 · · ·LTm−1 : L] =
m−1∏
j=1
[LTj : L] =
m−1∏
j=1
|W (G,Tj)|.
Thus,
[LT1 · · ·LTm : L] =
m∏
j=1
|W (G,Tj)| =
m∏
j=1
[LTj : L],
and therefore T1, . . . , Tm are independent over L. 
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Next, we will establish a variant of Theorem 3.3 which asserts the existence of reg-
ular semi-simple elements in a given Zariski-dense subgroup whose centralizers possess
properties (i), (ii) and (iii) of the preceding theorem.
Theorem 3.4. Let G, K and L be as in Theorem 3.3 and V be a finite set of inequiv-
alent nontrivial discrete valuations of K such that for every v ∈ V , the completion Kv
of K is locally compact. Again, fix m > 1, and suppose that for each v ∈ V we are
given m maximal Kv-tori T1(v), . . . , Tm(v) of G. Let Γ ⊂ G(K) be a finitely generated
Zariski-dense subgroup such that the closure of the image of the diagonal map
Γ →֒
∏
v∈V
G(Kv)
is open. Then there exist regular semi-simple elements γ1, . . . , γm ∈ Γ of infinite order
such that the maximal K-tori Tj = ZG(γj)
◦ for j 6 m, satisfy
(i) for each j 6 m we have
(12) θTj (Gal(LTj/L)) ⊃W (G,Tj)
(in particular, Tj is L-irreducible, hence γj generates a Zariski-dense subgroup of Tj);
(ii) Tj is conjugate to Tj(v) by an element of G(Kv) for all v ∈ V ;
(iii) the tori T1, . . . , Tm are independent over L.
Proof. We begin with the following lemma.
Lemma 3.5. Let G be a connected absolutely almost simple algebraic group over a field
K of characteristic zero, Γ be a Zariski-dense subgroup of G(K). Furthermore, let V be
a finite set of nontrivial discrete valuations such that for each v ∈ V , the completion
Kv is locally compact, hence a finite extension of Qpv for some prime pv. Assume that
the closure of the image of the diagonal map
Γ −→
∏
v∈V
G(Kv) =: GV
is open in GV . Let now W be another finite set of nontrivial discrete valuations of K
such that for each w ∈ W we have Kw = Qpw for the corresponding prime pw and that
Γ is a nondiscrete subgroup of G(Kw) (which is automatically the case if Γ is relatively
compact in G(Kw)). If the primes pw for w ∈ W are pairwise distinct and none of them
is contained in ΠV = {pv|v ∈ V }, then the closure Γ
(V ∪W )
of the image of the diagonal
map
Γ −→
∏
v∈V ∪W
G(Kv) =: GV ∪W
is also open.
Proof. Replacing Γ with Γ ∩ Ω for a suitable open subgroup Ω of GV , we can assume
that the closure Γ
(V )
of Γ in GV is of the form
Γ
(V )
=
∏
v∈V
Uv
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where Uv is an open pro-pv subgroup of G(Kv). (We notice that for any open subgroup
Ω ⊂ GV , the intersection Γ∩Ω is still Zariski-dense in G as its closure in G(Kv) contains
an open subgroup, for every v ∈ V .) A standard argument (cf. [10], Lemma 2) shows
that the closure Γ
(w)
of Γ in G(Kw) is open for any w ∈ W . Moreover, as above, we can
assume, after replacing Γ with a subgroup of finite index, that Γ
(w)
is a pro-pw group.
It is enough to prove that
(13) Γ
(V ∪W )
= Γ
(V )
×
∏
w∈W
Γ
(w)
=: Θ.
Since the primes pw, w ∈ W , are pairwise distinct and none of them is contained in
ΠV , we conclude that Γ
(w)
is the unique Sylow pw-subgroup of Θ, for all w ∈ W . As the
projection Γ
(V ∪W )
→ Γ
(w)
is a surjective homomorphism of profinite groups, a Sylow
pro-pw subgroup of Γ
(V ∪W )
must map onto Γ
(w)
. This implies that Γ
(w)
⊂ Γ
(V ∪W )
for
each w ∈ W , and (13) follows. 
Continuing the proof of Theorem 3.4, we fix a matrix realization ofG as aK-subgroup
of GLn, and pick a finitely generated subring R of K such that Γ ⊂ GLn(R). We will
now argue by induction on m. Let r be the number of nontrivial conjugacy classes in
the (absolute) Weyl group of G. For m = 1 the argument basically mimics the proof
of Theorem 2 in [10]. More precisely, by Proposition 1 of [10], we can choose r distinct
primes p1, . . . , pr /∈ ΠV such that for each i ∈ {1, . . . , r} there exists an embedding
ιpi : L →֒ Qpi such that ιpi(R) ⊂ Zpi and G splits over Qpi. For a nontrivial discrete
valuation v of K and a given maximal Kv-torus T of G, we let U (T, v) denote the set
of elements of the form gtg−1, with t ∈ T (Kv) regular and g ∈ G(Kv). It is known that
U (T, v) is a solid1 open subset of G(Kv) (cf. [13], Lemma 3.4). Let vi be pullback to
L of the pi-adic valuation on Qpi under ιpi (so that Lvi = Qpi). Let T (v1), . . . , T (vr)
be the tori given by Theorem 3.1. By our construction, for each i 6 r, the group Γ is
contained in G(Zpi), hence is relatively compact. Thus Lemma 3.5 applies, and since
for any v ∈ V ∪ {v1, . . . , vr}, the group G(Kv) contains a torsion-free open subgroup,
it follows from Lemma 3.5 that there exists an element of infinite order
γ1 ∈ Γ
⋂(∏
v∈V
U (T1(v), v) ×
∏
i6r
U (T (vi), vi)
)
,
and this element is as required. For m > 1, we proceed as in the proof of Theorem
3.3. Suppose that the elements γ1, . . . , γm−1 for which the corresponding T1, . . . , Tm−1
satisfy (i) and (ii), and are independent over L, have already been found. Let L′ denote
the compositum of the fields LT1 , . . . , LTm−1 . We then again use Proposition 1 of [10]
to find r distinct primes p′1, . . . , p
′
r /∈ ΠV such that for each i 6 r, there exists an
embedding ι′p′i
: L′ →֒ Qp′i with the property ι
′
p′i
(R) ⊂ Zp′i . As G splits over L
′, it splits
over Qp′
i
. Let v′i be the pullback of the p
′
i-adic valuation on Qp′i under ι
′
p′i
(and then
1We recall that a subset of a topological group was called solid in [13] if it meets every open subgroup
of that group.
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L′v′i
= Qp′i). We use Theorem 3.1 to find, for each i 6 r, an L
′
v′i
-torus T ′(v′i) of G such
that for any maximal K-torus T ′ of G which is conjugate to T ′(v′i) by an element of
G(L′v′i
) for all i 6 r, we have
θT ′(Gal(L
′
T ′/L
′)) ⊃W (G,T ′).
As above, there exists an element of infinite order
γm ∈ Γ
⋂(∏
v∈V
U (Tm(v), v) ×
∏
i6r
U (T ′(v′i), v
′
i)
)
Then γm clearly satisfies (i) and (ii), and the fact that T1, . . . , Tm are independent over
L is established just as in the proof of Theorem 3.3. 
4. Field of definition
Let G1 and G2 be connected absolutely simple algebraic groups of adjoint type
defined over a field F of characteristic zero. As before, we let wi denote the order of
the (absolute) Weyl group of Gi for i = 1, 2. Suppose that for each i ∈ {1, 2} we are
given a finitely generated Zariski-dense subgroup Γi of Gi(F ). Our goal in §§4-5 is to
develop a series of conditions which must hold in order to prevent the subgroups Γ1
and Γr from satisfying condition (Ci) (see Definition 3 in §1) for at least one i ∈ {1, 2}.
Here is our first, rather straightforward, result in this direction.
Theorem 4.1. (i) If every regular semi-simple element γ ∈ Γ1 of infinite order is
weakly contained in Γ2 then rkG1 6 rkG2 and w1 divides w2.
(ii) If w1 > w2, then property (C1) holds.
Proof. (i) We fix a finitely generated subfieldK of F such that for i = 1 and 2, the group
Gi is defined and of inner type over K and Γi ⊂ Gi(K). By Theorem 3.4, there exists
a regular semi-simple element γ ∈ Γ1 of infinite order such that for the corresponding
torus T = ZG1(γ)
◦ we have
θT (Gal(KT /K)) ⊃W (G1, T );
we notice that since G1 is of inner type over K, this inclusion is actually an equality,
cf. Lemma 4.1 of [13]. The fact that γ is weakly contained in Γ2 means that one can
find semi-simple elements γ
(2)
1 , . . . , γ
(2)
m2 ∈ Γ2 so that for some characters χ ∈ X(T )
and χ
(2)
j ∈ X(T
(2)
j ), where T
(2)
j is a maximal K-torus of G2 containing γ
(2)
j , there is a
relation of the form
χ(γ) = χ
(2)
1 (γ
(2)
1 ) · · ·χ
(2)
m2(γ
(2)
m2) 6= 1.
Then it follows from Theorem 2.3 that for some j 6 m2, there exists a surjective
K-homomorphism T
(2)
j → T. Then rkG1 6 rkG2 and there exists a surjective homo-
morphism Gal(K
T
(2)
j
/K)→ Gal(KT /K). Since
θ
T
(2)
j
(Gal(K
T
(2)
j
/K)) ⊂W (G2, T
(2)
j )
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(Lemma 4.1 of [13]), our assertion follows.
(ii) The argument here basically repeats the argument given above with minor mod-
ifications. Let K be chosen as in the proof of (i). To verify property (C1), we use
Theorem 3.4 to find, for any given m > 1, regular semi-simple elements γ1, . . . , γm ∈ Γ1
of infinite order such that for the corresponding maximal K-tori Ti = ZG1(γi)
◦ of G1
we have
θTi(Gal(KTi/K)) ⊃W (G1, Ti) for all i 6 m,
and the tori T1, . . . , Tm are independent over K. Then the elements γ1, . . . , γm are
multiplicatively independent by Lemma 2.1, and we only need to show that they are
not weakly contained in Γ2 given that w1 > w2. Otherwise, we would have a relation
of the form
χ1(γ1) · · ·χm(γm) = χ
(2)
1 (γ
(2)
1 ) · · ·χ
(2)
m2(γ
(2)
m2) 6= 1
with χj ∈ X(Tj) and the other objects as in the proof of (i). Invoking again Theorem
2.3, we see that for some i 6 m and j 6 m2, there exists a surjective K-homomorphism
T
(2)
j → Ti. As above, this implies that w1 divides w2, contradicting the fact that by our
assumption w1 > w2. 
Now, let Ki = KΓi denote the field of definition of Γi, i.e. the subfield of F generated
by the traces TrAdGi(γ) for all γ ∈ Γi (cf. [19]). Since Γi is finitely generated, AdGi(Γi)
is contained in GLni(Fi) for some finitely generated subfield Fi of F. Then Ki is a
subfield of Fi, hence it is finitely generated. Since Gi is adjoint, according to the
results of Vinberg [19], it is defined over Ki and Γi ⊂ Gi(Ki).
The following theorem, announced in the introduction, is the main result of this
section.
Theorem 4.2. (i) If w1 > w2 then condition (C1) holds;
(ii) If w1 = w2 but K1 6⊂ K2 then again (C1) holds.
Thus, unless w1 = w2 and K1 = K2, condition (Ci) holds for at least one i ∈ {1, 2}.
Proof. Assertion (i) has already been established in Theorem 4.1. For i = 1, 2, as the
group Gi has been assumed to be of adjoint type, it is defined over Ki and Γi ⊂ Gi(Ki).
Set K = K1K2, and pick a finite extension L of K so that Gi splits over L for both
i ∈ {1, 2}; clearly, L is finitely generated. Fix a matrix realization of G1 as a K1-
subgroup of GLn, and pick a finitely generated subring R of K1 so that Γ ⊂ G1(R).
Since by our assumption K1 6⊂ K2, we have K2 $ K ⊂ L. So, using Proposition 5.1 of
[13], we can find a prime q such that there exists a pair of embeddings
ι(1), ι(2) : L →֒ Qq
which have the same restrictions to K2 but different restrictions to K, hence to K1,
and which satisfy the condition ι(j)(R) ⊂ Zq for j = 1, 2. Let v(j) be the pullback to K1
of the q-adic valuation of Qq under ι(j)|K1 . The group G1((K1)v(j)) can be naturally
identified with G
(j)
1 (Qq), where G
(j)
1 denotes the algebraic Qq-group obtained from the
K1-group G1 by the extension of scalars ι
(j)|K1 : K1 → Qq, for j = 1, 2. Since ι
(1) and
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ι(2) have different restrictions to K1, it follows from Proposition 5.2 of [13] that the
closure of the image of Γ1 under the diagonal embedding
(14) Γ1 −→ G1((K1)v(1))×G1((K1)v(2))
is open. By our construction, G1 splits over (K1)v(1) = Qq (recall that ι
(1)(L) ⊂ Qq
and G1 splits over L), so we can pick a (K1)v(1) -split torus T
(v(1)) of G1. Furthermore,
by Theorem 6.21 of [7] there exists a maximal (K1)v(2) -torus T
(v(2)) of G1 which is
anisotropic over (K1)v(2) .
Set V = {v(1), v(2)}. It follows from Theorem 3.4 that for any m > 1 there exist
regular semi-simple elements γ1, . . . , γm ∈ Γ1 of infinite order such that the maximal
tori Ti = ZG1(γi)
◦ for i 6 m are independent over L and satisfy the following conditions
for all i 6 m:
• θTi(Gal(LTi/L)) ⊃W (G1, Ti);
• Ti is conjugate to T
(v) for v ∈ V .
We claim that these elements are allow us to check the property (C1). Indeed, it follows
from Lemma 2.1 that these elements are multiplicatively independent, and we only need
to show that they are not weekly contained in Γ2. Assume the contrary. As w1 = w2,
we conclude that rk G1 = rk G2, and there exists a maximal K2-torus T
′ of G2 that
admits an L-isogeny κ : T ′ → T onto T = Ti for some i 6 m (see the proof of Theorem
4.1(ii)), and then
LT = LT ′ =: F .
Observe that
(15) F = L ·K1T = L ·K2T ′ .
Fix some extensions
ι˜(1), ι˜(2) : F → Qq (Qq is the algebraic closure of Qq)
of ι(1) and ι(2) respectively. Let u be the pullback to K2 of the q-adic valuation of Qq
under ι(1)|K2 = ι
(2)|K2 . Furthermore, let v˜
(1), v˜(2) (resp., u˜(1), u˜(2)) be the valuations
of K1T (resp., of K2T ′) obtained as pullbacks of the valuation of Qq under appropriate
restrictions of ι˜(1) and ι˜(2). Then u˜(1) and u˜(2) are two extensions of u to the Galois
extension K2T ′/K2, and therefore
(16) [(K2T ′)u˜(1) : (K2)u] = [(K2T ′)u˜(2) : (K2)u] .
On the other hand, since ι(j)(L) ⊂ Qq for j = 1, 2, we have
(K2)u = Qq and (K1)v(1) = Qq = (K1)v(2) .
Moreover, it follows from (15) that
(17) (K2T ′)u˜(j) = (K1T )v˜(j) for j = 1, 2.
But, by our construction, T is (K1)v(1)-split and (K1)v(2) -anisotropic. So,
[(K1T )v˜(1) : (K1)v(1) ] = 1 and [(K1T )v˜(2) : (K1)v(2) ] 6= 1
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This, in view of (17), contradicts (16). So, the elements γ1, . . . , γm are not weakly
contained in Γ2, verifying condition (C1). 
5. Arithmetic groups
In this section, we will treat the case where the Zariski-dense subgroups Γi ⊂ Gi(F )
are S-arithmetic. For our purposes, it is convenient to use the description of these
subgroups introduced in [13], §1, and for the reader’s convenience we briefly recall here
the relevant definitions and results. So, let G be a connected absolutely almost simple
algebraic group defined over a field F of characteristic zero, let G be the corresponding
adjoint group, and let π : G→ G be the natural isogeny. Suppose we are given:
• a number field K together with a fixed embedding K →֒ F ;
• an F/K-form G of G (which means that the group FG obtained by the base
change K →֒ F is F -isomorphic to G);
• a finite set S of places of K that contains V∞K but does not contain any
nonarchimedean places where G is anisotropic.
We then have an embedding ι : G (K) →֒ G(F ), which is well-defined up to an F -
automorphism of G. Now, let OK(S) be the ring of S-integers in K (with OK =
OK(V
∞
K ) denoting the ring of algebraic integers in K). Fix a K-embedding G →֒ GLn,
and set G (OK(S)) = G (K) ∩ GLn(OK(S)). A subgroup Γ ⊂ G(F ) is called (G ,K, S)-
arithmetic if π(Γ) is commensurable with σ(ι(G (OK(S)))) for some F -automorphism σ
ofG.As usual, (G ,K, V ∞K )-arithmetic subgroups will simply be called (G ,K)-arithmetic.
We recall (Lemma 2.6 of [13]) that if Γ ⊂ G(F ) is a Zariski-dense (G ,K, S)-arithmetic
subgroup then the trace field KΓ coincides with K.
Now, for i = 1, 2, let Gi be a connected absolutely simple F -group of adjoint type.
We will say that the subgroups Γi ⊂ Gi(F ) are commensurable up to an F -isomorphism
between G1 and G2 if there exists an F -isomorphism σ : G1 → G2 such that σ(Γ1) is
commensurable with Γ2 in the usual sense, i.e. their intersection is of finite index in
both of them. According to Proposition 2.5 of [13], if Γi is a Zariski-dense (Gi,Ki, Si)-
arithmetic subgroup of Gi(F ) for i = 1, 2, then Γ1 and Γ2 are commensurable up to an
F -isomorphism between G1 and G2 if and only if K1 = K2 =: K, S1 = S2 and G1 and
G2 are K-isomorphic.
In this section, unless stated otherwise, we will assume that the absolute Weyl groups
of G1 and G2 are of equal order.
Theorem 5.1. Let G1 and G2 be connected absolutely simple algebraic groups of adjoint
type defined over a field F of characteristic zero such that w1 = w2, and let Γi ⊂ Gi(F )
be a Zariski-dense (Gi,Ki, Si)-arithmetic subgroup for i = 1, 2. Furthermore, let Li be
the minimal Galois extension of Ki over which Gi becomes an inner form. Then, unless
all of the following conditions are satisfied:
(a) K1 = K2 =: K,
(b) rkKv G1 = rkKv G2 for all v ∈ V
K ,
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(c) L1 = L2,
(d) S1 = S2,
condition (Ci) holds for at least one i ∈ {1, 2}.
Proof. (a): Since the trace field KΓi coincides with Ki, our assertion in case (a) fails
to hold follows from Theorem 4.2. So, in the rest of the proof we may (and we will)
assume that K1 = K2 =: K. Then Γi ⊂ Gi(K) for i = 1, 2.
(b): Suppose that for some v0 ∈ V
K we have
(18) rkKv0 G1 > rkKv0 G2.
We will now show that condition (C1) holds. Set V = S1 ∪ {v0}, and for each v ∈ V
pick a maximal Kv-torus T
(v) of G1 satisfying rkKv T
(v) = rkKv G1. Given m > 1, we
can use Theorem 3.3 to find maximal K-tori T1, . . . , Tm of G1 that are independent over
L1 and satisfy the following properties for each i 6 m:
• θTi(Gal(L1Ti/L1)) =W (G1, Ti);
• Ti is conjugate to T
(v) by an element of G1(Kv) for all v ∈ V .
We recall that by Dirichlet’s Theorem (cf. [7], Theorem 5.12), for a K-torus T and a
finite subset S of V K containing V K∞ we have
T (OK(S)) ≃ H × ZdT (S)−rkK T ,
where H is a finite group and dT (S) =
∑
v∈S rkKv T . Since Γ1 has been assumed to be
Zariski-dense in G1, it is infinite, and hence,
∑
v∈S1
rkKv G1 > 0. Now we have
dTi(S1) :=
∑
v∈S1
rkKv Ti =
∑
v∈S1
rkKv G1 > 0.
As Ti is clearly K-anisotropic, we conclude from the above that the group Ti(OK(S1))
contains a subgroup isomorphic to ZdTi (S1), and so, in particular, one can find an
element γi ∈ Γ1 ∩ Ti(K) of infinite order. We will use the elements γ1, . . . , γm to verify
property (C1). Indeed, these elements are multiplicatively independent by Lemma 2.1,
and it remains to show that they are not weakly contained in Γ2. Otherwise, there
would exist a relation of the form
(19) χ1(γ1) · · ·χm(γm) = χ
(2)
1 (γ
(2)
1 ) · · ·χ
(2)
m2(γ
(2)
m2) 6= 1
for some semi-simple elements γ
(2)
1 , . . . , γ
(2)
m2 ∈ Γ2 ⊂ G2(K), some characters χi ∈ X(Ti),
some tori T
(2)
j ⊂ G2 such that γ
(2)
j ∈ T
(2)
j (K) and some characters χ
(2)
j ∈ X(T
(2)
j ). Since
w1 = w2 and therefore G1 and G2 have the same absolute rank, it would follow from
Theorem 2.3 that for some i 6 m and j 6 m2 there is a K-isogeny T
(2)
j → Ti, and
therefore
rkKv0 Ti = rkKv0 T
(2)
j .
Since by our choice
rkKv0 Ti = rkKv0 G1 and rkKv0 T
(2)
j 6 rkKv0 G2,
this would contradict (18).
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(c): Let us show that L1 = L2 automatically follows from the fact that
(20) rkKv G1 = rkKv G2 for all v ∈ V
K
(which we may assume in view of (b)). By symmetry, it is enough to establish the
inclusion L1 ⊂ L2. Assume the contrary. Then for the finite Galois extension L := L1L2
of K we can find a nontrivial element σ ∈ Gal(L/L2) ⊂ Gal(L/K). According to
Theorem 6.7 of [7], there exists a finite subset S of V K such that for any v ∈ V K \S, the
group G2 is quasi-split over Kv. Furthermore, by Chebotarev’s Density Theorem, there
exists a nonarchimedean place v ∈ V K \S with the property that for its extension v¯ to
L, the field extension Lv¯/Kv is unramified and its Frobenius automorphism Fr(Lv¯|Kv)
is σ. Then L2 ⊂ Kv, and therefore G2 is Kv-split. On the other hand, L1 6⊂ Kv,
implying that G1 is not Kv-split. Since G1 and G2 have the same absolute rank (as
w1 = w2), this contradicts (20).
(d): If S1 6= S2 then, by symmetry, we can assume that there exists v0 ∈ S1 \ S2
(any such v0 is automatically nonarchimedean). We will show that then condition (C1)
holds. As in part (b), for a given m > 1, we can pick maximal K-tori T1, . . . , Tm of
G1 so that they are independent over L1 and satisfy the following conditions for each
i 6 m:
• θTi(Gal(L1Ti/L1)) =W (G1, Ti);
• rkKv0 Ti = rkKv0 G1.
Due to our convention that S1 does not contain any nonarchimedean anisotropic places
for G1, we have rkKv0 Ti = rkKv0 G1 > 0, hence
dTi(S1 \ {v0}) < dTi(S1).
Consequently, it follows from Dirichlet’s Theorem (cf. (b)) that one can pick γi ∈ Γ1 ∩
Ti(OK(S1)) so that its image in Ti(OK(S1))/Ti(OK(S1 \ {v0})) has infinite order for
i = 1, . . . ,m. We claim that the elements γ1, . . . , γm verify property (C1).
As in (b), these elements are multiplicatively independent by Lemma 2.1, and we
only need to show that they are not weakly contained in Γ2. Assume the contrary.
Then there exists a relation of the form (19) as in (b). Invoking Lemma 2.2, we see
that there exist i 6 m and di > 0 such that for any λi ∈ diX(Ti) there is a relation of
the form
(21) λi(γi) =
m2∏
j=1
λ
(2)
j (γ
(2)
j )
with λ
(2)
j ∈ X(T
(2)
j ). On the other hand, by our construction the image of γi in
Ti(OK(S1))/Ti(OK(S1 \ {v0})) has infinite order, and therefore the subgroup 〈γi〉 is
unbounded in Ti(Kv0). It follows that there exists λi ∈ diX(Ti) for which λi(γi) ∈ Kv0
is not a unit (with respect to the extension of v0). Pick for this λi the corresponding
expression (21). Since v0 /∈ S2, for each j 6 m2, the subgroup 〈γ
(2)
j 〉 is bounded in
T
(2)
j (Kv0). Hence, the value λ
(2)
j (γ
(2)
j ) ∈ Kv0 is a unit. Then (21) leads to a contradic-
tion. 
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Remark 5.2. The argument used in parts (b) and (d) actually proves the following: Let
G1 and G2 be absolutely simple algebraic groups defined over a field F of characteristic
zero such that w1 = w2, and let Γi ⊂ Gi(F ) be a Zariski-dense (Gi,K, Si)-arithmetic
subgroup for i = 1, 2. Furthermore, let V be a finite subset of V K containing S1 and let
L be a finite extension of K. If condition (C1) does not hold then there exists a maximal
K-torus T1 of G1 satisfying θT1(Gal(LT1/L)) ⊃W (G1, T1) and rkKv T1 = rkKv G1 for all
v ∈ V such that for some maximal K-torus T2 of G2 there is a K-isogeny T2 → T1. We
will use this statement below.
Here is an algebraic counterpart of Theorem 2 of the introduction.
Theorem 5.3. Let G1 and G2 be two connected absolutely simple algebraic groups of the
same Killing-Cartan type different from An, D2n+1 (n > 1) and E6, defined over a field
F of characteristic zero, and let Γi ⊂ Gi(F ) be a Zariski-dense (Gi,Ki, Si)-arithmetic
subgroup for i = 1, 2. If Γ1 and Γ2 are not commensurable (up to an F -isomorphism
between G1 and G2) then condition (Ci) holds for at least one i ∈ {1, 2}.
Proof. If either K1 6= K2 or S1 6= S2, condition (Ci) for some i ∈ {1, 2} holds by
Theorem 5.1. So, we may assume that
(22) K1 = K2 =: K and S1 = S2 = S.
We first treat the case where the common type of G1 and G2 is not D2n (n > 2), i.e.
it is one of the following: A1, Bn, Cn (n > 2), E7, E8, F4, G2. According to Theorem
5.1(b), if rkKv G1 6= rkKv G2 for at least one v ∈ V
K , then condition (Ci) again holds
for at least one i ∈ {1, 2}. Thus, we may assume that
(23) rkKv G1 = rkKv G2 for all v ∈ V
K .
As we discussed in ([13], §6, proof of Theorem 4), for the types under consideration
(23) implies that G1 ≃ G2 over K, combining which with (22), we obtain that Γ1 and
Γ2 are commensurable (cf. [13], Proposition 2.5).
Consideration of groups of type D2n relies on some additional results. In an earlier
version of this paper, these were derived from [14] for n > 2 (and then Theorem 5.3
was also formulated for type D2n with n > 2). Recently, Skip Garibaldi [4] gave
an alternate proof of the required fact which works for all n > 2 (including triality
forms of type D4). This led to the current (complete) form of Theorem 5.3 and also
showed that groups of type D4 do not need to be excluded in Theorem 4 of [13] and its
(geometric) consequences (such as Theorem 8.16 of [13]). Here is the precise formulation
of Garibaldi’s result.
Theorem 5.4. ([4], Theorem 14) Let G1 and G2 be connected absolutely simple adjoint
groups of type D2n for some n > 2 over a global field K such that G1 and G2 have the
same quasi-split inner form – i.e., the smallest Galois extension of K over which G1 is
of inner type is the same as for G2. If there exists a maximal torus Ti in Gi for i = 1
and 2 such that
(1) there exists a Ksep-isomorphism φ : G1 → G2 whose restriction to T1 is a
K-isomorphism T1 → T2; and
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(2) there is a finite set V of places of K such that:
(a) For all v /∈ V, G1 and G2 are quasi-split over Kv,
(b) For all v ∈ V, (Ti)Kv contains a maximal Kv-split subtorus in (Gi)Kv ;
then G1 and G2 are isomorphic over K.
We will actually use the following consequence of the preceding theorem.
Theorem 5.5. Let G1 and G2 be connected absolutely simple algebraic groups of type
D2n over a number field K such that
(a) rkKv G1 = rkKv G2 for all v ∈ V
K ;
(b) L1 = L2 where Li is the minimal Galois extension of K over which Gi
becomes an inner form.
Let V ⊂ V K be a finite set of places such that G1 is quasi-split over Kv for v ∈ V
K \V.
Let T1 be a maximal K-torus of G1 satisfying
(α) θT1(Gal(KT1/K)) ⊃W (G1, T1),
(β) rkKv T1 = rkKv G1 for all v ∈ V.
If there exists a K-isogeny ϕ : T2 → T1 from a maximal K-torus T2 of G2, then G1 and
G2 are isogenous over K.
To derive Theorem 5.5 from Theorem 5.4, we can assume that both G1 and G2 are
adjoint. Now note that it follows from Lemma 4.3 in [13] that, due to condition (α), one
can assume without any loss of generality that the comorphism ϕ∗ : X(T1) → X(T2)
satisfies ϕ∗(Φ(G1, T1)) = Φ(G2, T2). Then ϕ is actually a K-isomorphism of tori that
extends to a K-isomorphism φ : G2 → G1. So, we can use Theorem 5.4 to obtain
Theorem 5.5.
To complete the proof of Theorem 5.3, we observe that if neither (C1) nor (C2) holds,
then according to Theorem 5.1, conditions (a) and (b) of Theorem 5.5 are satisfied for
G1 and G2. Fix a finite set of places V ⊂ V
K that contains S1 and is big enough so
that G1 and G2 are quasi-split over Kv for all v ∈ V
K \ V . Using Remark 5.2, we can
find a maximal K-torus T1 of G1 that satisfies conditions (α) and (β) of Theorem 5.5
and a maximal K-torus T2 of G2 which is isogeneous to T1 over K. Then G1 ≃ G2 over
K by Theorem 5.5, making Γ1 and Γ2 commensurable as above. 
Our next result contains more restrictions on the arithmetic groups Γ1 and Γ2 given
the fact that both the conditions (C1) and (C2) fail to hold.
Theorem 5.6. Let G1 and G2 be two connected absolutely simple algebraic groups over
a field F of characteristic zero such that w1 = w2, and let Γi ⊂ Gi(F ) be a Zariski-
dense (Gi,K, S)-arithmetic subgroup for i = 1, 2. If both (C1) and (C2) fail to hold,
then rkK G1 = rkK G2. Moreover, if G1 and G2 are of the same Killing-Cartan type,
then the Tits indices G1/Kv and G2/Kv are isomorphic for all v ∈ V
K , and the Tits
indices G1/K and G2/K are isomorphic.
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Proof. The proof relies on the following statement which was actually established in
[13], §7 (although it was not stated there explicitly).
Theorem 5.7. Let G1 and G2 be two connected absolutely simple algebraic K-groups,
let Li be the minimal Galois extension of K over which Gi are of inner type, and let
V be a finite subset of V K such that both G1 and G2 are Kv-quasi-split for all v /∈ V.
Furthermore, let Ti be a maximal K-torus of Gi, where i = 1, 2, such that
(1) θTi(Gal(KTi/K)) ⊃W (Gi, Ti);
(2) rkKv Ti = rkKv Gi for all v ∈ V.
If L1 = L2 and there exists a K-isogeny T1 → T2, then rkK G1 = rkK G2. Moreover,
if G1 and G2 are of the same Killing-Cartan type then the Tits indices G1/Kv and
G2/Kv are isomorphic for all v ∈ V
K , and the Tits indices of G1/K and G2/K are
isomorphic.
For the reader’s convenience, we will give a proof of this theorem in the Appendix.
To derive Theorem 5.6 from Theorem 5.7, we basically mimic the argument used to
consider type D2n in Theorem 5.3. More precisely, we pick a finite set V of places of K
containing S1 so that the groups G1 and G2 are quasi-split over Kv for all v ∈ V
K \ V .
Since by our assumption both (C1) and (C2) fail to hold, we can use Remark 5.2 to
find of maximal K-torus T1 of G1 that satisfies conditions (1) and (2) of Theorem 5.7
for i = 1, and a maximal K-torus T2 of G2 which is isogeneous to T1 over K. Since
rkKv G1 = rkKv G2, we obtain that condition (2) holds also for i = 2. Furthermore,
condition (1) for i = 1 combined with the fact that L1 = L2, by order consideration,
yields that the inclusion θT2(Gal(L2T2/L2)) ⊂ W (G2, T2) is in fact an equality, so (2)
holds for i = 2 as well. Now, applying Theorem 5.7 we obtain Theorem 5.6. 
We conclude this section with a variant of Theorem 5.6 which has an interesting
geometric application (see Theorem 5 in the Introduction; this theorem will be proved
in §7). Let Γi is a Zariski-dense (Gi,Ki, Si)-arithmetic subgroup of Gi, and assume
that G1 is K1-isotropic and G2 is K2-anisotropic. It follows from Theorem 5.1 (for
K1 6= K2) and Theorem 5.6 (for K1 = K2) that then condition (Ci) holds for at least
one i ∈ {1, 2}. In fact, assuming that w1 = w2, one can always guarantee that condition
(C1) holds:
Theorem 5.8. Let G1 and G2 be two connected absolutely simple algebraic groups with
w1 = w2. Let Γi be a Zariski-dense (Gi,Ki, Si)-arithmetic subgroup of Gi for i = 1, 2,
and assume that G1 is K1-isotropic and G2 is K2-anisotropic. Then property (C1) holds.
The proof relies on the following version of Theorem 5.7 which treats the case where
the fields of definitions of Γ1 and Γ2 are not necessarily the same.
Theorem 5.7′. For i = 1, 2, let Gi be a connected absolutely simple algebraic group
over a number field Ki, and let Li be the minimal Galois extension of Ki over which
Gi is of inner type. Assume that K1 ⊂ K2, L2 ⊂ K2L1, w1 = w2 and rkK1 G1 > 0.
Furthermore, let V1 ⊂ V
K1 be a finite subset such that G2 is quasi-split over K2v for
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all v /∈ V2, where V2 consists of all extensions of places contained in V1 to K2, and let
T1 be a maximal K1-torus of G1 such that
(1) θT1(Gal(K1T1/K1)) ⊃W (G1, T1);
(2) rkK1v T1 = rkK1v G1 for all v ∈ V1.
If there exists a maximal torus T2 of G2 and a K2-isogeny T2 → T1, then rkK2 G2 > 0.
This result is also proved in the Appendix along with Theorem 5.7.
Proof of Theorem 5.8. If K1 6⊂ K2 then the fact that (C1) holds follows from Theorem
4.2 (cf. the proof of Theorem 5.1(a)). So, in the rest of the argument we may assume
that K1 ⊂ K2.
Next, suppose that L2 6⊂ K2L1. In this case, the argument imitates the proof of
Theorem 5.1(c). More precisely, we have K2L1 $ L1L2. So, if L is the normal closure
of L1L2 over K1, then there exists σ ∈ Gal(L/K1) that restricts trivially to K2L1 and
nontrivially to L1L2. By Chebotarev’s Density Theorem, we can find v0 ∈ V
K1 \ S1
which is unramified in L/K1 and for which the Frobenius automorphism Fr(v˜0|v0)
equals σ for an appropriate extension v˜0|v0, and in addition the group G1 is quasi-split
over K1v0 . Let u0 be the restriction of v˜0 to K2. By construction, we have L1 ⊂ K1v0 ,
which means that G1 is actually split over K1v0 ; at the same time, L2 6⊂ K2u0 , and
therefore G2 is not split over K2u0 . Set L = L1L2 and V1 = S1 ∪ {v0}. Fix m > 1, and
using Theorem 3.3 pick maximal K1-tori T1, . . . , Tm of G1 that are independent over L
and satisfy the following two conditions for each j 6 m:
• θTj(Gal(LTj/L)) =W (G1, Tj);
• rkK1v Tj = rkK1v G1 for all v ∈ V1.
As in the proof of Theorem 5.1(b), it follows from Dirichlet’s Theorem that one can
pick elements γj ∈ Γ1∩Tj(K1) for j 6 m of infinite order. By Lemma 2.1, the elements
γ1, . . . , γm are multiplicatively independent, so to establish property (C1) in the case at
hand, it remains to show that these elements are not weakly contained in Γ2. Assume
the contrary. Then according to Theorem 2.3 (with K = K2), there exists a maximal
K2-torus T
(2) of G2 and a K2-isogeny T
(2) → Tj for some j 6 m. Clearly, Tj is split
over K1v0 , hence also over K2u0 . We conclude that T
(2) is also split over K2u0 , which
is impossible as G2 is not K2u0-split. This verifies property (C1) in this case. (We
note that so far we have not used the assumption that G1 is K1-isotropic and G2 is
K2-anisotropic.)
It remains to consider the case where K1 ⊂ K2 and L2 ⊂ K2L1. Here the argument
is very similar to the one given above but uses a different choice of the set V1 and relies
on Theorem 5.7′. More precisely, pick a finite subset V1 ⊂ V
K1 containing S1 so that
G2 is quasi-split over K2v for all v ∈ V2, where V2 consists of all extensions of places in
V1 to K2. Assume that (C1) does not hold, i.e., there exists m > 1 such that any m
multiplicatively independent semi-simple elements of Γ1 of infinite order are necessarily
weakly contained in Γ2. Fix such an m, and using the same L as above, pick maximal
K1-tori T1, . . . , Tm of G1 that are independent over L and satisfy the above bulleted
conditions for this new choice of V1. Arguing as in the previous paragraph, we see that
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again, there exists a maximal K2-torus T
(2) of G2 and a K2-isogeny T
(2) → Tj for some
j 6 m. Then it follows from Theorem 5.7′ that G2 is K2-isotropic, a contradiction. 
It would be interesting to determine if the assumption that w1 = w2 in Theorem 5.8
can be omitted.
Question. Is it possible to construct K1-isotropic G1 and K2-anisotropic G2, with
K1 ⊂ K2 so that every K1-anisotropic torus of G1 is K2-isomorphic to a K2-torus of
G2?
(Obviously, the affirmative answer to this question with K1 = Q would lead to
an example where every semi-simple element of infinite order in Γ1 would be weakly
contained in Γ2 and therefore (C1) would not hold.)
6. Groups of types An, Dn and E6
It is known that the assertion of Theorem 5.3 may fail if the common Killing-Cartan
type of the groups G1 and G2 is one of the following: An, D2n+1 (n > 1) or E6
(cf. Examples 6.5, 6.6, 6.7 and §9 in [13]). Nevertheless, a suitable analog of Theorem
5.3 with interesting geometric consequences can still be given (cf. Theorem 6.6 below).
It is based on the following notion.
Definition. Let G1 and G2 be connected absolutely almost simple algebraic groups
defined over a field K. We say that G1 and G2 have equivalent systems of maximal K-
tori if for every maximal K-torus T1 of G1 there exists a K-isomorphism ϕ : G1 → G2
such that the restriction ϕ|T1 is defined over K, and conversely, for every maximal
K-torus T2 of G2 there exists a K-isomorphism ψ : G2 → G1 such that the restriction
ψ|T2 is defined over K.
We note that given a K-isomorphism ϕ : G1 → G2 as in the definition, the torus
T2 = ϕ(T1) is defined over K and the corresponding map X(T2) → X(T1) induces a
bijection Φ(G2, T2) → Φ(G1, T1). This observation implies that if Gi is a connected
absolutely almost simple real algebraic group, Γi ⊂ Gi(R) is a torsion-free (Gi,K)-
arithmetic subgroup and XΓi is the associated locally symmetric space, where i = 1, 2,
then the fact that G1 and G2 have equivalent systems of maximal K-tori entails that XΓ1
and XΓ2 are length-commensurable (see Proposition 9.14 of [13]). For technical reasons,
in this section it is more convenient for us to deal with simply connected groups rather
than with adjoint ones which are more natural from the geometric standpoint. So, we
observe in this regard that if simply connected K-groups G1 and G2 have equivalent
systems of maximal K-tori then so do the corresponding adjoint groups G1 and G2
(and vice versa).
We will now describe fairly general conditions guaranteeing that two forms over a
number field K, of an absolutely almost simple simply connected group of one of types
An, D2n+1 (n > 1), or E6, have equivalent systems of maximal K-tori.
Theorem 6.1. Let G1 and G2 be two connected absolutely almost simple simply con-
nected algebraic groups of one of the following types: An, D2n+1 (n > 1) or E6, defined
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over a number field K, and let Li be the minimal Galois extension of K over which Gi
is of inner type. Assume that
(24) rkKv G1 = rkKv G2 for all v ∈ V
K ,
hence2 L1 = L2 =: L. Moreover, if G1 and G2 are of type D2n+1 we assume that
for each real place v of K, we can find maximal Kv-tori T
v
i of Gi for i = 1, 2, such
that rkKv T
v
i = rkKv Gi and there exists a Kv-isomorphism T
v
1 → T
v
2 that extends to a
Kv-isomorphism G1 → G2. If
(1) one can pick maximal K-tori T 0i of Gi for i = 1, 2 with a K-isomorphism
T 01 → T
0
2 that extends to a K-isomorphism G1 → G2, and
(2) there exists a place v0 of K such that one of the groups Gi is Kv0-anisotropic
(and then both are such due to (24)),
then G1 and G2 have equivalent systems of maximal K-tori.
Proof. We begin by establishing first the corresponding local assertion.
Lemma 6.2. Let G1 and G2 be two connected absolutely almost simple simply connected
algebraic groups of one of the following types: Aℓ (ℓ > 1), Dℓ (ℓ > 5) or E6, over a
nondiscrete locally compact field K of characteristic zero, and let Li be the minimal
Galois extension of K over which Gi is of inner type. Assume that
L1 = L2 =: L and rkK G1 = rkK G2,
and moreover, in case G1 and G2 are of type Dℓ and K = R, there exist maximal K -
tori Ti of Gi such that rkK Ti = rkK Gi for i = 1, 2, with a K -isomorphism T1 → T2
that extends to a K -isomorphism G1 → G2. Then
(i) except in the case where G1 and G2 are inner K-forms of a split group of
type Aℓ with ℓ > 1, we have G1 ≃ G2 over K ;
(ii) in all cases, G1 and G2 have equivalent systems of maximal K -tori.
Proof. (i): First, let G1 and G2 be outer K -forms of a split group of type Aℓ associated
with a quadratic extension L of K . Then Gi = SU(L , hi) where hi is a nondegenerate
Hermitian form on L n, n = ℓ + 1, with respect to the nontrivial automorphism of
L /K . Since rkK Gi coincides with the Witt index of the Hermitian form hi, the forms
h1 and h2 have equal Witt index. On the other hand, it is well-known, and easy to see,
that the similarity class of an anisotropic Hermitian form over L is determined by its
dimension (which for nonarchimedean v is necessarily 6 2). So, the fact that h1 and h2
have equal Witt index implies that h1 and h2 are similar, hence G1 ≃ G2, as required.
Now, suppose G1 and G2 are of type Dℓ with ℓ > 5. If K = C then there is nothing
to prove; otherwise there is a unique quaternion central division algebra D over K .
For each i ∈ {1, 2}, we have two possibilities: either Gi = Spinn(qi) where qi is a
nondegenerate quadratic form over K of dimension n = 2ℓ (orthogonal type), or Gi is
the universal cover of SU(D , hi) where hi is a nondegenerate skew-Hermitian form on
Dℓ with respect to the canonical involution on D (quaternionic type). We will now show
2As we have seen in the proof of Theorem 5.1, the former condition automatically implies the latter.
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that in our situation, G1 and G2 are both of the same, orthogonal or quaternionic, type.
First, we treat the case where K is nonarchimedean. Assume that G1 is of orthogonal,
and G2 is of quaternionic, type. Then rkK G1 > (2ℓ−4)/2 = ℓ−2, while rkK G2 6 ℓ/2.
So, rkK G1 = rkK G2 is impossible as ℓ > 5, a contradiction. Over K = R, however,
one can have G1 of orthogonal type and G2 of quaternionic type with the same K -
rank, so to prove our assertion in this case we need to use the hypothesis that there
exist maximal K -tori Ti of Gi such that rkK Ti = rkK Gi, with a K -isomorphism
T1 → T2 that extends to a K -isomorphism G1 → G2. Such an isomorphism induces an
isomorphism between the Tits indices of G1/K and G2/K (cf. the discussion in §7.1 of
[13]). However, if G1 is of orthogonal type, and G2 of quaternionic, the corresponding
Tits indices are not isomorphic, and our assertion follows.
Now, let G1 and G2 be of quaternionic type. It is known that two nondegenerate
skew-Hermitian forms over D are equivalent if they have the same dimension and in
addition the same discriminant in the nonarchimedean case (cf. [16], Ch. 10, Theorem
3.6 in the nonarchimedean case, and Theorem 3.7 in the archimedean case). If h1 and
h2 are the skew-Hermitian forms defining G1 and G2 respectively, then the condition
that h1 and h2 have the same discriminant is equivalent to the fact that L1 = L2, and
therefore holds in our situation. Thus, h1 and h2 are equivalent, hence G1 and G2 are
K -isomorphic.
Next, let G1 and G2 be of orthogonal type, Gi = Spin(qi). To show that G1 ≃ G2, it is
enough to show that q1 and q2 are similar. The condition rkK G1 = rkK G2 yields that q1
and q2 have the same Witt index, so we just need to show that the maximal anisotropic
subforms qa1 and q
a
2 are similar. If K = R, then any two anisotropic forms of the same
dimension are similar, and there is nothing to prove. Now, let K be nonarchimedean.
Our claim is obvious if qa1 = q
a
2 = 0; in the two remaining cases the common dimension
of qa1 and q
a
2 can only be 2 or 4. To treat binary forms, we observe that q1 and q2,
hence also qa1 and q
a
2 , have the same discriminant, and two binary forms of the same
discriminant are similar. The claim for quaternary forms follows from the fact that
there exists a single equivalence class of such anisotropic forms (this equivalence class
is represented by the reduced-norm form of D).
Finally, we consider groups of type E6. If K = R then by inspecting the tables in [18]
we find that there are two possible indices for the inner forms with the corresponding
groups having R-ranks 2 and 6, and there are three possible indices for outer forms for
which the R-ranks are 0, 2 and 4. Thus, since G1 and G2 are simultaneously either inner
or outer forms and have the same R-rank, they are R-isomorphic. To establish the same
conclusion in the nonarchimedean case, we recall that then an outer form of type E6
is always quasi-split (cf. [7], Proposition 6.15), so for outer forms our assumption that
L1 = L2 implies that G1 ≃ G2. Since there exists only one nonsplit inner form of type
E6 (this follows, for example, from the proof of Lemma 9.9(ii) in [13]), our assertion
holds in this case as well.
(ii): It remains to be shown that if G1 and G2 are inner forms of type Aℓ over K such
that rkK G1 = rkK G2, then G1 and G2 have equivalent systems of maximal K -tori.
We have Gi = SLdi,Di where Di is a central division algebra over K of degree ni and
rkK Gi = di − 1 and dimi = ℓ+ 1 =: n.
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Thus, in our situation d1 = d2 and n1 = n2. Furthermore, it is well-known (cf. [14],
Proposition 2.6) that a commutative e´tale n-dimensional K -algebra E =
∏s
j=1 E
(j),
where E (j)/K is a finite (separable) field extension, embeds in Ai := Mdi(Di) if and
only if each degree [E (j) : K ] is divisible by ni. So, we conclude that E embeds in A1
if and only if it embeds in A2. On the other hand, any maximal K -torus T1 of G1
coincides with the torus R
(1)
E1/K
(GL1) associated with the group of norm one elements
in some n-dimensional commutative e´tale subalgebra E1 of A1. As we noted above, E1
embeds in A2, and then using the Skolem-Noether Theorem (see Footnote 1 on p. 592
in [14]) one can construct an isomorphism A1 ⊗K K ≃ A2 ⊗K K that maps E1 to
a subalgebra E2 ⊂ A2. This isomorphism gives rise to a K-isomorphism G1 ≃ G2 that
induces a K -isomorphism between T1 and T2 := RE2/K (GL1). By symmetry, G1 and
G2 have equivalent systems of maximal K -tori. 
To complete the proof of Theorem 6.1, we fix a K-isomorphism ϕ0 : G1 → G2 such
that the restriction ϕ0|T 01 is aK-isomorphism between T
0
1 and T
0
2 . Let T1 be an arbitrary
maximal K-torus of G1. Then by Lemma 6.2, for any v ∈ V
K , there exists a Kv-
isomorphism ϕv : G1 → G2 whose restriction to T1 is defined over Kv. Then ϕv = α ·ϕ0
for some α ∈ AutG2. There exists an automorphism of G2 that acts as t 7→ t
−1 on T2 :=
ϕv(T1). Moreover, for groups of the types listed in the theorem, this automorphism
represents the only nontrivial element of Aut G2/Inn G2. So, if necessary, we can
replace ϕv by the composite of ϕv with this automorphism to ensure that α is inner
(and the restriction of ϕv to T1 is still defined over K, cf. the proof of Lemma 9.7 in
[13]). This shows that T1 admits a coherent (relative to ϕ0) Kv-embedding in G2 (in
the terminology introduced in [13], §9), for every v ∈ V K . Since T1 is Kv0 -anisotropic,
X2(T1) is trivial (cf. [7], Proposition 6.12). So, by Theorem 9.6 of [13], T1 admits a
coherent K-defined embedding in G2 which in particular is a K-embedding T1 → G2
which extends to a K-isomorphism G1 → G2. By symmetry, G1 and G2 have equivalent
systems of maximal K-tori. 
The following proposition complements Theorem 6.1 for groups of type An in that
it does not assume the existence of a place v0 ∈ V
K where the groups are anisotropic.
Proposition 6.3. Let G1 and G2 be two connected absolutely almost simple simply
connected algebraic groups of type An over a number field K, and let Li be the minimal
Galois extension of K over which Gi is of inner type. Assume that
(25) rkKv G1 = rkKv G2 for all v ∈ V
K ,
hence L1 = L2 =: L. In each of the following situations:
(1) G1 and G2 are inner forms,
(2) G1 and G2 are outer forms, and one of them is represented by SU(D, τ), where
D is a central division algebra over L with an involution τ of the second kind
that restricts to the nontrivial automorphism σ of L/K (then both groups are of
this form),
the groups G1 and G2 have equivalent systems of maximal K-tori.
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Proof. (1): We have Gi = SL1,Ai where Ai is a central simple algebra over K of
dimension (n + 1)2, and as in the proof of Lemma 6.2, it is enough to show that a
commutative e´tale (n + 1)-dimensional K-algebra E embeds in A1 if and only if it
embeds in A2. For v ∈ V
K , we can write
Ai ⊗K Kv =Md(v)i
(∆
(v)
i )
where ∆
(v)
i is a central division algebra over Kv, of degree m
(v)
i . As in the proof of
Lemma 6.2, we conclude that (25) implies m
(v)
1 = m
(v)
2 . On the other hand, it is well-
known (cf. [14], Propositions 2.6 and 2.7) that an (n + 1)-dimensional commutative
e´tale K-algebra E =
∏s
j=1E
(j), where E(j)/K is a finite (separable) field extension,
embeds in Ai if and only if for each j 6 s and all v ∈ V
K , the local degree [E
(j)
w : Kv]
is divisible by m
(v)
i for all extensions w|v, and the required fact follows.
(2): We have Gi = SU(Di, τi), where Di is a central simple algebra of degree m =
n + 1 over L with an involution τi such that τi|L = σ. Assume that D1 is a division
algebra. Then it follows from the Albert-Hasse-Brauer-Noether Theorem that m =
lcmw∈V L(m
(w)
1 ), where for w ∈ V
L, Di ⊗L Lw = Md(w)i
(∆
(w)
i ) with ∆
(w)
i a central
division algebra over Lw of degree m
(w)
i . For j = 1, 2, set
V Lj = {w ∈ V
L | [Lw : Kv] = j where w|v}.
It is well-known that m
(w)
i = 1 for w ∈ V
L
2 , so
m = lcmw∈V L1
(m
(w)
1 ).
On the other hand, for w ∈ V L1 we have Gi ≃ SLd(w)i ,∆
(w)
i
over Kv = Lw, hence
rkKv Gi = d
(w)
i − 1. Thus, (25) implies that m
(w)
1 = m
(w)
2 for all w ∈ V
L
1 , and therefore
m = lcmw∈V L1
(m
(w)
2 ).
It follows that D2 is a division algebra, as required.
Next, since any maximal K-torus of Gi is of the form RE/K(GL1) ∩ Gi for some
m-dimensional commutative e´tale L-algebra invariant under τi (cf. [14], Proposition
2.3), it is enough to show that for an m-dimensional commutative e´tale L-algebra E
with an involutive automorphism τ such that τ |L = σ, the existence of an embedding
ι1 : (E, τ) →֒ (D1, τ1) as L-algebras with involutions is equivalent to the existence of
an embedding ι2 : (E, τ) →֒ (D2, τ2). Since D1 is a division algebra, the existence of ι1
implies that E/L is a field extension, and then by Theorem 4.1 of [14], the existence of
ι2 is equivalent to the existence of an (L⊗K Kv)-embedding
ι
(v)
2 : (E ⊗K Kv , τ ⊗ idKv) →֒ (D2 ⊗K Kv, τ2 ⊗ idKv)
for all v ∈ V K . If v ∈ V K has two extensions w′, w′′ ∈ V L1 , then m
(w′)
i = m
(w′′)
i =:
m
(v)
i and the necessary and sufficient condition for the existence of ι
(v)
i is that for any
extension u of v to E, the local degree [Eu : Kv ] is divisible by m
(v)
i (cf. Proposition
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A.3 in [8]). Therefore, since m
(v)
1 = m
(v)
2 , the existence of ι
(v)
1 implies that of ι
(v)
2 . If v
has only one extension w to L, then w ∈ V L2 and
(Di ⊗K Kv , τi ⊗ idKv) ≃ (Mm(Lw), θi)
with θi given by θ((xst)) = a
−1
i (xts)ai where x 7→ x denotes the nontrivial automor-
phism of Lw/Kv and ai is a Hermitian matrix. Furthermore, rkKv Gi equals the Witt
index i(hi) of the Hermitian form hi with matrix ai. Then (25) yields that i(h1) = i(h2)
which as we have seen in the proof of Lemma 6.2(i) implies that h1 and h2 are similar.
Hence,
(D1 ⊗K Kv, τ1 ⊗ idKv) ≃ (D2 ⊗K Kv, τ2 ⊗ idKv),
and therefore again the existence of ι
(v)
1 implies the existence of ι
(v)
2 .
Finally, sinceD2 is also a division algebra, we can use the above argument to conclude
that (D1, τ1) and (D2, τ2) in fact have the same m-dimensional commutative e´tale L-
subalgebras invariant under the involutions as claimed. 
Remark 6.4. (1) We have already noted prior to Proposition 6.3 that the assumption
(2) of Theorem 6.1 is not needed in its statement. So, it is worth mentioning that
assumption (1) in this situation is in fact satisfied automatically: for groups of outer
type An this follows from Corollary 4.5 in [14], while for groups of inner type An it is
much simpler, viz. in the notation used in the proof of Proposition 6.3(1), one shows
that the algebras A1 and A2 contain a common field extension of K of degree (n+ 1).
This can also be established for groups of type Dn with n odd using Proposition A of
[14].
(2) We would like to clarify that assumption (2) of Theorem 6.1 is only needed
to conclude that X2(T1) is trivial for any maximal K-torus T1 of G1. However, this
fact holds for any maximal K-torus in a connected absolutely almost simple simply
connected algebraic K-group of inner type An unconditionally, cf. Remark 9.13 in [13].
So, the proof of Theorem 6.1 actually yields part (1) of Proposition 6.3.
Corollary 6.5. Let G1 and G2 be two connected absolutely almost simple simply con-
nected algebraic groups of type Ap−1, where p is a prime, over a number field K. Assume
that (25) holds and that L1 = L2 =: L. Then G1 and G2 have equivalent systems of
maximal K-tori.
Indeed, if G1 and G2 are inner forms (in particular, if p = 2) then our assertion
immediately follows from Proposition 6.3(1). Furthermore, if one of the groups is of
the form SU(D, τ) where D is a central division algebra over L of degree p then we can
use Proposition 6.3(2). It remains to consider the case where Gi = SU(L, hi) with hi a
nondegenerate hermitian form on Lp for i = 1, 2. Then the proof of Lemma 6.2(i) shows
that h1 and h2 are similar over Lw for all w ∈ V
L
2 . But then h1 and h2 are similar, i.e.,
G1 ≃ G2 over K and there is nothing to prove.
Here is a companion to Theorem 5.3 for groups of types A, D and E6.
Theorem 6.6. Let G1 and G2 be two connected absolutely almost simple algebraic
groups of the same Killing-Cartan type which is one of the following: An, D2n+1 (n > 1)
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or E6 defined over a field F of characteristic zero, and let Γi ⊂ Gi(F ) be a Zariski-
dense (Gi,Ki, Si)-arithmetic subgroup. Assume that for at least one i ∈ {1, 2} there
exists v
(i)
0 ∈ V
Ki such that Gi is anisotropic over (Ki)v(i)0
. Then either condition (Ci)
holds for some i ∈ {1, 2}, or K1 = K2 =: K and the groups G1 and G2 have equivalent
systems of maximal K-tori.
(We note that if G1 and G2 have equivalent systems of maximal K-tori then (Ci) can
hold only if S1 6= S2.)
Proof. We can obviously assume that for i = 1, 2, the group Gi is adjoint and Γi ⊂
Gi(Ki). According to Theorem 5.1, if neither (C1) nor (C2) hold, then we have
K1 = K2 =: K, L1 = L2 =: L, S1 = S2 =: S
and
rkKv G1 = rkKv G2 for all v ∈ V
K .
Furthermore, there exists m > 1 such that any m multiplicatively independent semi-
simple elements γ1, . . . , γm ∈ Γ1 are necessarily weakly contained in Γ2. Arguing as
in the proof of Theorem 5.1, we can find m multiplicatively independent elements
γ1, . . . , γm ∈ Γ1 so that the corresponding tori Ti = ZG1(γi)
◦ satisfy the following:
• θTi(Gal(LTi/L)) =W (G1, Ti);
• rkKv Ti = rkKv G1 for all v ∈ S.
Then the fact that γ1, . . . , γm are weakly contained in Γ2 would imply that there exists
a maximal K-torus T 02 of G2 and an i 6 m such that there is a K-isogeny T
0
2 →
T 01 := Ti. Since the common type of G1 and G2 is different from B2 = C2, F4 and G2,
it follows from Lemma 4.3 and Remark 4.4 in [13] that one can scale the isogeny so
that it induces an isomorphism between the root systems Φ(G1, T
0
1 ) and Φ(G2, T
0
2 ), and
therefore extends to a K-isomorphism G1 → G2 as these groups are adjoint. Passing to
the simply connected groups G˜1 and G˜2 and the corresponding tori T˜
0
1 and T˜
0
2 , we see
that there exists a K-isomorphism T˜ 01 → T˜
0
2 that extends to a K-isomorphism G˜1 → G˜2.
Note that by our construction we have rkKv T
0
i = rkKv Gi for i = 1, 2 and all real places
v of K. In view of our assumptions, we can invoke Theorem 6.1 to conclude that G˜1
and G˜2 have equivalent systems of maximal K-tori, and then the same remains true for
G1 and G2. 
It follows from Proposition 6.3 and Corollary 6.5 that the assertion of Theorem 6.6
remains valid without the assumption that there be v
(i)
0 ∈ V
Ki such that Gi is (Ki)v(i)0
-
anisotropic for groups of type An in the following three situations: (1) one of the Gi’s
is an inner form; (2) the simply connected cover of one of the Gi’s is isomorphic to
SU(D, τ) where D is a central division algebra over L with an involution τ of the
second kind that restricts to the nontrivial automorphism of L/K; (3) n = p− 1 where
p is a prime.
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7. Fields generated by the lengths of closed geodesics
Let G be an absolutely simple adjoint algebraic R-group such that G := G(R) is
noncompact. Pick a maximal compact subgroup K of G, and let X = K\G denote the
corresponding symmetric space considered as a Riemannian manifold with the metric
induced by the Killing form. Given a discrete torsion-free subgroup Γ ⊂ G, we consider
the associated locally symmetric space XΓ := X/Γ. It was shown in [13], 8.4, that every
(nontrivial) semisimple element γ ∈ Γ gives rise to a closed geodesic cγ in XΓ, and
conversely, every closed geodesic can be obtained that way. Moreover, the length ℓ(cγ)
can be written in the form (1/nγ) · λΓ(γ) where nγ > 1 is an integer and
(26) λΓ(γ) =
(∑
α
(log |α(γ)|)2
)1/2
where the summation is over all roots α of G with respect to an arbitrary maximal
R-torus T containing γ (Proposition 8.5 of [13]). In particular, for the set L(XΓ) of
lengths of all closed geodesics in XΓ we have
Q · L(XΓ) = Q · {λΓ(γ) | γ ∈ Γ nontrivial semisimple},
and the subfield of R generated by L(XΓ) coincides with the subfield generated by the
values λΓ(γ) for all semisimple γ ∈ Γ.
Now, let G1 and G2 be two absolutely simple adjoint algebraic R-groups such that
the group Gi := Gi(R) is noncompact for both i = 1, 2. For each i ∈ {1, 2}, we pick
a maximal compact subgroup Ki of Gi := Gi(R) and consider the symmetric space
Xi = Ki\Gi. Furthermore, given a discrete torsion-free Zariski-dense subgroup Γi of
Gi, we let XΓi := Xi/Γi denote the associated locally symmetric space. As above, for
i = 1, 2, we let wi denote the order of the Weyl group of Gi with respect to a maximal
torus, and let KΓi be the field of definition of Γi, i.e. the subfield of R generated by
the traces Tr Ad γ for γ ∈ Γi. In this section, we will focus our attention on the fields
Fi generated by the set L(XΓi), for i = 1, 2.
The results of this section depend on the truth of Schanuel’s conjecture from tran-
scendental number theory (hence they are conditional). For the reader’s convenience
we recall its statement (cf. [1], [2], p. 120).
Schanuel’s conjecture. If z1, . . . , zn ∈ C are linearly independent over Q, then the
transcendence degree (over Q) of the field generated by
z1, . . . , zn; e
z1 , . . . , ezn
is > n.
Assuming Schanuel’s conjecture and developing the techniques of [11], we prove the
following proposition which enables us to connect the results of the previous sections
to some geometric problems involving the sets L(XΓi) and the fields Fi.
Proposition 7.1. Let K ⊂ R be a subfield of finite transcendence degree d over Q, let
G1 and G2 be semisimple K -groups, and for i ∈ {1, 2}, let Γi ⊂ Gi(K ) ⊂ Gi(R) be a
discrete Zariski-dense torsion-free subgroup. As above, for i = 1, 2, let Fi be the subfield
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of R generated by the λΓi(γ) for all nontrivial semi-simple γ ∈ Γi, where λΓi(γ) is given
by equation (26) for G = Gi. If nontrivial semisimple elements γ1, . . . , γm ∈ Γ1 are
multiplicatively independent and are not weakly contained in Γ2, then the transcendence
degree of F2(λΓi(γ1), . . . , λΓi(γm)) over F2 is > m− d.
Proof. We can assume that m > d as otherwise there is nothing to prove. It was
shown in [13] (see the remark after Proposition 8.5) that for i = 1, 2 and any nontrivial
semisimple element γ ∈ Γi, the value λΓi(γ)
2, where λΓi(γ) is provided by (26), can be
written in the form
(27) λΓi(γ)
2 =
p∑
k=1
sk (log χk(γ))
2 ,
where χ1, . . . , χp are some positive characters of a maximal R-torus T of Gi containing
γ, and s1, . . . , sp are some positive rational numbers. Furthermore, we note that if
γ ∈ Γi is a semisimple element 6= 1 and T is a maximal R-torus of Gi containing γ
then the condition |α(γ)| = 1 for all roots α of Gi with respect to T would imply
that the nontrivial subgroup 〈γ〉 is discrete and relatively compact, hence finite. This
is impossible as Γi is torsion-free, so we conclude from (26) that λΓi(γ) > 0 for any
nontrivial γ ∈ Γi. Thus, assuming that γ ∈ Γi is nontrivial and renumbering the
characters in (27), we can arrange so that
aγ,1 = log χ1(γ), . . . , aγ,dγ = logχdγ (γ) with dγ > 1,
form a basis of the Q-vector subspace of R spanned by logχ1(γ), . . . , log χp(γ). Then
we can write λΓi(γ)
2 = qγ(aγ,1, . . . , aγ,dγ ) where qγ(t1, . . . , tdγ ) is a nontrivial rational
quadratic form. Thus, for any nontrivial semisimple γ ∈ Γi there exists a finite set
Aγ = {aγ,1, . . . , aγ,dγ}, with dγ > 1, of real numbers linearly independent over Q, each
of which is the logarithm of the value of a positive character on γ, such that
λΓi(γ)
2 = qγ(aγ,1, . . . , aγ,dγ ),
where qγ(t1, . . . , tdγ ) is a nonzero rational quadratic form. We fix such Aγ and qγ for
each nontrivial semi-simple γ ∈ Γi, where i = 1, 2, for the remainder of the argument.
Let Mi be the subfield of R generated by the values λΓi(γ)
2 = qγ(aγ,1, . . . , aγ,dγ ) for all
nontrivial semisimple γ ∈ Γi.
Now, suppose γ1, . . . , γm ∈ Γ1 are as in the statement of the proposition. It is enough
to show that for any finitely generated subfield M ′2 ⊂ M2, we have
tr. degM ′2 M
′
2(λΓi(γ1)
2, . . . , λΓi(γm)
2) > m− d.
Indeed, this would imply that tr. degM2 M2(λΓi(γ1)
2, . . . , λΓi(γm)
2), and hence (as
F2/M2 is algebraic) tr. degF2 F2(λΓi(γ1)
2, . . . , λΓi(γm)
2) is > m − d, yielding the
proposition. We now note that any finitely generated subfield M ′2 ⊂ M2 is contained
in a subfield of the form PΘ2 for some finite set Θ2 = {γ
(2)
1 , . . . , γ
(2)
m2} of nontrivial
semisimple elements of Γ2, which by definition is generated by
⋃m2
k=1Aγ(2)
k
. So, it is
enough to prove that if γ1, . . . , γm ∈ Γ1 are as in the statement of the proposition then
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for any finite set Θ2 of nontrivial semi-simple elements of Γ2 we have
(28) tr. degPΘ2
PΘ2(λΓi(γ1), . . . , λΓi(γm)) > m− d.
Since the elements γ1, . . . , γm are multiplicatively independent, the elements of
A =
m⋃
j=1
Aγj
are linearly independent (over Q). Let B be a maximal linearly independent (over Q)
subset of
⋃m2
k=1Aγ(2)
k
. Since γ1, . . . , γm are not weakly contained in Γ2, the elements of
A ∪ B are linearly independent over Q. Let α = |A| and β = |B|. Then by Schanuel’s
conjecture, the transcendence degree over Q of the field generated by
A ∪B ∪ A˜ ∪ B˜, where A˜ = {es | s ∈ A} and B˜ = {es | s ∈ B},
is > α + β. But the set A˜ ∪ B˜ consists of the values of certain characters on certain
semi-simple elements lying in Γi ⊂ Gi(K ), and therefore is contained in K . It follows
that the transcendence degree over Q of the field generated by A˜ ∪ B˜ is 6 d, and
therefore the transcendence degree of the field generated by A ∪B is > α+ β − d. So,
tr. degQ(B)Q(A ∪B) = tr. degQQ(A ∪B)− tr. degQQ(B) >
> (α+ β − d)− β = α− d.
Thus, there exists a subset C ⊂ A of cardinality 6 d such that the elements of A \ C
are algebraically independent over Q(B). Since C intersects at most d of the sets Aγj ,
j 6 m, we see that after renumbering, we can assume that the elements of
D =
m−d⋃
j=1
Aγj
are algebraically independent over Q(B). Since Q(B) coincides with PΘ2 , (28) follows
from the following simple lemma. 
Lemma 7.2. Let F be a field, and let E = F (t1, . . . , tn), where t1, . . . , tn are alge-
braically independent over F. Let
{1, 2, . . . , n} = I1 ∪ · · · ∪ Is
be an arbitrary partition, and let Ej be the field generated over F by the ti for i ∈ Ij .
For each j ∈ {1, . . . , s}, pick fj ∈ Ej \ F. Then
tr. degF F (f1, . . . , fs) = s.
Now if property (Ci) holds for i = 1 or 2, then Proposition 7.1 implies the following
at once.
Corollary 7.3. Notations and assumptions are as in Proposition 7.1, assume that
condition (Ci) holds for either i = 1 or 2. Then the transcendence degree of F1F2
over F3−i is infinite, i.e. condition (Ti) (of the introduction) holds.
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Combining the corollary with Theorem 4.2, we obtain Theorem 1 (of the introduc-
tion). This theorem has the following important consequence. In [13], §8, we had to
single out the following exceptional case
(E) One of the locally symmetric spaces, say, XΓ1 , is 2-dimensional and the corre-
sponding discrete subgroup Γ1 cannot be conjugated into PGL2(K), for any
number field K ⊂ R, and the other space, XΓ2 , has dimension > 2,
which was then excluded in some of our results. Theorem 1(1) shows that the locally
symmetric spaces as in (E) can never be length-commensurable (assuming Schanuel’s
conjecture), and therefore all our results are in fact valid without the exclusion of case
(E).
As we mentioned in the introduction, much more precise results are available when
the groups Γ1 and Γ2 are arithmetic. In this section we will prove Theorems 2 and 3
that treat the case where G1 and G2 are of the same Cartan-Killing type, and postpone
the proof of Theorem 4, where one of the group is of type Bn and the other is of type
Cn for some n > 3, until the next section. In fact, Theorem 2 follows immediately from
Corollary 7.3 and Theorem 5.3. It should be noted that while Theorem 2 asserts that
conditions (Ti) and (Ni) hold for at least one i ∈ {1, 2}, these may not hold for both i.
Example 7.4. Let D1 and D2 be the quaternion algebras over Q with the sets of
ramified places {2, 3} and {2, 3, 5, 7}, respectively. Set Gi = PSL1,Di , and let Γi be a
torsion-free subgroup of Gi(Q), for i = 1, 2. Over R, both G1 and G2 are isomorphic
to G = PSL2, so Γ1 and Γ2 can be viewed as arithmetic subgroups of G = G(R). The
symmetric space X associated with G is the hyperbolic plane H2, so the corresponding
locally symmetric spaces XΓ1 and XΓ2 are arithmetically defined hyperbolic 2-manifolds
that are not commensurable as the groups G1 and G2 are not Q-isomorphic. At the
same time, our choice of D1 and D2 implies that every maximal subfield of D2 is
isomorphic to a maximal subfield of D1 which entails that Q · L(XΓ2) ⊂ Q · L(XΓ1),
hence F2 ⊂ F1. Thus, F1F2 = F1, so (T1) does not hold (although (T2) does hold).
Next, we will derive Theorem 3 from Theorem 6.6. Let Γi be (Gi,Ki)-arithmetic.
Assume that (Ti), hence (Ci), does not hold for either i = 1 or 2. Then by Theorem
6.6 we necessarily have K1 = K2 =: K, and the groups G1, G2 have equivalent systems
of maximal K-tori. By the assumption made in Theorem 3, K 6= Q. The field K has
the real place associated with the identity embedding K →֒ R but since K 6= Q, it
necessarily has another archimedean place v0, and the discreteness of Γi implies that Gi
is Kv0-anisotropic. Thus, Theorem 6.6 applies to the effect that the groups G1 and G2
have equivalent systems of maximal K-tori. Then the fact that Q ·L(XΓ1) = Q ·L(XΓ2)
follows from the following.
Proposition 7.5. (cf. [13], Proposition 9.14) Let G1 and G2 be connected absolutely
simple algebraic groups such that Gi = Gi(R) is noncompact for both i = 1, 2, and let
Xi be the symmetric space associated with Gi. Furthermore, let Γi ⊂ Gi be a discrete
torsion-free (Gi,K)-arithmetic subgroup (where K ⊂ R is a number field), and XΓi =
X/Γi be the corresponding locally symmetric space for i = 1, 2. If G1 and G2 have
equivalent systems of maximal K-tori, then XΓ1 and XΓ2 are length-commensurable.
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This is essentially Proposition 9.14 of [13] except that here we require that the groups
G1 and G2 have equivalent systems of maximal K-tori instead of the more technical
requirement of having coherently equivalent systems of maximal K-tori used in [13];
this change however does not affect the proof.
The analysis of our argument in conjunction with Proposition 6.3 and Corollary
6.5 shows that the assertion of Theorem 3 remains valid without the assumption that
KΓi 6= Q at least in the following situations where G1 and G2 are of type An: (1) one
of the Gi’s is an inner form; (2) one of the Gi’s is represented by SU(D, τ) where D is
a central division algebra over L with an involution τ of the second kind that restricts
to the nontrivial automorphism of L/K; (3) n = p− 1, where p is a prime.
To illustrate our general results in a concrete geometric situation, we will now prove
Corollary 1 of the introduction. The hyperbolic d-space Hd is the symmetric space of
the group G(d) = PSO(d, 1). For d > 2, set ℓ =
[
d+ 1
2
]
. Then for d 6= 3, G(d) is an
absolutely simple group of type Bℓ if d is even, and of type Dℓ if d is odd. Furthermore,
the order w(d) of the Weyl group of G(d) is given by:
w(d) =
{
2ℓ · ℓ! , d is even,
2ℓ−1 · ℓ! , d is odd.
One easily checks that w(d) < w(d + 1) for any d > 2, implying that w(d1) > w(d2)
whenever d1 > d2. With these remarks, assertions (i) and (ii) follow from Theorem 1.
Furthermore, using the above description of the Killing-Cartan type of G(d) one easily
derives assertions (iii) and (iv) from Theorems 2 and 3, respectively.
It follows from ([7], Theorem 5.7) that given a discrete torsion-free (Gi,Ki)-arithmetic
subgroup of Gi, the compactness of the locally symmetric space XΓi is equivalent to the
fact that Gi is Ki-anisotropic. Combining this with Theorem 5.8, we obtain Theorem
5.
Generalizing the notion of length-commensurability, one can define two Riemannian
manifolds M1 and M2 to be “length-similar” if there exists a real number λ > 0 such
that
Q · L(M2) = λ ·Q · L(M1).
One can show, however, that for arithmetically defined locally symmetric space, in
most cases, this notion is redundant, viz. it coincides with the notion of length com-
mensurability.
Corollary 7.6. Let Γi ⊂ Gi(R) be a finitely generated Zariski-dense torsion-free sub-
group. Assume that there exists λ ∈ R>0 such that
(29) Q · L(XΓ1) = λ ·Q · L(XΓ2).
Then
(i) w1 = w2 (hence either G1 and G2 are of the same type, or one of them is of
type Bn and the other of type Cn for some n > 3) and KΓ1 = KΓ2 =: K.
Assume now that Γ1 and Γ2 are arithmetic. Then
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(ii) rkR G1 = rkR G2, and either G1 ≃ G2 over R, or one of the groups is of type
Bn and the other is of type Cn;
(iii) if Γi is (Gi,K)-arithmetic then rkK G1 = rkK G2, and consequently, if one of
the spaces is compact, the other must also be compact;
(iv) if G1 and G2 are of the same type which is different from An, D2n+1 (n > 1)
or E6 then XΓ1 and XΓ2 are commensurable, hence length-commensurable;
(v) if G1 and G2 are of the same type which is one of the following: An, D2n+1
(n > 1) or E6, then provided that KΓi 6= Q for at least one i ∈ {1, 2}, the
spaces XΓ1 and XΓ2 are length-commensurable (although not necessarily com-
mensurable).
Proof. If (29) holds then obviously (Ni) cannot possibly hold for either i = 1 or 2. So,
assertion (i) immediately follows from Theorem 1. Now, if Γi is (Gi,K)-arithmetic,
then neither (N1) nor (N2) holds, so neither (C1) nor (C2) can hold (cf. Corollary
7.3). So by Theorem 5.1 we have rkKv G1 = rkKv G2 for all v ∈ V
K ; in particular,
rkR G1 = rkR G2. Moreover, if G1 and G2 are of the same type then by Theorem 5.6,
the Tits indices over R of G1 and G2 are isomorphic, and thereforeG1 ≃ G2, so assertion
(ii) follows. Regarding (iii), the fact that rkK G1 = rkK G2 is again a consequence of
Theorem 5.6 in conjunction with Corollary 7.3; to relate this to the compactness of the
corresponding locally symmetric spaces one argues as in the proof of Theorem 5 above.
Finally, assertions (iv) and (v) follow from Theorems 2 and 3 respectively. 
We note that assertions (iv) and (v) of the above corollary assert that if two arithmeti-
cally defined locally symmetric spaces of the same group are not length-commensurable
then, under certain assumption, one cannot make them length-commensurable by scal-
ing the metric on one of them (cf., however, Theorem 4).
8. Groups of types Bn and Cn
The goal of this section is to prove Theorem 4. Our argument will heavily rely on
the results of [5]. Here is one of the main results.
Theorem 8.1. ([5], Theorem 1.1) Let G1 and G2 be connected absolutely simple adjoint
groups of types Bn and Cn (n > 3) respectively over a field F of characteristic zero, and
let Γi be a Zariski-dense (Gi,K, S)-arithmetic subgroup. Then Γ1 and Γ2 are weakly
commensurable if and only if the following conditions hold:
(1) rkKv G1 = rkKv G2 = n (in other words, G1 and G2 are split over Kv) for all
nonarchimedean v ∈ V K , and
(2) rkKv G1 = rkKv G2 = 0 or n (i.e., both G1 and G2 are either anisotropic or
split) for every archimedean v ∈ V K .
Furthermore, it has been shown in [5] that the same two conditions precisely charac-
terize the situations where G1 and G2 have the same isogeny classes of maximal K-tori,
or, equivalently, G1 and G˜2 (the universal cover of G2) have the same isomorphism
classes of maximal K-tori. We need the following proposition which has actually been
established in the course of the proof of Theorem 8.1 in [5].
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Proposition 8.2. Notations and conventions be as in Theorem 8.1. Assume that
v0 ∈ V
K is such that the corresponding condition (1) or (2) fails. Then for at least one
i ∈ {1, 2} there exists a Kv0-isotropic maximal torus Ti(v0) of Gi such that no maximal
K-torus Ti of Gi satisfying
(i) θTi(Gal(KTi/K)) =W (Gi, Ti),
(ii) Ti is conjugate to Ti(v0) by an element of Gi(Kv0)
is K-isogeneous to a maximal K-torus of G3−i.
We will now use this proposition to prove the following.
Proposition 8.3. Notations and conventions be as in Theorem 8.1. Assume that there
exists v0 ∈ V
K such that the corresponding condition (1) or (2) fails. Then condition
(Ci) holds for at least one i ∈ {1, 2}.
Proof. As G1 and G2 are adjoint, Γi ⊂ Gi(K) for i = 1, 2. Pick i ∈ {1, 2} and a maximal
Kv0-torus Ti(v0) of Gi as in Proposition 8.2; we will show that property (Ci) holds for
this i. Fix m > 1. Using Theorem 3.3, we can find maximal K-tori T1, . . . , Tm of Gi
that are independent over K and satisfy the following conditions for each j 6 m:
• θTj(Gal(KTj/K)) =W (Gi, Tj),
• Tj is conjugate to Ti(v0) by an element of Gi(Kv0), and
rkKv Tj = rkKv Gi for all v ∈ S \ {v0}.
Since Ti(v0) is Kv-isotropic, we have dTj (S) :=
∑
v∈S rkKvTj > 0 no matter whether
or not v0 belongs to S. Besides, Tj is automatically K-anisotropic, so it follows from
Dirichlet’s Theorem that one can pick an element of infinite order γj ∈ Γi ∩ Tj(K) for
each j 6 m. These elements are multiplicatively independent by Lemma 2.1, so we only
need to show that they are not weakly contained in Γ3−i. However, by Theorem 2.3, a
relation of weak containment would imply that Tj for some j 6 m would admit a K-
isogeny onto a maximal K-torus T (2) of G2. However, this is impossible(cf. Proposition
8.2). 
Let G1 and G2 be connected absolutely simple adjoint algebraic R-groups of type
Bn and Cn (n > 3) respectively, and let Γi be a discrete torsion-free (Gi,Ki)-arithmetic
subgroup of Gi = Gi(R), for i = 1, 2. If K1 6= K2, then either condition (T1) or (T2)
holds for the locally symmetric spaces XΓ1 and XΓ2 by Theorem 1. So, let us assume
that K1 = K2 =: K. If there exists v0 ∈ V
K such that the corresponding condition (1)
or (2) of Theorem 8.1 fails, then by Proposition 8.3 the groups Γ1 and Γ2 satisfy (Ci)
for at least one i ∈ {1, 2}, and then (Ti) holds for the same i (cf. Corollary 7.3). So, to
complete the proof of Theorem 4, it remains to be shown that if conditions (1) and (2)
of Theorem 8.1 hold for all v ∈ V K , then
(30) Q · L(XΓ2) = λ ·Q · L(XΓ1) where λ =
√
2n+ 2
2n− 1
.
We will show that provided the conditions (1) and (2) of Theorem 8.1 hold, given a max-
imal K-torus T1 of G1, there exists a maximal K-torus T2 of G˜2 and a K-isomorphism
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T1 → T2 such that for any γ1 ∈ T1(K), and the corresponding γ2 ∈ T2(K), one can
relate the following sets
{α(γ1) | α ∈ Φ(G1, T1)} and {α(γ2) | α ∈ Φ(G˜2, T2)},
and derive information about the ratio of the lengths of the closed geodesics associated
to γ1 and γ2. The easiest way to do this is to use the description of maximal K-tori of
G1 and G˜2 in terms of commutative e´tale algebras.
The group G1 can be realize as the special unitary group SU(A1, τ1) where A1 =
M2n+1(K) and τ1 is an involution of A1 of orthogonal type (which means that dimK A
τ1
1 =
(2n+ 1)(n + 1)). Any maximal K-torus T1 of G1 corresponds to a maximal commuta-
tive e´tale τ1-invariant subalgebra E1 of A1 such that dimK E
τ1
1 = n+1; more precisely,
T =
(
RE1/K(GL1) ∩ G1
)◦
. It is more convenient for our purposes to think that T1 cor-
responds to an embedding ι1 : (E1, σ1) →֒ (A1, τ1) of algebras with involution, where
E1 is a commutative e´tale K-algebra of dimension (2n+1) equipped with an involution
σ1 such that dimK E
σ1
1 = n+ 1.
Similarly, the group G˜2 can be realized as the special unitary group SU(A2, τ2), where
A2 is a central simple algebra over K of dimension 4n
2, and τ2 is an involution of A2 of
symplectic type (i.e., dimK A
τ2
2 = (2n+−1)n). Furthermore, any maximal K-torus T2
corresponds to an embedding ι2 : (E2, σ2) →֒ (A2, τ2) of algebras with involution where
E2 is a commutative e´tale K-algebra of dimension 2n equipped with an involution σ2
such that dimK E
σ2
2 = n.
Now, any involutory commutative e´tale algebra (E1, σ1) as above admits a decom-
position
(E1, σ1) = (E˜1, σ˜1)⊕ (K, idK)
where E˜1 ⊂ E1 is a (2n)-dimensional σ1-invariant subalgebra and σ˜1 = σ1|E˜1; note
that dimK E˜
σ˜1
1 = n. It was shown in [5] using Theorem 7.3 of [14] that if con-
ditions (1) and (2) of Theorem 8.1 hold then (E1, σ1) as above admits an embed-
ding ι1 : (E1, σ1) →֒ (A1, τ1) if and only if (E2, σ2) := (E˜1, σ˜1) admits an embedding
ι2 : (E2, σ2) →֒ (A2, τ2). This implies that for any maximal K-torus T1 of G1 there exists
a K-isomorphism ϕ : T1 → T2 onto a maximal K-torus T2 of G˜2 that is induced by the
above correspondence between the associated algebras (E1, σ1) and (E2, σ2), and vice
versa. Fix the tori T1, T2, the K-isomorphism ϕ, the algebras (E1, σ1), (E2, σ2) and the
embeddings ι1, ι2 for the remainder of this section. We also assume henceforth that the
discrete torsion-free subgroups Γi ⊂ Gi are (Gi,K)-arithmetic. Given γ1 ∈ T1(K) ∩ Γ1,
set γ2 = ϕ(γ1) ∈ T2(K). Then there exists n2 > 1 such that γ
n2
2 ∈ Γ2. It follows from
the discussion at the beginning of §7 that the ratio ℓΓ2(cγn22
)/ℓΓ1(cγ1) of the lengths of
the corresponding geodesics is a rational multiple of the ratio λΓ2(γ2)/λΓ1(γ1). Let us
show that in fact
(31) λΓ2(γ2)/λΓ1(γ1) =
√
2n+ 2
2n− 1
.
Indeed, let x ∈ E1 such that ι1(x) = γ1. The roots of the characteristic polynomial of
x are of the form
λ1, . . . , λn, λ
−1
1 , . . . , λ
−1
n , 1
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for some complex numbers λ1, . . . , λn. Then
(32) {α(γ1) | α ∈ Φ(G1, T1)} = {λ
±1
i } ∪ {λ
±1
i · λ
±1
j | i < j}.
For the corresponding “truncated” element x˜ ∈ E˜1 = E2, the roots of the characteristic
polynomial are
λ1, . . . , λn, λ
−1
1 , . . . , λ
−1
n ,
and
(33) {α(γ2) | α ∈ Φ(G2, T2)} = {λ
±2
i } ∪ {λ
±1
i · λ
±1
j | i < j}.
Set µi = log |λi|. Then it follows from (32) that
λΓ1(γ1)
2 =
n∑
i=1
(±µi)
2 +
∑
16i<j6n
(±µi ± µj)
2 = (4n − 2) ·
n∑
i=1
µ2i .
Similarly, we derive from (33) that
λΓ2(γ2)
2 =
n∑
i=1
(±2µi)
2 +
∑
16i<j6n
(±µi ± µj)
2 = 4(n+ 1) ·
n∑
i=1
µ2i .
Comparing these equations, we obtain (31). Then the inclusion ⊃ in (30) follows imme-
diately, and the opposite inclusion is established by a symmetric argument, completing
the proof of Theorem 4.
Since the symmetric space of the real rank-one form of type Bn is the (real) hyper-
bolic space H2n, and the symmetric space of the real rank-one form of type Cn is the
quaternionic hyperbolic space Hn
H
, we obtain the following.
Corollary 8.4. Let M1 be an arithmetic quotient of H2n, and M2 be an arithmetic
quotient of Hn
H
where n > 3. Then M1 and M2 satisfy (Ti) and (Ni) for at least one
i ∈ {1, 2}; in particular, M1 and M2 are not length-commensurable.
(We see from Theorem 1 that the same conclusion holds when M1 is as in the above
corollary but M2 is an arithmetic quotient of HmH with m 6= n.)
On the other hand, using Theorem 4, one can construct compact locally symmetric
spaces with isometry groups of types Bn and Cn (n > 3), respectively, that are length-
similar - so, these spaces can be made length-commensurable by scaling the metric on
one of them. According to the results of Sai-Kee Yeung [20], however, scaling will never
make these spaces (or their finite-sheeted covers) isospectral.
Appendix. Proofs of Theorems 5.7 and 5.7′
First, we need to review some notions pertaining to the Tits index and recall some
of the results established in [13]. Let G be a semi-simple algebraic K-group. Pick a
maximal K-torus T0 of G that contains a maximal K-split torus S0 and choose coherent
orderings on X(T0) ⊗Z R and X(S0)⊗Z R (which means that the linear map between
these vector spaces induced by the restriction X(T0) → X(S0) takes nonnegative ele-
ments to nonnegative elements). Let ∆0 ⊂ Φ(G,T0) denote the system of simple roots
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corresponding to the chosen ordering on X(T0)⊗ZR. Then a root α ∈ ∆0 (or the corre-
sponding vertex in the Dynkin diagram) is distinguished in the Tits index of G/K if its
restriction to S0 is nontrivial. Let ∆
(d)
0 be the set of distinguished roots in ∆0 and P be
the minimal parabolic K-subgroup containing S0 determined by the above ordering on
Φ(G,T0) (⊂ X(T0)). Then ZG(S0) is the unique Levi subgroup of P containing T0, and
∆0 \∆
(d)
0 is a basis of its root system with respect to T0. Moreover, the set Φ(P, T0)
of roots of P with respect to T0 is the union of positive roots in Φ(G,T0) (positive
with respect to the ordering fixed above) and the roots Φ(ZG(S0), T0) of the subgroup
ZG(S0); hence, ∆0 \∆
(d)
0 = ∆0∩−Φ(P, T0). The set of roots of the unipotent radical of
P is the set of all positive roots except the roots which are nonnegative integral linear
combination of the roots in ∆0 \∆
(d)
0 .
The notion of a distinguished vertex is invariant in the following sense: choose an-
other compatible orderings on X(T0) ⊗Z R and X(S0) ⊗Z R. Let ∆′0 ⊂ Φ(G,T0) be
the system of simple roots corresponding to this new ordering and ∆′0
(d) be the set
of distinguished simple roots. Then there exists a unique element w in the Weyl
group W (G,T0) such that ∆
′
0 = w(∆0) and we call the identification of ∆0 with
∆′0 using w the canonical identification. We assert that the canonical identification
identifies distinguished roots with distinguished roots. To see this, note that if P ′
is the minimal parabolic k-subgroup containing S0 determined by the new ordering,
then there exists n ∈ NG(S0)(K) such that P
′ = nPn−1. As nT0n
−1 ⊂ ZG(S0), we
can find z ∈ ZG(S0)(Ksep) such that znT0(zn)
−1 = T0, i.e., zn normalizes T0, and
zn(∆0 \ ∆
(d
0 = ∆
′
0 \ ∆
′
)
(d). It is obvious that znP (zn)−1 = P ′ and that zn carries
the set of roots which are positive with respect to the first ordering into the set of
roots which are positive with respect to the second ordering. Therefore, nz carries
∆0 into ∆
′
0, and hence w is its image in the Weyl group. From this we conclude
that w(∆0 \ ∆
(d)
0 ) = ∆
′
0 \∆
′
0
(d), which implies that w(∆
(d)
0 = ∆
′
0
(d). This proves our
assertion.
We recall that G is K-isotropic if and only if the Tits index of G/K has a distin-
guished vertex, and, more generally, rkK G equals the number of distinguished orbits
in ∆0 under the ∗-action (for the definition and properties of the ∗-action see [13], §4).
Let now T be an arbitrary maximal K-torus of G. Fix a system of simple roots
∆ ⊂ Φ(G,T ). Let K be a field extension of K such that both T and T0 split over it.
Then there exists g ∈ G(K ) such that the inner automorphism ig : x 7→ gxg
−1 carries
T0 onto T and i
∗
g(∆) = ∆0. Moreover, such a g is unique up to right multiplication
by an element of T0(K ), implying that the identification of ∆ with ∆
0 provided by
i∗g does not depend on the choice of g, and we call it the canonical identification. A
vertex α ∈ ∆ is said to correspond to a distinguished vertex in the Tits index of G/K if
the vertex α0 ∈ ∆0 corresponding to α in the canonical identification is distinguished;
the set of all such vertices in ∆ will be denoted by ∆(d)(K). Clearly, the group G is
quasi-split over K if and only if ∆(d)(K) = ∆. The notion of canonical identification
can be extended in the obvious way to the situation where we are given two maximal
K-tori T1, T2 of G and the systems of simple roots ∆i ∈ Φ(G,Ti) for i = 1, 2; under the
canonical identification ∆
(d)
1 (K) is mapped onto ∆
(d)
2 (K). The ∗-action of the absolute
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Galois group Gal(Ksep/K) on ∆1 and ∆2 commutes with the canonical identification of
∆1 with ∆2, see Lemma 4.1(a) of [13]. The set ∆
(d)(K) is invariant under the ∗-action,
so it makes sense to talk about distinguished orbits.
Let now K be a number field. We say that an orbit of the ∗-action in ∆ is distin-
guished everywhere if it is contained in ∆(d)(Kv) for all v ∈ V
K . The following was
established in [13], Proposition 7.2:
• An orbit of the ∗-action in ∆ is distinguished (i.e., is contained in ∆(d)(K)) if
and only if it is distinguished everywhere.
This implies the following (Corollary 7.4 in [13]):
• Let G be an absolutely almost simple group of one of the following types: Bn
(n > 2), Cn (n > 2), E7, E8, F4 or G2. If G is isotropic over Kv for all real
v ∈ V K∞ , then G is isotropic over K. Additionally, if G is as above, but not of
type E7, then rkK G = min
v∈V K
rkKv G.
Before proceeding to the proof of Theorem 5.7, we observe that since by assumption
L1 = L2 =: L, it follows from condition (1) in the statement of that theorem that
θTi(Gal(LTi/L)) =W (Gi, Ti) for i = 1, 2.
So, the fact that there is a isogeny T1 → T2 defined over L implies that w1 = w2. Thus,
this condition holds in both the Theorems 5.7 and 5.7′. As we already mentioned, this
implies that either the groups G1 and G2 are of the same Killing-Cartan type, or one
of them is of type Bn and the other is of type Cn for some n > 3; in particular, the
groups have the same absolute rank.
Proof of Theorem 5.7 for types Bn, Cn, E8, F4 and G2. As we mentioned above, for
these types we have
rkK Gi = min
v∈V K
rkKv Gi for i = 1, 2.
Condition (2) of the theorem implies that rkKv G1 = rkKv G2 for all v ∈ V. On the
other hand, for v /∈ V, both G1 and G2 are split over Kv , which automatically makes
the local ranks equal. It follows that rkK G1 = rkK G2. Furthermore, inspecting the
tables in [18], one observes that the Tits index of an absolutely almost simple group G
of one of the above types over a local or global field K is completely determined by its
K-rank, and our assertion about the local and global Tits indices of G1 and G2 being
isomorphic follows (in case G1 and G2 are of the same type). 
Proof of Theorem 5.7′ for types Bn, Cn, E7, E8, F4 and G2. It is enough to show that
G2 is K2v-isotropic for all v ∈ V
K2 , and in fact, since G2 is assumed to be quasi-split
over K2v for all v /∈ V2, it is enough to check this only for v ∈ V2. However by our
construction, each v ∈ V2 is an extension of some v0 ∈ V1. Since G1 is K1-isotropic, we
have
rkK2v T1 > rkK1v0 T1 = rkK1v0 G1 > 0,
so the existence of a K2-isogeny T1 → T2 implies that rkK2v T2 > 0, hence G2 is
K2v-isotropic as required. 
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Thus, it remains to prove Theorems 5.7 and 5.7′ assuming that G1 and G2 are of the
same type which is one of the following: An, Dn, E6 and E7 (recall that Theorem 5.7
′
has already been proven for groups of type E7). Then replacing the isogeny π : T1 → T2,
which is defined over K in Theorem 5.7 and over K2 in Theorem 5.7
′, with a suitable
multiple, we may (and we will) assume that π∗(Φ(G2, T2)) = Φ(G1, T1). Besides, we
may assume through the rest of the appendix that G1 and G2 are adjoint, and then π
extends to an isomorphism π¯ : G1 → G2 over a separable closure of the field of definition
(cf. Lemma 4.3(2) and Remark 4.4 in [13]). This has two consequences that we will
need. First, the assumption that L1 = L2 in Theorem 5.7 implies that the orbits of the
∗-action on a system of simple roots ∆1 ⊂ Φ(G1, T1) correspond under π
∗ to the orbits
of the ∗-action on the system of simple roots ∆2 ⊂ Φ(G2, T2) such that π
∗(∆2) = ∆1,
and this remains true over any completion Kv. Thus, it is enough to prove for each
v ∈ V K that α1 ∈ ∆1 corresponds to a distinguished vertex in the Tits index of
G1/Kv if and only if α2 := π
∗−1(α1) ∈ ∆2 corresponds to a distinguished vertex in
the Tits index of G2/Kv . Similarly, the assumption that L2 ⊂ K2L1 in Theorem 5.7
′
implies (in the above notations) that if O1 ⊂ ∆1 is an orbit of the ∗-action, then
(π∗)−1(O1) is a union of orbits of the ∗-action. Consequently, it is enough to prove
that if α1 ∈ ∆ corresponds to a distinguished vertex in the Tits index of G1/K1, then
α2 := π
∗−1(α1) ∈ ∆2 corresponds to a distinguished vertex in the Tits index of G2/K2v
for all v ∈ V K2 .
Second, given two systems of simple roots ∆′1,∆
′′
1 ⊂ Φ(G1, T1) and the corresponding
systems of simple roots ∆′2,∆
′′
2 ⊂ Φ(G2, T2), an identification (induced by an automor-
phism of the root system) ∆′1 ≃ ∆
′′
1 is canonical if and only if the corresponding
identification ∆′2 ≃ ∆
′′
2 is canonical.
Proof of Theorem 5.7 for the remaining types. As above, fix systems of simple roots
∆i ⊂ Φ(Gi, Ti) for i = 1, 2 so that π
∗(∆2) = ∆1. We need to show, for each v ∈ V
K ,
that a root α1 ∈ ∆1 corresponds to a distinguished vertex in the Tits index of G1/Kv
if and only if α2 := π
∗−1(α1) ∈ ∆2 corresponds to a distinguished vertex in the Tits
index of G2/Kv . This is obvious if both G1 and G2 are quasi-split over Kv as then all
the vertices in the Tits indices of G1/Kv and G2/Kv are distinguished. So, it remains
to consider the case where v ∈ V. Let Svi be the maximal Kv-split subtorus of Ti. Since
rkKv Ti = rkKv Gi, we see that S
v
i is actually a maximal Kv-split torus of Gi for i = 1, 2,
and besides, π induces an isogeny between Sv1 and S
v
2 . Pick coherent orderings on
X(Sv1 )⊗ZR and X(T1)⊗ZR and on X(S
v
2 )⊗ZR andX(T2)⊗ZR that correspond to each
other under π∗, and let ∆vi ⊂ Φ(Gi, Ti) for i = 1, 2 be the system of simple roots that
corresponds to this (new) ordering on X(Ti)⊗Z R; clearly, π∗(∆v2) = ∆
v
1. Furthermore,
let αvi ∈ ∆
v
i be the root corresponding to αi under the canonical identification ∆i ≃ ∆
v
i ;
it follows from the above remarks that π∗(αv2) = α
v
1. On the other hand, αi corresponds
to a distinguished vertex in the Tits index of Gi/Kv if and only if α
v
i restricts to T
v
is
nontrivially, and the required fact follows. 
Proof of Theorem 5.7′ for the remaining types. Let T 01 be a maximal K1-torus of G1
that contains a maximal K1-split torus S
0
1 . As in the definition of the Tits index of
G1/K1, we fix coherent ordering on X(S
0
1) ⊗Z R and X(T
0
1 ) ⊗Z R, and let ∆
0
1 denote
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the system of simple roots in Φ(G1, T
0
1 ) corresponding to this ordering on X(T
0
1 )⊗ZR.
Now, pick g1 ∈ G1 so that T1 = ig1(T
0
1 ), and let
∆1 = i
∗
g1(∆
0
1) ⊂ Φ(G1, T1).
Furthermore, let ∆2 ⊂ Φ(G2, T2) be the system of simple roots such that π
∗(∆2) = ∆1.
It follows from the above discussion that it is enough to prove the following:
(∗) Let α01 ∈ ∆
0
1 be distinguished in the Tits index of G1/K1, and let α1 = i
∗
g1(α
0
1) ∈
∆1. Then α2 := π
∗−1(α1) ∈ ∆2 corresponds to a distinguished vertex of G2/K2v
for all v ∈ V K2 .
Since G2 is quasi-split over K2v for v /∈ V2, it is enough to prove (∗) assuming that
v ∈ V2. By our construction, v is an extension to K2 of some v0 ∈ V1. Since rkK1v0 T1 =
rkK1v0 G1, the maximal K1v0-split subtorus S
v
1 of T1 is a maximal K1v0-split torus of
G1, so it follows from the conjugacy of maximal split tori (cf. [17], 15.2.6) that we can
find an element h1 of G1, which is rational over a finite extension of K1v0 , such that
T1 = ih1(T
0
1 ) and S
v
1 ⊃ ih1(S
0
1).
We claim that furthermore that to prove (∗) it suffices to find a different ordering on
X(T 01 ) ⊗Z R (depending on v) that induces the same ordering on X(S
0
1) ⊗Z R (this
ordering on X(T 01 ) ⊗Z R will be referred to as the new ordering, while the ordering
fixed earlier will be called the old ordering) such that if ∆0v1 ⊂ Φ(G1, T
0
1 ) is the sys-
tem of simple root corresponding to the new ordering, i∗ : ∆01 ≃ ∆
0v
1 is the canonical
identification, α0v1 = i
∗(α01), and ∆
v
1 ⊂ Φ(G1, T1) and α
v
1 ∈ ∆
v
1 are such that
(A.1) i∗h1(∆
v
1) = ∆
0v
1 and i
∗
h1(α
v
1) = α
0v
1
then for ∆v2 ⊂ Φ(G2, T2) such that π
∗(∆v2) = ∆
v
1, the root α
v
2 ∈ ∆
v
2 such that π
∗(αv2) =
αv1 corresponds to a distinguished vertex in the Tits index of G2/K2v. Indeed, the
identification ∆1 ≃ ∆
v
1 given by i
∗
h1
◦ i∗ ◦ (i∗g1)
−1 is canonical and takes α1 to α
v
1. It
follows that the canonical identification of ∆2 with ∆
v
2 takes α2 to α
v
2, so the fact that
αv2 corresponds to a distinguished vertex in the Tits index of G2/K2v implies that the
same is true for α2, as required. What is crucial for the rest of the argument is that
due to the invariance of the Tits index, the root α0v1 is distinguished in the Tits index
of G1/K1, i.e. its restriction to S
0
1 is nontrivial.
To construct a new ordering on X(T 01 )⊗ZR with the required properties, we let T
0v
2
denote a maximal K2v-torus of G2 that contains a maximal K2v-split torus S
0v
2 . There
exists h2 ∈ G2(K2v) such that
(A.2) T2 = ih2(T
0v
2 ) and S
v
2 ⊂ ih2(S
0v
2 ),
where Sv2 is the maximal K2v-subtorus of T2. Since π is defined over K2, it follows from
(A.1) and (A.2) that ϕ := i−1h2 ◦ π ◦ ih1 has the property
S01 ⊂ ϕ
−1(S0v2 ) =: S.
Lift the old ordering on X(S01) ⊗Z R first to a coherent ordering on X(S) ⊗Z R, and
then lift the latter to a coherent ordering on X(T 0)⊗Z R. We claim that this ordering
on X(T 0)⊗ZR can be taken for a new ordering. Indeed, as above, let ∆0v1 ⊂ Φ(G1, T
0
1 )
be the system of simple roots corresponding to the new ordering, and let α0v1 ∈ ∆
0v
1
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be the root corresponding to α01 ∈ ∆
0
1 under the canonical identification ∆
0
1 ≃ ∆
0v
1 ;
as we already mentioned, α0v1 restricts to S
0
1 nontrivially. By construction, the system
of simple roots ∆0v2 ⊂ Φ(G2, T
0v
2 ) such that ϕ
∗(∆0v2 ) = ∆
0v
1 corresponds to a coherent
choice of orderings on X(S0v2 ) ⊗Z R and α
0v
2 ∈ ∆
0v
2 such that ϕ
∗(α0v2 ) = α
0v
1 restricts
to S0v2 nontrivially, i.e. is a distinguished vertex in the Tits index of G2/K2v. On the
other hand, in the above notations we have
i∗h1(α
v
1) = α
0v
1 , π
∗(αv2) = α
v
1 and i
∗
h2(α
v
2) = α
0v
2 .
Thus, αv2 ∈ ∆
v
2 corresponds to a distinguished vertex in the Tits index of G2/K2v, as
required. 
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