Fraud identification and prevention is becoming the decisive challenge for any financial institutions and financial service industries. Majority of the banks use a credit score, a numerical or statistical value to estimate the customer's creditworthiness based on their credit history. A credit score model will be built by employing training dataset and further, an analytical process will be conceded to estimate the credit score of each customer. Thus, for any credit score model, the lenders acquire various data about the customer from various external agencies. The collected data may encompass irrelevant parameters which will not help in making any decisions and also decelerates the global performance of the model. Accordingly, feature selection is an imperative process to eliminate less relevant attributes for any dataset, especially in credit scoring. This paper emphasizes on enlightening the performance of the attribute selection process using multiple rank score model. The proposed method accumulates the results using the optimized threshold algorithm and outperforms well in selecting the quality attribute for the underlying credit score model. The experimental evaluation has been carried out and it is proved that the accuracy and performance of the suggested method are comparatively better than the existing single rank techniques.
Introduction
Financial institutions or banks become the central focus for 90% of the public in India unambiguously after demonetization. Obviously, as the bank possess money transaction, it is one of the attractive places for the fraud to do activities inline with money transaction. The fraud in the financial sector has been in existence from the initial period over a decade. However, over the years, scams in the financial sector have become more sophisticated due to the extended technology based services offered to customers all over the universe. The Indian financial sector is also suffering the pain owed to the escalation of fraud incidents. A survey signifies that 93% of fraud has grown over the last two years [1] . According to the Reserve Bank of India (RBI), in the past five years, over 23,000 cases of fraud encompassing a monstrous sum of rupees 1 lakh crore have reported from several banks. As per the details given by central bank, the highest sum of rupees 28,459 crores was associated in all these cases of fraud informed from April 2017 to March 2018 [2] . Though fraud activities are common in web applications which are exposed to various vulnerabilities [3] for an online financial transaction to happen, the main focus of this paper is only about managing credit risk in the financial sector.
Each financial institutions promotes its own credit risk policy that controls the bank's creditgranting undertakings and adopts essential techniques for manipulating the activities. This approach provides the satisfactory level of a riskreward trade-off for its accomplishments [4] . Basically, the financial sectors practice credit scoring model that encompasses information about the customers and their transactions which will be helpful in making smart and effective decisions [5] . Based on the customer's credit information, the credit score model examines and calculates the credit score. Credit score models are quantifiable examination exploited by credit consultants to estimate the customers' value in acquiring credit. The scores are engendered based on the statistical analysis of the customer's behaviours, and characteristics of past loans to predict the liabilities on future loans [6] . The credit risk prediction is the most dominating issues faced by financial institutions. Due to intensified competition, enhancing customer fulfilment with risk control capability and improving transaction proficiency have become the foremost significance in the financial sector [7] . A credit scoring is essential for purchasing various loans, and necessary services such as insurance and acquiring credit cards. However, automated credit-scoring tools raise longstanding concerns of accuracy and unfairness [8] .
In India, four credit information companies are licensed by RBI. Each company serves with individual credit scores using different models. The most widely used method is CIBIL credit score which is a three-digit number that signifies a summary of customers' credit history and their credit rating. This score ranges from 300 to 900, with 750 being the average score and 900 being the best score [9] . The two significant measures such as accurateness and unambiguousness have to be taken care while implementing a decision model for credit scoring [10] . Only the scores given by the external agencies are not sufficient for making a decision. As a result, the financial institutions develop their credit risk policy depending on the transactions made and other details regarding the customer. Thus, the bank collects information from various places and implements their model in addition to the scores provided by the external agencies. The collected information is fundamental for making any decisions. However, the underlying dataset comprises of attribute outliers which are not relevant for the credit score model. The attributes that are not relevant for the study and redundant while assimilating the data acquired from two or more places are named as attribute outliers or feature outliers. These attribute outliers not only increase the computation time but also reduce the efficacy and accuracy of the model [11] . Thus feature selection plays an essential part in any decision making model. This paper concentrates on selecting features that are relevant for classifying the credit risks using optimized multiple rank score. The proposed method delivers better accuracy since, it uses multiple rank score for the features. Finally, the rank scores are accumulated based on which the decision will be made in selecting features that are useful for elevating the underlying decision model to the next level. Further, the method utilizes an optimized algorithm in accumulating the scores.
The paper is systematized as follows. Section 2 provides the literature survey. Section 3 discloses the architecture of the proposed optimized multiple rank score model for feature selection in two phases with algorithm pseudocode. In section 4 the experimental analysis has been carried out with publically available datasets. Section 5 reveals the results acquired from various experiments. The final section concludes the paper with the summary.
Literature survey

Credit scoring
A credit score model makes loaning process faster. However, it's almost unrealistic to evaluate the enormous amount of data due to the collection of details from various sources, for which feature selection techniques have been employed to predict the financial distress [12] . The financial institutions collect information and generate credit reports regarding the credit applicant and his credit history such as the aggregate number of accounts and its types, an age of his accounts, the frequency of transactions, whether he pay his debts on time. Based on these details, the decision will be made for the new customers [13] . When assessing the risk related to credit, different aspects have to be taken into account. According to the research, various types of scoring are encapsulated as follows [14] : Application scoring: The scoring which evaluates the creditworthiness for fresh aspirants. It is estimated using various parameters such as social, demographic, financial, and other data during the scrutiny of the application. Behavioural scoring: The scoring is calculated for the existing candidates based on their behavioural patterns that support credit risk management. Collection scoring: The scoring clusters the customers for whom the significant actions to be carried out at the first signs of delinquency. Fraud detection: Fraud / scam scoring models generally rate the customers based on their behaviour and a relative possibility that he may be dishonest.
Feature selection
However, to increase the proficiency of the model, the feature selection plays a substantial role. The features that are not relevant must be removed which moderates the search space as well as time and speed up the procedure [15, 16] . The modest feature selection algorithm examines each potential subset of attributes until it catches the one which decreases the error rate. Generally, several statistical methods such as correlation [17] and proximity based approaches [18] have been recommended in finding outliers and in ranking based on scores. The feature selection algorithms can be categorized as filter approach, wrappers approach, and embedded method [19] . Embedded method, a combination of filter and wrapper approaches increases the computational complexity. Wrapper methods consume a prophetic model to score feature subsets whereas filter methods employ a proxy measure as a substitute to score a feature subset [20] . Filter methods compute faster and still catches the effective feature set by allocating the scores for the attributes through distance, information and correlation as a measure. The common methods that are used in filter based approaches are pearson's correlation coefficient, classifier based filters, information gain, gain ratio and relief algorithm. However, the multivariate filters such as correlation based filters are slower, less scalable and may include redundant features whereas the univariate filters such as information gain and gain ratio ignore the attribute dependencies and consider them independently [21] . Another main drawback of the univariate, multivariate and Relief method is that there is no interaction with the classifiers [22] . Classifier based attribute selection includes decision table, JRip, ZeroR classifiers and the attribute selection depends on the classifiers used. Though there are various ranking methods available for attribute selection, all the methods provide different ranks for the same attribute. Another core issue in applying filter method is determining the ending condition of an algorithm which can be solved by applying cross-validation [23, 24] .
Multiple ranks aggregation
Given a set of ranking or ranking scores R1, R2, …, Rn for the objects O1, O2,…Om, rank aggregation yields a single ranking R in connection with the existing ranks R1, R2,…Rn. Several methods have been proposed and suggested for integrating the ranks and scores. Assimilating the scores is a statistical technique where each object Oi has n scores and the score of an object Oi is computed using an aggregate scoring function f(Ri1, Ri2, …, Rin). Normally the aggregate functions such as min, max, sum and average are used.
In case of combining ranks, several algorithms exist such as Pairwise majority, Borda count, Kemeny optimal aggregation and Spearman's footrule distance [25] .
Kemeny optimal aggregation finds the ranking R that minimizes the function as in Eq. (5).
Spearman's footrule distance calculates the ranking R that minimizes the function as in Eq. (6).
Other algorithms such as Fagin's algorithm [26] and threshold algorithm are extensively used algorithms to aggregate the scores. However, the threshold algorithm is deliberated to be the optimal algorithm since it is correct for every monotone aggregate function f.
Optimized multiple rank score model
The architecture of the proposed optimized multiple rank score based feature selection model for credit scoring is depicted in Fig. 1 . The proposed framework is divided into two phases. In phase I, the multiple ranks based feature selection has been made using ranker search method with different attribute evaluation strategies. Each ranker provides rank for each attribute which may not be same. And so, for n ranker, n attribute raking will be the output for the first phase. The second phase is rank score accumulation for which n attribute raking acquired from phase I will be fed as an input. The ranking is then transformed as scores and finally, the single ranking will be collected as an output by applying the threshold algorithm. Thus, the final list contains optimal features by eliminating the features that are less relevant. The details about phase I and phase II of the proposed model is explained in this section.
Phase I: Multiple ranks based feature selection
The phase I evaluates the features based on the ranker search method and it uses several attribute evaluator methods. Each attribute evaluator method supports ranker search method and provides different attribute ranks. Each combination of search method and attribute evaluation scheme produces a set of attribute ranks. Thus, n ranker methods produce n 
Consider the attributes A1, A2, …., Am in a dataset which will be fed as an input for the proposed architecture in phase I where m represents the number of attributes. The number of rankers utilized in phase I be n. Then the output will be n ranking list in which each attribute Ai has {Ri1, Ri2, …, Rin} ranks. Thus, the overall output of phase I can be represented in a matrix form with rows representing attributes and columns representing ranking methods, i.e., m x n matrix as in Eq. (7), where m represents attributes and n represents rankings obtained using different methods. Table 1 shows the several attribute evaluation schemes and their description.
Thus, applying 5 ranker search method will obviously produce 5 ranking list which will be the input for the next phase. The detailed architecture of phase I is depicted in Fig. 2 . The pseudocode for the proposed multiple ranks based feature selection method is shown in Fig. 3. 
Phase II: Rank score accumulation
The ranks generated for the attributes after applying various attribute evaluation techniques are not same. Each attribute evaluation techniques provides different ranks for the attributes. The next step is to convert the ranks to normalized scores. Though the scores are produced for the attributes using attribute evaluation techniques, they differ drastically in range. Therefore, the ranks are to be converted to scores in a normalized way. The score for each attribute in each list is calculated by inverting the ranks.
The scores can be normalized and evaluated using the formula in Eq. (8) The method determines the value of a feature by computing the gain ratio with respect to the class.
Information Gain
The method examines the significance of a feature by quantifying the information gain with respect to the class.
Relief
The method appraises the value of a feature by recurrently sampling an instance and considering the value of the given feature for the nearest instance of the same and different class.
Symmetrical Uncertainty
The method determines the importance of a feature by evaluating the symmetrical uncertainty with respect to the class.
Multiple Rankers based Feature Selection
'n' Ranks Rank Score Accumulation Choose the attribute evaluator AEi 7.
If AEi is a classifier 8.
Choose the classification algorithm 9.
End if 10.
Set the cross validation fold as 10 11.
Generate the ranks R for m attributes 12.
Ri = Ri ∪ R 13. End For 14. End algorithm Figure. 
Inversion is a correct choice since the score is indirectly proportional to ranks. When the rank value is increased, obviously the score must be decreased. Once the ranks are converted to scores, the next step is to apply optimal threshold algorithm proposed by Fagin et al. [27] for integrating the ranking scores. The algorithm works on the sorted scores in such a way that at each sequential access, it sets the threshold t as the aggregation of scores, do random access to compute the score of each element and maintain a list of top-k elements. The process stops when the scores of the top list are greater or equal to the threshold and finally returns the top k elements. The idea behind the threshold algorithm is absolutely true since, any element that it has not seen in the Figure. 4 Rank score accumulation algorithm sequential access of top-k elements cannot have a value higher than the stopping value [28] . After identifying the final scores, the threshold can be set in such a way that the attributes having the scores less than the given threshold can be removed as they are less relevant. Always the final scores after integrating multiple scores will be n ≤ Si ≤ n/m, where n is the number of ranks generated in phase I and m is the number of attributes used in the dataset for feature selection.
Experimental Analysis
The experimental analysis has been made for the proposed feature selection approach with the dataset available at UCI repository and other publically available datasets. The dataset descriptions such as the names of the datasets, number of instances, number of attributes and their types are presented in The proposed method has been analyzed using the above 4 datasets. The attribute ranks are collected using various attribute evaluator techniques such as Classifier attribute evaluator, Correlation, Gain ratio, Info gain and Relief algorithm. The sample results with a set of ranks after processing phase I for Japanese credit approval dataset is shown in Table 3 . From the table, it is clear that each method provides different ranks for each attribute. The evaluation has been made using Waikato Environment for Knowledge Analysis (Weka) tool of version 3.9.3. Once the ranks are identified, the next step is to transform ranks into corresponding scores. Finally, the scores are integrated and single rank set for the attributes are identified using optimal threshold algorithm. The transformation of ranks to rank scores and integration of results after finding the ranks using attribute evaluators [30] such as ZeroR Classifier, Decision Table, M5Rules, Correlation [22] and Relief algorithm [24] available in Weka tool for Australian Credit dataset is shown in Table 4 . Table 4 shows the final rank of the attributes after applying optimal threshold algorithm. In this analysis using Australian Credit Dataset, the threshold value is set as 0.5. Thus the two attributes A1 and A11 having scores less than 0.5 are removed.
Results
The performance metrics play a vital role in any sort of research. The performance of the proposed optimized multiple rank score (OMRS) model is compared with traditional information gain ratio (IGR) [31] for attribute selection and classification using the Repeated Incremental Pruning to Produce Error Reduction (RIPPER) algorithm for various test options. Basically, the classification model mainly used for fraud detection or intrusion detection uses precision, recall, F-measure, accuracy, true positive rate, and false positive rate [32] . The performance of the proposed system is analyzed based on the classification rate for the four datasets using various test options such as 10-fold cross validation, percentage split and, training set. The test options are summarized in Table 5 . The performance of the proposed system is measured through the correct and incorrect classification rates along with few statistical measures such as kappa statistic, mean absolute error, root mean squared error, relative absolute error, and root relative squared error which is given in Table 6 . In Table 6 , the bold style depicts the highest classification accuracy and kappa statistics. The proposed algorithm provides better accuracy rate and kappa statistics for 8 out of 12 tests. For Australian dataset, the suggested algorithm provides higher classification rate for 10-fold cross validation and, percentage split test options. The number of attributes selected using phase I for dataset D1 is 12, D2 is 15, D3 is 13 and, for D4 is 10. In case of German credit and, Japanese credit datasets, the proposed method Similarly, the performance of the proposed optimized multiple rank score (OMRS) model is compared with existing information gain ratio (IGR) for the 4 credit score datasets using the Information retrieval metrics such as precision, recall and, Fmeasure by varying the test options. The values are depicted in Table 7 . The bold values represent the best performance of the models with true positive (TP) rate, Precision, Recall and, F-measure. Out of 12 evaluations made, the proposed method provides higher TP rate for 8 cases, higher precision for 7 cases and, better F-measure for 8 experiments.
From the evaluation, it is clear that the proposed optimized multiple rank score method offers better classification in majority of the test cases when compared with the existing information gain ratio based feature selection. Fig. 5 represents the percentage of classification rate for existing and, proposed methods.
Another analysis has been made with other single ranker methods such as rule based classifiers [30] that include ZeroR, Decision Table, M5Rules, Correlation [22] and, Relief algorithm [24] with the aggregation of these methods in proposed optimized multiple rank score model (OMRS) with 10-fold cross validation. The performance metrics such as precision, recall and, F-measure are computed for all the 4 datasets and, the details are given in Table 8 where, E represents the existing single filters and P indicates the proposed method with the aggregation of all the existing methods E. From Table 8 , the recall and, F-measure values of the proposed method are higher for the 3 datasets (except HMEQ dataset), whereas, precision value for the proposed method is greater for all the 4 datasets.
From the assessment, the average precision for the existing single filters such as ZeroR, Decision individual rank filter model. Thus, the optimized multiple rank score model works better and, provides better classification accuracy for the credit score datasets after removing the outlier attributes.
Conclusion
This paper introduces an optimized multiple rank score model for feature selection. Several ranking methods are used and are optimized using threshold algorithm to calculate the score for each attribute.
Experiments have been performed for the proposed algorithm with commonly used existing single filter attribute selection methods. Based on the analysis made using statistical measures and, information retrieval metrics, it is proved that the proposed method produces good results for 8 out of 12 cases by finding the attribute relevancy through multiple ranks. The future work focuses on other attribute selection approaches and in improving the classification accuracy of imbalanced datasets specifically for credit scoring datasets. 
