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Errata
Page 79 The far right side of equation 1.4.52 should be |~a · (~b⇥~c)|, not
~a · (~b⇥~c)|; the volume is a number.
Page 110 Inequalities 1.6.14: The second |xij   a| <   should be
|yij   a| <  .
Page 113 Fifth paragraph, first line: “The disc { z 2 C | |z|  R }”, not
“The disc { z 2 C | z  R }”
Page 132 In the margin note that starts “We write equation 1.7.49” we
should have referred to “lengths of matrices” rather than “absolute values”.
Page 134 In the last equation of the proof (just before the exercises) [0]
should be 0 (the 0 is scalar, not a matrix).
Page 150 The proof of Theorem 1.9.8. is an application of Theorem
1.6.13, the mean value theorem in one variable, not an application of The-
orem 1.9.1.
Page 170 Corollary 2.2.7 also uses Proposition 1.3.13; the proof of that
proposition shows that if the linear transformation “multiplication by A”
is bijective, its inverse mapping is linear and so has a matrix; this matrix
is a two-sided inverse of A.
Page 170 In the margin we define a pivotal row by saying say that when
a row of eA contains a pivotal 1, the corresponding row of A is a pivotal row.
Because we use row operations when row reducing a matrix, “corresponding
row” is not well defined. We will avoid the term in the future (although
one could define pivotal row using the transpose).
Page 171 To avoid the use of “pivotal row” (see the erratum for page
170), we will replace formula 2.2.11 by
A one to one () every column of A contains a pivotal 1
() every row of A contains a pivotal 1
() A is onto.
2.2.11
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and we will change the first margin note to “ . . . which has a pivotal 1 in
each column but not in each row”.
Page 187 There are several mistakes of sign in the third displayed equa-
tion of Example 2.4.17. It should beZ ⇡
0
sinnx sinmxdx =
1
2
Z ⇡
0
⇣
(cos(n m)x  cos(n+m)x)
⌘
dx
=
1
2
✓
sin(n m)x
n m
 ⇡
0
 

sin(n+m)x
n+m
 ⇡
0
◆
= 0.
Page 187 Next-to-last line, in the displayed equation,
+ . . . ak sinnkx should be + · · ·+ ak sinnkx.
Page 194 Two lines before equations 2.5.6: “for ~v1 . . . the first entry is
 1” should be “for ~v1 . . . the first entry is  2”. “ . . . the corresponding
entries for ~v2 are  3,  2, and 0” should be “ . . . the corresponding entries
for ~v2 are are  1, 1, and 0.”
Page 197 To avoid the use of “pivotal row” (see the erratum for page
170), we will replaced “the pivotal rows of A are linearly independent” by
“the rows of eA containing pivotal 1’s are linearly independent”.
Page 212 If and when the book is reprinted, we will move the discussion
of dimension, including Proposition and Definition 2.6.21, immediately be-
fore the subsection “Matrix with respect to a basis and change of basis”. In
Proposition and Definition 2.6.17 on the change of basis matrix, V is said
to be n-dimensional, but with the current order of discussion, dimension
isn’t yet defined, and we don’t yet know that {v} and {v0} both have n ele-
ments. Fortunately, the proof of Proposition and Definition 2.6.21 requires
only Proposition 2.6.15 and the fact that   1{w} and  
 1
{v} are linear, which
follows from equations 1.3.21 and 1.3.22.
Page 229 Two mistakes in the first margin note. In A~w0 =
 3p
2
7p
2
 
, the
w0 should be w.
Three lines further down, g : (~w)~w should be g(~w)~w.
In the second margin note, Aw/wi should be (Aw)i/wi.
Page 253 Three lines before inequality 2.9.6, “~hn = |an+1 an|” should
be “~hn = an+1   an”.
Page 280 Exercise 2.23: In the last line, “the nonzero columns of eB
form a basis for the kernel of A” should be “the columns of eB corresponding
to the zero columns of eA form a basis for the kernel of A”. We are also
changing the notation to reflect the notation used in the solution, so A is
n⇥m, not k ⇥ n, and In becomes Im.
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Page 285 Five lines before Definition 3.1.2: “a smooth k-dimensional
manifold”, not “a smooth n-dimensional manifold”.
Page 312 First line of proof of Proposition 3.2.11: “Choose x 2 U”, not
“Choose x 2 g(U)”.
Page 312 Paragraph following formula 3.2.33: The compositions     
and     both make sense, but it is    , not    , that takes U to U . The
domain of the derivative [D ((y,0))] is Rm ⇥ TxM?, not TxM ⇥ TxM?.
In any eventual reprinting, we will rewrite this paragraph as follows:
The derivative [D ((y,0))] is the map Rm ⇥ TxM? ! Rn that maps
[~a, ~b] to [D (y)]~a+ ~b. It is an isomorphism because [D (y)] :Rm ! TxM
is an isomorphism. So there is a neighborhood U of x in Rn and a C1 map
  : U ! V ⇥ TxM? such that      = id :U ! U . The composition of  
with the projection onto V is our desired extension.
Page 366 Exercise 3.7.10 refers to a picture that was not included. Here
it is:
Page 369 Definition 3.8.4, part 3:
“If A \B = /  for A,B ⇢ S”, not “If P(A \B) = /  for A,B ⇢ S”.
Page 396 [new] Exercise 3.9.10, part c: The formula for H(x) is missing
a 1/2; it should be
H(x) =
1
2(1 + (f 0(x))2)3/2
✓
f 00(x)  1 + (f
0(x))2
f(x)
◆
.
Page 400 Exercise 3.29, part a: “then A0 is still symmetric” should be
“then B is symmetric”.
Page 727 First line after equation A7.10: “When |y0 + ~k| 2 V ” should
be “When the point y0 + ~k is in V ”.
Page 802 First line after A23.8: “if”, not “if and only if”:
this matrix is surjective if at least one . . .
Minor typos
Page 25 Line 1: There should be no “s” between “consisting” and “al-
ternately”.
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Page 101 In the last line before Corollary 1.5.40, (1   A) should be
(I  A).
Page 137 In the second line of Section 1.8, there should be no “s” after
“given” (the extraneous s’s no doubt come from an attempt to save the
file).
Page 214 Second margin note, line 5: “subspace E ⇢ Rn”, not “subset
E ⇢ Rn”.
Page 311 Two lines before equation 3.2.31, the x in TxM should be
bold: TxM .
Page 316 Table 3.3.2: The 2x in the monomial row should be 2x (x in
math mode)
Page 427 Formula 4.3.8 is missing a closing parenthesis on the right:
|f(x1)  f(x2) < ✏|, not |f(x1)  f(x2| < ✏
Page 705 First margin note: Equation A1.2, not equation AA1.2
Page 719 Three lines before the bottom: the end of proof symbol does
not belong here.
Page 726 Last line: the left side of equation A7.8 should be
|g(y1)  g(y2)|, not |g(y1)|  g(y2)|.
Notes
Pages 41-42 Exercise 1.1.8 could have been clearer. On page 41, “where
a is” could be replaced by “the function a gives”. On page 42, part b might
include “The pipe forms a torus, with r  1”.
Page 79 In the proof of Proposition 1.4.21, ✓ is not well defined; there
are two angles between a line l and a vector anchored at a point of l: one
in [0,⇡/2], the other in [⇡/2,⇡]. We want ✓ 2 [0,⇡/2] to get cos ✓   0, so
that the volume won’t be negative.
Page 170 Corollary 2.2.7 also uses Proposition 1.3.13; the proof of that
proposition shows that if the linear transformation “multiplication by A”
is bijective, its inverse mapping is linear and so has a matrix; this matrix
is a two-sided inverse of A.
Page 171 The paragraph following formula 2.2.11 was not clear: the
antecedent of “it” in the second line was not specified, and in the next-to-
last line we did not specify that ~x0 6= ~x. We propose instead:
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Next note that if B is a right inverse of A, i.e., AB~a = ~a for every
~a, then A is onto, since A~x = ~a has a solution for every ~a, namely
~x = B~a. To see that if B is a left inverse of A then A must be one
to one, suppose two vectors ~x0 and ~x00 satisfy A~x0 = A~x00 = ~a. Then
~x0 = BA~x0 = B~a and ~x00 = BA~x00 = B~a, so ~x0 = ~x00. Therefore, by
formula 2.2.11, if A is square and AB = I, then BA = I.
We would also like to expand on the second margin note, making it
The paragraph following formula 2.2.11 has nothing to do with lin-
earity: For any map f :X ! Y , being onto corresponds to having a
right inverse and being one to one corresponds to having a left inverse.
Page 115 Equation 1.6.28 would perhaps be better with “dog” in
an underbrace:
q(u) =
position of manz }| {
b0|{z}
flagpole
+bjuj + bj+1uj+1 + · · ·+ uk| {z }
leash
= p(z)|{z}
dog
. 1.6.28
Page 276 Exercise 2.10.13: We were thinking that f
0@ ab
c
1A = 0.
Page 311 Proposition and Definition 3.2.9: We used the nota-
tion for a restricted function before we explain it on page 359. Here,
[Def(x)]|TxM denotes the linear function [Def(x)] :Rn ! Rk restricted
to TxM ⇢ Rn.
Page 311 Proof of Proposition 3.2.10: What justifies our saying
(two lines before equation 3.2.31) that ker[Def(x)] and TxM span Rn?
Let u be a vector in Rn; then [Def(x)]u 2 Rk. Since [Df(x)] is onto
Rk, there exists u1 2 TxM such that
[Df(x)]u1 = [Def(x)]u.
By equation 3.2.27,
[Df(x)]u1 = [Def(x)]u1,
so [Def(x)]u = [Def(x)]u1, i.e.,
u  u1 2 ker[Def(x)].
Therefore we can write u 2 Rn as u = (u  u1) + u1, with u1 2 TxM
and u  u1 2 ker[Def(x)].
Page 352 Theorem and Definition 3.7.5: We neglected to specify
how the C1 mapping F defines X; it defines it by the equation
X
def= F 1(0).
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Note that since adding a constant to F does not change its deriv-
ative, the theorem is true for X = F 1(b) for any b. We use this,
for example, in equation 3.7.62, when we write F1(~x) = 1 rather than
F1(~x)  1 = 0.
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