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Abstract
When travelling from the number fields theory to the function fields
theory, one cannot miss the deep analogy between rank 1 Drinfeld modules
and the group of root of unity and the analogy between rank 2 Drinfeld
modules and elliptic curves. But so far, there is no known structure in
number fields theory that is analogous to the Drinfeld modules of higher
rank r ≥ 3.
In this paper we investigate the classes of those Drinfeld modules of higher
rank r ≥ 3. We describe explicitly the Weil polynomials defining the
isogeny classes of rank r Drinfeld modules for any rank r ≥ 3. our explicit
description of the Weil polynomials depends heavily on Yu’s classification
of isogeny classes (analogue of Honda-Tate at abelian varieties). Actually
Yu has also explicitly did that work for r = 2.
To complete the classification, we define the new notion of fine isomorphy
invariants for any rank r Drinfeld module and we prove that the fine
isomorphy invariants together with J-invariants completely determine the
L-isomorphism classes of rank r Drinfeld modules defined over the finite
field L.
1 Isogeny classes
Notations:
A = Fq[T ] : Ring of univariate polynomials in T over a finite field Fq = Fp∗ , p prime.
k = Fq(T ) : Rational function field over Fq.
L : Finite A-field.
pv : Kernel of the Fq-algebra homomorphism γ defining the A-field L.
The same notation is used for the ideal and its generator.
v : the place of k defined by pv
∞ : The place at infinity of k.
m : The degree of L over A/pv i.e. m = [L : A/pv]
∗Electronic address: sedric.assong@mathematik.uni-kassel.de
Definition 1.1.
Let L{τ} be the ring of Fq-linear polynomials spanned by {τ i, i = 1, 2, · · · }
where τ is the polynomial defined by τ(x) = xq.
• A Drinfeld module φ over L is an Fq-algebra homomorphism
φ : A −→ L{τ} such that
- φ(A) * L.
- ∀a ∈ A, φ(a) ≡ γ(a)τ0 mod τ .
We denote most of the time φa instead of φ(a).
• Given φ and ψ two Drinfeld modules, an isogeny from φ to ψ is a non-zero
polynomial f ∈ L{τ} such that f · φa = ψa · f for all a ∈ A.
Proposition 1.1 ([7]).
• Let φ and ψ be Drinfeld modules over the A-field L.
If there exists an isogeny f(τ) ∈ L{τ} from φ −→ ψ. Then there exists
conversely also an isogeny g ∈ L{τ} from ψ −→ φ such that
f · g = ψa and g · f = φa for some a ∈ A.
This suggests that the isogeny relation is an equivalence relation.
• let s = [L : Fq]. πφ = τs : φ −→ φ is a special endomorphism of φ called
the Frobenius endomorphism.
• πφ is an algebraic integer over A.
• Two Drinfeld modules φ and ψ over L are isogenous iff the minimal
polynomials of their Frobenius endomorphism πφ and πψ coincide i.e.
mφ = mψ
Proposition 1.2 ([7]). Let r = rankφ. The Frobenius enodmorphism πφ sat-
isfies the following:
1 πφ is integral over A
2 There is only one place of the function field k(πφ) which is a zero of πφ and
this place lies above the place v.
3 There is only one place of k(πφ) lying over the place ∞ of k.
4 |πφ|∞ = l1/r where l = |L|
and |.|∞ is the unique extension to k(πφ) of the normalized absolute value of
k corresponding to the place ∞.
5 [k(πφ) : k] divides r
Definition 1.2. Any element π ∈ k satisfying the above properties is called
Weil number and we call the corresponding minimal polynomial Weil poly-
nomial.
Remark 1.1. We therefore completely describe the isogeny classes of rank r
Drinfeld modules by explicitly giving the list of all the corresponding Weil poly-
nomials.
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1.1 Separable Weil polynomials
We assume here (as indicated by the title) that the function field extension
k(π)/k is separable. We come back later on to the inseparable case.
Theorem 1.1. [characterization of Weil Polynomials] Let r ∈ N (coprime to
q). An irreducible polynomial M(x) ∈ A[x] is a “rank” r Weil polynomial if and
only if it is of the form
M(x) = xr1 + a1x
r1−1 + · · ·+ ar1−1x+ µp
m
r2
v (1)
such that the following conditions hold:
a) r1, r2 ∈ N such that r = r1 · r2 and r2 divides m.
b) deg ai ≤
im deg pv
r
c) M0(x) = x
r1 + a1T s x
r1−1 + · · ·+
ar1−1
T s(r1−1)
x+ µ p
m
r2
v
T sr1 mod
1
Th is irreducible.
Where s, h ∈ N given by
s = ⌈m deg pvr ⌉; h = v∞ (disc (M(x))) + sr1(r1 − 1) + 1
d) If M(x) ≡ f1(x) · f2(x) · · · fs(x) mod pnv is an irreducible decomposition
of M(x) mod pnv then Res
(
fi(x),
M(x)
fi(x)
)
6≡ 0 mod pv ∀i = 1, · · · , s.
Where n = v (disc (M(x))) + 1.
We recall that we have assumed here r to be coprime to q so that the polynomial
M(x) remains separable.
Before proving the theorem, let us state the following lemmas, which will be
useful for the proof.
Lemma 1.1. Let k(π) be the function field generated by a root π of an irre-
ducible polynomial M(x) ∈ k[x] of the form given in 1. Let M(x) = f1(x) ·
f2(x) · · · fs(x) be the irreducible decomposition of M(x) over kv. If fi0(x) de-
scribes a zero pi0 of π in k(π) (see [3, Proposition 8.2]), then π has a unique
zero in k(π) if and only if Res
(
fi0(x),
M(x)
fi0 (x)
)
6≡ 0 mod pv. Res(?, ?) denotes
the resultant function.
Proof: Let us assume that π has a unique zero pi0 in k(π) described by the
factor fi0(x). If Res
(
fi0(x),
M(x)
fi0 (x)
)
≡ 0 mod pv then we have the following:
We recall that pv can be seen here as the unique place of the completion field
kv.
pv | Res
(
fi0(x),
M(x)
fi0 (x)
)
i.e. pv | Res (fi0(x), fj(x)) for some j ∈ {1, · · · , s}
j 6= i0. That means pi | Res (fi0(x), fj(x)) for all i = 1, · · · , s.
Where pv = p
n1
1 · · · p
ns
s is the prime decomposition of pv in k(π).
pi can be seen as the unique extension of pv in the completion field
(k(π))
pi
≃ kv(πi). Where πi is a root of the irreducible factor fi(x) ∈ kv[x] of
M(x) defining the place pi.
In particular pi0 divides Res (fi0(x), fj(x)).
Let p˜i0 be a prime of F above pi0 . F = Gal (k(π)) denotes the Galois closure
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of k(π) (i.e. the splitting field of M(x)).
pi0 | Res (fi0(x), fj(x)) implies that p˜i0 | Res (fi0(x), fj(x)). In other words p˜i0
divides πi0 − πj for some root πi0 of fi0(x) and πj of fj(x).
p˜i0 divides π. π and πi0 are both, roots of fi0(x). The corresponding valuation
vi0 is defined by vi0 = v ◦ τ0 with
τ0 : k(π) −֒−−→ kv
π 7−→ πi0
v is the valuation defined over kv (extending v).
By definition, pi0 divides π i.e. vi0(π) > 0. In addition, π = σ(πi0 ) for some
σ ∈ Gal(F/k). That is vi0 ◦ σ(πi0 ) > 0.
But vi0 ◦ σ and vi0 define the same place of k(π) because π and πi0 are roots of
the same irreducible factor fi0(x). Thus p˜i0 divides πi0 .
p˜i0 divides πi0 − πj and p˜i0 divides πi0 implies that p˜i0 divides πj .
But πj = σj(π) for some σj ∈ Gal(F/k). That means p˜i0 | πj i.e. p˜i0 | σj(π).
In other word σ−1j (p˜i0) | π.
σ−1j (p˜i0) is a place of F above the place pj of k(π) defined by fj(x).
We have then π ∈ σ−1j (p˜i0) ∩ k(π) = pj .
Therefore π possesses at least two zeros and it contradicts our initial hypothesis.
Let us assume conversely that Res
(
fi0(x),
M(x)
fi0 (x)
)
mod pv 6= 0.
If there are more than a zero of π above pv in k(π), then we have the following:
M(x) = f1(x) · · · fs(x) ∈ kv[x]. Suppose that fi0(x) and fi1(x) describe zeros
of π above pv in k(π). Let p˜i0 and p˜i1 be primes of F above pi0 and pi1 respec-
tively. There exists σ ∈ Gal(F/k) such that p˜i1 = σ (p˜i0). Since p˜i0 and p˜i1
both divide π we have σ (p˜i0) divides π and p˜i0 divides π. That is, p˜i0 divides
σ−1(π) and p˜i0 divides π.
σ−1(π) is a conjugate of π which is not a root of fi0(x). Otherwise it would
describe the same place of k(π). Which is not the case since p˜i0 and p˜i1 are
primes of F above two distinct primes pi0 and pi1 of k(π).
Thus p˜i0 divides σ
−1(π)−π. i.e. p˜i0 dividesRes
(
fi0(x),
M(x)
fi0 (x)
)
. ButRes
(
fi0(x),
M(x)
fi0 (x)
)
∈
Av. That is Res
(
fi0(x),
M(x)
fi0 (x)
)
∈ Av ∩ p˜i0 = pv.
Therefore pv | Res
(
fi0(x),
M(x)
fi0 (x)
)
i.e. Res
(
fi0(x),
M(x)
fi0 (x)
)
≡ 0 mod pv.
It contradicts our initial hypothesis.
Hence there is a unique zero of π above pv in k(π). ♦
Lemma 1.2. Let M(x) be as in the previous lemma. p1, · · · , ps denote the
primes of k(π) above pv. If there is a unique prime containing π i.e.
∃! i0 ∈ {1, · · · , s}such that π ∈ pi0 but π /∈ pj ∀j 6= i0.
then so is it for any other conjugate π˜ of π.
Proof: As mentioned before, F denotes the splitting field of M(x). π and π˜
are conjugate. that means one can find α ∈ Gal (F/k) such that π˜ = α (π).
π ∈ pi0 and π /∈ pj ∀j 6= i0. Let p1j, · · · , pljj be the primes of F above pj.
π ∈ pi0 means π ∈ pii0 ∀i = 1, · · · , li0 . i.e. α(π) ∈ α(pii0) ∀i = 1, · · · , li0 . In
other words π˜ ∈ α(pi0).
∀j 6= i0 π 6∈ pj . That means π 6∈ pij for some i ∈ {1, · · · , lj}. Equivalently,
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α(π) 6∈ α(pij) for some i. In other words π˜ 6∈ α(pj).
Therefore π˜ ∈ α (pi0) and π˜ /∈ α (pj) ∀j 6= i0. Since α acts as a permutation on
the set of primes, we can conclude that π˜ belongs to some prime
qk0 = α (pi0) of k(π˜) above pv and π˜ does not belong to any other prime qj j 6= k0
of k(π˜) above pv. ♦
Corollary 1.1. M(x) = f1(x) · f2(x) · · · fs(x) ∈ kv[x] is the irreducible decom-
position in kv[x] of the polynomial M(x). There is a unique zero of π in k(π)
lying over the place v of k if and only if
Res
(
fj(x),
M(x)
fj(x)
)
6≡ 0 mod pv ∀j ∈ {1, · · · , s}.
Proof: Let us assume that there is a unique zero of π in k(π). Let fi0(x)
be the irreducible factor of M(x) in kv[x] describing that zero of π. That
means Res
(
fi0(x),
M(x)
fi0 (x)
)
mod pv 6= 0. If for some other i1 ∈ {1, · · · , s} i1 6=
i0, Res
(
fi1(x),
M(x)
fi1 (x)
)
mod pv = 0, then we have the following:
fi1(x) also describes a zero in k(π˜) of some root π˜ ofM(x). Let F be the splitting
field of M(x). Since M(x) is irreducible and separable over k, Gal(F/k) acts
transitively on the set of roots. That means π and π˜ are conjugate. In other
words there exists α ∈ Gal(F/k) such that
π˜ = α (π). Res
(
fi1(x),
M(x)
fi1 (x)
)
mod pv = 0 means that π˜ has more than a zero
in k(π˜) above pv (see lemma 1.1). This is (based on lemma 1.2) a contradiction.
Hence we also have Res
(
fj(x),
M(x)
fj(x)
)
mod pv 6= 0 for any other j 6= i0.
Conversely if Res
(
fj(x),
M(x)
fj(x)
)
mod pv 6= 0 for all j ∈ {1, · · · , s} then we
have in particular Res
(
fi0(x),
M(x)
fi0 (x)
)
mod pv 6= 0. Where fi0(x) denotes an
irreducible factor of M(x) in kv[x] describing a zero of π. Hence π has a unique
zero in k(π) above the place v of k (see lemma 1.1). ♦
Proof:[of the theorem 1.1]
⇐ Under the assumption of our theorem, let π be a rank r Weil number and
M(x) be the correspoding Weil polynomial. We know from the condition 5 of
the definition of Weil number that degM(x) = [k(π) : k] divides r. We denote
then r1 = degM(x) and r2 =
r
r1
.
i.e. M(x) has the form M(x) = xr1 + a1x
r1−1 + · · ·+ ar1−1x+ ar1 .
Also ar1 = M(0) = (−1)
r1Nk(pi)/k (π). But π has a unique zero in k(π) which
lies over pv according to the condition 2 of the definition of Weil number. Thus
pv is the unique prime of A dividing ar1 . That is
ar1 = µp
α
v (⋆)
where α ∈ N, µ ∈ F∗q
Moreover, we know from condition 4 that |π|∞ = l1/r = q
m deg pv
r . That means
v∞(π) = v∞(πi) = −
m·deg pv
r ∀i, where πi′s denote the roots of M(x). We
also know that ar1 = (−1)
r1
r1∏
i=1
πi. Hence v∞(ar1) = r1v∞(π) = −
m·deg pv
r2
.
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From (⋆) we have −αdeg pv = v∞(ar1) = −
m·degpv
r2
and therefore N ∋ α = mr2 .
Thus r2 | m and ar1 = µp
m
r2
v
where Q = pmv is the monic generator of the ideal p
m
v . Therefore
M(x) = xr1 + a1x
r1−1 + · · ·+ ar1−1x+ µp
m
r2
v ∈ A[x], µ ∈ F∗q .
Let us consider again the roots π1, · · · , πr1 of M(x) in k. One knows that
an = (−1)n
∑
i1,··· ,in
πi1πi2 · · ·πin . That is
v∞(an) = v∞

 ∑
i1,··· ,in
πi1πi2 · · ·πin

 ≥ min
i1,··· ,in
{
v∞(πi1πi2 · · ·πin)
}
But
min
i1,··· ,in
{
v∞(πi1πi2 · · ·πin)
}
= v∞(πj1πj2 · · ·πjn) = v∞(πj1)+v∞(πj2)+· · ·+ v∞(πjn)
for some (j1, · · · , jn)
Again as we mentioned before, one draws from condition 4 that
v∞(πj1) = v∞(πj2) = · · · = v∞(πjn) = v∞(π) = −
mdeg pv
r .
Hence v∞(an) ≥ v∞(πj1 ) + v∞(πj2 ) + · · ·+ v∞(πjn) = n · v∞(π) = −
n·mdeg pv
r .
Thus − deg an ≥ −
n·m deg pv
r that is
deg an ≤
n ·m deg pv
r
.
Therefore the coefficients ai of M(x) satisfy the boundary condition
deg ai ≤
im · deg pv
r
=
im · deg p
m
r2
v
r1
.
Concerning the statement c) of our theorem let us first of all recall that the
irreducible polynomials
M(x) and M0(x) = x
r1 + a1T sx
r1−1 + · · ·+
ar1−1
T s(r1−1)
x+ µ p
m
r2
v
T sr1
define the same function field k(π) = k
(
pi
T s
)
.
One gets from [3, Proposition 8.2] that the decomposition of the place ∞ of
k in k(π) is encoded in the decomposition of the polynomial M0(x) over the
completion field k∞.
Therefore a unique place of k(π) lying over the place at∞ of k if and only if the
polynomialM0(x) is irreducible or a power of an irreducible polynomial over the
completion field k∞. Since r (and a fortiori r1) is coprime to q, the polynomial
M0(x) is separable. That means, there is a unique place of k(π) over the place
∞ of k if and only if M0(x) is irreducible over k∞.
In addition h = v∞ (disc (M(x))) + sr1(r1 − 1) + 1 = v∞ (disc (M0(x))) + 1.
One gets then from the Hensel lemma that any irreducible factor of M0(x)
mod 1
Th
is the residue modulo 1
Th
of an irreducible factor of M0(x) in k∞[x]
and vice versa.
Hence there is a unique place of k(π) lying over the place at ∞ of k if and only
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if M0(x) is irreducible modulo
1
Th
.
Concerning the statement d) one has n = v (disc (M(x))) + 1.
i.e. disc (M(x)) 6≡ 0 mod pnv .
One therefore concludes from corollary 1.1 in addition to the Hensel lemma that
there is a unique (place) zero of π in k(π) if and only if
Res
(
fi(x),
M(x)
fi(x)
)
6≡ 0 mod pv ∀i = 1, · · · , s.
⇐ Conversely let π be a root of the polynomial in equation 1 satisfying
the four statements in theorem 1.1. We aim to show that π is a Weil number.
First of all π is an algebraic integer since M(x) is a monic polynomial with
coefficients in A.
As we proved before, statement c) implies that there is a unique place of k(π)
lying over the place at ∞ of k and statement d) implies that there is a unique
(place) zero of π in k(π) and that place lies above the place v.
Concerning the condition 4 of the definition of Weil number, we have the fol-
lowing:
from the constant coefficient (see equation 1) of the polynomialM(x), one draws
that the norm of π, Nk(pi)/k (π) = (−1)
r1µp
m
r2
v . It therefore implies the follow-
ing:
To avoid any ambiguity, let us denote ∞′ the place in k(π) above ∞ in k.
v∞′ (π) :=
1
[k(pi):k]v∞
(
Nk(pi)/k (π)
)
= − 1r1 deg p
m
r2
v = −
mdeg pv
r .
Therefore |π|∞′ = q−v∞′ (pi) = q
m deg pv
r = l1/r.
The condition refc5 follows from the statement a) of our theorem 1.1.
Hence π is a Weil number and therefore its minimal polynomial M(x) is a Weil
polynomial.
♦
We summarize our result in the following algorithm, which one can use to
check wether a given polynomial is a rank r Weil polynomial or not.
Algorithm 1.1. Input: M(x) = xr1 + a1x
r1−1 + · · ·+ ar1−1x+ µp
m
r2
v
1. Check that r1r2 = r and deg ai ≤
im deg pv
r for i = 1, 2, · · · , r1 − 1.
If one of these conditions is not fulfilled then Output False and exit.
Else move to the next step.
2. Compute D = disc (M(x)), s = ⌈m deg pvr ⌉, h = v∞ (D) + sr1(r1 − 1) + 1
and n = v(D) + 1. Where v and v∞ are resp. the discrete valuations
associated to the place pv and the place at ∞ of the field k.
3. Set M0(x) = x
r1 + a1T s x
r1−1 + a2T 2sx
r1−2 + · · ·+
ar1−1
T s(r1−1)
x+ µ p
m
r2
v
T r1.s .
If M0(x) is not irreducible modulo
1
Th
then output False and exit.
else move to the next step.
4. Compute M(x) ≡M(x) mod pnv and decompose (irreducibly)
M(x) = f¯1(x) · f¯2(x) · · · f¯s(x).
If for all j ∈ {1, · · · , s} Res
(
f¯j(x),
M(x)
f¯j(x)
)
6= 0 mod pv then
output True and exit.
Else: then output False and exit.
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Remark 1.2.
1. Each step of algorithm 1.1 requires to know only the coefficients of the
polynomial M(x) and can be achieved in finitely many computations.
2. A priori, the algorithm only decides for a given polynomial whether it is
a Weil polynomial or not. But one can also use that algorithm to provide
the complete list of rank r Weil polynomials.
Indeed, the coefficients ai of the potential Weil polynomial
M(x) = xr1 + a1x
r1−1 + · · ·+ ar1−1x+ µp
m
r2
v
are bounded by deg ai ≤
im deg pv
r and ai ∈ Fq[T ]. So there are finitely
many such polynomials. One can then check for each such polynomial
(using the algorithm) whether it is a rank r Weil polynomial or not.
In fact the number of polynomials ai ∈ Fq[T ] of degree atmost
im deg pv
r is
q
im deg pv
r
+1. Thus for polynomials of the form
M(x) = xr1 + a1x
r1−1 + · · ·+ ar1−1x+ µp
m
r2
v ∈ A[x],
we have a total number of
r1−1∏
i=1
q
im deg pv
r
+1 = q
(r1−1)
[
1+m deg pv2r2
]
polynomi-
als to be checked. This number can be reduced if one takes into account
the following result.
Proposition 1.3. We consider the same polynomial
M(x) = xr1 + a1x
r1−1 + · · · + ar1−1x + µp
m
r2
v ∈ A[x], whose root π generates
the function fields extension k(π)/k. If pv does not divide the linear coefficient
ar1−1, then π satisfies the condition 2 of the definition of a Weil number. That
is, there is a unique zero of π in k(π) over the place v.
Proof: We proceed by contraposition of the above statement. That is, if π
has more than a zero over the place v then pv divides ar1−1.
Let p1 be a zero of π above v in k(π). If π has another zero say p2, then we
have the following.
Let F be the splitting field of M(x). F/k is a Galois extension and k(π) is an
intermediate field. Let p′1 and p
′
2 be extensions of p1 and p2 respectively in F .
Let B be the integral closure of A in k(π). p′1 ∩A = p
′
1 ∩B ∩A = p1 ∩A = pv.
Same for p′2. So p
′
1 and p
′
2 are primes of F above pv. Since Gal(F/k) acts
transitively on the sets of primes above pv, there exists σ ∈ Gal(F/k) such that
p′2 = σ(p
′
1). p
′
2
∣∣π then σ(p′1)∣∣π. That is p′1∣∣σ−1(π). Moreover, σ−1(π) 6= π
otherwise σ would be in Gal(F/k(π)) that is
p1 = σ(p1) = σ(p
′
1 ∩ B) = σ(p
′
1) ∩ σ(B) = p
′
2 ∩ B = p2. Which is not possible
since p1 6= p2. Taking into account the following representation of the linear
coefficient in terms of the roots of M(x), that is ar1−1 =
r1∑
j=1
r1∏
i=1,i6=j
τi(π) and
in addition to the fact that p′1
∣∣π and p′1∣∣σ−1(π), we therefore get p′1∣∣ar1−1.
That is ar−1 ∈ p′1 but ar−1 ∈ A. Hence ar−1 ∈ p
′
1 ∩ A = pv i.e. pv
∣∣ar1−1.
♦
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Remark 1.3. As we mentioned in remark 1.2, if one takes into account the
above mentioned result, the number of polynomials to be checked (using the whole
algorithm 1.1) can be reduced to
q1+
(r1−1)m deg pv
r
−deg pv ×
r1−2∏
i=1
q1+
im deg pv
r = q
(r1−1)
[
m deg pv
2r2
+1
]
−deg pv
For other polynomials for which pv ∤ ar1−1, one can just check the step 2 of our
algorithm.
Remark 1.4. One easily notices that if m and r are coprime, then the only
potential rank r Weil polynomials are the one of the form
M(x) = xr + a1x
r−1 + · · ·+ ar−1x+ µpmv
1.2 Inseparable Weil polynomials
As we mentioned before, the condition r coprime to q was made so that the
polynomial M(x) remains separable. Let us now drop that conition and pick
any positive integer r.
Remark 1.5. Before going further, let us draw the attention of the reader on
the following fact:
The only sprain to the generality is how to check the conditions 2 and 3 when
M(x) is inseparable. In other words how to get the irreducible factorization of
M(x) over the completion field k∗ ∈ {k∞, kv}. In the previous case, the factor-
ization was entirely determine by the irreducible decomposition ofM(x) mod pnv
and M(x) mod 1
Th
for kv and k∞ respectively. Where n = v (disc (M(x))) + 1
and h = v∞ (disc (M(x))) + sr1(r1 − 1) + 1.
That argument is not valid anymore in this case because disc (M(x)) = 0. But at
least one knows that if M(x) is an inseparable irreducible polynomial over a field
k of characteristic p > 0, then there exists a separable polynomial f(x) ∈ k[x]
such that M(x) = f
(
xp
d
)
for some d ∈ N. We will use the separable polynomial
f(x) to overcome the difficulties encountered when M(x) is inseparable.
Some properties of monic irreducible polynomials over a field k of
characteristic p > 0
We provide in this part, as mentioned in the title, some important properties of
irreducible polynomials over a field k, with char(k) = p > 0. These properties
will be very helpful later on.
Proposition 1.4. [1, theorem A6, page 11]
Let k be a field of characteristic p > 0 and f(x) be a monic irreducible polyno-
mial in k[x]. Then f(xp) is either irreducible or a p-th power of an irreducible
polynomial in k[x].
Proof:[1] ♦
Corollary 1.2. [1, Corollary A8]
Let k be a field of characteristic p > 0 and f(x) be a monic irreducible polynomial
in k[x]. The following statements are equivalent.
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(i) f(xp
n
) is irreducible in k[x] ∀n ∈ N.
(ii) f(x) /∈ kp[x]
One should keep in mind that we mean by kp = {ap, a ∈ k}.
Proof:[1] ♦
Corollary 1.3. Let k be a field of characteristic p > 0 and f(x) be a monic
irreducible polynomial in k[x]. Let n ∈ N.
f(xp
n
) is either irreducible or a pn0-th power of an irreducible polynomial in
k[x] for some n0 ∈ N.
Proof: Let f(x) be a monic irreducible polynomial in k[x] as mentioned in
the corollary above. We know from corollary 1.2 that if f(x) /∈ kp[x] then f(xp
n
)
is irreducible.
Now if f(x) ∈ kp[x] then,
Let f(x) = xd + ap1x
d−1 + · · ·+ apd−1x+ a
p
d.
We set n0 = min
{
νp(a
p
i ), i = 1, · · · , d
}
where νp(a
p
i ) denotes the positive in-
teger t such that api = b
pt
i and bi ∈ k \ k
p. Let api0 be the coefficient for which
n0 = νp(a
p
i0
).
f(x) = xd+bp
n0+r1
1 x
d−1+bp
n0+r2
2 x
d−2+· · ·+bp
n0
i0
xd−i0+· · ·+bp
n0+rd−1
d−1 x+b
pn0+rd
d
If n ≥ n0 then we have the following
f(xp
n
) = xdp
n
+ bp
n0+r1
1 x
(d−1)pn + · · ·+ bp
n0
i0
x(d−i0)p
n
+ · · ·+
+bp
n0+rd−1
d−1 x
pn + bp
n0+rd
d
=
(
xdp
n−n0
+ bp
r1
1 x
(d−1)pn−n0 + · · ·+ bi0x
(d−i0)p
n−n0
+ · · ·+
+ bp
rd−1
d−1 x
pn−n0 + bp
rd
d
)pn0
=
(
g0
(
xp
n−n0
))pn0
with g0(x) = x
d + bp
r1
1 x
d−1 + · · ·+ bi0x
d−i0 + · · ·+ bp
rd−1
d−1 x+ b
prd
d
g0(x) must be irreducible in k[x]. Indeed,
If g0(x) is reducible in k[x], that is g0(x) = h1(x)·h2(x) with h1(x) and h2(x)
in k[x], then we have the following:
g0
(
xp
n−n0
)
= h1
(
xp
n−n0
)
· h2
(
xp
n−n0
)
. That is,
f(xp
n
) =
(
g0
(
xp
n−n0
))pn0
=
(
h1
(
xp
n−n0
))pn0
·
(
h2
(
xp
n−n0
))pn0
= hp
n0
1
(
xp
n)
· hp
n0
2
(
xp
n)
Where hp
n0
i (x) denotes the polynomial obtained from hi(x) by raising all
its coefficients to the power pn0 .
Thus f(xp
n
) = hp
n0
1
(
xp
n)
·hp
n0
2
(
xp
n)
i.e. f(x) = hp
n0
1 (x) ·h
pn0
2 (x) which
contradicts the fact that f(x) is irreducible.
Hence g0(x) must be irreducible in k[x].
In addition, since bi0 /∈ k
p, we also have g0
(
xp
n−n0
)
is irreducible (see
corollary 1.2).
If n < n0 then one can write down f(x
pn) as follows
F (x) := f(xp
n
) = (g(x))
pn
10
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with g(x) = xd + cd−1x
d−1 + · · ·+ c1x+ c0 ∈ kp[x].
Claim 1: If f(x) is separable then so is g(x).
We know that f(x) is a separable polynomial and d = deg f(x). We also
know that for each root α of f(x), the pn-th root α
1
pn of α is a root of
F (x). So F (x) has at least d distinct roots 1 .
Also F (x) = f(xp
n
) = (g(x))
pn
and deg g(x) = d. Thus F (x) has a maxi-
mum of d distinct roots 2 .
1 and 2 imply that F (x) must have exactly d distinct roots.
Therefore g(x) is separable.
Claim 2: g(x) is irreducible over k.
Indeed, Let us assume that g(x) is reducible over k.
That is g(x) = h1(x) · h2(x).
Therefore (g(x))
pn
= (h1(x))
pn · (h2(x))
pn
= hp
n
1
(
xp
n)
·hp
n
2
(
xp
n)
. Where
hp
n
i (x) denotes the polynomial obtained from hi(x) by raising all its co-
efficients to the power pn.
Thus f(xp
n
) = (g(x))p
n
= hp
n
1
(
xp
n)
·hp
n
2
(
xp
n)
That is f(x) = hp
n
1 (x)· h
pn
2 (x)
which is impossible since f(x) is irreducible over k.
Hence g(x) must be irreducible.
So for this special case, if in addition to the hypothesis of the corollary
f(x) is separable, then f(xp
n
) would be a pn-th power of an irreducible
separable polynomial.
Therefore in any case f(xp
n
) is either irreducible or a pn0 -th power of an irre-
ducible polynomial in k[x]. ♦
Let us come back to our Weil number π with all the notations we have set
at the beginning and k = Fq(T ). We now assume that the extension k(π)/k
is not separable. That is the minimal polynomial M(x) of π is an irreducible
inseparable polynomial in k[x]. We know that if it is the case, then there exists
a separable irreducible polynomial f(x) ∈ k[x] such that
M(x) = f(xp
n
) for some n ∈ N.
Let us first discuss the case where n = 1. i.e. M(x) = f(xp).
Let f(x) = f1(x) · · · fs(x) be the irreducible decomposition of f(x) over the
completion field k∗ (where k∗ ∈
{
kv, k∞
}
).
So M(x) = f(xp) = f1(x
p) · · · fs(x
p). According to the proposition 1.4, each
polynomial fi(x
p) is either irreducible or a p-th power of an irreducible polyno-
mial hi(x) ∈ k∗[x] i.e. fi(xp) = (hi(x))
p
. In any case, the irreducible decompo-
sition of f(x) encodes all the irreducible factors of M(x) in k∗[x] and is enough
to decide about the conditions 2 and 3 of definition 1.2 of Weil number. Indeed,
π satisfies condition 3 if and only if M(x) is irreducible or a power of an irre-
ducible polynomial over k∞.
But we can say from our above discussion that M(x) is irreducible or a power of
an irreducible polynomial over k∞ if and only if the separable polynomial f(x)
is irreducible over k∞
Likewise, one can properly check in this case the condition 2) of the definition
of Weil number using proposition 1.1, whereM(x) is replaced by the irreducible
separable polynomial f(x). In other words the condition 2 is satisfied by the
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polynomial M(x) if and only if it is satisfied by the polynomial f(x). That is
Res
(
fi(x),
f(x)
fi(x)
)
6= 0 mod pv ∀i ∈ {1, · · · , s}. Thanks to corollary 1.1.
Now if M(x) = f(xp
n
) with n > 1 then the same idea holds. That is, the
irreducible decomposition of f(x) = f1(x) · · · fs(x) over the completion field k∗
encodes the irreducible decomposition of M(x) over k∗.
M(x) = f(xp
n
) = f1(x
pn) · · · fs(x
pn)
From corollary 1.3, one can draw that each fi(x
pn) is either irreducible or a
pn0-th power of an irreducible polynomial in k∗[x] for some n0 ∈ N.
Therefore one can use the irreducible decomposition of f(x) in k∗[x] to check
the conditions 2 and 3 of definition 1.2. Exactly as it happened for the case
n = 1,
π satisfies condition 3 if and only if M(x) is irreducible or a power of an irre-
ducible polynomial over k∞.
M(x) = f(xp
n
) is irreducible or a power of an irreducible polynomial over k∞
if and only if the separable polynomial f(x) is irreducible over k∞. Thanks to
corollary 1.3.
Following the same idea, the polynomial (or a root π of the polynomial) M(x)
satisfies the condition 2) of definition 1.2 if and only if
Res
(
fi(x
pn), M(x)
fi(xp
n)
)
6= 0 mod pv ∀i ∈ {1, · · · , s}. Thanks once more to
proposition 1.1 and also to corollary 1.1.
Remark 1.6. A conclusion one can draw from our discussion above is that,
modulo some slight changes, one can use the same algorithm 1.1 in the case
where the polynomial M(x) is inseparable. After those minor changes, we get
the following algorithm.
Algorithm 1.2.
Input : M(x) = xp
nr0 + a1x
pn(r0−1) + · · ·+ ar0−1x
pn + µp
m
r2
v = f(xp
n
).
Where f(x) = xr0 + a1x
r0−1 + · · ·+ ar0−1x+ µp
m
r2
v with r0 coprime to q.
1. Check that pnr0r2 = r and deg ai ≤
im deg pv
r for i = 1, 2, · · · , r0 − 1.
If one of these conditions does not hold then output: False and exit.
Else move to the next step.
2. Compute D = disc (f(x)), s =
⌈
m deg pv
r
⌉
=
⌈
m deg pv
pnr0r2
⌉
,
h = v∞ (D) + sr0(r0 − 1)+ 1 and u = v (disc (f(x))) + 1, where v and v∞
denote the discrete valuation associated to the place pv and the place at ∞
of the field k respectively.
3. Set f0(x) = x
r0 + a1
Tpns
xr0−1 + a2
T 2pns
xr0−2 + · · ·+
ar0−1
Tp
n(r0−1)s
x+ µ p
m
r2
v
Tp
nr0.s
.
If f0(x) is not irreducible modulo
1
Th
then output False and exit.
else move to the next step.
4. Compute f(x) ≡ f(x) mod puv and provide the irreducible decomposition
f(x) = f¯1(x) · f¯2(x) · · · f¯s(x). That is the irreducible decomposition of
M(x) is given by M(x) = f(xp
n
) = f¯1(x
pn) · f¯2(xp
n
) · · · f¯s(xp
n
)
If for all j ∈ {1, · · · s} Res
(
f¯j(x),
f¯(x)
f¯j(x)
)
6= 0 mod pv
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then output True and exit.
Else: output False and exit.
Remark 1.7. The above mentioned algorithm is based on the fact that the
irreducible decomposition of the separable polynomial f(x) in k∗[x] encodes the
irreducible decomposition of M(x) = f(xp
n
) in k∗[x]. We mean that one can get
a 1-to-1 map between the irreducible factors of f(x) and those of M(x) = f(xp
n
)
in k∗[x].
2 Isomorphism classes
We keep the same data we had before and we consider Drinfeld A-modules de-
fined over the finite A-field L.
It is known in the Drinfeld modules theory that two Drinfeld modules are iso-
morphic over an algebraic closure L of L if and only if the have the same
J-Invariants. In other words the J-Invariants determine the L-Isomorphism
classes of Drinfeld modules defined over L.
A natural question to ask is: how about L-Isomorphism classes? How does one
check that two Drinfeld modules are isomorphic over the field L itself?
We give an answer to that question in this part by coming up with an additional
invariant we call Fine Isomorphy Invariant and we prove that, that invariant
together with the J-Invariants determine the L-Isomorphism classes of Drinfeld
modules over L.
Definition 2.1 (Fine Isomorphy Invariant).
Let φ : A −→ L{τ} be a rank r Drinfeld A-module defined by
φT = γ(T ) + g1τ + · · ·+ grτ
r
We set
d = gcd(qk − 1, k ∈ I) = qδ − 1
where I = {i = 1, · · · , r; gi 6= 0} and δ = gcd(k : k ∈ I).
We write d =
∑
k∈I
λk(q
k − 1); λk ∈ Z and we set λ = (λk)k∈I .
Let B =
{
α = (αk)k∈I , d =
∑
k∈I
αk(q
k − 1)
}
.
The fine isomorphy invariant of φ is defined as FI(φ) = (FIλ(φ))λ∈B, where
FIλ(φ) =
∏
k∈I
gλkk modL
∗d
Example 2.1. Let φ : A −→ L{τ} be a rank 2 Drinfeld module defined by
φT = γ(T ) + g1τ + g2τ
2. We assume g1 6= 0 and g2 6= 0. We know from
Bezout’s lemma that if a, b ∈ Z and d = gcd(a, b), then there exists α0 and β0
integers such that d = α0a + β0b. All the other Bezout’s coefficients of d are
given by
{
αk = α0 + k
b
d
βk = β0 − k
a
d
k ∈ Z
Let’s come back to our Drinfeld module φT = γ(T ) + g1τ + g2τ
2.
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d = gcd(q − 1, q2 − 1) = q − 1.
d = q − 1 = −q(q − 1) + 1(q2 − 1). The complete list of Bezout’s coefficients of
d is given by:
{
αk = −q + k(q + 1) = (k − 1)q + k
βk = 1− k
k ∈ Z.
Therefore the fine isomorphy invariant of φ is given by
FI(φ) =
(
g
(k−1)q+k
1 .g
1−k
2
(
modL∗(q−1)
))
k∈Z
Definition 2.2. [4, J-Invariants]
Let (k1, · · · , kl) be a tuple with 1 ≤ k1 < · · · < kl ≤ r − 1 and δ1, · · · , δl be
integers such that
a) δ1(q
k1 − 1) + · · ·+ δl(qkl − 1) = δr(qr − 1).
b) 0 ≤ δi ≤
qr−1
qgcd(i,r)−1
. for i = 1, · · · , l.
c) gcd(δ1, · · · , δl, δr) = 1
The so-called basic J-invariants of the Drinfeld module φ are defined as
Jδ1···δlk1···kl (φ) =
gδ1k1 · · · g
δl
kl
gδrr
Theorem 2.1. We keep the same notation above and we consider φ and ψ :
A −→ L{τ} as two rank r Drinfeld A-modules defined by
φT = γ(T ) + g1τ + · · ·+ grτ
r and ψT = γ(T ) + g
′
1τ + · · ·+ g
′
rτ
r
. The followings are equivalent
(i) φ
L
∼= ψ
(ii) φ
Lsep
∼= ψ and ∃λ ∈ B, FIλ(φ) = FIλ(ψ)
(iii) φ
Lsep
∼= ψ and FI(φ) = FI(ψ)
Proof: Our plan is to prove following the loop (iii)⇒ (ii)⇒ (i)⇒ (iii).
Let’s assume (iii). It obviously implies (ii) since B 6= ∅.
Let’s now assume for the second part of the proof that φ
Lsep
∼= ψ and
∃λ = (λk)k∈I ∈ B such that FIλ(φ) = FIλ(ψ).
We want to show that φ
L
∼= ψ.
φ
Lsep
∼= ψ implies that there exists x ∈ Lsep such that ψT = x−1φTx.
That is
for all k ∈ I, g′k = gkx
qk−1 (2)
FIλ(φ) = FIλ(ψ) implies
∏
k∈I
g′λkk =
∏
k∈I
gλkk modL
∗d. That is
there is y ∈ L∗ such that
∏
k∈I
g′λkk =
∏
k∈I
gλkk .y
d. (3)
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From equation (2) we get g′λkk = g
λk
k x
λk(q
k−1) for all k ∈ I
Thus ∏
k∈I
g′λkk =
∏
k∈I
gλkk .x
∑
k∈I
λk(q
k−1)
=
∏
k∈I
gλkk .x
d (4)
The equations (3) and (4) imply that xd = yd.
But d = gcd(qk−1, k ∈ I). That is for all k ∈ I, there exists αk ∈ Z such that
qk − 1 = αkd.
Hence xq
k−1 = xαkd =
(
xd
)αk = (yd)αk = yαkd = yqk−1.
Thus ∀ k ∈ I g′k = gkx
qk−1 = gky
qk−1.
Therefore ψT = y
−1φT y and y ∈ L∗.
Hence φ
L
∼= ψ
For the last part of the proof we consider (i). That is φ
L
∼= ψ. It obviously
implies also that φ
Lsep
∼= ψ.
Let’s now check that FI(φ) = FI(ψ).
φ
L
∼= ψ implies that there exists x ∈ L such that ψT = x−1φTx.
That is, for all k ∈ I, g′k = gkx
qk−1. From The Bezout’s lemma B 6= ∅. Let’s
then pick any λ = (λk)k∈I ∈ B. We have g
′λk
k = g
λk
k x
λk(q
k−1).
Thus
∏
k∈I
g′λkk =
∏
k∈I
gλkk
∏
k∈I
xλk(q
k−1) =
∏
k∈I
gλkk .x
∑
k∈I
λk(q
k−1)
=
∏
k∈I
gλkk .x
d
Therefore
∏
k∈I
g′λkk =
∏
k∈I
gλkk .x
d, x ∈ L∗.
Which implies
∏
k∈I
g′λkk =
∏
k∈I
gλkk modL
∗d
Hence FIλ(φ) = FIλ(ψ).
Since λ has been picked randomly, we can conclude that
FIλ(φ) = FIλ(ψ) ∀λ ∈ B.
Therefore FI(φ) = FI(ψ). ♦
Remark 2.1. In the sequel, we might at some point abuse the language by
considering as fine isomorphy invariants of φ, FIλ0 (φ) ≡ FI(φ) for some λ0 ∈
B. As we can notice from the theorem above, this will not have any impact on
the generality.
Remark 2.2. Potemine proved in [4, Theorem 2.2] that
φ
Lsep
∼= ψ ⇔ Jδ1···δlk1···kl (φ) = J
δ1···δl
k1···kl
(ψ) for any (k1, · · · , kl) and (δ1, · · · , δl)
as defined above.
Taking it into account, one can reformulate the theorem 2.1 as follows.
Theorem 2.2.
φ
L
∼= ψ ⇔ Jδ1···δlk1···kl (φ) = J
δ1···δl
k1···kl
(ψ) and FI(φ) = FI(ψ)
In other words, L-isomorphism classes of Drinfeld modules defined over the finite
A-field L are determined by their fine isomorphy invariants and J-invariants.
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Example 2.2. For the case of rank 2 Drinfeld A-modules, the only basic J-
invariant is Jq+11 =
gq+11
g2
. Here d =
{
gcd(q − 1, q2 − 1) = q − 1 if g1 6= 0
q2 − 1 if g1 = 0
Therefore λ1 =
{
−q if g1 6= 0
0 if g1 = 0
and λ2 = 1 in any case.
Thus FI(φ) =
{
g−q1 g2 mod L
∗q−1 if g1 6= 0
g2 mod L
∗q2−1 if g1 = 0
The invariants Jq+11 and FI(φ) match clearly with the invariants describing the
isomorphism classes of a rank 2 Dinfeld module as shown by Gekeler in [2].
Example 2.3. Let’s consider a rank 3 Drinfeld A-module defined over the field
L = F25 = F5(α) with α2 + 4α + 2 = 0. We take A = F5[T ]. L is an A-field
defined by the ring homomorphism γ : A −→ L, T 7→ α.
Let φT = α+ g1τ + g2τ
2 + g3τ
3.
Following the definition 2.2, one can easily compute the basic J-invariants of φ
which are:
J31,01,2 (φ) , J
1,5
1,2 (φ) , J
7,4
1,2 (φ) , J
8,9
1,2 (φ) , J
9,14
1,2 (φ) , J
10,19
1,2 (φ) , J
11,24
1,2 (φ) , J
12,29
1,2 (φ)
J13,31,2 (φ) , J
15,13
1,2 (φ) , J
17,23
1,2 (φ) , J
19,2
1,2 (φ) , J
20,7
1,2 (φ) , J
22,17
1,2 (φ) , J
23,22
1,2 (φ) , J
25,1
1,2 (φ)
J27,111,2 (φ) , J
29,21
1,2 (φ) , J
31,31
1,2 (φ) ,
The fine isomorphy invariant of φ is given by
FI(φ) =


g1 modL
∗4 if g1 6= 0
g3
g52
modL∗4 if g1 = 0 and g2 6= 0
g3 modL
∗124 if g1 = g2 = 0
Therefore the isomorphism class of φ is parametrized by those 20 invariants
Remark 2.3. Each isomorphism class has a finite number of elements.
Indeed #Cl(φ) ≤ #L∗d.
We provide in the sequel an algorithm generating the isomorphism classes of
rank r Drinfeld modules in a given isogeny class.
Algorithm 2.1. [Isomorphism classes of a Drinfeld modules]
Inputs: Isogeny class defined by M(x) = xr1 + a1x
r1−1 + · · ·+ ar1−1x+ µp
m
r2
v .
Ouputs: Isomorphism classes of Drinfeld modules in the isogeny class defined
by M(x)
1- Set φT = grτ
r+ · · ·+g1τ+γ(T ) and solve the equation (system of equations)
given by τsr1 + a1(φT )τ
s(r1−1) + · · ·+ ar1−1(φT )τ
s + µpv(φT )
m
r2 = 0.
Where s = [L : Fq]. Let Γ be the set of all solutions of that equation.
2- Pick a Drinfeld module φ ∈ Γ. We assume φT = grτr + · · ·+ g1τ + γ(T ).
3- Compute the fine isomorphy invariant and the J-invariants of φ. i.e. FI(φ)
and Jδ1···δlk1···kl (φ) .
4- for ψ in Γ: Compute FI(ψ) and Jδ1···δlk1···kl (ψ) .
If FI(ψ) = FI(φ) and Jδ1···δlk1···kl (ψ) = J
δ1···δl
k1···kl
(φ):
Then store ψ in the isomorphism class of φ.
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5- Pick another φ in Γ which is not in the previously computed isomorphism
classes and move to step 3.
6- If the set Γ is exhausted then output the isomorphism classes and exit.
3 Application: more specific description for the
case of rank 3 Drinfeld modules
3.1 Isogeny classes for rank 3 Drinfeld modules
We keep the same data as before. That is A = Fq[T ], k = Fq(T ) with a
distinguished place at infinity ∞.
As we have seen before, the isogeny classes are given by the following rank 3
Weil polynomials:
• M(x) = x3 + a1x2 + a2x + µpmv ∈ A[x] with µ ∈ Fq. Where deg a1 ≤
m deg pv
3 and deg a2 ≤
2m deg pv
3 such that the resultant modulo pv of any
two irreducible factors of M(x) mod pnv is non-zero and
M0(x) ≡ x3 +
a1
T sx
2 + a2T 2s x+ µ
p
m
v
T 3s mod
1
Th
is irreducible.
Where h = v∞ (disc (M(x))) + sr(r − 1) + 1 and n = v (disc (M(x))) + 1
(see algorithm 1.1).
• M(x) = x− µp
m
3
v with 3|m and µ ∈ F∗q
We provide in the sequel some more specific results that help to quickly identify
rank 3 Weil polynomials by more or less just looking atthe “size” of the coeffi-
cient of the polynomials.
Before that let us recall the notion of standard form of a cubic polynomial.
Definition 3.1 (Standard form).
Let k(π˜)/k be a cubic function field. The minimal polynomial M0(x) ∈ A[x] of
π˜ is said to be in the standard form if M0(x) = x
3 + ax + b with a and b ∈ A
satisfying the following:
There is no c ∈ A such that c2|a and c3|b.
Remark 3.1. Let M(x) = x3+a1x
2+a2x+µp
m
v be a potential Weil polynomial
whose corresponding cubic field is k(π)/k.
If char(k) 6= 3, setting x = y − a13 , one can transform
M(x) = x3 + a1x
2 + a2x+ µp
m
v
into a polynomial of the form
y3 + b1y + b2 ∈ A[y] where b1 =
−a21
3
+ a2, b2 =
2a31
27
−
a1a2
3
+ µQ.
One can therefore convert the polynomial N(y) = y3 + b1y + b2 ∈ A[y] into a
standard polynomial x3 + c1x + c2. By “converting” we mean getting from the
irreducible polynomial y3 + b1y + b2 an irreducible polynomial in the standard
form M0(x) = x
3 + c1x + c2 whose any root π˜ is such that k(π˜) ⋍ k(π) (i.e.
k(π˜) and k(π) define the same function field).
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In fact doing it, is really a simple exercise. One takes the square-free factoriza-
tions of b1 and b2. That is b1 = µ1
n1∏
i=1
bi1i and b2 = µ2
n2∏
j=1
bj2j where µ1, µ2 ∈ Fq
and b1i i = 1, · · · , n1 (resp. b2j j = 1, · · · , n2) are pairwise coprime square-free
elements of A. We set g1 =
n1∏
i=1
b
⌊ i2 ⌋
1i and g2 =
n2∏
j=1
b
⌊ j3 ⌋
2j . Taking c1 =
b1
gcd(g1,g2)2
and c2 =
b2
gcd(g1,g2)3
, we have that M0(x) = x
3 + c1x+ c2 is a polynomial in the
standard form in A[x]. In addition we have the following:
π is a root of M(x) if and only if π + a13 is a root of N(y) = y
3 + b1y + b2 if
and only if π˜ =
pi+
a1
3
gcd(g1,g2)
is a root of M0(x) = x
3 + c1x+ c2.
Therefore disc (M(x)) = disc (N(y)) and ind(π) = ind
(
π + a13
)
.
But ind(π˜) = ind(pi)gcd(g1,g2)3 because disc (M0(x)) =
disc(M(x))
gcd(g1,g2)6
.
Also, k(π) = k
(
π + a13
)
= k(π˜).
Proposition 3.1. [5, theorem 4.2]
Let M0(x) = x
3+c1x+c2 be the standard form of the minimal polynomial M(x)
of π.
There is a unique place of k(π) above the place at infinity ∞ of k only in the
following cases.
(s1) 3 deg c1 < 2 deg c2, deg c2 ≡ 0 mod 3 and LC(c2) is not a cube in Fq.
LC(?) denotes here the leading coefficient of the argument.
(s2) 3 deg c1 = 2deg c2, 4LC(c1)
3 + 27LC(c2)
2 6= 0 and
x3 + LC(c1)x+ LC(c2) has no root in Fq.
(s3) 3 deg c1 < 2 deg c2 and deg c2 6≡ 0 mod 3
Proposition 3.2. Let M(x) = x3 + a1x
2 + a2x+ µp
m
v ∈ A[x] be as mentioned
before.
1. If pv | a2 and pv ∤ a1 then there is a unique zero of π in k(π) above the
place v if and only if v(a2) ≥
m
2 .
2. If pv | a2 and pv | a1 then there is a unique zero of π in k(π) above the
place v if and only if there is a unique place of k(π) above v (i.e. if and
only if M(x) is irreducible over the completion field kv).
3. If pv ∤ a2 then there is a unique zero of π in k(π) above v.
Before proving this proposition, let us recall the following lemma, known as
Hensel lemma or Hensel lifting.
Lemma 3.1. Let M(x) ∈ A[x] and p be a prime in A. Let m,n ∈ N with m ≤ n
• If M(x0) ≡ 0 mod pn and M ′(x0) 6≡ 0 mod p then there exists a unique
lifting of x0 modulo p
n+m. i.e. there exists a unique x1 ∈ A such that
M(x1) ≡ 0 mod pn+m and x1 ≡ x0 mod pn.
• If M(x0) ≡ 0 mod pn and M ′(x0) ≡ 0 mod p then we have two possibil-
ities:
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– If M(x0) 6≡ 0 mod pn+1 then there is no lifting of x0 modulo pn+1.
– If M(x0) ≡ 0 mod pn+1 then every lifting of x0 modulo pn+1 is a
zero of M(x) modulo pn+1.
Proof:[Proof of proposition 3.2]
1. We assume here that pv | a2 and pv ∤ a1.
⇒ We assume that there is a unique zero of π in k(π) above v.
M(x) ≡ x2(x + a1) mod pv and pv ∤ a1. That means 0 (as double root)
and −a1 are the roots of M(x) module pv.
Using the Hensel lemma 3.1, one can lift these roots modulo plv (for l ≥ 1)
as long as M(0) ≡ 0 mod plv.
We know that disc (M(x)) = (a21 − 4a2)a
2
2 + p
m
v (−4a
3
1 − 27p
m
v + 18a1a2)
Let us assume that v(a2) <
m
2 .
That means v(a22) < m. Since pv ∤ a1 and pv | a2, v(a
2
1 − 4a2) = 0 and
v(−4a31 − 27p
m
v + 18a1a2) = 0. In other word
v (disc (M(x))) = v(a22) < m.
For any n ∈ N with n ≤ m, M(0) ≡ 0 mod pnv . One can therefore lift
the root x0 = 0 modulo pv to roots modulo p
n
v for n = v(a
2
2) + 1 and the
(simple) root x1 = −a1 modulo pv to a root modulo pnv . One gets then
M(x) ≡M1(x) ·M2(x) ·M3(x) mod p
v(disc(M(x)))+1
v
With M1(x) ≡M2(x) ≡ x mod pv and M3(x) ≡ x+ a1 mod pv.
Thus Res (M1(x),M2(x)) ≡ 0 mod pv which contradicts the fact that
there is a unique zero of π in k(π) above v (see lemma 1.1 and corollary
1.1).
Therefore v(a2) ≥
m
2 .
⇐ Let us assume conversely that v(a2) ≥
m
2 . We want to show that
there is a unique zero of π in k(π) above v.
We recall that disc (M(x)) = (a21 − 4a2)a
2
2 + p
m
v (−4a
3
1 − 27p
m
v + 18a1a2).
pv | a2 and pv ∤ a1 implies that v(a21−4a2) = v(−4a
3
1−27p
m
v +18a1a2) = 0.
In addition, v(a22) = 2v(a2) ≥ m. Thus v (disc (M(x))) ≥ m.
But M(x) ≡ x2(x + a1) mod pv with pv ∤ a1.
The root x0 = 0 ofM(x) mod pv can be lifted to a root ofM(x) mod p
n
v
for n ≤ m. But since for n ≥ m+ 1 M(0) 6≡ 0 mod pnv , there is no lifting
of x0 to a root of M(x) mod p
n
v (see Hensel lemma 3.1). In other words,
we cannot have M(x) ≡M1(x) ·M2(x) ·M3(x) mod p
v(disc(M(x)))+1
v with
M1(x) ≡M2(x) ≡ x mod pv and M3(x) ≡ x+ a1 mod pv.
Therefore we are only left with the possibility
M(x) ≡M1(x) ·M2(x) mod p
v(disc(M(x)))+1
v with
M1(x) ≡ x
2 mod pv and M2(x) ≡ x+a1 mod pv (see [6, Corollary 2.4]).
We therefore clearly have Res (M1(x),M2(x)) 6≡ 0 mod pv since pv ∤ a1.
Hence there is a unique zero of π in k(π) above the place v.
2. we assume here that pv | a1 and pv | a2.
M(π) = 0 implies that π3 = −a1π2−a2π−µpmv = pv
(
−b1π2 − b2π − µpm−1v
)
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where ai = bi · pv. In other words pv divides π. That means any place of
k(π) above v is a zero of π.
Therefore there is a unique zero of π in k(π) above v if and only if there
is a unique place of k(π) above v.
3. This case has already been shown in proposition 1.3.
♦
We summarize our previous results in the following theorem.
Theorem 3.1. Let M(x) = x3 + a1x
2 + a2x + µp
m
v ∈ A[x] be a potential
Weil polynomial. i.e. deg ai ≤
im deg pv
3 and M(x) irreducible over k. We also
consider M0(x) = x
3 + c1x+ c2 the standard form of M(x).
1. There is a unique place of k(π) lying over the place at ∞ of k if and only
if one of the following holds.
(s1) 3 deg c1 < 2 deg c2, deg c2 ≡ 0 mod 3 and LC(c2) is not a cube in
Fq.
(s2) 3 deg c1 = 2deg c2, 4LC(c1)
3 + 27LC(c2)
2 6= 0 and
x3 + LC(c1)x+ LC(c2) has no root in Fq.
(s3) 3 deg c1 < 2 deg c2 and deg c2 6≡ 0 mod 3
LC(?) denotes here the leading coefficient of the argument.
2. There is a unique zero of π in k(π) lying over the place v of k if and only
if one of the following holds.
(s4) pv | a2, pv ∤ a1 and v(a2) ≥ m2
(s5) pv | a2, pv | a1 and M(x) mod pnv is irreducible.
Where n = v (disc (M(x))) + 1.
(s6) pv ∤ a2.
Using the previous results, one can therefore get a more specific version of the
algorithm 1.1 for r = 3 as follows:
Algorithm 3.1. Input: M(x) = x3 + a1x
2 + a2x + µQ ∈ A[x] irreducible
polynomial defining the cubic field k(π)/k.
Ouput: True if M(x) is a Weil polynomial and False otherwise.
1. Compute b1 =
−a21
3 + a2; b2 =
2a31
27 −
a1a2
3 + µQ.
2. Compute the square-free decomposition of b1 and b2:
b1 = µ1
n1∏
i=1
bi1i, b2 = µ2
n2∏
j=1
bj1j
Set g1 =
n1∏
i=1
b
⌊ i2 ⌋
1i and g2 =
n2∏
j=1
b
⌊ j3 ⌋
1j
3. Compute c1 =
b1
gcd(g1,g2)2
and c2 =
b2
gcd(g1,g2)3
4. If c1 and c2 fulfill one of the statements (s1), (s2) or (s3) of proposition 3.1
then move to the next step. Otherwise output False and exit
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5. Compute n = v (disc(M(x))) + 1 and
M(x) ≡ x3 + a1x2 + a2x+ µQ mod pnv .
If pv | a2 and pv ∤ a1 and v(a2) ≥ m2 then output True and exit.
Else if pv | a2 and pv | a1 and M(x) is irreducible then the output True
and exit.
Else if pv ∤ a2 then output True and exit.
Else output False and exit.
3.2 Example of computation of isomorphism classes in a
rank 3 isogeny class
Here we mainly explain how the computation can be done and we provide a
concrete example.
We consider the isogeny class defined by the polynomial
M(x) = x3 + a1(T )x
2 + a2(T )x+ µQ(T )
We want to list all the isomorphism classes of Drinfeld modules in this isogeny
class. We know that the Frobenius endomorphism π = τs (with s = [L : Fq]) is
a root of M(x). That means
τ3s + a1(T )τ
2s + a2(T )τ
s + µQ(T ) = 0.
By definition of the action of the Drinfeld module φ we have
τ3s + a1(φT )τ
2s + a2(φT )τ
s + µQ(φT ) = 0 (⋆)
We consider (⋆) as an equation with unknown φT . This equation can be solved
by setting φT = γ(T )+α1τ+α2τ
2+α3τ
3.We recall that γ(T ) is already known
since γ is the ring homomorphism defining the A-field L. One can therefore plug
φT in the equation (⋆) and get a non-linear system of equation (with unknowns
αi′s). Even though the system is non-linear, a way to solve it can be by ”brute
force”. That is, looking for all tuples (α1, α2, α3) ∈ L3 solutions of the system.
Since L is finite, we have finitely many such tuples. Each of those solutions yields
a Drinfeld module φ defined by φT = γ(T ) + α1τ + α2τ
2 + α3τ
3. We therefore
gather those Drinfeld modules with respect to their isomorphism classes by
computing and comparing their J-invariants and fine isomorphy invariants.
Let us have a look at a concrete example.
Let A = F5[T ], k = F5(T ), L = F5(α) with α2 + 4α + 2 = 0. L is an A-field
defined by γ : A −→ L, f(T ) 7−→ f(0). The A-characteristic of L is T because
pv = Kerγ = T · A is the ideal generated by T .
m = [L : A/pv] = [L : A/T ·A] = [F5(α) : F5] = 2. We consider the polynomial
M(x) = x3 + 3x2 + (1 + T )x+ T 2
Claim: M(x) is a Weil polynomial.
first of all M(x) is irreducible in A[x] and therefore (Gauss lemma) is also
irreducible in k[x]. One easily shows using the algorithm 1.1 that
• M0(x) = x3+
3
T x
2+ 1+TT 2 x+
T 2
T 3 mod
1
T 3 ≡ x
3+ 3T x
2+ 1+TT 2 x+
1
T mod
1
T 3
(h = 3) is irreducible.
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• M(x) = x3+3x2+(1+T )x+T 2 mod T 2 ≡ x(x2+3x+1+T ) mod T 2
(n = 2) and we clearly have Res(x, x2 + 3x+ 1 + T ) mod T 6≡ 0.
Hence M(x) defines an isogeny class of Drinfeld modules.
We aim to list (as explained before) all the isomorphism classes of Drinfeld
modules in the isogeny class defined by M(x) = x3 + 3x2 + (1 + T )x+ T 2.
π = τs with s = [L : F5] = 2. i.e. π = τ2. In addition M(π) = 0 i.e.
τ6 + 3τ4 + (1 + φT )τ
2 + φ2T = 0
That means φ2T + φT τ
2 + τ6 + 3τ4 + τ2 = 0. We clearly see from the Weil
polynomial that T ∈ kerγ. i.e. γ(T ) = 0.
We can therefore set φT = α1τ + α2τ
2 + α3τ
3 ∈ L{τ}.
i.e. (α1τ + α2τ
2 + α3τ
3)2 + (α1τ + α2τ
2 + α3τ
3)τ2 + τ6 + 3τ4 + τ2 = 0.
Solving this equation yields the following Drinfeld modules:
φ(T )
(α+ 3)τ + 2τ2 + (4α+ 4)τ3 (α+ 3)τ + 2τ2 + 3τ3
(α+ 3)τ + (2α+ 1)τ2 + (α+ 3)τ3 (α+ 3)τ + 4ατ2 + 2τ3
(α+ 3)τ + 4ατ2 + (α+ 1)τ3 (α+ 3)τ + (3α+ 3)τ2 + (α+ 3)τ3
(α + 3)τ + (α + 4)τ2 + 2τ3 (α + 3)τ + (α+ 4)τ2 + (α+ 1)τ3
2τ + 2τ2 + (4α+ 2)τ3 2τ + 2τ2 + (α + 1)τ3
2τ + (2α+ 1)τ2 + 2τ3 2τ + 4ατ2 + (α+ 3)τ3
2τ + 4ατ2 + (4α+ 4)τ3 2τ + (3α+ 3)τ2 + 2τ3
2τ + (α+ 4)τ2 + (α + 3)τ3 2τ + (α+ 4)τ2 + (4α+ 4)τ3
(4α+ 4)τ + 2τ2 + (α+ 3)τ3 (4α+ 4)τ + 2τ2 + 3τ3
(4α+ 4)τ + (2α+ 1)τ2 + (4α+ 4)τ3 (4α+ 4)τ + 4ατ2 + 2τ3
(4α+ 4)τ + 4ατ2 + (4α+ 2)τ3 (4α+ 4)τ + (3α+ 3)τ2 + (4α+ 4)τ3
(4α+ 4)τ + (α+ 4)τ2 + 2τ3 (4α+ 4)τ + (α+ 4)τ2 + (4α+ 2)τ3
(4α+ 2)τ + 2τ2 + 2τ3 (4α+ 2)τ + 2τ2 + (α+ 1)τ3
(4α+ 2)τ + (2α+ 1)τ2 + (4α+ 2)τ3 (4α+ 2)τ + 4ατ2 + (4α+ 4)τ3
(4α+ 2)τ + 4ατ2 + 3τ3 (4α+ 2)τ + (3α+ 3)τ2 + (4α+ 2)τ3
(4α+ 2)τ + (α+ 4)τ2 + (4α+ 4)τ3 (4α+ 2)τ + (α+ 4)τ2 + 3τ3
3τ + 2τ2 + (α+ 3)τ3 3τ + 2τ2 + (4α+ 4)τ3
3τ + (2α+ 1)τ2 + 3τ3 3τ + 4ατ2 + (4α+ 2)τ3
3τ + 4ατ2 + (α + 1)τ3 3τ + (3α+ 3)τ2 + 3τ3
3τ + (α+ 4)τ2 + (4α+ 2)τ3 3τ + (α+ 4)τ2 + (α+ 1)τ3
(α+ 1)τ + 2τ2 + 2τ3 (α + 1)τ + 2τ2 + (4α+ 2)τ3
(α+ 1)τ + (2α+ 1)τ2 + (α+ 1)τ3 (α + 1)τ + 4ατ2 + (α+ 3)τ3
(α + 1)τ + 4ατ2 + 3τ3 (α+ 1)τ + (3α+ 3)τ2 + (α+ 1)τ3
(α+ 1)τ + (α+ 4)τ2 + (α+ 3)τ3 (α+ 1)τ + (α+ 4)τ2 + 3τ3
We have implemented a SAGE code adapted to algorithm 2.1 in order to gather
these Drinfeld modules with respect to their isomorphism classes and we got
the following:
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φ1(T )
(α+ 3)τ + 2τ2 + (4α+ 4)τ3
2τ + 2τ2 + (4α+ 2)τ3
(4α+ 4)τ + 2τ2 + 3τ3
(4α+ 2)τ + 2τ2 + (α+ 1)τ3
3τ + 2τ2 + (α+ 3)τ3
(α+ 1)τ + 2τ2 + 2τ3
φ2(T )
(α+ 3)τ + 2τ2 + 3τ3
2τ + 2τ2 + (α+ 1)τ3
(4α+ 4)τ + 2τ2 + (α+ 3)τ3
(4α+ 2)τ + 2τ2 + 2τ3
3τ + 2τ2 + (4α+ 4)τ3
(α+ 1)τ + 2τ2 + (4α+ 2)τ3
φ3(T )
(α+ 3)τ + (2α+ 1)τ2 + (α+ 3)τ3
2τ + (2α+ 1)τ2 + 2τ3
(4α+ 4)τ + (2α+ 1)τ2 + (4α+ 4)τ3
(4α+ 2)τ + (2α+ 1)τ2 + (4α+ 2)τ3
3τ + (2α+ 1)τ2 + 3τ3
(α+ 1)τ + (2α+ 1)τ2 + (α+ 1)τ3
φ4(T )
(α + 3)τ + 4ατ2 + 2τ3
2τ + 4ατ2 + (4α+ 4)τ3
(4α+ 4)τ + 4ατ2 + (4α+ 2)τ3
(4α+ 2)τ + 4ατ2 + 3τ3
3τ + 4ατ2 + (α + 1)τ3
(α+ 1)τ + 4ατ2 + (α+ 3)τ3
φ5(T )
(α+ 3)τ + 4ατ2 + (α+ 1)τ3
2τ + 4ατ2 + (α+ 3)τ3
(4α+ 4)τ + 4ατ2 + 2τ3
(4α+ 2)τ + 4ατ2 + (4α+ 4)τ3
3τ + 4ατ2 + (4α+ 2)τ3
(α+ 1)τ + 4ατ2 + 3τ3
φ6(T )
(α+ 3)τ + (3α+ 3)τ2 + (α+ 3)τ3
2τ + (3α+ 3)τ2 + 2τ3
(4α+ 4)τ + (3α+ 3)τ2 + (4α+ 4)τ3
(4α+ 2)τ + (3α+ 3)τ2 + (4α+ 2)τ3
3τ(3α+ 3)τ2 + 3τ3
(α+ 1)τ + (3α+ 3)τ2 + (α+ 1)τ3
φ7(T )
(α+ 3)τ + (α+ 4)τ2 + 2τ3
2τ + (α+ 4)τ2 + (4α+ 4)τ3
(4α+ 4)τ + (α+ 4)τ2 + (4α+ 2)τ3
(4α+ 2)τ + (α+ 4)τ2 + 3τ3
3τ + (α + 4)τ2 + (α+ 1)τ3
(α+ 1)τ + (α+ 4)τ2 + (α+ 3)τ3
φ8(T )
(α+ 3)τ + (α+ 4)τ2 + (α+ 1)τ3
2τ + (α+ 4)τ2 + (α+ 3)τ3
(4α+ 4)τ + (α+ 4)τ2 + 2τ3
(4α+ 2)τ + (α+ 4)τ2 + (4α+ 4)τ3
3τ + (α+ 4)τ2 + (4α+ 2)τ3
(α+ 1)τ + (α+ 4)τ2 + 3τ3
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